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Abstract. We consider efficient methods for computing solutions to dynamic inverse problems, where both the quantities of interest and the forward operator (measurement process) may change at different time instances but we want to solve for all the images simultaneously. We are interested in large-scale ill-posed problems that are made more challenging by their dynamic nature and, possibly, by the limited amount of available data per measurement step. To remedy these difficulties, we apply regularization methods that enforce simultaneous regularization in space and time (such as edge enhancement at each time instant and proximity at consecutive time instants) and achieve this with low computational cost and enhanced accuracy. More precisely, we develop iterative methods based on a majorization-minimization (MM) strategy with quadratic tangent majorant, which allows the resulting least squares problem to be solved with a generalized Krylov subspace (GKS) method; the regularization parameter can be defined automatically and efficiently at each iteration.

Numerical examples from a wide range of applications, such as limited-angle computed tomography (CT), space-time image deblurring, and photoacoustic tomography (PAT), illustrate the effectiveness of the described approaches.
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1. Introduction. In the classical setting, inverse problems are commonly formulated as static, where the underlying parameters that define the problem do not change during the measurement process. There exists a very rich literature and many numerical methods for this setting; see [24, 33, 40, 52, 72] and the references therein. Motivated by new developments in science and engineering applications, dynamic inverse problems have recently obtained considerable attention, shifting the focus of the research community to the latter, where time-dependent information needs to be recovered from time-dependent data. Such applications include dynamical impedance tomography [61, 62], process tomography [76], undersampled dynamic x-ray tomography [11], and passive seismic tomography [75, 81], to mention a few. A common question of interest is the reconstruction of non-stationary objects from time-dependent projection measurements. For instance, moving objects during a CT scan lead to artifacts in the stationary reconstruction even if the change in time is small. More specifically, in the imaging of organs like heart and lungs, small changes from the heart beat or changes in the lungs during breathing can significantly affect the quality of the reconstructed solution. In [1, 6, 47, 71], approaches to reconstruct a static image from dynamic data are discussed. In [11], the authors discuss the reconstruction of dynamic data in space and time. More recent work on computationally feasible methods in the Bayesian framework for dynamic inverse problems is presented in [19] and the quantification of the uncertainties was discussed in [60]. In this work, we are interested in similar scenarios where the target of interest changes in space and time,
and we are not limited to any specific motion of the objects during the measurement process. Furthermore, we seek to preserve the edges of the desired solution. Edge preserving reconstruction is a technique to smooth images while preserving edges, which has been employed in many fundamental applications in image processing such as artifact removal [79], denoising [31, 59, 73], image segmentation [21, 34], and feature selection [80]. Despite its important role and wide use, edge-preserving filtering is still an active area of research. The methods that we propose rely on total variation (TV)-type regularization. There has been considerable work on edge preserving methods, but there are only a few contributions on edge preserving methods for dynamic inverse problems. The latter have been mostly developed in the recent years highlighting the need to develop methods for dynamic inverse problems in parallel with recent advancements in science and technology. We first mention [63] where an iterative reconstruction method is presented for solving the multi-energy CT problem where the multi-spectral unknown is modeled as a low rank 3-way tensor that is combined with total variation regularization to enhance the regularization capabilities especially at low energy images where the effects of noise are most notable. More recently, a tensor low-rank and sparse representation model for moving object detection was proposed in [37], where the nuclear norm constraint is used to exploit the spatio-temporal redundancy of the background. In [26], a framework for solving state estimation problems with an additional sparsity-promoting $\ell_1$-regularization term is presented.

1.1. Background on dynamic inverse problems. First we set some notation that we use throughout the paper. Let $U(t) \in \mathbb{R}^{n_v \times n_h}$ be the 2D (matrix) representation of an image with $n_v$ rows and $n_h$ columns at time instance $t = 1, 2, \ldots, n_t$. Define $n_s = n_v n_h$ and let $u(t)$ be the column vector by a lexicographical ordering of the two-dimensional $U(t)$, that is, $u(t) = \text{vec}(U(t)) \in \mathbb{R}^{n_s}$, with vec being the operation that vectorizes a matrix by stacking its columns. Then, let $U = [u^{(1)}, \ldots, u^{(n_t)}] \in \mathbb{R}^{n_s \times n_t}$ be such that $u = \text{vec}(U) \in \mathbb{R}^n$ and $n = n_s n_t$. A pictorial representation of these quantities is displayed in Figure 1.1.

![Figure 1.1: Images $U^{(t)}$ to be reconstructed with pixels $i, j$ in red (left), and their corresponding vectorization $u^{(t)}$, which are the columns of the matrix $U$ where the pixels $i, j$ are now in the same row (right).](image)

We are interested in solving inverse problems with an unknown target of interest in space and time, where the goal is to recover the parameters $u^{(t)} \in \mathbb{R}^{n_s}$ that, in our case, represent pixels in the image to be reconstructed from the available measurements $d^{(t)} \in \mathbb{R}^{m_t}$ for $t = 1, 2, \ldots, n_t$. Since we focus on imaging applications,
we use the term ‘pixels’ (rather than ‘parameters’) throughout the paper. The value $n_t$ represents the number of time points and, therefore, the value $m = \sum_{t=1}^{n_t} m_t$ is the total number of available measurements. We consider the number of pixels, $n_s$, to be fixed for all time points. Dynamic problems may also involve reconstructing a sequence of images with varying numbers of pixels (e.g., in image registration), but we do not consider that setting in this paper. For completeness, we define static and dynamic inverse problems in the context of this paper.

1. Dynamic inverse problems. In a dynamic inverse problem, both the object of interest and the measurement process are known to change in time and, therefore, combining prior information at different time instances is found to enhance the reconstruction and recover dynamic information about the objects of interest. More specifically, we have the measurement equation

$$d = Fu + e,$$

where we consider two cases for the parameter-to-observation map $F \in \mathbb{R}^{m \times n}$:

a. The forward operator is time-dependent, that is, it changes during the data acquisition process and results in the operator $F$ being a block diagonal matrix

$$F = \begin{bmatrix} A^{(1)} & & \\ & \ddots & \\ & & A^{(n_t)} \end{bmatrix}.$$

b. The forward operator is time-independent, i.e., $A^{(t)} = A$ for $t = 1, \ldots, n_t$, where $F$ simplifies to $F = I_{n_t} \otimes A$, with $\otimes$ being the Kronecker product.

The vector $d = \text{vec}(d^{(1)}, \ldots, d^{(n_t)}) \in \mathbb{R}^m$ represents measured data that are contaminated by an (unknown) error $e \in \mathbb{R}^m$ that may stem from measurement errors. We assume that the noise vector follows a normal Gaussian distribution with mean zero and covariance $\Gamma$, i.e., $e \sim \mathcal{N}(0, \Gamma)^1$. The inverse problem involves recovering the pixels $u$ from the data $d$. That is, we seek to solve the general regularized problem

$$u_{\text{dynamic}} = \arg\min_{u \in \mathbb{R}^n} \mathcal{J}(u) := \mathcal{F}(u) + \lambda \mathcal{R}(u),$$

where the functional $\mathcal{F}(u)$ is a data-misfit term that takes the form $\frac{1}{2} \|Fu - d\|_\Gamma^{-1}$, and the term $\mathcal{R}(u)$ is a regularization term that can take different forms; several new forms for $\mathcal{R}(u)$ will be proposed in Section 3.

2. Static inverse problems. By contrast, in a static inverse problem, the information from the current time step is used to reconstruct the unknown pixels $u^{(t)}$, $t = 1, 2, \ldots, n_t$. We assume that the measurement noise at each time step is independent of other time steps, so that the overall noise covariance matrix, defined above, $\Gamma = \text{BlockDiag}(\Gamma_1, \ldots, \Gamma_{n_t})$ is a block-diagonal matrix, where $\Gamma_t$ is the noise covariance matrix at step $t$. We then solve the sequence of optimization problems

$$u^{(t)}_{\text{static}} = \arg\min_{u \in \mathbb{R}^{n_s}} \frac{1}{2} \|A^{(t)}u - d^{(t)}\|_{{\Gamma_t}^{-1}} \quad \text{and} \quad \mathcal{R}(u), \quad t = 1, 2, \ldots, n_t,$$

independently, to obtain the solution to the static inverse problem. Throughout this paper, $\lambda > 0$ is an appropriate regularization parameter that determines a balance between the data-misfit and the regularization terms.

---

$^1$Throughout this paper we use $\mathcal{N}(\mu, \Gamma)$ to denote the multivariate normal distribution with mean $\mu$ and covariance matrix $\Gamma$. 
Challenges and need for regularization. The considered inverse problems are typically ill-posed since a solution may not exist, may not be unique, or may not depend continuously on the data. A clear first challenge in dynamic inverse problems stems from the limited information available per time instance during the measurement process. Moreover, when solving dynamic inverse problems, the unknown has $n = n_s n_t$ pixels, which can be as high as $O(10^6)$: a clear second challenge is therefore the large-scale of the considered problems.

In order to obtain meaningful solutions of ill-posed inverse problems one must resort to regularization. In this paper, we focus on developing efficient regularization approaches for dynamic inverse problems that promote edge-preservation in the resulting images by incorporating specific representations of the prior information. Namely, we propose a combination of spatial and temporal prior information representations that allow for the recovery of piecewise constant solutions and the use of efficient numerical methods that can exploit these representations.

1.2. Overview of the main contributions. Our main goal in this paper is to provide a suite of techniques for edge-preserving reconstructions in dynamic inverse problems. We summarize the main contributions as follows:

1. We propose six different regularization techniques, involving anisotropic and isotropic total variation, and group sparsity, which promote edge-preserving reconstructions in dynamic inverse problems, where the images to be reconstructed are changing in time. We provide motivation for each technique, which combines spatiotemporal information in different ways. For each regularization technique, we also provide an interpretation using tensor notation.

2. For each regularization technique, we write down the corresponding optimization problem for reconstructing the desired solution, whose objective functions are convex but non-differentiable. To remedy the non-differentiability, we consider a smoothed functional instead, and we derive an iterative reweighted least squares (IRLS) approach for each optimization problem using the majorization-minimization (MM) technique.

3. To efficiently solve the sequence of least squares problems and define the regularization parameter, we use a generalized Krylov subspace (GKS) method, resulting in a so-called MM-GKS method. For instance, typically we are able to reconstruct over 1.9 million pixels in less than 100 MM-GKS iterations.

4. We illustrate the performance and demonstrate the range of applicability and effectiveness of the described approaches on a variety of test problems with simulated and real data arising from space-time image deblurring, photoacoustic tomography (PAT), and limited angle computerized tomography (CT).

In summary, we present a unified framework for edge-preserving reconstructions in dynamic inverse problems. The definition of the specific regularization terms allows to use the same MM-GKS technique to solve the corresponding optimization problems. The presented approaches are generic and extend to other problem settings such as multichannel imaging [41, 48, 70], electroencephalographic current density reconstruction [29], and anatomical image analysis to study changes in organ anatomy [57]; in all these applications, the solution techniques combine limited information from different sources to improve the quality of the resulting reconstruction and recover dynamic information from different channels.

Overview of the paper. This paper is organized as follows. In Section 2, we present some background material, including additional notation, a survey of well-established
regularization terms, and an iterative method used to solve the inverse problem by the aid of an MM strategy. In Section 3, we propose six different methods for edge-preserving regularization in dynamic inverse problems, write a unifying framework and derive, by using an MM approach, an iteratively reweighted least squares method for solving the resulting optimization problem. Some alternative approaches and extensions that fit within our framework are presented in Section 4. In Section 5, we describe iterative methods based on generalized Krylov subspaces to efficiently solve the resulting optimization problem and define the regularization parameter at each iteration. In Section 6, we present numerical examples that demonstrate the performance of the proposed regularization terms and the MM solvers. Finally, some conclusions, remarks, and future directions are presented in Section 7.

2. Background. In this section, we review known facts about tensors, regularization terms such as (discrete) isotropic and anisotropic total variation, and the majorization-minimization approach for solving optimization problems.

2.1. Tensor notation. The use of tensor notation is very convenient for describing dynamic images. A tensor $\mathcal{X}$ is a multi-dimensional array (also called $n$-way or $n$-mode array), whose entries are scalars. The order of a tensor refers to the number of ways or modes. For instance, vectors are tensors of order one, and matrices are tensors of order two. More details on tensors can be found in [43].

In this work, we primarily focus on 3rd-order tensors $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with entries $x_{i,j,k}$.

Fibers are higher-order analogues of matrix rows and columns. A fiber of a third order tensor is a vector that is obtained by fixing two of the indices of the tensor $\mathcal{X}$. We define $\mathcal{X}_{:,j,k}$, $\mathcal{X}_{i,:,k}$, and $\mathcal{X}_{i,j,:}$ to be mode-1, mode-2, and mode-3 fibers, respectively.

We implicitly assume that once a mode fiber has been extracted, it is reshaped as a column vector. Slices are two dimensional sections of a tensor that are obtained by fixing one of the indices. We define $\mathcal{X}_{i,:,}$, $\mathcal{X}_{:,j,:}$, and $\mathcal{X}_{:,i,:}$ to be horizontal, lateral, and frontal slices, respectively. As before, when a slice is extracted, we implicitly assume that it is a matrix. The mode-$j$ unfolding or matricization of a tensor $\mathcal{X}$ is obtained by arranging the mode-$j$ fibers to be the columns of a resulting matrix. We denote these by $X_{(1)} \in \mathbb{R}^{n_1 \times (n_2 n_3)}$, $X_{(2)} \in \mathbb{R}^{n_2 \times (n_1 n_3)}$, and $X_{(3)} \in \mathbb{R}^{n_3 \times (n_1 n_2)}$.

Another important concept here is the mode-$j$ product that defines the operation of multiplying a tensor $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ by a matrix $L_j \in \mathbb{R}^{r \times n_j}$ for $j = 1, 2, 3$ given in the following definition. We write $Y = \mathcal{X} \times_j L_j$ in terms of the mode unfoldings as $Y_{(j)} = L_j X_{(j)}$. For distinct modes in a series of multiplications, the order of the multiplication is irrelevant.

We will also need to use norms for tensors, which we define entrywise. That is, for $q \in [1, \infty)$, we define

$$
\| \mathcal{X} \|_q = \left( \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{k=1}^{n_3} |x_{i,j,k}|^q \right)^{1/q}.
$$

A tensor representation of the dynamic inverse problem solution described in Section 1.1 is obtained by defining the multidimensional array $\mathcal{U} \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times n_t}$, with its frontal slices taken to be 2D representations of the image $u^{(t)}$. That is, we let

$$
\mathcal{U}_{:, :, t} = \text{mat}(u^{(t)}) \in \mathbb{R}^{n_1 \times n_2} \quad t = 1, \ldots, n_t.
$$

Furthermore, $u^{(t)}$ are the mode-3 fibers and $\mathcal{U} = U_{(3)}^T$ is the transposed mode-3 unfolding.
2.2. Regularization terms based on the first derivative operator. When the desired solution is known to be piecewise constant with regular and sharp edges, total variation (TV) regularization is a popular choice, as it allows the solution to have discontinuities by preserving edges and discouraging noisy oscillations. TV regularization essentially enforces sparse gradient representations for the solution.

The idea of (isotropic) TV regularization was first proposed in [59] for denoising, and it has then been used in compressive sensing [13], segmentation [68], image deblurring [58], electrical impedance tomography [30], and computerized tomography [64], just to mention a few; see [14] for a review. The anisotropic TV formulation was addressed in [17, 25, 49].

Let

\[ L_d = \alpha_d \begin{bmatrix} 1 & -1 \\ 1 & -1 \\ \vdots & \vdots \\ 1 & -1 \end{bmatrix} \in \mathbb{R}^{(n_d-1) \times n_d} \quad \text{and} \quad I_{n_d} \in \mathbb{R}^{n_d \times n_d} \]

be a rescaled finite difference discretization of the first derivative operator with \( \alpha_d > 0 \) and the identity matrix of order \( n_d \), respectively. In defining some of the operators below, we will augment the matrix \( L_d \) with one zero row (at the bottom) and denote it by \( L_0^d \). The matrices \( L_d \) and \( L_0^d \) are used to obtain discretizations of the first derivatives in the \( d \)-direction, with \( d = v, h, t \) respectively (that is, multiplications by these matrices produce vectors containing approximations of vertical derivatives (\( v \)-direction), horizontal derivatives (\( h \)-direction), and derivatives with respect to time (\( t \)-direction)). For simplicity, in the following, we let \( \alpha_d = 1 \), but different values can be used in practice: an \( \alpha_d \neq 1 \) can be treated as a regularization parameter that must be estimated as part of the inversion process.

Considering only the spatial derivatives for now, these have the form

\[
\begin{align*}
\text{vec}(L_v U^{(t)}) &= (I_{n_h} \otimes L_v)u^{(t)} \in \mathbb{R}^{(n_v-1)n_h}, \\
\text{vec}(U^{(t)}L_h^T) &= (L_h \otimes I_{n_v})u^{(t)} \in \mathbb{R}^{(n_h-1)n_v}, \quad t = 1, \ldots, n_t.
\end{align*}
\]

Define also the spatial derivative matrix

\[
L_s = \begin{bmatrix} I_{n_h} \otimes L_v \\ L_h \otimes I_{n_v} \end{bmatrix}.
\]

When time is considered, we have

\[
\text{vec}(UL_t^T) = (L_t \otimes I_{n_s})u \in \mathbb{R}^{(n_t-1)n_s}.
\]

By letting \( n_t = 1 \) (i.e., \( n = n_s \)) for now, so that \( u = u^{(1)} = \text{vec}(U^{(1)}) \), we define the anisotropic total variation (TV\(_{\text{aniso}}\)) as

\[
\begin{align*}
\text{TV}_{\text{aniso}}(u) &= \sum_{k=1}^{n_h-1} \sum_{\ell=1}^{n_v} \left| (L_v U^{(1)})_{k,\ell} \right| + \sum_{k=1}^{n_h-1} \sum_{\ell=1}^{n_v} \left| (U^{(1)}L_h^T)_{k,\ell} \right| \\
&= \| (I_{n_h} \otimes L_v)u \|_1 + \| (L_h \otimes I_{n_v})u \|_1 = \| L_s u \|_1.
\end{align*}
\]
Assuming, for simplicity, that \( n_h = n_v \), we define the isotropic total variation (TV_{iso}) as

\[
\text{TV}_{\text{iso}}(u) = \sum_{k=1}^{n_v} \sum_{\ell=1}^{n_h} \sqrt{((L_h^0 U(1))_{k,\ell}^2 + (U(1)(L_h^0)^T)_{k,\ell}^2)}
\]

\[
= \sum_{\ell=1}^{n_v} \sqrt{((I_{n_h} \otimes L_v^0)u)_{\ell}^2 + ((L_h^0 \otimes I_{n_v})u)_{\ell}^2}
\]

\[
= \|[(I_{n_h} \otimes L_v^0)u, (L_h^0 \otimes I_{n_v})u]_{2,1},
\]

(2.7)

where \( \| \cdot \|_{2,1} \) denotes the functional defined, for a matrix \( Y \in \mathbb{R}^{m_y \times n_y} \), as

\[
\|Y\|_{2,1} = \sum_{i=1}^{m_y} \left( \sum_{j=1}^{n_y} (Y^2)_{i,j} \right)^{1/2} = \sum_{i=1}^{m_y} \|Y_{i,:}\|_2.
\]

The \( \| \cdot \|_{2,1} \) functional is typically used to enforce some kind of group sparsity. The minimization of TV_{aniso} favors horizontal and vertical structures, since the edges not aligned with the coordinate axes are penalized heavily, so TV_{iso} is used instead; however, this also has issues since rotating an image by 90°, or its multiples, changes the value of TV_{iso}, which is undesirable [20].

### 2.3. A majorization-minimization method

In this section, we provide an overview of the majorization-minimization technique for approximating the solution of (1.3) by solving a sequence of optimization problems; see [39, 46] for more details on the MM methods used.

Suppose we want to minimize an objective function \( J(u) \). We shall need the following definition of a quadratic tangent majorant.

**Definition 2.1 ([38]).** Let \( y \in \mathbb{R}^n \) be fixed. The functional \( Q(\cdot; y): \mathbb{R}^n \to \mathbb{R} \) is said to be a quadratic tangent majorant for \( J(x) \) at \( x = y \in \mathbb{R}^n \) if it satisfies the following conditions:

1. \( Q(x; y) \) is quadratic in \( x \),
2. \( Q(y; y) = J(y) \),
3. \( \nabla_x Q(y; y) = \nabla_x J(y) \),
4. \( Q(x; y) \geq J(x) \quad \forall x \in \mathbb{R}^n \).

The MM methods considered in this paper establish an iterative scheme whereby, starting from a given approximation of \( u_{\text{true}} \), a quadratic tangent majorant functional for \( J(u) \) at the previous iteration is defined and minimized to get the next approximation of \( u_{\text{true}} \). In other words, after the approximation \( u_{(k)} \) has been computed at the \( k \)th iteration of the MM scheme, the \((k+1)\)th approximate solution is computed as

\[
u_{(k+1)} = \arg \min_{u \in \mathbb{R}^n} Q(u; u_{(k)}) \quad k = 0, 1, \ldots.
\]

The process is iterated. At the first iteration, one may take \( u_{(0)} = 0 \).

The convergence of the MM approach with quadratic tangent majorants was established in [38], which we use in this paper as well.

### 3. Dynamic edge-preserving regularization

We propose a unified framework with six main methods for edge-preserving reconstruction applied to dynamic inverse problems with a spatial and time component. Furthermore, the framework
is generic and can be extended to many other applications. For each technique, we motivate the kind of regularization, and using an MM approach we derive an iteratively reweighted least squares method for solving the resulting optimization problem. Finally, we also provide an interpretation for the regularization term using tensor notation.

3.1. Anisotropic space-time total variation (AnisoTV). In this first technique we use the summation of the TV of the images at each time step as a regularizer as well as regularization for temporal information. Let \( L_s \) be a matrix that represents the discretized finite difference operator corresponding to the spatial first derivative defined as in (2.5). The anisotropic TV terms \( \|L_s u(t)\|_1, t = 1, \ldots, n_t \) ensure that the spatial discrete gradients of the images are sparse at each time instant. In addition, to incorporate temporal information, assuming that the images do not change considerably from one time instant to the next, we also want to penalize the difference between any two consecutive images; we do so by considering the 1-norm differences \( \|u(t+1) - u(t)\|_1 \) for \( t = 1, \ldots, n_t - 1 \). These two requirements can be imposed by considering the following regularization term

\[
R_1(u) = \sum_{t=1}^{n_t} \|L_s u(t)\|_1 + \sum_{t=1}^{n_t-1} \|u(t+1) - u(t)\|_1 
= \|(I_{n_t} \otimes L_s)u\|_1 + \|(L_t \otimes I_{n_s})u\|_1.
\]

Notice that we can write the regularization terms that impose sparsity in time and in space under the same \( \ell_1 \) norm by letting

\[
D_1 = \begin{bmatrix} I_{n_t} \otimes L_s \\ L_t \otimes I_{n_s} \end{bmatrix} = \begin{bmatrix} I_{n_t} \otimes I_{n_h} \otimes L_n \\ I_{n_t} \otimes L_h \otimes I_{n_s} \\ L_t \otimes I_{n_h} \otimes I_{n_s} \end{bmatrix},
\]

so that \( R_1(u) = \|D_1 u\|_1 \).

To enable comparisons with the other methods proposed in this paper, we provide an alternative representation for the regularization term in tensor notation. Recall the tensor representation \( \mathcal{U} \) of \( u \) as in (2.2).

Then we can write

\[
R_1(u) = \|\mathcal{U} \times_1 L_s\|_1 + \|\mathcal{U} \times_2 L_h\|_1 + \|\mathcal{U} \times_3 L_t\|_1.
\]

Optimization problem and MM approach. With the regularization term defined as in (3.1), the optimization problem that we seek to solve takes the form

\[
\min_{u \in \mathbb{R}^n} J_1(u) := F(u) + \lambda R_1(u),
\]

where \( \lambda > 0 \).

We now derive an MM approach for solving this optimization problem by solving a sequence of simpler optimization problems whose closed form solutions exist. We do this in detail here, since the other regularization terms we propose have similar derivations. At the \( k \)th iteration of the MM method, let \( z(k) = D_1 u(k) \), where \( u(k) \) is the current iterate. Since the regularization term is nondifferentiable, we first majorize as

\[
R_1(u) \leq \sum_{\ell} \sqrt{(D_1 u)_{\ell}^2 + \epsilon^2} =: R_{1\epsilon}(u),
\]
where \( R_{1\epsilon} \) is the smoothed regularization term with \( \epsilon > 0 \). Similarly, we define the smoothed objective function \( J_{1\epsilon} \), by replacing \( R_{1}(u) \) with \( R_{1\epsilon}(u) \) in (3.3).

To obtain a quadratic tangent majorant, we use the elementary inequality [46, Equation (1.5)] for \( u, v > 0 \)

\[
(3.5) \quad \sqrt{u} \leq \sqrt{v} + \frac{1}{2\sqrt{v}}(u-v);
\]

this is an equality if \( u = v \). By applying (3.5) to each term in the sum (3.4), with \( u = (D_1 u)^2 + \epsilon^2 \) and \( v = (D_1 u(k))_k^2 + \epsilon^2 \), we obtain that

\[
\mathcal{R}_1(u) \leq \sum_k \frac{1}{2\sqrt{(D_1 u(k))_k^2 + \epsilon^2}} (D_1 u)^2 + \epsilon_1
\]

\[
= \frac{1}{2} \|M_1^{(k)}u\|_F^2 + \epsilon_1,
\]

where \( \epsilon_1 \) is a constant independent of \( u \) (but dependent on \( u(k), D_1, \) and \( \epsilon \)) and \( M_1^{(k)} \) is the weighting matrix

\[
M_1^{(k)} := W_1^{(k)} D_1 \quad \text{with} \quad W_1^{(k)} = \text{diag}((z(k))^2 + \epsilon^2)^{-1/4}.
\]

Note that all operations in the expressions on the right-hand sides, including squaring, are performed element-wise.

We can now define the quadratic tangent majorant \( Q_1(u; u(k)) \) for the objective function \( J_{1\epsilon}(u) \) as

\[
Q_1(u; u(k)) := \mathcal{F}(u) + \frac{\lambda}{2} \|M_1^{(k)}u\|_F^2 + c_1,
\]

where \( c_1 = \lambda \epsilon_1 \).

Thus, as described in Section 2.3, we state the IRLS approach for solving the optimization problem (3.3): given an initial guess \( u(0) \), we solve the sequence of optimization problems

\[
(3.7) \quad u(k+1) = \arg \min_{u \in \mathbb{R}^n} Q_1(u; u(k)), \quad k = 0, 1, 2, \ldots,
\]

to obtain the next iterate \( u(k+1) \). This can be interpreted as an iteratively reweighted least squares approach since, at each iteration, it replaces the regularization term \( R_{1\epsilon}(u) \) by an iteratively reweighted \( \ell_2 \) regularization term.

### 3.2. Total variation in space and Tikhonov in time (TVplusTikhonov)

In this technique, we consider anisotropic total variation in space and assume that the target of interest has small changes in time. Then, we define a new regularization term as

\[
(3.8) \quad \mathcal{R}_2(u) := \sum_{t=1}^n \|L_t u^{(t)}\|_1 + \sum_{t=1}^{n-1} \|u^{(t+1)} - u^{(t)}\|_2
\]

\[
= \|L_{(n_t \otimes L_t)} u\|_1 + \|L_t \otimes I_{n_s} u\|_2.
\]

In tensor notation, similar to \( \mathcal{R}_1(u) \), we can succinctly write

\[
\mathcal{R}_2(u) = \|U \times_1 L_u\|_1 + \|U \times_2 L_h\|_1 + \|U \times_3 L_t\|_2.
\]

Note that, when compared with \( \mathcal{R}_1(u) \), \( \mathcal{R}_2(u) \) requires the difference between the images at consecutive time steps to be small, while \( \mathcal{R}_1(u) \) additionally promotes the sparsity of the difference.
Optimization problem and MM approach. We solve the inverse problem (1.1) by solving the optimization problem:

$$
\min_{u \in \mathbb{R}^n} J_2(u) := F(u) + \lambda R_2(u),
$$

where $\lambda > 0$. To achieve this, we can apply the MM approach similar to Section 3.1. In particular, we consider the smoothed version $R_2^\epsilon(u)$ of $R_2(u)$, where the smoothing is applied only to the first term in (3.8); the corresponding smoothed objective function is denoted by $J_2^\epsilon(u)$. To derive a majorant, we only need to majorize the first term, since the second term is already expressed in the squared $\ell_2$ norm. We skip the details and only provide a summary of the approach. We have the quadratic tangent majorant

$$
Q_2(u; u^{(k)}) := F(u) + \lambda \frac{1}{2} \|M_2^{(k)}u\|_2^2 + c_2,
$$

where $c_2$ is a constant independent of $u$, and the matrix $M_2^{(k)}$ is defined as

$$
M_2^{(k)} := \begin{bmatrix} W_2^{(k)} & \mathbf{I} \end{bmatrix} D_1,
$$

with $D_1$ as in (3.2).

By letting $z^{(k)} = D_1 u^{(k)}$, the weighting matrix $W_2^{(k)}$ is defined as

$$
W_2^{(k)} = \text{diag} \left( (z^{(k)})^2 + \epsilon^2 \right)^{-1/4}.
$$

As in (3.7), to solve the optimization problem (3.9), we solve a sequence of reweighted least squares problems with the objective function $Q_2$ defined in (3.10).

3.3. Anisotropic space-time total variation (Aniso3DTV). To explain this approach, it is easier to directly consider the tensor notation. We define the tensor $\mathbf{Y}$ in which the finite difference tensor is applied simultaneously across all three modes

$$
\mathbf{Y} = \mathbf{U} \times_1 \mathbf{L}_v \times_2 \mathbf{L}_h \times_3 \mathbf{L}_t.
$$

We can write the 3D Anisotropic TV norm as the vectorized 1-norm of this tensor. That is

$$
R_3(u) = \| \mathbf{Y} \|_1 = \sum_{v=1}^{n_v} \sum_{h=1}^{n_h} \sum_{t=1}^{n_t} |y_{v,h,t}|.
$$

This is in contrast to $R_1(u)$, which computes the sum of the tensor 1-norms in which only one derivative is applied per summand.

To derive an equivalent representation using matrix notation, consider the mode-1 unfolding of the tensor $\mathbf{Y}$, $\mathbf{Y}_{(1)} = \mathbf{L}_v \mathbf{U}_{(1)} (\mathbf{L}_t^T \otimes \mathbf{L}_h^T)$. Let $\mathbf{y} = \text{vec}(\mathbf{Y}_{(1)})$ and $\mathbf{u} = \text{vec}(\mathbf{U}_{(1)})$ denote the vectorizations of the mode-1 unfoldings of $\mathbf{Y}$ and $\mathbf{U}$ respectively, which are related through the formula

$$
\mathbf{y} = D_3 \mathbf{u} \quad \text{with} \quad D_3 = (\mathbf{L}_t \otimes \mathbf{L}_h \otimes \mathbf{L}_v).$$

Therefore, we have $R_3(u) := \|D_3u\|_1$. 

Optimization problem and MM approach. The problem that we want to solve can be formulated as

$$\min_{u \in \mathbb{R}^n} J_3(u) := F(u) + \lambda R_3(u),$$

which can be tackled with the MM approach similar to the one described in Section 3.1. Again, we consider the smoothed version $R_{3s}(u)$ of $R_3(u)$: the corresponding smoothed objective function is denoted by $J_{3s}(u)$. We majorize $J_{3s}(u)$ by the quadratic tangent majorant

$$Q_{3s}(u; u_{(k)}) := F(u) + \frac{\lambda}{2} \|M_3^{(k)} u\|_2^2 + c_3,$$

where $c_3$ is a constant independent of $u$ and

$$(3.13) \quad M_3^{(k)} = W_3^{(k)} D_3.$$

The weighting matrix $W_3^{(k)}$ at iteration $k$ is defined as

$$W_3^{(k)} = \text{diag}(((z_{(k)})^2 + \epsilon^2)^{-1/4}) \quad \text{with} \quad z_{(k)} = D_3 u_{(k)}.$$

3.4. 3D space-time isotropic total variation (Iso3DTV). In this next approach, we apply isotropic total variation in all three directions, i.e., two spatial and one temporal direction. We first introduce the variables

$$\begin{align*}
    z_w^0(u) &:= (I_{n_1} \otimes I_{n_2} \otimes L_v^0) u, \\
    z_h^0(u) &:= (I_{n_1} \otimes L_h^0 \otimes I_{n_2}) u, \\
    z_t^0(u) &:= (L_t^0 \otimes I_{n_2} \otimes I_{n_3}) u.
\end{align*}$$

(3.14)

Recall that $L_d^0$, $d = v, h, t$ is obtained by augmenting $L_d$ with a row of zeros. Then, we can compactly write the following regularization term

$$R_4(u) := \sum_{\ell = 1}^{n_v n_h n_t} \sqrt{(z_w^0(u))^2 + (z_h^0(u))^2 + (z_t^0(u))^2}$$

$$(3.15) \quad = \| (z_w^0(u), z_h^0(u), z_t^0(u)) \|_{2,1}.$$

To devise a tensor formulation for $R_4(u)$, first consider the following tensors

$$\begin{align*}
    Z_w &= U \times_1 L_v^0, \\
    Z_h &= U \times_2 L_h^0, \\
    Z_t &= U \times_3 L_t^0,
\end{align*}$$

and their mode-3 unfoldings $(Z_v)_{(3)}$, $(Z_h)_{(3)}$, $(Z_t)_{(3)}$, respectively. Define a new tensor $\mathcal{Y} \in \mathbb{R}^{n_x \times n_y \times 3}$ such that

$$\begin{align*}
    \mathcal{Y}_{:,1:} &= (Z_v)^T_{(3)}, \\
    \mathcal{Y}_{:,2:} &= (Z_h)^T_{(3)}, \\
    \mathcal{Y}_{:,3:} &= (Z_t)^T_{(3)}.
\end{align*}$$

Then $R_4(u)$ is the sum of the 2-norms of the mode-3 fibers of $\mathcal{Y}$, that is

$$R_4(u) = \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \| \mathcal{Y}_{i,j,:} \|_2.$$

To interpret this representation, the frontal slices of the tensor $\mathcal{Y}$ are the collection of gradient images at all time instances, and the derivatives are taken one direction at a time. The regularization operator $R_4(u)$ is the sum of two norms of its tubal fibers.
Optimization problem and MM approach. We have the following problem

\[ \min_{\mathbf{u} \in \mathbb{R}^n} J_4(\mathbf{u}) := F(\mathbf{u}) + \lambda R_4(\mathbf{u}). \]

We first consider, instead of \( R_4(\mathbf{u}) \), the smoothed regularization term

\[ R_{4e}(\mathbf{u}) := \sum_{\ell=1}^{n_s n_h n_t} \sqrt{(z^0_\ell(\mathbf{u}))^2 + (z^0_\ell(\mathbf{u}))^2 + (z^0_\ell(\mathbf{y}))^2 + \epsilon^2} \]

and the corresponding objective function \( J_{4e}(\mathbf{u}) \). Following the derivation in [77], we devise weights to be used in an MM approach to Iso3DTV. We can define the quadratic tangent majorant \( Q_4(\mathbf{u}; \mathbf{u}_{(k)}) \) for the objective function \( J_{4e}(\mathbf{u}) \) as

\[ Q_4(\mathbf{u}; \mathbf{u}_{(k)}) := F(\mathbf{u}) + \frac{\lambda}{2} \| M_4^{(k)} \mathbf{u} \|_2^2 + c_4, \]

where \( c_4 \) is a constant independent of \( \mathbf{u} \), and \( M_4^{(k)} \) is the weighted matrix

\[ M_4^{(k)} := W_4^{(k)} D_4 \quad \text{with} \quad D_4 := \begin{bmatrix} I_{n_t} \otimes I_{n_h} \otimes L^0_v \otimes I_{n_v} \\ I_{n_t} \otimes L^0_h \otimes I_{n_v} \\ L^0_t \otimes I_{n_h} \otimes I_{n_v} \end{bmatrix}, \]

and

\[ W_4^{(k)} = I_3 \otimes \text{diag} \left( \left( (z^0_d(\mathbf{u}_{(k)}))^2 + (z^0_h(\mathbf{u}_{(k)}))^2 + (z^0_t(\mathbf{u}_{(k)}))^2 + \epsilon^2 \right)^{-1/4} \right), \]

where \( (z^0_d(\mathbf{u}_{(k)})) \) are the vectors \( z^0_d \) in (3.14), \( d = v, h, t \), evaluated at \( \mathbf{u} = \mathbf{u}_{(k)} \), i.e., at the \( k \)th iteration. Finally, the matrix \( D_4 \) is similar to \( D_1 \) defined in (3.2), with the augmented derivative matrices \( L^0_d \) instead of \( L_d \).

3.5. Isotropic in space, anisotropic in time total variation (IsoTV). This method can be considered as a variation of the AnisoTV method presented in Section 3.1, where only the spatial anisotropic total variation is replaced by spatial isotropic total variation. Namely, using the notation in (3.14), we consider the regularization term

\[ R_5(\mathbf{u}) = \sum_{\ell=1}^{n_s n_h n_t} \sqrt{(z^0_\ell(\mathbf{u}))^2 + (z^0_\ell(\mathbf{u}))^2 + (z^0_\ell(\mathbf{u}))^2 + \epsilon^2} + \sum_{t=1}^{n_t-1} \| u^{(t+1)} - u^{(t)} \|_1 \]

\[ = \| [z^0_\ell(\mathbf{u}), z^0_\ell(\mathbf{u})] \|_{2,1} + \| (L_t \otimes I_{n_j}) u \|_1. \]

The associated tensor formulation reads similar to the ones presented in subsections 3.1 and 3.4, namely,

\[ R_5(\mathbf{u}) = \sum_{i=1}^{n_s} \sum_{j=1}^{n_t} \| Y_{i,j,:} \|_2 + \| U \times_3 L_t \|_1, \]

where \( Y \in \mathbb{R}^{n_s \times n_t \times 2} \) is such that

\[ Y_{i,:,1} = (Z_v)^T_{(i)}, \quad Y_{i,:,2} = (Z_h)^T_{(i)}. \]
We define a smoothed version of $R_5(u)$, denoted $R_{5\epsilon}(u)$ where the smoothing is applied separately to the first and second terms; the corresponding smoothed objective function is denoted $J_{5\epsilon}(u)$. We can then define the quadratic tangent majorant $Q_5(u; u_{(k)})$ for the objective function $J_{5\epsilon}(u)$ as

$$
Q_5(u; u_{(k)}) := F(u) + \frac{\lambda}{2} \|M_5^{(k)}u\|_2^2 + c_5,
$$

where $c_5$ is a constant independent of $u$, and $M_5^{(k)}$ is the weighted matrix

$$
M_5^{(k)} := W_5^{(k)}D_5
$$

with

$$
D_5 := \begin{bmatrix}
I_{n_t} \otimes I_{n_h} \otimes L_v^0 \\
I_{n_t} \otimes L_h^0 \otimes I_n \\
[L_t \otimes I_{n_h} \otimes I_n]
\end{bmatrix}
$$

and

$$
W_5^{(k)} = \begin{bmatrix}
I_2 \otimes \text{diag}(w_w^{(k)}) \\
\text{diag}(w_h^{(k)})
\end{bmatrix},
$$

where

$$
w_w^{(k)} = \left((z_{(k)}^0(u_{(k)}))^2 + (z_h^0(u_{(k)}))^2 + \epsilon^2\right)^{-1/4} \quad \text{and} \quad w_h^{(k)} = \left((z_h(u_{(k)}))^2 + \epsilon^2\right)^{-1/4}.
$$

Here $z_d(u_{(k)})$ are again the vectors $z_d(u)$ in (3.14), $d = v, h$, evaluated at $u = u_{(k)}$, i.e., at the $k$th iteration.

### 3.6. Group sparsity (GS).

Group sparsity allows to promote sparsity when reconstructing a vector of unknown pixels that are naturally partitioned in subsets; see [5, 35]. In our applications, there are several possible ways to define groups. For example, we can naturally group the variables corresponding to pixels at each time instant, i.e., $\{u^{(n)}\}_{n=1}^n$. To enforce piecewise constant structure in space and time, we adopt the following approach. Let $n'_t = (n_v - 1)n_h + (n_h - 1)n_v$ be the total number of pixels in the gradient images. Consider the groups defined by the vectors

$$
z_t = [(L_0u^{(1)})_t, \ldots, (L_su^{(n_s)})_t] = (I_{n_t} \otimes e_t^T L_s) u \in \mathbb{R}^{n_s}, \quad t = 1, \ldots, n'_t.
$$

Alternatively, define the matrix $Z$ whose columns represents the vectorized gradient images at different time $t$.

$$
Z = [L_su^{(1)}, \ldots, L_su^{(n_s)}] = L_s U \in \mathbb{R}^{n'_s \times n_s},
$$

$$
z = \text{vec}(Z) = (I_{n_t} \otimes L_s)u.
$$

Note that $z_\ell$ are the rows of $Z$. These are also illustrated in Figure 3.1. The regularization term corresponding to group sparsity can then be expressed as a mixture of norms

$$
R_6(u) := \sum_{\ell=1}^{n'_s} \|z_\ell\|_2 = \sum_{\ell=1}^{n'_s} \left(\sum_{t=1}^{n_t} (L_su^{(i)})^2\right)^1_\ell = \|L_s U\|_{2,1}.
$$
The vector of spatial derivatives $L_s u(t)$ contains the partial derivatives with respect to the vertical ($u_v(t)$) and horizontal ($u_h(t)$) directions for each image. These vectors are the columns of the matrix $Z$. We compute the 2-norm of each row $z_\ell$ of $Z$ and add them.

This was already used in Equations (2.7) and (3.15). In other words, the regularization term behaves like a 1-norm on the vector

$$\begin{bmatrix} \|z_1\|_2 & \cdots & \|z_{n_v'}\|_2 \end{bmatrix}.$$  

By inducing sparsity on the vector of 2-norms of $z_\ell$, $\ell = 1, \ldots, n'_v$, we encourage entries of the vector $\|z_\ell\|_2$ (and, in turn, each vector $z_\ell$) to be zero. On one hand, using this regularization, we are ensuring that the sparsity in the gradient images is being shared across time instances. On the other hand, this regularization formulation does not enforce sparsity across the groups, i.e., across vectors $z_\ell$.

Let $U$ be the tensor of images, and let $X = U \times_1 L_v$ and $Y = U \times_2 L_h$ be the tensors obtained by taking the gradient in the vertical and horizontal directions. Then $R_6(u)$ is the sum of 2-norm of the mode-3 fibers of $X$ and $Y$. That is

$$R_6(u) = \sum_{i=1}^{n_v-1} \sum_{j=1}^{n_h} \|X_{i,j,:}\|_2 + \sum_{i=1}^{n_h-1} \sum_{j=1}^{n_v} \|Y_{i,j,:}\|_2.$$  

Note also that $Z = [X(3), Y(3)]^T$.

**Optimization problem and MM approach.** Corresponding to the regularization operator $R_6$, we can define the optimization problem:

$$\min_{u \in \mathbb{R}^n} J_6(u) := F(u) + \lambda R_6(u),$$

where $\lambda > 0$. We can apply the MM approach similar to Section 3.1. We now seek a quadratic tangent majorant for a smoothed version of $R_6(u)$. To this end, let $u_{(k)}$
be the current iterate (similarly, define \( z_{(k)} = (I_{n_t} \otimes L_s)u_{(k)} \)). Then, we have that

\[
\mathcal{R}_{6}(u) \leq \sum_{\ell=1}^{n_{s,6}} \sqrt{\|z_{\ell}\|_2^2 + \epsilon^2} =: \mathcal{R}_{6r}(u),
\]

\[
\mathcal{R}_{6r}(u) \leq \sum_{\ell=1}^{n_{s,6}} \frac{\|z_{\ell}\|_2^2}{2\sqrt{\|(I_{n_t} \otimes e_T^T L_s)u_{(k)}\|_2^2 + \epsilon^2}} + \tilde{c}_6,
\]

where \( \tilde{c}_6 \) is a constant independent of \( z_{\ell} \) and \( u \). The corresponding smoothed optimization function is defined as \( \mathcal{J}_{6r}(u) \). Let us define the weighting matrix \( W_{6}^{(k)} \) of size \( n_{s,6} \times n_{s,6} \) as

\[
W_{6}^{(k)} := \text{diag} \left( \frac{1}{\sqrt{\|(I_{n_t} \otimes e_T^T L_s)u_{(k)}\|_2^2 + \epsilon^2}}, \ldots, \frac{1}{\sqrt{\|(I_{n_t} \otimes e_T^T L_s)u_{(k)}\|_2^2 + \epsilon^2}} \right)^{1/2}.
\]

We can use this weighting matrix to define the quadratic tangent majorant

\[
\mathcal{Q}_{6}(u; u_{(k)}) := \mathcal{F}(u) + \frac{1}{2} \|M_{6}^{(k)} u\|_2^2 + c_6,
\]

where \( c_6 = \lambda \tilde{c}_6 \) and the matrix \( M_{6}^{(k)} \) takes the form

\[
M_{6}^{(k)} := (I_{n_t} \otimes W_{6}^{(k)}) D_6 \quad \text{with} \quad D_6 := (I_{n_t} \otimes L_s).
\]

### 3.7. Summary of proposed approaches.

In this section, we have presented six different regularization terms for promoting edge-preserving reconstructions in dynamic inverse problems. Here we show that they can be treated in a unified fashion, thereby providing a succinct summary of all the proposed methods. For each regularization term, we solve an optimization problem of the form

\[
\min_{u \in \mathbb{R}^n} \mathcal{J}_{6r}(u) := \mathcal{F}(u) + \lambda \mathcal{R}_{6r}(u), \quad j = 1, \ldots, 6,
\]

where \( \mathcal{R}_{6r}(u) \) is a smoothed regularization term depending on the method used, and \( \mathcal{F}(u) \) is a term that measures the data-misfit. For each optimization problem, we have derived an MM approach that solves a sequence of iteratively reweighted least squares problem. That is, at step \( k \) given an initial guess \( u_{(0)} \), we solve the sequence of optimization problems

\[
u_{(k+1)} = \arg\min_{u \in \mathbb{R}^n} \frac{1}{2} \|Fu - d\|_{r-1}^2 + \lambda \|M_{j}^{(k)} u\|_2^2 \quad k = 0, 1, \ldots
\]

The matrix \( M_{j}^{(k)} \) takes different forms depending on the regularization technique used.

Table 3.1 summarizes some details about the proposed regularization terms, and points to the formulas defining the reweighting matrices appearing within \( M_{j}^{(k)} \) in the MM step. In Section 5, we discuss iterative methods to efficiently solve the sequence of least squares problems (3.23) and select the regularization parameter \( \lambda \).

### 4. Alternative approaches.

In Section 3 we presented a variety of regularization methods that use different forms of TV regularization to obtain solutions methods that enhance edge representation. In this section, we summarize some alternative approaches that can be used, still within the MM framework, to enforce edge-preserving reconstructions.
Table 3.1: The proposed methods, together with their associated regularization terms and the weighting matrices for the MM step. The vectors $z_0^d(u)$, $d = v, h, t$ are defined in (3.14).

| Method            | $\mathcal{R}_i(u)$                                                                 | MM weights                                                                 |
|-------------------|-----------------------------------------------------------------------------------|----------------------------------------------------------------------------|
| AnisoTV           | $\|(I_n \otimes L_s) u\|_1 + \|(L_t \otimes I_n_s) u\|_1$                         | (3.6)                                                                     |
| TVplusTikhonov    | $\|(I_n \otimes L_s) u\|_1 + \|(L_t \otimes I_n_s) u\|_2^2$                      | (3.11)                                                                    |
| Aniso3DTV         | $\|(L_t \otimes L_h \otimes L_v) u\|_1$                                        | (3.13)                                                                    |
| Iso3DTV           | $\|z_0^v(u), z_0^h(u), z_0^t(u)\|_{2,1} + \|(L_t \otimes I_n_s) u\|_1$          | (3.17)                                                                    |
| IsoTV             | $\|z_0^v(u), z_0^h(u)\|_{2,1} + \|(L_t \otimes I_n_s) u\|_1$                    | (3.20)                                                                    |
| GS                | $\|L_s U\|_{2,1}$                                                                | (3.21)                                                                    |

**Beyond the $\ell_1$ and $\ell_2$ norms.** One way to interpret the anisotropic TV is that it enforces sparsity in the gradient images. A natural measure of sparsity of a vector is the $\ell_0$-“norm”, which counts the number of nonzero entries. However, solving minimization problems that involve the $\ell_0$ term is known to be NP-hard, hence to remedy this difficulty one approximates the $\ell_0$-“norm” by $\ell_1$ convex relaxation. Several non-convex penalties with $0 < q < 1$ have been used alternatively to $\ell_1$; see [16, 44, 78].

The $\ell_0$-“norm” of the gradient can be regarded as the length of the partition boundaries as in Potts model [56] or piecewise constant Mumford–Shah model [53]. With this analogy, the methods that we discuss in Section 3 can be generalized by using $\ell_q$ regularization. For example, the regularization term (3.1) in Section 3.1 can be generalized by choosing

$$\mathcal{R}_i^q(u) = \frac{1}{q} \|D_1 u\|_q^q, \quad 0 < q \leq 2.$$ 

Similarly, the GS method presented in Section 3.6 can be expressed using general mixed $p$-$q$ “norms” instead of 2-1 “norms”.

**Beyond the gradient operator.** One can build appropriate sparsity transforms using and combining operators other than the first order finite difference operator $L_d$ defined in (2.3), where $d = v, h, t$. A first simple extension replaces $L_d$ by a discretization of the second order derivative operator, which can still assist in preserving edges [2, 54, 69]. Moreover, one can incorporate a wavelet transform: since being introduced in the 1910s by Haar [65] as a family of piecewise constant functions from which one can generate orthonormal bases for the square integrable functions, an extensive literature on wavelets was lead by discoveries from Strömberg, Meyer, and culminated with the celebrated Daubechies wavelets of compact support; see for instance [22, 23, 51, 67] and references therein for more details. Similar to wavelets, framelet representations of images are orthogonal basis transformations that form a dictionary of minimum size that initially decomposes the images into transformed coefficients. A variety of framelets can be used; for instance, one can use tight frames as in [9, 12]; they are determined by linear B-splines that are formed by a low-pass filter and two high-pass filters that define the corresponding masks of the analysis operator. Finally, a number of variations are also possible when specifically considering the GS regularizer proposed in Section 3.6. For instance, one can consider ‘overlapping groups’ and also replace $L_n$ by other operators, such as the ones mentioned above.
and noise reduction; see, for example, [3, 4, 15, 42, 55, 66].

Beyond one single regularization parameter. Specifically for dynamic inverse problems, it may be meaningful to adapt the regularization parameters based on the dynamics. For instance, one can define dedicated regularization parameters for different channels or domains (spatial or temporal). Within the framework presented in Section 3, this can be achieved by setting, in addition or as an alternative to λ, appropriate valued for the parameters α_d in (2.3). For instance, [36] considers a scenario where the regularization parameters are different for the spatial and the temporal domains.

5. Iterative methods and parameter selection techniques. In this section we describe a numerical method to solve the optimization problems arising from the approaches described in Section 3, focusing on the minimization step. Considering problem (3.22) and still assuming, for now, a fixed regularization parameter λ > 0, to determine u_{k+1} as in (3.23) we solve for the zero gradient of Q_j(u; u_{(k)}) which leads to the regularized normal equations (or general Tikhonov problem),

\[ (F^T F + \lambda (M_j^{(k)})^T M_j^{(k)}) u_{(k+1)} = F^T \Gamma^{-1} d. \]

The system (5.1) has a unique solution, if

\[ \mathcal{N}(F^T \Gamma^{-1} F) \cap \mathcal{N}((M_j^{(k)})^T M_j^{(k)}) = \{0\}. \]

This condition is equivalent to

\[ \mathcal{N}(F) \cap \mathcal{N}(D_j) = \{0\} \quad j = 1, \ldots, 6, \]

where we have used the properties that \( \mathcal{N}(A^T A) = \mathcal{N}(A) \) and \( \mathcal{N}(AB) = \mathcal{N}(B) \) if A has full column rank, and where the matrices D_j were defined in (3.6), (3.13), (3.17), (3.20), and (3.21) (for convenience, we have defined \( D_2 = D_1 \)). If (5.3) is satisfied, the solution to (5.1) is the unique minimizer of \( Q_j(u; u_{(k)}) \). Therefore, for methods 1-3 (AnisoTV, TVplusTikhonov, and Aniso3DTV), this fits the assumptions of [38, Theorem 5], and as a consequence the sequence \{u_{(k)}\} converges to a stationary point of \( J_j(u) \) for each method. For methods 4-6 (Iso3DTV, IsoTV, and GS), it may be possible to extend the analysis from that paper; however, we do not pursue it here.

Since solving (5.1) for large-scale matrices F and M^{(k)} may be computationally demanding or even prohibitive, we project (5.1) unto a low dimensional subspace (namely, a generalized Krylov space) and solve a much smaller projected problem. If the approximate solution is not satisfactory, we extend the search space with the (normalized) residual. This leads to the generalized Golub-Kahan (GKS) process [45]; our description follows [38], adapted for the problems presented here.

Given a d-dimensional (\( d \ll n \)) search space \( V_d = R(V_d) \), with \( V_d \in \mathbb{R}^{n \times d} \) where, for numerical reasons, we keep the columns of \( V_d \) orthonormal, we compute an approximate solution to (5.1) as follows. Given the thin QR-decompositions \( \Gamma^{-1/2} F V_d = Q_F^{(k)} R_F^{(k)} \) and \( M_j^{(k)} V_d = Q_M^{(k)} R_M^{(k)} \); substituting \( u = V_d y \) in (3.23) (or, equivalently, (5.1)) leads to the small minimization problem

\[ y_{(k+1)} = \arg \min_{y \in \mathbb{R}^d} \left\| \begin{bmatrix} R_F^{(k)} \\ \lambda^{1/2} R_M^{(k)} \end{bmatrix} y - \begin{bmatrix} (Q_F^{(k)})^T d \\ 0 \end{bmatrix} \right\|_2^2, \]

and the corresponding \( d \times d \) regularized normal equations for \( y_{(k+1)} \),

\[ \begin{bmatrix} (R_F^{(k)})^T R_F^{(k)} & \lambda (R_M^{(k)})^T R_M^{(k)} \end{bmatrix} y_{(k+1)} = R_F^T Q_F^T d. \]
At each iteration, we use a GCV-like condition to determine the regularization parameter $\lambda$ (see below), after which the system (5.5) can be solved at low cost. This gives the approximate solution $u_{(k+1)} = V_d y_{(k+1)}$. The residual for (5.1) can be computed as

\[ r_{(k+1)}^{(k+1)} = F^T \Gamma^{-1} (F V_d y_{(k+1)} - d) + \lambda (M^{(k)})^T M^{(k)} V_d y_{(k+1)}. \]

The iteration is halted if the relative change in the solution drops below a given tolerance. Otherwise, we use the normalized residual to expand the search space, $V_{d+1} = [V_d \ r_{(k+1)}^{(k+1)}] / \| r_{(k+1)}^{(k+1)} \|_2$. While in exact arithmetic $r_{(k+1)}^{(k+1)} \perp V_d$, in practice, for numerical stability, we first explicitly orthogonalize the new residual against $V_d$.

Next, we compute $W_j^{(k+1)}$ and $M_j^{(k+1)}$ as discussed in Section 3 (for each method) and continue the iteration, solving for $u_{(k+2)}$. As $\Gamma$ is fixed, the thin QR-decomposition $\Gamma^{-1/2} F V_d = Q_F^{(k)} R_F^{(k)}$ can be updated efficiently for the new column. To compute a small initial search space, the GKS algorithm is generally started by a few steps, say $\ell$, of the Golub-Kahan bidiagonalization for $F$ and $F^T d$. So, for $k = 0$ we have $d = \ell$ and more generally, at step $k$, $d = k + \ell$. We emphasise again that an approximation of $u_{(k+1)}$ in (3.22) is obtained by solving a single projected problem of dimension $k + \ell$, and that this hold for every $k$.

We now discuss briefly the choice of the regularization parameter $\lambda > 0$, which balances the misfit term and the regularization term. Different techniques can be used to determine the regularization parameter, such as the L-curve, the discrepancy principle (DP), the unbiased predictive risk estimator (UPRE), and generalized cross validation (GCV) [72, 24, 32, 33]. Here, at each iteration, we determine the regularization parameter by generalized cross validation applied to the projected problem (5.4) or (5.5). To compute the GCV functional we use the generalized singular value decomposition of $[(R_F^{(k)})^T (R_M^{(k)})^T]^T$, which can be computed efficiently as $R_F^{(k)}, R_M^{(k)} \in \mathbb{R}^{d \times d}$ ($d = \ell + k$). For further details, see [10].

6. Numerical experiments. In this section we provide numerical examples from three different dynamic inverse problems: image deblurring, x-ray CT with simulated data, and x-ray CT with real data (for which the true solution is not available). Our goal is two-fold: to show that using dynamic information can be advantageous and to compare the different methods that we propose in this paper.

Discussion on selecting the numerical examples. The first example that we consider concerns a synthetic space-time image deblurring where images change in time, but the blurring operator is fixed for all the time instances. Even though this is not an inverse problem with limited measurements, we use it as an example to compare all the proposed methods since the true solution is available. The second example is a problem from dynamic photoacoustic tomography (PAT), where we have a small number of measurements per time step (since information is collected from limited angles), but we have a lot of time steps yielding a large number of measurements overall. This is our largest test problem in which we have over 1.9 million unknowns, and the forward operator $A^{(t)}$ changes at each time step. In this example, we compare a few of the proposed methods for dynamic inverse problems with the results from the static inverse problem. The last example concerns real data arising from limited angle CT where the target of interest is a sequence of “emoji images”. For this example, the true solution is not available and we can only provide qualitative assessment, but this example clearly illustrates the impact of incorporating temporal information in the reconstruction process; we also illustrate the effect of heuristically incorporating nonnegativity constraints.
Quality measures and stopping criteria. To assess the quality of the reconstructed solution, we compute the Relative Reconstruction Errors (RREs) which are obtained using the $\ell_2$ error norms. That is, for some recovered $u_k$ at the $k$-th iteration, the RRE is defined as follows:

$$RRE(u_k, u_{true}) = \frac{| |u_k - u_{true}| |}{| |u_{true}| |}.$$  

In addition to RRE, in one of the examples, we use the Structural SIMilarity index (SSIM) to measure the quality of the computed approximate solutions. The definition of the SSIM is involved and we refer to [74] for details. Here we just recall that the SSIM measures how well the overall structure of the image is recovered; the higher the index, the better the reconstruction. The highest value achievable is 1.

We stop the iterations when the maximum number of 150 iterations is reached or if the discrepancy principle (DP) is satisfied, that is, when the following condition is satisfied

$$(6.1) \quad \|FU - d\|_{\Gamma^{-1}} \leq \eta \delta,$$

where $\eta > 1$ is a user defined constant (we pick $\eta$ to be 1.01) and $\delta$ is an estimate of the noise magnitude ($\|e\|_{\Gamma^{-1}}$). For fair comparison, in all the numerical examples, we set the smoothing parameter $\epsilon = 10^{-3}$ and $\ell = 5$, that is, we run 5 iterations of the Golub-Kahan bidiagonalization algorithm to generate an initial subspace. In all the examples we perturb the measurements with white Gaussian noise that is obtained when the entries of the vector $e$ in the data vector $d$ are uncorrelated realizations of a Gaussian random variable with 0 mean. In this case we refer to the ratio $\sigma = \|e\|_{\Gamma^{-1}} / \|Fu\|_{\Gamma^{-1}}$ as the noise level.

6.1. Example 1: Space-time image deblurring. The goal here is to reconstruct a sequence of approximations of desired images from a sequence of blurry and noisy images. A sample of the true images is shown in the first row of Figure 6.2. The simulated available data are obtained by blurring 8 images of size $128 \times 128$ with Gaussian point spread function with a medium blur using [27]. We consider all the operators $A = A(t) \in \mathbb{R}^{16,384 \times 16,384}$, $t = 1, 2, \ldots, 8$ to be the same, resulting in the matrix $F = I_8 \otimes A \in \mathbb{R}^{131,072 \times 131,072}$. Therefore, the dynamic nature of the problem is characterized by images that change at different time instances and not from changes in the measurement process. The blurred images are perturbed with 1% Gaussian noise and are shown in Figure 6.2. We solve (3.22) where $i = 1, 2, \ldots, 6$ corresponds to methods AnisoTV, TVplusTikhonov, IsoTV, Aniso3DTV, Iso3DTV, and GS, respectively. Some quantitative results are displayed in Figure 6.1.

Figure 6.1 (a) shows the RRE at each time point for each method. The RRE is computed at the iteration when the discrepancy principle (6.1) is first satisfied; the number of iterations and the regularization parameter $\lambda$ that was chosen are displayed in Table 6.1; note that we estimate the corresponding regularization parameter at each MM-Krylov iteration. In Figure 6.1 (b), we show the convergence history for all the methods when each method is allowed to run for 150 iterations without considering any other stopping criteria. Solid diamond markers over the lines in Figure 6.1 (b) show the iteration and the value of the RRE when the discrepancy principle is satisfied. Notice that each line in Figure 6.1 (b) shows the convergence for each method for all images together, that is, the convergence for $u_k$. We observe that AnisoTV and GS outperform the other methods for this example. Moreover, as illustrated in Figure
Figure 6.1: Space-time image deblurring test problem: a) RRE computed at the iteration when the DP (6.1) is first satisfied, for each time step. b) Convergence history of the RRE (all of the time steps together). The methods considered here are AnisoTV, TVplusTikhonov, IsoTV, Aniso3DTV, Iso3DTV, and GS. The solid diamond markers highlight the iteration satisfying the DP.

6.1. For methods IsoTV, Iso3DTV, and TVplusTikhonov we observe an increase of the RRE in the early iterations, but if the method is let to run enough iterations, then the convergence behaviour starts to stabilize. Reconstructions with AnisoTV at time steps $t = 1, 3, 5, 6, 7$ are shown in the third row of Figure 6.2.

Table 6.1: Space-time image deblurring example: The number of iterations when the discrepancy principle is satisfied for the first time and the corresponding regularization parameters for AnisoTV, TVplusTikhonov, IsoTV, Aniso3DTV, Iso3DTV, and GS.

|       | AnisoTV | TVplusTikhonov | IsoTV | Aniso3DTV | Iso3DTV | GS |
|-------|---------|----------------|-------|-----------|---------|----|
| Iters | 56      | 58             | 49    | 60        | 50      | 46 |
| $\lambda$ | 0.24   | 0.4            | 0.45  | 0.36      | 0.27    | 0.3 |

6.2. Example 2: Dynamic photoacoustic tomography (PAT). As a second example, we consider PAT that is a hybrid imaging modality that combines the rich contrast of optical imaging with the high resolution of ultrasound imaging.

A continuous model for PAT reconstruction for a single reconstruction under motion is studied in [18] while the PAT model for a sequence of images in the Bayesian setting involving Matérn spatial and temporal type of priors.

In this example, we consider a dynamic inverse problem in which the forward operator is time-dependent (see Section 1), so that the operator $F$ has the block-diagonal structure (1.2) and the number of time points are $n_t = 30$. The operator $A^{(t)}$ corresponds to the projection angles $t, t + 30, \ldots, t + 269$, and for each angle there are 362 measurements. Each image $U^{(t)}$ is of size $256 \times 256$ and represents a superposition of six circular objects that are in motion. This implies that the total number of unknowns is $n = 256 \times 256 \times 30 = 1,966,080$. A sample of true images at time instances $t = 1, 10, 20, 30$ is shown at the first row of Figure 6.3. We add 1% white Gaussian noise to the available measurements and the resulting noisy sinograms $d^{(t)} \in \mathbb{R}^{3258}$ at time steps $t = 1, 10, 20, 30$ along with the total sinogram (obtained by
Figure 6.2: Space-time image deblurring test problem: the first row represents a sample of true images at time steps $t = 1, 3, 5, 6, 7$. The second row shows the respective blurred any noisy images with medium blur and 1% Gaussian noise. The third row shows the reconstructed images $u^{(t)}$, $t = 1, 3, 5, 6, 7$ obtained by AnisoTV.

Concatenating all 30 available sinograms together) with a total of $m = 97,740$ observations are shown in the second row of Figure 6.3. Note that this inverse problem is severely underdetermined.

Figure 6.3: PAT test problem: First row, from left to right: True images at time steps $t = 1, 10, 20, 30$. Second row, from left to right: sample of sinograms at time steps $t = 1, 10, 20, 30$ and the full sinogram.
Figure 6.4: PAT test problem: a) RRE computed at the iteration when the DP (6.1) is first satisfied, for each time step. b) SSIM computed at the iteration when the DP (6.1) is first satisfied, for each time step. The methods considered here are AnisoTV (right-pointing triangle line), Iso3DTV (dotted line), and GS (left-pointing triangle line). The asterisk line represents the figures of merit for the static problem.

We carry out the following numerical experiments:
(i) Solve the large-scale dynamic inverse problem (3.22) with $j = 1, 4, 6$. More specifically, we choose AnisoTV from anisotropic-type methods, Iso3DTV from isotropic-type methods, and GS.
(ii) Solve the static inverse problem (1.4) with the regularization term $R(u) = \|L_s u(t)\|_1$, at $t = 1, 2, \ldots, 30$.

We compute the average $\text{RRE}(u^{(k)}, u_{\text{true}})$ as well as the SSIM for both experimental setups as described in (i) and (ii) above and we report the results in Figure 6.4 when the discrepancy principle is satisfied for the first time. The number of the iterations and the corresponding regularization parameter $\lambda$ when the discrepancy principle is satisfied are reported in Table 6.2. GS outperforms all the methods in this experimental setup, followed by AnisoTV, illustrated in both RRE and SSIM in Figure 6.5. Notice here that Iso3DTV is the least accurate method. We report the reconstructions and the quantitative figures of merit at the iteration 150 since the discrepancy principle is not satisfied. We remark that the similar reconstruction quality is manifested from the Aniso3DTV as well that we do not report here.

In Figure 6.5 we report the reconstructions at times steps $t = 1, 10, 20, 30$ from left to right respectively. Different rows correspond to reconstructions with different methods. The first row shows the reconstructions obtained by solving the static inverse problem (1.4) where we observe that even though the method is able to provide the locations of the inclusions, the detailed information of the inclusions are missing. The second row shows the reconstructions with Iso3DTV, where certainly the artifacts around the circular inclusions are present and the background is perturbed as well. Improved reconstructions are observed in the third and the fourth rows of Figure 6.5, obtained by AnisoTV and GS respectively.

6.3. Example 3: Dynamic X-Ray Tomography- 3D Emoji Data. In this example we test our methods on real data of an emoji phantom measured at the University of Helsinki [50].

In particular, we consider the file DataDynamic_128x30.mat. The available data represents $n_t = 33$ time steps of a series of the X-ray sinogram of “emojis” made
Table 6.2: Dynamic photoacoustic tomography (PAT) example: The number of iterations when the discrepancy principle is satisfied for the first time and the regularization parameters at those iterations for AnisoTV, Iso3DTV, and GS. Here superscript (*) means that the maximum number of iterations were reached before convergence is satisfied using the discrepancy principle.

|       | AnisoTV | Iso3DTV | GS |
|-------|---------|---------|----|
| Iters | 60      | 150(*)  | 75 |
| λ     | 0.013   | 0.016   | 0.02 |

Figure 6.5: PAT test problem: Panels in the first row show the reconstructions by solving the static inverse problem, panels in the second, third, and fourth rows show reconstructions with AnisoTV, Iso3DTV, and GS at time steps $t = 1, 10, 20, 30$ from left to right, respectively.

We are interested in reconstructing a sequence of images $U(t)$, $t = 1, 2, \ldots, 33$ is $128 \times 128$, of size $n_h \times n_v$, where $n_h = n_v = 128$, from low-dose observations measured from a limited number of angles $n_a$. Hence $u \in \mathbb{R}^{540672}$, with $u = [(u^{(1)})^T, (u^{(2)})^T, \ldots, (u^{(33)})^T]^T$ representing the dynamic sequence of the emoji changing from an expressionless face with closed eyes and a straight mouth to a face with
smiling eyes and mouth where the circular shape does not change. See the first row of Figure 6.6 for a sample of 4 images at time steps \( t = 6, 14, 20, 26 \). The low-dose available observations can be modeled by the measurement matrix \( F \) which describes the forward model of the Radon transform that represents line integrals. In this case, we have a block matrix \( F \) as in (1.2) with 33 blocks. Although the ground truth is not available to compare the qualitative results, we can observe the visual results from different numbers of projections as illustrated in Case 1 and Case 2 below. We do not know which kind of noise contaminates the data if any, but we artificially add 1\% of white Gaussian noise in the available sinogram. The experiment that we perform here focuses on the visual inspection of the reconstructions from different number of angles \( n_a = 10 \) and \( n_a = 30 \), highlighting the effect of the number of the projection angles and also the visual differences in the reconstruction when static sub-problems (1.4) are solved independently and when the dynamic inverse problem 3.22 is solved.

**Case 1:** Consider \( n_a = 10 \) projection angles. First, we limit the number of angles \( n_a \) to 10 from the dataset **DataDynamic_128x30.mat**. In this way we generate under-determined problems \( \mathbf{A}(t) \mathbf{u}(t) + \mathbf{e}(t) = \mathbf{d}(t), \ t = 1, 2, \ldots, 33 \) where \( \mathbf{A}(t) \in \mathbb{R}^{2,170 \times 16384} \). Therefore \( F \in \mathbb{R}^{71,610 \times 540,672} \) and the measurement vector \( \mathbf{d} \in \mathbb{R}^{71,610} \) contains the measured sinograms \( \mathbf{d}(t) \in \mathbb{R}^{2,170} \) obtained from 217 projections around 10 equidistant angles. Figure 6.6 displays some reconstructions (see also supplementary materials for an animation).

It is evident (second row) that insufficiency of the information caused by the limited number of projection angles results in poor reconstructions, where the important details (features of the face) are missing as observed in the second row of Figure 6.6. Solving the dynamic inverse problem (third and fourth rows) enhances the quality of the reconstruction. In particular, by considering the new regularization terms, we are able to reconstruct the edges clearly. This is observed in the third and the fourth rows of 6.6. Moreover, the artifacts that arise from the limited angles are less present in the third and the fourth rows of 6.6. Moreover, the artifacts that arise from the limited angles are less present in the third and the fourth rows.

**Case 2:** Consider \( n_a = 30 \) projection angles. In this second case we consider the full number of angles in the dataset **DataDynamic_128x30.mat**, i.e., \( n_a = 30 \) and we validate the performance of the methods by highlighting the importance of the number of the projection angles. Here \( \mathbf{A}(t) \in \mathbb{R}^{6,510 \times 16384} \) and the measured sinograms are obtained from 217 projections in 30 angles, that is, \( \mathbf{d}(t) \in \mathbb{R}^{6510} \). Hence \( F \in \mathbb{R}^{214,830 \times 540,672} \) and \( \mathbf{d} \in \mathbb{R}^{214,830} \). The reconstructions of the static problems (1.4) are shown in the second row of Figure 6.7. The third and the fourth rows represent the reconstruction by AnisoTV and Iso3DTV at time instances \( t = 6, 14, 20, 26 \) from left to right, respectively. The first remarks is that, similar to the case when we consider \( n_a = 10 \), by solving the dynamic inverse problem, the obtained reconstruction has enhanced quality with respect to the solution of the static inverse problem. In addition, we observe that increasing the number of projection angles from 10 to 30 helps in removing the background artifacts and better preserving the edges (jumps).

Although we only report the performance of AnisoTV and Iso3DTV (for diversification of the methods in different numerical examples), we remark that other methods such as TVpluTikhonov, IsoTV, and Aniso3DTV produce reconstructions of similar quality to AnisoTV and Iso3DTV. In contrast to the other test problems that we presented above, where GS was one of the most accurate methods, in this example it is the less accurate method. This observation allows us to highlight one of the goals of this paper, that is to present a variety of regularization methods without advocating for one over the other as the methods that we describe are application dependent.
Figure 6.6: Reconstruction results for the emoji test problem with \( n_a = 10 \). The rows represent (from top to bottom): the original images, the reconstructions when images are considered independently, the reconstructions by AnisoTV, the reconstructions by Iso3DTV, at time steps \( t = 2, 10, 18, 31 \) (from left to right).

Table 6.3: Dynamic X-Ray Tomography example: The number of iterations when the discrepancy principle is satisfied for the first time and the regularization parameters at those iterations for AnisoTV, and Iso3DTV.

| \( n_a \) | -        | AnisoTV | Iso3DTV |
|----------|----------|---------|---------|
| 10       | iter     | 150°    | 150°    |
|          | \( \lambda \) | 0.26    | 0.56    |
| 30       | iter     | 150°    | 150°    |
|          | \( \lambda \) | 0.31    | 0.61    |

Nonnegativity constraint. In many application, such as medical imaging and astronomical imaging, the pixels of the desired solution are nonnegative [7, 8, 28], that is, the exact solution of (1.3) is known to live in the closed and convex set

\[ \Omega_0 = \{ \mathbf{u} \in \mathbb{R}^n : u_\ell \geq 0, \ \ell = 1, 2, \ldots, n \}, \]

where \( u_\ell \) denotes the \( \ell \)-th entry of the vector \( \mathbf{u} \). In general, imposing nonnegativity helps mitigating the artifacts that arise from limited angles. Here we consider the
optimization problems (3.22) subject to the constraint $u \in \Omega_0$. This is heuristically implemented by projecting the solution $u_{(k)}$ onto $\Omega_0$ at each iteration. We illustrate the effect of the nonnegativity constraint in Example 3 for Case 1, where the number of projection angles $n_a = 10$ and 1% Gaussian white noise was artificially added to the observations $d(t), t = 1, 2, \ldots, 33$. The reconstructed images at time steps $t = 6, 14, 20, 26$ are shown in Figure 6.8. From visual inspection, the artifacts around the edges are less present when the nonnegativity constraint is applied. A more detailed analysis on the nonnegativity constraints is left as a future work.

7. Conclusions and future direction. In this paper we proposed new methods for solving large scale dynamic inverse problems and providing solutions with edge preserving and sparsity promoting properties. The approaches that we propose here are grouped into isotropic TV methods (which include IsoTV and Iso3DTV), anisotropic TV (which include AnisoTV and an Aniso3DTV), and another group of methods based on the concept of group sparsity, GS. All the methods can be expressed in a unified framework using the majorization-minimization technique where the resulting least squares problem can be solved on a generalized Krylov subspace of relatively small dimension and the regularization parameter can be estimated ef-
Figure 6.8: Reconstruction results for the emoji test problem with \( n_a = 10 \). The first row shows the reconstructions with Iso3DTV for the unconstrained problem and the second row shows the reconstructions with nonnegativity Iso3DTV at time steps \( n_t = 6, 14, 20, 26 \) respectively from left to right.

efficiently. Several numerical examples, performed on both synthetic and real data, illustrate the performances of the proposed methods in terms of the quality of the reconstructed solutions. Although we propose a unified and generic framework that can be used to solve a wide range of dynamic inverse problems, there are quite a few potential directions to investigate for future work. Some of them are listed within Section 4. Here we emphasise again that one direction of interest is to investigate more on the selection of domain dedicated regularization parameters, for instance, regularization parameters for temporal and spatial domain or adapted regularization parameters for different channels. Another direction includes alternative formulations along with their Bayesian interpretation and uncertainty quantification. Moreover, it is known that tensor formulations preserve the structure of the data, hence we are interested in investigating efficient tensor based regularization methods, [63]. Some applications of interest include video reconstruction, multi-channel x-ray spectral tomography, and moving object detection.
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