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Abstract

Given a $q$-ary frequency hopping sequence set of length $n$ and size $M$ with Hamming correlation $H$, one can obtain a $q$-ary (nonlinear) cyclic code of length $n$ and size $nM$ with Hamming distance $n - H$. Thus, every upper bound on the size of a code from coding theory gives an upper bound on the size of a frequency hopping sequence set. Indeed, all upper bounds from coding theory have been converted to upper bounds on frequency hopping sequence sets (6). On the other hand, a lower bound from coding theory does not automatically produce a lower bound for frequency hopping sequence sets. In particular, the most important lower bound–the Gilbert-Varshamov bound in coding theory has not been transformed to frequency hopping sequence sets. The purpose of this paper is to convert the Gilbert-Varshamov bound in coding theory to frequency hopping sequence sets by establishing a connection between a special family of cyclic codes (which are called hopping cyclic codes in this paper) and frequency hopping sequence sets. We provide two proofs of the Gilbert-Varshamov bound. One is based on probabilistic method that requires advanced tool–martingale. This proof covers the whole rate region. The other proof is purely elementary but only covers part of the rate region.

1 Introduction

Frequency hopping (FH) sequences are designed for transmitting radio signals between transmitter and receiver. To mitigate the interference caused by hits of frequencies, some systems require the set of FH sequences with low Hamming correlation and large size and others require a single FH sequence with good Hamming autocorrelation [1, 2, 3]. To judge the performance of an FH sequence set, we need to explore its theoretical limit in terms of five parameters, the size of available frequencies (alphabet size), sequence length, family size, maximum Hamming autocorrelation and maximum Hamming crosscorrelation.
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Lempel and Greenberger [4] established a lower bound on the maximum Hamming autocorrelation of an FH sequence. Peng and Fan [5] obtained a lower bound on the maximum Hamming correlation of an FH sequence set (or an upper bound on family size). In fact, this bound can be obtained from the Plotkin bound in coding theory. As an FH sequence set gives a nonlinear cyclic code, every upper bound on the size of a code in coding theory can be converted into an upper bound on the size of an FH sequence set. Indeed, Ding et.al [6] presented three upper bounds on the family size of the FH sequence set derived from the classical bounds in coding theory. By reformulating the Singleton bound in [6], Yang et.al [7] obtained a new and tighter lower bound on the maximum Hamming correlation of an FH sequence set. Liu et.al [8] further improved this bound. Note that a lower bound on maximum Hamming correlation also implies an upper bound on the family size. There are many attempts to construct optimal sets of FH sequences meeting these upper bounds on the family size [5, 6, 12, 7, 2].

On the other hand, a lower bound from coding theory does not automatically produce a lower bound for frequency hopping sequence sets. In particular, the most important lower bound—the Gilbert-Varshamov bound in coding theory has not been transformed to frequency hopping sequence sets. The Gilbert-Varshamov bound in coding theory is asymptotically good in the sense that the length $n$ tends to $\infty$ and the alphabet size $q$ is fixed. This scenario is interesting from both practical and theoretical points of view for FH sequence sets. In this scenario, most of the upper bounds on FH sequence sets mentioned above are not achievable. The Gilbert-Varshamov bound in coding theory characterizes the existence of good codes with positive relative distance and positive rate over a fixed alphabet size. Considering the strong connection between FH sequences and cyclic codes, one might be curious about whether there exists a similar lower bound for the FH sequence set. We emphasize that the classic Gilbert-Varshamov bound does not hold for cyclic codes (in fact it is big open problem in coding theory about whether there are linear cyclic codes with positive relative distance and positive rate over a fixed alphabet size). In this paper, we present a class of cyclic codes called hopping cyclic codes which can be converted into sets of FH sequences. We show that there exists a class of hopping cyclic codes attaining Gilbert-Varshamov bound. This also implies that there exists a class of FH sequence sets attaining the same bound. In this sense, our results characterize the asymptotic behaviour of an FH sequence set.

The rest of our paper is organized as follows. In Section 2, we introduce some notations and known bounds on an FH sequence set. In Section 3, we obtain the asymptotic version of upper bound from known upper bounds on an FH sequence set. In Section 4, we prove the Gilbert-Varshamov bound on an FH sequence set by showing the existence of hopping cyclic codes attaining the Gilbert-Varshamov bound.

2 Preliminaries

2.1 Notations and upper bounds on FH sequences

Let $F = \{f_1, f_2, \ldots, f_q\}$ be a frequency slot set which is also regarded as an alphabet set. Let $\mathcal{S}$ be the collection of all sequences of length $n$ over $F$. We call the element in $\mathcal{S}$ an FH sequence. Given two FH
sequences \( x = (x_0, x_1, \ldots, x_{n-1}) \), \( y = (y_0, y_1, \ldots, y_{n-1}) \), the Hamming correlation function \( H_{xy}(\tau) \) with time delay \( \tau \) is defined to be

\[
H_{xy}(\tau) = \sum_{i=0}^{n-1} h(x_i, y_{i+\tau}), \quad 0 \leq \tau < n, \tag{1}
\]

where \( h(a, b) = 1 \) if \( a = b \), and \( h(a, b) = 0 \) otherwise. All the operations among the indices are performed by \( \text{mod} \, n \).

Let \( \mathcal{F} \) be a subset of \( \mathcal{S} \). Define the maximum Hamming autocorrelation \( H_0(\mathcal{F}) \), the maximum Hamming cross correlation \( H_c(\mathcal{F}) \), the maximum Hamming correlation \( H_m(\mathcal{F}) \) of set \( \mathcal{F} \) as follows:

\[
H_0(\mathcal{F}) = \max_{0 < \tau < n} \{ H_{xx}(\tau) \}, \quad H_c(\mathcal{F}) = \max_{0 < \tau \leq n, x \neq y \in \mathcal{F}} \{ H_{xy}(\tau) \}, \quad H_m(\mathcal{F}) = \max \{ H_0(\mathcal{F}), H_c(\mathcal{F}) \}.
\]

In this paper, we use \((n, M, \lambda; q)\) to denote a set \( \mathcal{F} \) that consists of \( M \) frequency hopping sequences of length \( n \) over alphabet size \( q \) has the maximum Hamming correlation \( H_m(\mathcal{F}) = \lambda \).

**Definition 1.** Let \( \mathcal{F} \) be an FH sequence set with parameters \((n, M, \lambda; q)\). The information rate \( r(\mathcal{F}) \) and the relative Hamming correlation \( \delta_H(\mathcal{F}) \) is

\[
r(\mathcal{F}) = \frac{\log_q M}{n}, \quad \delta_H(\mathcal{F}) = \frac{\lambda}{n}.
\]

To capture the asymptotic behaviour of code, it is natural to define the information rate and its relative Hamming correlation of an FH sequence set as a corresponding version of code rate and relative distance.

**Definition 2.** For fixed integer \( q \geq 2 \), the fundamental domain of frequency hopping sequences is defined to be

\[
D_q = \{ (\delta, r) \in \mathbb{R}^2 : \text{there exists a family } \mathcal{F} = \{ \mathcal{F}_i \}_{i=1}^\infty \text{ of FH sequence sets such that} \\
\text{the length } n_i \text{ of } \mathcal{F}_i \text{ tends to } \infty, \lim_{i \to \infty} \frac{\lambda(\mathcal{F}_i)}{n_i} = \delta_H \text{ and } \lim_{i \to \infty} \frac{\log_q |\mathcal{F}_i|}{n_i} = r \}.
\]

Note that for a given family \( \mathcal{F} = \{ \mathcal{F}_i \}_{i=1}^\infty \) of FH sequence sets, the limits \( \lim_{i \to \infty} \frac{\lambda(\mathcal{F}_i)}{n_i} \) and \( \lim_{i \to \infty} \frac{\log_q |\mathcal{F}_i|}{n_i} \) may not exist. However, one can always find a subfamily \( \mathcal{E} = \{ \mathcal{F}_{i_j} \}_{j=1}^\infty \) of \( \mathcal{F} \) such that both \( \lim_{j \to \infty} \frac{\log_q |\mathcal{F}_{i_j}|}{n_{i_j}} \) and \( \lim_{j \to \infty} \frac{\log_q |\mathcal{F}_{i_j}|}{n_{i_j}} \) exist. Furthermore, we have \( \lim_{j \to \infty} \frac{\lambda(\mathcal{F}_{i_j})}{n_{i_j}} \geq \liminf_{i \to \infty} \frac{\lambda(\mathcal{F}_i)}{n_i} \) and \( \lim_{j \to \infty} \frac{\log_q |\mathcal{F}_{i_j}|}{n_{i_j}} \geq \liminf_{i \to \infty} \frac{\log_q |\mathcal{F}_i|}{n_i} \).

As in coding theory, it is straightened to see that there is function \( \beta_q(\delta_H) \) from \([0, 1]\) to \([0, 1]\) such that

\[
D_q = \{ (\delta, r) \in [0, 1] \times [0, 1] : r \leq \beta_q(\delta_H) \}.
\]

\(^1\)Precisely speaking, the relative Hamming correlation is 1−“relative distance”.
By the Plotkin bound [6] or the Peng-Fan bound [5], one immediately has $\beta_q(\delta_H) = 0$ for all $0 \leq \delta_H \leq \frac{1}{q}$. As in coding theory, it is an important open problem to determine the function $\beta_q(\delta_H)$. However, as one can imagine, determining the function $\beta_q(\delta_H)$ is a challenging and difficult problem. Instead, one would be interested in lower our upper bounds on the function $\beta_q(\delta_H)$. Various upper bounds on the function $\beta_q(\delta_H)$ have been obtained from coding theory. The various upper bounds of finite version given in [6] can be easily converted into their asymptotic versions.

**Theorem 2.1** (The asymptotic upper bounds on FH sequences [6]). For $q \geq 2$, one has

(i) The Singleton bound

$$\beta_q(\delta_H) \leq \delta_H.$$ 

(ii) The Plotkin bound on FH sequences:

$$\beta_q(\delta_H) = 0, \quad \text{for } 0 \leq \delta_H \leq \frac{1}{q},$$

$$\beta_q(\delta_H) \leq -\frac{1}{q-1} + \frac{q}{q-1} \delta_H, \quad \text{for } \frac{1}{q} \leq \delta_H \leq 1.$$ 

(iii) The Sphere-packing bound

$$\beta_q(\delta_H) \leq 1 - H_q\left(\frac{1 - \delta_H}{2}\right)$$

where $H_q(x) = x \log_q(q - 1) - x \log_q x - (1 - x) \log_q(1 - x)$.

(iv) The Linear Programming bound

$$\beta_q(\delta_H) \leq H_q\left(\frac{q - 1 - (q - 2)(1 - \delta_H) - 2\sqrt{\delta_H(1 - \delta_H)(q - 1)}}{q}\right).$$

Figure 1 shows the relation between the function $\beta_q(\delta_H)$ and various upper bounds.

As far as we know, no lower bounds on the function $\beta_q(\delta_H)$ are known in literature. The main purpose of this paper is to convert the Gilbert-Varshamov bound from coding theory into a lower bounds for FH sequence sets.

### 2.2 Connection between FH sequences and codes

Let $u = (u_0, u_1, \ldots, u_{n-1}) \in \mathbb{Z}_q^n$. Define $u_i = (u_i, u_{i+1}, \ldots, u_{i-1})$ to be the $i$-th cycle shift of vector $u$. The Hamming distance between $u$ and $u_i$ is denoted by $d(u, u_i)$. Define $d(u) = \min_{0 \leq i < n} d(u, u_i)$. $u$ can also be treated as an FH sequence of length $n$ over a alphabet size $q$. Then, the Hamming autocorrelation $H_{u,u}(i)$ of $u$ at time delay $i$ becomes $n - d(u, u_i)$. It follows that the Hamming autocorrelation of $u$ is

$$H_a(u) = \max_{0 < i < n} H_{u,u}(i) = \max_{0 < i < n} \{n - d(u, u_i)\} = n - d(u).$$

We hope that $u_i$ for $0 < i < n$ and $u$ are all distinct. Otherwise, we only have a trivial bound $H_a(u) = n$. To serve this purpose, we come up with the concept of hopping cyclic codes.
Figure 1: Asymptotic upper and lower bounds on FH sequences for $q = 17$.

**Definition 3.** A cyclic code $C \in \mathbb{Z}_q^n$ is called a hopping cyclic code if for any $c \in C$, $c$ and any cycle shift of $c$ are all distinct.

**Lemma 2.2.** There is an $(n, M, \lambda; q)$ FH sequence set $F$ if and only if there is a $q$-ary $(n, nM, n - \lambda)$ hopping cyclic code.

**Proof.** Given any FH sequence set $F$ with parameters $(n, M, \lambda; q)$, we convert it into a hopping cyclic code $C$ in such a way that for each sequence $u \in F$, we add $u$ together with all its cycle shift vectors $u_i, i = 1, \ldots, n - 1$ to $C$. By the definition of $F$, the distance of this hopping cyclic code is $n - H_m(F) = n - \lambda$. Moreover, the size of $C$ is $n$ times the size of $F$. We can reverse this argument to prove the other direction. 

### 3 Asymptotic Lower Bounds on FH sequences

On the contrary to the upper bound, the lower bound on codes does not necessarily lead to the same lower bound on FH sequences. Because we have to show the existence of hopping cyclic codes instead of any codes meeting this lower bound. In this sense, we need to prove the Gilbert-Varshamov bound on hopping cyclic codes. We provide two proofs, one based on probabilistic method that covers the whole rate region and another one is purely elementary that only covers part of the rate region.

#### 3.1 Probabilistic Method

Our probabilistic method requires a tool called martingale.
Definition 4 ([11]). Let \( \{X_i\}_{i=0}^{n-1}, \{Y_i\}_{i=0}^{n-1} \) be two sequences of discrete random variables. We say that \( \{Y_i\}_{i=0}^{n-1} \) is a martingale with respect to \( \{X_i\}_{i=0}^{n-1} \) if

- \( E(|Y_i|) < +\infty, \) for \( 0 \leq i \leq n - 1. \)
- \( E(Y_i|X_1, X_2, \ldots, X_{i-1}) = Y_{i-1}, \) for \( 1 \leq i \leq n - 1. \)

Lemma 3.1 (Azuma-Hoeffding inequality). Suppose that \( Y_0, Y_1, \ldots, Y_{n-1} \) is a martingale with respect to \( X_0, \ldots, X_{n-1} \) such that \( |Y_{i+1} - Y_i| \leq c_i \). Then, for any positive \( t \), it holds that

\[
\Pr[Y_{n-1} - Y_0 \geq t] \leq \exp\left(\frac{-t^2}{\sum_{i=0}^{n-2} 2c_i}\right)
\]

Recall that given \( \mathbf{u} = (u_0, \ldots, u_{n-1}) \in \mathbb{Z}_q^n \), we use \( u_i \) to represent the \( i \)-th cycle shift of \( \mathbf{u} \). Our goal is to show that for most of the vectors in \( \mathbb{Z}_q^n \), \( \mathbf{u} \) and \( u_i, 1 \leq i \leq n - 1 \) are far away from each other. As a warmup, we prove this claim for a prime number \( n \).

Lemma 3.2. Let \( n \) be a prime number and \( \varepsilon \) be any small constant. If we pick \( \mathbf{u} \in \mathbb{Z}_q^n \) uniformly at random, then we have

\[
\Pr[d(\mathbf{u}) \leq (n - 2)(1 - 1/q - \varepsilon)] \leq (n - 1)e^{-\frac{c^2(\varepsilon - 2)}{2}}.
\]

Proof. We first fix \( i \) and bound the probability over a random vector \( \mathbf{u} \in \mathbb{Z}_q^n \) that the minimum distance \( d(\mathbf{u}, u_i) \leq (n - 1)(1 - 1/q - \varepsilon) \). Since \( n \) is a prime number, we can write

\[
d(\mathbf{u}, u_i) = |\{0 \leq j \leq n - 1 : u_j \neq u_{j+i}\}| = |\{0 \leq j \leq n - 1 : u_{ji} \neq u_{(j+1)i}\}|.
\]

Define random variable \( X_j \) for \( j = 0, \ldots, n - 1 \) such that

1. \( X_j = 1 \), if \( u_{ji} = u_{(j+1)i} \)
2. \( X_j = 0 \), otherwise.

Let

\[
Y_j = \sum_{k=0}^{j} X_k - \frac{j + 1}{q}, j = 0, 1, \ldots, n - 2.
\]

Then, We claim that \( \{Y_j\}_{j=0}^{n-2} \) is a martingale with respect to \( \{X_j\}_{j=0}^{n-2} \).

First, it is clear that \( E(|Y_j|) < +\infty \), for any \( 0 \leq j \leq n - 1. \)

Next, as \( n \) is a prime, for \( 0 < j \leq n - 2, u_0, u_i, u_2, \ldots, u_{(j-1)i} \) and \( u_{ji} \) are independent random variables. This implies that

\[
E(Y_j|X_1, \ldots, X_{j-1}) = E(X_j|X_0, \ldots, X_{j-1}) + \sum_{i=0}^{j-1} X_i - (j + 1)/q
\]

\[
= \Pr[u_{(j+1)i} = u_{ji}|u_0, u_i, \ldots, u_{ji}] + \sum_{i=0}^{j-1} X_i - (j + 1)/q = Y_{j-1}.
\]
Moreover, as $|Y_j - Y_{j-1}| \leq 1$ for $0 \leq j \leq n - 2$, the Azuma-Hoeffding inequality gives

$$\Pr[Y_{n-2} - Y_0 > \epsilon(n-2)] \leq \exp\left(-\frac{\epsilon^2(n-2)}{2}\right).$$

Equivalently, we have

$$\Pr\left[\sum_{i=0}^{n-1} X_i > (\epsilon + \frac{1}{q})(n-2) + 2\right] \leq \exp\left(-\frac{\epsilon^2(n-2)}{2}\right).$$

This implies $\Pr[d(\mathbf{u}, \mathbf{u}_i) \leq (n-2)(1-1/q - \epsilon)] \leq \exp\left(-\frac{\epsilon^2(n-2)}{2}\right)$. Taking an union bound over $i = 1, \ldots, n - 1$, the desired result follows.

This theorem can only be applied to the vectors of prime number length. Next, we will prove a weaker but asymptotically same statement that holds for vectors of arbitrary length. Before we state our theorem, we deviate a little to introduce the well-known Chernoff bound.

**Theorem 3.3 (Chernoff Bound).** Let $X_1, \ldots, X_n$ be independent random variables such that $a \leq X_i \leq b$ for all $i$. Let $X = \sum_{i=1}^n X_i$ and set $\mu = E[X]$. Then, for $\delta > 0$:

$$\Pr[X > (1 + \delta)\mu] \leq e^{-\frac{\delta^2\mu^2}{2(n\mu^2 - \delta^2)}}, \quad \Pr[X < (1 - \delta)\mu] \leq e^{-\frac{\delta^2\mu^2}{2(n\mu^2 - \delta^2)}}.$$

**Lemma 3.4.** Let $n$ be any positive integer and $\epsilon$ be a small constant. If we pick $\mathbf{u} \in \mathbb{Z}_q^n$ uniformly at random, then we have

$$\Pr[d(\mathbf{u}) \leq (n-2\sqrt{n})(1-1/q - \epsilon)] \leq n^2e^{-\frac{\epsilon^2(n-2)}{2}}.$$

**Proof.** As usual, we fix $0 < i < n$ to be an integer and bound the probability that $\Pr[d(\mathbf{u}, \mathbf{u}_i) \leq (n-2\sqrt{n})(1-1/q - \epsilon)]$. Let $d := \gcd(i,n)$ and $r := \frac{n}{d}$. Partition $\{0, \ldots, n-1\}$ into $d$ disjoint sets, $S_j = \{j + ih : 0 \leq h \leq r - 1\}$ for $j = 0, \ldots, d - 1$. It is clear that each $S_j$ has size $r$. Let $X_h$ be the binary random variable such that $X_h = 1$ if $u_h = u_{h+i}$ and 0 otherwise. It follows that $\Pr[X_{h} = 1] = \frac{1}{q}$. Let $Z_j = \sum_{h \in S_j} X_h$. It is clear that $Z_0, Z_1, \ldots, Z_{d-1}$ are i.i.d random variables with expectation

$$E[Z_j] = \sum_{h \in S_j} E[X_h] = \frac{|S_j|}{q} = \frac{r}{q}.$$ 

We divide our discussion into two cases:

- $d \leq \sqrt{n}$: We focus on the binary random variable whose indices belong to the same subset $S_j$. Define $Y_i = \sum_{h=0}^{r-1} X_{j+i} - \frac{i+1}{q}$. The same argument in Lemma 3.2 shows that $Y_0, Y_1, \ldots, Y_{r-2}$ forms a martingale with respect to $X_j, X_{j+i}, \ldots, X_{j+i(r-2)}$. That means,

$$\Pr[Y_{r-2} - Y_0 > \epsilon(r-2)] \leq \exp\left(-\frac{\epsilon^2(r-2)}{2}\right).$$

**“Asymptotically same”** is referred to that it yields the same result when $n$ tends to infinity.
Or equivalently, we have

\[ \Pr[Z_j > (\varepsilon + \frac{1}{q})(r-2) + 2] \leq \exp(-\frac{\varepsilon^2(r-2)}{2}). \]

Taking a union bound over \( j = 0, \ldots, d - 1 \), we have

\[ \Pr[\exists j, Z_j > (\varepsilon + \frac{1}{q})(r-2) + 2] \leq d \exp(-\frac{\varepsilon^2(r-2)}{2}). \]

Notice that \( d(\mathbf{u}, \mathbf{u}_i) = n - \sum_{i=0}^{d-1} Z_j \). It follows that

\[ \Pr[d(\mathbf{u}, \mathbf{u}_i) \leq n - ((\varepsilon + \frac{1}{q})(r-2) + 2)d] \leq d \exp(-\frac{\varepsilon^2(r-2)}{2}) \leq n \exp(-\frac{\varepsilon^2(\sqrt{n} - 2)}{2}). \]

The desired result follows as

\[ n - ((\varepsilon + \frac{1}{q})(r-2) + 2)d = (n - 2d)(1 - \frac{1}{q} - \varepsilon) \geq (n - 2\sqrt{n})(1 - \frac{1}{q} - \varepsilon). \]

- \( d > \sqrt{n} \): We have already shown that \( Z_0, Z_1, \ldots, Z_{d-1} \) are independent random variables such that \( Z_i \in [0, r] \) and \( E[Z_i] = \frac{r}{q} \). Let \( Z = \sum_{i=0}^{d-1} Z_i \) and we obtain \( E[Z] = \frac{2}{q} \). By Chernoff Bound, we have

\[ \Pr[Z \geq (1 + q\varepsilon)\frac{n}{q}] \leq e^{-\frac{2n^2(q\varepsilon)^2}{\sqrt{d}q^2}} = e^{-2n^2} \leq e^{-2n^2\sqrt{n}}. \]

It follows that

\[ \Pr[d(\mathbf{u}, \mathbf{u}_i) \leq (1 - \varepsilon - \frac{1}{q})n] \leq e^{-2n^2\sqrt{n}}, \]

as \( d(\mathbf{u}, \mathbf{u}_i) = n - Z \). This also implies that \( \Pr[d(\mathbf{u}, \mathbf{u}_i) \leq (n - 2\sqrt{n})(1 - \frac{1}{q} - \varepsilon)] \leq e^{-2n^2\sqrt{n}} \).

Taking a union bound over \( i = 1, \ldots, n - 1 \), we obtain the desired result. \( \square \)

Lemma 3.4 says that there exist at least \( q^n(1 - n^2e^{-\frac{\varepsilon^2(\sqrt{n} - 2)}{2}}) = q^n(1 - o(1)) \) vectors \( \mathbf{u} \in \mathbb{Z}_q^n \), each satisfying \( d(\mathbf{u}) \geq (n - 2\sqrt{n})(1 - 1/q - \varepsilon) \). Observe that the relative distance \( (1 - 2/\sqrt{n})(1 - 1/q - \varepsilon) \) tends to \( (1 - 1/q - \varepsilon) \) as \( n \) grows. It will not affect the asymptotic Gilbert-Varshamov bound. We denote by \( \mathcal{A} \) the set of these vectors. Our next step is to obtain a class of hopping cyclic code approaching Gilbert-Varshamov bound. The proof is a standard argument of Gilbert-Varshamov bound except that we replace the whole space \( \mathbb{Z}_q^n \) with a relatively small set \( \mathcal{A} \) and we add the vector \( \mathbf{e} \) together with all its cycle shift vectors to the code.

**Theorem 3.5** (Gilbert-Varshamov Bound on hopping cyclic code). Let \( n \) be an integer and \( \varepsilon \) be a small constant. There exists \( (n, M, d < (n - 2\sqrt{n})(1 - 1/q - \varepsilon)) \) hopping cyclic code if

\[ M \leq \frac{q^n(1 - q^n(1 - n^2e^{-\frac{\varepsilon^2(\sqrt{n} - 2)}{2}}))}{\sum_{i=1}^{d-1} \binom{n}{i} (q - 1)^i}. \]

Moreover, when \( n \to \infty \), these hopping cyclic codes meeting the classic asymptotic Gilbert-Varshamov bound.
Moreover, \( d \) with minimum distance \( \leq C \) is already a hopping cyclic code. If \( u \) is at least \( d \) far away from any codewords in \( C \) for \( 1 \leq i \leq m-1 \). Therefore, we can add \( u \) to \( C \) until \( |C| \geq |A| \). The desired result follows as \( |A| \geq q^n(1 - n^2e^{-\frac{c^2(q-2)}{2}}) \).

The following corollary is a direct consequence of Lemma 3.2 and Theorem 3.5.

**Corollary 3.6 (Gilbert-Varshamov Bound I on FH sequences).** Let \( n \) and \( q > 1 \) be an integer. Let \( \varepsilon \) be any small constant. There exists FH sequences set \( F \) with parameters \( (n,M,\lambda;q) \) for \( \lambda \geq n - (n-2\sqrt{n})(1-1/q-\varepsilon) \) provided that

\[
nM \leq \frac{q^n(1 - n^2e^{-\frac{c^2(q-2)}{2}})}{\sum_{i=1}^{n-\lambda} (\binom{n}{i})(q-1)^i}.
\]

When when \( n \to \infty \), this implies the existence of FH sequences set with information rate \( r \) and relative Hamming correlation \( \delta_H > \frac{1}{q} + \varepsilon \) satisfying

\[
r \geq 1 - H_q(1-\delta_H).
\]

### 3.2 Elementary Method

In this subsection, we present another proof of Gilbert-Varshamov bound which does not rely on any advanced tool. Although this proof only covers part of rate region in Gilbert-Varshamov bound, we believe that it helps to understand this bound from another angle. Our first step is to bound the size of set \( \{u \in F^n : d(u) < d\} \) for a given alphabet set \( F \).

**Lemma 3.7.** Let \( F \) be a finite alphabet of size \( q > 1 \). For \( d < (1 - \frac{1}{\sqrt{q+1}})n \),

\[
|\{u \in F^n : d(u) < d\}| \leq nd\binom{n}{d-1}q^{n(d-1)}.
\]

**Proof.** We fix \( 0 < i < n \) and bound the size of set \( A_i := \{u \in F^n : d(u_i) < d\} \). Let \( u = (u_0, \ldots, u_{n-1}) \in A_i \). Since \( d(u, u_i) < d \), there exists an index subset of size \( k \geq n-d+1 \) such that \( u \) and \( u_i \) agree on these \( k \) indices. There are \( \binom{n}{k} \) distinct subsets of size \( k \). We fix \( T = \{j_1, \ldots, j_k\} \) to be one of them and count the
number of \( u \) that satisfies this requirement. Note that \( u \) is subject to \( u_{ji} = u_{ji+i} \) for \( 1 \leq \ell \leq k \). For each \( \ell \), let \( r \) be the largest number such that \( \{ j, j+i, \ldots, j+i(r-1) \} \subseteq T \). This implies that
\[
    u_{ji} = u_{ji+i} = u_{ji+2i} = \cdots = u_{ji+ri}.
\]
Define \( [j]\) := \( \{ j, j+i, \ldots, j+i(r-1), j+i(r) \} \). It is clear that if \( j_r \in [j]\), then \( [j_r] \subseteq [j]\). Let \( [\ell_1], \ldots, [\ell_a] \) be the maximal subsets from \( [j_1], \ldots, [j_k] \). Observe that they are disjoint and each set has size at least 2. Define \( S = \bigcup_{i=1}^a [\ell_i] \). It is clear that \( T \subseteq S \) and \( a \leq \frac{|S|}{2} \). Observe that if \( j \in S \), then \( u_j = u_{\ell_i} \) for some \( 1 \leq t \leq a \). This implies if we fix \( u_{\ell_1}, \ldots, u_{\ell_a} \) and \( u_i \) for \( i \in [n] \setminus S \), \( u \) is completely determined. Thus, there are \( a + n - |S| \leq n - \frac{|S|}{2} \leq n - \frac{k}{2} \) indices to be fixed which yields at most \( q^{n-k/2} \) distinct \( u \). Let \( k \) run from \( n - d + 1 \) to \( n \), the number of \( u \) is upper bounded by \( \sum_{k=n-d+1}^n \binom{n}{k} q^{n-k} \).

We proceed to bound this value. Observe that
\[
    \frac{\binom{n}{k} q^{n-k/2}}{\binom{n}{k-1} q^{n-(k-1)/2}} = \left( \frac{n-k+1}{k} \right) q^{-\frac{1}{2}}.
\]
This means if \( k \geq \frac{n+1}{\sqrt{q}+1} \), function \( \binom{n}{k} q^{n-k} \) is monotone decreasing with respect to \( k \). Since \( k \geq n-d+1 > \frac{n+1}{\sqrt{q}+1} \), this function reaches its maximum when \( k = n-d+1 \). It follows that
\[
    \sum_{k=n-d+1}^n \binom{n}{k} q^{n-k} \leq d \left( \frac{n}{d-1} \right) q^{n-d+1}.
\]
This implies \( |A| \leq d \left( \frac{n}{d-1} \right) q^{n-d+1} \). Observe that
\[
    \{ u \in F^n : d(u) < d \} = \bigcup_{0 \leq i < n} A_i.
\]
The desired result follows.

To apply the argument of Gilbert-Varshamov bound in Theorem 3.5, we need to show that \( nd \left( \frac{n}{d-1} \right) q^{n-d+1} \) is at most \( o(q^n) \).

**Lemma 3.8.** Assume that \( d < (1 - \frac{\epsilon}{\sqrt{q}}) n \), then \( nd \left( \frac{n}{d-1} \right) q^{n-d+1} = o(q^n) \).

**Proof.** Observe that
\[
    nd \left( \frac{n}{d-1} \right) q^{n-d+1} \leq \frac{n d H_2(\frac{\epsilon}{\sqrt{q}}) q^{d-1}}{\sqrt{a}} q^{\frac{n-1}{2}} = 2^n \left( H_2(\frac{\epsilon}{\sqrt{q}}) q^{d-1} \log_2 q + o(1) \right).
\]
Let \( \delta = \frac{d}{n} \) and then \( \delta \leq 1 - \frac{\epsilon}{\sqrt{q}} \). It suffices to show that \( H_2(\delta) < \frac{1-\delta}{2} \log_2 q \). Note that
\[
    H_2(\delta) = -\delta \log_2 \delta - (1-\delta) \log_2 (1-\delta)
\]
\[
    \leq -\delta \log_2 \delta - (1-\delta) \log_2 \left( \frac{\epsilon}{\sqrt{q}} \right) = -\delta \log_2 \delta - (1-\delta) \log_2 \frac{\epsilon}{\sqrt{q}} + \frac{1-\delta}{2} \log_2 q.
\]
The first inequality is due to \( \delta \leq 1 - \frac{\epsilon}{\sqrt{q}} \). Let \( f(\delta) = -\delta \log_2 \delta - (1-\delta) \log_2 \frac{\epsilon}{\sqrt{q}} \). The derivative of \( f(\delta) \) is \( -\log_2 \delta - \delta \log_2 e + \log_2 e \) which is always positive when \( \delta \in (0,1) \). That means \( f(\delta) < f(1) = 0 \) for \( \delta \leq 1 - \frac{\epsilon}{\sqrt{q}} \). The desired result follows. \( \square \)
The same argument in Theorem 3.5 gives the Gilbert-Varshamov bound on FH sequences set. Although it will not affect the asymptotic behaviour of Gilbert-Varshamov, the size of FH sequences set is bigger than the size in Corollary 3.6.

**Corollary 3.9 (Gilbert-Varshamov Bound II on FH sequences).** Let \( n \) and \( q > 1 \) be an integer. There exists FH sequences set \( \mathcal{F} \) with parameters \( (n, M, \lambda \geq \frac{en}{\sqrt{q}}; q) \) provided that

\[
nM \leq \frac{q^n - (n - \lambda) \binom{n}{n-\lambda} q^{\frac{2n-\lambda-1}{2}}}{\sum_{i=1}^{n-\lambda-1} \binom{n}{i} (q-1)^i}.
\]

When \( n \to \infty \), this implies the existence of FH sequences set with information rate \( r \) and relative Hamming correlation \( \delta_H \geq \frac{e}{\sqrt{q}} \) satisfying

\[
r \geq 1 - H_q(1 - \delta_H).
\]

**4 Conclusion**

In this paper, we present the asymptotic upper bounds and lower bound on the FH sequences. Our upper bounds are derived from [6] by letting sequence length tend to infinity. Our lower bound comes from the classic Gilbert-Varshamov bound. However, the original Gilbert-Varshamov bound does not hold for cyclic codes. The main contribution of this paper is dedicated to showing the existence of hopping cyclic codes attaining this bound. Since a hopping cyclic code can be converted into a set of FH sequence, this result also implies the existence of FH sequences attaining this bound. As we know, there exists a class of algebraic geometry codes that can beat Gilbert-Varshamov bound over a field of size \( q \geq 49 \) [10]. Unfortunately, this class of algebraic geometry codes is not cyclic. It seems less likely to convert it into FH sequences. There then arises an open problem whether there exists a class of FH sequences beating Gilbert-Varshamov bound.
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