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Abstract

Let a measurement consist of a linear combination of damped complex exponential modes, plus noise. The problem is to estimate the parameters of these modes, as in line spectrum estimation, vibration analysis, speech processing, system identification, and direction of arrival estimation. Our results differ from standard results of modal analysis to the extent that we consider sparse and co-prime samplings in space, or equivalently sparse and co-prime samplings in time. Our main result is a characterization of the orthogonal subspace. This is the subspace that is orthogonal to the signal subspace spanned by the columns of the generalized Vandermonde matrix of modes in sparse or co-prime arrays. This characterization is derived in a form that allows us to adapt modern methods of linear prediction and approximate least squares, such as iterative quadratic maximum likelihood (IQML), for estimating mode parameters. Several numerical examples are presented to demonstrate the validity of the proposed modal estimation methods, and to compare the fidelity of modal estimation with sparse and co-prime arrays.
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versus SNR. Our calculations of Cramér-Rao bounds allow us to analyze the loss in performance sustained by sparse and co-prime arrays that are compressions of uniform linear arrays.
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I. INTRODUCTION

In this paper, we investigate the problem of estimating the parameters of damped complex exponentials from the observation of non-uniform samples of their weighted sum. This problem arises in many applications such as modal analysis, speech processing, system identification, and direction of arrival (DOA) estimation.

There is a vast literature on different modal estimation methods from uniformly sampled time or space series data, starting with the work of Prony [1]. Other methods include approximate least squares or maximum likelihood estimation [2], [3], reduced rank linear prediction [4], [5], MUSIC [6], and ESPRIT [7], [8]. While there are extensions of MUSIC and ESPRIT for direction of arrival estimation from non-uniformly sampled data (see, e.g., [9]-[13]), Prony-like methods have mainly been developed for uniformly sampled data, and extending such methods to non-uniformly sampled data has not received much attention (exceptions being [14] and [15]).

Non-uniform sensor array geometries, without aliasing ambiguities, have a long history in sensor array processing, dating back to minimum-redundancy arrays [16]. The introduction of co-prime arrays in [17], [18], and [19] has created renewed interest in such geometries. In this paper, we consider two specific cases of non-uniform sensor arrays. These are sparse arrays and co-prime arrays. Both of these geometries can be viewed as subsampled (or compressed) versions of a dense uniform line array, whose consecutive elements are separated by a half wavelength in space.

Specifically, the sparse array can be thought of as a subsampled version of a dense uniform line array, plus an extra sensor that is positioned at a location on the array that allows us to resolve aliasing ambiguities. The co-prime array consists of two uniform subarrays, each obtained by uniformly subsampling a dense uniform line array with co-prime subsampling factors. The co-prime property allows for resolving aliasing ambiguities.

1If we were sampling in time, then the dense sequence of uniform samples would have had spacings equal to the Nyquist interval.
Naturally, any subsampling in space results in a reduction in signal-to-noise ratio (SNR), by the compression factor, and leads to a loss in estimation performance. Our studies in [20], [21], and [22] address the effect of compression on Fisher information, the Cramér-Rao bound, and the probability of a swap between signal and noise subspaces. Assuming that the loss in SNR due to compression has tolerable effects on estimation or detection, or can be compensated by collecting more temporal snapshots (requiring a scene to remain stationary for a longer period), the question is how can methods of linear prediction and approximate least squares be adapted to the estimation of mode parameters in sparse and co-prime arrays? In this paper, we address this question.

We determine a parameterization of the orthogonal subspace. This is the subspace that is orthogonal to the signal subspace spanned by the columns of a generalized Vandermonde matrix of the modes in sparse and co-prime arrays. This parameterization is of a form that is particularly suitable for utilizing approximate least squares, such as iterative quadratic maximum likelihood (IQML) (see [2], [3], and [23]), for estimating the modes. Although we present our numerical results in the context of sensor array processing, all of our results apply to the estimation of complex exponential modes from time series data. Our numerical results here, and in [20], [21], and [22], show that there is a loss in performance sustained by sparse and co-prime arrays that are compressions of uniform linear arrays. A rough rule of thumb is that effective SNR is reduced by $10\log_{10} C$, where $C$ is the compression ratio. For example, in our experiments a 50-element array is subsampled to a 14-element co-prime array, for a compression ratio of 50/14. The loss in SNR is roughly 5.5 dB.

Remark 1: A small number of other authors have also considered estimating the parameters of complex exponentials from non-uniformly sampled data using Prony-like methods. In [14], the authors approach the modal estimation problem by fitting a polynomial to the non-uniform samples and estimating the parameters of the exponentials using linear regression. For the case that the modes are on the unit circle, in [15] a truncated window function is fitted to the non-uniform measurements in the least squares sense, and then an approximate Prony method is proposed to estimate the frequencies of the exponentials. These approaches are different from ours and do not involve characterization of orthogonal subspaces for utilizing modern methods of linear prediction.
II. Problem Statement

Consider a non-uniform line array of \( m \) sensors at locations \( \mathbb{I} = \{i_0, i_1, \ldots, i_{m-1}\} \) in units of half wavelength in space. We assume, without loss of generality, that \( i_0 = 0 \). Suppose the array is observing a weighted superposition of \( p \) damped complex exponentials (modes). These modes are determined by the mode parameters \( z_k = \rho_k e^{j\theta_k}, \ k = 1, 2, \ldots, p \), where the \( k \)th mode has a damping factor \( \rho_k \) and an electrical angle \( \theta_k \in (-\pi, \pi] \). Suppose the array collects \( N \) temporal snapshots. Then, the measurement equation for the \( l \)th sensor (located at \( i_l \)) can be written as

\[
y_l[n] = \sum_{k=1}^{p} x_k[n] z_k^{il} + e_l[n], \quad n = 0, 1, \ldots, N - 1,
\]

where \( n \) is the snapshot index, \( x_k[n] \) denotes the amplitude (or weight) of the \( k \)th mode at index \( n \), and \( e_l[n] \) is the measurement noise at sensor \( l \). In vector form, we have \( y[n] \in \mathbb{C}^m \),

\[
y[n] = V(z, \mathbb{I})x[n] + e[n], \quad n = 0, 1, \ldots, N - 1,
\]

where \( y[n] = [y_0[n], y_1[n], \ldots, y_{m-1}[n]]^T \) is the array measurement vector, \( x[n] = [x_1[n], x_2[n], \ldots, x_p[n]]^T \) is the vector of mode amplitudes at index \( n \), \( e[n] = [e_0[n], e_1[n], \ldots, e_{m-1}[n]]^T \) is the noise vector at index \( n \), and \( V(z, \mathbb{I}) \in \mathbb{C}^{m \times p} \) is a generalized Vandermonde matrix of the modes \( z = [z_1, z_2, \ldots, z_p]^T \), given by

\[
V(z, \mathbb{I}) = \begin{bmatrix}
z_1^{i0} & z_2^{i0} & \cdots & z_p^{i0} \\
z_1^{i1} & z_2^{i1} & \cdots & z_p^{i1} \\
\vdots & \vdots & \ddots & \vdots \\
z_1^{i_{m-1}} & z_2^{i_{m-1}} & \cdots & z_p^{i_{m-1}}
\end{bmatrix}.
\]

We consider the case where \( x[n] \) is free to change with \( n \), and assume that the \( e_l[n] \)'s, are i.i.d. complex normal with mean zero and variance \( \sigma^2 \). This means that the measurement vectors \( y[n], n = 0, 1, \ldots, N - 1 \) are i.i.d proper complex normal with mean \( V(z, \mathbb{I})x[n] \) and covariance \( \sigma^2I \). Under this measurement model, the least squares estimation and the maximum likelihood estimation of the modes \( \{z_k\}_{k=1}^p \) and mode weights \( \{x[n]\}_{n=0}^{N-1} \) are equivalent and can be posed as

\[
\min_{z, x[0], \ldots, x[N-1]} \sum_{n=0}^{N-1} \|y[n] - V(z, \mathbb{I})x[n]\|^2_2.
\]

The least squares estimate of \( x[n] \) is

\[
\hat{x}[n] = V^+(z, \mathbb{I})y[n],
\]
where $V^+(z, \mathbb{I}) = (V^H(z, \mathbb{I})V(z, \mathbb{I}))^{-1}V^H(z, \mathbb{I})$ is the Moore-Penrose pseudoinverse of $V(z, \mathbb{I})$. The least squares estimate of the modes is obtained as
\[
\hat{z} = \arg \min_z \sum_{n=0}^{N-1} y^H[n](I - PV(z,\mathbb{I}))y[n] \\
= \arg \min_z \sum_{n=0}^{N-1} y^H[n]PA(z,\mathbb{I})y[n],
\]
(6)
where $A(z, \mathbb{I})$ is a full column rank matrix that satisfies
\[
A^H(z, \mathbb{I})V(z, \mathbb{I}) = 0_{(m-p) \times p},
\]
(7)
and $PV(z,\mathbb{I})$ and $PA(z,\mathbb{I}) = I - PV(z,\mathbb{I})$ are the orthogonal projections onto the column spans of $V(z, \mathbb{I})$ and $A(z, \mathbb{I})$, respectively. We denote these column spans by the subspaces $\langle V(z, \mathbb{I}) \rangle$ and $\langle A(z, \mathbb{I}) \rangle$. We call $\langle V(z, \mathbb{I}) \rangle$ the signal subspace and $\langle A(z, \mathbb{I}) \rangle$ the orthogonal subspace. Note that $\langle A(z, \mathbb{I}) \rangle = \langle V(z, \mathbb{I}) \rangle^\perp$.

See Figure 1.

Fig. 1. The signal subspace $\langle V(z, \mathbb{I}) \rangle$ and the orthogonal subspace $\langle A(z, \mathbb{I}) \rangle = \langle V(z, \mathbb{I}) \rangle^\perp$. In the figure, we have dropped $(z, \mathbb{I})$ and have simply used $A$, $V$, $\langle A \rangle$, and $\langle V \rangle$.

For a given array geometry, the basis matrix $V(z, \mathbb{I})$ given in (3), and the subspace $\langle V(z, \mathbb{I}) \rangle$, are fully characterized by the $p$ modes $z = [z_1, z_2, \ldots, z_p]^T$. This subspace, parameterized by $z$, is an element of a Grassmanian manifold of dimension $p$. Now, let us rewrite $V(z, \mathbb{I})$, using elementary operations, and with some abuse of notation, as
\[
V(z, \mathbb{I}) = \begin{bmatrix}
V_1(z, \mathbb{I}) \\
V_2(z, \mathbb{I})
\end{bmatrix},
\]
(8)
where \( V_1(z, \mathbb{I}) \in \mathbb{C}^{p \times p} \) is invertible and \( V_2(z, \mathbb{I}) \in \mathbb{C}^{(m-p) \times p} \). Then the basis matrix \( A(z, \mathbb{I}) \) for the orthogonal subspace is the Hermitian transpose of

\[
A^H(z, \mathbb{I}) = [-V_2(z, \mathbb{I})V_1^{-1}(z, \mathbb{I}) \mid I_{m-p}].
\]  

Although these \( p \)-dimensional characterizations of the signal and orthogonal subspaces have minimum parameterization \( z \in \mathbb{C}^p \), it is not easy to solve the least squares problem \( (6) \) using these characterizations.

For an \( m \)-element uniform line array, a particular \( p \)-parameter characterization of \( A(z, \mathbb{I}) \) exists that makes solving \( (6) \) relatively simple. We will review this characterization in Section III. Then, we derive such suitable parameterizations of \( A(z, \mathbb{I}) \) for two specific non-uniform arrays: sparse and co-prime.

**Sparse array:** In this case, the location set \( \mathbb{I} \) is given by \( \mathbb{I}_s = \{0, d, 2d, \ldots, (m-2)d, M\} \), where \( M \) and \( d \) are co-prime integers, that is, \( (M, d) = 1 \), and \( d \geq 1 \). This array may be thought of as two subarrays. The first is a downsampling version, by a factor \( d \), of an \( (m-1)d \)-element uniform line array (ULA) with half wavelength interelement spacings. The second is a single sensor at location \( M \) in the line array such that \( M \) and \( d \) are co-prime. We call this the sparse array because of the single element that sits apart from the origin of the first subarray. We note that \( M \) need not be greater than \( (m-2)d \).

**Co-prime array:** In this case, \( \mathbb{I} = \mathbb{I}_1 \cup \mathbb{I}_2 \), where \( \mathbb{I}_1 = \{0, m_2, 2m_2, \ldots, (m_1-1)m_2\} \), \( \mathbb{I}_2 = \{m_1, 2m_1, \ldots, (2m_2-1)m_1\} \), and \( (m_1, m_2) = 1 \). Again the array is composed of two subarrays. The first is an \( m_1 \)-element ULA with interelement spacings of \( m_2 \) and sensor locations \( \mathbb{I}_1 \). The second is a \( (2m_2-1) \)-element ULA with interelement spacings of \( m_1 \) and sensor locations \( \mathbb{I}_2 \). This co-prime geometry was recently introduced in [17] and [18].

**Remark 2:** In both cases, the co-prime constraint guarantees that aliasing ambiguities due to undersampling can be resolved. Although a sparse array can be viewed as a special case of a co-prime array, we consider them separately, because it is easier to first derive a suitable characterization of the orthogonal subspace \( \langle A \rangle \) for a sparse array, and then generalize it to a co-prime array. Our parameterizations are not minimal. They involve \( 2p \) parameters, instead of \( p \), but as we will show in Section IV, they are specifically designed to utilize modern methods of linear prediction and approximate least squares, such as IQML.

**Remark 3:** By now it should be clear that \( A(z, \mathbb{I}) \), and therefore its parameterization, depend on both the mode vector \( z \) and the array geometry \( \mathbb{I} \). Therefore, from here on, we may drop \( (z, \mathbb{I}) \) and simply use \( A, V, \langle A \rangle \), and \( \langle V \rangle \).
III. Characterization of the Orthogonal Subspace for Uniform Line Arrays

Consider a uniform line array of \( m \) equidistant sensors located at \( \mathbb{I}_u = \{0, 1, 2, \ldots, m - 1\} \), taking measurements from the superposition of \( p \) modes as in (2). The signal subspace in this case is characterized by the Vandermonde matrix \( V \) in (3) with \( \mathbb{I} = \mathbb{I}_u \). To characterize the orthogonal subspace \( \langle A \rangle \), consider the polynomial \( A(z) \):

\[
A(z) = \prod_{k=1}^{p} (1 - z_k z^{-1}) = \sum_{i=0}^{p} a_i z^{-i}; \quad a_0 = 1
\]  

which has \( (z_1, z_2, \ldots, z_p) \) as its \( p \) complex roots. The \( (m - p) \)-dimensional orthogonal subspace \( \langle A \rangle \) is spanned by the \( m - p \) linearly independent columns of \( A \):

\[
A = \begin{bmatrix}
a_p & a_{p-1} & \cdots & a_1 & 1 & 0 & \cdots & 0 \\
0 & a_p & & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_p & \cdots & \cdots & a_1 & 1
\end{bmatrix}^H.
\]  

Since \( A^H V = 0 \), and the columns of \( A \) are linearly independent, \( V \) and \( A \) span orthogonal subspaces \( \langle V \rangle \) and \( \langle A \rangle \) in \( \mathbb{C}^m \). The above parameterization is at the heart of methods of linear prediction, approximate least squares, and IQML (see, e.g., [2]–[5]).

Using the \( p \)-parameter representation for \( \langle A \rangle \) in (11) we may re-write the least squares problem of (6) as

\[
\hat{a} = \arg\min_{a = [a_1, \ldots, a_p] \in \mathbb{C}^p} \sum_{n=0}^{N-1} Y^H[n] P_A Y[n].
\]

There are many algorithms to approximately solve the nonlinear least squares problem in (12). One approach is to ignore the \( (A^H A)^{-1} \) term in the projection matrix \( P_A = A (A^H A)^{-1} A^H \) and solve the following modified least squares or linear prediction problem:

\[
\hat{a} = \arg\min_{a \in \mathbb{C}^p} \sum_{n=0}^{N-1} Y^H[n] AA^H Y[n].
\]

The iterative quadratic maximum likelihood (IQML) algorithm (see [2], [3], and [23]) is another method to approximately solve (12). In the \( l \)th iteration of IQML, the parameters \( a_l \) are estimated by iteratively minimizing the quadratic form

\[
\hat{a}_l = \arg\min_{a_l \in \mathbb{C}^p} \left[ \sum_{n=0}^{N-1} Y^H[n] (A_{l-1}^H A_{l-1})^{-1} Y[n] \right] a_l,
\]  
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where $A_{l-1}$ is formed as in (11) using the estimated parameters $\hat{a}_{l-1}$ from iteration $(l-1)$ and $y[n]$ is the following $(m-p) \times p$ Hankel data matrix for snapshot $n$:

$$
Y[n] = \begin{bmatrix}
    y_0[n] & \cdots & y_{p-1}[n] & y_p[n] \\
    y_1[n] & \cdots & y_p[n] & y_{p-1}[n] \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{m-1-p}[n] & \cdots & y_{m-2}[n] & y_{m-1}[n]
\end{bmatrix}.
$$

(15)

After a number of these iterations the sequence $\{\hat{a}_l\}$ converges to an estimate $\hat{a} = [\hat{a}_1, \ldots, \hat{a}_p]^T$. The polynomial $\hat{A}(z) = \sum_{i=0}^{p} \hat{a}_i z^{-i}$ is then formed from this estimate and its roots are taken as the mode estimates $(\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_p)$.

IV. CHARACTERIZATION OF THE ORTHOGONAL SUBSPACES FOR SPARSE AND CO-PRIME ARRAYS

In this section, we present simple characterizations of the orthogonal subspace $\langle A \rangle$ for the sparse and co-prime arrays discussed in Section II. Based on our characterizations, we adopt IQML for approximate least squares estimation of complex exponential modes in such arrays.

A. Sparse Array

Consider the sparse array described in Section II. The set of sensor locations for this array is $I_s = \{0, d, 2d, \ldots, (m-2)d, M\}$. The generalized Vandermonde matrix $V$ in this case is

$$
V(z, I_s) = \begin{bmatrix}
    1 & 1 & \cdots & 1 \\
    z_1^d & z_2^d & \cdots & z_p^d \\
    \vdots & \vdots & \ddots & \vdots \\
    z_1^{(m-2)d} & z_2^{(m-2)d} & \cdots & z_p^{(m-2)d} \\
    z_1^M & z_2^M & \cdots & z_p^M
\end{bmatrix}.
$$

(16)

For $d > 1$ it is clear that without the use of the last sensor at location $M$, we cannot unambiguously estimate the modes, because any two modes $z_k$ and $z_k e^{j2\pi q/d}$, $q = 1, 2, \ldots, d-1$ produce the same measurement. This is the aliasing problem for subsampled arrays.

To characterize the $(m-p)$-dimensional orthogonal subspace $\langle A \rangle$, determined by the modes $\{z_k\}_{k=1}^p$, we first form the polynomial $A(z)$ from the $d$th powers of $z_k$, namely the $w_k = z_k^d$, $k = 1, 2, \ldots, p$:

$$
A(z) = \prod_{k=1}^{p} (1 - w_k z^{-1}) = \sum_{i=0}^{p} a_i z^{-i}; \quad a_0 = 1.
$$

(17)
Since \( \{w_k\}_{k=1}^p \) are the roots of \( A(z) \), the first \( m - p - 1 \) columns \( A_0 \) of \( A \in \mathbb{C}^{m \times (m-p)} \), which is to satisfy \( A^H \mathbf{v} = 0 \), can be written as

\[
A_0^H = \begin{bmatrix}
ap & a_{p-1} & \cdots & a_1 & 1 & 0 & \cdots & 0 \\
0 & a_p & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_p & \cdots & \cdots & a_1 & 1 & 0
\end{bmatrix}.
\]  
(18)

But of course any mode of the form \( z_k e^{j2\pi q/d} \), \( q = 1, \ldots, d-1 \), would produce the same \( w_k \) and therefore the same \( A_0 \). This is the ambiguity caused by aliasing.

Now, consider the polynomial

\[
B(z) = z^M + \sum_{i=1}^p b_i z^{(p-i)d}.
\]  
(19)

Suppose the coefficient vector \( \mathbf{b} = [b_1, b_2, \ldots, b_p]^T \) is such that the actual modes \( \{z_k\}_{k=1}^p \) are the roots of \( B(z) \). That is, \( B(z_k) = 0 \) for \( k = 1, 2, \ldots, p \). Then, since \( M \) and \( d \) are co-prime, for \( 1 \leq q \leq d-1 \) and \( 1 \leq k \leq p \) we have

\[
B(z_k e^{j2\pi q/d}) = z_k^M e^{j2\pi M q/d} + \sum_{i=1}^p b_i z_k^{(p-i)d}
= z_k^M (e^{j2\pi M q/d} - 1)
\neq 0 \text{ for } q = 1, 2, \ldots, d-1.
\]  
(20)

Therefore, the only common roots of \( B(z) \), and the \( d \)th roots of \( \{w_k\}_{k=1}^p \), are \( \{z_k\}_{k=1}^p \), which are the actual modes to be estimated. In this way, \( B(z) \) resolves the ambiguities.

Now suppose \( \{w_k\}_{k=1}^p \) are known (or estimated). Then from \([19]\), \( \mathbf{b} \) can be found by solving the linear system of equations

\[
\begin{pmatrix} b_p & b_{p-1} & \ldots & b_1 \end{pmatrix}
\begin{pmatrix} 1 & 1 & \cdots & 1 \\
\cdots & \cdots & \ddots & \cdots \\
\cdots & \cdots & \ddots & \cdots \\
\cdots & \cdots & \ddots & \cdots \\
\end{pmatrix}
= - \begin{pmatrix} z_1^M & z_2^M & \cdots & z_p^M \\
\cdots & \cdots & \ddots & \cdots \\
\cdots & \cdots & \ddots & \cdots \\
\end{pmatrix},
\]  
(21)

which if \( z_i^d \neq z_j^d \) for \( i \neq j \) (as we assume) has a unique solution.
Using the $2p$ coefficients $\{a_i\}_{i=1}^p$ and $\{b_i\}_{i=1}^p$, we can characterize $\langle A \rangle$ by writing $A \in \mathbb{C}^{m \times (m-p)}$ as

$$A = \begin{bmatrix} a_p & a_{p-1} & \cdots & a_1 & 1 & 0 & \cdots & 0 \\ 0 & a_p & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \cdots & \cdots \\ 0 & \cdots & 0 & a_p & \cdots & a_1 & 1 & 0 \\ b_p & b_{p-1} & \cdots & b_1 & 0 & \cdots & 0 & 1 \end{bmatrix}^H.$$  \hfill (22)

To estimate $a = [a_1, \ldots, a_p]^T$ and $b = [b_1, \ldots, b_p]^T$, we need to solve the following problem:

$$\min_{a, b} \sum_{n=0}^{N-1} y^H[n] P_A y[n].$$  \hfill (23)

We approximate the solution to this problem in two steps. First, we ignore the last column of $A$ and estimate $a$ as

$$\hat{a} = \arg\min_{a} \sum_{n=0}^{N-1} y^H[n] P_{A_0} y[n].$$  \hfill (24)

In the noiseless case, where the $y[n], n = 0, 1, \ldots, N-1$, lie in $\langle V \rangle$, it can be shown that if $m \geq 2p + 1$ then the solution to (24) is unique and yields the coefficients of the polynomial $A(z)$ with roots $(w_1, w_2, \ldots, w_p)$. See Appendix A.

The minimization problem in (24) can be solved using IQML. Now, given $\hat{a}$, we form the polynomial

$$\hat{A}(z) = 1 + \sum_{i=1}^{p} \hat{a}_i z^{-i}$$

and derive its roots as $\{\hat{w}_k\}_{k=1}^p$. But we know from the structure of the problem that $\hat{w}_k = \hat{z}_k^d$, and any of the $d$-th roots of $\hat{z}_k^d$ is a candidate solution. Therefore, we construct the candidate set,

$$\mathcal{R} = \{ (\hat{z}_1 e^{j2\pi q_1/d}, \hat{z}_2 e^{j2\pi q_2/d}, \ldots, \hat{z}_p e^{j2\pi q_p/d}) | 0 \leq q_1, q_2, \ldots, q_p \leq d - 1 \},$$  \hfill (26)

which contains all modes and their aliased versions.

In the second step, to find the $p$ actual modes and resolve aliasing ambiguities, we solve the following constrained linear prediction problem:

$$\hat{b} = \arg\min_{\zeta} \sum_{n=0}^{N-1} |y_{m-1}[n] + \zeta^T u[n]|^2$$

s.t. $B\zeta(\hat{z}) = 0$, $\hat{z} \in \mathcal{R}$,  \hfill (27)
where \( u[n] = [y_0[n], y_1[n], \ldots, y_{p-1}[n]]^T \), and the polynomial \( B_\zeta(z) \) is obtained from replacing \( b \) by \( \zeta \) in (19).

In the noiseless case, where \( y[n], n = 0, 1, \ldots, N - 1 \) lie in \( \langle V \rangle \), the solution \( \hat{b} \) to (27) satisfies (21) and yields the actual modes. See Appendix B.

Our algorithm for estimating modes in a sparse array may be summarized in the following steps:

1) Estimate \( \hat{a} = [\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_p]^T \) from (24) using IQML;

2) Root \( \hat{A}(z) \) to return roots \( \{\hat{w}_k\}_{k=1}^p \). Then, recognizing that the \( d \)th roots of \( \hat{w}_k \) are \( \hat{z}_k e^{j2\pi q/d} \) for some \( q \in \{0, 1, 2, \ldots, d - 1\} \), form the set of candidate modes \( R \) as in (26);

3) Solve (27) for \( \hat{b} \);

4) Intersect the roots of \( \hat{B}(z) \) with \( R \).

B. Co-prime Array

Consider an \( m = m_1 + 2m_2 - 1 \) element co-prime array, consisting of two uniform subarrays: one with \( m_1 \) elements at locations \( I_1 = \{0, m_2, 2m_2, \ldots, (m_1 - 1)m_2\} \) and the other with \( 2m_2 - 1 \) elements at locations \( I_2 = \{m_1, 2m_1, \ldots, (2m_2 - 1)m_1\} \), where \( (m_1, m_2) = 1 \) and \( m_1 > m_2 \). In this case, the generalized Vandermonde matrix \( V \in \mathbb{C}^{m \times p} \) of modes may be partitioned as

\[
V = \begin{bmatrix}
V(z, I_1) \\
V(z, I_2)
\end{bmatrix},
\]

where

\[
V(z, I_1) = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\hat{z}_1^{m_2} & \hat{z}_2^{m_2} & \cdots & \hat{z}_p^{m_2} \\
\hat{z}_1^{2m_2} & \hat{z}_2^{2m_2} & \cdots & \hat{z}_p^{2m_2} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{z}_1^{(m_1-1)m_2} & \hat{z}_2^{(m_1-1)m_2} & \cdots & \hat{z}_p^{(m_1-1)m_2}
\end{bmatrix}
\]
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and

\[
V(z, I_2) = \begin{bmatrix}
    z_1^{m_1} & z_1^{m_2} & \cdots & z_1^{m_p} \\
    z_2^{m_1} & z_2^{m_2} & \cdots & z_2^{m_p} \\
    \vdots & \vdots & \ddots & \vdots \\
    z_1^{(2m_2-1)m_1} & z_2^{(2m_2-1)m_1} & \cdots & z_p^{(2m_2-1)m_1}
\end{bmatrix}
\]  

(30)

are the Vandermonde matrices for the two individual subarrays of the co-prime array.

Let \(A_1 \in \mathbb{C}^{m_1 \times (m_1-p)}\) and \(B_1 \in \mathbb{C}^{(2m_2-1) \times (2m_2-1-p)}\) be matrices that are orthogonal to \(V(z, I_1)\) and \(V(z, I_2)\), respectively. That is, \(A_1^H V(z, I_1) = 0\) and \(B_1^H V(z, I_2) = 0\). Following our results in the sparse case, we may parameterize \(A_1 \in \mathbb{C}^{m_1 \times (m_1-p)}\) as

\[
A_1^H = \begin{bmatrix}
a_p & a_{p-1} & \cdots & a_1 & 1 & \cdots & 0 \\
0 & a_p & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & a_p & \cdots & a_1 & 1
\end{bmatrix},
\]  

(31)

where \(\{a_i\}_{i=1}^p\) are the coefficients of a polynomial \(A(z)\), whose roots are \(w_k = z_k^{m_2}, k = 1, 2, \ldots, p\). That is,

\[
A(z) = \prod_{k=1}^{p} (1 - w_k z^{-1}) \\
= \sum_{i=0}^{p} a_i z^{-i}, \quad a_0 = 1.
\]  

(32)

Similarly, we parameterize \(B_1 \in \mathbb{C}^{(2m_2-1) \times (2m_2-1-p)}\) as

\[
B_1^H = \begin{bmatrix}
b_p & b_{p-1} & \cdots & b_1 & 1 & \cdots & 0 \\
0 & b_p & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & b_p & \cdots & b_1 & 1
\end{bmatrix},
\]  

(33)

where \(\{b_i\}_{i=1}^p\) are the coefficients of a polynomial \(B(z)\), whose roots are \(s_k = z_k^{m_1}, k = 1, 2, \ldots, p\). That is,

\[
B(z) = \prod_{k=1}^{p} (1 - s_k z^{-1}) \\
= \sum_{i=0}^{p} b_i z^{-i}, \quad b_0 = 1.
\]  

(34)
Note that we still need $p$ more independent columns to fully characterize the basis matrix $A$ for the orthogonal subspace $\langle A \rangle$. However, using our partial characterization, we can estimate the modes (with no aliasing ambiguities) in the following steps:

1) Separate the measurements of the two subarrays as $u[n] = \{y_i[n] | i \in I_1\}$ and $v[n] = \{y_i[n] | i \in I_2\}$;

2) Estimate $\hat{a} = [\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_p]^T$ using IQML on $u[n]$;

3) Root $\hat{A}(z)$ to return the roots $\{\hat{w}_k\}_{k=1}^p$. Then, recognizing that the $m_2$th roots of $\hat{w}_k$ are $\hat{z}_k e^{j2\pi q/m_2}$ for some $q \in \{0, 1, \ldots, m_2 - 1\}$, form the set of candidate modes $R_1$ as

$$R_1 = \{(\hat{z}_1 e^{j2\pi k_1/m_2}, \hat{z}_2 e^{j2\pi k_2/m_2}, \ldots, \hat{z}_p e^{j2\pi k_p/m_2}) \mid 0 \leq k_1, k_2, \ldots, k_p \leq m_2 - 1\}; \quad (35)$$

4) Estimate $\hat{b} = [\hat{b}_1, \hat{b}_2, \ldots, \hat{b}_p]^T$ using IQML on $v[n]$;

5) Root $\hat{B}(z)$ to return the roots $\{\hat{s}_k\}_{k=1}^p$. Then, recognizing that the $m_1$th roots of $\hat{s}_k$ are $\hat{z}_k e^{j2\pi q/m_1}$ for some $q \in \{0, 1, \ldots, m_1 - 1\}$, form the set of candidate modes $R_2$ as

$$R_2 = \{(\hat{z}_1 e^{j2\pi k_1/m_1}, \hat{z}_2 e^{j2\pi k_2/m_1}, \ldots, \hat{z}_p e^{j2\pi k_p/m_1}) \mid 0 \leq k_1, k_2, \ldots, k_p \leq m_1 - 1\}; \quad (36)$$

6) Intersect $R_1$ and $R_2$, in other words look for the closest (based on the Euclidean metric) $p$ members of the set $R_1$ to the set $R_2$.

**Remark 4:** To complete the $2p$–parameterization of the basis matrix $A$ for the orthogonal subspace $\langle A \rangle$, consider the standard representation of $A$ given in [9]. Define $V_1 = V(z, I_{p_1})$ and $V_2 = V(z, I_{p_2})$ where $I_{p_1} = \{0, m_2, \ldots, (p-1)m_2\}$ and $I_{p_2} = \{m_1, 2m_1, \ldots, pm_1\}$. Then, from [9] the $p$ remaining columns of $A$ may be represented in $C_1 \in \mathbb{C}^{n \times p}$ as:

$$C_1^H = [C_0^H | 0_{p \times (m_1 - p)} | I_p | 0_{p \times (2m_2 - 1 - p)}]$$

where $0_{k \times l}$ denotes a $k \times l$ matrix with zero entries, $I_p$ is the $p \times p$ identity matrix, and

$$C_0^H = -V(z, I_{p_2})V^{-1}(z, I_{p_1}) \in \mathbb{C}^{p \times p}. \quad (38)$$

From [37] and [38] we can see that $C_1$ only depends on $\{z_k^{m_1}\}_{k=1}^p$ and $\{z_k^{m_2}\}_{k=1}^p$ which are obtained from $a$ and $b$ by rooting $A_a(z)$ and $B_b(z)$ in (32) and (34), respectively. Therefore, the full, and minimally parameterized, characterization of the orthogonal subspace for the co-prime array may be written as
We note that we do not need this full characterization for estimating the modes. The partial characterization using $A_1$ and $B_1$ suffices, at the expense of $p$ fitting equations.

V. Numerical Results

In this section we present numerical results for the estimation of damped complex exponential modes in co-prime, sparse and uniform line arrays. We consider a ULA of 50 elements. We form our co-prime and sparse arrays with 14 elements by subsampling this ULA. For the sparse array, we subsample the measurements of the ULA by a factor of $d = 4$ and place a sensor at $M = 3$. For the co-prime array, the first subarray includes $m_1 = 7$ elements with interelement spacing of $m_2 = 4$, and the second subarray includes $2m_2 - 1 = 7$ elements with interelement spacing of $m_1 = 7$.

It is insightful to first look at the beam patterns of sparse, co-prime, and uniform line arrays for the problem of estimating undamped modes. In this case, the beam pattern $B(\theta)$ is

$$B(\theta) = \sum_{i=0}^{m-1} e^{j i \theta}. \quad (40)$$

Figure 2 shows the beam patterns for different array geometries. Although the co-prime and sparse arrays of 14 elements have the same aperture and the same main lobe width as the ULA with 50 elements, we see that they suffer from higher sidelobes, suggesting that there will be performance losses in resolving closely spaced modes using these arrays, relative to the ULA.

Let us also look at numerical results for the Cramér-Rao bound (CRB) associated with the co-prime, sparse and uniform line arrays (See Appendix C). Figure 3 shows the CRB in the estimation of the mode $z_1 = 1$ in the presence of an interfering mode $z_2$. The per sensor SNR is 10 dB. As the interfering mode $z_2$ gets closer to $z_1$, the CRB in the estimation of the $z_1$ increases. The CRB for the sparse and co-prime arrays are similar, but they are higher than the CRB for the ULA. Since the aperture of the three arrays are equal, the fewer number of sensors in the sparse and co-prime arrays can be considered the only reason for this difference in the CRB.

We now consider the performance of the approximate least squares estimation methods, shown in Figs. 4-6. The two modes to be estimated here are $z_1 = e^{j0.52}$ and $z_2 = 0.95 e^{j0.69}$. We choose the per sensor
SNR values for the sparse and co-prime arrays to be 5 dB higher than the SNR for the ULA, based on our insight in [22] about the threshold SNR for ULA and co-prime arrays. When SNR is decreased, there comes a point where some of the components of the orthogonal subspace better approximate the measurements than some of the components of the signal subspace. This leads to a performance breakdown in the estimation of the modes. The SNR at which this catastrophic breakdown occurs is called the threshold SNR (see [24] and [22]). For the compression ratio of 50/14, the threshold SNR for the co-prime and sparse arrays is almost 5 dB more than its value for the ULA, which is a consequence of the subsamplings by these arrays. We emphasize that any compression increases the SNR threshold. The use of a co-prime or sparse array instead of a dense uniform line array is only justified in applications where SNR is high enough for the desired estimation resolution, or when SNR can be built up from temporal snapshots using long observation periods. The latter of course requires the scene to remain stationary over the longer estimation period.
Fig. 3. The CRB in dB for estimating $z_1 = 1$ in the presence of an interfering mode $z_2$: (a) ULA with 50 elements. (b) Sparse array with 14 elements $d = 4$ and $M = 3$. (c) Co-prime array with 23 elements $m_1 = 7$ and $m_2 = 4$. For all arrays per sensor SNR is 10 dB.
Fig. 4. Estimating two closely spaced modes \( z_1 = e^{j0.52} \) and \( z_2 = 0.95e^{j0.69} \) using a ULA with 50 elements: (a) Per sensor SNR = 0 dB. (b) Per sensor SNR = −5 dB.

Fig. 5. Estimating two closely spaced modes \( z_1 = e^{j0.52} \) and \( z_2 = 0.95e^{j0.69} \) using a sparse array with 14 elements, \( d = 4 \) and \( M = 3 \): (a) Per sensor SNR = 5 dB (b) Per sensor SNR = 0 dB.
Fig. 6. Estimating two closely spaced modes $z_1 = e^{j0.52}$ and $z_2 = 0.95e^{j0.69}$ using a co-prime array with 14 elements, $m_1 = 7$ and $m_2 = 4$: (a) Per sensor SNR = 5 dB (b) Per sensor SNR = 0 dB.

**Appendix A**

Let $m > 2p$ and $z_i^d \neq z_j^d$ for $i \neq j$. Also, let $a = (a_1, a_2, \ldots, a_p)^T$ be the solution to (24). That is,

$$a = \arg\min_{\alpha} \sum_{n=0}^{N-1} y^H[n] P A_0(\alpha) y[n],$$

where $A_0(\alpha)$ denotes an $A_0$ of the form (18), with $\alpha_i$’s replacing $a_i$’s for $i = 1, 2, \ldots, p$. We wish to show that in the noiseless case the roots of the polynomial $A(z) = 1 + \sum_{i=1}^{p} a_i z^{-i}$ are $w_k = z_k^d$ for $k = 1, 2, \ldots, p$ (the $d$th power of the actual modes).

Without loss of generality we assume that $N = 1$. Let $y = y[0]$. In the noiseless case, the minimum value of the objective function $y^H P A_0(\alpha) y$ is zero, and because $A_0^H(\alpha) A_0(\alpha)$ is always full rank, for the solution vector $a$, we have $A_0^H(a) y = 0$. Now, in the noiseless case, $y = V(z, I_s) x$, where $V(z, I_s)$ is given by (16) and $x = [x_1, x_2, \ldots, x_p]^T$ is the vector of mode weights. Therefore, we have

$$A_0^H(a) V(z, I_s) x = 0,$$
which we can reorder to get

\[
\begin{bmatrix}
1 & 1 & \ldots & 1 \\
z_1^d & z_2^d & \ldots & z_p^d \\
\vdots & \vdots & \ddots & \vdots \\
z_{(m-p-1)d}^d & z_{(m-p-1)d}^d & \ldots & z_{p(p-1)d}^d
\end{bmatrix}
\begin{bmatrix}
x_1 & 0 & \ldots & 0 \\
A(w_1) & 0 & \ldots & 0 \\
A(w_2) & \ddots & \ddots & \vdots \\
A(w_p) & \cdots & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_p
\end{bmatrix} = 0.
\]  

(43)

Because the matrix on the left hand side of (43) is a full column rank Vandermonde matrix, and the diagonal matrix in the middle is nonsingular (by the assumption of having \( p \) actual modes), the above equality holds iff

\[ A(w_k) = 0 \quad \text{for} \quad k = 1, \ldots, p. \]

(44)

\section*{Appendix B}

Let \( m > 2p \) and \( z_i^d \neq z_j^d \) for \( i \neq j \). Also, let \( \beta \) be the solution to (27) in the noiseless case. Here we use \( \beta \) instead of \( \hat{b} \) for the solution to distinguish noiseless and noisy cases. We show \( \beta \) solves (21) and therefore resolves aliasing.

Again, without loss of generality, we assume \( N = 1 \). Based on our argument in Appendix A, in the noiseless case we have

\[ \mathcal{R} = \{ (z_1 e^{2\pi k_1/d}, z_2 e^{2\pi k_2/d}, \ldots, z_p e^{2\pi k_p/d}) \mid 0 \leq k_1, k_2, \ldots, k_p \leq d - 1 \}, \]

(45)

where \( \{z_i\}_{i=1}^p \) are the actual modes. In this case (27) can be rewritten as:

\[ \beta = \arg \min_{\zeta} |y_{m-1} + \zeta^T u|^2 \quad \text{s.t.} \quad V_p^T(\eta)\zeta = -\eta^\otimes M, \quad \eta \in \mathcal{R}, \]

(46)

where \( \eta = (\eta_1, \eta_2, \ldots, \eta_p) \), \( \eta^\otimes M = [\eta_1^M, \eta_2^M, \ldots, \eta_p^M]^T \) and

\[ V_p(\eta) = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\eta_1^d & \eta_2^d & \cdots & \eta_p^d \\
\vdots & \vdots & \ddots & \vdots \\
\eta_1^{(p-1)d} & \eta_2^{(p-1)d} & \cdots & \eta_p^{(p-1)d}
\end{bmatrix}. \]

(47)

In the noiseless case, \( u = V_p(z)x \), \( y_{m-1} = \sum_{i=1}^p x_i z_i^M \) and \( V_p(\eta) = V_p(z) \). Therefore, we have

\[ |y_{m-1} + \beta^T u|^2 = \sum_{i=1}^p x_i z_i^M + \beta^T V_p(z)x \]

\[ = \sum_{i=1}^p x_i (z_i^M - \eta_i^M) \geq 0. \]

(48)
Now, because $\beta$ is the solution to (46), then in the noiseless case $|y_{m-1} + \beta^T u|^2 = 0$ and from (48) we have $\eta^{\odot M} = z^{\odot M}$ almost surely. Therefore,
\[
\beta = -(V_P^T(\eta))^{-1}\eta^{\odot M} = -(V_P^T(z))^{-1}z^{\odot M} = b,
\]
where $b$ is the solution to (21). ■

APPENDIX C

The Fisher information matrix for the measurement model in (2) may be written as
\[
J(z) = \sum_{n=1}^{N} J_n(z), \quad n = 0, 1, \ldots, N - 1,
\]
where $J_n(z)$ is the Fisher information matrix for the estimation of the modes $z = [z_1, z_2, \cdots, z_p]^T$ from $y[n]$ in (2). That is,
\[
J_n(z) = \frac{1}{\sigma^2} G_n^H(z) G_n(z),
\]
where $G_n(z) = [g_1[n], g_2[n], \cdots, g_p[n]]$, and
\[
g_l[n] = \begin{bmatrix} i_{0_l} z_1^{i_{0_l}-1} \\ i_{1_l} z_2^{i_{1_l}-1} \\ \vdots \\ i_{(m-1)_l} z_m^{i_{(m-1)_l}-1} \end{bmatrix} x_l[n]
\]
is the $l$th sensitivity vector, for $1 \leq l \leq p$. The CRB for the estimation of the $k$th mode $z_k$ is the $k$th diagonal element of $J^{-1}(z)$.
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