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Abstract - With the development of Machine learning and AI-assisted trading has gained interest in the past few years. To bring out the abnormal profits from the cryptocurrency market, we use this machine learning and AI-assisted trading. We store the daily data for a certain period. With the strategies assisted by state-of-the-art algorithms we obtain great outcomes. With the help of simple algorithms and architecture, the outcomes made the growth in the cryptocurrency market. The cryptocurrency has become popular in 2017 because of the growth in market capitalization. More than 1500 crypto currencies are actively trading in today’s scenario. The crypto currency can be generated and be used for online transactions. Bitcoin is a cryptocurrency technology. The value of Bitcoin keeps varying every second. Therefore, to predict the value of bitcoin price here, we use the LSTM Architecture. With the help of this architecture, we are trying to prove this LSTM architecture provides more accurate results than any other machine learning algorithms and architecture.
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I. INTRODUCTION

In 2017 due to repeated exponential growth in capital, the popularity for crypto currencies had taken uptrend. In the present scenario, there are more than 1,500 actively traded crypto currencies which capitalize over $300 billion, in Jan 2018 the market capital is totaling more than $800 billion. In between 2.9 and 5.8 millions of private investors and institutions in different networks, having access to market had become simple. Most of the crypto currencies are bought of online exchanges, also the volume of daily online exchanges is up to $15 billion. Due to the emerging of 170 hedge funds in crypto currencies, the bitcoin future is having demand for trading and hedging Bitcoin. There are several conspiracies regarding the precise reasons behind this volatility and these theories are also used to support the prediction reasoning of crypto prices, particularly of BTC. The parameters are important to predict the future of crypto currencies, our way of prediction approaches this issue from a different perspective, particularly, that of algorithmic trading. We simply plan to use numerical historical data to train a recurrent neural network (RNN) to predict BTC prices. A recurrent neural network is a type of artificial neural network in which the connections are made between the nodes form the directed graphs along a temporal sequence. LSTM is an artificial RNN architecture which is used in deep learning which not only processes the single data points but the total data.

II. LITERATURE SURVEY

(2016) Can we predict the winner in a market with network effects? Competition in cryptocurrency market [3]:
The authors analyzed how networks affect the cryptocurrency market. This was done by taking the exchange rates of different crypto currencies. In this, it was proved that the bitcoin was the most dominant in the market. The data that was taken into consideration was consistent with strong network effects.

(2015) Automated Bitcoin Trading via Machine Learning Algorithms[4]:
The authors tried to use a machine learning algorithm i.e. custom algorithm which includes both the random forest and generalized linear model for the prediction of the bitcoin price. The
dataset is taken consists of 25 features over a period of five years. It was proved that they had gained an accuracy of 50-55% in predicting the future price. The data was considered with a time interval of 10 minutes.

(2013) API design for machine learning software: experiences from the scikitlearn project [5]:
The authors describe the famous and the most used machine learning library. This tool is very useful in implementing machine learning algorithms. The authors tell us how simple and efficient the library is and describes the advantages of the sci-kit learn. It also deals with the implementation of the library to the python ecosystem and describes the hardships faced by the developers while using this tool. The other libraries that are needed in the implementation of the machine learning algorithm are Keras and TensorFlow.

(2015) Keras: Deep learning library for theano and tensorflow [6]:
The authors have very well explained the usage of the tools. The Keras library is implemented on the python ecosystem and supports the running of the TensorFlow in the backend. Keras is the neural network library and was developed to enable fast experimentation. This library supports both convolution networks and recurrent networks.

(2016) Tensorflow: Large-scale machine learning on heterogeneous distributed systems [7]:
The author showed the comparison in predicting the value of bitcoin by using various regression models with the sci-kit learn and Keras libraries. By the end of the comparison, the best results obtained are that the R-square was high and the mean squared error was low.

III. IMPLEMENTATION METHODOLOGY

Data pre-processing:

Data collecting: - To start with, the Bitcoin value history, which is separated from the Coin market cap through its open API. Furthermore, information from Blockchain is accumulated. We thought that it was irrational to have some Block chain information, given the unending scaling issue, on the other hand, the quantity of records, by definition, is connected to the cost developments, since an expansion in the number of records either implies more exchanges occurring or it is an indication of more clients joining the system. Thirdly, for the conclusion information, we acquire the word 'Bitcoin' utilizing PyTrends library.

Data cleaning: - From the collected data we consider only the necessary columns like Volume, Close, Open, High costs, Market capitalization for the future process. if NaN values are found then they are replaced with the mean of the particular attribute. After this, all datasets are combined into one. The data that is passed is from 2014 to 2018.

Data normalization: - Selecting the approach for normalizing a time series is by no means a smooth process. The data which is considered is very huge and is a heterogeneous data. In this process, we come across large gradient updates which will prevent the converging of the network. Changing the data into the below mentioned format makes learning less difficult.

Take small values - Most values have to be within the range of 0-1.

Homogeneous - That is, all parameters should have a similar type and range.

Normalization Methods:

Min-Max Scaling, where the information inputs are mapped from 0 to 1:

\[ x' = \frac{x - \min(X)}{\max(X) - \min(X)} \]

Mean Normalization, which makes data to have a range between -1 and 1 with a mean of 0:

\[ x' = \frac{x - \text{mean}(X)}{\max(X) - \min(X)} \]
Z-Score (Standardization), where the parameters are replaced with their mean of 0 and a standard deviation of 1:

\[ x' = \frac{x - \text{mean}(x)}{\rho} \]

For our project, we use Min-Max Scaling and change the features on a scale from 0 to 1. Min-Max Scaling works perfectly for this large datasets.

**Machine Learning Pipeline**

In this segment, we make time-series data adaptable for supervised machine learning problems. The price prediction is handled as regression instead of classification, and we show how LSTM can be utilized in such cases.

**Softwares used:** In this, we use Tensorflow, Keras, Pandas and Numpy. For Deep Learning backend framework we use Tensorflow and Keras as the front-end for neural networks. Pandas for data associated tasks, Numpy for matrix or vector operations and for storing training and test sets, Scikit-learn for the min-max normalization. Plotly for the representation of the data in the form of charts.

**Time series data:** Generally a time series is a series of numbers along time. LSTM for series prediction acts as a supervised set of rules in contrast to its auto encoder rendition. The dataset should split into inputs and outputs. In addition, LSTM is the best in comparison with classic statistics linear models, since it can easily handle different data. In our project, the LSTM will utilize the past data to predict future data. To begin with, we should decide on what number of previous days one forecast will have access to. This range is called window size. The matrix formed will be depending on the values that are considered for the prediction. Another purpose behind picking this window length is that a small window leaves out patterns which may appear in a longer sequence. The output data takes window length and the prediction range. The prediction range additionally determines the output size for the LSTM network.

**Split into training and test data:** This step is one of the most significant, particularly in the instance of Bitcoin. We want to predict values, the data from June 2017 would be utilized for testing. We consider 31942 training set values and 15734 test set values. Each training set and test set contains input and output features.

Turn data into tensors: LSTM expects that the input which is given should be in the shape of the 3-dimensional vector of float values.

Implementation of LSTM: The main component of feed forward Networks is that they try not to hold any memory. So each input is independent. Given that we are having a time series where data from past Bitcoin cost are required, we ought to keep up some data to foresee what's to come. An architecture presenting this is the recurrent neural system (RNN) which along with the output has a self-directing loop. So the window we give as the input gets prepared in a sequence. When the time step (size of the window) is huge (which is frequently the situation) the gradient becomes small or large, which leads to vanishing or exploding gradient respectively. This happens while the optimizer back propagates, and will make the algorithm run. RNN varieties relieve the issue, in particular, LSTM and GRU. The LSTM layer includes cells which carry data across numerous time steps. The cell state is the horizontal line from \( C_{t-1} \) to \( C_t \), and its significance lies in holding the long term memory or short term memory. The yield of LSTM is regulated by the state of these cells. Furthermore, this is significant when it comes to predicting historic context, instead of having only the last input. LSTM networks use loops to remember the inputs. These loops are not present in RNN. As time passes it becomes less likely that the output depends on the very old inputs hence the values can be deleted. LSTM achieves this by using the forget gates.

\[ f_t = \sigma (W_f S_{t-1} + W_i I_t) \]

\[ i_t = \sigma (W_i S_{t-1} + W_o O_t) \]

\[ o_t = \sigma (W_o S_{t-1} + W_c C_t) \]

\[ C_t = \tanh (W_C S_{t-1} + W_X X_t) \]

\[ h_t = o_t \cdot \tanh (C_t) \]
As it is seen in the equations, each gate has various arrangements of weights. In the last equation, the input gate and intermediate cell state are included with the old cell state and the forget gate. The output of this is used to calculate the new state. This propelled cell with four connecting layers of only one tanh layer in RNN, make LSTM ideal for sequence prediction.

Network Architecture: - We are using the sequential APIs of Keras. The general architecture is:

LSTM layer: - The LSTM layer is the internal one, and all the gates, cited at the starting are carried out with the implementation of Keras, with a default activation of hard-sigmoid.

Dropout layer: - This is used before the dense layer. For Keras, after any hidden layer a dropout can be added, but we add it after the LSTM.

Dense layer: - This layer is a connected layer.

Activation layer: - Because we are fixing a regression problem, the last layer ought to supply the linear combination of the activations of the previous layer with weight vectors. Therefore, this activation is a linear one. As an alternative, it could be passed as a parameter to the previous dense layer.

IV. RESULT AND ANALYSIS

It is observed that if the training set is huge then it is more prone to overfitting problem. Neural networks provided a better understanding of bitcoin and LSTM architecture. The LSTM works efficiently and provides us with the most accurate results.

Below is the snapshot of a few records from actual dataset to analyze the final price of bitcoins.

| Date       | Time   | Open  | High  | Low   | Close  | Adj. Close | Volume |
|------------|--------|-------|-------|-------|--------|------------|--------|
| 2017-05-25 | 10:00  | 2024  | 2035  | 2019  | 2023   | 2023       | 2024   |
| 2017-05-26 | 10:00  | 2024  | 2035  | 2019  | 2023   | 2023       | 2024   |
| 2017-05-27 | 10:00  | 2024  | 2035  | 2019  | 2023   | 2023       | 2024   |
| 2017-05-28 | 10:00  | 2024  | 2035  | 2019  | 2023   | 2023       | 2024   |

The final result is shown in the form of a graph. The graph consists of the actual dataset, test dataset and the training dataset. It is clearly shown in the graph that the test dataset predicts the output very close to the actual dataset. Therefore, the prediction obtained is more accurate.

V. CONCLUSION

Although various theories and algorithms have been developed for the prediction of the price of bitcoins, most of them have been proved that they needed to be reconsidered for reducing problems of overfitting and errors resulting from high sized datasets. The value of bitcoin in the future can be predicted using the LSTM algorithm. Because of the usage of this algorithm, we can save a large amount of data and predict the most accurate results.
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