A New Class of Difference Methods with Intrinsic Parallelism for Burgers–Fisher Equation
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This paper proposes a new class of difference methods with intrinsic parallelism for solving the Burgers–Fisher equation. A new class of parallel difference schemes of pure alternating segment explicit-implicit (PASE-I) and pure alternating segment implicit-explicit (PASI-E) are constructed by taking simple classical explicit and implicit schemes, combined with the alternating segment technique. The existence, uniqueness, linear absolute stability, and convergence for the solutions of PASE-I and PASI-E schemes are well illustrated. Both theoretical analysis and numerical experiments show that PASE-I and PASI-E schemes are linearly absolute stable, with 2-order time accuracy and 2-order spatial accuracy. Compared with the implicit scheme and the Crank–Nicolson (C-N) scheme, the computational efficiency of the PASE-I (PASI-E) scheme is greatly improved. The PASE-I and PASI-E schemes have obvious parallel computing properties, which show that the difference methods with intrinsic parallelism in this paper are feasible to solve the Burgers–Fisher equation.

1. Introduction

The Burgers–Fisher equation is a typical model for describing diffusion propagation and convection conduction. It is an important partial differential equation in mathematical physics and widely applied not only in the study of gas dynamics and heat conduction, but also in explaining many physical phenomena such as elasticity [1–3]. In recent years, the numerical method for solving the Burgers–Fisher equation has been extensively concerned by researchers [4–6]. They study this equation both for conceptual understanding of physical flows and testing various numerical methods. So, the fast method of solving it has basic scientific significance and application value.

Up to now, researchers have given many numerical methods for solving the Burgers–Fisher equation. Ismail et al. [7] obtained the approximate solution of the Burgers–Fisher equation by using the Adomian decomposition method. Although the approximate solution had high accuracy, the method neither allows to choose different basis functions, nor could it adjust the convergence region and speed of the asymptotic solution. Babolian and Saedian [8] applied the homotopy analysis method to give the analytical approximate solution of the Burgers–Fisher equation. This method is effective for solving such partial differential equations. However, auxiliary operators, auxiliary parameters, and auxiliary functions have been introduced in a wide range, and there is no strict mathematical theory to guide their selection to ensure the convergence of numerical solution series. Chandraker et al. [9] proposed a semi-implicit difference scheme and a modified C-N difference method to solve the Burgers–Fisher equation. For this method, numerical solution errors are much less, but the stability of the semi-implicit method is weak, and it is conditionally stable. Yadav and Jiwari [10] presented finite element analysis and approximation of the Burgers–Fisher equation, which proves that the scheme is convergent. However, the calculated amount of the method is very large, and its parallel calculation is not as intuitive as the finite difference method. And, the computational efficiencies, especially the computation time, of these methods in the above documents are low. For the high-dimensional Burgers–Fisher equation,
even with high-performance computers, it is difficult to simulate a large computational domain.

With the rapid development of multicore and cluster technology, the parallel algorithm has become one of the mainstream technologies to improve the computing efficiency. It is well known that classical explicit difference schemes have ideal parallelism and are suitable for parallel computation, but they are conditionally stable. Especially in multidimensional problems, the time step of computing is severely restricted. The classical implicit difference scheme and the C-N difference scheme are absolutely stable, but they are not suitable for direct and effective application on parallel computers. For parabolic equations, Evans and Abdullah [11] proposed the idea of group explicit and designed an alternating group explicit (AGE) difference scheme, which not only ensures the stability of numerical calculations, but also has a good parallel property. Inspired by the construction of the AGE method, Zhang et al. [12, 13] proposed the idea of using the Saul'yev asymmetric scheme to construct a piecewise implicit scheme and established a class of alternating segment explicit-implicit (ASE-I) parallel difference methods and alternating segment C-N (ASC-N) parallel difference methods, where the stability and parallelism were both obtained. Han et al. [14] constructed pure alternating segment explicit-implicit (PASE-I) and pure alternating segment implicit-explicit (PASI-E) parallel difference schemes for the constant coefficient diffusion equation. The numerical solution had good stability and convergence. Academician Zhou [15] referred the explicit-implicit mixing scheme of the most general parabolic equation as the difference scheme with intrinsic parallelism. He studied the existence, uniqueness, convergence, and stability of differential decomposition and established the basic theory of the difference method with intrinsic parallelism for parabolic equations. Until now, the difference method with intrinsic parallelism has been extended to solve many evolution equations [16–18]. Qu and Wang [19] constructed an alternating segment explicit-implicit difference scheme for solving the KdV equation. The linear absolute stability of the scheme has also been demonstrated. Yuan et al. [20] proposed a class of parallel difference schemes with 2-order spatial accuracy and unconditional stability for the nonlinear parabolic system. Guo et al. [21] studied the difference method with intrinsic parallelism for the dispersive equation. The general alternating difference schemes with variable time steps are constructed and proved to be unconditionally stable. Namjoo et al. [22] presented the numerical solution of the generalized Burgers–Fisher equation on the basis of the nonstandard finite-difference (NSFD) scheme. The positivity, consistency, and boundedness of the scheme are discussed. The numerical results obtained by the NSFD scheme is compared with the exact solution and some available methods to verify the accuracy and efficiency of the NSFD scheme. For the nonlinear Leland equation, it is very difficult to obtain an analytical solution. Therefore, let the numerical solution of the C-N scheme approximately substitute the exact solution. Yan et al. [23] constructed PASE-I and PASI-E difference schemes, which combine the classical explicit scheme with the classical implicit scheme. The numerical experiments verify that the calculation accuracy of PASE-I and PASI-E schemes is better than that of the existing alternating segment C-N scheme and alternating segment explicit-implicit and implicit-explicit schemes. The main advantage of these difference schemes with intrinsic parallelism is that these methods can be directly applied to parallel computer systems with distributed memory and minimize the communication between processors. The algorithm only needs local message passing between adjacent processors, and the communication and computation involved are also local. It is easy to balance the load of computation and communication, so as to obtain good precision and extendibility of parallel computing.

For a long time, a large number of parallel difference schemes constructed are either conditionally stable or unconditionally stable, but the space has only 1-order accuracy [24]. To obtain a parallel difference scheme with higher precision and more relaxed stability conditions, we study the parallel algorithm of the Burgers–Fisher equation from the point of view of the parallelization of traditional difference schemes. We hope to skip the difficulties of the numerical algebra and open up another way of parallelization. In this paper, a new class of difference method with intrinsic parallelism for the Burgers–Fisher equation is proposed by making piecewise processing of alternating whole explicit and implicit difference schemes. A new class of PASE-I and PASI-E parallel difference schemes are constructed by taking simple classical explicit and implicit schemes. Both numerical experiments and theoretical analysis show that PASE-I and PASI-E schemes have obvious parallel computational properties. The schemes show linear absolute stability and convergence with 2-order time accuracy and 2-order spatial accuracy. Numerical examples give that the computational efficiencies of PASE-I and PASI-E difference schemes are much higher than those of the implicit difference scheme. And, the parallel difference methods proposed in this paper are efficient and feasible for solving the Burgers–Fisher equation.

2. The Intrinsic Parallel Difference Schemes of Burgers–Fisher Equation

2.1. Burgers–Fisher Equation. The general form of the Burgers–Fisher equation is [1, 2]

\[
\frac{\partial u}{\partial t} + au\frac{\partial u}{\partial x} = \mu \frac{\partial^2 u}{\partial x^2} + \beta u(1 - u^2), \quad 0 \leq x \leq L, \quad 0 \leq t \leq T,
\]

where \( a > 0, \delta > 0, \mu > 0, \) and \( \beta < 0 \) are constants.

The initial condition is

\[
u(x, 0) = f(x), \quad 0 \leq x \leq L.
\]

The boundary conditions are

\[
u(0, t) = g_1(t),
\]

\[
u(L, t) = g_2(t),
\]

\[0 < t \leq T.
\]
Taking the determined \( f(x) \), \( g_1(t) \), and \( g_2(t) \), respectively, as

\[
f(x) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta x}{2(1 + \delta)} \right) \right]^{1/\delta},
\]

\[
g_1(t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta}{2(1 + \delta)} \left( \frac{\alpha}{1 + \delta} + \frac{\beta(1 + \delta)}{\alpha} t \right) \right) \right]^{1/\delta},
\]

\[
g_2(t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta}{2(1 + \delta)} \left( L - \frac{\alpha}{1 + \delta} + \frac{\beta(1 + \delta)}{\alpha} t \right) \right) \right]^{1/\delta}.
\]

We can get the analytic solution:

\[
u(x,t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta x}{2(1 + \delta)} \left( x - \frac{\alpha}{1 + \delta} + \frac{\beta(1 + \delta)}{\alpha} t \right) \right) \right]^{1/\delta}.
\]

2.2. The Construction of PASE-I Parallel Difference Scheme.

The solution region \([0, L] \times [0, T]\) is divided into grids. Respectively, the space and time steps are \( \Delta x = (L/M) \) and \( \Delta t \), where \( M \) is a positive integer. Here, \( x_i = i\Delta x (i = 0, 1, 2, \ldots, M) \) and \( t_n = n\Delta t (n = 0, 1, 2, \ldots) \). \( u^n_i \) is the numerical solution, and \( u(x_i, t_n) \) is the analytic solution. To construct the PASE-I parallel difference scheme, the classical explicit difference scheme, the classical implicit difference scheme, and the C-N difference scheme of equation (1) will be given first.

At first, the classical explicit difference scheme is

\[
u^n_{i+1} = (r_1 + r_2) u^n_i + (1 - 2r_1 - r_3) u^n_{i+1} + (r_1 - r_2) u^n_{i-1}.
\]

Secondly, the classical implicit difference scheme is

\[-r_1 - r_2) u^n_{i+1} + (1 + 2r_1 - r_3) u^n_{i+1} + (-r_1 + r_2) u^n_{i-1} = u^n_i.
\]

Thirdly, the C-N difference scheme is

\[
\left( \frac{r_1 - r_2}{2} \right) u^n_{i+1} + \left( 1 + r_1 - \frac{r_2}{2} \right) u^n_i + \left( \frac{r_1 + r_2}{2} \right) u^n_{i-1} = \left( \frac{r_1 + r_2}{2} \right) u^n_{i-1} + \left( 1 - r_1 + \frac{r_2}{2} \right) u^n_i + \left( \frac{r_1 - r_2}{2} \right) u^n_{i+1},
\]

\[
\left( \frac{r_1 - r_2}{2} \right) u^n_{i-1} + \left( 1 + r_1 - \frac{r_2}{2} \right) u^n_i + \left( \frac{r_1 + r_2}{2} \right) u^n_{i+1} = \left( \frac{r_1 + r_2}{2} \right) u^n_{i+1} + \left( 1 - r_1 + \frac{r_2}{2} \right) u^n_i + \left( \frac{r_1 - r_2}{2} \right) u^n_{i-1},
\]

where \( r_1 = (\mu\Delta t/(\Delta x)^2) \), \( r_2 = (\alpha\delta t/2\Delta x) \), \( r_3 = \beta/(1 - \alpha\delta/2\Delta x) \), and \( u^0_i = u^n_i \).

The classical explicit scheme has ideal parallelism, but it is conditionally stable. The classical implicit difference scheme is absolutely stable, but the inverse matrix of the tridiagonal matrix needs to be solved, so it is not convenient for us to get the results directly and quickly. So, combining the classical explicit difference scheme (6) with the classical implicit difference scheme (7), the specific approach is given as follows.

Let \( M = 1 = Jl \), where \( J \) and \( l \) are positive integers, \( J \) is odd, and \( J \geq 3 \) and \( l \geq 3 \). The points calculated at the same time layer are divided into \( J \) segments, which are recorded in the order \( S_1, S_2, \ldots, S_J \). Every segment of the odd time layer is arranged from left to right in the order of "classical explicit-classical implicit-classical explicit." On the even time layer, the order of arrangement becomes "classical implicit-classical explicit-classical implicit." The solution of each implicit segment relies on the calculation of the first or last point of the adjacent explicit segment to give its internal boundary value. See Figure 1 for the detail, where the classical explicit scheme is applied in the \( x \) place and the classical implicit scheme is applied in the \( \Delta \) place.

For realizing the parallel computing of the PASE-I scheme, for \( i_0 \geq 0 \), we consider the calculation of the explicit segment point \( (i_0 + i, n + 1), i = 1, 2, \ldots, l \). They are calculated with the classical explicit scheme (6), leading to the following explicit segment:
The implicit segment is

$$\begin{pmatrix}
1 + 2r_1 - r_3 & -r_1 + r_2 \\
-r_1 - r_2 & 1 + 2r_1 - r_3 & -r_1 + r_2 \\
& & \ddots & \ddots & \ddots \\
& & & -r_1 - r_2 & 1 + 2r_1 - r_3 & -r_1 + r_2 \\
& & & & -r_1 - r_2 & 1 + 2r_1 - r_3
\end{pmatrix} \begin{pmatrix}
u_{l+1}^n \\
u_{l+2}^n \\
\vdots \\
u_{nl+1}^n \\
(r_1 + r_2)u_{l+1}^n + u_{l+1}^n
\end{pmatrix} = 
\begin{pmatrix}
u_{l+1}^n \\
u_{l+2}^n \\
\vdots \\
u_{nl+1}^n \\
(r_1 - r_2)u_{l+1}^n + u_{l+1}^n
\end{pmatrix}
\text{for } i'
$$

A complete calculation step of the PASE-I scheme is as follows: $t'$ is the number of time layers, $l'$ is the number of segments, and $\bar{r}^{n+1}_{l'}$ is the point on segment $l'$:

1. for $t' = 1$: $N$
2. if mod $(t', 2) = 1$
3. for $l' = 1$: $J$
4. if mod $(l', 2) = 1$
5. solve equation (9) to get $\bar{r}^{n+1}_{l'}$;
6. else
7. solve equation (10) to get $\bar{r}^{n+1}_{l'}$;
8. end
9. end
10. else
11. for $l' = 1$: $J$
12. if mod $(l', 2) = 0$
13. solve equation (9) to get $\bar{r}^{n+1}_{l'}$;
14. else
15. solve equation (10) to get $\bar{r}^{n+1}_{l'}$;
16. end
17. end
18. end
19. end for

The matrix form of the PASE-I scheme is

$$\begin{pmatrix}
(I + G_1)U^{n+1} = (I - G_2)U^n + F_1, \\
(I + G_2)U^{n+2} = (I - G_1)U^{n+1} + F_2,
\end{pmatrix}$$

where

$$U^n = (u_1^n, u_2^n, \ldots, u_{M-1}^n)^T,$$

$$F_1 = ((r_1 + r_2)u_0^n, 0, \ldots, 0, (r_1 - r_2)u_M^n)^T,$$

$$F_2 = ((r_1 + r_2)u_0^{n+2}, 0, \ldots, 0, (r_1 - r_2)u_M^{n+2})^T,$$

in which $U^n, F_1,$ and $F_2$ are the $(M - 1)$ dimensional vectors. $A = -r_1 - r_2; B = -r_1 + r_2; Q_l$ is the $(l)$th-order zero matrix:

$$G_1 = \begin{pmatrix} Q_l & W_l & Q_l & W_l & \cdots & Q_l & W_l \\ Q_l & W_l & Q_l & W_l & \cdots & Q_l & W_l \end{pmatrix}^{(M-1) \times (M-1)},$$

$$G_2 = \begin{pmatrix} Q_l & W_l & Q_l & W_l & \cdots & Q_l & W_l \\ Q_l & W_l & Q_l & W_l & \cdots & Q_l & W_l \end{pmatrix}^{(M-1) \times (M-1)},$$

$$W_l = \begin{pmatrix} \frac{2r_1 - r_3}{A} & B \\ 2r_1 - r_3 & A & 2r_1 - r_3 \end{pmatrix}^{(2l)}.$$

As can be seen from the piecewise pattern in Figure 1 and the expression of the matrix $G_l$, the PASE-I parallel difference scheme turns a discrete problem of orders $M - 1$ into some small independent problems to be solved. The computation at each time level is only to solve a low-order equations system at each implicit segment. Compared with the classical implicit scheme, there are fewer $((J + 1)/2)$ equation systems in the odd layer and fewer $((J - 1)/2)$
3. The Numerical Analysis of PASE-I Parallel Difference Method

3.1. Existence and Uniqueness of Solution to PASE-I Scheme
In order to discuss the existence and the uniqueness of the PASE-I scheme solution, we need to introduce the following two lemmas.

**Lemma 1** (Kellogg lemma, see [24]). Let \( \theta > 0 \), and let \( (G + G^T) \) be a nonnegative (or positive) definite matrix. Then, \((\theta I + G)^{-1}\) exists, and
\[
\left\| (\theta I + G)^{-1} \right\|_2 \leq \theta^{-1}. \quad (14)
\]

**Lemma 2.** \( G_1 \) and \( G_2 \) in the PASE-I scheme (11) for solving the Burgers–Fisher equation are nonnegative definite matrices.

**Proof.** We only need to prove \( G_1 + (G_1)^T \) and \( G_2 + (G_2)^T \) are nonnegative definite matrices. That is to say, \( W_t + (W_t)^T \) is a nonnegative definite matrix. The coefficient \( a^n \) in formula (11) is assumed to be constant \( a \), calculate as follows:

\[
W_t + (W_t)^T = \begin{pmatrix}
4r_1 - 2r_3 & A + B \\
\vdots & \ddots & \ddots & \ddots \\
A + B & 4r_1 - 2r_3 & A + B \\
A + B & 4r_1 - 2r_3 & A + B \\
\end{pmatrix}.
\]

We consider the case of low-speed flow and might as well set \( 0 < u < 1 \). With \( A = -r_1 - r_2 \), \( B = -r_1 + r_2 \), \( r_1 > r_2 \), \( r_3 = \beta(1 - \alpha^n) \Delta t < 0 \), and \( 4r_1 - 2r_3 > 0 \), \( W_t + (W_t)^T \) is a diagonally dominant matrix, and the diagonal elements of \( W_t + (W_t)^T \) are nonnegative real numbers. Therefore, \( G_1 \) and \( (G_1)^T \) is a nonnegative definite matrix. Similarly, \( G_2 + (G_2)^T \) is also a nonnegative definite matrix. Therefore, \( G_1 \) and \( G_2 \) are nonnegative definite matrices.

From the initial conditions and the boundary conditions of the Burgers–Fisher equation, we know the value of \( U^0 \). Assuming that the value \( U^{2n} \) of the \((2n)\)th time layer is known, the value \( U^{2n+1} \) of the \((2n+1)\)th time layer waits for calculating. From the PASE-I scheme (11), the matrix equation for calculating the value of the \((2n+1)\)th time layer is
\[
(I + G_1)U^{2n+1} = (I - G_2)U^{2n} + F_1. \quad (16)
\]

Apparently, the right of equation (16) is known, and \((I + G_1)^{-1}\) exists by Lemmas 1 and 2. Then, equation (16) has a unique solution.

In the same way, applying the PASE-I scheme to calculate the value of the \((2n+2)\)th time layer, the matrix equation is
\[
(I + G_2)U^{2n+2} = (I - G_1)U^{2n+1} + F_2. \quad (17)
\]

We could also prove that the matrix equation (17) has a unique solution. Then, we could get the following.

**Theorem 1.** The solution of the PASE-I parallel difference scheme (11) for the Burgers–Fisher equation is existing and unique.

3.2. Linear Absolute Stability of PASE-I Scheme

**Lemma 3** (see [24]). Let \( \theta > 0 \), and let \( (G + G^T) \) be a nonnegative definite matrix. Then,
\[
\left\| (\theta I - G)(\theta I + G)^{-1} \right\|_2 \leq 1. \quad (18)
\]

In the following stability analysis, the coefficient \( a^n \) in formula (11) is assumed to be constant \( a \). By eliminating \( U^{2n+1} \), formula (11) can be rewritten as \( U^n = GU^{n-2} \), where \( G \) is the growth matrix and
\[
G = (I + G_2)^{-1}(I - G_1)(I + G_1)^{-1}(I - G_2). \quad (19)
\]

For any even number \( n \), there is
\[
G^n = (I + G_2)^{-1}(I - G_1)(I + G_1)^{-1}(I - G_2)G^n-1(I - G_1)(I + G_1)^{-1}(I - G_2).
\]

From Lemmas 1–3, for any \( r_1 \), \( r_2 \), and \( r_3 \), there is
\[
\left\| (I + G_2)^{-1} \right\|_2 \leq 1,
\left\| (I - G_1)(I + G_1)^{-1} \right\|_2 \leq 1, \quad (21)
\]
where \( i = 1 \) or 2.

So,
\[
\left\| G^n \right\|_2 \leq \left\| (I + G_2)^{-1} \right\|_2 \left\| (I - G_1)(I + G_1)^{-1} \right\|_2^n \cdot \left\| (I - G_1)(I + G_2)^{-1} \right\|_2 \left\| (I - G_2) \right\|_2 \leq \left\| (I - G_2) \right\|_2. \quad (22)
\]

We can get the following inequality easily:
\[
\left\| (I - G_2) \right\|_{col} \leq 1 + 4r_1 + 2r_2 - r_3, \quad \left\| (I - G_2) \right\|_1 \leq 1 + 4r_1 + 2r_2 - r_3, \quad (23)
\]
where \( r_3 < 0 \). Therefore,
\[
\left\| (I - G_2) \right\|_2 \leq \sqrt{\left\| (I - G_2) \right\|_{col} \left\| (I - G_2) \right\|_1} \leq C, \quad (24)
\]
where \( C = 1 + 4r_1 + 2r_2 - r_3 \). Then, there is
\[
\left\| G^n \right\|_2 \leq C. \quad (25)
\]

Therefore, we have the following theorem.

**Theorem 2.** The PASE-I parallel difference scheme (11) for the Burgers–Fisher equation is linearly absolute stable.
3.3. Computational Accuracy of PASE-I Scheme. The classical explicit scheme is

\[
\frac{u_{i+1}^n - u_i^n}{\Delta t} + au_t u_{i+1}^n - u_{i-1}^n \Delta x = \mu \frac{u_{i+1}^n - 2u_i^n + u_{i-1}^n}{(\Delta x)^2} + \beta u_i^i (1 - u^i).
\]

(26)

The classical implicit scheme is

\[
\frac{u_{i+1}^n - u_i^n}{\Delta t} + au_t u_{i+1}^n - u_{i-1}^n \Delta x = \mu \frac{u_{i+1}^n - 2u_i^n + u_{i-1}^n}{(\Delta x)^2} + \beta u_i^i (1 - u^i).
\]

(27)

Let each point of the above two schemes be expanded as the Taylor series at the point \(u_{i+1}^n\). The truncation errors are, respectively, \(T_1(\Delta t, \Delta x)\) and \(T_2(\Delta t, \Delta x)\). Then, we get

\[
T_1(\Delta t, \Delta x) = \left(\frac{\partial u}{\partial t} - \frac{\Delta t}{2} \frac{\partial^2 u}{\partial t^2} + \frac{\Delta t^2}{6} \frac{\partial^3 u}{\partial t^3}\right) + au_t \left(\frac{\partial u}{\partial x} - \Delta t \frac{\partial^2 u}{\partial x \partial t} + \frac{\Delta t}{6} \frac{\partial^3 u}{\partial x \partial t^2} + \frac{\Delta t^2}{2} \frac{\partial^3 u}{\partial x^2 \partial t^2} \right) - \mu \left(\frac{\partial^2 u}{\partial x^2} - \Delta t \frac{\partial^3 u}{\partial x^2 \partial t} + \frac{\Delta t}{12} \frac{\partial^3 u}{\partial x^3 \partial t^2} \right) \Delta t - \beta (1 - u^i) \left(\frac{u_{i+1}^n - \Delta t u_t}{2} + \frac{\Delta t^2}{2} \frac{\partial^2 u}{\partial t^2} + \frac{\Delta t^3}{6} \frac{\partial^3 u}{\partial t^3}\right) + O(\Delta x^a \Delta t^b),
\]

(28)

\[
T_2(\Delta t, \Delta x) = \left(\frac{\partial u}{\partial t} - \frac{\Delta t}{2} \frac{\partial^2 u}{\partial t^2} + \frac{\Delta t^2}{6} \frac{\partial^3 u}{\partial t^3}\right) + au_t \left(\frac{\partial u}{\partial x} + \Delta t \frac{\partial^2 u}{\partial x \partial t} + \frac{\Delta t}{6} \frac{\partial^3 u}{\partial x \partial t^2} + \frac{\Delta t^2}{2} \frac{\partial^3 u}{\partial x^2 \partial t^2} \right) + \mu \left(\frac{\partial^2 u}{\partial x^2} + \Delta t \frac{\partial^3 u}{\partial x^2 \partial t} + \frac{\Delta t}{12} \frac{\partial^3 u}{\partial x^3 \partial t^2} \right) \Delta t - \beta (1 - u^i) \left(\frac{u_{i+1}^n + \Delta t u_t}{2} + \frac{\Delta t^2}{2} \frac{\partial^2 u}{\partial t^2} + \frac{\Delta t^3}{6} \frac{\partial^3 u}{\partial t^3}\right) + O(\Delta x^a \Delta t^b).
\]

(29)

where \(O(\Delta x^a \Delta t^b) = O(\Delta t + \Delta x^2 \Delta t + \Delta x^3)\).

With the equation \((\partial u/\partial t) + au^i (\partial u/\partial x) - \mu (\partial^2 u/\partial x^2) - \beta u (1 - u^i) = 0\), we can get
In the expressions of $T_1(\Delta t, \Delta x)$ and $T_2(\Delta t, \Delta x)$, the terms with the same absolute value but the opposite sign are contained, respectively. Piecewise explicit and piecewise implicit alternate not only at the same time level but also at different time levels. Some error terms will cancel each other. Therefore, the computational accuracy of the PASE-I scheme is $O(\Delta x^2 + \Delta t^2)$.

**Theorem 3.** The computational accuracy of the PASE-I parallel difference scheme (11) for the Burgers–Fisher equation is $O(\Delta x^2 + \Delta t^2)$.

### 3.4. Convergence of PASE-I Scheme

This section provides a method to linearize the nonlinear equations [25–27]. The nonlinear problem is as follows:

$$-\mu \Delta t \frac{\partial^2 u^{n+1}}{\partial x^2} + a(\Delta t) \frac{\partial u^{n+1}}{\partial x} + \beta(\Delta t) (1 - u^{n+1}) u^{n+1} + u^{n+1} = u^n, \quad x \in \Omega_x, \quad n \geq 0,$$

$$u^0 = u(x,0) = f(x), \quad x \in \Omega_x,$$

$$u^{n+1}(0) = g_1(t^{n+1}), \quad u^{n+1}(1) = g_2(t^{n+1}), \quad n \geq 0. \quad (30)$$

Assume that $u_{(k)}(x)$ is the $k$th nominal solution of problem (30). An application of the quasilinearization process to the nonlinear problem (30) introduces a sequence $\langle u_{(k)} \rangle_{k=0}^{\infty}$ of linear equations determined by the following recurrence relation:

$$-\mu \Delta t \frac{\partial^2 u_{(0)}^{n+1}}{\partial x^2} + a(\Delta t) \frac{\partial u_{(0)}^{n+1}}{\partial x} + \beta(\Delta t) u^{n+1}_{(0)} (1 - u^{n+1}_{(0)}) u^{n+1}_{(0)} + u^{n+1}_{(0)} = u_{(0)}^{n+1} = u^{n+1}_{(0)}, \quad x \in \Omega_x,$$

$$u_{(k+1)}^{n+1} = u_{(k)}^{n+1}, \quad x \in \Omega_x,$$

$$u^{n+1}_{(k+1)}(0) = g_1(t^{n+1}), \quad u^{n+1}_{(k+1)}(1) = g_2(t^{n+1}), \quad n \geq 0. \quad (31)$$

Further, we assume that the functions $a(x), b(x)$, and $c(x)$ are sufficiently smooth functions in the spatial direction with

$$a(x) \geq \eta > 0, \quad x \in \Omega_x,$$

$$b(x) \geq \epsilon > 0, \quad x \in \Omega_x. \quad (34)$$

By using quasilinearization process, we get the linear boundary value problem (32) for the function $u^{n+1} = u_{(k)}^{n+1}$. For the solution $u^{n+1}(x)$ of original nonlinear problem (30), we require that

$$\lim_{k \to \infty} u_{(k)}^{n+1}(x) = u^{n+1}(x), \quad x \in \Omega_x, \quad (35)$$

where numerically, we require that

$$|u^{n+1}(x) - u_{(k)}^{n+1}(x)| < \nu, \quad x \in \Omega_x, \quad (36)$$

where $\nu$ is the small prescribed value to terminate the computation. This is the requisite criterion for terminating the iteration, and the solution $u^{n+1}(x)$ is used as the numerical solution of the nonlinear boundary value problem (30).

Let $\langle u_{(k)}^{n+1} \rangle_{k=0}^{\infty}$ be the sequence of PASE-I scheme solutions at $(n+1)$th time level. To prove the convergence of the PASE-I scheme, we consider the following equation:

$$-\mu \Delta t \frac{\partial^2 u^{n+1}}{\partial x^2} + a(\Delta t) \frac{\partial u^{n+1}}{\partial x} + (1 + \Delta t b(x)) u^{n+1}$$

$$= p^t + \Delta t c(x), \quad x \in \Omega_x, \quad n \geq 0,$$

$$\bar{p}^t = f(x), \quad x \in \Omega_x,$$

$$u^{n+1}(0) = g_1(t^{n+1}), \quad u^{n+1}(1) = g_2(t^{n+1}), \quad n \geq 0,$$

$$a(x) = a_1(x, t^{n+1}) = a u^{n+1}_{(k)}(x),$$

$$b(x) = b_1(x, t^{n+1}) = b u^{n+1}_{(k)} \frac{\partial u_{(k)}^{n+1}}{\partial x} + \beta(1 - u^{n+1}_{(k)}) u^{n+1}_{(k)} (1 - u^{n+1}_{(k)}),$$

$$c(x) = c_1(x, t^{n+1}) = c u^{n+1}_{(k)} \frac{\partial u_{(k)}^{n+1}}{\partial x} + \beta(1 - u^{n+1}_{(k)}). \quad (33)$$

Further, we assume that the functions $a(x), b(x)$, and $c(x)$ are sufficiently smooth functions in the spatial direction with

$$a(x) \geq \eta > 0, \quad x \in \Omega_x,$$

$$b(x) \geq \epsilon > 0, \quad x \in \Omega_x. \quad (34)$$

By using quasilinearization process, we get the linear boundary value problem (32) for the function $u^{n+1} = u_{(k)}^{n+1}$. For the solution $u^{n+1}(x)$ of original nonlinear problem (30), we require that

$$\lim_{k \to \infty} u_{(k)}^{n+1}(x) = u^{n+1}(x), \quad x \in \Omega_x, \quad (35)$$

where numerically, we require that

$$|u^{n+1}(x) - u_{(k)}^{n+1}(x)| < \nu, \quad x \in \Omega_x, \quad (36)$$

where $\nu$ is the small prescribed value to terminate the computation. This is the requisite criterion for terminating the iteration, and the solution $u^{n+1}(x)$ is used as the numerical solution of the nonlinear boundary value problem (30).

Let $\langle u_{(k)}^{n+1} \rangle_{k=0}^{\infty}$ be the sequence of PASE-I scheme solutions at $(n+1)$th time level. To prove the convergence of the PASE-I scheme, we consider the following equation:

$$-\mu \Delta t \frac{\partial^2 u^{n+1}}{\partial x^2} + a(\Delta t) \frac{\partial u^{n+1}}{\partial x} + (1 + \Delta t b(x)) u^{n+1}$$

$$= p^t + \Delta t c(x), \quad x \in \Omega_x, \quad n \geq 0,$$

$$\bar{p}^t = f(x), \quad x \in \Omega_x,$$

$$u^{n+1}(0) = g_1(t^{n+1}), \quad u^{n+1}(1) = g_2(t^{n+1}), \quad n \geq 0,$$

$$a(x) = a_1(x, t^{n+1}) = a u^{n+1}_{(k)}(x),$$

$$b(x) = b_1(x, t^{n+1}) = b u^{n+1}_{(k)} \frac{\partial u_{(k)}^{n+1}}{\partial x} + \beta(1 - u^{n+1}_{(k)}) u^{n+1}_{(k)} (1 - u^{n+1}_{(k)}),$$

$$c(x) = c_1(x, t^{n+1}) = c u^{n+1}_{(k)} \frac{\partial u_{(k)}^{n+1}}{\partial x} + \beta(1 - u^{n+1}_{(k)}). \quad (33)$$
where \( H(u^{n+1}) = (\partial u^{n+1}/\partial t) + au^{n+1}(\partial u^{n+1}/\partial x) - \beta u^{n+1} \)

(1 − \( u^{n+1} \)).

We assume \( u^{n+1}_{(0)} \) to be the initial value. By using quadrilinearization process and the PASE-I scheme, we obtain a sequence \( \langle u^{n+1}_{(k)} \rangle_{k=0}^{\infty} \) of linear equations determined by the following recurrence relation:

\[
\frac{\partial^2 u^{n+1}_{(k+1)}}{\partial x^2} = H(u^{n+1}_{(k)}) + (u^{n+1}_{(k)} - u^{n+1}_{(k-1)})
\]

\[
\frac{\partial H}{\partial u^{n+1}_{(k)}}(u^{n+1}_{(k)}), \quad x \in \Omega_x, \quad n \geq 0,
\]

\( u^{n+1}_{(k+1)}(0) = g_1(u^{n+1}_{(k)}), \quad u^{n+1}_{(k+1)}(1) = g_2(u^{n+1}_{(k)}), \quad n \geq 0. \quad (38) \]

Thus, we have

\[
\mu \left( \frac{\partial^2 u^{n+1}_{(k+2)}}{\partial x^2} - \frac{\partial^2 u^{n+1}_{(k+1)}}{\partial x^2} \right) = H(u^{n+1}_{(k+1)}) - H(u^{n+1}_{(k)})
\]

\[
- (u^{n+1}_{(k+1)} - u^{n+1}_{(k)}) \frac{\partial H}{\partial u^{n+1}_{(k)}}(u^{n+1}_{(k)})
\]

\[
+ (u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)}) \frac{\partial H}{\partial u^{n+1}_{(k+1)}}(u^{n+1}_{(k+1)}).
\]

(39)

Converting it into an integral function by using Green’s function, we have

\[
\mu \left( u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)} \right) = \int_0^1 G(x,s) \left[ H(u^{n+1}_{(k+1)}) - H(u^{n+1}_{(k)}) \right]
\]

\[
- (u^{n+1}_{(k+1)} - u^{n+1}_{(k)}) \frac{\partial H}{\partial u^{n+1}_{(k)}}(u^{n+1}_{(k)})
\]

\[
+ (u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)}) \frac{\partial H}{\partial u^{n+1}_{(k+1)}}(u^{n+1}_{(k+1)})) \right) \right) \right) ds,
\]

(40)

where Green’s function \( G(x,s) \) is defined by

\[
G(x,s) = \begin{cases} \ x(1-s), & 0 \leq x \leq s \leq 1, \\ \ (1-x)s, & 0 \leq s \leq x \leq 1, \end{cases}
\]

\[
\max_{x,s}G(x,s) = \frac{1}{4}.
\]

The mean value theorem gives us

\[
H(u^{n+1}_{(k+1)}) - H(u^{n+1}_{(k)}) = \left( u^{n+1}_{(k+1)} - u^{n+1}_{(k)} \right) \frac{\partial H}{\partial u^{n+1}_{(k)}}(u^{n+1}_{(k)})
\]

\[
+ \left( u^{n+1}_{(k+1)} - u^{n+1}_{(k)} \right)^2 \frac{\partial^2 H}{\partial (u^{n+1}_{(k)})^2} \left( \theta \right),
\]

(42)

where \( u^{n+1}_{(k)} \leq \theta \leq u^{n+1}_{(k+1)} \). Now, putting the value of \( H(u^{n+1}_{(k+1)}) - H(u^{n+1}_{(k)}) \) in equation (40), we get the following estimate:

\[
\mu \left( u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)} \right) = \int_0^1 G(x,s) \left[ \frac{\left( u^{n+1}_{(k+1)} - u^{n+1}_{(k)} \right)^2}{2} \frac{\partial^2 H}{\partial (u^{n+1}_{(k)})^2} \left( \theta \right) \right.
\]

\[
+ \left( u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)} \right) \frac{\partial H}{\partial u^{n+1}_{(k+1)}}(u^{n+1}_{(k+1)})) \right) \right) \right) ds.
\]

(43)

Let

\[
\max_{|u^{n+1}| \leq 1} \left| \frac{\partial^2 H}{\partial (u^{n+1}_{(k)})^2} \right| = p,
\]

\[
\max_{|u^{n+1}| \leq 1} \left| \frac{\partial H}{\partial u^{n+1}_{(k+1)}}(u^{n+1}_{(k+1)}) \right| = q.
\]

(44)

So, we obtain

\[
\left| u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)} \right| \leq \frac{1}{4\mu} \int_0^1 \left\{ \frac{p}{2} \left( u^{n+1}_{(k+1)} - u^{n+1}_{(k)} \right)^2 + q \left( u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)} \right)^2 \right\} ds.
\]

(45)

Taking the maximum norm over the spatial domain and after some simplification, we have

\[
\left\| u^{n+1}_{(k+2)} - u^{n+1}_{(k+1)} \right\|_{\Pi} \leq \frac{p}{8\mu - 2q} \left\| u^{n+1}_{(k+1)} - u^{n+1}_{(k)} \right\|_{\Pi}^2.
\]

(46)

Therefore, Theorem 4 is proved. The PASE-I scheme (11) for the Burgers–Fisher equation is convergent.

**Theorem 4.** Let \( \langle u^{n+1}_{(k)} \rangle_{k=0}^{\infty} \) be the sequence of PASE-I scheme solutions at \((n+1)\)th time level. Then, there exists a constant \( C > 0 \), independent of \( k \), such that

\[
\left\| u^{n+1}_{(k+1)} - u^{n+1}_{(k)} \right\|_{\Pi} \leq C \left\| u^{n+1}_{(k)} - u^{n+1}_{(k-1)} \right\|_{\Pi}^2,
\]

i.e., the PASE-I scheme (11) for the Burgers–Fisher equation is convergent.

**4. The PASI-E Parallel Difference Scheme for Burgers–Fisher Equation**

Similar to the process of constructing the PASE-I parallel difference scheme, we can also construct the PASI-E parallel difference scheme of the Burgers–Fisher equation.

When solving the odd layer, we can calculate according to the rule of “classical implicit-classical explicit-classical implicit.” On the even time layer, the rule of calculation becomes “classical explicit-classical implicit-classical explicit.” We then get the following PASI-E parallel difference scheme for the Burgers–Fisher equation:
\[
\begin{cases}
(I + G_2)U^{n+1} = (I - G_1)U^n + F_3,
\end{cases}
\]
\[
(I + G_1)U^{n+2} = (I - G_2)U^{n+1} + F_4,
\]
with \( F_3 = F_4 = ((r_1 + r_2)u^{n+1}_0, \ldots, 0, (r_1 - r_2)u^{n+1}_M)^T \).

Imitating the numerical analysis process of the PASE-I parallel difference scheme, the following theorem is obtained.

**Theorem 5.** The pure alternating segment implicit-explicit (PASI-E) parallel difference scheme (48) for the Burgers–Fisher equation is uniquely solvable, linearly absolute stable, and convergent, besides that the order of convergence is \( O(\Delta x^2 + \Delta t^2) \).

### 5. Numerical Experiments

Numerical experiments were done in MATLAB R2014a, based on the Intel Core i5-4200 CPU@2.50 GHz.

**Example 1.** Let \( \delta = 1, \alpha = 0.1, \mu = 1, \) and \( \beta = -0.25 \). We consider the Burgers–Fisher equation as follows [28, 29]:

\[
\frac{\partial u}{\partial t} + au \frac{\partial u}{\partial x} + \mu \frac{\partial^2 u}{\partial x^2} + \beta u(1 - u^\delta), \quad 0 \leq x \leq 1, \quad 0 \leq t \leq 1,
\]

with the initial and boundary conditions

\[
u(x, 0) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta x}{2(1 + \delta)} \right) \]

\[
u(0, t) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta}{2(1 + \delta)} \left( 1 - \left( \frac{\alpha}{1 + \delta} + \frac{\beta(1 + \delta)}{\alpha} \right) t \right) \right) \]

\[
u(1, t) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta}{2(1 + \delta)} \left( 1 - \left( \frac{\alpha}{1 + \delta} + \frac{\beta(1 + \delta)}{\alpha} \right) t \right) \right) \]

and the analytic solution

\[
u(x, t) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-a\delta}{2(1 + \delta)} \left( x - \left( \frac{\alpha}{1 + \delta} + \frac{\beta(1 + \delta)}{\alpha} \right) t \right) \right) \]

By taking time layer \( N = 500 \), space layer \( M = 501 \), piecewise number \( J = 5 \), interior point number \( l = ((M - 1)/J) = 100 \), and parameter \( \delta = 1 \), the analytic solution surface, implicit scheme solution surface, PASI-I scheme solution surface, and PASI-E scheme solution surface are given. Figures 2–5 show that these surfaces are of the same shape as a whole.

We take time layer \( N = 500 \), space layer \( M = 501 \), and parameter \( \delta = 1 \). At \( t = 0.5 \), the numerical solutions of the PASE-I scheme and the PASI-E scheme in this paper are compared with the analytic solution and the implicit scheme solution. The computing results are listed in Table 1. It is clearly shown that the numerical solutions of the PASE-I scheme and the PASI-E scheme are very close to the analytic solution. The value of \( u \) is between 0 and 1, which is appropriate and is consistent with the theoretical analysis.

Figure 6 is the comparison of the PASE-I scheme solution, PASI-E scheme solution, and analytic solution. Obviously, the solution curves of these two schemes are very close to the analytic solution. Therefore, the PASE-I and PASI-E parallel difference schemes are high-accuracy difference schemes for solving the Burgers–Fisher equation.

We treat the analytic solution \( U_i^0 \) as the control solution and the solution \( U_i^f \) of the PASE-I (PASI-E) scheme as the perturbation solution. The definition of the node error (NE) is \( \text{NE} = U_i^f - U_i^0 \). The node error distributions of the
implicit scheme solution, PASE-I scheme solution, and PASI-E scheme solution relative to the analytic solution are given below by taking time layer \( N = 500 \), space layer \( M = 501 \), and parameter \( \delta = 1 \).

Figures 7–9 are, respectively, the node error distributions of the implicit scheme solution, PASE-I scheme solution, and PASI-E scheme solution relative to the analytic solution. As can be seen from these figures, the computing errors of the PASE-I scheme and the PASI-E scheme are similar to that of the implicit scheme, and the maximum error is less than \( 6 \times 10^{-4} \).

To verify the stability of the PASE-I scheme and the PASI-E scheme, the relative errors over time are given below. The definition of the sum of the relative error for every time level (SRET) is

\[
SRET(j) = \sum_{i=1}^{M} \left| \frac{U_i^j - U_i}{U_i^j} \right|
\]

It can be seen from Figure 10 that when we take the parameter \( \delta = 1 \), the time layer \( N = 500 \), and the space layer \( M = 501 \), the SRET of the two scheme solutions remains stable and bounded with the increase in the time step. It also shows that the PASE-I and PASI-E methods of the Burgers–Fisher equation are computational stable.

Numerical experiments on the space and time convergence orders of the C-N scheme and the PASE-I scheme are given below. We define \( L^2 \) as the error, order 1 as the space-convergent order, and order 2 as the time-convergent order [30, 31]:
At first, we verify the spatial accuracies of the C-N scheme and the PASE-I scheme by taking $M = 21, 41, 81, 161, 321$ and $N = ((M - 1)^2)/200$. Table 2 shows that the spatial accuracies of the C-N scheme and the PASE-I scheme in this paper are approximately 2.

Secondly, we calculate the time accuracies of the C-N scheme and the PASE-I scheme by taking $N = 10, 40, 160, 640, 2560$. We set the space step $\Delta x = (1/451)$, that is, $M = 451$.

Table 3 shows that the time accuracies of the C-N scheme and the PASE-I scheme are approximately 2. Therefore, the PASE-I scheme constructed in this paper and the existing C-N scheme possess the same order of spatial accuracy and time accuracy. The numerical results agree well with theoretical analysis.

In order to better verify the accuracies of the PASE-I method and the PASI-E method, the distribution of errors in spatial lattices is also investigated. We define difference total energy (DTE) as

$$DTE(i) = \frac{1}{2} \sum_{j=1}^{N} \left( U_{i,j}' - U_{i,j} \right)^2.$$  

As can be seen from Figure 11, when the time layer $N = 500$ and the space layer $M = 501$, the DTE of the PASE-I and PASI-E scheme solutions is between $0$ and $1.2 \times 10^{-5}$. That is, the solutions of PASE-I and PASI-E schemes are very close to the analytic solution. Figure 11 shows that the PASE-I and PASI-E methods of the Burgers–Fisher equation have good accuracy.
Table 2: Numerical errors and space-convergent orders of two schemes.

| N   | $L_{1/2}$ | Order 1 | $L_{1/2}$ | Order 1 |
|-----|-----------|---------|-----------|---------|
| 21  | 6.156107e-02 | —       | 6.307735e-02 | —       |
| 41  | 1.528761e-02 | 2.009655 | 1.737569e-02 | 1.905085 |
| 81  | 3.812119e-03 | 2.003698 | 3.812119e-03 | 2.188406 |
| 161 | 9.523667e-04 | 2.001004 | 9.523667e-04 | 2.001004 |
| 321 | 2.380494e-04 | 2.000256 | 2.380494e-04 | 2.000256 |

Table 3: Numerical errors and time-convergent orders of two schemes.

| N   | $L_{1/2}$ | Order 2 | $L_{1/2}$ | Order 2 |
|-----|-----------|---------|-----------|---------|
| 10  | 5.545838e-02 | —       | 5.843058e-02 | —       |
| 40  | 1.376361e-02 | 2.010546 | 1.452555e-02 | 2.008131 |
| 160 | 3.431226e-03 | 2.004063 | 3.431226e-03 | 2.081797 |
| 640 | 8.571503e-04 | 2.001104 | 8.571503e-04 | 2.001104 |
| 2560| 2.150054e-04 | 1.995175 | 2.148978e-04 | 1.995898 |

Figure 11: DTE of the PASE-I and PASI-E scheme solutions.

The PASE-I scheme and the PASI-E scheme have superiority in the aspect of the computing time. But, this superiority can only be reflected when the amount of data is large. In case the number of grid points is less than a certain range, the effect of data communication on the cycle can reduce the computational efficiency, and the superiority of parallel computing is not obvious [13, 32]. When the amount of data is large, the impact of program loop execution is much greater than that of data communication, and the parallel scheme is more effective.

Figure 12 shows that the computing time of three schemes increases with the increase in the number of space grid points. When the number of space grid points is greater than 1000, the impact of program loop execution is much greater than that of data communication. The PASE-I scheme and the PASI-E scheme have obvious superiority with regard to the computing time.

To compare the computational efficiency of the implicit scheme, PASE-I scheme, and PASI-E scheme, the analysis of the scheme speedup ratio is done [33]. The speedup ratios of the PASE-I and PASI-E schemes relative to the implicit scheme are, respectively, $S_{p1}$ and $S_{p2}$. We fix the time layer as $N = 500$ and take the number of space grids as $M = 4001, 4501, 5001, 5501, 6001, 6501$. The computational results are shown in Table 4.

As we can see from Table 4, the computing time of three difference schemes is increasing with the increase in the number of space grids for the Burgers–Fisher equation. $S_{p1}$ and $S_{p2}$ are both greater than 7.6 and gradually increasing. It is shown that the PASE-I scheme and the PASI-E scheme have obvious advantages in saving the computing time. Therefore, the PASE-I scheme and the PASI-E scheme for the Burgers–Fisher equation are more efficient than the serial implicit scheme.

Example 2. Let $\delta = 5$, $L = 1$, and $T = 1$. Consider the following Burgers–Fisher equation:

$$\frac{\partial u}{\partial t} + au \frac{\partial u}{\partial x} = \mu \frac{\partial^2 u}{\partial x^2} + \beta u(1 - u^2).$$

The initial and boundary conditions are determined by the analytic solution, and the analytic solution is

$$u(x, t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{5\alpha}{12} \left( x - \frac{\alpha}{6} + \frac{1}{\alpha} t \right) \right) \right]^{1/5}.$$

Figures 13 and 14 are, respectively, the error node distributions of the C-N scheme solution and the PASE-I scheme solution with respect to the analytic solution with the time layer $N = 500$, the space layer $M = 501$, and the...
parameter $\delta = 5$. As can be seen from Figures 13 and 14, the maximum errors will not exceed $3 \times 10^{-3}$, and the parameter $\delta$ has little effect on computational accuracy of the PASE-I scheme. It is shown that the PASE-I difference method with intrinsic parallelism in this paper is a high-precision difference method for solving the Burgers–Fisher equation.

The comparison and analysis of the computational efficiency of the two difference schemes are discussed as the spatial grid is continuously encrypted. For $N = 500$, Figure 15 shows the comparison of computing time between the PASE-I scheme and the C-N scheme. We can see that the PASE-I scheme requires the computing time as the same as the C-N scheme when $M < 1000$. But, with the increase in the number of space grids, the computing time of the C-N scheme increases exponentially, and the computing time of the PASE-I scheme increases linearly. Compared with the C-N scheme, the advantage of the high efficiency of the PASE-I scheme is more and more obvious with the increase in the space grids.

The speedup $S_p = T_p / T_p$, and efficiency $E_p = S_p / p$ ($T_p$ is the computing time of C-N and $T_p$ is the computing time of parallel scheme) are defined [32, 33]. Using four cores for this numerical experiment, we fix the time layer as $\alpha = 0.1, \mu = 1$, and $\beta = 1$, and take the number of space grid points as $M = 2001, 3001, 4001, 5001, 6001, 7001$. The computational results are shown in Table 5. Compared with the serial difference scheme, the computing time of the PASE-I parallel difference scheme increases slowly. $S_p$ is greater than 13.9, and $E_p$ is greater than 3.4. The computational efficiency of the PASE-I parallel difference scheme is greatly improved with the refinement of the spatial mesh. When the number of space grid points is more than 2001, the computing time of the PASE-I scheme can save about 90% compared with the C-N scheme.

Respectively, taking $M = 61, 121, 241, 481, 961$ and $N = ((N - 1)^2)/300$ and setting the space step $\Delta x = (1/501)$ and $N = 10, 40, 160, 640, 2560$, Tables 6 and 7 show that the classical C-N scheme and the PASE-I scheme in this paper have an approximately second convergence rate in space direction and time direction when $\delta = 5$.

Example 3. Let $L = 1$ and $T = 1$. The absolute error (AE) of the approximate solution of the Adomian decomposition method (ADM) [7] and the PASE-I scheme solution relative to the analytic solution under the three conditions in Tables 8–10 is discussed.

From Tables 8–10, we can know that when $\delta, \alpha$, and $\beta$ take different values, the PASE-I difference method has less error and can effectively solve the Burgers–Fisher equation.

Example 4. Let $\delta = 1$, $\alpha = 0.1$, $\mu = 1$, and $\beta = -0.25$. Consider the following Burgers–Fisher equation:

$$\frac{\partial u}{\partial t} + \alpha u \frac{\partial u}{\partial x} = \mu \frac{\partial^2 u}{\partial x^2} + \beta u \left(1 - u^2\right), \quad 0 \leq x \leq 1, \quad 0 \leq t \leq 1,$$

with the initial and boundary conditions

$$u(x, 0) = 0.45,$$

$$u(0, t) = u(1, t) = 0.45.$$

Let the numerical solution of the C-N scheme approximately substitute the analytic solution. Figure 16 is the comparison of the PASE-I scheme solution and the C-N scheme solution. Obviously, the numerical solution of the PASE-I scheme is very close to that of the C-N scheme.
From Figure 17, we see that when the number of grid points we need to calculate is greater than a certain range, the PASE-I scheme of this paper shows a clear superiority in computation time. With the increase in the grid number, the computing time of the two difference schemes rises for the Burgers–Fisher equation. But, the increased amplitude of the computing time of the C-N scheme is greater than that of the PASE-I scheme, showing that the computing efficiency of the PASE-I scheme is great.
Table 8: The absolute error for $\delta = 1$, $\alpha = 0.001$, and $\beta = 0.001$.

| $x$  | $t$   | Analytic solution | ADM  | Solution | AE  | Solution | AE  |
|------|-------|-------------------|------|----------|-----|----------|-----|
| 0    | 0.005 | 0.499989          | 0.499979 | 9.68763e-06 | 0.499988 | 7.44768e-07 |
| 0.1  | 0.001 | 0.499987          | 0.499986 | 1.93753e-06 | 0.499987 | 3.50250e-12 |
|      | 0.010 | 0.499990          | 0.499971 | 1.93752e-05 | 0.499990 | 4.94485e-07 |
| 0.5  | 0.005 | 0.499939          | 0.499929 | 9.68691e-06 | 0.499939 | 2.49842e-07 |
|      | 0.001 | 0.499933          | 0.499936 | 1.93738e-06 | 0.499938 | 2.12405e-11 |
|      | 0.010 | 0.499940          | 0.499921 | 1.93737e-05 | 0.499940 | 3.18600e-10 |
| 0.9  | 0.005 | 0.499889          | 0.499879 | 9.68619e-06 | 0.499889 | 2.45126e-07 |
|      | 0.001 | 0.499888          | 0.499886 | 1.93724e-06 | 0.499888 | 4.39810e-11 |
|      | 0.010 | 0.499890          | 0.499871 | 1.93724e-05 | 0.499890 | 4.95285e-07 |

Table 9: The absolute error for $\delta = 2$, $\alpha = 1$, and $\beta = 1$.

| $x$  | $t$   | Analytic solution | ADM  | Solution | AE  | Solution | AE  |
|------|-------|-------------------|------|----------|-----|----------|-----|
| 0    | 0.005 | 0.695426          | 0.694024 | 1.40177e-03 | 0.694903 | 5.22719e-04 |
| 0.1  | 0.001 | 0.694792          | 0.694986 | 2.80396e-04 | 0.694779 | 1.22063e-05 |
|      | 0.001 | 0.695625          | 0.692822 | 2.80301e-03 | 0.695055 | 5.69646e-04 |
| 0.5  | 0.005 | 0.646297          | 0.644952 | 1.34526e-03 | 0.646237 | 6.04821e-05 |
|      | 0.001 | 0.646130          | 0.645861 | 2.69094e-04 | 0.646118 | 1.18993e-05 |
|      | 0.010 | 0.646506          | 0.643816 | 2.69000e-03 | 0.646385 | 1.20878e-04 |
| 0.9  | 0.005 | 0.595481          | 0.594204 | 1.27699e-03 | 0.595920 | 4.38621e-04 |
|      | 0.001 | 0.595818          | 0.595055 | 2.55438e-04 | 0.595807 | 1.12264e-05 |
|      | 0.010 | 0.595695          | 0.593141 | 2.55346e-03 | 0.595431 | 3.69858e-04 |

Table 10: The absolute error for $\delta = 3$, $\alpha = 1$, and $\beta = 0$.

| $x$  | $t$   | Analytic solution | ADM  | Solution | AE  | Solution | AE  |
|------|-------|-------------------|------|----------|-----|----------|-----|
| 0    | 0.005 | 0.783267          | 0.784115 | 4.45320e-04 | 0.783283 | 1.53759e-05 |
| 0.1  | 0.001 | 0.783257          | 0.784106 | 4.46379e-04 | 0.783260 | 3.07691e-06 |
|      | 0.001 | 0.783280          | 0.784127 | 4.43997e-04 | 0.783310 | 3.06040e-05 |
| 0.5  | 0.005 | 0.741295          | 0.743150 | 1.85474e-03 | 0.741314 | 1.82655e-05 |
|      | 0.001 | 0.741284          | 0.743145 | 1.86057e-03 | 0.741288 | 3.65377e-06 |
|      | 0.010 | 0.741309          | 0.743157 | 1.84746e-03 | 0.741346 | 3.65239e-05 |
| 0.9  | 0.005 | 0.696625          | 0.697089 | 9.19582e-04 | 0.696646 | 2.06208e-05 |
|      | 0.001 | 0.696614          | 0.697089 | 9.31803e-04 | 0.696618 | 4.12657e-06 |
|      | 0.010 | 0.696640          | 0.697088 | 9.04297e-04 | 0.696681 | 4.10297e-05 |
6. Conclusion

The PASE-I and PASI-E difference methods with intrinsic parallelism for the Burgers–Fisher equation are linearly absolute stable. The solutions of schemes are existing and unique, with 2-order spatial accuracy and 2-order time accuracy. Numerical experiments verify the theoretical analysis. Numerical experiments show that PASE-I and PASI-E difference schemes have ideal computational accuracy and obvious parallel computational properties. Their computational efficiency are much higher than that of the classical implicit difference method. PASE-I and PASI-E parallel difference methods for the Burgers–Fisher equation are efficient for various types of parallel computing systems. Especially when the space fraction is large enough, the methods have obvious localization characteristics in computation and communication. They are very suitable for application on massive parallel computing systems with distributed storage. PASE-I and PASI-E difference methods with intrinsic parallelism in this paper can also be extended to higher-dimensional problems, solving the high-dimensional Burgers–Fisher equation.
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