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Abstract—Robustness to outliers is often a desirable property of statistical estimators. Indeed many well known estimators offer very good optimal performance in theory but are unusable in applied contexts because of their sensitivity to outliers. Of particular interest to the authors is the case of covariance estimators in adaptive matched filtering schemes in signal processing applications such as RADAR and SONAR detection, for which a contamination by outliers of the estimated noise covariance can lead to a great impact on performances, in particular when these outliers are similar to the target signal of the matched filter. This paper presents a generic method for building partial estimators from known estimators, which aim at avoiding these issues; the resulting algorithms are shown for a few chosen cases.
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I. INTRODUCTION: THE OUTLIER ISSUE IN COVARIANCE ESTIMATIONS

The issue of contamination by outliers is widely discussed in the statistical literature [12][23][10], and is of particular interest in adaptive filtering schemes in which they can greatly degrade performances. Many have proposed selection schemes based on various definition of distances between signals in order to select samples which are most likely not to be outliers. [13][14][3]. We propose in this paper to instead focus on the likelihood of the samples.

A. Notations and conventions

In the following development, the following notations and conventions shall be observed:

- For any topological space $\mathcal{R}_1$ and $\mathcal{R}_2$, the topological space $\mathcal{R}_1 \times \mathcal{R}_2$ is the product of $\mathcal{R}_1$ and $\mathcal{R}_2$, whereas $\mathcal{R}_1 \bigvee \mathcal{R}_2$ is the disjoint union of $\mathcal{R}_1$ and $\mathcal{R}_2$. One also notes, for a topological space $\mathcal{R}$, $\mathcal{R}^N$ to be the product of $N$ copies of $\mathcal{R}$ and $\bigvee^N \mathcal{R}$ to be the disjoint union of $N$ copies of $\mathcal{R}$.

- Let $\mathcal{R}_1$, ..., $\mathcal{R}_N$ be topological spaces, and let $\mu_n$ be a measure defined on $\mathcal{R}_n$ for $1 \leq n \leq N$. The measure $\mu_1 \ldots \mu_n = \prod_{n=1}^N \mu_n$ is the product measure of $(\mu_n)_{1 \leq n \leq N}$ defined on $\prod_{n=1}^N \mathcal{R}_n$, whereas $\mu_1 \bigvee \ldots \bigvee \mu_n = \bigvee_{n=1}^N \mu_n$ is the measure of $\bigvee_{n=1}^N \mathcal{R}_n$ such that its restriction to $\mathcal{R}_n$ is $\mu_n$ for $1 \leq n \leq N$ and

is the joint measure of $(\mu_n)_{1 \leq n \leq N}$.

Moreover for a topological space $\mathcal{R}$ and a measure $\mu$ defined on $\mathcal{R}$, $\mu^N$ is the product measure of $N$ copies of $\mu$ defined on $\mathcal{R}^N$, whereas $\bigvee^N \mu$ is the joint measure of $N$ copies of $\mu$ defined on $\bigvee \mathcal{R}$.

- The vector space $\mathbb{C}^d$ is canonically identified to $\mathbb{R}^{2d}$ [24].

- $\mathcal{H}_d(\mathbb{R})$ is the set of symmetric matrices of size $(d,d)$; $\mathcal{H}_d(\mathbb{C})$ is the set of hermitian matrices of size $(d,d)$.

- $\mathcal{H}_d^+(\mathbb{K})$ is the subset of matrices of $\mathcal{H}_d^+(\mathbb{K})$ which are positive; $\mathcal{H}^P_d(\mathbb{K})$ is the subset of matrices of $\mathcal{H}_d^+(\mathbb{K})$ of unit determinant.

- The vector space $\mathbb{C}^d$ is canonically identified to $\mathbb{R}^{2d}$ [24].

- $X^\dagger$ is the transpose conjugate of any matrix or vector $X$.

- $\mu_{\mathcal{P}^d}$ is the Lebesgues measure of the space $\mathbb{R}^d$. Similarly, $\mu_{\mathcal{C}^d}$ is the Lebesques measure of $\mathbb{C}^d$.

- $S_{d-1}$ is the $(d-1)$-sphere, which is identified as the $d$-sphere, which is identified as the fol-

- $S_{d-1}$ is identified to $\{x \in \mathbb{C}^d; x^\dagger x = 1\}$ in $\mathbb{C}^d$.

- $s_{d-1}$ shall denote the probability distribution of $S_{d-1}$ isotropic for the canonical scalar product of $\mathbb{C}^d$, defined by:

$$
\langle y, x \rangle = \sum_{k=0}^{d-1} y_k x_k
$$

- $\delta^\mathcal{R}_x$ is the Dirac delta distribution centered in $x$ in space $\mathcal{R}$.

- One shall note:

$$
\log \left( \frac{d \delta^\mathcal{R}_x}{dt} \right) = \frac{d \delta^\mathcal{R}_x(t)}{dt}
$$

It is the entropy of the Dirac distribution relative to the Lebesques measure of $\mathbb{R}$ due to its translational symmetry, which is positive and infinite. It can be used to express different other entropies in higher dimensional settings:

$$
H \left( \delta^\mathcal{R}_x | \mu_{\mathbb{R}^d} \right) = dh_\delta
$$

$$
H \left( \delta^\mathcal{C}_x | \mu_{\mathbb{C}^d} \right) = 2dh_\delta
$$

- We shall call a reference measure $\mu$ of a space $\mathcal{R}$ a measure such that $h_\delta(x) = H \left( \delta^\mathcal{R}_x | \mu \right)$ does not depend on $x$. Such a measure need not exist as there might not be any way of deciding of the relative order of two different values $h_\delta(x)$ and $h_\delta(y)$. This in general depends on the symmetries of the considered space. One can note, for example, that $\mu_{\mathbb{R}^d}$ is a reference measure of $\mathbb{R}^d$, whereas $\mathbb{C}^{d-1}$ and $\mathbb{R}^{d-1}$ have no reference measures.
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II. General Background of Partial Estimators

Suppose that we have a family of distributions \((P_\theta)_{\theta \in \Theta}\), and a set of \(N\) samples which consist of at least \(pN\) i.i.d samples drawn from a distribution \(P_{\theta_0}\); the remaining samples are of unknown characteristics and might follow the same distribution, or might be outliers. One then wants to build an estimator which can efficiently reject these outliers.

A. Partial likelihood score

As is shown in [11], the likelihood score of a model distribution \(P\) for a sampling distribution \(S\) can be expressed as an absolute quantity, in terms of a relative entropy between the sampling distribution and the model distribution [18][1]:

\[
l(P|S) = -\mathcal{H}(S|P) = \int_{x \in \mathcal{R}} \log \left( \frac{dP}{dS}(x) \right) dS(x)
\]

In the case in which one knows that some of the samples are outliers, one could derive a model based on a mixture of a true distribution model and an outlier model. However by definition, there is often no information on the distribution of the outliers. Instead we propose to define a likelihood conditional only on the value of the samples which are supposed to follow the true distribution.

Hence we give the following definition of the partial likelihood measure of a partial domain \(X\) by:

\[
l_X(P|S) = -H_X(P|S) = \int_{x \in X} \log \left( \frac{dP}{dS}(x) \right) dS(x)
\]

The principle of maximum partial likelihood of order \(p \leq 1\) over a distribution family \((P_\theta)_{\theta \in \Theta}\) can then be stated as:

Find \(\theta \in \Theta, X \subset \mathcal{R}\) maximizing \(l_X(P_\theta|S)\), subject to the constrain \(S(X) \geq p\).

This is a direct generalization of the maximum likelihood estimation procedure. This in general can be solved by considering the concentrated version already maximized over partial domains \(X\) such that \(S(X) \geq p\):

\[
l_p(P|S) = -H_p(P|S) = \sup_{S(X) \geq p} \int_{x \in X} \log \left( \frac{dP}{dS}(x) \right) dS(x)
\]

B. Maximization over the partial support for i.i.d samples

In the following development, the sampling distribution is taken to be the standard joint of Dirac distributions over a base space \(\mathcal{B}\); the model distribution is the same on each component [11]:

\[
\begin{align*}
\{ S &= \frac{1}{N} \sum_{n=1}^{N} \delta_{x_n} \\
\mathcal{P}_\mathcal{R} &= \vee^N \mathcal{P}
\}
\end{align*}
\]

Moreover the space \(\mathcal{B}\) is supposed to be of finite dimension \(d\) over \(\mathbb{R}\) and admits a reference volume \(\mu\). The likelihood score of a distribution \(P\) for the sampling distribution \(S\) can then be re-expressed as [11]:

\[
l(P|S) = -d\mu + \sum_{n=1}^{N} \log \left( \frac{dP}{d\mu}(x_n) \right)
\]

with \(d\mu = H(\delta_{x_n}^\mathcal{B} | \mu_{\mathcal{B}})\) being the entropy of the standard one-dimensional Dirac distribution relative to the reference measure \(\mu\) of \(\mathcal{B}\).

The corresponding partial likelihood measure is given by:

\[
l(P|S) = -\frac{1}{N} \sum_{k \in \{n; x_n \in X\}} \log \left( \frac{dP}{d\mu}(x_k) \right)
\]

Since \(d\mu\) is infinite, a maximizer of this partial likelihood necessarily minimizes \(\int (\{n; x_n \in X\})\), which is then equal to \([pN]\). Thus the maximization of the partial likelihood for order \(p\) for a given model distribution \(P\) is equivalent to finding a subfamily of indices \(K \in \mathcal{P}_{[pN]} (\{[1; N]\})\) maximizing the corresponding likelihood score:

\[
l_K(P|S) = -\frac{pN}{N} (d\mu) + \sum_{k \in K} \log \left( \frac{dP}{d\mu}(x_k) \right)
\]

This can be done by finding a permutation \(o\) ordering the values of the density with respect to the reference measure in increasing order:

\[
\frac{dP}{d\mu} (x_{o(1)}) \geq \frac{dP}{d\mu} (x_{o(2)}) \geq \ldots \geq \frac{dP}{d\mu} (x_{o(N)})
\]

The corresponding maximum value is then given by:

\[
l_p(P|S) = -\frac{pN}{N} (d\mu) + \sum_{n=1}^{[pN]} \log \left( \frac{dP}{d\mu}(x_{o(n)}) \right)
\]

Hence this corresponds to a selection of the \([pN]\) most likely samples in the estimation procedure.

C. Partial estimators

A complete optimization over a distribution family \((P_\theta)_{\theta \in \Theta}\) would then require the maximization of the concentrated likelihood \(l_p(P|S)\). However this is a difficult problem due to the mixing of two types of optimization problems:

- the optimization over the partial domain is a discrete optimization problem.
- the optimization over the parameter space \(\Theta\) generally is a continuous optimization problem, which is quite often solved by numerical methods.

One could note however that if there is a way to compute a maximum likelihood estimator \(e(S)\) associated to the distribution family \((P_\theta)_{\theta \in \Theta}\) for any given standard sampling distribution \(S = \frac{1}{N} \sum_{n=1}^{N} \delta_{x_n}^\mathcal{R}\), one can in theory find a true maximum partial likelihood parameter of any order \(p\):

\[
e_p(S) = e(S_{K_{\text{max}}})
\]
with:

\[ K_{\text{max}} = \arg\max_{K \in \mathcal{P}_{[p]}(||1;N||)} l(e(S_K)|S_K) \]  

(14)

with \( S_K = \frac{1}{|p|} \sqrt{ K \in \mathcal{P} } \delta_{x_k}^R \)

However this is in general impractical; indeed one has:

\[ \mathcal{P}(p_{[p]}|[1;N]|) = \binom{N}{p_{[p]}} \]

Thus this quickly makes the computation intractable as \( N \) grows, as one needs to compute \( e(K) \) for each \( K \in \mathcal{P}_{[p]}(||1;N||) \).

Instead we propose to resort to the following suboptimal partial estimation procedure: supposing we already have an estimator \( e(S) \) for any standard sampling distribution \( S \) (not necessarily a maximum likelihood estimator), the following procedure can be used:

1: function PARTIAL\((e, (P_\theta)_{\theta \in \Theta}, \theta_0, (x_n)_{1 \leq n \leq N}, p, K_{\text{max}})\)
2: \( \theta \leftarrow \theta_0 \)
3: for \( n \) from 1 to \( N \) do
4: \( l_n \leftarrow l(P_\theta|\delta_{x_n}^R) \)
5: end for
6: \( o_0 \leftarrow \text{argsort}_i \left( (l_n)_{1 \leq n \leq N} \right) \)
7: for \( k \) from 1 to \( K_{\text{max}} \) do
8: \( \theta \leftarrow e(S_{\{o_0(n)\}_{1 \leq n \leq |p|N}}) \)
9: for \( n \) from 1 to \( N \) do
10: \( l_n \leftarrow l(P_\theta|\delta_{x_n}^R) \)
11: end for
12: \( o_1 \leftarrow \text{argsort}_i \left( (l_n)_{1 \leq n \leq N} \right) \)
13: if \( o_0 = o_1 \) then
14: break
15: else
16: \( o_0 \leftarrow o_1 \)
17: end if
18: end for
19: return \( \theta \)
20: end function

Unfortunately this optimization procedure offers no guaranty of convergence, thus this should be checked empirically every time one desires to use it.

Moreover even when convergence is insured and a maximum likelihood estimator is used as the basis estimate, one should keep in mind that there is no guaranty of true maximization of the partial likelihood; thus the quality of the estimate should also be checked empirically.

Of final note is the fact that applying a partial estimation procedure on an otherwise unbiased estimator can produce a bias; such biases should be characterized whenever possible.

III. APPLICATION TO SOME COVARIANCE ESTIMATORS

This section discusses the application of the partial estimation procedure to different covariance estimators. The first part treats the case of multivariate gaussian variables, whereas the second part treats the case of robust Tyler-type estimators for elliptical distributions, and is based on the development given in [11]. The third part treats the case of other M-estimators, and is based on the development of such estimators as likelihood maximizers given in [11].

A. Estimators under gaussian background hypothesis

The likelihood of a delta distribution \( \delta_{x^d}^d \) or for a centered multivariate normal model of covariance \( \Sigma \) is given, up to constant additive terms, by [2]:

\[ l(\Sigma|\delta_{[x]}) = -\frac{c_{\Sigma}}{2} \left( \log |\Sigma| + x^\dagger \Sigma^{-1} x \right) \]

(15)

with \( c_{\Sigma} \) for \( \mathbb{K} = \mathbb{R} \) and \( c_{\Sigma} = 2 \) for \( \mathbb{K} = \mathbb{C} \). Note that no phase symmetry of the sampling distribution is taken into account in the complex case here [11].

This likelihood is a strictly decreasing function of \( x^\dagger \Sigma^{-1} x \); hence the ordering of the likelihoods and selection of the most likely samples can be done by selecting the samples for which the value of \( x^\dagger \Sigma^{-1} x \) is the smallest. Note moreover that \( \Sigma^{-1} \) need only be known up to a multiplicative constant.

Let us now see how this can be applied to some algorithms.

1) Partial sample covariance: The application of the partial estimation procedure to the sample covariance estimator can be used to obtain a robust estimator in this case. The corresponding procedure is outlined below:

1: function PARTIAL\_SCM\((x_n)_{1 \leq n \leq N}, K_{\text{max}}\)
2: \( \Sigma \leftarrow I \)
3: for \( n \) from 1 to \( N \) do
4: \( \tau_n \leftarrow x_n^\dagger \Sigma^{-1} x_n \)
5: end for
6: \( o_0 \leftarrow \text{argsort}_i \left( (x_n)_{1 \leq n \leq N} \right) \)
7: for \( k \) from 1 to \( K_{\text{max}} \) do
8: \( \Sigma \leftarrow \frac{1}{|p|} \sum_{n=1}^{\lfloor p \rfloor N} x_{o_0(n)} x_{o_0(n)^\dagger} \)
9: for \( n \) from 1 to \( N \) do
10: \( \tau_n \leftarrow x_n^\dagger \Sigma^{-1} x_n \)
11: end for
12: \( o_1 \leftarrow \text{argsort}_i \left( (\tau_n)_{1 \leq n \leq N} \right) \)
13:  \textbf{if } o_0 = o_1 \textbf{ then} \\
14: \quad \textbf{break} \\
15: \textbf{else} \\
16: \quad o_0 \leftarrow o_1 \\
17: \textbf{end if} \\
18: \textbf{end for} \\
19: \textbf{return } \Sigma \\
20: \textbf{end function}

One should note that this partial algorithm introduces a scale bias on the estimated covariance matrix; indeed the samples of largest scale are rejected from the estimation. Fortunately assuming convergence of the algorithm towards a true partial likelihood maximum, this bias can be expressed under the hypothesis that no outlier is present and depends only on the dimension of the space:

\[
b(d) = \gamma \left( c_g \frac{d}{2} + 1, \gamma^{-1} \left( \frac{c_g}{2} \frac{[pN]}{N} \right) \right)
\]

with \( \gamma \) being the incomplete gamma function and \( \gamma^{-1} \) the incomplete inverse gamma function.

2) Estimation under toepitz constrain in the complex case: the partial multiseget Burg algorithm: As noted in [11], the Toeplitz constrain is already very difficult to enforce on a maximum likelihood estimation procedure. Instead we propose to base our estimate on the multiseget Burg estimator, which shall be noted as Burg\((\xi_n)_{1 \leq n \leq N}\) [16][5][28]. The corresponding partial estimator is given by:

\[
b(d) = \gamma \left( c_g \frac{d}{2} + 1, \gamma^{-1} \left( \frac{c_g}{2} \frac{[pN]}{N} \right) \right) \tag{16}
\]

The \textsc{Burg} and \textsc{Trench} functions correspond respectively to the multiseget Burg algorithm returning the residual error \( \sigma^2 \) and the Schur coefficients \( (\mu_m)_{1 \leq m \leq d-1} \) [16], and the Trench algorithm returning the inverse covariance matrix [26][29][4].

Again this partial version of the algorithm suffers from a scale bias; under the hypothesis that no outliers are present in the sampling distribution, one can use \( b(2d) = \gamma \left( d + 1, \gamma^{-1} \left( \frac{d}{N} \right) \right) \) to approximate this bias.

B. Partial estimators for elliptical distributions

We now shift our study to the more general class of elliptical models [21][6]. These elliptical models offer a broad generalization of the multivariate gaussian model which are used in statistical finance for portfolio modeling, as well as for the modeling of arbitrary impulsive distributions in signal processing applications, such as the clutter distribution in radar detection applications [9]. Many widely used distribution models belong to this class such as K-distributions [7], t-distributions [17][20], or the class of compound gaussian models which are widely used in simulations because they are easy to generate [8][15][24].

Such distributions are of the form [11]:

\[
dP(x) = dQ \left( \sqrt{x^1 R^{-1} x} \right) ds_{\xi=0} \left( \frac{L(R)^{-1} x}{\sqrt{x^1 R^{-1} x}} \right) \tag{17}
\]

with the correlation matrix \( R \) being positive definite of unit determinant, and the radial distribution \( Q \) verifying that \( Q(\mathbb{R}^+) = 1 \).

In a manner similar to the treatment given in [11] to obtain the concentrated likelihood on the radial distribution, one can equivalently obtain the concentrated partial likelihood of a given order over the radial distribution and the partial domain for a standard sampling distribution \( S = \frac{1}{N} \sum_{n=1}^{N} \delta_{[x_n]} \):

\[
l_p(R|S) = - \frac{[pN]}{N} \left( c_g (d-1) h_{\delta} + \log \left( \frac{\Gamma \left( \frac{c_g}{2} \frac{d}{4} \right)}{2^d \pi^{d/2} c_g (4-1)} \right) \right) - c_g \frac{d-1}{2[pN]} \sum_{n=1}^{[pN]} \log \left( x_n^1 R^{-1} x_n \right) \tag{18}
\]

with \( c_g = 1 \) for \( K = \mathbb{R} \) and \( c_g = 2 \) for \( K = \mathbb{C} \).

It follows that the expression of the concentrated likelihood for a single sample can be used for the data selection in
order to maximize the likelihood over partial domains; this likelihood is given, up to constant terms, by:

\[ l \left( R_{\delta_{[x]}^d} \right) = -c_k \frac{d - 1}{2} \log (x^\dagger R^{-1} x) \]  

(19)

Interestingly this is again a strictly decreasing function of \( x^\dagger R^{-1} x \); therefore the selection of the most likely samples can be done by keeping the \([p,N]\) samples for which \( x^\dagger R^{-1} x \) is smallest.

1) Partial Tyler fixed point algorithm: Since Tyler's estimator is already obtained by a fixed point algorithm, we propose the following algorithm which incorporates the partial estimation directly in its fixed point loop [27][22]:

1: function pTYLER((x_n)_{1 \leq n \leq N}, p, \epsilon, K_{\text{max}})
2: \( R_{-1} \leftarrow I \)
3: for \( k \) from 1 to \( K_{\text{max}} \) do
4: for \( n \) from 1 to \( N \) do
5: \( \tau_n \leftarrow x_n^\dagger R_{-1} x_n \)
6: end for
7: \( o \leftarrow \text{argsort}_{\uparrow} (\tau_n)_{1 \leq n \leq N} \)
8: \( S \leftarrow \sum_{n=1}^{[pN]} \frac{x_{o(n)} x_{o(n)}^\dagger}{\tau_{o(n)}} \)
9: \( R \leftarrow R \left( S^{-1} S \right) \)
10: if \( \text{tr} \left( (R_{-1} R - I)^2 \right) \leq \epsilon \) then
11: break
12: else
13: \( R_{-1} \leftarrow R^{-1} \)
14: end if
15: end for
16: return \( R_{-1} \)
17: end function

This algorithm is not per say a partial likelihood maximizer; however it is sufficient to outperform the pTYLER algorithm on scenarios involving stationary signals, in all the tests performed by the authors so far on both simulated and real data.

C. Extension to other M-estimators

Such estimation procedures can also be extended to other M-estimators [19][20]. Indeed restricting oneself to elliptical distributions with radial distributions of the form \( dQ(x) = \sigma dQ_0(\sigma x) \) with \( \sigma > 0 \) and \( Q_0 \) being a fixed probability distribution, one can express the associated likelihood for a single sample in the following form [11]:

\[ l(Q, R) \frac{1}{N} \sum_{n=1}^{N} \delta_{[x_n]}^d = \frac{-c_k}{2} \log |\Sigma| + \frac{1}{2} g \left( x_0^\dagger \Sigma^{-1} x_0 \right) \]  

(20)

with \( \Sigma = \sigma R \). Thus this leads to the following partial likelihood:

\[ l_p \left( Q, R \right) \frac{1}{N} \sum_{n=1}^{N} \delta_{[x_n]}^d = \right. \]

\[ \left. \begin{array}{c}
\frac{1}{N} \sum_{n=1}^{N} \frac{1}{pN} \sum_{n=1}^{N} g \left( x_{o(n)}^\dagger \Sigma^{-1} x_{o(n)} \right) \right) \]  

(21)

with \( o \) being a permutation of \([1; N]\) such that:

\[ g \left( x_{o(1)}^\dagger \Sigma^{-1} x_{o(1)} \right) \leq \cdots \leq g \left( x_{o(N)}^\dagger \Sigma^{-1} x_{o(N)} \right) \]

This therefore suggests to mix the partial estimation procedure with an M-estimation procedure, whenever \( g' \) verifies the necessary conditions for convergence of the corresponding M-estimator [19][20] in a manner similar as the treatment given for Tyler's estimator.

Since these conditions include that \( g' \geq 0 \) for standard M-estimators of the covariance matrix [19][20], this implies that \( g \) is increasing and therefore the likelihood ordering of samples can again be done by ordering \( \{x_n^\dagger R^{-1} x_n\}_{1 \leq n \leq N} \). This thus corresponds to the following partial M-estimation
method given in [11]. This however cannot be extended to other known estimators for constrained problems:

For example for the case of a gaussian distribution in $\mathbb{C}^d$ and under cirularity hypothesis, one has [11]:

$$g(t) = t - \frac{1}{2} \log(t)$$

Thus one can adapt the geodesic partial M estimation procedure as follows:

1: function \text{PM\_EXP\_COV}(g', g, (x_n)_{1 \leq n \leq N}, p, \epsilon, K_{\max})
2: \Sigma_{\frac{1}{2}} \leftarrow I
3: \Sigma_{-\frac{1}{2}} \leftarrow I
4: for k from 1 to $K_{\max}$ do
5: for n from 1 to N do
6: $\tau_n \leftarrow x_n \Sigma_{-\frac{1}{2}}^{-1} x_n$
7: end for
8: $o \leftarrow \text{argsort}_\uparrow \left((\tau_n)_{1 \leq n \leq N}\right)$
9: $S \leftarrow \frac{1}{|pN|} \sum_{n=1}^{|pN|} g'(\tau_{o(n)}) x_{o(n)} x_{o(n)}^\dagger$
10: $\Sigma \leftarrow \Sigma_{\frac{1}{2}} \exp \left(\Sigma_{-\frac{1}{2}} S \Sigma_{-\frac{1}{2}} - I\right) \Sigma_{\frac{1}{2}}$
11: if tr $\left((\Sigma_{-\frac{1}{2}} S \Sigma_{-\frac{1}{2}} - I)^2\right) \leq \epsilon$ then
12: break
13: else
14: $\Sigma_{\frac{1}{2}} \leftarrow \sqrt{\Sigma}$
15: $\Sigma_{-\frac{1}{2}} \leftarrow \Sigma_{\frac{1}{2}}^{-1}$
16: end if
17: end for
18: return $\Sigma_{-\frac{1}{2}}$
19: end function

Whenever $g'$ is not positive, one can resort to the geodesic

Note that the partial SCM estimator is a special case of this estimator for which $g'(t) = 1$.

This can also be extended using other estimators of the correlation matrix in order to solve correlation constrained problems. This corresponds to the following partial $M$-estimator procedure:

1: function \text{PM\_OF}(g', \epsilon, (x_n)_{1 \leq n \leq N}, p, \epsilon, K_{\max})
2: $\Sigma_{-1} \leftarrow I$
3: for $k$ from 1 to $K_{\max}$ do
4: for $n$ from 1 to $N$ do
5: $\tau_n \leftarrow x_n \Sigma_{-1}^{-1} x_n$
6: end for
7: $o \leftarrow \text{argsort}_\uparrow \left((\tau_n)_{1 \leq n \leq N}\right)$
8: $\Sigma \leftarrow \epsilon \left(\sqrt{g'(\tau_{o(n)}) x_{o(n)} x_{o(n)}^\dagger}\right)_{1 \leq n \leq |pN|}$
9: if tr $\left((\Sigma_{-1} - I)^2\right) \leq \epsilon$ then
10: break
11: else
12: $\Sigma_{-1} \leftarrow \Sigma_{-1}^{-1}$
13: end if
14: end for
15: return $\Sigma_{-1}$
16: end function

Thus one can adapt the geodesic partial M estimation procedure as follows:
if \( \text{tr} \left( \left( \Sigma_{-\frac{1}{2}} \Sigma_{-\frac{1}{2}} - I \right)^2 \right) \leq \epsilon \) then

break

else

\( \Sigma_{\frac{1}{2}} \leftarrow \sqrt{\Sigma} \)

\( \Sigma_{-\frac{1}{2}} \leftarrow \Sigma_{\frac{1}{2}}^{-1} \)

end if

end for

return \( \Sigma_{-\frac{1}{2}} \)

end function

IV. SIMULATIONS

We now show some simulation results of adaptive detectors using various estimators introduced in this article, using the detection tests introduced in [11][25].

The simulation results are shown in a single channel scenario of dimension \( d = 8 \), as a function of the SiNR of the target signal.

The background noise is generated as a white gaussian noise of unit variance.

The target signal is generated as a complex centered circular 1-dimensional gaussian signal aligned with the test signal \( s \), whose variance \( \sigma \) is such that:

\[
10 \log_{10}(\sigma) = \text{SiNR}
\]

The detection thresholds are defined to have a false alarm rate of \( 10^{-4} \); they are learned on clean training sets, that is that they contain no outliers.

A. Impact of outliers on adaptive detection

In this scenario, outlier target signals are present among the \( N \) samples used in the estimation of the prior covariance, following the same law as the target signal but being independently drawn.

Prior covariances are estimated with \( N = 22 \) independently drawn noise samples, among which a varying number of outliers is present, going from 0 to 5 in order to show their impact on the detection performances of adaptive filters.

Figures 1, 2, 3 and 4 respectively show the detection performances of the NMF test using the Tyler, BT, pTyler and pBT estimators, with a partial order of \( p = 0.75 \). As is visible here, the partial estimation almost completely mitigates the outliers’ impact on the detection performances for Tyler-type estimators.
Figures 4 and 5 show the detection performances of the matched filter test (MF) using the SCM and pSCM estimators, with a partial order of $p = 0.75$. Again the partial estimation almost completely mitigates the outliers' impact on the detection performances in this case.

Finally figures 6 and 7 show the detection performances of the GLR_c test using the cg_cov and pcg_cov estimators, with a partial order of $p = 0.75$. Again the effect of the outliers is mitigated, although their impact is still seen when more than 3 of them are present among the N= 22 samples used for the estimation.
one has to carefully balance the order of the partial estimation with fewer samples are actually used to compute the estimates. Thus the optimal detection performances. This is understandable as indeed otherwise such a reference measure has to be specified, which there exists a reference measure of the underlying space; the authors would like to outline the particularly important which then creates a bias towards the chosen reference.

Finally, one should note that although partial estimators allow to mitigate the impact of outliers, they also degrade the optimal detection performances. This is understandable as fewer samples are actually used to compute the estimates. Thus one has to carefully balance the order of the partial estimation with the desired performances, depending on applications.

V. CONCLUSION

We have presented a theoretical background for a likelihood based data selection scheme, in order to solve problems related to outlier detection and rejection in estimation procedures. This leads to the notion of partial estimators, which can be used in order to produce new estimation procedures which are robust to outliers from known estimators. This principle is then applied to several covariance estimators, such as the usual sample covariance matrix, Tyler’s estimator and other type of M-estimators, as well as the Burg-Tyler estimator (11).

The authors would like to outline the particularly important fact that such estimation procedures are best used in cases in which there exists a reference measure of the underlying space; indeed otherwise such a reference measure has to be specified, which then creates a bias towards the chosen reference.
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