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Abstract: Document similarity generally rely on single term similarity such as cosine similarity. To achieve better document similarity, along with single term phrase - more informative feature can be used. To find out shared phrases across the corpus the Document Index graph (DIG) representation model is used. Document representation - DIG model incrementally construct the graph and simultaneously finds the shared phrase between current document and previously inserted documents from the graph. The similarity between documents is mainly depends on the number of shared phrases and single term similarity – known as hybrid similarity. The hybrid similarities are used with well-known density based clustering technique DBSCAN to assess their effect on quality of the clusters. Experimental results shows that hybrid similarity gives more accurate degree of document similarity and performs better cohesive clustering.
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I. INTRODUCTION

Document similarity can be used to get the better search result, automated matching of CV to job description, Document clustering etc. The traditional way of finding similar text documents is based on single term similarity. The well-known approach for finding single term similarity is vector space model with cosine similarity. A mathematical model, Vector space requires the data in the numerical form. So, the text data must be converted into numerical data. Different techniques are there to represent text data into numerical form like bag-of-words (BoW), term frequency (tf), term frequency-inverse document frequency (tf-idf). The simple bag of words model represents the set of unique words in the document and the frequency of their appearance in the document. The tf model denotes the ratio which is given by frequency of their appearance in the document and the document size. The tf model indicates how particular term is important for the document. Furthermore, tf-idf model is represented using equation tf value * idf value, whereas idf is the ratio of total number of documents in dataset to the number of documents in which particular term resides. The tf-idf model indicates how particular term is important to the whole dataset. Vector space model contributes widely in research and industrial applications as well but, it has a limitation. The similarity calculated in vector space model is based on single term of the documents. Single term analysis does not cover the proximity of the words- so phrase based similarity needs to be considered.
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For getting phrase based similarity different document representation models like n-gram [9], suffix tree [3], document index graph (DIG) [7,8] is used. The n-gram uses the matrix data structure. In n-gram [9] model the combination of n adjacent words called n-gram are used. The value of n defines the phrase size. In the model, matrix is generated as the n-grams as rows and documents identification as columns. Finally, the cosine similarity is applied to find the similarity between the documents. N-gram model has some limitations: As the number of documents increases it generates high dimension sparse matrix and also it finds fixed length phrase. The suffix tree model uses tree data structure [3]. The tree is constructed by moving word to word for each sentence, the entire sentence is inserted as first node, and now from next word the rest of the sentence is inserted as next node. Similarly, it keeps inserting the part of the sentences as nodes. If a similar part of the sentence is detected in the sentence, in this case the node is fragmented to form two nodes, parent node consider the common phrase and the child node consider the uncommon phrase. Each node of the suffix tree stores information like - the length of word sequence stored in the node, the document that the word sequence resides and the frequency of the word sequence resides in each document. The method finds out dynamic length of shared phrases but it stores redundancies in the form of suffixes. In the DIG model the documents are stored into single graph sentence by sentence. In graph model words are store as nodes and the proximity of the words are stored as edges. This way it keeps the inherent structure of the original document. The graph model can be stored in relational databases or in other databases like no-SQL database, graph databases. The DIG model is used to find common phrases among documents so the connectivity of the words are important and therefore neo4j graph database has been used.

The paper is structured as follows: section 2 talks about the related work. Section 3 explains the Document Index Graph model. Section 4 provides the database paradigm for DIG model implementation. Section 5 shows methodology of construction of DIG model in Neo4j graph database, calculation of hybrid similarity and clustering. Section 6 shows the experiment results and section 7 provides conclusion and future work.

II. RELATED WORK

The comparative analysis of the n-gram, Suffix tree and Document Index Graph models are given by the authors P. Kathiria and H. Arolkar[10]. In the paper, different parameters like time complexity for storing and retrieving data, space complexity, data structure to be used to store data, identification of dynamic length of phrase are considered for the analysis.
Based on the analysis, DIG model can be effectively used to find common phrases among all the documents. DIG model uses graph structure, to store the whole corpus and does complete phrase matching in almost linear time. It uses less space compared to other document representation models Suffix Tree and n-gram. The DIG model is effectively used by T. A. Nguyen Hoang and K. Hoang[12] to develop Incremental text clustering model for Vietnamese documents. Set of given documents are initially pre-processed and then used for incremental construction of a graph. While constructing graph incrementally, the common phrases among the documents are identified which can be used for the calculating hybrid document similarity. The hybrid similarity is calculated by combining single term and phrase similarity, which improves the cluster accuracy. The incremental DBSCAN algorithm is used for the clustering Vietnamese documents. For incremental document clustering the TF-IDF scheme is not suitable, so the TF-IG (Term Frequency –Information Gain) is used for incremental feature selection process. The results obtained by ICGVi – Incremental Clustering based on Graph for Vietnamese documents is compared with SHC - Similarity Histogram clustering and have shown that ICGVi model is more appropriate for incremental databases. The concept of DIG model is used by S. George et. al. to propose a Word Sequence Graph (WSG), which can efficiently search and retrieve lengthy queries quickly[2]. The queries includes stop words which gives effective results. For faster search and retrieval, Neo4j graph database is used.

Relational databases are nowadays replaced by NoSQL databases as per the growing demand of big databases. The Author J. Pokorny[13] discussed about strength and limitations of graph databases in their paper. The Authors S. Chandrababu and D. R. Bastola [2] have done the comparative analysis of relational and graph database with HerbMicroDeDB. The HerbMicroDeDB database has 29 categories of herbal data constituents. Additionally, the new knowledge on biochemical, biological, phytochemical and its association is constantly being found. So to include such multiple and dynamic integrated elements the relational and graph databases are explored. Here the relationships of the entities are as important as entities itself. The results of Quantitative and Qualitative analysis of relational (MySQL) and graph database (Neo4j) is given by them. The quantitative analysis includes storage cost and execution time. They have clearly shown Neo4j is better for storing large scale networks due to its schema free structure. Execution time is evaluated against data insertion, search and for some built in functions. Few experiments are carried out which shows that Neo4j outperforms MySQL for each aspect of execution time. Qualitative analysis includes Ease of programming, Maturity level of support, security, Flexibility and data visualization. The graph database depicts the result of query in the form of table and graph both which enables the direct view of the properties of the node and relationship in the graph [16]. Graph databases stores huge data with high performance through flexible schema have low level of maturity [16] and security. The traversing between nodes and edges is done in linear time as compared to the exponential time in relational database. Health care data is heavily marked with relationships so, graph databases is an effective tool used by healthcare professionals to learn and manage new relationships. So, the authors M. Singh and K. Kaur[16] proposed a better way (algorithm) to migrate relational database (MySQL) into graph (Neo4j) database. The conjunctive queries fired on relational database are mapped to graph database query effectively. The comparison of time taken by some sample queries in RDBMS and Neo4j is done and result shows that there is significant improvement in access time in Neo4j graph database.

The authors Baser Preeti and Jatinderkumar Saini [1] have done a comparative analysis of clustering techniques used for very huge datasets based on parameters like shape of clusters, Time complexity, ability to handle outliers. They have included various Partition methods, Hierarchical methods, density based methods and grid based methods. Depending on the domain of the dataset, characteristics of the dataset the best technique can be chosen.

III. DOCUMENT INDEX GRAPH MODEL

The Document Index Graph model makes use of graph data structure to store the documents and to find the common phrases. The DIG is a directed graph G= (V,E) where V : set of nodes \{v1,v2,…,vn\} where each node v signifies unique word appearing from the document corpus and E : set of edges \{e1,e2,…,en\}, where each edge e depicts ordered pair of nodes (vi,vj) of particular sentence. Edge (vi,vj) is directed edge from vi→vj. The number of unique words in the document set is represented by the number of nodes in the graph. Multiple instances of the single word is counted as the one unique node and count is stored as the property of the node. If the word w1 and w2 are adjacent then the directed connectivity is created between the nodes which shows the proximity of the words which is depicted in figure 1. Each edge between two consecutive words (w1→ w2) of the graph stores the table - the document in which the consecutive term appears, the sentence number in that document and word place in that sentence as per the figure-1. This proximity of the words helps to find the common phrases between documents. The main advantage of the graph-based models is that they store the intrinsic structural information of the each sentence of the original document.
IV. DATABASE PARADIGM

To store the Document index graph representation model it requires the help of any data store. DIG model can be stored in relational database management system or in graph database as well. The relational model emphasizes on data as a pool of relations, relation is represented as table of values. Relational databases works with the structured data – fixed schema which can be easily fit into tables. Now a days, the size of the data is increasing, to extract the relationships from the data set, costly programming that is Join operation in terms of relational database systems is required more frequently. The join operator does the Cartesian product – every possible combination, of any two table, this results in performance degradation [16],[2]. S. Chandra babunand D R Bastola have shown in their paper the relational algebra join operation performs at a Big-O exponential growth.[2]. The Graph database Stores all data as an “intelligent schema” that makes it easy to find and build any relationships as a graph with nodes and edges. It is designed to proficiently store and work on highly connected data. Here, the relationship between the data (connectivity) is more valuable than the data itself. [16],[2],[6] It has schema free environment, support for wide variety of languages through simple API and can handle massive amount of data speedily. It provides support for data safety and reliability through replication of data [11]. Data is stored efficiently by writing nodes and relationships close to each other that is called native graph storage. So, ultimately it requires less interaction with the hardware and provides faster performance to the queries. Every node is a pointer to its adjacent element provides index free adjacency which is efficient also [16]. Some of the graph databases get help of the other data storage such as a relational, columnar or other NoSQL database to store data that is known as Nonnative graph storage [11]. It includes one more storage layer which can lead to latent result. Global indexing concept is also used with graph databases to link nodes together, as the indexes add another layer to each traversal, which slows processing considerably. So, where the relationships connecting the object are as important as the objects themselves then graph database is a perfect fit. Other databases which use graph as a data model are FlockDB, Allegrograph, GraphDB, InfiniteGraph etc.

V. CLUSTERING BASED ON HYBRID SIMILARITY ON DOCUMENT INDEX GRAPH MODEL

The Neo4j along with python 3.6 is used for implementation of DIG model and finding phrase similarity. Figure 2 shows the overall work flow. For making document corpus a sample of 547 abstracts from the Scopus open access research papers are downloaded. The workflow of how the document similarity and clustering is done has been shown in figure-2.

![Figure 2 Work Flow of Document Clustering based on Phrase and Single term Similarity using Neo4j](image)

The detailed working is as mentioned.

A. Pre-Processing

All documents passes through the pre-processing stage. The various tasks done by Pre-processing steps are as follows:
- Conversion of text into UTF-8 encoding
- Segment the text into sentences and each sentence into sequence of words
- Remove stop words and common words

B. Graph construction and identification of phrases

The Filtered text is passed for the graph construction. The DIG algorithm proposed in paper [7],[8] is used for incremental construction of the graph and finding common phrases among the given set of documents. The algorithm processes one preprocessed document at a time and builds the graph incrementally as shown in figure -3.

![Figure 3 DIG Model In Neo4j](image)

Three different types of vertices are created as the documents proceed.
- Words (w0,w1,…wn) – for each unique word of the document corpus
- Documents (d0,d1,…dn) – for each unique document of the corpus
- Phrases (p0,p1,…pn) – for each unique phrase among all the documents
The new words that appears in the document are inserted in the graph and linked with other nodes which reflects the adjacency of the words. Three different types of edges are created as the documents proceed. The count of availability of particular word in the respective document is stored in the graph as an edge IS_IN between word (w0) and document(d0). Each edge NEXT_WORD between two consecutive words (w0->w1) of the graph stores the information - the document in which the consecutive term appears, the sentence number in that document, word place in that sentence and the size of the sentence. This is displayed in figure 3. Each edge P_IS_IN between the phrase (p0) and respective document (d0) is recorded in the graph also stores the information – the frequency of the phrase in respective document and the total sentence size in which this phrase appears which is displayed in figure 4. This information is used for calculation of phrase similarity.

**Figure 4 Common Phrases Between Document**

**C. Document similarity calculation**

Based on identified common phrases across all the documents the phrase similarity calculation is done as per equation-1 using the four important factors:
- no. of common phrases (P)
- length of common phrase(l)
- frequency of phrase in each document(f1, f2)
- Sentence length in which the phrase appears (|s1|, |s2|)

Now, the phrase similarity between document 1 and 2 is calculated using the equation1:

\[
sim_{ph}(d_1, d_2) = \frac{\sum_{i=1}^{P} \left( \frac{f_1(i)}{|s_1(i)|} \right) \cdot \left( \frac{f_2(i)}{|s_2(i)|} \right)}{\sum_{i=1}^{P} \frac{f_1(i)}{|s_1(i)|} + \sum_{i=1}^{P} \frac{f_2(i)}{|s_2(i)|}}
\]

Where, \( \text{avg}(|s_i|) \): the average length of sentences containing common phrase i. If the similarity between documents only depends on shared phrases then it may happen some documents do not share enough phrases so, only phrase based similarity is not sufficient. Therefore, along with phrase similarity, single term similarity is considered and hybrid similarity is made.

The single term based similarity between document 1 and 2 is calculated as equation 2:

\[
sim_{tp}(d_1, d_2) = \frac{(d_1 \cdot d_2)}{|d_1||d_2|}
\]

The hybrid similarity is calculated as equation 3 for whole the document corpus.

\[
\text{Sim}(d_1, d_2) = \alpha \cdot \text{sim}_{ph}(d_1, d_2) + (1-\alpha) \cdot \text{sim}_{tf}(d_1, d_2)
\]

Where, \( \alpha \in [0,1] \) is a similarity blend factor. The value of \( \alpha \) is selected as 0.3, as the phrase similarity is having more importance.

**D. Clustering**

To show the performance of the hybrid similarity measure, DBSCAN Clustering (Density based) is used. Clustering is the process of grouping a set of data points into groups of similar characteristics. The main objective of clustering is to increase intra-group similarity and inter-group dissimilarity. DBSCAN needs two parameters to create cluster \( \varepsilon \) (radius) and minpts (minimum number of points required to make cluster). A point is to be taken as core point if sufficient (minimum number of points defined) number of points comes in to radius and to be involved in cluster and rest are the outliers [15],[4]. For finding out the optimized value of \( \varepsilon \) the dataset is given to the algorithm prescribed in paper [5],[14]. As per the results from the implementation of the algorithm 0.64 is chosen as the radius (\( \varepsilon \)). For clustering 7 is chosen as min pts.

**VI. EXPERIMENT RESULTS AND DISCUSSIONS**

To evaluate the performance of hybrid similarity, DBSCAN clustering model is used and experiment results are presented in this section. Experiment is carried out on 547 open access abstracts. The effectiveness of the Hybrid similarity versus single term similarity and phrase based similarity is tested using Silhouette score on the DBSCAN clustering. Silhouette score is used to measure the document is similar to its own cluster (cohesive) compare to other cluster (separation). It can also be used to measure the parting distance between the resulting clusters. The range of the silhouette value is between [-1,1]. If the Silhouette value is near to -1 it indicates that document is misclassified that is it is very close to adjacent cluster. If the Silhouette value is near to 1 it indicates that document could be assign to another neighboring cluster and the document lies equally far away from both the cluster. If the Silhouette value is near to 1 it indicates that document is far away from adjacent cluster and very close to assigning cluster means the sample is well – clustered.

The Silhouette Coefficient is calculated using equation 4.

\[
S(i) = \frac{(b(i) - a(i))}{\text{max} \{a(i), b(i)\}}
\]

Where, 
- \( a(i) \) = average distance of \( i^{th} \) document from all other documents in the same cluster
- \( b(i) \) = smallest average distance of \( i^{th} \) document from all other documents in the nearest cluster.

The Silhouette score is mean of Silhouette Coefficient of all samples. For our dataset the results of Silhouette score are shown in the table-1.

![Silhouette Coefficient Table](image-url)
Table 1 Silhouette Score

| Silhouette Score | Cosinesimilarity | Phrasebased | Hybrid |
|------------------|------------------|-------------|--------|
|                  | -0.04            | 0.178       | 0.243  |

The Silhouette score for Cosine similarity is close to -1 indicating sample is missclassified. If the Phrase similarity and Hybrid similarity is considered then the Silhouette score moves towards 1. As can be observed the Silhouette score of Hybrid similarity is better than Phrase similarity.

VII. CONCLUSION

The implementation of Document Index Graph model using neo4j finds out n-length phrase among all the documents in linear time with less time complexity. The shared Phrases are efficiently found with the help of Neo4j graph database. These shared phrases are considered for calculating Phrase wise similarity. Based on Phrase similarity and single term similarity, the Hybrid similarity is calculated. Hybrid similarity is used by DBSCAN density based clustering for grouping the documents. The Silhouette score of all the samples is calculated for Cosine, Phrase and Hybrid similarity on the decided clusters. The Silhouette score indicates that cluster made by Hybrid similarity have better cohesion as compared to Cosine similarity and Phrase similarity clusters which further states that it is better to use hybrid similarity instead of Phrase similarity and Cosine similarity.
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