Model hierarchies and higher-order discretisation of time-dependent thin-film free boundary problems with dynamic contact angle
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Abstract

We present a mathematical and numerical framework for thin-film fluid flows over planar surfaces including dynamic contact angles. In particular, we provide algorithmic details and an implementation of higher-order spatial and temporal discretisation of the underlying free boundary problem using the finite element method. The corresponding partial differential equation is based on a thermodynamically consistent energetic variational formulation of the problem using free energy and viscous dissipation in the bulk, on the surface, and at the moving contact line. Model hierarchies for limits of strong and weak contact line dissipation are established, implemented and studied. We analyze the performance of the numerical algorithm and investigate the impact of the dynamic contact angle on the evolution of two benchmark problems: gravity-driven sliding droplets and the instability of a ridge.
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1. Introduction

Flows of fluids with moving free surfaces and contact lines are ubiquitous in nature and applications, and manifest on different length scales [1] [2] [3]. While patterns of turbulent behavior tend to dominate fluid flows on large length-scales, on small length-scales surface tension plays a dominant role, and the resulting flows are mostly laminar. It has been stated by Helmholtz, Rayleigh, and Korteweg [4] [5] [6] a long time ago and was shown by many since then [7] [8] [9] [10] [11] [12] [13] [14] that flows of viscous liquids have an underlying energetic variational structure. This structure applies to many if not all aspects of the thermodynamic and continuum description of the flow: the bulk flow and underlying rheological models, the thermodynamic description of the interface evolution as well as the description of moving contact lines [15] [16] [17] [18]. While for bulk flows the mathematical analysis, thermodynamical consistent modeling, and numerical treatment are well understood, the corresponding treatment of free boundaries – and in particular of moving contact lines – is still challenging and these aspects are often still disputed.

For applications it is often desirable to control a fluid in order to create or prevent the creation of certain flow patterns, e.g., [19], or of certain hydrodynamic instabilities e.g., [20] [21]. For instance, in dewetting flows one can steer the dynamics towards different stationary patterns depending on the magnitude of dissipation at the interface [22]. In this work we provide an energetic variational approach and develop a numerical framework for the simulation of fluid flow over solid substrates, where the dissipation in the bulk phase, on the interface, and near the contact line can be tuned separately, and simulated efficiently on a variety of length scales.
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Wetting and dewetting problems provide a physical setting which is relevant for applications and challenges our physical understanding of continuum fluid dynamics on various time- and length-scales. A key quantity of interest is the shape of the time-dependent domain occupied by a viscous fluid

$$\Omega(t) = \{ r = (x, z) \in \mathbb{R}^3 : x = (x, y) \in \mathbb{R}^2, 0 < z < h(t, x) \} \subset \mathbb{R}^3,$$  \hspace{1cm} (1a)

which for convenience is often parametrized using a time-dependent height function \( h(t, x) \geq 0 \). Assuming that the domain of interest can be parametrized in this way, we can additionally define

- the wetted area \( \omega(t) = \{ x \in \mathbb{R}^2 : h(t, x) > 0 \} \),
- the liquid-vapor (gas) interface \( \Gamma(t) = \{ (x, z) \in \mathbb{R}^3 : x \in \omega(t), z = h(t, x) \} \),
- the contact line \( \partial \omega(t) \subset \mathbb{R}^2 \),

as schematically presented in Fig. 1.

![Figure 1: Sketch of geometry for free boundary problem based on \( h(t) : \omega(t) \to \mathbb{R} \).](image)

In the following we discuss the main implications of a continuum-mechanical description of the fluid flow in terms of a quadratic dissipation, following the spirit of the Rayleigh dissipation functional, e.g. see also [13]. The material law for an incompressible Newtonian liquid with viscosity \( \mu > 0 \) relates the flow field \( u(t, r) = (u_x(t, r), u_z(t, r)) \in \mathbb{R}^3 \) at time \( t \) in the fluid domain \( r \in \Omega(t) \) with the stress \( \tau(u)(t, r) \in \mathbb{R}^{3 \times 3} \) via

$$\tau(u) = 2\mu \nabla u,$$

where \( \nabla u = \frac{1}{2}(\nabla u + \nabla u^\top) \). While \( \tau(u) \) is the prototypical stress tensor for bulk effects of viscous Newtonian flows, the no-slip condition

$$u = 0 \quad \text{on} \quad \omega(t) \times \{ z = 0 \},$$  \hspace{1cm} (2)

is the prototype boundary condition at solid-fluid interfaces \( \omega(t) \). In microfluidic settings it is the no-slip boundary condition \([2]\) that needs to be extended in order to allow for a nonvanishing tangential velocity at liquid-solid interfaces. The established Navier-slip condition is

$$\nu \cdot u = u_z = 0, \quad t \cdot \tau(u)\nu + \mu_\omega t \cdot u = 0 \quad \text{on} \quad \omega(t) \times \{ z = 0 \},$$  \hspace{1cm} (3)

where \( \nu \) is the outer interface normal, \( t \) is a tangent vector, and the friction coefficient \( \mu_\omega := \mu/b > 0 \) is often associated with the so-called slip length \( b \). In particular, for flows near a moving contact line \( \partial \omega \), the Navier-slip condition offers one out of various possible mechanisms to remove the non-integrable stress singularity at a sliding contact line \([23]\). Slip-lengths generally range from a few nanometers up to several micrometers, and are influenced by physical and chemical interface properties such as hydrophilicity, surface roughness, coating, or viscoelastic properties. The validity of slip in microfluidic settings is undisputed nowadays \([24]\). Different nonlinear generalisations of the Navier-slip condition have been proposed \([25, 26]\), which can be obtained by setting \( \mu_\omega = \mu_\omega(|u|) \) in \([3]\). Thin-film models with different magnitudes of dissipation \( \mu_\omega \) have been investigated in \([27]\). These models were extended to multiphase flows in \([28]\), where the Navier-slip condition then reads \( t \cdot \tau(u)\nu + \mu_\omega t \cdot [u]_\nu = 0 \), where \( [\cdot]_\nu \) is the normal jump at the interface.

Free boundary problems become even more complex when considering moving contact lines. Contact lines are where solid, liquid, and vapor phases meet. Interfacial tensions between solid-vapor \( \sigma_{SV} \), solid-liquid \( \sigma_{SL} \) and
With spreading coefficient \( S = \sigma_{SV} - (\sigma_{SL} + \sigma) \) on solid surfaces or by the Neumann triangle construction when considering soft elastic or liquid surfaces. The situation becomes much more involved for contact lines moving over physically realistic nonideal surfaces, e.g., which are not perfectly smooth, rigid, or chemically homogeneous. Primarily for liquid-liquid-solid junctions, rolling motion was observed and thermodynamic descriptions have been developed, e.g., \([39, 30]\). In this work, however, we focus on sliding motion. For sliding contact lines, models with contact angle hysteresis/stick-slip and empirical laws for contact line dynamics are discussed in the literature, e.g., see \([31, 2]\). In the Young-Dupré equation \([4]\) the spreading coefficient needs to be replaced using the Cassie-Baxter relation with the homogenized coefficient \( S \) \([32]\). However, the corresponding equilibrium angle might never be attained, since, due to pinning at microscopic defects, the contact line is stationary for contact angles \( \theta_s < \theta < \theta_e \) and only starts to advance or recede beyond these values. Models for contact line dynamics are often based on empirical laws and microscopic theories. For instance, assuming an energy-dissipation balance truncated at a microscopic length scale \( L \) away from the contact line, the theory by Cox and Voinov predicts

\[
\partial^2 \theta - \partial^2 \theta_s = \pm 9 \text{Ca} \ln(L/l),
\]

where the Capillary number \( \text{Ca} = \mu U / \sigma \) depends on dynamic viscosity \( \mu \), surface tension \( \sigma \) and contact line velocity \( U \) \([34]\). Another contact line model by Ruschak and Hayes produces a similar law, which, however, was derived from a molecular-kinetic model of wetting using dissipation at the contact line \([44]\). Most models considered in the literature are of the form \( W(\theta_s, \theta_e) = \pm \text{Ca} \), where usually \( W \) is a polynomial with \( W(\theta_s, \theta_e) = 0 \). From a thermodynamic point of view, the work by Ren & E \([17]\) showed the motivation and mathematical understanding of the corresponding free boundary problems. The total dissipation by all these bulk, interface, and contact line contributions can be encoded it the functional \( \Psi \), related to the Rayleighian \( \mathcal{R}(u) = \Psi(u) + \langle DE_{\text{Stokes}}, u \rangle \), defined by

\[
2\Psi(u) = \langle K_{\text{Stokes}}^{-1}(h) u, u \rangle = \int_{\Omega} 2\mu \|u\| \nabla u \cdot dr + \int_{\partial \Omega[z=0]} \mu_n |u|^2 ds + \int_{\partial \Omega[z=0]} \mu_{h_n}(u \cdot n_s)^2 ds,
\]

which is generated by a symmetric, positive operator \( K_{\text{Stokes}} \) acting on the space of divergence-free velocities. This dissipation encodes bulk-dissipation using the liquid viscosity \( \mu > 0 \), a Navier-slip condition encoded in the friction coefficient \( \mu_{h_n} \geq 0 \), and a dynamic contact angle encoded in the friction coefficient \( \mu_{h_n} \geq 0 \). Assuming gravity and surface tension are the only contributing forces, the (potential/free) energy of the system is

\[
E_{\text{Stokes}}(h) = \int_{\Omega(t)} \rho(g_s \cdot x + g_v \cdot z) dr + \int_{\Gamma(t)} \sigma ds + \int_{\partial \Omega[t][z=0]} (\sigma_{SL} - \sigma_{SV}) ds,
\]

characterized by the geometrical shape of the domain \( h \). The energy \( E \) decreases during the evolution \( \frac{d}{dt} E(h(t)) \leq 0 \). From now on we assume the evolution is a quasi-static in the sense that we can neglect the kinetic energy and there is an exact balance of change of potential energy and dissipation in the sense

\[
\frac{d}{dt} E_{\text{Stokes}}(h(t)) = \langle DE_{\text{Stokes}}(h), u \rangle = -2\Psi(u) \equiv -\langle DE_{\text{Stokes}}(h), K_{\text{Stokes}}(h)DE_{\text{Stokes}}(h) \rangle \leq 0,
\]
where the operator $K_{\text{Stokes}} : V^* \to V$ maps forces $D E_{\text{Stokes}}(h) \in V^*$ to velocities $u \in V$ and $(\cdot, \cdot) : V^* \times V \to \mathbb{R}$ is the dual pairing. A formal but instructive calculation shows that the velocity can be found by solving

$$u = -K_{\text{Stokes}}(h)DE_{\text{Stokes}}(h),$$

by solving the elliptic problem implicitly defined through (6) with the right-hand-side being the shape-derivative

$$(DE_{\text{Stokes}}(h), v) = \int_{\partial \Omega} \varrho (g_x \cdot x + g_z) v \cdot v \, ds + \int_{\Gamma} \sigma_{SV} \nabla_x \cdot \nabla \Gamma \, ds + \int_{\mid \mid \mid \odot \mid \mid \odot \mid = 0 \odot \mid \mid \mid} (\sigma_{SL} - \sigma_{SV}) \nabla_x \cdot \nabla \Gamma \, ds,$$

i.e., the Fréchet derivative of the driving energy (7) with respect to changes of the domain with the velocity $v$. Using incompressibility $\nabla_x \cdot u_x + \partial_z u_z = 0$ and the kinematic condition $\partial_t h = u_z - u_x \cdot \nabla_x h$ one can show

$$\partial_t h(t, x) = -\nabla_x \cdot \int_0^{h(t, x)} u_x(t, x, z) \, dz,$$

giving the evolution for the domain shapes defined in (1). A similar idea is used in boundary integral methods to solve the Stokes problem [40, 41]. The lubrication approximation now provides a simplified energy $E_{\text{thin-film}}(h) \equiv E(h)$ and a simplified operator $K(h)$ such that we directly obtain the evolution equation

$$\partial_t h = -K(h)DE(h).$$

For details concerning the construction of the Stokes gradient structure and the lubrication approximation based on energetic arguments we refer to [42].

The goal of this work is the construction of a rather general class of operators $K(h)$ for the thin-film problem, that also encode the boundary dissipation $\mu_{\partial h}$ from (6) systematically into the problem. With the main ideas of the approach encoded in the operator $K$ and the functional $E$ as defined before, we focus on the construction of efficient numerical schemes for this problem and provide examples showing the necessity to take contact-line dissipation into account. A similar study for the full Navier-Stokes problem was performed by Montefuscolo et al. [43]. However, when one is interested in solving the free boundary problem in the partial-wetting regime or complete regimes, then reduced thin-film problems provide quantitative predictions at a significantly lower computational cost. Depending on the magnitude of slip, Münch et al. [27] showed that there exists a hierarchy of different thin-film models that describes the effective dynamics in these asymptotic regimes. Here, we establish the existence of a different hierarchy of thin-film models that depends on the magnitude of contact line dissipation. First, in section 2 we introduce the general gradient flow formalism and define its ingredients explicitly. Furthermore, we construct the ALE formulation in Eulerian and ALE coordinates and propose a general solution strategy for the time discretisation. In particular, we explore the reduced model that emerges in the strong contact line dissipation limit. In section 3 we devise higher-order discretisation strategies and discuss the discretisation of line tension to stabilize the motion of the free boundary. Finally, in section 4 we benchmark the implementations of these free boundary problems and discuss the impact that contact line dissipation has on the observed shapes of sliding droplets and on the instability of a viscous liquid ridge.

2. Thin-film model and mathematical structures

2.1. General gradient flows

A gradient flow structure (also known as Onsager structure) is a quadruple $(\mathbb{Q}, V, E, \Psi^*)$ consisting of a state space $q \in \mathbb{Q}$, a rate space $\dot{q} \equiv \dot{q} \in V$, an energy $E : \mathbb{Q} \to \mathbb{R}$, and a quadratic dual dissipation $\Psi^*(q, \cdot) : V^* \to \mathbb{R}$ defined as

$$\Psi^*(q, \eta) = \frac{1}{2} (\eta, K(q)\eta),$$

using the Onsager operator $K(q) : V^* \to V$. With the dual pairing $(\cdot, \cdot) : V^* \times V \to \mathbb{R}$, the usual dissipation $\Psi(q, \cdot) : V \to \mathbb{R}$ is defined as the Legendre transform of $\Psi^*$ with respect to the second argument by

$$\Psi(q, v) = \sup_{\eta \in V^*} (\langle \eta, v \rangle - \Psi^*(q, \eta)) = \frac{1}{2} \langle K^{-1}(q)v, v \rangle,$$
where $\Psi^*(q, \cdot)$ is convex and $\Psi^*(q, 0) \equiv 0$. These ingredients define the the gradient flow evolution $q : [0, T] \rightarrow \mathbb{Q}$ by

$$\dot{q} = -K(q)D\mathcal{E}(q) = -\nabla q \mathcal{E}(q),$$

(15)

where the gradient $\nabla \Psi$ is generated by the scalar product $u, v \rightarrow \langle K^{-1}(q)u, v \rangle$. While this evolution can be extended to general convex dissipation potentials, here we restrict to the quadratic case defined by $K(q)$. Note that, exploiting the chain rule, these statements directly imply the energy-dissipation balance

$$\frac{d}{dt} \mathcal{E}(q(t)) = -2\Psi^*(q, D\mathcal{E}(q)) = -2\Psi(q, \dot{q}) \leq 0.$$  

(16)

In the following, we will show how different choices of $(\mathbb{Q}, V, \mathcal{E}, \Psi^*)$ lead to different laws for dynamic contact angles and how they can be discretized naturally. Next, in order to give this abstract definitions a concrete mathematical and physical meaning in terms of partial differential equations, we characterize the state space $\mathbb{Q}$, the energy $\mathcal{E}$, the forces $D\mathcal{E}$, and the dual dissipation $\Psi^*$ in more detail.

### 2.2. State space, energy, and duality

Consider for example a system describing the shape of a liquid droplet by an abstract state $q \in \mathbb{Q}$ given by

$$q = \left\{ \omega \subset \mathbb{R}^d \mid h : \omega \rightarrow \mathbb{R}_+ \right\} \in \mathbb{Q},$$

(17)

where $h$ denotes the height of the liquid droplet over a planar solid surface and $\omega$ is the support of the droplet, i.e., outside the domain $\omega \subset \mathbb{R}^d$ liquid is absent and $h \equiv 0$, cf. Fig. 1. The goal of the manuscript is to derive coupled evolution laws for $q(t)$ and to study corresponding higher-order approximations in space and time. For the moment we assume $\omega$ is simply connected, $h(x) \geq 0$, and $h(x) \equiv 0$ if and only if $x \in \partial \omega$. Furthermore, both $h$ and the boundary $\partial \omega$ are sufficiently smooth. The volume $\text{vol}$ and the area of the support $|\omega|$ of a droplet $q \in \mathbb{Q}$ are given by

$$\text{vol}(q) = \int_\omega h \, d\omega, \quad |\omega|(q) = \int_\omega 1 \, d\omega.$$  

(18)

In this work we consider conserved dynamics, i.e., with initial data $q_0 = q(t = 0)$ we have $\text{vol}(q(t)) \equiv \text{vol}(q_0)$. For some sufficiently smooth given $e : \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ we then define the energy functional $\mathcal{E} : \mathbb{Q} \rightarrow \mathbb{R}$ as

$$\mathcal{E}(q) = \int_\omega e[q] \, d\omega, \quad \text{with} \quad e[q] = e(x, h, \nabla h).$$  

(19)

Note that while the energy $\mathcal{E}$ only depends on the shape of the droplet by $\omega$, viscoelastic fluids would additionally require to keep track of elastic deformations in addition to the shape of droplets $q$. A typical example for the energy of a wetting fluid is $e(x, h, z) = \frac{\nu}{2} |\nabla|^2 + s(x) + hf(x, h)$, where $\frac{\nu}{2} |\nabla|^2 + s$ encodes surface energies and $f$ contains bulk energies such as gravity, i.e., $f(x, h) = g(g_1, \dot{g}_1 + g_2)$ with $g = (g_1, g_2)$ representing the components of gravity in $(x, z)$ direction. In the special case where the surface energy is homogeneous $s(x) = s \in \mathbb{R}$ and no bulk-energies are present $f \equiv 0$ we can also write the energy functional as $\mathcal{E} = \int \frac{\nu}{2} |\nabla h|^2 \, dx + s|\omega|$. This energy density emerges from (7) with $s(x) = S = \sigma_{SV} - (\sigma_{SL} + \sigma)$.

**Remark 2.1.** The energy density $e = \frac{\nu}{2} |\nabla|^2 + s + hf$ is a lubrication approximation of the full energy of the system, where in particular the first term $\frac{\nu}{2} |\nabla|^2$ is an approximation of the full surface area measure $\sigma(1 + |\nabla|^2)^{1/2}$, e.g. [44].

Now consider time-dependent curves $q(t) \in \mathbb{Q}$ and the evolution of the energy $\mathcal{E}(q(t))$. Assuming $\dot{h}$ and $h$ are sufficiently regular, the application of Reynold’s transport theorem on $\mathcal{E}(q(t))$ gives

$$\frac{d}{dt} \mathcal{E}(q(t)) = \int_\omega e_{\gamma} \cdot \nabla h + e_h h \, d\omega + \int_{\partial \omega} e(\dot{x} \cdot v) \, dy,$$

where $\gamma$ is the tangent vector of the droplet, $e_{\gamma} = \frac{\partial e}{\partial x}$, and $e_h = \frac{\partial e}{\partial h}$.
with $\mathbf{x} : \partial \omega \to \mathbb{R}^d$ being the velocity of the boundary which emerges when applying the Reynolds transport theorem and $\mathbf{v} : \partial \omega \to \mathbb{R}^d$ is the outer normal vector field. In addition to the preceding construction, a kinematic condition needs to be satisfied as an essential constraint. Therefore, assume $\mathbf{x}(t) \in \partial \omega(t)$ is any given sufficiently smooth curve on the time-dependent boundary of $\omega(t)$. Due to the virtue of $h(t, \mathbf{x}(t)) \equiv 0$ on $\partial \omega(t)$, after differentiation with respect to time this becomes

$$\dot{h} = -\dot{\mathbf{x}} \cdot \nabla h = \dot{x} |\nabla h|,$$

(20)

where we use $\dot{x} = \dot{\mathbf{x}} \cdot \mathbf{v}$ for the normal velocity of $\partial \omega$. While it would be instructive to use Lagrange multipliers to enforce this constraint, due to its simple algebraic form it can be entirely eliminated from the problem of computing $\dot{x}$ by replacing $\dot{x} = \dot{h} |\nabla h|$ and by modification of the identification of elements $\eta \in V^\star$. This allows us to rewrite $\frac{d}{dt} \mathcal{E}$ entirely in terms of $\dot{h}$ as

$$\frac{d}{dt} \mathcal{E}(q(t)) = \langle \mathcal{DE}, \dot{h} \rangle = \int_\omega e_\varepsilon \cdot \nabla h + e_h h \, d\omega + \int_{\partial \omega} \frac{e}{|\nabla h|} v_h \, d\gamma,$$

(21)

and thereby uniquely defines the driving force $\mathcal{DE}$. Next, we define the corresponding dissipation potentials $\Psi, \Psi^\star$.

2.3. Dissipation and weak formulation with kinematic condition

Assume $h, \omega$ are sufficiently smooth and let $u = (u_r \equiv \pi, u_\ell \equiv \zeta) \in H^1(\omega) \times L^2(\partial \omega) = U$. Define the symmetric, positive bilinear form $a : U \times U \to \mathbb{R}$ by

$$a(u, u) = \int_\omega m[\mathbf{q}] \nabla \pi^2 \omega + \int_{\partial \omega} n[\mathbf{q}] |\nabla \zeta|^2 \omega \, d\gamma,$$

(22)

and the corresponding invertible operator $A : U \to U^\star$ by $a(a_1, a_2) \equiv \langle Au_1, a_2 \rangle_U$. Note that both $a = a(q)$ and $A = A(q)$ depend on $q$ through the non-negative coefficient functions $m, n$ and the shape of $\omega$. Furthermore, for $V = H^1(\omega)$ we define the linear operator $L : V \to U^\star$ by

$$\langle L(v), u \rangle_{U^\star \times U} = \langle v, u_r \rangle_{L^2(\omega)} + \langle v, u_\ell \rangle_{L^2(\partial \omega)},$$

(23)

with $(u, v)_{L^2(\omega)} = \int_\omega uv \, d\omega$ and $(u, v)_{L^2(\partial \omega)} = \int_{\partial \omega} uv \, d\gamma$. This allows us to define the dissipation potential $\Psi : V \to \mathbb{R}$ as

$$\Psi(q, h) = \frac{1}{2} \langle L(h), A^{-1} L(h) \rangle_{U^\star \times U}.$$  

(24)

Now we are going to define the gradient flow evolution problem $\dot{h} = -K(h) \mathcal{DE}(h)$ that emerges from the minimisation problem $h = \arg \min \psi(q, v) + \langle \mathcal{DE}, v \rangle_{V^\star V}$. By differentiation at $\dot{h}$ in the direction of $v$ we get $\langle L(v), A^{-1} L(h) \rangle_{U^\star \times U} + \langle \mathcal{DE}, v \rangle_{V^\star V} = 0$. When we abbreviate $u = -A^{-1} L(h) \in U$ we can write this as the saddle point problem, where we seek $(u, h) \in U \times V$ such that

$$\langle Au, v_\mathbf{u} \rangle_{U^\star \times U} + \langle L(h), v_\mathbf{h} \rangle_{U^\star \times U} = 0,$$

(25a)

$$\langle L^\star(u), v \rangle_{V^\star V} = \langle \mathcal{DE}, v \rangle_{V^\star V},$$

(25b)

for all $(v_\mathbf{u}, v) \in U \times V$. Here we used $\langle L^\star(u), v \rangle_{V^\star V} := \langle L(v), u \rangle_{U^\star \times U}$. Here we can use again that $\langle Au, v_\mathbf{u} \rangle_{U^\star \times U} = a(u, v_\mathbf{u})$ using the definition in (22) and the definition of $L$ in (23). Given a solution of this problem exists, then we have the corresponding dual dissipation $\Psi^\star(q, \eta) = \frac{1}{2} a(u, \eta)$. This allows us to state the final Eulerian weak formulation of the thin-film model with $u = (\pi, \zeta), v = \mathbf{v}_h$, and $v_\mathbf{h} = (\mathbf{v}_\pi, \mathbf{v}_\zeta)$. Similar saddle-point structures for fluid-structure interaction problems with inertia and bulk-interface coupling are considered in [45].

**Definition 2.1** (Weak form of thin-film model). The weak form of the thin-film model is to find $(\mathbf{h}, \pi, \zeta)$ such that

$$\int_\omega \pi \mathbf{v}_h \, d\omega + \int_{\partial \omega} \zeta \mathbf{v}_h \, d\gamma = \int_\omega e_\varepsilon \cdot \nabla \mathbf{v}_h + e_h \mathbf{v}_h \, d\omega + \int_{\partial \omega} \frac{e}{|\nabla h|} \mathbf{v}_h \, d\gamma,$$

(26a)

$$\int_\omega h \mathbf{v}_\pi \, d\omega + \int_{\partial \omega} m[\mathbf{q}] \nabla \pi \cdot \nabla \mathbf{v}_\pi \, d\omega = 0,$$

(26b)

$$\int_{\partial \omega} \dot{h} \mathbf{v}_\xi \, d\gamma + \int_{\partial \omega} n[\mathbf{q}] |\nabla h|^2 \zeta \mathbf{v}_\xi \, d\gamma = 0,$$

(26c)
We introduce the ALE deformation gradient $\bar{x}$ with

$$q \rightarrow \text{by the conditions}$$

$$\omega = \bar{\psi}(\bar{\omega}) \equiv \{x \in \mathbb{R}^d : \exists \hat{x} \in \bar{\omega} \text{ s.t. } x = \bar{\psi}(\hat{x})\},$$

$$h(\bar{\psi}(\hat{x})) = \bar{h}(\hat{x}).$$

The description of the state $q$ by a state $\bar{q}$ is by no means unique but there exists a class of equivalent descriptions in the following sense:

**Remark 2.2 (Equivalent ALE descriptions).** Let $\bar{q} = (\bar{\psi}, \bar{h})$ an ALE state as defined in describing a state $q = (\omega, h)$ introduced in and consider any diffeomorphism $\bar{\psi} : \bar{\omega} \rightarrow \bar{\omega}$ using a new set $\bar{\omega} \subset \mathbb{R}^d$. Then

$$\bar{q} = \left(\bar{\psi} : \bar{\omega} \rightarrow \mathbb{R}^d, \bar{h} : \bar{\omega} \rightarrow \mathbb{R}_+\right),$$

is an equivalent ALE state, when we define the new diffeomorphism by $\bar{\psi} = \bar{\psi} \circ \hat{\psi}$ and correspondingly $h(\bar{\psi}(\hat{x})) = \bar{h}(\hat{x})$. Even if $\bar{\omega} = \bar{\omega}$ this equivalence class contains diffeomorphisms that map $\bar{\omega}$ to itself and thereby preserve the shape of the domain. The goal of the Arbitrary Langrangian Eulerian framework to select a trajectory of ALE descriptions within this equivalence class, such that the evolution equations for $q : [0, T] \rightarrow \bar{Q}$ are replaced by suitable evolution equations for $\bar{q} : [0, T] \rightarrow \bar{Q}$ satisfying.

We introduce the ALE deformation gradient $\bar{F} : \bar{\omega} \rightarrow \mathbb{R}^{d \times d}$, the Jacobian $\bar{J} : \bar{\omega} \rightarrow \mathbb{R}$, and the area $\bar{\omega} : \partial \bar{\omega} \rightarrow \mathbb{R}$

$$\bar{F}(\hat{x}) = \bar{\nabla} \bar{\psi}(\hat{x}), \quad \bar{J}(\hat{x}) = \det \bar{F}(\hat{x}), \quad \bar{\omega}(\hat{x}) = \bar{J}^* \bar{F}^* \nabla \bar{\psi}(\hat{x})$$

using the normal vector field $\bar{\nu} : \partial \bar{\omega} \rightarrow \mathbb{R}^d$. By computing the Eulerian time-derivative of $h$ in we obtain the convective derivative

$$\hat{h}(t, \hat{x}) = \bar{h}(t, x) + \bar{\psi}(t, x) \cdot \nabla h(t, x),$$

with $x = \bar{\psi}(t, \hat{x})$.

**Definition 2.2 (Weak ALE form of thin-film model).** In the following we present two variants of the weak ALE form of the thin-film model, i.e., where the time derivative of the mapping $\bar{\psi}$ is coupled i) or decoupled ii) from the weak formulation. While i) and ii) are equivalent on the continuous level, the discretisation of either variant comes with certain advantages and disadvantages.
i) **Coupled formulation:** The weak form of the thin-film model is to find the quadruple of functions \((\hat{h} : \hat{\omega} \to \mathbb{R}, \hat{\pi} : \hat{\omega} \to \mathbb{R}, \hat{\xi} : \partial\hat{\omega} \to \mathbb{R}, \hat{\psi} : \hat{\omega} \to \mathbb{R}^d)\) such that

\[
\begin{align*}
\int_\omega \tilde{\pi} v_h \, Jd\hat{\omega} + \int_\partial \tilde{\xi} v_h \, A\hat{\omega} &= \int_\omega e_z \cdot \hat{F}^\top \nabla v_h + e_h v_h \, Jd\hat{\omega} + \int_\partial \frac{e}{|\hat{F}^\top \nabla h|} v_h \, A\hat{\omega}, \\
\int_\omega \hat{h} \tilde{v}_h \, Jd\hat{\omega} + \int_\partial m[q] F^\top \nabla \hat{\pi} \cdot \hat{F}^\top \nabla v_h \, Jd\hat{\omega} &= 0, \\
\int_\partial \hat{h} \tilde{v}_h \, A\hat{\omega} + \int_\partial n[q] |\hat{F}^\top \nabla h|^2 \xi \tilde{v}_h \, A\hat{\omega} &= 0,
\end{align*}
\tag{30a-b-c}
\]

for all test functions \((\tilde{v}_h, \tilde{v}_\pi, \tilde{v}_\xi, \tilde{v}_\psi)\) but is still formulated in terms of \(\hat{h} \) and \(v_h\). Using (29), one replaces \(\hat{h} = \tilde{h} - \hat{\psi} \cdot \hat{F}^\top \nabla \hat{\pi}\) and correspondingly \(v_h = \tilde{v}_h - \tilde{v}_\psi \cdot \hat{F}^\top \nabla \hat{\pi}\) in (30) to obtain the weak formulation corresponding to (26). Observe that while the Eulerian time-derivative \(\dot{h}\) has natural boundary conditions, the ALE time-derivative needs to vanish on the boundary, i.e., \(\dot{\hat{h}} = 0\) and \(\tilde{v}_h = 0\) on \(\partial \hat{\omega}\). This is taken into account in the weak formulation as an essential boundary condition and corresponding terms do not appear in boundary integrals upon replacement of \(h\) and \(v_h\). In order to complete this description we need to provide the weak formulation for the rate of the displacement \(\hat{\psi}\). One possible choice is

\[
\int_\omega \hat{D}\hat{\psi} : \hat{D} \tilde{v}_\psi \, Jd\hat{\omega} = 0,
\tag{30d}
\]

using the symmetric gradient \(\hat{D}\hat{\psi} = \frac{1}{2}[\nabla \hat{\psi} \hat{F}^{-1} + \hat{F}^{-\top} (\nabla \hat{\psi})^\top]\). The boundary conditions for \(\hat{\psi}\) emerge from the boundary terms in (30). The remaining ambiguity of the tangential rate at the boundary can be used to select from the equivalence class of ALE description a representation that ensures the quality of the transformation upon discretisation. However, often the tangential component is simply set to zero.

ii) **Decoupled formulation:** The basis of the decoupled formulation is the observation that equations (30) only depend on \(\hat{\psi}\) upon the replacement of \(\hat{h}, v_h\) using (29) as explained in the coupled formulation. While these equations depend nonlinearly on \(\hat{\psi}\), in this form they do not depend on the rate \(\dot{\hat{\psi}}\). Thus we can devise the following solution strategy in three steps.

**Step 1:** In the first step of the decoupled formulation one seeks \((\hat{h} : \hat{\omega} \to \mathbb{R}, \hat{\pi} : \hat{\omega} \to \mathbb{R}, \hat{\xi} : \partial\hat{\omega} \to \mathbb{R})\) such that (30) are valid for all test functions \((\tilde{v}_h, \tilde{v}_\pi, \tilde{v}_\xi)\). Note that here \(\hat{h}\) refers to the Eulerian time-derivative evaluated on the reference domain \(\hat{\omega}\), where for convenience we use the same symbol as for the original Eulerian time-derivative.

**Step 2:** The second step is concerned with the reconstruction of the deformation in \(\hat{q} = (\hat{\psi}, \hat{h})\) from the \(\hat{h}\) computed in the first step. Therefore, first notice that on the boundary \(\partial \hat{\omega}\) we have \(0 = \dot{\hat{h}} = \tilde{h} + \hat{\psi} \cdot \hat{F}^\top \nabla \hat{\pi}\). Thus, using the previously computed \(\hat{h}\) we obtain the (Eulerian) normal component of \(\hat{\psi}\) on the boundary via

\[
\begin{align*}
\nu \cdot \hat{\psi} &= \frac{\hat{h}}{|\hat{F}^\top \nabla h|}, \\
\nu &= -\frac{\hat{F}^\top \nabla \hat{h}}{|\hat{F}^\top \nabla h|}.
\end{align*}
\tag{31a}
\]

The tangential component can be chosen arbitrarily, e.g., \(\hat{\psi} \cdot \nu = 0\) is a common but not necessarily optimal choice. Using the boundary values determined from \(\hat{h}\) we can now solve (30d) to determine \(\tilde{\psi}\), specifically we now solve for \((\tilde{\psi} : \tilde{\omega} \to \mathbb{R}^d, \tilde{\lambda} \cdot \partial\tilde{\omega} \to \mathbb{R}^d)\) such that

\[
\begin{align*}
\int_\omega \hat{D}\tilde{\psi} : \hat{D} \tilde{v}_\psi \, Jd\hat{\omega} + \int_\partial \tilde{\lambda} \cdot \tilde{\psi}_\xi \, d\hat{\omega} &= 0, \\
\int_\partial \tilde{\psi} \cdot \tilde{v}_\lambda \, d\hat{\omega} &= \int_\partial -\tilde{\lambda} \cdot \left(\frac{\hat{F}^\top \nabla \hat{h}}{|\hat{F}^\top \nabla h|^2} \hat{h} + c_1 \nu\right) \, d\hat{\omega},
\end{align*}
\tag{31b-c}
\]

for all \((\tilde{v}_h, \tilde{v}_\pi, \tilde{v}_\xi)\). Here \(\tilde{\lambda}\) is a Lagrange multiplier for the constraint enforcing the Dirichlet boundary conditions and \(c_1\) contains a possible (arbitrary) correction of the tangential component of \(\tilde{\psi}\).
Step 3: In the third and final step we compute \( \dot{h} \) using the Lagrangian variant of (29), i.e.,

\[
\dot{h}(t, \bar{x}) = h(t, \bar{x}) + \psi(t, \bar{x}) \cdot \nabla h(t, \bar{x}),
\]

using \( h \) computed in step 1 and using \( \psi \) computed in step 2. The resulting \( \dot{h} \) automatically satisfies the desired boundary condition \( \dot{h} = 0 \) on \( \partial \omega \) by construction.

The coupled and decoupled formulation (30) and (31) of the continuous thin-film problem with dynamic contact angle solve the same problem since both emerge from the same weak formulation (26) upon a change of variables from Eulerian time derivative \( \dot{h} \) to an ALE time-derivative \( \dot{h} \). However, once one introduces a time-discretization both formulations can potentially differ due to a different choice of semi-implicit discretization. In such a case, the coupled formulation might be better suited if one desires to implement a fully implicit time-discretisation. Alternatively, the decoupled formulation will in general be easier to implement because solving for \( \dot{h} \) in step 1 and the reconstruction of \( \dot{q} = (\dot{\nu}, \dot{\sigma}) = F(\dot{q}) \) are decoupled and lead to smaller systems of linear equations. Then the evolution of the droplet is computed by solving

\[
\dot{q} = F(\dot{q}),
\]

using a suitable discretisation. The original state can then be reconstructed via (27).

2.5. Weak and strong contact line dissipation limits

Thin-film model with dynamic contact line. Before we have stated the thin-film models in their variational gradient flow form. This is extremely useful if one is interested in the discretisation of these equations using finite elements. Also, the transition from the thin-film PDE to the weak formulation is not at all obvious compared to the reverse transition from the weak formulation to the PDE. Therefore, using the weak formulation in Eulerian coordinates provided in (26), we assume the the solution is sufficiently regular to employ integration by parts. Starting with (26c) and for given initial data \( q_0 = (\omega(t = 0), h(t = 0)) \) we obtain

\[
\dot{h} - \nabla \cdot (m[q] \nabla \pi) = 0, \quad \text{in } \omega, \quad (33a)
\]

\[
m[q] \nu \cdot \nabla \pi = 0, \quad \text{on } \partial \omega, \quad (33b)
\]

where the second natural boundary condition ensures the conservation of volume \( \frac{1}{2} \int_0^\infty h \, dx = 0 \). Using, for example, the energy density \( e[q] = \frac{\sigma}{2} |\nabla h|^2 + s + hf(x, h) \) we obtain from (26a) the generalized forces/pressures

\[
\pi = -\sigma \Delta h + \partial_h(hf), \quad \text{in } \omega, \quad (33c)
\]

\[
\zeta = |\nabla h|^{-1} (\frac{\sigma}{2} |\nabla h|^2 + s), \quad \text{on } \partial \omega. \quad (33d)
\]

Finally, using (26c) we directly obtain the dynamic boundary condition (dynamic contact line)

\[
\dot{h} + n[q]|\nabla h|^2 \zeta = 0, \quad \text{on } \partial \omega. \quad (33e)
\]

These equations are supplemented with the kinematic condition for the motion of the domain, i.e.,

\[
\dot{h} + \dot{x} \cdot \nabla h = 0, \quad \text{on } \partial \omega. \quad (33f)
\]

The equations in (33) are the full thin-film model with dynamic contact angle as a dynamic boundary condition and a general driving force encoded in the energy \( e \). If desired, one can insert the forces \( \pi, \zeta \) from (33c,33d) into the partial differential equation (33a) and (33e). Alternatively, one can also represent the dynamic contact angle (33c) as an equation for the normal component of the velocity \( \dot{x} = \dot{x} \cdot \nu = -\dot{x} \cdot \nabla h/|\nabla h| \), i.e.,

\[
\dot{x} = -n[q]|\nabla h| \zeta = -n[q] \left( -\frac{\sigma}{2} |\nabla h|^2 + s \right). \quad (34)
\]

Often one has a mobility \( m[q] = m_0|h|^\alpha \) with \( m_0 > 0 \) which supports a moving contact line for \( 0 \leq \alpha < 3 \) but produces a logarithmic singularity for \( \alpha = 3 \). Similarly, for the dynamic contact angle we have \( n[q] = n_0|\nabla h|^\beta \) for \( n_0 > 0 \). The equilibrium contact slope (angle) implied by (34) is \( |\nabla h| = (2s/\sigma)^{1/2} \) for \( s \geq 0 \).
Remark 2.3 (Existing work on dynamic contact angles). Dynamic contact angles for thin films have been known for a long time \([33, 45, 47]\) and are attributed to localized dissipation at the contact line \([1]\). Several works consider hydrodynamic models and microscopic origins of dynamic contact angle, e.g. \([31, 29]\) and can be directly applied to thin film models in a small slope approximation \(\sin \theta \approx |\nabla h| \ll 1\).

Only a few studies go beyond the formulation of laws for dynamic contact angle and treat the moving contact line as a sharp-interface. Limat et al. \([48]\) consider sliding droplets with dynamic contact angle using a formal expansions around a singular corner tip. Works by Knüpfer, Gnann, Otto & Giacomelli \([49, 50]\) perform the mathematical analysis of models for spreading or partial wetting and in particular Chiricotto & Giacomelli \([51]\) recently proposed a model for a dynamic contact angle based on the hydrodynamic work by Ren & E \([18]\). A related model was derived by Doi et al. \([52]\) based on Onsager’s principle and studied numerically.

Similar fourth-order problems based on Wasserstein gradient flows but without dynamic contact angles have been considered using Lagrangian schemes in \([54]\). However, the authors of this work are not aware of any work that presents a weak formulation for thin films with dynamic contact angle based on gradient flows or implements a full transient thin-film model with dynamic contact angles.

In the following we discuss the limits of strong and of weak contact line dissipation, which in terms of mobilities correspond the the limits of vanishing contact line mobility \(n \to 0\) and of infinite contact line mobility \(n \to \infty\), respectively. We present the resulting system of partial differential equation and, as before, the corresponding weak formulation that is suitable for a finite element discretisation.

**Weak contact line dissipation limit** \(n \to \infty\). Let us first consider the limit of weak contact line dissipation or large contact line mobility \(n \to \infty\). This leads to \((33d)\) and \((33e)\) together, resulting in a boundary condition where the contact angle is in equilibrium, i.e., \(|\nabla h| = (2s/\sigma)^{1/2}\).

For given initial data \(q_0 = (\omega(t = 0), h(t = 0))\) one seeks solutions \(h, \pi\) of

\[
\begin{align*}
\dot{h} - \nabla \cdot (m[q] |\nabla \pi|) &= 0, & \text{in } \omega, \\
\pi &= -\sigma \Delta h + \partial_t (h f), & \text{in } \omega, \\
m[q] \nu \cdot \nabla \pi &= 0, & \text{on } \partial \omega, \\
|\nabla h| &= (2s/\sigma)^{1/2}, & \text{on } \partial \omega,
\end{align*}
\]

together with the kinematic condition for the evolution of the domain \(\omega(t)\)

\[
\dot{h} + \mathbf{x} \cdot \nabla h = 0, \quad \text{on } \partial \omega.
\]

For the system to be consistent, we require that the initial conditions already satisfy the equilibrium contact angle condition \(|\nabla h(t = 0)| = (2s/\sigma)^{1/2}\). In the corresponding weak formulation of the weak contact line dissipation limit one just needs to adjust the identification of boundary forces. Then, the forces at the contact line are always in equilibrium and in the weak formulation we seek \((\dot{h} : \omega \to \mathbb{R}, \pi : \omega \to \mathbb{R})\) such that

\[
\begin{align*}
\int_\omega \pi v_h \, d\omega &= \int_\omega e_z \cdot \nabla v_h + e_h v_h \, d\omega + \int_{\partial \omega} \frac{e}{|\nabla h|} v_h \, d\gamma = \langle \text{D}E(q), v_h \rangle, \\
\int_\omega h v_x \, d\omega + \int_\omega m[q] |\nabla \pi| \cdot \nabla v_x \, d\omega &= 0,
\end{align*}
\]

holds true for all test functions \((v_h : \omega \to \mathbb{R}, v_x : \omega \to \mathbb{R})\). This weak formulation is equivalent to the variational formulation of the free boundary thin-film problem presented in \([55]\).

**Strong contact line dissipation limit** \(n \to 0\). Let us finally consider the slightly more subtle limit of strong contact line dissipation or vanishing contact line mobility \(n \to 0\), which we perform by setting the mobility to

\[
n[q] = \epsilon \dot{h}[q].
\]
and then let $\varepsilon \to 0$. For given initial data $q_0 = (\omega_0, h_0)$ with volume $\text{vol}(q_0)$ consider a solution $h_\varepsilon$ of (33). What happens for $\varepsilon \to 0$ is that the contact line freezes and from (33e) and (33f) we deduce $h_\varepsilon \to 0$ and $\dot{x}_0 \to 0$ on $\partial \omega$ for any fixed time $T$. Similarly, if we let $T \to \infty$ but $T = o(\varepsilon^{-1})$ as $\varepsilon \to 0$, then $h_\varepsilon(T, x)$ approaches a stationary solution $\hat{h}$ which minimizes the energy for any fixed given $\hat{\omega}$, i.e., $h_\varepsilon(T, x) \to \hat{h}_{\omega}(x)$ with

$$
\hat{h}_{\omega} = \arg\min_{h, \text{vol}(q) = \text{vol}(q_0)} E(q = (h, \hat{\omega})),
$$

(38a)

provided that such a solution exists and that it is meaningful, which we comment on later. If we rescale the time $\tilde{t} = \varepsilon t$ such that $\tilde{x} = \varepsilon^{-1} x$, then the domain evolves again according to

$$
\dot{\tilde{x}} = -\hat{h}[\tilde{q}] (\frac{\varepsilon}{\tilde{r}} |\nabla \tilde{h}_\varepsilon|^2 + s),
$$

(38b)

for the stationary profile $\hat{h}$ from the minimisation (38a). For any given initial data $\tilde{q}_0 = (\tilde{\omega}_0, \hat{h}_0)$, the system (38) is a gradient flow evolution, where $\tilde{h}$ is already determined by the initial volume $\text{vol}(q_0)$ and $\tilde{\omega}$ through (38a), i.e., $\hat{h}(t) \equiv \hat{h}_{\omega(t)}$. The weak formulation for strong contact line dissipation limit is to find ($\hat{\omega} \in \mathbb{R}, \hat{h} : \omega \to \mathbb{R}$) such that

$$
\int_\omega \hat{h} v_b \, d\omega = \int_\omega e_z \cdot \nabla v_b + e_h v_b \, d\omega,
$$

(39a)

$$
\int_\omega \hat{h}_{\omega} \, d\omega = \text{vol}(q_0),
$$

(39b)

with homogeneous Dirichlet boundary conditions for $\hat{h}$ and the test functions $v_b$ and the Lagrange multiplier $\hat{\omega} \in \mathbb{R}$. From the corresponding solution we determine the contact line velocity using (38b). This equation is simpler to solve than (26) since the bulk force balance and boundary force balance decouple and are now contained in (39a) and (39b).

This and similar types of quasi-static droplet evolution have been previously investigated with respect to aspects of modeling, numerics, and mathematical well-posedness, e.g., cf. [56, 57, 58]. While model hierarchies for quasi-static evolution have been discussed for the Stokes free boundary problem, e.g., cf. [59], similar hierarchies and in particular the numerical treatment of thin-film free boundary problems with dynamic contact angles are poorly investigated in literature. Despite the lack of a rigorous proof or a formal asymptotic argument, the variational models presented here are the natural candidates for a strong or weak contact line dissipation limit. The following remark emphasizes the need for such a hierarchy.

**Remark 2.4 (Feasibility of $\hat{h}_\omega$).** In general not all states $\tilde{q} = (\tilde{\omega}, \hat{h}_\omega)$ that result from the minimisation in (38a) are feasible, i.e., it is not guaranteed that minimizers satisfy $\hat{h}_\omega \geq 0$ inside $\hat{\omega}$. However, violation of this condition renders such a solution meaningless and one would have to fall back to the full problem (33) and expect topological transitions on a shorter time scale. For a concrete counterexample on a unit disc $\hat{\omega} = B_1(0)$ see Fig. 2.

![Figure 2: Side view of stationary droplet shapes $h_\varepsilon$ on a unit disc $\omega = B_1(0)$ with $\text{vol} = 1$, $\sigma = 1$, $\varepsilon = 0.01$, $g_z = 0$ and gravity in $x$-direction increasing from (left) to (right) $g_z = \{2, 4, 6, 8, 10\}$ showing that positivity of solutions is is violated for $g_z \geq 6$.](image)

Topological transitions are a general issue for virtually all sharp-interface models for free boundary problems. For related mean curvature flows “surgery” as introduced by Huiksen & Sinestrari [60] is a candidate for a well-defined procedure to handle topological transitions for certain thin-film problems, which we leave for future work.
2.6. Related thin-film models
While the classical thin-film model for viscous fluids [3] has properties such as non-negativity or finite propagation velocity [61], there is a much larger class of related models that possess a similar gradient structure and thus require similar numerical methods. In the following, we will discuss some similarities and differences in more detail. A more general class of nonlinear parabolic PDEs is given by

$$\partial_t h - \nabla \cdot (m[h] \nabla \mu) + M[h] \mu = 0, \quad \mu = \frac{\delta E[h]}{\delta h},$$ (40a)

where $m, M$ are positive mobilities that depend on the state $h$, i.e.,

$$m[h] = m(h, \nabla h) \geq 0, \quad M[h] = M(h, \nabla h) \geq 0,$$ (40b)

and the energy is given by some density

$$E(h) = \int E[h] \, dx, \quad E[h] = E(h, \nabla h, \Delta h),$$ (40c)

for some $E : \mathbb{R} \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ such that $\mu = \partial_h E - \nabla \cdot (\partial_{\nabla h} E) + \Delta(\partial_{\Delta h} E)$. For $m > 0$ and $M = 0$ the dynamics is a $H^{-1}$ gradient flow and for $m = 0$ and $M > 0$ the dynamics is a $L^2$ gradient flow. Otherwise the dynamics is of mixed type. Smooth solutions satisfy the energy balance

$$\frac{d}{dt} E(h(t)) = - \int m|\nabla \mu|^2 + M\mu^2 \, dx \leq 0.$$ (40d)

With $E[h] = E(h, z, d)$, then the following classes of models are considered in literature as special cases:

i) Cahn-Hilliard models: $E[h] = \frac{\alpha}{2} |z|^2 + W_0(h), \quad m[h] = m_0(h), \quad M \equiv 0$,

ii) Allen-Cahn models: $E[h] = \frac{\alpha}{2} |z|^2 + W_0(h), \quad m \equiv 0, \quad M[h] = M_0(h),$

iii) reaction-diffusion: $E[h] = h(\log h - 1), \quad m[h] = m_0(h), \quad M[h] = M_0(h),$

iv) epitaxy: $E[h] = \frac{\alpha}{2} |d|^2 + W_1(z), \quad m \equiv 0, \quad M[h] = M_1(z)$.

Cahn-Hilliard-type models i) with nonconvex $W_0$ are typically used to describe diffusion and phase-separation or become classical thin-film models when $W_0$ is an intermolecular potential or wetting energy. For thin-films usually $m_0(h) = \tilde{m}_0|h|^\alpha$, where the exponent $\alpha \geq 0$ of the degeneracy determines the qualitative behavior of the support, which is the crucial property for this work and makes the numerical treatment challenging, whereas if $h > 0$ is ensured, usually standard methods for parabolic PDEs are available. Allen-Cahn-type models ii) with nonconvex $W_0$ are typically used to describe phase-transitions. For a convex energy iii) with general mobilities $m_0$ and $M_0$ usually reaction-diffusion systems are described. Gradient-dependent mobilities and energies with dependency on second-order derivatives and with Ehrlich–Schwoebel terms are used in epitaxy models with slope selection $W_1(z) = \frac{1}{4}(|z|^2 - 1)^2$ or without slope selection $W_1(z) = -\frac{1}{2} \ln(1 + |z|^2)$. All above models share the gradient structure and therefore energy-stable discretizations are highly desirable, in particular if the long-time or coarsening dynamics is of interest. Research has focussed on time-discretizations, e.g., using convex-concave splitting, and on energy-stability [62] [63], or positivity preserving [64] [65] schemes for global models [66]. Extensions for anisotropic energies have been considered in [67] [68].

3. Higher-order discretisation of moving domains
In the following we will present a space and time-discretisation of the thin-film problem with dynamic contact angle. For simplicity we will focus on higher-order discretisations of the decoupled weak ALE formulation introduced in Definition [22] and follow the presented 3-step strategy in order to construct a single first-order time step evolution step of the state $\tilde{q}^{n+1} = \tilde{q}(t)$ to $\tilde{q}^n = \tilde{q}(t + \tau)$. Note that we use $h$ for Eulerian time derivatives. Since solutions $h$ at time $t$ and $t + \tau$ are defined on different domains, this expression cannot be approximated by a difference quotient. Therefore, we stick to the unconventional dot-notation and introduce difference quotients only later in the ALE frame.
### 3.1. Single decoupled step

**Step 1.** In the first step, for a given \( \tilde{q}^{n-1} = (\tilde{\psi}, \tilde{h}) \) and corresponding explicitly given \( F = \nabla \tilde{\psi}, J = \det F \) and \( \tilde{A} = \tilde{J}[\tilde{F}^{-T} \tilde{v}] \) we seek \( \tilde{h}, \tilde{\omega} : \tilde{\omega} \to \mathbb{R} \) and \( \tilde{c} : \partial \tilde{\omega} \to \mathbb{R} \) such that

\[
\int_{\tilde{\omega}} \pi v_h \tilde{J} d\tilde{\omega} + \int_{\partial \tilde{\omega}} \tilde{c} v_h \tilde{A} d\gamma = \int_{\tilde{\omega}} e_c^2 \cdot \tilde{F}^{-T} \nabla v_h + e_h v_h \tilde{J} d\omega + \int_{\partial \tilde{\omega}} \frac{e}{\tilde{F}^{-T} \nabla h} v_h \tilde{A} d\gamma,
\]

\[
\int_{\tilde{\omega}} h v_h \tilde{J} d\tilde{\omega} + \int_{\partial \tilde{\omega}} m[\tilde{q}] \tilde{F}^{-T} \tilde{v} \cdot \tilde{F}^{-T} \nabla v_h \tilde{J} d\omega = 0,
\]

\[
\int_{\partial \tilde{\omega}} h v_c \tilde{A} d\gamma + \int_{\partial \tilde{\omega}} n[\tilde{q}] \tilde{F}^{-T} \nabla h^2 \tilde{c} \tilde{v} \tilde{A} d\gamma = 0,
\]

holds for all \((v_h, \tilde{v}_c, \tilde{v}_a)\). In a later time-discretization, the highest-order term \( e_c \) is treated semi-implicitly in \( h \) by setting \( e_c^H = \partial_t e(\tilde{\psi}, \tilde{h}, \tilde{F}^{-T} \nabla (h + \tau h)) \) but the lower-order terms are treated explicitly by setting \( e_h = \partial_t e(\tilde{\psi}, \tilde{h}, \tilde{F}^{-T} \nabla h) \), i.e., geometric nonlinearities due to \( \tilde{F} \) are treated explicitly. The implicit treatment of \( e_c \) will provide the usual stabilisation of higher-order parabolic equations to avoid small time-step restrictions.

**Step 2.** Also for the discretized system, in the second step the ALE time-derivatives \( \dot{\tilde{q}} = (\dot{\tilde{\psi}}, \dot{\tilde{h}}) \) are reconstructed from \( \tilde{h} \) computed in the first step. Therefore seek \( \dot{\tilde{\psi}} : \partial \tilde{\omega} \rightarrow \mathbb{R}^d, \tilde{A} : \partial \tilde{\omega} \rightarrow \mathbb{R}^d \) such that

\[
\int_{\tilde{\omega}} \mathbb{D} \dot{\tilde{\psi}} : \mathbb{D} \tilde{v}_\psi \tilde{J} d\tilde{\omega} + \int_{\partial \tilde{\omega}} \tilde{A} \cdot \tilde{v}_\psi d\gamma = 0,
\]

\[
\int_{\partial \tilde{\omega}} \dot{\tilde{\psi}} \cdot \tilde{v}_A d\gamma = -\int_{\partial \tilde{\omega}} \tilde{A} \cdot \left( \frac{\tilde{F}^{-T} \nabla h}{\tilde{F}^{-T} \nabla h} \dot{\tilde{h}} + c_1 \dot{\tilde{t}} \right) d\gamma,
\]

for all \((\tilde{v}_\psi, \tilde{v}_A)\) with the Eulerian symmetric gradient \( \mathbb{D} \tilde{w} = \frac{1}{2}(\nabla \tilde{w} \tilde{F}^{-1} + \tilde{F}^{-T} \nabla \tilde{w}^T) \).

Now we discuss the choice of \( c_1 \) in more detail. If one is interested in gravity-driven droplet motion with gravity \( g = (g_x, g_z) \) and in-plane gravity \( g_x = g \hat{e} \) pointing in the direction of the unit vector \( \hat{e} \), then often solutions contain a major translation coupled to a mostly unpredictable deformation of the overall droplet shape. For example: Neglecting the domain deformation and assuming only translation, the solution is a traveling wave of the form \( h(t, x) = \tilde{h}(\tilde{x}) \) for \( \tilde{x} = x - c \tilde{t} \) with velocity \( c > 0 \). Such a profile has the Eulerian time-derivative \( \dot{h}(t, x) = -c \hat{e} \cdot \nabla \tilde{h}(\tilde{x}) \) for all \( t \). If we would let \( c_1 \equiv 0 \), then \( \dot{\tilde{\psi}} \) would only extract the normal component for the translation of \( \omega \) and therefore according to (31) we have \( \dot{\tilde{\psi}} = (\dot{h}/|\nabla h|) v = c(\hat{e} \cdot v) v \) with outer normal \( v \) of the translating support \( \tilde{v} \equiv v \). In a moving frame we have the projected velocity \( \hat{e} \cdot (\dot{\tilde{\psi}} - c \hat{e}) = c(\hat{e} \cdot v) v - \hat{e} \cdot \hat{e} = c(\hat{e} \cdot v)^2 - 1 \leq 0 \). This shows that with normal updates, points will generally move backward in the comoving frame of reference, unless \( \hat{e} \cdot v = \pm 1 \). A good strategy in this case is to choose \( c_1 \) so that the domain motion can accommodate to the constant traveling wave speed. For an arbitrary given \( \dot{\tilde{\psi}} \), an estimate for the translational velocity \( w = \hat{e} c \) can be made by minimizing

\[
\min_{w \in \mathbb{R}^d} \int_{\partial \omega} \left( \dot{\tilde{\psi}} - w \cdot v \right)^2 d\gamma \quad \rightarrow \quad w = \left( \int_{\partial \omega} v \otimes v d\gamma \right)^{-1} \int_{\partial \omega} (\dot{\tilde{\psi}} - v) v d\gamma \in \mathbb{R}^d,
\]

and \( \dot{\tilde{\psi}} = (h/|\nabla h|) v \). With the resulting estimated translational velocity we then choose \( c_1 = \tau(w \cdot t) \). Alternatively, one can also choose \( \tilde{v}_A \) to point only in the direction of the Eulerian outer normal and determine the tangential velocity with the least elastic deformation energy.

**Step 3.** The projection of the final step is performed with \( \tilde{h} \) and \( \dot{\tilde{\psi}} \) as in Definition 2.2 but instead the condition is required weakly, i.e., seek \( \tilde{h} \) such that

\[
\int_{\omega} \tilde{h} v d\omega = \int_{\omega} (\dot{\tilde{\psi}} + h) d\omega,
\]

in order to project from the possibly different finite element spaces for \( \tilde{h} \in V \) and \( \dot{\tilde{\psi}} \in W \) to the one for \( \tilde{h} \in V_0 \).
Remark 3.1 (Energy-stability). For gradient structures with \( \mathcal{R}(q, v) := \tau \Psi(q, v) + \mathcal{E}(q + \tau v) \), the successive minimization of \( \mathcal{R} \) defines a sequence

\[
q^{n+1} = \arg \min_{q} \mathcal{R}(q^n, v), \quad v = \frac{1}{\tau} (q - q^n).
\]

Using the beforementioned properties \( \Psi(q, 0) = 0 \) and \( \Psi(q, v) \geq 0 \) the minimizer satisfies \( \tau \Psi(q^n, v) + \mathcal{E}(q^{n+1}) = \mathcal{R}(q^n, v) \leq \mathcal{R}(q^n, 0) = \mathcal{E}(q^n) \) and therefore ensures the energy descent on the time-discrete level. Employing the same calculation as in the derivation of the saddle-point problem \([25]\), then the minimization of \((45)\) gives

\[
a(u, v) + \langle L \frac{q^n - q^0}{\tau}, v \rangle = 0,
\]

\[
\langle L(v), u \rangle = \langle \mathcal{D} \mathcal{E}(q^{n+1}), v \rangle,
\]

where the state-dependence of \( a(u, v) \) as in \((45)\) is evaluated at \( q^n \) and \( \mathcal{D} \mathcal{E} \) is evaluated implicitly at \( q^{n+1} \). For thin-film equations on a fixed domain such a numerical scheme would be straightforward to implement. However, for the problem presented here the difference \( \frac{q^{n+1} - q^n}{\tau} \) still needs to be transferred to a Lagrangian time-derivative of \( h \) and the domain motion. Also, a fully implicit treatment of the dependence on the domain shape in \( \mathcal{E} \) presents a highly nonlinear problem and we choose to use the decoupled semi-implicit scheme for its simplicity and speed, since its formulated mostly in Eulerian variables and requires only the solution of a single linear system.

3.2. Time-stepping

Based on the single decoupled step resulting in unknown quantities that we denote by \( \bar{q}_{k,n} = (\bar{q}, \bar{h}) \), different integration schemes to evolve \( \bar{q}^{n-1} \) to \( \bar{q}^n \) by a time-increment \( \tau \) can be devised. Therefore, for a given \( k \in \mathbb{N} \) we introduce sub-steps of size \( \tau/k \)

\[
\bar{q}_{(j)} = \bar{q}_{(j-1)} + \frac{\tau}{k} \bar{q}_{k,n}(j, \tau)k, \quad j = 1 \ldots k,
\]

for \( j = 1 \ldots k \), where we denote \( \bar{q}_{(0)} = \bar{q}^{n-1} \) and \( \bar{q}_{(k)} = \bar{q}_{n/k} \). Then, the following higher-order strategies can be defined

- First-order semi-implicit base step (SEMI1):
  \[
  \bar{q}^n(1, \tau) = \bar{q}^{n-1} + \tau \bar{q}_{k,n}(1, \tau),
  \]
- Second-order Richardson extrapolation (RICH2):
  \[
  \bar{q}^n(2, \tau) = 2\bar{q}^{n-1} - \bar{q}^{n-2},
  \]
- Third-order Richardson extrapolation (RICH3):
  \[
  \bar{q}^n(3, \tau) = \frac{8}{3} \bar{q}^{n-1} - \frac{4}{3} \bar{q}^{n-2} + \frac{1}{3} \bar{q}^{n-3},
  \]

where for any \( \bar{q}^n(r, \tau) \) of \( r \)th-order with step-size \( \tau \), the higher-order method is defined by the extrapolation \([69, 70]\

\[
\bar{q}^n(r + 1, \tau) = \frac{2^r \bar{q}^n(r, \tau/2) - \bar{q}^n(r, \tau)}{2^r - 1},
\]

using the lower order methods and can thus be written in terms of sub-steps of the base step \( \bar{q}_{k,n}^{r/k} \). The usefulness of these time-stepping schemes will be investigated with respect to the experimental convergence rate for exemplary solutions. Other higher-order discretisation schemes require different discretisations strategies of the original weak formulation, where instead of the semi-implicit decoupled step, usually the fully coupled formulation would be needed to discretize and solve. In practice this approach might be undesired because of the complexity of the resulting nonlinear PDE system. Note that while the overall problem is nonlinear, all elementary solution steps of the decoupled scheme involve solving linear systems once.

3.3. Discretisation of strong contact line dissipation model

Now we discuss the algorithmic aspects of the first-order in time (SEMI1) and higher-order space discretisation in the strong contact line dissipation limit and use the same higher-order time-discretisation based on extrapolation,
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4. Free boundary problems with dynamic contact angle: droplets and ridges

In this section we present results that underline the physical relevance of models with dynamic contact angle and show the convergence of the proposed spatial and temporal discretisations. We study the full transient model with Q1, Q2, and Q3 FE using decoupled time discretisation with SEMI1, RICH2 and RICH3 higher-order schemes. As an alternative for models with strong contact line dissipation, we also show related results with P1 and P2 FE using the same time discretisation.

Consider solutions $q(t) = (\omega(t), h(t))$ of the thin-film problem with the energy

$$
\mathcal{E}(q) = \int_\omega \frac{\varepsilon}{2} |\nabla h|^2 + s + \rho h (g_x \cdot \mathbf{x} + \frac{1}{2} g_z h) \, d\omega + \varepsilon \int_{\partial \omega} \mathbf{d} \nu,
$$

where we consider initial domains being balls of radius $R$ and arbitrary volume, i.e., $\omega(t=0) = B_R(0)$ and $vol(q_0) = V_0$. For the contact line dissipation we use a constant mobility $n[q] = n_0 \in \mathbb{R} > 0$. In order to nondimensionalize this problem we introduce scales

$$
x = [L] \hat{x}, \quad z = [Z] \hat{z}, \quad t = [T] \hat{t},
$$

and rescale the initial data such that with $L = R$ we get $\hat{\omega}(t = 0) = B_1(0)$ and with $Z$ such that $vol(\hat{q}_0) = 1$. Using $\hat{\varepsilon}_0 = \sigma Z^2 / L^2$ we can write

$$
\hat{\mathcal{E}} = (\hat{\varepsilon}_0 L^4)^{-1} \mathcal{E} = \int_\Omega \frac{1}{\hat{L}} |\nabla \hat{h}|^2 + \hat{s} + \hat{h} (\hat{g}_x \cdot \hat{x} + \frac{1}{2} \hat{g}_z \hat{h}) \, d\hat{\omega} + \hat{e} \int_{\partial \hat{\omega}} \mathbf{d} \hat{\nu},
$$

with $\hat{e} = e/\hat{\varepsilon}_0 L$, $\hat{s} = s L^2 / (\sigma Z^2)$, $\hat{g}_x = \rho g_x L^3 / (\sigma Z)$ and $\hat{g}_z = \rho g_z L^2 / \sigma$, where for the validity of the thin-film approximation one would generally need to assume $Z \ll H$. While with these assumptions the initial data $\hat{\omega}(t = 0) = B_1(0)$ and $vol(\hat{q}_0) = 1$ are basically fixed, we have the three nondimensional parameters $\hat{s}, \hat{g}_x, \hat{g}_z$ in the problem. Rescaling the time using $T = \mu L^4 / (\sigma H^3)$ one obtains

$$
\partial_t \hat{h} - \nabla \cdot (\hat{m} \hat{h}) \nabla \hat{\kappa} = 0, \quad \text{in } \hat{\omega}, \quad (54a)
$$

$$
\partial_t \hat{h} + \hat{n}_0 |\nabla \hat{h}|^2 \hat{\zeta} = 0, \quad \text{on } \partial \hat{\omega}, \quad (54b)
$$

$$
m(\hat{h}) \nu \cdot \nabla \hat{\kappa} = 0, \quad \text{on } \partial \hat{\omega}, \quad (54c)
$$

together with the generalized forces $\hat{\kappa}$ and $\hat{\zeta}$ being

$$
\hat{\kappa} = -\Delta \hat{h} + \hat{g}_x \cdot \hat{x} + \hat{g}_z \hat{h}, \quad \text{in } \hat{\omega}, \quad (54d)
$$

$$
\hat{\zeta} = |\nabla \hat{h}|^{-1} ( - \frac{1}{2} |\nabla \hat{h}|^2 + \hat{s} + \hat{e} \hat{k}), \quad \text{on } \partial \hat{\omega}. \quad (54e)
$$

In the following we drop the hat symbols for convenience and use only the rescaled equations if not stated otherwise.

4.1. Droplet motion with transient dynamics

In this section we study solutions of the general transient model (54) with dynamic contact angle. The rescaled mobility in such a case is $m(\hat{h}) = \frac{1}{2} \hat{h}^3 + bh^2$, where $b$ encodes the rescaled slip length. However, in order to fully concentrate on the effect of contact line dissipation and to avoid the discussion on the role of the slip length we will choose $m(\hat{h}) = \hat{h}^2$ for this section. We consider the transient model without mean curvature stabilisation, i.e., $e \equiv 0$. 
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In Fig. 3 traveling wave solutions for different parameters are shown. For sufficiently strong tangential gravity $g_x$ and small contact line mobility $s_0$ droplets develop a rather sharp corner as shown in i), whereas ii) and iii) show that increasing the normal gravity $g_z$ or the spreading coefficient $s$ can regularize this corner, whereas a smaller spreading coefficient $s$ will lead to more asymmetric droplets. The most notable feature that would be absent for $m(h) = h^2$ without dynamic contact angle is the sharp corner at the rear end of the sliding droplet [55] but can otherwise only be recovered using cubic mobility $m(h) = \frac{1}{2} h^3 + bh^2$ for sufficiently small regularisation $b \to 0$ [75]. We are going to use the example of sliding droplets to study the convergence of solutions in space and time. In Fig. 4 traveling wave solutions with Q1 and Q2 FE on coarse and fine meshes are shown. The advantage of Q2 over Q1 elements is that droplets with a smooth circumference can be represented well already on coarse meshes as shown by the initial data at $t = 0.5$. However, for pointy droplets at $t = 2$ the higher order is not necessarily an advantage and local mesh refinement is the better strategy. The convergence of the higher-order time-discretisation is shown in Fig. 6 and nicely produces the expected experimental order of convergence for the $L^2$ errors of $h$ and $\psi$. However, the spatial order of convergence shown in Fig. 6 only shows a marginal improvement using a higher-order discretisation. The main benefit for going from Q1 to Q2 appears to be a better prefactor for the error. This is not entirely unexpected since the regularity of weak solution, cf. [76, 49], does not give sufficient more regularity to justify a better convergence beyond the better representation of solutions of coarse meshes (see Appendix A). Additionally, the projection of the Eulerian time-derivative $\dot{h}$ to the ALE time-derivative $\bar{\dot{h}}$ using $\bar{\dot{h}} = \dot{h} + \mathbf{ψ} \cdot \bar{F}^{-1} \nabla h$ introduces a nontrivial coupling of space and time discretisations, that could ultimately also affect the convergence order in space. Solving these problems requires special numerical techniques, which go somewhat beyond the scope of this paper, i.e., extension to geometrically conformal FE spaces or discontinuous Galerkin time discretisations cf. [77, 78].
4.2. Droplet motion with strong contact line dissipation

When setting the time scale to $T = L/n_0\epsilon_0$, the nondimensional evolution for the dynamic contact angle becomes

$$\dot{x} = -\left(-\frac{1}{2}|\nabla h|^2 + s + \epsilon\kappa\right). \quad (55)$$

Without gravity $g_x, g_z = 0$ the stationary state of this evolution for $d = 2$ is given by $\omega_{\text{stat}} = Br(0)$ and

$$h_{\text{stat}}(x) = c \left(1 - \frac{|x|^2}{r^2}\right), \quad r = \left(\frac{4}{\pi \sqrt{2s}}\right)^{1/3}, \quad c = \frac{2}{\pi r^2}, \quad (56)$$

provided that the regularisation is sufficiently weak, i.e., $\epsilon \ll sr$. The following examples are solved with P2 isoparametric finite elements and with the semi-implicit time-discretisation (51) and (50). If one is interested only in the long-time behavior of solutions, then the extra degree of freedom in the scaling can be used to set $s = 1$. Stationary solutions for different $\epsilon$ are shown in Fig. 7 and agree with the exact solution for $\epsilon \to 0$. 
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Figure 5: Convergence of $q = (\psi, h)$ in space with $g_x = 2, g_z = 0, n_0 = \sigma = 1, \tau = 10^{-2}$ at $T = 0.1$ for Q1/SEMI1, Q2/RICH2, Q3/RICH3 space/time discretisation upon uniform refinement for (left) $h$ and (right) $\psi$ using the $L^2$ norm compared to linear $h^1 \sim (\#\text{dof}^{-1/2})$ (red dashed), quadratic $h^2 \sim (\#\text{dof}^{-1})$ (blue dashed) and cubic $h^3 \sim (\#\text{dof}^{-3/2})$ (black dashed) order.

Figure 6: Convergence of $q = (\psi, h)$ in time with $g_x = 2, g_z = 0, n_0 = \sigma = 1$ at $T = 0.1$ for Q1/SEMI1, Q2/RICH2, Q3/RICH3 space/time discretisation upon step-size bisection compared to linear (red dashed), quadratic (blue dashed), and cubic (black dashed) order.
With nonzero but sufficiently small tangential gravity $|g_x|$ we obtain traveling wave solutions, i.e., height profiles that move with constant translational velocity as in the example shown in Fig. 8. The corresponding vector fields shown for the solution in Fig. 8 prove the effectiveness of the ALE method, i.e., an almost constant translational vector field is recovered from the normal boundary velocity field. In Fig. 9 we show the parameter space of different traveling wave solutions with dynamic contact angle with different horizontal gravity, normal gravity, and mean curvature regularisation. Again, one can observe that while stronger horizontal gravity leads to droplets with a corner at the trailing edge, normal gravity and mean curvature tend to reduce this curvature again.
Figure 9: Sliding droplet with different parameters $g_x, g_z, \epsilon$ and all with $s = 1$. Positive solution exist for a certain time interval or traveling wave solutions exist for all times for sufficiently small $g_x < g_{crit}$. For larger $g_x > g_{crit}$ solutions become eventually become negative and loose their meaning. At a $g_x = g_{crit}$ the solution develops a trailing corner that can be regularized using the line tension $\epsilon$.

Most importantly, the convergence in space and time as shown in Fig. 10 shows the expected higher-order convergence both in space and time. Again, we can achieve higher-order convergence in time using the Richardson extrapolation RICH2 (red) or RICH3 (black) giving second and third order convergence in $\tau$ compared to the linear order of the SEMI1 (blue) time-discretisation. But now we also achieve a higher-order convergence in space using P2 isoparametric elements, which is expected since the regularity of the energy-minimizers is better than the one of traveling wave solutions of the full transient problem.

Figure 10: Experimental order of convergence in max-norm with strong contact line dissipation (left) in space using uniform refinement for P1 and P2 finite elements with for $T = 0.8$ and $\tau = 0.002$ with RICH3 time discretisation and (right) in time using stepsize bisection for SEMI1, RICH2, RICH3 with $T = 1$ and P2 finite elements and the number of degrees of freedom for $(\psi, h)$ is $\#dofs = ((863, 863), 863)$. 
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4.3. Instability of a ridge

In this section we are finally going to consider the problem of a liquid ridge, which becomes unstable and pinches off \[53\]. Therefore consider the initial rectangular domain \( \tilde{\omega} = [0, L] \times [0, H] \subset \mathbb{R}^2 \) where we have the free boundary \( \gamma_t = [0] \times [0, H] \cup [L] \times [0, H] \) and the sliding boundary \( \tilde{\gamma}_s = \partial \tilde{\omega} \setminus \gamma_t \). We deform this domain and its boundaries to \( \omega \equiv \omega(t = 0) \) with \( \psi : \tilde{\omega} \rightarrow \omega \) defined as

\[
\psi(x, y) = \left( \frac{x}{\delta}, \frac{y}{\delta} \right) + \delta \cos(2\pi \gamma/H)(x),
\]

and define the state space \( Q = \{ (\psi, h) : h|_{\gamma_s} = 0, \psi|_{\gamma_s} \cdot e_y = 0 \} \), i.e., \( \psi : \omega_0 \rightarrow \mathbb{R}^2 \) only supports motion in \( x \)-direction on \( \gamma_s \) and \( h : \omega_0 \rightarrow \mathbb{R} \) vanishes on \( \gamma_t \). The main difference compared to the droplet dynamics is that we have introduced a sliding boundary, on which \( h \) needs not to vanish but can slide. For these functions \( q \in Q \) we minimize the energy \( E[q] \) subject to the constraint of a given volume \( \text{vol}(q) \) and evolve \( q(t) \) according to \[49\].

In comparison to the droplet motion we will consider two cases, i.e., the transient dynamics with \( n[q] = n_0 \) and the strong contact line friction limit with \( n[q] = |\nabla h|^\theta \) for some \( \theta \in \{-1, 0, +1\} \). The dynamics of the ridge using the transient dynamics with \( n_0 \in \{0.1, 1, 10\} \) is shown in Fig. 11. For both \( n_0 = 1 \) and \( n_0 = 10 \) the pinch-off does not occur symmetrically at \( y = H/2 \) but rather forms a satellite droplet. A similar effect was observed with thin-film type models with precursor in \[22\] and was triggered by different mobilities, i.e., \( m(h) = h^2 \) versus \( m(h) = h^3 \). This behavior changes for \( n_0 = 10 \), where the rupture point moves to the center and a satellite droplet is not visible anymore. Close inspection near the pinch-off still shows a much smaller remaining droplet.

The corresponding ridge instability in the strong contact line dissipation limit is shown in Fig. 12. The solution shown in the upper row has a pinch-off at a finite time, i.e., the ridge width goes to zero as \( w \sim (t_c - t) \) for some finite time \( t_c \). This solution corresponds to the limit \( n_0 \rightarrow 0 \) of the transient model and has the same qualitative ridge shape at the pinch-off as the transient solution with \( n_0 = 0.1 \) but without satellite droplets. Due to the scaling invariance it does not make sense to study different values \( n_0 \) in the strong dissipation limit. However, a simple asymptotic analysis shows that for \( n = n_0 \) the contact angle approaches zero at the pinch-off and thus choosing \( n[q] = |\nabla h|^\theta \) with different \( \theta \) should be expected to have a drastic effect on the instability. Indeed, for \( \theta = 1 \) we observe the formation of two almost stationary droplets connected by a thin thread of liquid with thickness of the thread going to zero exponentially (in infinite time), i.e., \( w \sim \exp(-ct) \) for some constant \( c \). For \( \theta = -1 \) we observe a finite time pinchoff with \( w \sim (t_c - t)^{1/2} \) for the finite rupture time \( t_c \).
Figure 12: Instability of a ridge in strong contact line dissipation model with $x = 1$, $g_x = g_z = 0$ and $\epsilon = 0.02$ and different laws for the dynamic contact angle, i.e., (top left) $n[q] = n_0$ (top right) $n[q] = n_0|\nabla h|$ and (bottom) $n[q] = n_0/|\nabla h|$ at different times for $n_0 = 1$.

The examples presented here underline the relevance of correctly capturing the physics of dynamic contact angle for wetting flows, since the resulting shapes of drops and ridges may differ drastically.

5. Conclusion

We have shown that the thin-film free boundary problem with moving contact lines possesses an energetico-variational structure, which allows to write the dynamics for $q = (\psi, h)$ in the form $q = -K(q)\delta E(q)$, where the $K(q)$ operator contains an appropriate coupling of bulk and interface terms leading to dynamic boundary conditions for the dynamic contact angle. In the limit of strong dissipation at the contact line we derived a simpler operator $K$, where at each moment $h$ minimizes the energy with fixed $\psi$ using a given volume $\text{vol}(q) = \int h \, dx$. We proposed space and time discretisations for these gradient structures and also implement corresponding ALE techniques for the motion of the domain using $\psi$. For the transient problem we proposed a simple decoupled discretisation, which keeps the solution strategy for the free boundary problem simple, i.e., solution of a weak formulation, determination of boundary velocities, and ALE reconstruction and update of the solution. For the strong contact line dissipation limit we added line tension as means of regularisation for $\psi$ and otherwise use a similar discretisation strategy. In both cases we established higher-order discretisation strategies in space and time and performed convergence tests for the transient model and the strong dissipation model.

Thin-film type models with precursors rely on mobilities $m(h) = \frac{1}{2}h^3 + bh^2$ with sufficiently small $b$ to generate a logarithmic singularity and thereby localize dissipation near the contact line. In practice, the usage of a precursor presents another regularisation parameter and potentially renders smaller values for the contact line dissipation $n_0$ difficult to attain and thus, the practical impact of contact line dissipation of dewetting flows remains mainly unexplored beyond the 1D setting, where mostly exact solutions (self-similar or traveling wave solution) or asymptotic expansions have provided some understanding in the past. Our results show how the consistent use of dynamic contact angle in a higher-dimensional setting can potentially generate new types of solutions, e.g., pinch-off for different choices of $n[q]$.
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Appendix A. Verification of expected order of convergence

While the convergence order for the transient thin-film model in Fig. 5 might surprise at first, this is related to the lack of regularity of solutions and therefore expected. For complete wetting, in [76] it is shown that source-type solutions are of the form \( h(t, x) = t^{\hat{a}} H(x - t^{\hat{a}}) \) with \( H(\xi) \sim \xi^{\hat{\nu}(1 + \nu(\xi, \hat{\beta}))} \) for some rational exponents \( \hat{a}, \hat{\nu} \) and irrational exponent \( \hat{\beta} \). Similarly, in the partial wetting regime general solution of the thin-film problem feature a traveling-wave-type solution near a moving contact line, which in general prevents solutions to be smooth at the contact line. The exact singular behavior depends on the degeneracy of the elliptic operator 

\[
Lu = -\nabla \cdot (m(h) \nabla u)
\]

that appears in the thin-film problem. Here we have \( m(h) \sim h^2 \sim \text{dist}(x, \partial \omega)^2 \to 0 \).

For example, assume \( \omega = (0, 1) \subset \mathbb{R} \), then solutions \( u(x) \) of 

\[
Lu(x) = f(x)
\]

with 

\[
Lu(x) = -\nabla \cdot (\mu(x) \nabla u(x)) + u(x)
\]

for \( \mu(x) = x^2 \) have the same degeneracy as the thin-film problem on the left boundary. For \( f(x) = x \) and with natural boundary condition we have the exact solution

\[
u(x) = \frac{1}{c} x^c - x,
\]

\[
c = \frac{\sqrt{5} - 1}{2} = 0.6180...,\tag{A.1}
\]

which lacks smoothness at \( x = 0 \), i.e., \( u''(x) \) is not square integrable. On the other hand, using \( \mu(x) = 1 + x^2 \) entirely resolves this issue and solutions converge with their optimal convergence order. In Fig. A.13 we see suboptimal \( L^2 \) convergence with \( \mu = x^2 \), which remains first order but improves the prefactor for higher \( P_n \). On the other hand, for \( \mu(x) = 1 + x^2 \) we see the optimal convergence order \( O(h^{n+1}) \) for \( P_n \) elements and mesh size \( h \).

We claim that, in essence, this is the behavior seen for the transient solution of the thin-film problem in Fig. 5. On the other hand, the solution of the strong contact-line dissipation limit is smooth and therefore converges optimally, see Fig. 10.

![Figure A.13: \( L^2 \) experimental convergence order of solution to the problem \( Lu = f \) with \( f(x) = x \) for different FE Lagrange elements \( P_n \) (left) with degenerate \( \mu = x^2 \) remains first order and (right) with nondegenerate \( \mu = 1 + x^2 \) shows optimal convergence order. The error goes down to \( \sim 10^{-11} \), similar to finite difference methods, it goes up due to “loss of significance”.](image)
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