Recognizing Activities of Daily Living from Egocentric Images
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Abstract. Recognizing Activities of Daily Living (ADLs) has a large number of health applications, such as characterize lifestyle for habit improvement, nursing and rehabilitation services. Wearable cameras can daily gather large amounts of image data that provide rich visual information about ADLs than using other wearable sensors. In this paper, we explore the classification of ADLs from images captured by low temporal resolution wearable camera (2fpm) by using a Convolutional Neural Networks (CNN) approach. We show that the classification accuracy of a CNN largely improves when its output is combined, through a random decision forest, with contextual information from a fully connected layer. The proposed method was tested on a subset of the NTCIR-12 egocentric dataset, consisting of 18,674 images and achieved an overall accuracy of 86\% activity recognition on 21 classes.
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1 Introduction

The Activities of Daily Living (ADLs) include, but are not limited to the activities that an independent person performs on daily basis for living at home or in a community [8]. The monitoring of these activities on elderly people could prevent health problems [8,11]. Recently, egocentric (first-person) cameras have been used to monitor ADLs, because they can provide richer contextual information than using only traditional sensors [9]. These lifelogging devices can generate large volumes of data in matter of days. For instance, a wearable camera such as the Narrative Clip can take more than 2,800 pictures per day from an egocentric (first-person) point of view. To extract information about the behavior of a user, these data needs to be classified in an orderly and timely fashion.

Over the last five years, egocentric activity recognition has been an active area of research. Fathi et al. [2] presented a probabilistic model that classifies activities from short egocentric videos. Their approach models an activity into
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a set of different actions, and each action is modeled per frame as a spatio-temporal relationship between the hands and the objects involved on it. They further extend their work [3] by another probabilistic generative model that incorporates the gaze features and that models an action as a sequence of frames. Pirsiavash and Ramanan [10] introduced a dataset of 18 egocentric actions of daily activities performed by 20 persons in unscripted videos. Furthermore, they presented a temporal pyramid to encode spatio-temporal features along with detected active objects knowledge. These temporal pyramids are the input of support vector machines trained for action recognition. More recently, Ma et al. [7] proposed a twin stream Convolutional Neural Network (CNN) architecture for activity recognition from videos. One of the streams is used for recognizing the appearance of an object based on a hand segmentation and a region of interest. The other stream recognizes the action using an optical flow sequence. In order to recognize activities, both streams are join and the last layers are finetuned.

Activity classification from egocentric photo streams is even more difficult problem than from video, since they provide less contextual action information. Castro et. al. [1] introduced a lifelogging dataset composed of 40,103 egocentric images from one subject taken during a 6 months period. The images from this dataset were annotated in 19 different activity categories. In this dataset, the activities performed by the user tend to be routinary and in the same environment. In other words, the activities are almost performed daily at the same time and involved the same objects. Consequently, time and global image features such as color convey useful information for describing activities. To exploit both characteristics, the authors introduced the Late Fusion Ensemble (LTE) method that combines, through a random decision forest, the classification probabilities of a CNN with time and global features, namely color histogram, from the input image. The shortcoming of this approach is that it cannot be generalized to multiple users, since the network need to learn contextual information for each
new user. For instance, two distinct persons might have different daily routines, depending on their job, age, etc.

In this work, we make a step forward on activity recognition from egocentric images by generalizing the task of activity recognition to multiple users. Our approach combines the outputs of different layers of a CNN and use them as the input of a random decision forest. We tested our method on a subset of the NTCIR-12 egocentric dataset [4], consisting of 18,674 pictures acquired by three users and annotated with 21 activity labels. Some examples of labeled images with their corresponding category are shown in Fig. 1. Our approach is similar to the LTE introduced in [1], in the sense that it uses a random forest to combine the output of a CNN with contextual information. However, there are several differences that should be highlighted. First, the problem itself we face is different: instead of classifying the activities of a single user, we classify the activities of three different users from a dataset having less than half the number of images of the one used in [1]. Hence, our task is more challenging because we must deal with an increased intra-class variability with a much smaller number of images. In addition, since the pictures from the dataset were taken by users with different lifestyles, our method cannot take advantage of their time information and color histogram. To face these problems, instead of using time and color as contextual information, we use the output of a fully connected layer of the CNN.

The rest of the paper is organized as follows: in section 2 we provide an overview of our approach. In section 3, we introduce the dataset used in the experiments and we briefly describe the annotation tool we created for labeling. We detail the methodology we followed for conducting our experiments and the different combinations of networks and layers we used in section 4. The results we obtained are discussed in section 5. Finally, in section 6, we present our conclusion and final remarks.

2 Activity classification

Our activity classification method is an ensemble composed of a CNN and a random forest. Specifically, our approach joins the output vectors from two layers of a CNN, i.e. the fully connected and the softmax layers, and gives them as input
to a random forest. The training of the ensemble is a two-step process. First, a CNN is finetuned and then a random forest is trained over its output vectors.

The objective of our experiments was to show how the classification performance of the CNN improves by using contextual information. In these experiments, we used two networks as the base of our ensembles, namely the AlexNet [6] and GoogLeNet [12]. Both neural networks were finetuned on a subset of images from the NTCIR-12 dataset [4] annotated for activity classification.

3 Dataset

In our experiments, we used a subset of images from the NTCIR-12 dataset [4] that consists of 89,593 egocentric pictures belonging to three persons. Each user worn a first-person camera in a period of almost a month, totaling 79 days. This camera passively took two pictures per minute.

The dataset we used in this work, consists of a subset of 18,674 images from the NTCIR-12 dataset. These pictures correspond to all users and have different dates and times. We used 21 activity categories to label them using our annotation tool, which is briefly detailed in the next subsection. Although our subset of annotated images is imbalanced, less than the half of categories have less instances than the rest. Some examples of annotated activities and the distribution of the number of images by category are shown in Fig. 1 and Fig. 2, respectively. The dataset was split in 13,991 training images, 1,857 validation images, and 2,796 testing images. This split maintained the same proportion of examples per category and was used in all our experiments.

Annotation tool We created a web-based annotation tool specifically target for labeling large amounts of images. The following design guidelines were considered:

- Easy interaction. Browsing and annotating large number of images can be done in an intuitive way. Additionally, descriptive tags can be individually added to a specific picture.
- Speed and performance. The tool can handle several connected users at the same time and present their large collection of pictures.
- Privacy and security. Personal pictures of a user are maintained private.

4 Methodology

The main objective of the experiments was to determine if contextual information can improve the activity classification accuracy of a CNN by ensembling the CNN with a random forest. Additionally, we tried to find out the ensemble with the best combination of layers for performance improvement. For training and testing purposes we used the dataset split described in the last section. Since
Table 1: Comparison of the ensembles of CNN+Random forest on different combinations of layers. Upper table shows the recall per class and the lower table shows the performance metrics.

the dataset was imbalanced, we assessed the performance of the ensembles by not only using the accuracy, but also macro metrics for precision, recall, and F1-score. The next subsection presents all the proposed ensemble configurations with their respective training procedure.

4.1 Ensemble configurations

In order to train our ensembles, we first fine-tuned AlexNet and GoogLeNet on our dataset. Both models were fine-tuned using the Caffe framework [5] with the same number of iterations (approx. 10 epochs) and the following settings:

- **AlexNet.** It was trained using stochastic gradient descent for 2,180 iterations with a batch size of 64 images, a learning rate $\alpha = 3 \times 10^{-5}$, and a momentum $\mu = 0.9$.
- **GoogLeNet.** It was trained for 4,370 iterations with a batch size of 32 images, a learning rate $\alpha = 3.7 \times 10^{-5}$, and a momentum $\mu = 0.9$.

After fine-tuning our baseline networks, we train several ensembles of random forests combining different final output layers of the CNNs. The following combinations were used in our experiments:

- **AlexNet+RF on Prob.** This configuration was trained using a random forest of 500 trees on the softmax probability layer.
- **GoogLeNet+RF on Prob.** This configuration was trained using a random forest of 500 trees on the softmax probability layer.
- **AlexNet+RF on FC6.** We trained a random forest of 500 trees on only the first fully connected layer (FC6), containing a vector of 4,096 elements.
5 Results

Our experiments show that the ensemble of CNN plus a random forest improves the performance for both baseline CNN. Table 1 shows the classification performance on the the baseline CNN and on different ensembles. The baseline CNN have a similar performance. After using the random forest on the output the softmax layer, the accuracy improved around 4%. Specifically, the recall of some categories with fewer learning instances improved significantly, such as Cooking, and Cleaning and Choring. Additionally, high overlapping classes such as Drinking/Eating alone and Eating together also improved their accuracy. The improvement over the overlapping classes can also be seen the confusion matrices shown in Fig. 3. This means that the random forest improved the classification

- **AlexNet+RF on FC6+Prob.** A random forest of 500 trees was trained on the FC6 and the softmax layers of AlexNet, thus summing a vector of 4,117 elements.
- **GoogLeNet+RF on Pool5/7x7+Prob.** This configuration was trained using a random forest of 500 trees on the pool5/7x7 fully connected layer and the softmax probability layer, thus having a vector of 1,045 features.
of images belonging to categories that score similar probabilities. Moreover, the only decrease on accuracy is presented on the class Biking. Since its accuracy on the baseline CNN is very high (81.68%) considering the small number of learning instances (226), we believe this decrease is a consequence of the random forest trying to balance the prediction error among classes.

The results of adding contextual information from fully connected layers show a better performance on classification. Table 1 shows that the best ensembles were the AlexNet+RF on FC6 and GoogLeNet+RF on Pool5/7x7+prob. Furthermore, these ensembles improved the baseline accuracy by 8.07% and 7.93% for AlexNet and GoogLeNet, respectively. Although the performance metrics improved decreasingly with respect to the ensembles that only used the softmax layer, the extra features removed the overfitting problem on the Walking outdoor category. Some classification examples are shown in Fig. 4.

6 Conclusion

We presented an egocentric activity classifier ensemble method, which combines different layers of a CNN through a random forest. Specifically, the random forest takes as input a vector containing the output of the softmax probability layer and a fully connected layer encoding global image features. We tested several ensembles based on AlexNet and GoogLeNet, achieving a 8% performance improvement on our dataset. The proposed method has been tested on a subset of the NTCIR-12 egocentric dataset consisting of 18,674 images that we
labeled with 21 different activity labels. Although we obtained 86% accuracy on a quite difficult task, we believe that there is still room for improvement. Indeed, the proposed approach operates at image-level, without taking into account the temporal coherence of photo-streams. Future work will investigate how to take temporal coherence into account.
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