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Abstract. We will prove that in a family of quasi-arithmetic means satisfying certain smoothness assumption (embed with a natural pointwise ordering) every finite family has both supremum and infimum, which is also a quasi-arithmetic mean satisfying the same smoothness assumptions. More precisely, if f and g are \( C^2 \) functions with nowhere vanishing first derivative then there exists a function \( h \) such that: (i) \( A[f] \leq A[h] \), (ii) \( A[g] \leq A[h] \), and (iii) for every continuous strictly monotone function \( s: I \rightarrow \mathbb{R} \)

\[
A[f] \leq A[s] \quad \text{and} \quad A[g] \leq A[s] \quad \text{implies} \quad A[h] \leq A[s]
\]

\( (A[f]\) stands for a quasi-arithmetic mean generated by a function \( f \) and so on). Moreover \( h \in C^2, h' \neq 0 \), and it is a solution of the differential equation

\[
\frac{h''}{h'} = \max \left( \frac{f''}{f'}, \frac{g''}{g'} \right).
\]

We also provide some extension to a finite family of means.

Obviously dual statements with inverses inequality sign as well as a multifunction generalization will be also stated.

1. Introduction

Quasi-arithmetic means were introduced as a generalization of Power Means in 1920s/30s in a series of nearly simultaneous papers [8, 5, 9, 10]. For an interval \( I \) and a continuous and strictly monotone function \( f: I \rightarrow \mathbb{R} \) (from now \( I \) stands for an interval and \( \mathcal{CM} \) is a family of continuous, strictly monotone functions on \( I \)) we define quasi-arithmetic mean \( A[f]: \bigcup_{n=1}^{\infty} I^n \rightarrow I \) by

\[
A[f](v) := f^{-1} \left( \frac{f(v_1) + f(v_2) + \cdots + f(v_n)}{n} \right), \quad (n \in \mathbb{N}, \ v \in I^n).
\]

The function \( f \) is called a generator of quasi-arithmetic mean.
It is well known that for $I = \mathbb{R}_+$, $\pi_p(x) := x^p$ for $p \neq 0$ and $\pi_0(x) := \ln x$, then mean $A^{[\pi_p]}$ coincides with the $p$-th power mean (this fact had been already noticed by Knopp [8]).

There were a number of results related to quasi-arithmetic means. For example one can define the preorder on $CM$ as follows:

$$f \prec g \iff A^{[f]}(v) \leq A^{[g]}(v) \text{ for all } v \in \bigcup_{n \in \mathbb{N}} I^n.$$  

It is well known (see for example [7]) that $A^{[f]} = A^{[g]}$ if and only if their generators are affine transformation of each other, i.e. there exist $\alpha, \beta \in \mathbb{R}$ such that $g = \alpha f + \beta$. Therefore it is natural to define relation $\sim$ on $CM$ by

$$f \sim g \iff A^{[f]} = A^{[g]}.$$  

Furthermore it is easy to check that $\prec$ induces a partial order on $CM / \sim$. This order has a lot of interesting properties (see for example results by Cargo-Shisha [3, 4] and by the author [11]).

As we are going to elaborate some lattice properties of quasi-arithmetic means, we need to introduce supremum and infimum of any subset in this family. First of all, when we have one element only, we can naturally define the set of all functions generating a bigger quasi-arithmetic mean $U_f := \{s \in CM: f \prec s\}$. Then, for every subfamily $F \subset CM$ we define a function $U_F: \bigcup_{n=1}^{\infty} I^n \to I$ by

$$U_F(v) := \begin{cases} \inf \{A^{[s]}(v): s \in \bigcap_{f \in F} U_f\} & \text{if } \bigcap_{f \in F} U_f \neq \emptyset, \\ \max(v) & \text{otherwise.} \end{cases}$$

Notice that $U_F$ is a mean, while $U_f$ is a family of functions. Similarly one can define $L_f := \{s \in CM: f \succ s\}$ and, for $F \subset CM$, a mean $L_F: \bigcup_{n=1}^{\infty} I^n \to I$ by

$$L_F(v) := \begin{cases} \sup \{A^{[s]}(v): s \in \bigcap_{f \in F} L_f\} & \text{if } \bigcap_{f \in F} L_f \neq \emptyset, \\ \min(v) & \text{otherwise.} \end{cases}$$

Obviously for every $F$ both $L_F$ and $U_F$ are monotone and symmetric. Furthermore whenever they are quasi-arithmetic means, then generators of $L_F$ and $U_F$ are infimum and supremum of $F$, respectively (with respect to the partial ordering $\prec$). Therefore it is very natural to ask about possible sufficient conditions to $L_F$ and $U_F$ to be a quasi-arithmetic mean and, knowing this, about its generator.

In the present paper we will focus on a family of means generated by $C^2(I)$ functions having nowhere vanishing first derivative (from now on
we will denote a family of all such functions by $S$). Our main results states that whenever we have two such functions form $S$ then they have both supremum and infimum. These supremum and infimum are quasi-arithmetic means generated by functions from $S$. Furthermore we present a formulae to calculate them in term of ordinary differential equations (equalities on Arrow-Pratt indexes).

1.1. Properties of quasi-arithmetic means. In this section we will present some selection of known results concerning quasi-arithmetic means. It fact there exists a rich literature in this area (see for example [2, chap. 4] and references therein) and, as a natural consequence, we will present just these results which will be used later.

First of all we list some known comparability conditions for quasi-arithmetic means.

**Proposition 1.** Let $f, g \in \mathcal{CM}$. Then $f \prec g$ if and only if one of the following (equivalent) conditions are valid

(i) $g$ is increasing and $g \circ f^{-1}$ is convex or $g$ is decreasing and $g \circ f^{-1}$ is concave,

(ii) $f$ is increasing and $f \circ g^{-1}$ is concave or $f$ is decreasing and $f \circ g^{-1}$ is convex.

Moreover if $f$ and $g$ are both differentiable and $f \cdot g' \neq 0$ we obtain equivalent statements

(iii) $f$ and $g$ are of the same monotonicity and $g'/f'$ is nondecreasing or $f$ and $g$ are of the opposite monotonicity and $g'/f'$ is nonincreasing;

(iv) $f$ and $g$ are of the same monotonicity and $f'/g'$ is nonincreasing or $f$ and $g$ are of the opposite monotonicity and $f'/g'$ is nondecreasing.

Additionally if $f$ and $g$ are twice differentiable we have

(v) $\frac{f''(x)}{f'(x)} \leq \frac{g''(x)}{g'(x)}$ for all $x \in I$.

Let us stress two notions which are equivalent to all conditions above: $g \in U_f$ and $f \in L_g$. Formally, these two are not conditions of comparability, and therefore they are not listed among others.

Notice that condition (v) is defined for functions in $S$ only. Now let us recall some recent results concerning smoothness properties implied by comparability enclosed in [11].

**Lemma 1.1 ([11], Theorem 7).** Let $f, g \in \mathcal{CM}$ such that $f \prec g$. Then

- one-sided derivatives $f'_-$ and $g'_-$ (resp. $f'_+$ and $g'_+$) exist at the same points;
• $f'_-$ and $g'_-$ (resp. $f'_+$ and $g'_+$) vanish at the same points.

As a simple but useful conclusion, which was not worded in [11], we get the following corollary

**Corollary 1.** Let $f, g \in CM$ be two differentiable, strictly monotone functions such that $f \prec g$. Then

$$\{x \in I \mid f'(x) = 0\} = \{x \in I \mid g'(x) = 0\}.$$ 

Furthermore in view of [11, Theorem 12] and Corollary 1 above we can establish the following lemma.

**Lemma 1.2.** Let $f, g, h \in CM$ such that $f \prec g \prec h$. If $f$ and $h$ are both differentiable at some point $x_0 \in I$, then so is $g$.

Moreover all equalities $f'(x_0) = 0$, $g'(x_0) = 0$, and $h'(x_0) = 0$ are pairwise equivalent.

At the end of this section let us recall two results concerning convergence of means. First of them was obtained in 1990s by Páles [15].

**Lemma 1.3 ([15], Corollary 1).** Let $f$ and $f_n$, $n \in \mathbb{N}$, be continuous, strictly monotone functions defined on $I$. Then $\lim_{n \to \infty} A^{[f_n]} = A^{[f]}$ pointwise if and only if

$$\lim_{n \to \infty} \frac{f_n(x) - f_n(z)}{f_n(y) - f_n(z)} = \frac{f(x) - f(z)}{f(y) - f(z)}$$

for all $x, y, z \in I$ with $y \neq z$.

Second one was obtained by the author in 2013 [12] and strengthened in both 2015 [13] and 2018 [14], for the sake of brevity we will use the 2013’s version.

**Lemma 1.4 ([12], Corollary 3).** Let $f$ and $f_n$ for $n \in \mathbb{N}$ be a functions from $S$. If $f''_n/f'_n \to f''/f'$ in $L^1(I)$ then $A^{[f_n]} \to A^{[f]}$ uniformly.

The rest of the present note is organized as follows – in the next section we formulate our main result and present some of its applications. Its long proof (jointly with all relevant technicalities) is shifted to the last section (section 4).

# 2. Main result

It is known (see [v]) that (under certain smoothness assumptions) comparability of quasi-arithmetic means are closely related with the so-called Arrow-Pratt index, i.e. the operator $f \mapsto f''/f'$. Moreover it is definitely the easiest expression among all known conditions, as it reduces comparability of quasi-arithmetic means to comparability
of single-variable functions associated with them. Moreover it can be proved (directly from \([v]\)) that
\[
f \sim g \iff \frac{f''}{f'} = \frac{g''}{g'}.
\]
Thus quasi-arithmetic means are generalized rather by their Arrow-Pratt indexes than generators.

We will establish, in terms of Arrow-Pratt index, the value of \(U\) for two means (i.e \(U_{(f,g)}\), which will be alternatively denoted as \(U_{f,g}\)).

**Lemma 2.1.** For every \(f, g \in S\) there exists \(h \in S\) such that \(U_{f,g} = A[h]\). Moreover
\[
(2.1) \quad \frac{h''}{h'} = \max \left( \frac{f''}{f'}, \frac{g''}{g'} \right).
\]

Let us stress that there are two important statements which are bind in this lemma. First of all it states that the value of \(U_{f,g}\) is a quasi-arithmetic mean. Second, this quasi-arithmetic mean is generalized by a \(C^2\) function with nowhere vanishing derivatives. Having this proved, equality \((2.1)\) is an immediate corollary of \([v]\).

Let us now turn to a slight generalization of Lemma 2.1 which is in fact a main result in this paper. As Lemma 2.1 deals with two means only, there appear a natural question – what happens when a family \(\mathcal{F}\) is bigger. This generalization is presented in our main theorem.

**Theorem 1.** Let \(\mathcal{F} \subset S\).

(1) If the function \(G:\ I \ni x \mapsto \sup_{f \in \mathcal{F}} \frac{f''(x)}{f'(x)}\) is continuous then \(U_{\mathcal{F}} = A[g]\), where \(g \in S\) and \(g''/g' = G\).

(2) If the function \(H:\ I \ni x \mapsto \inf_{f \in \mathcal{F}} \frac{f''(x)}{f'(x)}\) is continuous then \(L_{\mathcal{F}} = A[h]\), where \(h \in S\) and \(h''/h' = H\).

**Proof.** By [3, Corollary 2.1] we know that the family of quasi-arithmetic means defined on \(f\) is a separable space. Therefore we may assume that \(\mathcal{F}\) is countable, i.e. \(\mathcal{F} = (f_n)_{n \in \mathbb{N}}\). Here and below we do not claim all \(f_n\)-s to be different, in particular this proof covers a case where \(\mathcal{F}\) is a finite family.

Define \(M_n := \mathcal{U}_{f_1, \ldots, f_n}\) and a sequence of functions \((g_n)_{n \in \mathbb{N}}\) from \(S\) such that
\[
\frac{g_n''}{g_n'} = \max_{i \in \{1, \ldots, n\}} \frac{f_i''}{f_i'} \quad (n \in \mathbb{N}).
\]
We will prove by induction that \(M_n = A[g_n]\) for all \(n \in \mathbb{N}\). Indeed, for \(n = 1\) this equality is trivial.
Having this we know that \( M_{n+1} \geq M_n \) and \( M_{n+1} \geq A^{[f_{n+1}]} \). It implies \( M_{n+1} \geq \mathcal{U}_{g_n,f_{n+1}} \). Which, in view of Lemma 2.1 implies \( M_{n+1} \geq A^{[g_{n+1}]} \).

On the other hand

\[
A^{[g_{n+1}]} \geq A^{[f_k]} \quad \text{for all } k \in \{1, \ldots, n+1\},
\]

what implies \( M_{n+1} = A^{[g_{n+1}]} \). In particular \( \mathcal{U}_F \geq M_n \) for all \( n \in \mathbb{N} \).

Thus \( \mathcal{U}_F \geq \lim_{n \to \infty} M_n = \lim_{n \to \infty} A^{[g_n]} \).

On the other hand, as \( A^{[g]} \geq A^{[f]} \) for all \( n \in \mathbb{N} \), we have \( \mathcal{U}_F \leq A^{[g]} \).

Therefore

\[
\lim_{n \to \infty} A^{[g_n]} \leq \mathcal{U}_F \leq A^{[g]}.
\]

Finally in view of Lemma 1.4 we get \( \lim_{n \to \infty} A^{[g_n]} = A^{[g_0]} \) and, consequently, \( \mathcal{U}_F = A^{[g]} \).

To establish a second part we need to use a reflection of quasi-arithmetic means which were considered for example in [16]. For a given continuous, monotone function \( f: I \to \mathbb{R} \) let \( \hat{f}: (-I) \to \mathbb{R} \) be defined as \( \hat{f}(x) = f(-x) \). Then, for every vector \( v \in \bigcup_{n=1}^{\infty} \mathbb{R}^n \) we have \( A^{[\hat{f}]}(v) = -A^{[f]}(-v) \). As a trivial consequence, for every \( f, g: I \to \mathbb{R} \), inequality \( f \prec g \) is equivalent to \( \hat{f} \succ \hat{g} \). In particular if we define \( \mathcal{F} := \{ \hat{f} \mid f \in \mathcal{F} \} \), then

\[
-\mathcal{L}_F(-v) = \mathcal{U}_{\hat{F}}(v) = A^{[h_0]}(v),
\]

where by the first part \( h_0: I \to \mathbb{R} \) is a solution of a differential equation

\[
\frac{h''_0(x)}{h'_0(x)} = \sup_{f \in \mathcal{F}} \frac{f''(x)}{f'(x)} = \sup_{f \in \mathcal{F}} \frac{\hat{f}''(x)}{\hat{f}'(x)}, \quad x \in (-I).
\]

But \( u''(x)/u'(x) = -u''(-x)/u'(-x) \) for all \( u \in \mathcal{S} \). Additionally, in view of (2.2), \( \mathcal{L}_F = A^{[h_0]} \). Finally, for all \( x \in I \),

\[
\frac{\hat{h}_0''(x)}{\hat{h}_0'(x)} = \frac{-h_0''(-x)}{-h_0'(-x)} = -\sup_{f \in \mathcal{F}} \frac{\hat{f}''(-x)}{\hat{f}'(-x)} = \inf_{f \in \mathcal{F}} \left( -\frac{\hat{f}''(-x)}{\hat{f}'(-x)} \right) = \inf_{f \in \mathcal{F}} \left( \frac{f''(x)}{f'(x)} \right),
\]

what concludes the proof. \( \square \)

Notice that Lemma 2.1 implies that the set \( \mathcal{S}/\sim \) embedded with a partial ordering \( \prec \) admit some type of lattice property. This statement has an alternative (significantly simpler) proof using [v]. However, contrary to [v] Lemma 2.1 considers the smallest upper bound of all continuous and monotone functions, not only these from \( \mathcal{S} \).
3. Examples

First, let us applied a result in Lemma 2.1 in a simple example

**Example 1.** Let \( I = (-\frac{\pi}{2}, \frac{\pi}{2}) \), \( f, g : I \to \mathbb{R} \) be given by \( f(x) = \sin(x) \), \( g(x) = \tan x \).

Then \( f''(x)/f'(x) = -\tan x \), and \( g''(x)/g'(x) = 2\tan x \). By Lemma 2.1 we get, as \( \tan \) is even, that \( \mathcal{U}_{f,g} = A^{[h]} \), where

\[
h''(x)/h'(x) = \begin{cases} 
  f''(x)/f'(x) & \text{for } x \in (-\frac{\pi}{2}, 0] \\
  g''(x)/g'(x) & \text{for } x \in (0, \frac{\pi}{2}).
\end{cases}
\]

Therefore \( h \) is \( C^2 \) function, which is an affine transformation of \( \sin \) and \( \tan \) on negative and positive elements, respectively. One can easy prove that

\[
h(x) = \begin{cases} 
  \sin(x) & \text{for } x \in (-\frac{\pi}{2}, 0] \\
  \tan(x) & \text{for } x \in (0, \frac{\pi}{2}).
\end{cases}
\]

Similarly \( \mathcal{L}_{f,g} = A^{[k]} \), where

\[
k(x) = \begin{cases} 
  \tan(x) & \text{for } x \in (-\frac{\pi}{2}, 0] \\
  \sin(x) & \text{for } x \in (0, \frac{\pi}{2}).
\end{cases}
\]

Observe that both \( h \) and \( k \) are \( C^2 \) functions (otherwise we should make an affine transformation in a merging point).

Second, we show that the assumption that first derivative is nonvanishing is important.

**Example 2.** Let \( f, g : (-1, 1) \to \mathbb{R} \) be given by \( f(x) = x \) and \( g(x) = x^3 \). Then \( \mathcal{U}_{f,g} = \max \) and \( \mathcal{L}_{f,g} = \min \).

Indeed, in view of Lemma 1.1, for every \( h : (-1, 1) \to \mathbb{R} \) such that \( f \prec h \) we get \( h'_+(0) \) exists and \( h'_-(0) \neq 0 \). If we apply this lemma again we obtain that \( A^{[g]} \) and \( A^{[h]} \) are incomparable. Therefore \( U_f \cap U_g = \emptyset \) and, consequently, \( \mathcal{U}_{f,g} = \max \). Prove of the second equality is analogous.

4. Proof of Lemma 2.1

All this section will be devoted to prove the central lemma in the present paper. It is divided into three parts. Relatively short proof of this statement will be presented in section 4.3. First, we introduce the notion of bilateral derivative. Having this, we present vary auxiliary result which will be useful in a main part. Sketch of the proof, as well as its division into lemmas is illustrated on Figure 1.
4.1. **Lower bilateral derivative and its basic properties.** In order to deal with functions which are not necessarily differentiable we need to introduce certain generalization of derivative. For a function \( f: I \to \mathbb{R} \) let us introduce the lower (bilateral) derivative \cite{1, p. 52; 6, Appendix I] as

\[
D_f(x_0) := \liminf_{x \to x_0} \frac{f(x) - f(x_0)}{x - x_0} \quad (x_0 \in I).
\]

Notice that every function \( f \) has a (possibly infinite) lower derivative. Observe that for a lower derivative some some version of quotient rule remains is valid (see (4.1) below); proof of this equality is similar to the standard one and therefore omitted. Analogously chain rule holds whenever at least one (out of two) function is differentiable. Finally, the following lemma holds.

**Lemma 4.1** \cite{6, pp. 345–347}. Let \( f: I \to \mathbb{R} \) be a continuous function. Then \( f \) is nondecreasing if and only if \( Df(x) \geq 0 \) for all \( x \in I \).

In the same way one can define the notation of upper derivative, which is however not used in this paper.
4.2. **Auxiliary results.** In this section we will prove two technical results concerning comparability of means. Both of them are connected with smoothness properties of quasi-arithmetic means.

Let us emphasize that Lemma 4.3 is simply implied by Lemma 2.1 however it will be used in its proof. In particular our Lemma 2.1 can be seamed as its strengthening. Contrary to this Lemma 4.2 and Lemma 4.4 are obviously a separated statements, which could be applicable in a number of different settings.

**Lemma 4.2.** Let \( f, g : I \to \mathbb{R} \) be two continuous, strictly monotone functions, \( a, b, c \in I \) with \( a < b < c \). If \( f|_{(a,b)} < g|_{(a,b)} \), \( f|_{(b,c)} < g|_{(b,c)} \) and both \( f'(b) \) and \( g'(b) \) exists and are nonzero then \( f|_{(a,c)} < g|_{(a,c)} \).

**Proof.** Assume that both \( f \) and \( g \) are increasing. Applying (i) we obtain \( g \circ f^{-1} \) is convex on \((f(a), f(b)) \) and \((f(b), f(c)) \). As \( g \circ f^{-1} \) is differentiable at \( f(b) \), it can be easily proved that \( g \circ f^{-1} \) is convex at \((f(a), f(c)) \) (as its one-sided derivatives are monotone). As the property (ii) can be inversed, it implies \( f|_{(a,c)} < g|_{(a,c)} \). \( \square \)

**Lemma 4.3.** Let \( f, g \in \mathcal{CM} \) be two differentiable functions such that \( f', g' \neq 0 \), and \( s \in U_f \cap U_g \). Then there exists a differentiable function \( k \in U_f \cap U_g \) such that \( k' \) is nonvanishing and \( k < s \).

Idea of the prove is to correct a function \( s \) iteratively, removing the nondifferentiability point one-by-one, and finally pass to the limit.

**Proof.** Take \( s \in U_f \cap U_g \) arbitrarily. Assume without loss of generality that \( f, g, s \) are all increasing.

By Lemma 1.1 we know that \( s \) is one-sided differentiable at every point and, moreover, its one-sided derivatives are nowhere vanishing. In particular, as \( s \) is convex with respect to \( f \), we get that there exists a countable set \( Z = (z_n)_{n \in \mathbb{N}} \), such that \( s \) has a derivative at every point of \( I \setminus Z \). Relative convexity of \( s \) also implies that
\[
\forall z_n \in Z, \quad s'_-(z_n) \leq s'_+(z_n).
\]
Set \( s_1 := s \) and define, for all \( n \geq 1 \),
\[
s_{n+1}(x) := \begin{cases} \frac{(s_n)'_+(z_n)}{(s_n)'_-(z_n)}(s_n(x) - s_n(z_n)) + s_n(z_n) & \text{for } x < z_n, \\ s_n(x) & \text{for } x \geq z_n. \end{cases}
\]
Then the mapping \( n \mapsto s_n(x) \) is pointwise decreasing for all \( x \in I \) and \( s_{n_0} \) is differentiable at \( I \setminus (z_n)_{n \geq n_0} \), for all \( n_0 \in \mathbb{N} \).

Suppose that \( s_n \searrow f \). By (i) as \( s_n \) is increasing, \( s_n \circ f^{-1} \) is convex on \( f(I) \). Thus \( s_{n+1} \circ f^{-1} \) is convex on \( f(I) \cap (-\infty, x_n) \) and (separately)
on \( f(I \cap (x_n, \infty)) \). Furthermore
\[
(s_{n+1} \circ f^{-1})'_{+}(f(z_n)) = (s_n)'_{+}(z_n) \cdot (f^{-1})'(z_n),
\]
\[
(s_{n+1} \circ f^{-1})'_{-}(f(z_n)) = \frac{(s_n)'_{+}(z_n)}{(s_n)'_{-}(z_n)} \cdot (s_n)'_{-}(z_n)(f^{-1})'(z_n)
\]
\[
= (s_n)'_{+}(z_n)(f^{-1})'(z_n).
\]
Thus \( s_{n+1} \circ f^{-1} \) is differentiable at \( f(z_n) \) and, in view of Lemma 4.2, convex. It implies \( f \prec s_{n+1} \), similarly \( g \prec s_{n+1} \). Thus \( s_{n+1} \in U_f \cap U_g \).

Additionally we have \( s_{n+1} \leq s_n \) for all \( n \in \mathbb{N} \). Let \( k : I \to \mathbb{R} \) be a pointwise limit of the sequence \( (s_n)_{n \in \mathbb{N}} \), i.e. \( k := \lim_{n \to \infty} s_n \).

As \( s_n \circ f^{-1} \) is convex for every \( n \in \mathbb{N} \), its pointwise limit \( k \circ f^{-1} \) is convex too. In particular \( k \circ f^{-1} \) is continuous function defined of \( f(I) \). Therefore \( k \) being a composition of two continuous functions is continuous too.

Similarly \( f \circ s^{-1}_n \) is concave for every \( n \in \mathbb{N} \) and pointwise monotone (as a function of \( n \)). In particular it has a continuous limit \( u \). Then \( k^{-1} = f^{-1} \circ u \), consequently \( k \) is invertible. Therefore, as it \( k \) also continuous, we obtain that it is strictly monotone.

It implies that \( k \) generates a quasi-arithmetic mean. Moreover, in view of Lemma 1.3, we have \( \lim_{n \to \infty} A^{[s_n]} = A^k \).

Furthermore, by Lemma 4.2, for all \( n \in \mathbb{N} \), the function
\[
s_{n+1} \circ s^{-1}_n(y) = \begin{cases} 
  y & \text{for } y \geq s_n(x_n), \\
  \frac{(s_n)'_{+}(x_n)}{(s_n)'_{-}(x_n)}(y - s_n(x_n)) + s_n(x_n) & \text{for } y < s_n(x_n)
\end{cases}
\]
is concave. In view of (ii), it implies \( s_{n+1} \prec s_n \) for all \( n \in \mathbb{N} \). In particular
\[
k = \lim_{n \to \infty} s_n \prec s_{n_0} \text{ for all } n_0 \in \mathbb{N}.
\]
Moreover as \( s_n \in U_f \cap U_g \) for all \( n \in \mathbb{N} \), then \( k \) being a limit of \( s_n \) is an element of \( U_f \cap U_g \) too. Furthermore \( k \prec s_1 = s \).

Notice that in view of Lemma 1.2, for all \( n_0 \in \mathbb{N} \), inequality \( f \prec k \prec s_{n_0} \) implies that \( k \) is differentiable at \( I \setminus \{z_n\}_{n \geq n_0} \). As \( n_0 \) was taken arbitrarily we get that \( k \) is differentiable. Moreover, by Corollary 1 as \( f' \) is nowhere vanishing, so is \( k' \).

Next lemma provides a generalization of Mikusiński comparability condition \( \text{(v)} \) under a mixed smoothness assumption (one function is \( C^1 \), second one is \( C^2 \)). Notice that, as assumptions of generating function are different, one can expect some dual results using the symmetry of quasi-arithmetic means described for example in [10]. Indeed, this is a
Lemma 4.4. Assume that \( f, g \in CM \). If \( f \) is a \( C^2 \) function and \( k \) is an increasing \( C^1 \) function, moreover \( f' \cdot k' \neq 0 \). Then \( A[f] \leq A[k] \) if and only if
\[
\frac{f''(x)}{f'(x)} \leq \frac{D(k')(x)}{k'(x)} \quad \text{for all } x \in I.
\]

Proof. Assume without loss of generality that \( f \) is increasing.

Therefore, as \( A[f] \leq A[k] \) we get, by (iii), \( k'/f' \) is nondecreasing. If we repeat the prove of quotient rule to lower derivative (recall that \( f' \) is differentiable by the assumption) and apply Lemma 4.1 we obtain
\[
(4.1) \quad 0 \leq D\left(\frac{k'}{f'}\right)(x) = \frac{D(k')(x)f'(x) - f''(x)k'(x)}{f'(x)^2},
\]
which simplifies to \( D(k')(x)/k'(x) \geq f''(x)/f'(x) \).

As all implications were in fact equivalence we obtain that it is both necessary and sufficient condition. \( \square \)

4.3. Proof of Lemma 2.1. First observe that there exists a function \( h \in C^2(I) \) satisfying (2.1), as the differential equation \( h''/h' = v \) has a solution for every continuous function \( v \). Furthermore \( h \) is defined up to an affine transformation (cf. [12] for details), in particular all solutions of (2.1) generate the same quasi-arithmetic mean.

It is easy to verify that \( h \in U_f \cap U_g \). We will show that in fact \( h \) is the smallest element in \( U_f \cap U_g \).

Take \( s \in U_f \cap U_g \) arbitrarily. Applying Lemma 4.3 there exists \( k \in U_f \cap U_g \) such that \( k \prec s \), \( k \) is differentiable, and \( k' \neq 0 \). Assume that \( f, g, \) and \( k \) are increasing.

If we apply Lemma 4.4 for the pairs \( (f, k) \) and \( (g, k) \) and use the max function we obtain
\[
\frac{D(k')(x)}{k'(x)} \geq \max \left( \frac{f''(x)}{f'(x)}, \frac{g''(x)}{g'(x)} \right) = \frac{h''(x)}{h'(x)} \quad (x \in I).
\]

Therefore, applying the oposite implication in Lemma 4.4 we get \( h \prec k \). As we also know that \( k \prec s \), we get
\[
h \prec s \quad \text{for all } s \in U_f \cap U_g,
\]
which implies that \( h \) is the smallest element of \( U_f \cap U_g \) (more precisely \( [h] \prec \) is the smallest element in the quotient set \( (U_f \cap U_g)/\prec \) embed with the induced partial ordering). This property is trivially equivalent to the statement of this lemma.
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