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Abstract. Loss function are an essential part in modern data-driven approach, such as bi-level training
scheme and machine learnings. In this paper we propose a loss function consisting of a $r$-order
(an)$-isotropic total variation semi-norms $TV^r$, $r \in \mathbb{R}^+$, defined via the Riemann-Liouville (R-L)
fractional derivative. We focus on studying key theoretical properties, such as the lower semi-continuity and
compactness with respect to both the function and the order of derivative $r$, of such loss functions.
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1. Introduction

Medical image processing is a crucial step in routine clinical diagnoses, which includes tasks such as image denoising, image segmentation and reconstruction. Methods for such tasks can be roughly classified into two classes, based on the approach: one is the class of structure-driven approaches such as variational method proposed in [13]; the other is the class of data-driven approaches such as bi-level learning scheme and deep learning method [10, 15, 16, 6, 7, 17] which becomes more popular in recent image processing industry.

We take image denoising task as example: let \( u_\eta \) be a corrupted image, one of the classical structure-driven approach, the ROF model (see [13]) shown that the task of computing a denoised, or reconstructed, image from a noisy image \( u_\eta \) is equivalent to solving the problem

\[
\begin{aligned}
    u_\alpha := \arg \min_{u \in BV(Q)} \left\{ \| u - u_\eta \|_{L^2(Q)}^2 + \alpha TV(u) \right\},
\end{aligned}
\]

(1.1)

where \( Q := (0,1) \times (0,1) \) denotes a squared image and \( BV(Q) := \{ u \in L^1(Q) : TV(u) < +\infty \} \), where

\[
TV(u) := \sup \left\{ \int_Q u \text{ div} \varphi \, dx : \varphi \in C_c^\infty(Q) \right\}
\]

is the total variation semi-norm defined in [4].

Then, the minimizer \( u_\alpha \) in (1.1) is the denoised image for a given \( \alpha > 0 \). The advantage for such structure-driven method is it does not depends on image itself, robust so that for any given corrupted image \( u_\eta \), we can certainly obtain a reasonable solution \( u_\alpha \), however, the disadvantage is, without any additional supervision, choosing \( \alpha \) too large would often result in the loss of relevant image details, and choosing \( \alpha \) too small would produce an image with too much noise.

The data-driven approach, on the other hand, could incorporate the given prior knowledge of the problem in terms of a training set. In image denoising, a “training set”, or a “dataset” \( D \), is a finite family of pair of images

\[
D = \{(u_c, u_\eta) \text{, finitely many pairs}\},
\]

containing a corrupted one \( u_\eta \), and the corresponding clean data \( u_c \). A typical data-driven approach can be defined as follows:

\[
\omega \in \arg \min_{u_\omega \in D} \left\{ \sum_{u_c \in D} L(u_\omega - u_c) : \omega \in W \right\}
\]

(1.2)

for

\[
u_\omega = N_\omega(u_\eta).
\]

(1.3)

The functional \( N_\omega \) in (1.3) can be choosing from a widely range of options. For instance, \( N_\omega \) could be the functional from the equation (1.1) where we set \( \omega = \alpha \in \mathbb{R}^\mathbb{R}^+ = W \). Other possible choices for \( N_\omega \) can be, for example, a convolutional neural network such as AlexNet [10], VGG [15], GoogleNet [16], ResNet [6], DenseNet [7], and Transformers [17], in which the \( \omega \) is a set of matrix with real numbers. The purpose of this article is, however, not to study neural network, and hence we will not delve into the regularity issues of such functional \( \mathcal{N} \) and leave the interested readers to the reference mentioned above.

The main focus of this article is the loss function \( L \), another critical part in data-driven approach which measures the difference between the clean image \( u_c \) and the reconstructed image \( u_\omega \). The choice of loss function is a delicate and crucial one, as it decides how (1.2) to optimizes \( \omega \). Popular choice of loss functions are \( L^2 \) or \( L^1 \) norm (also called MSE and MAE, respectively). However, such loss functions usually resulting in images that have high peak signal-to-noise ratios, but often lacking high-frequency details, and are therefore error-prone with respect to fine-scale, possibly clinically relevant details. Moreover, for medical images, especially the computed tomography angiography (CTA) scans for vessel reconstruction, the images are 3d dimensional and rather large in size. Therefore, the region of interested (ROI) constitutes a very small portion of the whole area, and hence, a suitable loss function must be able to accurately focus on both local area information, as well as global area information.

In [12], a loss function composed with real order derivative was first introduced and successfully applied in GAN [5], a generative adversarial network, and received improved fine-scale details in reconstruction images. The loss function is concisely defined as the \( r \)-order total variation \( TV^r \) (see Definition 3.4), with \( r \in (0,1) \) fixed. However, due to the limited literature at that time, no theoretical statements, such as compactness and semi continuity results, could be provided.
In this paper, we shall provide a full analysis of such real order derivative loss functions, and study our new functional $TV^r$, i.e. the real order total variation semi-norm (of order $r$).

**Definition 1.1** (Definition 3.4). Let $[r]$ denote the integer part of $r \in \mathbb{R}^+$. We define the $r$-order total variation $TV^r(u)$ on $u \in L^1(Q)$ as follows.

1. For $r = s \in (0, 1)$ (i.e. $[r] = 0$), we define
   $$TV^r(u) := \sup \left\{ \int_Q u \text{div}^r \varphi \, dx : \varphi \in C_0^\infty(Q; \mathbb{R}^N) \text{ and } |\varphi| \leq 1 \right\},$$
   where $\text{div}^r$ is the “fractional divergence” operator, defined in (3.3) below.

2. For $r = [r] + s$ where $[r] \geq 1$, we define
   $$TV^r(u) := \sup \left\{ \int_Q u \text{div}^{[r]} \varphi \, dx : \varphi \in C_0^\infty(Q; \mathbb{M}^{N \times (N^r)}) \text{ and } |\varphi| \leq 1 \right\}.$$

The $TV^r$ can be thus considered as an extension of the classic total variation semi-norm, which corresponds to the case $r = 1$, as well as the $L^1$ norm, which corresponds to the case $r = 0$.

Similarly, we introduce the functional space $BV^r$, defined as the space of $L^1$ functions with bounded $TV^r$ semi-norm:

**Definition 1.2.** Let $r \in \mathbb{R}^+$ be given.

1. We define the (standard) $BV^r(Q)$ space by
   $$BV^r(Q) := \left\{ u \in L^1(Q) : TV^r(u) < +\infty \right\}.$$

2. Given a sequence $\{u_n\} \subseteq L^1(Q)$ such that $TV^r(u_n) < +\infty$ for each $n \in \mathbb{N}$, we say it is strictly converging to $u \in L^1(Q)$ with respect to the $TV^r$ semi-norm, and write $u_n \xrightarrow{s} u$, if
   $$\lim_{n \to \infty} \|u - u_n\|_{L^1(Q)} + |TV^r(u_n) - TV^r(u)| = 0.$$

That is, $u_n \xrightarrow{s} u$ if $u_n \to u$ strongly in $L^1(Q)$ and $TV^r(u_n) \to TV^r(u)$.

Thus, the space $BV^r$ can be therefore considered as an extension of the space $BV$. The aim of this article is twofold. First, in Sections 2 and 3, we study the basic properties of functions with bounded real order total variation, such as the lower semi-continuity (l.s.c) with respect to the function, and the compactness of the embedding $BV^r(Q) \hookrightarrow L^1(Q)$. The main result is (in which the space $S^r$ is defined in Definition 3.6):

**Theorem 1.3** (see Theorem 4.3). Given a non-integer order $r \in \mathbb{R}^+ \setminus \mathbb{N}$, let $s := r - [r] \in (0, 1)$ be the decimal part of $r$. Consider a sequence $\{u_n\} \subseteq SV^s(Q) \cap BV(Q)$ satisfying
   $$\sup \left\{ \|u_n\|_{L^\infty(Q)} + \|u_n\|_{BV^s(Q)} : n \in \mathbb{N} \right\} < +\infty.$$

Then, there exists $u \in BV^s(Q)$ such that, up to a sub-sequence (which we do not relabel), $u_n \to u$ strongly in $L^1(Q)$.

Moreover, the recent research on neural architecture search (NAS) [19, 11] further speeds up the process of designing more powerful structures, and in certain cases, it involves to perform optimize regarding a set of loss functions, i.e., use model to determine the most suitable loss function from a set of functions. Hence, we will, in Section 4, investigate the functional properties of $\{TV^r\}$ with respect to a sequence of orders $\{r_n\} \subseteq \mathbb{R}^+$. The main theorem is:

**Theorem 1.4** (see Theorem 4.12). Given sequences $\{r_n\} \subseteq \mathbb{R}^+$ and $\{u_n\} \subseteq L^1(Q)$ such that $r_n \to r \in \mathbb{R}^+ \cup \{0\}$, assume there exists $p \in (1, +\infty]$ such that
   $$\sup \left\{ \|u_n\|_{L^p(Q)} + TV^{r_n}(u_n) : n \in \mathbb{N} \right\} < +\infty.$$

Then, the following statements hold.

1. There exists $u \in BV^r(Q)$, such that, up to a sub-sequence, $u_n \to u$ weakly in $L^p(Q)$ and
   $$\liminf_{n \to \infty} TV^{r_n}(u_n) \geq TV^r(u).$$

2. Assuming in addition that $u_n \in SV^{r_n}(Q) \cap BV(Q)$, $\|u_n\|_{L^\infty(Q)}$ is uniformly bounded, and $r_n \to r > 0$. Then we have
   $$u_n \to u \text{ strongly in } L^1(Q).$$
Theorems 1.3 and 1.4 provide the theoretical foundations for $TV^r$. These results provide a rigorous justification that not only $TV^r$ can be a loss function for any fixed order $r$, but also can be optimized regarding to its order in NAS, as more sophisticated approach in modern architecture design.

The paper is organized as follows: in Section 2 we collect some notations and preliminary results on the fractional order derivative. In Section 3 we analyze the main properties of the fractional $r$-order total variation, with fixed $r \in \mathbb{R}^+ \setminus \mathbb{N}$. The compact embedding, lower semi-continuity with respect to the order $r$, and the relation between the fractional order total variation and its integer order counterpart will be the subjects of Section 4.

2. Preliminary results on fractional order derivatives

Through this article, $r \in \mathbb{R}^+$ denotes a (positive) constant, whose integer and fractional parts are denoted by $\lfloor r \rfloor$ and $s \in (0, 1)$, respectively.

We recall the definitions of fractional order derivative in dimension one.

**Definition 2.1** (the fractional order derivative on unit interval). Let $I := (0, 1)$ and $x \in I$ be given.

1. The left (resp. right)-sided Riemann-Liouville derivatives of order $r = \lfloor r \rfloor + s \in \mathbb{R}^+$ (see [14]) are defined by
   \[
   d^r_Lw(x) := \frac{1}{\Gamma(1 - s)} \left( d^s \left( \frac{d^{\lfloor r \rfloor + 1}}{dx^{\lfloor r \rfloor + 1}} w(t) \right) \right)_{x-0}^x, \quad \Gamma(s) := \int_0^\infty e^{-t^s} dt;
   \]
   \[
   d^r_Rw(x) := \frac{(-1)^{\lfloor r \rfloor + 1}}{\Gamma(1 - s)} \left( d^s \left( \frac{d^{\lfloor r \rfloor + 1}}{dx^{\lfloor r \rfloor + 1}} w(t) \right) \right)_{x}^1, \quad \Gamma(s) := \int_0^\infty e^{-t^s} dt.
   \]

2. The left (resp. right)-sided Riemann-Liouville fractional order integrals, of order $r \in \mathbb{R}^+$, are defined by
   \[
   (I^r_Lw)(x) := \frac{1}{\Gamma(r)} \int_0^x \frac{w(t)}{(x - t)^{1 - r}} dt \quad \text{and} \quad (I^r_Rw)(x) := \frac{1}{\Gamma(r)} \int_x^1 \frac{w(t)}{(x - t)^{1 - r}} dt,
   \]
   respectively.

3. The left (resp. right)-sided Caputo derivatives, of order $r$, are defined by
   \[
   d^r_L,w(x) := \frac{1}{\Gamma(1 - s)} \int_0^x \frac{d^{\lfloor r \rfloor + 1} w(t)}{(x - t)^s} dt,
   \]
   \[
   d^r_R,w(x) := \frac{(-1)^{\lfloor r \rfloor + 1}}{\Gamma(1 - s)} \int_x^1 \frac{d^{\lfloor r \rfloor + 1} w(t)}{(t - x)^s} dt.
   \]

We collect some immediate results regarding Definition 2.1 from the literature.

**Remark 2.2.** Let $w \in C^\infty(I)$ and $\phi \in C_c^\infty(I)$ be given.

1. The following integration by parts formulas hold (see, e.g.,[1]),
   \[
   \int_I w d^r_R \phi dx = (-1)^{\lfloor r \rfloor + 1} \int_I (d^r_Lw) \phi dx,
   \]
   \[
   \int_I w d^r_L \phi dx = (-1)^{\lfloor r \rfloor + 1} \int_I (d^r_Rw) \phi dx.
   \]

2. The R-L and Caputo derivatives are equivalent for compactly supported functions ([14, Theorem 2.2]), i.e., for every $x \in I$, it holds
   \[
   d^r_L \phi(x) = d^r_L, \phi(x) \quad \text{and} \quad d^r_R \phi(x) = d^r_R, \phi(x).
   \]

Thus, the integration by parts formulas above can be rewritten as
   \[
   \int_I w d^r_R \phi dx = (-1)^{\lfloor r \rfloor + 1} \int_I (d^r_Lw) \phi dx,
   \]
   \[
   \int_I w d^r_L \phi dx = (-1)^{\lfloor r \rfloor + 1} \int_I (d^r_Rw) \phi dx.
   \]

3. For given functions $w_1, w_2 \in C^\infty(I)$, and parameters $a, b \in \mathbb{R}$, the following linearity property holds
   \[
   d^r(a w_1(x) + b w_2(x)) = ad^r w_1(x) + bd^r w_2(x).
   \]

**Remark 2.3.** In the following, we shall only work with left-sided fractional order derivative/integrations, as the arguments for the right-sided analogues are identical. Thus, for brevity, we drop the underlying $L$ and $R$, and write $d^r$ and $I^r$, instead of $d^r_L$ and $I^r_L$, unless otherwise specified.
We next recall the definition of representable functions.

**Definition 2.4** (Representable functions). We denote by \( \Gamma'(L^1(I)) \), \( r > 0 \), the space of functions represented by the \( r \)-order derivative of a summable function. That is,
\[
\Gamma'(L^1(I)) := \{ f \in L^1(I) : f = \mathbb{1}^r w, \ w \in L^1(I) \}.
\]

Next we recall several theorems, from [14], on representable functions in dimension one.

**Theorem 2.5.** For convenience, we unify our notation by writing \( \Gamma' = d^{-r} \) for \( r < 0 \).
1. [14, Theorem 2.3] In order for \( w(x) \in \Gamma'(L^1(I)) \), \( r > 0 \) to hold, it is necessary and sufficient to have
\[
\mathbb{1}^{[r]+1-r}[w](x) \in W^{[r]+1,l}(I), \quad r = [r] + s
\]
and
\[
(d^{[r]+1-r}[w])(0) = 0, \quad l = 0, 1, \ldots, [r]
\]
2. [14, Theorem 2.5] The relation
\[
\mathbb{I}^{1+r} x^r w = \mathbb{I}^{1+r} x^r w
\]
is valid if one of the following conditions holds:
1. \( r_2 > 0 \), \( r_1 + r_2 > 0 \), provided that \( w \in \mathbb{L}^1(I) \),
2. \( r_2 < 0 \), \( r_1 > 0 \), provided that \( w \in \mathbb{L}^{-r_2}(L^1(I)) \),
3. \( r_1 < 0 \), \( r_1 + r_2 < 0 \), provided that \( w \in \mathbb{L}^{-r_1+r_2}(L^1(I)) \).
3. [14, Theorem 2.6] Let \( r \in \mathbb{R}^+ \) be given.
1. The fractional order integration operator \( \mathbb{I}^r \) forms a semigroup in \( L^p(I) \), \( p > 1 \), which is continuous in the uniform topology for all \( r > 0 \), and strongly continuous for all \( r > 0 \).
2. ([14, (2.72)]) It holds
\[
\|\mathbb{I}^r w\|_{L^p(a,b)} \leq (b-a)^r \frac{1}{r!} \|w\|_{L^p(a,b)}, \quad p \geq 1.
\]

Next, we introduce the notations for (partial) fractional order derivative in higher dimension.

**Definition 2.6** (fractional order partial derivative). Given \( x = (x_1, \ldots, x_N) \in Q = (0, 1)^N \subset \mathbb{R}^N \) and \( u \in C^\infty(Q) \), we define the \( r \)-order partial derivative:
\[
\partial_r^i u(x) := \frac{d^r}{dt^r} u(t,x_2,x_3,\ldots,x_N),
\]
and similarly for \( \partial_r^i u(x) \), \( i = 2, \ldots, N \).

We next recall the integration by parts formula for fractional order derivatives from [3]: for \( u \in C^\infty(Q) \), \( v \in C^\infty_0(Q) \), it holds
\[
\int_Q u \partial_r^i v \, dx = - \int_Q \partial^i_r u v \, dx.
\]
Then, by Theorem 2.5, we have the following multi-index integration by parts formula:
\[
\int_Q u \partial^i_r v \, dx = (-1)^{|i|+1} \int_Q \partial^i_r u v \, dx.
\]
We conclude this section by recalling the following technical lemma.

**Lemma 2.7** ([14]). Let \( k \in \mathbb{N} \) be given. The following assertions hold.
1. We have
\[
d_L^r x^k = \frac{\Gamma(k+1)}{\Gamma(k-s+1)} x^{k-s}, \quad d_R^r (1-x)^k = \frac{\Gamma(k+1)}{\Gamma(k-s+1)} (1-x)^{k-s}, \quad \text{for all } t \in I, s \in (0,1).
\]
2. If \( k = 0 \), i.e., \( w(x) := x^k = 1 \) is the function identically equal to 1, then \( d_L^r w(x) = d_R^r w(x) = 0 \) if and only if \( r \in \mathbb{N} \).
3. For all \( s \in (0,1) \), we have \( d_L^r x^{s-1} = d_R^r (1-x)^{s-1} = 0 \).
3. The space of functions with bounded fractional-order total variation

3.1. Total variation with different underlying Euclidean norm. We start by recalling the definition of Euclidean $\ell^p$-norm on $\mathbb{R}^N$. Let $p \in [1, +\infty)$ and $x = (x_1, x_2, \ldots, x_N) \in \mathbb{R}^N$ be given, we define

$$|x|_{\ell^p} := (|x_1|^p + |x_2|^p + \cdots + |x_N|^p)^{1/p}.$$ 

Note that $|\cdot|_{\ell^p}$ are equivalent norms on $\mathbb{R}^N$, in the sense that, for all $1 \leq q < p \leq \infty$, 

$$|x|_{\ell^q} \leq |x|_{\ell^p} \leq N^{1/q - 1/p} |x|_{\ell^p}. \tag{3.1}$$

**Definition 3.1.** Let $u \in L^1(Q)$ be given. We recall the following definition: given $k \in \mathbb{N}$, the $k$-th order total variation, with underlying Euclidean $\ell^p$-norm, is defined as 

$$TV_{\ell^p}^k(u) := \sup \left\{ \int_Q u \, \text{div}^k \phi \, dx : \phi \in C_c^\infty(Q; \mathbb{M}^N) \text{ and } |\phi|_{\ell^p} \leq 1 \right\}.$$ 

Here $|\cdot|_{\ell^p}$ denotes the dual norm associated with $|\cdot|_{\ell^p}$, in the sense that 

$$|\phi|_{\ell^p} = \sup_x |\phi_i(x)|_{p^*}, \quad \frac{1}{p} + \frac{1}{p^*} = 1,$$

where $\phi_i$, $i = 1, \cdots, N^k$, are the individual components of $\phi$.

Of particular interest are the first and second order total variation, corresponding to the cases $k = 1, 2$: 

$$TV_{\ell^p}(u) := \sup \left\{ \int_Q u \, \text{div} \phi \, dx : \phi \in C_c^\infty(Q; \mathbb{M}^N) \text{ and } |\phi|_{\ell^p} \leq 1 \right\},$$

$$TV_{\ell^p}^2(u) := \sup \left\{ \int_Q u \, \text{div}^2 \phi \, dx : \phi \in C_c^\infty(Q; \mathbb{M}^N) \text{ and } |\phi|_{\ell^p} \leq 1 \right\}.$$ 

As an example, when $N = 2$, we have $\varphi = [\varphi_1, \varphi_2, \varphi_3, \varphi_4]$, and 

$$\text{div}^2 \varphi = \text{div}(\text{div}(\varphi_1, \varphi_2), \text{div}(\varphi_3, \varphi_4)) = \partial_1 \partial_2 \varphi_1 + \partial_1 \partial_3 \varphi_2 + \partial_3 \partial_3 \varphi_3 + \partial_2 \partial_4 \varphi_3.$$ 

We remark that it is possible to recover the classical isotropic total variation ($TV$) and an-isotropic total variation ($ATV$) by letting $p = 2$ and $p = 1$, respectively. Moreover, in dimension one, all $TV_{\ell^p}$ are the same.

More in general, the following equivalence result holds.

**Lemma 3.2.** [Equivalence of the $TV_{\ell^p}$ norms] Given $1 \leq q < p \leq \infty$, we have 

$$N^{1/p - 1/q} TV_{\ell^q}(u) \leq TV_{\ell^p}(u) \leq TV_{\ell^0}(u),$$

for all $r \in \mathbb{R}^+$ and $u \in BV^r(Q)$. 

**Proof.** In the following, we will use $p^*$ to denote the dual exponent of $p$, i.e. $\frac{1}{p} + \frac{1}{p^*} = 1$. Let $1 \leq q < p \leq +\infty$ be given. From Remark 3.7, we have 

$$N^{1/p - 1/q} |\varphi(x)|_{\ell^{p^*}} \leq |\varphi(x)|_{\ell^{p^*}} \leq |\varphi(x)|_{\ell^{p^*}},$$

for all $\varphi \in C_c^\infty(Q; \mathbb{M}^N)$, and $x \in Q$. That is, for any $\varphi \in C_c^\infty(Q; \mathbb{M}^N)$ such that $|\varphi(x)|_{\ell^{p^*}} \leq 1$, we have 

$$|\varphi(x)|_{\ell^{p^*}} \leq 1.$$ 

Thus 

$$\left\{ \varphi \in C_c^\infty(Q; \mathbb{M}^N) : |\varphi|_{\ell^{p^*}} \leq 1 \right\} \supset \left\{ \varphi \in C_c^\infty(Q; \mathbb{M}^N) : |\varphi|_{\ell^{p^*}} \leq 1 \right\};$$

which then gives $TV_{\ell^q}(u) \geq TV_{\ell^p}(u)$. The proof for $N^{1/p - 1/q} TV_{\ell^0}(u) \leq TV_{\ell^p}(u)$ is completely analogous. \hfill \Box

We recall the usual trace operator for function with bounded total variation.

**Theorem 3.3 ([4, Theorem 2, Page 181]).** Let $u \in BV(Q)$ be given. Then, for $H^{N-1}$-a.e. $x_0 \in \partial Q$, 

$$\lim_{\varepsilon \to 0} \int_{B(x_0, \varepsilon) \cap Q} |u - T[u](x_0)| \, dx = 0,$$

where $T[\cdot]$ denotes the standard trace operator. That is, 

$$T[u](x_0) = \lim_{\varepsilon \to 0} \int_{B(x_0, \varepsilon) \cap Q} u(x) \, dx.$$ 

**Definition 3.4.** We define the r-order total variation $TV_{\ell^p}^r(u)$ on $u \in L^1(Q)$ as follows.
1. For \( r = s \in (0, 1) \) (i.e. \( |r| = 0 \)), we define
\[
TV^r_{p}\phi(u) := \sup \left\{ \int_Q u \text{ div}^s \varphi \, dx : \varphi \in C_c^\infty(Q; \mathbb{R}^N) \text{ and } |\varphi|^*_p \leq 1 \right\},
\]
where
\[
\text{div}^s u := [(1 - 1/N)s + 1/N] \sum_{i=1}^N \partial_{x_i} \varphi_i;
\]
\(2\). For \( r = |r| + s \) where \( |r| \geq 1 \), we define
\[
TV^r_{p}\phi(u) := \sup \left\{ \int_Q u \text{ div}^{|r|} \varphi \, dx : \varphi \in C_c^\infty(Q; \mathbb{R}^N) \text{ and } |\varphi|^*_p \leq 1 \right\}.
\]

**Remark 3.5.** In (3.3) we applied the right-sided derivative on the test function \( \varphi \). In this way, when \( u \) is sufficiently regular, e.g. \( u \in C^\infty(Q) \), the integration by parts formula
\[
\int_Q u \text{ div}^s \varphi \, dx = -\int_Q \nabla u \cdot \varphi \, dx
\]
holds. Similarly, if we choose to work primarily with the right-sided derivative, we shall use left-sided derivative on the test function \( \varphi \) in (3.3).

**Definition 3.6.** Let \( r \in \mathbb{R}^+ \) and \( p \in [1, +\infty) \) be given.

1. Given a sequence \( \{u_n\} \subseteq L^1(Q) \) such that \( TV^r(u_n) < +\infty \) for each \( n \in \mathbb{N} \), we say it is strictly converging to \( u \in L^1(Q) \) with respect to the \( TV^r \), semi-norm, and write \( u_n \overset{\text{w.a.}}{\rightarrow}^r u \), if
\[
\lim_{n \to \infty} \|u - u_n\|_{L^1(Q)} + |TV^r\phi(u_n) - TV^r\phi(u)| = 0.
\]
That is, \( u_n \overset{\text{w.a.}}{\rightarrow}^r u \) if \( u_n \to u \) strongly in \( L^1(Q) \) and \( TV^r(u_n) \to TV^r(u) \).

2. We define the space \( SV^r(Q) \) by
\[
SV^r(Q) := \bigcap_{p \in [1, +\infty]} C^\infty(Q) \overset{\text{w.a.}}{\rightarrow}^r (p).
\]

3. We define the (standard) \( BV^r(Q) \) space by
\[
BV^r(Q) := \bigcap_{p \in [1, +\infty]} \left\{ u \in L^1(Q) : TV^r\phi(u) < +\infty \right\}.
\]

**Remark 3.7** (Equivalence between \( TV^r_{p} \)). **Definition 3.6** has several consequences.

1. By (3.1) we have, for any \( 1 \leq q < p \leq +\infty \),
\[
\frac{1}{p} - \frac{1}{q} TV^r_{p}(u) \leq TV^r_{q}(u) \leq TV^r_{p}(u).
\]
That is, the set \( \{ u \in L^1(Q) : TV^r_{q}(u) < +\infty \} \) is actually independent of \( p \). As a consequence, the functional space \( BV^r(Q) \), defined in (3.7), satisfies
\[
BV^r(Q) = \{ u \in L^1(Q) : TV^r_{q}(u) < +\infty \},
\]
without any dependence on the underlying \( \ell^p \)-norm.

2. The space \( SV^r(Q) \), defined in (3.6), enjoys the "smooth approximation" property: for each \( u \in SV^r(Q) \), there exists a sequence \( \{u_n\} \subseteq C^\infty(Q) \cap BV^r(Q) \) such that (3.5) holds. In the case of integer order, i.e. \( r = k \in \mathbb{N} \), we do have \( SV^k(Q) = BV^k(Q) \) (see for instance [4]). However, due to the singularities at the boundary arising from the definition of fractional derivatives, we are unable to prove a smooth approximation result in this case. In particular, the construction from [4] would not work, unless additional conditions are imposed.

We conclude this subsection with some definitions and properties of fractional order Sobolev semi-norms.

**Definition 3.8.** Given \( q \in [1, +\infty] \), \( r > 0 \), we define the \( r \)-order fractional Sobolev space
\[
W^{r,q}(Q) := \left\{ u \in L^q(Q) : \text{there exists } g \in L^1(Q; \mathbb{R}^N) \sideset{_{\text{L}}}{\text{div}}\int_Q u g \varphi \, dx = \int_Q g \varphi \, dx \right\}
\]
for all test functions \( \varphi \in C_c^\infty(Q; \mathbb{R}^N) \).

Here \( g \in L^q(Q; \mathbb{R}^N) \) is the weak \( r \)-order fractional derivative of \( u \). We equip it with norm
\[
\|u\|_{W^{r,q}(Q)} := \|u\|_{L^q(Q)} + \int_Q |g|_{L^p} \, dx.
\]
Definition 3.9. Let \( r = [r] + s \). By \( AC^{r,1}(I) \) we denote the set of all functions \( w : I \to \mathbb{R} \) admitting a representation of the form
\[
w(t) = \sum_{i=0}^{[r]} \frac{c_i}{i! (s+i)} t^{s+i} + \Gamma w(t), \quad t \in I \text{ a.e.,}
\]where \( c_0, \ldots, c_h \in \mathbb{R} \) and \( \phi \in L^1(I) \).

We recall the following results form [8].

Theorem 3.10. Let \( r = [r] + s \) be given.

1. [8, Theorem 7] A function \( w \in L^1(I) \) admits the \( r \)-order derivative if and only if \( w \in AC^{r,1}(I) \). In this case, \( w \) has the representation (3.9), and
\[
d^{s+i}w(0) = c_i, \quad i = 0, \ldots, k-2, \text{ and } d^s w(t) = \phi(t), \quad t \in I \text{ a.e.}
\] (3.10)

2. [8, Theorem 19] We have
\[
W^{r,1}(I) = AC^{r,1}(I) \cap L^1(I).
\] (3.11)

We remark that, from (3.10) and (3.11), for a given \( w \in W^{r,1}(I) \), the corresponding \( \phi = d^s w \in L^1(I) \) satisfies \( \|\phi\|_{L^1(I)} < +\infty \), and hence \( w \in \Gamma'(L^1(I)) \) in view of Definition 2.4.

Remark 3.11. Let \( p \in [1, +\infty) \) be given, and assume that \( u \in C^\infty(Q) \cap BV^s(Q) \). Then, by [18, Proposition 3.5], we have
\[
TV^s_{dx}(u) = \int_Q |\nabla^s u|_{L^p} dx = \int_Q |(\partial_1^s u, \ldots, \partial_n^s u)|_{L^p} dx.
\] (3.12)

Equation (3.12) allows us to use the fact that the an-isotropic total variation \( TV^s_{dx} \) can be computed axis by axis. For example, for \( N = 2 \), by (3.12) we have
\[
TV^s_{dx}(u) = \int_Q |(\partial_1^s u, \partial_2^s u)|_{L^1} dx = \int_Q |\partial_1^s u|_1 dx + \int_Q |\partial_2^s u|_1 dx.
\]

That is, we are able to separate the integration in the two variables. This will be crucial in allowing us to study properties of real order total variation in the multi-dimensional setting, by using results from the (semi-) one-dimensional case.

3.2. Basic properties of \( TV^r \) with fixed order of derivative. For brevity, we will only write \( TV^r \) without explicit reference to the underlying Euclidean \( \partial^r \)-norm. However, in several arguments it will be advantageous to use the \( TV^s_{dx} \) semi-norm (see Remark 3.11). In such instances, we may thus write \( TV^s_{dx} \) to clarify that we are relying on the underlying norm being the Euclidean \( L^1 \)-norm. We first prove a lower semi-continuity result with fixed order \( r \in \mathbb{R}^+ \).

Theorem 3.12. Given \( u \in M_b(Q), \) i.e. the space of finite Radon measures on \( Q \), and sequence \( \{u_n\} \subseteq BV^s(Q) \) satisfying one of the following conditions:

1. \( u \in L^1(Q) \) and \( \{u_n\} \) is locally uniformly integrable and \( u_n \to u \) a.e.,
2. \( u_n \rightharpoonup u \) in \( M_b(Q) \),
3. \( u_n \to u \) in \( L^p(Q) \), for some \( p > 1 \),

then we have
\[
\liminf_{n \to \infty} TV^s(u_n) \geq TV^s(u).
\] (3.13)

Note that (3) is stronger than (2), but we stated it explicitly since it is a special case widely used in this paper. To prove Theorem 3.12, a preliminary result is required.

Lemma 3.13. Let \( \varphi \in C_c^\infty(Q) \) be given. Then the following statements hold.

1. For any fixed \( T \in \mathbb{N} \), we have
\[
\sup \left\{ \|d^r \varphi\|_{L^\infty(Q)} : r \in (0, T) \right\} < +\infty.
\]

2. For a.e. \( x \in Q \), we have
\[
d^r \varphi(x) \to \text{div}^r \varphi(x) \text{ as } r \to [r]^+
\]
and
\[
d^r \varphi(x) \to \text{div}^r \varphi(x) \text{ as } r \to [r]^-.\]
Proof. We first consider the one-dimensional case, i.e. $Q = I = (0, 1)$. In view of (2.2), for any $r = |r| + s$, we have

$$|d^{r}_{L} \varphi(x)| = \left| d^{r}_{L, c} \varphi(x) \right| \leq \frac{1}{\Gamma(1-s)} \int_{0}^{x} \left( d^{(r+1)} \varphi(t) \right) dt \leq \frac{\| \varphi \|_{W^{(r+1)}, \infty(I)}}{\Gamma(1-s)} \int_{0}^{x} \frac{1}{(t-x)^{s}} dt \leq \frac{\| \varphi \|_{W^{(r+1)}, \infty(I)}}{(1-s) \Gamma(1-s)} \left( x-t \right)^{1-s} \left| \frac{d^{r} \varphi}{dx^{r}} \right| \| \varphi \|_{\infty(L)} \cdot \frac{1}{(1-s) \Gamma(1-s)}.$$ 

which implies

$$|d^{r}_{L} \varphi(x)| \leq \left| d^{(r+1)} c \right| \| \varphi \|_{L^{\infty}(I)} : \frac{1}{(1-s) \Gamma(1-s)}.$$ 

Note also that, by Euler’s reflection formula,

$$\sup_{s \in (0, 1)} \frac{1}{\Gamma(1-s)(1-s)} = \sup_{s \in (0, 1)} \frac{1}{\Gamma(2-s)} \leq 1,$$

hence,

$$\| d^{r}_{L} \varphi \|_{L^{\infty}(I)} \leq \left| d^{(r+1)} c \right| \| \varphi \|_{L^{\infty}(I)} < +\infty,$$

and

$$\sup \left\{ \| d^{r}_{L} \varphi \|_{L^{\infty}(I)} : r \in (0, T) \right\} \leq \sum_{r=0}^{T} \left| d^{r+1} c \right| \| \varphi \|_{L^{\infty}(I)} < +\infty.$$ 

The same arguments give the desired results for the right and central sided $R – L$ derivatives.

We next prove Statement 2, for the case $0 < r < 1$. The case $r \geq 1$ is proven using similar arguments. In view of (2.2), we have $d^{r} \varphi = d^{r}_{c} \varphi$, with $d^{r}_{c}$ denoting the Caputo fractional derivative. Recall the Laplace transform gives

$$L\{ d^{r}_{c} \varphi \} (y) = y^{r} L\{ \varphi \} (y) - y^{r-1} \varphi(0) = y^{r} L\{ \varphi \} (y).$$

Therefore, we have

$$\lim_{s \searrow 1} \frac{\partial s c \varphi}{\partial s} (x) = \frac{\partial \varphi}{\partial s} (x) \quad \text{and} \quad \lim_{s \searrow 0} \frac{\partial s c \varphi}{\partial s} (x) = \frac{\partial \varphi}{\partial s} (x),$$

and hence conclude

$$\lim_{s \searrow 1} d^{r}_{c} \varphi(x) = d^{r} \varphi(x) \quad \text{and} \quad \lim_{s \searrow 0} d^{r}_{c} \varphi(x) = \varphi(x),$$

as desired.

The multi-dimensional case can be directly inferred from the one-dimensional case. We discuss the two-dimensional case (i.e. $N = 2$) as an example. To show the first statement, i.e.

$$\sup \left\{ \| d^{r} \varphi \|_{L^{\infty}(Q)} : r \in (0, T) \right\} < +\infty, \quad \text{for any } \varphi \in C_{c}^{\infty}(Q),$$

it suffices to note that

$$|\partial_{1}^{r} \varphi(x_{1}, x_{2})| \leq \frac{1}{\Gamma(1-s)} \int_{0}^{x_{1}} \left( \partial_{1}^{(r+1)} \varphi(t, x_{2}) \right) dt \leq \frac{\| \varphi \|_{W^{(r+1)}, \infty(Q)}}{\Gamma(1-s)} \int_{0}^{x_{1}} \frac{1}{(x_{1}-t)^{s}} dt \leq \frac{\| \varphi \|_{L^{\infty}(Q)}}{\Gamma(1-s)} \frac{1}{(1-s) \Gamma(1-s)}.$$ 

To show the second statement, recall that

$$\text{div}^{s} \varphi(x_{1}, x_{2}) = \partial_{1}^{r} \varphi(x_{1}, x_{2}) + \partial_{2}^{r} \varphi(x_{1}, x_{2}),$$

thus we have $\partial_{i}^{r} \varphi(x_{1}, x_{2}) = d^{r} \varphi(-, x_{2})$ for fixed $x_{2} \in (0, 1)$. Then, by using the conclusion in the 1D case, we infer that, for $s \rightarrow 0^{+}$,

$$\partial_{1}^{r} \varphi(x_{1}, x_{2}) \rightarrow \varphi(x_{1}, x_{2}), \quad \text{for a.e. } x_{1} \text{ and fixed } x_{2},$$

and similarly,

$$\partial_{2}^{r} \varphi(x_{1}, x_{2}) \rightarrow \varphi(x_{1}, x_{2}), \quad \text{for a.e. } x_{2} \text{ and fixed } x_{1}.$$ 

The proof is thus complete. \qed
Proof of Theorem 3.15. Let \( r = |r| + s \) be given, and fix an arbitrary \( \varphi \in C_c^\infty(Q; M^{N \times N(r)}) \), \( |\varphi|_2^s \leq 1 \). In view of (3.2) (or (3.4)) we have

\[
TV^r(u_n) \geq \int_Q u_n [\text{div}^* \text{div}^{|r|} \varphi] \, dx.
\]

By Lemma 3.13, from \( \varphi \in C_c^\infty(Q; M^{N \times N(r)}) \), we get \( \text{div}^{|r|} \varphi \) is also smooth and compactly supported, which in turn gives \( \text{div}^* \text{div}^{|r|} \varphi \in L^\infty(Q) \).

Assume condition (1) holds. Since \( \{u_n\} \) is locally uniformly integrable and \( u_n \to u \) a.e., by the dominated convergence theorem

\[
\lim_{n \to \infty} \int_Q u_n [\text{div}^* \text{div}^{|r|} \varphi] \, dx = \int_Q u [\text{div}^* \text{div}^{|r|} \varphi] \, dx.
\]

(3.14)

If we assume either condition (2), or the stronger (3), then note that since \( \varphi \in C_c^\infty(Q; M^{N \times N(\{r\})}) \), we have \( \text{div}^* \text{div}^{|r|} \varphi \in C(Q) \). Hence, since \( \{u_n\} \subset L^1(Q) \), in view of the weak* convergence in \( M_b(Q) \) (see [2, Page 116]), we have again (3.14).

Thus, in all cases, we have

\[
\liminf_{n \to \infty} TV^r(u_n) \geq \liminf_{n \to \infty} \int_Q u_n [\text{div}^* \text{div}^{|r|} \varphi] \, dx = \int_Q u [\text{div}^* \text{div}^{|r|} \varphi] \, dx.
\]

Taking the supremum over all \( \varphi \in C_c^\infty(Q; M^{N \times N(\{r\})}) \) with \( |\varphi|_2^s \leq 1 \), we conclude (3.13), as desired. \( \square \)

Now we show that it is possible to approximate functions in \( SV^r(Q) \) with smooth functions.

Proposition 3.14 (strict approximation with smooth functions). Let \( r \in \mathbb{R}^+ \) and \( u \in SV^r(Q) \) be given. Then there exists a sequence \( \{u_n\} \subset C_c^\infty(Q) \cap BV^r(Q) \) such that \( u_n \to u \) strongly in \( L^1(Q) \) and \( \lim_{n \to \infty} TV^r(u_n) = TV^r(u) \).

(3.15)

To this aim, two preliminary results are required. First, we recall the Riesz representation theorem.

Theorem 3.15 ([4, Theorem 1, Section 1.8]). Let \( L : C_c(\mathbb{R}^N, \mathbb{R}^M) \to \mathbb{R} \) be a linear functional satisfying

\[
\sup\{L(\varphi) : \varphi \in C_c(\mathbb{R}^N, \mathbb{R}^M), |\varphi|_2^s \leq 1, \text{supp}(\varphi) \subset K\} < +\infty
\]

for some compact set \( K \subset \mathbb{R}^N \). Then there exists a Radon measure \( \mu \) on \( \mathbb{R}^N \), and a \( \mu \)-measurable function \( \sigma : \mathbb{R}^N \to \mathbb{R}^M \) such that

1. \( |\sigma(x)| = 1 \) for \( \mu \)-a.e. \( x \), and
2. \( L(\varphi) = \int_{\mathbb{R}^N} \varphi \cdot \sigma \, d\mu \).

Next, we show the following crucial result:

Lemma 3.16. Given a function \( u \in BV^r(Q) \), there exists a Radon measure \( \mu \) on \( Q \) and a \( \mu \)-measurable function \( \sigma : Q \to \mathbb{R}^N \) such that

1. \( |\sigma(x)| = 1 \) \( \mu \)-a.e., and
2. \( \int_Q u \text{div}^r \varphi \, dx = -\int_Q \varphi \cdot \sigma \, d\mu \) for all \( \varphi \in C_c^\infty(Q; \mathbb{R}^N) \), \( |\varphi|_2^s \leq 1 \).

Proof. We first define the linear functional

\[
L : C_c^\infty(Q; M^{N \times N(r)}) \to \mathbb{R}, \quad L(\varphi) := -\int_Q u \text{div}^r \varphi \, dx.
\]

Since \( TV^r(u) < +\infty \), we have, in view of (3.4),

\[
\sup\left\{ \frac{1}{\|\varphi\|_{L^\infty}(Q)} \int_Q u \text{div}^r \varphi \, dx : \varphi \in C_c^\infty(Q; M^{N \times N(r)}) \right\} = TV^r(u) < +\infty.
\]

Thus,

\[
|L(\varphi)| \leq TV^r(u) \|\varphi\|_{L^\infty}(Q).
\]

(3.16)

Now we extend by continuity the definition of \( L \) to the entire space \( C_c(Q; \mathbb{R}^N) \): for an arbitrary \( \varphi \in C_c(Q; \mathbb{R}^N) \), we consider the mollifications \( \varphi_\varepsilon := \varphi * \eta_\varepsilon \) (for some influential mollifier \( \eta_\varepsilon \) ) and, by [4, Theorem 1, item (ii), Section 4.2],

\[
\varphi_\varepsilon \to \varphi \text{ uniformly on } Q.
\]

(3.17)

Therefore, by defining

\[
	ilde{L}(\varphi) := \lim_{\varepsilon \to 0} L(\varphi_\varepsilon) \text{ for } \varphi \in C_c(Q; \mathbb{R}^N),
\]
in view of (3.16) and (3.17), we conclude that
\[
\sup \left\{ \tilde{L}(\varphi) : \varphi \in C_c(Q;M^{N \times N^k}) \text{ and } |\varphi|_{L^2} \leq 1 \right\} < +\infty.
\]
Thus, by Theorem 3.15, the proof is complete. \(\square\)

Proof. (of Proposition 3.14) Let \( u \in SV^r(Q) \) be given. In view of Definition 3.6, there exists a sequence \( \{u_n\} \subset C^\infty(Q) \) such that
\[
u_n \xrightarrow{w^s} u. \tag{3.18}
\]

Next, let \( x_0 := (1/2, \cdots, 1/2) \) be the center of \( Q \). For sufficiently small \( \varepsilon > 0 \), we define \( u_n^\varepsilon(x) := u_n \left( \frac{x - x_0}{1 + \varepsilon} + x_0 \right) \) for \( x \in Q \). \(\tag{3.19}\)

Note that by construction, \( u_n^\varepsilon \) will be a scaled version of the restriction of \( u_n \) to \( Q_\varepsilon := Q/(1 + \varepsilon) \). Since \( u_n \in C^\infty(Q_\varepsilon) \), we have \( u_n^\varepsilon \in C^\infty(Q) \) too.

We next show that \( TV^r(u_n^\varepsilon) \to TV^r(u_n) \). Let \( \varepsilon > 0 \) be fixed, then by Lemma 3.16,
\[
TV^r(u_n^\varepsilon) \geq \sup \left\{ \int_{Q_\varepsilon} u_n \text{div}^r \varphi \, dx : \varphi \in C^\infty_c(Q_\varepsilon), |\varphi|_{L^2}^r \leq 1 \right\}. \tag{3.20}
\]

On the other hand, for any \( \varphi \in C^\infty_c(Q) \), we have
\[
\int Q u_n^\varepsilon \text{div}^r \varphi \, dx = \int Q u_n ((x - x_0)/(1 + \varepsilon) + x_0) \text{div}^r \varphi(x) \, dx \\
(3.20) \\
\leq (1 + \varepsilon)^{r+1} \int Q u_n(y) \text{div}^r \varphi((y - x_0)(1 + \varepsilon) + x_0) \, dy \\
\leq (1 + \varepsilon)^{r+1} TV^r(u_n).
\]

Therefore,
\[
TV^r(u_n^\varepsilon) \leq (1 + \varepsilon)^{r+1} TV^r(u_n). \tag{3.21}
\]

On the other hand, in view of (3.19), we have \( u_n^\varepsilon \to u_n \) strongly in \( L^1(Q) \). By Theorem 3.12, we obtain
\[
\liminf_{\varepsilon \to 0} TV^r(u_n^\varepsilon) \geq TV^r(u_n).
\]

Combined with (3.21), this implies \( u_n^\varepsilon \xrightarrow{w^s} u_n \). Combined with (3.18), we infer the existence of a sub-sequence \( \{u_{n_\varepsilon}\} \subset C^\infty(Q) \) such that \( u_{n_\varepsilon} \xrightarrow{w^s} u \), hence (3.15) is proven. \(\square\)

Remark 3.17. We again emphasize that, in view of Remark 3.11 and [18, Proposition 3.5], for any \( u \in C^\infty(Q) \cap BV^r(Q) \), it holds
\[
TV^{l+\varepsilon}(u) = \int Q \left| \nabla^{l+\varepsilon} u \right| \, dx = \sum_{|\alpha| = l+1}^{\infty} \int_0^1 \cdots \int_0^1 |\partial^\alpha u(x_1, \ldots, x_N)| \, dx_1 \cdots dx_N.
\]

This allows us to compute \( TV^{l+\varepsilon}(u) \) by computing \( TV^l(u^\varepsilon) \), \( l' = 0, 1, \cdots, l \), along each coordinate axis.

4. Analytic properties of the functional space \( SV^r(Q) \)

Remark 4.1. As the goal of this article is to construct models for imaging applications, we assume the function \( u \in L^1(Q) \) analyzed here represents an image. That is, we could restrict ourselves only to consider representations on functions in the space
\[
\text{IM}(Q) := \left\{ u \in BV(Q) : ||T[u]||_{L^\infty(\partial Q)} \leq 1 \right\}. \tag{4.1}
\]

Here \( T : Q \to \partial Q \) denotes the trace operator. We remark that most of the conclusions in this article are independent of (4.1). However, certain results can be improved with (4.1). We will always make it explicit when we do assume (4.1). We also note that assumption (4.1) is crucial in the numerical realization of fractional order derivatives. We refer the interested reader to [3, Section 4] and the references therein.
4.1. Compact embedding for $BV^s$ with fixed $s \in (0,1)$. We start by recalling the following theorem from [2].

**Theorem 4.2** ([2, Theorem 4.26]). Let $\mathcal{F}$ be a bounded set in $L^p(\mathbb{R}^N)$ with $1 \leq p < +\infty$. Assume that

$$\lim_{|h| \to 0} \|\tau_h f - f\|_{L^p(\mathbb{R}^N)} = 0, \quad \tau_h f(\cdot) := f(\cdot + h)$$

uniformly in $f \in \mathcal{F}$. Then, the closure of $\mathcal{F}|\Omega$ in $L^p(\Omega)$ is compact for any measurable set $\Omega \subset \mathbb{R}^N$ with finite measure.

The main result of Section 4.1 reads as follows.

**Theorem 4.3** (compact embedding $BV^s(Q) \hookrightarrow L^1(Q)$). Let $s \in (0,1)$ be given. Assume $\{u_n\} \subset ss-BV^s(Q)$ satisfy

$$\sup\{\|u_n\|_{L^\infty(Q)} + \|u_n\|_{BV^s(Q)} : n \in \mathbb{N}\} < +\infty.$$  \hspace{1cm} (4.2)

Then, there exists $u \in BV^s(Q)$ such that, upon sub-sequence, $u_n \to u$ strongly in $L^1(Q)$.

We prove Theorem 4.3 in several steps. We first recall a revisited left sided $R-L$ s-order derivative from [9], which we denote by $d^*_L w(x)$, as follows:

$$d^*_L w(x) := \frac{1}{\Gamma(1-s)} \frac{d}{dx} \int_0^x \frac{w(t) - w(0)}{(x-t)^s} dt.$$  \hspace{1cm} (4.3)

That is, the singularity of $d^*_L w$ at the boundary $t = 0$ is removed. Moreover, we remind that in dimension one, the semi-norms $TV$ and $TV^L$ are equivalent.

**Proposition 4.4.** Let $w \in BV^s(I) \cap C^\infty(I)$ be given. Let $TV^s(w,I)$ denote the s-order total variation of $w$ in $I = (0,1)$ and

$$\tilde{w}(x) := \begin{cases} w(x) & \text{for } x \in I, \\ 0 & \text{if } x \in \mathbb{R} \setminus I. \end{cases}$$

Then we have

$$\|\tau_h \tilde{w} - \tilde{w}\|_{L^1(I)} \leq h^s \left( TV^s(w) + \|w\|_{L^\infty(\partial I)} \right) + O(|h|),$$  \hspace{1cm} (4.4)

provided that $\|w\|_{L^\infty(\partial I)} < +\infty$.

**Proof.** We start by recalling the fractional mean value formula for $0 < s < 1$ from [9, Corollary 4.3]: for $h \in \mathbb{R}$ small,

$$w(x+h) = w(x) + h^s \frac{1}{\Gamma(1+s)} d^*_L w(x + \theta h),$$  \hspace{1cm} (4.5)

where the revised left-sided $R-L$ s-order derivative $d^*_L$ is defined in (4.3) and $\theta \in \mathbb{R}$, say $\theta(h)$, depends upon $h$, and satisfies

$$\lim_{h \to 0} \theta(h) = \frac{1}{2} \frac{\Gamma(1+s)^2}{\Gamma(1+2s)}.$$  

We note that

$$\dot{d}^*_L w(x) = \frac{1}{\Gamma(1-s)} \frac{d}{dx} \int_0^x \frac{w(t) - w(0)}{(x-t)^s} dt - \frac{1}{\Gamma(1-s)} \frac{d}{dx} \int_0^x \frac{w(t)}{(x-t)^s} dt + \frac{1}{\Gamma(1-s)} \frac{1}{x^s}.$$  \hspace{1cm} (4.6)

We also, by the definition of $\tilde{w}$, summarize the following 4 cases (w.l.o.g we only consider $|h| < 0.1$).

**Case 1.** Both $x$ and $(x+h) \in \mathbb{R} \setminus I$. In this case we have $|\tilde{w}(x+h) - \tilde{w}(x)| = 0$.

**Case 2.** $x \in I$, $h < 0$ and $x+h < 0$. In this case we have $0 < x < -h$ and

$$|\tilde{w}(x+h) - \tilde{w}(x)| \leq |\tilde{w}(x+h) - w(0)| + |w(0) - w(x)| = |w(0) + [w(0) - w(x)]|;$$

**Case 3.** $x \in I$, $h > 0$ and $x+h > 1$. In this case we have $0 < 1 - x < h$ and

$$|\tilde{w}(x+h) - \tilde{w}(x)| \leq |\tilde{w}(x+h) - w(1)| + |w(1) - w(x)| = |w(1) + [w(1) - w(x)]|;$$

**Case 4.** Both $x$ and $x+h \in I$. In this case we have

$$|\tilde{w}(x+h) - \tilde{w}(x)| = |w(x+h) - w(x)|.$$
We now claim (4.4). In any of above cases, we could deduce that
\[
\| \tau_h w - \hat{w} \|_{L^1(\mathbb{R})} \leq \| h \|_{L^\infty(\mathbb{R})} \| \tau_h w - \hat{w} \|_{L^1(I_h)} ,
\]
where \( I_h = (|h|, 1 - |h|) \) and \( I^h = (-|h|, 1 + |h|) \). Clearly, the first term \( \| I^h \setminus I_h \|_{L^\infty(\mathbb{R})} \) is of order \( O(|h|) \). Next, for \( x \) and \( x + h \in I \), we observe that
\[
| \hat{w}(x + h) - \hat{w}(x) | \leq h^\epsilon \frac{1}{\Gamma(1 + s)} \left[ d_1^2 w(x + \theta h) \right]
\leq h^\epsilon \frac{1}{\Gamma(1 + s)} \left[ d_2^2 w(x) + w(0) \frac{1}{\Gamma(1 - s)} \right]
\]
where we used (4.5) and (4.6).

That is, we have
\[
\| \tau_h w - \hat{w} \|_{L^1(I_h)} \leq h^\epsilon \frac{1}{\Gamma(1 + s)} \left[ TV^s(w, I) + \| w \|_{L^\infty(\partial I)} \Gamma(1 - s) \right] ,
\]
and combining with (4.7) we obtain
\[
\| \tau_h w - \hat{w} \|_{L^1(\mathbb{R})} \leq h^\epsilon \left[ (\Gamma(1 - s) + |\Gamma(1 + s)|)^{-1} + |\Gamma(1 + s)|^{-1} \right] TV^s(w) + \| w \|_{L^\infty(\partial I)} + O(|h|),
\]
hence (4.4).

\[\square\]

Proof. (of Theorem 4.3) The main idea of the proof is to combine an approximation and a slicing argument. We only write the proof for the case \( N = 2 \), as the general case \( N \geq 3 \) can be obtained similarly. Let \( \{ u_n \} \subset BV^s(Q) \) be given, such that the assumption (4.2) holds. Define
\[
\hat{u}_n(x) := \begin{cases} u_n(x) & \text{if } x \in Q, \\ 0 & \text{if } x \in \mathbb{R}^2 \setminus Q. \end{cases}
\]

Then, by Proposition 4.4, we have, for any given \( x_2 \in \mathbb{R} \) and small \( \varepsilon \),
\[
\| \tau_h \hat{u}_n(x_1, x_2) - \hat{u}_n(x_1, x_2) \|_{L^1(\mathbb{R})} \leq \varepsilon^s C_s TV^s(\hat{u}_n(x_1, x_2), I) + \| u_n \|_{L^\infty(\partial I)} + O(|\varepsilon|),
\]
where \( C_s := [\Gamma(1 - s) + |\Gamma(1 + s)|]^{-1} \). Thus, we have, for vector \( h \in \mathbb{R}^2 \) with small norm and parallel to the \( x_1 \) axis,
\[
\| \tau_h \hat{u}_n - \hat{u}_n \|_{L^1(\mathbb{R}^2)} \leq h^s C_s TV^s(\hat{u}_n) + \| u_n \|_{L^\infty(\partial I)} + O(|h|).
\]

Similarly, the above estimate holds for \( h \in \mathbb{R}^2 \) with small norm and parallel to the \( x_2 \) axis. For a general direction vector \( h \in \mathbb{R}^2 \), we write \( h = (h_1, h_2) \), and
\[
\| \tau_h \hat{u}_n - \hat{u}_n \|_{L^1(\mathbb{R}^2)} \leq \| \tau_{h_1} \hat{u}_n - \hat{u}_n \|_{L^1(\mathbb{R}^2)} + \| \tau_{h_2} \hat{u}_n - \hat{u}_n \|_{L^1(\mathbb{R}^2)} \leq 2h^s C_s \| u_n \|_{BV^s(Q)} + \| u_n \|_{L^\infty(\partial I)} + O(|h|).
\]

Thus, in view of Theorem 4.2, there exists \( u \in L^1(Q) \) such that \( \hat{u}_n \to u \) strongly in \( L^1(Q) \). That is, \( u_n \to u \) strongly in \( L^1(Q) \), and the proof is complete.

\[\square\]

**Corollary 4.5.** Given a sequence \( \{ u_n \} \subset BV^s(Q) \) such that the assumptions of Theorem 4.3 hold, then, up to a sub-sequence, there exists \( u \in BV^s(Q) \) such that
\[
\liminf_{n \to \infty} TV^s(u_n) \geq TV^s(u).
\]

Proof. The proof is done by combining Theorems 4.3 and 3.12.

\[\square\]

### 4.2. Lower semi-continuity with respect to sequences of orders

We first perform our analysis for the an-isotropic total variation \( TV^s \), and then use the equivalence condition (Remark 3.7) to recover the case of isotropic total variation \( TV^r \).
4.2.1. Interpolation properties of an-isotropic total variation. We start by studying an monotonicity result of $TV_{\alpha}^s$ with respect to the order $s \in (0, 1)$, for function $u \in IM(Q)$ (recall space $IM(Q)$ from (4.1)).

**Proposition 4.6** (monotonicity of an-isotropic $TV_{\alpha}^s$). Let $0 < s < t < 1$ be given and $u \in SV_{\alpha}^s(Q) \cap IM(Q)$. Then we have $u \in BV^s(Q) \cap IM(Q)$ and

$$TV_{\alpha}^s(u) \leq TV_{\alpha}^t(u).$$

In particular, at $s = 0$, we have

$$\|u\|_{L^1(Q)} \leq TV_{\alpha}^1(u).$$

**Proof.** For a moment we assume that $0 < s < t < 1$. We deal in one dimension first and we assume also that $w \in BV^s(I) \cap C^\infty(I)$. We claim $w \in \dot{W}^s(I)$. Indeed, we have

$$d[1^{s-w}(x)] = \frac{d}{dx} \int_0^w \frac{w(t)}{(x-t)^s} dt = d^s_w(x).$$

Thus, by assumption we have

$$\|1^{s-w}\|_{W^{1,1}(I)} = TV^s(w) < +\infty,$$

and hence (2.3) holds.

We next claim (2.4). Indeed, we only need to consider the case $I = (0, 1)$ and we observe that

$$|1^{s-w}(x)| = \int_0^x \frac{w(\xi)}{(\xi-x)^s} d\xi \leq \|w\|_{L^\infty(\partial I)} \int_0^x \frac{1}{(\xi-x)^s} d\xi \leq \|w\|_{L^\infty(\partial I)} \Gamma(1-s) \to 0$$

which implies that

$$d^s_1^{1-s}w(0) = 0. (4.9)$$

Thus, (4.8) and (4.9) allows us to use Theorem 2.5, Assertion 1 to infer the existence of $f \in L^1(I)$ such that $w = 1^s[f]$. Moreover, in view of Theorem 2.5, Assertion 2, we have

$$w = 1^s[f] = 1^s[1^s[f]]$$

We observe that

$$\|d^s_w\|_{L^1(I)} = \|1^{s-w}\|_{L^1(I)} \leq \|1^{s-w}\|_{L^1(I)},$$

where by $|1^{s-w}|$ we denote the operator norm. Thus, in view of (2.5), and setting $\delta = t - s > 0$, we have

$$\|\delta^s\|_{L^1(a,b)} \leq \|\delta^s\|_{L^1(a,b)} \leq \frac{1}{\delta^s} \frac{1}{\delta^s} \leq 1,$

whenever $b - a \leq 1$. This, together with (4.10), gives

$$\|d^s_w\|_{L^1(I)} \leq \|d^s_w\|_{L^1(I)}$$

as desired.

We next deal with the multi-dimensional case. We shall only write in details for $N = 2$, as the case $N \geq 3$ is similar. Assume that $u \in BV^s(Q) \cap C^\infty(Q)$, and in view of Remark 3.17, we have

$$TV_{\alpha}^s(u) = \int_Q |\nabla^s u| \, dx = \int_0^1 \int_0^1 |\partial_1^s u(x)| \, dx_1 \, dx_2 + \int_0^1 \int_0^1 |\partial_2^s u(x)| \, dx_1 \, dx_2. (4.11)$$

Since $u \in C^\infty(Q) \cap BV^s(Q)$, we have, for each $x_2 \in [0, 1)$, the slice $u(x_1) = u(x_1, x_2)$ is well defined and belongs to $BV^1(I)$. Thus

$$\int_0^1 |\partial_1^s u(x_1, x_2)| \, dx_1 = TV_{\alpha}^s(u(x_1)) \leq TV_{\alpha}^t(u(x_1)) = \int_0^1 |\partial_1^t u(x_1, x_2)| \, dx_1.$$

Integrating over $x_2 \in I$, we have

$$\int_0^1 \int_0^1 |\partial_1^s u(x)\| \, dx_1 \, dx_2 \leq \int_0^1 \int_0^1 |\partial_1^t u(x)| \, dx_1 \, dx_2. (4.12)$$

The same conclusion, but with $\partial_2^s$ (resp. $\partial_2^s$) instead of $\partial_1^s$ (resp. $\partial_1^s$), can be proven using the exact same arguments. This, together with (4.12) and (4.11), gives

$$TV_{\alpha}^s(u) \leq TV_{\alpha}^t(u) \quad \text{for } u \in C^\infty(Q) \cap BV^1(Q). (4.13)$$
Finally, assume \( u \in SV^s_0(Q) \) only. From Definition 3.6 we could obtain a sequence \( \{u_n\} \subset BV^s(Q) \cap C^\infty(Q) \) such that \( u_n \to u \) strongly in \( L^1(Q) \) and
\[
TV^s_{\chi^1}(u_n) \to TV^s_{\chi^1}(u). \tag{4.14}
\]
Then, in view of (4.13), for each \( u_n \) we have
\[
TV^s_{\chi^1}(u_n) \leq TV^s_{\chi^1}(u_n).
\]
Also, since \( u_n \to u \) strongly in \( L^1(Q) \), in view of Theorem 3.12, and together with (4.14), we conclude that
\[
TV^s_{\chi^1}(u) \leq \liminf_{n \to \infty} TV^s_{\chi^1}(u_n) \leq \limsup_{n \to \infty} TV^s_{\chi^1}(u_n) = TV^s_{\chi^1}(u).
\]
In the end, take any \( \varphi \in C^\infty_0(Q; \mathbb{R}^2) \), we observe, in view of Lemma 3.13 and (3.3), that
\[
\liminf_{s \searrow 0} TV^s_{\chi^1}(u) \geq \liminf_{s \searrow 0} \int_Q u \div^s \varphi \, dx = \frac{1}{2} \int_Q u (\varphi_1 + \varphi_2) \, dx,
\]
and hence, we conclude, by the arbitrariness of \( \varphi \), that
\[
TV^s_{\chi^1}(u) \geq TV^s_{\chi^1}(u) = \|u\|_{L^1(Q)},
\]
which concludes the case that \( s = 0 \). The proof is thus complete. \( \square \)

We next investigate the lower semi-continuity and compactness with respect to the order.

**Proposition 4.7.** Given sequences \( \{s_n\} \subset (0, 1) \), \( s_n \to s \in [0, 1] \), and \( \{u_n\} \subset L^1(Q) \) such that there exists \( p \in (1, +\infty) \) satisfying
\[
\sup \left\{ \|u_n\|_{L^p(Q)} + TV^s_{\chi^1}(u_n) : n \in \mathbb{N} \right\} < +\infty, \tag{4.15}
\]
then the following statements hold.

1. There exists \( u \in BV^s(Q) \) and, up to a sub-sequence, \( u_n \to u \) weakly in \( L^p(Q) \), and
\[
\liminf_{n \to \infty} TV^s_{\chi^1}(u_n) \geq TV^s_{\chi^1}(u). \tag{4.16}
\]

2. Assuming in addition that \( u_n \in SV^s_{\chi^1}(Q) \) for each \( n \in \mathbb{N} \), \( s_n \to s \in (0, 1] \), and \( \{u_n\} \subset IM(Q) \), we have
\[
\lim_{n \to \infty} u_n \to u \text{ strongly in } L^1(Q). \tag{4.17}
\]

**Proof.** Let \( \{u_n\} \subset L^1(Q) \) be given, such that (4.15) holds. Since \( \|u_n\|_{L^p(Q)} \) (with \( p > 1 \)) is uniformly bounded, there exists \( u \in L^p(Q) \) such that, upon sub-sequence,
\[
\lim_{n \to \infty} u_n \to u \text{ weakly in } L^p(Q). \tag{4.17}
\]
We now prove Statement 1. In view of Lemma 3.13 we get that for any \( \varphi \in C^\infty_0(Q) \) and \( s \in [0, 1] \), it holds \( \div^s \varphi \in L^p(Q) \) (where \( 1/p + 1/p' = 1 \)) and hence, by the weak \( L^p(Q) \)-convergence in (4.17), we have that
\[
\lim_{n \to \infty} \int_Q u_n \div^s \varphi \, dx = \int_Q u \div^s \varphi \, dx.
\]
Statement 2 of Lemma 3.13 gives \( \div^s_{\chi^1} \varphi \to \div^s \varphi \) a.e., while Statement 1 of Lemma 3.13 gives
\[
\lim_{n \to \infty} \sup_n \|\div^s_{\chi^1} \varphi\|_{L^\infty(Q)} < +\infty.
\]
Thus, by dominated convergence theorem, \( \div^s_{\chi^1} \varphi \to \div^s \varphi \) strongly in \( L^p(Q) \). By Hölder inequality,
\[
\limsup_{n \to \infty} \int_Q |u_n| |\div^s \varphi - \div^s_{\chi^1} \varphi| \, dx \leq \sup_n \|u_n\|_{L^p(Q)} \limsup_{n \to \infty} \|\div^s \varphi - \div^s_{\chi^1} \varphi\|_{L^p(Q)} = 0.
\]
Therefore, we have
\[
\lim_{n \to \infty} \int_Q u_n \div^s \varphi \, dx \geq \liminf_{n \to \infty} \int_Q u_n \div^s \varphi \, dx + \liminf_{n \to \infty} \int_Q u_n \left[ \div^s \varphi - \div^s_{\chi^1} \varphi \right] \, dx
\]
\[
= \int_Q u \div^s \varphi \, dx,
\]
and hence
\[
\liminf_{n \to \infty} TV^s_{\chi^1}(u_n) \geq \liminf_{n \to \infty} \int_Q u_n \div^s \varphi \, dx = \lim_{n \to \infty} \int_Q u_n \div^s \varphi \, dx = \int_Q u \div^s \varphi \, dx,
\]
which concludes the proof. \( \square \)
and (4.16) follows by the arbitrariness of \( \varphi \in C^\infty_c(Q;\mathbb{R}^N) \).

We next prove Statement 2. By Remark 3.7 and (4.15) we have that
\[
\sup \left\{ \| u_n \|_{L^p(Q)} + TV^{s/2}_p(u_n) : n \in \mathbb{N} \right\} < +\infty,
\]
Since \( s_n \to s \in (0,1] \), in view of Proposition 4.6, there exist a (sufficiently large) \( n_0 \in \mathbb{N} \) and \( s_{n_0} < 1 \), such that
\[
TV^{s/2}_p(u_n) \leq TV^{s/2}_p(u_{n_0}) + 1 \quad \text{for all } n \geq n_0.
\]
Combined with the assumption that \( \{ u_n \} \subset IM(Q) \) allows us to use Theorem 4.3 to infer Statement 2. \( \square \)

The next theorem provides a connection between the lower order \( TV^s \) to the higher order \( TV^r \), where we recall again that \( r = \lfloor r \rfloor + s \).

**Theorem 4.8.** Let \( r = \lfloor r \rfloor + s \) be given. There exists a constant \( C_r > 0 \) such that
\[
TV^s(u) \leq C_r \left[ \| u \|_{L^1(Q)} + TV^r(u) \right],
\]
for all \( u \in SV^r(Q) \).

We will first show an one-dimensional version.

**Lemma 4.9.** Let \( I = (0,1) \) and \( r = \lfloor r \rfloor + s \) be given. There exists a constant \( C_r > 0 \) such that
\[
\sum_{j=0}^{r-1} TV^{s+j}(w) \leq C_r \left[ \| w \|_{L^1(I)} + TV^r(w) \right],
\]
for all \( w \in SV^r(I) \).

**Proof.** We deal with the case \( |r| = 1 \) first. That is, we have \( r = 1 + s \).

Assume no such \( C_r \) exists, i.e., there exists a sequence \( \{ w_n \} \subset SV^{1+s} \) such that, for each \( n \in \mathbb{N} \),
\[
TV^s(w_n) = 1 \quad \text{and} \quad \| w_n \|_{L^1(I)} + TV^{1+s}(w_n) < 1/n.
\]
In view of Theorem 3.14, we may as well assume that \( \{ w_n \} \subset C^\infty_c(I) \cap BV^{1+s}(I) \) and we may write
\[
\| d^s w_n \|_{L^1(I)} \geq 1/2 \quad \text{and} \quad \| w_n \|_{L^1(I)} + \| d^{1+s} w_n \|_{L^1(I)} < 2/n. \tag{4.19}
\]
Thus, we have that \( \{ w_n \} \subset W^{1+s}(I) \), and
\[
w_n \to 0 \quad \text{and} \quad d^{1+s} w_n \to 0 \quad \text{strongly in} \ L^1(I). \tag{4.20}
\]
Recall from Theorem 3.10, we may write that, for each \( w_n \),
\[
w_n(t) = \frac{c_{0,n}}{\Gamma(s)} t^{s-1} + \frac{c_{1,n}}{\Gamma(s+1)} t^s + \phi_n(t), \quad t \in I \ a.e.,
\]
and
\[
d^{1+s} w_n(t) = \phi_n(t).
\]
Thus, in view of (4.20) we have
\[
\phi_n \to 0 \quad \text{strongly in} \ L^1(I),
\]
and together with (2.5), we have, for any \( 0 \leq s' \leq s \),
\[
\| t^{1+s'} \phi_n(t) \|_{L^1(I)} \leq \frac{1}{\Gamma(2+s')} \| \phi_n \|_{L^1(I)} \to 0. \tag{4.21}
\]
We next claim that
\[
c_{0,n} \to 0 \quad \text{and} \quad c_{1,n} \to 0. \tag{4.22}
\]
By the mean value theorem we have
\[
(1^{1-s} w)(t_0) = \int_t^1 (1^{1-s} w)(l)dl.
\]
Since \( w \in W^{1+s}(I) \), we have that \( (1^{1-s} w) \) is absolutely continuous, hence
\[
(1^{1-s} w)(t) = (1^{1-s} w)(t_0) + \int_{t_0}^t d^s (1^{1-s} w)(l)dl = (1^{1-s} w)(t_0) + \int_{t_0}^1 (d^s w)(l)dl.
\]
Thus, for any \( t \in [0,1] \),
\[
\left| (1^{1-s} w)(t) \right| \leq \| 1^{1-s} w \|_{L^1(I)} + \| d^s w \|_{L^1} \leq \frac{1}{\Gamma(2-s)} \| w \|_{L^1(I)} + \| d^s w \|_{L^1(I)}.
\]
where at the last inequality we used (2.5). This, and together with (3.10), gives that

\[ |c_{0,n}| = |(1^{l-s}w_n)(0)| \leq \frac{1}{\Gamma(2-s)} \|w_n\|_{L^1(I)} + \|d^s w_n\|_{L^1(I)} . \]

Similarly, we may show that

\[ |c_{1,n}| = |(d(1^{l-s})w_n)(0)| \leq \|d^s w_n\|_{L^1(I)} + \|d^{1+s} w_n\|_{L^1(I)} . \]

Thus, in view of (4.19), we have

\[ \sup \{ |c_{0,n}| + |c_{1,n}| : n \in \mathbb{N} \} < +\infty. \tag{4.23} \]

We also notice that

\[ \left\| \frac{c_{0,n}}{\Gamma(s)} t^{s-1} + \frac{c_{1,n}}{\Gamma(s+1)} t^s \right\|_{L^1(I)} = \left\| \frac{c_{0,n}}{\Gamma(s)} t^{s-1} + \frac{c_{1,n}}{\Gamma(s+1)} t^s + t^{1+s} \phi_n(t) - 1^{1+s} \phi_n(t) \right\|_{L^1(I)} \]

\[ = \|w_n - 1^{1+s} \phi_n(t)\|_{L^1(I)} \leq \|w_n\|_{L^1(I)} + \|1^{1+s} \phi_n(t)\|_{L^1(I)} \to 0, \tag{4.24} \]

which, combined with (4.23), implies

\[ c_{0,n} \to 0 \text{ and } c_{1,n} \to 0, \]

and hence (4.22). Then, in view of Lemma 2.7, we have

\[ d^s t^{s-1} = 0 \text{ and } d^s t^s = \Gamma(s+1). \]

Next, in view of Definition 2.4 and Theorem 2.5, Assertion 1, we have \( \phi \in \mathbb{I}^s(L^1(I)) \). Combined with Statement 2 of Theorem 2.5, Assertion 2, we obtain

\[ d^s 1^{1+s} \phi_n(t) = 1^{1+s} \phi_n(t). \]

Thus, we have

\[ d^s w_n = c_{1,n} + 1^{1+s} \phi_n(t), \]

and together with (4.21) and (4.22), we conclude that

\[ \limsup_{n \to 0} \|d^s w_n\|_{L^1(I)} \leq |c_{1,n}| + \|1^{1+s} \phi_n\|_{L^1(I)} \to 0, \tag{4.25} \]

which contradicts (4.19).

Now we consider the general case \([r] \in \mathbb{N}\). In view of (3.9), we write

\[ w_n(t) = \sum_{l=0}^{[r]} \frac{c_{l,n}}{\Gamma(s+l)} t^{s-l-1} + r^s \phi_n(t), \text{ } t \in I \text{ a.e.}. \]

Similarly to (4.24), we may show that

\[ |c_{0,n}| \leq \frac{1}{\Gamma(2-s)} \|w_n\|_{L^1(I)} + \|d^s w_n\|_{L^1(I)}, \]

and

\[ |c_{l,n}| \leq \|d^{s+l-1} w_n\|_{L^1(I)} + \|d^{s+l} w_n\|_{L^1(I)}, \]

for \( l = 1, \ldots, [r] - 1 \), and further deduce that

\[ c_{i,n} \to 0 \text{ for } i = 0, \ldots, [r]. \]

Note that, for each \( i = 0, \ldots, [r] - 1 \), we have

1. \( d^{l+s} t^{l+s-1+j} = 0 \), for \( j = 0, \ldots, l \);
2. \( d^{l+s} t^{l+s} = \Gamma(s+1) \text{; } \)
3. \( d^{l+s} t^{l+s+j} = \frac{\Gamma(s+l+1)}{\Gamma(s+l+1)} t^s \), for \( j = 1, \ldots, [r] - 1 - l \),
4. \( d^{l+s} \text{ [r] } \phi_n(t) = 1^{[r]} t^{[r]-l} \phi_n(t), \text{ a.e.}, \text{ } t \in I. \)

Therefore, we obtain that

\[ \limsup_{n \to 0} \|d^{l+s} w_n\|_{L^1(I)} \leq \sum_{j=0}^{[r]-l-1} |c_{l+s+j,n}| + \|1^{[r]-l} \phi_n\|_{L^1(I)} \to 0, \]

which is a contradiction, and hence we conclude the proof. \( \Box \)
Proof. (of Theorem 4.8) We only deal with the case $N = 2$, as the case $N \geq 3$ is similar. We first show that

$$TV^*_i(u) \leq C_r \left[ \|u\|_{L^1(Q)} + TV_{\ell^i_i}(u) \right]. \quad (4.26)$$

We assume for a moment that $u \in BV^r(Q) \cap C^\infty(Q)$. We start with the case $|r| = 1$. That is, $r = 1 + s$. In view of Remark 3.17, we have

$$TV^*_i(u) = \int_Q |\partial_1^1 u| \, dx + \int_Q |\partial_2^1 u| \, dx \quad (4.27)$$

and

$$TV^{1+s}_i(u) = \int_Q |\partial_1^{1+s} u| \, dx + \int_Q |\partial_2^{1+s} u| \, dx + \int_Q |\partial_1^{1+s} \partial_1 u| \, dx + \int_Q |\partial_2^{1+s} \partial_1 u| \, dx. \quad (4.28)$$

Let $w(t) := u(t, x_2)$, with a fixed $x_2 \in B$. Then, by Lemma 4.9, we have

$$TV^*_i(u) \leq C_r \left[ \|u\|_{L^1(t)} + TV^{1+s}_i(u) \right].$$

That is,

$$\int_0^1 |\partial_1^1 u(x_1, x_2)| \, dx_1 \leq C_r \left[ \int_0^1 |u(x_1, x_2)| \, dx_1 + \int_0^1 |\partial_1^{1+s} u(x_1, x_2)| \, dx_1 \right],$$

and hence

$$\int_Q |\partial_1^1 u| \, dx = \int_0^1 \int_0^1 |\partial_1^1 u(x_1, x_2)| \, dx_1 \, dx_2 \leq C_r \left[ \int_0^1 \int_0^1 |u(x_1, x_2)| \, dx_1 \, dx_2 + \int_0^1 \int_0^1 |\partial_1^{1+s} u(x_1, x_2)| \, dx_1 \, dx_2 \right] = C_r \left[ \|u\|_{L^1(Q)} + \int_Q |\partial_1^{1+s} u| \, dx \right].$$

We may analogously prove

$$\int_Q |\partial_2^1 u| \, dx \leq C_r \left[ \|u\|_{L^1(Q)} + \int_Q |\partial_2^{1+s} u| \, dx \right],$$

and, in view of (4.27) and (4.28),

$$TV^*_i(u) \leq C_r \left[ \|u\|_{L^1(Q)} + TV^{1+s}_i(u) \right], \quad \text{for each } u \in C^\infty(Q) \cap BV^r(Q). \quad (4.29)$$

To conclude, we take an approximating sequence $\{u_n\} \subset C^\infty(Q) \cap BV^{1+s}(Q)$ such that $u_n \to u$ strongly in $L^1(Q)$ and $TV^{1+s}(u_n) \to TV^{1+s}_i(u)$. The former implies that

$$\liminf_{n \to \infty} TV^*_i(u_n) \geq TV^*_i(u),$$

and together with (4.29) we conclude that, for $u \in BV^{1+s}(Q),$

$$TV^*_i(u) \leq \liminf_{n \to \infty} TV^*_i(u_n) \leq \liminf_{n \to \infty} 2C_r \left[ \|u_n\|_{L^1(Q)} + TV^{1+s}_i(u_n) \right] \leq \limsup_{n \to \infty} 2C_r \left[ \|u_n\|_{L^1(Q)} + TV^{1+s}_i(u_n) \right] = 2C_r \left[ \|u\|_{L^1(Q)} + TV^{1+s}_i(u) \right],$$

as desired.

Now we assume $|r| = 2$. Similarly to the case $|r| = 1$, we observe that

$$\int_Q |\partial^j u| \, dx \leq C_r \left[ \|u\|_{L^1(Q)} + \int_Q |\partial_{ij}^j u| \, dx \right], \quad j = 1, 2.$$
and we conclude (4.26) as the right hand side is bounded by $\|u\|_{L^1(|Q)} + TV_r^s(u)$. Finally, we conclude our thesis by invoking again condition (3.8). \hfill \square

We close sub-section 4.2.1 by proving that the constant $C_r$ from Theorem 4.8 can be taken independently of $r$.

**Proposition 4.10.** Let $r = |r| + s$, $s \in (0,1)$, be given. Then there exists $C > 0$, independent of $r$, such that \[ TV^r(u) \leq C \left[ \|u\|_{L^1(|Q)} + TV^r(u) \right] \]
for all $u \in SV^r(|Q)$.\leq \]

**Proof.** We only prove this proposition for case of dimension one, i.e., $N = 1$. The case in which $N \geq 2$ can be obtained from the one-dimensional result, and the arguments from Theorem 4.8.

Let $w \in BV^r(I)$ be given. In view of Theorem 4.8 we have, for each $r$, a constant $C_r > 0$ (depending on $r$) such that \[ \sum_{i=0}^{\lfloor r \rfloor - 1} TV^{i+1}(w) \leq C_r \left[ \|w\|_{L^1(I)} + TV^r(w) \right] \] for all $w \in L^1(I)$.

We shall only deal with the case $\lfloor r \rfloor = 1$, as the case $\lfloor r \rfloor > 1$ can be treated analogously. Suppose (4.30) fails, i.e. there exist sequences $\{w_n\} \subset L^1(I)$ and $\{s_n\} \subset (0,1)$ such that \[ TV^{s_n}(w_n) = 1 \quad \text{and} \quad \|w_n\|_{L^1(I)} + TV^{1+s_n}(w_n) < 1/n. \]

In view of (4.23), we have \[ |c_{0,n}| + |c_{1,n}| \leq \left[ \frac{1}{\Gamma(2-s_n)} + 1 \right] \left[ \|w_n\|_{L^1(I)} + TV^{s_n}(w_n) + TV^{1+s_n}(w_n) \right] \leq \frac{1}{\Gamma(2-s_n)} + 1 + \frac{1}{n} \leq 2 + \frac{1}{n}. \]

Hence, there exist $c_0$ and $c_1$ such that $c_{0,n} \to c_0$ and $c_{1,n} \to c_1$. Then, we may reach the contradiction by using the same arguments from (4.22) to (4.25). \hfill \square

4.2.2. Compact embedding and lower semi-continuity. We start again with a result on the an-isotropic total variation. Recall the image space $IM(|Q)$ from (4.1).

**Proposition 4.11.** Given sequences $\{r_n\} \subset \mathbb{R}^+$ and $\{u_n\} \subset L^1(|Q)$ such that $r_n \to r \in \mathbb{R}^+$ and, for some $p > 1$, \[ \sup_{n \in \mathbb{N}} \left\{ \|u_n\|_{L^p(|Q)} + TV^{s_n}_r(u_n) : n \in \mathbb{N} \right\} < +\infty, \] then, the following statement hold.

1. There exists $u \in BV^r(|Q)$, such that, up to a sub-sequence, $u_n \to u$ in $L^p(|Q)$ and \[ \liminf_{n \to \infty} TV^{s_n}_r(u_n) \geq TV^r(u). \]

2. Assuming in addition that $u_n \subset IM(|Q) \cap SV^{r_n}(|Q)$ and $r_n \to r > 0$, then $u_n \to u$ strongly in $L^1(|Q)$.

**Proof.** Write $r_n = |r_n| + s_n$ for $s_n \in [0,1]$. By (4.31), there exists $u \in L^p(|Q)$ such that, up to a sub-sequence, $u_n \to u$ weakly in $L^p(|Q)$.

Then Statement 1 can be proved by using the same arguments from Proposition 4.7.

We next prove Statement 2. We only study the case of $1 \leq r_n \leq 2$, or equivalently $|r| = 1$, as the case in which $|r| \geq 2$ can be dealt analogously. Again by applying Proposition 4.10 we have \[ \sup_{n} \|u_n\|_{BV^{r_n}(|Q)} \leq C \sup_{n} \|u_n\|_{BV^{s_n}(|Q)} \leq \sup_{n} \left\{ \|u_n\|_{L^p(|Q)} + TV^{s_n}_r(u_n) \right\} =: M < +\infty, \] where $C > 0$, obtained from Proposition 4.10, is a constant independent of $r_n$. Assume in addition that there exists $\varepsilon > 0$ such that $\{s_n\} \subset [\varepsilon,1]$. Then, in view of Proposition 4.7, there exists $u \in L^1(|Q)$ such that, up to a sub-sequence, $u_n \to u$ strongly in $L^1(|Q)$, which gives Statement 2.
We now deal with the situation that $s_n \searrow 0$, that is, $r_n \searrow 1$. In this case, although (4.33) still holds, Proposition 4.7 does not produce a sub-sequence strongly converging in $L^1(Q)$. We proceed by using Theorem 3.14 to relax $u_n$, for each $n \in \mathbb{N}$, such that $u_n \in BV^{1,s_n}(Q) \cap C^\infty(Q)$. Hence, we have, for arbitrary $\varphi \in C_c^\infty(Q, \mathbb{R}^3)$, that (recall (3.4))

$$- \int_Q \nabla^{s_n} u_n \, \text{div} \varphi \, dx = \int_Q u_n [\text{div}^{s_n} \varphi] \, dx = \int_Q u_n \text{div}^{1+s_n} \varphi \, dx \leq TV^{1+s_n}(u_n),$$

which implies

$$TV_1(\nabla^{s_n} u_n) \leq TV_1^{1+s_n}(u_n) \leq M < +\infty. \quad (4.34)$$

Moreover, by Proposition 4.10,

$$\|\nabla^{s_n} u_n\|_{L^1(Q)} = TV_1^{s_n}(u_n) \leq C \|u_n\|_{BV^{1+s_n}(Q)} \leq M < +\infty. \quad (4.35)$$

We claim

$$\lim_{n \to \infty} \|u_n - \nabla^{s_n} u_n\|_{L^1(Q)} = 0. \quad (4.36)$$

We start from the one-dimensional case, i.e. $Q = I = (0,1)$, and use $w_n$ to represent $u_n$. By Theorem 3.10, for each $n \in \mathbb{N}$, there exists $\phi_n(t) \in L^1(I)$ such that

$$w_n(t) = \frac{c_{0,n}}{\Gamma(s_n)} t^{s_n-1} + \frac{c_{1,n}}{\Gamma(s_n+1)} t^{s_n} + \frac{1}{1+s_n} \phi_n(t)$$

for a.e. $t$, and

$$d^{s_n} w_n(t) = c_{1,n} + 3^1 \phi_n(t).$$

Next, in view of (2.1), we have, for each $n \in \mathbb{N}$ fixed, that

$$1^{1+s_n} \phi_n(t) = \frac{1}{\Gamma(1+s_n)} \int_0^t \phi_n(z) (t-z)^s \, dz = \frac{1}{\Gamma(1+s)} \int_0^t \phi_n(z) (t-z)^s \, dz.$$

That is, we have

$$\lim_{t \to 0} \|1^{1+s_n} \phi_n(t)\| < +\infty, \text{ for each } n \in \mathbb{N}.$$

However, $t^{s_n-1} \to +\infty$ as $t \to 0^+$, Hence, $c_{0,n} = 0$ must hold, as the opposite gives $w_n(t) \to +\infty$ as $t \to 0$, which contradicts our assumption $w_n \in IM(Q)$. Thus, we have

$$w_n(t) = \frac{c_{1,n}}{1+s_n} t^{s_n} + 1^{1+s_n} \phi_n(t), \quad \text{ for a.e. } t.$$

Then, direct computation gives

$$\|u_n - d^{s_n} w_n\|_{L^1(Q)} = \left\| \frac{c_{0,n}}{\Gamma(s_n+1)} t^{s_n} - c_{0,n} - 1^{1+s_n} \phi_n \right\|_{L^1(Q)}$$

$$\leq \left\| \frac{c_{1,n}}{\Gamma(s_n+1)} t^{s_n} - c_{1,n} \right\|_{L^1(Q)} + \left\| 1^{1+s_n} \phi_n \right\|_{L^1(Q)} \quad (4.37)$$

$$\leq |c_{1,n}| \left( \frac{1}{\Gamma(s_n+1)(s_n+1)} - 1 \right) + |1^{1+s_n} - 1| \phi_{s_n} \|_{L^1(Q)}.$$

Moreover, using the same argument from the proof of (4.23), we have

$$|c_{1,n}| + \|\phi_{s_n}\|_{L^1(Q)} \leq 2 \left[ \|d^{s_n} w_n\|_{L^1(Q)} + \|d^{s_n+1} w_n\|_{L^1(Q)} \right].$$

This, combined with (4.37), implies that

$$\|u_n - \nabla^{s_n} u_n\|_{L^1(Q)} = \int_0^1 \|u_n(x) - d^{s_n} u_n(x)\|_{L^1(Q)} \, dx$$

$$\leq 2 \left[ \frac{1}{\Gamma(s_n+1)(s_n+1)} - 1 \right] \int_0^1 \|d^{s_n} u_n(x)\|_{L^1(Q)} + \|d^{s_n+1} u_n(x)\|_{L^1(Q)} \, dx$$

$$\leq 2 \left[ \frac{1}{\Gamma(s_n+1)(s_n+1)} - 1 \right] \|u_n\|_{BV^{s_n}(Q)}.$$

By Theorem 2.5, Assertion 3, we have $|1^{s_n+1} - 1| \to 0$, as $s_n \to 0$, and hence we conclude (4.36). Next, by (4.34) and (4.35), and the compact embedding in standard $BV(Q)$ space, up to a sub-sequence, there exists $\tilde{u} \in BV(Q)$, that

$$\nabla^{s_n} u_n \to \tilde{u} \text{ strongly in } L^1(Q).$$

Hence, by (4.36), we have

$$\|w_n - \tilde{u}\|_{L^1(Q)} \leq \|w_n - \nabla^{s_n} u_n\|_{L^1(Q)} + \|\nabla^{s_n} u_n - \tilde{u}\|_{L^1(Q)} \to 0,$$
that is, we have $u_n \to \bar{u}$ strongly in $L^1(Q)$. Finally, in view of (4.32), we have $u = \bar{u}$, and hence the theorem.

We conclude this section by proving the second main result of this article.

**Theorem 4.12** (lower semi-continuity and compact embedding in $TV_{r,p}$-semi-norms). Given sequences $\{r_n\} \subset \mathbb{R}_+$, $\{p_n\} \subset [1, +\infty]$, and $\{u_{n} \} \subset L^1(Q)$ such that $r_n \to r \in \mathbb{R}_+ \cup \{0\}$ and $p_n \to p \in [1, +\infty]$, and there exists $\delta \in (1, +\infty)$ such that

\[
\sup \{ \|u_n\|_{L^1(Q)} + TV_{r_n,p_n}^\delta (u_n) : n \in \mathbb{N} \} < +\infty,
\]

then, the following statements hold.

1. There exists $u \in BV^r(Q)$ such that, up to a sub-sequence, $u_n \to u$ weakly in $L^1(Q)$ and

\[
\liminf_{n \to \infty} TV_{r_n,p_n}^\delta (u_n) \geq TV_{r,p}^\delta (u).
\]

2. Assuming in addition that $u_n \subset IM(Q) \cap SV^r(Q)$ and $r_n \to r > 0$, we have

\[
u_n \to u \text{ strongly in } L^1(Q).
\]

**Proof.** By applying Remark 3.7, we deduce that (4.38) implies (4.31), and the thesis follows by combining (4.18) and Theorem 3.12.
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