Directly Detecting MeV-Scale Dark Matter Via Solar Reflection
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If dark matter (DM) particles are lighter than a few MeV/c² and can scatter off electrons, their interaction within the solar interior results in a considerable hardening of the spectrum of galactic dark matter received on Earth. For a large range of the mass versus cross section parameter space, \( \{m_e, \sigma \} \), the “reflected” component of the DM flux is far more energetic than the end point of the ambient galactic DM energy distribution, making it detectable with existing DM detectors sensitive to an energy deposition of \( 10^{-3} \) eV. After numerically simulating the small reflected component of the DM flux, we calculate its subsequent signal due to scattering on detector electrons, deriving new constraints on \( \sigma \) in the MeV and sub-MeV range using existing data from the XENON10/100, LUX, PandaX-II, and XENON1T experiments, as well as making projections for future low threshold direct detection experiments.
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Introduction.—Astrophysics and cosmology provide one of the strongest arguments for an extension to the standard model (SM) of particle physics, through the need for dark matter (DM). The “theory space” for dark matter remains vast, motivating a range of experimental approaches. A well-motivated class of models achieves the required relic abundance through thermal freeze-out during the early radiation-dominated epoch, which points to particles (WIMPs)—with the required annihilation rate \( \langle \sigma v \rangle \sim 10^{-36} \) cm\(^2\) (from now on). A range of direct detection experiments, searching for the elastic scattering of such DM particles in the galactic halo on nuclei, have now pushed the limit down to the scale of \( \sigma \sim 10^{-46} \) cm\(^2\) for weak-scale masses [1].

Since cold DM in the halo is nonrelativistic, detector thresholds ensure that the sensitivity weakens dramatically for masses below a few GeV [1–6]. In recent years, this has motivated efforts to extend this reach to lower mass scales that still allow for viable thermal relic DM candidates (see, e.g., [7,8]), often with interactions mediated by new light (dark) forces [9]. These efforts have included searches at colliders, fixed target proton and electron experiments, and also consideration of direct detection via electron scattering [10–20]. The latter approach offers the possibility of extending conventional direct detection down to masses of \( \sim 10 \) MeV [19–21], where the halo DM kinetic energy is \( E_{\text{DM}} \sim \frac{1}{2} m_{\text{DM}} v^2 \sim 5 \) eV. Lowering the energy threshold by \( O(10) \) down to 1 eV appears feasible [7], and there are theoretical proposals for more significant reductions (see, e.g., [22]).

In this Letter, we point out that further direct detection sensitivity to DM in the 10 keV—10 MeV mass range is possible through consideration of reflected DM initially scattered by more energetic electrons in the Sun (or Earth) prior to scattering in the detector. This double (or multiple) scattering trajectory allows the DM kinetic energy to be lifted to the keV range. Depending on the value of the reduced DM-e mass, \( \mu_{\text{DM,e}} \), a single scatter may result in the energy of the reflected DM,

\[
E_{\text{refl,DM}}^{\text{refl}} < E_{\text{refl,DM}}^{\text{refl,max}} = \frac{4 E_{\text{eHDM,refl}}} {m_e + m_{\text{DM}}} = \frac{4 E_e m_{\text{DM}} m_e} {(m_e + m_{\text{DM}})^2},
\]

being much higher than \( E_{\text{refl,DM}}^{\text{refl}} \) and indeed comparable to the typical solar electron kinetic energy \( E_e \sim k T_e \sim O(\text{keV}) \). Thus \( E_{\text{refl,DM}}^{\text{refl}} \) can be above the detection threshold for a number of existing experiments, including XENON10, XENON100, LUX, PandaX-II, and XENON1T.

The basic scenario is summarized in Fig. 1. DM scattering off free electrons in the Sun generates a new (more energetic) component of the flux impinging on the Earth. While there is necessarily a geometric suppression factor, associated with rescattering in the direction of the Earth, we find that this is still sufficient to produce new
levels of sensitivity to MeV and sub-MeV dark matter, where no direct detection constraints previously existed. The limits and projected sensitivity from electron scattering at a number of experiments are summarized in Fig. 2.

**Solar reflection of light DM.**—DM scattering on particles inside the Sun has been extensively studied as an ingredient for the indirect signature of DM annihilation to high energy neutrinos. The evolution of DM that intercepts the Sun depends crucially on its mass. Given a large enough elastic cross section on nuclei, WIMP dark matter with mass above a few GeV can be efficiently captured and thermalized. However, for light DM, the capture process is less efficient, and a few GeV can be efficiently captured and thermalized. The cross section on nuclei, WIMP dark matter with mass above 141801-2

...
energetics being many orders of magnitude below solar luminosity.

Taking a representative choice of $m_{DM} \sim 3$ MeV, one can estimate the maximum value of the recoil energy distribution to be $\sim 0.5T(R_{\text{scatt}})$ at $\sigma_e \gg 10^{-36}$ cm$^2$. For example, a single scatter would accelerate a 3 MeV DM particle up to $\sim 100$ eV energy for $\sigma_e \sim 10^{-33}$ cm$^2$ ($R_{\text{scatt}} = 0.8R_\odot$). The reflected flux (2) in this optically thick regime is $10^5$ cm$^{-2}$ s$^{-1}$, leading to $O(20)$ ionizations/day in 1 kg of Xe. This constitutes a detectable signal, and motivates a more detailed analysis.

Our preliminary estimates (2) need to be augmented to include the possibility of multiple scattering, which can significantly impact the energy of the reflected particles. Since this is difficult to treat analytically, we make use of a simulation to determine the energy spectrum and intensity of the reflected DM flux. The simulation scans the initial velocity and impact parameter to determine the initial trajectory into the Sun. The step size was chosen as 0.01$R_\odot$, and the standard solar model [26] was used to determine the temperature, density, and elemental abundance at each given radius. For a given cross section $\sigma_e$, the scattering rate was then determined probabilistically. If DM does not scatter, it propagates to the next step with velocity shifted according to the gravitational potential. If DM scatters, the electron momentum was generated according to the temperature distribution, and the new trajectory determined by first boosting to the DM-electron rest frame, and assuming an $s$-wave cross section. The gravitational effect on the trajectory was included after each nontrivial scattering. This process was repeated until the DM particle exited the Sun.

We find that it is sufficient to limit our simulations by a maximal impact parameter $\rho_{\text{max}} = 4R_\odot$. Outside that range, only the slowest DM particles enter the Sun, giving a highly dominant contribution to the reflected flux. Thus, we simulate the energy distribution $F_{\rho}(E)$ of particles interacting with (or missing) the Sun initially collected from the $A_p = 16\pi R_\odot^2$ impact area. After accounting for the gravitational redshift, $E \rightarrow E - m_{DM}v_{\text{esc}}^2/2$, the distribution is normalized to unity, $\int_0^{\infty} dEF_{\rho}(E) = 1$, and the resulting reflected DM flux at Earth determined via

$$\frac{d\Phi_{\text{refl}}}{dE} = \Phi_{\text{halo}} \times \frac{A_p F_{\rho}(E)}{4\pi (1 \text{ A.U.})^2}. \quad (3)$$

As there is some arbitrariness in $A_p$, the simulated reflected flux contains an admixture of the initial unscattered distribution. This does not affect subsequent calculations because this component stays below detection thresholds.

Figure 3 shows the final kinetic energy distribution at Earth for 3 MeV DM particles. For $\sigma_e \sim 1$ nb, the distribution turns over close to 100 eV, consistent with naive estimates. Moreover, tracking the trajectories indicates that DM does indeed have a higher probability to enter the core region if the cross section is below about $10^{-34}$ cm$^2$.

Despite the lower cross section, the enhanced core temperature can in turn lead to fewer scatters for DM to exit the Sun, resulting in the observed enhancement in the tail of the distribution as the cross section decreases. However, the effect eventually turns off once the cross section drops well below a pb, as the mean free path and thus the collision rate becomes too low.

**Direct detection via electron scattering.**—With the reflected DM flux and velocity distribution in hand, the scattering signatures can be determined along the lines of the DM-electron scattering analysis of [19,20], with the modifications outlined below. We consider DM scattering off bound electrons in the detector, having fixed energy $E_e = m_e - |E_B|$, with binding energy $E_B$ and a range of momenta. The process of interest corresponds to atomic ionization $DM + A \rightarrow DM + A^+ + e^{-}$ with DM three-momentum transfer $\vec{q}$. To match the literature, we write the differential scattering rate as a function of electron recoil energy in terms of a reference cross section $\sigma_e$ [20],

$$\frac{d\langle \sigma_{nl}v \rangle}{d\ln E_{\text{re}} \rho_{\text{DM,e}}} = \frac{\sigma_e}{8\mu_{\text{DM,e}}^2} \int dq |f_{nl}(q, p_e')|^2 |F_{DM}(q)|^2 \eta(E^{-\text{min}}), \quad (4)$$

where the DM form factor $F_{DM}$ can be taken to 1 if the interaction is short range. We only consider cases where the angular dependence is trivial, $\vec{q} = |\vec{q}|$. The dimensionless atomic form factor describing the strength of the ionization process from atomic state $n$, $l$ is given by

$$|f_{nl}(q, p_e')|^2 = \frac{p_e'}{\pi q} \int_{|p_e' - q|}^{p_e'} dp' \sum_{m = -l}^{l} |\langle \vec{p}_e' | e^{i\vec{q}\cdot\vec{r}} | nlm \rangle|^2.$$
We evaluate the latter using radial Hartree-Fock atomic wave functions \( R_n(l) \) [27] in \( \psi_{n\ell m}(\vec{r}) = R_n(l)Y_{\ell m}(\hat{r}) \) and the plane wave approximation \( \langle \vec{p}_{\ell m} | e^{\vec{q} \cdot \vec{r}} \rangle \), including a Sommerfeld factor with effective charge \( Z_{\text{eff}} = 1 \) [19]; 
\[ p' = \sqrt{2m_\text{p}E_{R,e}}. \]
When \( m_{\text{DM}} \ll 0.1 \text{ MeV} \), \( \vec{q} \cdot \vec{r} \ll 1 \) is possible. In order to avoid spurious contributions to \( f_{\text{nl}} \) from potential numerical nonorthogonality in \( \langle \vec{p}_{\ell m} | 1 nlm \rangle \), we subtract the identity operator, and evaluate \( \langle \vec{p}_{\ell m} | e^{\vec{q} \cdot \vec{r}} - 1 nlm \rangle \) in these cases instead. The event rate from level \((n, l)\) is then determined by evaluating the average over the incoming energy spectrum of the reflected DM component, which in the nonrelativistic limit is \( \eta(E_{\text{min}}) = \int_{E_{\text{min}}}^{E_{\text{max}}} dE |m_{\text{DM}}/(2E)|^{1/2} (d\Phi_{\text{refl}}/dE)\Phi_{\text{hilo}}^{-1}. \)

Multiplying it by the flux and target density \( N_T \), we arrive at the total rate from the \((n, l)\) state, \( dR_{\text{nl}}/d\ln E_{R,e} = N_T \Phi_{\text{hilo}} d(\sigma_{nl})/d\ln E_{R,e} \), where \( E_{\text{min}} \) is the minimum DM energy required to produce an electron with \( E_{R,e} \) recoil energy.

The resulting electron recoil energy spectrum is converted into scintillation (S1) and ionization (S2) responses in liquid xenon experiments, \( dR_{\text{nl}}/dS_i = \epsilon_i\int dE_{R,e} \rho_{\text{pd}}(S_i|E_{\text{dep}})dR/d\ln E_{R,e}. \) Here, \( \epsilon_i(S_i) \) is the Si detection efficiency and \( \rho_{\text{pd}}(S_i|E_{\text{dep}}) \) is the probability to produce \( S_i \) given a deposited energy \( E_{\text{dep}} = E_{R,e} + |E_B| \).

For the purpose of this work, we consider the signals in S1 and S2 separately, and model \( \rho_{\text{pd}}(S_i|E_{\text{dep}}) \) as follows: the number of produced quanta at the interaction point is \( N_Q = E_{\text{dep}}/W \) with \( W = 13.7 \text{ eV} \) [28,29], partitioned into \( n_e \) ionized electrons escaping the interaction point and \( n_i \) scintillation photons. The latter follow a binomial distribution with \( N_Q \) trials and single event probability \( f_{e,i} = \langle n_{e,i} \rangle/N_Q. \) For the purpose of setting limits we only use data above \( E_{\text{dep}} = 0.19 \text{ keV} \) for computing \( \langle n_e \rangle \), corresponding to the lowest measured charge yield [30] (together with [31]; see also [32,33]), and determine the light output self-consistently by demanding conservation of \( N_Q \).

The detected signals are related by \( N_Q = S1/g_1 + S2/g_2 \) where \( g_1 \) is the light collection efficiency and \( g_2 \) is the electron scintillation response times the electron extraction efficiency at the gas-liquid interface. For computing S1 we use the respective values \( g_1 = 0.12, 0.1134, 0.144, 0.1 \) PE/\( \gamma \) for XENON100 [34], PandaX-II (run 10) [35], XENON1T [11], and LZ [36]. For computing S2 we use the respective values \( g_2 = 20, 12.1 \) PE/\( e^- \) for XENON100 [37] and LUX [38]; for XENON10, the data have already been converted from S2 to the number of electrons [39]. S1 is sampled from a binomial distribution with \( n_i \) trials and detection probability \( g_1 \); a Gaussian resolution of \( \sigma_{\text{PMT}}/\sqrt{n_i} = 0.4 \text{ PE} \) in detected photons \( n_i \) is included. For S2 we assume an average 80% electron drift survival probability and apply a representative Gaussian width of \( \sigma_{\text{S2}}/\sqrt{n_e} = 7 \text{ PE} \) [40] in the conversion of successfully drifted electrons, \( n_e \), to S2. After accounting for detection efficiencies, and respecting the nominal thresholds in the various experiments, the generated signals are compared to data as reported in [1,3,34,38] and [37,39,41] for S1 and S2 only, respectively. Exemplary spectra for S2 in XENON100 and for S1 in XENON1T are shown in Fig. 4. In the final step, we use the \( p_{\text{max}} \) method [39,42] to arrive at the limits in the plane of \( \sigma_i \) and \( m_{\text{DM}} \).

To complete this analysis, we highlight the principal reach of future direct detection experiments (making optimistic assumptions.) For LZ, the next-generation liquid xenon experiment [36], we assume, for simplicity, 100% detection efficiency in the acceptance region \( S1 \geq 3 \text{ PE} \) and include the solar neutrino generated background in the electron recoil band [6]. For future semiconductor experiments, we employ the ionization form factor computed in [21] and apply it to a straightforward generalization of (4); we then follow the recommendations of [21] to obtain the projections for SENSEI [43] (superCDMS [44]) with 100 g yr (10 kg yr) background-free exposure and \( 2e^- \) (1\( e^- \)) ionization threshold. The results are summarized in Fig. 2. Further details are found in a Supplemental Material that contains additional Refs. [45–50].

Constraints on light DM models.—To demonstrate the application of our analysis, we consider a complex scalar dark matter candidate interacting with the electron vector current,

\[ \mathcal{L}_{\text{int}} = G_\text{Ve} \times (e\gamma^\mu e)(i\gamma^\nu \partial_\mu \chi - i\gamma^\mu \partial_\nu \chi'). \]
This model has been analyzed thoroughly, in particular, when the interaction is rendered UV complete via introduction of a kinetically mixed dark photon [11,51,52]. The $p$-wave annihilation channel allows this model to escape stringent cosmic microwave background (CMB) constraints [53]. Carrying out the standard freeze-out calculation, and adjusting the coupling in $\langle \sigma_{\text{ann}} v_{\text{rel}} \rangle$ to reproduce the correct relic abundance as a function of $m_\chi$, we arrive at the scattering cross section given by

$$\sigma_e = \frac{1}{\pi} G_F^2 m_\chi^2 \to (8 - 9) \times 10^{-35} \text{ cm}^2 \times \frac{2m_{\chi,e}^2}{(2m_{\chi,e}^2 + m_e^2)} v_e,$$

where $v_e^2 = 1 - m_e^2/m_{\chi,e}^2$. When $m_\chi$ is close to or below $m_e$, a more accurate thermal average is required, which we implement numerically following Refs. [54,55]. The resulting contour is plotted in Fig. 2, and one observes that the reflected DM scattering analysis excludes the $m_\chi < 2$ MeV region, while higher masses are currently allowed.

Going further afield in model space, there is now an increased focus on variants of the thermal relic (or WIMP) paradigm, which can ensure the correct relic abundance over the MeV mass range, e.g., SIMPs [56], ELDERS [57], and models utilizing freeze-in production with very light mediators [so that $F_{\text{DM}}(q) = (a_{m_\chi}/q)^2$]. The latter case is of interest, as the target parameters correspond to $\sigma_e \sim 10^{-37} - 10^{-38}$ cm$^2$, for $m_\chi \sim 100 - 1000$ keV [21], which provide a challenging goal for future experiments.

**Discussion.**—We have analyzed the direct detection sensitivity to DM-electron scattering, via an energetic reflected DM flux produced through rescattering in the Sun. This leads to new sensitivity at the sub-pb level for light dark matter in the sub-MeV mass range. Similar rescattering can also occur within Earth, which would be of particular interest in producing daily modulation. However, the up-scattering effect would be less significant due to the lower electron temperature.

The limits shown in Fig. 2 apply to all DM models with significant scattering cross sections on electrons. However, models in this mass range are subject to a number of powerful indirect constraints. Besides the CMB-anisotropy-derived limits on annihilation of DM, there are constraints from stellar energy loss, and the measured radiation energy density, $N_{\text{eff}}$, as well as from primordial nucleosynthesis (BBN) [58–60]. A universally safe way of escaping the BBN and $N_{\text{eff}}$ bounds is to consider $m_\chi >$ few MeV. Internally thermalized DM models with a lower mass can avoid the constraint on $N_{\text{eff}}$ (which in these models is generally shifted below 3), by annihilating into a mixture of SM states (e.g., photons) and neutrino-like dark radiation, as there are compensating effects on the number of equivalent neutrinos [58,59]. We emphasize that the new constraints derived on $\sigma_e$ in this paper are direct, and largely independent of additional particle content in the early Universe.

We conclude by emphasizing that reflected DM is an intrinsic contribution to the DM flux, and can be probed by all upcoming experiments with sensitivity to electron scattering, e.g., SENSEI, CRESST-III [61], SuperCDMS, LZ, and CDEX-1T [62]. We leave a study of other DM models as well as an investigation of potential signal-background discrimination for future work [63].
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