Dementia Scale Score Classification Based on Daily Activities Using Multiple Sensors
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Abstract

Early detection of age-related disease symptoms in older people by the use of daily activity data is one of the central challenges of home sensor systems. This paper focuses on dementia scale classification from daily activity data collected using sensors that can be deployed in actual residential environments. Activity data collected by four sensors (a door sensor, human motion sensor, location sensor, and sleep sensor) were obtained by recording 56 older adults living in common residences. We analyzed the effects of different types of sensor data, such as time spent in an individual room according to human sensors, location in a facility, and sleep patterns, on dementia detection. We then developed a feature extraction method related to daily activity patterns based on a clustering algorithm and analyzed its effectiveness. In the experimental evaluation, we trained binary classification models to classify dementia scale scores based on the Mini-Mental State Examination (MMSE) from these datasets. The experimental results show that a maximum accuracy of 0.871 was obtained with a linear support vector machine (SVM) model by fusing the door, location, and sleep features and by clustering activity patterns using the X-means algorithm.
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I. INTRODUCTION

Dementia is one of the major causes of disability and dependency among older people worldwide. It is predicted that the number of patients with dementia will reach 152 million by 2050 [1]. Dementia is a syndrome in which the ability to think, remember, and perform everyday activities is decreased [2]. A cure for dementia has not been identified, but treatments to relieve the symptoms have been developed [3]. Thus, the early detection of dementia symptoms is important to slow progression and to support patients and their families. From this perspective, some computer science researchers have started to develop computational models to identify people with dementia by using various types of activities. In these studies, researchers recorded individual behaviors and automatically predicted clinical scores based on sensor data [4], [5]. Many studies based on daily activity have developed systems that automatically detect dementia from activity data collected unobtrusively. In recent research, activity data are collected from an environment where a large number of sensors are installed, such as a smart home. Features related to residents’ daily behaviors or activities of daily living (ADLs) that can be extracted based on activity recognition have shown effectiveness in classifying dementia. However, some difficulties are encountered in building such specific sensor networks in the residences of users.

This research aims to apply a system in actual care facilities for elderly people rather than perform an experiment in a sensor room where a large number of sensors are installed. We propose and evaluate a method to discriminate dementia scale scores obtained by a dementia screening test, namely, the Mini-Mental State Examination (MMSE), from activity data measured by installing simple (low-cost) sensors in an actual residential facility. Furthermore, by developing a classification model for each of the many independent sensors, we could compare the effectiveness of the measurements
using each sensor.

For this purpose, we propose an effective feature extraction method by referring to a study that analyzed activity patterns during daily activities [6] to improve the dementia detection accuracy. Specifically, the main idea is to extract typical activity patterns by unsupervised dimension reduction algorithms and cluster them from a set of ADL samples observed in all participants in the experiment. A feature set composed of typical activity patterns is appropriate for comparing the activities of different people. In this paper, we refer to the extracted behavioral features based on daily activity patterns as bag-of-activity patterns (BoAPs) and verify their effectiveness in classifying dementia scale scores. The main contributions of this study are summarized here.

An activity sensing dataset collected from multiple sensors in a real environment: We collected an activity dataset from participants in residential facilities using four different sensors over two months to extract indoor daily activities. The dataset, which was collected from the actual living environment of elderly participants, included location and sleep information of the participants and information from the door sensor and human motion sensor in the room. Two months of data collection under these realistic conditions enabled us to model the daily behaviors of the participants. Furthermore, it is possible to compare and analyze the contribution to the estimation of information obtained from multiple aspects, such as time spent in an individual’s room by motion sensors, location in a facility, and sleep patterns.

Feature extraction based on eigen behaviors: Daily activity patterns vary among individuals, so extracting effective activity features related to classifying dementia scale scores from such diverse activity samples is still a central challenge. We propose a method to extract activity features by relating diverse activity samples to typical activity patterns that are learned using dimension reduction or clustering algorithms. We show that the activity pattern features extracted from an actual living environment are effective at classifying the differences in dementia scale scores. Collecting the activity dataset and extracting the features from these datasets were conducted in a fully autonomous manner.

Fusing of various sensor data and comparing different sensing types: By comparing classification models of the dementia scale from different types of sensor data, we analyze the sensor features that are effective for detecting dementia. This study also addresses a novel challenge in investigating the possibility of automatic classification of dementia scale scores by integrating the features obtained from various sensors. We show that fusing these features obtained from various sensors can improve the classification accuracy of the dementia scale.

II. RELATED WORKS

A. ANALYZING DEMENTIA FROM PHYSICAL ACTIVITY DATA

The procedures for the clinical diagnosis of dementia include an interview, a physical examination, and a neurological examination to determine the presence or absence of dementia and its symptoms. Electroencephalography (EEG) is a pathologically valid indicator in the diagnosis of dementia [7], and the effectiveness of EEG-based sensing as an approach for early detection of cognitive function has been shown [8], [9], [10]. Wu et al. [11] detected the degree of dementia based on EEG information. In recent studies, cognitive function has been detected from a variety of data, including speech, language, gait, and facial expression [12]. Jarrold et al. [13] detected the type of dementia from speech based on acoustic features and language. Many of the predictors of dementia levels can be interpreted as general cognitive deficits that are well known features of dementia, such as decreased memory ability and decreased accuracy and speed of movements. For elderly health monitoring, activity performance should be sensed during daily life without burdening the user.

Daily activity performance is an important indicator of functional health. The inability to perform necessary activities during daily life is associated with increased health care utilization, including the risk of developing dementia. Hodges et al. [14] used wearable devices (radiofrequency identification (RFID) bracelets) and RFID-tagged objects to detect indicators of cognitive impairment, such as dementia and traumatic brain injury, by monitoring individuals performing a well-defined routine task (making coffee). By extracting activity features using a motion sensor system, Hayes et al. [15] investigated the associations among walking speed, the amount of daily activity in the participants’ residences and the level of mild cognitive impairment (MCI, high or low). To longitudinally monitor the daily activities of users in the home and to detect and evaluate health functions, it is necessary to automatically detect activities from data collected by unobtrusive sensors. Currently, with the development of ubiquitous computing, inexpensive and reliable sensors have enabled accurate pattern recognition from activity sensing data. Recently, researchers have tried to automate health assessments, including daily activities, based on sensor data. Akl et al. [16] acquired motion sensor data over an average period of three years and calculated several measures associated with subjects’ walking speeds and general household activities to detect MCI. Dawadi et al. [17] investigated the relationship between the ability of a participant to complete an activity and the health assessment (dementia or cognitively healthy). In addition, Alberdi et al. [5] extended this work by extracting features associated with ADLs from a sensor system to estimate a health function score. Robben et al. [4] developed an ambient sensor monitoring system to collect sensor data in a participant’s residence and proposed an algorithm for quantifying the changes in everyday behaviors.

Many studies on the estimation of cognitive functions based on ADLs show that large-scale sensing systems such as smart homes enable activity recognition or feature extraction corresponding to daily living behaviors. There are several challenges in implementing such activity sensing environments in actual residential facilities for elderly individuals.
Prediction models depend on the different floor plans of the residential facilities and the measured environment.

On the other hand, [18] reported that the frequency of social activity is associated with dementia, and [19] showed that both social interaction and intellectual stimulation may be relevant to preserving mental function in elderly individuals. From these findings, [20] proposed a method to extract daily activity information based on the time spent in each room from indoor positioning information using mobile beacons and evaluated the classification accuracy of dementia scale scores.

**B. DETECTING PHYSIOLOGICAL DISEASE FROM SLEEP ACTIVITY**

Dementia causes sleep disorders such as day and night reversal, difficulty falling asleep, and midway awakening problems [21], [22]. On the basis of more than 9 years of research, Hahn et al. [23] reported that changes in sleep patterns cause dementia and that respiratory rate, heart rate, and body movement are the main physiological parameters that indicate sleep quality. Previous research applied the differences in sleep behavior estimated from the bedroom and the participant’s position to detect dementia and has shown that sleep duration and sleep patterns differ according to dementia scores [17], [5].

Monitoring sleep behavior in depth is known to be effective at estimating health status. From the viewpoint of achieving a collection of sleep behaviors without burdening the user, such as by wearing a sensor, contact-free bed sensors can now provide high monitoring accuracy [28]. Therefore, we attempt to estimate the dementia scale score from the sleep state acquired by a bed sensor and the biological signals during sleep, rather than to perform sleep activity recognition based on an individual’s location information. Sleep sensor information enables a comparative analysis of the contribution to the estimation of dementia from information obtained from different sensors, such as location information and information from human motion sensors.

**C. POSITION OF THIS RESEARCH**

The main difference between this paper and many previous ones analyzing health assessments based on activity data is that we analyze data sensing methods to introduce a dementia estimation system into users’ actual living environments. In this study, we used a sensing method that can be easily implemented in actual living environments to collect sleep information and location information, including outings and movement information. Different types of sensors have different advantages and disadvantages in terms of price, reliability, and user acceptability for sensing in the home. Since the type of sensors that can be installed depends on the living environment, we investigate whether the behavioral sensor data acquired by door and human motion sensors in addition to indoor positioning are effective at detecting dementia. Furthermore, we aim to extract the differences in individual activity patterns from sensor data collected in an easy-to-install way and automatically extract features of ADLs that are known to be effective in estimating the dementia scale score. While many previous studies have shown that features of daily activities extracted by sensing systems contribute to the estimation of dementia, they have not focused on comparing the contribution of features obtained from mul-
multiple sensors or on fusing features extracted from different types of sensors. The purpose of this study is to determine the best method for collecting activity data that is effective for the classification of dementia scale scores from multiple types of sensors and to evaluate whether the accuracy of the model can be improved by fusing different types of sensor information.

III. RESEARCH OVERVIEW AND DATASET

A. OVERVIEW OF DEMENTIA SCALE CLASSIFICATION

Fig 1 shows an overview of the dementia scale score classification. The procedure for developing a classification model for the dementia scale from a behavioral dataset collected by a variety of sensors is shown here.

1. Extracted features for dementia detection from the data from each sensor (IV-A).
2. Extracted features based on typical activity patterns extracted by using dimension reduction and clustering algorithms (IV-B).
3. Develop a model to estimate the dementia scale score by machine learning using the activity feature set (V).

B. DEMENTIA SCALE TEST

We recorded the indoor daily activity datasets in two nursing residential facilities in Japan. We recruited 56 Japanese participants. Daily life behavior data was collected using the four types of sensors during a two-month period. The Research Ethics Committee of the Nippon Telegraph and Telephone West Corporation reviewed and approved the collection of data and the corresponding research using this dataset. The dataset, excluding personal information (age, sex, name, and audio) that could be used by a third party to identify and discriminate against the participants, was shared only among the coauthors of this study for the purpose of academic research. Only the following age and sex information was collected and shared: the average age of the participants was 78.43 (± 9.63) years old, and the participants included 24 males participants and 32 female participants. Written informed consent was obtained from all the participants or from a capable family member before the following data were collected.

The participants initially completed the MMSE [29], a dementia screening test. In the MMSE, if the score is below 23 points, the likelihood of dementia is high, and a score below 27 points is defined as suspicious for MCI [30]. Fig 2 plots the scores against the ages of the participants. In this dataset, because of the number of participants suspected of having dementia, we classified participants into two groups, namely, dementia suspicion or no dementia suspicion, instead of three groups (dementia, MCI, or other). The task of estimating the dementia scale score is defined in this study as the two-class classification of high- and low-scoring groups on a dementia scale based on the threshold of 23 points on the MMSE.  

The information of the experimental participant’s high/low-score groups collected by each sensor is given in Table 1.

C. ACTIVITY DATASET FROM FOUR DIFFERENT SENSORS

In this section, we describe how to collect the activity dataset. Although the two residential nursing facilities hosting the participants are very different, they have individual rooms with a bed and a toilet and a shared space for free communication among the residents. To collect the indoor location data, we used a Bluetooth Low Energy (BLE) beacon, Bible 3, which was produced by George and Shaun Co., Ltd. This Bluetooth beacon has a small radio transmitter (6 × 0.6 × 2.2 cm, 9.07 g) that sends signals within a radius of 10-30 m (interior spaces). These beacons are cost-effective and can be installed with minimal effort. We installed reference access points (APs), which are the receivers for the Bluetooth signal, in the participants’ rooms and the shared spaces of the residential facilities. We estimated the position of a participant with a beacon using the received signal strength indication (RSSI) of the Bluetooth signal and the location coordinates of the APs. Additionally, we installed three types of single sensors (door sensors, human motion sensors, and sleep sensors) in the participants’ private rooms to collect

1The MMSE is a cognitive function test, but the test results do not always match the results of the diagnosis of dementia. Therefore, the proposed a classification model that identifies and estimates high/low MMSE scores (the value of one indicator that investigates dementia) but does not estimate the actual diagnostic results of dementia.
information on their daily activities using a sensing method different from indoor positioning.

The door sensor (DS1A-A01WH) and human motion sensor (HM92-01WHC) were produced by Nissha Co., Ltd. These sensors were installed on the entrance doors and ceilings of private rooms to detect the entry/exit and presence/absence, respectively, of the participants in the private rooms. The sensors do not need to be replaced because they use solar cells, and they record the opening/closing of the door and presence/absence of the participant as binary values and wirelessly transmit them. Although the interval at which data are collected is irregular, the door sensor periodically transmits its current state every 20-30 minutes, even outside of the open/close timing. In the case of the human motion sensor, the sensor sends the detected status at a maximum interval of once every 5 seconds.

The sleep data of the participants were acquired by using a noncontact vital sensor (MS-106) produced by Mio Corporation. A bed sensor with a 24-GHz microwave Doppler sensor (13.35 × 12.12 × 2.6 cm, 246 g) was installed on the ceiling or at the top of the wall in private rooms. Microwaves were used to detect the left and right sides of the sensor at 32°/58° angles within a range of 1.4-3 m, and two patterns of biological signals were obtained for each of the sensing results from the two directions. Specifically, the heart rate, respiratory rate, body movement level, and whether the participant was in his or her bed were estimated using the sensing results.

The number of participants and recording days were different for each sensor. The participant-level averages for the location, door sensor, human motion sensor, and sleep sensor data were 31.3, 42.4, 42.5, and 33.4 days, respectively.

IV. ACTIVITY FEATURE EXTRACTION

Fig 3 provides an overview of the feature extraction method for the participants’ dementia scale score categories from the time series data acquired from each sensor; the steps are listed as follows:

1) Represent the activity feature vector of one sample as the activity of one day and prepare an activity sample set containing the samples corresponding to all the dates.

2) Discover the typical activity patterns from the activity samples by using clustering and dimension reduction algorithms.

3) Extract the activity feature vector of an activity sample using typical activity patterns.

4) Transform the activity samples observed from each participant into one sample for each participant.

Daily activity data generally have a specific structure and regularity. When daily activity patterns are compared, health conditions can also be compared [31]. Based on these findings, we represent an activity feature vector for a unit of one day.

Extracting activity types from behavioral data is important for estimating health status. It has been reported that changes in activity patterns correspond to changes in health status [32]. Riboni et al. [33] focused on detecting abnormal behaviors of MCI patients from sensor data and built a system for early detection. Extracting patterns of activities, such as those proposed by Dawadi et al. [34], is based on an activity recognition algorithm that requires the collection of participants’ activity events by many sensors. In this study, we applied dimension reduction and unsupervised clustering algorithms to obtain features that represent daily activity patterns from automatically extracted features based on data from easily installed sensors.

A. DAILY SENSOR FEATURES

First, to acquire the behavior trend, we extracted activity features from time-series sensor data segmented by days. In previous sensing systems, specific activity features associated with ADLs have been extracted (e.g., time spent on toilet needs at night, daily sleep duration) [4], [5]. In this study, we designed features that are less dependent on differences among sensor types or living environments, considering their application to actual living environments. Table 2 shows the hourly activity features that can be automatically extracted from each sensor. The daily activity sample \( x \) was obtained by concatenating the sensor features calculated for each hour. This approach for extracting features based on hourly sensor values is not limited to the four types of sensors used in this study and can be applied to other types of sensor data that are not used in this study.

1) Door and human motion sensor features: The door and human motion sensors output a value of 1 when they detect an action. We extracted feature values of 24 dimensions by calculating the total count for which the event (door movement or human detection) is observed within each hour.

2) Indoor positioning features: The indoor location data obtained using the mobile beacons captured the amount of time that the participants spent in each room daily. We calculated these durations using the location data [20].

a) When an AP receives a signal from a beacon (ID of the participant), a data sample is added to the database. The data are composed of the following attributes: (1) ID, \( M \) of the AP; (2) ID, \( P \) of the beacon; and (3) RSSI, \( RSSI \) of the signal. Each AP \( M \) has a coordinate of position \( Pos_M = (X_M, Y_M) \) in the residential facility.

b) Every participant lives in one of two residential facilities. Therefore, we need to extract common activity features that are independent of the residential facility. Common features in both residential facilities are the shared space and private rooms of the participants. We classify the positions, \( Pos \), into three types: a shared space (shared living and recreation rooms) \( (C = 1) \), a participant’s own room \( (C = 2) \), and other places including other participants’ rooms \( (C = 3) \) in the residential facility (an example is shown in Figure 1).
c) The location where participant $P$ stays from time $T$ to time $T + 1$ is estimated using the RSSIs. Let the RSSI vectors of all the Bluetooth signals detected by an AP in location $C \in \{1, 2, 3\}$ be $\text{RSSI}_{T,C} = \{\text{rssi}_{C,1}, \ldots, \text{rssi}_{C,N_{T,C}}\}$, where $N_{T,C}$ corresponds to the number of times the signals were received by the APs in location $C$ from time $T$ to time $T + 1$. $\text{rssi}$ [dBm] is a negative value ($\text{rssi} > -80$), and we normalize the RSSI by $w_{C,n} = 80 + \text{rssi}_{C,n}$. 

d) The probability that participant $N$ stays in location $C$ from time $T$ to time $T + 1$ is $Pr_{T,C} = \frac{\sum_{n} w_{C,n}}{Z}$, where $Z = \sum_{C} \sum_{n} w_{C,n}$.

We calculate $Pr_{T,C}$ as the probability of the participant staying in a location at each time $T$ from 0-23. $Pr_{T,C}$ is calculated for each day for all the participants. In addition to the percentage of the day spent in each location, we calculate the maximum distance moved at each time. $\text{Dist}_{T}$ is calculated as the maximum distance [m] between the AP where the signal was detected at each hour and the AP of the participant’s own room. The dimension of the location activity feature space is 96.

3) Sleep sensor features: For each hour, we calculate the average of the eight sensor output values for heart rate, respiratory rate, and body movement levels and the average of the binary value of whether the patient is in bed based on the sensor’s estimate. The eight biological signals to be acquired are listed as follows: heart rate, "heart rate level", "left heart rate level", and "right heart rate level"; respiration, "respiration level", "left respiration level", and "right respiration level"; and body movement, "left body movement level" and "right body movement level". The dimension of the sleep feature space is 216.

### TABLE 2. Extracted sensor features

| Sensor type | Feature | Details |
|-------------|---------|---------|
| Door        | Number of detections | Total number of detected door openings |
| Human       | Number of detections | Total number of detections by the human sensor |
| Location    | Probability of staying | Time spent in shared areas, own room, and other places. |
|             | Moving distance | Maximum distance between the received access point and the participant’s room |
| Sleep       | In/not in bed | Mean value of bed status |
|             | Heart rate | Mean heart rate |
|             | Respiration | Mean value of respiratory rate |
|             | Body movement | Mean body movement level |

### B. FEATURE EXTRACTION BASED ON ACTIVITY PATTERNS

From the sensor features (daily activity samples) calculated in Section IV-A, we extract features based on activity patterns that are expected to be effective at classifying the dementia scale score. The activity data matrix (the number of all the participants’ daily samples $(n) \times$ the number $(d)$ of daily activity features) was composed by using all the participants’ daily activity samples (data samples) $(x_i)$, so the matrix is represented as $X = [x_1, \ldots, x_i, \ldots, x_n] \in \mathbb{R}^{d \times n}$. Using unsupervised dimension reduction and unsupervised clustering algorithms of the activity data matrix, we obtain a set of typical daily activity patterns. Principal component analysis (PCA), sparse coding (SC) [35], and an autoencoder (AE) [36] are used for dimension reduction. Additionally, since the number of activity clusters is unknown, we use X-means [37] as a clustering algorithm.

1) Principal Component Analysis (PCA) 
PCA is commonly used for dimension reduction with a transformation matrix $A \in \mathbb{R}^{d \times d_p}$ by projecting each input data sample $x_i$ in dataset $X$ into a lower-dimensional data
sample \( x^* \in \mathbb{R}^{d_p} \). Let the lower-dimensional dataset be \( X^* \); then, the transformation is written as \( x^* = A^T x \) and so \( X^* = A^T X \). In the setting of dimension reduction for activity analysis, \( X \) is set as the activity data matrix. In PCA, \( A \) is optimized so that the variance of projected data samples \( x^* \) is maximized. It is well known that the optimized \( A \) can be obtained as an eigenvector \( ev \) of the covariance matrix of input data set \( (X) \), so \( A \) is represented as \( A = [ev_1, \ldots, ev_d] \), where \( ev \) denotes the first principal component, which is the eigenvector corresponding to the largest eigenvalue. Therefore, \( A \) is composed of eigenvectors corresponding to the largest \( d_p \) eigenvalues. We regard these first \( d_p \) principal components as typical activity patterns in all activity samples.

2) Sparse Coding (SC)

The objective of the SC algorithm is to decompose the activity data matrix \( (X \in \mathbb{R}^{d_x \times n}) \) into \( d_s \) basic elements (dictionary) \( (D \in \mathbb{R}^{d_x \times d_s}, d_s < d) \) and sparse coefficient arrays \( (\alpha = [\alpha_1, \ldots, \alpha_N] \in \mathbb{R}^{d_s \times n}) \). In SC, we regard the \( d_s \) basic elements (dictionaries) as the typical activity patterns in the activity dataset. The optimization problem in SC is expressed as follows:

\[
\arg \min_{D \in C, \alpha \in \mathbb{R}^{d_x \times n}} \sum_{i=1}^{N} ||x_i - D\alpha_i||^2 + \lambda ||\alpha||_1, \tag{1}
\]

where \( C \triangleq \{ D \in \mathbb{R}^{d_x \times d_s} : \sum_{j=1}^{d_s} d_j \leq 1, \forall j = 1, \ldots, d_s \} \) \( (2) \)

In the optimization setting, the coefficient \( \alpha \) of the sparse decomposition is obtained by minimizing the error: \( ||x_i - D\alpha_i||^2 \) with \( \ell_1 \) penalties: \( ||\alpha||_1 \). \( \lambda \) is a model parameter that controls the trade-off between sparsity and minimization error.

To solve this optimization problem, we applied one of the alternative optimization techniques, referred to as an online dictionary learning [38], which optimizes with respect to each of the two variables \( D \) and \( \alpha \) when the other variable is fixed.

3) Autoencoder (AE)

The AE is used to transform the data into a lower-dimensional space of feature vectors by an unsupervised learning neural network. The objective of the AE essentially is to learn the encoding matrix from the original input data \( (x \in \mathbb{R}^{d}) \) to low-dimensional space \( (\mathbb{R}^{d_a}, d_a < d) \) as close as possible to its original input data. The optimization problem in the AE is expressed as follows:

\[
\arg \min_{W} \sum_{i=1}^{N} ||x_i - \sigma(W^T \sigma(Wx_i + b_1) + b_2)||^2, \tag{3}
\]

where \( \sigma() \) is the activation function in the neural network. We applied the rectified linear unit function as \( \sigma() \), and \( b_1 \in \mathbb{R}^{d_a} \) and \( b_2 \in \mathbb{R}^d \) are bias vectors. The \( W, b_1, b_2 \) are optimized using the backpropagation algorithm based on the adaptive moment estimation (Adam) optimizer [39] in this study.

4) X-means

Dimension reduction is a qualitatively easier representation to clearly separate the data clusters. To identify typical activity patterns, clustering algorithms can be used to assign the activity samples into K clusters. As a feature representation method, we used the X-means algorithm [37], which is an extension of the K-means algorithm with the ability to choose the number of clusters \( (K) \) based on information criteria. First, the optimization problem in both K-means and X-means is set as follows:

\[
\begin{align*}
\arg \min_{R \in \mathbb{R}^{N \times d_k}, \mu \in \mathbb{R}^{d_k \times d}} & \sum_{i=1}^{N} \sum_{k=1}^{d_k} r_{i,k} ||x_i - \mu_k||^2, \quad \tag{4} \\
r_{i,k} & = \begin{cases} 1 & (k = \arg \min_j ||x_i - \mu_j||^2) \\ 0 & (k \neq \arg \min_j ||x_i - \mu_j||^2). \end{cases} \tag{5} 
\end{align*}
\]

\( \mu_k \) are \( d \)-dimensional centroid vectors of the \( k \)th cluster. \( r_{i,k} \) is the binary indicator variable. If the \( i \)th sample is assigned to the \( k \)th cluster, \( r_{i,k} = 1 \); otherwise, \( r_{i,k} = 0 \). To solve this optimization problem, an alternative optimization technique is applied to optimize with respect to each of the two variables \( r_{i,k} \) and \( \mu \) when the other variable is fixed. In X-means [37], the optimal number of clusters \( X \) is determined by recursively running 2-means until the Bayesian information criterion (BIC) stops improving.

5) Hyperparameter setting

For dimension reduction by PCA, we set the cumulative contribution rate: \( \theta_{th} = 0.9 \) as the threshold. For SC, we set the basis of the dictionary: \( d_s = 100 \) and \( \lambda = 1 \). For the AE, we set the dimension of the middle layer \( d_a \) to 20, the number of epochs to 100, and the minibatch size to 64.

C. TRANSFORMATION TO PARTICIPANT-BASED FEATURE VECTOR

To train the classification models of MMSE by using a data set that consists of a set of samples per participant, we need to convert the daily activity dataset \( X_M \) of person ID \( M \), which is composed of feature vectors per day, into the person-based activity dataset \( XP \) with a feature vector per participant (Fig 3).

We calculate the statistics of the daily activity features. Statistical features (named “Stats”), which are directly calculated from the daily sensor features, comprise a comparative method with the proposed feature extraction methods based on typical activity patterns.

Consider the daily activity matrix (sample set) of a participant whose ID is \( M \) represented as \( X_M \), composed of a daily activity sample \( \{x_1, x_2, \ldots, x_{N_M}\} \), where \( N_M \) is the number of measurement days of the participant. We describe how to convert \( X_M \in \mathbb{R}^{N_M \times d} \) to the person-based feature vector \( X_PM \in \mathbb{R}^{d} \) with five types of features: (i) statistical features, and features extracted based on (ii) PCA, (iii) SC, (iv) AE, and (v) X-means in Section IV-B.
(i) **XP with statistical features:** To represent the representative feature of a person, we calculated the mean vector mean($X_M$) of $X_M$ and standard deviation vector std($X_M$) of $X_M$ along the dimension of a day. The person-based feature vector $XP_M$ is represented by concatenating mean($X_M$) and std($X_M$) as $XP_M = [\text{mean}(X_M)^T, \text{std}(X_M)^T]^T$.

(ii) **XP extracted based on PCA:** $X_M$ is converted to lower-dimensional data $X_M^* = A^T X_M$ by projection for dimension reduction with PCA. The person-based feature vector $XP_M$ is represented by concatenating $\text{mean}(X_M^*)$ and std($X_M^*$), $XP_M = [\text{mean}(X_M^*)^T, \text{std}(X_M^*)^T]^T$.

(iii) **XP extracted based on SC:** After training the SC model, all activity samples $X$ are decomposed into $d_s$ basic elements ($D$) and sparse coefficient arrays ($\alpha \in \mathbb{R}^{d_s \times N_M}$). Coefficient values $\alpha_{k,n}$ in $\alpha$, which are almost zero, are implemented to denote the weight of the $k$th basic element to represent the $n$th activity sample.

The corresponding $\alpha_{k,n}^* \in \mathbb{R}^{d_s \times N_M}$ is calculated by encoding the data set $X_M$ as a sparse combination of the basic elements $D$, so we set $X_M^* = \alpha_{k,n}^* M$. The person-based feature vector $XP_M$ is calculated as $XP_M = [\text{mean}(X_M^*)^T, \text{std}(X_M^*)^T]^T$ in the same manner as PCA.

(iv) **XP extracted based on AE:** After the AE model is trained, the activity matrix $X_M$ is encoded into $X_M^*$ as follows:

$$X_M^* = \sigma(W X_M + B_1),$$

where $B_1 = [b_1, \ldots, b_1] \in \mathbb{R}^{d_s \times N_M}$.

The person-based feature vector $XP_M$ is calculated as $XP_M = [\text{mean}(X_M^*)^T, \text{std}(X_M^*)^T]^T$ in the same manner as PCA.

(v) **XP extracted based on X-means:** After the X-means model is trained, the indicator variable $r_{i,k}$ is used to convert $X_M$ to $XP_M$. Let the indicator matrix, which has $r_{i,k}$ as each value, be $R \in \mathbb{R}^{d_s \times N_M}$. The indicator matrix for activity samples of person ID $M$ can be written by $R_M \in \mathbb{R}^{d_s \times N_M}$. $XP_M$ is calculated as $XP_M = \text{sum}(R_M)$.

In this paper, we refer to the extracted activity features based on the daily activity patterns by PCA, SC, AE and X-means as BoAP features. In total, five feature sets were acquired by extracting the Stats features and four BoAP features for each participant.

**V. EXPERIMENT**

We perform a two-class classification task on the high/low MMSE scores of the experimental participants and evaluate the classification accuracy in two different experiments. First, to analyze the effectiveness of each feature group, we train classification models with five sets of features for each type of sensor and report the classification accuracies of models with each feature group (Experiment 1). In the first experiment, we used all samples obtained from each sensor.

Second, we compare the feature groups of the different sensors and analyze the effectiveness of fusing features from multiple sensors (Experiment 2). For this purpose, we used only daily activity samples, which consist of data observed from all sensors. Samples for which sensor data are missing are removed from the dataset in Experiment 2.

Third, we compare the accuracy of the classification models based on daily activity samples and classification models using person-based feature vectors to clarify the effectiveness of the proposed BoAP features (person-based features) extracted for each participant in Experiment 3.

**A. EXPERIMENTAL SETTING**

Leave-one-person-out cross-validation is conducted to evaluate the performance. The balanced accuracy (mean accuracy for both classes) is selected as the evaluation criterion for the classification because the numbers of samples are imbalanced. The majority baseline when all samples are classified into one majority class is set to 50%.

We explain the machine learning models for the classification of the MMSE score as follows.

1) **Person-based BoAP approach**

As classification models to be trained with the proposed BoAP features (person-based features), we use a linear support vector machine (SVM), a logistic regression (LR) model, and a random forest (RF) model. Because the sample size is equal to the number of the participants in our approach (using person-based features) and the sample size is small, we do not use a nonlinear classifier such as a deep neural network (DNN) or a long short-term memory (LSTM) network [40], which would require many training samples, in Experiments 1 and 2. We normalize the data such that each feature has a mean of zero and a standard deviation of one.

The parameters of the SVM are optimized using a nested cross-validation scheme, with C parameter values selected from [0.01, 0.1, 1, and 10]. The parameters of the RF are optimized similarly using a nested cross-validation scheme, with the numbers of trees per forest selected from [10, 100, and 200]. The number of random samples per tree is set as the square root of the size of the training sample set. For the feature sets, independent-sample t-tests between the activity features and the high/low scores on the dementia scale are performed for feature selection. Variables with significant differences based on $p < 0.1$ are selected for the training process.

2) **Day-sample-based approach**

Our proposed method for classifying each person’s dementia scale score is an approach that effectively extracts a person’s activity features from a daily activity sample and then estimates the MMSE from the daily activities of each person. However such a person-based classification method cannot provide sufficient samples for classification training because the number of samples is equal to the number of participants.

In Experiment 3, we analyze the effectiveness of our approach using person-based features by comparison with classification models trained based on daily activity samples (see
TABLE 3. Experiment 1: Balanced accuracy of the model for each sensor feature set. Row 2 denotes the method of feature extraction. The features (excluding Stats) are the proposed method's BoAPs, which represent the difference in activity patterns.

|       | Door | Human | Location | Sleep |
|-------|------|-------|----------|-------|
| Stats | PCA  | SC    | AE       | X-means |
| SVM   | 0.502 | 0.530 | 0.487 | 0.511 | 0.595 |
| LR    | 0.459 | 0.525 | 0.516 | 0.592 | 0.560 |
| RF    | 0.447 | 0.524 | 0.481 | 0.524 | 0.612 |
| Mean  | 0.469 | 0.543 | 0.548 | 0.543 | 0.395 |

Table 3 shows the classification results of these models. For models with five sets of features for each type of sensor.

To discuss the effectiveness of the feature groups, we trained the person-based method, except for the LSTM classifier, in independent-sample t-tests, similar to the approach used in that is assigned for the greater number of days is taken as the voting method for this purpose, meaning that the class label sample into labels for the participants. We use a majority we need to convert the label set (inferred class) for each day are the same as for the DNN. In the inference phase of the day-based approach, a class label (dementia or no dementia) are assigned to the MMSE label of that participant. In this approach using the daily samples, daily activity samples observed from a participant are assigned to the MMSE label of that participant. In this approach, all daily samples (total N=1034) are available as training data; thus, for the approach using the daily samples, we use DNN and LSTM classifiers in addition to SVM, LR, and RF models.

For the DNN, we use a fully connected feedforward neural network consisting of two hidden layers, with dropout after each layer. We set the number of units in each hidden layer to 100, the number of epochs to 100, the minibatch size to 64, and the dropout rate to 0.5. We use the Adam optimizer and set the learning rate to 0.001. For the LSTM classifier, we stack a sigmoid layer on top of the LSTM neuron to accomplish two-class classification. We set the number of hidden dimensions equal to 20 and apply dropout before the fully connected layer. In the LSTM case, the sensor features are learned as time-series features with a length of 24 \((N_D \times 24)\) corresponding to the feature vectors extracted for each hour (24 hours in total). The other network settings are the same as for the DNN. In the inference phase of the day-based approach, a class label (dementia or no dementia) is output by the trained model for each day sample; therefore, we need to convert the label set (inferred class) for each day sample into labels for the participants. We use a majority voting method for this purpose, meaning that the class label that is assigned for the greater number of days is taken as the final dementia scale classification result for the participant. The features used for the training process are selected using independent-sample t-tests, similar to the approach used in the person-based method, except for the LSTM classifier.

B. EXPERIMENT 1: CLASSIFICATION WITH DAILY ACTIVITIES COLLECTED BY EACH SENSOR

To discuss the effectiveness of the feature groups, we trained models with five sets of features for each type of sensor. Table 3 shows the classification results of these models. For the door, human motion, location, and sleep sensors, the highest model accuracies (0.647, 0.725, 0.694, and 0.631, respectively) outperform the classification accuracy of the baseline (0.5). This result shows that each obtained sensor data point has a certain effectiveness in classifying dementia scale scores. Comparing the mean accuracy of each machine learning model, the X-means algorithm is the most effective for door sensors, indoor positioning, and sleep sensors (0.595, 0.632, and 0.565, respectively), while PCA is especially effective for human sensors (0.708).

The highest accuracy among all the sensors was obtained with the features extracted based on activity patterns. Each model improves the accuracy by 0.066-0.183 points compared to the same machine learning model in Stats. This result indicates that BoAPs are more effective features for dementia scale score classification than Stats are, which are extracted directly from the sensor features. Among the machine learning models, the highest accuracy for all sensors, except the human motion sensor, was achieved by the linear SVM, so only the linear SVM was used in the following experiments.

C. EXPERIMENT 2: FUSING THE MULTISENSOR FEATURES

In this section, we compare the feature groups of the different sensors and analyze the effectiveness of fusing features from...
multiple sensors. Although different participants provided data for each installed sensor, 37 participants agreed to have their data recorded by all the sensors. Because the measurement dates differ for each sensor, we extracted only the daily activity sample collected by all four sensors for each participant. The total number of days of measurement data acquired from all experimental participants was 1034. We evaluated the balanced accuracy of the four types of sensor features: door features (D), human motion features (H), location features (L), and sleep features (S). The fused features of each sensor produced 15 features. Five linear SVM models, which are based on the activity pattern forms in each case, are built for evaluation.

Table 4 shows the classification accuracy for the fusion of each feature set. In Columns 2-5, when we compare the accuracy of each sensor by using the common measurement data, the features extracted from the location and sleep sensors (the mean accuracy values are 0.664 and 0.690, respectively) are more effective than those from the door and human motion sensors (the mean accuracy values are 0.590 and 0.481, respectively).

Columns 6-16 show that the model can be improved by the fusion of features obtained from multiple sensors. Row 2 shows that among the 11 multisensor patterns, the classification accuracy of four sensor combinations (D+H, H+L, L+S, and H+L+S) in Stats is better than that of any of the single sensors selected for fusion. Row 3 shows that the classification accuracy of the PCA model is higher for the combination of two sensors (D+H, L+S). Similarly, rows 4-6 show that the model improves in two cases for SC (D+H, D+L), five cases for AE (D+L, H+L, L+S, D+L+S, H+L+S), and seven cases for X-means (D+H, D+L, H+L, L+S, D+H+L, D+L+S, H+L+S). Table 5 summarizes the highest accuracy of each single-sensor and multisensor case in each feature set. In Columns 2-5, when we compare the accuracy of the PCA model is higher for the combination of two sensors (D+H, L+S). Similarly, rows 4-6 show that the model improves in two cases for SC (D+H, D+L), five cases for AE (D+L, H+L, L+S, D+L+S, H+L+S), and seven cases for X-means (D+H, D+L, H+L, L+S, D+H+L, D+L+S, H+L+S). Table 5 summarizes the highest accuracy of each single-sensor and multisensor case in each feature set.

Table 6 shows that the classification accuracy of models trained on day-based and person-based samples.
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TABLE 9. Ablation results for the feature groups.

| Removed feature group | Accuracy | Difference | Accuracy | Difference |
|------------------------|----------|------------|----------|------------|
| Location               |          |            |          |            |
| Probability of staying | 0.801 ±0  |            | 0.489 ±0.365 |            |
| Moving distance        | 0.801 ±0  |            | 0.489 ±0.365 |            |
| Sleep                  |          |            |          |            |
| In/not in bed          | 0.785 ±0.016 | 0.769 ±0.083 |            |            |
| Heart rate             | 0.718 ±0.083 | 0.702 ±0.150 |            |            |
| Respiratory rate       | 0.785 ±0.016 | 0.685 ±0.167 |            |            |
| Body movement          | 0.769 ±0.032 | 0.734 ±0.118 |            |            |

TABLE 10. Balanced classification accuracy for different measurement times.

| Time       | Door | Human | Location | Sleep |
|------------|------|-------|----------|-------|
| 0:00-3:00  | 0.464 | 0.591 | 0.569    | 0.546 |
| 3:00-6:00  | 0.463 | 0.505 | 0.277    | 0.595 |
| 6:00-9:00  | 0.535 | 0.509 | 0.519    | 0.348 |
| 9:00-12:00 | 0.569 | 0.500 | 0.518    | 0.492 |
| 12:00-15:00| 0.435 | 0.586 | 0.479    | 0.578 |
| 15:00-18:00| 0.469 | 0.480 | 0.492    | 0.437 |
| 18:00-21:00| 0.376 | 0.509 | 0.657    | 0.662 |
| 21:00-0:00 | 0.473 | 0.364 | 0.599    | 0.638 |

However, this hypothesis might be too strong when modeling the specific behavioral features of dementia because it is unclear what and when specific activity patterns of participants with dementia are observed, and not all daily samples (daily behavior) always display the characteristics of dementia. This finding is consistent with the result (Table 7) that the sample-based method is less effective for the dementia classification task than the person-based method. From the experiments reported in this section, we conclude that the person-based method of learning effective feature representations from daily samples of participants with dementia is effective for dementia classification.

E. FEATURE ANALYSIS

To discuss the feature groups that contribute to classification accuracy, we conduct feature ablation tests while fusing indoor positioning with sleep features, which is the highest mean accuracy sensor combination in Experiment 2. Table 9 shows the classification accuracy when one feature group is removed from all the features used in the case of Stats and PCA, where the accuracy is high when all feature groups are used. The accuracies of the linear SVM models, excluding the features related to the probability of staying in each area and the moving distance, are particularly low. This result indicates that the indoor location information of the participants is important for accurate classification. Rows 6-9 show that the accuracy of the model decreases when the sleep features related to heart rate, respiration, and body movement are excluded, as well as the state of being in bed. This result indicates that biological information during sleep also has the potential to improve the model accuracy.

Next, to analyze the effective measurement time for classification, we compare the model accuracy when using only the features of each time period in the X-means algorithm of Experiment 1. Table 10 shows the linear SVM model accuracy when using only three hours of the sensor features extracted for each hour in Section IV-A. The classification accuracy of each time for the location and sleep sensors shows that an accurate model can be obtained when the features after 18:00 are applied. This result suggests that monitoring activity at night is effective for estimating the dementia scale score category.

VI. DISCUSSION

In this study, we compare multiple sensors from various aspects, with a focus on introducing sensor networks for estimating the dementia scale score in an actual living environment.

Indoor positioning can provide an approximate location of the participants at each time. More accurate indoor positioning algorithms using the RSSIs are surveyed in [33]. In general, we need to develop a large-scale reference point set to estimate accurate positions. However, we aimed to be as independent of the collection environment as possible and applied a simple method to extract features. In this study, location information based on indoor positioning contributed the most to classification, but participants needed to carry a beacon at all times during sensing. Because the sensor system is expected to be applied in living facilities with different floor plans, some challenges arise in extracting features that are unified under different environments.

Although door and human motion sensors are relatively inexpensive and easy to install and can collect movement information for each participant, the accuracy of estimating the dementia scale in this experiment was lower than the accuracies of the indoor positioning and sleep sensors. Similar to indoor positioning, some difficulties are encountered in realizing an estimation model that can be adapted to different living facilities. Furthermore, sensors that measure activity data may also detect the behaviors of individuals other than the subject. Because the sensors are not associated with the participants themselves, the approach is available only for those participants who live alone or in a private room that utilizes door and human sensors.

In this experiment, sleep data, including biological information recorded by bed sensors, were effective for classifying dementia scale scores. The sleep data acquired by the noncontact sensor are the least affected by the monitoring environment among the sensors used in this experiment, so it is relatively easy to continue collecting data over a long time in a stable sensing environment. Collecting sleep data from elderly individuals can be utilized for various nursing care support systems, such as the analysis of sleep stages and sleep quality [41], [42]. In future works, to identify patterns according to dementia scale scores, we will focus on building more elaborate models using sleep data by extracting features that represent the differences in detailed sleep patterns. The sensing method may be effective in support systems, including dementia detection.

In this study, we created two classes based on MMSE
scores, but we did not estimate the results of doctors’ diagnoses, and the experimental participants with extremely low MMSE scores included bedridden persons. Brodaty et al. [43] showed that MCI symptoms do not necessarily progress to dementia and that recovery can be expected. Early detection of MCI is much more important than estimating MMSE scores in support systems for elderly people. Because of the small number of participants with MCI in this dataset (refer to Fig 2), we did not attempt to address the classification of MCI. Based on this study, future studies should focus on long-term data collection and tracking of changes in the MMSE for participants with MCI using a sensing system that can be implemented in actual living environments.

Moreover, it is difficult to understand what specific behavioral characteristics are related to the feature values extracted based on activity patterns. When assuming the development of a support system for medical professionals to analyze dementia scale scores, it is desirable to use interpretable feature values, such as the time asleep and amount of movement. Detailed analyses of the features extracted using dimensionality reduction algorithms such as PCA and AEs are provided in [44], [45]. Future work should focus on the visualization of features based on activity patterns that can be applied to estimate dementia accurately.

VII. CONCLUSION

In this study, we collected activity sensor datasets by installing multiple sensors in participants’ residential facilities and built a dementia scale score estimation model. We also proposed a method for extracting features based on activity patterns to automatically acquire differences in daily activity types, which are expected to be effective at detecting dementia from sensor data.

In Experiment 1, the accuracy of all the sensors was higher than the baseline, thus showing that the four sensing methods used in this experiment were effective at estimating the dementia scale. Experiment 2 showed that indoor positioning was particularly effective for collecting behavioral data, as it could capture general activities all day, and that activity sensing using sleep sensors was particularly effective at recording sleep rhythms and detailed sleep states. Experiment 3 showed, through comparison with the day-based method, that the person-based method learns effective feature representations for dementia classification from participants’ sample data. Throughout the three experiments, the activity-pattern-based features were particularly effective. The extracted activity vectors represent differences in daily activity patterns and can be regarded as effective features for classifying dementia scale scores.

We aimed to provide insight into the types of sensors and activity features that may be applied for dementia classification. Future tasks will include the development of sensing methods that can be adapted to different living facilities, the construction of models for estimating dementia levels, and the analysis of activity pattern features that are effective for improving the classification accuracy. However, this work has demonstrated the possibility that easily installed and unobtrusively collected in-home behavior data can estimate the dementia scale score. Further model improvement can be expected by collecting larger datasets for location and sleep information. We conclude that our results suggest the possibility of analyzing the activity patterns specific to dementia and realizing an early dementia detection system by feasible data collection in a real-world environment.
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