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Abstract

The Icelandic Gigaword Corpus was first published in 2018. Since then new versions have been published annually, containing new texts from additional sources as well as from previous sources. This paper describes the evolution of the corpus in its first four years. All versions are made available under permissive licenses and with each new version the texts are annotated with the latest and most accurate tools. We show how the corpus has grown almost 50% in size from the first version to the fourth and how it was restructured in order to better accommodate different meta-data for different subcorpora. Furthermore, other services have been set up to facilitate usage of the corpus for different use cases. These include a keyword-in-context concordance tool, an n-gram viewer, a word frequency database and pre-trained word embeddings.

Keywords: text corpora, Icelandic, gigaword

1. Introduction

Large text corpora are useful in various fields of research. They can be used to study language variation (Jomdin et al., 2013), for compiling dictionaries, see e.g. Sinclair (1987), Gizatova (2016), Jónsdóttir and Úlfarsdóttir (2020), and for developing NLP applications. Since the advent of Word2Vec (Mikolov et al., 2013), static word embeddings trained using neural networks, various neural network language models have been employed for most if not all common NLP tasks. These language models require large corpora of target language texts for training. Although the first word embedding models could produce meaningful results with only a few million tokens in the training data (Jungmaier et al., 2020), for best results they are trained on corpora containing hundreds of millions or even billions of words (Grave et al., 2018).

While ever larger language models are being developed, with GPT-3 (Brown et al., 2020) trained on approximately 500 billion tokens and Gopher (Rae et al., 2021) using two trillion words for training, the more common BERT-like models (Devlin et al., 2019) of contextualized embeddings, traditionally trained on multibillion token corpora, have been shown to give very competitive results when trained on only approximately one billion tokens, see e.g. Martin et al. (2020).

The need for large and updated text corpora is thus evident if a language is to be a part of the development of language technology (LT). In 2019, a national language technology programme for Icelandic (Nikulásdóttir et al., 2020) was started. As a part of that programme, the Icelandic Gigaword Corpus (IGC) (Steingrímsson et al., 2018) was to be enlarged and evolved, with new versions published every year. This paper describes the evolution of the corpus from its initial version, published in 2018, to the fourth version, published in 2021. We describe the content, annotation process and licensing, the division of the data into independent subcorpora, structure of the published data, evaluation of POS-tagging accuracy, tools for doing research using the data, and finally we give examples of how the corpus has been used in these first four years.

The corpus can be accessed and used in various ways. All versions of the IGC are made available for download with permissive licenses. They can also be explored using the corpus research tool KORP (Borin et al., 2012) which employs the IMS Corpus Workbench (Evert and Hardie, 2011) for indexing and searching the corpora. The texts have also been processed so the word usage can be analysed in an n-gram viewer, as well as an online frequency dictionary. Word embedding models trained on Word2Vec and GloVe using the corpus have also been made available.

2. Evolution of the Corpus

The IGC project started in 2017, with the aim to compile as large a corpus as possible with the minimum amount of work and resources (Steingrímsson et al., 2018). The corpus should contain more than a billion running words from contemporary texts, morphosyntactically tagged and lemmatized, and provided with metadata. Only digitally available texts were to be included and formats that might pose a difficulty were not processed. A new version was planned to be published every year and the corpus was to be clearly versioned in order to facilitate reproducible experiments.

2.1. Content

The first version of the IGC was published in 2018, with texts dating until December 2017. As shown in Table 1 it contained approximately 1,259 million running words. Around 72% of the texts were sourced from news media, 26% were from official documents, the biggest part parliamentary speeches, but also laws and adjudications, while the rest, less than 2%, was from other sources, e.g. published books, Wikipedia and the Icelandic web of science – a website containing questions and answers for the public on all aspects of science. The version published in the following year, 2019, grew in size by roughly 11%. Its composition did not change much except that text from six new news media were added and adjudications from a new judicial level, The Court of Appeal. The increase was mainly due to additional texts from the year before, from previously available sources, as...
well as better scraping techniques adding some new text from earlier years. In 2020, twelve news media sources were added, mostly from smaller publications. The increase in number of words was around 10%.

With the publication of the 2021 version, which contains approximately 1,880 million running words, an increase of 22%, it was decided to diversify the corpus, add text from new domains (social media, scientific journals, and resolutions and bills from the parliament) and try to increase the ratio of smaller domains (books). In order to do that the rule of working only with digitally available texts and exclude formats that might pose difficulty had to be abandoned. With these changes it was also decided to restructure the corpus and split it into eight subcorpora (see Section 2).

2.2. Annotation

The annotation phase consists of sentence segmentation, tokenization, morphosyntactic tagging and lemmatization. The two first versions were tokenized with the IceNLP package (Loftsson and Rögnvaldsson, 2007) but the latest two with Tokenizer[1]. A manual inspection of their output gave reason to choose the latter over the IceNLP tokenizer. IceStagger (Loftsson and Östling, 2013), which was used to tag the first two versions of the IGC, was trained on two gold standards combined, MIM-GOLD 1.0 (Loftsson et al., 2018) and IFD 2018.10 (Helgadóttir, 2018), and augmented with data from DMII (Bjarnadóttir, 2012). Its accuracy, when tested on the gold standards, is 93.71% (Barkarson, 2017). Since the 2020 version, the corpus has been tagged with different versions of ABLTagger (Steingrimsson et al., 2019). IGC-2020 with version 0.9 (95.15% reported accuracy) and IGC-2021 with version 2.0.4 (95.78% reported accuracy). ABLTagger was trained with a new version of the two gold standards: IFD 2020.05 (Helgadóttir et al., 2020) and MIM-GOLD 20.05 (Barkarson et al., 2020a). These new versions use a slightly different tagset and have undergone manual correction from the previous version. The tagset contains about 700 possible tags of which 538 appear in IGC[2].

All the versions of the IGC were lemmatized using Nefnir (Ingólfsdóttir et al., 2019) which is reported to obtain an accuracy of 99.55% when tokenizing correctly tagged text. In the 2021 version, anonymization of names was carried out for adjudications by using named entity recognition features of GreynirSeq[3] to find names of people, and replace the names with a string that indicates the gender and case of the name.

2.3. Permission Clearance and Licensing

One of the design considerations for the IGC was to make the corpus available with a permissive license, such as a Creative Commons license[4]. However, Creative Commons licensing is not widely known in Iceland and some text providers were hesitant to agree to such an open licence, so eventually it was necessary to use a more restricted licence for some of the news texts and for published books. The licence selected was the one developed for the Tagged Icelandic Corpus (MIM) (Helgadóttir et al., 2012), released in 2013. Both licenses allow use of the data for all research and language modelling.

As of the third version of the IGC, the MIM-licence has not been used for any new data sources except for published books. All new providers of news media have shared their data under CC BY 4.0 and some providers who chose to use the MIM licence previously have agreed to allow their data to be published under CC BY 4.0. For some corpora the original texts were divided into smaller parts and shuffled for copyright compliance.

3. Icelandic Gigaword Corpus Divided into Eight Corpora

The fourth version of the IGC is in many respects different from the previous versions. At the same time as an effort was made to reduce the bias towards news and public data, by adding new sources, the corpus was divided into eight individual corpora. The biggest challenge was to find a format for the eight corpora that would be uniform, but at the same time allow for diversity in terms of metadata and the structure of the data.

We begin by describing the subcorpora and then describe their structure and format.

3.1. Description of the Eight Constituents of the IGC

As shown in Table 1, the corpus is still heavily biased towards texts from news media (64.38%) and public texts (16.50%). The addition of texts from books and journals

| Version   | Year of publication | Words (M) | Number of sources | POS-tagger | Tokenizer | MIM-GOLD Tagset |
|-----------|---------------------|-----------|-------------------|------------|-----------|-----------------|
| IGC-2017  | 2018                | 1,259     | 54                | IceStagger | IceNLP    | v. 1.0          |
| IGC-2018  | 2019                | 1,394     | 60                | IceStagger | IceNLP    | v. 1.0          |
| IGC-2020  | 2020                | 1,532     | 73                | ABLTagger 0.9 | Tokenizer | v. 2.0          |
| IGC-2021  | 2021                | 1,880     | 108               | ABLTagger 2.0.4 | Tokenizer | v. 2.0          |

Table 1: The number of running words (millions) and sources in the four published versions of the IGC, as well as information on annotation tools and tagset. There is no version with the suffix 2019 due to a change in naming conventions. The first two versions refer to the year of the most recent texts, but since then the year of publication has been used.

[1] https://pypi.org/project/tokenizer/  
[2] https://github.com/mideind/GreynirSeq  
[3] https://creativecommons.org/  
[4] https://creativecommons.org/licenses/
Table 2: The size and ratio of each of the four published versions of the IGC.

| Subcorpora | IGC-2017     | IGC-2018     | IGC-2020     | IGC-2021     |
|------------|--------------|--------------|--------------|--------------|
|            | Words (ratio) | Words (ratio) | Words (ratio) | Words (ratio) |
| News       | 901,002,839  | 1,022,626,345 | 1,146,169,569 | 1,209,940,022 |
| Social Media | 11,886,951  | 11,998,988  | 12,073,300  | 319,959,250  |
| Parliamentary | 210,490,367 | 215,280,201 | 220,798,376 | 222,531,059  |
| Adjudications | 92,702,603 | 100,345,365 | 106,145,637 | 56,959,797   |
| Laws       | 27,079,422  | 27,256,120  | 27,346,134  | 40,612,997   |
| Journals   | 4,617,751   | 4,885,110   | 5,068,581   | 17,211,891   |
| Books      | 5,199,934   | 5,252,601   | 5,201,312   | 13,340,865   |
| Wikipedia  | 6,174,619   | 6,787,384   | 8,963,253   | 6,174,619    |

Table 3: The size and ratio of each of the four published versions of the IGC.

3.1.1. IGC-News

Two of the constituent corpora contain text from news media, dating from February 1998 to the end of year 2020. IGC-News1 (Barkarson and Steingrimsson, 2021a) contains texts with CC-BY licence and IGC-News2 (Barkarson and Steingrimsson, 2021b) contains texts with restricted licence (MIM). Each corpus contains several subcorpora since texts from each media is saved as a unique corpus. Some of the news sites we collect data from publish news in English and Polish as well as Icelandic. They are a very small part of the published data and were not filtered out before the 2021 version was published. From that version on we automatically check the language of all texts and filter out texts that are not in Icelandic.

3.1.2. IGC-Social

IGC-Social (Barkarson et al., 2021a) contains three subcorpora.

Forums: IGC-Social-Forums contains text from two online forums, each stored as an individual subcorpus. The texts from each month were grouped together and the sentences within each month reshuffled. While this presents a disadvantage for certain types of research, e.g. discourse analysis, this removes copyrights issues and all information about authors.

Blogs: IGC-Social-Blogs is divided in three parts, one for each blog site included. These were already incorporated in the previous versions of the IGC.

Tweets: IGC-Social-Tweets contains tweets in Icelandic. The tweets were grouped by month and no information about users nor exact dates are included. Due to Twitter’s licensing restrictions, the files have been “dehydrated”, in other words all texts have been removed but information about tweet IDs and POS-tags are still present so users can rehydrate the corpus (insert the text again) by using Twitter’s API. We distribute the corpus with necessary data and tools to do so in a simple way.

3.1.3. IGC-Parla

IGC-Parla (Barkarson and Steingrimsson, 2021c) contains all parliamentary speeches available on the Althingi website in edited format. The oldest speech is from 1911 but the data is quite sparse until the year 1923. The vast majority of speeches given from the mid-20th century until the end of 2020 are included in the corpus.

3.1.4. IGC-Laws

IGC-Laws (Steingrimsson and Barkarson, 2021) contains three subcorpora. All the data is sourced from the Althingi website.

Proposals and resolutions: IGC-Laws-Proposals contains proposals and resolutions submitted to Althingi, dating from November 1988.

Bills: IGC-Laws-Bills contains explanatory reports and observations that are attached to bills that have been submitted to Althingi since October 1988.

Laws: IGC-Laws-Laws contains current Icelandic law as of the date the corpus is published.

3.1.5. IGC-Adjud

IGC-Adjud (Steingrimsson and Barkarson, 2021) contains three subcorpora, one for each judicial level: the district courts, the Court of appeal and the Supreme Court. As shown in Table 2 the content of IGC-Adjud shrunk in size since former versions as references in the documents from the supreme court to documents from the district courts were omitted to avoid duplication.

3.1.6. IGC-Books

The first version of the IGC contained texts from 114 books by authors who had given permission for the usage of their books for a previous corpus project [Helgadóttir et al., 2012]. For the 2021 version, a lot of effort was put into obtaining permissions from publishers and authors, to gather...
more texts from published books and extract the texts from PDF and desktop publishing documents. This proved to be a slow and not so rewarding process. IGC-Books (Barkarson et al., 2021c) contains texts from 351 books, published from 1968 to 2020. In order to adhere to publisher’s requests, texts were split into parts that did not include more than 500 words and reordered in a random way. Paragraphs were not dismantled unless they contain more than 500 words. If a text contained less than 5000 words, sentences of each paragraph were also rearranged.

3.1.7. IGC-Journals
IGC-Journals (Barkarson et al., 2021b) contains articles from scientific and scholarly journals, as well as texts from websites containing scientific or scholarly articles, including those from the Icelandic web of science that were already present in the older versions of the ICC. As with the books, it was time consuming to obtain both permissions and the texts. The corpus contains texts from 14 printed journals and four websites. The sentences of each article were reshuffled.

3.2. Structure of the TEI-files
The first three versions of the IGC were published in two parts, depending on the licence of the texts. They were distributed in a TEI-conformant XML format but full advantage was not taken of the richness of the TEI-format. Although the corpus contained texts from different domains, and each domain was placed in a separate folder, the structure of the xml-files did not suggest any subcorpora. This resulted in poor meta-data for some categories and a lack of overall information about the texts. For IGC-2021 the structure of the TEI-files was changed thoroughly. Although the corpora differ both in terms of metadata and licence restrictions, all the corpora have the same overall structure, which is illustrated in Figure 1 and the XML files have a similar structure of both the teiHeader element and the text element. The text element of IGC-Parla deviate the most from the common structure but there we followed the Parla-CLARIN schema.

Each corpus is distributed in two variants: the first is the fully marked-up corpora, but with plain text, for those who want to have the text untokenized, while the second is identical to the first one, but with added linguistic annotations (POS-tags and lemmas) to the texts. Each corpus is nested in a teiCorpus element with a teiHeader that contains the metadata. If the corpus has no subcorpora (IGC-Parla, IGC-Books, IGC-Journals) then the teiHeader is followed by a TEI element for each text (article, book, bill, etc.). The TEI element also contains a teiHeader element with information about the text and text itself in the text element.

In most cases the corpora contain subcorpora. As an example, IGC-News has each media as one subcorpus and IGC-Laws is divided into bills, laws and proposals. In that case the structure is identical to the one illustrated in Figure 1 where the teiHeader element of the root is followed by several teiCorpus elements that contain the subcorpora. It is not feasible to store a whole corpus in one file, since it would be far too big. For that reason, and to make it easier to access the subcorpora, each TeiCorpus and TEI element is located in an individual file which is referred to from the parent element. Since components of the TEI-element will always refer to the metadata contained by the closest parent, each xml-file, containing a teiCorpus element, can stand as an independent root-file.

[Figure 1: The structure of a typical constituent of the IGC. The root is a teiCorpus element (level 1) which contains a teiHeader element with general information about the corpus. This corpus has two or more subcorpora, (level 2) which are located in another teiCorpus elements. Each subcorpus contains a teiHeader element with metadata, specifically for that subcorpus, and several TEI elements containing the metadata and the text of one specific text (article, book, etc.). Each TeiCorpus and TEI element is located in an individual file which is referred to from the parent element, to avoid having too large files.]

[https://tei-c.org/Guidelines/P5/]
[https://github.com/clarin-eric/parla-clarin]
When comparing taggers, the accuracy of a tenfold cross-validation over a gold standard is a good indicator. However, it does not necessarily tell us much about how well they do when tagging texts from a certain domain. The ratio of literary texts is for example much higher in IFD and MIM-GOLD, the gold standards that were used to train the taggers, than in the IGC. Conversely, the ratio of news media texts is much higher in the IGC than in the gold standards.

In order to predict the accuracy of the POS-tagging for different domains we created a bundle of evaluation sets, one set for each domain (Barkarson et al., 2020b). The evaluation set contains texts extracted from the 2020 version of IGC, when tweets, texts from discussion forums and scientific journals had not yet been included in the corpus. Therefore, evaluation sets for these texts have not been compiled. Texts were selected randomly from nine different domains, and four complementary methods used to flag tags that should be checked manually.

1. We started by tagging the test set with three different taggers: ABLTagger, IceStagger and TriTagger, a reimplementation of the statistical tagger TnT (Brants, 2000) and a part of the IceNLP package (Loftsson and Rögnvaldsson, 2007). A script flagged all the cases where the three taggers did not agree.

2. We used the Decca software package[^8] to find identical strings of words (5-15 words) that were tagged differently.

3. We used IceParser (Loftsson and Rögnvaldsson, 2007) to perform shallow parsing on the corpus and find disagreement errors within noun phrases.

In total, 19,474 tags (19.23% of the set) were manually checked. 4,652 tokens, or 4.59% of the whole set, were corrected, or almost 24% of the tokens that were flagged and checked. When incorrect tagging was due to wrong tokenization, we corrected both the tokenization and the tag. In most cases, those were abbreviations at the end of a sentence where the dot had been split from the abbreviation.

Finally, we used the sets to evaluate the accuracy of the two taggers that had been used to tag the IGC, ABLTagger 2.0.4 and IceStagger. The results are shown in Table 4.

The tagging accuracy using ABLTagger is considerably higher than when IceStagger is used. In some cases, accuracy goes up by more than 3%. In these cases, much of the gain comes from ABLTagger’s ability to resolve case and gender better than the older tagger, and because ABLTagger is better at handling long-distance dependencies. Parliamentary speeches and legal texts have somewhat lower gains in accuracy. The largest reason for that is the prevalence of abbreviations unique to these texts. This also seems to affect the tagger’s ability in tagging the surrounding words. The only domain where we don’t see much gain in accuracy is in the Books corpus. Upon inspection many of the incorrectly tagged words are out of vocabulary words such as foreign names and uncommon forms of place names rarely used, which are far more common in this evaluation set than in the others.

### Table 3: Key information for the constituent parts of IGC 2021, and their subcorpora.

| Corpus       | Subcorpus       | Sources | No. texts | Words     | Dates           | Licence      |
|--------------|-----------------|---------|-----------|-----------|-----------------|--------------|
| IGC-News     | IGC-News1       | 24      | 16,561,21 | 354,459,688 | 2001-2020      | CC BY 4.0   |
|              | IGC-News2       | 24      | 3,077,992 | 855,480,334 | 1998-2020      | MIM          |
| IGC-Social   | IGC-Social-Forums | 2     | 1,312,143 | 181,404,769 | 2000-2020      | CC BY 4.0   |
|              | IGC-Social-Blogs | 3      | 38,349    | 8,967,128   | 1973-2018      | CC BY 4.0   |
|              | IGC-Social-Tweets | 1    | 10,168,408| 129,587,353 | 2007-2020      | CC BY 4.0   |
| IGC-Parla    | IGC-Parla       | 1       | 403,746   | 212,873,555 | 1911-2020      | CC BY       |
| IGC-Adjud    | IGC-Adjud-[Regional] | 1   | 12,617    | 43,752,014  | 2020-2019      | CC BY 4.0   |
|              | IGC-Adjud-[Appeals] | 1    | 1,823     | 2,087,667   | 2018-2020      | CC BY 4.0   |
|              | IGC-Adjud-[Supreme] | 1   | 11,802    | 10,756,116  | 1999-2020      | CC BY 4.0   |
| IGC-Laws     | IGC-Laws-Proposals | 1    | 6,585     | 12020955    | 1998-2020      | CC BY 4.0   |
|              | IGC-Laws-Bills  | 1       | 6,975     | 25,974,010  | 1988-2020      | CC BY 4.0   |
|              | IGC-Laws-Laws   | 1       | 837       | 2,618,032   | 1275-2020      | CC BY 4.0   |
| IGC-Journals | IGC-Journals    | 20      | 19,805    | 17,211,891  | 1979-2020      | CC BY 4.0   |
| IGC-Books    | IGC-Books       | 27      | 351       | 13,340,865  | 1968-2020      | MIM          |

[^8]: http://decca.osu.edu/
5. Examples of Usage

Since the publication of the first version of IGC in 2018, the corpus has shown itself to be a valuable resource, both for building LT tools of Icelandic as well as for linguistics research. Below a few examples of different projects that have used the corpus are listed:

- 50,000 most frequent lemmas in the IGC were used to add to the vocabulary of DMII Core (Bjarnadóttir et al., 2019).
- Texts from the IGC were used during the crowdsourcing data collection for Icelandic speech recognition (Mollberg et al., 2020).
- ALEXIA (Friðriksdóttir et al., 2021), a lexicon acquisition tool designed to facilitate the compilation and expansion of lexical databases and dictionaries, used the IGC as a default corpus.
- The text from the parliamentary speeches were used when compiling ParlaMint-IS, a subcorpus of the ParlaMint project (Erjavec et al., 2021).
- Texts from the news domain in IGC were used to create a synthetic parallel corpus, by way of backtranslations, for training machine translation models (Simonsson et al., 2020).
- Texts from the corpus were parsed to create The Icelandic Contemporary Treebank (Arnardóttir et al., 2020).
- Texts from the corpus were used to train word embeddings for evaluating Icelandic versions of MultiSimLex and IceBATS, described in Friðriksdóttir et al. (2022).
- Study of the effect of case syncretism of the acceptability of a variety of syntactic constructions. The corpus is used to find examples of constructions (Snorradóttir and Wood, 2021).
- A large part of the research project “Ditransitives in Insular Scandinavian”, directed by Jóhannes Gíslason and Cherlon Ussery and funded by the Icelandic Research Fund, is dedicated to collecting data in the IGC (Magnússon, 2019; Jónsson, 2020).

6. Related Work

Before the publication of the IGC, the largest corpus existing for the Icelandic language was The Tagged Icelandic Corpus (MIM) (Helgadóttir et al., 2012). It was released in 2013 and contained 25 million running words from various genres dating from the first decade of the 21st century. The first Gigaword corpus was the English Gigaword (David Graff, Christopher Cieri, 2003). It was produced by the Linguistic Data Consortium (LDC) and first published in 2003, and consisted of roughly one billion words of English-language newswire texts. Since then similar corpora, i.e. collections of comprehensive amount of unannotated newswire texts, have been published by LDC in other languages, such as Chinese, Arabic, French and Spanish. A more recent initiative is the Danish Gigaword Corpus (Strømberg-Derczynski et al., 2021) that unlike the aforementioned corpora covers a wide array of domains, with new texts being only about 40 million of over one billion words.

7. Availability and Use

All the previous versions of the IGC as well as the eight constituent parts of IGC-2021, are available for download from the CLARIN-IS repository. For other uses, such as linguistics and lexicography research, teaching or other studies, the data is available in a concordance tool run on KORP, where the latest version as well as all previous versions are accessible for search and research. Users of the search interface can take advantage of the annotation of the texts when specifying search criteria. The corpus texts are also available through an n-gram viewer and a word frequency database. The word frequency database contains word frequency statistics for both lexemes and inflected forms, computed for each subcorpus as well as on aggregate, with homographs being disambiguated using their respective lemmas andmorphosyntactic tags. The n-gram viewer is based on NB N-gram viewer (Birknes et al., 2015). It allows the user to chart the data by year and type of text, and shows the frequency with which any word or short phrase shows up in the IGC or any of its subcorpora. These additional services are described in more detail in Steingrimsson et al. (2020).

Information on the corpus and its availability is kept up-to-date on a dedicated website. To aid researchers, students or developers of LT tools using the corpus, the information site also has downloads for n-grams (n up to 5). Word embedding models trained and evaluated on IceBATS (Friðriksdóttir et al., 2021) as described in Friðriksdóttir et al. (2022) are also available with accompanying metadata, FastText models (Friðriksdóttir et al., 2022a), GloVe models (Friðriksdóttir et al., 2022b) and Word2Vec models (Friðriksdóttir et al., 2022c).

Table 4: The accuracy of ABLTagger 2.0.4 and IceStagger when used to POS-tag nine different domains from IGC.

| Domain                          | Tokens | ABL   | IceStagger |
|---------------------------------|--------|-------|------------|
| Adjudications                   | 12,442 | 96.79 | 92.61      |
| Books                           | 10,353 | 94.86 | 94.83      |
| Educational websites            | 10,772 | 95.46 | 93.88      |
| Legal texts                     | 12,177 | 95.91 | 94.51      |
| Blogs                           | 11,662 | 96.78 | 93.59      |
| Parliamentary speeches           | 12,358 | 94.34 | 93.64      |
| News (web and print)            | 11,459 | 96.81 | 93.55      |
| Sports news                     | 9,272  | 96.47 | 92.67      |
| TV and radio news               | 10,766 | 97.61 | 94.58      |
| TOTAL                           | 101,261| 96.02 | 93.60      |
8. Conclusion and Future Work

In the four years since the first publication of the IGC corpus, it has grown from 1,259 to 1,880 million running words, almost 50%. For the next publication in 2022, another discussion forum will be added to IGC-Social, containing approximately 380 million words. Work on gathering more books for the book corpus and more journals for the journals corpus will continue for that version, as well as a new corpus with encyclopedic data will be added, containing data from the Icelandic Wikipedia and possibly other related sources. Adding the annual estimated growth of other domains, the size will likely pass 2,300 million running words in the fifth version of the corpus.

Other future plans include annotating the corpus with Universal Dependencies (UD) tags as well as named entities. Data for training automatic tools for such annotation have been made available for Icelandic, a UD treebank containing 158K words from contemporary texts are available in the Universal Dependencies project (Zeman et al., 2021) and the MIM-GOLD corpus has been manually annotated with named entities (Ínglöfsdóttir et al., 2020).

As the division of the corpora into eight subcorpora, which may have different metadata and sometimes different structure of the textual data, requires more effort from the user when gathering and processing the texts, and due to the fact that the Twitter data has to be rehydrated, we aim to publish a python package that can simplify the work for the user by allowing for simple download and processing of the different subcorpora.

In the first four years, a new version of the IGC was published each year. With the end of the Icelandic language technology programme, which has funded a large part of the work on the corpus, it is probable that the growth of the IGC will slow down. The division of the IGC into eight subcorpora makes it possible to publish only one or a few of these at a time. Subcorpora in domains that grow substantially in size every year (news, parliamentary speeches, social media) are planned to be published annually, while others, like books and journals, may be published with longer intervals. If tools used for annotation do not change between years, it may also be an option to publish only additional data in some years, instead of republishing the whole corpus. As well as the latest version, all previous versions of the corpus will be available for users to download and within KORP on malheildir.arnastofnun.is.
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