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1 Introduction

An important open question in theoretical physics is how to formulate a non-perturbative quantum mechanical description of gravity in cosmological backgrounds. Given the theoretical successes of the AdS/CFT correspondence over the past two decades [1], an especially appealing prospect is the possibility of embedding cosmological physics in AdS/CFT, though the viability of this approach for “realistic” cosmologies remains unclear at present. A number of differing holographic approaches to cosmology appear in the literature; an incomplete catalogue of these includes [2–7].

The class of holographic models that we will be interested in here originated with [8], and has subsequently been further studied in [9–11]. In the model considered in these papers, a Euclidean boundary conformal field theory (BCFT) path integral is used to prepare a state of a holographic CFT; via a simple effective or “bottom-up” model for AdS/BCFT introduced in [12–14], this state is understood to correspond to an AdS black hole terminating on an end-of-the-world (ETW) brane behind the horizon. The worldvolume of this ETW brane is a recollapsing (negative cosmological constant) FRW universe. Under
Figure 1. An approach to holographic cosmology proposed in [8]. We begin on the left with a Euclidean BCFT path integral (bold black line), with some choice of boundary condition imposed in the past and future Euclidean time. The transverse directions suppressed in this figure could be taken to have $S^d$ or $R^d$ symmetry, so that the Euclidean CFT path integral is on a cylinder or a strip respectively. Cutting open this path integral at the moment of time symmetry, we obtain some state $|\Psi\rangle$ of the holographic CFT. In the bulk, we have a Euclidean asymptotically AdS spacetime (blue) terminating on an ETW brane (red). We may then analytically continue to Lorentzian time to obtain the leading geometry encoding the evolution of $|\Psi\rangle$, shown on the right. The ETW brane stays behind the horizon of an AdS black hole; it is a "big bang/big crunch" cosmology (with spherical or flat spatial sections). The construction is time-symmetric throughout, with the moment of time symmetry illustrated as a dotted line. Here, $z$ indicates the Euclidean coordinate analytically continued to the Lorentzian time $\zeta$.

appropriate conditions, when the ETW brane propagates far outside the black hole horizon in the second asymptotic region, the effective theory on the ETW brane would be expected to exhibit gravity localization via the Karch/Randall/Sundrum mechanism [15, 16]; the upshot is that gravitational physics on a cosmological background is encoded in a particular state, prepared by a Euclidean path integral, in a holographic theory. See figure 1 for a visualization of this logic; references [8, 10, 11] should be consulted for additional details.

The simple model analyzed in the references mentioned above has proven interesting and suggestive, but not entirely satisfactory: the properties required for the solution to exhibit gravity localization cannot actually be realized within the parameter space.\footnote{The exception to this point is [9], in which it was found that an ETW brane propagating in a charged black hole background could enjoy the desired properties for cosmology. It is not clear how to make sense of this set-up as an analytic continuation of Euclidean AdS/CFT, since it appears that the gauge field component $A^0$ should be imaginary in the Euclidean signature solution.} In particular, analytically continuing the Lorentzian solutions where gravity localization is expected to Euclidean signature, we find that the corresponding Euclidean solutions involve self-intersecting ETW branes, whose holographic interpretation is not clear; see figure 2.
Figure 2. Pathological Euclidean gravity solution with a self-intersecting ETW brane (red). The trajectory of the ETW brane in the Euclidean asymptotically AdS spacetime (blue) can be determined from the equations of motion; the fact that this trajectory self-intersects arises from the coordinate periodicity $z \sim z + \beta$ which must be imposed to ensure smoothness at the coordinate horizon (central dot).

An approach to circumventing this issue was proposed by Van Raamsdonk in [11]. It was suggested that the previous bottom-up models could be modified by adding an additional “interface brane” separating two regions of asymptotically AdS spacetime in the bulk, generally with differing AdS lengths $L_1$ and $L_2$, as shown in figure 3. A practical rationale for this proposition is to avoid the self-intersection problem mentioned above, which arises because the Euclidean gravity solutions require a periodically identified coordinate $z \sim z + \beta$ to avoid developing a singularity at the coordinate horizon; in the case with both an ETW brane and an interface brane, the region between these branes no longer includes a coordinate horizon, and therefore need not have any periodically identified coordinate.

A somewhat more sophisticated motivation was also given in [11], making use of an effect observed in [17]. To understand the second motivation, one should note that, by performing a different analytic continuation of the bulk Euclidean solutions with a single ETW brane, corresponding to Wick rotating one of the transverse coordinates suppressed in figures 1, 2, and 3 (which we assume to have $\mathbb{R}^{d-1}$ planar symmetry for a $(d+1)$-dimensional bulk), one obtains a static Lorentzian solution with an ETW brane whose worldvolume is an asymptotically AdS traversable wormhole; see figure 4. Consequently, the effective description of the cosmology is related by “double analytic continuation” to an effective theory involving a cutoff CFT on a traversable wormhole background; from this perspective, the non-existence of the solutions relevant for cosmology appears to be related to a no-go result for such traversable wormholes in the absence of large amounts of negative energy [18]. However, in a simple bottom-up model for the holographic dual of a conformal interface between two CFTs (also shown in figure 4), the authors of [17] found that one could produce an anomalously large negative Casimir energy in one of the two CFTs in a particular critical
limit of the tension of a bulk interface brane. From this interface CFT starting point, the model that we are concerned with in this paper would correspond to “coupling one of the CFTs to gravity” by introducing an ETW “Planck brane” in the bulk. In this case, one might hope that a similar “negative energy enhancement” effect could allow for a means of negating the hypotheses of the aforementioned no-go result.

The purpose of this work is to investigate this possibility, generalizing the model of [8] by adding an interface brane. We begin by considering the case where this interface brane is governed by a single tension parameter; in this case, we argue that there are no consistent solutions in the region of parameter space where we expect to recover gravity localization in the cosmology, suggesting that this model has no significant advantage over the previous model. In particular, putative solutions do not have an ETW brane and an interface brane which join properly; for example, they may instead intersect. We then generalize the model further by incorporating Einstein-Hilbert terms on the ETW brane,\(^2\) arguing that solutions with the desirable properties should exist in this case. We comment on the nature of the relevant region of parameter space from the perspective of physics in the effective theory on the ETW brane, but leave further commentary about the physicality of this region, and an exploration of the parameter space more broadly, to future work.

The outline of this paper is as follows. In section 2, we attempt to briefly review the relevant results already appearing in the literature. We follow this in section 3 with an analysis of the model with an additional interface brane of constant tension, and then further augment this model in section 4 with an Einstein-Hilbert term on the ETW brane. We briefly conclude in section 5.

**Note:** as this work was nearing completion, we were alerted to the existence of similar work by Seamus Fallows and Simon Ross [21]. These authors have graciously agreed to coordinate in submitting pre-prints.

\(^2\)This is referred to as a “DGP term” in [19], after an analogous construction by Dvali, Gabadadze and Porrati [20], though of course the present model has an asymptotically AdS bulk.
Figure 4. Holographic duals of (left) boundary CFT and (right) interface CFT. The ETW brane is illustrated in red, and the interface brane in blue. We can interpret these diagrams as either representing Euclidean spacetimes, or the Lorentzian spacetimes obtained by Wick rotating a coordinate of one of the transverse directions suppressed in figures 1, 2, and 3, which is the vertical direction here. In Lorentzian signature, the intrinsic geometry of the ETW/interface brane is a traversable asymptotically AdS wormhole.

2 Review of bottom-up holographic solutions for boundary/interface CFT

To keep our presentation self-contained, we will review the relevant holographic models and solutions in this section, and briefly recapitulate some important results in this and the following section. The models discussed in this section follow a prescription for AdS/BCFT involving ETW/interface branes which originated in [12–14], and the solutions we discuss in this section appear in [8, 11, 17, 22]; the purpose of this section is to summarize the pertinent information from the latter references, and to establish notation. The gravity solutions discussed in section 2.1 and 2.2 correspond to those in the first and second panels of figure 4 respectively: they are Euclidean asymptotically AdS_{d+1} spacetimes, with either an ETW brane or an interface brane, and preserving a transverse \mathbb{R}^{d-1} symmetry.

2.1 Solutions with an ETW brane

We begin by considering a class of models for the gravitational dual of a holographic BCFT, determined by the Euclidean gravitational action

\[ S = S_{\text{bulk}} + S_{\text{matter}}^{\text{ETW}} \]

\[ S_{\text{bulk}} = \frac{1}{16\pi G_{\text{bulk}}} \int_{\mathcal{M}} d^{d+1}x \sqrt{g} \ (R - 2\Lambda) + \frac{1}{8\pi G_{\text{bulk}}} \int_{\text{ETW}} d^d y \sqrt{h} \ K, \]  

(2.1)

where we take the brane matter action to be

\[ S_{\text{matter}}^{\text{ETW}} = \frac{(1 - d)\lambda}{8\pi G_{\text{bulk}}} \int_{\text{ETW}} d^d y \sqrt{h} \].

(2.2)
The cosmological constant $\Lambda$ is related to the AdS length $L$ by

$$\Lambda = - \frac{d(d-1)}{2L^2}.$$  \hfill (2.3)

Here and throughout, we will take $\lambda$ to lie in the interval $(0, \frac{1}{L})$.

The bulk equation of motion is simply the Einstein equation with cosmological constant $\Lambda$; meanwhile, the ETW brane trajectory is given by the equation of motion (see appendix A)

$$K_{ab} = \lambda h_{ab}.$$  \hfill (2.4)

In [8], Euclidean solutions with a $S^{d-1}$ spherical symmetry were considered; here, we will instead consider Euclidean solutions with a $\mathbb{R}^{d-1}$ symmetry, though the two cases are completely analogous. The appropriate bulk ansatz is then the Euclidean AdS soliton solution

$$ds^2 = L^2 f(r) dz^2 + \frac{dr^2}{f(r)} + r^2 dx_\mu dx^\mu, \quad f(r) = \frac{r^2}{L^2} - \frac{\mu}{r^{d-2}}.$$  \hfill (2.5)

The radial coordinate $r$ ranges from the coordinate horizon value $r_H = (\mu L^2)^{1/d}$ to infinity. In order to avoid a conical singularity, the $z$ coordinate must be taken to be periodic, with period\(^4\)

$$\beta = \frac{4\pi L}{dr_H}.$$  \hfill (2.6)

The ETW brane has trajectory $z = z^{ETW}(r)$ in this (Euclidean) background, determined by the equation of motion (see appendix A)

$$\left( \frac{dz^{ETW}}{dr} \right)^2 = \frac{\lambda^2 r^2}{L^2 f(r)^2} \frac{1}{f(r) - \lambda^2 r^2}.$$  \hfill (2.7)

In particular, the ETW brane attains a minimum radius at $r_0^{ETW}$ with

$$f(r_0^{ETW}) = \lambda^2 (r_0^{ETW})^2, \quad r_0^{ETW} = \frac{r_H}{(1 - \lambda^2 L^2)^{1/d}}.$$  \hfill (2.8)

We will also denote the $z$-coordinate distance traversed by the ETW brane from its minimum radius to infinity by

$$\Delta z^{ETW} \equiv \int_{z_0^{ETW}}^{\infty} dr \frac{dz^{ETW}}{dr}.$$  \hfill (2.9)

Despite the appearance that $r_0^{ETW}$ can be made arbitrarily large by sending $\lambda \to L^{-1}$, one must recall that the $z$ coordinate is periodic, and such solutions have the ETW brane self-intersecting at finite $r$ in the case $d > 2$,\(^4\) as shown in figure 2. This places an upper bound $\lambda \leq \lambda_*(r_H)$ on allowed values of the tension parameter $\lambda$ with sensible Euclidean

\(^3\)In the solutions of interest to us here, this coordinate horizon is kept in our solution, rather than being excised by the ETW brane, so this periodicity must be enforced.

\(^4\)For $d = 2$, the ETW brane always spans coordinate range $2\Delta z^{ETW} = \frac{\beta}{\pi}$, so the desired limit can be realized.
solutions. Explicitly, this upper bound can be found by demanding $2\Delta z^{ETW} = \beta$, that is, by enforcing
\[ \beta = 2 \int_{r_0^{ETW}}^{\infty} dr \frac{\lambda s r}{L f(r) \sqrt{f(r) - \lambda^2 r^2}}. \] (2.10)
A maximal upper bound can be found from $\lambda_{\text{max}} = \max_{r_H} \{\lambda_s(r_H)\}$. For example, we find
- $d = 3$: $\lambda_{\text{max}} L \approx 0.95635$ and $r_0^{ETW}/r_H \lesssim 2.2708$
- $d = 4$: $\lambda_{\text{max}} L \approx 0.79765$ and $r_0^{ETW}/r_H \lesssim 1.2876$.

**Lorentzian picture and cosmology.** In the Lorentzian picture with $z \to i\zeta$, the ETW brane analytically continues to a spatially flat FRW universe; it is worth noting a few features of the intrinsic geometry of these solutions.

In terms of the proper time $s$ on the brane defined by
\[ 1 = \frac{L^2 f}{r^2} \left( \frac{d\zeta}{ds} \right)^2 - \frac{1}{f} \left( \frac{dr}{ds} \right)^2, \] (2.11)
the metric on the ETW brane is the FRW metric
\[ ds_A^2 = -ds^2 + r(s)^2 dx_\mu dx^\mu, \quad \left( \frac{dr}{ds} \right)^2 = \lambda^2 r^2 - f(r). \] (2.12)
Comparing to the usual Friedmann equation for a flat universe
\[ \frac{1}{r^2} \left( \frac{dr}{ds} \right)^2 = \frac{8\pi G \rho}{3}, \] (2.13)
we infer that our cosmology is effectively sourced by a negative vacuum energy
\[ \frac{8\pi G \rho_A}{3} = -\frac{1}{L^2} \left( 1 - \lambda^2 L^2 \right) \] (2.14)
and a “dark radiation” term
\[ \frac{8\pi G \rho_{\text{rad}}}{3} = \frac{\mu}{r^d}. \] (2.15)
We may also note that the total proper time elapsed on the brane is finite, given by
\[ s_{\text{tot}} = 2 \int_{r_0^{ETW}}^{r_H} dr \frac{1}{\sqrt{\lambda^2 r^2 - f(r)}}. \] (2.16)
That is, the spacetime is geodesically incomplete, beginning with a “big bang” and ending with a “big crunch”. We thus have that the model introduced here necessarily describes a recollapsing FRW universe with radiation and a negative cosmological constant.

It was suggested in [8] that locally localized gravity on the ETW brane may be expected in a region which exhibits “quasistatic” cosmological evolution, and for which the brane remains far outside of the bulk black hole horizon
\[ |H| \ll \frac{1}{L}, \quad r \gg r_H, \] (2.17)
where $H$ is the Hubble parameter. Note that we have for the Lorentzian solution
\[ |H| L = \sqrt{-\left( 1 - \lambda^2 L^2 \right) + \frac{r_H^d}{r^d}, \quad \frac{r}{r_H} < \left( 1 - \lambda^2 L^2 \right)^{-1/d}}, \] (2.18)
so both conditions require $\lambda L \to 1$, and therefore lead to self-intersecting solutions in Euclidean signature.
2.2 Solutions with an interface brane

Analogous to the boundary case in the previous subsection, one may consider a class of models for the gravitational dual of holographic interface conformal field theory (ICFT), determined by the Euclidean gravitational action

\begin{equation}
S = S_{\text{bulk}} + S_{\text{interface}}^{\text{matter}}
\end{equation}

\begin{equation}
S_{\text{bulk}} = \frac{1}{16\pi G_{\text{bulk}}} \sum_{i=1}^{2} \int_{M_i} d^{d+1}x \sqrt{g} \left( R - 2\Lambda_i \right) + \frac{1}{8\pi G_{\text{bulk}}} \int_{\text{interface}} d^dy \sqrt{h} [K],
\end{equation}

where we take the brane matter action to be

\begin{equation}
S_{\text{interface}}^{\text{matter}} = (1 - d)\kappa \frac{1}{8\pi G_{\text{bulk}}} \int_{\text{interface}} d^dy \sqrt{h}.
\end{equation}

Here and in the following, the brackets represent the discontinuity \([X] = X_1 - X_2\) across the interface brane separating regions \(M_1\) and \(M_2\). We are also permitting two different cosmological constants \(\Lambda_i\), related to the AdS lengths \(L_i\) as in equation (2.3). Here, \(\kappa\) lies within the interval

\begin{equation}
\kappa \in (\kappa_-, \kappa_+), \quad \kappa_- = \left| \frac{1}{L_1} - \frac{1}{L_2} \right|, \quad \kappa_+ = \frac{1}{L_1} + \frac{1}{L_2}.
\end{equation}

The bulk equations of motion are simply the Einstein equations with the appropriate cosmological constants, while the interface brane trajectory is determined by the junction conditions (see appendix A)

\begin{equation}
[h_{ab}] = 0, \quad [K_{ab}] = \kappa h_{ab}.
\end{equation}

We again assume the Euclidean solutions have a \(\mathbb{R}^{d-1}\) symmetry; the bulk solutions therefore involve the gluing together of two pieces of the AdS soliton geometry, described by the metric

\begin{equation}
ds^2 = L_i^2 f_i(r_i) dz_i^2 + \frac{dr_i^2}{f_i(r_i)} + r_i^2 dx_{\mu} dx^{\mu}, \quad f_i(r_i) = \frac{r_i^2}{L_i^2} - \frac{\mu_i}{r_i^{d-2}},
\end{equation}

where \(L_i\) is the AdS radius related to the central charge of the \(i\)th CFT (which we call CFT\(_i\)). One may choose coordinates so that the \(x^{\mu}\) agree across the interface joining these two regions; this is our rationale for neglecting a subscript on these coordinates. We may also choose the radial coordinates so that \(r_1 = r_2 = r\) on the interface, so we will sometimes drop the subscript of \(r_i\) for quantities on the interface brane. The trajectory of the interface \(z_i^{\text{int}}(r)\) in each region is determined by equations (4.1)–(4.4) of [17], which are analogous to (2.7) from the ETW brane case. These solutions are analyzed extensively in [17, 22], and we will try to reiterate only the necessary features.

It will be useful to introduce the parameters

\begin{equation}
u = \frac{L_2}{L_1}, \quad \mu = \frac{\mu_2}{\mu_1}, \quad e = \frac{\kappa - \kappa_-}{\kappa_+ - \kappa_-}.
\end{equation}

The full interface solution is then completely specified by the parameters \((L_1, \mu_1, u, \mu, e)\).
Figure 5. (Left) In the case that $\Delta z_i^{\text{int}} < 0$, the $i^{\text{th}}$ gravity region includes the horizon. (Right) In the case that $\Delta z_i^{\text{int}} > 0$, the $i^{\text{th}}$ gravity region does not include the horizon.

**Periodicity of $z_i$ coordinates in interface solutions.** In contrast to the boundary case in the previous subsection, the coordinate $z_i$ need only be taken periodic, with period $\beta_i$ given by equation (2.6), if the region $M_i$ includes the coordinate value $r_i = r_i^{(i)} = (\mu_i L_i^2)^{1/d}$; if not, then the $z_i$ coordinate need not be periodic, and in fact the region can be “multiply wound” from the perspective of this naive periodicity.

To clarify what we mean by “multiply wound”, we can first define the quantity $\Delta z_i^{\text{int}}$ to be equal to the $z_i$-coordinate distance traversed by the interface brane from its minimum radius $r_i$ to infinity; in equations, we may define

$$\Delta z_i^{\text{int}} \equiv \int_{r_i^{(i)}}^{\infty} \frac{dz_i^{\text{int}}}{dr_i},$$

where $r_i^{(i)}$ is the minimum value of both the $r_1$ and $r_2$ coordinates on the interface brane, and $\frac{dz_i^{\text{int}}}{dr_i}$ is given by the equation of motion (4.4) in [17]. Explicitly, one finds

$$\Delta z_i^{\text{int}} = -\frac{1}{L_1} \int_{r_i^{(i)}}^{\infty} \frac{dr}{f_1 \sqrt{V_{\text{eff}}}} \left( \frac{1}{2\kappa r} (f_1 - f_2) + \frac{1}{2} \kappa r \right), \quad V_{\text{eff}} = f_1 - \left( \frac{f_2 - f_1 - \kappa^2 r^2}{2\kappa r} \right)^2,$$

and an analogous expression for $\Delta z_2^{\text{int}}$.

Importantly, $\Delta z_i^{\text{int}}$ can be either positive or negative, depending on the data specifying our solution; the former case corresponds to a situation where the $i^{\text{th}}$ gravity region contains the coordinate horizon, whereas the latter case corresponds to a situation where it does not. See figure 5 for an illustration of this.

One may then define the quantity $R_i = R_i(u, \mu, e)$ to be the fraction of the span of the asymptotic $z_i$ coordinate in the pure AdS soliton solution (with period $\beta_i$) that is covered by the patch associated with CFT$_i$ in the interface solution. We then have two different cases:

- If $\Delta z_i^{\text{int}}$ is positive, then $R_i = \frac{2\Delta z_i^{\text{int}}}{\beta_i}$.

---

The notation $V_{\text{eff}}$ is based on the analysis of [17], which reduces the dynamics of the interface brane to that of a particle moving in an effective potential. We keep the notation here for consistency.
If $\Delta z_i^\text{int}$ is negative, then $R_i = 1 - \frac{2|\Delta z_i^\text{int}|}{\beta_i} = 1 + \frac{2\Delta z_i^\text{int}}{\beta_i}$.

The multiply wound case corresponds to a situation where $\Delta z_i^\text{int}$ is positive (so that the coordinate horizon is not included), and we have $R_i > 1$.

Throughout this work, as a matter of convention, we would like to choose $M_1$ to be the bulk region which excludes $r = r_H$; in this case, $\Delta z_1^\text{int}$ is positive and $R_1 = 1 + \frac{2\Delta z_1^\text{int}}{\beta_1}$. The condition for this to be the case can be readily derived from checking the sign of the expression (2.26) for $\Delta z_1^\text{int}$; one finds that the condition is

$$\mu < \frac{1}{u^2} - \kappa^2 L_1^2,$$

which we will assume henceforth.

**Negative energy enhancement: motivation.** The above Euclidean interface solutions, analytically continued to Lorentzian signature in one of the transverse planar directions, are anticipated to provide a simple holographic description of two CFTs on $\mathbb{R}^{d-2,1} \times \text{an interval of width } w_i$, coupled at their endpoints via a conformal interface (see the right panel of figure 4). Due to the symmetries of this theory, the energy-momentum tensor must take the form

$$T^{(i)}_{\mu\nu} = \eta_{\mu\nu} F_i \frac{w_i^d}{w_i^d}, \quad T^{(i)}_{zz} = -\left(d - 1\right) F_i \frac{w_i^d}{w_i^d}, \quad T^{(i)}_{\mu z} = 0,$$

where $z$ is the CFT interval direction. Here, $F_i$ is a characteristic scale for the vacuum state energy in CFT$_i$. Following [17], one may then define

$$E_i = \left(F_i/F_\beta\right)^{1/d}$$

(2.29)
to be the ratio of the scale of the energy density for CFT$_i$ on the strip of width $w_i$ (in the interface case) to that of the same CFT on a periodic direction of length $\beta = w_i$. One expects that this quantity should be a function of the dimensionless ratio

$$x = \frac{w_2}{w_1},$$

(2.30)
of the widths for the two CFTs. It is useful to note that this ratio is given in terms of bulk quantities by

$$x = \frac{R_2\beta_2}{R_1\beta_1}.$$

(2.31)

The authors of [17] observed that a particularly interesting regime in the parameter space occurred for

$$x \text{ fixed}, \quad u < 1, \quad \epsilon \to 0,$$

(2.32)
where the requirement that $x$ remains fixed can be understood as a particular way of taking the limit $\mu \to 0$, as we will see below. In this limit, $E_1$ increases without bound, suggesting that CFT$_1$ can exhibit an arbitrarily large negative Casimir energy provided that a family

\footnote{We note that this limit eventually implies the condition (2.27), so we need not worry about the latter being satisfied when we are interested in the limit. On the other hand, if we are interested in fixed small $\epsilon > 0$, we should check that (2.27) is still satisfied.}
of interfaces realizing this limit can be considered. Interestingly, this effect is only observed in CFT\(_1\) when \(u < 1\), i.e. when the central charge of CFT\(_2\) is smaller than that of CFT\(_1\). We will henceforth refer to the limit in (2.32) as the “negative energy enhancement” or NEE limit.

In the bulk, this effect can be attributed to the fact that \(\mu \to 0\) corresponds to the limit in which the black hole mass associated to region 1 becomes much larger than that associated to region 2; this results directly in a similar hierarchy for the energy density in the two CFT regions. We can then think of the NEE limit as taking the lengths \(L_1, L_2\) to be held fixed (as is natural since these correspond to the central charges of the two CFTs), taking the black hole mass \(\mu_1\) associated with region 1 to be much larger than \(\mu_2\), and adjusting the interface brane tension as \(e \to 0\) to maintain a fixed value of \(x\) in the limit. This relies crucially on the possibility of having a multiply wound region 1, since maintaining fixed \(x\) while \(\beta_1 \to 0\) requires \(R_1 \to \infty\).

We may also observe that the limit \(e \to 0\) amounts to shifting the brane out toward the asymptotic region associated to CFT\(_1\). This can be seen by noting that the Poincaré angle between the normal to the AdS boundary and the brane in each region is given by \[\theta_1 = \arcsin \left[ \frac{1}{2} \left( \frac{\kappa L_1 + 1}{\kappa L_1} - \frac{L_1}{\kappa L_2} \right) \right] e^{-\frac{L_1}{2}}, \tag{2.33}\]
\[\theta_2 = \arcsin \left[ \frac{1}{2} \left( \frac{\kappa L_2 + 1}{\kappa L_2} - \frac{L_2}{\kappa L_1} \right) \right] e^{-\frac{L_2}{2}}. \]

We will now provide some important technical details underlying the above result.

**Negative energy enhancement: details.** Since the NEE limit involves fixing \(u < 1\), we will collect here some important expressions pertaining to this regime. Defining
\[
\alpha_0 = \frac{1}{2} \frac{u^2(1-\mu)^2}{(1-u+2u\epsilon)^2 + 4u\epsilon(1-u+\epsilon)(1-u+e) - (1+u)(1+\muu)}
\]
\[
\alpha_1 = \frac{1}{2} \frac{u(\mu-1)}{(1-u)(1-2\epsilon) - 2e^2u}
\]
\[
\alpha_2 = -\frac{(1-u)(1-2\epsilon) - 2e^2u}{\sqrt{e(1-e)(1+e\epsilon)(1-u+e\epsilon)}},
\]

it was found in [17] that
\[
R_1 = -\frac{1}{4\pi} \frac{\alpha_2}{\alpha_0^{1/4}} I_d \left( \frac{\alpha_1}{\alpha_0}, \frac{1}{\alpha_0}, \frac{\alpha_1^2 \alpha_2}{4\alpha_0^2} \right) + \Theta \left[ \mu - (1-2\epsilon) \left( \frac{2}{u} - 1 + 2\epsilon \right) \right] \quad \text{(for } u < 1) \tag{2.34}\]

where \(\Theta(\cdot)\) is a step function and
\[
I_d(a, b, c) = \int_1^\infty dy \frac{(y-a)}{y^{1/d} (y-b) \sqrt{(y-1)(y+c)}}. \tag{2.35}\]
Meanwhile, defining

\[
\begin{align*}
\hat{\alpha}_0 &= \frac{1}{2u^2} \left( \frac{1}{u} - 1 + 2e \right) \sqrt{\left( \frac{1}{u} - 1 + 2e \right)^2 + \frac{4e}{\mu} \left( \frac{1}{u} - 1 + e \right) + 2 \left( 1 + \frac{1}{\mu} \right) \left( 1 - e \right) \left( \frac{1}{u} + e \right) - \left( 1 + \frac{1}{\mu} \right) \left( 1 + \frac{1}{\mu} \right) u} \\
\hat{\alpha}_1 &= \frac{1}{2u^2} \left( \frac{1}{u} - 1 \right) \left( \frac{1}{u} + 2e \right) + 2e^2 \\
\hat{\alpha}_2 &= \frac{\left( \frac{1}{u} - 1 \right) \left( \frac{1}{u} + 2e \right) + 2e^2}{\sqrt{e(1-e) \left( \frac{1}{u} + e \right) \left( \frac{1}{u} - 1 + e \right)}}
\end{align*}
\]

one has

\[
R_2 = -\frac{1}{4\pi} \frac{\hat{\alpha}_2}{\hat{\alpha}_0^{1/d}} \mathcal{I}_d \left( \frac{\hat{\alpha}_1}{\hat{\alpha}_0}, \frac{\hat{\alpha}_0^2 \hat{\alpha}_2}{4\hat{\alpha}_0^3} \right) + \Theta \left[ \frac{1}{\mu} - (1 + 2e)(2u - 1 - 2e) \right] \quad \text{for } u < 1.
\]  

Moreover, the minimum radius of the interface brane is

\[
\left( r_0^{\text{int}} \right)^d = \mu^2 L_2^2 \hat{\alpha}_0 \quad \text{for } u < 1.
\]

Assuming \( u < 1 \) and \( \mu < \frac{1}{\bar{\nu}} \) (both of which are prerequisites for the NEE limit), it was found that

\[
\begin{align*}
\alpha_0 &\to \frac{1 - \mu u}{4e}, \quad \alpha_1 \to \frac{1}{2} \frac{u(\mu - 1)}{1 - u}, \quad \alpha_2 \to -\sqrt{\frac{1 - u}{e}}, \quad (u < 1, \mu < \frac{1}{\bar{\nu}}, e \to 0) \\
\hat{\alpha}_0 &\to \frac{1 - \mu u}{4e^2 \mu}, \quad \hat{\alpha}_1 \to \frac{1}{2\bar{\nu}} \frac{\mu - 1}{1 - u}, \quad \hat{\alpha}_2 \to \frac{1}{u} \sqrt{\frac{1 - u}{e}}. \quad (u < 1, \mu < \frac{1}{\bar{\nu}}, e \to 0)
\end{align*}
\]

Thus, defining

\[
\mathcal{I}_0 = \frac{4^{1/d}}{4\pi} \int_1^\infty \frac{dy}{y^{1/d} \sqrt{g(y - 1)}} = \frac{4^{1/d} \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{\bar{\nu}}{2} \right)}{4\pi \Gamma \left( \frac{1}{2} + \frac{\bar{\nu}}{2} \right)},
\]

it was found that

\[
\begin{align*}
R_1 &= \frac{2\Delta z_1}{\beta_1} \sim \frac{\mathcal{I}_0}{4e^{2-\frac{1}{2}} (1 - \mu u)^{1/d}} \quad (u < 1, \mu < \frac{1}{\bar{\nu}}, e \to 0) \\
R_2 &= 1 + \frac{2\Delta z_2}{\beta_2} \sim 1 - \mu^{1/d} u^{2/d - 1} \frac{\mathcal{I}_0}{e^{1/2 - 1/d} (1 - \mu u)^{1/d}} \quad (u < 1, \mu < \frac{1}{\bar{\nu}}, e \to 0)
\end{align*}
\]

Moreover, in this limit, the minimum radius goes as

\[
r_0^{\text{int}} \sim r_0^{(2)} \left( \frac{1 - u \mu}{4e \mu u^2} \right)^{1/d} = r_0^{(1)} \left( \frac{1 - u \mu}{4e} \right)^{1/d} \quad (u < 1, \mu < \frac{1}{\bar{\nu}}, e \to 0)
\]

So far, we have been considering limits with a general fixed value of \( \mu \); eventually, we would like to instead consider the NEE limit in which we instead fix \( x \). Indeed, it is clear...
Figure 6. Two Euclidean AdS soliton regions of a holographic interface solution. Here, $z_i$ is the angular direction and $r_i$ is the radial direction, with $i = 1$ on the left and $i = 2$ on the right; planar directions are suppressed. In this figure, region 1 is “multiply wound” in the $z_1$ direction, while region 2 (which includes the horizon $r_2 = r_H$) is not.

from the expression for $R_2$ that we cannot consistently take $u < 1$ and $\mu < \frac{1}{4}$ fixed and send $e \to 0$; doing so would result in a negative value of $R_2$, taking the result beyond its regime of validity. It is therefore more convenient to express the results in terms of the ratio $x$ defined in (2.30), which is related to $\mu(x)$ at leading order by

$$\mu(x) = \frac{e^{\frac{d}{2} - 1}}{u^2} \left( \frac{u}{(1 + x) I_0 \sqrt{1 - u}} \right)^d.$$ (2.42)

The NEE limit properly involves fixing $u < 1$ and $x$, and sending $e \to 0$, which will also send $\mu \to 0$ as a result of this equation. The authors of [17] then found

$$E_1 \sim \frac{1}{e^{\frac{d}{2} - 1}} I_0 \sqrt{1 - u} \quad \text{and} \quad E_2 \sim \frac{x}{1 + x}.$$ (NEE) (2.43)

This limit is the most physical from the CFT perspective, since one would typically like to keep the dimensions of the strip on which the CFTs are defined fixed while varying a parameter related to properties of the conformal interface.

3 Bottom-up model with constant tension branes

In the previous section, we reviewed a model of holographic BCFT and its application to cosmology, as well as a model for holographic interfaces exhibiting an interesting “negative energy enhancement” effect in an appropriate limit. In this section, we would like to combine these two models, considering a gravitational bulk with both an ETW brane and an interface brane; see figure 6. The motivation for this is to see whether, in this augmented model, it is possible to obtain well-behaved Euclidean solutions, without intersecting or self-intersecting branes, so that conditions analogous to those of (2.17) hold for the ETW brane cosmology arising in the Lorentzian continuation.
We might expect that an effective description of the physics in this combined model should involve a non-gravitational CFT joined at an interface to a CFT coupled to gravity;\(^7\) the background for the latter is the geometry of the ETW brane in the bulk picture, which can be interpreted as a traversable wormhole.\(^8\) It has been argued that large quantities of negative null energy would be required to support such traversable wormholes [18]; as pointed out in [11], it is therefore natural to look for bulk solutions with both an ETW brane and an interface brane in the critical interface tension or NEE limit considered in the previous section. We will argue in this section that it is not possible to find such solutions in that limit in the present model, prompting a modification to the model explored in the following section.

Before preceding to elucidate this result, it is worth taking a moment to comment on the anticipated effect of adding an interface brane to our model, beyond what we have already mentioned. Introducing this additional ingredient into our model allows us to describe a larger class of holographic duals of boundary states, with different boundary spectra, each of which will give rise to different effective theories on the brane. The geometry of the region between the interface and ETW branes is intimately related to the physics of the BCFT boundary degrees of freedom, including the number of these degrees of freedom; this can be understood as an example of generalized wedge holography [23], where we have a bulk dual of a BCFT involving two “wedges” of AdS separated by an interface brane (see also [24] for a microscopic version of this phenomenon). In particular, as in the previous section, we are typically interested in the case \(u < 1\), so that, despite considering a BCFT with central charge \(c_2\), we have a holographic dual including a spacetime region which we expect to be described by a CFT with larger central charge \(c_1 > c_2\); this suggests that the corresponding BCFT is defined by permitting many degrees of freedom localized near the boundary, and we anticipate that, as a result, the effective theory on the brane will also have more degrees of freedom than the non-gravitating CFT in the effective picture.

One could nominally be concerned that adding an interface brane could disrupt the condition for gravity localization, namely an ETW brane far in the UV; for example, one could worry that the interface brane may localize gravity in this setup. However, we do not expect that the interface brane should interfere with the gravity localization condition, particularly in a region where the ETW brane is much further in the UV than the interface brane. While it is true that interface branes can also exhibit gravity localization (as in the original Randall-Sundrum II model [15]), we have in our case a situation where the interface brane is not situated at a local maximum of the warp factor, and we therefore do not expect it to support a localized bound state of the \((d + 1)\)-dimensional graviton. Moreover, following the intuition of [16], we can observe that the ETW brane localization phenomenon should be a consequence of local physics, rather than depending on global

---

\(^7\)This is the usual Karch/Randall/Sundrum mechanism [15]: given a holographic CFT, we anticipate that introducing a “UV” or “Planck” brane in the bulk has the effect of introducing a cutoff to the CFT and coupling to dynamical gravity. Here, we anticipate that introducing an ETW brane in region 1 has this effect on CFT\(_1\), while region 2 is not cut off and CFT\(_2\) therefore does not couple to gravity directly. See [11] for a discussion of this.

\(^8\)We are here thinking about the Lorentzian picture where we Wick rotate one of the \(x^\mu\) coordinates.
features of the bulk spacetime; provided we are interested in a region where the ETW brane and interface brane are significantly separated, we should be able to recover locally localized gravity. Just as in [16], we expect to find a massive, normalizable Kaluza-Klein mode whose wavefunction localizes to the ETW brane, but whose precise profile depends on the details of the IR physics, including the location and geometry of the interface brane.

3.1 Non-existence of solutions

The Euclidean action for the theory considered in this section is obtained by straightforwardly combining those for the two models considered in the previous section, found in (2.1) and (2.19), and is given in appendix A. We assume without loss of generality that the ETW brane is added to region 1, so that in the effective description, CFT$_1$ is coupled to gravity via the Randall/Sundrum mechanism while CFT$_2$ is not.

We again consider Euclidean solutions with $\mathbb{R}^{d-1}$ symmetry (or $\mathbb{R}^{d-2,1}$ symmetry upon Wick rotating one of the $x^a$ coordinates); these are again pieces of the Euclidean AdS soliton geometry, which we will continue to parametrize as in (2.23). The interface brane trajectory in the two regions is given by the same equation of motion for $z^\text{int}_i(r)$ as in section 2.2, and $\Delta z^\text{int}_1$ still denotes the $z$-coordinate distance traversed by the interface brane from its minimum radius $r_i = r^\text{int}_0$ to infinity, as in (2.25); $z^\text{ETW}_1(r_1)$ and $\Delta z^\text{ETW}_1$ are analogous quantities for the ETW brane, following the definitions in (2.7) and (2.9). We will assume $z^\text{int}_1(r^\text{int}_0) = 0$ without loss of generality, a choice for the zero of the coordinate $z_1$; solutions where the ETW brane and interface brane join properly at infinity must therefore have $z^\text{ETW}_1(r^\text{ETW}_0) = 0$ by symmetry, so we will assume this in the following.

As in the previous section, we will be interested in the case that region 1 does not include the coordinate horizon $r_1 = r^{(1)}_H$ while region 2 does include the coordinate horizon $r_2 = r^{(2)}_H$; this permits region 1 to be multiply wound, which is what we expect to be required to obtain the negative energy enhancement effect in CFT$_1$. Recall that this implies $\Delta z_1 > 0$, and therefore $R_1 = \frac{2\Delta z_1}{\sigma_1} > 0$.

Conditions for existence of solutions. It is clear that solutions of the desired type, parametrized by $(L_1, \mu_1, u, \mu, \epsilon)$ and the ETW brane tension $\lambda$ (and with $z^\text{int}(r^\text{int}_0) = z^\text{ETW}_1(r^\text{ETW}_0) = 0$ as mentioned above), will exist if and only if the following conditions are satisfied:

1. $R_2(u, \mu, \epsilon) > 0$;
2. $\Delta z^\text{int}_1 = \Delta z^\text{ETW}_1$;
3. $r^\text{ETW}_0 > r^\text{int}_0$ and $|z^\text{int}_1(r_1)| > |z^\text{ETW}_1(r_1)|$ for all $r_1 > r^\text{ETW}_0$.

The first condition ensures that the interface solution on its own would be well-defined (the width of CFT$_2$ is non-negative), the second that the ETW brane and interface brane join properly (they subtend the same $z_1$-coordinate length), and the third that the ETW brane always sits at a larger value of the radial coordinate than the interface brane in region 1.

---

$^9$The requirement $R_1 > 0$ is already enforced by our assumption $\Delta z_1 > 0$. 

---
In particular, to demonstrate the non-existence of solutions for a given set of parameters \((L_1, \mu_1, u, \mu, e)\) and any \(\lambda\), it is sufficient to show that one of the following two conditions is not satisfied:

(C1) \(R_2(u, \mu, e) > 0\)

(C2) For \(\lambda = \lambda_0\) with \(\lambda_0\) defined by \(f_1(r_0^{\text{int}}) = \lambda_0^2(r_0^{\text{int}})^2\), one has

\[
\Delta z_1^{\text{ETW}} < 1. \tag{3.1}
\]

The latter condition requires a brief explanation. Here, \(\lambda_0\) is the value of the ETW brane tension \(\lambda\) for which the minimum radius \(r_0^{\text{ETW}}\) of the ETW brane would coincide with that of the interface brane, \(r_0^{\text{int}}\). We know from (2.8) that \(r_0^{\text{ETW}}\) monotonically increases over \((r_H^{(1)}, \infty)\) as a function of \(\lambda L_1 \in (0, 1)\), and as shown in appendix B, we have \(\Delta z_1^{\text{ETW}}\) monotonically increasing from zero to infinity over the same range of ETW brane tensions. Consequently, condition (C2) above is equivalent to the existence of a tension \(\lambda L_1 \in (\lambda_0 L_1, 1)\) such that

\[
r_0^{\text{ETW}} > r_0^{\text{int}}, \quad \Delta z_1^{\text{ETW}} = \Delta z_1^{\text{int}}. \tag{3.2}
\]

In the following, we will show that these two conditions cannot simultaneously be satisfied in the NEE limit.

**No solutions in the NEE limit.** We can begin by determining when (C2) can be satisfied. Recalling the limiting behaviour of (2.40) and (2.41)

\[
\Delta z_1^{\text{int}} \sim \frac{2\pi L_1}{dr_H^{(1)}} \frac{T_0}{e^2 - \frac{1}{2}} \left(1 - \frac{\mu}{1 - \mu u}\right)^{1/d}, \quad r_0^{\text{int}} \sim \frac{T_0^{(1)}(1 - \mu u)^{1/d}}{(4e)^{1/d}}, \tag{3.3}
\]

we have from the definition of \(\lambda_0\)

\[
\lambda_0 = \frac{1}{L_1} \left(1 - \frac{2e}{(1 - \mu u)}\right) + O(e^2). \tag{3.4}
\]

In the limit \(e \to 0\),

\[
\Delta z_1^{\text{ETW}}(\lambda = \lambda_0) \sim \frac{2\pi L_1}{dr_H^{(1)}} \left(1 - \mu u\right)^{1/d} \frac{T_0}{e} \cdot \tag{3.5}
\]

and thus

\[
\Delta z_1^{\text{ETW}}(\lambda = \lambda_0) \sim \frac{\sqrt{1 - \mu u}}{1 - u}. \tag{3.6}
\]

Assuming fixed \(u < 1\), we thus have two possibilities. If \(\mu < 1\), then this quantity will be greater than one, so that (C2) is not satisfied in the limit, while if \(1 < \mu < \frac{1}{e}\), then this quantity will be less than one, so (C2) is satisfied and a solution may exist.

On the other hand, we have already seen in (2.40) that

\[
R_2 \sim 1 - \mu^{1/d} e^{2/d - 1} \frac{T_0}{e^2 - \frac{1}{2}} \left(1 - \mu u\right)^{1/d}; \tag{3.7}
\]

for fixed \(u < 1\), we see that requiring \(R_2 > 0\) in the \(e \to 0\) limit requires \(\mu \to 0\). Thus, the condition \(\mu \to 0\) imposed by (C1) is inconsistent with \(\mu > 1\) imposed by (C2).
Solutions for $u < 1$ While we have shown that it is not possible to obtain solutions with an ETW brane and an interface brane that join properly in the NEE limit, it is certainly the case that well-behaved solutions exist elsewhere in the parameter space. The reason that we are not concerned with these solutions here is that they are not expected to be relevant for cosmology, on the basis of arguments we have previously mentioned regarding the effective description of the bulk physics of this model; without the NEE limit, we expect the background for the gravitational CFT to have a 4D curvature scale $L_4$ of order $L_{Planck}$ (the cutoff scale for the gravitational CFT) rather than some hierarchically larger length scale.\footnote{As observed in equation (4.10) of \cite{11}, the boundary central charge $c_{3D} = L_4^2/G_4$ in our setup, which is the bulk description of a holographic BCFT, is equal (up to $O(1)$ factors) to the coefficient $F$ of the energy density for the gravitational CFT in an expression analogous to (2.28), i.e. in $T_{00} \sim F/w^4$. One would expect that the typical value for $F$ is roughly equal to the number of degrees of freedom in the gravitational CFT, which is not expected to be large in general, implying that we should generically expect $L_4 \sim L_{Planck}$ unless we consider something like the NEE limit. We thank Mark Van Raamsdonk for emphasizing this point.} Nonetheless, we briefly comment here about the larger parameter space.

A convenient feature for an investigation of this parameter space is that both conditions (C1) and (C2) can be expressed in terms of inequalities which depend only on the parameters $(u, \mu, e)$. From (2.37), we recall that, if $u < 1$, the first condition yields the inequality

$$R_2(u, \mu, e) = R_1 \left( \frac{1}{u}, \frac{1}{\mu}, e \right) = 1 - \frac{1}{4\pi} \frac{\hat{\alpha}_2}{\hat{\alpha}_0} I_d \left( \frac{\hat{\alpha}_1}{\hat{\alpha}_0}, \frac{1}{\hat{\alpha}_0}, \frac{\hat{\alpha}_1^2 \hat{\alpha}_2^2}{4\hat{\alpha}_0^2} \right) > 0 \quad (u < 1). \quad (3.8)$$

On the other hand, recalling from (2.38) that

$$\frac{(r_0^{int})^d}{\mu L_1^2} = \mu u^2 \hat{\alpha}_0 \quad (u < 1), \quad (3.9)$$

and from (2.8) that

$$\lambda = \sqrt{\frac{f_1(r_0^{ETW})}{r_0^{ETW}}} = \frac{1}{L_1} \sqrt{1 - \frac{\mu L_1^2}{(r_0^{ETW})^d}}, \quad r_0^{ETW} = \left( \frac{\mu L_1^2}{1 - L_1^2 \lambda^2} \right)^{1/d}, \quad (3.10)$$

we see that when the tension takes the value $\lambda_0$ for which $r_0^{ETW} = r_0^{int} = r_0$, we have

$$\Delta z_1^{ETW} = \int_{r_0}^{\infty} dr L_1 f_1(r) \frac{1}{\sqrt{f_1(r) - r^2 \lambda_0^2}} \quad (3.11)$$

$$= L_1 \sqrt{\mu u^2 \hat{\alpha}_0 - \frac{1}{dr_0} I_d \left( 0, \frac{1}{\mu u^2 \hat{\alpha}_0}, 0 \right) . \quad (3.11)$$

We therefore have

$$\frac{\Delta z_1^{ETW}(\lambda = \lambda_0)}{\Delta z_1^{int}} = -2 \left( \frac{\alpha_0}{\mu u^2 \hat{\alpha}_0} \right)^{1/d} \sqrt{\mu u^2 \hat{\alpha}_0 - 1 - \frac{I_d(0, 1, 0, 0)}{\alpha_2 I_d \left( \frac{\alpha_1}{\alpha_0}, \frac{1}{\alpha_0}, \frac{\alpha_1^2 \alpha_2^2}{4\alpha_0^2} \right) . \quad (3.12)}$$

It follows that we can express the conditions introduced above as

$$(C1) \quad 1 - \frac{1}{4\pi} \frac{\hat{\alpha}_2}{\hat{\alpha}_0} I_d \left( \frac{\hat{\alpha}_1}{\hat{\alpha}_0}, \frac{1}{\hat{\alpha}_0}, \frac{\hat{\alpha}_1^2 \hat{\alpha}_2^2}{4\hat{\alpha}_0^2} \right) > 0$$
\[
(C2) \ -2 \left( \frac{\alpha_0}{\mu u^2 \hat{\alpha}_0} \right)^{1/d} \sqrt{\mu u^2 \hat{\alpha}_0} - 1 \frac{\mathcal{I}_d(0, \frac{1}{\mu u^2 \hat{\alpha}_0}, 0)}{\alpha_2 \mathcal{I}_d \left( \frac{\alpha_1}{\alpha_0}, \frac{1}{\hat{\alpha}_0}, \frac{\alpha_1^2 \hat{\alpha}_0^2}{4 \alpha_0^2} \right)} < 1.
\]

These expressions are a convenient reformulation of (C1) and (C2) for the purposes of verifying their compatibility within the parameter space.

As a preliminary for determining where such well-behaved solutions could exist in the parameter space, our goal in the remainder of this section will be to indicate a portion of the parameter space where these solutions cannot occur. We will restrict our attention to the region satisfying:

- \( u < 1 \)
- \( \mu < \min \{ \frac{1}{u}, \frac{1}{u^2} - \kappa^2 L_1^2 \} \);

however, one could ultimately explore the parameter space more broadly. We note that, together, these conditions imply \( 0 < e < \frac{1}{2} \). We therefore assume here that

\[
0 < u < 1, \quad 0 < e < \frac{1}{2}, \quad \mu < \min \left( \frac{1}{u}, \frac{1}{u^2} \left( 1 - (1 - u + 2eu)^2 \right) \right).
\]

We will denote

\[
c_1(u, \mu, e) = \frac{1}{4\pi} \hat{\alpha}_0^{1/d} \hat{\alpha}_0 \left( \frac{\hat{\alpha}_1}{\hat{\alpha}_0}, \frac{\alpha_1^2 \hat{\alpha}_0^2}{4 \alpha_0^2} \right),
\]

\[
c_2(u, \mu, e) = -2 \left( \frac{\alpha_0}{\mu u^2 \hat{\alpha}_0} \right)^{1/d} \sqrt{\mu u^2 \hat{\alpha}_0} - 1 \frac{\mathcal{I}_d(0, \frac{1}{\mu u^2 \hat{\alpha}_0}, 0)}{\alpha_2 \mathcal{I}_d \left( \frac{\alpha_1}{\alpha_0}, \frac{1}{\hat{\alpha}_0}, \frac{\alpha_1^2 \hat{\alpha}_0^2}{4 \alpha_0^2} \right)},
\]

so that the condition (C_i) corresponds to the inequality \( c_i(u, \mu, e) < 1 \).

We observe (but will not attempt to prove here) that, for fixed \( (e, u) \), the function \( c_1(u, \mu, e) \) is monotonically decreasing in \( \mu \), while \( c_2(u, \mu, e) \) is monotonically increasing in \( \mu \). Assuming that this is true, then a pair of parameters \( (u, e) \) may be ruled out, meaning that they do not permit a well-behaved solution, if the solution \( \mu = \mu_0 \) to the equation \( c_1(u, \mu, e) = 1 \) (which we may obtain numerically) yields \( c_2(u, \mu_0, e) > 1 \). Using this approach, we construct the plot shown in figure 7. The shaded portion of the plot corresponds to a region of the parameter space which has been ruled out, meaning that it does not contain any well-behaved solutions; the unshaded portion may or may not contain solutions (further investigation would be needed to determine this). This plot already confirms the conclusion of section 3 that solutions cannot exist in the NEE limit, which requires \( e \to 0 \) for fixed \( u < 1 \).

4 Bottom-up model with Einstein-Hilbert term on the ETW brane

We will now consider a generalization of the model considered above, where an Einstein-Hilbert term is added to the ETW brane.\(^{11}\) In particular, we modify the ETW brane

\(^{11}\)We do not add an Einstein-Hilbert term to the interface brane, as this complicates the analysis, though we provide the relevant equations in appendix A.
Figure 7. Plot of “ruled out” region of the \((u, e)\)-plane. Here, the region shaded in red is part of the parameter space where we do not expect solutions to occur, as conditions (C1) and (C2) cannot be simultaneously satisfied. The remaining unshaded region in the upper right corner may or may not have solutions (our procedure for ruling out regions of the parameter space was not exhaustive).

contribution to the action of the previous section to become

\[
S_{\text{ETW}} = \frac{1}{16\pi G_{\text{ETW}}} \int_{\text{ETW}} \! d^d y \sqrt{h} \, R^{(d)} + S_{\text{matter}}^{\text{ETW}},
\]

where the matter contributions are from constant tension terms as before, and where we will introduce the constant \(\gamma\) defined by

\[
\frac{1}{G_{\text{ETW}}} = \frac{\gamma}{G_{\text{bulk}}}.
\]

Again, for the solutions with the desired symmetry, the bulk consists of two AdS soliton regions; the equations of motion for the ETW brane can be found in appendix A.2.

While there may be various constraints on the model parameters, including \(\gamma\), required to ensure that the bulk theory is a reasonable holographic dual of a BCFT, a good starting point is to consider those theories for which the corresponding effective theory enjoys a positive-sign Einstein-Hilbert term. Ideally, one will also have a suppression of the higher curvature terms in the effective theory. We should therefore clarify the action for the effective theories describing the physics of the above models. We can do so following the general recipe outlined in [19].
As derived in [25] (see also [19]), the contribution induced by integrating the bulk action (including the Gibbons-Hawking-York term) on-shell is given by

\[
S_{\text{induced}} = \frac{1}{16\pi G_{\text{bulk}}} \int d^d x \sqrt{-h} \left[ \frac{2(d-1)}{L_1} + \frac{L_1}{d-2} R^{(d)} + \frac{L_3^3}{(d-4)(d-2)^2} \left( R_{ab} R^{ab} - \frac{d}{4(d-1)} R^2 \right) + \ldots \right].
\]

(4.3)

Higher order terms would be expected to depend in detail on the IR physics, including the dynamics of the interface brane. In fact, we are interested in the case \( d = 4 \), so the last term shown will be modified; we anticipate that the numerical coefficient will be replaced by an order one number, and an additional “non-local” term of the schematic form \( "R^2 L_1^3 \ln(R L_1^2)" \) will occur. The full effective action, including the terms from \( S_{\text{ETW}} \), is therefore

\[
S_{\text{eff}} = \frac{1}{16\pi G_{\text{bulk}}} \int d^d x \sqrt{-h} \left[ \frac{2(d-1)}{L_1} (1 - \lambda L_1) + \frac{L_1}{(d-2)} \left( \frac{(d-2)\gamma}{L_1} + 1 \right) R^{(d)} + \ldots \right].
\]

(4.4)

Canonically normalizing the Einstein-Hilbert term, we should define an effective Newton constant

\[
\frac{1}{G_{\text{eff}}} = \frac{1}{G_{\text{bulk}}} \frac{L_1}{(d-2)} \left( \frac{(d-2)\gamma}{L_1} + 1 \right),
\]

(4.5)

obtaining

\[
S_{\text{eff}} = \frac{1}{16\pi G_{\text{eff}}} \int d^d x \sqrt{-h} \left[ R^{(d)} + \frac{2(d-1)(d-2)}{L_1^2} \frac{(1 - \lambda L_1)}{(d-2)\gamma} + \ldots \right].
\]

(4.6)

In particular, the cosmological constant for the effective theory is then

\[
2\Lambda = -\frac{2(d-1)(d-2)}{L_1^2} \frac{(1 - \lambda L_1)}{(d-2)\gamma} + 1,
\]

(4.7)

and we must also scale the higher order terms suitably, by replacing \( G_{\text{bulk}} \rightarrow G_{\text{eff}} \frac{L_1}{(d-2)} \left( \frac{(d-2)\gamma}{L_1} + 1 \right) \).

As in the previous section, we would now like to establish the existence of solutions with non-intersecting branes in the NEE limit. We begin by considering the special case of a trivial interface, before permitting an interface with non-zero tension.

### 4.1 Trivial interface

We will begin by considering the case with only an ETW brane and no interface brane.\(^{12}\) In this case, we must demand the \( z \) coordinate to have the appropriate periodicity \( \beta \). While one might hope that the addition of an extra parameter as compared to the model of section 2.1 could permit solutions with the property \( r_0^{\text{ETW}} / r_H \gg 1 \), we will see that this does not occur.

\(^{12}\)We are free to drop the subscript on bulk quantities in this subsection, since we have a single region of the AdS soliton.
We will be interested in the limit where $L\lambda \to 1$, which we recognize as the critical tension limit where $r_{\text{ETW}}^0 \to \infty$ due to (2.8) (note that the expression for $r_{\text{ETW}}^0$ in terms of $\lambda$ is unchanged from the pure tension case); to investigate this limit, we will consider the tension

$$\lambda L = 1 - \epsilon$$

with $\epsilon > 0$ small. At leading order, we find

$$\frac{2\Delta z^{\text{ETW}}}{\beta} = \left(\frac{2}{\epsilon}\right)^{1/2-1/d} I_0 \sqrt{\frac{(d-2)\gamma}{L}} + 1,$$  

(4.9)

taking all parameters other than $\epsilon$ to be fixed. To avoid self-intersections, this ratio should be smaller than one; this would appear to be possible provided that we take $\gamma \to -\frac{L}{(d-2)}$ sufficiently quickly, namely

$$\left|\frac{(d-2)\gamma}{L}\right| + 1 = O\left(\epsilon^{1-2/d}\right).$$  

(4.10)

In particular, we should saturate these asymptotics to avoid sending $\Delta z^{\text{ETW}}/\beta$ to zero.

Note that, in this case, the cosmological constant for the effective theory (4.7) will be vanishing in the limit, while our expectation is that the coefficients for the higher curvature terms will blow up, due to the rescaling of coefficients required to obtain the canonically normalized effective action. We are most interested in an effective theory where the higher curvature terms remain under control, so the trivial interface does not appear desirable for our purposes.

4.2 Non-zero tension interface

We would now like to consider the case where we restore the interface, but leave the interface brane action as a pure tension term, and take the NEE limit. To this end, we again consider near-critical ETW brane tension

$$\lambda L_1 = 1 - \epsilon,$$  

(4.11)

with $\epsilon > 0$ small. Note that we require (at leading order) $\epsilon < \frac{2}{\mu u}$ to ensure that the minimum ETW brane radius is larger than that of the interface brane, using the expression (2.8) for $r_{\text{ETW}}^0$ and (2.41) for $r_{\text{int}}^0$ in the NEE limit. We then obtain

$$\Delta z^{\text{ETW}}_1 \sim \frac{2\pi L_1}{d r_{1i}^{(1)}} \left(\frac{2}{\epsilon}\right)^{1/2-1/d} I_0 \sqrt{\frac{(d-2)\gamma}{L_1}} + 1,$$  

(4.12)

and thus

$$\frac{\Delta z^{\text{ETW}}_1}{\Delta z^{\text{int}}_1} \sim \left(\frac{2}{1 - \mu u}\frac{\epsilon}{\epsilon}\right)^{1/2-1/d} \sqrt{\frac{1 - \mu u}{1 - u}} \sqrt{\frac{(d-2)\gamma}{L_1}} + 1.$$  

(4.13)

Since we would like to require that this approaches one in the limit, and we have in the limit

$$\left(\frac{2}{1 - \mu u}\frac{\epsilon}{\epsilon}\right)^{1/2-1/d} \sqrt{\frac{1 - \mu u}{1 - u}} > 1,$$  

(4.14)
we see that this is still a requirement that $\gamma$ be negative in the limit; however, it is
less stringent than in the case of a trivial interface. In particular, if we take $\epsilon$ to scale
proportionally to $\epsilon$ (while keeping $\epsilon < \frac{2e}{1-\mu u}$ throughout), and recall that $\mu \to 0$ is required
to ensure $R_2(u, \mu, \epsilon) > 0$, then we see that this bound always requires $\frac{(d-2)\gamma}{L_1} + 1$ to approach
a positive constant, rather than zero, in the limit.

Specifically, if we take $\epsilon \sim \frac{2ec}{1-\mu u}$ with fixed $0 < c < 1$, then we require
\[
\lim_{\text{NEE}} \left( \frac{(d-2)\gamma}{L_1} + 1 \right) = e^{1-2/d} (1 - u).
\] (4.15)
In particular, we see that the limiting value of $\gamma$ lies within the range
\[-1 < \frac{(d-2)\gamma}{L_1} < -u.
\] (4.16)

The fact that the quantity appearing in (4.15), which appeared as a scaling factor
in the denominator of terms in the properly normalized effective action (4.6), is now a
positive constant in the limit implies that the coefficients for the higher curvature terms
will remain finite. Consequently, for a weakly curved ETW brane, it seems plausible that
the physics should be well-described by pure Einstein gravity with small corrections. The
cosmological constant for the effective theory again vanishes in the limit. We expect that
the curvature length scale of the ETW brane should become parametrically larger than the
$(d + 1)$-dimensional AdS scale in the limit, with the ratio diverging in the strict limit.

Here we have shown that it is possible to indicate a limit for which one can obtain a
solution with properly joining branes, for which the minimum radius of the ETW brane is
larger than that of the interface brane. This limit can be interpreted as taking the
NEE limit while tuning the ETW brane tension so that the brane propagates close to the
asymptotic AdS boundary, and tuning the Einstein-Hilbert or DGP term so that the ETW
and interface branes join properly; it is given by
\[
\mu \to 0, \quad \epsilon \to 0, \quad 1 - \lambda L_1 \sim 2ec, \quad \left( \frac{(d-2)\gamma}{L_1} + 1 \right) \sim e^{1-2/d} (1 - u),
\] (4.17)
where we keep $0 < u < 1$ and $0 < c < 1$ fixed. Here, one must take $\mu$ to simply vanish
sufficiently quickly so that $R_2$ remains positive in the limit, meaning that $\mu = O(e^{\frac{d-1}{d}})$.
Note that we have yet to establish that the ETW brane stays outside of the interface brane,
i.e. that the branes do not intersect, in order to verify that the desired solutions indeed
exist. We verify this property in appendix C.\(^{13}\)

We note in passing that, for the limit considered here, the coupling for the Einstein-
Hilbert term in the action for the effective theory satisfies
\[
\frac{1}{16\pi G_{\text{eff}}} \sim \frac{e^{1-2/d}}{16\pi G_{\text{bulk}}} \frac{L_1 - L_2}{(d-2)},
\] (4.18)
so the effective coupling in the limit is controlled by the positive difference between the
central charges of the two CFTs.

\(^{13}\)In particular, we verify that it holds for $d \geq 4$, including the case $d = 4$ we are especially interested in.
5 Conclusions

In this work, we have pursued the suggestion of [11] that adding an interface brane to the existing bottom-up holographic models in [8, 10, 11] could permit solutions capable of realizing localized gravity on an ETW brane via the Karch/Randall/Sundrum mechanism, making such solutions “cosmologically viable”. We provide evidence to affirm this suggestion, with an important caveat: one also needs to include additional local geometrical terms in the ETW brane action, such as an Einstein-Hilbert term. In particular, just adding a constant tension interface brane (with no Einstein-Hilbert term on the ETW brane) was not sufficient, and just adding an Einstein-Hilbert term to the ETW brane (with no interface brane) was also not sufficient.

With both ingredients, we found that solutions appear in the region of parameter space, the “NEE limit”, associated with cosmologically viable solutions; this represents an important proof-of-concept for these models. Solutions in this limit require a “wrong sign” Einstein-Hilbert term on the ETW brane, as indicated in (4.17) and (4.16), but correspond to a “correct sign” Einstein-Hilbert term in the action describing the physics of the effective theory. While the latter is the most important criterion for ensuring a physically reasonable model (given that the effective theory is where the cosmology lives), one may still wonder whether there may be other important constraints on the parameters involved in this model arising from the requirement that the bulk physics represents a valid holographic dual of a BCFT. Indeed, it has been suggested that such negative values of the “DGP coupling” parameter may be problematic for holographic models of this type; for example, it was noted in appendix B of [19] that such models may permit the formation of “Ryu-Takayanagi bubbles” on the brane whose associated generalized entropy may be negative, an evident pathology.\footnote{We thank Dominik Neuenfeld for emphasizing this and related points.} We leave the interesting question of better understanding these possible additional constraints to future work.
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A Brane trajectories

Throughout this appendix, we will be interested in a codimension-1 surface parametrized by \((z, r, x^\mu) = (Z(r), r, x^\mu)\) in the AdS soliton geometry

\[
ds^2_{d+1} = L^2 f(r)dz^2 + \frac{dr^2}{f(r)} + r^2 dx_\mu dx^\mu.
\]
This may be either an interface brane or an ETW brane; the calculation of intrinsic geometrical quantities and the extrinsic curvature with respect to one side will be identical in both cases, so we will not distinguish between these cases until we come to the equations of motion. We also suppress the coordinate subscripts that would differentiate between the regions $\mathcal{M}_1$ and $\mathcal{M}_2$ in the interface case. We could allow $dx_\mu dx^\mu = \eta_{\mu\nu} dx^\mu dx^\nu$ to denote the metric on either flat Euclidean or Minkowski space; the choice of signature will not affect any of the expressions we derive.

**Geometrical quantities.** We have tangent vector

$$e^\mu_i = (Z'(r), 1, \vec{0}), \quad (A.2)$$

and the rest of the tangent vectors on the brane are just unit vectors spanning the $x^\mu$ directions. The induced metric $h_{ab}$ on the ETW brane is of course

$$ds_a^2 = \frac{L^2}{c(r)^2} dr^2 + r^2 dx_\mu dx^\mu, \quad c(r) \equiv \sqrt{\frac{L^2 f(r)}{1 + L^2 f(r)^2 (Z'(r))^2}}. \quad (A.3)$$

The spacelike unit normal vector to the brane with the correct orientation (pointing out of the region) is given by

$$n_\mu = c(r)(-1, Z'(r), \vec{0}). \quad (A.4)$$

We can now compute the extrinsic curvature

$$K_{ab} = e^\mu_a e^\nu_b \nabla_\mu n_\nu, \quad (A.5)$$

using that

$$\nabla_\mu n_\nu = \frac{L^2 cf f'Z'}{2} dz^2 + \left( \frac{cf'}{2f} - c' \right) dz \, dr + \frac{cf'}{2f} dr \, dz + \left( \frac{cf'Z'}{2f} + c'Z' + c Z'' \right) dr^2 + r cf Z' dx_\mu dx^\mu. \quad (A.6)$$

We find

$$K_{rr} = cf'Z' \eta_{ii}, \quad (A.7)$$

with all other components vanishing; here, the $i$ appearing in $K_{ii}$ is an (unsummed) $(d - 1)$-dimensional Lorentz index. In particular, the scalar extrinsic curvature is

$$K = h^{ab} K_{ab} = \frac{c^3}{L^2} \left( Z'' + \frac{f'Z'}{2f} \left( L^2 f^2 (Z')^2 + 3 \right) \right) \left( \frac{d - 1}{r} \right) c f Z'. \quad (A.8)$$

In some cases, it may be useful to phrase our analysis in terms of derivatives with respect to a proper length coordinate $s$ along the brane in the $(z, r)$-plane; that is, we take
this to be the coordinate appearing in our intrinsic parametrization of the brane, which then has metric
\[ ds^2_\delta = ds^2 + r(s)^2 dx_\mu dx^\mu. \] (A.9)

Such a coordinate is defined by
\[ L^2 f(r) \left( \frac{dz}{ds} \right)^2 + \frac{1}{f(r)} \left( \frac{dr}{ds} \right)^2 = 1. \] (A.10)

We then express the normal vector as \( n_\mu = L(-\dot{r}, \dot{z}, \vec{0}) \), so the non-vanishing components of the extrinsic curvature may be written as
\[ K_{ss} = \frac{L}{2} \frac{dz}{ds} f'(r) \left( 3 - L^2 f(r) \left( \frac{dz}{ds} \right)^2 \right), \]
\[ K_{ii} = Lr f(r) \frac{dz}{ds} \eta_{ii}. \] (A.11)

We note that reversing the orientation of the normal vector used in the definition of the extrinsic curvature has the effect of reversing its sign; this is especially important to note when deducing the interface equation of motion.

We will also be interested in features of the intrinsic geometry of the brane, namely the components of the Ricci tensor and the Ricci scalar. We find non-vanishing components
\[ R^{(d)}_{rr} = -(d-1) \frac{c'(r)}{c(r)} \], \[ R^{(d)}_{ii} = -c(r) \frac{2}{L^2} \left( (d-2) + r \frac{c'(r)}{c(r)} \right) \eta_{ii}, \] (A.12)
or, in the proper length coordinates,
\[ R^{(d)}_{ss} = -(d-1) \frac{r''(s)}{r(s)} \], \[ R_{ii} = -r(s)^2 \left( r''(s) + (d-2) \frac{r'(s)^2}{r(s)^2} \right) \eta_{ii}. \] (A.13)

The Ricci scalars are
\[ R^{(d)} = -(d-1) \frac{c(r)^2}{r^2 L^2} \left( (d-2) + 2r \frac{c'(r)}{c(r)} \right) = -(d-1) \left( 2 \frac{r''(s)}{r(s)} + (d-2) \frac{r'(s)^2}{r(s)^2} \right). \] (A.14)

A.1 Constant tension branes

We will first consider the case with two branes of constant tension: an interface brane which divides the bulk into regions 1 and 2, and an ETW brane which we add to region 1.

Suppose we have the Euclidean gravitational action
\[ S = S_{\text{bulk}} + S_{\text{interface}} + S_{\text{ETW}} \]
\[ S_{\text{bulk}} = \frac{1}{16\pi G_{\text{bulk}}} \sum_{i=1}^{2} \int_{\mathcal{M}_i} d^{d+1}x \sqrt{g} \ (R - 2\Lambda_i) \]
\[ + \frac{1}{8\pi G_{\text{bulk}}} \int_{\text{interface}} d^d y \sqrt{h} \ [K] + \frac{1}{8\pi G_{\text{bulk}}} \int_{\text{ETW}} d^d y \sqrt{h} K, \] (A.15)
where we take the brane matter actions to be
\[
S_{\text{matter}}^{\text{interface}} = \frac{(1 - d)\kappa}{8\pi G_{\text{bulk}}} \int_{\text{interface}} d^d y \sqrt{h}, \quad S_{\text{ETW}}^{\text{interface}} = \frac{(1 - d)\lambda}{8\pi G_{\text{bulk}}} \int_{\text{ETW}} d^d y \sqrt{h}.
\] (A.16)

Here and in the following, the brackets represent the discontinuity \([X] = X_1 - X_2\) across the interface brane. We are also permitting two different cosmological constants \(\Lambda_i\), related to the AdS lengths \(L_i\) by
\[
\Lambda_i = -\frac{d(d - 1)}{2L_i}.
\] (A.17)

The interface brane trajectory is then determined by the junction conditions
\[
[h_{ab}] = 0, \quad [K_{ab} - Kh_{ab}] = 8\pi G_{\text{bulk}} T_{ab}^{\text{interface}} = (1 - d)\kappa h_{ab},
\] (A.18)

where we use
\[
T_{ab}^{\text{interface}} = \frac{2}{\sqrt{h}} \frac{\delta S_{\text{matter}}^{\text{interface}}}{\delta h_{ab}} = \frac{(1 - d)\kappa}{8\pi G_{\text{bulk}}} h_{ab}.
\] (A.19)

It can be convenient to rewrite the second junction condition as
\[
[K_{ab}] = \kappa h_{ab}.
\] (A.20)

Meanwhile, the ETW brane trajectory is determined by the equations of motion
\[
K_{ab} - Kh_{ab} = 8\pi G_N T_{ab}^{\text{ETW}} = (1 - d)\lambda h_{ab},
\] (A.21)

where we use
\[
T_{ab}^{\text{ETW}} = \frac{2}{\sqrt{h}} \frac{\delta S_{\text{ETW}}^{\text{matter}}}{\delta h_{ab}} = \frac{(1 - d)\lambda}{8\pi G_{\text{bulk}}} h_{ab}.
\] (A.22)

We can choose to write this equation as
\[
K_{ab} = \lambda h_{ab}.
\] (A.23)

Details of the interface solutions can be found in [17]; the upshot is that the first junction condition implies that the \(r\) coordinates of the interface brane agree on both sides of the interface, while the second junction condition yields
\[
L_1 f_1 \frac{dz_1^{\text{int}}}{ds} + L_2 f_2 \frac{dz_2^{\text{int}}}{ds} = \kappa r.
\] (A.24)

Using the relations
\[
L_i^2 f_i \left( \frac{dz_i^{\text{int}}}{ds} \right)^2 + \frac{1}{f_i} \left( \frac{dr}{ds} \right)^2 = 1,
\] (A.25)

we can rephrase this in terms of \(r\)-derivatives as
\[
L_1 \frac{dz_1^{\text{int}}}{dr} = -\frac{1}{f_1 \sqrt{V_{\text{eff}}}} \left( \frac{1}{2\kappa r} (f_1 - f_2) + \frac{1}{2}\kappa r \right)
\]
\[
L_2 \frac{dz_2^{\text{int}}}{dr} = \frac{1}{f_2 \sqrt{V_{\text{eff}}}} \left( \frac{1}{2\kappa r} (f_2 - f_1) + \frac{1}{2}\kappa r \right),
\] (A.26)
where
\[ V_{\text{eff}}(r) = f_1 - \left( \frac{f_2 - f_1 - \kappa^2 r^2}{2NR} \right)^2. \]  
(A.27)

For the ETW brane, we obtain the \(rr\)-component equation of motion
\[ c_1(r)f_1(r) \frac{dz_{\text{ETW}}}{dr} = r\lambda. \]  
(A.28)

Isolating \( \frac{dz_{\text{ETW}}}{dr} \), we obtain
\[ \frac{dz_{\text{ETW}}}{dr} = \frac{r\lambda}{L_1 f_1(r) \sqrt{f_1(r) - r^2 \lambda^2}}. \]  
(A.29)

Substituting this into any of the other equations of motion, we verify that these equations are also satisfied. These equations are similar to those obtained in the [8], though here we consider \((d-1)\)-dimensional planar rather than spherical symmetry.

### A.2 Branes with an Einstein-Hilbert term

We would now like to generalize the setup of the previous subsection by introducing Einstein-Hilbert terms on the branes. In particular, we will now modify the brane actions to
\[
S_{\text{interface}} = \frac{1}{16\pi G_{\text{interface}}} \int_{\text{interface}} d^d y \sqrt{h} R^{(d)} + S_{\text{matter}}^\text{interface},
\]
\[
S_{\text{ETW}} = \frac{1}{16\pi G_{\text{ETW}}} \int_{\text{ETW}} d^d y \sqrt{h} R^{(d)} + S_{\text{ETW}}^\text{matter},
\]  
(A.30)

where we will introduce the constants \(\alpha, \gamma\) defined by
\[
\frac{1}{G_{\text{interface}}} = \frac{\alpha}{G_{\text{bulk}}}, \quad \frac{1}{G_{\text{ETW}}} = \frac{\gamma}{G_{\text{bulk}}}.
\]  
(A.31)

The Israel junction conditions at the interface then yield
\[
[h_{ab}] = 0, \quad [K_{ab} - Kh_{ab}] = 8\pi G_{\text{bulk}} T_{ab}, \quad T_{ab} = \frac{2}{\sqrt{h}} \frac{\delta S_{\text{interface}}}{\delta h_{ab}}.
\]  
(A.32)

Notably, this can be interpreted as saying that the junction conditions are unaffected by the presence of the Einstein-Hilbert term on the brane except through the modification of the energy-momentum tensor (see section 2.4 of [19]), which is now
\[
T_{ab} = \frac{(1-d)\kappa}{8\pi G_{\text{bulk}}} h_{ab} - \frac{1}{8\pi G_{\text{interface}}} \left( R_{ab}^{(d)} - \frac{1}{2} R^{(d)} h_{ab} \right).
\]  
(A.33)

All together, we have
\[
[K_{ab}] = \kappa h_{ab} - \alpha \left( R_{ab}^{(d)} - \frac{1}{2(d-1)} R^{(d)} h_{ab} \right).
\]  
(A.34)

On the other hand, the equation of motion for the ETW brane is
\[
K_{ab} - Kh_{ab} = (1-d)\lambda h_{ab} - \gamma \left( R_{ab}^{(d)} - \frac{1}{2} R^{(d)} h_{ab} \right),
\]  
(A.35)

which we may also write as
\[
K_{ab} = \lambda h_{ab} - \gamma \left( R_{ab}^{(d)} - \frac{1}{2(d-1)} R^{(d)} h_{ab} \right).
\]  
(A.36)
Interface brane. As in the constant tension case, the first junction condition for the interface brane again implies that the $r$ coordinate of the interface brane agrees on both sides of the interface brane. Now the second junction condition yields, in terms of the proper length parametrization,

$$L_1 f_1 \frac{dz_1^{\text{ETW}}}{dr} + L_2 f_2 \frac{dz_2^{\text{ETW}}}{ds} = \left( \kappa + \frac{\alpha(d-2)}{2r^2} \right) r .$$

(A.37)

As before, we can combine this with the expressions (A.25) to determine the derivatives of $z_1^{\text{ETW}}, z_2^{\text{ETW}}$ with respect to $r$; we find

$$\left( \frac{dr}{ds} \right)^2 = f_2 - y(r)^2 ,$$

(A.38)

where $y(r)$ is a root of the equation

$$\alpha^2 (d-2)^2 y^4 - 4\alpha(d-2)ry^3 - 2(d-2)\alpha \left( \alpha(d-2)f_2 + 2\kappa r^2 \right) y^2 + 4r \left( \alpha(d-2)f_2 + 2\kappa r^2 \right) y + \alpha^2 (d-2)^2 f_2^2 + 4\alpha(d-2)f_2\kappa r^2 + 4\kappa^2 r^4 - 4(f_1 - f_2)r^2 = 0 .$$

(A.39)

ETW brane. For the ETW brane, we find the $ii$-component equation of motion

$$f_1(r) \frac{dz_1^{\text{ETW}}}{dr} = \frac{\lambda r}{c_1(r)} + \frac{\gamma(d-2)c_1(r)}{2L_1^2} r ,$$

(A.40)

and the $rr$-component

$$(d-2)rc_1(r)f_1(r) \frac{dz_1^{\text{ETW}}}{dr} + \frac{c_1(r)^3}{L_1^2} \left( \frac{d^2 z_1^{\text{ETW}}}{dr^2} + \frac{f_1'(r) \frac{dz_1^{\text{ETW}}}{dr}}{2f_1(r)} \left( \frac{dz_1^{\text{ETW}}}{dr} \right)^2 + 3 \right) r^2$$

$$= (d-1)\lambda r^2 + \frac{(d-2)c_1(r)}{c_1(r)^2 L_1^2} \left( \frac{(d-3)}{2} + \frac{c_1'(r)}{c_1(r)} \right) .$$

(A.41)

Isolating the derivative $\frac{dz_1^{\text{ETW}}}{dr}$ in the first equation, we find

$$\frac{dz_1^{\text{ETW}}}{dr} = \sqrt{(d-2)\gamma \lambda f_1(r)+2\lambda^2 r^2 - f_1(r)+\frac{f_1'(r)}{r} \sqrt{(d-2)^2 y^2 f_1(r)+(2(d-2)\gamma\lambda+1)r^2}}.$$
where we have introduced an IR regulator so that the terms in the derivative as per the
Leibniz integral rule are finite, and we are dropping the subscripts 1 and 2 for convenience
in this appendix (all quantities involve the ETW brane, which propagates in region 1 only).
The first term goes as
\[
- \frac{d r_0 (\lambda)}{d \lambda} \left[ \frac{r \lambda}{L f (r)} \frac{1}{\sqrt{f (r) - r^2 \lambda^2}} \right]_{r = r_0 (\lambda) + \epsilon} = - \frac{2}{d^{3/2}} \frac{L^2}{(1 - L^2 \lambda^2)^{3/2}} \frac{1}{\sqrt{r_0 (\lambda)}} + O (\sqrt{\epsilon}) ,
\]
while the second goes as
\[
\frac{1}{L} \int_{r_0 (\lambda) + \epsilon}^{\infty} dr \frac{r}{(f (r) - r^2 \lambda^2)^{3/2}} = \frac{L^2}{r_0 (\lambda) (1 - L^2 \lambda^2)^{3/2}} \left[ \frac{2}{d^{3/2}} \sqrt{r_0 (\lambda)} - 2 \sqrt{\pi} \Gamma \left( \frac{1}{d} + 1 \right) \right] ,
\]
where we use
\[
\int \frac{dy}{y^2 (1 - y^2)^{3/2}} = - \frac{1}{2} _2F_1 \left( \frac{3}{2}, 1 + \frac{1}{d}; y^{-d} \right)
\]
and
\[
_2F_1 \left( \frac{3}{2}, 1 + \frac{1}{d}; 1 + \epsilon, r_0 \right) = \frac{2}{d^{3/2}} \sqrt{\frac{r_0}{\epsilon}} - \frac{2 \sqrt{\pi}}{\Gamma \left( \frac{1}{d} + 1 \right)} + O (\sqrt{\epsilon}) .
\]
We therefore obtain (for \( d > 2 \))
\[
\frac{d}{d \lambda} \Delta z_1^{\text{ETW}} (\lambda) = - \frac{2 \sqrt{\pi} \Gamma \left( \frac{1}{d} + 1 \right)}{\Gamma \left( \frac{1}{d} - \frac{1}{2} \right)} \frac{L^2}{r_0 (\lambda) (1 - L^2 \lambda^2)^{3/2}} ,
\]
which is manifestly positive, as desired.

C Confirmation of ETW/Interface non-intersection

In general, suppose that we have verified that, for a fixed set of parameters \((L_1, \mu_1, u, \mu, \epsilon)\)
and \(\lambda\), one has
\[
R_2 (u, \mu, \epsilon) > 0 \quad \text{and} \quad r_0^{\text{ETW}} > r_0^{\text{int}} \quad \text{and} \quad \frac{\Delta z_1^{\text{ETW}} (\lambda)}{\Delta z_1^{\text{int}}} = 1 . \tag{C.1}
\]
This does not yet constitute a demonstration that the solution is well-behaved, because the
ETW and interface branes may intersect at some finite \(r_1\). We would like to verify that
this does not occur for the solutions in the limit identified in section 4.

In general, to verify that there are no intersections for some set of parameters, it suffices
to show that
\[
(z_1^{\text{ETW}})'(r_1) > (z_1^{\text{int}})'(r_1) \quad \text{for all } r_0^{\text{ETW}} < r_1 < \infty . \tag{C.2}
\]
Indeed, if by contradiction we had that the above inequality held and that \(z_1^{\text{int}} (\tilde{r}_1) = z_1^{\text{ETW}} (\tilde{r}_1) = \tilde{z} \) at some finite \(\tilde{r}_1 > r_0^{\text{ETW}}, \) then we would obtain
\[
0 = (\Delta z_1^{\text{int}} - \tilde{z}) - (\Delta z_1^{\text{ETW}} - \tilde{z}) = \int_{\tilde{r}_1}^{\infty} dr_1 \left( (z_1^{\text{int}})' (r_1) - (z_1^{\text{ETW}})' (r_1) \right) < 0 , \quad \text{C.3}
\]
which is absurd.
To show that (C.2) holds, it suffices to show that there is no \( r_1 \in (r_0^{\text{ETW}}, \infty) \) such that \((z_1^{\text{ETW}})'(r_1) = (z_1^{\text{int}})'(r_1)\); the fact that the inequality manifestly holds at \( r_1 = r_0^{\text{ETW}} \) (where we are comparing a finite quantity to a formally infinite quantity), together with continuity, then implies that the inequality must hold for all finite \( r_1 > r_0^{\text{ETW}} \).

It is straightforward to find all solutions to the equation \((z_1^{\text{ETW}})'(r_1) = (z_1^{\text{int}})'(r_1)\) for the models considered in section 4; letting \( y = r_1^2 \), we obtain a quartic equation with non-trivial solutions

\[
\frac{y}{\mu_1 L_1^2} = \frac{\pm(1 - (1 - 2\epsilon)u)}{\mu_1 L_1^2} \sqrt{\alpha_1} + u^2 \left( (d-2)\gamma \left( \mu - 2e(1-e)(1+\mu) \right) - (1-\mu)(1-2e)L_1 \right) + u \left( -(d-2)\gamma(1-2e)(1+\mu) + L_1(1-\mu) \right) + (d-2) \gamma \right] \\
\times \left[ -4L_1(1-\lambda L_1)(1-u)^2 + 8\epsilon(1-u)(L_1 + (d-2)\gamma - 2uL_1(1-\lambda L_1)) \\
- 8\epsilon^2 \left( (d-2)\gamma - 3u(L_1 + (d-2)\gamma) + u^2 \left( 3L_1 \left( 1 - \frac{2}{3}\lambda L_1 \right) + (d-2)\gamma \right) \right) \\
- 16ue^3 ((d-2)\gamma - u(L_1 + (d-2)\gamma)) - 8(d-2)\gamma u^2 e^4 \right]^{-1} \\
= \frac{\pm(1 - (1 - 2\epsilon)u)}{\mu_1 L_1^2} \sqrt{\alpha_2} + u^2 \left( (d-2)\gamma \left( \mu - 2e(1-e)(1+\mu) \right) - (1-\mu)(1-2e)L_1 \right) + u \left( -(d-2)\gamma(1-2e)(1+\mu) - L_1(1-\mu) \right) + (d-2) \gamma \right] \\
\times \left[ 4L_1(1+\lambda L_1)(1-u)^2 + 8\epsilon(1-u)(-L_1 + (d-2)\gamma + 2uL_1(1+\lambda L_1)) \\
- 8\epsilon^2 \left( (d-2)\gamma - 3u(-L_1 + (d-2)\gamma) + u^2 \left( -3L_1 \left( 1 + \frac{2}{3}\lambda L_1 \right) + (d-2)\gamma \right) \right) \\
- 16ue^3 ((d-2)\gamma - u(-L_1 + (d-2)\gamma)) - 8(d-2)\gamma u^2 e^4 \right]^{-1},
\]

where

\[
a_1 = (d-2)^2\gamma^2 \left( 1 + \mu u^2 (\mu - 4e(1-e)) - 2\mu u(1-2e) \right) \\
+ 2(d-2)(1-\mu)uL_1 \gamma \left( 1 - u(1-e - (1-\mu)\lambda L_1) \right) + u^2(1-\mu)^2L_1^2 \\
a_2 = (d-2)^2\gamma^2 \left( 1 + \mu u^2 (\mu - 4e(1-e)) - 2\mu u(1-2e) \right) \\
- 2(d-2)(1-\mu)uL_1 \gamma \left( 1 - u(1-e + (1-\mu)\lambda L_1) \right) + u^2(1-\mu)^2L_1^2.
\]

We are interested in taking the limit identified in section 4, namely

\[
1 - \lambda L_1 = \epsilon \sim \frac{2\epsilon c}{1 - \mu u}, \quad \frac{(d-2)\gamma}{L_1} + 1 \sim c^{1-2/d}(1-u).
\]

We also need to take the limit \( \mu \to 0 \) sufficiently quickly, so that \( \mu = O(\epsilon^{d-1}) \). In particular, we focus on the case \( d \geq 4 \), so that \( \mu \) vanishes at least linearly in \( \epsilon \).
We note that one has in the limit
\[(d - 2)\gamma + uL_1 \sim (e^{1-2/d} - 1)(1 - u)L_1 < 0.\] (C.7)

We therefore find that the leading order contributions to the solutions are
\[
\frac{y}{\mu_1 L_1^2} = \frac{(d - 2)\gamma + uL_1}{4ecL_1(1 - u)(e^{-2/d} - 1)}
\]
\[
\frac{y}{\mu_1 L_1^2} = -\frac{(d - 2)\gamma}{4} \frac{u^2}{(1 - u)} \frac{1}{(d - 2)\gamma + uL_1}
\]
\[
\frac{y}{\mu_1 L_1^2} = \frac{1}{8(1 - u)} \left[ -\sqrt{\left((d - 2)\frac{\gamma}{L_1} - u\right)^2 + 4(d - 2)\frac{\gamma}{L_1}u^2 - u + (d - 2)\frac{\gamma}{L_1}} \right]
\]
\[
\frac{y}{\mu_1 L_1^2} = \frac{1}{8(1 - u)} \left[ \sqrt{\left((d - 2)\frac{\gamma}{L_1} - u\right)^2 + 4(d - 2)\frac{\gamma}{L_1}u^2 - u + (d - 2)\frac{\gamma}{L_1}} \right].
\]

It is straightforward to see that all of these quantities are negative, with the first diverging and the last three converging to finite quantities, so we cannot have any intersections at finite \(r_1\) in this case.
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