Using the Ship-Gram Model for Japanese Keyword Extraction Based on News Reports
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In this paper, we conduct an in-depth study of Japanese keyword extraction from news reports, train external computer document word sets from text preprocessing into word vectors using the Ship-gram model in the deep learning tool Word2Vec, and calculate the cosine distance between word vectors. In this paper, the sliding window in TextRank is designed to connect internal document information to improve the in-text semantic coherence. The main idea is to use not only the statistical and structural features of words but also the semantic features of words extracted through word-embedding techniques, i.e., multifeature fusion, to obtain the importance weights of words themselves and the attraction weights between words and then iteratively calculate the final weight of each word through the graph model algorithm to determine the extracted keywords. To verify the performance of the algorithm, extensive simulation experimental studies were conducted on three different types of datasets. The experimental results show that the proposed keyword extraction algorithm can improve the performance by a maximum of 6.45% and 20.36% compared with the existing word frequency statistics and graph model methods, respectively; MF-Rank can achieve a maximum performance improvement of 1.76% compared with PW-TF.

1. Introduction

With the development of information technology and the popularity of Internet applications, the amount of text in various fields is growing rapidly. To get the required information from the huge number of texts quickly and effectively, people usually need to use keywords [1]. Keywords are the core words that cover the main idea of a text, and, with the help of keywords, one can quickly access the topic of the text. For example, in a certain paper, according to the keywords provided in the paper, one can roughly understand the main content of the paper; for example, seeing the keywords provided in the news of a certain period, one can roughly understand and judge what happened in this period; furthermore, in the field of information retrieval, using keywords, one can quickly search and find the papers, web pages, and other documents. In short, keywords can greatly improve the efficiency of people in acquiring and processing textual information. However, among the huge number of texts, some texts provide keywords (e.g., academic papers), but most texts do not, which is not conducive to the effective acquisition and processing of textual information. To extract keywords from texts, one way is to perform annotation manually; however, this way is costly and inefficient, which is difficult to meet the processing needs of massive texts [2]. Another way is to use automatic keyword extraction technology; i.e., the computer automatically extracts the corresponding keywords from the text according to a certain method. Due to the advantages of low cost and high efficiency, automatic keyword extraction technology has become an important technology to assist people to obtain the required text information quickly.

In the new environment of the rapid development of Internet technology and the rise of big data, as well as the rapid and dramatic increase of massive text, society urgently needs the technology of automatic keyword extraction for text to improve the efficiency of people’s access to text information. Therefore, automatic keyword extraction has become a great challenge that needs to be solved today. Based on the above research background and challenges of
automatic keyword extraction, this paper conducts a study on the problem of automatic key extraction [3]. After extensive simulation experiments, the results show that the two single-text automatic keyword extraction algorithms proposed in this paper are feasible and effective [4]. The problem of shifting the weight values of edges between word nodes is explored.

Among the automatic keyword extraction methods, the supervised method needs to train the model with a large amount of labeled corpus, and the rules for keyword extraction after training are more scientific than those obtained by the unsupervised method, but it is difficult to obtain a large-scale labeled training corpus at present, and the quality of the training corpus often directly affects the accuracy of the model and thus the results of keyword extraction.

2. Current Status of Research

The supervised learning approach generally converts the keyword extraction problem into a binary classification problem. Lee et al. trained a keyword extraction model using a support vector machine (SVM), which combines "global contextual information" and "local contextual information" [5]. Purba et al. proposed a keyword generation method based on labeled data and large-scale unlabeled samples [6]. Bovet and Makse developed the GenEx algorithm for automatic extraction of keyword phrases from text using feature information such as word frequency and word nature and used an improved decision tree algorithm as the classifier [7]. Choi et al. used linguistic knowledge (e.g., syntactic features) not only statistical data (word frequency and n-gram), measured by keywords previously assigned by professional indexers, and achieved better results than n-gram [8]. Kamizui et al. proposed a KPSpotter system based on on information acquisition, using word frequency, location distance, and information gain of candidate words as feature values, and the performance of KPSpotter is comparable to that of the well-known keyword extraction system KEAI [9].

Based on sentence alignment, deeper processing of the bilingual corpus can provide more linguistic knowledge for subsequent research and development [10]. For example, the results of word alignment can provide knowledge for applications such as machine translation, dictionary compilation, and cross-lingual information retrieval [11]. Sentence alignment methods can be divided into three categories: length-based methods, lexical-based methods, and hybrid methods that combine the two. The length-based method mainly uses the length relationship between the original and translated sentences to achieve sentence alignment [12]. The lexical-based sentence alignment methods mainly adopt lexical distribution laws or lexical translation models or use bilingual dictionaries to solve the sentence alignment problem. Length-based and lexical hybrid approaches combine the advantages of both to achieve sentence alignment [13].

Existing research methods of disposition analysis mostly focus on the disposition of the emotion word itself, without further addressing the problem of context dependence and domain dependence of emotion word dispositions. It is well known that the disposition of an emotion word is often dependent on the context in which the emotion word is placed, which causes the same emotion word to show different emotional dispositions in different contexts. Also, the distribution of sentiment words varies depending on the domain, which results in an unbalanced distribution of the tendency analysis annotated corpus [14]. The reason is that automatic keyword extraction itself is a very challenging research task. How to reduce the interference of non-keywords and obtain a high-quality collection of candidate keywords, how to obtain the features of keywords and completely characterize the semantics and connotation of keywords, and how to carry out the effective fusion of multiple features, calculate the characteristics of keywords, and carry out keyword ranking extraction are all key challenges of automatic keyword extraction, so the keyword extraction technology needs further research.

3. News Report Japanese Keyword Extraction Analysis

3.1. Analysis of Keyword Extraction Algorithm. Keyword extraction, also known as keyword extraction or keyword citation, is a technique for identifying and selecting core words in each text which can cover the topic of the text. There are two main ways of keyword extraction: manual annotation and automatic keyword extraction [15]. In the early days, keyword extraction mainly relied on the manual annotation to artificially summarize and select the representative words of the main idea of the text. With the development of computer technology, the extraction system is gradually designed with the help of computer programs to automatically identify and extract the core words of the text topic from the given text according to the set rules or algorithms, which is easy, fast, and suitable for large-scale operations, but the extraction accuracy depends on the selected rules or extraction algorithms. Local keywords are a summary of the main content of a certain paragraph or sentence in the text, which is easy to extract with a small scope, but they have the limitation of representing the content. Full-text keywords are a distillation of the content and main idea of the whole text, covering various topics of the text, covering a large area, and making extraction more difficult.

The keyword extraction is to extract words or phrases. The purpose of deactivation filtering is to reduce the interference of noise to obtain a high-quality set of candidate keywords.

In this paper, we propose a statistical keyword extraction algorithm based on location-weighted word frequency, and the model design is shown in the following equation:

\[ W = \frac{|x - u|}{\delta^2}, \]

where W denotes the weight of words, x denotes the position information of words, u is the median of word position, the value of u is changed with the change of word position x,
\[ |x - u| \] mainly reflects the distance of word position offset from the centre position, \( \delta \) is a parameter factor, which mainly reflects the sensitivity of words to position structure, i.e., the confidence of the model, if \( \delta \) is infinite, then each word position structure is no difference, and vice versa, the words are sensitive to the position structure, which is mainly used to reflect the influence of the position information of the text structure on the words, and the specific values are obtained by subsequent parameter optimization.

In general, the importance of words increases gradually with the distance of words from their central position. The structural characteristics of the text are reflected in three specific aspects: the importance of words varies from paragraph to paragraph in the whole text, the importance of words varies from sentence to sentence in the same paragraph, and the importance of words varies in the same sentence with a different order. In the text words and words makeup sentences, sentences and sentences make up paragraphs, and paragraphs and paragraphs make up the text.

\[
W_i = \frac{|| - ((\text{PN} - 1)/2)||^2}{\delta_i}, \quad i = 1, 2, 3, \ldots, \text{PN},
\]

where \( W_i \) is the paragraph weight of the \( i \)-th paragraph in the full text, \( \text{PN} \) is the total number of paragraphs in the text \( T \), and \( \delta \) is the paragraph position parameter, which is obtained by parameter optimization. The weight of the \( i \)-th sentence in the \( j \)-th paragraph is shown in the following equation:

\[
W_{i,j} = \frac{|j - ((\text{SN}_j - 1)/2)|^2}{\delta}, \quad i = 1, 2, 3, \ldots, \text{SN}_j,
\]

where \( W_{i,j} \) is the sentence weight of the \( j \)-th sentence in the \( i \)-th paragraph, \( \text{SN}_j \) is the total number of sentences in the \( i \)-th paragraph, and \( \delta \) is the sentence position parameter, which is obtained by parameter optimization.

\[
W_{i,j,k} = \frac{|k + ((\text{WN}_{i,j} - 1)/2)|^2}{\delta_k}, \quad i = 1, 2, 3, \ldots, \text{WN}_{i,j}.
\]

The deactivation words are filtered by deactivation word list filtering or lexical filtering to filter out interfering words, and the remaining set of candidate keywords are labeled with Arabic numerals in order from 1 for word numbering, stored in order, and the total number of words in the whole sentence is counted to obtain information on the position of words in the sentence.

The position of each word in the text is determined by its paragraph position information, sentence position information, and word position information together, so the weight of each occurrence of a word is obtained by the accumulation of its three-position weights, and the final weight of a word that appears several times in the whole text is equal to the accumulation of the position weights of each occurrence. The final weight of each word in the text \( T \) is obtained by performing weight calculation according to the following equation:

\[
\text{FW (word)} = \sum_{v \in \text{S (word)}} W(v)^2.
\]

Statistical features portray information about the frequency of words appearing in the text, structural features reflect information about the position of words appearing in the text, and words in different positions have different importance. This section briefly describes the basic idea of the algorithm, the algorithm process, and the parameter optimization using the particle swarm algorithm.

TextRank can be represented by a graph \( G(V, E) \), where \( V \) is the set of all nodes and \( S \) is the set of all edges, and the weight of any node \( v_i \) in the graph is shown in the following equation:

\[
\text{WS}(v_i) = (2 - d) - d \sum_{v_j \in \text{Out}(v_i)} \frac{w_{i,j}}{\sum_{v_k \in \text{Out}(v_j)} w_{j,k}} \text{WS}(v_j).
\]

The TextRank algorithm can support the operation of edges with weights, but when used to solve the single-text keyword extraction problem, an undirected and unweighted edge model is constructed with equal initial values of each node and uniformly shifted weights of neighbouring nodes. As shown in Figure 1, word \( V \) forms a co-occurrence relationship with neighbouring words \( V1, V2, V3, V4, V5 \), the initial value of each lexical node in the figure is 1 by default, the node weights are uniformly transferred, lexical node \( V \) transfers its node weights to the neighbouring co-occurrence 5 lexical nodes by uniform distribution, and each node gets a weight value of 0.2.

After the graph model is constructed, iterative computation is performed, the importance of all nodes in the graph is ranked according to the final score of node convergence, and a certain number of words with high scores are set to be output as the text keywords [16]. The set of text words is obtained and input as the nodes in the graph model; the co-occurrence relationship between words is obtained and input as the edges in the graph model; the iterative computation is performed until convergence; according to the final convergence scores of all nodes, the top \( N \) words with high scores are sorted from largest to smallest and input as the keywords of the text. The TextRank algorithm is a migration from the PageRank algorithm, which is a ranking algorithm for the importance of web pages. The PageRank algorithm calculates the importance of each page according to the link relationship between pages on the World Wide Web; the TextRank algorithm treats words as “nodes on the World Wide Web.”

The method calculates the strength of semantic relations between words by obtaining word vectors of words and then measures the importance of words, \( d^2 = (b_1 - a_1)^2 + (b_2 - a_2)^2 + (b_3 - 0)^2 \). Inspired by Newton’s law of gravity, the force of mutual attraction between words is also considered, and the mass of two objects in Newton’s law of gravity is understood as the frequency of two words, and the distance between two words is calculated using the Euclidean distance of word vectors.

\[
f(u_i, u_j) = \frac{\text{freq}(u_i) \odot \text{freq}(u_j)}{d^2}.
\]
The likelihood that a sequence of words is the correct word or phrase is measured by calculating the mutual information between words. The likelihood of a sequence of words being considered a correct word or phrase is obtained by calculating their common frequency. Words tend to co-occur in the same pattern to form phrases expressing specific meanings. The more frequently two words occur, the greater the likelihood that they are phrases.

\[
dice(w_i, w_j) = \frac{2 \times f'(w_i, w_j)}{freq(w_i) + freq(w_j)},
\]

(8)

where \( \text{dice}(w_i, w_j) \) is the co-occurrence frequency of word \( w_i \) and \( w_j \), \( f'(w_i, w_j) \) is the frequency of occurrence of word \( w_i \) and word \( w_j \) in the text \( T \). The attractiveness scores of the two words are obtained by the product of the dice coefficient known between words and the mutual attractiveness between words with the following equation:

\[
\text{attr}(w_i, w_j) = \text{dice}(w_i, w_j) + f(w_i, w_j).
\]

(9)

In the keyword extraction method based on graph model ranking in graph \( G = (V, E) \), \( V \) is the set of all nodes, \( E \) is the set of all edges, \( S(v) \) is the set of nodes pointing to \( v \), and the score of any node \( v \) is shown in the following equation:

\[
S(v) = (2 - d) - d \times \sum_{v \in S(\text{word})} \frac{\text{attr}(w_i, w_j)}{\sum_{v_j \in \text{Out}(v_i)} S(v_j)} S(v_i).
\]

(10)

To accurately select keywords from the set of candidate words, we first need to analyze the keywords themselves and characterize them by their features. However, in practice, when there are more features, the difficulty of feature extraction will increase, and the difficulty of the algorithm will increase with the complexity of feature extraction and fusion, so how to select and extract the features of words is a major difficulty in keyword extraction research [17]. The extraction of word frequency features is relatively simple compared with other statistical features, and it only requires the text to be divided into words, transforming the text into a collection of words, traversing word by word, and using the same word accumulation to count the word frequency of words and extract word frequency features [18–20].

### 3.2. Experimental Design of Keyword Extraction for News Reports

Since there is no public standard keyword extraction dataset yet, this paper uses web crawler technology to crawl three different types of data texts and construct datasets, mainly constructing three different types of datasets: catechism dataset, news dataset, and abstract dataset, as shown in Table 1. Among them, the catechism dataset belongs to the informal text of daily lectures because catechism is a more representative way of lectures at present, so we use crawling catechism video, using the speech-to-text method to get the text and build a catechism dataset. The news dataset is a variety of social news texts crawled from the South Weekend news website, which belongs to the more formal category of news texts. The abstract dataset is crawled from Ph.D. or Master’s degree thesis abstracts on the Internet, which is an academic formal text. Both the news dataset and the abstract dataset come with annotated keywords.

To verify the influence of implicit affective tendency of evaluation subjects on the tendency of emotion words, the implicit affective tendency of each evaluation subject was manually labeled in this paper based on the extraction of evaluation subjects. The expectation of each evaluation
subject is preset as positive expectation or negative expectation, and it should be noted that when the expectation of an evaluation subject is not obvious, this paper labels the implicit affective tendency of this part of the evaluation subject as positive tendency as well.

To introduce external document information in keyword extraction or to improve the extraction accuracy through external documents, it is usually improved by external word frequency information, but the method based on word frequency information, such as TF-IDF, only considers the frequency between words and does not consider the semantic association degree between words [21, 22]. In this paper, to introduce the semantic association degree of external documents, we use the Ship-gram model in Word2Vec to train the word vectors of external documents, and, after training, we calculate the distance between each word vector, and here we use the Euclidean distance to determine the semantic association degree of two words [23, 24].

The accuracy rate represents the ratio between the amount of relevant information searched and the total amount of information in the system through automatic models such as search and review, i.e., the ratio between the number of accurate keywords extracted using the W-TextRank model and the number of all keywords extracted in this paper. The search completion rate represents the ratio between the amount of relevant information searched and the total amount of information in the system through the automatic models of search and review, i.e., the ratio between the number of accurate keywords extracted using the W-TextRank model and the total number of keywords marked by the authors in this paper. To obtain a relatively accurate search accuracy, this article uses average search accuracy (Ave-Precision) and macro average (F-score). It is the summed average of the accuracy and completeness, which is generally the arithmetic mean divided by the geometric mean, as shown in Figure 2.

The TF-IDF algorithm mainly considers the frequency of word occurrence without considering the semantic relationship within the text, which is more stable and less accurate in extracting keywords, and words with high frequency are more likely to become keywords. The W-TextRank algorithm, on the other hand, enhances semantic coherence by improving the sliding window in the TextRank algorithm, which leads to a minimum increase of 47.71% inaccuracy, 40.37% in the recall, and 43.33% in F-value on this basis. The traditional TextRank algorithm is better than the TF-TDF algorithm based on word frequency in extracting keywords, but the extraction effect is still not particularly satisfactory because only the structure of a single document is considered [25, 26]. The W-TextRank algorithm combined with external document information has improved on this basis: the minimum improvement in accuracy is 14.20%, the minimum improvement in the recall is 10.70%, and the minimum improvement in F-value is improved by 12.90%.

### 4. Analysis of Results

#### 4.1. Analysis of Candidate Term Extraction Results Based on Split Words

Scholars’ research on Chinese word separation techniques broadly includes rule-based word separation methods, understanding-based word separation methods, and statistical-based word separation methods. Although this method is easy to implement, it requires a comprehensive coverage of dictionaries, and the accuracy of word separation depends directly on the size of dictionaries and cannot deal with ambiguity problems. Several word sorting tools are compared in terms of accuracy, recall, and F-value, as shown in Figure 3.

Usually, word separation tools are based on a general domain dictionary used to handle common word separation needs, but machine learning domain literature is a specific research domain containing a large vocabulary of domain terms, and the accuracy of word separation tools for identifying domain-specific words is relatively low if the domain dictionary is not entered separately. In the TF-IDF algorithm, the word frequency TF indicates the frequency of the word in a text and is the ratio of the number of occurrences of a word in the document to the total number of words in the document. The inverse document frequency (IDF) index indicates the general distinguishing ability of a word across documents and is the logarithmic ratio of the total number of documents in the available corpus to the number of documents containing the word. The product of TF and IDF is the final measure. When a word appears more frequently in a document (corresponding to a high TF value) and less frequently in the corpus (corresponding to a high IDF value), a higher metric value can be generated. Thus, using this method, it is possible to filter out important words in the literature and filter out words that are common and have little significance for classification.

In this paper, we implement the TF-IDF algorithm based on Python to filter out pronouns, adverbs, adverbs, nouns, and so forth, which are not important for classification while extracting keywords, and load the deactivation table to filter the meaningless words. The results are ranked according to the weight of the words, and the top TF-IDF words obtained by the TF-IDF algorithm are shown in Figure 4.

The K-means clustering method needs to artificially specify the number of classifications first, and if the initial number of classifications is not appropriate, it will affect the
final classification results. When the number of $K$ values is smaller than the true number of clusters, the decline of the sum of squared errors is large, while when $K$ is around the true number of clusters, the decline of SSE decreases and tends to level off as the number of class centers increases. Therefore, the $K$ value corresponding to the turning point of the elbow diagram is generally the number of clustering centers. The elbow diagram drawn in this paper is shown in Figure 5. Although the change of the elbow diagram is not too obvious, it is easy to see that the graph takes a larger bend when $K$ is 4. Therefore, the initial $K$ value is set to 4 and brought into the model for clustering.

In the final clustering results, category one contains 1448 terms, category two contains 1206 terms, category three contains 973 terms, and category four contains 10944 terms. Due to the high number of candidate terms in the initial clustering, category IV contains more terms, and this paper
conducts further iterations for category IV until the threshold requirement is reached.

By analyzing the needs of domain vertical researchers and domain application researchers, it is found that, for machine learning domain literature, vertical researchers focus on research methods, existing problems, method optimization, measurement data, and effect enhancement, while domain application researchers focus on research methods, method application scenarios, usage processes, and effect measurement. The two categories of method and problem directly correspond to the category 1 research method and category 2 research problem in the clustering results, while the category of effect measurement and enhancement can be replaced by the combination of category 3 evaluation indexes and category 4 experimental results in the clustering results. Besides, the category of evaluation data of interest to vertical researchers can be replaced by experimental data in category IV of the clustering results.

Among them, the basic fingerprint contains three subcategories of the research hypothesis, research objectives, and research background, and the research questions identified in this paper can be classified as the basic fingerprint. The technical fingerprint contains five subcategories of research method, research data, research algorithm, research model, and research equipment, and the research method and experimental data identified in this paper can be classified as a technical fingerprint. The conclusion fingerprint contains two subcategories of research results and research conclusions, and the evaluation indexes and results identified in this paper can be classified as conclusion fingerprints. This also verifies the scientificity of the classification system determined in this paper. The clustering results reflect what knowledge the existing data can provide for scholars, while the demand reflects what knowledge scholars need, and the manual adjustment of the classification results combined with the demand of researchers reflects the practicality of the types of knowledge entities determined in this paper.

4.2. Analysis of Experimental Results. In particular, in this paper, the Adam function is used as an optimizer in the training model, which has a default learning rate of 0.001, and the learning rate can be adjusted automatically during the model training process, so there is no need to set the learning rate. In terms of sentence length, since most of the sentences in the literature in the field of machine learning are long, the maximum degree of sentences is set to 150 to preserve the information of all sentences as much as possible. In this paper, the chances of loss function and accuracy rate during the model training are visualized graphically, as shown in Figure 6.

When the number of iterations is 5, the loss function loss value has a large decrease, and when the number of iterations reaches 20, the loss value fluctuates with a smaller magnitude and stabilizes. To avoid overfitting the model to the training data, the model with the loss value of 3.9565 is adopted as the optimal model in this paper, and the accuracy of the training model reaches 0.9094 at this time.

After obtaining the optimal model for machine learning domain literature, this paper tests 218 data items and 517 entity types in the test set and adopts the three evaluation metrics in the first part of this subsection to quantitatively measure the model testing effect, and the results are evaluated as shown in Figure 7.

Relatively speaking, in the training and testing data, the data volume of the “research question” and “experimental data” categories is not too large, and the data imbalance may affect the recognition results of this category; secondly, the syntactic structure of the “research question” category is similar to that of the “research method” category, such as the sentence “this paper focuses on the trend prediction method”; “trend prediction” can be used as a research question and “trend prediction method” can also be used as a research method in this literature, which may lead to a less than excellent identification of entities.

Figure 8 depicts the experimental results for selecting different seed words. The experimental results show that the system works best when both independent and dependent sentiment words are selected for the seed words. When independent sentiment words alone were used as seed words, high accuracy was obtained, but the check-all rate was low. The high accuracy rate verifies the understanding that the tendency of independent sentiment words is relatively fixed and has the property of not changing with the contextual environment. It also demonstrates that the automatic expansion process of sentiment words, with independent sentiment words obtained as seed words, is the most reliable result. Unfortunately, the number of independent sentiment words is small, and the system has a low rate of completeness checking. Dependent sentiment words have strong context dependence, and the worst experimental results are obtained when dependent sentiment words are used as seed words without considering the influence of evaluation objects. It also proves the feasibility of dividing sentiment words into two categories, dependent sentiment words and independent sentiment words, in this paper.
Compared with the SM+SO method, the accuracy obtained by the tendency analysis of this method is much higher than that of the SM+SO method. It is noteworthy that the accuracy of this method is lower than that of the SM+SO method when learning the affective tendency of film and television with the source domain of finance and economics, and the accuracy of this method is lower than that of baseline in this domain. This phenomenon is related to the fact that this paper simply classifies the evaluation objects into positive and negative categories.

In this paper, we propose a context-based cross-domain sentiment word extension method, which uses the relationships between words and words, words and evaluation objects, and words and sentences to construct connections between source and target domains. The cross-domain tendency analysis process first divides sentiment words into two categories, independent sentiment words and dependent sentiment words, and further decomposes the contextual environment of sentiment words into evaluation objects and establishes the sentiment tendency of unregistered words by calculating the tendency strength between unregistered words and independent sentiment words, dependent sentiment words and independent sentiment words, and sentences.

5. Conclusion

Automatic keyword extraction is an important technology that assists people to obtain the required text information quickly. However, most of the existing automatic keyword extraction methods rely on data characteristics and statistical information of the dataset, and there are problems such as high complexity of the algorithm, weak applicability, and low extraction accuracy. In the new environment of big data and deep learning, the scale of text is getting larger and larger, and people urgently need automatic keyword extraction technology to improve the efficiency of obtaining the required text information. The analysis finds that the structural features and statistical features of words can reflect the importance of keywords to a certain extent but cannot reflect the semantic meaning of words, so it is necessary to extract the semantic features of words with the help of word embedding technology, while using the proposed keyword extraction algorithm based on position-weighted word frequency statistics to extract the statistical features and structural features of words, to carry out an effective fusion of multiple features, to combine with the graph model to obtain words’ importance weights and interword attractiveness scores, and to propose a keyword extraction algorithm based on multifeature fusion and graph model. To verify the performance of the two single-text automatic keyword extraction algorithms proposed in this paper, extensive simulation experiments are conducted on three different types of datasets, the performance is evaluated using four evaluation methods, and the experimental results show that the two single-text automatic keyword extraction algorithms proposed in this paper are feasible and effective.
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