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Abstract. We prove the local existence of solutions to the Einstein-Elastic equations that represent self-gravitating, relativistic elastic bodies with compact support.

1. Introduction

It is now almost 100 years since Einstein formulated the field equations of his theory of gravity, General Relativity. A little more than a month after the publication in November 1915, Schwarzschild found the spherically symmetric vacuum solution. It would however take more than half a century before its role as a black hole was recognized.

Since this first non-trivial existence result, much effort has been dedicated to establishing the existence of solutions to the Einstein field equations. As in any theory, the purpose of existence theorems are to demonstrate that the equations of the theory admit solutions capable of describing the physical situations which the theory is supposed to model. The purpose of this paper is to show that General Relativity has solutions describing dynamical, compact elastic bodies.

In 1952, Yvonne Choquet-Bruhat proved the first existence theorem for the vacuum Einstein field equations [13], and since then, much insight has been gained into the properties of the vacuum field equations, and also the field equations coupled to field sources such as Maxwell or Yang-Mills. However, if we consider dynamical, isolated material bodies, the situation is quite different from the vacuum case. Almost nothing is known in General Relativity about general solutions describing isolated material bodies, with the exception of some special cases involving either spherical symmetry, very specific equations of state, or the assumption of stationarity [3, 4, 15, 23].

This is in stark contrast to the experimental setting where gravitational interactions have been long studied through observing the motion of isolated bodies, i.e. planets, moons, asteroids, comets and stars. Indeed, Kepler deduced the elliptical motion of the planets from Tycho Brahe’s observations, and Newton explained the elliptic orbits by his law of gravity. All of this was accomplished without having a theory of dynamical bodies. An important role here is played by the remarkable property of Newton’s theory of gravity, that for two-body systems the motion of the center of mass of the bodies is independent of the internal structure of the body.

Although it is possible in Newtonian gravity to calculate the gravitational field generated by dynamical, isolated material bodies without any detailed information about the material bodies themselves, the evolution of the material bodies must still be determined in order to have a complete understanding of such systems. From a theoretical point of view, this requires having suitable local existence theorems for the systems of equations that govern gravitating elastic bodies. Apart from the few special results [3, 4, 15, 23] in General Relativity, the only local existence results that are available are in Newtonian gravity, and even in this simplified setting, there remains much work to be done in order to cover all physically realistic situations. Some key results in Newtonian gravity are as follows. In the approximation of a compact (non-fluid) elastic body moving in an external gravitational field, where the gravitational self-interaction and interaction with the object generating the external field are ignored, local existence and uniqueness has been established in [24]. Local existence and uniqueness results for the general case, which includes gravitational self and mutual interactions between adjacent (non-fluid) elastic bodies, are given in [5]. Related results covering self-gravitating, isolated incompressible fluid bodies are given in [19]. There are also more local existence results available for isolated fluid bodies when gravitational interactions are ignored, for example, see [11, 12, 10, 18, 17].

The difficulty, in both Newtonian gravity and General Relativity, in establishing local existence and uniqueness results for elastic bodies can be attributed to two sources, the free boundary arising from the evolving matter-vacuum interface, and the irregularity in the stress-energy tensor across the matter-vacuum interface. There are essentially two distinct types of irregularities. The first type corresponds to gaseous fluid bodies where the proper energy density monotonically decreases in a neighborhood of the
vacuum boundary and vanishes identically there. In this situation, the fluid evolution equations become degenerate and are no longer hyperbolic at the boundary leading to severe analytic difficulties. In general, the energy density of the fluid is continuous but not differentiable at the boundary of the body in this situation. The second type of irregularity is where the proper energy density has a positive limit at the vacuum boundary. Examples of this type are liquid fluids and solid elastic bodies. In this case, the energy density of the matter has a jump discontinuity across the vacuum boundary. Such jump discontinuities appear in the gravitational field equations in both Newtonian gravity and General Relativity. Dealing with this discontinuity leads to a number of technical difficulties, which are particularly acute in the General Relativistic setting due to the non-linearity of the Einstein field equations.

In this article, we restrict ourselves to considering (solid) elastic bodies in General Relativity having a jump discontinuity in the matter across the vacuum boundary. In this situation, the boundary is characterized by the vanishing of the normal stress. Since the matter density is positive at the boundary, further conditions on the gravitational field, which we refer to as compatibility conditions, must be imposed beyond the vanishing of the normal stress in order to establish the existence of solutions. These compatibility conditions, which have, as far as we know, never been observed up to now, arise from matching conditions across the matter-vacuum boundary for the higher time derivatives of the gravitational field. The time derivatives $\partial_t^k g_{ij}$, or $\partial_t^k U$ in the Newtonian case, are determined by the Cauchy data at both sides of the boundary. Only if these time derivatives satisfy appropriate conditions at the boundary up to some order will that gravitational field be sufficiently differentiable inside and outside. In the physical spacetime dimension, the continuity of the time derivatives $\partial_t^k g_{ij}$ across the boundary is a consequence of the compatibility conditions.

The compatibility conditions impose restrictions on the Cauchy data. For static solutions they are trivially satisfied. Given such data, our main aim is to extend the local existence results of \cite{5} to the relativistic domain. Under certain technical assumptions on the elasticity tensor, see Section 2.2, we establish the local existence of solutions to the Einstein-Elastic equations that represent self-gravitating, relativistic elastic bodies with compact support. A precise formulation of this result is given in Theorem 3.3, which contains the main result of this article. As far as we are aware, Theorem 3.3 represents the first local existence result that produces solutions without any special assumptions, such as spherical symmetry, that correspond to relativistic, gravitating compact matter sources having a jump discontinuity at the matter-vacuum interface. Related local existence results for non-gravitating, relativistic elastic matter have been established in \cite{7}; see also \cite{22,26} for the case of relativistic fluids.

2. Einstein-Elastic equations

A single, compact, n-dimensional (n $\geq$ 3), relativistic elastic body is locally in time, characterized by a map

$$f : W_T \to \Omega$$

from a space-time cylinder $W_T \cong [0, T) \times \Omega$ to an open, bounded subset $\Omega$ of $\mathbb{R}^n$ with smooth boundary, known as the material space, see \cite{5} for details. The body world tube $W_T$ is taken to be contained in an ambient Lorentzian spacetime $(M_T, g)$, where $M_T \cong [0, T) \times \Sigma$ for some n-manifold $\Sigma$. For simplicity, we assume that $\Omega$ and $M_T$ are each covered by a single coordinate chart given by $(X^I)$, $I = 1, 2, \ldots, n$, and $(x^\lambda)$, $\lambda = 0, 1, \ldots, n$, respectively, and in the following, we use

$$\partial_I = \frac{\partial}{\partial X^I} \quad \text{and} \quad \partial_\lambda = \frac{\partial}{\partial x^\lambda}$$

(2.1)
to denote partial differentiation with respect to these coordinates.

In these local coordinates, $f$ and $g$ can be decomposed as

$$X^I = f^I(x^\lambda) \quad \text{and} \quad g = g_{\mu\nu}(x^\lambda)dx^\mu dx^\nu.$$

---

1. The elastic field must also satisfy compatibility conditions, but these are of the well understood type that occur in boundary value problems and are often referred to as “corner conditions”.
2. See however \cite{27} for a discussion of the general geometric conditions which the curvature tensor must satisfy for metrics where the second and third derivatives are discontinuous across a timelike surface.
3. The important case is $n = 3$, which is the physical dimension. However, since it is of no greater difficulty to handle the general case, we consider also all of higher dimensions $n \geq 4$.
4. The extension to non-colliding multiple interacting bodies is straightforward.
5. We consistently use lower case Greek letter, e.g. $\mu, \nu, \gamma$, to label spacetime coordinate indices that run from 0 to $n$ while capital Roman indices, e.g. $I, J, K$, which run from 1 to $n$, will be used to label the spatial material coordinates.
respectively, and the field equations satisfied by \( \{ f^I, g_{\mu\nu} \} \), which we will refer to as the Einstein-Elastic equations, are given by

\[
G^\mu_\nu = 2\kappa T^\mu_\nu \quad \text{in } M_T, \tag{2.2}
\]
\[
\nabla_\mu T^\mu_\nu = 0 \quad \text{in } W_T, \tag{2.3}
\]

where \( G^\mu_\nu \) is the Einstein tensor of the metric \( g_{\mu\nu} \), and

\[
T^\mu_\nu = 2 \frac{\partial \rho}{\partial g^\mu_\nu} - \rho g^\mu_\nu
\]
is the stress-energy of the elastic body with

\[
\rho = \rho(f, H) \quad (H^{IJ} := g^{\mu\nu} \partial_\mu f^I \partial_\nu f^J)
\]
defining the proper energy density of the elastic body. By definition, \( \rho \) is non-zero inside \( W_T \) and vanishes outside. Letting \( \Gamma_T \) denote the space-like boundary of \( W_T \), the elastic field must also satisfy the boundary conditions

\[
n^\mu T^\mu_\nu = 0 \quad \text{in } \Gamma_T, \tag{2.4}
\]

where \( n^\mu \) denotes the outward pointing unit normal to \( \Gamma_T \). Initial conditions for (2.2)-(2.3) are given by

\[
(g^\mu_\nu, L_t g^\mu_\nu) = (g^\mu_\nu_0, g^\mu_\nu_1) \quad \text{in } \Sigma, \tag{2.5}
\]
\[
(f^I, L_t f^I) = (f^I_0, f^I_1) \quad \text{in } \Sigma \cap W_T, \tag{2.6}
\]

where \( \Sigma \) forms the “bottom” of the spacetime slab \( M_T \cong [0, T] \times \Sigma, \Sigma \cap W_T \) forms the bottom of the body world tube \( W_T \cong [0, T] \times \Omega, t = t^\mu \partial_\mu \) is a future pointing time-like vector field tangent to \( \Gamma_T \) and normal to \( \Sigma \), and the initial data satisfies the constraint equations

\[
t^\mu G^\mu_\nu = 2\kappa n^\mu T^\mu_\nu \quad \text{in } \Sigma. \tag{2.7}
\]

Together, the field equations (2.2)-(2.3), the boundary conditions (2.4), and the constraints (2.7) for the initial data (2.5)-(2.6) make up the fundamental initial boundary value problem (IBVP) for self-gravitating, relativistic elastic bodies.

### 2.1. The reduced Einstein-Elastic equations

The method we use to solve the fundamental IBVP given by (2.2), (2.3), (2.4), (2.5) and (2.6) is based on the well known technique of employing harmonic coordinates due originally to Y. Choquet-Bruhat, see [8, Ch. VI, §7] for a general discussion. This technique allows us to replace the full Einstein equations (2.2) with the reduced equations given by

\[
R^\mu_\nu - \nabla_{(\mu} \zeta_{\nu)} = 2\kappa \left( T^\mu_\nu - \frac{1}{2} T g^\mu_\nu \right),
\]

where

\[
\zeta^\gamma = g^{\mu\nu} \Gamma^\gamma_{\mu\nu}.
\]

For this method to work, we must choose the initial data so that the additional constraint

\[
\zeta^\mu = 0 \quad \text{in } \Sigma \tag{2.8}
\]
is satisfied.

The system of primary interest thus becomes the reduced Einstein-Elastic equations given by

\[
R^\mu_\nu - \nabla_{(\mu} \zeta_{\nu)} = 2\kappa \left( T^\mu_\nu - \frac{1}{2} T g^\mu_\nu \right) \quad \text{in } M_T, \tag{2.9}
\]
\[
\nabla_\mu T^\mu_\nu = 0 \quad \text{in } W_T, \tag{2.10}
\]

where the initial data (2.5)-(2.6) satisfy the constraints (2.7) and (2.8). Our first step is then to establish the local existence of solutions to the reduced equations (2.9)-(2.10). Once this is accomplished, the final step is verify that these solutions also satisfy the full equations (2.2)-(2.3). This strategy of first solving the reduced equations in order to obtain solutions to the full equations is well known. For details, at least for sufficiently regular spacetimes, see [8, Ch. VI, §8]. However, due to jump discontinuity in the stress-energy tensor at the matter-vacuum interface, we cannot apply the standard results directly in our setting. Instead, we find a suitable weak formulation and use this to establish the equivalence between the reduced and full systems of equations. A complete proof of this equivalence is given below in Section 5.1.2.
2.2. Material representation. The boundary $\Gamma_T$, which defines the matter-vacuum interface, is a free boundary. To fix this free boundary, we follow the standard method in elasticity and employ the material representation defined by the map
\[ x^i = \phi^i(X^0, X^I), \quad i = 1, 2, \ldots, n, \]
that is uniquely determined by the requirement
\[ f^i(X^0, \phi(X^0, X^I)) = X^I, \quad \forall (X^0, X^I) \in [0, T) \times \Omega. \]

For an extended discussion of the material representation in relativistic elasticity, see [28, §3.2].

Our regularity assumptions on the map $\phi^i$ will be that
\[ \phi^i \in Y^{s+1}(\Omega), \quad s \in \mathbb{Z}_{>n/2+1}, \tag{2.11} \]
where the spaces $Y_T(\Omega)$ are defined below in Section 4.1.2. Letting
\[ x^0 = \phi^0(X^0, X^I) := X^0, \]
we define the extended map
\[ \tilde{\phi} : [0, T) \times \Omega \to W_T : \mathbf{X} = (X^\Lambda) \mapsto (\phi^\rho(X)) = (X^0, \phi^i(X)) \in \mathbb{R}^n. \tag{2.12} \]
A basic requirement for the material representation is that this map defines a diffeomorphism between the material cylinder $[0, T) \times \Omega$ and the world tube $W_T$. Assuming this, it follows that there must exist a positive constant $\gamma_0 > 0$ such that
\[ \det(\partial_\mathbf{X}\tilde{\phi}^i(\mathbf{X})) > \gamma_0 > 0, \quad \forall \mathbf{X} \in [0, T) \times \Omega. \tag{2.13} \]

In the material representation, the components $\phi^i$ completely determine the elastic field, and they are defined on the time-independent material cylinder. To describe the gravitational field in the material representation, we need to extend the domain of the material map (2.12) to a neighborhood of the material cylinder. We accomplish this by first fixing a (non-unique) total extension operator
\[ E_\Omega : H^k(\Omega) \to H^k(\mathbb{R}^n), \quad k \in \mathbb{Z}_{\geq 0}, \tag{2.14} \]
which satisfies
\[ E_\Omega(u)|_\Omega = u, \quad \text{and} \quad \|E_\Omega(u)\|_{H^k(\mathbb{R}^n)} \leq K\|u\|_{H^k(\Omega)} \tag{2.15} \]
for some constant $K = K(k, n) > 0$ independent of $u$. The existence of such an operator is established in [1]; see Theorems 5.21 and 5.22, and Remarks 5.23 for details. We use the extension operator to extend $\phi$ via the prescription
\[ \tilde{\phi}^0(X^0, X^I) = X^0 \quad \text{and} \quad \tilde{\phi}^i(X^0, X^I) = E_\Omega(\phi^i|_{(X^0) \times \Omega})(X^I) \tag{2.16} \]
for all $(X^0, X^I) \in [0, T) \times \mathbb{R}^n$.

**Lemma 2.1.** There exists an open neighborhood $\mathcal{N} \subset \mathbb{R}^n$ of $\Omega$ for which
\[ \tilde{\phi}|_{[0, T) \times \mathcal{N}} : [0, T) \times \mathcal{N} \to \tilde{M}_T := \tilde{\phi}([0, T) \times \mathcal{N}) \subset M_T \tag{2.17} \]
is a diffeomorphism.

**Proof.** Since $s > n/2 + 1$, it is clear from (2.11), (2.13), (2.14), and Sobolev’s inequality, see Theorem A.1, that there exists an open neighborhood $\mathcal{N}$ of $\Omega$ such that
\[ \det(\partial_\mathbf{X}\tilde{\phi}^i(\mathbf{X})) > \frac{\gamma_0}{2} > 0, \quad \forall \mathbf{X} \in [0, T) \times \mathcal{N}. \]

By the Implicit Function Theorem, we conclude that the map (2.16) is a local diffeomorphism. Since $\Omega$ is bounded and $\phi$ is one-to-one on $[0, T) \times \Omega$, it is not difficult to see that we can, by shrinking $\mathcal{N}$ if necessary, arrange that $\tilde{\phi}$ remains one-to-one on $[0, T) \times \mathcal{N}$. \[ \square \]

**Remark 2.2.** Away from the boundary $\Gamma_T$ in the vacuum region $M_T \setminus W_T$, the local existence and uniqueness of solutions to the vacuum Einstein equations is well known; for example, see [8] Ch. VI, §8. Because of this, we can appeal to the finite propagation speed property satisfied by the vacuum Einstein equation, and conclude that, as far as questions of local existence and uniqueness are concerned, we lose no generality in restricting our attention to the open neighborhood $\mathcal{N}$ of the material manifold.

---

6We always use lower case Roman indices, e.g. $i, j, k$, to label the spatial coordinate indices that run from 1 to $n$.

7Upper case Greek, e.g. $\Lambda, \Gamma, \Sigma$, indices will run from 0 to $n$ and are used to label the material spacetime coordinates.
By suitably choosing our extension operator \( \mathcal{E}_\Omega \), we can, in fact, take \( \mathcal{N} \) to be the open box, and by subsequently identifying opposite sides, we may, without loss of generality, assume that 
\[
\mathcal{N} \cong \Sigma \cong \mathbb{T}^3 \quad \text{and} \quad \tilde{M}_T = M_T.
\]
The extension operator then maps
\[
\mathcal{E}_\Omega : H^k(\Omega) \to H^k(T^n), \quad k \in \mathbb{Z}_{\geq 0},
\]
and satisfies
\[
\mathcal{E}_\Omega(u)|_{\Omega} = u, \quad \text{and} \quad \|\mathcal{E}_\Omega(u)\|_{H^k(T^n)} \leq K\|u\|_{H^k(\Omega)} \tag{2.17}
\]
for some constant \( K = K(k, n) > 0 \) independent of \( u \).

We use the map \( \partial L \) to pull back the components of the metric \( g_{\mu \nu} \) as scalars to get the material representation for the spacetime metric denoted by
\[
\tilde{g}_{\mu \nu}(X) := g_{\mu \nu} \circ \phi(X).
\]
For use below, we let
\[
J = (J^\mu_\Lambda) := (\partial_\Lambda \phi^\mu) \quad \text{and} \quad \tilde{J} = (\tilde{J}^\mu_\Lambda) := (\partial_\Lambda \tilde{\phi}^\mu)
\]
denote the Jacobian matrices of \( \phi \) and its extension \( \tilde{\phi} \), respectively, and use
\[
\tilde{J} = (\tilde{J}^\Lambda_\mu) := (J^{-1})^\Lambda_\mu \quad \text{and} \quad \tilde{j} = (\tilde{j}^\Lambda_\mu) := (\tilde{J}^{-1})^\Lambda_\mu
\]
to denote the inverses. By definition of the extension, these Jacobian matrices satisfy
\[
\tilde{J}|_{[0, T) \times \Omega} = J \quad \text{and} \quad \tilde{j}|_{[0, T) \times \Omega} = j.
\]
As shown in Section 3.2, 4.1.2, and 4.6.2 \cite{28}, the elastic field equations \( \ref{2.18} \) and boundary conditions \( \ref{2.4} \), when expressed in the material representation, are given by
\[
\partial_\Lambda (L^A_{\mu}(X, \tilde{g}, \phi, \partial \phi)) = w_i(X, \tilde{g}, \phi, \partial \phi) \quad \text{in} \quad [0, T) \times \Omega, \tag{2.18}
\]
\[
\nu_\Lambda (L^A_{\mu}(X, \tilde{g}, \phi, \partial \phi)) = 0 \quad \text{in} \quad [0, T) \times \partial \Omega, \tag{2.19}
\]

where \( \nu_\Lambda = \delta_\Lambda^\nu \nu_\nu \) with \( \nu_\nu \) the unit conormal to \( \partial \Omega \). Here, we assume that
1. \( L^A_{\mu}(X, \tilde{g}, \phi, \partial \phi) \) and \( w_i(X, \tilde{g}, \phi, \partial \phi) \) are smooth for\( \ref{2.18} \)
\[
(X, \tilde{g}, \phi, \partial \phi) = (X^A, \tilde{g}_{\mu \nu}, \phi^i, \partial_\Lambda \phi^i) \in ([0, T) \times \Omega) \times \tilde{U} \times \tilde{V} \times \tilde{W}
\]
with\( \ref{2.18} \)
\[
\tilde{U} = \{ \tilde{g} \in \mathbb{S}_{n+1} | \det(\tilde{g}) < 0 \},
\]
\[
\tilde{V} \text{ an open set in } \mathbb{R}^n, \text{ and}
\]
\[
\tilde{W} \subset \{ (J^A_\lambda) \in \mathbb{R}^{(n+1) \times n} | \det(J^A_\lambda) > 0 \}
\]
an open set.

From \( \ref{2.18} \), we know that the elasticity tensor
\[
L^A_{ij}(X, \tilde{g}, \phi, \partial \phi) := \frac{\partial L^A_{ij}(X, \tilde{g}, \phi, \partial \phi)}{\partial(\partial_\Lambda \phi^i)}
\]
satisfies the symmetry condition\( \ref{2.20} \)
\[
L^A_{ij} = L^A_{ji}. \tag{2.20}
\]

For our existence result, we need restrict ourselves to elastic materials whose elasticity tensors satisfy the following two conditions:

\[8\] This is with respect to the Euclidean inner-product.
\[9\] As discussed in \cite{28}, the maps \( L^A_{\mu}(X, \tilde{g}, \phi, \partial \phi) \) and \( w_i(X, \tilde{g}, \phi, \partial \phi) \) originate from a Lagrangian \( L(X, \tilde{g}, \phi, \partial \phi) \) according to \( L^A_{\mu} = \frac{\partial L}{\partial(\partial_\Lambda \phi^\mu)} \) and \( w_i = \frac{\partial L}{\partial \phi^i} \), which make it clear that the field equations \( \ref{2.18} \) are nothing more that the Euler-Lagrange equations for \( L \).
\[10\] Here, we are using \( \mathbb{S}_{n+1} \) to denote the sets of symmetric, \((n+1) \times (n+1)\)-matrices.
\[11\] This symmetry follows automatically from the fact the the field equations are derived from a Lagrangian; since \( L^A_{ij} = \frac{\partial^2 L}{\partial(\partial_\Lambda \phi^i) \partial(\partial_\Lambda \phi^j)} \), the symmetry condition \( \ref{2.20} \) follows from the commutativity of mixed partial derivatives.
(b) there exists open sets
\[ U \subset \bar{U} \subset \tilde{U}, \quad V \subset \bar{V} \subset \tilde{V} \quad \text{and} \quad W \subset \bar{W} \subset \tilde{W} \]
and a positive constant \( \kappa_0 > 0 \) such that
\[ \xi^i L^{00}_{ij}(X, \tilde{g}, \phi, \partial \phi) \xi^j \leq -\kappa_0 |\xi|^2 \]
for all \((X, \tilde{g}, \phi, \partial \phi, \xi) \in [0, T) \times \Omega \times \bar{U} \times V \times W \times \mathbb{R}^n\)
and \((\xi^i, \xi^j) \in \mathbb{R}^n \times \mathbb{R}^n\).

(c) there exist constants \( \kappa_1 > 0 \) and \( \gamma_1 \in \mathbb{R} \) for which the spatial components \( L^{i j} = (L^{i j}_g) \) of the elasticity tensor satisfy the coercitivity condition:
\[ \langle \partial_\zeta L^{i j}((X^0, \tilde{g}(X^0), \phi(X^0), \partial \phi(X^0)) \partial_\zeta \rangle_{L^2(\Omega)} \geq \kappa_1 \| \zeta \|^2_{H^1(\Omega)} - \gamma_1 \| \zeta \|_{L^2(\Omega)}^2 \]
for each \( X^0 \in [0, T], \zeta \in C^1(\bar{\Omega}, \mathbb{R}^n) \), and
\[ (\tilde{g}(X), \phi(X), \partial \phi(X)) \in U \times V \times W \quad \forall \ X \in [0, T] \times \Omega. \]

With the material representation for the elastic field equations complete, we now turn to expressing the reduced Einstein equations \((2.2)\) in the material representation. We begin this process by recalling the well known expansion for the left hand side of \((2.2)\) given by
\[ -2R_{\mu \nu} + 2\nabla_{(\mu} \zeta_{\nu)} = \frac{1}{\sqrt{|g|}} \partial_\alpha \left( \sqrt{|g|} g^{\alpha \beta} \partial_\beta g_{\mu \nu} \right) - Q_{\mu \nu}(g, \partial g), \quad (2.21) \]
where \( Q_{\mu \nu}(g, \partial g) \) is analytic for \((g, \partial g) \in U \times \mathbb{S}_{n+1} \) and quadratic in \( \partial g \). From the change of variables formula from multivariable calculus, we observe that
\[ (\partial_\alpha g_{\mu \nu}) \circ \tilde{\phi} = \tilde{\phi}^\lambda \partial_\lambda g_{\mu \nu}. \quad (2.22) \]

Next, we recall the transformation law for vector fields \( Y = Y^\alpha \partial_\alpha \) given by:
\[ \frac{1}{\sqrt{|\tilde{g}|}} \partial_\alpha \left( \sqrt{|\tilde{g}|} Y^\alpha \right) = \left( \frac{1}{\sqrt{|g|}} \partial_\alpha \left( \sqrt{|g|} Y^\alpha \right) \right) \circ \tilde{\phi} \]
where \( \tilde{Y}^\alpha = (\phi^* Y^\alpha) = \tilde{\phi}^\lambda Y^\alpha \circ \tilde{\phi} \), and \( |\tilde{g}| = |g| = \det(\tilde{g})^2 |\tilde{g}| = -\det(\tilde{g}_{\alpha \beta}) \). Setting \( Y^\alpha = g^{\alpha \beta} \partial_\beta g_{\mu \nu} \) in this formula, we see, with the help of \((2.22)\), that
\[ \left( \frac{1}{\sqrt{|g|}} \partial_\alpha \left( \sqrt{|g|} g^{\alpha \beta} \partial_\beta g_{\mu \nu} \right) \right) \circ \tilde{\phi} = \frac{1}{\det(J)} \partial_\lambda \left( A^\lambda \partial_\tau \tilde{g}_{\mu \nu} \right), \quad (2.23) \]
where
\[ A^\lambda = A^\lambda (\tilde{g}, \tilde{\phi}) := \det(\tilde{J}) \tilde{J}^\lambda_\alpha \sqrt{|g|} g^{\alpha \beta} \tilde{J}_\beta^\tau \quad \text{and} \quad \tilde{g}^{\alpha \beta} = \tilde{g}^{\alpha \beta}(\tilde{g}) := (\tilde{g}_{\alpha \beta})^{-1}. \]
We assume that
\[ \text{(d)} \quad \text{there exists a constant } \kappa_2 > 0 \text{ such that} \]
\[ g^{00}(\tilde{g}) \geq \kappa_2, \quad \forall \tilde{g} \in U, \]

Taken together, \((2.21)\), \((2.22)\) and \((2.23)\) show that
\[ \partial_\lambda \left( A^\lambda (\tilde{g}, \tilde{\phi}) \partial_\tau \tilde{g}_{\mu \nu} \right) = \det(\tilde{J} \circ \partial_\tau \tilde{g}_{\mu \nu} \circ \tilde{\phi}) Q_{\mu \nu}(\tilde{g}, \partial \tilde{g}) + \chi_\Omega T_{\mu \nu}, \quad (2.24) \]
where
\[ T_{\mu \nu} = -4\kappa \det(J) \sqrt{|\tilde{g}|} (T_{\mu \nu} \circ \phi - \frac{1}{2} \tilde{g}^{\alpha \beta} T_{\alpha \beta} \circ \phi \partial \phi_{\mu \nu}), \]
is the material representation of the reduced Einstein equations \((2.2)\). The characteristic function \( \chi_\Omega \) of the set \( \Omega \) has been included as a prefactor to the stress energy contributions on the right hand side of \((2.24)\) to highlight the jump discontinuity across the matter-vacuum interface, defined by \([0, T) \times \partial \Omega\), and to make the vanishing of stress energy tensor vanish in the vacuum region \([0, T) \times (N \setminus \Omega)\) crystal clear. By assumption (a) above,
\[ T_{\mu \nu} = T_{\mu \nu}(X, \tilde{g}, \phi, \partial \phi) \]
is smooth for \((X, \tilde{g}, \phi, \partial \phi) \in [0, T) \times \Omega \times \bar{U} \times \bar{V} \times \bar{W} \).
Summarizing the above results, the complete IBVP for the reduced Einstein-Elastic problem in the material representation is given by

\[
\partial_\Lambda (A^{\Lambda T}(\tilde{J}, \tilde{g}) \partial_1 \tilde{g}_{\mu\nu}) = \text{det}(\tilde{J})Q_{\mu\nu}(\tilde{g}, \tilde{J} \partial \tilde{g}) + \chi_\Omega \mathcal{T}_{\mu\nu}(X, \tilde{g}, \phi, \partial \phi) \quad \text{in } [0, T) \times \mathbb{T}^n, \tag{2.25}
\]

\[
(\tilde{g}_{\mu\nu}, \partial_0 \tilde{g}_{\mu\nu}) = (\tilde{\lambda}^0_{\mu\nu}, \tilde{\lambda}^1_{\mu\nu}) \quad \text{in } \{0\} \times \mathbb{T}^n, \tag{2.26}
\]

\[
\partial_\Lambda (L^\lambda_i(X, \tilde{g}, \phi, \partial \phi)) = \nu_i(X, \tilde{g}, \phi, \partial \phi) \quad \text{in } [0, T) \times \Omega, \tag{2.27}
\]

\[

\nu_\Lambda L^i_i(X, \tilde{g}, \phi, \partial \phi) = 0 \quad \text{in } [0, T) \times \partial \Omega, \tag{2.28}
\]

\[
(\phi^i, \partial_0 \phi^i) = (\tilde{\phi}^i, \tilde{\phi}^i_1) \quad \text{in } \{0\} \times \Omega. \tag{2.29}
\]

We further assume that the initial data

(e) lies in the space\(^{12}\)

\[
(\tilde{\lambda}^0_{\mu\nu}, \tilde{\lambda}^1_{\mu\nu}, \tilde{\phi}^i_0, \tilde{\phi}^i_1) \in \mathcal{H}^{2,s+1}(\mathbb{T}^n) \times \mathcal{H}^{2,s}(\mathbb{T}^n) \times H^{s+1}(\Omega) \times H^s(\Omega)
\]

for \(s \in \mathbb{Z}_{>n/2+1},\)

(f) is chosen so that the map

\[
\mathbb{T}^n \ni X \mapsto (E_\Omega(\tilde{\phi}^i_0)(X)) \in \mathbb{T}^n
\]

is a \(H^{s+1}(\mathbb{T}^n)\)-diffeomorphism, and there exists a constant \(\gamma_0 > 0\) such that

\[
\text{det}(\partial J \tilde{\phi}^i_0(X)) > \gamma_0 > 0, \quad \forall X \in \mathbb{T}^n,
\]

(g) satisfies the compatibility conditions given by

\[
\partial_0 \tilde{g}_{\mu\nu} \big|_{X^n=0} \in \mathcal{H}^{m+1-\ell+2} \times \mathcal{H}^{m+1-\ell}(\mathbb{T}^n) \quad \ell = 2, \ldots, s + 1, \tag{2.30}
\]

\[
\partial_0 (\nu_\Lambda L^i_i(X, \tilde{g}, \phi, \partial \phi)) \big|_{X^n=0} \in H^{s-\ell}(\Omega) \cap H^1_0(\Omega), \quad \ell = 0, 1, \ldots, s - 1, \tag{2.31}
\]

where

\[
m_j = \begin{cases} 2 & \text{if } j \geq 2 \\ j & \text{otherwise} \end{cases}, \tag{2.32}
\]

and

(h) satisfies, after transforming to the Eulerian representation, the constraint equations \(^{23,24}\) and \(^{25,26}\).

Remark 2.3.

(i) We do not actually need that \(\Sigma \cong \mathbb{T}^n\) and that the initial data satisfies the constraint equations on all of \(\mathbb{T}^n\). We make this assumption in order to focus on the essential elements of the proof. It is not difficult, using domain of dependence arguments, to see that it is enough to assume the \(\Sigma\) is open in \(\mathbb{T}^n\), and that the constraint equations are satisfied only on \(\Sigma\). With this change, all of the arguments used below would go through with \([0, T) \times \mathbb{T}^n\) replaced by an appropriate lens shaped domain having \(\Sigma\) as its base.

(ii) The problem of classifying initial data that satisfies assumptions (e)-(h) for general initial hypersurfaces \(\Sigma\) is a very difficult problem. Even in the simpler setting of vacuum spacetimes, our understanding of the solution space for the constraint equations is far from complete. However, in special situations, we do know that the set of initial data satisfying (e)-(h) is non-empty. For example, it is clear that stationary solutions of the Einstein-Elastic system, e.g. \(^3,4\), automatically satisfy (e)-(h). Presumably, it would be possible to use an Implicit Function Theorem argument to construct an open neighborhood of the stationary initial data satisfying (e)-(h). We also remark the initial data constructed in \(^5\), which satisfies the Newtonian analogue of assumptions (e)-(h), can be perturbed to fully relativistic initial data satisfying (e)-(h) using the method of \(^20\), see also \(^21\). Details of this construction and related investigations will be presented elsewhere.

\(^{12}\)All function spaces are described in Section 4.1.2.
We are now ready to state our main results, which are contained in the two following theorems. The first theorem establishes local existence and uniqueness of solutions to the reduced Einstein-Elastic system, while the second shows that these solutions also satisfy the full Einstein-Elastic system provided that the initial data satisfies the constraints (2.3) and (2.8). Proofs of these theorems are given in Sections 5.1 and 5.2.

**Theorem 3.1.** Suppose the assumptions (a) to (g) from Section 2.2 hold. Then there exists a $T > 0$ and a unique solution $(\tilde{g}_{\mu\nu}, \phi^i) \in X^+_T(T^n) \times Y^+_T(\Omega)$ on $[0, T) \times \Omega$ of the IBVP (2.25)-(2.29).

**Remark 3.2.** Although we do not need it here, it is worthwhile noting that arguments from [2, 16] can be adapted to establish a continuation principle for the solutions from Theorem 3.1. Specifically, it can be shown that if the solution $(\tilde{g}_{\mu\nu}, \phi^i)$ from Theorem 3.1 continues to lie in the interior of the regions where assumptions (a) to (d) are satisfied for some $\kappa_0, \kappa_1, \kappa_2 > 0$ and $\gamma_1 \in \mathbb{R}$, and $\|\tilde{g}\|_{W^{1,\infty}(0,T)\times\Omega} + \|\phi\|_{W^{2,\infty}(0,T)\times\Omega} < \infty$, then there exists a $T^* > T$ and a unique extension $(\tilde{g}^*_\mu\nu, \phi^*_i) \in X^+_T(T^n) \times Y^+_T(\Omega)$ of $(\tilde{g}_{\mu\nu}, \phi^i)$ that solves the IBVP (2.25)-(2.29) on $[0, T^*) \times \Omega$.

**Theorem 3.3.** Suppose that assumption (a) to (g) from Section 2.2 hold, and let $(\tilde{g}_{\mu\nu}, \phi^i) \in X^+_T(T^n) \times Y^+_T(\Omega)$ be the solutions to the reduced Einstein-Elastic system from Theorem 3.1. If assumption (h) from Section 2.2 also holds, then $\zeta_{\nu} \circ \phi = 0$ on $[0, T) \times \Omega$ and the pair $(\tilde{g}_{\mu\nu}, \phi^i)$ determine a solution of the full Einstein-Elastic system on $[0, T) \times \Omega$ in the material representation.

**Remark 3.4.** Using the techniques develop in this article, it is not difficult to adapt the arguments from [8, Ch. VI, §8.3] to show that the solution from Theorem 3.3 are geometrically unique in the sense of Theorem 8.4 from [8, Ch. VI, §8.3].

4. Wave equations

The proofs of Theorems 3.2 and 3.3 rely on existence and uniqueness theorems for two classes of wave equations. The first class concerns linear wave equations involving a jump discontinuity in the source term, and the existence and uniqueness result presented in Theorem 4.2 below for these systems is an adaptation of Theorem 3.4 from [2]. Since the proof is similar, we only record the essential differences and leave remainder of the details to the interested reader. The second class of wave equations consist of non-linear systems in divergence form on bounded domains with Neumann boundary conditions. The existence and uniqueness results for this class of equations, presented in Section 4.3, is a variant of Theorem 1.1 of [10].

4.1. Preliminaries. Before proceeding with the proof of Theorem 4.2, we first fix our notation and conventions that will be used throughout this section.

In the following, we use $(x^i)_{i=0}^n$ to denote Cartesian coordinates on $\mathbb{R}^{n+1}$; we use $x^0$ and $t$, interchangeability, to denote the time coordinate, and $(x^i)_{i=1}^n$ to denote the spatial coordinates. We also use $x = (x^1, \ldots, x^n)$ and $\mathbf{x} = (x^0, \ldots, x^n)$ to denote spatial and spacetime points, respectively. Partial derivatives are denoted as above, see (2.1), and we use $Du(x) = (\partial_1 u(x), \ldots, \partial_n u(x))$ and $\partial u(\mathbf{x}) = (\partial_0 u(\mathbf{x}), Du(\mathbf{x}))$ to denote the spatial and spacetime gradients, respectively.

4.1.1. Sets. The following subset of $\mathbb{R}^n$ will be of interest:

$$Q^+_1 = \{ (x^1, \ldots, x^n) \mid -1 < x^1, x^2, \ldots, x^{n-1} < 1, \quad 0 < x^n < 1 \}$$

and

$$Q_3 = \{ (x^1, \ldots, x^n) \mid -1 \leq x^1, x^2, \ldots, x^n \leq 1 \}.$$

We will also need to identify the opposite sides of the n-box $Q_1$ so that $\tilde{Q}_1 \approx T^n$. We note that under this identification, the Carestian coordinates $x = (x^i)$ on $\mathbb{R}^n$ define periodic coordinates on $\mathbb{T}^n$. The following open and connected subset of $\mathbb{T}^n$ with smooth boundary will also be of interest

$$\Omega_1 = Q^+_1 / \sim.$$
Given an open set \( \Omega \) of \( \mathbb{T}^n \) with smooth boundary, we let \( \chi_\Omega \) denote the characteristic function, and we use \( \Omega^c \) to denote the interior of its complement, that is

\[
\Omega^c := \mathbb{T}^n \setminus \overline{\Omega}.
\]

### 4.1.2. Function spaces.

#### Spatial function spaces

Given an open set \( \Omega \subset \mathbb{T}^n \) with smooth boundary, we use the standard notation \( H^s(\Omega) \), \( s \in \mathbb{Z}_{\geq 0} \), to denote the \( L^2 \)-Sobolev spaces. We also define the intersection spaces

\[
\mathcal{H}^{k,s}(\mathbb{T}^n) = H^k(\mathbb{T}^n) \cap H^s(\mathbb{R}^n) \cap H^s(\Omega^c) \quad (s \geq k; k, s \in \mathbb{Z}_{\geq 0}),
\]

which we equip with the norm

\[
\|u\|_{\mathcal{H}^{k,s}(\mathbb{T}^n)}^2 = \|u\|_{H^k(\mathbb{T}^n)}^2 + \|u\|_{H^s(\mathbb{R}^n)}^2 + \|u\|_{H^s(\Omega^c)}^2.
\]

#### Spacetime function spaces

Given an open subset \( \Omega \subset \mathbb{T}^n \) with smooth boundary and a \( T > 0 \), we define the spaces

\[
X_T^s(\mathbb{T}^n) = \bigcap_{\ell=0}^s W^{\ell,\infty}([0,T), \mathcal{H}^{m_\ell,s-\ell}(\mathbb{T}^n)),
\]

where \( m_\ell \) is a defined above by \([2.32]\),

\[
X_T^s(\mathbb{T}^n) = \bigcap_{\ell=0}^s W^{\ell,\infty}([0,T), \mathcal{H}^0,s-\ell(\mathbb{T}^n))
\]

and

\[
Y_T^s(\mathbb{T}^n) = \bigcap_{\ell=0}^s W^{\ell,\infty}([0,T), H^s(\mathbb{T}^n)).
\]

We also define the energy norms:

\[
\|u\|_{E^s(\mathbb{T}^n)}^2 = \sum_{\ell=0}^s \|\partial^\ell u\|_{\mathcal{H}^{m_\ell,s-\ell}(\mathbb{T}^n)}^2,
\]

\[
\|u\|_{E^s(\Omega)}^2 = \sum_{\ell=0}^s \|\partial^\ell u\|_{H^{m_\ell,s-\ell}(\mathbb{T}^n)}^2, 
\]

\[
\|u\|_{E^s(\mathbb{T}^n)}^2 = \sum_{\ell=0}^s \|\partial^\ell u\|_{H^{m_\ell,s-\ell}(\mathbb{T}^n)}^2, 
\]

\[
\|u\|_{E^s(\mathbb{T}^n)}^2 = \sum_{\ell=0}^s \|\partial^\ell u\|_{H^{m_\ell,s-\ell}(\mathbb{T}^n)}^2, 
\]

\[
\|u\|_{E^s(\mathbb{T}^n)}^2 = \sum_{\ell=0}^s \|\partial^\ell u\|_{H^{m_\ell,s-\ell}(\mathbb{T}^n)}^2, 
\]

In terms of these energy norms, we can write the norms of the spaces \((4.1)\), \((4.2)\) and \((4.3)\) as

\[
\|u\|_{X_T^s(\mathbb{T}^n)} = \sup_{0 \leq \ell < T} \|u(t)\|_{E^s(\mathbb{T}^n)},
\]

\[
\|u\|_{X_T^s(\mathbb{T}^n)} = \sup_{0 \leq \ell < T} \|u(t)\|_{E^s(\mathbb{T}^n)}
\]

and

\[
\|u\|_{Y_T^s(\mathbb{T}^n)} = \sup_{0 \leq \ell < T} \|u(t)\|_{E^s(\mathbb{T}^n)},
\]

respectively. Finally, we define the following subspaces of \((4.1)\) and \((4.3)\):

\[
CX_T^s(\mathbb{T}^n) = \bigcap_{\ell=0}^s C^\ell([0,T), \mathcal{H}^{m_\ell,s-\ell}(\mathbb{T}^n))
\]

and

\[
CY_T^s(\mathbb{T}^n) = \bigcap_{\ell=0}^s C^\ell([0,T), H^{s-\ell}(\mathbb{T}^n)).
\]
4.1.3. Estimates and constants. We employ that standard notation

\[ a \lesssim b \]

for inequalities of the form

\[ a \leq Cb \]

in situations where the precise value or dependence on other quantities of the constant \( C \) is not required. On the other hand, when the dependence of the constant on other inequalities needs to be specified, for example if the constant depends on the norms \( \|u\|_{L^\infty(T^n)} \) and \( \|v\|_{L^\infty(\Omega)} \), we use the notation

\[ C = C(\|u\|_{L^\infty(T^n)}, \|v\|_{L^\infty(\Omega)}) \]

Constants of this type will always be non-negative, non-decreasing, continuous functions of their arguments.

4.1.4. A simple extension operator. Given an open set \( \Omega \) in \( T^n \), we define the trivial extension operator by

\[ \chi_{\Omega} u(x) = \begin{cases} u(x) & \text{if } x \in \Omega \\ 0 & \text{otherwise} \end{cases} \]

Clearly, this defines a bounded linear operator from \( L^p(\Omega) \) to \( L^p(T^n) \).

4.1.5. Smoothing operator. We use \( S_\lambda (\lambda > 0) \) to denote the smoothing operator on \( T^n \) from Section 2.6 of [2], and recall that \( S_\lambda \) satisfies the following properties:

**Proposition 4.1.** Suppose \( \Omega \) is an open set in \( T^n \) with a smooth boundary, \( 1 \leq p < \infty \) and \( s \in \mathbb{Z}_{\geq 0} \). Then there exists a family of continuous linear maps

\[ S_\lambda : W^{s,p}(T^n) \rightarrow W^{s,p}(T^n) \quad \lambda > 0 \]

satisfying

\[ \|S_\lambda \chi_{\Omega} u\|_{W^{s,p}(T^n)} < \infty, \quad k \geq s, \quad \|S_\lambda \chi_{\Omega} u\|_{W^{s,p}(\Omega)} \lesssim \|u\|_{W^{s,p}(\Omega)}, \quad 0 < \lambda \leq 1, \]

and

\[ \lim_{\lambda \searrow 0} \|S_\lambda \chi_{\Omega} u - u\|_{W^{s,p}(\Omega)} = 0 \]

for all \( u \in W^{s,p}(\Omega) \). Moreover, the \( S_\lambda \) are well-defined, continuous linear operators on \( H^{m,s}(T^n) \) and satisfy

\[ \|S_\lambda u\|_{H^{m,s}(T^n)} < \infty, \quad k \geq s, \quad \ell \geq m, \quad k \geq \ell, \quad \|S_\lambda u\|_{H^{m,s}(\Omega)} \lesssim \|u\|_{H^{m,s}(\Omega)}, \quad 0 < \lambda \leq 1, \]

and

\[ \lim_{\lambda \searrow 0} \|S_\lambda u - u\|_{H^{m,s}(\Omega)} = 0 \]

for all \( u \in H^{m,s}(T^n) \).

4.2. Linear wave equations with a jump discontinuity. The class of linear wave equations with a jump discontinuity that will be of interest to us are

\[
\begin{align*}
\partial_\mu (A^{\mu\nu} \partial_\nu U) &= F + \chi_\Omega H & \text{in } [0,T) \times T^n, \quad (4.4) \\
(U, \partial_t U)|_{t=0} &= (\hat{U}_0, \hat{U}_1) & \text{in } \{0\} \times T^n, \quad (4.5)
\end{align*}
\]

where

(i) \( U(t,x), F(t,x) \) and \( H(t,x) \) are vector valued in \( \mathbb{R}^N \) for some \( N \in \mathbb{N} \),

(ii) \( \Omega \) is an open set in \( T^n \) with smooth boundary,

(iii) \( A^{\mu\nu} \) is of the form

\[ A^{\mu\nu} = \det(J) \bar{j}_\alpha^\nu \eta^\alpha_\beta \]  

where

\[ J = (J^\mu_\nu) := (\partial_\nu \Psi^\mu) \]

is the Jacobian matrix of a diffeomorphism

\[ \Psi : [0,T) \times T^n \rightarrow [0,T) \times T^n : x \mapsto \Psi(x) = (\Psi^\nu(x)) \]

and

\[ \tilde{j} = J^{-1}, \]
(iv) the initial data
\((\tilde{U}_0, \tilde{U}_1) \in \mathcal{H}^{2,s+1}(\mathbb{T}^n) \times \mathcal{H}^{2,s}(\mathbb{T}^n) \) \( \forall s \in \mathbb{Z}_{n/2+1} \) (4.6)
satisfies the compatibility conditions
\[\tilde{U}_\ell := \partial^\ell_\tau U|_{\tau=0} \in \mathcal{H}^{m+\ell-s,s+1-\ell}(\mathbb{T}^n) \] \( \ell = 2, \ldots, s, \) (4.7) and,
(v) there exist constants \( \gamma, \kappa > 0 \) for which the matrix \( a^{\mu \nu} \) and the Jacobian matrix \( J^\rho_\nu \) satisfy
\begin{align*}
\frac{1}{\gamma} |\xi|^2 \leq a^{ij}(x) \xi_i \xi_j &\leq \gamma |\xi|^2, \quad a^{00}(x) \leq -\kappa, \\
\frac{1}{\gamma} \leq \det J(x) &\leq \gamma \quad \text{and} \quad |J^\rho_\nu(x)| \leq \gamma (4.8)
\end{align*}
for all \( x \in [0, T) \times \mathbb{T}^n \) and \( \xi = (\xi_i) \in \mathbb{R}^n \).

**Theorem 4.2.** Suppose \( n \geq 3, s \in \mathbb{Z}_{n/2+1}, T > 0, a^{\mu \nu} = a^{i \rho} \in X^s_T(\mathbb{T}^n), \) \( \partial a^{\mu \nu} = \partial a^{i \rho} \in X^s_T(\mathbb{T}^n), F \in X^{s+1}_T(\mathbb{T}^n), H \in Y^s_T(\Omega), (\tilde{U}_0, \tilde{U}_1) \in \mathcal{H}^{2,s+1}(\mathbb{T}^n) \times \mathcal{H}^{2,s}(\mathbb{T}^n) \) satisfy the compatibility conditions \( (4.7) \), \( \Psi^\mu \in X^{s+1}_T(\mathbb{T}^n), J^\mu_\nu = \partial \Psi^\mu \in X^s_T(\mathbb{T}^n), a^{\mu \nu} \) and \( J^\mu_\nu \) satisfy \((1.8)\) and \((1.9)\) for some \( \kappa, \gamma > 0, \) and let
\[\alpha = \|J\|_{X^s_T(\mathbb{T}^n)} + |D\Psi|_{X^s_T(\mathbb{T}^n)} + \|a\|_{X^s_T(\mathbb{T}^n)} + |Da|_{X^{s-1}_T(\mathbb{T}^n)},\]
\[\sigma(t) = (1 + \|\partial a(t)\|_{X^s(\mathbb{T}^n)}) \quad \text{and} \quad \mu = \int_0^T \sigma(\tau) \ d\tau.\]

Then the IVP \((4.4)-(4.5)\) has a unique solution \( U \in C \mathcal{H}^{s+1}_T(\mathbb{T}^n) \) that satisfies the energy estimate
\[\|U(t)\|_{\mathcal{H}^{s+1}(\mathbb{T}^n)} \leq C(\alpha, \mu, \gamma, \kappa) \left( \|U^\lambda(0)\|_{\mathcal{H}^{s}(\mathbb{T}^n)} + \|F(0)\|_{\mathcal{H}^{s-1}(\mathbb{T}^n)} \right) + \|H(0)\|_{\mathcal{H}^{s-1}(\Omega)} + \int_0^T \sigma(\tau) \|U^\lambda(\tau)\|_{\mathcal{H}^{s}(\mathbb{T}^n)} + \|F(\tau)\|_{\mathcal{H}^{s-1}(\mathbb{T}^n)} + \|H(\tau)\|_{\mathcal{H}^{s}(\Omega)} \ d\tau\]
for \( 0 \leq t < T. \)

**Proof.** The proof of this theorem follows from a modification of the proof of Theorem 3.4 from [2]. We will only highlight the essential changes. We begin by noting that it is clear from the proofs of Theorems 3.2 and 3.4 from [2] that, for the purpose of establishing existence and uniqueness of solutions to the IVP \((4.4)-(4.5)\), it is sufficient to consider a 1-parameter family of IVPs on the n-torus \( \mathbb{T}^n \equiv Q_1/\sim \) of the form:
\[\partial_\nu (A^{\mu \nu} \partial_\lambda U^\lambda) - \phi U^\lambda = S_\lambda(F) + S_\lambda(\chi_{\Omega_1}H) \quad \text{in} \ [0, T) \times \mathbb{T}^n, \]
\[\left( U^\lambda, \partial_\nu U^\lambda \right)|_{\tau=0} = (S_\lambda \tilde{U}_0, S_\lambda \tilde{U}_1) \quad \text{in} \ \mathbb{T}^n, \]
(4.10) (4.11)
where \( \lambda \in (0, 1], \)
(a) \( S_\lambda \) is the smoothing operator from Proposition 4.1
(b) the coefficients \( A^{\mu \nu} \) are given by
\[A^{\mu \nu} = \det (J) J^\mu_\alpha a^{\alpha \beta} J^\nu_\beta,\]
where
\[J^\mu_\nu = \partial_\nu \Psi^\mu_\lambda, \quad \tilde{J} = J^{-1}, \quad \Psi^\mu(x) = x^\mu + \epsilon S_\lambda(\psi^\mu)(x),\]
\[a^{\alpha \beta} = m^{\alpha \beta} + \epsilon S_\lambda(b^{\mu \nu}) \quad \text{and} \quad (m^{\mu \nu}) = \text{diag}(-1, 1, 1, 1),\]
(c) the coefficients \( \psi^\mu, b^{\mu \nu} \) and the source terms \( F, H \) lie in the spaces:
\[\psi^\mu, b^{\mu \nu} \in X^{s+1}_T(\mathbb{T}^n), \quad D\psi^\mu, Db^{\mu \nu} \in X^s_T(\mathbb{T}^n), \quad D^2 \psi^\mu \in X^{s-1}_T(\mathbb{T}^n)\]
and
\[F \in X^s_T(\mathbb{T}^n), \quad H \in X^s_T(\Omega_1),\]
respectively,
(d) \( \phi \) is a smooth non-negative function on \( \mathbb{T}^n \) satisfying \( \phi|_{B_\rho(x_+)} = 1 \) and \( \phi|_{\mathbb{T}^n \setminus (B_{2\rho}(x_+) \cup B_{2\rho}(x_-))} = 0, \)
where \( x_+ \in \Omega_1 \) and \( x_- \in \Omega_1 \) are fixed points and \( \rho > 0 \) is any number satisfying \( B_{3\rho}(x_+) \subset \Omega_1 \) and \( B_{3\rho}(x_-) \subset \Omega_1. \)
(c) and the initial data
\[ (\tilde{U}_0, \tilde{U}_1) \in \mathcal{H}^{2,s+1}(T^n) \times \mathcal{H}^{2,s}(T^n) \]
satisfies the compatibility conditions
\[ \tilde{U}_\ell := \partial_t^\ell \tilde{U}|_{t=0} \in \mathcal{H}^{m_{s+1-\ell},s+1-\ell}(T^n), \quad \ell = 2, \ldots, s, \]
where the formal time derivatives are generated by the evolution equation that results from removing the smoothing operators \( S \) from \( (4.10) \).

As is clear from the proof of Theorem 3.2 of [2], the key step is to derive \( \lambda \)-independent energy estimates for a one-parameter family of solutions \( U^\lambda \). From this one-parameter family, a solution to the IVP \((4.10)-(4.11)\) is then obtained by sending \( \lambda \to 0 \) and extracting a weakly convergent subsequence that converges to a solution. Once this step is completed, the rest of the proof follows from the same arguments used to prove Theorems 3.2 and 3.4 of [2]. We omit these details.

To proceed, we set
\[ R = \|\partial_t \psi\|_{X_T^s(T^n)} + \|D^2 \partial_t \psi\|_{X_T^{s-1}(T^n)} + \|b\|_{X_T^s(T^n)} + \|Db\|_{X_T^{s-1}(T^n)}. \]
Choosing \( \epsilon > 0 \) sufficiently small\(^{14}\) and applying a standard existence theorem for linear hyperbolic equations, for example see see [25, Ch. 16, Proposition 1.7], we obtain a 1-parameter family of (unique) solutions
\[ U^\lambda \in \bigcap_{t=0}^{s+100} C^\ell([0,T), H^{s+100-\ell}(T^n)), \quad 0 < \lambda \leq 1, \]
to \((4.10)-(4.11)\). Following [2], we derive bounds on \( U^\lambda \) by first using elliptic estimates to estimate the first \( s-1 \) time derivatives of \( U^\lambda \), and then estimating the remaining \( s \) and \( s+1 \) time derivatives using a hyperbolic estimate.

Elliptic estimates: We begin the derivation of the elliptic estimates by defining
\[ B^{\mu\nu} = \frac{A^{\mu\nu} - m^{\mu\nu}}{\epsilon}. \]
From the analyticity of the matrix inversion map \( \text{Inv}(M) = M^{-1} \), it is not difficult to verify that the map
\[ (S_\lambda(b^{\mu\nu}), \partial_\nu S_\lambda(\psi^\mu), \epsilon) \mapsto \frac{A^{\mu\nu} - m^{\mu\nu}}{\epsilon} \]
is analytic in a neighborhood of \((0, 0, 0)\). From this, the assumption \( s > n/2 + 1 \) and Proposition A.7 we then conclude that
\[ \|B\|_{X_T^s} \leq C(R) \quad \text{(4.12)} \]
for \( \epsilon > 0 \) small enough. Differentiating \( B^{\mu\nu} \), we also see that
\[ DB^{\mu\nu} = L^{\mu\nu} \cdot (S_\lambda(Db^{\mu\nu}), \partial_\nu S_\lambda(Db^\mu)), \quad \text{(4.13)} \]
where \( L^{\mu\nu} \) is a linear map that depends analytically on \((S_\lambda(b^{\mu\nu}), \partial_\nu S_\lambda(\psi^\mu), \epsilon)\). Since \( s-1 > n/2 \), we conclude directly from Proposition A.7 that\(^{15}\)
\[ \|DB\|_{X_T^{s-1}} \leq C(R), \quad \text{(4.14)} \]

Due to the bounds \((4.13)\) and \((4.14)\) and the form of the evolution equations \((4.10)-(4.11)\), we can apply directly the elliptic estimates derived in the proof of Theorem 3.2 from [2] (see in particular, equation (3.46) from that article) to conclude that \( U^\lambda \) satisfies an estimate of the form
\[ \|U^\lambda(t)\|_{E^{s+1,s-1}(T^n)} \leq \frac{c_L}{1 - \epsilon \ell C(R)} \left( \epsilon C(R) \|U^\lambda(t)\|_{E^{s+1,s-1}(T^n)} + \|U^\lambda(t)\|_{E^{s}(T^n)} + \|F(t)\|_{E^{s-1}(T^n)} + \|H(t)\|_{E^{s-1}(\Omega \times T^n)} \right), \quad 0 \leq t < T, \]
for some constant \( c_L \) independent of \( \epsilon \) and \( \lambda \), where here and below, we employ the notation
\[ U^\lambda_{\ell} := \partial_t^\ell U, \quad \ell \in \mathbb{Z}_{\geq 0}. \]

\(^{14}\)Small enough so that \( J \) and \( a^\mu_\lambda \) satisfy \((4.15)-(4.18)\) uniformly for \( \lambda \in (0, 1) \).

\(^{15}\)It is worth noting that a more careful estimate, obtained by differentiating \((4.13)\) repeatedly in time followed by applying Theorem A.4(ii) to the product terms and Proposition A.7 to the terms \( \partial_t L^{\mu\nu} \), shows that estimate \((4.13)\) continues to hold for \( s > n/2 \).
Choosing $\epsilon > 0$ small enough, the above estimate yields
\[
\|U^\lambda(t)\|_{E^{s+1,-1}(\mathbb{T}^n)} \leq 2\epsilon L \left( \|U^\lambda(t)\|_{E(\mathbb{T}^n)} + \|F(t)\|_{E^{s-1}(\mathbb{T}^n)} + \|H(t)\|_{E^{s-1}(\Omega_1)} \right), \quad 0 \leq t < T. \tag{4.15}
\]

**Hyperbolic estimates:** Up to this point, we have taken over, essentially unchanged, our arguments from [2]. As in [2], we again use a hyperbolic estimate to estimate the top time derivative. However, unlike [2], we cannot use wave type estimate for $\partial_t^s U^\lambda$ as this would require estimating $s + 1$ time derivatives of $J$, which is one too many for our purposes. Instead, we proceed by introducing a new variable
\[
u = \tilde{J}_\frac{s}{2} \partial_s U^\lambda \tag{4.16}
\]
in order to recast the wave equation (4.10) in first order form. Using the well known identity
\[
\partial_\mu (\det(J) \tilde{J}_\mu) = 0
\]
satisfied by Jacobian matrices, a short calculation shows that $\nu$ satisfies the symmetric hyperbolic equation
\[
A^{\alpha} \partial_\alpha \nu = \delta_0 \left[ \det(J) \tilde{J}_\mu \partial_\mu a^{\alpha_\beta} \nu - \phi U^\lambda - \lambda(F) - \lambda(\chi, \Omega_1) H \right], \tag{4.17}
\]
where
\[
A^{\alpha} \partial_\alpha = \det(J)(-\delta_0^{\alpha} a^{\alpha_\beta} - \delta_0^{\alpha} a^{\alpha_\gamma} + \delta_0^{\alpha} a^{\alpha_\beta} \tilde{J}_\gamma).
\]
Differentiating (4.17) $s$-times with respect to $t$, we see that
\[
u = \partial_t^s \nu, \quad A^{\alpha} \partial_\alpha = \partial_t^s A^{\alpha} \partial_\alpha,
\]
and
\[Y^\beta = \partial_t^s \left( \det(J) \tilde{J}_\mu \partial_\mu a^{\alpha_\beta} \right) = \sum_{r=0}^{s} \binom{s}{r} \partial_t^{s-r} \left( \det(J) \tilde{J}_\mu \right) \partial_t^r \partial_\mu a^{\alpha_\beta}.
\]
Since (4.18) is symmetric hyperbolic, energy estimates, see [25] Ch. 16, §1, imply that
\[
\partial_t \|u^s(t)\|_{L^2(\mathbb{T}^n)} \lesssim \left( 1 + \|\partial_\mu A^{\alpha}(t)\|_{L^2(\mathbb{T}^n)} + \|A^{\alpha}(t)\|_{L^2(\mathbb{T}^n)} \right) \|u^s(t)\|_{L^2(\mathbb{T}^n)} + \|F(t)\|_{L^2(\mathbb{T}^n)}, \tag{4.19}
\]
where
\[
F^\alpha = \delta_0^{\alpha} Y^\beta \nu + \sum_{r=0}^{s-1} \binom{s}{r} \left[ -A^{\alpha} \partial_\nu \partial_\mu u^\beta + \delta_0^{\alpha} Y_{s-\epsilon} \nu u^\beta \right] - \delta_0^{\alpha} \left[ \partial_t^r (\phi U^\lambda) + \lambda(\partial_t^r F) + \lambda(\chi, \Omega_1, \partial_t^r H) \right].
\]

In order to proceed from the energy estimate (4.19) to an effective bound on $\partial_t^s U^\lambda$, we must first estimate the terms on the right hand side of (4.19). We begin this process by noting that the estimate
\[
\|J\|_{L^\infty(\mathbb{T}^n)} + \|\tilde{J}\|_{L^\infty(\mathbb{T}^n)} + \|\partial_t^s \tilde{J}\|_{L^\infty(\mathbb{T}^n)} \leq C(R), \quad 0 \leq \ell \leq s, \tag{4.20}
\]
follows directly from the analyticity of $\text{Inv}$ in the neighborhood of the identity, Sobolev’s inequality, and Propositions 4.1 and A.7. Next, we differentiate $J$ to get
\[
\partial_\mu J = D\text{Inv}(J) \cdot \partial_\mu J.
\]
Observing that $\partial_\mu \tilde{J}_\frac{s}{2} \partial_s \psi^\beta$, we obtain, using similar reasoning, the related estimates
\[
\|\partial_\mu J\|_{L^\infty(\mathbb{T}^n)} + \|\partial_\mu \theta J\|_{H^{s-1} + L(T^n)} + \|D\tilde{J}\|_{L^\infty(\mathbb{T}^n)} + \|\partial_\mu \tilde{J}\|_{H^{s-1} + L(T^n)} \leq C(R) \epsilon, \quad 0 \leq \ell \leq s-1. \tag{4.21}
\]
From (4.20) and (4.21) and Sobolev’s inequality, we find that the estimate
\[
(1 + \|\partial_\mu A^{\alpha}(t)\|_{L^\infty(\mathbb{T}^n)} + \|A^{\alpha}(t)\|_{L^\infty(\mathbb{T}^n)}) \leq C(R), \quad 0 \leq t < T, \tag{4.22}
\]
holds.

\[^{10}\|u\|_{L^\infty(\mathbb{T}^n)} \leq \max\{\|u\|_{L^\infty(\Omega_1)}, \|u\|_{L^\infty(\Omega_1)}\} \leq \max\{\|u\|_{H^k(\Omega_1)}, \|u\|_{H^k(\Omega_1)}\} \leq \|u\|_{H^{k+2}(\mathbb{T}^n)} \text{ for } k > n/2. \]
Continuing on, it is clear that the estimate
\[
\|Y_{s-\ell}(t)\|_{H^0,\epsilon(T^n)} \lesssim \|\det(J(t))\|_{\mathcal{E}^r(T^n)} \|\partial a(t)\|_{\mathcal{E}^r(T^n)} \leq \epsilon C(R)\|\partial b(t)\|_{\mathcal{E}^r(T^n)}, \quad 0 \leq \ell \leq s, \quad 0 \leq t < T,
\]
follows directly from (4.21) and Theorem A.4. This estimate followed by another application of Theorem A.4(ii) yields
\[
\|Y_{s-\ell}(t)u^s_{\beta}(t)\|_{L^2(T^n)} \lesssim \|Y_{s-\ell}(t)\|_{H^0,\epsilon(T^n)} \|u^s(t)\|_{H^0,\epsilon(T^n)} \leq \epsilon C(R)\|\partial b(t)\|_{\mathcal{E}^r(T^n)} \|u(t)\|_{\mathcal{E}^r(T^n)}
\]
for \(0 \leq \ell \leq s\) and \(0 \leq t < T\), while similar arguments show that

\[
\|A^{s-\ell}(t)\|_{L^2(T^n)} \leq C(R)\left(\|u(t)\|_{\mathcal{E}^r(T^n)} + \|Du(t)\|_{\mathcal{E}^{s-1}(T^n)}\right), \quad 0 \leq \ell < s - 1, \quad 0 \leq t < T.
\]

Taken together, the estimates (4.19), (4.22), (4.23) and (4.24) show, with the help of Proposition 4.1, that \(u^s_{\beta}\) satisfies the estimate
\[
\|\partial_t u^s(t)\|_{L^2(T^n)} \lesssim C(R)(\beta(t)\|u(t)\|_{\mathcal{E}^r(T^n)} + \|Du(t)\|_{\mathcal{E}^{s-1}(T^n)} + \|F(t)\|_{\mathcal{E}^r(T^n)} + \|H(t)\|_{\mathcal{E}^r(\Omega_1)}), \quad 0 \leq t < T,
\]
where
\[
\beta(t) = (1 + \|\partial b(t)\|_{\mathcal{E}^r(T^n)}).
\]
Integrating the above inequality in time, we find that
\[
\|u^s(t)\|_{L^2(T^n)} \leq \|u^s(0)\|_{L^2(T^n)} + C(R)\int_0^t \beta(\tau)\|u(\tau)\|_{\mathcal{E}^r(T^n)} d\tau + \|Du(\tau)\|_{\mathcal{E}^{s-1}(T^n)} + \|F(\tau)\|_{\mathcal{E}^r(T^n)} + \|H(\tau)\|_{\mathcal{E}^r(\Omega_1)} d\tau, \quad 0 \leq t < T.
\]
Next, differentiating (4.16) gives
\[
u^s_{\beta} = \sum_{r=0}^{\ell} \left( \ell \atop r \right) \left[ \partial_t^{\ell-r} J^s_{\beta} U^\lambda_{r+1} + \partial_t^{\ell-r} J^s_{\beta} \partial_i U^\lambda_i \right].
\]
Using (4.20) and Theorem A.4(ii), we estimate (4.26) by
\[
\|u^s(t)\|_{H^0,\epsilon-1(T^n)} \leq C(R) \sum_{a=0}^{1} \|D^a U^\lambda(t)\|_{\mathcal{E}^{0,\epsilon+1-a}(T^n)}, \quad 0 \leq t < T, \quad 0 \leq \ell \leq s.
\]
Differentiating (4.26) and arguing in a similar fashion, we also get
\[
\|Du^s(t)\|_{H^0,\epsilon-1(T^n)} \leq C(R) \sum_{a=0}^{2} \|D^a U^\lambda(t)\|_{\mathcal{E}^{0,\epsilon+1-a}(T^n)}, \quad 0 \leq t < T, \quad 0 \leq \ell \leq s - 1.
\]
Combining these two estimates yields
\[
\|u(t)\|_{\mathcal{E}^r(T^n)} + \|Du(t)\|_{\mathcal{E}^{s-1}(T^n)} \leq C(R)\|U^\lambda(t)\|_{\mathcal{E}^{s+1}(T^n)}, \quad 0 \leq t < T.
\]
Setting \(\ell = s\) in (4.26), we find, after solving for \(U^\lambda_{s+1}\) and \(\partial_i U^\lambda_s\), that
\[
\partial_t U^\lambda_s = -s J^s_{\beta} \partial_i J^s_{\beta} U^\lambda_s + J^s_{0} u^s_{\beta} + \mathcal{R}_0
\]
and
\[
\partial_i U^\lambda_s = -s J^s_{\beta} \partial_i J^s_{\beta} U^\lambda_s + J^s_{i} u^s_{\beta} + \mathcal{R}_i,
\]
where
\[
\mathcal{R}_w = -s J^s_{\beta} \partial_i J^s_{\beta} \partial_t U^\lambda_{s-1} + \sum_{r=0}^{s-2} \left( \begin{array}{c} s \\ r \end{array} \right) \left[ J^s_{\beta} \partial_t^{s-r} J^s_{\beta} U^\lambda_{r+1} + J^s_{0} \partial_t^{s-r} J^s_{\beta} \partial_i U^\lambda_i \right].
\]
Continuing on, we estimate \(\mathcal{R}_w\) by
\[
\|\mathcal{R}(t)\|_{L^2(T^n)} \leq C(R)\left(\|U^\lambda(t)\|_{\mathcal{E}^{s+1,s-2}(T^n)} + \|DU^\lambda(t)\|_{\mathcal{E}^{s+1,s-1}(T^n)}\right) \leq \epsilon C(R)\|U^\lambda(t)\|_{\mathcal{E}^{s+1,s-1}(T^n)}
\]
for \(0 \leq t < T\) using (4.20), (4.22) and Theorem A.4(ii). Writing (4.28) as
\[
\partial_t (e^\omega U^\lambda_s) = e^\omega \left[ J^s_{0} u^s_{\beta} + \mathcal{R}_0 \right] \quad \text{with} \quad \omega(t) = s \int_0^t J^s_{0} (\tau) \partial_t J^s_{\beta}(\tau) d\tau,
\]
allows us, after integrating in time, to express \(U^\lambda_s\) as
\[
U^\lambda_s(t) = U^\lambda_s(0) + e^{-\omega(t)} \int_0^t e^{\omega(\tau)} \left[ J^s_{0} (\tau) u^s_{\beta}(\tau) + \mathcal{R}_0(\tau) \right] d\tau,
\]
which we can, with the help of (4.20), (4.27) and (4.30), estimate by

\[ \|U_s^\lambda(t)\|_{L^2(T^n)} \leq \|U_s^\lambda(0)\|_{L^2(T^n)} + C(R) \int_0^t \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} \, d\tau, \quad 0 \leq t < T. \]

Using this estimate together with (4.20), (4.21) and (4.30), we see from (4.28) and (4.29) that

\[
\|U_s^\lambda(t)\|_{E(T^n)} \leq C(R) \left( \|U_s^\lambda(0)\|_{L^2(T^n)} + \epsilon \|U^\lambda(t)\|_{E^{s+1,\epsilon-1}(T^n)} + \|u^\epsilon(t)\|_{L^2(T^n)} + \int_0^t \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} \, d\tau \right), \quad 0 \leq t < T.
\]

From this estimate and (4.15), it follows, after choosing \( \epsilon > 0 \) small enough, that

\[
\|U_s^\lambda(t)\|_{E(T^n)} \leq C(R) \left( \|U_s^\lambda(0)\|_{L^2(T^n)} + \|F(t)\|_{E^{s-1}(T^n)} + \|H(t)\|_{E^{s-1}(\Omega_2)} + \|u^\epsilon(t)\|_{L^2(T^n)} + \int_0^t \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} \, d\tau \right),
\]

which in turn implies, again with the help of (4.15), that

\[
\|U^\lambda(t)\|_{E^{s+1}(T^n)} \leq C(R) \left( \|U_s^\lambda(0)\|_{L^2(T^n)} + \|F(t)\|_{E^{s-1}(T^n)} + \|H(t)\|_{E^{s-1}(\Omega_1)} + \|u^\epsilon(t)\|_{L^2(T^n)} + \int_0^t \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} \, d\tau \right)
\]

(4.31)

for \( 0 \leq t < T \). Writing

\[
F(t) = F(0) + \int_0^t \partial_t F(\tau) \, d\tau \quad \text{and} \quad H(t) = H(0) + \int_0^t \partial_t H(\tau) \, d\tau,
\]

it then follows directly from (4.31) that

\[
\|U^\lambda(t)\|_{E^{s+1}(T^n)} \leq C(R) \left( \|U^\lambda(0)\|_{L^2(T^n)} + \|F(0)\|_{E^{s-1}(T^n)} + \|H(0)\|_{E^{s-1}(\Omega_1)} + \|u^\epsilon(t)\|_{L^2(T^n)} + \int_0^t \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} + \|F(\tau)\|_{E^s(T^n)} + \|H(\tau)\|_{E^s(\Omega_1)} \, d\tau \right)
\]

(4.32)

for \( 0 \leq t < T \). The above estimate in conjunction with (4.25) and (4.27) then yields

\[
\|U^\lambda(t)\|_{E^{s+1}(T^n)} \leq C(R) \left( \|U^\lambda(0)\|_{E^{s+1}(T^n)} + \|F(0)\|_{E^{s-1}(T^n)} + \|H(0)\|_{E^{s-1}(\Omega_1)} + \int_0^t \beta(\tau) \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} + \|F(\tau)\|_{E^s(T^n)} + \|H(\tau)\|_{E^s(\Omega_1)} \, d\tau \right)
\]

for \( 0 \leq t < T \), independent of \( \lambda \in (0, 1] \). Applying Gronwall’s inequality, we obtain the key estimate

\[
\|U^\lambda(t)\|_{E^{s+1}(T^n)} \leq C(R, c_L) e^{C(R, c_L) \int_0^t \beta(\tau) \, d\tau} \left( \|U^\lambda(0)\|_{E^{s+1}(T^n)} + \|F(0)\|_{E^{s-1}(T^n)} + \|H(0)\|_{E^{s-1}(\Omega_1)} + \int_0^t \beta(\tau) \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} + \|F(\tau)\|_{E^s(T^n)} + \|H(\tau)\|_{E^s(\Omega_1)} \, d\tau \right).
\]

(4.32)

From this point, we can proceed exactly as in the proof of (2) Theorem 3.2 and send \( \lambda \searrow 0 \), and obtain from the estimate (4.32) a unique solution \( U \in C X^{s+1}_T \) to the IVP (4.10)-(4.11), with \( \lambda = 0 \), that satisfies the energy estimate

\[
\|U(t)\|_{E^{s+1}(T^n)} \leq C(R, c_L) e^{C(R, c_L) \int_0^t \beta(\tau) \, d\tau} \left( \|U(0)\|_{E^{s+1}(T^n)} + \|F(0)\|_{E^{s-1}(T^n)} + \|H(0)\|_{E^{s-1}(\Omega_1)} + \int_0^t \beta(\tau) \|U(\tau)\|_{E^{s+1}(T^n)} + \|F(\tau)\|_{E^s(T^n)} + \|H(\tau)\|_{E^s(\Omega_1)} \, d\tau \right).
\]
We can then argue as in the proof of [23, Theorem 3.4] to obtain the existence of a unique solution $U \in C X^s_{r+1}(T^n)$ to the IVP consisting of (4.1), (4.5) and (4.7) that satisfies an energy estimate of the form

\[
\|U(t)\|_{E^{s+1}(T^n)} \leq C(\alpha, \mu) \left( \|U^\lambda(0)\|_{E^{s+1}(T^n)} + \|F(0)\|_{E^{-s}(T^n)} + \|H(0)\|_{E^{-s}(T^n)} + \int_0^t \sigma(\tau) \|U^\lambda(\tau)\|_{E^{s+1}(T^n)} + \|F(\tau)\|_{E^{-s}(T^n)} + \|H(\tau)\|_{E^{-s}(T^n)} d\tau \right),
\]

where

\[
\alpha = \|\partial \psi\|_{X^s_{r+1}(T^n)} + \|D \partial \psi\|_{X^s_{r-1}(T^n)} + \|a\|_{X^s_{r}(\mathbb{R})} + \|Da\|_{X^s_{r-1}(T^n)},
\]

\[
\sigma(t) = (1 + \|a(t)\|_{E^{-s}(T^n)}), \quad \mu = \int_0^t \sigma(\tau) d\tau,
\]

and $\gamma, \kappa$ are as defined previously in (4.8)-(4.9).

\[\square\]

4.3. Wave equations in divergence form on $\Omega$. The class of non-linear wave equations in divergence form on bounded domains that we be of interest to us are:

\[
\partial_t \left( L^\lambda(x, v, u, \partial u) \right) = w_A(x, v, u, \partial u) \quad \text{in } [0, T) \times \Omega, \quad (4.33)
\]

\[
\nu_\alpha L^\alpha(x, v, u, \partial v) = 0 \quad \text{in } [0, T) \times \partial \Omega, \quad (4.34)
\]

\[
(u, \partial u) = (u_0, u_1) \quad \text{in } \{0\} \times \Omega, \quad (4.35)
\]

where

(i) $\Omega$ is a bounded, open set in $\mathbb{T}^n$ with $C^\infty$ boundary,

(ii) $\nu_\alpha = \delta_\alpha^k \nu_i$, where $\nu_i$ is the outward pointing unit conormal to $\partial \Omega$,

(iii) the calligraphic indices, e.g., $A, B, C$, run from 1 to $N$,

(iv) $u = (u^A(x))$ and $v = (v^A(x))$ are $\mathbb{R}^N$-valued maps,

(v) the functions $L^\lambda_A(x, v, u, \partial u)$ and $w_A(x, v, u, \partial u)$ are smooth for $\lambda \in \Omega \times \tilde{U} \times \tilde{V} \times \tilde{W}$

for some open sets $\tilde{U} \subset \mathbb{R}^N, \tilde{V} \subset \mathbb{R}^N$ and $\tilde{W} \subset \mathbb{R}^{(n+1) \times N}$,

(vi) the derivatives

\[
L^{\alpha \beta}_{AB} (x, v, u, \partial u) := \frac{\partial L^\beta_B(x, v, u, \partial u)}{\partial (\partial_\alpha u^A)}
\]

satisfy the symmetry condition

\[
L^{\alpha \beta}_{AB} = L^{\beta \alpha}_{BA},
\]

and there exists open sets

\[
\mathcal{U} \subset \bar{\mathcal{U}} \subset \tilde{U}, \quad \mathcal{V} \subset \bar{\mathcal{V}} \subset \tilde{V} \quad \text{and} \quad \mathcal{W} \subset \bar{\mathcal{W}} \subset \tilde{W},
\]

and a $\kappa_0 > 0$ such that

\[
\xi^i L^0_{ij}(x, v, u, \partial u) \xi^j \leq -\kappa_0 \xi^2
\]

for all $(x, v, u, \partial u, \xi) \in [0, T) \times \Omega \times \mathcal{U} \times \mathcal{V} \times \mathcal{W} \times \mathbb{R}^n$,

(vii) there exist constants $\kappa_1 > 0, \gamma \in \mathbb{R}$ such that $L^\gamma = (L^\gamma_{AB})$ satisfies the coercivity condition:

\[
(\partial_\xi \xi^i L^\gamma_i(t, \cdot, u(t), v(t), \partial v(t)) \partial_\xi \xi^j L^\gamma_j(t, \cdot, u(t), v(t), \partial v(t)) \geq \kappa_1 \|\xi\|_{H^2(\Omega)}^2 - \gamma \|\xi\|_{L^2(\Omega)}^2
\]

for each $t \in [0, T), \xi \in C^1(\bar{\Omega})$, and $u \in C^0([0, T] \times \overline{\Omega})$ and $v \in C^1([0, T] \times \overline{\Omega})$ satisfying

\[
(u(t, x), v(t, x), \partial v(t, x)) \in \mathcal{U} \times \mathcal{V} \times \mathcal{W}, \quad \forall \ x \in \Omega,
\]

(viii) the initial data

\[
(u_0, u_1) \in H^{s+1}(\Omega) \times H^s(\Omega), \quad s \in \mathbb{Z}, s > n/2 + 1,
\]

satisfies

\[
(u_0(x), u_1(x), Du_0(x)) \in \mathcal{V} \times \mathcal{W}, \quad \forall \ x \in \Omega,
\]

and the higher time derivatives $\partial_t^\ell u|_{t=0}$ generated from this initial data through formally differentiating the evolution equation (4.33)-(4.34), satisfy the compatibility conditions

\[
\partial_t^\ell \left( \nu_\alpha L^\lambda_A(x, v, u, \partial u) \right)|_{t=0} \in H^{s-\ell}(\Omega) \cap H^1_0(\Omega), \quad \ell = 1, 2, \ldots, s - 1,
\]

and
(ix) \( v \in CY^{s+1}_T(\Omega) \) and \( v(x) \in \mathcal{U} \) for all \( x \in [0,T] \times \Omega \).

The following local existence and uniqueness theorem for solutions to the IBVP (4.33)-(4.35) follows directly from the arguments used in the proof of Theorem 1.1 from [16].

**Theorem 4.3.** Under the assumptions (i)-(ix) above, there exists a

\[
\delta_s = \delta_s \left( \|u(0)\|_{E^{s+1}(\Omega)}, \|v(0)\|_{E^{s+1}(\Omega)}, \int_0^T \|v(t)\|_{E^{s+1}(\Omega)} \, dt \right) \in \left( \frac{1}{T}, \infty \right)
\]

and a unique solution \( u \in CY^{s+1}_T(\Omega) \) to the IBVP (4.33)-(4.35), where \( T_s = \frac{1}{\delta_s} \). Moreover, this solutions satisfies the energy estimate

\[
\|u(t)\|_{E^{s+1}(\Omega)} \leq C(\kappa_0, \kappa_1, \gamma, \|u(0)\|_{E^{s+1}(\Omega)}, \|v(0)\|_{E^{s+1}(\Omega)}, \mu(t))
\]

for \( 0 \leq t < T_s \), where

\[
\mu(t) = \int_0^t \|u(\tau)\|_{E^{s+1}(\Omega)} + \|v(\tau)\|_{E^{s+1}(\Omega)} \, d\tau.
\]

5. **Local existence proofs**

### 5.1. Proof of Theorem 3.1

#### 5.1.1. Existence

To prove existence of solutions to the reduced Einstein-Elastic system, we begin by letting

\[
\hat{\lambda}_{\mu\nu} := \partial^\ell \hat{g}_{\mu\nu}|_{X_0=0}, \quad \ell = 2, \ldots, s + 1 \quad \text{and} \quad \hat{\phi}^i := \partial^\ell \phi^i|_{X_0=0}, \quad \ell = 2, \ldots, s
\]

de note the higher order time derivatives generated from the initial data (2.26) and (2.29) through formally differentiating the field equations (2.28) and (2.29) with respect to \( X_0 \) at \( X_0 = 0 \). By assumption, these satisfy the compatibility conditions (2.30)-(2.31).

Next, we set

\[
B_{R,1} := \{ \hat{g}_{\mu\nu} \in C_X^{s+1}(\mathbb{R}^n) \mid \|\hat{g}\|_{X^{s+1}_T(\mathbb{T}^n)} \leq R, \quad \partial^\ell \hat{g}_{\mu\nu}|_{X_0=0} = \hat{\lambda}_{\mu\nu}, \quad \ell = 0, \ldots, s + 1 \},
\]

and

\[
B_{R,2} := \{ \phi^i \in CY^{s+1}_T(\Omega) \mid \|\phi\|_{X^{s+1}_T(\Omega)} \leq R, \quad \partial^\ell \phi^i|_{X_0=0} = \hat{\phi}^i, \quad \ell = 0, \ldots, s \},
\]

and we define a map

\[
J_T(h) = (J_{T,1}(h), J_{T,2}(h)) := (\hat{g}, \hat{\phi})
\]

that maps

\[
h = (h_{\mu\nu}) \in B_{R,1} \subset C_X^{s+1}(\mathbb{T}^n)
\]

to \((\hat{g}, \phi) = (\hat{g}_{\mu\nu}, \phi^i)\), where

\[
(\hat{g}, \phi) \in C_X^{s+1}(\mathbb{R}^n) \times CY^{s+1}_T(\Omega)
\]

is the unique solution of the IBVP:

\[
\partial_A (A^{AB} \partial_B \hat{g}_{\mu\nu}) = \text{det}(\hat{J}(\phi)) Q_{\mu\nu}(h, \hat{J}(\phi) \partial h) + \chi_{\Omega} T_{\mu\nu}(X, h, \phi, \partial \phi) \quad \text{in} \ [0,T) \times \mathbb{T}^n,
\]

\[
(\hat{g}_{\mu\nu}, \partial_0 \hat{g}_{\mu\nu}) = (\hat{\lambda}_{\mu\nu}, \hat{\phi}^i) \quad \text{in} \ \{0\} \times \mathbb{T}^n,
\]

\[
\partial_A (L^A_{\alpha\beta}(X, h, \phi, \partial \phi)) = w_i(X, h, \phi, \partial \phi) \quad \text{in} \ [0,T) \times \Omega,
\]

\[

\nu A L^A_{\alpha\beta}(X, h, \phi, \partial \phi) = 0 \quad \text{in} \ [0,T) \times \partial \Omega,
\]

\[
(\phi^i, \partial_0 \phi^i) = (\hat{\phi}^i, \hat{\phi}^i) \quad \text{in} \ \{0\} \times \Omega,
\]

where

\[
\hat{J}(\phi) = (\partial_A \hat{\phi}^\alpha), \quad \hat{J}(\phi) = \hat{J}(\phi)^{-1},
\]

\[
A^{AB} = \text{det} \hat{J}(\phi) \hat{J}^A_{\alpha\beta}(\phi) a^{\alpha\beta}(h, \hat{J}(\phi))
\]

with

\[
a(h) := (a^{\alpha\beta}(h)) = \sqrt{|h|h^{-1}}.
\]

To see that the map (5.1) is well defined, we first observe that it follows directly from Theorem 4.3 and the IBVP (4.33)-(4.35) that there exists a \( T_s > 0 \) such that map \( J_{T,2} \) is well-defined for all \( T \in (0, T_s) \) and satisfies

\[
J_{T,2}(B_{R,1}) \subset B_{C(TR),2}, \quad 0 < T < T_s.
\]
Fixing
\[ h \in B_{R,1}, \quad T \in (0, T_*), \]
and setting
\[ \phi = J_{T,2}(h), \]
we observe that the bounds
\[ \| \tilde{J}(\phi) \|_{X^2_{p}(\mathbb{T}^n)} + \| D(\tilde{J}(\phi)) \|_{X^1_{p}(\mathbb{T}^n)} \leq C(T R), \]
\[ \| \partial_t \|_{X^2_{p}(\mathbb{T}^n)} + \| \det(\tilde{J}(\phi))Q(\mu, \tilde{J}(\phi)\partial h) \|_{X^1_{p}(\mathbb{T}^n)} + \| T_{\mu\nu}(\cdot, h, \phi, \partial \phi) \|_{X^1_{p}(\mathbb{X})} \leq C(R, T R), \]
and
\[ \| \det(\tilde{J}(\phi))Q(h, \tilde{J}(\phi)\partial h) \|_{X^1_{p}(\mathbb{T}^n)} + \| T_{\mu\nu}(X^{0}\cdot, h, \phi, \partial \phi) \|_{X^1_{p}(\mathbb{X})} \leq 1 \]
follow directly from (2.17), (5.7), (5.8), (5.9) and Proposition A.7. Writing \( a(h) = (a_{\mu\nu}(h)) \) and \( h \) as
\[ a(h(t)) = a(h(0)) + \int_0^t D_h a(h(\tau)) \cdot \partial h(\tau) \, d\tau \quad \text{and} \quad h(t) = h(0) + \int_0^t \partial h(\tau) \, d\tau, \]
respectively, we see that
\[ \| h(t) \|_{L_0^\infty(\mathbb{T}^n)} + \| D h(t) \|_{L_0^{1}(\mathbb{T}^n)} \leq 1 + TR, \]
and, with the help of Propositions A.6 and A.7, that
\[ \| a(h) \|_{X^2_{p}(\mathbb{T}^n)} + \| D(a(h)) \|_{X^1_{p}(\mathbb{T}^n)} \leq C(T R). \]
In view of the bounds (5.10)-(5.13), we conclude via Theorem 4.2 and Gronwall’s inequality that we can solve the IVP on the time interval \([0, T_*]\), and that the solution \( \tilde{g} = (\tilde{g}_{\alpha\beta}) \) satisfies the estimate
\[ \| \tilde{g} \|_{X^{2+1}_{p}(\mathbb{T}^n)} \leq c(T C(R)). \]
This shows that \( J_{T,1} \) is well-defined for all \( T \in (0, T_*) \) and satisfies
\[ J_{T,1}(B_{R,1}) \subset B_{c(T C(R))}, 1 \quad 0 < T \leq T_*. \]
Choosing \( R > 0 \) sufficiently large and setting \( T = \min\{1/C(R), T_*\} \), it is clear from (5.7) and (5.14) that
\[ J_{T,1}(B_{R,1}) \subset B_{R,1} \quad \text{and} \quad J_{T,2}(B_{R,1}) \subset B_{R,2}. \]
Fixing \( \tilde{g}^0 \in B_{R,1} \), we define two sequences \( \{\tilde{g}^m\}_{m=1}^{\infty} \) and \( \{\phi_m\}_{m=1}^{\infty} \) by
\[ \tilde{g}^m = J_{T,1} \circ \cdots \circ J_{T,1}(\tilde{g}^0) \quad \text{and} \quad \phi_m = J_{T,2}(\tilde{g}^{m-1}). \]
By (5.15), we see that
\[ \{\tilde{g}^m\}_{m=1}^{\infty} \subset B_{R,1} \quad \text{and} \quad \{\phi_m\}_{m=1}^{\infty} \subset B_{R,2}, \]
while, from the definition of the maps \( J_{T,1} \) and \( J_{T,2} \), it is clear that the pair \( (\tilde{g}^m, \phi_m) \) solves the IBVP:
\[ \partial_\lambda(A^{T\tau}(\tilde{g}^m, \tilde{J}(\phi_{m-1})) \partial_t \tilde{g}^m_{\mu\nu}) = \det(\tilde{J}(\phi_{m-1}))Q_{\mu\nu}(\tilde{g}^{m-1}, \tilde{J}(\phi_{m-1}) \partial \tilde{g}^{m-1}) + \chi T_{\mu\nu}(X, \tilde{g}^{m-1}, \phi_{m-1}, \partial \phi_{m-1}) \]
\[ \quad \in [0, T) \times \mathbb{T}^n, \]
\[ (\tilde{g}^m_{\mu\nu}, \partial \tilde{g}^m_{\mu\nu}) = (\tilde{\lambda}^0_{\mu\nu}, \tilde{\lambda}^1_{\mu\nu}) \quad \in [0) \times \mathbb{T}^n, \]
\[ \partial_\mu(L^A(\mu, \tilde{g}^{m-1}, \phi_{m, \partial \phi_{m}}) = w_1(X, \tilde{g}^{m-1}, \phi_{m}, \partial \phi_{m}) \quad \in [0, T) \times \Omega, \]
\[ \nu(L^A(\nu, \tilde{g}^{m-1}, \phi_{m}, \partial \phi_{m}) = 0 \quad \in [0, T) \times \partial \Omega, \]
\[ (\tilde{\phi}^0_{\mu\nu}, \partial \tilde{\phi}^0_{\mu\nu}) = (\tilde{\phi}^1_{\mu\nu}, \partial \tilde{\phi}^1_{\mu\nu}) \quad \in [0) \times \Omega. \]
The bounds (5.16) allows us to extract, via the sequential Banach-Alaoglu Theorem, weakly convergent subsequences of \( \{\tilde{g}^m\}_{m=1}^{\infty} \) and \( \{\phi_m\}_{m=1}^{\infty} \), which we again denote by \( \{\tilde{g}^m\}_{m=1}^{\infty} \) and \( \{\phi_m\}_{m=1}^{\infty} \), that converge weakly to
\[ \tilde{g}^\infty \in \bigcap_{s=0}^{s+1} W^{s,q}(\mathbb{T}^n, H^{s+1-\varepsilon, s+1-\ell}(\mathbb{T}^n)) \]
and

$$\phi_{\infty} \in \bigcap_{\ell=0}^{s+1} W^{t,1}([0,T),H^{s+1-\ell}(\Omega))$$

(5.23)

for any \( g \in (1, \infty) \) as \( m \to \infty \). Choosing \( \epsilon > 0 \) small enough so that \( s - 1 - \epsilon > n/2 \), we can use integral and fractional versions of the Rellich-Kondrachov Compactness Theorem extract subsequences, again denoted by \( \{\tilde{g}^m\}_{m=1}^\infty \) and \( \{\phi_m\}_{m=1}^\infty \), such that

$$\tilde{g}^m \to \tilde{g}^\infty \text{ in } L^t([0,T),H^{s+\epsilon}(\Omega)) \cap H^{2-\epsilon}(\mathbb{T}^n) \cap H^{s+\epsilon}(\Omega^c),$$

(5.24)

$$\tilde{g}^m \to \tilde{g}^\infty \text{ in } W^{1,q}([0,T),H^{s-1}(\Omega) \cap H^{2-\epsilon}(\mathbb{T}^n) \cap H^{s-1}(\Omega^c),$$

(5.25)

$$\phi_m \to \phi_{\infty} \text{ in } L^t([0,T),H^{s+\epsilon}(\Omega)),$$

(5.26)

and

$$\phi_m \to \phi_{\infty} \text{ in } W^{1,q}([0,T),H^{s-1}(\Omega)),  \quad  (5.27)$$

as \( m \to \infty \).

Testing (5.17) and (5.19) with \( \zeta \in C^\infty_0([0,T),C^\infty(\mathbb{T}^n,S_{n+1})) \) and \( \psi \in C^\infty_0([0,T),C^\infty(\mathbb{R}^n,\mathbb{R}^n)) \), respectively, we find that

$$-(\partial_\zeta(A^L)(\tilde{g}^m,\tilde{\phi}(\phi_{m-1}))\partial_T\tilde{g}^m)|_{[0,T) \times \mathbb{T}^n} = \langle \zeta \det(\tilde{J}(\phi_{m-1}))Q_{\mu\nu}(\tilde{g}^m,\tilde{\phi}(\phi_{m-1})) \partial_T\tilde{g}^m \rangle|_{[0,T) \times \mathbb{T}^n}$$

$$+ \langle \zeta |\mathcal{J}_{\mu\nu}(\cdot,\tilde{g}^m,\tilde{\phi}(\phi_{m-1}))\partial_\phi \tilde{g}^m \rangle|_{[0,T) \times \mathbb{T}^n},$$

(5.28)

$$-(\partial_\psi)|L^L(\cdot,\tilde{g}^{m-1},\phi_m,\partial_\phi \phi_m)|_{[0,T) \times \mathbb{T}^n} = \langle \psi w(\cdot,\tilde{g}^{m-1},\phi_m,\partial_\phi \phi_m) \rangle|_{[0,T) \times \mathbb{T}^n}. \quad (5.29)$$

Letting \( m \to \infty \) in (5.28) and (5.29), the strong convergence (5.24)-(5.27) in conjunction with the calculus inequalities from Appendix A shows that the limits \( (\tilde{g}^\infty,\phi_{\infty}) \) satisfy

$$-(\partial_\zeta(A^L)(\tilde{g}^\infty,\tilde{\phi}(\phi_{\infty}))\partial_T\tilde{g}^\infty)|_{[0,T) \times \mathbb{T}^n} = \langle \zeta \det(\tilde{J}(\phi_{\infty}))Q_{\mu\nu}(\tilde{g}^\infty,\tilde{\phi}(\phi_{\infty})) \partial_T\tilde{g}^\infty \rangle|_{[0,T) \times \mathbb{T}^n}$$

$$+ \langle \zeta |\mathcal{J}_{\mu\nu}(\cdot,\tilde{g}^\infty,\tilde{\phi}(\phi_{\infty}))\partial_\phi \tilde{g}^\infty \rangle|_{[0,T) \times \mathbb{T}^n},$$

(5.30)

$$-(\partial_\psi)|L^L(\cdot,\tilde{g}^\infty,\phi_{\infty},\partial_\phi \phi_{\infty})|_{[0,T) \times \mathbb{T}^n} = \langle \psi w(\cdot,\tilde{g}^\infty,\phi_{\infty},\partial_\phi \phi_{\infty}) \rangle|_{[0,T) \times \mathbb{T}^n}. \quad (5.31)$$

Since \( \zeta \in C^\infty_0([0,T),C^\infty(\mathbb{T}^n,S_{n+1})) \) and \( \psi \in C^\infty_0([0,T),C^\infty(\mathbb{R}^n,\mathbb{R}^n)) \) were chosen arbitrarily, the limit \( (\tilde{g}^\infty,\phi_{\infty}) \) satisfies

$$\partial_\lambda (A^L)(\tilde{g}^\infty,\tilde{\phi}(\phi_{\infty}))\partial_\mu \tilde{g}^\mu_{\nu} = \det(\tilde{J}(\phi_{\infty}))Q_{\mu\nu}(\tilde{g}^\infty,\tilde{\phi}(\phi_{\infty})) \partial_T\tilde{g}^\infty$$

$$+ \chi \mathcal{J}_{\mu\nu}(X,\tilde{g}^\infty,\phi_{\infty},\partial_\phi \phi_{\infty}) \quad \text{in } [0,T) \times \mathbb{T}^n,$$

$$\partial_\lambda (L^L)(X,\tilde{g}^\infty,\phi_{\infty},\partial_\phi \phi_{\infty}) = w(X,\tilde{g}^\infty,\phi_{\infty},\partial_\phi \phi_{\infty}) \quad \text{in } [0,T) \times \mathbb{T}^n,$$

$$\nu \partial_\lambda (L^L)(X,\tilde{g}^\infty,\phi_{\infty},\partial_\phi \phi_{\infty}) = 0 \quad \text{in } [0,T) \times \partial \mathbb{T}^n. \quad (5.32)$$

But by (5.10), \( (\tilde{g}^\infty,\phi_{\infty}) \) must also satisfy

$$\langle \tilde{g}^\infty,\partial_\phi \phi_{\infty} \rangle = (\tilde{\chi}_{\mu\nu}^0,\tilde{\lambda}_{\mu\nu}^1) \quad \text{in } [0\times \mathbb{T}^n,$$

$$\langle \phi_{\infty},\partial_\phi \phi_{\infty} \rangle = (\tilde{\phi}_{0\mu}^0,\tilde{\phi}_{1\mu}^1) \quad \text{in } [0\times \mathbb{T}^n,$$

thereby establishing \( (\tilde{g}^\infty,\phi_{\infty}) \) a solution of the IVBP (2.25)-(2.29).

The improved regularity of the solution \( (\tilde{g}^\infty,\phi_{\infty}) \in X^{s+1}_T(\mathbb{T}^n) \times Y^{s+1}_T(\Omega) \) can be established by repeatedly differentiating the field equations with respect to \( X^0 \) in order to express the higher order time derivatives \( \partial_0^\ell \tilde{g}_{\mu\nu} \) and \( \partial_0^\ell \phi^\ell \), \( \ell = 2 \ldots s+1 \), in terms of the lower time derivatives and spatial derivatives. The bounds (5.22), (5.23) together with the calculus inequalities from Appendix A can then be used to show that \( (\tilde{g}^\infty,\phi_{\infty}) \in X^{s+1}_T(\mathbb{T}^n) \times Y^{s+1}_T(\Omega). \)

5.1.2. Uniqueness. With existence established, we now turn to verifying the uniqueness of solutions to the IVBP (2.25)-(2.29). Given two solutions \( (\tilde{g}^a,\phi_a) \in X^{s+1}_T(\mathbb{T}^n) \times Y^{s+1}_T(\Omega), a = 1,2 \), we define

$$\tilde{\phi}_a = \partial_0 \phi_a.$$
Differentiating the elastic field and boundary equations \((2.27)\) and \((2.28)\) with respect to \(X^0\) shows that the pair \((\phi_a, \dot{\phi}_a)\), \(a = 1, 2\), satisfies
\[
\begin{align*}
\partial_a (L_{\alpha i j}^A \partial_t \dot{\phi}_a^i + M_{ai}^\alpha) &= W_{ai} \quad \text{in } [0, T) \times \Omega, \quad (5.33) \\
\partial_0 \dot{\phi}_a^i &= \dot{\phi}_a^i \quad \text{in } [0, T) \times \Omega, \quad (5.34) \\
\nu_a (L_{\alpha i j}^A \partial_t \dot{\phi}_a^i + M_{ai}^\alpha) &= 0 \quad \text{in } [0, T) \times \partial \Omega, \quad (5.35)
\end{align*}
\]
where
\[
\begin{align*}
\xi_a &:= (X, \tilde{g}_a, \phi_a, (\dot{\phi}_a, D\phi_a)), \\
F_{\alpha i j}^A &:= L_{\alpha i j}^A (\xi_a), \\
M_{ai}^\alpha &:= \frac{\partial L_{\alpha i j}^A}{\partial X^0} (\xi_a) + \frac{\partial L_{\alpha i j}^A}{\partial g_{\mu \nu}^a} (\xi_a) \partial_0 \tilde{g}_{\mu \nu}^a + \frac{\partial L_{\alpha i j}^A}{\partial \phi_a^i} (\xi_a) \dot{\phi}_a^i,
\end{align*}
\]
and
\[
W_{ai} := \frac{\partial w_i}{\partial X^0} (\xi_a) + \frac{\partial w_i}{\partial g_{\mu \nu}^a} (\xi_a) \partial_0 \tilde{g}_{\mu \nu}^a + \frac{\partial w_i}{\partial \phi_a^i} (\xi_a) \dot{\phi}_a^i + \frac{\partial w_i}{\partial \Omega \partial \phi_a^i} (\xi_a) \partial_t \dot{\phi}_a^i.
\]

Following the usual approach to establishing uniqueness, we consider the differences
\[
(\delta \tilde{g}, \delta \phi, \delta \dot{\phi}) := (\tilde{g}^2 - \tilde{g}^1, \phi_2 - \phi_1, \dot{\phi}_2 - \dot{\phi}_1).
\]

Since the \(\tilde{g}_{\mu \nu}^a\), \(a = 1, 2\), solve the reduced Einstein equations \((2.28)\), a straightforward straightforward calculation shows that \(\delta \tilde{g}_{\mu \nu}\) satisfies
\[
\begin{align*}
\partial_\lambda (A_{\alpha}^{\lambda} \partial_t \delta \tilde{g}_{\mu \nu}^\lambda) &= \partial_\lambda (|A_{\alpha}^1| - A_{\alpha}^{\lambda}) \partial_t \delta \tilde{g}_{\mu \nu}^\lambda + Q_{\mu \nu}^2 - Q_{\mu \nu}^1 + \chi (T_{\mu \nu}^2 - T_{\mu \nu}^1) \quad \text{in } [0, T) \times \mathbb{T}^n, \quad (5.36)
\end{align*}
\]
where
\[
A_{\alpha}^{\lambda} := A_{\alpha}^\mu (\tilde{J} (\phi_a), \tilde{g}_a), \\
Q_{\mu \nu}^\alpha := \det (\tilde{J} (\phi_a)) Q_{\mu \nu} (\tilde{g}^a, \tilde{J} (\phi_a) \tilde{g}^a)
\]
and
\[
T_{\mu \nu}^\alpha := T_{\mu \nu} (\xi_a).
\]

Defining
\[
f_{\beta}^\alpha := (f_{\beta \mu \nu}^\alpha) := (\tilde{J}_\lambda^\alpha (\phi_a) \partial_\lambda \tilde{g}_{\mu \nu}^a),
\]
a calculation similar to that used to derive \((1.17)\) shows that the reduced Einstein equations \((2.28)\) imply the following evolution equations for the \(f_{\beta}^\alpha\):
\[
A_{\alpha}^{\beta \lambda} \partial_\lambda f_{\beta \mu \nu}^\alpha = F_{\alpha \mu \nu}^\alpha + \chi \Omega H_{\alpha \mu \nu}^\alpha \quad \text{in } [0, T) \times \mathbb{T}^n, \quad (5.37)
\]
where
\[
\begin{align*}
A_{\alpha}^{\beta \lambda} &:= \det (\tilde{J} (\phi_a)) \left( \delta_0^\delta \sqrt{|\tilde{g}^a|} |\tilde{g}_{\alpha \beta}^a| - \delta_0^\delta \sqrt{|\tilde{g}^a|} |\tilde{g}_{\alpha \beta}^a| \right)^\lambda \tilde{J}_\gamma^\alpha (\phi_a), \\
F_{\alpha \mu \nu}^\alpha &:= \delta_0^\gamma \left[ \det (\tilde{J} (\phi_a)) \tilde{J}_\gamma \frac{\partial \sqrt{|\tilde{g}^a|} \tilde{g}_{\lambda \iota}^a}{\partial g_{\alpha \delta}} \right]_{\tilde{g} = \tilde{g}^a} J_{\lambda \iota \omega \delta}^\alpha \tilde{f}_{\beta \mu \nu}^\alpha - \det (\tilde{J} (\phi_a)) Q_{\mu \nu} (\tilde{g}^a, f_{\beta}^\lambda), \\
H_{\alpha \mu \nu}^\alpha &:= -\delta_0^\gamma T_{\mu \nu} (\xi_a),
\end{align*}
\]
and, as previously, we employ the notation \((\tilde{g}_{\alpha \beta}^a)^{-1} = (\tilde{g}_{\alpha \beta}^a)^{-1} = -\det (\tilde{g}_{\mu \nu}^a)\). Setting
\[
\delta f_{\beta} := f_{\beta}^\alpha - f_{\beta}^1,
\]
we see from \((5.37)\) that \(\delta f_{\beta}\) satisfies
\[
A_{\alpha}^{\beta \lambda} \partial_\lambda f_{\beta \mu \nu}^\alpha = (A_{\alpha}^{\beta \lambda} - A_{\alpha}^{\beta \lambda}) \partial_\lambda f_{\beta \mu \nu}^1 + F_{\mu \nu}^\alpha - F_{1 \mu \nu}^\alpha + \chi \Omega (H_{\mu \nu}^\alpha - H_{1 \mu \nu}^\alpha) \quad \text{in } [0, T) \times \mathbb{T}^n. \quad (5.38)
\]

Following the same arguments used in the proof of Theorem \((2.12)\) where we view \((5.36)\) as an elliptic equation for the purpose of estimating the \(s - 2\) time derivatives of \(\delta \tilde{g}_{\mu \nu}\), and use \((5.38)\) and hyperbolic estimates to estimate the top two time derivatives, we obtain, with the help of
\[
\begin{align*}
\| \delta \tilde{g} (0) \|_{E^{s+1} (\mathbb{T}^n)} &= \| \delta \phi (0) \|_{E^{s+1} (\mathbb{T}^n)} = \| \delta \dot{\phi} (0) \|_{E^s (\mathbb{T}^n)} = 0,
\end{align*}
\]
the energy estimate
\[ \| \delta \tilde{g}(t) \|_{E'([0,T] \times \Omega)} \lesssim \int_0^t \| \delta \tilde{g}(\tau) \|_{E'([0,T] \times \Omega)} + \| \delta \phi(\tau) \|_{E'([0,T])} \, d\tau, \quad 0 \leq t < T, \] (5.40)
for \( \delta \tilde{g}_{\mu\nu} \).

We also see from (5.33)-(5.35) that \( \delta \phi \) and \( \delta \dot{\phi} \) satisfy
\[ \partial_\alpha \left( L_{2ij}^{\alpha} \partial_\alpha \delta \dot{\phi}^i + M_{2i1}^\alpha - M_{1i}^\alpha + \left[ L_{2ij}^{\alpha} - L_{2ij}^{\alpha} \right] \partial \tau \delta \dot{\phi}_i \right) = W_{2i1} - W_{1i1} \quad \text{in } [0,T) \times \Omega, \] (5.41)
\[ \partial_\alpha \delta \dot{\phi}^i - \delta \dot{\phi}^i = 0 \quad \text{in } [0,T) \times \Omega, \] (5.42)
\[ \nu_\alpha \left( L_{2ij}^{\alpha} \partial_\alpha \delta \dot{\phi}^i + M_{2i1}^\alpha - M_{1i}^\alpha + \left[ L_{2ij}^{\alpha} - L_{2ij}^{\alpha} \right] \partial \tau \delta \dot{\phi}_i \right) = 0 \quad \text{in } [0,T) \times \partial \Omega. \] (5.43)

Applying the energy estimates from Theorem 2.4 of [16] to this system, we obtain, with the help of the calculus inequalities from Appendix A and (5.33), the estimate
\[ \| \delta \phi(t) \|_{E'([0,T] \times \Omega)} \lesssim \int_0^t \| \delta \tilde{g}(\tau) \|_{E'([0,T] \times \Omega)} + \| \delta \dot{\phi}(\tau) \|_{E'([0,T])} \, d\tau \] (5.44)
for \( 0 \leq t < T \). Viewing (5.41) and (5.43) as an elliptic equation for \( \delta \dot{\phi}^i \), and letting \( \partial \delta \dot{\phi}^i \) denote the derivatives tangential to the boundary \( \partial \Omega \), it follows, after differentiating (5.41) and (5.43) tangentially, from elliptic regularity, e.g. see [16 Theorem A.1], and the calculus inequalities from Appendix A that
\[ \| \delta \dot{\phi}(t) \|_{H^{s-1}(\Omega)} \lesssim \| \delta \dot{\phi}(t) \|_{H^{s-2}(\Omega)} + \| \delta \dot{\phi}(t) \|_{H^{s-1}(\Omega)} + \| \nu(\dot{\phi}(t)) \|_{H^{s-2}(\Omega)} \] (5.45)
\[ + \| \delta \dot{\phi}(t) \|_{H^{s-1}(\Omega)} + \| \delta \dot{\phi}(t) \|_{H^{s-1}(\Omega)} + \| \partial \phi(\tau) \|_{H^{s-1}(\Omega)} \] (5.46)
where \( \nu = \nu^i \partial_i \) is the normal derivative. We also note that the normal derivative can be estimated by treating (5.41) and (5.43) as an ODE for \( \nu(\delta \dot{\phi}) \). Integrating in the normal direction followed by application of the calculus inequalities from Appendix A then yields this desired result. From this type of normal estimate and the tangential estimate (5.40), it is not difficult to verify that we obtain the estimate
\[ \| \partial \phi(t) \|_{H^{s-1}(\Omega)} \lesssim \| \delta \tilde{g}(t) \|_{E'([0,T] \times \Omega)} + \| \delta \phi(t) \|_{E'([0,T])} \] (5.47)
for the full spatial derivative of \( \delta \dot{\phi}^i \). Integrating (5.42) in time, it follows from (5.47) that
\[ \| \delta \phi(t) \|_{H^{s}(\Omega)} \leq \int_0^t \| \phi(\tau) \|_{E'([0,T] \times \Omega)} + \| \delta \tilde{g}(\tau) \|_{E'([0,T])} \, d\tau, \quad 0 \leq t < T. \] (5.48)

Taken together, the inequalities (5.40), (5.44), and (5.48) imply, via Gronwall’s inequality, that
\[ \| \delta \tilde{g}(t) \|_{E'([0,T])} + \| \delta \phi(t) \|_{E'([0,T])} = 0, \quad 0 \leq t < T. \]
In particular, we have that \( \tilde{g}_{\mu\nu}^2 = \tilde{g}_{\mu\nu}^2 \), on \([0,T] \times \mathbb{R}^n\), and \( \dot{\phi}_1 = \dot{\phi}_2 \) on \([0,T] \times \Omega\), and the uniqueness proof is complete.

5.2. **Proof of Theorem 3.3** We begin the proof of Theorem 3.3 by fixing a solution \( (\tilde{g}_{\mu\nu}, \phi) \) in \( X_T^{s+1}(\Sigma \times Y_T^{s+1}(\Omega)) \) of the IBVP (2.29)-(2.30) from Theorem 3.1 and defining the pull-back metric
\[ \tilde{g}_{\mu\nu}^\Lambda := (\tilde{\partial}_\gamma g)_{\Lambda} = \bar{J}_\Lambda \bar{J}^\gamma \tilde{g}_{\mu\nu}. \] (5.49)
We let \( \bar{G}_{\Lambda}, \bar{R}_{\Lambda}, \bar{\nabla}_{\Lambda} \) denote the Christoffel symbols, Einstein tensor, Ricci tensor, and Levi-Civita connection of the metric (5.49), respectively. Next, we set
\[ \tilde{T}_{\mu\nu} := T_{\mu\nu} \circ \phi, \]
and recall, by assumption, that
\[ \tilde{T}_{\mu\nu} = \tilde{T}_{\mu\nu}(X, \tilde{g}, \phi, \partial \phi), \]
where \( \tilde{T}_{\mu\nu} \) is smooth for \((X, \tilde{g}, \phi, \partial \phi) \in [0,T] \times \mathcal{U} \times \tilde{\mathcal{V}} \times \tilde{\mathcal{W}} \). We also let
\[ \tilde{\zeta}_{\Lambda} = \tilde{g}_{\mu\nu}^\Lambda \tilde{g}_{\nu\beta} \tilde{\Gamma}_{\alpha\beta}^\Lambda, \]
where
\[ \tilde{\Gamma}_{\alpha\beta}^\Lambda := \Gamma_{\alpha\beta}^\gamma \circ \phi = \frac{1}{2} \tilde{g}_{\gamma\alpha} \left( \tilde{J}_\alpha^\Lambda \partial_\beta \tilde{g}_{\gamma\beta} + \tilde{J}_\beta^\Lambda \partial_\alpha \tilde{g}_{\gamma\beta} - \tilde{J}_\Lambda^\Lambda \partial_\gamma \tilde{g}_{\alpha\beta} \right), \]
and we define the pull-back of the stress-energy tensor \( T_{\mu\nu} \) and the co-vector field \( \zeta_{\mu} \) by
\[ \tilde{T}_{\mu\nu} := (\tilde{\partial}_\gamma T)_{\Lambda \mu} = \bar{J}_\Lambda \bar{J}^\gamma \tilde{T}_{\mu\nu} \quad \text{and} \quad \tilde{\zeta}_{\Lambda} := (\tilde{\partial}_\gamma \zeta)_{\Lambda} = \bar{J}_\Lambda \bar{J}^\gamma \tilde{\zeta}_{\mu}, \] (5.50)
respectively. Since (2.25), (2.27), and (2.28) are equivalent to (2.1), (2.10), and (2.4), it follows from the definitions (5.40) and (5.50), and a simple calculation that

$$\bar{G}_{\Lambda\Gamma} + \frac{1}{2}(-\bar{\nabla}_{\Lambda}\bar{\nabla}_{\Gamma} - \bar{\nabla}_{\Gamma}\bar{\nabla}_{\Lambda} + \bar{\nabla}_{\Sigma}\bar{\nabla}^\Sigma \bar{g}_{\Lambda\Gamma}) = 2\kappa\chi\Omega\bar{T}_{\Lambda\Gamma} \quad \text{in } [0, T) \times \mathbb{T}^n, \tag{5.51}$$

$$\bar{\nabla}^\Lambda\bar{T}_{\Lambda\Gamma} = 0 \quad \text{in } [0, T) \times \Omega, \tag{5.52}$$

$$\bar{n}^\Lambda\bar{T}_{\Lambda\Gamma} = 0 \quad \text{in } [0, T) \times \partial\Omega, \tag{5.53}$$

where \(\bar{n}_\Lambda = \frac{1}{\sqrt{\bar{g}_{\nu\mu}\bar{g}^{\nu\mu}}} \delta^{\nu}_\Lambda \nu_K\).

To proceed, we define a smooth version of the diffeomorphism \(\bar{\phi}\) by

$$\bar{\phi}^\mu(X^0, X) = \begin{cases} X^0 & \text{if } \mu = 0, \\ S_{\Lambda}\epsilon_\Omega(\bar{\phi}) & \text{if } \mu = i, \end{cases} \tag{5.54}$$

where \(S_\Lambda\) is the smoothing operator from Proposition 4.1 and \(\lambda_0\) is chosen small enough so that (5.54) continues to define a diffeomorphism for \(\lambda \in (0, \lambda_0)\). We then set

$$\bar{j}_\Lambda = (\bar{\phi}_\mu)_\Lambda := (\partial_{\bar{\phi}}\bar{\phi}^\mu) \quad \text{and} \quad \bar{j}_\Lambda = \bar{j}_\Lambda^{-1},$$

and define a smoothed version of the metric \(\bar{g}_{\Lambda\Gamma}\) and the covector field \(\bar{\nabla}_\Lambda\) by

$$\bar{g}_{\Lambda\Gamma} = \bar{j}_\Lambda\bar{j}_\Gamma S_{\Lambda}\bar{g}_{\mu\nu} \quad \text{and} \quad \bar{\nabla}_\Lambda = \bar{j}_\Lambda S_{\Lambda}\bar{\nabla}_\mu,$$

respectively. From the smoothing properties of \(S_\Lambda\) and Sobolev’s inequality, it is clear that

$$\bar{g}_{\Lambda\Gamma}, \bar{\nabla}_\Lambda \in C^\infty([0, T) \times \mathbb{T}^n). \tag{5.55}$$

Appealing to the familiar formula

$$\bar{G}_{\Lambda\Gamma} = (\delta^\Sigma_{\Lambda\Gamma} + \frac{1}{2}\bar{g}_{\Lambda\Gamma}\bar{g}^{\Sigma\Omega})\left(\partial_{\bar{\phi}}\bar{\Gamma}^\Sigma_{\Omega\Lambda} - \partial_{\Lambda}\bar{\Gamma}^\Sigma_{\Omega\Gamma} - \bar{\Gamma}^\Sigma_{\Omega\Omega\Gamma} + \bar{\Gamma}^\Sigma_{\Omega\Gamma\Omega} - \bar{\Gamma}^\Sigma_{\Omega\Omega\Omega} + \bar{\Gamma}^\Sigma_{\Omega\Omega\Omega} \right)$$

for the Einstein tensor, where

$$\bar{\Gamma}^\Sigma_{\Omega\Lambda\Gamma} = \frac{1}{2}\bar{g}_{\Lambda\Omega}(\partial_{\bar{\phi}}\bar{g}_{\Lambda\Gamma} + \partial_{\Lambda}\bar{g}_{\Omega\Gamma} - \partial_{\Lambda}\bar{g}_{\Omega\Gamma}),$$

we obtain from Propositions 4.1, A.6 and A.7 the estimates

$$\|\sqrt{\bar{g}}\bar{G}_{\Lambda\Gamma}\|_{X^{2,2}_{T^2}(\mathbb{T}^n)} + \|\sqrt{\bar{g}}\bar{G}_{\Lambda\Gamma}\|_{X_{T^2}^2(\mathbb{T}^n)} \leq C(\|\bar{g}\|_{X^{2,1}_{T^2}(\mathbb{T}^n)}, \|\phi\|_{Y^{2,1}_{T^2}(\Omega)}) \tag{5.56}$$

and

$$\left\|\sqrt{\bar{g}}\bar{G}_{\Lambda\Gamma} - \sqrt{|\bar{g}|}\bar{G}_{\Lambda\Gamma}\right\|_{X_{T^2}^2(\mathbb{T}^n)} \leq C(\|\bar{g}\|_{X^{2,1}_{T^2}(\mathbb{T}^n)}, \|\phi\|_{Y^{2,1}_{T^2}(\Omega)}) \times (\|\bar{g} - S_{\Lambda}\bar{g}\|_{X^{2,1}_{T^2}(\mathbb{T}^n)} + \|\phi - S_{\Lambda}\phi\|_{Y^{2,1}_{T^2}(\Omega)}). \tag{5.57}$$

Fixing a smooth test vector field \(\bar{Y} = (\bar{Y}^\mu) \in C^\infty_0([0, T], C^\infty(\mathbb{T}^n, \mathbb{R}^{n+1}))\), we find, using the familiar formula \(\nabla^\Lambda\bar{Y}^\Gamma = \bar{g}^{\Lambda\Omega}(\partial_{\bar{\phi}}\bar{Y}^\Gamma + \bar{\Gamma}^\Omega_{\Gamma\Sigma}\bar{Y}^\Sigma)\) for the covariant derivative, and Propositions 4.1, A.6 and A.7 that

$$\left\|\nabla^\Lambda\bar{Y}^\Gamma\right\|_{X_{T^2}^2(\mathbb{T}^n)} + \left\|\nabla^\Lambda\bar{X}^\Gamma\right\|_{X_{T^2}^2(\mathbb{T}^n)} \leq C(\|\bar{g}\|_{X^{2,1}_{T^2}(\mathbb{T}^n)}, \|\phi\|_{Y^{2,1}_{T^2}(\Omega)}) \tag{5.58}$$

and

$$\left\|\nabla^\Lambda\bar{Y}^\Gamma - \nabla^\Lambda\bar{Y}^\Gamma\right\|_{X_{T^2}^2(\mathbb{T}^n)} \leq C(\|\bar{g}\|_{X^{2,1}_{T^2}(\mathbb{T}^n)}, \|\phi\|_{Y^{2,1}_{T^2}(\Omega)}) \times (\|\bar{g} - S_{\Lambda}\bar{g}\|_{X^{2,1}_{T^2}(\mathbb{T}^n)} + \|\phi - S_{\Lambda}\phi\|_{Y^{2,1}_{T^2}(\Omega)}). \tag{5.59}$$

Due to (5.59), we know that classical second contracted Bianchi identity

$$\nabla^\Lambda\bar{G}_{\Lambda\Gamma} = 0 \tag{5.60}$$

holds on \([0, T) \times \mathbb{T}^n\). Since the test vector field \(\bar{Y}^\mu\) vanishes near \(X^0 = 0\) and \(X^0 = T\), a straightforward integration by parts arguments using Stokes’ Theorem and (5.60) shows that

$$\int_{[0, T) \times \mathbb{T}^n} \nabla^\Lambda\bar{Y}^\Gamma \bar{G}_{\Lambda\Gamma} \sqrt{|\bar{g}|} d^4X = 0 \quad 0 < \lambda \leq \lambda_0,$$
which we can use to write
\[
\int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{G}_\Lambda \sqrt{|g|} \, d^4X = \int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{G}_\Lambda \sqrt{|g|} - \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{G}_\Lambda \sqrt{|g|} \, d^4X \\
= \int_{[0,T) \times \mathbb{T}^n} \left( \bar{\nabla}^\Lambda \bar{Y}^\Gamma - \bar{\nabla}^\Lambda \bar{Y}^\Gamma \right) \bar{G}_\Lambda \sqrt{|g|} \, d^4X + \int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \left( \bar{G}_\Lambda \sqrt{|g|} - \bar{G}_\Lambda \sqrt{|g|} \right) \, d^4X.
\]
Applying the triangle and Hölder inequalities to this expression, the estimates (5.56)-(5.59) imply that
\[
\left| \int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{G}_\Lambda \sqrt{|g|} \, d^4X \right| \leq C \left( \|\bar{g}\|_{X^{s+1}_T} \right) \left( \|\bar{\phi}\|_{Y^{s+1}_T} \right) + \|\phi - S\phi\|_{Y^{s+1}_T}.
\]
But, by Proposition 5.1, we have that
\[
\lim_{\lambda \to 0} \|\bar{g} - S\lambda \bar{g}\|_{X^{s+1}_T} = 0 \quad \text{and} \quad \lim_{\lambda \to 0} \|\phi - S\lambda \phi\|_{Y^{s+1}_T} = 0,
\]
and so, we conclude from (5.61) that
\[
\int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{G}_\Lambda \sqrt{|g|} \, d^4X = 0.
\]
Similar arguments starting form the classical contracted commutator identity
\[
\bar{\nabla}^\Lambda \bar{Y}^\Gamma \zeta_\Lambda - \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{\nabla}^\Lambda \zeta_\Lambda = \bar{R}_\Lambda \bar{\nabla}^\Lambda \zeta_\Lambda,
\]
can be used to establish the identity
\[
\int_{[0,T) \times \mathbb{T}^n} \left( -\bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{\nabla}^\Lambda \zeta_\Lambda + \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{\nabla}^\Lambda \zeta_\Lambda \right) \sqrt{|g|} \, d^4X = \int_{[0,T) \times \mathbb{T}^n} \bar{Y}^\Gamma \bar{R}_\Lambda \bar{\nabla}^\Lambda \zeta_\Lambda \sqrt{|g|} \, d^4X.
\]
We note also that
\[
\bar{g}_\Lambda \in \mathcal{X}^s_T(\mathbb{T}^n),
\]
\[
\zeta_\Lambda \in \mathcal{X}^{s-1}_T(\mathbb{T}^n) \cap \bigcap_{\ell=0}^1 W^{\ell-\infty}([0,T), H^{1-\ell}(\mathbb{T}^n)),
\]
and
\[
\bar{T}_\Lambda \in \mathcal{X}^s_T(\Omega),
\]
by (5.49), (5.50), and Propositions A.6 and A.7. It is also not difficult to see that (5.58), (5.64), and (5.66) guarantee that \( \bar{T}_\Lambda \) has a well-defined trace on the boundary \([0,T) \times \partial\Omega\), and that \( \bar{g}_\Lambda, \bar{\nabla}^\Lambda \bar{Y}^\Gamma, \) and \( \bar{T}_\Lambda \) are regular enough to justify the following integration by parts argument:
\[
\int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{\nabla}^\Lambda \bar{g}_\Lambda \sqrt{|g|} \, d^4X = \int_{[0,T) \times \mathbb{T}^n} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{T}_\Lambda \sqrt{|g|} \, d^4X
\]
\[
= \int_{[0,T) \times \partial\Omega} \bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{T}_\Lambda \sqrt{|g|} \, d\mu - \int_{[0,T) \times \mathbb{T}^n} \bar{Y}^\Gamma \bar{\nabla}^\Lambda \bar{T}_\Lambda \sqrt{|g|} \, d^4X = 0,
\]
where in obtaining the last equality we have used (5.62) and (5.63).

Contracting (5.51) with \( \bar{\nabla}^\Lambda \bar{Y}^\Gamma \) and integrating over \([0,T) \times \mathbb{T}^n\), we observe, with help of (5.62), (5.63) and (5.66), that \( \zeta_\Lambda \) satisfies
\[
\int_{[0,T) \times \mathbb{T}^n} \left( -\bar{\nabla}^\Lambda \bar{Y}^\Gamma \bar{\nabla}^\Lambda \zeta_\Gamma + \bar{Y}^\Gamma \bar{R}_\Lambda \bar{\nabla}^\Lambda \zeta_\Lambda \right) \sqrt{|g|} \, d^4X.
\]
Since \( \bar{Y}^\Gamma \) was chosen arbitrarily, it follows that \( \zeta_\Lambda \in \bigcap_{\ell=0}^1 W^{\ell-\infty}([0,T), H^{1-\ell}(\mathbb{T}^n)) \) is a weak solution of the IVP:
\[
\bar{\nabla}^\Lambda \bar{\nabla}^\Lambda \zeta_\Gamma + \bar{R}_\Lambda \bar{\nabla}^\Lambda \zeta_\Lambda = 0 \quad \text{in} \quad [0,T) \times \mathbb{T}^n, \\
(\zeta_\Gamma, \partial_\mu \zeta_\Lambda) = (0,0) \quad \text{in} \quad \{0\} \times \mathbb{T}^n.
\]
By the uniqueness of weak solutions, we conclude that \( \zeta_\Lambda = 0 \) in \([0,T) \times \mathbb{T}^n\), which is clearly equivalent to \( \zeta_\mu = 0 \) in \([0,T) \times \mathbb{T}^n\). This complete the proof of Theorem 3.3.
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Appendix A. Calculus inequalities

In this appendix, we state, for the convenience of the reader, a number of calculus inequalities that will be used throughout this article. In the following, \( \Omega \) will always denote an open subset of \( \mathbb{T}^n \) with smooth boundary. Proofs of the inequalities involving the standard Sobolev spaces \( W^{s,p}(\Omega) \) are well known and may be found, for example, in the books [1], [14] and [25]. The proofs of the inequalities involving the \( H^{0,s}(\mathbb{T}^n) \) space can either be found in Appendix A of [2], or else are easily derived from the inequalities found there.

Theorem A.1. [Sobolev’s inequality] Suppose \( s \in \mathbb{Z}_{\geq 1}, 1 \leq p < \infty, \) and \( sp > n \). Then
\[
\|u\|_{L^\infty(\Omega)} \lesssim \|u\|_{W^{s,p}(\Omega)}
\]
for all \( u \in W^{s,p}(\Omega) \).

Theorem A.2. [Integral Rellich-Kondrachov Theorem] Suppose \( 1 \leq p \leq n \) and let
\[
p^* = \begin{cases} \frac{np}{n-p} & \text{if } p < n \\ \infty & \text{if } p = n \end{cases}
\]
Then \( W^{1,p}(\Omega) \subset L^q(\Omega) \) for \( 1 \leq q < p^* \), and the embedding is compact.

Theorem A.3. [Fractional Rellich-Kondrachov Compactness Theorem] Suppose \( s \in (0,1), 1 < p < \infty, \) and let
\[
p_s = \begin{cases} \frac{np}{n-sp} & \text{if } sp < n \\ \infty & \text{if } p = sn \end{cases}
\]
Then \( W^{s,p}(\Omega) \subset L^q(\Omega) \) for \( 1 \leq q < p_s \), and the embedding is compact.

Theorem A.4. [Multiplication estimates]
(i) If \( 1 \leq p < \infty, s_1, s_2, s_3 \in \mathbb{Z}, s_1, s_2 \geq s_3 \geq 0, \) and \( s_1 + s_2 - n/p > s_3 \), then
\[
\|u_1u_2\|_{W^{s_3,p}(\Omega)} \lesssim \|u_1\|_{W^{s_1,p}(\Omega)}\|u_2\|_{W^{s_2,p}(\Omega)}
\]
for all \( u_i \in W^{s_i,p}(\Omega), i = 1, 2 \).
(ii) If \( s_1, s_2, s_3 \in \mathbb{Z}, s_1, s_2 \geq s_3 \geq 0, \) and \( s_1 + s_2 - n/2 > s_3 \), then
\[
\|u_1u_2\|_{H^{s_3}(\mathbb{T}^n)} \lesssim \|u_1\|_{H^{s_1}(\mathbb{T}^n)}\|u_2\|_{H^{s_2}(\mathbb{T}^n)}
\]
for all \( u_i \in H^{0,s_i}(\mathbb{T}^n) \).

Theorem A.5. [Moser’s estimates] Suppose \( s \in \mathbb{Z}_{\geq 1}, 1 \leq p \leq \infty, |\alpha| \leq s, f \in C^s(\mathbb{R}), f(0) = 0, \) and \( g \in C^{s+1}(\mathbb{R}) \). Then
\[
\|D^\alpha f(u)\|_{L^p(\Omega)} \leq C(\|f\|_{C^s}) (1 + \|u\|_{L^{s+1}(\Omega)}^{s-1})\|u\|_{W^{s,p}(\Omega)}
\]
and
\[
\|D^\alpha (g(u) - g(v))\|_{L^p(\mathbb{R}^n)} \leq C(\|g\|_{C^{s+1}}) (1 + \|u\|_{L^{s+1}(\mathbb{R}^n)}^{s-1} + \|v\|_{L^{s+1}(\mathbb{R}^n)}^{s-1})\|u - v\|_{W^{s,p}(\Omega)}
\]
for all \( u, v \in L^\infty(\Omega) \cap W^{s,p}(\Omega) \).

Proposition A.6. Suppose \( s_1, s_2, s_3 \in \mathbb{Z}, s_1, s_2 \geq s_3 \geq 0, s_1 + s_2 - n/2 > s_3, \) and \( 0 \leq \ell \leq s_3 \). Then
\[
\|\partial_t^\ell (u_1u_2)\|_{H^{0,s_3-\ell}(\mathbb{T}^n)} \lesssim \|u_1\|_{E^{s_1}(\mathbb{T}^n)}\|u_2\|_{E^{s_2}(\mathbb{T}^n)}
\]
and
\[
\|\partial_t^\ell (v_1v_2)\|_{H^{0,s_3-\ell}(\Omega)} \lesssim \|v_1\|_{E^{s_1}(\Omega)}\|v_2\|_{E^{s_2}(\Omega)}
\]
for all \( u_i \in E^{s_i}(\mathbb{T}^n) \) and \( v_i \in E^{s_i}(\Omega), i = 1, 2 \).
Proposition A.7. Suppose $s \in \mathbb{Z}_{> n/2}$, $f \in C^s(\mathbb{R})$, $f(0) = 0$, and $g \in C^{s+1}(\mathbb{R})$. Then

$$
\| \partial_t^s f(u) \|_{H^{0,-s}(\mathbb{T}^n)} \leq C \left( \| u \|_{E^s(\mathbb{T}^n)} \right) \| u \|_{E^s(\mathbb{T}^n)},
$$

$$
\| \partial_t^s f(u) - \partial_t^s f(v) \|_{H^{0,-s}(\mathbb{T}^n)} \leq C \left( \| u \|_{E^s(\mathbb{T}^n)}, \| v \|_{E^s(\mathbb{T}^n)} \right) \| u - v \|_{E^s(\mathbb{T}^n)}
$$

and

$$
\| \partial_t^s f(v) \|_{H^{0,-s}(\mathbb{T}^n)} \leq C \left( \| u \|_{E^s(\mathbb{T}^n)} \right) \| u \|_{E^s(\mathbb{T}^n)}
$$

for all $u, v \in X_T^s(\mathbb{T}^n)$, $w \in Y^s_T(\Omega)$ and $0 \leq \ell \leq s$.
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