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Biological nanomachines are nanometer-size macromolecular complexes that catalyze chemical reactions in the presence of substrate molecules. The catalytic functions carried out by such nanomachines in the cytoplasm, and biological membranes are essential for cellular metabolism and homeostasis. During catalytic reactions, enzymes undergo conformational changes induced by substrate binding and product release. In recent years, these conformational dynamics have been considered to account for the nonequilibrium transport phenomena such as diffusion enhancement, chemotaxis, and substantial change in rheological properties, which are observed in biological systems. In this review article, we shall give an overview of the recent theoretical and experimental investigations that deal with nonequilibrium transport phenomena induced by biological nanomachines such as enzymes or proteins.

I. INTRODUCTION

In recent years, to better understand the complex nonequilibrium phenomena observed in living systems such as the cytoplasm and biological membranes, various studies have been performed in an interdisciplinary field involving physics, chemistry, biology, and engineering. Experimental studies demonstrate that by harnessing chemical energy, biological nanomachines give rise to nonequilibrium transport phenomena such as diffusion enhancement, chemotaxis or anticamotaxis, and substantial change in rheological properties. From a theoretical viewpoint, however, equilibrium concepts such as the time-reversal symmetry, Newton’s third law, and the reciprocal relation do not hold in nonequilibrium living systems.

At the nanometer scale, catalytic enzymes change their shapes periodically by converting chemical energy into mechanical work. Continuous energy consumption breaks the time-reversal symmetry at microscopic scales. Cyclic shape changes of enzymes induce a fluid flow that can be represented by force dipole or torque dipole in a continuum description. When multiple enzymes are present, their induced collective hydrodynamic flow can give rise to enhancement in tracer or enzyme diffusion coefficients. Moreover, enzymes interact with chemical species and it is known that the resultant interaction becomes nonreciprocal, i.e., absence of the action-reaction symmetry. These hydrodynamic and nonreciprocal interactions of enzymes would account for nonequilibrium transport such as diffusion enhancement, chemotaxis, or active phase separation.

At the macroscopic scale, on the other hand, the system with broken time-reversal symmetry can be viewed as an active fluid where the surrounding environment actively interacts with enzymes or proteins. In living systems, parity symmetry can also be violated due to chiral structures or rotational motions of enzymatic molecules. An example of such a system is a biological membrane with embedded rotary proteins. This active chiral fluid possesses unique properties such as edge flows or nonreciprocal interaction that are also essential for nonequilibrium transport in living systems.

The aim of this article is to review the recent developments in the study of nonequilibrium transport phenomena induced by biological nanomachines. In Sec. II, we explain the fundamental physical properties of biological nanomachines. In Sec. III, we review recent experimental works dealing with nonequilibrium transport in living systems such as cells. In Sec. IV, we describe several coarse-grained descriptions of biological nanomachines. In Sec. V, we review the recent developments on the concept of odd viscosity that breaks both time-reversal symmetry and parity symmetry. Finally, some future perspectives are given in Sec. VI.

II. PHYSICAL CHEMISTRY OF BIOLOGICAL NANOMACHINES

A. Biological nanomachines

Biological nanomachines are nanometer-size proteins that catalyze chemical reactions in the presence of substrate molecules, e.g., adenosine triphosphate (ATP). During chemical reactions, nanomachines or motor proteins change their shapes to exert forces on surrounding environments such as the cytoplasm or biological membranes. For example, the myosin proteins are responsible...
for muscle contraction by generating directional movement along actin filaments, while kinesins and dyneins that walk along microtubules are essential for vesicle trafficking. In addition to these translational motors responsible for motile processes in a biological cell [2], there are rotor proteins called ATP synthase or F0F1-ATPase that exhibits rotational motions to allow proteins or other materials to pass through the membrane. These rotary enzymes are classified as membrane proteins because they are embedded in biological membranes to be responsible for various life-sustaining processes.

One of the characteristics of these motor proteins is that they consume chemical energy in order to deliver mechanical work such as unidirectional movements. Each mechanical step is related to the free energy of ATP hydrolysis $\Delta E$, and one can roughly estimate the force $f$ exerted by a motor protein as [2]

$$ f = \frac{\Delta E}{\ell} \approx \frac{20 k_B T}{8 \text{nm}} \approx 10 \text{pN}, $$

where $\ell \approx 8 \text{nm}$ is the typical distance traveled by a kinesin motor and $k_B T \approx 4 \times 10^{-21} \text{J}$ with $k_B$ and $T$ being the Boltzmann constant and the temperature, respectively. Furthermore, by assuming that motor proteins or enzymes consist of an elastic spring, one can estimate the motor's elastic constant $k$ and the characteristic relaxation timescale $\tau$ as

$$ k = \frac{f}{a} \approx \frac{10 \text{pN}}{10 \text{nm}} \approx 10^{-3} \text{N/m}, $$

and

$$ \tau = \frac{\zeta}{k} \approx \frac{10^{-7} \text{N} \cdot \text{s/m}}{10^{-3} \text{N/m}} \approx 10^{-4} \text{s}, $$

respectively. Here, we have chosen the protein size as $a \approx 10 \text{nm}$ and the friction coefficient of a motor as $\zeta \approx 10^{-7} \text{N} \cdot \text{s/m}$. These estimates give characteristic physical quantities for motor proteins at small scales.

Since their mechanical work becomes available by attaching themselves to some biological structures such as filaments or membranes, motile behavior was not reported for enzymatic molecules that are freely dispersed in aqueous solutions or cytoplasm and are not attached to surrounding structures. However, it has been experimentally shown that enzymes also exhibit mechanical motions, and their dependency on substrate concentrations or theoretical modelings has attracted much attention, as we shall explain below.

### B. Biocatalysis by enzymatic molecules

Enzymes are functional macromolecular proteins consisting of amino acids in a particular sequence [1]. The assembly of amino acids folds into a precise 3D conformation with reactive sites on its surface. Therefore, these amino acid polymers bind with high specificity to other molecules and act as enzymes catalyzing chemical processes that make or break covalent bonds of other molecules [1, 2]. Moreover, these proteins play other roles, such as maintaining structures, generating movements, and sensing signals, which are essential for cellular metabolism and homeostasis [1].

In order to exhibit specific functions in cells, the shapes of most biological macromolecules need to be highly constrained [1]. However, most of the covalent bonds in a macromolecule allow rotation of atoms and give the polymer chain great flexibility. This polymer chain flexibility allows a macromolecule to adopt an almost unlimited number of conformations caused by random thermal motions of surrounding environments [1]. Macromolecules can fold tightly into highly preferred conformations due to many weak noncovalent bonds between different parts of the same molecule [1].

The four types of noncovalent interactions (hydrogen bonds, van der Waals attractions, hydrophobic forces, and electrostatic attractions) are essential for biological molecules [1]. Although the strength of these noncovalent bonds is 20 times weaker than that of a covalent bond, they provide tight binding once many of such weak interactions are formed simultaneously [1]. In addition, they can also add up to create a strong attraction between two different molecules when they fit together very closely [1]. Since the strength of the binding depends on the number of noncovalent bonds formed between molecules, interactions of almost any affinity are possible [1, 2]. This flexibility in noncovalent bonds causes rapid molecule dissociation, which drives catalytic chemical cycles followed by the dissociation of product molecules [1, 2].

Recent advances in fluorescence microscopy have motivated studies of single-molecule observation. In 1988, for example, Lu et al. investigated enzymatic turnovers of single cholesterol oxidase molecules in real-time by monitoring the emission from the enzyme fluorescent active site [3]. Moreover, they derived the waiting time distribution of the enzymes and showed that the obtained distribution agrees well with that derived from real-time trajectories of enzymes [3]. Later, it was shown that the reaction velocity for single-enzyme observations coincides with that for ensemble-enzyme observations when scaled by the total concentration of enzymes [3, 5]. This coincidence results from the fact that the average over the long time trace of a single molecule is equivalent to that over a large ensemble of identical molecules.

### C. Conformational dynamics during chemical reactions

Motor proteins such as myosin and kinesin undergo unidirectional motion responsible for autonomously contracting muscles and transporting materials within cells [1]. By catalyzing ATP hydrolysis, they acquire sufficient energy to exhibit the motile behavior. On the other hand, most enzymes do not exhibit such behav-
ior, although both motor proteins and enzymes catalyze chemical reactions. In particular, enzymes exhibit a distinctive type of dynamics, i.e., conformational change, generally induced by substrate binding and product release \[6, 7\]. Then, it follows that enzymes undergo a conformational change in each turnover cycle of the chemical reactions in the presence of substrate molecules, as shown in Fig. 1.

These conformational dynamics have been taken into account to mimic molecular enzymes in a framework of the elastic network model. Togashi et al. analyzed non-linear conformational relaxation dynamics of proteins in elastic networks and found that motions of these proteins are robust against external perturbations \[8\]. They also constructed an example of an artificial elastic network, operating as a cyclic machine powered by substrate binding with the use of evolutionary optimization methods. Later, Echeverria et al. presented a multi-scale coarse-grained description of protein conformational dynamics in a solvent, which is described by multiparticle collision dynamics \[9\]. They found that hydrodynamic interactions cause essential effects on the large-scale conformational motions of the protein and significantly affect the translational diffusion coefficients and orientational correlation times.

Recently, using direct observation techniques, Aviram et al. studied the relationship between conformational dynamics and the chemical steps of enzymes \[10\]. They labeled adenylate kinase, which is responsible for cellular energy homeostasis, from *E. coli* with FRET dyes at CORE and LID domains. Then they derived open and closed conformations of the enzyme from histograms of FRET efficiency. The obtained histograms show a peak FRET efficiency value of 0.4 in the absence of substrates, while the peak shifts to 0.6 in the saturating concentrations of ATP. By comparing these conformational dynamics and chemical steps, they found that substrate binding increases domain closing and opening times dramatically, i.e., 100–200 times faster than the enzymatic turnover rate \[10\].

ATP synthase or *F*\textsubscript{0}F\textsubscript{1}-ATPase is composed of two different rotary motors (F\textsubscript{0} and F\textsubscript{1}) connected to a shaft and shows another type of conformational change, i.e., rotational motion. The F\textsubscript{0} motor uses the gradient of hydrogen ions to rotate, while the F\textsubscript{1} motor uses ATP hydrolysis to rotate in the opposite direction of F\textsubscript{0} \[2\]. When the transmembrane electrochemical gradient is strong, F\textsubscript{0} generates more torque than F\textsubscript{1}, and it rotates in reverse to synthesize ATP \[2\]. When the electrochemical gradient is weak, on the other hand, the torque that F\textsubscript{1} generates dominates over that of F\textsubscript{0}, and the ATP hydrolysis occurs, which pumps hydrogen ions out of the cell \[2\]. By direct observation of the motion of F\textsubscript{1}, Noji et al. showed that the motor rotates in distinct steps of 120°, and the induced torque is the order of 10 \text{pN-nm} \[11\]. Given the nanometer-size rotary motor, one can see that the observed torque is comparable to the force exerted by a motor protein, as we have estimated in Eq. 1.

**D. Diffusion enhancement in enzyme solutions**

To explicitly focus on enzyme-driven phenomena, diffusion in enzyme solutions has been experimentally studied in recent years \[12–19\]. For example, Muddana et al. first reported the enhanced diffusion of enzyme urease in the presence of substrate urea \[12\]. Later, it was shown that enzymes exhibit collective motions toward the direction of higher or lower concentrations of substrates, i.e., chemotaxis and antichemotaxis, respectively \[13, 17, 19\].

It was also claimed that the enhanced diffusion had been observed even during catalysis at the Ångström scale, which is much smaller than a system of molecular enzymes \[18, 19\]. Since the used catalyst shows less conformational dynamics due to its larger rigidity compared to molecular proteins, a different mechanism, such as the transfer of momentum from the active catalyst molecule, was proposed to account for the enhanced diffusion. Moreover, it was also reported that enhanced diffusion in molecular-scale systems was due to a convective flow \[20\], and enhancement in diffusivity is still a matter of debate \[21\].

To identify the mechanism of the observed enhanced diffusion and chemotactic phenomena, several people have suggested theories that account for the roles of heat or hydrodynamic interaction caused by enzymes \[22–25\]. Mikhailov et al. discussed the collective hydrodynamic flows induced by active force dipoles and analytically derived the diffusion enhancement of a tracer particle, which depends linearly on the enzyme activity \[22, 23\]. Then, Golsestanian proposed four mechanisms for the enhanced diffusion of enzymes, namely, self-thermophoresis, boost in kinetic energy, stochastic swimming, and collective heating \[24\]. He concluded that only the last two descriptions could account for the phenomenon. Later, Illien et al. took into account the hydro-
dynamic effects induced by conformational changes of enzymatic domains and demonstrated that a single enzyme could diffuse faster even at equilibrium [25]. However, a recent experiment pointed out the difficulty of quantitatively accounting for the observed enhanced diffusion within the suggested theoretical approaches [26].

III. NONEQUILIBRIUM TRANSPORT IN LIVING SYSTEMS

A. Active transport in biological cells

In recent years, to better understand nonequilibrium phenomena in biological cells, the diffusive properties of tracer particles in vivo have been experimentally studied [27, 28]. For example, Guo et al. microinjected submicron colloidal particles into A7 melanoma cells and measured their time-dependent motion to calculate ensemble-averaged mean-square displacement, as shown in Fig. 2(A) [27]. In Fig. 2(B), the mean-square displacement shows constant behavior at small timescales, whereas, at large timescales, it increases approximately linearly with time [27]. Although this linearly increasing behavior is consistent with Brownian motion in a purely viscous liquid at thermal equilibrium, such a description cannot be applied to the cytoplasm. They also observed the mean-square displacement in cells whose activity is inhibited and found no change in the displacement compared to that in active cells at small timescales, as shown in Fig. 2(C) [27]. At large timescales, on the other hand, the mean-square displacement exhibits an increasing behavior when myosin is inhibited or a nearly time-independent behavior when ATP is depleted [27].

These results suggest that motor proteins and ATP-driven proteins such as enzymes play essential roles in the motion of particles in cells. Parry et al. performed similar experimental studies in the bacterial cytoplasm and observed the enhanced diffusion of plasminoids in untreated cells [25]. Such a phenomenon is called anomalous diffusion to distinguish from the ordinary Brownian diffusion that is induced by the thermal motions of solvent molecules.

The above experimental findings demonstrate that passive particles diffuse faster when cells operate properly in the presence of substrate molecules. They also imply that nonequilibrium fluctuations due to continuous energy supply contribute to nonthermal diffusion. At the same time, ATP-dependent diffusion observed in the cytoplasm suggests that enzymes that catalyze chemical reactions using substrate molecules also have contributions to anomalous diffusion. However, due to the complexity of cellular environments that contain structures and materials such as cytoskeletons and viscoelastic media, the mechanism of anomalous diffusion has not yet been completely clarified.

B. Rheology of cellular systems

Biomolecular machines exhibit mechanical motions in fluid environments such as cytoplasm or biological membranes, and the physical properties of the fluid with these active constituents are essential for biomolecular transports and chemical reactions [29]. Hence, the effect of enzymatic activity on the rheological properties of such active fluids has gathered much attention in recent years.

Before reviewing some experimental findings in this field, we first mention the concept of the rheological properties of ordinary passive fluids. In general, the rheological properties of fluids are characterized by the fourth-rank viscosity tensor $\eta_{ijkl}$ that linearly connects the strain rate tensor $\dot{\varepsilon}_{ij} = (\partial_i v_j + \partial_j v_i)/2$ and the fluid stress tensor $\sigma_{ij}$ [30]:

$$\sigma_{ij} = \eta_{ijkl} \dot{\varepsilon}_{kl},$$  \hspace{1cm} (4)

where the indices $i, j, k, l = x, y, z$, and we assume summation over repeated indices. In the above, $\mathbf{v}$ is the fluid velocity field, and the viscosity tensor for a 3D isotropic fluid is given by [30]

$$\eta_{ijkl} = \eta_d \delta_{ij} \delta_{kl} + \eta (\delta_{ik} \delta_{j\ell} + \delta_{i\ell} \delta_{jk} - \frac{2}{3} \delta_{ij} \delta_{k\ell}),$$  \hspace{1cm} (5)

where $\delta_{ij}$ is the Kronecker delta, and $\eta_d$ and $\eta$ are the dilatational and shear viscosities, respectively. The shear viscosity can be obtained by the autocorrelation functions of the viscous stress $\sigma_{xy}$ based on the linear response theory

$$\eta = \frac{1}{k_B TV} \int_0^{\infty} dt \langle \sigma_{xy}(t) \sigma_{xy}(0) \rangle,$$  \hspace{1cm} (6)

where $V$ is the volume and $\langle \cdots \rangle$ denotes the average over the steady-state ensemble of trajectories. For a passive fluid, its viscosities can be modified, e.g., by the density of the immersed particle, the system temperature, or applied shear forces [29]. On the other hand, these rheological properties can be modified by additional contributions to the cytoplasm or biological membranes where metabolic activities are present, and the systems are strongly driven out of equilibrium.

Nishizawa et al. experimentally studied the shear viscosity of cytoplasm for various concentrations of macromolecules [31]. The viscosity of cell extracts without metabolic activation rapidly increased with the macromolecule concentration, which shows diverging viscosity at the critical concentration $c^* \approx 0.34 \text{ g/mL}$, as shown in Fig. 3. This critical concentration is close to the physiological concentration in living cells ($\sim 0.3 \text{ g/mL}$). On the other hand, metabolically active living cells showed moderate fluidity and did not undergo glass transition unlike inactivated cells [31]. These experimental findings suggest that metabolically active living cells are essential for finite fluidity that facilitates the efficient transport of molecules in living cells.
In more macroscopic scales, the shear viscosity of bacterial suspensions has been studied. First, Rafai et al. performed experiments on the rheology of suspensions of live cells, *Chlamydomonas Reinhardtii*, and revealed that the obtained viscosity was larger than that of suspensions with the same volume fraction of dead cells. Later, López et al. investigated the response of an *E. coli* suspension under the shear flow and showed that the suspension viscosity decreases with increasing the bacterial density at low shear rates as shown in Fig. 4. These experimental findings suggest that active constituents that convert chemical energy into mechanical work contribute to rheological properties and make them dependent on the internal activity.

### C. Emergent patterns in active chiral systems

In addition to the above peculiar rheological properties, the emergent macroscopic patterns have been investigated in active fluids. Experimentally, such active systems have been realized in nanoscale molecular motors or multicellular biological systems. Sumino et al. investigated the behavior of microtubules propelled by surface-bound dyneins and observed that self-organization of the microtubules results in vortices at high densities due to the alignment mechanism. In addition, a spatiotemporal pattern was found in the monolayer of synthetic molecular motors. For larger scales such as multicellular systems, edge flows were observed at the boundary of active nematic cells. In the bacterial suspensions, Beppu et al. showed that edge currents develop as the bacterial density increases.

The common feature of these emergent chiral patterns is that the parity symmetry is broken due to the collective effects of motor proteins, the chiral structure of molecules, or the surrounding geometries. Moreover, these active constituents continuously consume energy, and hence the time-reversal symmetry is broken. Since both the time-reversal and parity symmetries are violated in these biological environments, they are called active chiral systems or active chiral fluids. In these out-of-equilibrium systems, the equilibrium concept such as free energy, detailed balance, and time-reversal symmetry no longer holds, and new physical quantities that characterize the systems are necessary, as we describe in the next Sections.
FIG. 3. The effective viscosity $\eta$ of BSA solutions (red circles) and cell extracts without cytoskeletons and metabolic activity (green triangles: E. coli, blue squares: Xenopus eggs, and black diamonds: HeLa cells) as a function of the concentration of the macromolecules $c$. The viscosity $\eta$ is rescaled by the water viscosity $\eta_w$. Adapted from [K. Nishizawa, K. Fujisawa, M. Ikenaga, N. Nakajo, M. Yanagisawa, and D. Mizuno, Sci. Rep. 7, 1 (2017)] under CC BY 4.0.

FIG. 4. Effective viscosity of E. coli suspensions as a function of the applied shear rate $\dot{\gamma}$ for various values of the volume fraction $\phi$. Reprinted figure with permission from [H. M. López, J. Gachelin, C. Douarche, H. Auradou, and E. Clément, Phys. Rev. Letts. 115, 028301 (2015)] Copyright (2015) by the American Physical Society.

IV. COARSE-GRAINED MODELING OF BIOLOGICAL NANOMACHINES

A. Continuum hydrodynamic description

For the passive case without any activity, the disturbance flow arises only when an external force or flow field is imposed on a fluid [29]. For the active case, however, the disturbance flow is induced even in a quiescent fluid because of the mechanical work driven by motor proteins or enzymatic molecules. Over the length scale of molecular proteins where the inertial effect is negligible, the hydrodynamic behavior is governed by the well-known Stokes equation

$$\eta \nabla^2 \mathbf{v}(\mathbf{r}) - \nabla p(\mathbf{r}) + \mathbf{F}(\mathbf{r}) = 0,$$

and the incompressibility condition

$$\nabla \cdot \mathbf{v}(\mathbf{r}) = 0,$$

where $\nabla = (\partial_x, \partial_y, \partial_z)$ is the 3D differential operator and $\mathbf{r} = (x, y, z)$ is the position vector. In the above, $\eta$ is the shear viscosity, $\mathbf{v}$ is the fluid velocity field, $p$ is the hydrostatic pressure, and $\mathbf{F}$ is any other arbitrary force density on the fluid.

In this Stokes regime, the hydrodynamic flow at $\mathbf{r}$ induced by $\mathbf{F}$ at $\mathbf{r}_0$ is expressed as

$$\mathbf{v}_i(\mathbf{r}) = \frac{1}{8\pi \eta r} \left( \delta_{ij} + \frac{r_j r_j}{r^2} \right),$$

with $r = |\mathbf{r}|$. If the position of $\mathbf{r}$ is far from that of $\mathbf{F}$, a Taylor expansion of the Green’s function provides a far-field representation of the flow in terms of multipole moments $M^{(n)}$ of the tractions and velocities [29]. Then the velocity field can be expressed in terms of $G$ and its derivatives as [29, 41]

$$\mathbf{v}_i(\mathbf{r}) \approx \sum_{n=0}^{\infty} \partial^{(n)}_{ik} G_{ij}(\mathbf{r}) M^{(n)}_{jk}.$$
surrounding environments, such as the cytoplasm and biological membranes. At large scales, however, any enzyme can be regarded as an active force dipole, as shown in Fig. 6(a). The active force dipole consists of two domains, representing enzymatic domains, connected with a shaft, and its length cyclically varies in time to mimic the conformational dynamics of enzymes during chemical reactions.

Since a dipole exerts the time-dependent force, \( F(t) \), along its axis direction, the dipole induces the hydrodynamic flow in surrounding environments. For example, if a force dipole is immersed in a 3D fluid, the generated flow field can be calculated from Eq. (10) for \( n = 1 \):

\[
v_i(r) = -F(t) x \partial_k G_{ij}(r) \hat{x}_j,
\]

where \( F(t) = F \hat{x} \) and \( \hat{x} \) being a unit vector in the direction of the enzyme axis. In the context of self-propelled microswimmers, \( F > 0 \) \( (F < 0) \) denotes a pusher (puller) type of a micromachine. The resultant flow is the stresslet that is shown in Fig. 5(b).

When multiple dipoles are immersed in fluids, they induce collective hydrodynamic flows in their surroundings, which can lead to nonthermal fluctuations. Considering these hydrodynamic effects, Mikhailov et al. derived the diffusion coefficient of a passive tracer in a solution where dipoles are homogeneously distributed in space, and the directions of their long axes are randomly distributed. Moreover, when dipole concentration gradient is present, the tracer exhibits chemotaxis, which was observed in the experiment [13]. Later, Koyano et al. discussed the situation where dipoles are aligned and concentrated in a liquid domain corresponding to lipid rafts in biological membranes [52]. Hosaka et al. considered the hydrodynamic coupling between the 2D and 3D fluids and derived the active diffusion coefficients for an arbitrary size of the diffusing particle [53].

The hydrodynamic interactions and clustering mechanisms of active force dipoles were also investigated in flat [54] or curved [55] biological membranes. Manikantan examined the phase behavior of a pair of hydrodynamically interacting force dipoles and showed that bulk confinement plays an essential role in the clustering dipoles. Moreover, it was demonstrated that multiple dipoles exhibit the collective dynamics that can be tuned by the confinement of the membrane. In curved geometry, aggregation effects of dipoles were confirmed in the regimes of both low and high curvatures [55]. One of the unique features of 2D fluid membrane geometries is the existence of hydrodynamic screening lengths that make the short-distance hydrodynamic behavior significantly different from the long-distance one [44–46].

Mechanochemically active enzymes change their shapes within every turnover cycle, as shown in Fig. 6(b). Therefore, they induce circulating flows in the solvent around them and behave as oscillating hydrodynamic force dipoles. Because of nonequilibrium fluctuating flows that are collectively generated by the enzymes, mixing in the solution and diffusion of passive particles are expected to get enhanced. Hosaka et al. investigated the intensity and statistical properties of such force dipoles in the minimal active dimer model of a mechanochemical enzyme [51]. In the framework of this model, estimates for collective hydrodynamic effects in solution and in lipid bilayers under rapid rotational diffusion were derived, and they examined available experimental and computational data.

Later, Hosaka et al. discussed the shear viscosity of a Newtonian solution of catalytic enzymes and substrate molecules [56]. The enzyme was modeled as a two-state dimer consisting of two spherical domains connected with an elastic spring. The enzymatic conformational dynamics are induced by the substrate binding, and such a process was represented by an additional elastic spring. Employing the Boltzmann distribution weighted by the waiting times of enzymatic species in each catalytic cycle, they obtained the shear viscosity of dilute enzyme solutions as a function of substrate concentration. The substrate affinity distinguishes between fast and slow enzymes, and the corresponding viscosity expressions were obtained. Furthermore, they connected the obtained viscosity with the diffusion coefficient of a tracer particle in enzyme solutions [56].
C. Hydrodynamic coupling between domains

So far, the hydrodynamic flow induced by a single or multiple enzymes has been discussed in terms of the active force dipole model \[22, 23\]. Next, we review some of the theories that account for the internal hydrodynamics between the domains of a single enzyme \[25, 57–59\]. Since an actual macromolecular enzyme is asymmetric in general, its internal degrees of freedom are coupled to its center of mass diffusion, which would lead to the change in the diffusion coefficient \[58\].

Considering the effect of conformational fluctuations of an asymmetric dumbbell model, Illien et al. showed that thermal fluctuations could result in negative contributions to the overall diffusion coefficient \[29\]. In addition, the time dependence of the diffusion coefficient of a dumbbell was derived with the use of the path integral formulation. Later, Adeleke-Larodo et al. studied the anisotropy effect on the enzyme diffusive behavior and derived the long-time diffusion coefficient of an asymmetric dumbbell by using the moment expansion technique \[57\]. They also studied the response of an asymmetric dumbbell enzyme to an inhomogeneous substrate concentration and showed that the enzyme tends to align parallel or antiparallel to the gradient, depending on the enzyme affinity to the substrate \[59\]. Moreover, it was implied that the hydrodynamic interaction plays a vital role in the collective behavior of many interacting enzyme molecules \[59\]. These theoretical findings suggest that hydrodynamic interactions act between the enzyme and substrate molecules and lead to the diffusion enhancement of a single enzyme even at equilibrium states \[25, 57, 59\].

D. Nonreciprocity in active systems

Active systems are driven strongly out of equilibrium because of the energy input that is continuously consumed by their constituents. This implies the absence of equilibrium concepts such as free energy, detailed balance, time-reversal symmetry, and Newton’s third law \[39\]. The violation of Newton’s third law means that interactions between the objects are nonreciprocal, a crucial feature of chemical interactions between two different species, e.g., synthetic catalytic colloids, biological enzymes, or whole cells and microorganisms \[60\].

For a 3D fluid, the hydrodynamic interaction between two objects separated by distance \(r\) is described by the Oseen tensor \(G_{ij}(r)\) in Eq. (9) as long as \(r\) is large enough \[40\]. Under the exchange of the index \(i \leftrightarrow j\), \(G_{ij}(r)\) remains the same, and the symmetry relation, \(G_{ij} = G_{ji}\), holds. This is known as the reciprocal theorem in fluid dynamics \[61\]. However, in active fluids driven by biological nanomachines, the reciprocal relations are expected to be violated, i.e., \(G_{ij} \neq G_{ji}\), which leads to peculiar collective behavior in out-of-equilibrium systems.

Agudo-Canalejo and Golestanian theoretically studied mixtures of chemically interacting particles and demonstrated the existence of a new class of active phase separation phenomena where action-reaction symmetry or reciprocal relation is broken \[60\]. Suppose that the concentration field of chemicals around a chemically active particle of species \(i\) is \(c \sim \alpha_i/r\), where \(\alpha_i\) is the activity and \(r\) is the distance to the particle’s center, the motion of a particle of species \(j\) in response to gradients of the chemical is given by a velocity \(V_{ij} \sim -\mu_j \nabla c = \alpha_i \mu_j r_{ij}/r^2_{ij}\). Here, \(\mu_j\) is the mobility of the species \(j\) and \(r_{ij} = r_i - r_j\) with \(r_{ij} = |r_{ij}|\). Since the nonreciprocal relation, \(V_{ij} \neq V_{ji}\), holds in general, an action-reaction symmetry is broken, which can not be seen at equilibrium states. Moreover, such a nonreciprocity leads to various active phase separation phenomena, as shown in Fig. 7 for example.

Later, Ouazan-Reboul et al. extended the above model by considering the size dispersity of the catalytically active particles and the dependence of catalytic activity on the substrate concentration \[62\]. In addition, a continuum model of pattern formation due to nonreciprocal interaction was proposed, and a traveling density wave was confirmed, which is a clear signature of broken time-reversal symmetry in such an active system \[63\]. How-

---

FIG. 6. (a) The active force dipole for a molecular enzyme that undergoes the conformational change cyclically in the presence of substrate molecules. In the model, the time-dependent distance and the force of the enzyme are \(x(t)\) and \(F(t)\), respectively. (b) The turnover cycle and mechanochemical motions in the active dimer model of an enzyme. Adapted from [Y. Hosaka, S. Komura, and A. S. Mikhailov, Soft Matter 16, 10734 (2020)] \[51\] under CC BY 3.0.
FIG. 7. Binary mixtures of producer (α1 > 0, blue) and consumer (α2 < 0, red) species show (left) homogeneous states with the association of particles into small aggregation, (middle) a static dense phase that coexists with a dilute phase, and (right) separation into two static collapsed clusters. Reprinted figure with permission from [J. Agudo-Canalejo and R. Golestanian, Phys. Rev. Letts. 123, 018101 (2019)] [60]. Copyright (2019) by the American Physical Society.

ever, despite these theoretical findings, studies on macroscopic physical quantities that lead to the emergence of the nonreciprocal relation in active systems are sparse, and further investigations are needed to estimate the extent of nonreciprocity in a biological context.

V. ODD VISCOSITY IN NONEQUILIBRIUM SYSTEMS

A. Origins of odd viscosity

Odd viscosity is a rheological property that exists only when the time-reversal and parity symmetries are broken. Although the concept was known for gasses or plasmas in an external magnetic field [64], Avron et al. showed in 1995 that the odd viscosity is present in a quantum Hall fluid and connected this viscosity with Berry curvature [65]. Since this study, the odd viscosity has been discussed in fractional quantum Hall and chiral super fluidic systems [66]. Since the odd viscosity can be a new measure that characterizes a type of quantization or universality in these systems, this transport coefficient has gained much more attention in condensed matter and in active matter contexts that deal with living systems.

For a passive isotropic fluid, η_{ijkl} is symmetric under the exchange of i ↔ j, while η_{ijkl} = η_{ijlk} holds from the definition of the symmetric tensor \nu_{kl}, as can be inferred from Eq. (5). Extending the above symmetry argument, Avron et al. introduced a new type of index exchange, \( i j \leftrightarrow k l \), which implies time-reversal transformation [65, 67]. For the passive case, the symmetry relation holds, i.e., \( \eta_{ijkl} = \eta_{klij} \), as can be seen in Eq. (5), whereas the asymmetric (odd) part that satisfies \( \eta_{o,ijkl} = −\eta_{o,klij} \) is a new contribution to the viscosity tensor. For a 2D isotropic fluid, the odd part of the viscosity tensor can be written solely in terms of the scalar transport coefficient called odd viscosity \( \eta_o \) as [68, 69]

\[
\eta_{o,ijkl} = \frac{1}{2} \eta_0 \left( \epsilon_{ik} \delta_{jl} + \epsilon_{jl} \delta_{ik} + \epsilon_{il} \delta_{jk} + \epsilon_{jk} \delta_{il} \right),
\]

(12)

where \( \epsilon_{ij} \) is the 2D Levi-Civita tensor with \( \epsilon_{xx} = \epsilon_{yy} = 0 \) and \( \epsilon_{xy} = −\epsilon_{yx} = 1 \). The above viscosity tensor \( \eta_{o,ijkl} \) is parity-even because both \( \sigma_{ij} \) and \( \nu_{kl} \) are parity-even, whereas terms that include odd number of \( \epsilon_{ij} \) are parity-odd. Hence, it is concluded from Eq. (12) that \( \eta_o \) exists only if both time-reversal and parity symmetries are broken [38].

Using the Poisson-Bracket approach, Markovich et al. presented a microscopic Hamiltonian theory for odd viscosity and showed that odd viscosity is present both in 2D and 3D systems [70]. The relation between the angular momentum density \( \ell \) of rotating particles and odd viscosity was shown to be \( \ell = I \cdot \tau / \Gamma \) in the steady-state, which agrees with the hydrodynamic derivation [38]. Here, \( I \) is the momenta of inertia tensor, \( \tau \) is the torque density, and \( \Gamma \) is the rotational friction coefficient of a self-spinning particle. On the other hand, Khain et al. systematically studied all possible viscosity coefficients that violate parity in a 3D fluid [71] and showed that, in some cases, their obtained coefficients correspond to \( \ell \) obtained in Ref. [70].

Moreover, the Green-Kubo formula that relates the odd viscosity \( \eta_o \) to the stress tensor was derived as [69, 72, 73]

\[
\eta_o \sim \int_0^\infty dt \left[ \langle \sigma_{xx}(t)\sigma_{yx}(0) \rangle − \langle \sigma_{yx}(t)\sigma_{xx}(0) \rangle \right]
\]

\[
+ \langle \sigma_{xy}(t)\sigma_{yy}(0) \rangle − \langle \sigma_{yy}(t)\sigma_{xy}(0) \rangle \right].
\]

(13)

When the time-reversal symmetry exists, i.e., \( \sigma(t) = \sigma(−t) \), and the time translational invariance holds, i.e., \( \langle \sigma(t)\sigma(t′) \rangle = \langle \sigma(t − t′)\sigma(0) \rangle \) [74], the above odd viscosity \( \eta_o \) vanishes. This means that the violation of the time-reversal symmetry is essential for the existence of odd viscosity, and the active chiral system with broken...
symmetries inherently possesses the odd transport coefficient \[38, 70\]. By using molecular dynamics simulations and the Green-Kubo formula in Eq. (13), the odd viscosity has been quantitatively measured \[72, 73\].

**B. Unidirectional edge waves at fluid boundaries**

From the experimental point of view, odd viscosity was measured for a fluid consisting of self-spinning particles \[75–78\]. Soni et al. considered an active chiral fluid that includes spinning colloidal magnets and studied the fluid flow focusing on its surface dynamics \[75\]. They found that unidirectional waves emerged at the fluid boundary and further related the surface tension to odd viscosity, which is the first experimental verification of odd viscosity \[75\]. Similar robust surface flows were also observed at the macroscopic scale, e.g., active chiral granular systems with centimeter-scale toys called Hexbug \[76\] or gear-like particles \[77\]. Later, by taking into account the inter-particle hydrodynamic lubrication, the first normal stress difference was related to odd viscosity, which is the first experimental verification of odd viscosity \[75\].

They found that unidirectional waves emerged at the fluid boundary and further related the surface tension to odd viscosity, which is the first experimental verification of odd viscosity \[75\]. Similar robust surface flows were also observed at the macroscopic scale, e.g., active chiral granular systems with centimeter-scale toys called Hexbug \[76\] or gear-like particles \[77\]. Later, by taking into account the inter-particle hydrodynamic lubrication, the first normal stress difference was related to odd viscosity in the sheared active chiral system \[78\].

![FIG. 8. Topological waves in fluids with odd viscosity. The color shows density deviations. Reprinted figure with permission from [A. Souslov, K. Dasbiswas, M. Fruchart, S. Vaikuntanathan, and V. Vitelli, Phys. Rev. Letts. 122, 128001 (2019)](79). Copyright (2019) by the American Physical Society.](image)

In quantum systems, odd viscosity has been discussed in relation to topological systems, such as quantum Hall fluids \[65\], whereas in classical systems, the viscosity has rarely been investigated. Recently, it was shown that the odd viscosity characterizes topological edge modes even in a classical fluid with odd viscosity \[79, 81\]. As shown in Fig. \[8\], Souslov et al. demonstrated that the topological properties of linear waves in a fluid are affected by odd viscosity, and the number of chiral edge states depends on the signs of both odd viscosity and the rotational property of the fluid \[79\]. They also found that the behavior can be related to a bulk topological invariant Chern number given by

\[ \mathcal{C} = \text{sign}(\eta_o) + \text{sign}(\omega), \]

where \(\omega\) is the intrinsic rotation angular frequency of the fluid constituent. Later, it was shown that edge modes depend on the boundary conditions of the fluids \[80, 81\].

**C. Hydrodynamic effects due to odd viscosity**

Next, we explain the hydrodynamic consequences of odd viscosity, which have been examined in different literatures \[67, 69, 82, 83\]. Through the momentum balance equation at low Reynolds number, \(\nabla \cdot \sigma - \nabla p = 0\), where inertia is negligible \[74\], one can obtain the hydrodynamic equation for a 2D incompressible fluid with odd viscosity as \[67\]

\[ \eta \nabla^2 \textbf{v} + \eta_o \nabla^2 \epsilon \cdot \textbf{v} - \nabla p = 0, \]

where \(\eta\) is the 2D shear viscosity and the 2D version of the incompressibility condition \(\nabla \cdot \textbf{v} = 0\) of Eq. \(8\) is assumed. The second term on the left-hand side of Eq. \(15\) is a new contribution due to nonvanishing odd viscosity. Since the antisymmetric tensor \(\epsilon\) accounts for the clockwise rotation by \(\pi/2\), odd viscosity contributes to the fluid flow perpendicular to the one generated by the shear viscosity \(\eta\).

The hydrodynamic forces acting on various objects have been studied theoretically for a 2D incompressible fluid in the presence of odd viscosity \[80, 82, 83\]. Ganeshan et al. showed that if boundary conditions depend only on the velocity field, the hydrodynamic force does not depend on \(\eta_o\) \[80\]. The force exerted on a unit length of a contour of the object is given by the traction force

\[ f_j = n_i \sigma_{ij}, \]

where \(n\) is a unit vector normal to the contour in the direction of the fluid. From the traction due to odd viscosity \(f_{o,j} = 2\eta_o \partial_i v_j\) with \(s = -\epsilon \cdot n\), the force on the object becomes \[80\]

\[ F_{o,j} = 2\eta_o \int ds \partial_i v_j = 0, \]

which means that the net force acting on an arbitrarily shaped object does not depend on \(\eta_o\) \[80\]. This implies that one should include appropriate boundary conditions in a 2D incompressible fluid to reveal the presence of odd viscosity \[80, 82, 83\]. For example, an expanding bubble with a no-stress boundary condition has been considered, and it was shown that the odd viscosity is responsible for a torque acting on the bubble \[80, 82, 83\].

**D. Odd viscosity in biological systems**

Active chiral systems are abundant in living systems where the energy-consuming agents and their inherent asymmetry play essential roles. For instance, biological
nanomachines such as ion pumps break both the time-reversal and parity symmetries due to ATP-driven motions and autonomous rotation, which would give rise to odd viscosity in biological membranes. Furthermore, in microscopic approaches, it was shown that the odd viscosity also exists in 3D fluids, which extends the applicability of odd viscosity in a living matter such as actomyosin gels [see Fig. 9(Left)].

As mentioned in Sec. IV A, no external force acts on biological nanomachines, and hence the force-free or torque-free conditions should be taken into account for enzymes and micromachines or rotary proteins [see Fig. 9(Left)]. In living systems, moreover, heterogeneity plays an important role, and hence odd viscosity can vary in space. Despite these recent developments in the theory of odd viscosity, no experiment observes odd viscosity in living systems. This is because experimental protocols that allow for the measurement of odd viscosity in a biological context are still sparse, and further theoretical studies are needed to relate odd viscosity to actual physical phenomena.

Hosaka et al. discussed hydrodynamic forces acting on a 2D liquid domain that moves laterally within a supported fluid membrane in the presence of odd viscosity, as shown in Fig. 10. Since active rotating proteins can accumulate inside the domain, they focused on the difference in odd viscosity between the inside and outside of the domain. By taking into account the momentum leakage from a 2D incompressible fluid to the underlying substrate, they analytically obtained the fluid flow induced by the lateral domain motion and calculated the lift force as well as the drag force acting on the moving liquid domain. In the presence of an odd viscosity difference, the flow field due to the domain motion is rotated with respect to its direction. In contrast to the passive case without odd viscosity, the lateral lift arises in the active case when the in and out odd viscosities are different. It was shown that the in-out contrast in the odd viscosity leads to nonreciprocal hydrodynamic responses of an active liquid domain.

Moreover, Hosaka et al. discussed the linear hydrodynamic response of a 2D active chiral compressible (rather than incompressible) fluid with odd viscosity. The odd viscosity coefficient represents broken time-reversal and parity symmetries in the 2D fluid and characterizes the deviation of the system from a passive fluid. Taking into account the hydrodynamic coupling to the underlying bulk fluid, they obtained the odd viscosity-dependent mobility tensor, which is responsible for the nonreciprocal hydrodynamic response to a point force or a force dipole. For the passive fluid without odd viscosity, the streamlines have an axial symmetry along the parallel and perpendicular to the force dipole direction, as shown in Fig. 11(a). When the odd viscosity is finite, however, flows perpendicular to the applied forces become dominant, and both mirror symmetries are broken, as shown in Figs. 11(b) and (c). Furthermore, they considered a finite-size disk moving laterally in the 2D fluid and demonstrated that the disk experiences a nondissipative lift force in addition to the dissipative drag one.

VI. FUTURE PERSPECTIVES

In the future, the active force dipole model can be extended to active rotating proteins that exert torque along their axes rather than force dipoles. Such a theory can provide a basis to study the parity-breaking effects on the nonequilibrium transport phenomena such as diffusion enhancement and chemotaxis. It would also be useful to investigate how these physical quantities are modified due to the concentration of biological nanomachines. A possible approach is to consider stresses that are exerted by biological nanomachines on surrounding fluids so that the effective viscosity of the fluid is modified by the
FIG. 11. Streamlines of the velocity generated by a hydrodynamic force dipole for (a) $\eta_o = 0$, (b) $\eta_o/\eta = 3$, and (c) $\eta_o/\eta = -3$, where $\eta_o$ and $\eta$ are the 2D odd and shear viscosities, respectively. Reprinted figure with permission from [Y. Hosaka, S. Komura, and D. Andelman, Phys. Rev. E 13, 042610 (2021)] [87]. Copyright (2021) by the American Physical Society.

nanomachine concentration (see, e.g., Ref. [48]). Moreover, it would be important to investigate in detail hydrodynamic effects accompanying functional conformational transitions in all-atom or coarse-grained molecular dynamics simulations for specific enzymes and protein machines.

It is possible to consider active force dipoles to model directional cytoplasmic streaming flows observed mainly in plant cells and known to play roles in their growth [88]. By introducing force dipoles in the vicinity of a cellular membrane and taking into account hydrodynamic flows induced by the dipoles, one can obtain the macroscopic flow, which can be compared with cytoplasmic streaming. In addition, the flow may exhibit unidirectional transports that would depend on the order parameter defined by the average direction of the dipoles. These edge currents have been observed in an odd-viscous fluid, and the odd transport coefficient is expected to play an important role in the model.

In Ref. [87], the obtained drag and lift forces are valid for a small size object as the body force densities in the Lorentz reciprocal theorem were ignored. To obtain the expressions for a large size object, one has to consider other approaches, e.g., numerical simulations of the boundary integral equations [89] or the full derivation of the solutions of the hydrodynamic equations for a 2D chiral fluid [90].

Generally, it is useful to reveal the existence of odd viscosity in microscopic approaches. Numerically, active chiral systems with rotating constituents have been investigated in light of phase separation dynamics [91] and an inertial lift force [92]. However, there have been fewer studies that aim at extracting the odd transport coefficient in such systems. On the other hand, the collective behavior of enzymes in active chiral media deserves attention. In the presence of thermal noise, one has to consider the generalization of the fluctuation-dissipation theorem as well as the Langevin equation with multiplicative noise when the friction coefficient depends on the position [93]. These interesting questions are left for future investigations.
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