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Aiming at the needs of network public opinion analysis and crisis public opinion early warning in colleges and universities, the semantic sentiment analysis method is studied in this paper. Most of the public opinion information comes from short text comment information, and its text is separated from the written language, the structure becomes simpler, and it lacks normativity, which brings certain difficulties to the extraction of text features. Traditional sentiment analysis methods often rely on emotional dictionaries and feature extraction, and with the continuous change of Internet culture, a technical help is needed to make even the dictionary updated. Based on the analysis and study of attention mechanism and deep learning related technologies, an LSTM model is proposed to mine the deep semantic characteristics of text, which can accurately determine its emotional tendency. The main tasks are as follows: according to the CNN and LSTM text processing, CNN can better extract the local features of the text, and LSTM can retain the text history information and effectively extract the global features of the sequence. The CBOW model is optimized to pay more attention to the feature vectors that affect the classification results during the calculation process. Finally, the improved model in this paper compares the accuracy, recall rate, loss rate, and F1 value of the traditional model to indicate the performance evaluation index of the model.

1. Introduction

Through the investigation of network usage in China, the paper discusses the public opinion guidance and analyzes the current situation of it and its influencing factors [1]. Today's large number of college students, and in the era of information flow, campus public opinion management can be said to be very necessary. Good public opinion can increase the dissemination, and for the wrong public opinion information and opinions, the transmission should be blocked. For adolescents, although the rapid dissemination of the Internet can make them understand the world more quickly and efficiently, they can still learn bad things quickly. For some unhealthy campus public opinion, the school must have a means to stop it. To address this issue, this paper will use deep learning models to process and manage student comments by studying online campus posts by college students. This method can not only play a certain role in managing students' online public opinion but also greatly help in in-depth understanding of student value development and student life. Based on the literature review, we identified three directions that researchers can focus on in automated feedback processing: advanced entity extraction, multilingual sentiment analysis, and figurative language processing. These three aspects can help people fully understand sentiment analysis research [2]. For multicampus schools, student organization management has brought great challenges, how to develop the community management model, and give full play to the role of student social education has attracted more and more attention from more and more schools. Obviously, in the developed network, in the era of information flow, it is essential to manage the academy forum, from which it is crucial to guide students to speak kindly [3]. The traditional public opinion
management method is almost ineffective for public opinion management. Therefore, we need to take the existing web forum as the main communication position, use the existing social network analysis (SNF) method to analyze the subject and object of public opinion, incorporate most of the themes into management, and track the dissemination information in a timely and effective manner [4]. The Internet can resolve the crisis of public opinion, maintain public order, fairness, and justice, and realize the core value of the network—the dissemination of information. In view of the spontaneous, scattered, and some irrational characteristics, we choose to manage the network public opinion accordingly, in order to cultivate the consciousness of netizens, and improve the quality of netizens [5]. In reality, network public opinion plays an important role in the occurrence and subsequent development of student incidents, starting from the evolution of public sentiment, the public opinion of student group events in colleges and universities should be controlled in a timely manner, and an information supervision and management system for responding to group events should be established, including information collection, information evaluation, and dissemination flow [6]. Public sentiment has evolved richly, and existing emotion research lacks theoretical analysis. This article will build on the actual situation and study the general trends, evolutionary methods, and internal mechanisms of the evolution of public sentiment. Through the above analysis and research, public opinion is channeled into a form with the right values, so that the students’ online forum has a higher discussion value [7]. Public opinion analysis is the process of analyzing the text with subjective emotion. Text can be divided into document, sentence, and aspect-based, depending on the aspect granularity. Currently, three commonly used methods are as follows: dictionary-based methods, traditional machine learning methods, and deep learning methods. In this article, we focus on exploring deep learning methods [8]. This article employs deep learning techniques based on convolutional neural networks (CNN) to process campus reviews. After collecting campus hot topics for pre-processing and using the Word2vec model to generate word vectors, the emotional propensity classification using convolutional neural networks (CNN) obtained an accuracy rate of 89.76%, which is more accurate than that of traditional support vector machines (SVM) improves by 7.3% for better classification performance [9]. The pretrained Word2vec model, introduced here, both prevents the overfitting problem, but also reduces the number of training parameters, and improves the training efficiency. The sentence vector is input into the machine learning model and the deep learning model to compare the experimental results and propose the optimization direction. A deep learning-based emotion analysis model has a significantly higher accuracy than a single machine learning model [10]. From the perspective of semantic understanding, the OCC model is used to establish emotional rules. The model is only based on the emotional dictionary of network users in the process of emotional tendency analysis and marks the emotional tendency classification of campus forum texts on sudden public opinion as a training set, which is used to train the neural model of deep learning, and obtains the emotion recognition model of network public opinion [11]. First, 79 kinds of 237 universal identification videos are selected as the benchmark database, processing a total of 127980 frames of reference ratio. The algorithm trains 90,000 times at a time, iterates 2,000 times, and then selects the optimal model, superior to the classical methods in authoritative literature, with high precision and high scalability [12]. For the problems of imperfect student information management platform and low mining accuracy, this paper establishes a combined model based on the decision tree, the neural network, and the naive Bayesian algorithm and analyzes and predicts student behavior based on Spark. At the same time, based on students’ consumption rules, living habits, and learning habits, prediction analysis and case verification were conducted. Guide the healthy and comprehensive development of students’ behavior [9]. Most of the public opinion information comes from short text comments, and the text lacks normativity, is simple in structure, and is separated from the written language, which often brings certain difficulties to the extraction of text features. Traditional sentiment analysis relies on emotion dictionaries and feature extraction, but with the continuous updating and iteration of network culture and data volume, a large number of emotion dictionaries need to be updated; otherwise, semantic features will be lost, and classification will be unclear. In this paper, a han-cistm model that mines the deep semantic features of text can accurately determine the emotional tendencies of texts [13]. With the development of Internet information technology, network public opinion management occupies a dominant position in college student management. In view of the shortcomings of traditional sentiment analysis, this paper uses the deep learning method of network public opinion analysis, and the main research work is as follows: (1) in the text data preprocessing, it is used Word2vec model pretrained word vectors, after the model training to obtain low-dimensional dense vectors. (2) A joint deep neural network model is proposed, which automatically extracts the text high-dimensional features of the text by inputting the trained text word vector into the convolutional neural network, compares the model parameters to determine the optimal parameter values of the model, and then compares and analyzes the model with other sentiment analysis models, which verify the effectiveness of the model. (3) In view of the characteristics of rich and fast change of public opinion information theme, a certain public opinion theme is analyzed from multiple dimensions. (4) Through comparative experiments with traditional sentiment analysis methods, the superiority of the algorithm is verified [14].

2. Deep Learning Model Building

2.1. Classification of Text Features. Text consists of subs, words, phrases, and sentences, all of which can be used as text features. Selecting features requires consideration of how the selected features are weighted, what effect they have on the results of text analysis, and so on. Suppose $A$ represents the number of documents with characteristic items, $B$ indicates the number of documents without classes, $C$ indicates the number of documents with no class, and $N$
indicates the total text [15]. The $t_i$ interinformation of features $C_j$ and categories can be calculated as

$$I(t_i, C_j) = \log \frac{P(t_i, C_j)}{P(t_i)P(C_j)} = \log \frac{A \times N}{(A + C) \times (A + B)}.$$  

(1)

If the feature is not related to the $t_i$ category, $C_j$ then

$$P(t_i, C_j) = P(t_i) \times (C_j).$$  

(2)

So,

$$I(t_i, C_j) = 0.$$  

(3)

To select features that are useful for multiaccumulation document identification, the maximum and average methods are used:

$$I_{\text{max}}(t_i) = \max_{j=1}^{M} [P(C_j) \times I(t_i, C_j)],$$  

(4)

$$I_{\text{avg}}(t_i) = \sum_{j=1}^{M} P(C_j)I(t_i, C_j).$$  

(5)

2.2. Long Short-Term Memory Networks. The long short-term memory network (LSTM) mainly improves the RNN, and the following Figure 1 shows the architecture of the long short-term memory network, which has three more control gates relative to the RNN, namely, the input gate, the forgetting gate, and the output gate [16]. The input gate determines that the input information needs to be updated, and the forgotten gate can determine whether the input information is important enough to be remembered and output, which can solve the problem of the disappearance of the original PNN gradient.

Each $j$-th LSTM cell maintains a memory at $t$-time $c_i^j$. The output or activation function of the LSTM $h_i^j$ cell is

$$h_i^j = \sigma_i^j \tanh (c_i^j),$$  

(6)

where $\sigma_i^j$ is an output gate that adjusts the amount of memory content exposure. The output gate is calculated as

$$\sigma_i^j = \sigma(W_o x_t + U_o h_{t-1} + V_o c_i)^j,$$  

(7)

where

$\sigma$, for a sigmoid function, is a $V_0$ matrix. Storage unit $c_i^j$ updates storage content by partially forgetting existing storage content and adding new $c_i^j$ content:

$$c_i^j = f_i^j c_{i-1}^j + i_i^j c_i^j.$$  

(8)

The new storage content is

$$c_i^j = \tanh (W_c x_t + U_c h_{t-1})^j.$$  

(9)

The degree of forgetting of the existing memory is controlled by the forgetting $f_i^j$ gate, and the degree to which the new memory content is added to the memory cell is controlled by the input $i_i^j$ gate. And the calculation of the door is

$$f_i^j = \sigma(W_f x_t + U_f h_{t-1} + V_f c_i)^j,$$  

(10)

$$i_i^j = \sigma(W_i x_t + U_i h_{t-1} + V_i c_{i-1})^j.$$  

(11)

$V_f$ and $V_i$ are for diagonal matrix.

If an LSTM cell detects an important feature from the input sequence at an early stage, it can easily transmit that information (presence feature) over long distances,
capturing potential long-distance dependencies [17]. As shown in Figure 2, i, f, and o are input gates, forgetting gates, and output gates, respectively, and c represents the contents of the storage unit and the new storage unit.

2.3. World2vec Model. The CBOW model is based on the context of the current central word, the current word is realized to predict the current central word, and the CBOW model structure is shown in Figure 3.

The CBOW model is broadly divided into three layers: input layer, implicit layer, and output layer and does not contain a hidden layer [18]. The amount of calculation of the model is greatly reduced, and the calculation efficiency is further improved.

For the input layer, for the w_{(t)} first c words of the center and the next c words of the center, select this 2c word vector as the input vector of the input layer, average the input vector, and predict the center word w_{(t)}. The conditional probability of occurrence. As shown in Figure 4, the central word is learning, and the four words before and after it are the input vectors of the input layer of the model and are the same real vectors of the same dimension.

The function of the implicit layer is to project the vectors entered by the input layer, copy the real vectors entered by the input layer to the hidden layer, and then sum this:

\[ z_{w} = \sum_{i=1}^{2c} v(\text{Context}(w_{i})) \]  \hspace{2cm} (12)

The skip-gram model predicts the contextual vocabulary of the current central word w_{(t)}, w_{(t-2)}, and w_{(t-1)} based on w_{(t+1)} the current central w_{(t+2)} word. The model structure of skip-gram is shown in the following Figure 5.

This model represents that given a central word, predict the w_{c} conditional probability of occurrence of the w_{c} contextual word that w_{o} derives that central word:

\[ P(w_{o}|w_{c}) = \frac{\exp (u_{o}^{T}v_{c})}{\sum_{w_{o}} \exp (u_{o}^{T}v_{c})}, \]  \hspace{2cm} (13)

where v_{c} the central word vector is the background word u_{i} vector [7].

3. Multidimensional Public Opinion Analysis Algorithm Based on Deep Learning

3.1. Methods of Improvement. Although the CBOW model selected in this article improves the model running speed by removing the hidden layer, it is better than the output layer and retains softmax, and the actual time consumption is still very serious, which is optimized by high-frequency word sampling and negative sampling methods for this situation.

When CBOW training is performed on some high-frequency words, words that are better than the higher frequency will appear in the context of each word, but will not reflect more semantic information in the text, and the number of high-frequency word samples in the text far exceeds the number of training samples required for training word vectors, which greatly reduces the efficiency of the model. In view of this situation, the high-frequency words without differentiation are selected for sampling to reduce the number of training samples, and the sampling rate calculation formula is as follows:

\[ P(x_{i}) = \left( \sqrt{\frac{Z(x_{i})}{t}} + 1 \right) \times \frac{t}{Z(x_{i})} = \sqrt{\frac{t}{Z(x_{i})}} + \frac{t}{Z(x_{i})} \]  \hspace{2cm} (14)

x_{i} represents the word present in the sample data, Z(x_{i}), for the probability that the sample word will appear in the entire sample data set, t is the threshold for the sampling of high-frequency words, the general default value is 0.001,
The larger the \( t \) value, the greater the difference between the probabilities of the adoption of different probability words, and the greater the threshold of a word, the greater the probability of being deleted [19].

The sampling rate is shown in Figure 6 below, where the \( x \) axis represents the probability and the \( y \) axis represents the probability that a word is retained.

3.2. Network Training Process. The training for the model is to adjust the network parameters appropriately according to the network input characteristics to ensure the consistency of the prediction labels and the input labels. This paper will describe the multilayer perceptron (MLP) model as an example, specifically as follows in Figure 7:

Specific training can be divided into two major steps: the forward propagation phase and the back propagation phase [20].

Forward propagation phase is as follows: the MLP network obtains the predicted output of the network from the input training \( x_i (i = 1, 2, \cdots M) \) sample, the current network \( W \) weights, and \( b \), the equal solution.

Back propagation phase is as follows: the MLP network calculates the error between the prediction output and the network \( \hat{y} \) input, \( y \), and solves the corresponding cost function based on this:

\[
E(W, b) = E_{W,b}(\hat{y}, y).
\]  

(15)

The cost function \( E_{W,b} \) is designed according to the norm, where

\[ W = [W_i], \]  

(16)

\[ b = [b_i]. \]  

(17)

Then, it is optimized to update the data and ensure the authenticity and rationality of the data. Gradient descent is used in general optimization, and the corresponding mathematical relationship is

\[
W \leftarrow W - \eta \frac{\partial E(W, b)}{\partial W},
\]  

(18)

\[
b \leftarrow b - \eta \frac{\partial E(W, b)}{\partial b}.
\]  

(19)

Within this relationship, \( \eta \) refers to the learning rate parameter, the main function of which is to control the intensity of the error propagation [21]. The specific training process is as follows in Figure 8.

3.3. Evaluation Model. Evaluation criteria mainly include accuracy, accuracy, recall, and F1 value. Accuracy refers to the ratio between the predicted value and the total sample value; accuracy refers to the proportion of the correct judgment in the test example that is judged to be positive, and recall rate refers to the proportion of the test example in which the test example is actually the correct case [22].

First, the situation of binary classification is analyzed, and the correlation table of binary classification problems is constructed as shown in Table 1.

TP represents the actual time positive sample and is correctly identified as the number of literal texts.
FP stands for the actual time negative sample, which is incorrectly judged as the number of literal texts.

TN stands for negative sample of instance time and is correctly discriminated as negative case-specific amount of text.

The FN stands for the actual-time positive sample and is incorrectly judged as the negative literal quantity.

Thus, we get the classification evaluation standard calculation formula:

\[
\text{PROJECTION} \begin{align*} \text{INPUT} & \quad W(t) \\
\text{OUTPUT} & \quad W(t), W(t+1), W(t+2) \\
\text{PROJECTION} & \quad W(t-1), W(t-2) \\
\end{align*}
\]
Accuracy is as follows:

\[
    \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}. \tag{20}
\]

Example accuracy is as follows:

\[
    \text{Precision}^+ = \frac{TP}{TP + FP}. \tag{21}
\]

Negative case accuracy is as follows:

\[
    \text{Precision}^- = \frac{TN}{TN + FN}. \tag{22}
\]

Example F1 value is as follows:

\[
    \text{F1}^+ = \frac{2 \times (\text{Precision}^+) \times (\text{Recall}^+)}{(\text{Precision}^+) + (\text{Recall}^+)}. \tag{25}
\]

Table 1: Binary classification problem association table.

| Actual forecast | Positive example | Negative example |
|-----------------|------------------|-----------------|
| Positive example| TP                | FN              |
| Negative example| FP                | TN              |

Accuracy is as follows:

\[
    \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}. \tag{20}
\]

Example accuracy is as follows:

\[
    \text{Precision}^+ = \frac{TP}{TP + FP}. \tag{21}
\]

Negative case accuracy is as follows:

\[
    \text{Precision}^- = \frac{TN}{TN + FN}. \tag{22}
\]

Example F1 value is as follows:

\[
    \text{F1}^+ = \frac{2 \times (\text{Precision}^+) \times (\text{Recall}^+)}{(\text{Precision}^+) + (\text{Recall}^+)}. \tag{25}
\]

Table 2: Comparison of experimental results.

| Model          | Accuracy | Precision | Recall  | F-measure |
|----------------|----------|-----------|---------|-----------|
| BLSTM          | 0.9171   | 0.9226    | 0.9113  | 0.9169    |
| BGRU           | 0.9214   | 0.9201    | 0.9236  | 0.9218    |
| CNN            | 0.9086   | 0.9164    | 0.9000  | 0.9081    |
| CapsNet        | 0.9166   | 0.9194    | 0.9142  | 0.9167    |
| BGRU-CapsNet   | 0.9351   | 0.9350    | 0.9358  | 0.9354    |

Regular recall rate is as follows:

\[
    \text{Recall}^+ = \frac{TP}{TP + FN}. \tag{23}
\]

Negative recall rate is as follows:

\[
    \text{Recall}^- = \frac{TN}{TN + FP}. \tag{24}
\]

Example F1 value is as follows:

\[
    \text{F1}^+ = \frac{2 \times (\text{Precision}^+) \times (\text{Recall}^+)}{(\text{Precision}^+) + (\text{Recall}^+)}. \tag{25}
\]

Figure 7: Schematic of the MLP network model.

Figure 8: Neural network training process.
Figure 9: Validation set accuracy change graph.

Figure 10: Validation set loss rate change graph.

Figure 11: Average time comparison chart.
Negative example F1 value is as follows:

\[
F1^- = \frac{2 \times (\text{Precision}^-) \times (\text{Recall}^-)}{(\text{Precision}^-) + (\text{Recall}^-)}.
\]  

The calculation method of ternary classification or more classification is actually similar to the binary classification problem; that is, the evaluation index is calculated separately for each category, the classification category to be calculated is regarded as a positive example, the other classification categories are regarded as negative examples, and then the accuracy of the evaluation parameters, recall rate, and F1 value are calculated for that category [23]. They are all similar to binary classification; so, they are calculated separately before category calculation.

4. Experimental Simulation

4.1. Experimental Data. The training data in this paper is by calling the existing campus network public opinion data that
Table 3: The authenticity and emotion of college students’ network evaluation.

| Post false informative comments online | Number of people | Percentage |
|----------------------------------------|------------------|------------|
| Often                                  | 7                | 0.2%       |
| Once in a while                        | 291              | 25%        |
| Never                                  | 921              | 68.8%      |
| Ideal treatment                        | 521              | 42.3%      |
| Be affected by others                  | 331              | 28.6%      |
| Controlled by emotions                 | 402              | 32.8%      |

has been manually classified, which consists of 48584 positive and 48584 negative, with a total of 99168 training corpus. Since machine learning has traditionally divided the training set validation set into 7:3, this article divides a set of training set validation sets into 7:3; so, the training set has 69417 pieces of data, and the validation set has 29751 data.

4.2. Experimental Comparison Results. Table 2 is the experiments performed on five different sets of models to produce comparative plots of the five evaluation indicators. From the two comprehensive indicators of accuracy and F-measure, the accuracy rate of the BGRU-Attention model reached 93.51%, and the F-measure reached 93.54%, all better than other models. BGRU can effectively learn the characteristics of the text context, while CapsNet can extract richer text information and improve the expression ability of the text, and the combination of the two greatly improves the accuracy of emotion classification.

We can see it from Figure 9 that the accuracy of the five groups of models is constantly increasing, reaching more than 88% after the third iteration, of which the BGRU-CapsNet model reaches more than 90%, and the trend is stable and not similar. His crew model fluctuates greatly.

As can be seen from Figure 10, the BGRU-CapsNet loss rate is the fastest to decrease, indicating that the model converges very quickly. The loss rate of the BGRU-CNN-attention model reached 0.2640 at the first time in i and the lowest value of 0.2064 at the 5th time, with a stable trend, indicating that the model is relatively stable.

Given below is an in-depth analysis of the time cost of the model, as shown in Figure 11, and BGRU-CapsNet achieved good text classification results, but the time cost was the largest of these models, reaching 139 s/epoch.

As seen from Figure 12, the classification method using the BGRU-CapsNet model performs better than the comparison model, and the trial results show that BGRU-CapsNet showed better results in accuracy, accuracy, recall, and F1 values.

4.3. Public Opinion Analysis of Campus Comments. According to the optimization method based on deep study, the public opinion was analyzed for the comments of 2019 college students.

4.3.1. College Students Have a Strong Sense of Justice. In the survey of online comments on college students, it is found that the vast majority of students are in a sense of justice and rationality, pay more attention to equal participation and freedom of speech, and pay more attention to individual independent views of events, and the herd mentality is not obvious. Only a few people guess the relevant comments for purposes of attracting attention, as is shown in Figure 13.

4.3.2. The Online Public Opinion of College Students Is Widely Concerned. In the survey of the type of network public time attention of college students, it was found that the students surveyed showed high attention to domestic hot events, and there are also international major events, campus focus issues, and things related to themselves and fully show the diversified attention angle and broad attention scope of college students in China, as shown in Figure 14.

4.3.3. The False and Emotional Network Evaluation of College Students Is Obvious. Better than network information and update fast, make college students in the network information always want to obtain the maximum information in the shortest time, the lack of full thinking time and space, under the condition of immature thinking or blind from others’ point of view, or make immature judgment, lead to the generation of false information and emotional consequences, as shown in Table 3.

4.3.4. A Large Amount of Bad Information and More Negative Content. The characteristics of virtualization, permeability, arbitrariness, openness, and concealment of the Internet information communication platform make it accommodate various views with uneven levels. In addition, college students are in the critical period of physical and mental development, and their ideas are easily expected to be affected by the surrounding areas, so that most college students are disturbed and affected by the daily network communication and information search concentration of bad information, as shown in Figure 15.

4.3.5. Polarization of Online Public Opinion Groups in Colleges and Universities Is Prone. The development and evolution of college students’ online public opinion are a kind of process development and evolution, and under the stimulation of external emergencies, college students’ sense of justice, compassion, social responsibility, and national consciousness was fully stimulated; so, in order to maintain their mind of social morality and national honor, in the process of expressing their views and views often with emotional expression, the emotional expression based on its own impact size and their own organization or groups of public opinion, form network public opinion polarization phenomenon, as shown in Figure 16, it can be seen that the biggest hidden danger of public opinion among college students is the cause of mass events.

According to the optimization method based on deep learning proposed in this paper, this paper analyzes the public opinion of the comments made by the students of grade
2019 in a university and draws an experimental report analysis chart from five aspects, such as college students’ strong sense of justice in commenting, wide attention of college students’ online public opinion, obvious falsehood and emotion of college students’ online evaluation, large amount of bad information, many negative contents, and easy polarization of college online public opinion groups.

5. Conclusion

With the popularization of the Internet, the network not only improves the convenience of students but also has some potential harm to the development of social stability.

This paper around the main module of public opinion analysis of text emotion analysis, through the improvement of deep learning model and method for experimental verification, from the data set, from the perspective of different frontal experiment, compares multiple traditional methods, through accuracy, recall, F1 value, and loss rate four indicators, to verify the effectiveness and feasibility of the method mentioned in this paper. Finally, the experimental results achieved a good results. However, with the development of The Times and the network, the society will have more demand for the network public opinion system. This article also has the following shortcomings:

1. More datasets are needed to verify the performance of the model
2. Future considerations of introducing BERT word vectors of word order connections into the model are needed
3. Nonsupervision or supervision method can be adopted in the follow-up research to improve the performance of public opinion management
4. It is necessary to appropriately improve the configuration of the computer and the computing environment, so as to improve the accuracy of public opinion analysis

Data Availability

The experimental data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declared that they have no conflicts of interest regarding this work.
Acknowledgments

This work was sponsored in part by the Social Administration Department of Jiangsu Provincial Department of Education (2021J0992).

References

[1] R. W. Winslow, R. G. Rumbaut, and J. Hwang, “AIDS-phobia and political reaction in California: Student Versus public responses to reactive political initiatives,” Archives of Sexual Behavior, vol. 19, no. 5, pp. 517–530, 1990.

[2] A. Abbasi, S. France, Z. Zhang, and H. Chen, “Selecting attributes for sentiment classification using feature relation Networks,” IEEE Transactions on Knowledge & Data Engineering, vol. 23, no. 3, pp. 447–462, 2011.

[3] A. Bleakley, “Public opinion on sex education in US schools,” Archives of Pediatrics & Adolescent Medicine, vol. 160, no. 11, pp. 1151–1156, 2006.

[4] P. Chikersal, S. Poria, and E. Cambria, “SeNTU: sentiment analysis of tweets by combining a rule-based classifier with supervised learning,” North American chapter of the association for computational linguistics, pp. 647–651, 2015.

[5] Y. Kim, Convolutional Neural Networks for Sentence Classification, Association for Computational Linguistics, Doha, Qatar, 2014.

[6] X. Zhang, J. Zhao, and Y. Lecun, “Character-level convolutional networks for text classification,” in Proceedings of the International Conference on Neural Information Processing Systems, pp. 649–657, Montreal, 2015.

[7] N. C. Dang, M. N. Moreno-Garcia, and D. Fernando, “Sentiment analysis based on deep learning: a comparative study,” Electronics, vol. 9, no. 3, p. 483, 2020.

[8] B. Liu, “Sentiment analysis and opinion mining,” in Synthesis Lectures on Human Language Technologies, vol. 5, no. 1, pp. 1–167, 2012.

[9] I. Camacho and K. Wang, “A comprehensive review of deep-learning-based methods for image forensics,” Journal of imaging, vol. 7, no. 4, p. 69, 2021.

[10] P. Vateekul and T. Koomsubha, “A study of sentiment analysis using deep learning techniques on Thai Twitter data,” in International joint conference on computer science and software engineering, pp. 1–6, Khon Kaen, Thailand, 2016.

[11] M. Müller, M. Schneider, M. Salathé, and E. Vayena, “Assessing public opinion on CRISPR-Cas9: combining crowdsourcing and deep Learning,” Journal of Medical Internet Research, vol. 22, no. 8, article e17830, 2020.

[12] W. Yuxin and K. He, “Group normalization,” International Journal of Computer Vision, vol. 128, no. 3, pp. 742–755, 2020.

[13] H. Liu, I. Chatterjee, M. C. Zhou, X. S. Lu, and A. Abusorrah, “Aspect-based sentiment analysis: a survey of deep learning methods,” IEEE Transactions on Computational Social Systems, vol. 7, no. 6, pp. 1358–1375, 2020.

[14] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning representations by back-propagating errors,” Nature, vol. 323, no. 6088, pp. 533–536, 1986.

[15] C. Mallinson, “Technology-enhanced project-based learning: a platform for graduate student research and outreach on campus and in the community,” Journal of English Linguistics, vol. 46, no. 3, pp. 229–245, 2018.

[16] Y. Bengio, A. Courville, and P. Vincent, “Representation learning: a review and new perspectives,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 8, pp. 1798–1828, 2013.

[17] G. Chen, Q. Pei, and M. M. Kamruzzaman, “Remote sensing image quality evaluation based on deep support value learning networks,” Signal Processing Image Communication, vol. 83, article 115783, 2020.

[18] S. P. Li, X. M. Cai, C. Chen et al., “Analysis of microblog public opinion characteristics on traditional Chinese medicine against COVID-19 based on deep learning,” History and Philosophy of Medicine, vol. 3, no. 2, p. 9, 2021.

[19] L. Wen-bo, S. Le, and Z. Da-kun, “Text classification based on labeled-LDA model,” Chinese Journal of Computers, vol. 31, no. 4, pp. 620–627, 2008.

[20] K. S. Tai, R. Socher, and C. D. Manning, “Improved semantic representations from tree-structured long short-term memory networks,” Computer Science, vol. 5, pp. 1556–1566, 2015.

[21] Y. Rao, J. Lei, L. Wenyin, Q. Li, and M. Chen, “Building emotional dictionary for sentiment analysis of online news,” World Wide Web, vol. 17, no. 4, pp. 723–742, 2014.

[22] P. Sobkowicz, M. Kaschesky, and G. Bouchard, “Opinion mining in social media: modeling, simulating, and forecasting political opinions in the web,” Government Information Quarterly, vol. 29, no. 4, pp. 470–479, 2012.

[23] X. Ning, W. Li, B. Tang, and H. He, “BULDP: biomimetic uncorrelated locality discriminant projection for feature extraction in face recognition,” IEEE Transactions on Image Processing, vol. 27, no. 5, pp. 2575–2586, 2018.