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Abstract—Physical human-robot interaction (pHRI) integrates the benefits of human operator and a collaborative robot in tasks involving physical interaction, with the aim of increasing the task performance. However, the design of interaction controllers that achieve safe and transparent operations is challenging, mainly due to the contradicting nature of these objectives. Knowing that attaining perfect transparency is practically unachievable, controllers that allow better compromise between these objectives are desirable. In this article, we propose a multicriteria optimization framework, which jointly optimizes the stability robustness and transparency of a closed-loop pHRI system for a given interaction controller. In particular, we propose a Pareto optimization framework that allows the designer to make informed decisions by thoroughly studying the tradeoff between stability robustness and transparency. The proposed framework involves a search over the discretized controller parameter space to compute the Pareto front curve and a selection of controller parameters that yield maximum attainable transparency and stability robustness by studying this tradeoff curve. The proposed framework not only leads to the design of an optimal controller, but also enables a fair comparison among different interaction controllers. In order to demonstrate the practical use of the proposed approach, integer and fractional order admittance controllers are studied as a case study and compared both analytically and experimentally. The experimental results validate the proposed design framework and show that the achievable transparency under fractional order admittance controller is higher than that of integer order one, when both controllers are designed to ensure the same level of stability robustness.
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I. INTRODUCTION

Robots are superior to humans at tasks that require precision, strength, and repetition, while the problem solving skills and adaptability of humans are unmatched thanks to their cognitive abilities. Physical human-robot interaction (pHRI) integrates the benefits of human and robot in tasks that involve physical interaction [1]. From assembly tasks to furniture relocation tasks in home/office setting [2], from industrial applications [3], surgery [4], rehabilitation [5] to mission critical tasks such as manipulation in hazardous environments [6], collaboration of humans and robots brings high performance solutions to complex problems (please refer to extensive reviews in [7]–[10]). In such scenarios, the stability of the coupled human-robot dyad must be ensured and the controller should be sufficiently robust to the changes in both human and environment dynamics for safe operation, while the dyad targets to achieve a high task performance, which typically requires the robot to be transparent to the human operator. However, the contradicting nature of robust stability and high transparency requirements creates challenges during the design of interaction controllers. In this study, we propose a computational multicriteria optimization approach to design interaction controllers for pHRI to address the tradeoff between stability robustness and transparency.

A. Related Work

The controller design for pHRI systems must pay utmost attention to the coupled stability of the human-in-the-loop system. However, due to the complexity introduced by the presence of human operator and possible contact interactions with uncertain environments, stability characteristics of pHRI systems cannot be analyzed easily. Different approaches have been used to study coupled stability of interaction. Model-based approaches [11]–[16] rely on a simplified model of human dynamics and environment that capture most essential characteristics of these systems in terms of stability. In particular, given that the stiffness of the human arm and the environment have a direct effect on coupled stability [11], [14], [15], most of these models focus on capturing this dominant aspect. In the absence of human and environment models, the coupled stability of pHRI systems can be investigated using the frequency domain passivity framework [17]–[19]. In this approach, the human operator and the environment are...
assumed to act as passive elements that do not inject energy to the closed-loop system; hence, do not tend to destabilize the closed-loop system. While frequency domain passivity can guarantee the stability of the closed-loop system for a broad range of human/environment models, the resulting controllers perform conservatively [18]–[21], leading to a less transparent performance. Time domain passivity framework [20] aims to relax the conservativeness of the frequency domain passivity framework by continuously estimating the exchanged energy between robot and human and/or environment through sensor measurements and dissipating any excess energy as needed.

Satisfying passivity throughout the interaction ensures that the robot behavior is never active (i.e., energy is not generated), so that stability can be guaranteed. However, nonpassive systems are not necessarily unstable [22]. This is due to the fact that passivity only considers the phase bounds on the uncertainty and assumes that the magnitude of this uncertainty can be arbitrarily large. In practice, many systems are not exposed to such large changes or uncertainties. The conservativeness of the passivity framework can be relaxed by taking advantage of partial knowledge (e.g., magnitude bounds) on the models of human and/or environment. For instance, even though the dynamics of human arm changes over time, human arm impedance is known to vary in a relatively limited range [23], [24]. Along these lines, Buerger and Hogan [25] proposed a complementary stability approach to design interaction controllers that can maintain robust stability for bounded ranges of impedances and coupled stability is ensured without the need for passivity. Similarly, in [26], it is shown that passivity constraints can be relaxed when the bounds on environmental/human impedances are known.

The tradeoff between robust stability and transparency brings a challenge in pHRI tasks that require high transparency [27]. This tradeoff, as well as the factors affecting the transparency, have been investigated in detail [28]–[34]. As an indicator of the achievable transparency, Z-width, the bounds of the dynamic range of achievable impedances, was proposed by Colgate and Brown [35] and methods to improve the Z-width were studied in [36] and [37]. Yet, it is well known that attaining perfect transparency is practically infeasible [27]. Hence, while keeping coupled stability intact, a controller allowing for an optimal compromise between transparency and robustness is desirable for pHRI studies [34].

Recently, we proposed the use of fractional order admittance controllers (FOAC) for pHRI, compared their performance with conventional integer order admittance controllers (IOAC) and provided evidence that FOAC can offer better stability robustness while displaying higher transparency than IOAC [38]. In particular, we introduced the concept of impedance matching to enable comparisons between FOAC and IOAC at a given frequency and analytically showed that both stability robustness and transparency performance can be improved under FOAC [15].

Earlier studies have already shown that a compromise between stability robustness and transparency is possible by manipulating the parameters of an interaction controller for pHRI [15], [25], [38]. Nevertheless, analytical methods have proven to be prohibitive for the design of an optimal interaction controller for pHRI, due to the nontrivial interaction between the control parameters and the dynamics of the coupled system. On the other hand, computational approaches have been quite promising. Computational optimization approaches have been proposed in [25] and [39] to design controllers with improved performance. While stability and transparency have been considered in these studies, both studies address single objective optimization problems. In particular, in [25], stability is imposed as a constraint, while in [39] multiple criteria are aggregated into a single cost function through predetermined weights.

B. Contributions

In this study, we propose a computational multicriteria optimization approach to design linear time-invariant (LTI) interaction (i.e., admittance and impedance) controllers for pHRI tasks. To the best of our knowledge, no such multicriteria optimization framework has been proposed to simultaneously optimize interaction controllers for multiple objectives, such as stability robustness and transparency.

Since the dynamics of interaction among human, robot, and the environment are highly complex, and rendering the development of an analytical approach is prohibitive, a computational approach is proposed. Earlier computational studies for optimizing the human-robot interaction have focused on determination of joint manipulation trajectory [40], [41], improvement of task performance [42]–[44], collaborative task planning and scheduling [45], [46], but not on the tradeoff between robust stability and transparency.

Buerger and Hogan [25] and Labrecque and Gosselin [39] proposed single criterion optimization of interaction controllers. In these approaches, the original multi objective problem is formulated as a single criterion optimization problem, either by considering stability (robustness) as a constraint and/or by scalarizing the cost functions using predetermined weights to define a single aggregate objective function. The drawback of these approaches is that the preferences between objectives need to be assigned a priori, before having a complete knowledge on the tradeoffs involved.

On the other hand, the proposed Pareto optimization approach computes all possible nondominated solutions that form the Pareto front curve and allows the designer to make informed decisions on optimal interaction controllers. Unlike one-shot scalarization-based optimization methods, Pareto methods fully characterize the tradeoff among objectives by providing all optimal solutions for all possible preferences of the designer. This allows an optimal solution to be selected after the tradeoff is thoroughly studied, possibly by considering new criteria that have not been considered during optimization. Furthermore, Pareto methods allow the designer to choose alternative optimal solutions under different conditions.

In addition to multicriteria optimal design of interaction controllers, the use of Pareto optimization approach enables fair comparisons among different controller structures, as comparison can be performed based on the best possible performance of controllers for all possible user preferences. We demonstrate such a comparison as a case study that compares FOAC and
IOAC and by experimentally verifying that achievable transparency under FOAC is higher than that of IOAC, when same level of stability robustness is required.

The rest of this article is organized as follows. Section II introduces our computational interaction controller design approach. Section III presents running examples for which the interaction control architectures, and transparency and stability robustness metrics are introduced. Human subject experiments conducted to assess the transparency under optimal FOAC and IOAC are reported in Section IV. Discussions and conclusions are provided in Section V.

II. MULTICRITERIA DESIGN OPTIMIZATION APPROACH

A. Designing Controllers for Multiple Objectives

Stability robustness and transparency performance analyses of interaction controllers are challenging, as the standard tools used for servo control cannot be applied to controller design. Two fundamental differences exist for interaction control systems as noted in [25]: 1) the closed-loop stability and performance cannot be predicted and characterized using the open-loop transfer function alone, and 2) the controller parameters do not directly affect the stability and performance of the coupled system. Consequently, there exists no straightforward way to investigate the stability and performance of such systems analytically, while computational approaches have been shown to provide promising results [19], [25], [47].

Buerger and Hogan [25] used a computational loop-shaping approach to optimize an interaction controller for maximum performance while satisfying a stability constraint. In their approach, first, the stability of the closed-loop system is evaluated in the controller parameter space that covers all possible combinations of controller parameters and then, the controller parameters that yield the maximum performance among the stable solutions are selected.

We advocate Pareto methods for multicriteria optimization of interaction controllers. Given a multicriteria optimization problem, all nondominated solutions constitute the Pareto front [48]–[50]. Every Pareto optimization approach consists of three main steps: 1) selection and evaluation of cost functions, 2) computation of the Pareto front, and 3) selection of an optimal solution among all nondominated solutions. We provide an outline of the proposed approach as follows.

B. Objective Functions for Interaction Controllers

Depending on the task, the performance of a pHRI application can be assessed using various criteria. In this study, we focus on the two fundamental ones, which are known to possess an inherent tradeoff: stability robustness and transparency.

The first objective function is chosen as the stability robustness of the closed-loop system. The stability is an integral part of robotic applications, especially in pHRI domain, where it implies inherent safety of the operator. For pHRI applications, a degree of robustness in the stability of the closed-loop system needs to be guaranteed, since elements of the closed-loop transfer function, e.g., human and environment, are subject to change during the task execution. Under these circumstances, a controller that can provide closed-loop stability over a desired range of parameter variations is desirable.

The second objective is chosen as the transparency of the pHRI task. The impedance that a human feels during interactions with an environment has critical importance in many pHRI tasks. For instance, in a robotic assisted surgery, the control architecture for the interaction is expected to ensure that the impedance of the soft tissue is reflected to the surgeon so that she/he can have a realistic understanding of the operation, without being shadowed by the dynamics of the robot. Alternatively, in a different task, an operator may wish to move the robot in free space, where she/he does not desire to feel any parasitic dynamics due to the robot.

C. Pareto Optimization

Assuming an LTI model of the robot is available and an LTI controller structure to regulate the interaction between the robot and the human is selected, the following steps are proposed to optimize the controller parameters for a robust and transparent design.

Step 1) A feasible range of values for each parameter of the interaction controller is chosen (and discretized). Feasible controller parameters are computed as design variables by considering these range of values for each parameter.

Step 2) A metric for transparency is defined for the design variables in Step 1.

Step 3) A metric for stability robustness is defined for the design variables in Step 1.

Step 4) Using a Pareto optimization approach, the Pareto front curve is constructed by considering the transparency and robustness objectives.

While many different approaches have been proposed in the literature to compute the Pareto front, we utilize the weighted-sum approach with weight scanning [49] in this study, as this approach is easy to implement and present.

D. Selection of Optimal Controller

The resulting Pareto front represents all nondominated solutions for the given design problem and these solutions reflect optimal solutions for different preferences among the selected metrics. Once the Pareto front is computed, the designer is expected to study these solutions to get an insight of the underlying tradeoffs and make an informed decision to finalize the controller design by selecting an optimal solution from the Pareto set. Constraints or new criteria that have not been considered during the optimization can be introduced at this stage. Pareto methods allow the designer to choose alternative optimal solutions under different conditions.

The Pareto optimization approach is rewarding as it not only leads to design of optimal interaction controllers but also enables fair comparisons among various interaction controllers, possibly with different underlying types or structures. Given that the Pareto front for each controller provides the best performance of
that controller for all possible preferences of the designer, fair comparisons become possible by considering the Pareto front of each controller type/structure. Hence, for any given designer preference, the best possible performances of each controller is compared to the best possible performances of other controllers.

III. CASE STUDY: INTERACTION CONTROLLER DESIGN

This section presents a case study that follows the Pareto optimization approach introduced in Section II. In particular, a family of admittance controllers are studied in terms of stability robustness and transparency, and optimal controller parameters are determined from their Pareto solutions.

A. pHRI Tasks

Three different pHRI scenarios are considered to demonstrate the proposed computational optimization framework in designing an interaction controller.

S1 Only the human and robot physically interact. Ideally, human operator desires not to feel the robot dynamics while moving the robot in free space.

S2 The human operator continually interacts with a nominal environment using the robot. Note that the dynamics of the environment does not change during the execution of the pHRI task (in other words, an LTI model for the environment is assumed).

S3 The human operator interacts with an environment using the robot, while the dynamics of the environment changes.

S1 involves no interaction with environment, so this scenario is considered as a baseline for S2 and S3. In S2, the contact with environment involves a linear spring. In S3, the dynamics of the environment is changed by considering two springs in parallel, where one of the springs is engaged only during a portion of the interaction. Along these lines, S3 involves switching dynamics resulting in a nonlinear interaction.

B. Closed-Loop System

Fig. 1 depicts the admittance control architecture used in our pHRI studies [15], [38], where the human, robot, and the environment physically interact with each other. The transfer function of the closed-loop system is given by

$$T(s) = \frac{V(s)}{F_{\text{ext}}(s)} = \frac{G(s)Y(s)}{1 + G(s)Y(s)H(s)Z_{\text{eq}}(s)}$$

where \(G(s)\) is the LTI model of robot, \(V(s)\) is its measured (actual) end-effector velocity, \(Y(s)\) is the admittance controller, and \(H(s)\) models a filter introduced to attenuate the noise in force measurements. Human and environment are assumed to be coupled, and their equivalent impedance is set to \(Z_{\text{eq}} = Z_h + Z_e\), where \(Z_h\) and \(Z_e\) represent linearized human and environment impedances, respectively. The equivalent impedance used in our study is \(Z_{\text{eq}}(s) = m_e s^2 + k_h s + k_e\), where equivalent stiffness, damping, and mass elements can be defined as \(k_{\text{eq}} = k_h + k_e\), \(b_{\text{eq}} = b_h + b_e\), and \(m_{\text{eq}} = m_h + m_e\), respectively.

FOAC used in this study has the following form:

$$Y(s) = \frac{1}{Z_{\text{FOAC}}} = \frac{1}{m_F s^\alpha + b_F}$$

where \(\alpha\) corresponds to the order of the fractional integrator (i.e., the integration order), while \(m_F\) and \(b_F\) are the admittance controller parameters. In this study, the integration order is kept in the range of \(0 < \alpha \leq 1\). In the limit case when \(\alpha = 1\), the FOAC becomes equivalent to IOAC; therefore, the admittance controller becomes \(Y(s) = 1/Z_{\text{IOAC}} = 1/(m_F s + b_F)\).

As the unit of \(m_F\) is \(\text{kg s}^{\alpha-1}\), the physical interpretation of this parameter changes depending on the integration order \(\alpha\), whereas the unit of \(b_F\) is always \(\text{Ns/m}\). The effective mass and damping provided by FOAC are \(m_F \omega^{\alpha-1} \sin((\alpha \pi)/2)\) kg and \(b_F + m_F \omega^{\alpha} \cos((\alpha \pi)/2)\) Ns/m, respectively, where \(\omega\) represents the frequency. Thorough analyses of the effective impedance of the fractional order interaction controllers can be found in [15], [38], [51], and [52].

Knowing that controller parameters have different physical interpretations and the structure of an admittance controller is different for each integration order \(\alpha\), a fair comparison among controllers of different orders is challenging. Therefore, being able to thoroughly investigate and rigorously compare the tradeoff between stability robustness and transparency under various integration orders by using the optimization framework proposed in this study is a rewarding practice.

C. Bounds on Equivalent Impedance (\(Z_{\text{eq}}\))

In this section, we determine the bounds on equivalent impedance \(Z_{\text{eq}}\) for each pHRI scenario.

For the first scenario (S1), only the bounds of the human arm impedance is considered, since \(Z_e(s) = 0\). Lower and upper bounds for the human arm stiffness are taken as \(k_h = 0\) (when human is not in contact with the end-effector of the robot) and \(k_h = 600 \text{ N/m}\) (based on [23], [24]), respectively. Moreover, the lower and upper bounds for the mass parameter are set to \(m_h = 0\) (when human releases her/his contact) and \(m_h = 5\) kg, respectively. The range of damping for the human arm \(b_h\) is taken as 0 to 41 Ns/m, as proposed in [23] and [24].

For the second scenario (S2), the contact interaction with a spring-like environment having a stiffness of \(k_e\) is considered. Therefore, the damping, and the mass of the equivalent impedance are kept the same as damping and mass of human arm as in S1: \(b_{\text{eq}} = b_h\) and \(m_{\text{eq}} = m_h\). The environment is assumed to have a nominal stiffness of \(k_e = 610 \text{ N/m}\), thus, the range for the equivalent stiffness is set to 610 N/m ≤ \(k_{\text{eq}}\) ≤ 1210 N/m.
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Similarly, for the third scenario (S3), the environment stiffness varies between 610 N/m ≤ k_eq ≤ 1010 N/m, thus, the range for the equivalent stiffness is set to 610 N/m ≤ k_eq ≤ 1610 N/m.

D. Computation of the Pareto Front

Step 1—Feasible controller parameters

For a given integration order \( \alpha \), \( m_F \in [0.2, 100] \) kg s^{-\alpha-1}, and \( b_F \in [0.001, 500] \) Ns/m are taken as the feasible range of the admittance controller parameters and these ranges are discretized with equally spaced increments of 0.1 kg s^{-\alpha-1}, and 1 Ns/m, respectively.

Step 2—Transparency cost function

The closed-loop impedance displayed to the human operator \( Z_{\text{disp}}(s) \) according to Fig. 1 can be computed as

\[ Z_{\text{disp}}(s) = \frac{F_0(s)}{V(s)} = \frac{1 + G(s)Y(s)H(s)Z_e(s)}{G(s)Y(s)H(s)}. \]  

(3)

The parasitic impedance \( \Delta Z(s) \) is defined as the difference between the desired impedance \( Z_{\text{des}}(s) \) and the impedance reflected to human \( Z_{\text{disp}}(s) \)

\[ \Delta Z(s) \equiv Z_{\text{des}}(s) - Z_{\text{disp}}(s). \]  

(4)

If the parasitic impedance \( \Delta Z(s) \) is small, then the transparency of the overall system is high. In most pHRI applications, the desired impedance is equal to the environment impedance \( Z_{\text{des}}(s) = Z_e(s) \). In this condition, considering (3) and (4), the magnitude of parasitic impedance in frequency domain can be determined as follows:

\[ |\Delta Z(j\omega)| = \frac{1}{|G(j\omega)Y(j\omega)H(j\omega)|}. \]  

(5)

Clearly, maximizing \( |GYH| \) minimizes \( |\Delta Z| \), which in turn maximizes the transparency. Furthermore, in terms of the controller, we can deduce that maximizing the magnitude of \( Y(j\omega) \) is required to improve the transparency. According to \( Y(j\omega) \), lower values of \( m_F \) and \( b_F \) result in higher transparency. At low frequencies, the effect of \( b_F \) is more dominant on the parasitic impedance. Therefore, lower values of \( b_F \) are more desirable for higher transparency at low frequencies. Moreover, effects of \( \alpha \) and \( m_F \) become increasingly more dominant at higher frequencies.

While inspection of the magnitude of \( Y(j\omega) \) provides insight about how controller parameters affect the transparency, the parasitic impedance function should be studied for more conclusive results, since the dynamics of robot itself also contributes to the parasitic impedance. In particular, the fact that the contributions of controller and robot on parasitic impedance are complex numbers and change as functions of frequency calls for a quantitative cost metric for the parasitic impedance. Such a metric was defined in [25] and computed over a discrete range of frequencies. Adopting this metric, the transparency cost function is defined as

\[ C = \sum_{\omega_L}^{\omega_U} W(\omega) \log |\Delta Z(j\omega)| \]  

where \( W(\omega) \) is a weighting function defined to adjust contributions at each frequency, and \( \omega_L \) and \( \omega_U \) represent the lower and upper bounds of the frequency range of interest, respectively.

In this study, a logarithmically spaced frequency ranging from 0.05 to 30 Hz is chosen for the discretization. Since the frequency range of human voluntary movements is around 2 Hz [3], achieving higher transparency is more desirable at lower frequencies. Along these lines, a fifth-order Butterworth filter with a cutoff frequency of 5 Hz is used as the weighting function \( W(\omega) \) to boost the effect of low frequency content on the parasitic impedance and reduce the contribution of higher frequencies. Using (6), parasitic impedance for each set of controller parameters is evaluated, and the resulting transparency maps illustrating the parasitic impedance are constructed as in Fig. 2. As expected, lowering \( m_F \), and \( b_F \) reduce the parasitic impedance, leading to higher transparency.

Step 3—Stability robustness cost function

We utilize the vector margin, defined as the inverse of the maximum magnitude of loop sensitivity function \( S(j\omega) \), as the metric of the stability robustness. For the system in Fig. 1, the sensitivity transfer function is defined as \( S(j\omega) = 1/(1 + L(j\omega)) \), where \( L(j\omega) = G(j\omega)Y(j\omega)H(j\omega)Z_{\text{eq}}(j\omega) \) denotes the loop transfer function. Then, the vector margin used as the cost function to quantify stability robustness, is defined as

\[ \rho = \frac{1}{\max(|S(j\omega)|)} \]  

(7)

where \( \max(|S(j\omega)|) \) represents the maximum magnitude of the loop sensitivity function. From this equation, one can note that the larger the loop gain, the more robust the system.

Three sets of robustness maps for \( \alpha \in \{1, 0.7, 0.4\} \) are generated as presented at different rows of Fig. 3. Note that, these robustness maps are only constructed for the stable sets of controller parameters for the first pHRI scenario (S1), as this case is treated as a baseline for other scenarios (S2 and S3) that involve interactions with an environment.

To generate worst-case stability robustness maps for each integration order \( \alpha \), four different robustness margins are calculated for each stable parameter set: one for each combination of extreme values of equivalent mass \( m_{\text{eq}} \) and damping \( b_{\text{eq}} \). For any given controller parameter set, the minimum of the robustness margins calculated for these four combinations of extreme values of \( m_{\text{eq}} \) and \( b_{\text{eq}} \) is taken as the conservative robustness margin, so that the worst-case uncertainties in \( m_{\text{eq}} \) and \( b_{\text{eq}} \) are accounted for in the conservative robustness maps presented in Fig. 4.

In Fig. 4, the relation between the stability robustness margin and equivalent stiffness is depicted. These plots can be utilized to determine how much increase in equivalent stiffness can be tolerated in scenarios S2 and S3. In particular, it can be deduced that a maximum equivalent stiffness increase of 610 and 1010 N/m can be tolerated for S2 and S3, respectively, i.e., the maximum expected equivalent stiffness can be set to \( k_{\text{eq}} = 1210 \) N/m and \( k_{\text{eq}} = 1610 \) N/m for S2 and S3, respectively, without sacrificing stability.
Fig. 2. Transparency maps illustrating the parasitic impedance of the controller in Fig. 1 under (a) IOAC $\alpha = 1$, (b) FOAC $\alpha = 0.7$, and (c) FOAC $\alpha = 0.4$.

Fig. 3. Stability robustness maps of the controller in Fig. 1 for $k_{eq} = 600$ N/m under IOAC $\alpha = 1$, FOAC $\alpha = 0.7$, and FOAC $\alpha = 0.4$. (a) $\alpha = 1$, $m_{eq} = 0$ kg, $b_{eq} = 0$ Ns/m. (b) $\alpha = 0.7$, $m_{eq} = 5$ kg, $b_{eq} = 0$ Ns/m. (c) $\alpha = 0.4$, $m_{eq} = 0$ kg, $b_{eq} = 0$ Ns/m.

The stability boundaries for $k_{eq} = 1210$ N/m and $k_{eq} = 1610$ N/m are computed by employing the principles in [15] and superimposed on top of the stability robustness maps in Fig. 4. One can observe from Fig. 4(a) that among the controller parameter sets laying on the stability boundary for $k_{eq} = 1210$ N/m (resp. $k_{eq} = 1610$ N/m) under IOAC, the most robust one possesses a stability robustness of $\rho = 0.42$ (resp. $\rho = 0.55$). In other words, any controller parameter set of IOAC that results in $\rho = 0.42$...
Fig. 4. Conservative stability robustness maps of the controller for $k_{eq} = 600$ N/m under (a) IOAC $\alpha = 1$, (b) FOAC $\alpha = 0.7$, and (c) FOAC $\alpha = 0.4$. Solid and dashed thickened black curves show the stability boundaries for $k_{eq} = 1210$ N/m and $k_{eq} = 1610$ N/m, respectively.

(resp. $\rho = 0.55$) ensures the coupled stability for S2 (resp. S3), under the impedance bounds defined for the human and the environment.

Any controller parameter set of FOAC [$\alpha = 0.7$ and 0.4 as presented in Fig. 4(b) and (c)] that results in the same robustness margin of $\rho = 0.42$ ($\rho = 0.55$) also ensures coupled stability for S2 (resp. S3), as equivalent stiffness of $k_{eq} = 1210$ N/m (resp. $k_{eq} = 1610$ N/m) can be tolerated. Note that the controller parameters for FOAC having the stability robustness margin of $\rho = 0.42$ ($\rho = 0.55$) can tolerate even larger equivalent stiffness values as they lay further away from the stability boundary.

**Step 4—Pareto optimization**

We aim to minimize the transparency cost function $C$, while maximizing the value of the stability robustness margin $\rho$. To eliminate the scale difference between the two metrics, we first normalize each one with their maximum value, where the maximum values are acquired from the transparency maps (see Fig. 2) and the stability robustness maps (see Fig. 4). Then, we form the final objective function as their convex combination according to

$$J = wC_n + (1 - w)(-\rho_n)$$

where $w \in [0, 1]$ represents the weights, while $C_n$ and $\rho_n$ denote the normalized values of transparency cost function and stability robustness margin, respectively. Each value of the weight parameter $w$ results a different optimization problem, corresponding to various prioritization of the cost functions. If the problem is solved for all possible weights $w \in [0, 1]$, then resulting set of optimal solutions yield the Pareto front for the multicriteria optimization problem.

During our implementation, the weight parameter $w$ is scanned with equally spaced increments of 0.001 to construct the Pareto front curve. Fig. 5 presents the Pareto front curve for the integration order $\alpha = 1$. A close inspection of Fig. 5 reveals the tradeoff between the selected cost functions. The maximum robustness margin is achieved when the parasitic impedance is at its maximum value, resulting in a poor transparency performance. On the contrary, the parasitic impedance attains its minimum, yielding to the highest transparency, when the robustness margin is at its minimum, leading to the lowest stability robustness.

Prioritization of objectives without having a thorough understanding on the tradeoff characteristics may lead to conservative designs, whereas Pareto front curve characterizes the tradeoff between objectives thoroughly so that decision making can be carried out after inspection of all possible optimal solutions. In Fig. 5, the weights for several solutions on the Pareto front curve are displayed. Note that choosing a lower weight prioritizes the stability robustness, while a higher one promotes transparency. To obtain an optimal solution by the single criterion optimization (under scalarization) requires a proper choice for the weight, which is unknown a priori. Inspecting Pareto front curve reveals that such a weight cannot be determined by intuition alone, and a thorough analysis is required so that the designer can make an informed decision.
E. Design Selection

An optimal solution is selected from the Pareto front curve in three steps. Considering the pHRI scenarios discussed in Section III-A, we illustrate by examples how to impose possible constraints on the optimization objectives, consider secondary design criteria, and select an optimal design by deciding on an optimal solution on the Pareto front curve.

1) Constraints on the Optimization Objectives: Certain constraints may be imposed on the optimization cost functions to ensure some level of performance of a given pHRI task. These constraints need not to be assigned prior to optimization and can be determined after inspecting the Pareto front curve.

Let us consider the Pareto front curve presented in Fig. 5. After inspecting the plot, the designer may choose to impose an upper bound of $C < 11$ on the parasitic impedance, as marked by the horizontal dashed-line. This line intersects the Pareto front curve at a robustness margin of $\rho = 0.35$. On the other hand, for another pHRI task, stability robustness may be more critical than the parasitic impedance, if the environment and/or human arm impedance are prone to significant change. For example, inspecting Fig. 4 reveals that any controller with a stability robustness margin of $\rho = 0.55$ can maintain coupled stability up to $k_{eq} = 1610 \text{ N/m}$, the highest allowable stiffness in scenario S3. Prioritizing this stability margin, the designer can introduce the stability robustness margin of $\rho = 0.55$ as a lower bound as depicted by the vertical dashed-line in Fig. 5. This choice eliminates all the optimal solutions with $\rho < 0.55$ from any further consideration.

Same constraints can also be applied to the optimal solutions on Pareto front curves of other integration orders, presented in Fig. 6. Note that, when both $C \leq 11$ and $\rho \geq 0.55$ constraints are simultaneously considered, there exits no optimal solution for IOAC, while there are such optimal solutions for FOAC with $\alpha = 0.4$ and $\alpha = 0.7$.

2) Considering Other Design Criteria: For the case study, stability robustness and transparency are chosen as the optimization objectives. However, once a thorough understanding of the tradeoff between these objectives is achieved, the designer is free to introduce new design criteria to further narrow down the set of optimal solutions. As an example, noting that intended movements of human arm is band-limited [53], we introduce an additional criterion for the pHRI task. In particular, we introduce a new criteria not captured by the optimization objectives and require the cutoff frequency of the closed-loop system to be larger than the bandwidth of the human arm’s intended movements.

During the execution of a pHRI task, the user physically interacts with a robot and environment whose reflected impedance is characterized by $Z_{\text{disp}}(s) = F_h(s)/V(s)$, as in (3). To study the cutoff frequency of this closed-loop system, the transfer function $T_{\text{disp}}(s) = X(s)/F_h(s)$ is calculated using the reflected impedance and this cutoff frequency $\omega_c$ is computed for all the remaining solutions on the Pareto front. In Fig. 7, these cutoff frequencies $\omega_c$ are presented as a function of stability robustness $\rho$.

3) Deciding on an Optimal Controller: As $k_e = 610 \text{ N/m}$ is the lower bound on the environment stiffness for scenario S3, the cutoff frequencies $\omega_c$ computed for this stiffness level are considered for the design, noting that, an increase in the environment stiffness $k_e$ also increases $\omega_c$ (see Fig. 7). Given that the bandwidth of the intended movements of human arm is around 2 Hz [14], [53], with a tolerance of 15%, the solutions leading to $\omega_c < 2.3$ Hz are also eliminated from any further consideration.

An optimal solution that satisfies $\omega_c \geq 2.3$ was selected as the final design for each integration order (see Table I). We observe that FOAC (with $\alpha = 0.4$ and $\alpha = 0.7$) is a better choice than IOAC (with $\alpha = 1$) since FOAC results in higher stability.

---

**TABLE I**

Optimal Controller Parameters, Cost Function Values, and Optimization Weights for $\omega_c \geq 2.3$ Hz and $\rho \geq 0.55$

| $\alpha$ | $m_F$ [kg$\cdot$s$^{-1}$] | $h_F$ [N/m] | $\rho$ | $C$ | $w$ |
|----------|-----------------|----------|-------|-----|-----|
| 1        | 3.2             | 90       | 0.553 | 16.9 | 0.796 |
| 0.7      | 6.0             | 74       | 0.568 | 14.5 | 0.755 |
| 0.4      | 16.7            | 56       | 0.594 | 13.0 | 0.737 |

---

Fig. 6. Pareto front curves for IOAC ($\alpha = 1$), FOAC ($\alpha = 0.4$ and 0.7). The horizontal dashed-line denotes a sample upper bound of $C \leq 11$ for parasitic impedance. The vertical dashed-line represents a sample lower bound of $\rho \geq 0.55$ for the stability robustness. The solutions denoted by filled markers are the optimal solutions selected, as detailed in Table II.

Fig. 7. Cutoff frequency $\omega_c$ of $T_{\text{disp}}(s)$ as a function of $\rho$ for the optimal solutions with $\rho \geq 0.55$. Solid and dashed lines are for $k_e = 610$ and $k_e = 1010 \text{ N/m}$, respectively. The solutions represented by filled markers denote the optimal solutions selected, as detailed in Table II.
robustness $\rho$ and lower parasitic impedance $C$, leading to more robust and transparent design as presented in Table I.

An important advantage of Pareto methods is that designer only needs to decide on an optimal solution and the tradeoff between objectives after obtaining the Pareto front. The weighting parameter $w$ for each sample design is given in Table I. Note that values of $w$ for each controller is different and these values cannot be easily determined by intuition a priori. A thorough knowledge on the tradeoff characteristics is needed before deciding on these values.

F. Comparison of Interaction Controllers

Using Pareto optimization approach not only allows the designer to make an informed decision by inspecting all optimum solutions and studying the tradeoff between the objectives, but also enables fair comparisons among various interaction controllers, possibly having different structures.

A close inspection of the Pareto front curves in Fig. 6 reveals an interesting and important result. The Pareto front curve for the IOAC is completely dominated by those of the FOACs. In other words, parasitic impedance under IOAC is always larger than those of FOACs for the same robustness margin; hence, FOAC allows a better compromise between the stability robustness and transparency. Furthermore, it can be easily observed that the Pareto front curve for integration order $\alpha = 0.4$ is superior to the others. Hence, the best compromise between stability robustness and transparency is obtained under $\alpha = 0.4$ among the controllers considered in this study.

IV. CONTROLLED pHRI EXPERIMENT: CONTINUOUS CONTACT WITH ENVIRONMENT

The controllers tabulated in Table II were implemented for a pHRI experiment and a thorough comparison is reported in this section. In particular, optimal FOAC with integration orders of $\alpha = 0.4$ and $\alpha = 0.7$ that have the same stability robustness as the optimal IOAC ($\rho = 0.553$) were designed and implemented, to experimentally compare their transparency performance. The task involved contact interactions with a nonlinear environment formed by two linear springs that engage at different positions of the end-effector. The end-effector of a UR5 robot (Universal Robots Inc.), while the subject grasps the handle to guide the end-effector and compresses the springs. The springs simply represent a layered environment in which the robot guided by a human operator is in continuous contact with, as in drilling a wall or inserting a needle into soft tissue. In the experiments, the subjects are asked to compress the springs up to a depth of 55 mm, called as the ramp phase [see Fig. 8(b)], and then, hold it at that position for 5 s, called as the hold phase [see Fig. 8(c)]. In order to make the compression rate equal for each subject, a visual cursor [the dark blue rectangle, labeled as C in Fig. 8(b)] moving with a constant speed ($v_c = 20 \text{ mm/s}$) is displayed on the computer screen. The other details of the experimental setup is the same as the one reported in [38].

Ten subjects (five males and five females, average age = $29 \pm 6$) participated in this experiment. The subjects gave informed consent about their participation in the experiment. The experimental study was approved by the Ethical Committee for Human Participants of Koc University.

We compared subjects’ performance for the controllers tabulated in Table II. Hence, three different controllers, IOAC ($\alpha = 1$), FOAC ($\alpha = 0.7$), and FOAC ($\alpha = 0.4$) were tested in this experiment. The task was repeated 10 times for each controller, resulting in 30 ($3 \times 10$) trials in the experiment, which were displayed to the subjects in random order. The order was same for each subject. All trials were performed one after the other without any breaks. Prior to the experiment, each

| $\alpha$ | $m_F$ [kg/\(^{\alpha-1}\)] | $b_F$ [Ns/m] | $C$ | $w$ |
|---------|-----------------|-------------|-----|-----|
| 1       | 3.2             | 90          | 16.9| 0.796|
| 0.7     | 5.8             | 71          | 13.9| 0.770|
| 0.4     | 15.4            | 49          | 11.5| 0.776|

Fig. 8. Experimental setup (a) used, and the visual feedback (b), (c) displayed to the subjects during the experiments.
subject was given a training session of 15 (3 × 5) trials to get herself/himself familiar with the setup.

B. Data Collection and Performance Metrics

During the experiment, the robot constrains the motion of the subjects along a horizontal line while they compress the springs. The force $F_h$ applied by the subject is the sum of the forces required for compressing the springs ($F_e$) and generating the motion trajectory of the robot (i.e., interaction force $F_{int}$); $F_h = F_e + F_{int}$, where $F_e = k_e \Delta x$ ($\Delta x$ is the amount of compression) is not influenced by the controller. $F_{int}$ is the interaction force measured by a force sensor (Mini40, ATI Inc.), filtered, and fed back to the admittance controller. The force applied by the subject $F_h$ (measured by a second sensor, Mini40, ATI Inc.) and the interaction force $F_{int}$ are linearly dependent on each other, since $F_e$ depends on the amount of compression only, and is independent of viscous and inertial effects coming from the controller and the robot. As the portion of the force applied by the subject to overcome the parasitic impedance of the robot is the interaction force, by inspecting this force alone, we can compare the transparency performance of the admittance controller for $\alpha = 1$, $\alpha = 0.7$, and $\alpha = 0.4$.

We use average interaction force ($F_{ave}^{int} = 1/(t_e - t_b) \int_{t_b}^{t_e} |F_{int}(t)| dt$) to quantify the interaction performance under different controllers, and average force applied by human subjects ($F_{ave}^{h} = 1/(t_e - t_b) \int_{t_b}^{t_e} |F_h(t)| dt$) to investigate the human effort, where $t_b$ and $t_e$ are the beginning and ending times of a phase (ramp or hold), respectively. We also inspect the energy consumed to overcome the parasitic impedance of the robot ($E_{int}(t) = \int_{t}^{t_f} F_{int}(t)v(t)dt$) as a function of time $t$, and then use it for estimating the total energy consumption ($E_{tot}^{int} = E_{int}(t_f)$), where $t_i$ and $t_f$ are the beginning and ending times of a trial. Moreover, the total work done by the human ($W_h = \int_{t_i}^{t_f} F_h(t)v(t)dt$) is also investigated. In addition, peak amplitude of oscillations in interaction force $|F_{ave}^{int}|$, force applied by human $A_{F_h}$, and end-effector position $A_P$ are computed using fast Fourier transform analysis as measures to compare the robustness under each controller.

C. Data Analysis

For each subject, the performance metrics $E_{tot}^{int}$ and $W_h$ were calculated for the entire duration; $F_{ave}^{int}$ and $F_{ave}^{h}$ were computed for the ramp phase; $A_{F_h}$, $A_{F_{ave}^{int}}$, and $A_P$ were evaluated for the hold phase of all trials and then the mean values were normalized for the analysis (see Figs. 9, 10, and 11).

We performed one-way ANOVA to investigate the statistical significance of these results. In all statistical analyses, a significance level of $p = 0.005$ was used for the null hypothesis.

D. Results

Fig. 9(a)–(c) present the average peak amplitude of oscillations in interaction force $A_{F_{ave}^{int}}$, force applied by the subjects $A_{F_h}$, and end-effector position $A_P$ during the hold phase, respectively. Although these values were slightly lower for FOAC, the differences were not significant.

Fig. 10(a) and (b) illustrates the average energy consumed to overcome the parasitic impedance of the robot $E_{tot}^{int}$ and the work done by the subjects $W_h$. We observed a statistically significant effect of controller on $E_{tot}^{int}$. Specifically, it was significantly lower under FOAC than that of IOAC. Moreover, it was the lowest under FOAC ($\alpha = 0.4$). In addition, FOAC slightly reduced the work done by the subjects.
Specifically, \( F = A \) were used. We did not expect a difference between stability robustness and transparency. Moreover, \( F^{\text{ave}} \) was the lowest under FOAC (\( \alpha = 0.4 \)).

### E. Discussion

We compared the performance of FOAC with that of IOAC for the pHRI task of compressing the two-stage spring system. Optimal admittance controllers with the same level of stability robustness were tested in our experiment and their transparency performances were compared.

None of the subjects experienced any instability while interacting with the robot during the experiments. The fact that no instability was observed provides evidence that each controller displayed sufficient level of stability robustness, as they were designed to tolerate even the highest equivalent stiffness during the task.

In order to compare the energy dissipation characteristics of these controllers, the amplitude of oscillations in force applied by the subjects \( F_{h} \), interaction force \( F_{\text{int}} \), and end-effector position of the robot \( A_{F} \) were used. We did not expect a significant difference between these values during the hold phase (see Fig. 9), where the equivalent stiffness is the highest. Since each controller was designed to maintain the robust stability up to \( k_{\text{eq}} = 1610 \) N/m, their energy dissipation capacities should be similar.

We expected that the energy consumed to overcome the parasitic impedance of the robotic system during the ramp phase would be significantly lower under FOAC for \( \alpha = 0.4 \), as it was found to yield the lowest parasitic impedance in our computational analysis, as presented in Table II. Indeed, the parasitic impedance was lower under FOAC in our experimental study, as depicted in Figs. 10(a) and 12. Furthermore, average interaction force during the ramp phase was reduced as the integration order was lowered, as can be observed in Fig. 11(a). The fact that both the energy consumption and the force to overcome the parasitic impedance were lower under FOAC revealed that a higher transparency was achieved with this controller. On the other hand, the difference between IOAC and FOAC in terms of the average force applied [see Fig. 11(b)] and the work done by the subjects [see Fig. 10(b)] was not significant during the ramp phase since compressing the springs required a significant portion of the total energy consumed by the subjects during the task.

### V. Discussion and Conclusion

In this study, we presented a multicriteria optimization framework for synthesizing interaction controllers. In particular, we investigated the tradeoff between transparency and stability robustness in pHRI systems and proposed a computational approach for optimal design of interaction controllers.

Our computational approach resembles to the complementary stability analysis suggested in [25]. However, while their method relies on prioritization of one objective over another and imposing stability as a constraint, our approach advocates computation of the Pareto front that allows the designer to make an informed decision by studying all optimal solutions.

Pareto front solution not only can be used to select an optimal solution for the task at hand, but the same Pareto front may be utilized to select optimal controllers when the task changes, without a need for rerun of the analysis. For instance, in case the same pHRI system is to be used for the execution of another task where the environmental stiffness is higher than that of the previous task, the designer can select a new design on the Pareto front curve with a higher stability robustness to accommodate this change, as all possible optimal solutions are already available on the Pareto front.

The proposed design framework not only enables to optimize the controller parameters for the best tradeoff performance, but also allows for interaction controllers with different structures to be compared rigorously. Note that, for interaction controllers having different forms or types than the ones considered in this study, Pareto front curves do not necessarily dominate each other, i.e., some could be superior to others for a specific range of stability robustness while being inferior to the others for another range. In general, Pareto methods can precisely characterize, which structure is superior for which range of objectives. Consequently, it can be emphasized that the Pareto front approach provides an objective comparison tool for interaction controllers of different forms and types, since it allows the designer to study, inspect, and compare all optimal controllers and tradeoffs simultaneously.

We demonstrated the practical implementation of our approach for the design of integer and fractional order admittance controllers. A fair comparison between FOAC and IOAC is also presented, thanks to the Pareto front curves. Analyzing the Pareto front curves suggested that the curve for IOAC is inferior to that of FOAC. Hence, FOAC allowed a better compromise between stability robustness and transparency. Moreover, the results of our computational analysis showed that, for the same robustness margin, \( \alpha = 0.4 \) results in the lowest parasitic impedance allowing the highest transparency among the integration orders considered in this study.

To further study the effect of integration order, we computed the Pareto front curve of FOAC with \( \alpha = 0.05 \). This Pareto front curve is presented in Fig. 13 together with the Pareto front curve
for FOAC with $\alpha = 0.4$. It can be observed from Fig. 13 that Pareto front curve of FOAC with $\alpha = 0.4$ is also superior than that of FOAC with $\alpha = 0.05$. These results indicate that the effect of integration order is not trivial and there exists an optimal integration order in terms of the objective functions considered. While $\alpha = 0.4$ provides the best value among the integration orders considered, further analysis is required to compute the optimal order.

We also verified the computational design by an experimental pHRI task that involved contact interactions with a nonlinear environment formed by a two-stage spring. This 1-D scenario was chosen for the following reasons.

1) The computational design of the controllers had been conducted for a single-input single-output LTI system; hence, the experiments should match this design for a rigorous verification.

2) It is easier to conduct, quantify, and present human subject experiments with relatively simple tasks, as more complex tasks are likely to introduce confounding effects.

3) This scenario captures the sudden changes in environment parameters, emulating a worst-case interaction as the total stiffness of the human-robot-environment system has been shown to have the most dominant effect on the coupled stability.

4) This scenario represents a simplified version of many practical tasks involving contact interactions with various environments, such as needle insertion or drilling.

Needle insertion is a commonly used task in many medical procedures, including biopsies, brachytherapy, and epidural anesthesia. During a needle insertion, the needle is advanced into the soft tissue by maintaining a certain direction as the deviation of the needle in other directions can break the needle with undesired consequences. Along these lines, a needle insertion is mostly a 1-D task. During a needle insertion task, the operator advances the needle into the tissue by appreciating the magnitude of the interaction forces. A two-stage spring system emulates the essence of this interaction as follows. The insertion of a needle into soft tissue starts with the deformation of the soft tissue (displaying a relatively stiff behavior) and this is captured by the compression of Spring 1 in the experimental scenario. This deformation continues until rupture occurs, where a mixed stage of penetration and deformation starts. At this stage, as the needle continues its movement through the soft tissue, the forces tend to increase (displaying a different stiffness than the previous layer) until the needle reaches to another layer and this is captured by the activation of Spring 2 after a certain depth of compression.

To summarize, the experimental scenario in this study is considered as a representative simplification of a practical 1-D task. This choice enables experimental validation of the computational design, rigorous comparison of performance of the controllers considered, and increased the digestibility of the procedure and the results. While it may be possible to test the proposed approach on other scenarios that require execution in multidimensions, such an extension will require extra effort to extend the proposed computational methodology. Such extensions are not considered as part of this study and will be left as a future research direction. Similarly, nonlinear or adaptive controllers are not considered in order to utilize powerful analysis tools available for LTI systems. We plan to investigate adaptive interaction controllers as part of our future work as suggested in [54].
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