Abstract—This paper deals with the backstepping design of observer-based compensators for parabolic ODE-PDE-ODE systems. The latter consist of a coupled parabolic PDEs with distinct diffusion coefficients and spatially-varying coefficients, that are bidirectionally coupled to ODEs at both boundaries. The actuation and sensing appears through these ODEs resulting in a challenging control problem. For this setup a systematic backstepping approach is proposed, in order to determine a state feedback controller and an observer. In particular, the state feedback loop and the observer error dynamics are mapped into stable ODE-PDE-ODE cascades by making use of a sequence of transformations. With this, the design can be traced back to the solution of kernel equations already found in the literature as well as initial and boundary value problems, that can be solved numerically. Exponential stability of the closed-loop system is verified, wherein the decay rate can be directly specified in the design. The results of the paper are illustrated by the output feedback control of an unstable ODE-PDE-ODE system with two coupled parabolic PDEs.
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I. INTRODUCTION

A. Motivation and Literature Review

Recent advances of the backstepping approach (see, e.g., [15] for an overview) focused on the control of coupled PDEs. In the parabolic case, one can find backstepping methods for this system class with constant coefficients in [3], [18], while the general case of spatially-varying coefficients is dealt with in [22], [5], [7]. These results provide systematic solutions for the control of a variety of applications. Typical examples appear in chemical and biochemical engineering problems (see [10], [2]).

More complex models also take finite-dimensional actuator and sensor dynamics into account. This naturally leads to parabolic ODE-PDE-ODE cascades. It should be noted that this setup is fundamentally different from the backstepping approach for PDE-ODE cascades, in which the actuator or sensor is an infinite-dimensional system and the plant is finite-dimensional (see [14] and the references therein). In particular, the modelling of actuators and sensors with ODEs results in a more challenging control problem, because only lumped actuation and sensing is possible. A more general class of systems are coupled ODE-PDE-ODE systems, where the actuating and sensing ODEs are bidirectionally coupled to the PDEs. Such a setup results for coupled PDEs with dynamic boundary conditions. The latter occur, for example, in the modelling of solid-gas interactions of chemical reactions at the boundaries (see, e.g., [21]). For a single parabolic PDE, which is bidirectionally coupled to an ODE at the unactuated boundary, the result [21] provides a backstepping solution for the state feedback design assuming an actuating PDE, and for the observer design, considering a boundary sensing at the PDE.

So far, only few results exist for the backstepping control of parabolic ODE-PDE-ODE systems in the literature. A first approach is presented in [23] for a single parabolic PDE. Therein, the backstepping state feedback control of a heat equation cascaded with an actuating ODE at one boundary and a bidirectionally coupled ODE at the other boundary is presented. In order to implement this controller, a backstepping observer for a boundary measurement of the heat equation is designed. For hyperbolic systems more results are available in the literature. A first solution for a hyperbolic ODE-PDE-ODE cascade, in which the PDE is a single transport equation, can be found in [1]. The case of coupled hyperbolic ODE-PDE-ODE systems is dealt with in [4], [24], where the PDEs describe a $2 \times 2$ hyperbolic system. Recently, [6] considers a general setup, where the PDEs represent a general heterodirectional hyperbolic system. However, in contrast to [4], [24], the design yields a target system that is a stable ODE-PDE-ODE cascade. This significantly facilitates the stability analysis and allows to specify the finite-dimensional part of the closed-loop dynamics by a simple eigenvalue assignment for the involved ODEs.

In order to determine backstepping controllers for coupled ODE-PDE-ODE systems, two possible methods can be found in the literature. The first one is the one step approach, in which the plant is mapped into a final target system in one step (see [23] for the parabolic case and [4], [24] for hyperbolic systems). The corresponding backstepping transformation is obtained from the solution of the resulting kernel equations. However, the coupled structure of the ODE-PDE-ODE system leads to kernel equations, which consist of PDEs coupled to ODEs. Hence, it may be hard to determine the corresponding kernel. Furthermore, the final target system is still a coupled ODE-PDE-ODE system, which impedes the corresponding stability analysis.

The second method is the successive backstepping approach first proposed in [6] for hyperbolic systems, where the system is mapped into a final target system in multiple steps. Therein, only the kernel equations consisting of a system of PDEs have to be solved, in order to simplify the PDE subsystem. For this,
systematic procedures can already be found in the literature. As the structure of the intermediate target systems becomes increasingly simple from step to step, also the boundary value problems (BVPs) and initial value problems (IVPs) to be solved for calculating the transformations take a simple form. In some sense, the coupled kernel equations resulting from the one step approach are decomposed into several easily solvable equations. With this, it is possible to determine backstepping controllers for very general setups in an easy way. This was recently demonstrated for general hyperbolic coupled ODE-PDE-ODE systems in [6]. The choice of the transformations for the successive backstepping is guided by the coupling structure of the ODE-PDE-ODE system. In particular, firstly, the PDE is mapped into a simpler target system. This significantly facilitates the elimination of couplings between the ODEs and PDEs at both boundaries by the subsequent transformations. As a result, a stable ODE-PDE-ODE cascade is obtained as the final target system. The lumped actuation and sensing is taken into account by mapping the actuating and sensing ODEs into special forms. This allows a systematic derivation of the related decoupling transformations.

B. Contributions

In this paper, it is shown that the successive backstepping approach also provides a systematic solution of the output feedback stabilization problem for a very general class of coupled parabolic ODE-PDE-ODE systems. The PDE subsystem consists of \( n \) in-domain coupled parabolic PDEs with mutually different diffusion coefficients, spatially-varying parameters and Robin boundary conditions. This system is bidirectionally coupled to linear ODEs at both boundaries. The actuating ODE at \( z = 1 \) is subject to the input and the anti-collocated measurement only depends on the state of the sensing ODE at \( z = 0 \). This general setup has, so far, not been investigated even for hyperbolic systems and leads to new significant challenges in the design, for which systematic solutions are provided in the paper.

The first part of the paper deals with the backstepping design of a state feedback controller. The latter is derived from mapping the initially bidirectionally coupled and possibly unstable ODE-PDE-ODE system into a stable ODE-PDE-ODE cascade. In comparison to the backstepping control of coupled hyperbolic ODE-PDE-ODE systems in [6], a different sequence of transformations is utilized for the state feedback design to map the plant into a stable ODE-PDE-ODE cascade. The result in [6] requires the solution of the usual kernel equations and a set of coupled Volterra integral transformations of the second kind, which are successively derived from explicitly solving an IVP for an ODE and a BVP for a PDE with the method of characteristics. This approach, however, is no longer feasible for parabolic PDEs due to the second order derivatives in the IVP and BVP. Therefore, a new approach is proposed in the paper, which numerically solves only the usual kernel equations found in [7] and an IVP. This is crucial in order to obtain a systematic design procedure for the backstepping control of coupled parabolic ODE-PDE-ODE systems. This part of the paper is concluded by verifying the exponential stability of the resulting closed-loop system. The corresponding stability result demonstrates that the closed-loop decay rate can be directly specified by an eigenvalue assignment for the ODEs and choosing a suitable target system for the PDE subsystem.

In order to obtain an output feedback controller, a state observer is designed in the second part of the paper. This problem is considered for an anti-collocated setup by making use of the successive backstepping approach. Consequently, the observer design for coupled hyperbolic ODE-PDE-ODE systems in [6] is extended, where only a collocated boundary measurement of the PDE was utilized. In particular, the much more challenging problem of the observer design subject to an ODE measurement is considered in the paper. This requires to introduce a non-obvious state space representation of the sensing ODE. The latter can be seen as a dual Byrnes-Isidori normal form (see, e.g., [9, Ch. 5.1] for the classical Byrnes-Isidori normal form), which was not introduced so far for finite-dimensional systems. By proposing a suitable output injection structure for the corresponding backstepping observer, it is shown that this method leads to a systematic design procedure. More precisely, the design can be traced back to solving the observer kernel equations presented in [8] as well as IVPs and BVPs. Exponential stability is shown for the resulting observer error dynamics, in which the observer error decay rate can be directly specified in the design.

Finally, it should be remarked that the solvability analysis of the BVPs appearing in the state feedback and observer design is impeded for parabolic systems, because the fundamental matrices utilized in the proofs can no longer be determined explicitly. This is an essential difference to the hyperbolic case considered in [6], where these matrices can be obtained in closed form. In order to solve this problem, a new duality between the BVPs for the eigenvalue problem w.r.t. the spatial differential operator and for the decoupling transformations is unveiled. With this, a reciprocity relation can be established for these fundamental matrices allowing to derive solvability conditions for the BVPs in questions.

By utilizing the state estimates of the observer in the state feedback, an observer-based compensator is obtained. For this setup, the validity of the separation principle is proved. Hence, the stability margin of the closed-loop dynamics can be specified in the state feedback and observer design. This results in a systematic backstepping method to determine observer-based compensators for a large class of parabolic ODE-PDE-ODE systems.

C. Organization

The next section presents a formulation of the considered control problem. Afterwards, the state feedback design is presented in Section [III]. Then, Section [IV] considers the determination of an observer for an anti-collocated setup. By combining the state feedback with the observer, an observer-based compensator results, which is investigated in Section [V]. The output feedback control of an unstable parabolic ODE-PDE-ODE system with two coupled PDEs in Section [VI] illustrates the results of the paper. The effectiveness of the new controller design procedure is confirmed in simulations.
Notations: In the paper, Lagrange's notation for the partial derivative, i.e., \( f_z \), and Leibniz's notation for the ordinary derivative, i.e., \( (\cdot)' = \frac{d}{dz} (\cdot) \), are sometimes applied. For convenience, the notations \( \partial_z f(z, z) = \partial_z f(z, \xi)|_{\xi = z} \) and \( \partial_z f(z, z) = \partial_z f(z, \xi)|_{\xi = z} \) are introduced.

II. PROBLEM FORMULATION

Consider the coupled linear parabolic ODE-PDE-ODE system

\[
u \rightarrow \begin{cases} \sum_{n=1}^{\infty} (w_i) \ \Leftrightarrow \ \sum_{n=1}^{\infty} (x) \ \Leftrightarrow \ \sum_{n=0}^{\infty} (w_0) \rightarrow y \end{cases}
\]
described by

\[
\begin{align*}
\partial_t x(z, t) &= \Lambda(z) \partial_z^2 x(z, t) + A(z) x(z, t) \quad (1a) \\
\partial_t x(0, t) &= Q_0 x(0, t) + C_0 w_0(t), \quad t > 0 \quad (1b) \\
\partial_t x(1, t) &= Q_1 x(1, t) + C_1 w_1(t), \quad t > 0 \quad (1c) \\
w_0(t) &= F_0 \hat{w}_1(t) + B_0 x(0, t), \quad t > 0 \quad (1d) \\
w_1(t) &= F_1 \hat{w}_1(t) + B_1 x(1, t) + B_0 u(t), \quad t > 0 \quad (1e) \\
y(t) &= C w_0(t), \quad t \geq 0 \quad (1f)
\end{align*}
\]

with the distributed state \( x(z, t) \in \mathbb{R}^n \) and (1a) defined on \((z, t) \in (0, 1) \times \mathbb{R}^+\). The matrix \( \Lambda(z) \in \mathbb{R}^{n \times n} \) in (1a) is the diagonal matrix

\[
\Lambda(z) = \text{diag}(\lambda_1(z), \ldots, \lambda_n(z))
\]

with \( \lambda_i \in C^2[0, 1], i = 1, 2, \ldots, n \), satisfying \( \lambda_1(z) > \ldots > \lambda_n(z) > 0 \), and \( A \in (C^1[0, 1])^{n \times n} \) is assumed. Furthermore, decoupled Robin boundary conditions (BCs) are considered at both boundaries giving rise to the diagonal matrices

\[
Q_i = \text{diag}(q_{i1}, \ldots, q_{in}), \quad i = 0, 1.
\]

The sensing ODE (1a) has the state \( w_0(t) \in \mathbb{R}^m \), while the state \( w_1(t) \in \mathbb{R}^n \) describes the actuating ODE (1e). The input is \( u(t) \in \mathbb{R}^n \) and the anti-collocated output \( y(t) \in \mathbb{R}^n \) is available for measurement. The initial condition (IC) of the PDE subsystem is \( x(z, 0) = x_0(z) \in \mathbb{R}^n \), and the ODE subsystems have the ICs \( w_0(0) = w_{0,0} \in \mathbb{R}^m \), \( w_1(0) = w_{1,0} \in \mathbb{R}^n \).

Remark 1: In the general setup of the paper, the ODEs (1d) and (1e) represent dynamic BCs if the modelling of the plant yields ODEs interacting with the PDEs at the boundaries. Another important situation is the consideration of finite-dimensional sensor dynamics and finite-dimensional actuator dynamics.

Remark 2: The class (1b) of systems typically appears in the modelling of chemical reactors with actuator and sensor dynamics (see, e.g., [19], [11]). Furthermore, the case in which some of the coefficients \( \lambda_i \in [2] \) are equal can also be considered by a simple extension of the results in (1f). If, in addition, advection is present in the system, i.e., the PDE has the more general form \( \partial_t x(z, t) = \partial_z (\Lambda(z) \partial_z x(z, t)) \) with \( \Phi(z) = \text{diag}(\Phi_1(z), \ldots, \Phi_n(z)) \) and \( \Phi \in (C^1[0, 1])^{n \times n} \), then the boundedly invertible Hopf-Cole-type state transformation

\[
\dot{x}(z, t) = \exp \left( \frac{1}{2} \int_0^z \Lambda^{-1}(\zeta' + \Phi(\zeta'))d\zeta \right) x(z, t)
\]
can be utilized to trace this PDE back to (1a). This leaves the structure of the BCs unchanged.

This paper is concerned with the backstepping design of an observer-based compensator for (1), in order to ensure exponential stability of the resulting closed-loop system. For this, the following assumptions are imposed:

- **(A1)** \( (F_0, B_0) \) is controllable,
- **(A2)** \( (C_1, F_1) \) is observable,
- **(A3)** \( \det(C_1 B) \neq 0 \) and
- **(A4)** \( \det(CB_0) \neq 0 \).

The Assumptions (A1), (A2) are sufficient conditions for the stabilization of the state feedback loop and of the observer error dynamics. In particular, these assumptions are required to ensure the stabilizability of the ODE systems \( (F_0, B_0) \) by state feedback and of \( (C_1, F_1) \) by output injection. It should be noted that Assumptions (A1), (A2) can be relaxed to stabilizability and detectability with additional conditions for the uncontrollable and unobservable modes, which directly follows from the results of the paper. Furthermore, the Assumptions (A1), (A2) are required in order to map the \( w_1 \)- and \( w_0 \)-systems into their decoupling forms. The latter are needed to determine a sequence of transformations for mapping the state feedback loop and the observer error dynamics into stable ODE-PDE-ODE cascades. Note that the last two assumptions imply \( n_1 \geq n, n_0 \geq n \) and \( \text{rk} C_1 = \text{rk} B = \text{rk} C = \text{rk} B_0 = n \).

Remark 3: It should be noted that it is possible to relax Assumptions (A3) and (A4). More precisely, these conditions can be satisfied by making use of dynamic input and output extensions. To this end, the results in [17] may be the point of departure to formulate the presented results for a more general setup. Furthermore, Assumption (A3) implies that the system \( (C_1, F_1, B) \) has vector relative degree one. There are no obstacles to extend the results of the paper with more involved technical developments to a higher relative degree. Then, however, also higher order derivatives may appear in the controller. A similar result also holds for the observer design.

III. STATE FEEDBACK DESIGN

In this section, the state feedback controller is determined. For this, the closed-loop system is mapped into the stable ODE-PDE-ODE cascade

\[
\begin{align*}
\dot{\hat{w}}_1(t) &= \tilde{F}_1 \hat{w}_1(t) \quad (6a) \\
\partial_t \tilde{e}(z, t) &= \Lambda(z) \partial_z^2 \tilde{e}(z, t) - \mu_e \tilde{e}(z, t) - \tilde{A}_0(0) \tilde{e}(0, t) \quad (6b) \\
\partial_t \tilde{e}(0, t) &= 0 \quad (6c) \\
\partial_t \tilde{e}(1, t) &= \tilde{D} \hat{w}_1(t) \quad (6d) \\
w_0(t) &= \tilde{F}_0 w_0(t) + B_0 \tilde{e}(0, t) \quad (6e)
\end{align*}
\]
The section is concluded by the stability proof that map (1) into (6), from which the state feedback controller \( K \) of stable parabolic PDEs for suitable the distributed-parameter system (DPS) (6b)–(6d) is a cascade strictly lower triangular structure of \( \tilde{\Sigma} \) and the decoupling transformation

\[ \tilde{x} = \mathcal{T}_{c,11}[x] \]

\[ \varepsilon = \mathcal{T}_{c,12}[w_0, \tilde{x}] \]

Sec. III-A \( \downarrow \) \[ \Sigma \]

Sec. III-B \( \downarrow \) \[ \varepsilon \]

Sec. III-C & III-D \( \downarrow \) \[ \tilde{w}_1 = T w_1 \]

\[ \Sigma^\ast_n (\tilde{w}_1) \Rightarrow \Sigma_n^\ast (\tilde{\varepsilon}) \Rightarrow \Sigma_n^\ast (0) \]

Fig. 1. Sequence of transformations mapping the state feedback loop into a stable ODE-PDE-ODE cascade. The \( \Sigma^\ast \)-systems are stabilized.

with

\[ F_1 = \begin{bmatrix} -K_{11} & -K_{12} \\ F_{21} & F_{22} \end{bmatrix} \]

(7a)

\[ \tilde{A}_0(z) = \begin{bmatrix} -\tilde{a}_{21}(z) & \tilde{a}_{22}(z) \\ \vdots & \ddots & \ddots \\ \tilde{a}_{n1}(z) & \cdots & \tilde{a}_{nn-1}(z) & 0 \end{bmatrix} \]

(7b)

\[ D = \begin{bmatrix} I_n & 0 \end{bmatrix} \]

(7c)

\[ \tilde{F}_0 = F_0 - B_0 K_0 \]

(7d)

and the matrices in (7a) being introduced in Section III-C

Therein, the feedback gains \( K_{11} \) and \( K_{22} \) ensure stability of the \( \tilde{w}_1 \)-system, i.e., that \( F_1 \) in (7a) is a Hurwitz matrix. The strictly lower triangular structure of \( \tilde{A}_0(z) \) in (7b) implies that the distributed-parameter system (DPS) (6b)–(6d) is a cascade of stable parabolic PDEs for suitable \( \mu_c \). Finally, the feedback gain \( K_0 \) is determined to stabilize the \( w_0 \)-system giving rise to a stable ODE-PDE-ODE cascade (6). In what follows, the sequence of transformations depicted in Figure 1 is presented as that map (1) into (6), from which the state feedback controller is determined. The section is concluded by the stability proof for (6) and the related closed-loop stability in the original coordinates.

A. Decoupling of the \( \Sigma_\infty \)-System and Stabilization of the \( \Sigma_n \)-System

Consider the backstepping transformation

\[ \tilde{x}(z,t) = \mathcal{T}_{c,11}[x(t)](z) = x(z,t) - \int_0^z K(z,\zeta)x(\zeta,t)\,d\zeta \]

(8a)

and the decoupling transformation

\[ \varepsilon(z,t) = \mathcal{T}_{c,12}[w_0(t), \tilde{x}(t)](z) = \tilde{x}(z,t) - N(z)w_0(t) \]

(8b)

Therein, \( K(z, \zeta) \in \mathbb{R}^{n \times n} \), \( N(z) \in \mathbb{R}^{n \times n_0} \) are the kernel and the transformation matrix to be determined, while the inverse of (8a) is the backstepping transformation

\[ x(z,t) = \mathcal{T}_{c,11}^{-1}[\varepsilon(t)](z) = \tilde{x}(z,t) + \int_0^z K_I(z, \zeta) \tilde{x}(\zeta,t) \,d\zeta \]

(9)

with \( K_I(z, \zeta) \in \mathbb{R}^{n \times n} \).

Remark 4: It should be mentioned that the kernel \( K_I(z, \zeta) \) can be determined from \( K(z, \zeta) \) by making use of the reciprocity relation

\[ K_I(z, \zeta) = K(z, \zeta) + \frac{1}{\zeta} \int_{\zeta}^z K(z, \zeta) K_I(\zeta, \zeta) \,d\zeta, \]

(10)

following from substituting (9) in (8a) and utilizing a change of the integration order. This is a Volterra integral equation of the second kind, which can be solved with the method of successive approximations. The same results also holds for all other backstepping transformations in the sequel. Then, (8b) can be solved for \( x(z,t) \) to obtain

\[ x(z,t) = \mathcal{T}_{c,11}^{-1}[\varepsilon(t)](z) + N_I(z)w_0(t), \]

(11)

in which \( N_I(z) = \mathcal{T}_{c,11}[N](z) \) is introduced in the following. The backstepping transformation (8a) is introduced to remove the coupling term \( A(z)x(z,t) \) in the PDE (1a), while the decoupling transformation (8b) eliminates the coupling in the BC (1b) to the \( w_0 \)-system (see Fig. 1).

Hence, the transformations (8) map (1) into the first intermediate target system

\[ \partial_t \varepsilon(z,t) = \Lambda(z) \partial_z^2 \varepsilon(z,t) - \mu_c \varepsilon(z,t) - H_0(z) \varepsilon(0,t) \]

(12a)

\[ \partial_z \varepsilon(0,t) = 0 \]

(12b)

\[ \partial_z \varepsilon(1,t) = \tilde{Q}_1 \varepsilon(1,t) + \int_0^1 K_1(\zeta) \varepsilon(\zeta,t) \,d\zeta + \tilde{C}_1 w_0(t) + C_1 w_1(t) \]

(12c)

\[ \tilde{w}_0(t) = \tilde{F}_0 w_0(t) + B_0 \varepsilon(0,t) \]

(12d)

\[ \tilde{w}_1(t) = F_1 w_1(t) + \tilde{B}_0 w_0(t) + B u(t) \]

(12e)

in which

\[ H_0(z) = A_0(z) + N(z)B_0 \]

(13a)

\[ A_0(z) = \begin{bmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \ddots \\ \tilde{a}_{n1}(z) & \cdots & a_{nn-1}(z) & 0 \end{bmatrix} \]

(13b)

\[ \tilde{Q}_1 = Q_1 - K(1,1) \]

(13c)

\[ K_1(\zeta) = -K_z(1, \zeta) - \int_0^1 K_z(1, \zeta) K_I(\zeta, \zeta) \,d\zeta \]

(13d)

\[ \tilde{C}_1 = N'(1) + \int_0^1 K_1(\zeta) N(\zeta) \,d\zeta + \tilde{Q}_1 N_I(1) \]

(13e)

\[ \tilde{B}_0 = B_1 N_I(1) \]

(13f)

Therein, (13d)–(13g) are obtained by making use of (11) and a straightforward calculation including a change of the
integration order to represent BC (12c) and the $u_1$-system (12e) in the new coordinates. The matrix $K_0$ in (12d) has to ensure that $\tilde{F}_0 = F_0 - B_0K_0$ is Hurwitz, which is always possible in view of Assumption (A1). Hence, the $u_0$-system (12d) is stabilized in this step.

Differentiate (16b) w.r.t. time and insert (12), by an integration by parts and application of the Leibniz differentiation rule, it can be shown that the kernel has to satisfy the kernel equations

$$\Lambda(z)K_{zz}(z, \zeta) - (K(z, \zeta)\Lambda(\zeta))_{\zeta\zeta} = K(z, \zeta)(\Lambda(\zeta) + \mu_cI)$$ (14a)

$$K_c(z, 0)\Lambda(0) + K(z, 0)(\Lambda'(0) - \Lambda(0)Q_0) = A_0(z)$$ (14b)

$$\Lambda(z)K'(z, z) + \Lambda(z)K_z(z, z) + K_c(z, z)\Lambda(z) + K(z, z)\Lambda'(z) = -(\Lambda(z) + \mu_cI)$$ (14c)

$$K(z, z)\Lambda(z) - \Lambda(z)K(z, z) = 0$$ (14d)

$$K(0, 0) = Q_0.$$ (14e)

in which (14a) is defined on $0 < \zeta < z < 1$. It is verified in [2] that (14) has a piecewise C²-solution. With it, the elements $a_{ij}(z)$, $i > j$, in (13b) are determined. Furthermore, it follows that $N(z)$ has to solve the initial value problem (IVP)

$$\Lambda(z)N''(z) - \mu_cN(z) - N(z)\tilde{F}_0 = -A_0(z)K_0 - K(z, 0)\Lambda(0)C_0, \quad z \in (0, 1]$$ (15a)

$$N(0) = -K_0$$ (15b)

$$N'(0) = C_0$$ (15c)

(see [7d]). The solvability of (15) is presented in the next lemma.

**Lemma 1**: The IVP (15) has a unique solution, with the elements of $N$ piecewise C²-functions.

**Proof**: Introduce $n_i^T(z) = e_i^T N(z)$, $h_i^T(z) = e_i^T \left( -A_0(z) \cdot K_0 - K(z, 0)\Lambda(0)C_0 \right)$, $g_{1,i}^T = -e_i^T K_0$ and $g_{2,i}^T = e_i^T C_0$ for $i = 1, 2, \ldots, n$, in which $e_i \in \mathbb{R}^n$ is the unit vector. Then, premultiplying (15) by $e_i^T$, $i = 1, 2, \ldots, n$, gives

$$d^2_n i^T(z) = \frac{1}{\Lambda(z)} \left( n_i^T(z)(\mu_cI + \tilde{F}_0) + h_i^T(z) \right)$$ (16a)

$$n_i^T(0) = g_{1,i}^T$$ (16b)

$$d_n i^T(0) = g_{2,i}^T$$ (16c)

where (10a) is defined on $z \in (0, 1)$. With this, the proof of Lemma 1 follows from standard results for ODEs. 

**Remark 5**: For a constant matrix $\Lambda(z) = \text{const.}$ in (1a), the solution of (15) can be determined in closed-form by utilizing the matrix exponential. Since the same holds true for all other subsequent IVPs and boundary value problems (BVPs), only the kernel equations of the backstepping transformations have to be solved numerically in this case.

**B. Stabilization of the $\Sigma_{\infty}$-System**

Unfortunately, the matrix $H_0(z, \zeta)$ in (13a) has not the form of $A_0(z)$ in [7], i.e., it is not strictly lower triangular. Therefore, the PDEs in (12a) are still bidirectionally coupled so that the additional backstepping transformation

$$\tilde{\varepsilon}(z, t) = T_{c, 2}[\varepsilon(t)](z) = \varepsilon(z, t) - \int_0^z M(z, \zeta)\varepsilon(\zeta, t)d\zeta$$ (17)

with the kernel $M(z, \zeta) \in \mathbb{R}^{n \times n}$ is needed. This transformation removes the couplings in $H_0(z)\varepsilon(0, t)$ so that the resulting matrix premultiplying the local term becomes strictly lower triangular. Hence, a series connection of parabolic PDEs is obtained in the target system. In particular, (17) maps (12) into the second intermediate target system

$$\partial_t \tilde{\varepsilon}(z, t) = \Lambda(z)\partial_z^2 \tilde{\varepsilon}(z, t) - \mu_c\tilde{\varepsilon}(z, t) - \tilde{A}_0(z)\tilde{\varepsilon}(0, t)$$ (18a)

$$\partial_z \tilde{\varepsilon}(0, t) = 0$$ (18b)

$$\tilde{\varepsilon}(z, 1) = \tilde{Q}_1 \tilde{\varepsilon}(z, 1) + \int_0^1 \tilde{K}_2(z, \zeta)\tilde{\varepsilon}(\zeta, t)d\zeta + \tilde{C}_1 w_0(t) + \tilde{C}_1 w_1(t)$$ (18c)

$$\tilde{w}_0(t) = \tilde{F}_0 w_0(t) + B_0 \tilde{\varepsilon}(0, t)$$ (18d)

$$\tilde{w}_1(t) = \tilde{F}_1 w_1(t) + B_0 w_0(t) + B_1 u(t) + B_1 \tilde{\varepsilon}(1, t) + \int_0^1 \tilde{B}_1(\zeta)\tilde{\varepsilon}(\zeta, t)d\zeta,$$ (18e)

in which

$$\tilde{Q}_1 = \tilde{Q}_1 - M(1, 1)$$ (19a)

$$\tilde{K}_2(z) = K_1(z) - M_2(1, \zeta)$$ (19b)

$$K_2(z) = \tilde{Q}_1 M_1(1, \zeta) + \tilde{K}_2(\zeta) + \int_\zeta^1 \tilde{K}_2(\zeta) M_1(\zeta, \zeta)d\zeta$$ (19c)

$$\tilde{B}_1(z) = B_1(\tilde{M}_1(1, \zeta) + K_1(1, \zeta) + \int_\zeta^1 K_1(\zeta, \zeta) M_1(\zeta, \zeta)d\zeta).$$ (19d)

Therein, $M_1(z, \zeta) \in \mathbb{R}^{n \times n}$ is the kernel determining the inverse backstepping transformation

$$\varepsilon(z, t) = T_{c, 2}^{-1}[\tilde{\varepsilon}(t)](z) = \tilde{\varepsilon}(z, t) + \int_0^z M_1(z, \zeta)\tilde{\varepsilon}(\zeta, t)d\zeta.$$ (20)

Furthermore, the equations (19b)–(19d) result from similar calculations as for (13c)–(13g). Following the same derivation as for (14), the kernel equations for (17) are

$$\Lambda(z)M_{zz}(z, \zeta) - (M(z, \zeta)\Lambda(z))_{\zeta\zeta} = 0$$ (21a)

$$M(z, 0)\Lambda(0) + M(z, 0)\Lambda'(0) = \tilde{A}_0(z)$$

$$-H_0(z) + \int_\zeta^1 M(z, \zeta)H_0(z)d\zeta = 0$$ (21b)

$$\Lambda(z)M'(z, z) + \Lambda(z)M_z(z, z) + M(z, z)\Lambda(z) + M(z, z)\Lambda'(z) = 0$$ (21c)

$$M(z, z)\Lambda(z) - \Lambda(z)M(z, z) = 0$$ (21d)

$$M(0, 0) = 0.$$ (21e)

in which (21a) is defined on $0 < \zeta < z < 1$. These kernel equations coincide with the ones found in [7]. Hence, the results in [2] ensure that (21) has a piecewise C²-solution. This solution also determines the elements $\tilde{a}_{ij}(z)$, $i > j$, in (7b).

As the PDE subsystem (18a)–(18c) consists of a series connection of $n$ parabolic PDEs, a suitable choice of $\mu_c$ always exists to ensure its stability (see Section III-E for further details).

**Remark 6**: In principle, one can use the direct transformation $\tilde{\varepsilon}(z, t) = x(z, t) - \int_0^z K(z, \zeta)x(\zeta, t)d\zeta - N(z)w_0(t)$ to map (18) into (11). Then, however, the kernel equations for $K(z, \zeta)$ and the IVP for $N(z)$ become mutually coupled. This significantly impedes their solution.
C. Decoupling Form for the System

The crucial point of the backstepping design for DPS with an actuating ODE is to represent the latter into a particular form, which makes the decoupling into a stable ODE-PDE-ODE cascade possible. For this, introduce the change of coordinates

\[ \tilde{w}_1(t) = \begin{bmatrix} \tilde{w}_{1,1}(t) \\ \tilde{w}_{1,2}(t) \end{bmatrix} = \begin{bmatrix} C_1 \\ T \end{bmatrix} w_1(t), \tag{22} \]

with \( C_1 \in \mathbb{R}^{n \times n_1} \) and \( T \in \mathbb{R}^{n_1 \times n_k} \) subject to the conditions

\[ \det T \neq 0 \quad \text{and} \quad T_1 B = 0. \tag{23} \]

The first condition in (23) ensures that (22) qualifies as a change of coordinates. The second condition is imposed so that the input \( u \) does not appear in the state equation for \( \tilde{w}_{1,2}(t) \). This is a prerequisite for the state feedback design. With \( \text{rank} C_1 = n \) and a vector relative degree of one for \( (C_1, F_1, B) \) both implied by Assumption (14), the results in [9, Prop. 5.1.2] ensure the existence of \( T \) satisfying (23) (see also [6]). Then, a simple calculation utilizing (18c), leads to the decoupling form

\[
\begin{align*}
\dot{w}_{1,1}(t) &= F_{11} \tilde{w}_{1,1}(t) + F_{12} \tilde{w}_{1,2}(t) + C_1 Bu(t) \tag{24a} \\
\dot{w}_{1,2}(t) &= F_{21} \tilde{w}_{1,1}(t) + F_{22} \tilde{w}_{1,2}(t) + P_{10} \tilde{\epsilon}(1, t) + \int_0^1 P_{11}(\zeta) \tilde{\epsilon}(\zeta, t)d\zeta + P_{12} w_0(t) \tag{24b}
\end{align*}
\]

where

\[
\begin{bmatrix}
F_{11} \\
F_{21} \\
F_{22}
\end{bmatrix} = TF_1 T^{-1}
\tag{25}
\]

and

\[
\begin{align*}
P_{10} &= C_1 B_1, & P_{11}(\zeta) &= C_1 B_1(\zeta), & P_{12} &= C_1 B_0 \\
P_{20} &= T_1 B_1, & P_{21}(\zeta) &= T_1 B_1(\zeta), & P_{22} &= T_1 B_0.
\tag{26a-26b}
\end{align*}
\]

D. Decoupling and Stabilization of the System

In the final decoupling step, the system (18a)-(18d), (24) is mapped into the stable ODE-PDE-ODE cascade (6). For this, introduce the new state

\[ \dot{w}_1(t) = \begin{bmatrix} \dot{w}_{1,1}(t) \\ \dot{w}_{1,2}(t) \end{bmatrix} = T \epsilon \dot{w}_0(t), \tilde{w}_1(t), \tilde{\epsilon}(t) \tag{27} \]

for (24) by the decoupling transformation

\[
\begin{align*}
\dot{w}_{1,1}(t) &= \tilde{w}_{1,1}(t) - \Gamma_1 \tilde{w}_0(t) - \int_0^1 \Sigma_1(\zeta) \tilde{\epsilon}(\zeta, t)d\zeta - \Sigma_0 \tilde{\epsilon}(1, t) \tag{28a} \\
\dot{w}_{1,2}(t) &= \tilde{w}_{1,2}(t) - \Gamma_2 \tilde{w}_0(t) - \int_0^1 \Sigma_2(\zeta) \tilde{\epsilon}(\zeta, t)d\zeta \tag{28b}
\end{align*}
\]

with \( \Gamma_1 \in \mathbb{R}^{n \times n_0}, \Sigma_1(\zeta) \in \mathbb{R}^{n \times n}, \Sigma_0 \in \mathbb{R}^{n \times n}, \Gamma_2 \in \mathbb{R}^{n_1 \times n_0} \) and \( \Sigma_2(\zeta) \in \mathbb{R}^{n_1 \times n} \).

The transformation (28a) is determined, in order to ensure the BC

\[ \partial_z \tilde{\epsilon}(1, t) = \tilde{w}_{1,1}(t) \tag{29} \]

of the ODE-PDE-ODE cascade in (6c). By taking \( \bar{w}_{1,1}(t) = C_1 \tilde{w}_1(t) \) into account (see (22)), a comparison of the right-hand side of (18c) with (28a) directly yields

\[ \Gamma_1 = -\tilde{C}_1, \quad \Sigma_1(\zeta) = -K_2(\zeta) \quad \text{and} \quad \Sigma_0 = -Q_1. \tag{30} \]

Consider the target system

\[
\begin{align*}
\dot{w}_{1,1}(t) &= -K_{11} \tilde{w}_{1,1}(t) - K_{12} \tilde{w}_{1,2}(t) \tag{31} \\
&\quad + \int_0^1 \Sigma_1(\zeta) \frac{\partial \tilde{\epsilon}(\zeta, t)}{\partial \zeta} \tilde{\epsilon}(\zeta, t)d\zeta + \Sigma_0 \tilde{\epsilon}(1, t)
\end{align*}
\]

for (24a), in which \( K_{11} \in \mathbb{R}^{n \times n} \) and \( K_{12} \in \mathbb{R}^{n \times n_1 - n} \) are freely assignable feedback gains (see (6a)). Then, differentiation of (28a) determined by (30) and making use of (18) gives

\[
\begin{align*}
u(t) = (C_1 B)^{-1} &\left( \left( \Gamma_1 F_0 - P_{12} \right) \tilde{w}_0(t) - \left[ K_{11} K_{12} \right] \tilde{w}_1(t) - \left[ K_{11} \right] \tilde{w}_0(t) \right) \\
&\quad + \int_0^1 \Sigma_1(\zeta) \frac{\partial \tilde{\epsilon}(\zeta, t)}{\partial \zeta} \tilde{\epsilon}(\zeta, t)d\zeta + \Sigma_0 \tilde{\epsilon}(1, t)
\end{align*}
\]

after some intermediate calculations. By applying an integration by parts and (28), it is readily shown that the resulting state feedback controller is of the form

\[ u(t) = \tilde{K}[\tilde{w}_0(t), \tilde{w}_1(t), \tilde{\epsilon}(0, t), \tilde{\epsilon}(1, t), \tilde{\epsilon}(1, t)] \tag{33} \]

This result can be expressed in terms of the original coordinates \( w_0, w_1 \) and \( x \) using (17), (8) and (22) to obtain the state feedback

\[ u(t) = K[w_0(t), w_1(t), x(0, t), x(1, t), \dot{x}(1, t), x(t)] \tag{34} \]

in the original coordinates.

Remark 7: The fact that the state feedback controller (33) depends on boundary values and a time derivative thereof is not unexpected. A similar result is obtained in [4, 6, 24, 23] for the control of ODE-PDE-ODE systems. It should be remarked, however, that the implementation of this state feedback controller poses no serious problems in applications. In particular, systematic methods exist for the implementation of the derivative by making use of algebraic numeric differentiators (see, e.g., [13]). Since (34) is implemented by an observer designed in Section IV measurement noise is filtered by the observer and thus does not significantly influence the derivative estimation. Furthermore, it should be noted that (33) is well-defined, which is ensured by the smooth solution of parabolic systems (see [8]). In particular, it is verified in the proof of Theorem 1 that the closed-loop system gives rise to an analytic \( C_0 \)-semigroup so that the closed-loop solution is smooth both w.r.t. time and space. It is interesting to remark that the time derivative vanishes for Dirichlet actuation. Hence, it is needed to remove the local term at \( z = 1 \) in the corresponding Robin BC.

Since (24b) still depends on the states \( \tilde{\epsilon}(z, t) \) and \( w_0(t) \), the second transformation (28b) is introduced. Then, the latter states can be removed in the resulting \( \dot{w}_{1,1} \)-system so that the decoupled system (6a) is obtained. For this, assign the target system

\[ \dot{w}_{1,2}(t) = F_{21} \tilde{w}_{1,1}(t) + F_{22} \tilde{w}_{1,2}(t) \tag{35} \]
for (24b) (see (6a)). In order to determine the corresponding transformation (25b), differentiate the latter, insert (18a)–(18c) and (24) in the result and use (35). An integration by parts and some intermediate algebraic manipulations show that Σ2(0) in (28b) has to be the solution of the BVP

\[
(Σ_2 Λ)''(z) - μ_2 Σ_2(z) - F_{22} Σ_2(z) = P_{21}(z) - F_{21} K_2(z), \quad z \in (0,1)
\]

(36a)

\[
(Σ_2 Λ)''(0) = \int_0^1 Σ_2(ζ) A_0(ζ) dζ - Γ_2 B_0
\]

(36b)

\[
(Σ_2 Λ)'(1) = F_{21} Q_1 - P_{20}.
\]

(36c)

With the solution of (36), the matrix

\[
\tilde{F}_{21} = F_{21} - Σ_2(1) Λ(1)
\]

is determined. Furthermore, Γ2 has to solve the Sylvester equation

\[
F_{22} Γ_2 - Γ_2 \tilde{F}_0 = F_{21} \tilde{C}_1 - P_{22}
\]

(38)

(see (7d)). The next lemma clarifies the solvability of (36) and (38).

**Lemma 2:** If

\[
σ(F_{22}) \cap σ(\tilde{F}_0) = \emptyset
\]

(39)

holds, then the Sylvester equation (38) is uniquely solvable. Let σc be the spectrum of the backstepping target system (6b)–(6d). If

\[
σ(F_{22}) \cap σ_c = \emptyset,
\]

(40)

then the BVP (36) has a unique piecewise C2-solution Σ2.

For the proof see Appendix A.

With (37) known, the feedback gains K11 and K12 stabilizing the \(\hat{w}_1\)-system (6a) can be determined provided that the conditions of the next lemma are satisfied.

**Lemma 3:** Assume that

\[
v_i^T (Σ_2 Λ)(1) \neq v_i^T F_{21}
\]

(41)

holds for all linearly independent left eigenvectors \(v_i\) of \(F_{22}\) w.r.t. all eigenvalues \(μ_i, i = 1,2, \ldots, l_1, l_1 \leq n\). Then, there exist matrices \(K_{11} \in \mathbb{K}^{n \times n}\) and \(K_{12} \in \mathbb{K}^{n \times n_1-n}\) ensuring a Hurwitz matrix \(\tilde{F}_1\) in (7a).

The proof of this lemma directly follows from applying the PHB eigenvalue tests (see, e.g., [12] Th. 6.2-5).

**Remark 8:** It should be remarked that the condition (39) can always be fulfilled by a suitable eigenvalue assignment for \(\tilde{F}_0 = F_0 - B_0 K_0\) in view of Assumption 1. Since the backstepping target system (6b)–(6d) is a cascade of parabolic PDEs with Neumann BCs, its real spectrum satisfies \(λ \leq -μ_c, \forall λ \in σ_c\). Hence, there always exists a \(μ_c\) such that condition (40) is satisfied, which requires only the calculation of the eigenvalues of \(F_{22}\). The condition (41) is obviously fulfilled for \(F_{22}\) being a Hurwitz matrix. This, in particular, implies that the system \((C_1,F_1,B)\) is minimum phase, since (24) is in Byrnes-Isidori normal form (see, e.g., [9] Ch. 4.3).

**E. Stability of the State Feedback Loop**

It is obvious that the stability of the ODE and PDE subsystems in (6) implies the stability of the ODE-PDE-ODE cascade. The next theorem makes this more precise and shows closed-loop stability in the original coordinates.

**Theorem 1 (Stability of the state feedback loop):** Let \(σ_c\) be the spectrum of the backstepping target system (6b)–(6d) and assume that the feedback gains \(K_0\) in (7d) and \(K_{11}, K_{12}\) in (7a) are chosen such that

\[
α_{c,0} = \max_{λ \in σ(\tilde{F}_0)} \text{Re } λ < 0 \quad \text{and} \quad α_{c,1} = \max_{λ \in σ(\tilde{F}_1)} \text{Re } λ < 0
\]

(42)

as well as

\[
σ(\tilde{F}_0) \cap σ_c = \emptyset \quad \text{and} \quad σ(\tilde{F}_1) \cap σ_c = \emptyset
\]

(43)

If \(α_c = -μ_c < 0\), then the closed-loop system resulting from applying the state feedback controller (34) to (1) is well-posed in the state space \(X = C^∞_0 \oplus C^∞_1 \oplus (L_2(0,1))^n\) with the usual weighted inner product. The latter induces the norm

\[
\|·\| = (\|·\|_{C^∞_0}^2 + \|·\|_{C^∞_1}^2 + \|·\|_{L_2}^2)^{1/2}, \quad (44)
\]

in which \(\|h\|_{L_2} = \left(\int_0^1 \|Λ^{-1/2}(ζ) h(ζ)\|^2_{L_2} dζ\right)^{1/2}\). The system is exponentially stable in the norm (44) with the decay rate

\[
α_c = -\max(α_{c,0}, α_{c,1}, α_c) > 0.
\]

In particular, the closed-loop state \(x_c(t) = \text{col}(\hat{w}_0(t), w_1(t), x(t))\) with \(x(t) = \{x(z,t), z \in [0,1]\}\) satisfies

\[
\|x_c(t)\| \leq M_c e^{-\|x_c(0)\| t} \|x_c(0)\|, \quad t \geq 0
\]

(46)

for all \(x_c(0) \in C^∞_0 \oplus C^∞_1 \oplus (H^2(0,1))^n \subset X\) compatible with the BCs of the state feedback loop, an \(M_c \geq 1\) and any \(c < 0\) such that \(α_c + c > 0\).

For the proof see Appendix B.

**IV. OBSERVER DESIGN**

Consider the observer

\[
\dot{x}(z,t) = Λ(z)\dot{x}(z,t) + A(z)\dot{x}(z,t) + L(z)Δ(t)
\]

(47a)

\[
\dot{z}\dot{x}(0,t) = Q_0\dot{x}(0,t) + C_0\dot{w}_0(t) + L_0^0 Δ(t) + L_0^1 Δ(t)
\]

(47b)

\[
\dot{z}\dot{x}(1,t) = Q_1\dot{x}(1,t) + C_1\dot{w}_1(t) + L_1 Δ(t)
\]

(47c)

\[
\dot{w}_0(t) = F_0\dot{w}_0(t) + B_0\dot{x}(0,t) + M_0 Δ(t)
\]

(47d)

\[
\dot{w}_1(t) = F_1\dot{w}_1(t) + B_1\dot{x}(1,t) + M_1 Δ(t)
\]

(47e)

for (1), with

\[
Δ(t) = y(t) - C\hat{w}_0(t)
\]

(48)

as well as the observer gains \(L(z), L_0^0, L_0^1, L_1 \in \mathbb{K}^{n \times n}, M_0 \in \mathbb{K}^{n_0 \times n}, M_1 \in \mathbb{K}^{n_1 \times n}\) to be determined. The ICs of (47) are

\[
\dot{x}(z,0) = \dot{x}_0(z) \in \mathbb{R}^n, \quad z \in [0,1], \quad \dot{w}_0(0) = \dot{w}_0,0 \in \mathbb{R}^{n_0} \quad \text{and} \quad \dot{w}_1(0) = \dot{w}_1,0 \in \mathbb{R}^{n_1}.
\]

**Remark 9:** Similar to the observer design for hyperbolic ODE-PDE-ODE systems in [6], the proposed observer (47) requires a time derivative of the output. This is necessary to obtain the corresponding backstepping target system for the observer error dynamics. This poses no problems in applications, because numerical differentiators can be utilized to implement
these derivatives. More precisely, it is demonstrated in [13] that they can be parameterized to become non-sensitive to measurement noise. Note that the time derivative in the output injection is well-defined, since the observer error dynamics gives rise to an analytic $C_0$-semigroup (see proof of Theorem 2). Its effect on the resulting closed-loop performance needs further investigations and is a topic for future research. Similar to the state feedback design, the time derivative in (47b) is not needed for a Dirichlet BC at $z = 0$.

The design of the observer (47) is based on the related observer error dynamics. They result from defining $e_x = x - \hat{x}$, $e_o = w_0 - \hat{w}_0$, $e_1 = w_1 - \hat{w}_1$ and taking (1), (47) into account. Then, by introducing the auxiliary observer gain $\hat{L}_0$ and setting

$$L_0 = (Q_0 - \hat{L}_0)(CB_0)^{-1}$$

this yields the coupled linear parabolic ODE-PDE-ODE system

$$\begin{align*}
\partial_t e_x(z, t) &= \Lambda(z)\partial_z^2 e_x(z, t) + A(z)e_x(z, t) - L(z)e_o(t) \\
\partial_z e_x(0, t) &= \hat{L}_0 e_x(0, t) + \hat{L}_0 e_o(t) \\
\partial_z e_x(1, t) &= Q_1 e_x(1, t) + C_1 e_1(t) - L_1 C e_o(t) \\
e_0(t) &= (F_0 - M_0 C)e_o(t) + B_0 e_x(0, t) \\
\dot{e}_1(t) &= F_1 e_1(t) - M_1 C e_o(t) + B_1 e_x(1, t)
\end{align*}$$

(50a - 50e)

with

$$\hat{L}_0 = C_0 - L_0 CF_0 - (L_0 - L_0 CM_0)C.$$  

(51)

In this section, the sequence of transformations shown in Figure 2 is determined, which maps (50) into the stable ODE-PDE-ODE cascade

$$\begin{align*}
\dot{e}_1(t) &= \hat{F}_1 e_1(t) \\
\partial_t e_o(z, t) &= \Lambda(z)\partial_z^2 e_x(z, t) - \mu_o e_x(z, t) \\
\partial_z e_o(0, t) &= 0 \\
\partial_z e_o(1, t) &= -L_0 \tilde{A}_0(\zeta) e_x(\zeta, t) d\zeta + C_1 \dot{e}_1(t) \\
\dot{e}_0(t) &= \hat{F}_0 e_0(t) + \hat{D} e_x(0, t)
\end{align*}$$

(52a - 52e)

with

$$\hat{F}_1 = F_1 - \hat{M}_1 C_1$$

(53a)

$$\tilde{A}_0(\zeta) = \begin{bmatrix} 0 & \tilde{a}_{12}(\zeta) & \cdots & \tilde{a}_{1n}(\zeta) \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \tilde{a}_{n-1,n}(\zeta) \\
0 & \cdots & 0 & 0 \end{bmatrix}$$

(53b)

$$\hat{F}_0 = \begin{bmatrix} F_{11} & -\hat{M}_{12} \\
\hat{F}_{21} & -\hat{M}_{22} \end{bmatrix}$$

(53c)

$$\hat{D} = \begin{bmatrix} 0 \\
I_n \end{bmatrix}$$

(53d)

and the matrices in (53c) being introduced in Section IV-A.

Herein, the matrix $M_1$ ensures that the $\dot{e}_1$-system is stable. Similar to the state feedback case, the DPS (52b) - (52d) is a cascade of stable parabolic PDEs for suitable $\mu_o$, because of the strictly upper triangular matrix (53b). Finally, the observer gains $\hat{M}_{12}$ and $\hat{M}_{22}$ ensure that the $e_0$-system is stable, i.e., $F_0$ in (53c) is a Hurwitz matrix. This results in the stable ODE-PDE-ODE cascade (52) for the observer error dynamics. A stability proof for (52) and the observer error dynamics in the original coordinates concludes the section.

A. Decoupling Form for the $\Sigma_{n_0}$-System

Similar to the $w_1$-system in the state feedback design (see Section III-C), the $e_0$-system (50d) is mapped into a decoupling form. This is necessary for the decoupling of the $e_1$-system into the first intermediate target system in Section IV-B. To this end, define the new state $\tilde{e}_0(t)$ by the inverse transformation

$$e_0(t) = \begin{bmatrix} T_0 & B_0 \end{bmatrix} \begin{bmatrix} \tilde{e}_{0,1}(t) \\
\tilde{e}_{0,2}(t) \end{bmatrix} = \tilde{e}_0(t)$$

(54)

with $T_0 \in \mathbb{R}^{n_0 \times n_0}$ and $B_0 \in \mathbb{R}^{n_0 \times n}$, in which

$$\det \hat{T} \neq 0 \quad \text{and} \quad CT_0 = 0$$

(55)

has to hold. Here, the second condition is required so that the output injection only depends on $\tilde{e}_{0,2}(t)$. By transposing the matrices appearing in (55) and taking $\text{rk} B_0 = n$ as well as Assumption (A4) into account, the results in [9, Prop. 5.1.2] imply the existence of $\hat{T}$ satisfying (23). By making use of (50d), (54) and (55), the decoupling form

$$\begin{align*}
\dot{\tilde{e}}_{0,1}(t) &= \hat{F}_{11} \tilde{e}_{0,1}(t) - \hat{M}_{12} \tilde{e}_{0,2}(t) \\
\dot{\tilde{e}}_{0,2}(t) &= \hat{F}_{21} \tilde{e}_{0,1}(t) - \hat{M}_{22} \tilde{e}_{0,2}(t) + e_x(0, t)
\end{align*}$$

(56a - 56b)

is obtained, where

$$\begin{bmatrix} \hat{F}_{11} & \hat{F}_{12} \\
\hat{F}_{21} & \hat{F}_{22} \end{bmatrix} = \hat{T}^{-1} F_0 \hat{T}.$$  

(57)

The observer gains follow from

$$\begin{align*}
\hat{M}_{12} &= M_{12} - \hat{F}_{12} & \hat{M}_{22} &= M_{22} - \hat{F}_{22} \\
M_{12} &= \hat{M}_{22} &= \hat{T}^{-1} M_0 C B_0.
\end{align*}$$

(58a - 59)

Fig. 2. Sequence of transformations mapping the observer error dynamics into a constant ODE-PDE-ODE cascade. The $\Sigma^*$-systems are stabilized.
B. Decoupling and Stabilization of the $\Sigma_{n_1}$-system

Consider the backstepping transformation
\[ e_x(z, t) = T_{n,1}[\hat{e}_x(t)](z) = \hat{e}_x(z, t) - \int_0^z P_t(z, \zeta)\hat{e}_x(\zeta, t) d\zeta \] (60a)
with the kernel $P_t(z, \zeta) \in \mathbb{R}^{n \times n}$ and the decoupling transformation
\[ \hat{e}_1(t) = T_{n,12}[\hat{e}_0(t), e_1(t), \hat{e}_2(t)] = e_1(t) - \Pi_1\hat{e}_0_1(t) - \Pi_2\hat{e}_0_2(t) - \int_0^1 R(\zeta)\hat{e}_x(\zeta, t) d\zeta \] (60b)

with $\Pi_1 \in \mathbb{R}^{n_1 \times n_1}$, $\Pi_2 \in \mathbb{R}^{n_1 \times n_2}$ and $R(z) \in \mathbb{R}^{n_1 \times n_2}$. Similar to the state feedback design, the backstepping transformation (60a) removes the term $A(z)e_x(z, t)$ in the PDE (50a). In addition, the decoupling transformation (60b) decouples the $e_1$-system (50a) in the new coordinates from the other subsystems. Consequently, these transformations map the error system (50b) into the \textit{first intermediate target system}

\begin{align}
\hat{e}_1(t) &= \tilde{F}_1\hat{e}_1(t) \\
\partial_t\hat{e}_x(z, t) &= \Lambda(z)\partial_t^2\hat{e}_x(z, t) - \mu_0\hat{e}_x(z, t) - F(z)\hat{e}_x(0, t) - G(z)\hat{e}_0_1(0) - \tilde{L}(z)\hat{e}_0_2(t) \\
\partial_t\hat{e}_x(0, t) &= \tilde{L}_0\hat{e}_x(0, t) + \tilde{C}_0T_0\hat{e}_0_1(0) + \tilde{L}_0B\hat{e}_0_2(t) \\
\partial_t\hat{e}_x(1, t) &= -\int_0^1 H_0(\zeta)\hat{e}_x(z, t) d\zeta \\
\hat{e}_0_1(t) &= \tilde{F}_2\hat{e}_0_1(t) - M_2\hat{e}_0_2(t) \\
\hat{e}_0_2(t) &= \tilde{F}_2\hat{e}_0_1(t) - \tilde{M}_2\hat{e}_0_2(t) + \hat{e}_x(0, t),
\end{align}

in which
\[ \tilde{C}_0 = C_0 - L_0C_{\tilde{F}_0}, \] (62a)
the \textit{auxiliary observer gains}
\[ \tilde{L}(z) = (T_{n,1}[L(z)C + P(z, 0)\Lambda(0)\tilde{L}_0]B_0 \\
\tilde{L}_0 = \tilde{L}_0 + P_1(0, 0) \\
\tilde{L}_1 = C_1\Pi_2 - L_1CB_0 \] (62b)

and
\[ F(z) = -T_{n,1}[P_{1,\zeta}(\cdot, 0)(z)\Lambda(0) \\
- P(z, 0)(\Lambda'(0) - \Lambda(0)\tilde{L}_1) \] (63a)
\[ G(z) = P(z, 0)\Lambda(0)\tilde{C}_0T_0 \] (63b)

are utilized. In the latter expression, the inverse of (60a) is the backstepping transformation
\[ \hat{e}_x(z, t) = T_{n,1}[e_x(t)](z) = e_x(z, t) + \int_0^z P(z, \zeta)e_x(\zeta, t) d\zeta \] (64)

with the kernel $P(z, \zeta) \in \mathbb{R}^{n \times n}$. The results (62) and (63) are based on applying the reciprocity relation $T_{n,1}[P_{1,\zeta}(\cdot, 0)](z) = P(z, 0)$ (see Remark [1]). Furthermore,
\[ \tilde{H}_0(\zeta) = \tilde{A}_0(\zeta) - C_1R(\zeta) \] (65)

holds in (61d). In view of Assumption (A2), the matrix $\tilde{M}_1$ can always be chosen such that $\tilde{F}_1 = F_1 - M_1C_1$ in (61a) is a Hurwitz matrix.

By differentiating (60a) w.r.t. time and making use of (50a), (50c) and (61b)–(61d), an integration by parts and the Leibniz differentiation rule show that the kernel $P_t(z, \zeta)$ required to obtain the target system (61) is the solution of the \textit{kernel equations}

\[ \Lambda(z)P_{t,zz}(z, \zeta) - (P_t(z, \zeta)\Lambda(z))\zeta = -(\mu_0I + A(z))P_t(z, \zeta) \] (67a)
\[ P_{t}(z, 1, \zeta) - Q_1P_t(z, 1, \zeta) = -\tilde{A}_0(\zeta) \] (67b)
\[ \Lambda(z)P_{t}(z, z) + \Lambda(z)P_{t,\zeta}(z, z) + P_{t,\zeta}(z, z)\Lambda(z) + \mu_0I + A(z) \] (67c)
\[ P_t(z, 1, \zeta) - \Lambda(z)P_t(z, 1, \zeta) = 0 \] (67d)
\[ P_t(1, 1) = -Q_1 \] (67e)

with (67a) defined on $0 < \zeta < z < 1$. It is shown in [8] that these kernel equations can be traced back to (14). This implies that (67) has a piecewise $C^2$-solution. From this, the elements $\tilde{a}_{ij}(z)$, $i < j$, of $\tilde{A}_0(\zeta)$ in (66) are obtained. After differentiating (60b), taking (61) into account, an integration by parts as well as some algebraic manipulations yield the IVP

\[ (RA)'(z) - \mu_0R(z) - \tilde{F}_1R(z) = M_1\tilde{A}_0(z) - B_1P_1(1, z), \quad z \in [0, 1) \] (68a)
\[ (RA)(1) = M_1 \] (68b)
\[ (RA)'(1) = -B_1 \] (68c)

for $R(z)$ (see (53a)). From this, the matrix
\[ \Pi_2 = \int_0^1 R(\zeta)F(\zeta)d\zeta + (RA)(0)\tilde{L}_0 - (RA)'(0) \] (69)
can be obtained so that $\Pi_1$ follows from the Sylvester equation
\[ \tilde{F}_1\Pi_1 - \Pi_1\tilde{F}_1 = \Pi_2\tilde{F}_21 = \Pi_2\tilde{F}_21 \\
- \int_0^1 R(\zeta)G(\zeta)d\zeta - R(0)\Lambda(0)\tilde{C}_0T_0 \] (70)
(see (53a)). After solving (68) and (70), the observer gain
\[ M_1 = \tilde{M}_1L_1 + (\tilde{F}_1\Pi_2 + \Pi_2\tilde{M}_22 + \Pi_1\tilde{M}_12) \\
+ R(0)\Lambda(0)\tilde{L}_0B_0 + \int_0^1 R(\zeta)\tilde{L}(\zeta)d\zeta(CB_0)^{-1} \] (71)
can be determined.

The next lemma clarifies the solvability of (68) and (70), which can be ensured by a suitable choice of $\tilde{M}_1$ in $\tilde{F}_1 = F_1 - M_1C_1$ in view of Assumption (2).

\textbf{Lemma 4:} The IVP (68) has a unique piecewise $C^2$-solution $R$. Furthermore, if
\[ \sigma(\tilde{F}_1) \cap \sigma(\tilde{F}_{11}) = \emptyset \] (72)
holds, then the Sylvester equation (70) is uniquely solvable.
Proof: The proof follows from introducing \( \hat{R}(z) = R(z)\Lambda(z) \) and making use of the change of coordinates \( \hat{z} = 1 - z \) so that \( \hat{R}(1 - \hat{z}) = \hat{R}(\hat{z}) \). This yields an IVP for \( \hat{R}(\hat{z}) \) of the form (15). Hence, with the same reasoning as in the proof of Lemma 4, the existence of a unique piecewise \( C^2 \)-solution is ensured. The unique solvability of the Sylvester equation (70) is implied by (72) and [16] Ch. 12.5, Th. 2.\]

\[ e_x(z,t) = T_{a,2}\left[ \hat{e}_x(t) \right](z) = e_x(z,t) - \int_0^z S_I(z,\zeta)e_x(z,\zeta,t)d\zeta \]  

(73)

with the kernel \( S_I(z,\zeta) \in \mathbb{R}^{n\times n} \) is utilized. The corresponding second intermediate target system reads

\[
\begin{align*}
\dot{\hat{e}}_1(t) &= \hat{F}_1\hat{e}_1(t) \\
\partial_t\hat{e}_2(z,t) &= \Lambda(z)\partial_z^2\hat{e}_2(z,t) - \mu_o\hat{e}_2(z,t) - \hat{F}(z)\hat{e}_2(z,t) - G(z)\hat{e}_0,1(t) - \hat{L}(z)\hat{e}_0,2(t) \\
\partial_t\hat{e}_0,1(t) &= C_0\hat{e}_0,1(t) + \hat{L}_0\hat{B}_0\hat{e}_0,2(t) \\
\partial_t\hat{e}_0,2(t) &= \hat{F}_{21}\hat{e}_0,1(t) - \hat{M}_{22}\hat{e}_0,2(t) + \hat{e}_x(0,t),
\end{align*}
\]

(74a)-(74f)

in which

\[
\begin{align*}
\hat{L}_0 &= -S_I(0,0) \\
\hat{L}(z) &= T_{a,2}[\hat{L}](z) + S(z,0)\Lambda(0)\hat{L}_0\hat{B}_0
\end{align*}
\]

are auxiliary observer gains and

\[
\begin{align*}
\hat{F}(z) &= T_{a,2}[F](z) - T_{a,2}[S_I(\cdot,0)](z)\Lambda(0) - S(z,0)\Lambda'(0) \\
\hat{G}(z) &= T_{a,2}[G](z) + S(z,0)\Lambda(0)\hat{C}_0\hat{T}_0.
\end{align*}
\]

(75a)-(77b)

The inverse of (73) utilized in (76) and (77) is the backstepping transformation

\[
\begin{align*}
\hat{e}_x(z,t) = T_{a,2}[\hat{e}_x(t)](z) &= \hat{e}_x(z,t) + \int_0^z S(z,\zeta)e_x(z,\zeta,t)d\zeta
\end{align*}
\]

(78)

with \( S(z,\zeta) \in \mathbb{R}^{n\times n} \). By applying the reciprocity relation the result \( T_{a,2}[S_I(\cdot,0)](z) = S(z,0) \) is obtained (see Remark 4), which is used in (76) and (77).

By making use of the same calculations as for (67), the kernel equations

\[
\begin{align*}
\Lambda(z)S_I,z(\zeta\zeta,z,\zeta\zeta) + (S_I(\cdot,\zeta)\Lambda(\zeta))_\zeta_\zeta &= 0 \\
S_I,z(1,\zeta) &= H_0(\zeta) - \int_1^1 H_0(\zeta)S_I(\cdot,\zeta,d\zeta - \hat{A}_0(\zeta) \\
\Lambda(z)S_I^2(z,z) + \Lambda(z)S_I,z(z,z) + S_I(\cdot,\zeta)\Lambda(\zeta) + S_I(z,z)\Lambda'(z) &= 0 \\
S_I(z,z)\Lambda(z) - (\Lambda(z)S_I(z,z)) &= 0 \\
S_I(1,1) &= 0
\end{align*}
\]

(79a)-(79d)

result for (73) with (79a) defined on \( 0 < \zeta < 1 \). Their solution also determines the elements \( \hat{a}_{ij}(z) \), \( i, j \), of \( \hat{A}_0(\zeta) \) in (53b). Since (79) has the same structure as (67) and the additional integral term in (79b) poses no problem (see the general type of kernel equations found in [21]), there exists a piecewise \( C^2 \)-solution of (79).

D. Decoupling of the \( \Sigma_{\infty} \)-System and Stabilization of the \( \Sigma_{\infty}\text{-N}

System

In the final transformation step, the PDE subsystem in (74b)–(74d) is decoupled from the \( \hat{e}_0 \)-system (74e)–(74f), in order to obtain the ODE-PDE-ODE cascade (52). This requires to introduce the change of coordinates

\[
\begin{align*}
\varepsilon_x(z,t) = T_{a,3}[\hat{e}_0(t)](z) &= \varepsilon_x(z,t) - \hat{F}_{12}\hat{e}_0,1(t) - \hat{G}_{12}\hat{e}_0,2(t)
\end{align*}
\]

(80)

with \( \Gamma(\zeta) \in \mathbb{R}^{n\times n} \) and \( \hat{L}(\zeta) \in \mathbb{R}^{n\times n} \). Differentiating \( \varepsilon_x(0,t) \) w.r.t. time, inserting (74b)–(74d) and (74e)–(74f) lead to the BVP

\[
\begin{align*}
\Lambda(\zeta)\Gamma_{11}(\zeta) - \mu_o\Gamma_{11}(\zeta) - \Gamma_1(\zeta)\hat{F}_{11} = \hat{G}_{11}(\zeta) \\
\Gamma_{11}(0) &= \hat{C}_0\hat{T}_0 \\
\Gamma_{11}(1) &= C_1\Pi_1 - \int_0^1 \hat{A}_0(\zeta)\hat{C}_1(\zeta,d\zeta)
\end{align*}
\]

(81a)-(81c)

with (81a) defined on \( \zeta \in (0,1) \),

\[
\begin{align*}
\Gamma_2(\zeta) &= -\hat{F}(\zeta)
\end{align*}
\]

(see (77a)) and \( \hat{G}(\zeta) \) given by (77b). From this, the result

\[
\begin{align*}
\hat{F}_{21} = F_{21} + \Gamma_1(0) \\
\hat{M}_{22} = M_{22} - \Gamma_2(0)
\end{align*}
\]

(83a)-(83b)

is obtained. Finally, with (62) and the solution of (81), the observer gains are

\[
\begin{align*}
L_0 &= (C_0\hat{B}_0 - \Gamma_2'(0)) - L_0\hat{C}_0F_0\hat{B}_0 \Lambda(0) + L_0\hat{C}_0M_0 \\
L_1 &= (C_1\Pi_2 + \Gamma_2'(1) - \int_0^1 \hat{A}_0(\zeta)\hat{C}_1(\zeta,d\zeta) - (F_1(0) + \Lambda_0(0)\hat{L}_0\hat{B}_0))\Lambda(0) - L_1\hat{C}_0M_0
\end{align*}
\]

(84a)-(84b)

The condition for the solvability of (81) is stated in the next lemma.

\[
\begin{align*}
\sigma(\hat{F}_{11}) \cap \sigma_o &= \emptyset,
\end{align*}
\]

(85)

then the BVP (81) has a unique piecewise \( C^2 \)-solution \( \Gamma_1 \). The proof follows the same lines as the proof of Lemma 2 and, thus, is omitted.

The next lemma presents the conditions for the stabilization of the \( \hat{e}_0 \)-system (52).

\[
\begin{align*}
\Gamma_1(0)\hat{e}_i \neq -\hat{F}_{21}\hat{e}_i
\end{align*}
\]

(86)
holds for all linearly independent right eigenvectors \(\tilde{v}_i\) of \(\tilde{F}_{11}\) w.r.t. the eigenvalues \(\tilde{\lambda}_i\), \(i = 1, 2, \ldots, l_0\), \(l_0 \leq n_o - n\). Then, there exist matrices \(\tilde{M}_{12} \in \mathbb{R}^{n_o \times n_x}\) and \(\tilde{M}_{22} \in \mathbb{R}^{n \times n}\) so that \(\tilde{F}_1\) in (53a) is a Hurwitz matrix. This lemma can readily be proved by utilizing the PHB eigenvector tests found in, e.g., [12] Th. 6.2-5.

Remark 10: It should be noted that the condition (85) can always be fulfilled by computing the eigenvalues of \(F_{11}\) and a suitable choice of \(\mu_o\) in (74). This is due to the fact that the backstepping target system (52b)-(52d) is a cascade of parabolic PDEs with Neumann BCs and thus its real spectrum satisfies \(\lambda \leq -\mu_o\), \(\forall \lambda \in \sigma_o\). Obviously, the condition (86) is fulfilled for a Hurwitz matrix \(\tilde{F}_{11}\). This can easily be checked for the plant (1) by evaluating (57).

E. Stability of the Observer Error Dynamics

Similar to the state feedback design, the stability of the ODE and PDE subsystems in (52) leads to a stable ODE-PDE-ODE cascade for the observer error dynamics. This is the result of the next theorem.

Theorem 2 (Stability of the observer error dynamics):

Let \(\sigma_o\) be the spectrum of the backstepping target system (52b)-(52d) and assume that the observer gains \(M_1\) in (53a) and \(\tilde{M}_{12}, \tilde{M}_{22}\) in (53c) are chosen such that

\[
\alpha_{o,0} = \max_{\lambda \in \sigma_o(\tilde{F}_0)} \Re \lambda < 0 \quad \text{and} \quad \alpha_{o,1} = \max_{\lambda \in \sigma_o(\tilde{F}_1)} \Re \lambda < 0
\]

as well as

\[
\sigma(\tilde{F}_0) \cap \sigma_o = \emptyset \quad \text{and} \quad \sigma(\tilde{F}_1) \cap \sigma_o = \emptyset.
\]

(87)

(88)

If \(\alpha_{o,e} = -\mu_o < 0\), then the error dynamics for the designed observer (47) is well-posed in the state space \(X = \mathbb{C}^{n_o} \oplus \mathbb{C}^{n_1} \oplus (L_2(0,1))^n\) with the usual weighted inner product. Furthermore, the observer error dynamics (50) is exponentially stable in the norm \(\| \cdot \|\) (see Theorem 1) with the decay rate

\[
\alpha_o = -\max(\alpha_{o,0}, \alpha_{o,1}, \alpha_{e,e}) > 0.
\]

In particular, the observer error \(e_o(t) = \text{col}(e_0(t), e_1(t), e_x(t))\) with \(e_x(t) = \{e_x(z,t), z \in [0,1]\}\) satisfies

\[
\|e_o(t)\| \leq M_o e^{-(\alpha_o + c)t} \|e_0(0)\|, \quad t \geq 0,
\]

(90)

for all \(e_0(0) \in \mathbb{C}^{n_0} \oplus \mathbb{C}^{n_1} \oplus (H^2(0,1))^n \subset X\) compatible with the BCs of the observer error dynamics, an \(M_o \geq 1\) and any \(c < 0\) such that \(\alpha_o + c > 0\).

For the proof see Appendix C.

V. OBSERVER-BASED COMPENSATOR

By utilizing the state estimates of the observer (47) in the state feedback controller (34), i.e.,

\[
u(t) = K[u_0(t), \hat{w}_1(t), \hat{x}(0,t), \hat{x}(1,t), \hat{x}(1,t), \hat{x}(t)],
\]

(91)

an observer-based compensator is obtained. The next theorem shows that the separation principle is satisfied for the resulting closed-loop system implying closed-loop stability.

Theorem 3 (Stability of the closed-loop system):

Let the state feedback controller (34) and the observer (47) be designed according to Theorems 1 and 2. Then, the closed-loop system resulting from applying the observer-based compensator to (1) is well-posed in the state space \(X_{cl} = \mathbb{C}^{n_o} \oplus \mathbb{C}^{n_1} \oplus (L_2(0,1))^n\) with the usual weighted inner product. Furthermore, the closed-loop system is exponentially stable in the norm

\[
\| u \|_c = (\| u \|^2 + \| v \|^2)^{\frac{1}{2}}
\]

(92)

(see (44)) with the decay rate

\[
\alpha_{cl} = \min(\alpha_o, \alpha_o) > 0.
\]

(93)

In particular, the closed-loop state \(x_{cl}(t) = \text{col}(w_0(t), w_1(t), x(t), \hat{w}_0(t), \hat{w}_1(t), \hat{x}(t))\) satisfies

\[
\|x_{cl}(t)\|_{cl} \leq M_{cl} e^{-(\alpha_o+c)t} \|x_{cl}(0)\|_{cl}, \quad t \geq 0,
\]

(94)

for all \(x_{cl}(0) \in \mathbb{C}^{n_o} \oplus \mathbb{C}^{n_1} \oplus (H^2(0,1))^n \oplus \mathbb{C}^{n_o} \oplus \mathbb{C}^{n_1} \oplus (H^2(0,1))^n \subset X_{cl}\) compatible with the BCs of the closed-loop system, an \(M_{cl} \geq 1\) and any \(c < 0\) such that \(\alpha_{cl} + c > 0\).

For the proof see Appendix D.

VI. EXAMPLE

The results of the paper are demonstrated by a numerical example. For this, consider a system of the form (1) with the parameters

\[
\Lambda(z) = \begin{bmatrix} 2 + 2\sin(\pi z) & 0 \\ 0 & 1.1 + \sin(\pi z) \end{bmatrix}
\]

(95a)

\[
A(z) = \begin{bmatrix} 0.5 + z & 1 \\ 0 & 2 + z \end{bmatrix}
\]

(95b)

for the PDE. The corresponding BCs are described by the matrices

\[
Q_0 = \begin{bmatrix} 2.25 & 0 \\ 0 & 1 \end{bmatrix}, \quad C_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

(96a)

\[
Q_1 = \begin{bmatrix} 2 & 0 \\ 0 & 3 \end{bmatrix}, \quad C_1 = \begin{bmatrix} 1.5 & 0 \\ 0 & 2.5 \end{bmatrix}
\]

(96b)

This PDE system is unstable with its largest eigenvalue at 16.28. The sensing ODE coupled to the PDE at \(z = 0\) is determined by

\[
F_0 = \begin{bmatrix} 0.4 & 0 & 0 \\ 0 & 0.75 & 0 \\ 0 & 0 & 0.2 \end{bmatrix}, \quad B_0 = \begin{bmatrix} 1.5 \\ 0 \\ 1 \end{bmatrix}
\]

(97a)

\[
C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

(97b)

Finally, the matrices characterizing the actuating ODE at \(z = 1\) are

\[
F_1 = \begin{bmatrix} 0.3 & 0 & 0 \\ 0 & 0.2 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}, \quad B_1 = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \quad B = \begin{bmatrix} 2 & 0 \\ 0 & 1 \\ 2 & 3 \end{bmatrix}
\]

(98)

It is readily verified that the Assumptions (A1)-(A4) are fulfilled for this ODE-PDE-ODE system.

State feedback design. In the first step, the kernel equations (14) are solved for \(\mu_o = 2.3\) by making use of the method of successive approximations (see [7] for details), which is also applied to determine the solution of all other kernel equations.
With the resulting kernel, the IVP (5) is solved, where in view of Assumption (A1) a stabilizing state feedback gain $K_0$ exists. The latter is determined such that $\sigma(\tilde{F}_0) = \sigma(F_0 - B_0K_0) = \{-4.2, -4, -4.8\}$. The corresponding fundamental matrix is computed by discretizing the $\zeta$-coordinate and solving the ODEs resulting from the corresponding IVP on the interval $z \in [\zeta, 1]$ using MATLAB’s solver ode15s. This approach is also utilized for all other IVPs and BVPs in the sequel. Then, the second kernel equations (21) are solved. With the choice $T_1 = [-1 \ -3 \ 1]$ satisfying (23), the change of coordinates (22) is determined. The resulting matrix $F_{22}$ (see (25)) fulfills the conditions (39) and (40) ensuring the solvability of the Sylvester equation (38) and the BVP (36) so that $\tilde{F}_21$ follows from (37). As the solution of (36) satisfies (41), stabilizing feedback gains $K_{11}$ and $K_{12}$ exist. With this, the feedback gains $K_{11}$ and $K_{12}$ are determined to ensure $\sigma(\tilde{F}_1) = \{-5.3, -5, -6\}$ (see (7a)). Finally, the state feedback controller is obtained by evaluating (34).

**Observer design.** In order to provide a systematic design procedure, the various steps to determine the observer gains $L(z)$, $L_0^0$, $L_0^1$ and $L_1$ for the PDE subsystem as well as $M_0$ and $M_1$ for the ODE subsystems in (47) are outlined:

1. Determine $\tilde{M}_1$ such that $\sigma(\tilde{F}_1) = \sigma(F_1 - \tilde{M}_1C_1) = \{-10.6, -10, -12\}$, which is possible due to Assumption (A2).
2. Choose $\mu_c = 4.6$ and solve (67) as well as (68).
3. Solve (79) so that $S_1(z, \zeta) \xrightarrow{L_0^0} \tilde{L}_0^0 \xrightarrow{L_0^1} \tilde{L}_0^1 \xrightarrow{M_0} \theta_0$ can be computed.
4. Choose $T_0 = [0 \ 0 \ 1]^{\top}$ satisfying (55) to get $\tilde{F}_0$ from (57). Then, solve (81) and check (80), which is fulfilled for the example. Hence, one can obtain $\tilde{F}_21$ from (83a) so that $\tilde{M}_{12}$ and $\tilde{M}_{22}$ are computed to achieve $\sigma(\tilde{F}_0) = \{-8.2, -8, -9.6\}$ (see (53c)). This gives $\tilde{M}_{22} \rightarrow \tilde{M}_{22}, \tilde{M}_{12}, \tilde{M}_{22} \rightarrow \tilde{M}_{12}, \tilde{M}_{22} \rightarrow \tilde{M}_{12}, \tilde{M}_{12}$, $M_0$, and $L_1$ results from (84b).
5. Next, compute $L_0^0, M_0 \xrightarrow{L_0^0} L_0^0$ and consider $L_0^0, M_0 \xrightarrow{L_0^0} L_0^0$ as well as $\tilde{L}_0^0, \tilde{M}_{12}, \tilde{M}_{22} \xrightarrow{L(z)} L(z)$.
6. Finally, solve (70) and evaluate $\tilde{M}_1, L_1, \tilde{M}_{12}, \tilde{M}_{22}, \hat{L}_0^0, L(z) \xrightarrow{M_1}$ completing the observer design.

**Simulation.** The closed-loop system is simulated by making use of a FEM model with 151 grid points. The ICs of the plant are $x(z, 0) = \cos(5(\frac{1}{2} \sin(z) + 2\pi) + \frac{1}{2}\cos(3z) + \frac{7}{2}))$, $5(\frac{1}{2} \sin(z) + 2\pi) + \frac{1}{2}\cos(3z) + \frac{7}{2}))$, $u_0(0) = 0$ and $w_0(0) = 0$, which are consistent to the BCs. Furthermore, all ICs of the compensator are set to zero. In Figure 5, the resulting closed-loop response is shown for the distributed states of the PDE subsystem (upper plots) and for the lumped states of the ODE subsystems (lower plot). This result confirms that the compensator ensures the stabilization of the closed-loop system for the considered ICs. In Figure 4, the specification of the stability margin for the closed-loop system is verified. Obviously, exponential convergence w.r.t. the closed-loop norm is achieved and a larger stability margin can be assigned by increasing the design parameter $\mu_c$. The control inputs for $\mu_c = 4$ are depicted in Figure 5. In comparison, the control inputs range between $-1$ and $1$ for $\mu_c = 2.3$ with a similar time response, which shows the increase of the control effort for a faster closed-loop system.

**VII. CONCLUDING REMARKS**

The proposed observer design can also be considered for a collocated setup, in which the actuating and sensing
ODE coincide. By making use of the approach in [22], an extension of the results to coupled diffusion-advection-reaction systems with an advection term of no particular form seems possible, which is of interest for continuing investigations. Real world applications may require to take nonlinear actuator and sensor dynamics into account. Hence, the generalization of the presented results to this class of nonlinear parabolic ODE-PDE-ODE systems is an interesting topic for further research.

**APPENDIX**

**A. Proof of Lemma 2**

In order to represent (36) in a simple form, define \( \tilde{\Sigma}_2(z) = \Sigma_2(z)A(z) \) to obtain

\[
\begin{align}
\tilde{\Sigma}_2''(z) &= (\mu_s I + F_{22})\tilde{\Sigma}_2(z)A(z)^{-1}(z) + H(z) \\
\tilde{\Sigma}_2'(0) &= \int_0^1 \tilde{\Sigma}_2(\zeta)A^{-1}(\zeta)\hat{A}_0(\zeta)d\zeta - \Gamma_2B_0 \\
\tilde{\Sigma}_2'(1) &= F_{21}\tilde{Q}_1 - P_{20}
\end{align}
\]

(99a) (99b) (99c)

with \( H(z) = P_{21}(z) - F_{21}K_2(z) \) and (99a) defined on \( z \in (0,1) \). Assume that the matrix \( F_{22} \in \mathbb{R}^{n_1-n \times n_1-n} \) has \( r \) Jordan blocks \( J_i \), \( i = 1, 2, \ldots, r \), to which the Jordan chains

\[
\begin{align}
\varphi_{i(1)}^{T}F_{22} &= \mu_s\varphi_{i(1)}, \\
\varphi_{i(k)}^{T}F_{22} &= \varphi_{i(k)}^{T}\varphi_{i(k-1)}^{T} + \varphi_{i(k)}^{T}, \quad k = 2, 3, \ldots, l_i,
\end{align}
\]

(100a) (100b)

are associated and \( l_1 + \ldots + l_r = n_1-n \). In (100) the vectors \( \varphi_{i(k)} \) are the generalized left eigenvectors of \( F_{22} \) w.r.t. the eigenvalue \( \mu_i, i = 1, 2, \ldots, r \), in which \( r \) is the number of eigenvalues of \( F_{22} \) with linearly independent eigenvectors (see, e.g., [16 Ch. 6] for details on the related Jordan canonical form). In the following it is assumed that the generalized eigenvectors \( \varphi_{i(k)}, i = 1, 2, \ldots, r \), \( k = 1, 2, \ldots, l_i \), are determined such that they form a basis of \( \mathbb{C}^{n_1-n} \), which is always possible. Premultiplying (99) by the generalized eigenvectors \( \varphi_{i(k)}^{T} \), defining \( g_{i(k)}^{T}(z) = \varphi_{i(k)}^{T}\Sigma_2(z), h_{i(k-1)}(z) = \varphi_{i(k)}^{T}(z) + \varphi_{i(k)}^{T}H(z), \gamma_{i(k)} = \varphi_{i(k)}^{T}F_{22}B_0 \) and \( p_{i(k)} = \varphi_{i(k)}^{T}(F_{21}\tilde{Q}_1 - P_{20}) \) lead to the one-sided coupled BVPs

\[
\begin{align}
d_z^2g_{i(k)}(z) &= (\mu_s + \mu_i)g_{i(k)}(z)A^{-1}(z) + h_{i(k-1)}(z) \\
d_zg_{i(k)}(0) &= \int_0^1 \sigma_{i(k)}(\zeta)A^{-1}(\zeta)\hat{A}_0(\zeta)d\zeta - \gamma_{i(k)} \\
d_z\sigma_{i(k)}(1) &= p_{i(k)}
\end{align}
\]

(101a) (101b) (101c)

for \( i = 1, 2, \ldots, r \), \( k = 1, 2, \ldots, l_i \), and \( \sigma_{i(0)}(0) = 0 \). In what follows, the ODE (101a) is reformulated as a state space representation. The particular choice \( p_{i(k,1)} = -d_z\sigma_{i(k)} \) and \( \rho_{i(k,2)} = \sigma_{i(k)} \) of the state variables ensures that the resulting IVP will be adjoint to the IVP resulting from the eigenvalue problem related to the backstepping target system (6b) - (6d) (see below). After introducing the matrices

\[
E_1 = \begin{bmatrix} I_{n_1-n} & 0 \\ 0 & I_{n_1-n} \end{bmatrix} \quad \text{and} \quad E_2 = \begin{bmatrix} 0 \\ I_{n_1-n} \end{bmatrix}
\]

(102)

with \( E_1, E_2 \in \mathbb{R}^{2(n_1-n) \times n_1-n} \), the corresponding state space representation reads

\[
d_z\rho^{T}(z) = -\rho^{T}(z)\Upsilon(z, \mu_i) - h_{i(k-1)}^{T}(z)E_1^{T}
\]

(103)

with the state \( \rho^{T} = [\rho_{i,k,1}^{T}, \rho_{i,k,2}^{T}] \) and

\[
\Upsilon(z, s) = \begin{bmatrix} 0 & \bar{I} \\ (s + \mu_i)A^{-1}(z) & 0 \end{bmatrix}
\]

(104)

The fundamental matrix \( \Psi(z, \zeta, s) : (0,1)^2 \times \mathbb{C}^{2(n_1-n) \times 2(n_1-n)} \rightarrow \mathbb{C}^{2(n_1-n) \times 2(n_1-n)} \) related to (104) satisfies the IVP

\[
\partial_{2}\Psi(z, \zeta, s) = -\Upsilon^{T}(z, s)\Psi(z, \zeta, s), \quad \Psi(z, \zeta, s) = I.
\]

(105)

With this, the solution of (103) and (101c) is

\[
\rho^{T}(z) = \rho_{i,k,2}(1)E_2^{T}\Psi^{T}(z, 1, \mu_i)
\]

\[
- \int_1^z h_{i(k-1)}^{T}(\zeta)E_1^{T}\Psi^{T}(z, \zeta, \mu_i)d\zeta - p_{i(k)}E_1^{T}\Psi^{T}(z, 1, \mu_i).
\]

(106)

Inserting this in (101b) results in

\[
\rho_{i,k,2}(1)E_2^{T}M(\mu_i) = r_{i(k-1)}
\]

(107)

with

\[
M(s) = \Psi^{T}(0, 1, s)E_1 + \int_0^1 \Psi^{T}(\zeta, 1, s)E_2A^{-1}(\zeta)\hat{A}_0(\zeta)d\zeta
\]

(108)

and

\[
r_{i(k-1)} = \int_0^1 h_{i(k-1)}^{T}(\zeta)E_1^{T}\Psi^{T}(0, \zeta, \mu_i)E_1
\]

\[
+ \int_0^1 h_{i(k-1)}^{T}(\zeta)E_1^{T}\Psi^{T}(\zeta, \zeta, \mu_i)E_2d\zeta A^{-1}(\zeta)\hat{A}_0(\zeta)d\zeta
\]

\[
- p_{i(k)}E_1^{T}\Psi^{T}(0, 1, \mu_i)E_1
\]

\[
+ \int_0^1 p_{i(k)}E_1^{T}\Psi^{T}(\zeta, 1, \mu_i)E_2A^{-1}(\zeta)\hat{A}_0(\zeta)d\zeta.
\]

(109)

Hence, a solution of (36) exists, if

\[
\det E_2^{T}M(\mu_i) \neq 0, \quad i = 1, 2, \ldots, r.
\]

(110)

It is shown in [7] that the backstepping target system (6b) - (6d) has a discrete point spectrum. Hence, the corresponding eigenvalue problem for the eigenvectors \( \phi_i \) w.r.t. the eigenvalues \( \lambda_i \) reads

\[
\phi_{i}^{T}(z) = \Lambda^{-1}(z)(\hat{\lambda}_i + \mu_i)\phi_i(z) + \hat{A}_0(\zeta)\phi_i(0)
\]

(111a)

\[
\phi_{i}(0) = 0
\]

(111b)

\[
\phi_{i}(1) = 0
\]

(111c)

for \( i \in \mathbb{N} \), in which (111a) is defined on \( z \in (0,1) \). With the state \( \varrho_i = \col(\varrho_{1,i}, \varrho_{2,i}) = \col(\phi_i, \phi_i) \) the ODE (111a) can be represented by

\[
\varrho_{i}^{T}(z) = \Upsilon(z, \hat{\lambda}_i)\varrho(z) + E_2A^{-1}(z)\hat{A}_0(\zeta)\varrho_i(0),
\]

(112)

in which \( \Upsilon(z, s) \) is given by (104). Hence, the related fundamental matrix \( \Phi(z, \zeta, s) \) is the solution of the IVP

\[
\partial_{2}\Phi(z, \zeta, s) = \Upsilon(z, s)\Phi(z, \zeta, s), \quad \Phi(\zeta, \zeta, s) = I.
\]

(113)

With this, the solution of the IVP (112) and (111b) can be represented by

\[
\varrho_{i}(z) = \hat{M}(z, \hat{\lambda}_i)\varrho_{1,i}(0)
\]

(114)
where
\[ \tilde{M}(z, s) = \Phi(z, 0, s)E_1 + \int_0^s \Phi(z, \zeta, s)E_2 \Lambda^{-1}(\zeta) \tilde{A}_0(\zeta) d\zeta. \]  
(115)

By inserting this in (114) one obtains the condition
\[ \varrho_{2,1}(1) = E_2^T \tilde{M}(1, \tilde{\lambda}_i) \varrho_{1,1}(0) = 0 \]  
(116)
to determine \( \varrho_{1,1}(0) \). Hence, nontrivial solutions \( \varrho_{1,1}(0) \) and thus nonvanishing eigenvectors \( \phi_i \) exist only if \( \tilde{\lambda}_i \) is a solution of the characteristic equation
\[ \det(E_2^T \tilde{M}(1, s)) = 0, \quad s \in \mathbb{C}. \]  
(117)

In order to relate this result to the solvability of (36), a relationship is established between the fundamental matrices \( \Psi \) in (105) and \( \Phi \) resulting from (113). For this, treat \( \zeta \) as a parameter and consider \( d_2(\Psi^T \Phi) = \Psi^T \Phi + \Phi^T \Psi_2 = -\Psi^T \tilde{\Phi} \Phi + \Psi^T \tilde{\Phi} \Phi = 0 \) in view of (105) and (113). Hence, \( \tilde{\Phi} \Phi = \text{const.} \), holds, which is the well-known reciprocity relation between the fundamental matrices of the primal IVP (113) and the related adjoint IVP (105) (see, e.g., [20 Ch. 4]).

From this, \[
\int_0^z d_2(\Psi^T(\zeta, s)\Psi(\tilde{\zeta}, s))d\zeta = \Psi^T(z, s)\Psi(z, s) - I
\]  
(118)
is readily obtained in light of (105) and (113). Using the latter result and the well-known property \( (\Psi(z, s))^{-1} = \Psi(\zeta, s) \) of a fundamental matrix yield the relationship
\[ \Psi(z, s) = (\Psi^T(z, s))^{-1} = \Psi^T(z, s). \]  
(119)

By utilizing (119), a comparison of (108) and (115) shows that \( \tilde{M}(1, s) = M(s) \). In view of (110) and (117) this leads to the condition \( \sigma(F_{22}) \cap \sigma_c = \emptyset \) of Lemma 2, while a piecewise \( C^2 \)-solution of (36) follows from the fact that the elements of \( H(z) \) in (99a) are piecewise \( C^1 \). Then, by making use of the fact that the generalized eigenvectors \( \tilde{\varphi}_i(k) \) are linearly independent, the solution
\[
\Sigma_2(z) = \begin{bmatrix} \varphi_{1(1)}^T \\ \vdots \\ \varphi_{1(t_i)}^T \\ \cdots \\ \varphi_{r(t_i)}^T \\ \cdots \\ \varphi_{r(t_i)}^T \\ \sigma_{1(t_i)}^T(z) \\ \vdots \\ \sigma_{r(t_i)}^T(z) \end{bmatrix}^{-1} \begin{bmatrix} \sigma_{1(1)}(z) \\ \vdots \\ \sigma_{1(t_i)}(z) \\ \cdots \\ \sigma_{r(t_i)}(z) \end{bmatrix}
\]  
(120)
of (36) is obtained. The Sylvester equation (38) is uniquely solvable, if \( \sigma(F_{22}) \cap \sigma(\tilde{F}_0) = \emptyset \) (see, e.g., [16 Ch. 12.5, Th. 2]).

B. Proof of Theorem 1

In order to facilitate the stability analysis, the ODE-PDE-ODE cascade (6) is decoupled into an ODE and a PDE system. Towards this end, consider the change of coordinates
\[ \Delta \tilde{z}(z, t) = \tilde{z}(z, t) - \Omega_1(z) \hat{w}_1(t) \]  
(121)
with \( \Omega_1(z) \in \mathbb{R}^{n \times n_1} \) to map (6) into the target system
\[ \hat{w}_1(t) = \tilde{F}_1 \hat{w}_1(t) \]  
(122a)
\[ \partial_t \Delta \tilde{z}(z, t) = \Lambda(z) \partial_z^2 \Delta \tilde{z}(z, t) - \mu_c \Delta \tilde{z}(z, t) - \tilde{A}_0(z) \Delta \tilde{z}(0, t) \]  
(122b)
\[ \partial_z \Delta \tilde{z}(0, t) = 0 \]  
(122c)
\[ \partial_z \Delta \tilde{z}(1, t) = 0 \]  
(122d)
\[ \tilde{w}_0(t) = \tilde{F}_0 \tilde{w}_0(t) + B_0 \Omega_1(0) \hat{w}_1(t) + B_0 \Delta \tilde{z}(0, t). \]  
(122e)

Therein, the \( \Delta \tilde{z} \)-system is decoupled from the \( \tilde{w}_1 \)-system. For this, the matrix \( \Omega_1(z) \) in (121) has to satisfy the BVP
\[ \Lambda(z) \Omega'_1(z) - \mu_c \Omega_1(z) - \Omega_1(z) \tilde{F}_1 = \tilde{A}_0(z) \Omega_1(0) \]  
(123a)
\[ \Omega_1'(0) = 0 \]  
(123b)
\[ \Omega_1'(1) = D, \]  
(123c)
in which (123a) is defined on \( z \in (0, 1) \). With the same reasoning as in Appendix A it can be shown that (123) has a unique piecewise \( C^2 \)-solution if \( \sigma(\tilde{F}_1) \cap \sigma_c = \emptyset \). Next, the \( \omega_0 \)-system (122e) is decoupled from the \( \Delta \tilde{z} \)-system (122b)–(122d) by making use of
\[ \Delta \omega_0(t) = \omega_0(t) - \int_0^t \Omega_2(\zeta) \Delta \tilde{z}(\zeta, t) d\zeta \]  
(124)
with \( \Omega_2(z) \in \mathbb{R}^{m \times n} \). This results in
\[ \begin{bmatrix} \hat{w}_1(t) \\ \Delta \omega_0(t) \end{bmatrix} = \begin{bmatrix} \tilde{F}_1 \\ B_0 \Omega_1(0) \end{bmatrix} \begin{bmatrix} \hat{w}_1(t) \\ \Delta \omega_0(t) \end{bmatrix} \]  
(125a)
\[ \partial_t \Delta \tilde{z}(z, t) = \Lambda(z) \partial_z^2 \Delta \tilde{z}(z, t) - \mu_c \Delta \tilde{z}(z, t) - \tilde{A}_0(z) \Delta \tilde{z}(0, t) \]  
(125b)
\[ \partial_z \Delta \tilde{z}(0, t) = 0 \]  
(125c)
\[ \partial_z \Delta \tilde{z}(1, t) = 0. \]  
(125d)

The matrix \( \Omega_2(z) \) in (124) has to be the solution of
\[ (\Omega_2 A)'(z) - \mu_c \Omega_2(z) - \tilde{F}_1 \Omega_2(z) = 0, \quad z \in (0, 1) \]  
(126a)
\[ (\Omega_2 A)'(0) = \int_0^1 \Omega_2(\zeta) \tilde{A}_0(\zeta) d\zeta + B_0 \]  
(126b)
\[ (\Omega_2 A)'(1) = 0. \]  
(126c)

Since this BVP has the same structure as (36), Appendix A implies that (125) has a unique piecewise \( C^2 \)-solution, if \( \sigma(\tilde{F}_1) \cap \sigma_c = \emptyset \).

Obviously, the \( (\hat{w}_1, \Delta \omega_0) \)-system (125a) is exponentially stable with the growth rate \( \max(\alpha_{c,1}, \alpha_{c,0}) \), if \( \tilde{F}_1 \) and \( \tilde{F}_0 \) are Hurwitz matrices. In order to investigate the stability of the \( \Delta \tilde{z} \)-system, introduce the state \( \Delta \tilde{z}(t) = \{ \Delta \tilde{z}(z, t), z \in [0, 1] \} \) in the state space \( X = (L_2(0, 1))^n \) with the usual weighted inner product inducing the norm \( ||\cdot||_{L_2} \). Then, the PDE subsystem (125b)–(125d) can be represented by the abstract IVP
\[ \Delta \tilde{z}(t) = A_c \Delta \tilde{z}(t), \quad t > 0, \quad \Delta \tilde{z}(0) \in D(A_c) \subset X, \]  
(127)
with \( A_c h = \Lambda h'' - \mu_c h - \tilde{A}_0 h(0) \) and
\[ D(A_c) = \{ h \in (H^2(0, 1))^n : h'(0) = h'(1) = 0 \}. \]  
(128)

It is shown in [8] that \( A_c \) is the generator of an analytic \( C_0 \)-semigroup, that is exponentially stable with the growth rate \( \alpha_{\Delta z} \). Consequently,
\[ ||\Delta \tilde{z}(t)||_{L_2} \leq M e^{(\alpha_{\Delta z}+\varepsilon)t} ||\Delta \tilde{z}(0)||_{L_2}, \quad t \geq 0, \]  
(129)
holds for all $\Delta \bar{z}(0) \in D(A_\omega)$, an $M \geq 1$ and any $c > 0$ such that $\alpha_c + c < 0$. With these results, it is straightforward to verify that (125) is exponentially stable in the norm $\| \|_\Delta$ with the decay rate $\alpha_c$. Then, by making use of all involved transformations and their bounded invertibility, standard arguments yield the stability result of Theorem 1.

C. Proof of Theorem 2

Similar to the proof of Theorem 1 the ODE-PDE-ODE cascade (52) is decoupled into an ODE and a PDE. For this, the $\varepsilon_x$ system in (52) is decoupled from the $\hat{e}_1$ system. Introducing the change of coordinates

$$ \Delta \varepsilon_x(z,t) = \varepsilon_x(z,t) - \Theta_1(z) \hat{e}_1(t) \tag{130} $$

with $\Theta_1(z) \in \mathbb{R}^{n \times n}$, the target system

$$ \dot{\hat{e}}_1(t) = \hat{F}_1 \hat{e}_1(t) \tag{131a} $$

$$ \partial_t \Delta \varepsilon_x(z,t) = \Lambda(z) \partial_z^2 \Delta \varepsilon_x(z,t) - \mu_\omega \Delta \varepsilon_x(z,t) \tag{131b} $$

$$ \partial_z \Delta \varepsilon_x(1,t) = 0 \tag{131c} $$

$$ \partial_z \Delta \varepsilon_x(1,t) = - \int_1^1 \bar{A}_0(\zeta) \Delta \varepsilon_x(\zeta,t) d\zeta \tag{131d} $$

$$ \dot{\hat{e}}_0(t) = \hat{F}_0 \hat{e}_0(t) + D \Theta_1(0) \hat{e}_1(t) + \hat{D} \Delta \varepsilon_x(0,t) \tag{131e} $$

can be considered. Then, the matrix $\Theta_1(z)$ in (130) has to be the solution of the BVP

$$ \Lambda(z) \Theta_1'(z) - \mu_\omega \Theta_1(z) - \Theta_1(z) \hat{F}_1 = 0, \quad z \in (0,1) \tag{132a} $$

$$ \Theta_1'(0) = 0 \tag{132b} $$

$$ \Theta_1'(1) = C_1 - \int_1^1 \bar{A}_0(\zeta) \Theta_1(\zeta) d\zeta. \tag{132c} $$

By making use of the same procedure as in Appendix A it can be verified that (132) has a unique piecewise $C^2$-solution, if $\sigma(\hat{F}_1) \cup \sigma_\omega = \emptyset$. In the next step, the $\hat{e}_0$-system (131e) is decoupled from the $\Delta \varepsilon_x$-system (131b)-(131d). This can be achieved with the transformation

$$ \Delta \hat{e}_0(t) = \hat{e}_0(t) - \int_0^1 \Theta_2(\zeta) \Delta \varepsilon_x(\zeta,t) d\zeta \tag{133} $$

where $\Theta_2(z) \in \mathbb{R}^{n \times n}$. As a results, one obtains

$$ \begin{bmatrix} \dot{\hat{e}}_1(t) \\ \Delta \hat{e}_0(t) \end{bmatrix} = \begin{bmatrix} \hat{F}_1 & 0 \\ \hat{D} \Theta_1(0) & \hat{F}_0 \end{bmatrix} \begin{bmatrix} \hat{e}_1(t) \\ \Delta \hat{e}_0(t) \end{bmatrix} \tag{134a} $$

$$ \partial_t \Delta \varepsilon_x(z,t) = \Lambda(z) \partial_z^2 \Delta \varepsilon_x(z,t) - \mu_\omega \Delta \varepsilon_x(z,t) \tag{134b} $$

$$ \partial_z \Delta \varepsilon_x(0,t) = 0 \tag{134c} $$

$$ \partial_z \Delta \varepsilon_x(1,t) = - \int_1^1 \bar{A}_0(\zeta) \Delta \varepsilon_x(\zeta,t) d\zeta \tag{134d} $$

For this, the matrix $\Theta_2(z)$ in (133) has to solve

$$ \begin{align} (\Theta_2 \Lambda)'(z) - \mu_\omega \Theta_2(z) - \hat{F}_0 \Theta_2(z) &= (\Theta_2 \Lambda)(1) \bar{A}_0(z) \tag{135a} \\ (\Theta_2 \Lambda)'(0) &= \hat{D} \tag{135b} \\ (\Theta_2 \Lambda)'(1) &= 0 \tag{135c} \end{align} $$

in which (135a) is defined on $z \in (0,1)$. This BVP is of the same form as (36). Hence, with the results of Appendix A we find that a unique piecewise $C^2$-solution of (135) exists, if $\sigma(\hat{F}_0) \cap \sigma_\omega = \emptyset$.

Assume that $\hat{F}_1$ and $\hat{F}_0$ are Hurwitz matrices. Then, the $(\hat{e}_1, \Delta \hat{e}_0)$-system (134a) is exponentially stable with the growth rate $\max(\alpha_{\omega,1}, \alpha_{\omega,0})$. The stability of the $\Delta \varepsilon_x$-system is investigated on the basis of its state space representation. To this end, introduce the state $\Delta \bar{x}(z,t) = \{ \Delta \varepsilon_x(z,t), z \in [0,1] \}$ in the state space $X = (L_2(0,1))^n$ with the usual weighted inner product inducing the norm $\| \|_\Delta^2$. Then, the PDE subsystems (134b)-(134d) leads to the abstract IVP

$$ \Delta \varepsilon_x(t) = A_\omega \Delta \varepsilon_x(t), \quad t \geq 0, \quad \Delta \varepsilon_x(0) \in D(A_\omega) \subset X, \tag{136} $$

with $A_\omega = \Lambda h'' - \mu_\omega h$ and

$$ D(A_\omega) = \{ h \in (H^2(0,1))^n \mid h'(0) = 0, \quad h'(1) = - \int_0^1 \bar{A}_0(\zeta) h(\zeta) d\zeta \}. \tag{137} $$

It is verified in [8] that $A_\omega$ is the generator of an analytic $C_0$-semigroup, that is exponentially stable with the growth rate $\alpha_{\omega}$. This leads to

$$ \| \Delta \varepsilon_x(t) \|_\Delta^2 \leq M e^{(\alpha_{\omega,1}+c)t} \| \Delta \varepsilon_x(0) \|_\Delta^2, \quad t \geq 0, \tag{138} $$

satisfied for all $\Delta \varepsilon_x(0) \in D(A_\omega)$, an $M \geq 1$ and any $c > 0$ such that $\alpha_{\omega,1} + c < 0$. By making use of these results, the exponential stability of (134) in the norm $\| \|_\Delta$ with the decay rate $\alpha_\omega$ can be shown. Then, by taking all involved transformations and their bounded invertibility into account, the stability result of Theorem 2 is deducible from standard arguments.

D. Proof of Theorem 3

Represent the closed-loop system by the observer error dynamics (134) and the observer (47) with

$$ \Delta(t) = y(t) - C \hat{w}_0(t) = CT \hat{e}_0(t) \tag{139} $$

in view of (11), (48) and (54). Apply the sequence of transformations shown in Figure 1 to the observer and use the feedback (91). Subsequently, use the transformations of Appendix B for the resulting system, in order to decouple the PDE subsystem and the ODE subsystem at $z = 0$. This results in

$$ \begin{bmatrix} \dot{\hat{w}}_{\text{obs}}(t) \\ \Delta \hat{w}_{\text{obs}}(t) \end{bmatrix} = \begin{bmatrix} \hat{F}_1 & 0 \\ B_0 \Theta_1(0) & \hat{F}_0 \end{bmatrix} \begin{bmatrix} \hat{w}_{\text{obs}}(t) \\ \Delta \hat{w}_{\text{obs}}(t) \end{bmatrix} + G_1 \varepsilon_0(t) + H_1 \varepsilon(t) \tag{140a} $$

$$ \partial_t \Delta \hat{w}_{\text{obs}}(z,t) = \Lambda(z) \partial_z^2 \Delta \hat{w}_{\text{obs}}(z,t) - \mu_\omega \Delta \hat{w}_{\text{obs}}(z,t) \tag{140b} $$

$$ - \bar{A}_0(\zeta) \Delta \hat{w}_{\text{obs}}(0,t) + G_2(z) \hat{e}_0(t) \tag{140c} $$

$$ \partial_z \Delta \hat{w}_{\text{obs}}(0,t) + L_0^T \tilde{C} \hat{e}_0(t) + L_0^T \tilde{C} \hat{e}_0(t) \tag{140d} $$

for some matrices $G_1$ and $G_2(z)$. Solving (134) for $\varepsilon_0$ gives

$$ \varepsilon_0(t) = \Delta \hat{e}_0(t) + \int_0^1 \Theta_2(\zeta) \Delta \varepsilon_x(\zeta,t) d\zeta. \tag{141} $$

Hence, the closed-loop system can be represented by a cascade of two exponentially stable systems (134), (140) and (141) in the new coordinates. It can be shown that the PDE subsystems (134b)-(134d) and (140b)-(140d) have the same structure as the corresponding result in [8]. Hence, the closed-loop system can be represented by the abstract IVP

$$ \hat{x}_c(t) = A_{cl} \hat{x}_c(t), \quad t > 0, \quad \hat{x}_c(0) \in D(A_{cl}) \subset X_{cl} \tag{142} $$
in the state space $X_{cl} = C^{n_0} \oplus C^{n_1} \oplus (H^2(0, 1))^n \oplus C^{n_0} \oplus C^{n_1} \oplus (H^2(0, 1))^n$ with the usual weighted inner product inducing the norm $\| \cdot \|_{cl}$ and the closed-loop state $\dot{x}_{cl}(t) = col(\Delta e_0(t), \dot{e}_1(t), \Delta u_{\text{obs}}(t), \ddot{w}_1^{\text{obs}}(t), \Delta \dot{e}_{\text{obs}}(t))$. By making use of the corresponding results in [8], it can be verified that $A_{cl}$ is the generator of an exponentially stable and analytic $C_0$-semigroup with the growth rate $\alpha_{cl}$. Then, after going through the corresponding chain of boundedly invertible transformations, the stability result (94) in the original coordinates is obtained.
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