A light-weight full-band speech enhancement model
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\textbf{Abstract:} Deep neural network based full-band speech enhancement systems face challenges of high demand of computational resources and imbalanced frequency distribution. In this paper, a light-weight full-band model is proposed with two dedicated strategies, i.e., a learnable spectral compression mapping for more effective high-band spectral information compression, and the utilization of the multi-head attention mechanism for more effective modeling of the global spectral pattern. Experiments validate the efficacy of the proposed strategies and show that the proposed model achieves competitive performance with only 0.89M parameters.

1. INTRODUCTION

In the last decade, data-driven speech enhancement (SE) approaches based on Deep Neural Networks (DNN) have achieved remarkable progress \cite{1} with more noise suppression and higher speech quality than the conventional signal processing methods. Most of the SE systems focus on wide-band (16 kHz) speech, while full-band (48 kHz) SE methods are still to be explored for their implementation in scenes that require high-fidelity audios.

Directly expanding the bandwidth and applying the wide-band processing network to full-band SE would result in significant increases of the memory requirement and computational burden and thus impeding its implementation in portable devices with limited computational resources. Furthermore, processing all the frequency points in a uniform manner is inefficient, because most of the human speech energy and tonality information concentrate in the low frequency range \cite{2}. Spectral envelopes can be used to compress the features \cite{3}[4], but the low resolution restrains the network’s performance. Sub-nets optimized for different bands \cite{5} can focus on the low frequency processing in a flexible manner and significantly improve SE performance. However, the whole spectrum still needs to be processed, making it hard to shrink the model size.

In this paper, we propose a light-weight full-band SE model based on our recently proposed dual-path convolutional recurrent network (DPCRN) \cite{6} for wide-band SE. Ranked at the 3rd place in Deep Noise Suppression-3 (DNS-3) challenge \cite{7}, it has much fewer parameters and lower computational burden than the other top models (0.8M parameters and 3.7G MACs, compared with 6.4M parameters and 6.0G MACs of Rank-1 model and 5.2M parameters and 5.2G MACs of Rank-2 model), which makes it a very competitive light-weight SE method. To better exploit the inherent connection among the spectrum, an attention mechanism is introduced into our proposed model, i.e., the recurrent neural networks (RNN) for the intra-chunk processing are replaced by multi-head attention (MHA) networks \cite{8} while the RNNs for the inter-chunk processing are retained, so the proposed model is named as dual-path attention-recurrent network (DPARN). To more efficiently process the high frequency components, where the speech is sparsely distributed, a dedicated learnable spectral compression mapping (SCM) and its inversion are added to the preprocessing and postprocessing respectively, so that the size of the whole model can be effectively compressed. Our model achieves competitive performance compared to other state-of-the-art (SOTA) full-band methods with only 0.89M parameters.

2. MODEL DESCRIPTION

2.1. Problem formulation

The time-frequency (T-F) domain noisy speech can be described as

\[ X(t,f) = S(t,f) + N(t,f), \]  

where \( t \) denotes the time frame and \( f \) denotes the frequency, which are omitted when we refer to the whole spectrogram.

The target of our proposed model is to map the input noisy speech \( X \) to the estimated clean speech \( \hat{S} \) and minimize the loss function \( L \) calculated on \( \hat{S} \) and the ground-truth clean source \( S \),

\[ \hat{S} = F(X), \]  

\[ L = \text{Loss}(\hat{S}, S), \]

where \( F \) refers to the network function that acts on the complex spectrum. We use a mapping-based method to directly estimate the real and imaginary parts of the target spectrum, which can restore high-band spectrum of the original speech even when the input signal is low-pass filtered.

2.2. Learnable spectral compression mapping

Directly expanding the wide-band network to full-band processing with the same spectral resolution would allocate two thirds of the computational resources to the less informative high band (8 kHz-24 kHz), resulting in significant increases of both the computational resources to the less informative high band (8 kHz-24 kHz), resulting in significant increases of both the computational-
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The SCM layer is designed following similar rules of the Mel-scale filter banks, which convert frequencies into Mel-scale by a logarithmic function \[ f(\omega) = 2500 \ln \left( \frac{\omega}{2500} \right) + 2 \] where \( \omega \) denotes the index of frequency bin. The \( F \)-dimensional spectrum can be compressed into an \( F \times K \)-dimensional spectral representation with \( f_{k}(\omega) \) uniformly spaced in the transformed domain, and the transformation can be described as

\[
\mathbf{x}_{\text{comp}} = W_{\text{SCM}} \mathbf{x}, \quad \mathbf{x}_{\text{comp}} \in \mathbb{R}^F, \quad W_{\text{SCM}} = \begin{bmatrix} I_{K \times K} \end{bmatrix} \in \mathbb{R}^{F \times F},
\]

\[
K = \begin{bmatrix} g_{K+1}, g_{K+2}, ..., g_{K}, ..., g_{F} \end{bmatrix}^T \in \mathbb{R}^{(F-K) \times F},
\]

\[
g_k(m) = \begin{cases} 0, & f(m) \leq f(f_k(k-1)) \\ f(f_k(k-1)) - f(f_k(k-1)), & f(f_k(k-1)) < f(m) \leq f(f_k(k)) \\ f(f_k(k)) - f(f_k(k+1)), & f(f_k(k)) < f(m) \leq f(f_k(k+1)) \\ f(f_k(k+1)) - f(f_k(k+1)), & f(f_k(k+1)) < f(m) \leq f(f_k(k+2)) \\ 0, & f(m) > f(f_k(k+1)) \end{cases},
\]

where \( \mathbf{x} \) is the original spectrum, \( \mathbf{x}_{\text{comp}} \) is the transformed representation, \( K \) is the index corresponding to the 5-kHz threshold, \( g_k \) is the \( k \)th triangular filter, \( f(m) \) is the physical frequency of the \( m \)th bin in the original spectrum, and \( f(f_k(k)) \) is the inverse mapping of the logarithmic function in (4), i.e.,

\[
f(f_k(k)) = 2500 \left( e^{\frac{\omega}{2500}} - 1 \right).
\]

Note that the mapping of (4) roots from the human auditory system and cannot effectively match the sparse distribution of speech spectrum in high frequency range. Therefore, the direct implementation of this compression pattern would lead to considerable residual noise.

To more effectively exploit the sparse distribution of speech in the high-frequency range, we propose to use a partially learnable compression matrix initialized by \( W_{\text{SCM}} \). The matrix is learned as the weights \( W_{\text{SCM}} \) of a fully-connected (FC) layer with no biases. The low-band mapping \( W_{\text{low}} = [I \ 0] \in \mathbb{R}^{F \times F} \) is fixed, and the high-band part \( W_{\text{high}} \in \mathbb{R}^{(F-K) \times F} \) is learned by the network, which is initialized by \( G \) in (7). Correspondingly, the inverse spectral compression mapping (iSCM) is also realized through a learnable matrix \( W_{\text{iSCM}} \in \mathbb{R}^{F \times F} \), but with random initialization.

### 2.3. Dual-Path Attention-Recurrent Network

Similar to DPCRN [6], the proposed model consists of an encoder, a dual-path processing block and two decoders, as depicted in Figure 1(a). The encoder follows the SCM layer and contains multiple 2D convolutional layers, while every decoder is followed by an iSCM layer and contains multiple transposed-2D convolutional layers to reconstruct the real or imaginary part of the spectrum. Skip connections are utilized between the corresponding layers in the encoder and decoders.

In the original DPCRN, intra-chunk RNNs are applied to model the correlations among frequencies in a single frame, and inter-chunk RNNs are applied to model the time dependence of a certain frequency. Considering the significantly wider frequency span of full-band speech, we replace the intra-chunk RNNs with MHA [8], because it can more effectively model the long-term global spectral patterns. On the other hand, global information
along the time axis is not essential for SE, so the inter-chunk RNNs are retained.

Figure 1(b) shows the detailed structure of the DPARN processing block. C dimensional local features are extracted by the encoder for every bin in the compressed spectrogram. Trigonometric positional encodings [8] (PE) are added to the input of intra-MHA to encode the positional information. The queries ($Q \in \mathbb{R}^{F \times C}$), keys ($K \in \mathbb{R}^{F \times C}$), and values ($V \in \mathbb{R}^{F \times C}$) are all replicas of the attention layer input, where $F'$ denotes the frequency dimension squeezed by SCM and the convolutional encoder. The attention mechanism is conducted with $H$ parallel heads. In each head, $Q$, $K$ and $V$ are linearly projected to $d_k$, $d_k(d_k = d_q)$, and $d_v$ dimensions respectively as:

$$Q_h = QW_h^Q, \quad K_h = KW_h^K, \quad V_h = VW_h^V,$$

$$W_h^Q \in \mathbb{R}^{C \times d_k}, \quad W_h^K \in \mathbb{R}^{C \times d_k}, \quad W_h^V \in \mathbb{R}^{C \times d_v}$$

(9)

where $h$ is the head index. The scaled dot-product attention is applied on $Q_h$, $K_h$ and $V_h$ afterwards as

$$Attention(Q_h, K_h, V_h) = \text{softmax} \left( \frac{Q_h K_h^T}{\sqrt{d_k}} \right) V_h,$$

(10)

which calculates the similarities between the projected representations of each frequency pair and assigns significance to the projected value $V_h$ accordingly. The attention output of different heads is then concatenated and linearly projected back to a series of $C$ dimensional vectors as

$$MHA(Q, K, V) = \text{Concat}(\text{head}_1, \text{head}_2, ..., \text{head}_H)W^O,$$

$$\text{head}_h = Attention(Q_h, K_h, V_h), \quad W^O \in \mathbb{R}^{(H \times d_k) \times C}.$$

(11)

The graphical illustration of MHA is illustrated in Figure 1 (c).

Following the MHA layer, a feed-forward network further processes the information at each frequency point, which includes two FC layers with a ReLU function as

$$FFN(x) = \max(0, xW_1 + b_1)W_2 + b_2,$$

$$W_1 \in \mathbb{R}^{C \times (4C)}, \quad W_2 \in \mathbb{R}^{(4C) \times C}, \quad b_1 \in \mathbb{R}^{4C}, \quad b_2 \in \mathbb{R}^{C}.$$  

(12)

One MHA layer and one feed-forward network are regarded as a single MHA block. An FC layer and an instance normalization (IN) follow $B$ repetitive MHA blocks. The chunks are then permuted and fed into the inter-RNN block. In the inter-RNN block, a long short-term memory (LSTM) layer is used, which is also followed by an FC layer and an IN. Skip connections are applied within each MHA block [8] and between the inter- and intra-blocks [6].

### 2.4. Training (or Learning) target

The learning target is the real and imaginary parts of the clean speech spectrogram $S = S_{\text{real}} + jS_{\text{imag}}$, where $S_{\text{real}}$ denotes the real part and $S_{\text{imag}}$ denotes the imaginary part. A power compress loss function [11] is used to better process the information in low power T-F points. The complex spectrogram can be written as $S = |S|e^{j\theta_S}$ in polar coordinates, and then the power-compressed spectrum can be described as $S_c^e = |S|^2 e^{j\theta_S}$, where $\gamma$ refers to the compression parameter and the superscript $c$ denotes the power compressed pattern.

The real and imaginary parts are thus given by

$$S_{\text{real}}^e = |S|\cos \theta_S, \quad S_{\text{imag}}^e = |S|\sin \theta_S.$$  

(13)

$
S_{\text{real}}^e \text{ and } S_{\text{imag}}^e \text{ of the estimated clean speech follow the same definition.}$

The loss functions for restoring complex spectrogram and magnitude spectrogram, namely $L_{RI}(S, S)$ and $L_{Mag}(S, S)$, can then be described as

$$L_{RI}(\tilde{S}, S) = \|S_{\text{real}}^e - \tilde{S}_{\text{real}}^e\|^2 + \|S_{\text{imag}}^e - \tilde{S}_{\text{imag}}^e\|^2$$

(14)

$$L_{Mag}(\tilde{S}, S) = \|S^e - \tilde{S}^e\|^2,$$

(15)

where $\| \cdot \|_F$ refers to the Frobenius norm of the matrix. The loss function applied in training DPARN is

$$L = L_{RI}(\tilde{S}, S) + L_{Mag}(\tilde{S}, S).$$

(16)

The source code of our model is available at https://github.com/Qinwen-Hu/dparn.

### 3. EXPERIMENTS

#### 3.1. Experiment I (ablation study)

##### 3.1.1. Datasets

We first conduct an ablation study to evaluate the efficacy of the SCM layer and the performance of DPARN compared with other dual-path models. We train the models on a small dataset, which consists of clean speeches from English dataset VCTK [12] and French dataset SIWIS [13], and noise data from DEMAND [14] and QUT-NOISE [15]. All these audio samples are sampled at 48 kHz. The size of clean speech data is around 45 hours. The audios are randomly split into 10-second long segments, and 16000 clips of clean speeches are generated in total. 14500 clips are used for training and the rest are for validation. The noisy clips are generated by first convolving 10% of clean data with room impulse responses selected from openSLR26 and openSLR28 [16], and then randomly mixing the clips with noise clips at signal-to-noise ratios (SNR) between -5 dB and 15 dB with an interval of 1 dB.

For testing, we use clean speech from DAPS [17] and noise from Saki [18]. The way we simulate our test data is the same as above. The SNR levels are [-5dB, 0dB, 5dB, 10dB, 15dB].

##### 3.1.2. Parameter setup and training strategy

The window length for short-time Fourier transform (STFT) is 25 ms and the hop size is 12.5 ms. The fast Fourier transform length is thus 1200 points, resulting in a dimension of 601 for frequency features fed into the network. Hanning window is used when performing STFT.

In the SCM layer, $F_c = 256, \quad K = 125$. The encoder contains five 2-D convolutional layers. The output channel dimensions are $\{16, 32, 48, 64, 80\}$, the kernel sizes are $\{(5,2),(3,2),(3,2),(3,2),(2,1)\}$, and the strides are $\{(2,1),(1,1),(1,1),(1,1),(1,1)\}$, where the first number refers to configuration in the frequency axis and the second number refers to that in the time axis. The transposed convolutional layers in decoders are sequenced reversely. Every (transposed) convolutional layer is followed by a batch normalization and a PReLU function. Skip connections are realized by concatenating the inputs in the channel dimension. The DPARN processing block
consists of only one intra-block and one inter-block. In the intra-block, $B = 2$, $H = 8$, $d_k = d_q = d_v = C/H$ with $C = 80$; In the inter-block, the hidden size is 127.

A warm-up strategy [8] is employed to train the DPARN. The learning rate $\alpha$ varies with training steps $\Psi$ as $\alpha = \frac{1}{\sqrt{\Psi}} \times \min\left(\frac{1}{1 + \sqrt{\Psi}}, \frac{40000}{1 + \sqrt{\Psi}}\right)$, and the warm-up step $\Psi$ is 40000. Adam optimizer is used with parameters $\beta_1 = 0.9$, $\beta_2 = 0.98$, $\epsilon = 10^{-9}$. The compression parameter $\gamma$ is $\frac{2}{3}$.

3.1.3. Baselines and evaluation metrics

We compare our proposed model with the DPCRN [6] baseline. The DPCRN model is trained with the entire 601-dimension frequency features. We also compare our model with 4 variants: DPCRN with SCM layer (DPCRN-SCM), the model using intra-RNN and inter-MHA (DPRAN-SCM), the model using intra-MHA and inter-MHA (DPAAN-SCM). $B$ is also 2 in the inter-MHA block. The evaluation metrics include perceptual evaluation of speech quality (PESQ), shorter-time objective intelligibility (STOI), and scale-invariant signal-to-distortion ratios (SI-SDR).

3.1.4. Results and analysis

Results for experiment I are shown in TABLE I. Without any spectral compression, DPCRN performs worse than the version with the SCM layer, supporting our argument that keeping full frequency information is not only superfluous in computation, but also detrimental to performance. The proposed DPARN-SCM achieves the best scores. Performance degradation is observed in DPRAN-SCM and DPAAN-SCM, validating that applying the multi-head attention mechanism only along the frequency axis is indeed the best choice.

| Models     | PESQ | STOI | SI-SDR |
|------------|------|------|--------|
| Noisy      | 1.45 | 0.90 | 5.00   |
| DPCRN      | 2.03 | 0.88 | 8.93   |
| DPCRN-SCM  | 2.48 | 0.92 | 11.57  |
| DPARN-SCM  | 2.65 | 0.93 | 12.56  |
| DPRAN-SCM  | 2.31 | 0.92 | 10.68  |
| DPAAN-SCM  | 2.10 | 0.91 | 10.29  |

3.2. Experiment II

3.2.1. Datasets

To compare DPARN with some of the latest SOTA models, we train and test our model on the open VCTK-DEMAND dataset [19]. It contains generated noisy speeches and corresponding clean speeches. The clean speeches are selected from VCTK [12], including 28 speakers for training and 2 unseen speakers for testing. The noise data includes two artificially generated (speech-shaped noise and babble) noise types and eight real noise types from DEMAND[14] for training, and five other types for testing. The SNR levels are {0dB, 5dB, 10dB, 15dB} for training and {2.5dB, 7.5dB, 12.5dB and 17.5dB} for testing. The training data is about 10 hours in total.

3.2.2. Parameter setup and training strategy

The STFT configuration, the network parameter setup and training strategy are the same with those in experiment I, except that the warm-up step is 5000.

3.2.3. Baselines and evaluation metrics

The baselines include: RNNoise [20], PerceptNet [3], DeepFilterNet [4] and S-DCCRN [5]. It should be noted that, among these models, only S-DCCRN [5] is trained on the VCTK-DEMAND training set, and it is a super-wide-band (32 kHz) model.

3.2.4. Results and analysis

The results for the experiment II are shown in TABLE II. Note that although RNNoise only has 0.06M parameters, its performance is significantly worse than other models. Our proposed model achieves the best scores for all three metrics with a model size of only 0.89M parameters.

| Models     | Para. (M) | PESQ | STOI | SI-SDR |
|------------|-----------|------|------|--------|
| Noisy      | -         | 1.97 | 92.1 | 8.41   |
| RNNoise [20] (2018) | 0.06 | 2.29 | -   | -      |
| PerceptNet [3] (2020) | 8.0 | 2.73 | -   | -      |
| DeepFilterNet [4] (2022) | 1.80 | 2.81 | 16.63 |
| S-DCCRN [5] (2022) | 2.34 | 2.84 | 94.0 | -      |
| DPARN (2022) | 0.89 | **2.92** | **94.2** | **18.28** |

4. CONCLUSION

A light-weight full-band speech enhancement model called DPARN is proposed in this paper. A learnable spectral compression mapping is utilized to more effectively compress the less-informative high-band spectrum, and the multi-head attention mechanism replaces RNN for intra-chunk processing to model the global structure of full-band spectrum. With only 0.89M parameters, the proposed DPARN achieves SOTA performance compared with many recently proposed full-band SE models.
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