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Abstract. A regular language has the zero-one law if its asymptotic density converges to either zero or one. We prove that the class of all zero-one languages is closed under Boolean operations and quotients. Moreover, we prove that a regular language has the zero-one law if and only if its syntactic monoid has a zero element. Our proof gives both algebraic and automata characterisation of the zero-one law for regular languages, and it leads the following two corollaries: (i) There is an \(O(n \log n)\) algorithm for testing whether a given regular language has the zero-one law. (ii) The Boolean closure of existential first-order logic over finite words has the zero-one law.

1 Introduction

Let \(L\) be a regular language over a finite alphabet \(A\). Recall that the counting function \(\gamma_n(L)\) of \(L\) counts the number of different words of length \(n\) in \(L\):

\[
\gamma_n(L) = |L \cap A^n|
\]

The density function \(\mu_n(L)\) of \(L\) is the fraction defined by

\[
\mu_n(L) = \frac{\gamma_n(L)}{\gamma_n(A^*)} = \frac{|L \cap A^n|}{|A^n|}
\]

where \(A^n\) is the set of all words of length \(n\) over \(A\). The asymptotic density \(\mu(L)\) of \(L\) is defined by \(\mu(L) = \lim_{n \to \infty} \mu_n(L)\), if the limit exists. We can regard \(\mu_n(L)\) as the probability that a randomly chosen word of length \(n\) is in \(L\), and \(\mu(L)\) as its asymptotic probability. The following class is our main target of this paper.

**Definition 1.** A regular language \(L\) **has the zero-one law**, or is **zero-one** for short, if its asymptotic density \(\mu(L)\) is either zero or one. We denote by \(ZO\) the class of all regular zero-one languages.

The notion zero-one law comes from finite model theory. It states that properties expressible in many logics (e.g., first-order logic, logic with a fixed point operator, finite variable infinitary logic and certain fragments of second-order logic) are almost surely true or almost surely false; either they hold for almost all finite structures, or they fail for almost all finite structures (cf. [1]).
**Equational theory of regular languages and languages with zero.**

A *variety of languages* is a class of regular languages closed under Boolean operations, inverses of morphisms and left and right quotients by words. Eilenberg’s variety theorem [2] states that varieties of languages are in one-to-one correspondence with *varieties of finite monoids*, that is, classes of finite monoids closed under taking submonoids, quotient monoids and finite direct products. Reiterman [3] proved that any variety of finite monoids can be characterised by a set of *profinite identities*. A profinite identity is an identity between two *profinite words*. The profinite words on an alphabet $A$ is the completion of $A^*$ by a certain metric defined by monoids and denoted by $\hat{A}^*$. We do not intend to explain in detail the notion of profinite words in this paper, we refer to a book written by Pin [4] for more information on this subject.

Since the work of Eilenberg and Reiterman, the theory have been extended several times over the last thirty years by relaxing the definition of a variety of languages. In particular, Gehrke et al. have introduced *equational theory* of regular languages in their ICALP paper [5], and they proved the following equational description of a *Boolean quotenting algebra*; i.e., a class of languages closed under Boolean operations and quotients.

**Proposition 1 (Proposition 7.4 in [5]).** A set of regular languages of $A^*$ is a Boolean quotenting algebra if and only if it can be defined by a set of semigroup equations of the form $u = v$, where $u, v$ in $\hat{A}^*$.

In addition, Gehrke et al. showed that the class of all regular languages whose syntactic monoid has a zero can be defined by a *profinite equation* with a certain profinite word $\rho_A$ as follows.

**Definition 2.** A regular language $L$ has a zero, or $L$ is a language with zero, if its syntactic monoid has a zero element. We denote by $Z$ the class of all regular languages with zero.

**Proposition 2 (Proposition 9.1 in [5]).** A regular language of $A^*$ has a zero if and only if it satisfies the equations $x\rho_A = \rho_A = \rho_Ax$ for all $x$ in $\hat{A}^*$.

Proposition 2 shows us an equational characterisation of $Z$. However, it is still unknown whether there exists combinatorial characterisation or syntactic characterisation of $Z$.

**Our results.** In this paper, we first prove that $ZO$ the class of all zero-one languages is closed under Boolean operations and quotients.

**Theorem 1.** $ZO$ is a Boolean quotenting algebra.

According to Theorem 1 and Proposition 1, $ZO$ must have an equational definition. However, how to find it? We completely answer this question by proving the following theorem, which characterises $ZO$ and $Z$ by means of a transparent condition for their minimal automata: *zero automata* which will be described later. That is, $ZO$ and $Z$ are equivalent and hence they has the same equational definition $x\rho_A = \rho_A = \rho_Ax$ from Proposition 2.
Theorem 2. Let $L$ be a regular language. The following three conditions are equivalent.

1. $L$ has a zero.
2. $L$ has the zero-one law.
3. Its minimal automaton is zero.

This is surprising because these two notion seem completely different from each other; $ZO$ is defined by the asymptotic behavior of its density, while $Z$ is defined by the existence of a zero of its syntactic monoid. Theorem 2 gives us the both algebraic and automata characterisation of the zero-one law for regular languages, and this leads the two following corollaries.

First, the automata characterisation of zero-one languages in Theorem 2 gives us an efficient algorithm testing for the zero-one law as the following corollary. Note that Hopcroft’s automaton minimisation algorithm has $O(n \log n)$ complexity and Tarjan’s strongly connected components algorithm has complexity $O(n + n|A|)$ complexity where $n$ and $n|A|$ denote the number of states and the number of transitions of a given deterministic automaton respectively.

Corollary 1. There is an $O(n \log n)$ algorithm for testing whether a given regular language has the zero-one law, if it is given by an $n$-states deterministic finite automaton.

Second, the algebraic characterisation of zero-one languages in Theorem 2 tells us that certain logics over finite words have the zero-one law. We say that a logic $L$ has the zero-one law if, every language definable in $L$ has the zero-one law (cf. [1]). A language is called piecewise testable if, it is a finite Boolean combination of languages of the form $A^*a_1A^*a_2\cdots a_kA^*$ for each $a_i$ in $A$. Simon’s theorem [6] characterises piecewise testable languages by so-called $J$-trivial monoids, and it is also known that the Boolean closure of existential first-order logic captures precisely piecewise testable languages (cf. [7]). In addition, since every $J$-trivial syntactic monoid has a zero element (cf. [4]), Theorem 2 leads the following corollary.

Corollary 2. The Boolean closure of existential first-order logic over finite words has the zero-one law.

Related works. General theorems of correspondence between combinatorial properties of class of languages and algebraic structures of monoids have been investigated (cf. Table 1). One of the most old, famous and beautiful result is Schützenberger’s theorem [8] characterising star-free languages as corresponding to aperiodic monoids. Schützenberger also characterised the class of monoids so-called DA by unambiguous polynomials which are particular regular languages. The other well known algebraic characterisation of languages is Simon’s theorem [6] described above.
| Languages            | Monoids          |
|---------------------|------------------|
| star-free           | aperiodic        |
| unambiguous polynomials | DA              |
| piecewise testable  | $J$-trivial      |
| zero-one            | with zero (also called null) |

(Schützenberger, 1965 [8])
(Schützenberger, 1976 [9])
(Simon, 1975 [6])
(Theorem 2)

| Languages            | Equations (with the precondition $xA = xA$ for all $x$ in $A^*$) |
|----------------------|---------------------------------------------------------------|
| zero-one             | $T$ (Theorem 2)                                               |
| sparse or cosparse   | $\forall x, y \in A^+, i(x) \neq i(y) \Rightarrow (x^\omega y^\omega)^\omega = xA$ (Theorem 9.6 in [5]) |
| slender or coslender | $\forall x, y \in A^+, u \in A^+, i(uy) \neq i(x) \Rightarrow x^\omega uy^\omega = xA$ (Theorem 9.4 in [5]) |

There exist other classes of languages related to zero. We call the language $A^*$ full. If $\mu_n(L) = O(1)$ with respect to $n$, then $L$ is called a slender language. A language is sparse if it has a polynomial density, that is, $\mu_n(L) = O(n^k)$ for some $k > 0$. Finally, a language $L$ is called coslender if its complement is slender, and a language $L$ is called cosparse if its complement is sparse. Let us denote by $i(w)$ the first letter of a word $w$. Gehrke et al. [5] proved that both the class of all sparse or cosparse languages and the class of all slender or coslender languages are Boolean quotienting algebras, and showed these equational definition as in Table 2 with a certain profinite word $x^\omega$: the idempotent element generated by $x$ in $\hat{A}^*$. Details of these results can be found in a book written by Pin [4].

In contrast to the class of monoids with zero, its natural corresponding class zero automata has not been given much attention. Only few studies (e.g., [10]) have investigated zero automata in the context of the theory of synchronising word for Černý’s conjecture as far as we know. Thus, we describe the detailed definition and properties of zero automata in Section 3.

The notion of density $\mu_n$ presented in this paper was firstly studied by Berstel [11] in 1973, by Salomaa and Soittola [12] in 1978 in the context of the theory of formal power series and they showed that $\mu_n(L)$ has finitely many accumulation points and each accumulation point is rational. Another approach, based on Markov chains theory, was presented by Bodirsky et al. [13], and they introduced an $O(n^3)$ algorithm whether a given language $L$ satisfies $\mu(L) = 1$ (and hence whether $L$ has the zero-one law), if $L$ is given by an $n$-states deterministic finite automaton. Corollary 1 gives us a more efficient algorithm.

**Paper outline.** We first give the necessary definitions and terminology for languages, monoids, and automata in Section 2. In Section 3 we give the definition of zero automata, and we describe its properties which we will use to prove Theorem 2. Then we prove Theorem 1 in Section 4, and finally we prove Theorem 2 in Section 5.
2 Preliminaries

In this paper, all considered automata are deterministic finite, complete and accessible. We refer the reader to the book by Sakarovitch [14] for background material.

Languages and Monoids. We denote by $A^*$ [$A^n$] the set of all words [of length $n$] over a finite alphabet $A$, and denote $|w|$ by the length of a word $w$ in $A^*$, i.e., $|w| = k \Leftrightarrow w \in A^k$. The empty word is denoted by $\varepsilon$. That is, $A^*$ is the free monoid over $A$ with the identity element $\varepsilon$. We can easily verify that

$$\mu_{n+k}(A^k L) = \frac{|A^k L \cap A^{n+k}|}{|A^{n+k}|} = \frac{|A^k (L \cap A^n)|}{|A^k A^n|} = \frac{|L \cap A^n|}{|A^n|} = \mu_n(L)$$

holds for any language $L$ of $A^*$ and $k \geq 0$, thus $\mu(A^k L) = \mu(L)$ if it exists. If two languages $L$ and $K$ of $A^*$ are mutually disjoint ($L \cap K = \emptyset$), then clearly $\mu(L \cup K) = \mu(L) + \mu(K)$ holds if both $\mu(L)$ and $\mu(K)$ exist. We write $v \circ w$ [$v \not\subset w$] for a pair of words $v, w$ in $A^*$ if $w$ contains $v$ (does not contain) $v$ as a subword; which means that there exists $x, y$ in $A^*$ such that $x y = w$. Let $L$ be a language of $A^*$ and let $u$ be a word of $A^*$. The left [right] quotient $u^{-1} L [L u^{-1}]$ of $L$ by $u$ is defined by:

$$u^{-1} L = \{ v \in A^* \mid u v \in L \} \quad \text{and} \quad L u^{-1} = \{ v \in A^* \mid v u \in L \}.$$  

We denote by $\overline{L} = A^* \setminus L$ the complement of $L$. Given a language $L$ of $A^*$, the syntactic congruence of $L$ in $A^*$ is the relation $\sim_L$ defined on $A^*$ by $u \sim_L v$ if and only if, $x y \in L \Leftrightarrow x y v \in L$ holds for all $x, y$ in $A^*$. The quotient $A^*/\sim_L$ is the syntactic monoid of $L$ and the natural morphism $\phi_L : A^* \rightarrow A^*/\sim_L$ is the syntactic morphism of $L$. If $M$ is a monoid, an element $0$ in $M$ is said to be a zero if, $0 m = m 0 = 0$ holds for all $m$ in $M$.

Automata. An (complete deterministic finite) automaton over a finite alphabet $A$ is a quintuple $A = (Q, A, \cdot, q_0, F)$ where

- $Q$ is a finite set of states;
- $\cdot : Q \times A \rightarrow Q$ is a transition function, which can be extended to a mapping $\cdot : Q \times A^* \rightarrow Q$ by $q \cdot \varepsilon = q$ and $q \cdot a w = (q \cdot a) \cdot w$ where $q \in Q, a \in A, w \in A^*$;
- $q_0 \in Q$ is an initial state, and $F \subseteq Q$ is a set of final states.

The set of all acceptable words of $A$, or language of $A$, is denoted by $L(A) = \{ w \in A^* \mid q_0 \cdot w \in F \}$. We say $A$ recognises $L$ if $L = L(A)$. It is a basic fact that, for any regular language $L$, there exists a unique automaton recognises $L$ that has the minimum number of states: the minimal automaton of $L$ and we denote it by $A_L$. Each word $w$ in $A^*$ defines a transformation $w : q \mapsto q \cdot w$ on $Q$, the transition monoid of $A$ is equal to the transformation monoid generated by the generators $A$. It is a well known that the syntactic monoid of a regular language is equal to the transition monoid of its minimal automaton (cf. [14]).
For any subset \( P \) of \( Q \), the past of \( P \) is the language denoted by \( \text{Past}(P) \) and defined by:

\[
\text{Past}(P) = \{ w \in A^* \mid q_0 \cdot w \in P \}.
\]

One can easily verify that \( \text{Past}(P) \) is the language recognised by an automaton \( \langle Q, A, \cdot, q_0, P \rangle \) and \( \text{Past}(F) = L(A) \) by the definition. In Section 5, we will use the following fundamental lemma from variety theory.

**Lemma 1** (cf. [15]). Let \( A_L = \langle Q, A, \cdot, q_0, F \rangle \) be the minimal automaton of a language \( L \). Then for any subset \( P \) of \( Q \), its past \( \text{Past}(P) \) can be expressed as a finite Boolean combination of languages of the form \( Lw^{-1} \).

### 3 Zero automata

In this section, we describe the definition of zero automata and its properties.

Let \( \mathcal{A} \) be an automaton \( \langle Q, A, \cdot, q_0, F \rangle \). For each pair of state \( p, q \) in \( Q \), we say that \( q \) is reachable from \( p \) if there exists a word \( w \) such that \( p \cdot w = q \). \( \mathcal{A} \) is called accessible if every state \( q \) in \( Q \) is reachable from the initial state \( q_0 \). A subset \( P \) of \( Q \) is called strongly connected component, if for every pair \( p, q \) in \( P \) are reachable from each other. We say a subset \( P \) of \( Q \) is closed if there is no transition from any state \( p \) in \( P \) to a state which does not in \( P \). That is, \( Q \setminus P \) are not reachable from \( P \). Note that, every (complete) automaton has at least one closed strongly connected component. A strongly connected component \( P \) is trivial if it consists of a single state \( P = \{ p \} \). We call a state \( q \) in \( Q \) is zero if \( q \cdot w = q \) holds for every word \( w \) in \( A^* \). We shall identify a singleton \( \{ p \} \) with its unique element \( p \). If a strongly connected component is both closed and trivial, then it clearly consists of a single zero state. A word \( w \) is a synchronising word of \( \mathcal{A} \) if there exists a certain state \( q \) in \( Q \), \( p \cdot w = q \) holds for every state \( p \) in \( Q \). That is, \( w \) is the constant map from \( Q \) to \( q \).

We call an automaton synchronising if it has a synchronising word. Note that any synchronising automaton has at most one zero state. As we will prove in Section 5, the following class of automata captures precisely \( ZO \) and \( Z \).

**Definition 3.** An automaton is zero if it is synchronising and has a zero state.

**Example 1.** Consider two automata \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) illustrated in Figure 1. \( \mathcal{A}_0 \) is a zero automaton but \( \mathcal{A}_1 \) is not, though both automata have a zero state \( q_5 \). The only difference between \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) is the transition \( q_4 \cdot a \); which equals to \( q_5 \) in \( \mathcal{A}_0 \), while which equals to \( q_3 \) in \( \mathcal{A}_1 \). We can easily verify that, \( \mathcal{A}_0 \) has the unique closed strongly connected component \( q_5 \), while \( \mathcal{A}_1 \) has the two closed strongly connected components \( \{ q_3, q_4 \} \) and \( q_5 \).

We can rephrase Definition 3 by using the uniqueness of strongly connected component as follows.

**Lemma 2.** Let \( \mathcal{A} = \langle Q, A, \cdot, q_0, F \rangle \) be an automaton. Then \( \mathcal{A} \) is zero if and only if \( \mathcal{A} \) has a unique closed strongly connected component and it is trivial.
Fig. 1. Zero and non-zero automata

Fig. 2. Synchronising word $v_{n-1} = w_0 \cdots w_{n-1}$ in the proof of Lemma 2

**Proof.** First we assume $A$ is zero with a zero state $p$. Then there exists a synchronising word $w$ and it clearly satisfies $q \cdot w = p$ for each $q$ in $Q$ since $p$ is zero. This shows that there is no closed strongly connected component in $Q \setminus p$.

Now we prove the converse direction, we assume $A$ has a unique closed strongly connected component and it is trivial $p$. We can verify that for every state $q$ in $Q$, there exists a word $w$ in $A^*$, such that $q \cdot w = p$. Indeed, if there does not exist such word $w$ for some $q$, then the set of all reachable states from $q : \{r \in Q \mid \exists w \in A^*, q \cdot w = r\}$ must contains at least one closed strongly connected component which does not contain $p$. This contradicts with the uniqueness of the closed strongly connected component $p$ in $A$. Then the existence of a synchronising word $w$ is guaranteed because we can concretely construct it. Let $n$ be the number of states $n = |Q|$ and let $Q = \{q_0, \cdots, q_{n-1} = p\}$. We define a word sequence $w_i$ inductively by $w_0 = u_{q_0}$ and $w_i = u_{(q_i \cdot v_{i-1})}$ where each $u_{q_i}$ is a shortest word satisfies $q_i \cdot u_{q_i} = p$, and $v_{i-1}$ is the word of the form $w_0 \cdots w_{i-1}$. As shown in Figure 2, we can easily verify that the word $v_{n-1} = w_0 \cdots w_{n-1}$ is a synchronising word satisfies $q \cdot v_{n-1} = p$ for each $q$ in $Q$.

For example, consider the zero automaton $A_0$ in Figure 1. Then each $u_{q_i}$, $w_{q_i}$ and $v_{q_i}$ are defined as follows.
| $q_i$ | $u_{q_i}$ | $w_{q_i}$ | $v_{q_i}$ |
|-------|----------|----------|----------|
| $q_0$ | aab      | aab      | aab      |
| $q_1$ | ab       | b        | aabb     |
| $q_2$ | b        | $\varepsilon$ | aabb |
| $q_3$ | aa       | $\varepsilon$ | aabb |
| $q_4$ | a        | $\varepsilon$ | aabb |
| $q_5$ | $\varepsilon$ | $\varepsilon$ | aabb |

The obtained word $v_{q_4} = aabb$ is a synchronising word which satisfies $q_i \cdot aabb = q_5$ for all $q_i$ in $A_0$. It is clear that the non-zero automaton $A_1$ in Figure 1 does not have a synchronising word since it has two closed strongly connected components.

4 \( ZO \) is a Boolean quotienting algebra

Before proving Theorem 1, we introduce the following lemma.

**Lemma 3.** Let $L$ be a language of $A^*$ and $w$ be a word in $A^k$. Then the asymptotic density of $L$ exists if and only if the asymptotic density of the languages $wL$ and $Lw$ exists. Moreover, these density satisfies $\mu(wL) = \mu(Lw) = |A|^{-k}\mu(L)$.

**Proof.** Since $wL$ and $Lw$ clearly have the same counting function, we only have to prove the case of $wL$. For every $u, v$ in $A^k$ and $u \neq v$, the language $uL$ and $vL$ are obviously mutually disjoint and these counting functions satisfies

$$
\gamma_n(uL) = \gamma_n(vL) = \begin{cases} 0 & n < k, \\ \gamma_{n-k}(L) & n \geq k. \end{cases}
$$

This shows that $uL$ and $vL$ have the same counting function and thus have the same asymptotic density if its exists. We can easily verify that

$$
\mu(L) = \mu(A^kL) = \sum_{u \in A^k} \mu(uL) = |A|^k\mu(wL)
$$

holds for any $w$ in $A^k$. \(\square\)

Now we prove Theorem 1.

**Proof (Theorem 1).** We first prove that $ZO$ is closed under Boolean operations, and then prove that $ZO$ is closed under quotients.

**ZO is closed under Boolean operations.** Let $L, K$ be two languages in $ZO$. It is obvious that $ZO$ is closed under complement since $\mu(\overline{L}) = 1 - \mu(L) \in \{0, 1\}$, and we can easily verify that the following equations holds.

- $\mu(L \cup K) = 0$ if $\mu(L) = 0$ and $\mu(K) = 0$;
- $\mu(L \cap K) = 0$ if either $\mu(L) = 0$ or $\mu(K) = 0$;
- $\mu(L \cup K) = 1$ if either $\mu(L) = 1$ or $\mu(K) = 1$;
- $\mu(L \cap K) = 1$ if $\mu(L) = 1$ and $\mu(K) = 1$. 
ZO is closed under quotients. We first prove that ZO is closed under left quotients. Let $L$ be a regular language in ZO and we can assume that $L$ does not contain $\varepsilon$ without loss of generality. First we assume $\mu(L) = 0$. By the definition of left quotients, one can easily verify that

$$L = \bigcup_{a \in A} aa^{-1}L$$

holds (since $\varepsilon \notin L$) and all these sets $aa^{-1}L$ are mutually disjoint. It follows that the following equation holds.

$$\mu(L) = \lim_{n \to \infty} \frac{|L \cap A^n|}{|A^n|} = \lim_{n \to \infty} \frac{|\bigcup_{a \in A} aa^{-1}L \cap A^n|}{|A^n|} = \lim_{n \to \infty} \frac{|\bigcup_{a \in A} aa^{-1}L \cap A^n|}{|A^n|} = \lim_{n \to \infty} \frac{\sum_{a \in A} |aa^{-1}L \cap A^n|}{|A^n|} = \sum_{a \in A} \mu(aa^{-1}L) = 0.$$ 

This leads, for each $a$ in $A$, the asymptotic density $\mu(aa^{-1}L)$ equals to zero since its summation equals zero. In addition, $\mu(aa^{-1}L)$ coincides with $\mu(a^{-1}L)$ for any $a$ in $A$, because $\mu(aa^{-1}L) = |A|^{-1}\mu(a^{-1}L) = 0$ by Lemma 3 whence $\mu(a^{-1}L) = 0$.

Next we assume $\mu(L) = 1$. Then $\mu(TL) = 0$ and

$$a^{-1}T = \{w \in A^* | aw \in T\} = \{w \in A^* | aw \notin L\} = a^{-1}L$$

holds. We therefore obtain:

$$\mu(a^{-1}L) = 1 - \mu(a^{-1}L) = 1 - \mu(a^{-1}T) = 1 - 0 = 1.$$ 

We can prove that ZO is closed under right quotients by the same manner.  

\[5\] Equivalence of ZO and Z

To prove Theorem 2, we will use the following lemma which is a direct consequence of Lemma 1 and Theorem 1.

**Lemma 4.** Let $L$ be a regular language in ZO, $A_L = \langle Q, A, \cdot, q_0, F \rangle$ be its minimal automaton. Then, for any subset $P$ of $Q$ in $A_L$, its past $\text{Past}(P)$ also has the zero-one law. That is, $\text{Past}(P)$ is in ZO for any $P$.

**Proof.** By Lemma 1, for any subset $P$ of $Q$, its past $\text{Past}(P)$ can be expressed as a finite Boolean combination of languages of the form $Lw^{-1}$. It follows that $\text{Past}(P)$ has the zero-one law, since $L$ has the zero-one law and ZO is closed under Boolean operations and quotients by Theorem 1.

Lemma 4 will be used in proving the direction $2 \Rightarrow 3$. Now we give the proof of Theorem 2.
Proof (Theorem 2). We show the implications 3 → 1 → 2 → 3.

The direction 3 → 1 (\(A_L\) is zero ⇒ \(L\) has a zero). Let \(A_L = \langle Q, A, \cdot, q_0, F \rangle\) be the minimal automaton of \(L\) and it is zero with a zero state \(p\). Let \(M\) be the transition monoid of \(A_L\), let \(\phi: A^* \rightarrow M\) be the syntactic morphism of \(L\). Then we can verify that \(M\) has a zero element \(\mathbf{0}\) as the transformation \(\mathbf{0}: q \mapsto \mathbf{p}\) for all \(q \in Q\), that is, \(\mathbf{0}\) is the constant map from \(Q\) to \(q\). The existence of \(\mathbf{0}\) is guaranteed since \(A_L\) is synchronising. Indeed, for any synchronising word \(w\), \(\phi(w) = \mathbf{0}\) holds. One can easily verify that \(m\mathbf{0} = \mathbf{0}m = \mathbf{0}\) for all \(m \in M\). This proves that \(M\) the syntactic monoid of \(L\) has the zero.

The direction 1 ⇒ 2 (\(L\) has a zero ⇒ \(L\) has the zero-one law). Let \(L\) be a regular language in \(\mathcal{Z}\), \(M\) be its syntactic monoid with a zero element \(\mathbf{0}\) and \(\phi: A^* \rightarrow M\) be its syntactic morphism. We choose a word \(w_0\) from the preimage of \(\mathbf{0}\): \(w_0 \in \phi^{-1}(\mathbf{0})\).

Now we prove \(\mu(L) = 1\) if \(w_0\) in \(L\). By the definition of zero, we have:

\[
\phi(xw_0y) = \phi(x)\phi(w_0)\phi(y) = \phi(x)\mathbf{0}\phi(y) = \mathbf{0}
\]

for any words \(x, y \in A^*\). That is, if \(w\) contains \(w_0\) as a subword, then \(\phi(w) = \phi(w_0) = \mathbf{0}\) holds and hence \(w\) also in \(L\). Let \(L_{w_0} = \{w \in A^* \mid w_0 \triangleleft w\}\) be the set of all words that contain \(w_0\) as a subword. Then clearly \(L_{w_0}\) is contained in \(L\) from which we get \(\mu_n(L_{w_0}) \leq \mu_n(L)\) for all \(n\). The density \(\mu_n(L_{w_0})\) is nothing but the probability that a randomly chosen word of length \(n\) contains \(w_0\) as a subword. The following well known theorem, sometimes called Borge’s theorem (cf. Note I.35 in [16]), ensures that \(\mu_n(L_{w_0})\) tends to one if \(n\) tends to infinity. This shows \(\mu(L) = \mu(L_{w_0}) = 1\).

Borge’s theorem. Take any fixed finite set \(\Pi\) of words in \(A^*\). A random word in \(A^*\) of length \(n\) contains all the words of the set \(\Pi\) as subwords with probability tending to one exponentially fast as \(n\) tends to infinity.

Indeed, for any \(w\) in \(A^*\), we can calculate the exact probability by using autocorrelation polynomial (cf. [16]). We can prove \(\mu(L) = 0\) if \(w_0\) not in \(L\) by the same manner.

The direction 2 ⇒ 3 (\(L\) has the zero-one law ⇒ \(A_L\) is zero). Let \(L\) be a regular language in \(\mathcal{Z}\) and \(A_L = \langle Q, A, \cdot, q_0, F \rangle\) be its minimal automaton, let \(\{P_1, \cdots, P_k\}; P_i \subseteq Q\) be the closed strongly connected components of \(A_L\), and \(P = \bigcup_{i=1}^k P_i\) be its union. Our goal is to prove that \(A_L\) has a unique closed strongly connected component and it is trivial; i.e., \(k = 1\) and \(P = P_1 = p\) for a unique zero state \(p\) in \(Q\). It follows that \(A_L\) is zero by Lemma 2.

For any closed strongly connected component \(P_i\), there exists a word \(w_i\) such that \(q_0w_i\) in \(P_i\) since \(A_L\) is accessible. The closeness of \(P_i\) leads that the language \(w_iA^*\) is contained in \(\text{Past}(P_i)\) from which we get the following inequality

\[
0 < \mu(w_iA^*) = |A|^{-|w_i|}\mu(A^*) = |A|^{-|w_i|} \leq \mu(\text{Past}(P_i)) \tag{1}
\]
holds for each $P_i$ by Lemma 3. Lemma 4 and Equation (1) leads that the asymptotic density $\mu(\text{Past}(P_i))$ surely exists and satisfies

$$\mu(\text{Past}(P_i)) = 1$$

for every closed strongly connected component $P_i$.

Now we prove $k = 1$. By Equation (2), we can easily verify that

$$\mu \left( \bigcup_{i=1}^{k} \text{Past}(P_i) \right) = \sum_{i=1}^{k} \mu(\text{Past}(P_i)) = k$$

holds because $A_L$ is deterministic whence all $\text{Past}(P_i)$ are mutually disjoint. Note that, every automaton has at least one closed strongly connected component whence $k \geq 1$. This clearly shows $k = 1$, that is, $A_L$ has the unique closed strongly connected component $P = P_1$.

Next we let $P = \{p_1, \ldots, p_n\}$ and prove $n = 1$. Since $P$ satisfies $\mu(\text{Past}(P)) = 1$ by Equation (2), there exists exactly one state $p$ in $P$ satisfies $\mu(\text{Past}(p)) = 1$ by Lemma 4. Further, because $P$ is strongly connected, for every state $p_i$ in $P$, there exists a word $w_i$ such that $p \cdot w_i = p_i$. It follows that Past$(p)w_i \subseteq$ Past$(p_i)$ and thus

$$0 < \mu(\text{Past}(p)w_i) = |A|^{-|w_i|} \mu(\text{Past}(p)) = |A|^{-|w_i|} \leq \mu(\text{Past}(p_i)) = 1$$

(3)

holds for every state $p_i$ in $P$ by Lemma 3 and Lemma 4. Equation (2) and Equation (3) leads that the following equation

$$\mu(\text{Past}(P)) = \sum_{i=1}^{n} \mu(\text{Past}(p_i)) = \sum_{i=1}^{n} 1 = n = 1$$

holds because $A_L$ is deterministic whence all $\text{Past}(p_i)$ are mutually disjoint. We now obtain $n = 1$, that is, $P$ is the singleton $P = p_1 = p$. This ends of the proof of Theorem 2.

Remark 1. It is interesting that, though we use Borge’s theorem to prove the direction $1 \Rightarrow 2$, Theorem 2 is a vast generalization of Borge’s theorem, since any language of the form $A^* K A^*$ where $K$ is regular is always recognised by a zero automaton (but the converse is not true). To state Theorem 2 more precisely, by the proof above we can easily verify that, a regular language $L$ satisfies $\mu(L) = 1$ if and only if its minimal automaton $A_L$ is zero and the zero state of $A_L$ is a final state.
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Appendix: proof of Lemma 1

Let \( A \) be an automaton \( A = \langle Q, A, \cdot, q_0, F \rangle \). For any subset \( P \) of \( Q \) in \( A \), the future of \( P \) is the language denoted by \( \text{Fut}(P) \) and defined by:

\[
\text{Fut}(P) = \{ w \in A^* \mid \exists p \in P, p \cdot w \in F \}.
\]

It is well known that, an (accessible) automaton \( A \) is minimal if and only if

\[
p = q \iff \text{Fut}(p) = \text{Fut}(q)
\]

holds for every pair of states \( p, q \) in \( Q \). The well known Myhill-Nerode theorem states that every regular language has only a finite number of left and right quotients (cf. [14]). Here we give the proof of Lemma 1 to make this paper self-contained. While the Lemma 1 is folklore, one of variant of a fundamental lemma in variety theory, we can not find any literature that proves Lemma 1 explicitly. The proof we gave here is essentially based on the proof of Lemma 12.1.8 in a book written by Lawson [17].

**Lemma 1.** Let \( A_L = \langle Q, A, \cdot, q_0, F \rangle \) be the minimal automaton of a regular language \( L \), then for any subset \( P \) of \( Q \), its past \( \text{Past}(P) \) can be expressed as a (finite) Boolean combination of languages of the form \( L w^{-1} \).

**Proof.** We only have to prove that, for any state \( q \) in \( Q \), its past \( \text{Past}(q) \) can be expressed as a Boolean combination of languages of the form \( L w^{-1} \). Our goal is to prove the following equation with the usual conventions \( \bigcap_{w \in \emptyset} L w^{-1} = A^* \) and \( \bigcup_{w \in \emptyset} L w^{-1} = \emptyset \):

\[
\text{Past}(q) = \left( \bigcap_{w \in \text{Fut}(q)} L w^{-1} \right) \setminus \left( \bigcup_{w \notin \text{Fut}(q)} L w^{-1} \right).
\]

(5)

The finiteness of this Boolean combination follows from Myhill-Nerode theorem.

We prove first that the left hand side is contained in the right hand side in Equation (5). Let \( v \) be a word in \( \text{Past}(q) \). If a word \( w \) in \( \text{Fut}(q) \), then \( vw \) in \( L \) by the definition, and hence \( v \) in \( L w^{-1} \). If a word \( w \) not in \( \text{Fut}(q) \), then \( vw \) not in \( L \) by the definition, and hence \( v \) not in \( L w^{-1} \). It follows that the left hand side is contained in the right hand side in Equation (5).

Then we prove that the right hand side is contained in the left hand side in Equation (5). Let \( v \) be a word in right hand side in Equation (5). Let \( p \) be the state satisfies \( q_0 \cdot v = p \), that is, \( v \) is a word in \( \text{Past}(p) \). For any \( w \) in \( \text{Fut}(q) \), by the form of Equation (5), \( v \) is in \( L w^{-1} \) from which we get \( vw \) in \( L \) whence \( p \cdot w \) in \( F \). That is, \( w \) also belongs to \( \text{Fut}(p) \). Conversely, for any \( w \) not in \( \text{Fut}(q) \), \( vw \) is not in \( L \) and thus \( v \) not in \( L w^{-1} \). That is, \( w \) not belongs to \( \text{Fut}(p) \). It follows that \( p \) and \( q \) have the same future \( \text{Fut}(p) = \text{Fut}(q) \) from which we get \( p = q \) by Condition (4) of the minimality of \( A_L \). Hence we obtain \( v \) in \( \text{Past}(q) \) and thus the right hand side is contained in the left hand side in Equation (5). \( \square \)