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Abstract

The Hamiltonian of mean force is a widely used concept to describe the modification of the usual canonical Gibbs state for a quantum system whose coupling strength with the thermal bath is non-negligible. Here we perturbatively derive general approximate expressions for the Hamiltonians of mean force in the weak-coupling approximation and in the high-temperature one. We numerically analyse the accuracy of the corresponding expressions and show that the precision of the Bloch-Redfield quantum master equation can be improved if we replace the original system Hamiltonian by the Hamiltonian of mean force.

1 Introduction

Thermalization under the influence of a thermal bath is a fundamental property of open quantum systems. When the coupling to the bath is treated as negligibly small (sometimes this regime is referred to as the ultraweak coupling regime [1]), then the reduced equilibrium state of the system approaches the canonical Gibbs state with the same temperature as bath’s temperature. It is fully specified by the system Hamiltonian and does not depend on the bath and details of the system-bath interaction. However, there is a growing interest to corrections to the canonical Gibbs state originating from non-negligible coupling strength, see Ref. [1] for a review.

Exact expression for the equilibrium state of the system for an arbitrary coupling strength is known only for particular cases, e.g., for an oscillator coupled to a thermal bath of harmonic oscillators [2] or, more generally, for a system of a finite number of harmonic oscillators coupled to a thermal bath of harmonic oscillators [3]. In other cases, perturbation theories can be used.

The weak coupling regime is a widely used approximation, from which a perturbation theory can be developed. In this regime, the system-bath coupling strength is non-negligible, but can be treated perturbatively. The corresponding corrections to the Gibbs state for particular and general systems were derived in Refs. [3–8], see also Ref. [9]. Expressions for the equilibrium state of the system at the opposite regime of ultrastrong coupling were derived in Refs. [8,10]. The polaron-transformation approach is one of the ways to interpolate between these two opposite regimes. Perturbative expressions for the equilibrium state of the system in this approximation were derived in Refs. [11–13].
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Another kind of approximation is the high-temperature approximation. For this regime, a perturba-
tive expression for the equilibrium state in a specific model used in the theory of excitation energy
transfer was derived in Ref. [14]. It also interpolates between weak- and ultrastrong-coupling regimes
whenever the temperature is high enough.

A perturbation theory can be developed for the reduced density operator itself. In the case of
weak-coupling limit the corresponding perturbative series is

\[ \rho_{S,\beta} = \rho_{S,\beta}^{(0)} + \lambda^2 \rho_{S,\beta}^{(2)} + \lambda^4 \rho_{S,\beta}^{(4)} + \ldots, \]  

(1)

where \( \rho_{S,\beta}^{(0)} \propto e^{-\beta H_S} \) is the canonical Gibbs state with \( H_S \) being the system Hamiltonian and the
subsequent terms are corrections and \( \beta \) being the inverse temperature of the bath. Here \( \lambda \) is the
system-bath coupling strength and, under certain conditions, the terms with the odd powers of \( \lambda \)
disappear.

However, often, the equilibrium state of the system is expressed in a quasi-Gibbsian form using the
concept of the Hamiltonian of mean force \( H_{MF}(\beta) \), which is temperature-dependent: \( \rho_{S,\beta} \propto e^{-\beta H_{MF}(\beta)} \).
The Hamiltonian of mean force and the corresponding partition function \( Z_{MF} = \text{Tr} e^{-\beta H_{MF}(\beta)} \) are used
in strong-coupling quantum thermodynamics [15–21]. One can also develop a perturbation theory
not for the density operator itself but for the Hamiltonian of mean force (in other words, for the
“generator” of \( \rho_{S,\beta} \) in imaginary time):

\[ H_{MF}(\beta) = H_S + \lambda^2 H_{MF}^{(2)}(\beta) + \lambda^4 H_{MF}^{(4)}(\beta) + \ldots \]  

(2)

In this paper, we derive a general expression for the first non-vanishing correction \( H_{MF}^{(2)}(\beta) \) to the
Hamiltonian of mean force.\(^1\)

It is worthwhile to mention paper [22], where the effective Hamiltonian with corrections to the
Gibbs state in the weak-coupling regime was derived for the time-averaged observables.

Another result of the present paper is a generalization of the high-temperature approximation for
the Hamiltonian of mean force obtained in Ref. [14] to the general model of system-bath interactions
(for the bath of harmonic oscillators).

The Hamiltonian of mean force is used in Refs. [23–25] to refine the Markovian quantum master
equations for the weak coupling regime. The Gibbs state \( \rho_{S,\beta}^{(0)} \propto e^{-\beta H_S} \) is known to be a steady state of
the Davies (or secular Bloch-Redfield) generator [26,27]. If we formally replace the system Hamilto-
nian \( H_S \) with the Hamiltonian of mean force \( H_{MF}(\beta) \) in the construction of the master equation, then
the steady state of the corresponding generator (which we will call the refined generator) coincides
with the exact steady state \( \rho_{S,\beta} \) in this case. However, rigorous estimations obtained in these papers
do not guarantee that such master equation does not lose the precision on intermediate time scales.
Here we use concrete approximate expressions for the Hamiltonian of mean force to numerically test
the performance of the refined Bloch-Redfield quantum master equation.

It is our pleasure to dedicate this paper to the 75th anniversary of our teacher, Professor Igor
Vasil’evich Volovich. Problems of thermalization and irreversible dynamics as well as classical and
quantum kinetic equations is one of the topics of his very broad scientific interests [28–39], where
he has made fundamental contributions. In particular, he is one of the inventors of the theory of
quantum stochastic limit [28–31] and the inventor of functional mechanics [32–36]. The theory of
quantum stochastic limit generalizes the theory of quantum master equations and allows one to
derive not only a master equation for the reduced state of the system, but an approximate quantum
stochastic equation for the whole system-bath complex. The main idea of the functional mechanics is
to treat equations of statistical mechanics as fundamental equations even for individual particles to

\(^1\)Independently, the same result has been obtained by Marcin Lobejko, Marek Winczewski, Gerardo Suarez, Michal
Horodecki, and Robert Alicki.
make the dynamics irreversible even in the microscopic level. We would like to wish to Igor Vasil’evich good health and new bright scientific results.

The following text is organized as follows. In Sec. 2, we give known results about corrections to the Gibbs state (in the sense of perturbation series (1)). In Sec. 3, we derive the second-order (in $\lambda$) contribution to the Hamiltonian of mean force in the weak-coupling approximation. In Sec. 4, we derive an asymptotically equivalent expression for this contribution in the exponential form (i.e., which gives the same result in the second order). In these sections, we formally do not impose any restrictions on the form of the bath. In Sec. 5, we apply the obtained results for the case of the bath of harmonic oscillators. In Sec. 6, we derive the high-temperature approximation for the Hamiltonian of mean force. In Sec. 7, we perform numerical comparison of various approximations with the exact $\rho_{S,\beta}$ (for the case of the “bath” containing a single harmonic oscillator). Finally, Sec. 8 is devoted to the refined quantum master equations and their numerical performance.

2 Corrections to the Gibbs state

Consider a system coupled to an environment (“bath”):

$$H = H_S + H_B + \lambda H_1,$$

where

$$H_1 = \sum_{\mu} A_\mu \otimes B_\mu$$

and $\lambda$ is a small parameter. For simplicity, without loss of generality, we assume that $\text{Tr}_B(B_\mu \rho_{B,\beta}) = 0$ for all $\mu$, where

$$\rho_{B,\beta} = Z_B^{-1} e^{-\beta H_B}, \quad Z_B = \text{Tr} e^{-\beta H_B},$$

is the equilibrium state of the isolated bath. Usually, the bath is considered to be large. Here, it is not important and the bath may be small (i.e., one oscillator or one qubit). Note that, sometimes, the Hamiltonian of an open quantum system includes and additional reorganization term proportional to $\lambda^2$. Often, it naturally appears from physical models and, for the case where both system and bath are infinite-dimensional, is necessary for the thermodynamic stability of the whole system+bath complex for large enough $\lambda$. It nontrivially acts only on the system space, but originates from the interaction with the bath [8,14]. We can consider it to be included into the system Hamiltonian $H_S$ and will not treat it as a perturbative term.

We are interested in the reduced state of the system which corresponds to the “global” equilibrium with the inverse temperature $\beta$, i.e.,

$$\rho_{S,\beta} = \text{Tr}_B \left( Z_{SB}^{-1} e^{-\beta H} \right), \quad Z_{SB} = \text{Tr} e^{-\beta H}.$$

If $\lambda = 0$, then $e^{-\beta H} = e^{-\beta H_S} \otimes e^{-\beta H_B}$ and $\rho_{S,\beta} = \rho_{S,\beta}^{(0)}$, where

$$\rho_{S,\beta}^{(0)} = Z_S e^{-\beta H_S}, \quad Z_S = \text{Tr} e^{-\beta H_S}.$$

We want to find the expression for $\rho_{S,\beta}$ in the second order in $\lambda$:

$$\rho_{S,\beta} \cong \rho_{S,\beta}^{(0)} + \lambda \rho_{S,\beta}^{(1)} + \lambda^2 \rho_{S,\beta}^{(2)}.$$

The desired expression can be found using the Kubo expansion (analogous to the corresponding expansion for the time evolution operator, albeit for imaginary time):

$$e^{-\beta (H_0 + \lambda V)} = e^{-\beta H_0} \left( 1 - \lambda \int_0^\beta d\beta_1 V(\beta_1) + \lambda^2 \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 V(\beta_1) V(\beta_2) + \ldots \right),$$
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for an arbitrary reference Hamiltonian $H_0$ and a perturbation $V$, where we use the notation of the unperturbed evolution in imaginary time:

$$V(\beta') = e^{\beta H_0} V e^{-\beta H_0}.$$  

(10)

In our case, $H_0 = H_S + H_B$ and $V = H_I$. The partial trace over the bath gives

$$\text{Tr}_B e^{-\beta H} = Z_B e^{-\beta H_S} \left[ 1 + \lambda^2 \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 \langle H_1(\beta_1)H_1(\beta_2) \rangle_{B,\beta} + \ldots \right]$$  

$$= Z_B e^{-\beta H_S} \left[ 1 + \lambda^2 \sum_{\mu,\nu} \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 C_{\mu\nu}(\beta_2) A^\dagger_{\mu}(\beta_1) A_\nu(\beta_2) + \ldots \right],$$  

(11)

where $\langle O \rangle_{B,\beta} = \text{Tr}_B (O \rho_{B,\beta})$ and

$$C_{\mu\nu}(\beta') = \text{Tr}_B [B^\dagger_{\mu}(\beta') B_\nu \rho_{B,\beta}] = \text{Tr}_B [e^{\beta' H_B} B^\dagger_{\mu} e^{-\beta' H_B} B_\nu \rho_{B,\beta}]$$  

(12)

is the bath correlation function in imaginary time.

To express $A_{\mu}(\beta')$, we can use the decomposition

$$A_{\mu} = \sum_\omega A_{\mu\omega}, \quad [H_S, A_{\mu\omega}] = -\omega A_{\mu\omega},$$  

(13)

where the summation is over the Bohr frequencies $\omega$ and $\omega'$ of $H_S$. In other words, $\omega, \omega' \in \text{spec}[H_S, \cdot]$. Explicitly,

$$A_{\mu\omega} = \sum_{\varepsilon,\varepsilon' \in \text{spec} H_S, \varepsilon - \varepsilon' = \omega} P_\varepsilon A_{\mu\varepsilon} P_{\varepsilon'},$$  

(14)

where $P_\varepsilon$ are projectors onto the eigenspaces of $H_S$ corresponding to the eigenvalues $\varepsilon$. Then,

$$A_{\mu}(\beta') = \sum_\omega A_{\mu\omega} e^{-\beta' \omega}$$  

(15)

and, up to the second order in $\lambda$,

$$\text{Tr}_B e^{-\beta H} \simeq Z_B e^{-\beta H_S} \left[ 1 + \lambda^2 \sum_{\mu,\nu} \sum_{\omega,\omega'} G_{\mu\nu}(\omega, \omega') A^\dagger_{\mu\omega'} A_{\nu\omega} \right],$$  

(16)

where $A^\dagger_{\mu\omega'} \equiv (A_{\mu\omega'})^\dagger$ and

$$G_{\mu\nu}(\omega, \omega') = \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 e^{\beta_1 \omega - \beta_2 \omega'} C_{\mu\nu}(\beta_1 - \beta_2).$$  

(17)

The functions $G_{\mu\nu}(0, 0)$ are the lineshape functions known in spectroscopy, albeit, again, in imaginary time. Formula (16) was obtained in Refs. [3–9].

In order to obtain a density operator with the unit trace from expression (16), we should divide this expression by its trace:

$$\rho_{S,\beta} \simeq Z_{\text{MF}}^{-1} \rho_{S,\beta}^{(0)} \left[ 1 + \lambda^2 \sum_{\mu,\nu} \sum_{\omega,\omega'} G_{\mu\nu}(\omega, \omega') A^\dagger_{\mu\omega'} A_{\nu\omega} \right],$$  

(18)
where
\[ Z_{\text{MF}} = \frac{Z_{\text{SB}}}{Z_{\text{S}}} \approx 1 + \lambda^2 \sum_{\mu,\nu} \sum_{\omega,\omega'} G_{\mu\nu}(\omega, \omega') \text{Tr}(A_{\mu\omega}^\dagger A_{\nu\omega'}) \cdot \rho_{S,\beta}^{(0)}. \] \tag{19}

As in Ref. [8], we can treat \( Z_{\text{MF}}^{-1} \) perturbatively as well and obtain
\[ Z_{\text{MF}}^{-1} \approx 1 - \lambda^2 \sum_{\mu,\nu} \sum_{\omega,\omega'} G_{\mu\nu}(\omega, \omega') \text{Tr}(A_{\mu\omega}^\dagger A_{\nu\omega'}) \cdot \rho_{S,\beta}^{(0)}. \] \tag{20}

and
\[ \rho_{S,\beta} \approx \rho_{S,\beta}^{(0)} \left[ 1 + \lambda^2 \sum_{\mu,\nu} \sum_{\omega} G_{\mu\nu}(\omega, \omega') \left( A_{\mu\omega}^\dagger A_{\nu\omega'} - \text{Tr}(A_{\mu\omega}^\dagger A_{\nu\omega'}) \cdot \rho_{S,\beta}^{(0)} \right) \right] + \lambda^2 \sum_{\mu,\nu} \sum_{\omega \neq \omega'} G_{\mu\nu}(\omega, \omega') A_{\mu\omega'}^\dagger A_{\nu\omega} \right]. \] \tag{21}

\section{3 Hamiltonian of mean force}

Now we want to express \( \rho_{S,\beta} \) in the quasi-Gibbsian form as
\[ \rho_{S,\beta} = Z_{\text{MF}}^{-1} e^{-\beta H_{\text{MF}}(\beta)}, \] \tag{22}

where
\[ H_{\text{MF}}(\beta) = -\frac{1}{\beta} \ln \left( \frac{\text{Tr_B} e^{-\beta H}}{Z_B} \right) \] \tag{23}

is the Hamiltonian of mean force and \( Z_{\text{MF}} = \text{Tr} e^{-\beta H_{\text{MF}}(\beta)} = Z_{\text{SB}}/Z_B \). We want to find \( H_{\text{MF}} \) in the second order in \( \lambda \):
\[ H_{\text{MF}}(\beta) \approx H_S + \lambda^2 H_{\text{MF}}^{(2)}(\beta). \] \tag{24}

We can do this if we compare expansion (16) with the corresponding expansion obtained from Eqs. (22) and (24). We again use the Kubo expansion (9) with \( H_0 = H_S \) and \( V = H_{\text{MF}}^{(2)}(\beta) \):
\[ \exp \left\{ -\beta [H_S + \lambda^2 H_{\text{MF}}^{(2)}(\beta)] \right\} \approx e^{-\beta H_S} \left( 1 - \lambda^2 \int_0^\beta e^{\beta_1 H_S} H_{\text{MF}}^{(2)}(\beta)e^{-\beta_1 H_S} d\beta_1 \right). \] \tag{25}

Now we decompose
\[ H_{\text{MF}}^{(2)}(\beta) = \sum_\omega H_{\omega,\text{MF}}^{(2)}(\beta), \quad [H_S, H_{\omega,\text{MF}}^{(2)}(\beta)] = -\omega H_{\omega,\text{MF}}^{(2)}(\beta), \] \tag{26}

so that
\[ \int_0^\beta e^{\beta_1 H_S} H_{\text{MF}}^{(2)}(\beta)e^{-\beta_1 H_S} d\beta_1 = \sum_\omega \frac{1 - e^{-\beta_\omega}}{\omega} H_{\omega,\text{MF}}^{(2)}(\beta) \] \tag{27}

(the term with \( \omega = 0 \) is special, but formally it can be obtained from the general one by evaluating the limit \( \omega \to 0 \)). Comparison with Eq. (16) gives
\[ H_{\omega,\text{MF}}^{(2)}(\beta) = -\frac{\omega}{1 - e^{-\beta_\omega}} \sum_{\mu,\nu} \sum_{\omega' = -\omega} G_{\mu\nu}(\omega', \omega) A_{\mu\omega'}^\dagger A_{\nu\omega}. \] \tag{28}

So,
\[ H_{\text{MF}}^{(2)}(\beta) = -\sum_{\omega,\omega'} \frac{\omega - \omega'}{1 - e^{-\beta(\omega - \omega')}} G_{\mu\nu}(\omega, \omega') A_{\mu\omega'}^\dagger A_{\nu\omega}. \] \tag{29}
and
\[ H_{\text{MF}}(\beta) \cong H_S - \lambda^2 \sum_{\mu, \nu} \sum_{\omega, \omega'} \frac{\omega - \omega'}{1 - e^{-\beta(\omega - \omega')}} G_{\mu \nu}(\omega, \omega') A^\dagger_{\mu \omega} A_{\nu \omega}. \] (30)

Now let us separate the terms with \( \omega = \omega' \) and with \( \omega \neq \omega' \):
\[ H_{\text{MF}}(\beta) \cong H_S - \lambda^2 \sum_{\mu, \nu} \sum_{\omega} \beta^{-1} G_{\mu \nu}(\omega, \omega) A^\dagger_{\mu \omega} A_{\nu \omega} - \lambda^2 \sum_{\mu, \nu} \sum_{\omega \neq \omega'} \frac{\omega - \omega'}{1 - e^{-\beta(\omega - \omega')}} G_{\mu \nu}(\omega, \omega') A^\dagger_{\mu \omega} A_{\nu \omega}. \] (31)

Since \([H_S, A^\dagger_{\mu \omega} A_{\nu \omega}] = 0\), the terms with \( \omega = \omega' \) (the diagonal part) only modify the eigenvalues but not eigenvectors (unless this perturbation leads to degeneracy splitting). The terms with \( \omega' \neq \omega \) (the off-diagonal part) mainly modify the eigenvectors. They also modify the eigenvalues, but, according to the general perturbation theory of quantum mechanics, give corrections of the order \( O(\lambda^4) \).

Formulas (30) and (31) constitute a final result of this section. Note that \( H_{\text{MF}}^{(2)}(\beta) \) is Hermitian, which can be easily checked.

4 Hamiltonian of mean force in the exponential form

Formulas (30) and (31) still can be transformed into the exponential form. See Ref. [14] and Eqs. (63) and (64) for an analogous result for the high temperature approximation. From Eq. (31), let us define a system Hamiltonian with the diagonal correction
\[ H'_S = H_S - \lambda^2 \sum_{\mu, \nu} \sum_{\omega} \beta^{-1} G_{\mu \nu}(\omega, \omega) A^\dagger_{\mu \omega} A_{\nu \omega}. \] (32)

This Hamiltonian has its own spectrum and Bohr frequencies. Let us replace expansions (13) and (28) over the eigenoperators of \([H_S, \cdot]\) by the corresponding expansions over the eigenoperators of \([H'_S, \cdot]\) (with the same notation). If the perturbation in Eq. (31) does not change the multiplicities of the eigenvalues, then decompositions (13) and (28) are not changed. The Bohr frequencies \( \omega \) are changed on the order \( O(\lambda^2) \). Since the corrections we discuss already have the second order, this infinitesimal change of Bohr frequencies has effect only in the higher orders. Then, since
\[ [H'_S, A^\dagger_{\mu \omega} A_{\nu \omega}] = -(\omega - \omega') A^\dagger_{\mu \omega} A_{\nu \omega}, \] (33)

Eq. (31) can be rewritten as
\[ H_{\text{MF}}(\beta) \cong H'_S + \lambda^2 \sum_{\mu, \nu} \sum_{\omega, \omega'} G_{\mu \nu}(\omega, \omega') \left[ H'_S, A^\dagger_{\mu \omega} A_{\nu \omega} \right] \cong H_{\text{MF}}^{\text{exp}}(\beta), \] (34)

where
\[ H_{\text{MF}}^{\text{exp}}(\beta) = e^{i\lambda^2 R} H'_S e^{-i\lambda^2 R}, \] (35)
\[ R = i \sum_{\mu, \nu} \sum_{\omega, \omega'} \frac{G_{\mu \nu}(\omega, \omega')}{1 - e^{-\beta(\omega - \omega')}} A^\dagger_{\mu \omega} A_{\nu \omega}. \] (36)

So, the correction to the isolated system Hamiltonian \( H_S \) can be split into two parts: (i) corrections to the eigenvalues by the diagonal part of the perturbation (32), and (ii) a rotation of the eigenvectors with the generator \( R \). Representation (35) might be more convenient than (30)–(31).

We just need to discuss the following issue. We have replaced decompositions (13) and (28) over the eigenoperators of \([H_S, \cdot]\) by the corresponding decompositions eigenoperators of \([H'_S, \cdot]\), but then \( H'_S \) itself also depends on this decomposition. In the simplest case, we can use the Hamiltonian \( H_S \) in the definition of \( \omega \) and \( A_{\mu \omega} \) in Eq. (32) and then switch to the decompositions with respect to \( H'_S \). More complicated self-consistent schemes of definition of \( H'_S \) and the decompositions also can be used.
5 The case of harmonic oscillator bath

We have obtained general formulas. In order to use them in practice, the coefficients \( G_{\mu \nu}(\omega, \omega') \) should be evaluated. The simplest and widely studied case is the harmonic bath with the linear coupling (with respect to the bath ladder operators):

\[
H_B = \sum_\xi \omega_\xi a_\xi^\dagger a_\xi, \tag{37}
\]

\[
B_\mu = \sum_\xi (g_{\mu \xi} a_\xi + g_{\mu \xi}^* a_\xi^\dagger), \tag{38}
\]

where the index \( \xi \) enumerates the oscillating modes and \( g_{\mu \xi} \) are complex coupling constants. Define the spectral densities:

\[
J_{\mu \nu}(\omega) = \sum_\xi g_{\mu \xi} g_{\nu \xi}^* \delta(\omega - \omega_\xi). \tag{39}
\]

Then,

\[
C_{\mu \nu}(\beta') = \int_0^{\beta'} d\omega \left\{ J_{\mu \nu}(\omega) [n_\beta(\omega) + 1] e^{-\beta' \omega} + J_{\nu \mu}(\omega) n_\beta(\omega) e^{\beta' \omega} \right\}, \tag{40}
\]

\[
\dot{C}_{\mu \nu}(\omega) = \int_0^\beta C_{\mu \nu}(\beta') e^{\beta' \omega} d\beta' = -\left[ S_{\mu \nu}(\omega) + e^{\beta \omega} S_{\nu \mu}(\omega)\right], \tag{41}
\]

where

\[
n_\beta(\omega) = [e^{\beta \omega} - 1]^{-1} \text{ is the Bose-Einstein distribution. In the case of discrete oscillating modes in Eqs. (37) and (38), all integrals over } \omega \text{ and } \omega_1 \text{ are reduced to sums. In the thermodynamic limit of continuous modes (i.e., when the sums over } \xi \text{ in Eqs. (37) and (38) are substituted by integrals), the integral in (42) should be understood as a principal part integral.}
\]

Remark. It is interesting to note that \( S_{\mu \nu}(\omega) \) are coefficients of the Lamb-shift Hamiltonian for the Davies (or secular Bloch-Redfield) master equation, which are usually defined as

\[
S_{\mu \nu}(\omega) = \frac{1}{2i} [\Gamma_{\mu \nu}(\omega) - \Gamma_{\nu \mu}^*(\omega)]; \tag{43}
\]

where

\[
\Gamma_{\mu \nu}(\omega) = \int_0^\infty C_{\mu \nu}(it) e^{i\omega t} dt. \tag{44}
\]

This coincidence can be understood if we equivalently express the integral in (41) as an integral in the complex plane over the contour constituted by segments \( \beta' \in [0, i\infty] \), \( \beta' \in [i\infty, \beta + i\infty] \), and \( \beta' \in [\beta + i\infty, \beta] \) provided that this contour integral exists. Then, the right-hand side of (41) with \( S_{\mu \nu} \) defined by (43)–(44) also can be obtained. However, the direct calculation of the integral in (41) is more general since it is valid for a finite number of oscillators in the bath (even for a single oscillator), while the integral in Eq. (44) converges only in the thermodynamic limit of an infinite number of oscillators. See also Ref. [40] for discussion of relations between the Lamb shift and the Hamiltonian of mean force.
Then (see Ref. [9]),

\[ G_{\mu\nu}(\omega, \omega') = \frac{1}{\omega' - \omega} \left[ e^{\beta(\omega' - \omega)} \hat{C}_{\mu\nu}(\omega) - \hat{C}_{\mu\nu}(\omega') \right] = \frac{1}{\omega' - \omega} \left\{ S_{\mu\nu}(\omega) + e^{\beta\omega} [S_{\nu\mu}(\omega') - S_{\nu\mu}(\omega)] - e^{\beta(\omega - \omega')} S_{\mu\nu}(\omega) \right\} \]  

(45)

for \( \omega \neq \omega' \) and

\[ G_{\mu\nu}(\omega, \omega) = \beta \hat{C}_{\mu\nu}(\omega) + \hat{C}'_{\mu\nu}(\omega) = S'_{\mu\nu}(\omega) - e^{\beta\omega} S'_{\nu\mu}(\omega) - \beta S_{\mu\nu}(\omega). \]  

(46)

The derivatives are:

\[ \hat{C}'_{\mu\nu}(\omega) = -S'_{\mu\nu}(\omega) + S'_{\nu\mu}(\omega) - \beta e^{\beta\omega} S_{\nu\mu}(\omega), \]  

(47)

\[ S'_{\mu\nu}(\omega) = -\int_{0}^{\infty} d\omega_1 \left\{ n_{\beta}(\omega_1) \frac{n_{\beta}(\omega) + 1}{(\omega_1 + \omega)^2} + \frac{n_{\beta}(\omega_1)}{(\omega_1 - \omega)^2} \right\}. \]  

(48)

Explicit formulas for the cases over- and underdamped oscillators were derived in Ref. [9].

6 High-temperature approximation

In Ref. [14], an expression for the mean-force Hamiltonian in the high-temperature was derived for a specific model of excitation energy transfer. Here we generalize these results to the general case of a system coupled to a thermal bath of harmonic oscillators.

Now we expand (11) in the powers of \( \beta \) (rather than \( \lambda \)) up to the second order. Note that \( C_{\mu\nu}(\omega) \) in Eq. (40) is of the order \( \beta^{-1} \):

\[ n_{\beta}(\omega)e^{\beta\omega} \approx \frac{1}{\beta \omega} + \frac{\beta'}{\beta} - \frac{1}{2}, \quad n_{\beta}(\omega) + 1 | e^{-\beta\omega} \approx \frac{1}{\beta \omega} - \frac{\beta'}{\beta} + \frac{1}{2}. \]  

(49)

and

\[ C_{\mu\nu}(\beta') \approx \frac{2 \text{Re} \Lambda_{\mu\nu}}{\beta} + i \left( 1 - \frac{2\beta'}{\beta} \right) \text{Im} M_{\mu\nu}, \]  

(50)

where

\[ \Lambda_{\mu\nu} = \int d\omega \frac{\mathcal{J}_{\mu\nu}(\omega)}{\omega}, \quad M_{\mu\nu} = \int d\omega \mathcal{J}_{\mu\nu}(\omega). \]  

(51)

\( \Lambda_{\mu\nu} \) correspond to reorganization energies in the theory of excitation energy transfer. Thus, to obtain the term of the order \( \beta^2 \), we should consider the fourth-order term with respect to \( H_1 \) in Eq. (11):

\[ \text{Tr}_B e^{-\beta H} = Z_B e^{-\beta H_0} \left[ 1 + \int_{0}^{\beta} d\beta_1 \int_{0}^{\beta_1} d\beta_2 \langle H_1(\beta_1)H_1(\beta_2) \rangle_{B,\beta} + \int_{0}^{\beta} d\beta_1 \int_{0}^{\beta_1} d\beta_2 \int_{0}^{\beta_2} d\beta_3 \int_{0}^{\beta_3} d\beta_4 \langle H_1(\beta_1)H_1(\beta_2)H_1(\beta_3)H_1(\beta_4) \rangle_{B,\beta} \right]. \]  

(52)

Here we put \( \lambda = 1 \) since now it is not small and we do not need this formal parameter.

To calculate the quadruple correlator, we use Wick’s theorem:
\[ \text{Tr}_B e^{-\beta H} \cong Z_B e^{-\beta H_S} \left\{ 1 + \sum_{\mu,\nu} \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 C_{\mu\nu}(\beta_2) A_{\mu}^\dagger(\beta_1) A_{\nu}(\beta_2) + \sum_{\mu_1,\nu_1,\mu_1,\nu_2} \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 \int_0^{\beta_2} d\beta_3 \int_0^{\beta_3} d\beta_4 C_{\mu_1\nu_1}(\beta_1 - \beta_2) C_{\mu_2\nu_2}(\beta_3 - \beta_4) \times \left[ A_{\mu_1}^\dagger(\beta_1) A_{\nu_1}(\beta_2) A_{\mu_2}^\dagger(\beta_3) A_{\nu_2}(\beta_4) + A_{\mu_1}^\dagger(\beta_1) A_{\mu_2}^\dagger(\beta_3) A_{\nu_1}(\beta_2) A_{\nu_2}(\beta_4) + A_{\mu_1}^\dagger(\beta_1) A_{\mu_2}^\dagger(\beta_3) A_{\nu_2}(\beta_4) A_{\nu_1}(\beta_2) \right] \right\}. \]  

(53)

Since the quadruple integral gives the order \(\beta^4\), we should consider only the \(\beta^{-2}\)-part of the integrand:

\[ C_{\mu\nu}(\beta') \cong 2 \text{Re} \Lambda_{\mu\nu}/\beta, \quad A_{\mu}(\beta') \cong A_{\mu}, \quad \text{and} \]

\[ \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 \int_0^{\beta_2} d\beta_3 \int_0^{\beta_3} d\beta_4 \langle H_1(\beta_1) H_1(\beta_2) H_1(\beta_3) H_1(\beta_4) \rangle_{B,\beta} \]

\[ \cong \frac{\beta^2}{6} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} (A_{\mu_1}^\dagger A_{\nu_1} A_{\mu_2}^\dagger A_{\nu_2} + A_{\mu_1}^\dagger A_{\mu_2}^\dagger A_{\nu_1} A_{\nu_2} + A_{\mu_1}^\dagger A_{\mu_2}^\dagger A_{\nu_2} A_{\nu_1}). \]  

(54)

Now consider the double integral expression in Eq. (53). We use Eq. (50) and

\[ A_{\mu}(\beta') \cong A_{\mu} + \beta'[H_S, A_{\mu}]. \]  

(55)

Since the double integration gives the order \(\beta^2\), we should consider the terms proportional to \(\beta^{-1}\) and \(\beta^0\) in the integrand:

\[ \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 C_{\mu\nu}(\beta_2) A_{\mu}^\dagger(\beta_1) A_{\nu}(\beta_2) \]

\[ \cong \int_0^\beta d\beta_1 \int_0^{\beta_1} d\beta_2 \left[ \frac{2 \text{Re} \Lambda_{\mu\nu}}{\beta} (A_{\mu}^\dagger A_{\nu} + \beta_1[H_S, A_{\mu}^\dagger] A_{\nu} + \beta_2 A_{\mu}^\dagger[H_S, A_{\nu}]) + i \text{Im} M_{\mu\nu} \left( 1 - \frac{2\beta_2}{\beta} \right) A_{\mu}^\dagger A_{\nu} \right] \]

\[ = \text{Re} \Lambda_{\mu\nu} \left( \beta A_{\mu}^\dagger A_{\nu} + \frac{2\beta^2}{3}[H_S, A_{\mu}^\dagger] A_{\nu} + \frac{2\beta^2}{3} A_{\mu}^\dagger[H_S, A_{\nu}] \right) + \frac{i\beta^2}{6} \text{Im} M_{\mu\nu} A_{\mu}^\dagger A_{\nu}. \]  

(56)

In order to express the result in the quasi-Gibbsian form (22) and to find the Hamiltonian of mean force, we first express the corrections to the Gibbs state in the exponential form (with the condition that the expansion up to the second order in \(\beta\) should coincide with the expressions obtained above):

\[ \text{Tr}_B e^{-\beta H} \cong Z_B e^{-\beta H_S} \exp \left\{ \sum_{\mu,\nu} \text{Re} \Lambda_{\mu\nu} \left( \beta A_{\mu}^\dagger A_{\nu} + \frac{2\beta^2}{3}[H_S, A_{\mu}^\dagger] A_{\nu} + \frac{\beta^2}{3} A_{\mu}^\dagger[H_S, A_{\nu}] \right) \right. \]

\[ + \frac{i\beta^2}{6} \text{Im} M_{\mu\nu} A_{\mu}^\dagger A_{\nu} - \frac{\beta^2}{3} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\nu_1} A_{\mu_2}^\dagger A_{\nu_2} \]

\[ + \frac{\beta^2}{6} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\mu_2}^\dagger \{ A_{\nu_1}, A_{\nu_2} \} \right\} \]

(57)

Now we can use the Baker-Campbell-Hausdorff formula:

\[ e^{-\beta H_S} e^{\beta T} = \exp \left( -\beta H_S + \beta T - \frac{\beta^2}{2} [H_S, T] + O(\beta^3) \right), \]

(58)
so that

\[
\text{Tr}_B e^{-\beta H} \cong Z_B \exp \left\{ -\beta H_S + \sum_{\mu,\nu} \text{Re} \Lambda_{\mu\nu} \left( \beta A_\mu^\dagger A_\nu + \frac{2\beta^2}{3} [H_S, A_\mu^\dagger A_\nu] + \frac{\beta^2}{3} A_\mu^\dagger [H_S, A_\nu] - \frac{\beta^2}{2} [H_S, A_\mu^\dagger A_\nu] \right) \right. \\
+ \left. \sum_{\mu,\nu} \frac{i\beta^2}{6} \text{Im} M_{\mu\nu} A_\mu^\dagger A_\nu - \frac{\beta^2}{3} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\nu_1} A_{\mu_2}^\dagger A_{\nu_2} \right. \\
+ \left. \frac{\beta^2}{6} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\mu_2}^\dagger \{ A_{\nu_1}, A_{\nu_2} \} \right\}
\]

(59)

and the Hamiltonian of mean force is

\[
H_{\text{MF}} \cong H_S - \sum_{\mu,\nu} \text{Re} \Lambda_{\mu\nu} A_\mu^\dagger A_\nu + \frac{\beta}{3} \sum_{\mu,\nu} \text{Re} \Lambda_{\mu\nu} \left( A_\mu^\dagger H_S A_\nu - \frac{1}{2} \{ H_S, A_\mu^\dagger A_\nu \} \right) \\
- \sum_{\mu,\nu} \frac{i\beta}{6} \text{Im} M_{\mu\nu} A_\mu^\dagger A_\nu + \frac{\beta}{3} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\nu_1} A_{\mu_2}^\dagger A_{\nu_2} \\
- \frac{\beta}{6} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\mu_2}^\dagger \{ A_{\nu_1}, A_{\nu_2} \}.
\]

(60)

The last term in the first line of Eq. (60) has the form of the Franke–Gorini–Kossakowski–Lindblad–Sudarshan (FGKLS) generator.\(^2\) Since \(\beta\) is a small parameter, we can substitute its sum with \(H_S\) by the action of the semigroup \(\Phi_{\beta/3}\) with this generator. This is a generalization of the double exponentiation in Ref. [14]:

\[
H_{\text{MF}} \cong \Phi_{\beta/3}(H_S) - \sum_{\mu,\nu} \text{Re} \Lambda_{\mu\nu} A_\mu^\dagger A_\nu + \\
- \sum_{\mu,\nu} \frac{i\beta}{6} \text{Im} M_{\mu\nu} A_\mu^\dagger A_\nu + \frac{\beta}{3} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\nu_1} A_{\mu_2}^\dagger A_{\nu_2} \\
- \frac{\beta}{6} \sum_{\mu_1,\nu_1,\mu_2,\nu_2} \text{Re} \Lambda_{\mu_1\nu_1} \text{Re} \Lambda_{\mu_2\nu_2} A_{\mu_1}^\dagger A_{\mu_2}^\dagger \{ A_{\nu_1}, A_{\nu_2} \}.
\]

(61)

Let us now show how the formula of Ref. [14] can be obtained as a particular case from Eq. (61). Let \(g_{\mu\xi} g_{\nu\xi} = \delta_{\mu\nu} g_{\mu\xi}^2\) and \(A_\mu = |\mu\rangle \langle \mu| \) with \(\{|\mu\rangle\}\) being an orthonormal basis. Then the last two lines in Eqs. (60) and (61) vanish. Also,

\[
\Phi_{\beta/3}(H_S) = H_S^{\text{diag}} + e^{-\beta\Lambda/6} H_S^{\text{off-diag}} e^{-\beta\Lambda/6},
\]

(62)

where \(\hat{\Lambda} = \sum_{\mu} \Lambda_\mu |\mu\rangle \langle \mu|\) is the reorganization Hamiltonian and \(H_S^{\text{diag}}\) and \(H_S^{\text{off-diag}}\) are the diagonal and off-diagonal part of the system Hamiltonian \(H_S\) in the basis \(\{|\mu\rangle\}\). So,

\[
H_{\text{MF}} \cong H_S^{\text{diag}} - \hat{\Lambda} + e^{-\beta\Lambda/6} H_S^{\text{off-diag}} e^{-\beta\Lambda/6},
\]

(63)

which is exactly the result of Ref. [14]. The last term expresses the suppression of the off-diagonal part of the system Hamiltonian due to non-vanishing interaction with the bath. In the theory of excitation energy transfer, the states \(|\mu\rangle\) correspond to local site excitations. So, the interaction

\(^2\)The abbreviations GKLS or GKSL are more common [43–45]; however, in the same 1976, this general form of a generator of a quantum dynamical semigroup was also proposed by V. A. Franke [46], see also Ref. [47].
with the bath reduces the intersite couplings, which lead to a well-known effect of more localized eigenvectors (excitons).

Let us consider another particular case. Let the interaction Hamiltonian (4) has only a single term, so that the sums over \( \mu \) and \( \nu \) disappear. This again leads to vanishing of the last two lines in Eqs. (60) and (61) and formula (62). Let, further, the spectrum of \( A \) be non-degenerate: \( A = \sum_n a_n |n\rangle \). Then,

\[
H_{MF} \cong H_S^{\text{diag}} - \Lambda A^2 + \sum_{n \neq m} J_{nm} e^{-\beta \Lambda (a_n - a_m)^2 / 6} |n\rangle \langle m|, \tag{64}
\]

where \( H_S^{\text{diag}} \) is the diagonal part of the system Hamiltonian in the basis \{\(|n\rangle\)\} and \( J_{nm} = \langle n | H_S | m \rangle \). Again, the interaction with the bath suppresses the off-diagonal elements of the system Hamiltonian in the eigenbasis of the interaction Hamiltonian.

It can be seen that formulas (63) and (64) correctly reproduce the Hamiltonian of mean force in the ultrastrong-coupling limit \( \Lambda \to \infty \) (or \( \lambda \to \infty \) if we restore the dimensionless coupling constant \( \lambda \)) for all temperatures obtained in Ref. [8], see also Refs. [10, 48, 49]. In particular, it is diagonal in the so called “pointer basis” (the eigenbasis of \( A \) in the case of Eq. (64) and the eigenbasis \{\(|\mu\rangle\)\} of all \( A_\mu \) in the case of Eq. (63)).

General formulas (60) and (61) and formula (64) for a new particular case are the main results of this section.

7 Simulation

For the simulation, let us consider a qubit coupled to a “bath” of a single harmonic oscillator:

\[
H_S = \frac{\varepsilon}{2} \sigma_z, \quad H_B = \Omega a^\dagger a, \quad H_1 = \frac{\sigma_z - \sigma_x}{\sqrt{2}} \otimes g(a + a^\dagger). \tag{65}
\]

Here \( \sigma_z = |1\rangle \langle 1| - |0\rangle \langle 0| \) and \( \sigma_x = |1\rangle \langle 0| + |0\rangle \langle 1| \) are the Pauli matrices.

We put \( \varepsilon = 1 \). In other words, all units are measured in terms of \( \varepsilon, \varepsilon^{-1} \), or the degrees of \( \varepsilon \), depending on the dimensionality. For this model, the mean force Gibbs state can be calculated in a numerically exact way: We can truncate the energy levels of the oscillator much larger than \( \beta \Omega \) and then numerically take the partial trace of the corresponding finite-dimensional system-bath Gibbs state. We compare the approximate calculations of the mean force Gibbs state according to: (i) the direct approximation of the mean force Gibbs state in the weak-coupling regime (18), (ii) formula (22) with approximation (30) of the Hamiltonian of mean force in the weak-coupling regime, and (iii) formula (22) with approximation (64) of the Hamiltonian of mean force in the high-temperature regime with (iv) the numerically exact result. We do not show the performance of approximation (35) for the Hamiltonian of mean force in the weak-coupling regime in the exponential form since it always gives slightly less precise results than the mean-force Hamiltonian in the original form (30).

So, the exponential form is interesting mainly from the conceptual point of view. Plots of the excited state population \( \langle 1 | \rho_{S,\beta} | 1 \rangle \) and the absolute coherence \( | \langle 0 | \rho_{S,\beta} | 1 \rangle | \) for various \( \Omega \) and \( \beta \) are given on Figs. 1–3.

If we compare the two approximations for the weak-coupling perturbation theory, we see that both approximations work for small \( \lambda \) and \( \beta \) (large temperatures). However, the direct approximation of the mean-force Gibbs state (18) is more reliable that the approximation by means of the Hamiltonian of mean force (30). If the coupling constant \( \lambda \) is small, the latter does not work for small temperatures, while the former works well for all considered temperatures. Also, in some cases, the direct approximation provides reasonable results even for large \( \lambda \).
The high-temperature approximation works well in the case of high-temperature and also in the case of large coupling constants even for low temperatures. The reason for the last fact is that this approximation correctly reproduces the ultrastrong-coupling limit, as noticed above.

8 Refined Bloch-Redfield quantum master equation

The Bloch-Redfield quantum master equation is a widely used equation describing the dynamics of the reduced density operator of the system \( \rho(t) \) in the weak-coupling regime \([26, 27]\). It can be written in the following GKLS-like form \([41,42]\):

\[
\dot{\rho}(t) = -i[H_{LS}, \rho(t)] + \sum_{\mu,\nu} \gamma_{\mu\nu}(\omega, \omega') \left( A_{\nu\omega} \rho(t) A^\dagger_{\mu\omega'} - \frac{1}{2} \{ A^\dagger_{\mu\omega'} A_{\nu\omega}, \rho(t) \} \right),
\]

where

\[
H_{LS} = \sum_{\omega,\omega'} \sum_{\mu,\nu} S_{\mu\nu}(\omega, \omega') A^\dagger_{\mu\omega'} A_{\nu\omega},
\]

(the subindex LS stands for the Lamb shift),

\[
\gamma_{\mu\nu}(\omega, \omega') = \Gamma_{\mu\nu}(\omega) + \Gamma^*_{\nu\mu}(\omega'),
\]

\[
S_{\mu\nu}(\omega, \omega') = \frac{1}{2i} [\Gamma_{\mu\nu}(\omega) - \Gamma^*_{\nu\mu}(\omega')]
\]

(cf. Eq. 43), where \( \Gamma_{\mu\nu}(\omega) \) is defined in Eq. (44). The terms with \( \omega \neq \omega' \) oscillate with the frequencies \( |\omega - \omega'| \) in the interaction picture. If these frequencies are much greater than the rate of evolution of \( \rho(t) \), then we can neglect them. This is called the secular approximation. The secular Bloch-Redfield quantum master equation has the FGKLS form. Its right-hand side is also called the Davies generator \([25]\). In the case of the thermal bath, it turns out that

\[
\gamma_{\mu\nu}(\omega, \omega) = e^{-\beta \omega} \gamma_{\mu\nu}(\omega, \omega)
\]

and, as a consequence, the Gibbs state \( \rho_{S,\beta}^{(0)} \) is a stationary solution of the master equation. In the generic case, this stationary solution is unique and any solution of the master equation converges to it on large times.

In Refs. \([23–25]\), it is proposed to formally replace the system Hamiltonian \( H_S \) by the Hamiltonian of mean force \( H_{MF} \) in the construction of the master equation. So, decomposition (13) over the eigenoperators of \([H_S, \cdot]\) is replaced by the corresponding decomposition with respect to the eigenoperators of \([H_{MF}, \cdot]\). Then, the solution of the master equation converges to the exact steady state \( \rho_{S,\beta} \). We can hope that the new (“refined”) quantum master equation at least does not lose the precision on intermediate times. Unfortunately, rigorous results of Refs. \([23–25]\) does not guarantee the last point. It would be interesting to compare the numerical solutions of the corresponding equations with a numerically exact method. As the latter, we choose the hierarchical equations of motion (HEOM) in the high-temperature approximation \([50]\).

Comparison of numerical solutions of the original Bloch-Redfield equation (both full and secular) and the refined Bloch-Redfield equation with various approximations of \( H_{MF} \) is given on Fig. 4. We tested approximations (30), (35), and (62) for \( H_{MF} \) and also the approximation based on formula (16) for the (non-normalized) mean-force Gibbs state. If we have a direct approximation of the mean-force Gibbs state like Eq. (16), then we can approximate the Hamiltonian of mean force as well using the formula (23).
For the simulation, we take the following model:

\[ H_S = \frac{\varepsilon}{2}, \quad H_B = \int \omega(\xi) a(\xi)^\dagger a(\xi) d\xi, \quad H_I = \sigma_z - \sigma_x \frac{\sqrt{2}}{\sqrt{2}} \otimes \int [g(\xi) a(\xi) + g(\xi) a(\xi)^\dagger] d\xi, \]

(70)

and the Drude–Lorentz spectral density for the bath (the overdamped oscillator model):

\[ J(\omega) = \frac{\Lambda}{\pi} \frac{2\omega\gamma}{\omega^2 + \gamma^2}. \]

(71)

It turns out that

\[ \int_0^\infty d\omega \frac{J(\omega)}{\omega} = \Lambda, \]

(72)

which is consistent with definition of the reorganization energy \( \Lambda \) (51). As the initial system-bath state, we take

\[ \rho_{\text{tot}}(0) = |1\rangle \langle 1| \otimes \rho_{B,\beta}. \]

(73)

In our simulation, again, \( \varepsilon = 1 \) (i.e., all other quantities can be considered to be expressed in terms of \( \varepsilon, \varepsilon^{-1} \), etc.) and also \( \gamma = 0.5 \). The high-temperature approximation for the HEOM works if \( \beta \gamma < 1 \) [50]. The formal parameter \( \lambda \) is equal to one. It can be treated to be absorbed in the interaction Hamiltonian, so that \( \Lambda \) is proportional to \( \lambda^2 \). The role of the system-bath coupling parameter is played then by the reorganization energy \( \Lambda \), which is common, e.g., in the theory of excitation energy transfer.

From the plots, we see that the replacement of the system Hamiltonian by the Hamiltonian of mean force indeed improves the precision of the solutions of the Bloch-Redfield quantum master equation on both large and intermediate times. The short-term behaviour is not shown in detail because this is not a focus here. The peculiarities of the short-term behaviour are caused by the initial product state (73). During the short initial time, the product state evolves into a state adjusted to the system-bath dynamics [51–53]. To improve the short-term performance, one can consider the time-dependent version of the Bloch-Redfield equation (replace the infinite upper limit of integration in Eq. (44) by the current time instant \( t \)) or the cumulant approach [54–57].

We see that, for the chosen parameters, the secular Bloch-Redfield equation does not work well. The secular approximation works well for smaller values of \( \Lambda \), but then the correction to the Gibbs state \( \rho_{S,\beta} - \rho_{S,\beta}^{(0)} \), which is the focus of the present paper, is also smaller. Note that, in the weak-coupling regime, the secular approximation may fail due to nearly degenerate energy levels or Bohr frequencies. In this case, certain non-secular generalizations of the Davies master equation of the FGKLS form (mostly based on different kinds of partial secular approximations) are proposed [41, 42, 58, 60, 61]. However, here we cannot use such modifications here because there are no quasi-degenerate energy levels or Bohr frequencies here. Strictly speaking, we consider the parameters beyond the weak-coupling regime, but the Bloch-Redfield equation (especially, the refined one, with \( H_S \) replaced by \( H_{MF} \)) still gives reasonable results since it contains the minimal number of assumptions in comparison with the FGKLS equations for the weak-coupling regime.

The stationary solution of the full (non-secular) Bloch-Redfield equation is not exactly the Gibbs state. In particular, it does not commute with \( H_S \) (or with \( H_{MF} \) in the case of the refined master equation). Moreover, the coherences (off-diagonal elements in the eigenbasis of \( H_S \)) of the steady state coincide with those of \( \rho_{S,\beta} \) in the principal order [62, 63]. This is considered to be an advantage of the full Bloch-Redfield equation over the secular one. However, this is not an advantage if we replace \( H_S \) by \( H_{MF} \) in order to have \( \rho_{S,\beta} \) as the exact stationary solution of a quantum master equation. The stationary state of the refined full Bloch-Redfield equation slightly differs from \( \rho_{S,\beta} \). However, this is not a major drawback since certain error already originates from the approximate expressions for \( H_{MF} \). From the plots, we see that, for the chosen parameters, the refined full Bloch-Redfield equation
is approximately as good as the refined secular Bloch-Redfield equation on large times and much better on intermediate times.

Finally, we see that the refinement of the master equation based on approximation (30) for the Hamiltonian of mean force in the weak-coupling approximation becomes less precise for larger coupling constants and smaller temperatures, while approximations (16) and (62) still give quite precise predictions of the steady state. Approximation (16) works better if both the coupling constant (reorganization energy) and the temperature are small and approximation (62) works better if either the coupling constant or the temperature is large.

9 Conclusions

The main results of this work is the formulas (30), (31) and (35) for the Hamiltonian of mean force in the weak-coupling regime and formulas (61) and (64) for the Hamiltonian of mean force in the high-temperature approximation. From numerical estimations, we see that precision of all these approximations (as well as the direct approximation (18) for the mean force Gibbs state) depends on various parameters: coupling constant, temperature, parameters of the bath spectral density. In particular, we see that the high-temperature approximation works well even for low temperatures whenever the coupling constant is large enough. So, it is worthwhile to find analytical estimates for the errors of these approximations depending on all these parameters.

Also we have shown that the formal replacement of the system Hamiltonian by the Hamiltonian of mean force in the construction of the quantum master equation can improve the performance of the master equation on intermediate and large times.
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Figure 1: Excited state population $\langle 1| \rho_{S,\beta} |1 \rangle$ and the absolute coherence $| \langle 0| \rho_{S,\beta} |1 \rangle |$ for various $\Omega$ and $\beta$ depending on the coupling constant $\lambda$ for model (65) of a qubit coupled to a “bath” of a single harmonic oscillator with $\varepsilon = 1$. Black line: Numerically exact method; Blue dash-dotted line: Direct approximation of the mean force Gibbs state in the weak-coupling regime (18); Green dotted line: Formula (22) with approximation (30) of the Hamiltonian of mean force in the weak-coupling regime; Red thick solid line: Formula (22) with approximation (64) of the Hamiltonian of mean force in the high-temperature regime. In the last row, approximation (22) gives large errors for almost all $\beta$ and not shown. In the first two lines, the green dotted line goes outside the plot area, which also means that approximation (22) gives large errors for the corresponding $\beta$. Inset in the last line: a part of the plots for small $\lambda$ in more detail.
Figure 2: Excited state population $\langle 1 | \rho_{S,\beta} | 1 \rangle$ and the absolute coherence $|\langle 0 | \rho_{S,\beta} | 1 \rangle|$ for various coupling constants $\lambda$ depending on the inverse temperature $\beta$ for model (65) of a qubit coupled to a “bath” of a single harmonic oscillator with $\varepsilon = 1$ and $\Omega = 1.5$. Different colours of lines correspond to various approximations, see Fig. 1. The additional purple dashed lines correspond to the Gibbs state $\rho_{S,\beta}^{(0)} \propto e^{-\beta H_S}$. 
Figure 3: Excited state population $\langle 1 | \rho_{S,\beta} | 1 \rangle$ and the absolute coherence $| \langle 0 | \rho_{S,\beta} | 1 \rangle |$ for various coupling constants $\lambda$ depending on the inverse temperature $\beta$ for model (65) of a qubit coupled to a “bath” of a single harmonic oscillator with $\varepsilon = 1$ and $\Omega = 10$. The lines correspond to various approximations, see Fig. 1. The additional purple dashed lines correspond to the Gibbs state $\rho_{S,\beta}^{(0)} \propto e^{-\beta H_S}$. 
Figure 4: Performance of the Bloch-Redfield equation with the system Hamiltonian replaced by the Hamiltonian of mean force for different coupling constants and temperatures. The second row shows the performance of the secular Bloch-Redfield equation, while the other rows shows the performance of the full Bloch-Redfield equation. Different curves correspond to different approximations for the Hamiltonian of mean force. Black line: Numerically exact method of HEOM; Blue dash-dotted line: Approximation (16) and (23); Green dotted line: Weak-coupling approximation (30); Red thick solid line: High-temperature approximation (64). Insets: long-time behaviour (steady-state solutions).