Geometry of the Field-Moment Spaces for Quadratic Bosonic Systems: Diabolically Degenerated Exceptional Points on Complex $k$-Polytopes
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$k$-Polytopes are a generalization of polyhedra in $k$ dimensions. Here, we show that complex $k$-polytopes naturally emerge in the higher-order field moments spaces of quadratic bosonic systems, thus revealing their geometric character. In particular, a complex-valued evolution matrix, governing the dynamics of $k$th-order field moments of a bosonic dimer, can describe a complex $k$-dimensional hypercube. The existence of such $k$-polytopes is accompanied by the presence of high-order diabolic points (DPs). Interestingly, when the field-moment space additionally exhibits exceptional points (EPs), the formation of $k$-polytopes may lead to the emergence of diabolically degenerated EPs, due to the interplay between DPs and EPs. Such intriguing spectral properties of complex polytopes may enable constructing photonic lattice systems with similar spectral features in real space. Our results can be exploited in various quantum protocols based on EPs, paving a new direction of research in this field.

I. INTRODUCTION

Hermiticity is not a necessary requirement for Hamiltonians to exhibit real spectra [1]. Non-Hermitian Hamiltonians (NHHs), describing open systems with loss and gain, can also exhibit real spectra if they satisfy parity-time ($\mathcal{PT}$) symmetry [2–5]. Realization of this principle has triggered a very active theoretical and experimental research in various areas of classical and quantum physics. Note that NHHs have been already used since the early 1990s as a key concept in, e.g., the Monte Carlo wave-function (or quantum trajectory) formalisms [6–8].

In addition to their exceptional point (EP) degeneracies, characterized by the coalescence of both the eigenvalues and the corresponding eigenvectors, NHHs can also exhibit diabolic point (DP) degeneracies, which are typically associated with Hermitian Hamiltonians and are characterized by coalescence of eigenvalues only, thus, with eigenmodes remaining different. Both the EPs and DPs possess remarkable features such as chiral transport and acquired Berry phase, which can be revealed by encircling such points in the system parameter space [9–13]. A deeper understanding of the emergence of EPs and DPs, and their physical consequences, are required, e.g., to find and classify new types of phase transitions, to achieve a better control of state switching and Berry’s phase around them, to explore new effects, and, in a longer term, to develop new practical devices for quantum technologies.

Here we focus on the geometry and spectral properties of bosonic quadratic Hamiltonians, expressed in their field-moment (FM) spaces. Such Hamiltonians play a fundamental role in: atom optics [14], quantum optics (see, e.g., [15–19]), quantum information processing [20], quantum metrology [21, 22], and quantum field theory [23]. In special cases, they can describe linear and nonlinear wave mixing, quantum squeezing generation, parametric down and up conversion, the Casimir effect, dynamical phase transitions [24–26], and even black-hole radiation, among various other phenomena. Despite of their seemingly simple mathematical form, such Hamiltonians have surprisingly rich and nontrivial mathematical and physical properties in infinite dimensions. In particular, these Hamiltonians can exhibit pathologies of a particular interest in quantum field theory [27]; in some special cases, e.g., an infinite renormalization is required to compute their eigenvalues [28].

In this article, we reveal the coexistence and merging of DPs and EPs in quadratic bosonic systems. Such a nontrivial effect naturally arises in the synthetic space spanned by high-order FMs. We show that, geometrically, the FMs space of quadratic bosonic systems can be described by a chain of $k$-polytopes, which are a generalization of polyhedra in $k$ dimensions [29]. Namely, one can associate the evolution matrices, governing higher-order FMs, with a certain series of $k$-polytopes. This...
polytope geometry makes the FMs eigenspace simply formed by tensor product states (TPS), comprised by the first-order moment eigenstates. In particular, the eigenspace of such emergent \( k \)-polytopes reveals a non-trivial interplay between EPs and DPs, forming diabolically degenerated exceptional points (DDEPs).

The formation of complex polytopes with exotic DDEPs in the synthetic FMs space of quadratic systems can also be inspiring for constructing similar structures in real space. This implies that our predictions can be tested in various of real-space configurations, ranging from optomechanical resonators and Bose-Einstein condensates to superconducting circuits, by simply mapping the FMs evolution matrices to real-space NHHs. Our work, thus, paves the road to experimental observations of intriguing effects at EPs, and can prompt further research to explore novel phenomena arising from the existence of DDEPs in the spectrum of multimode NHHs.

II. EVOLUTION MATRICES GOVERNING HIGHER-ORDER FIELD MOMENTS

We first study the composition of the evolution matrices governing the dynamics of higher-order operator moments of any quadratic Markovian system. We will reveal that an \( m \)-series of evolution matrices, governing \( t \)-\( i \)-order FMs (\( i = 1, \ldots, m \)), can be associated with a corresponding \( m \)-chain of \( k_i \)-polytopes. Therefore, the corresponding higher-order FM eigenspace becomes simply comprised by the TPS of the first-order moment eigenstates.

We start by considering a general nonlinear \( N \)-mode-coupled quadratic bosonic system, which is not necessarily Hermitian. The bosonic quadratic system can be described by a Nambu operator vector \( \hat{\Psi} = \left[ a_1, a_2, \ldots, a_N, a_1^\dagger, a_2^\dagger, \ldots, a_N^\dagger \right]^T \), where \( a_k \) (\( a_k^\dagger \)) is the annihilation (creation) operator of a mode \( k \), obeying \( [a_k, a_l] = \delta_{kl} \) and \( [a_k, a_l^\dagger] = 0 \). The quadratic (non-)Hermitian Hamiltonian, which determines the dynamics of the \( N \)-mode system takes a general form \( H = \sum H_{mn} \hat{\Psi}_m^\dagger \hat{\Psi}_n \), with \( \hat{\Psi}_j \) being the \( j \)th element of the Nambu vector \( \hat{\Psi} \). From the Heisenberg equations of motions, one can easily write down the equations for the dynamics of the first-order field moments \( \langle \hat{\Psi} \rangle \) as
\[
\frac{d}{dt} \langle \hat{\Psi} \rangle = M_1 \langle \hat{\Psi} \rangle,
\]
where \( M_1 \) is the corresponding evolution matrix for the first-order FMs. Note that the same procedure can be straightforwardly extended to Hermitian operators as well, e.g., to bosonic quadrature operators.

A remarkable feature of quadratic systems is that by knowing the form of the evolution matrix \( M_1 \) for the first-order FMs, one can immediately obtain an analytical form of the evolution matrix governing the dynamics of any higher-order FMs [30]. This can be done by exploiting properties of matrices formed by Kronecker sums

![FIG. 1. Chains of \( k_i \)-polytopes in the FMs space of bosonic systems: (a) dimers and (b) trimers, formed by the Cartesian powers of 1-polytope (line) and 2-polytope (triangle), respectively. (a) 1-polytope (a line) for the first-order FMs of the dimer; 2-polytope (a square) for its second-order FMs; 3-polytope (a cube) for its third-order FMs, and 4-polytope (a hypercube, shown via its 3D Schlegel diagram) for its fourth-order FMs. (b) 2-polytope (a triangle) for the first-order FMs of the trimer, and 4-polytope (a four-dimensional duoprism, shown via its 3D Schlegel diagram) for its second-order FMs. Numbered vertices correspond to the diagonal elements of the respective evolution matrices \( M_i \), and the weights of the edges correspond to their off-diagonal elements.](image-url)
FIG. 2. Emergent tensor-product-structure chain of the eigenvectors of the evolution matrices $M_m$ (with $m = 0, 1, 2, 3$) for a quadratic dimer, according to Eq. (2). The index $m = 0$ corresponds to the identity element of the chain.

of vertices and edges are prescribed, expectively, by the diagonal and off-diagonal elements of the corresponding matrix $M_1$.

For instance, in case of a bosonic dimer, an evolution matrix $M_1$ describes a one-dimensional polytope $P_1$, i.e., a line, formed by two vertices and one edge, provided $M_1$ is symmetric (see Fig. 1). A 2-polytope $P_2$, corresponding to $M_2$, is then a square. As a result, one obtains an $m$-hypercube, describing the $m$th-order FM space, whose associative matrix is $M_m$ (see Fig. 1). This polytope geometry with its spectral properties can, thus, be applied to real-space systems.

IV. TENSOR PRODUCT STATES AND THEIR DEGENERACY IN HIGHER-ORDER OPERATOR-MOMENT EIGENSACES

Here, we briefly discuss the eigenspace structure of the evolution matrices $M_m$ associated with $k$-polytopes. Equation (1) implies that one can determine a complete eigendecomposition of the matrix $M_m$, governing $m$th-order FMs, knowing the eigenvalues and eigenvectors of the matrix $M_1$, and, therefore, the corresponding $k_m$-polytope.

The eigenvectors of the matrix $M_m$ are found via all $(2N)^m$ combinations of the tensor products of the eigenvectors $\psi_j^{(1)}$, $j = 1, \ldots, 2N$ of the matrix $M_1$ (see Fig. 2). The $m$th-order moments eigenspace is, thus, spanned by $(2N)^m$ eigenvectors of the form

$$\psi_{i_1,i_2,\ldots,i_m}^{(m)} = \psi_{i_1}^{(1)} \otimes \psi_{i_2}^{(1)} \otimes \cdots \otimes \psi_{i_m}^{(1)},$$

where each index $i_k = 1, \ldots, 2N$, for each $k = 1, \ldots, m$. The eigenvector $\psi_{i_1,i_2,\ldots,i_m}^{(m)}$ corresponds to the eigenvalue

$$\lambda_{i_1,i_2,\ldots,i_m}^{(m)} = \sum_{k=1}^{m} \lambda_k^{(1)},$$

where $\lambda_k^{(1)}$ are eigenvalues of the matrix $M_1$.

The diabolic degeneracy $D$ of a given eigenvalue $\lambda_{i_1,i_2,\ldots,i_m}^{(m)}$ in Eq. (3) equals $D(\lambda_{i_1,i_2,\ldots,i_m}^{(m)}) = m! / \left[ n_{i_1}! n_{i_2}! \cdots n_{i_m}! \right]$, where $n_{i_k}$ denotes the number of times the index $i_k$ appears in both Eqs. (2) and (3). For example, in the case of second-order moments, the moments vector $\langle \hat{\Psi} \otimes \hat{\Psi} \rangle$ possesses moments $\langle \hat{a}_j \hat{a}_j \rangle$ and $\langle \hat{a}_k \hat{a}_j \rangle$, as well as $\langle \hat{a}_j \hat{a}_j \rangle$ and $\langle \hat{a}_j^\dagger \hat{a}_j \rangle$, which result in a degeneracy. In total, there are $(2N)^m - S_m(2N)$ degenerate eigenvalues of the system, where $S_m(2N)$ denotes the effective (i.e., non-degenerate) dimension of the matrix $M_m$. The latter can be calculated via the formula for combination with repetitions, i.e., $S_m(2N) = (2N + m - 1)! / [m!(2N - 1)!]$. Methods, for calculating eigenvectors of the effectively reduced evolution matrices, can be found in [32] and in Appendices B and C.

V. DIABOLICALLY DEGENERATED EXCEPTIONAL POINTS ON COMPLEX $k$-POLYTOPES

The aforementioned degeneracy, originating in a given FM polytope eigenspace, can lead to a nontrivial interplay between DPs and EPs, resulting in the formation of DDEPs. Because of this, high-order FM space can possess, in general, two types of EPs. Namely, non-degenerate EPs (NDEPs) and DDEPs. Compared to the former, the DDEPs can only exist in the degenerate eigenspace of the moments of TPS. Once such a diabolic degeneracy is removed, e.g., by the effective reduction of the FM space [30], there can only remain NDEPs in the FM dynamics.

VI. EXAMPLE: QUANTUM PARAMETRIC SUBHARMONIC GENERATION PROCESSES

To explicitly illustrate the existence of polytopes and the TPS structure with two types of EPs in the synthetic space of quadratic systems we now consider the FM dynamics (up to third order) for parametric subharmonic generation processes. Previous works [24, 33, 34] have already revealed the existence of EPs in such non-dissipative quadratic Hamiltonians. Here, we show that such non-Hermitian systems can possess additional non-trivial spectral features in the FM space, i.e., DDEPs. Let us first start from a quadratic Hermitian Hamiltonian $\hat{H}$ describing a second subharmonic generation with a classical pump, and working in the reference frame rotating at the pump frequency $\omega_p$: $\hat{H} = \Delta \hat{a}^\dagger \hat{a} + (ig/2) (\hat{a}^2 - \hat{a}^2)$, where $\Delta = \omega_p - \omega$ is the resonance detuning, i.e., the difference between the frequencies of the pump ($\omega_p$) and quantum field ($\omega$), the parameter $g$ is assumed to be a real-valued coupling constant, which involves the amplitude of the pump field [35].

The dynamics of the first-order moments of the Nambu operator vector $\hat{\Psi} = [\hat{a}, \hat{a}^\dagger]^T$ is $\frac{d}{dt} \langle \hat{\Psi} \rangle = M_1 \langle \hat{\Psi} \rangle$, where the evolution matrix $M_1 = \begin{pmatrix} -g & i\Delta \\ -i\Delta & -g \end{pmatrix}$ is $\mathcal{PT}$-symmetric [3, 36]. $M_1$ is invariant under action
$P$TM$_1$(P$T$)$^{-1}$, of the parity $P$ and time-reversal ($T$) operators, which action is defined as $P$TM = $\sigma_z K$, where the operator $K$ accounts for the complex conjugate operation. The symmetric matrix $M_1$ describes a complex 1-polytope, shown in Fig. 1(a), with two vertices having complex weights $\pm i\Delta$ and a single edge with weight $-g$. The eigenvalues of $M_1$ are $\lambda_{1,2} = \pm \Lambda$, where $\Lambda = \sqrt{g^2 - \Delta^2}$. The corresponding first-order moment eigenvectors become

$$\psi_{1,2} = \left(\mp \exp(\mp i\phi)\right)/1, \quad \phi = \arctan(\Delta/\Lambda),$$

which satisfy biorthogonality [37] (see also Appendix E). Both the eigenvalues and eigenvectors coalesce at the second-order EP, defined by the condition: $g_{EP} = \Delta$, with the phase $\phi_{EP} = \pi(2k + 1)/2$, $k \in \mathbb{Z}$, in Eq. (4).

According to Eq. (1), the evolution matrix $M_2$, governing the second-order FM vector $\langle \hat{\Psi} \otimes \hat{\Psi} \rangle = [(\hat{a}^2), (\hat{a}\hat{a}^\dagger), (\hat{a}^\dagger\hat{a})]^T$, and describing a 2-polytope in the from of a square [see Fig. 1(a)] reads

$$M_2 = \begin{pmatrix} -2i\Delta & -g & -g & 0 \\ -g & 0 & 0 & -g \\ -g & 0 & 0 & -g \\ 0 & -g & -g & 2i\Delta \end{pmatrix}.$$ 

(5)

Eigenvalues of $M_2$ are found as $\lambda^{(2)}_{j,k} = 2\Delta \text{diag}[1,-1]$, where all four eigenvalues are listed in the matrix form, with $j, k = 1, 2$.

The eigenvectors of $M_2$ are then found via all $2^2 = 4$ combinations of tensor products of the eigenvectors of $\psi_{1,2}$ in Eq. (4), according to Eq. (2): $\psi^{(2)}_{i_1,i_2} = \psi_{i_1} \otimes \psi_{i_2}$, where each index $i_k = 1, 2$ for each $k = 1, 2$. The matrix $M_2$ possesses only a single NDEP of third-order, i.e., there is no DDEP in the second-order FM space.

More interesting features emerge in the space of third-order FMs, which is associated with a complex 3-dimensional cube [see Fig. 1(a)]. The matrix $M_3$ can, thus, be cast to a certain NHH describing an eight-mode system. The corresponding $8 \times 8$ evolution matrix $M_3$, describing the dynamics of the vector of moments $\langle \otimes \hat{\Psi} \rangle$ is found according to Eq. (1) (see Appendix D).

The eigenvalues of $M_3$ are: $\lambda_{111,222} = \pm 3\Lambda$, $\lambda_{112} = \lambda_{121} = \lambda_{211} = \Lambda$, $\lambda_{122} = \lambda_{212} = \lambda_{221} = -\Lambda$. The corresponding eigenvectors are found accordingly to Eq. (3) (see Appendix D). The effective dimension of $M_3$ is four $[S_3(2) = 4]$, and, therefore, there is a single NDEP of the fourth order. However, apart from the NDEP, also one DDEP of second order emerges, due to the triply degenerated pairs of eigenvalues. In order to resolve the presence of such a DDEP in the degenerate eigenspace of $M_3$, one can perturb the matrix $M_3$, as $M_3 \rightarrow M_3 + \epsilon P$, where $\epsilon$ is the perturbation strength (see also Appendix D for details). The effect of such a perturbation on the resolution between the NDEP and DDEP is shown in Fig. 3. One can see that the DDEP splits into two second-order EPs under the perturbation.

Importantly, the revealed spectral features of complex polytopes, which emerge in the space of quadratic systems, can also be exploited in the construction of similar NHHs in real space. Such NHHs can describe, e.g., photonic lattices [38]. For instance, one of the nontrivial outcomes of the presence of a DDEP in the spectrum of real multimode NHHs can be the implementation of a programmable multimode switch by dynamically encircling the DDEP [39]. A direct detection of DDEPs in the FMs space of a bosonic system can be performed by measuring bosonic commutators [40] and/or anomalous FMs [41]. The TPS structure of a FM space can also be recovered from $s$-ordered FMs, which can be obtained from the measured normally-ordered moments using standard photon-detection schemes [35, 42, 43]. Note that our conclusions remain valid also for the quadrature field moments, which could be easier to access experimentally, e.g., via standard balanced homodyne detection [24, 44].

VII. CONCLUSIONS

In this work, we have revealed the geometry of the high-order FM space for bosonic quadratic systems which can be described by a chain of $k$-polytopes. The eigenspace of these polytopes is simply formed by the TPS formed by the first-order FM eigenstates. The emergent polytope and TPS structures in the FM eigenspace can lead to the existence of DDEPs. Our results, thus, reveal the nontrivial nature of the spectral degeneracy in quadratic bosonic systems, which can be exploited in various classical and quantum protocols based on EPs or
DPs, and can ignite further research in this field.
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Appendix A: Tensor product states in the higher-order field moments dynamics of quadratic systems: Kronecker products and sums

In this section we describe in detail the construction of the evolution matrices for higher-order field moments based on the Kronecker sum operations. For completeness, we repeat some of the lines from in the main text of the Article.

The bosonic quadratic system can be described by a Nambu operator vector \( \hat{\Psi} = \left[ \hat{\Psi}_1, \hat{\Psi}_2, \ldots, \hat{\Psi}_N, \right] \), where \( \hat{\Psi}_k \) is the annihilation (creation) operator of a mode \( k \), obeying: \( \left[ \hat{\Psi}_k, \hat{\Psi}_l^\dagger \right] = \delta_{kl} \) and \( \left[ \hat{\Psi}_k, \hat{\Psi}_l \right] = 0 \). The quadratic (non-)Hermitian Hamiltonian, which determines the dynamics of an \( N \)-mode system takes the general form

\[
\hat{H} = \sum_{mn} H_{mn} \hat{\Psi}_m^\dagger \hat{\Psi}_n, \tag{A1}
\]

with \( \hat{\Psi}_j \) being the \( j \)th element of the Nambu vector \( \hat{\Psi} \).

From the Heisenberg equations of motions, one can easily write down the equations for the dynamics of first-order field moments \( \langle \hat{\Psi} \rangle \) as

\[
\frac{d}{dt} \langle \hat{\Psi} \rangle = M_1 \langle \hat{\Psi} \rangle, \tag{A2}
\]

where \( M_1 \) is the corresponding evolution matrix for the first-order field moments.

For open systems, the benefit of the moments space (compared to the operators space) is that it allows to discard quantum noise for odd-order field moments, which is presented via Langevin forces in the Heisenberg equations of motion \cite{15, 16, 35}. This is always true for linear systems, when dealing with moments comprised by only annihilation or creation operators. However, for general Markovian systems, there exists a noise vector, stemming from quantum fluctuations \cite{45}, thus, rendering the equation of motion for higher-order field moments inhomogeneous. Nevertheless, it is natural to assume that quantum noise has no effect of the very spectrum of the FM dynamics.

One of the remarkable features of quadratic systems, is that one can obtain the analytical form of an evolution matrix ruling the dynamics of any higher-order field moments from the form of the evolution matrix \( M_1 \) for the first-order field moments in Eq. (A2). This can be done by exploiting some properties of matrices formed by Kronecker sums. Below we summarize the most important spectral features of Kronecker sum matrices in the following theorem.

**Theorem.** A square complex matrix \( C \in \mathbb{C}^{(m+n) \times (m+n)} \), which is obtained as a Kronecker sum of two square complex matrices \( A \in \mathbb{C}^{m \times m} \) and \( B \in \mathbb{C}^{n \times n} \), i.e., \( C = A \oplus B = A \otimes I_B + I_A \otimes B \), has the eigenvalues, which are sums of the eigenvalues of \( A \) and \( B \), and the corresponding right eigenvectors are the tensor products of the right eigenvectors of \( A \) and \( B \), i.e.,

\[
\lambda(C) = \lambda(A) + \lambda(B), \quad \psi_C = \psi_A \otimes \psi_B. \tag{A3}
\]

**Proof.** The proof is straightforward. We start from the eigenvalue-eigenvector equation for the matrix \( C \), by feeding into the equation the right eigenvector, which is a tensor product of two eigenvectors \( \psi_A \) and \( \psi_B \), with eigenvalues \( \lambda(A) \) and \( \lambda(B) \), respectively. Namely,

\[
C(\psi_A \otimes \psi_B) = (A \oplus B)(\psi_A \otimes \psi_B) = (A \otimes I_B)(\psi_A \otimes \psi_B),
\]

\[
= (A \psi_A \otimes I_B \psi_B) + (I_A \otimes B \psi_B) = (\lambda_A \psi_A \otimes \psi_B),
\]

\[
= (\lambda_A \psi_A \otimes \psi_B) + (\psi_A \otimes B \lambda_B \psi_B) = (\lambda_A + \lambda_B) \psi_A \otimes \psi_B, \tag{A4}
\]

where we used the tensor and dot product properties of matrices and vectors. In other words, the eigenvector of the matrix \( C = A \oplus B \), corresponding to the eigenvalue \( \lambda(C) \), is indeed just the tensor product of the two eigenvectors of the matrices \( A \) and \( B \) with eigenvalues \( \lambda(A) \) and \( \lambda(B) \).

According to Eq. (A4), the matrix, whose eigenvectors are formed by the tensor products of eigenvectors of two matrices can be utilized in the construction of the evolution matrices of any higher order. To reveal how this works in practice, let us consider the second-order field moments. The various combinations of second-order field moments are obtained from the tensor product of the Nambu vector on itself, i.e., from the \( 4N^2 \) dimensional...
vector $\langle \hat{\Psi} \otimes \Psi \rangle$. According to Eq. (A4), the evolution matrix $M_2$, governing the vector of the second-order field moments

$$\frac{d}{dt}\langle \hat{\Psi} \otimes \Psi \rangle = M_2\langle \hat{\Psi} \otimes \hat{\Psi} \rangle,$$  

attains the form

$$M_2 = M_1 \otimes M_1 = M_1 \otimes I_{2N} + I_{2N} \otimes M_1.$$  

The form of the evolution matrix $M_2$ coincides, as it should, with that derived from the Lyapunov equation for the covariance matrix, when the latter is presented as a column vector [46]. This procedure can, thus, be iteratively continued to any $n$th order field moment vectors \[\langle \hat{\Psi} \otimes \Psi \rangle\], thus obtaining the Eq. (1) in the main text.

**Appendix B: Reduction of the TPS structure and diabolic degeneracy in the field-moment space of bosonic quadratic systems**

In this section we discuss the effective elimination of diabolic degeneracy in the FM space.

The described degeneracy of the eigenspace formed by TPS in the field-moment space occurs due to the non-commutative nature of the Kronecker sum operation, when constructing evolution matrices for any higher-order field moments. Evidently, this degeneracy can be removed by properly collecting the field moment elements in the FM vector. This also means that the corresponding eigenstates are also reduced to effective eigenstates which are no longer the TPS. The $(2N)^m \times (2N)^m$-dimensional eigenspace of the matrix $M_m$ can be reduced to the size $S_m(2N) \times S_m(2N)$ with $S_m(2N) < (2N)^m$, where

$$S_m(2N) = \binom{2N + m - 1}{m, 2N - 1} = \frac{(2N + m - 1)!}{m!(2N - 1)!}. \quad (B1)$$

In particular, for linear dimers, the initial $N^m$-dimension of the eigenspace of $m$-order field moments can always be reduced to $(m + 1)$, as expected [30] (note that for the linear case, the annihilation operators are decoupled from the creation operators, as such, a general $(2N)^m \times (2N)^m$ dimension of evolution matrices automatically reduces to $N^m \times N^m$). That is, the TPS structure of the eigenstates is always eliminated in that case. Indeed, for the classical FM, the two moments $\langle \hat{a}\hat{a}^\dagger \rangle$ and $\langle \hat{a}^\dagger\hat{a} \rangle$ refer to the same second-order classical field moment $|\alpha|^2$. As a result, these two moments can be combined into one, i.e., their average $(\langle \hat{a}\hat{a}^\dagger \rangle + \langle \hat{a}^\dagger\hat{a} \rangle)/2 = |\alpha|^2$.

This effective reduction of the initial degenerate eigenspace of higher-order field moments can be performed in the following way. First, the $D(\lambda)$ degenerate eigenvectors, in Eq. (2) of the main text, corresponding to the same eigenvalue $\lambda$, are merged into a symmetric superposition of the degenerate eigenmodes

$$\psi^{(m)}(\lambda) = \frac{1}{D(\lambda)} \sum_{i_1, i_2, \ldots, i_m} \psi^{(m)}_{i_1, i_2, \ldots, i_m}. \quad (B2)$$

As such, there remain $S_m(2N)$ non-degenerate eigenvectors of size $(2N)^m$. The subsequent reduction of the $(2N)^m$ elements of those vectors to $S_m(2N)$ elements is performed by merging all equivalent moment elements also into their average. In particular, for linear dimers, in the case of the second-order field moments, after the effective reduction of the four eigenvectors into three, the two elements $\langle \hat{a}\hat{a}^2 \rangle$ and $\langle \hat{a}^2\hat{a} \rangle$ of the four-dimensional moment of three-left eigenvectors are substituted by the single element $\frac{1}{2}(\langle \hat{a}\hat{a}^2 \rangle + \langle \hat{a}^2\hat{a} \rangle)$. That is, the moments $\langle \hat{a}\hat{a}^2 \rangle$ and $\langle \hat{a}^2\hat{a} \rangle$ are removed from the moment vectors, and are substituted by a single moment which is their symmetrical sum. This leads to the reduction of the four-dimensional eigenvectors to three-dimensional eigenvectors. This procedure ensures the reduction of all $(N)^m$ eigenvectors to the $S_m(N)$ effective ones. We elaborate in detail on such a procedure in Appendix C. Interestingly, when dealing with dimer systems, that reduction always leads to the formation of the effective evolution matrices with a Sylvester matrix shape [30, 32, 38]. The Sylvester matrix is a tridiagonal matrix, whose elements obey certain relations (see Ref. [32] for details). Only recently a formula for the eigendecomposition of such matrices has been proposed [32]. A such, our results offer an alternative solution to the eigendecomposition problem of Sylvester matrices and highlight their possible physical origin.

**Appendix C: Example of degeneracy reduction in the second-order field-moment space generated in parametric subharmonic processes**

In this section, we elaborate on the removal of the diabolic degeneracy for the case of fields generated in the parametric subharmonic processes.

The two-fold degenerate eigenvalue $\lambda_{12} = \lambda_{21} = 0$, below Eq. (5) in the main text, arises because of the redundant moment elements $\langle \hat{a}\hat{a}^2 \rangle$ and $\langle \hat{a}^2\hat{a} \rangle$ in the moments vector $\langle \hat{\Psi} \otimes \hat{\Psi} \rangle$. As such, the $(2^2 = 4)$-dimensional eigenspace of the second-order moments can be decreased to a $[2 + 1 = 3]$-dimensional one, according to Eq. (B1). Following the procedure, described at the end of Appendix B, the effective moments space can be obtained by substituting those two redundant elements by a single one, namely, by their symmetrical sum. That is, the second and third rows in the moments vector and evolution matrix are merged into one:

$$\langle \hat{\Psi} \otimes \hat{\Psi} \rangle \rightarrow \langle \hat{\Psi} \otimes \hat{\Psi} \rangle_{\text{eff}} = \begin{bmatrix} \langle \hat{a}^2 \rangle, \langle \hat{a}\hat{a}^2 \rangle, \langle \hat{a}^2\hat{a} \rangle \end{bmatrix}^T, \quad (C1)$$

where the symmetrically-ordering moment is defined as

$$\langle \hat{a}\hat{a}^2 \rangle_s = \frac{1}{2}(\langle \hat{a}\hat{a}^2 \rangle + \langle \hat{a}^2\hat{a} \rangle). \quad (C2)$$

This reduction directly corresponds to the classical limit of the fields, i.e., with the fields vector $\langle \hat{\Psi} \otimes \hat{\Psi} \rangle_{\text{eff}} = [\alpha^2, |\alpha|^2, \alpha^*\alpha]^T$. The corresponding effective evolution
matrix attains the following Sylvester form:

\[ M_2 \rightarrow M_2^{\text{eff}} = \begin{pmatrix} -2i\Delta & -2g & 0 \\ -g & 0 & -g \\ 0 & -2g & 2i\Delta \end{pmatrix}. \] (C3)

The corresponding reduction of the eigenvectors \( \psi^{(2)} \) is obtained similarly

\[ \psi^{(2)}_{\text{eff}} = \begin{pmatrix} e^{-2i\phi} & -1 & e^{2i\phi} \\ -e^{-i\phi} \sin(\phi) & e^{i\phi} \\ 1 & 1 & 1 \end{pmatrix}, \] (C4)

by combining together the second and third eigenvectors, due to the two-fold degeneracy of the eigenvalue \( \lambda = 0 \), and accompanied by merging everywhere the second and third elements of the initial eigenvectors in Eq. (C1). All the three eigenvectors in Eq. (C4) coalesce at the EP \( g_{\text{EP}} = \Delta \), to the singular vector \( \psi^{(2)}_{\text{EP}} = [-1, i, 1] \), implying that the order of the EP is three, and no other eigenstate exists, in drastic contrast with the genuine quantum regime.

---

Appendix D: Diabolic degeneracy in the eigenspace of the third-order field moments: Hybrid Diabolic-Exceptional Points

The vector of third-order field moments reads

\[ \left\langle \hat{\Psi} \right| \hat{a}^2 \right| \hat{a}^1 \rangle = \left[ \langle \hat{a}^3 \rangle, \langle \hat{a}^2 \rangle, \langle \hat{a}^1 \rangle, \langle \hat{a}^{12} \rangle, \langle \hat{a}^3 \rangle \right]^T. \] (D1)

The evolution matrix \( M_3 \) for the vector \( \langle \hat{\Psi} \rangle \) is obtained as follows

\[ M_3 = M_2 \oplus I_2 + I_4 \oplus M_1, \] (D2)

which results in

\[ M_3 = \begin{pmatrix} -3i\Delta & -g & -g & 0 & -g & 0 & 0 & 0 \\ -g & -i\Delta & 0 & -g & 0 & 0 & 0 & 0 \\ -g & 0 & -i\Delta & -g & 0 & 0 & 0 & 0 \\ 0 & -g & -g & i\Delta & 0 & 0 & 0 & -g \\ -g & 0 & 0 & 0 & -i\Delta & -g & 0 & 0 \\ 0 & -g & 0 & 0 & -g & i\Delta & 0 & -g \\ 0 & 0 & -g & 0 & -g & 0 & i\Delta & -g \\ 0 & 0 & 0 & -g & 0 & -g & 0 & 3i\Delta \end{pmatrix}. \] (D3)

Its eigenvalues \( \lambda_{ijk} \), according to Eq. (3), can be listed as

\[ \lambda^{(3)} = \begin{pmatrix} \lambda_{111} & \lambda_{112} & \lambda_{121} & \lambda_{122} & \lambda_{211} & \lambda_{212} & \lambda_{221} & \lambda_{222} \\ 3s & s & -s & s & -s & -s & -s & -3s \end{pmatrix}, \] (D4)

where \( s = \sqrt{g^2 - \Delta^2} \). The corresponding eigenvectors are easily found, according to Eq. (2):

\[ \psi^{(3)} = \begin{pmatrix} -e^{-3i\phi} & e^{-i\phi} & e^{-i\phi} & e^{i\phi} & e^{i\phi} & e^{-i\phi} & e^{-i\phi} & e^{i\phi} & e^{3i\phi} \\ e^{-2i\phi} & e^{-2i\phi} & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\ e^{-2i\phi} & -1 & e^{-2i\phi} & 1 & 1 & e^{2i\phi} & e^{2i\phi} & e^{2i\phi} & 1 \\ -e^{-i\phi} & -e^{-i\phi} & -e^{-i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} \\ e^{-2i\phi} & -1 & -1 & e^{2i\phi} & e^{-2i\phi} & 1 & 1 & 1 & 1 \\ -e^{-i\phi} & -e^{-i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} \\ -e^{-i\phi} & e^{i\phi} & e^{-i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} & e^{i\phi} \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{pmatrix}. \] (D5)

It is seen, that two eigenvalues \( \pm \sqrt{g^2 - \Delta^2} \) are triply degenerate. At the EP \( g = \Delta \), the Jordan form of \( M_3 \)
which implies the existence of one NDEP of fourth order, and one DDEP, which consists of two diabolically degenerate EPs of second-order.

In order to lift the degeneracy of DDEP, one can induce a specific perturbation to the matrix $M_3$, i.e., $M_3 \rightarrow M_3 + \epsilon P$, where $\epsilon$ denotes the perturbation strength. The matrix $P$ can read:

$$ P = \text{diag}[1, 0, 0, 1, 0, 0, 0, 0]. $$  \hspace{1cm} (D7)

The result of such a perturbation on the eigenvalues of $M_3$ is shown in Fig. 3 in the main text. Other choices of perturbation do not necessarily lead to the DDEP detection. Note that the perturbation is actually fictitious because of the symmetry protection of the evolution matrix $M_3$ in the FM space. Indeed, by unfolding the evolution matrices $M_3$ from the first-order moments $2 \times 2$ matrix $M_1$, it is impossible to attain such a perturbed matrix $M_3$. However, the formation of such DDEP in the spectrum can be checked by mapping the evolution matrix $M_3$ to a certain real-space photonic-lattice Hamiltonian.

**Appendix E: Biorthogonality of the eigenvectors**

In order to make the solution of the eigendecomposition of the studied complex matrices complete, we briefly mention the notion of the biorthogonality. Because of the complex nature of the evolution matrices $M_m \in \mathbb{C}$, the right eigenvectors $\psi^{(m)}_j$ in Eq. (2) are, in general, not orthogonal [37]. However, by introducing the notion of biorthogonality, i.e., when the inner product is defined by means of both left and right eigenvectors of a complex matrix, one may overcome the difficulty. The left eigenvectors of a complex matrix $M_m$ are defined as

$$ M_m^\dagger \xi^{(m)}_j = \lambda^{(m)}_j \xi^{(m)}_j. $$  \hspace{1cm} (E1)

And the biorthogonality condition reads

$$ \sum_p \xi_j^{(m)*}(p) \psi_k^{(m)}(p) = \delta_{jk}. $$  \hspace{1cm} (E2)

The biorthogonality condition in Eq. (E2) is necessary when determining the decomposition of arbitrary vector on right eigenvectors. However, in our study, we exclusively focus on the eigenspace spanned by the right eigenvectors of the studied quadratic systems.

---
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