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Abstract

In this article we consider the KPZ fixed point starting from a two-sided Brownian motion with an arbitrary diffusion coefficient. We apply the integration by parts formula from Malliavin calculus to establish a key relation between the two-point (correlation) function of the spatial derivative process and the location of the maximum of an Airy process plus Brownian motion minus a parabola. Integration by parts also allows us to deduce the density of this location in terms of the second derivative of the variance of the KPZ fixed point. In the stationary regime, we find the same density related to limit fluctuations of a second-class particle. We further develop an adaptation of Stein’s method that implies asymptotic independence of the spatial derivative process from the initial data.

1 Introduction

Growth models in the one dimensional Kardar-Parisi-Zhang (KPZ) universality class are usually described by a growing interface represented by height function \( h(x,t) \) at time \( t \geq 0 \), over a one-dimensional substrate \( x \in \mathbb{R} \), whose evolution undergoes a stochastic local dynamics subject to three key features: smoothing, slope dependent growth speed and space-time locally correlated noise. The canonical example is the KPZ equation \[ \partial_t h = \partial_x^2 h + (\partial_x h)^2 + \xi, \]
where \( \xi \) is a space-time white noise. The scaling behaviour of this equation should be the same as that of the models that share these three features, and the long time limit distributions should be universal within certain geometry dependent subclasses that are encoded by the scaling properties of the initial growth profile \[ f(x), \] Illustrations of natural growth phenomena within this universality class include turbulent liquid crystals, bacteria colony growth and paper wetting \[ \text{[25, 44]}. \] All models in the KPZ universality class, under the \( 1 : 2 : 3 \) scaling transformation \( h(x,t) \mapsto c_1 \epsilon^1 h(c_2 \epsilon^{-2} x, \epsilon^{-3} t) - C_{\epsilon} t \), are conjectured to converge to a universal fluctuating field \( h_{\epsilon}(x) \), as \( \epsilon \searrow 0 \), called the KPZ fixed point \[ \text{[17]}. \] The prefactor \( C_{\epsilon} \) is the macroscopic speed at \( x = 0 \) and the constants \( c_1 \) and \( c_2 \) may depend on the distributional details of the model. The geometry dependent subclasses are then determined by the initial profile \( f_0(x) \).

In the last two decades a great progress was made by considering stochastic integrable growth models, notably the totally asymmetric simple exclusion process (TASEP) \[ \text{[3, 9, 26, 31, 41]} \] and the polynuclear growth model (PNG) \[ \text{[2, 6, 27, 37]} \], that lead to a detailed description of the Markov interface evolution \( \{ h_t(x), x \in \mathbb{R} \}_{t \geq 0} \) through the calculation of its functional transition probabilities as a Fredholm determinant formula. For the Cole-Hopf solution of the KPZ equation the one-point marginal limit fluctuations were proved in \[ \text{[11, 8]}. \] The state space for the KPZ fixed point is the collection \( UC \) of upper semicontinuous generalised functions satisfying a linear growth
Although the initial data in UC can be very irregular, for every $t > 0$ the process takes values in real valued functions that look locally like Brownian motion $[13, 31, 36, 43]$ and, for fixed $x \in \mathbb{R}$, the time evolution is locally $1/3$– Hölder continuous $[31]$. Three renowned examples are as follows: The Airy$_2$ process (narrow wedge initial profile),

$$h_1(x) + x^2 = A_2(x), \text{ where } h_0(x) = -\infty \text{ for all } x \neq 0 \text{ and } h_0(0) = 0;$$

The Airy$_1$ process (flat initial profile),

$$h_1(x) = 2^{1/3} A_1(2^{-2/3} x), \text{ where } h_0(x) = 0 \text{ for all } x \in \mathbb{R};$$

The Airy$_\text{stat}$ process (Brownian initial profile),

$$h_1(x) = A_{\text{stat}}(x), \text{ where } h_0 \equiv \text{two-sided Brownian motion with } \text{Var}(h_0(1)) = 2.$$  

The two-sided Brownian motion with $\text{Var}(h_0(1)) = 2$ plays an important role since it gives the stationary KPZ fixed point in the sense that the distribution of $(h_t(x) - h_t(0), \, x \in \mathbb{R})$ remains the same at all times. These three subclasses are characterized by the following marginal distributions at $x = 0$: the GUE Tracy-Widom $[45]$, the GOE Tracy-Widom $[46]$ and and Baik-Rains distributions $[6]$, respectively. For general initial data, where $h_0 = h$ is fixed, the one-point marginal

$$F_h(x,t,r) := P\{h_t(x) \leq r\},$$

are differentiable with respect to $(x,t,r)$ and $\partial_t^2 \log F_h$ solves the KP-II equation $[39]$. The KPZ fixed point also has a variational description $[15, 17, 31]$

$$h_1(x) = \max_{z \in \mathbb{R}} \{ h(z) + A_2(z) - (x - z)^2 \}, \quad (1.1)$$

that points the importance of the Airy$_2$ process. The variational formula (1.1) is valid in a broader sense and the KPZ fixed point has an alternative description as a stochastic flow constructed from the directed landscape $L(z,s; x,t) [18]$, a random continuous four dimensional field that can be seen as a metric between the space time points $(z,s)$ and $(x,t)$, with $s < t$. In this article we apply the integration by parts formula from Malliavin calculus to analyse the two-point (correlation) function of the distribution valued spatial derivative process $\partial_x h_t$, where at time zero we have white noise with strength $\beta^2$. This process can be thought of as the stochastic Burgers fixed point, presumably the scaling limit of the stochastic Burgers equation $\partial_t u = \partial_x u^2 + \partial_x^2 u + \partial_x \xi$, that relates to the KPZ equation by the transformation $u = \partial_x h$. We show that the directed landscape provides a geometrical description of the Malliavin derivative of an observable of $\partial_x h_t$ in terms of the a.s. unique location of the maximum in (1.1) at $x = 0$ $[36]$, defined as

$$Z := \arg \max_{z \in \mathbb{R}} \{ h(z) + A_2(z) - z^2 \}. \quad (1.2)$$

This description is combined with integration by parts to derive the two-point function, and the density of $Z$, in terms of the second derivative of the variance of $h_1(x)$. We go beyond the analysis of the correlation and combine the previous results with Malliavin-Stein method to prove that the joint law of observables of the system with respect to $\partial_x h_0$ and $\partial_x h_t$ is close, in the Wasserstein
metric, to the product measure induced by its marginals (asymptotic independence). Next we explain the main results of this article with more details.

The analysis is restricted to an initial profile $h_0(x) = \beta b(x)$, where $\beta > 0$ and the stochastic process $b \equiv (b(x), x \in \mathbb{R})$ is a standard two-sided Brownian motion. In order to not overload notation, we keep the dependency on the parameter $\beta$ implicit, and the underlying probability measure $P = P_\beta$ is the product measure induced by the initial profile and the transition probabilities of the KPZ fixed point. This class of distributions labeled by $\beta \geq 0$ was also considered in [11], where you can see the plot of the probability densities of $h_1(0)$ obtained by TASEP Monte Carlo simulations (with $\beta^2 = 2\sigma^2$ there). Recall that the time stationary regime is given by $\text{Var} h_0(1) = \beta^2 = 2$. The observable of the system at time $t \geq 0$ is defined as

$$X^\phi_t := \int_{\mathbb{R}} \phi \partial_x h_t dx,$$

where $\phi : \mathbb{R} \to \mathbb{R}$ is a given deterministic test function. Later in the text we provide a precise meaning of the integral, and what kind of test functions we are considering. Since $h_0$ is assumed to be a Brownian motion, $X^\phi_0$ is defined as the Wiener integral of $\phi$ with respect to $\partial_x h_0 dx = \beta dB$, but for $t > 0$ we need to be more careful in the definition of $X^\phi_t$. Observe that $X^\phi_0$ is Gaussian random variable with mean zero and variance $\beta^2 \| \phi \|^2_{L^2(\mathbb{R})}$, where $\| \phi \|^2_{L^2(\mathbb{R})}$ denotes the $L^2$-norm of $\phi \in L^2(\mathbb{R})$.

The KPZ two-point function is given by the cross correlation of the differentials $\partial_x h_0(u)$ and $\partial_x h_t(v)$, which is expected to be a nonnegative function $C_\beta$ of $z = v - u$ (by space stationarity of the initial data) and $t$ such that

$$\text{Cov}(X^\phi_0, X^\phi_t) = \text{E}[X^\phi_0 X^\phi_t] = \int_{\mathbb{R}^2} \phi_1(u) \phi_2(v) C_\beta(v - u, t) du dv$$

(1.3)

Notice that, if (1.3) is true then by a simple change of variable and Fubini’s theorem, it can be rewritten as

$$\text{E} [X^\phi_0 X^\phi_t] = \int_{\mathbb{R}^2} \phi_1(u) \phi_2(v) C_\beta(v - u, t) du dv = \int_{\mathbb{R}} \phi_1 \star \phi_2(z) C_\beta(z, t) dz,$$

in terms of the cross correlation of the test functions $\phi_1$ and $\phi_2$, defined as

$$\phi_1 \star \phi_2(z) := \int_{\mathbb{R}} \phi_1(u) \phi_2(u + z) du.$$  

(1.4)

The first result in order to prove (1.3) and to determine $C_\beta$ is the following (Theorem 1):

$$\text{E} [X^\phi_0 X^\phi_t] = \beta^2 \text{E} \left[ \phi_1 \star \phi_2 \left( t^{2/3} Z \right) \right],$$

where $Z$ is given by (1.2). The proof of (1.5) uses the integration by parts formula from Malliavin calculus, which naturally appears to express the left hand side of (1.5) as the expected value of the

---

1 This claim is motivated by the study of the totally asymmetric simple exclusion process, where the two-point function is proportional to the probability function of a second-class particle [33].
The inner product between the Malliavin derivative of $X_t^{\phi_2}$ with respect to the initial data $b$ and the test function $\phi_1$.

Formula (1.5) indicates the relation between the KPZ two-point function and the density of $Z$, and we can actually use integration by parts again to compute the distribution of $Z$ in terms of the variance of $\mathfrak{h}_1(x)$ as follows (Theorem 2). The KPZ scaling function $g_\beta$ is defined as

$$g_\beta(x) := \text{Var} \mathfrak{h}_1(x),$$

where the variance is computed with respect to the product measure $P = \mathbb{P}_\beta$ induced by the random initial profile $\beta b$ and the transition probabilities of the KPZ fixed point. We denote the distribution function of $Z$ by

$$F_\beta(x) := \mathbb{P}[Z \leq x] = \mathbb{P}_\beta[Z \leq x].$$

We will prove that $g_\beta$ is differentiable with respect to $x$ and that (Theorem 2)

$$g'_\beta(x) = \beta^2 (2F_\beta(x) - 1). \quad (1.6)$$

Differentiability of $g_\beta$ also follows from differentiability of the kernel in the Fredholm determinant formula for the probability law of $\mathfrak{h}_1(x)$ [31, 39] (plus some uniform estimates to differentiate under the integral sign). The function $g_\beta$ is twice differentiable with respect to $x$ and, as a corollary of (1.5) and (1.6), $Z$ has the density

$$f_\beta(x) = \frac{g''_\beta(x)}{2\beta^2}, \quad (1.7)$$

which finally shows that

$$\mathbb{E} \left[ X_t^{\phi_1} X_t^{\phi_2} \right] = \int_{\mathbb{R}} \phi_1 \ast \phi_2(z) \frac{g''_\beta(zt^{-2/3})}{2t^{2/3}} dz \quad \text{and} \quad C_\beta(z,t) = \frac{g''_\beta(zt^{-2/3})}{2t^{2/3}}. \quad (1.8)$$

In the stationary regime $\beta^2 = 2$ the KPZ scaling function is commonly denoted $g_{\text{sc}} \equiv g_{\sqrt{2}}^\prime$, and (1.8) was already obtained by using TASEP approximations to the KPZ fixed point [4, 21, 31, 38]. The distribution of $\mathfrak{h}_1(x)$ has an explicit formulation in terms of the Painlevé II equation [0, 39], which is also related to the KP-II equation [39], or in terms of the Tracy-Widom GUE distribution and the Airy kernel [4, 21, 38]. In [4] one can see the numerical method developed to compute $f_{\text{KPZ}} \equiv f_{\sqrt{2}} = g''_{\text{sc}}/4$, as the plot of its graph. As it was pointed out in [21, 38], the same density (1.7) appears as the limit fluctuations of a second class particle in the PNG and TASEP stationary regimes, which is consistent with the well known duality between maximizers and second-class particles [7, 10]. In the physics literature, the relation between the density of the location of the maximum in the stationary regime and $g''_{\text{sc}}/4$ was predicted using Bethe ansatz calculations [29], while in [30] it was based on a linear response method applied to the stationary stochastic Burgers equation [24], which resembles in some aspects the computation of the Malliavin derivative at a fixed direction (compare equation (8) in [30] with (2.7) in next section). KPZ correlations starting from Brownian profiles were also tested in experimental systems of growing liquid crystal turbulence [25].

Some of the novelties in this article are: the rigorous deduction of (1.8) in terms of the variance of $\mathfrak{h}_1(x)$ for every value of $\beta > 0$, which is related to the predictions raised in [11] about the behaviour of the two-point function; the explicit relation (1.7) with the density of $Z$; the method of proof by
means of Malliavin calculus applied to the directed landscape formulation of the KPZ fixed point.

For flat profile \( h_0 \equiv 0 \), which corresponds to \( \beta = 0 \), the distribution of \( Z \) was computed in \([32]\) by a direct calculation using a Fredholm determinant formula for the probability that \( A_2(z) \leq a(z) \) on a finite interval \([16]\), where \( a(z) \) was essentially a parabola. In the same \( \beta = 0 \) regime, a different formula for the density of \( Z \) was obtained in \([5, 42]\). In the Brownian case the same type of determinant calculation faces the problem that \( a(z) \) is going to be a parabola plus a sample of a Brownian motion, and then one has to integrate out the resulting formula with respect to Brownian motion, which seems to lead us to a problem with no way out. We note that by space stationarity of the Airy\(_1\) process \( g_0(x) = g_0(0) \) for all \( x \in \mathbb{R} \). On the other hand, since \( F_\beta \to F_0 \), as \( \beta \downarrow 0 \), by \((1.6)\), one has that

\[
\frac{\partial^2 g_0'(x)}{2} = \lim_{\beta \downarrow 0} \beta^{-2} g_\beta'(x) = 2F_0(x) - 1.
\]

This points out an alternative way to compute the distribution of \( Z \) in the flat case, as soon as one can obtain an explicit formula for the left hand side of \((1.9)\), and a natural candidate for \( F_0 \) arises by taking the second derivative of \( g_\beta'(x) \) with respect to \( \beta \) and evaluating at \( \beta = 0 \). Another interesting aspect is the \( \beta \to \infty \) regime \([11]\), where the Airy\(_2\) process becomes irrelevant and

\[
\lim_{\beta \to \infty} \beta^{-2/3} Z \stackrel{\text{dist.}}{=} \arg \max_{u \in \mathbb{R}} \{ b(u) - u^2 \},
\]

which has the well known Chernoff’s distribution \( F_{\text{Ch}} \) \([22]\). Thus, by \((1.6)\),

\[
\lim_{\beta \to \infty} \frac{g_\beta'( \beta^{2/3} x) }{ \beta^2 } = 2F_{\text{Ch}}(x) - 1,
\]

and one might also expect that

\[
\lim_{\beta \to \infty} \frac{g_\beta''( \beta^{2/3} x) }{ 2 \beta^{4/3} } = f_{\text{Ch}}(x),
\]

where \( f_{\text{Ch}} \) is the density of \( F_{\text{Ch}} \).

After studying the cross correlation between \( X_0^{\phi_1} \) and \( X_t^{\phi_2} \), we turn to a more delicate issue related to quantifying the distance between the joint law \( \theta_t = \mathbb{P}_{X_0^{\phi_1}, X_t^{\phi_2}} \) of the random vector \( (X_0^{\phi_1}, X_t^{\phi_2}) \), and the product measure \( \eta_t = \mathbb{P}_{X_0^{\phi_1}} \otimes \mathbb{P}_{X_t^{\phi_2}} \) induced by its marginals. To reach that goal we develop a simple adaptation of Malliavin-Stein method, which allows us to prove the following upper bound (Theorem \(3\)):

\[
\text{Wass}(\eta_t, \theta_t) \leq \frac{\beta}{\| \phi_1 \|_{L^2(\mathbb{R})}} \sqrt{\frac{\pi}{2}} \mathbb{E} \left[ |\psi_1| \ast |\phi_2| \left( t^{2/3} Z \right) \right] = \frac{1}{\beta \| \phi_1 \|_{L^2(\mathbb{R})}} \sqrt{\frac{\pi}{2}} \int_{\mathbb{R}} |\psi_1| \ast |\phi_2| (z) g_\beta''(zt^{-2/3}) \frac{dz}{2t^{2/3}}, \quad (1.11)
\]

where \( \text{Wass}(\eta_t, \theta_t) \) denotes the Wasserstein distance between the probability measures \( \eta_t \) and \( \theta_t \), and \( \psi_1' = \phi_1 \) with \( \psi_1(0) = 0 \).
By (1.11), the distance to independence exhibited by the joint law of $X^\phi_0$ and $X^\phi_t$ scales as $t^{2/3}$, and the limit behaviour is connected to
\[
\lim_{t \to \infty} \int_{\mathbb{R}} |\psi_1| \ast |\phi_2'(z)| \frac{g''(zt^{-2/3})}{2} dz = \frac{g''(0)}{2} \int_{\mathbb{R}} |\psi_1|(u) du \int_{\mathbb{R}} |\phi_2'(v)| dv.
\] (1.12)

However to justify (1.12), one needs more information on $g''$. This function should be bounded by $g''(0)$ for all $\beta > 0$, which is sufficient to obtain (1.12) (by dominated convergence). For $\beta = \sqrt{2}$ this is known [38], and a numerical computation shows that $g''(0) \approx 2.16$. For $\beta \searrow 0$ one can use that $g''(0) \approx 2 \beta^2 f_0(0)$ [32] while for $\beta \nearrow \infty$, $g''(0) \approx 2 \beta^{4/3} f_{Ch}(0)$ [22].

The relation between Malliavin calculus and Stein’s method is a current research topic in the field of stochastic partial differential equations, where it can be used to prove a central limit theorem for the spatial integral of a solution [23, 34]. To the best of our knowledge, it is the first time that this two subjects are combined to obtain asymptotic independence from the initial data. The ideas presented in Stein’s methods are adequately general to be able to apply to approximations by distributions other than the normal, such as Poisson, binomial or exponential [40], and it can be used to prove asymptotic independence for other Markov processes as well, such as queues in tandem, particle systems and solutions of stochastic differential equations, which is left for future works.

**Organization** In Section 2 we give a more detailed introduction of the KPZ fixed point and state the main results: Theorem 1, Theorem 2 and Theorem 3. In Section 3 we prove some $L^2$ estimates for the KPZ fixed point, and in Section 4 we introduce the basic tools from Malliavin calculus and prove Theorem 1 and Theorem 2. In Section 5 we develop an adaptation of Stein’s method, having in mind the product measure as our target measure, and prove Theorem 3.
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2 The KPZ Fixed Point

Let UC denote the space of functions $f : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ such that: (i) $\limsup_{x \to y} f(x) \leq f(y)$ (upper semicontinuity); (ii) $f(x) \leq C_1 |x| + C_2$ for all $x \in \mathbb{R}$, for some $C_1, C_2 < \infty$; (iii) $f(x) > -\infty$ for some $x \in \mathbb{R}$. The state space UC can be endowed with the topology of local convergence turning it into a Polish space (Section 3.1 [31]), such that the collection composed by cylindrical subsets of UC,
\[
C_\mathcal{Y}(\vec{x}, \vec{a}) := \left\{ f \in \text{UC} : f(x_1) \leq a_1, \ldots, f(x_m) \leq a_m \right\} \text{ for } \vec{x}, \vec{a} \in \mathbb{R}^m,
\]
is a generating sub-algebra for the Borel $\sigma$-algebra over UC. The KPZ fixed point $h_t(\cdot), t \geq 0$, with $h_0 = h \in UC$, is the unique time homogeneous Markov process taking values in UC with transition probabilities given by

$$P_h[h_t \in Cy(\vec{x}, \vec{a})] = \det \left( I - K^h_{t_\vec{x}, \vec{a}} \right)_{L^2(x_1, \ldots, x_m) \times \mathbb{R}},$$

when restricted to the sub-algebra composed by cylindrical subsets. This process was introduced by Matetski, Quastel and Remenik (Definition 3.12 in [31]) to describe the limit fluctuations of the rescaled height function associated to the TASEP, started from an initial data for which the diffusive scaling limit is given by $h$. On the right hand side of (2.1) we have a Fredholm determinant of the integral operator $K^h_{t_\vec{x}, \vec{a}}$, whose definition we address to [31] ($I$ is the identity operator), where we have the counting measure on $\{x_1, \ldots, x_m\}$ and the Lebesgue measure on $\mathbb{R}$. As mentioned in the introduction, from this formula one can recover several of the classical Airy processes by starting with special profiles for which the respective operators are explicit (see Section 4.4 of [31]). One of the central features of the KPZ fixed point is the so called 1:2:3 scaling invariance:

$$S_{\gamma} : h_{\gamma^{-1} t}(\cdot ; S_{\gamma} h) \overset{dist.}{=} h_t(\cdot ; h), \text{ where } S_{\gamma} f(x) := \gamma^{-1} f(\gamma^{-1} x). \quad (2.2)$$

This Markov process has an alternative description in terms of a variational formula initially introduced by Corwin, Quastel and Remenik [17], and then rigorously constructed by Dauvergne, Ortmann and Virág [18] in terms of the directed landscape, the unique four-dimensional continuous random field $L : \mathbb{R}_+^4 \to \mathbb{R}$, where $\mathbb{R}_+^4 := \{(z, s; x, t) : s < t \text{ and } z, x \in \mathbb{R}\}$, that satisfies the following properties:

- Independent increments: if $\{(t_i, s_i) : i = 1, \ldots, k\}$ is a collection of disjoint intervals then $\{L(\cdot, t_i; \cdot, s_i + 1) : i = 1, \ldots, k\}$ is a collection of independent two-dimensional random fields.
- Metric composition: almost surely

$$L(x, r; y, t) = \max_{z \in \mathbb{R}} \left\{ L(x, r; z, s) + L(z, s; y, t) \right\}, \forall (x, r; y, t) \in \mathbb{R}_+^4 \text{ and } s \in (r, t).$$
- Airy sheets marginals: for fixed time $t \in \mathbb{R}$ and $s > 0$

$$\{L(x, t; y, t + s^2) : (x, y) \in \mathbb{R}^2\} \overset{dist.}{=} \{sL(x/s^2, y/s^2) : (x, y) \in \mathbb{R}^2\},$$

where $L(x, y) := A(x, y) - (x - y)^2$ and $A : \mathbb{R}^2 \to \mathbb{R}$ is a random stationary and symmetric field, namely the Airy sheet, that is uniquely determined as a functional of the Airy line ensemble [13, 18]. Furthermore, for fixed $y \in \mathbb{R}$,

$$\{A(x, y) : x \in \mathbb{R}\} \overset{dist.}{=} \{A_2(x) : x \in \mathbb{R}\}.$$

Due to the parabolic drift towards $-\infty$, a.s. for all $s < t$ and $x \in \mathbb{R}$, the random function $z \mapsto h(z) + L(z, s; x, t)$ attains its maximum on a compact set and, due to metric composition, the process

$$h_{s, t}(x; h) := \max_{z \in \mathbb{R}} \left\{ h(z) + L(z, s; x, t) \right\}, \quad (2.3)$$

---

In [19, 33] it was proved that the variational formula [28] describes the KPZ fixed point defined through the transitions [21], and also convergence of several integrable models to the KPZ fixed point.
defines a time homogeneous Markov evolution acting on \(\mathcal{UC}\), with \(\mathfrak{h}_{0,0} = \mathfrak{h}\) and transition probabilities determined by (2.1) [33]. By (2.3),

\[
A(x, y) = \mathfrak{h}_{0,1}(y; \mathfrak{d}_x) + (x - y)^2, \quad \text{where} \quad \mathfrak{d}_x(z) = \begin{cases} 0 & \text{for } z = x \\ -\infty & \text{for } z \neq x. \end{cases}
\]

The set

\[
\arg \max_{z \in \mathbb{R}} \left\{ \mathfrak{h}(z) + \mathcal{L}(z, s; x, t) \right\} := \left\{ z \in \mathbb{R} : \mathfrak{h}(z) + \mathcal{L}(z, s; x, t) = \mathfrak{h}_{s,t}(x; \mathfrak{h}) \right\},
\]

is compact and we also consider the process defined by the rightmost location of the maximum

\[
Z_{s,t}(x; \mathfrak{h}) := \max_{z \in \mathbb{R}} \left\{ \mathfrak{h}(z) + \mathcal{L}(z, s; x, t) \right\}.
\] (2.4)

For \(s = 0\), fixed \(t > 0\) and \(x \in \mathbb{R}\), a.s. the maximum is attained at a unique location (see Section 3.1 and Proposition 5 in [36]), however this is not true simultaneously for all \(x \in \mathbb{R}\) [14].

In what follows, given a measure space \(\mathcal{M}\), we denote \(\| \cdot \|_{L^p(\mathcal{M})}\) the usual \(L^p(\mathcal{M})\) norm and \(\langle \cdot, \cdot \rangle_{L^2(\mathcal{M})}\) the usual \(L^2(\mathcal{M})\) inner product. When \(\mathcal{M} = \mathbb{R}\) we are always considering the Lebesgue measure over \(\mathbb{R}\) endowed with the Borel \(\sigma\)-algebra. We work with the following additional function spaces: the space \(\mathcal{C}^1_b(\mathbb{R})\) of all continuously differentiable real valued functions on \(\mathbb{R}\) of bounded support; the space \(\text{SS}(\mathbb{R})\) of step real valued functions on \(\mathbb{R}\) of bounded support, that is there exist \(n \geq 1\), \(c_i \in \mathbb{R}\) and \(x_{i-1} \leq x_i\) for \(i = 1, \ldots, n\) such that \(\phi(x) = c_i\) for \(x \in (x_{i-1}, x_i]\) and \(\phi(x) = 0\) if \(x \leq x_0\) or \(x > x_n\). Let \(\mathfrak{b}\) denote a standard two-sided Brownian motion \((\mathfrak{b}(x), x \in \mathbb{R})\), that can be obtained by taking two independent standard Brownian motions \((\mathfrak{b}^+(x), x \geq 0)\) and \((\mathfrak{b}^-(x), x \geq 0)\) starting at 0, and defining \(\mathfrak{b}(x) := \mathfrak{b}^+(x)\) for \(x \geq 0\) and \(\mathfrak{b}(x) := \mathfrak{b}^-(x)\) for \(x < 0\). We work with an initial profile \(\mathfrak{h}_0 \equiv \beta \mathfrak{b}\) where \(\beta > 0\) is a fixed parameter. By assumption, the Brownian motion \(\mathfrak{b}\) and the directed landscape \(\mathcal{L}\) are independent processes.

As mentioned before, another important symmetry of the KPZ fixed point is related to time stationarity (up to a vertical shift): if \(\mathfrak{h}_0 = \sqrt{2}\mathfrak{b}\) then

\[
\Delta \mathfrak{h}_t(\cdot) \overset{\text{dist.}}{=} \mathfrak{h}_0(\cdot), \quad \text{for all } t \geq 0, \tag{2.5}
\]

where \(\Delta \mathfrak{f}(x) := \mathfrak{f}(x) - \mathfrak{f}(0)\) for \(x \in \mathbb{R}\). To keep notation as simple as possible, from now on we denote

\[
\mathfrak{h}_t(\cdot) \equiv \mathfrak{h}_{0,t}(\cdot; \beta \mathfrak{b}) \text{ and } Z_t(\cdot) \equiv Z_{0,t}(\cdot; \beta \mathfrak{b}),
\]

and keep the dependence on \(\beta\) implicit. Note that \(Z_1(0) \overset{\text{dist.}}{=} Z\) as in [12]. For \(t > 0\) and \(\beta \neq \sqrt{2}\) we consider the following integrals with respect to \(\partial_x \mathfrak{h}_t\):

\[
\phi \in \mathcal{C}^1_b(\mathbb{R}) \mapsto \int_\mathbb{R} \phi \partial_x \mathfrak{h}_t dx := -\int_\mathbb{R} \phi'(x) \mathfrak{h}_t(x) dx,
\]

and

\[
\phi \in \text{SS}(\mathbb{R}) \mapsto \int_\mathbb{R} \phi \partial_x \mathfrak{h}_t dx := \sum_{i=1}^n c_i \left( \mathfrak{h}_t(x_i) - \mathfrak{h}_t(x_{i-1}) \right)
\]
where $\phi(x) = c_i$ for $x \in (x_{i-1}, x_i]$ and $\phi(x) = 0$ if $x \leq x_0$ or $x > x_n$. For $\beta = \sqrt{2}$, we use time stationarity \([2.5]\) and take the Wiener integral of $\phi \in L^2(\mathbb{R})$ with respect to $\partial_x \mathfrak{h}_t$. Recall that we are considering the following observables,\n
$$X_0^{\phi_1} := \int_{\mathbb{R}} \phi_1 \partial_x \mathfrak{h}_0 dx \text{ and } X_t^{\phi_2} := \int_{\mathbb{R}} \phi_2 \partial_x \mathfrak{h}_t dx,$$

where $X_0^{\phi_1}$ is the Wiener integral of $\phi \in L^2(\mathbb{R})$ with respect to $\partial_x \mathfrak{h}_0 dx = \beta db$, which is a Gaussian random variables with zero mean and variance $\beta^2 \|\phi_1\|_{L^2(\mathbb{R})}$. Recall also that the cross correlation $\phi_1 \ast \phi_2$ of $\phi_1$ and $\phi_2$ is defined in \([1.4]\) and the random variable $Z$ is defined in \([1.2]\).

**Theorem 1** We have that

$$\mathbb{E} \left[ X_0^{\phi_1} X_t^{\phi_2} \right] = \beta^2 \mathbb{E} \left[ (\phi_1 \ast \phi_2) \left( t^{2/3} Z \right) \right].$$

**Theorem 2** Let $g_\beta(x) := \text{Var} [h_1(x)] \text{ and } F_\beta(x) := \mathbb{P} \left[ Z \leq x \right]$. Then $g_\beta$ is differentiable and

$$g_\beta'(x) = \beta^2 \left( 2F_\beta(x) - 1 \right).$$

In particular, $g_\beta'$ is absolutely continuous iff $Z$ has a density $f_\beta$. In this case, we also have that

$$f_\beta(x) = \frac{g_\beta''(x)}{2\beta^2} \text{ and } \mathbb{E} \left[ X_0^{\phi_1} X_t^{\phi_2} \right] = \int_{\mathbb{R}} (\phi_1 \ast \phi_2) (z) \frac{g_\beta''(zt^{-2/3})}{2t^{2/3}} dz.$$

As it was mentioned before, twice differentiability of $g_\beta$ follows from the Fredholm determinant formula for the distribution of the KPZ fixed point \([31, 39]\). The proof of both theorems relies on the integration by parts formula from Malliavin calculus \([34]\) as follows. Let $\phi \in L^2(\mathbb{R})$ and denote $W(\phi) = \int_{\mathbb{R}} \phi db$. If the random variable $X$ is Malliavin differentiable with respect to $b$ then

$$\mathbb{E} \left[ W(\phi) X \right] = \mathbb{E} \left[ (DX, \phi)_{L^2(\mathbb{R})} \right],$$

where $DX = (DX(x), x \in \mathbb{R})$ is the Malliavin derivative of $X$ with respect to $b$. This formula naturally leads to

$$\mathbb{E} \left[ X_0^{\phi_1} X_t^{\phi_2} \right] = \beta \mathbb{E} \left[ W(\phi_1) X_t^{\phi_2} \right] = \beta \mathbb{E} \left[ (DX_t^{\phi_2}, \phi_1)_{L^2(\mathbb{R})} \right].$$

We will show that $X_t^{\phi}$ is Malliavin differentiable with respect to $b$ and that

$$\|DX_t^{\phi}\|_{L^2(\Omega \times \mathbb{R})} = \beta \|\phi\|_{L^2(\mathbb{R})} \text{ and } \mathbb{E} \left[ (DX_t^{\phi_2}, \phi_1)_{L^2(\mathbb{R})} \right] = \beta \mathbb{E} \left[ (\phi_1 \ast \phi_2) \left( t^{2/3} Z \right) \right].$$

From \([2.7]\) and \([2.8]\), we will deduce Theorem 1. For a fixed realisation of $b$ and $L$, the function $x \in \mathbb{R} \mapsto Z_t(x)$ defined in \([2.4]\) is right continuous and non-decreasing (Proposition 2 \([36]\)), and by the 1:2:3 scale invariance \([2.2]\), for fixed $x \in \mathbb{R},$

$$Z_t(x) \overset{\text{dist.}}{=} x + t^{2/3} Z.$$
(Lemma [1]). Relying on the coalescence property of maximal paths [35], it is conjectured that the image of the function \( x \in \mathbb{R} \mapsto Z_t(x) \) is a locally finite stationary point process. If this is true and \( u_i < u_{i+1} \) denote the points of discontinuities of \( Z_t \) then we also expect that

\[
DX^\phi_t(x) = \beta \sum_{i \in \mathbb{Z}} \phi(u_{i+1}) \mathbb{I}_{(Z_t(u_i), Z_t(u_{i+1}))}(x),
\]

but we do not need this explicit form to proceed with the calculations.

The source of randomness comes from the initial data and the directed landscape used to construct the Markovian evolution. By assumption, these two sources are independent which allows us to use Malliavin calculus with respect to initial data \( b \), and then integrate it out with respect to the directed landscape \( L \). To understand from where (2.5) comes from we recall that if \( X \) is a functional of \( b \), then the Malliavin derivative defines a linear (and unbounded) random operator that can be interpreted as a directional derivative [34]: if \( \phi \in L^2(\mathbb{R}) \) and \( \psi(x) = \int_0^x \phi(z)dz \), with the convention that \( \int_0^x \equiv -\int_x^0 \) for \( x < 0 \), then

\[
\frac{d}{d\epsilon} X(b + \epsilon \psi) \bigg|_{\epsilon = 0} = \langle DX, \phi \rangle_{L^2(\mathbb{R})}.
\]

For \( X = \eta_1(0) \) we have that (recall (1.1) and (1.2))

\[
\frac{d}{d\epsilon} X(b + \epsilon \psi) \bigg|_{\epsilon = 0} = \beta \psi(Z) = \beta \int_0^Z \phi(z)dz \Rightarrow DX(z) = \begin{cases} 
\beta \mathbb{I}_{(0,Z]}(z) & \text{if } Z > 0 \\
-\beta \mathbb{I}_{(Z,\infty]}(z) & \text{if } Z \leq 0.
\end{cases}
\]

In this sense, (2.7) and (2.5) can be seen as a version of the covariance formula obtained for second-class particles and exit-points in stationary TASEP and PNG, where the proofs are also based on the addition of a small perturbation to the initial profile of the system, and the computation of the rate of change as the size of the perturbation goes to zero. For instance, see the proofs of Lemma 4.6 in [7], Theorem 2.1 in [10] and (2.12) in [38]. To prove Theorem 2 we link the variance of \( \eta_1(x) \) with the covariance between \( \eta_1(x) \) and \( \eta_0(x) \) by a simple calculation, and compute this covariance in terms of the Malliavin derivative of \( \eta_1(x) \). It is also remarkable that this simple relation between the variance and the covariance (covariance-variance reduction) was combined in [20] with tools from Malliavin calculus for concentration bounds to study aging for the stationary KPZ equation and related models.

After studying the covariance we turn to the problem related to quantifying the distance between the joint law \( \theta_t = \mathbb{P}_{X^{\phi_1}_t, X^{\phi_2}_t} \) and the product measure \( \eta_t = \mathbb{P}_{X^{\phi_1}_0} \otimes \mathbb{P}_{X^{\phi_2}_t} \) induced by the marginals of \( \theta_t \). The Wasserstein distance between the probability measures \( \eta \) and \( \theta \) over \( \mathbb{R}^2 \) is defined as

\[
\text{Wass}(\eta, \theta) := \sup \left\{ \int_{\mathbb{R}^2} ld\eta - \int_{\mathbb{R}^2} ld\theta \right\} : l \in \text{Lip}_1 \right\}, \quad (2.9)
\]

where \( l : \mathbb{R}^2 \rightarrow \mathbb{R} \) belongs to \( \text{Lip}_C \) if

\[
\|l\|_{\text{Lip}} := \sup_{(x_1, x_2) \neq (y_1, y_2)} \frac{|l(x_1, x_2) - l(y_1, y_2)|}{\|l(x_1, x_2) - l(y_1, y_2)\|_{\mathbb{R}^2}} \leq C,
\]

and \( \| \cdot \|_{\mathbb{R}^2} \) denotes the usual euclidean norm.
Theorem 3 Let \( \theta_t = P_{X_0^{\phi_1}, X_t^{\phi_2}} \) denote the joint law of \((X_0^{\phi_1} , X_t^{\phi_2})\) and let \( \eta_t = P_{X_0^{\phi_1}} \otimes P_{X_t^{\phi_2}} \) denote the product measure induced by the marginals of \( \theta_t \). Then

\[
\text{Wass} (\eta_t, \theta_t) \leq \frac{\beta}{\| \phi_1 \|_{L^2(\mathbb{R})}} \sqrt{\frac{\pi}{2}} E \left[ |\psi_1| \cdot |\phi_2| \left( \frac{t^2}{3} Z \right) \right],
\]

where \( \psi_1 = \phi_1 \) and \( \psi_1(0) = 0 \).

In general terms, Stein’s methods is composed by two parts [40]: (i) bound the distance between two probability measures in terms of the expectation of a certain functional of the underlying random element, that is constructed taking into account a characterizing property of the target measure (in our case, the product measure); (ii) develop techniques to bound the expectation appearing in the first part by exploring the structure provided by the random element. Let us forget about the time parameter for the moment, and denote \( X \sim N(0, \sigma^2) \) if \( X \) has a normal distribution with zero mean and variance \( \sigma^2 \). The characterizing operator of the target measure is

\[
\mathcal{N} f(x_1, x_2) := \sigma^2 \partial_{x_1} f(x_1, x_2) - x_1 f(x_1, x_2),
\]

in the sense that

\[
X_1 \sim N(0, \sigma^2) \text{ is independent of } X_2 \iff E [\mathcal{N} f(X_1, X_2)] = 0,
\]

for all continuously differentiable \( f : \mathbb{R}^2 \to \mathbb{R} \) with bounded derivatives (it does not specify the distribution of \( X_2 \)). Following Stein’s method, an upper bound for the Wasserstein distance between \( \theta = P_{X_1, X_2} \) and \( \eta = P_{X_1} \otimes P_{X_2} \) is derived in terms of the unique bounded solution \( f_t \) of the partial differential equation

\[
\sigma^2 \partial_{x_1} f(x_1, x_2) - x_1 f(x_1, x_2) = l(x_1, x_2) - E [l(X_1, X_2)], \quad (2.10)
\]

where \( l : \mathbb{R}^2 \to \mathbb{R} \) is a 1-Lipschitz function, in such way that the main estimate concerns the expected value of \( \mathcal{N} f_t(X_1, X_2) \) under the measure \( \theta \equiv P_{X_1, X_2} \) (one can actually take \( l \) continuously differentiable with bounded partial derivatives). Turning back to our KPZ context, on one hand we have \( X_1 = X_0^{\phi_1} \sim N(0, \sigma^2) \) with \( \sigma^2 = \beta^2 \| \phi_1 \|_{L^2(\mathbb{R})}^2 \). On the other hand, the integration by parts and the chain rule for Malliavin derivatives [34] imply that

\[
E \left[ X_0^{\phi_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] = \beta^2 \| \phi_1 \|_{L^2(\mathbb{R})}^2 E \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] + \beta E \left[ \partial_{x_2} f(X_0^{\phi_1}, X_t^{\phi_2}) \langle DX_t^{\phi_2}, \phi \rangle_{L^2(\mathbb{R})} \right],
\]

which yields to

\[
E \left[ \mathcal{N} f_t(X_0^{\phi_1}, X_t^{\phi_2}) \right] = -\beta E \left[ \partial_{x_2} f_t(X_0^{\phi_1}, X_t^{\phi_2}) \langle DX_t^{\phi_2}, \phi \rangle_{L^2(\mathbb{R})} \right]. \quad (2.11)
\]

The analyse of (2.10) shows that \( \| \partial_{x_2} f_t \|_{L^\infty(\mathbb{R}^2)} \leq \frac{1}{\sigma} \sqrt{\frac{2}{3}} \), and by (2.8) and (2.11) we get Theorem 3.
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3 \( L^2 \) Estimates for the KPZ Fixed Point

In order to apply Malliavin calculus to the KPZ fixed point we need to prove some estimates that will allow us to ensure that the target variables are square integrable. The underlying probability space \((\Omega, \mathcal{F}, \mathbb{P})\) that we work with can be constructed as a product space, \(\Omega := \Omega_1 \times \Omega_2\) and \(\mathcal{F} := \mathcal{F}_1 \otimes \mathcal{F}_2\), endowed with the product measure \(\mathbb{P} := \mathbb{P}_1 \otimes \mathbb{P}_2\), where for every sample \((b, \mathcal{L})\) we have that \(b \in \Omega_1\) is a standard two-sided Brownian motion and \(\mathcal{L} \in \Omega_2\) is an independent directed landscape. For the next lemmas, it is worth to recall the definition (2.3) of \(h_t(x)\) and the definition (2.4) of \(Z_t(x)\), where in both cases the initial profile is \(h_0 = \beta b\). We start by proving some symmetries of \(Z_t(x)\) and by ensuring that it belongs to \(L^2(\Omega)\).

**Lemma 1** Let \(Z\) and \(Z_t(x)\) be given by (1.2) and (2.4), respectively.

1. \(Z\) is a symmetric random variable;
2. \(\mathbb{P}[Z = z_0] = 0\) for all \(z_0 \in \mathbb{R}\);
3. If \(t > 0\) and \(x \in \mathbb{R}\) are fixed then \(Z_t(x) \overset{\text{dist.}}{=} x + t^{2/3} Z\);
4. \(\int_0^\infty u \mathbb{P}[|Z| > u] du < \infty\).

**Proof Lemma 1** The symmetry of \(Z\) follows from the invariance of the Airy_2 process and the two-sided Brownian motion under time reversal \(z \mapsto -z\). Now assume that \(\mathbb{P}[Z = z_0] > 0\) for some \(z_0 \in \mathbb{R}\). Let \(a, b \in \mathbb{R}\) such that \(z_0 \in (a, b)\) and

\[ Z_{a,b} := \arg \max_{z \in [a,b]} \{ \beta b(z) + \mathcal{A}(z) - z^2 \} = \arg \max_{z \in [a,b]} \{ \beta (b(z) - b(a)) + (\mathcal{A}(z) - \mathcal{A}(a)) - z^2 \} . \]

Since \(Z\) is the location of the global maximum, \(Z_{a,b} = Z\) on the event \(Z = z_0 \in (a, b)\), and hence

\[ 0 < \mathbb{P}[Z = z_0] = \mathbb{P}[Z = z_0, Z_{a,b} = Z] \leq \mathbb{P}[Z_{a,b} = z_0] . \]

However, the process \((\mathcal{A}_2(x) - \mathcal{A}_2(a), x \in [a, b])\) is absolutely continuous with respect to Brownian motion \(\mathbb{G}_4\), and in independent of \((b(x) - b(a), x \in [a, b])\). The location of the maximum of a sum of two independent Brownian motions minus a parabola has a continuous distribution [22], and hence \(\mathbb{P}[Z_{a,b} = z_0] = 0\), which leads to a contradiction.

By (2.2) (take \(\gamma = t^{-1/3}\)), and translation invariance of the Airy sheet,

\[ Z_t(x) \overset{\text{dist.}}{=} \arg \max_{z \in \mathbb{R}} \left\{ \beta b(z) + t^{1/3} \mathcal{A}((z - x)t^{-2/3}) - \frac{(z - x)^2}{t} \right\} = \arg \max_{z \in \mathbb{R}} \left\{ t^{-1/3} \beta b(z) + \mathcal{A}((z - x)t^{-2/3}) - ((z - x)t^{-2/3})^2 \right\} . \]

Let \(y := (z - x)t^{-2/3}\), then \(Z_t(x) = x + Y_t(x)t^{2/3}\) where

\[ Y_t(x) = \arg \max_{y \in \mathbb{R}} \left\{ t^{-1/3} \beta b(x + yt^{2/3}) + \mathcal{A}(y) - y^2 \right\} = \arg \max_{y \in \mathbb{R}} \left\{ \beta t^{-1/3} \left( b(x + yt^{2/3}) - b(x) \right) + \mathcal{A}(y) - y^2 \right\} \overset{\text{dist.}}{=} \arg \max_{y \in \mathbb{R}} \left\{ \beta b(y) + \mathcal{A}(y) - y^2 \right\} . \]
In the last step we use that for all $x \in \mathbb{R}$ and $t > 0$, $t^{-1/3} \left( b(x + y t^{2/3}) - b(x) \right) \overset{\text{dist.}}{=} b(y)$, as process in $y \in \mathbb{R}$, by scaling and shift invariance of the Brownian motion.

Notice that if $u \geq 0$ and $|Z| > u$ then

$$A(0) \leq \max_{z \in \mathbb{R}} \{ \beta b(z) + A(z) - z^2 \} = \max_{|z| > u} \{ \beta b(z) + A(z) - z^2 \},$$

and hence,

$$\mathbb{P}[|Z| > u] \leq \mathbb{P} \left[ A(0) \leq \max_{|z| > u} \{ \beta b(z) + A(z) - z^2 \} \right] \leq \mathbb{P} \left[ A(0) \leq -\frac{u^2}{4} \right] + \mathbb{P} \left[ \max_{|z| > u} \{ \beta b(z) + A(z) - z^2 \} \geq -\frac{u^2}{4} \right].$$

On one hand, the random variable $A(0)$ has a GUE Tracy-Widom distribution and therefore

$$\int_0^\infty u \mathbb{P} \left[ A(0) \leq -\frac{u^2}{4} \right] < \infty.$$ 

On the other hand, if $\beta b(z) \leq z^2/2$ for all $|z| > u$ then $\beta b(z) - z^2 \leq -z^2/2$ for all $|z| > u$, and hence

$$\mathbb{P} \left[ \max_{|z| > u} \{ \beta b(z) + A(z) - z^2 \} \geq -\frac{u^2}{4} \right] \leq \mathbb{P} \left[ \max_{|z| > u} \{ \beta b(z) - z^2/2 \} > 0 \right] + \mathbb{P} \left[ \max_{|z| > u} \{ A(z) - z^2/2 \} \geq -\frac{u^2}{4} \right].$$

Both terms decay to 0 as $u$ gets large in such a way that one can conclude the proof of property 4 of Lemma 1. See for instance Proposition 2.13 [15] for the decay of probability involving the Airy$_2$ process minus a parabola, while for the decay of the probability involving the Brownian motion minus a parabola it is a standard estimate.

### Lemma 2

For all $a \leq b$ we have that

$$\int_0^\infty u \mathbb{P} \left[ \sup_{x \in [a, b]} |h_t(x)| > u \right] du < \infty. \quad (3.1)$$

In particular $\sup_{x \in [a, b]} h_t(x) \in L^2(\Omega)$.

**Proof Lemma** [2] For a moment, let us keep track of the dependence on the parameter $\beta > 0$ and write $h_t \equiv h_t^\beta$ and $Z_t \equiv Z_t^\beta$. It is not hard to see that

$$\int_0^\infty u \mathbb{P} \left[ \sup_{x \in [a, b]} |h_t^\beta(x)| > u \right] du < \infty,$$
since $h_t^{\sqrt 2} = h_t^{\sqrt 2}(0) + \left( h_t^{\sqrt 2}(x) - h_t^{\sqrt 2}(0) \right)$, \((h_t^{\sqrt 2}(x) - h_t^{\sqrt 2}(0))\) is a two-sided Brownian motion (time stationarity), and $h_t^{\sqrt 2}(0) \in L^2(\Omega)$ (since it has the Baik-Rains distribution). Thus, (3.1) follows as soon as we prove that

$$\int_0^\infty u \mathbb{P} \left[ \sup_{x \in [a,b]} |h_t^{\sqrt 2}(x) - h_t^{\beta}(x)| > u \right] du < \infty. \quad (3.2)$$

For $u > 0$ define $h_t^{\beta,u}(x) := \max_{z \in [-u,u]} \{|\beta b(z) + \mathcal{L}(z,0; x,t)|\}$. Let

$$E_1(u) := \left\{ h_t^{\beta,u}(x) = h_t^{\beta}(x) \text{ and } h_t^{\sqrt 2,u}(x) = h_t^{\sqrt 2}(x) \forall x \in [a,b] \right\}$$

and

$$E_2(u) := \left\{ \sqrt{2b(z)} - u/2 \leq \beta b(z) \leq \sqrt{2b(z)} + u/2 \forall z \in [-u,u] \right\}.$$

Then

$$\int_0^\infty u \mathbb{P}[E_i(u)] du < \infty, \text{ for } i = 1, 2. \quad (3.3)$$

Indeed, for $E_1(u)$, one has to notice that if $Z_t^{\beta}(x) \in [-u,u]$ then $h_t^{\beta}(x) = h_t^{\beta,u}(x)$, and to use the ordering of the locations (Proposition 2 [36]),

$$Z_t^{\beta}(a) \leq Z_t^{\beta}(x) \leq Z_t^{\beta}(b) \forall x \in [a,b],$$

to see that if $Z_t^{\beta}(a), Z_t^{\beta}(b) \in [-u,u]$ then $Z_t^{\beta}(x) \in [-u,u]$ for all $x \in [a,b]$. Thus

$$\mathbb{P}(E_1(u)) \leq \mathbb{P}\left( |Z_t^{\beta}(a)| > u \right) + \mathbb{P}\left( |Z_t^{\beta}(b)| > u \right) + \mathbb{P}\left( |Z_t^{\sqrt 2}(a)| > u \right) + \mathbb{P}\left( |Z_t^{\sqrt 2}(b)| > u \right),$$

and by Lemma [1] this implies that $\int_0^\infty u \mathbb{P}[E_1(u)] du < \infty$. For $E_2(u)$, one only needs to use classical bounds for the running maximum of a Brownian motion.

To finish the proof, notice that, on the event $E_2(u)$,

$$\sqrt{2b(z)} + \mathcal{L}(z,0; x,t) - u/2 \leq \beta b(z) + \mathcal{L}(z,0; x,t) \leq \sqrt{2b(z)} + \mathcal{L}(z,0; x,t) + u/2$$

for all $z \in [-u,u]$, and thus,

$$|h_t^{\sqrt 2,u}(x) - h_t^{\beta,u}(x)| \leq u,$$

This shows that, on the event $E_1(u) \cap E_2(u)$,

$$\sup_{x \in [a,b]} |h_t^{\sqrt 2}(x) - h_t^{\beta}(x)| \leq u,$$

and therefore, (3.3) implies (3.2).

\[\square\]
4 Malliavin calculus basics

We work with the isonormal Gaussian process \( \{ W(\phi) : \phi \in \mathbb{L}^2(\mathbb{R}) \} \) associated with the standard two-sided Brownian motion on the probability space \((\Omega_1, \mathcal{F}_1, \mathbb{P}_1)\). In this case

\[
W(\phi) := \int_{\mathbb{R}} \phi db,
\]

is the Wiener integral of \( \phi \) with respect to \((b(u), u \in \mathbb{R})\). We say that \( X \equiv X(b) \) is a smooth random variable if

\[
X \equiv X(b) = f(W(\phi_1), \ldots, W(\phi_n)) \quad \text{where} \quad \phi_i \in \mathbb{L}_2(\mathbb{R}) \quad \text{for all} \quad i = 1, \ldots, n,
\]

and \( f : \mathbb{R}^n \to \mathbb{R} \) is a smooth function for which all derivatives have polynomial growth. The Malliavin derivative of a smooth random variable \( X \) with respect to \( b \) is defined as the \( \mathbb{L}_2^2(\mathbb{R} \times \Omega_1) \) valued random element

\[
u \in \mathbb{R} \mapsto DX(u) := \sum_{i=1}^n \partial_{x_i} f(W(\phi_i))\phi_i(u).
\]

For a smooth random variable \( X \) define

\[
\|X\|_{1,p} := (E_1[X^p] + E_1[\|DX\|_{L^2(\mathbb{R})}])^{1/p}.
\]

For any \( p \geq 1 \) the derivative operator is closable and its domain can be extended to \( \mathbb{D}^{1,p} \), the completion of the space of smooth random variables with respect to \( \| \cdot \|_{1,p} \). From now on we take \( p = 2 \), and \( \mathbb{D}^{1,2} \) is a Hilbert space with scalar product

\[
\langle X, Y \rangle_{1,2} := E_1[XY] + E_1[\langle DX, DY \rangle_{L^2(\mathbb{R})}].
\]

In this paper we use a simplified version of the Malliavin integration by parts formula as follows:

\[
E_1[W(\phi)X] = E_1[\langle DX, \phi \rangle_{L^2(\mathbb{R})}].
\]

There is a more general version of the integration by parts formula involving the divergent operator, that is the adjoint of the Malliavin derivative. However, since we are only considering observables that are given by the Wiener integral of a deterministic function, there is no need to introduce the divergent operator. The Malliavin derivative satisfies the following chain rule: if \( f : \mathbb{R}^n \to \mathbb{R} \) is a continuously differentiable real valued function with bounded derivatives then

\[
Df(X_1, \ldots, X_n) = \sum_{k=1}^n \partial_{x_k} f(X_1, \ldots, X_n)DX_k. \quad (4.1)
\]

If \( X \equiv X(b, \mathcal{L}) \) is a square integrable \( \mathcal{F} \)-measurable random variable then

\[
E[W(\phi)X] = E[E[W(\phi)X \mid \mathcal{L}]].
\]

By the independence between \( b \) and \( \mathcal{L} \), and the substitution rule for conditional expectation,

\[
E[W(\phi)X \mid \mathcal{L} = f] = E_1[W(\phi)X^f] = E_1[\langle DX^f, \phi \rangle_{L^2(\mathbb{R})}],
\]
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where $X^f(\cdot) = X(\cdot, f) : \Omega_1 \to \mathbb{R}$. Hence
\[
\mathbb{E}[W(\phi)X] = \mathbb{E} [\langle DX, \phi \rangle_{L^2(\mathbb{R})}]. \quad (4.2)
\]

Next we are going to give some examples and use the following function several times:
\[
u \in \mathbb{R} \mapsto \zeta_x(u) = \begin{cases} 
1_{(0,x]}(u) & \text{if } x > 0, \\
0 & \text{if } x = 0, \\
-1_{(x,0]}(u) & \text{if } x < 0.
\end{cases} \quad (4.3)
\]
A simple computation shows that if $x \leq y$ then
\[
\zeta_y(u) - \zeta_x(u) = 1_{(x,y]}(u).
\]

By definition, we have that if $X = \int_{\mathbb{R}} \phi d(\beta b) + c = \beta W(\phi) + c$ then $DX(u) = \beta \phi(u)$ (4.4) (take $f(x) = \beta x + c$). Since $b(x) = W(\zeta_x)$,
\[
\text{if } X = \beta b(x) + c \text{ then } DX(u) = \beta \zeta_x(u). \quad (4.5)
\]

Another key example in our context is the Malliavin derivative of the maximum as follows. Assume that $f : \mathbb{R} \to \mathbb{R}$ is a continuous function such that the maximum of
\[
b f(z) := \beta b(z) + f(z), \quad \text{for } z \in \mathbb{R},
\]
is in $L^2(\Omega_1)$ and it is attained $\mathbb{P}_1$-a.s at a unique location $\tau = \arg\max_{z \in \mathbb{R}} \{b f(z)\}$. If $\mathbb{E}_1 [\tau] < \infty$ then (recall the definition (4.3) of $\zeta_x$)
\[
M = \max_{z \in \mathbb{R}} \{b f(z)\} \in D^{1,2} \quad \text{and } \quad DM(u) = \zeta_\tau(u). \quad (4.6)
\]
To justify (4.6), we assume without loss of generality that $f(0) = 0$. Let $a > 0$ and consider the maximum $M^a$ of $b f(z)$ over $z \in [-a,a]$, and assume that it is attained $\mathbb{P}_1$-a.s at a unique location $\tau^a$. We can approximate $M^a$ by the maximum over a finite set such that $0 \in \{z_1, \ldots, z_n\} \cap [-a,a]:$
\[
M_n^a := \max_{k=1, \ldots, n} \{X_k\} \quad \text{and } \quad \tau_n^a := \arg\max_{k=1, \ldots, n} \{b f(z_k)\},
\]
where $X_k := b f(z_k) \in D^{1,2}$ for each $k = 1, \ldots, n$, by (4.5) (take $x = z_i$ and $c = f(z_i)$). The function $f_n(x_1, \ldots, x_n) := \max_{k=1, \ldots, n} \{x_i\}$ is not continuously differentiable, but it is Lipschitz continuous and its partial derivatives exist almost everywhere (with respect to the Lebesgue measure on $\mathbb{R}^n$), which allow us to apply smoothing arguments to use the chain rule (4.1) (Proposition 4.2 [34]). Thus $M_n^a = f_n(X_1, \ldots, X_n) \in D^{1,2}$ and
\[
DM_n^a(u) = \sum_{k=1}^n \partial_{x_k} f_n(X_1, \ldots, X_n) DX_k(u).
\]
Let $A_1 := \{f_n(x_1, \ldots, x_n) = x_1\}$ and for $k = 2, \ldots, n$ let

$$A_k = \{f_n(x_1, \ldots, x_n) \neq x_1, \ldots, f_n(x_1, \ldots, x_n) \neq x_{k-1}, f_n(x_1, \ldots, x_n) = x_k\}.$$  

Then $\partial_{x_k} f_n(x_1, \ldots, x_n) = I_{A_k}(x_1, \ldots, x_n)$ almost everywhere, and together with (4.5), this implies that

$$D M_n^a(u) = \sum_{k=1}^n I_{A_k}(X_1, \ldots, X_n) \zeta_{x_k}(u) = \zeta_{x_n}(u).$$

Now we use that $b_1(0) = 0$ and hence $0 \leq M_n^a \leq M^a$ and $0 \leq M^a - M_n^a \leq M^a \leq M$. By continuity of $b_1$, $M_n^a \to M^a$ $P_1$-a.s. and, by dominated convergence, $M_n^a \to M^a$ in $L^2(\Omega_1)$. Since

$$\int_{\mathbb{R}} |D M_n^a - \zeta_n^a|^2 du = \int_{\mathbb{R}} |\zeta_n^a - \zeta_n^a| du = |\tau_n^a - \tau^a| \leq 2a,$$

by continuity of $b_1$, $\tau_n^a \to \tau^a$ $P_1$-a.s., and by dominated convergence, $\tau_n^a \to \tau^a$ in $L^1(\Omega_1)$. Hence

$$E_1 \left[ \int_{\mathbb{R}} |D M_n^a - \zeta_n^a|^2 du \right] = E_1 \left[ |\tau_n^a - \tau^a| \right] \to 0,$$

and we can conclude that $M^a \in D^{1,2}$ and that $DM^a = \zeta_n^a$. Now, since $M^a \to M$ and $\tau^a \to \tau$ $P_1$-a.s., $0 \leq M^a - M^a \leq M$ and (notice that $\tau^a = \tau$ if $|\tau| \leq a$, and that $|\tau^a - \tau| \leq 2\tau$ if $|\tau| > a$)

$$\int_{\mathbb{R}} |D M^a - I_\tau|^2 du = \int_{\mathbb{R}} |\zeta_n^a - \zeta_n^a| du = |\tau^a - \tau| \mathbb{1}_{|\tau|<a} \leq 2|\tau| \mathbb{1}_{|\tau|>a} \leq 2|\tau|,$$

we can use dominated convergence again (recall that $E_1 [|\tau|] < \infty$), to conclude the proof of (4.6).

For the next lemmas it is worth to recall the definitions (2.3), (2.4) and (2.6) of $h_t(x)$, $Z_t(x)$ and $X_t^\phi$, respectively.

**Lemma 3** We have that $X_0^\phi \in D^{1,2}$ and $DX_0^\phi(u) = \beta \phi(u)$. Furthermore, for $t > 0$ we have that $h_t(x) \in D^{1,2}$ $P_2$-a.s. and $D(h_t(x))(u) = \beta \zeta_{Z_t(x)}(u)$.

**Proof Lemma 3** By Lemma 1 and Lemma 2, $E \left[ h_t(x)^2 \right] < \infty$ and $E \left[ |Z_t(x)| \right] < \infty$. Thus, $P_2$-a.s. $E_1 \left[ h_t(x)^2 \right] < \infty$ and $E_1 \left[ |Z_t(x)| \right] < \infty$. Since

$$X_0^\phi = W(\beta \phi) = \beta \int_{\mathbb{R}} \phi db \text{ and } h_t(x) = \max_{x \in \mathbb{R}} \left\{ \beta b(z) + L(z, 0; x, t) \right\},$$

we have that Lemma 3 follows from (4.4) and (4.6).

\[ \square \]

**Lemma 4** Let $\phi \in SS(\mathbb{R})$ and $t > 0$. We have that $X_t^\phi \in D^{1,2}$ $P_2$-a.s. and

$$\|DX_t^\phi\|_{L^2(\Omega_1 \times \mathbb{R})} = \beta \|\phi\|_{L^2(\mathbb{R})}.$$  

Furthermore, for all $\phi_1 \in L^2(\mathbb{R})$ and $\phi_2 \in SS(\mathbb{R})$ we have that

$$E \left[ (DX_t^\phi, \phi_1)_{L^2(\mathbb{R})} \right] = \beta E \left[ (\phi_1 \ast \phi_2)(t^{2/3}Z) \right].$$
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Proof Lemma 4. Denote $\Delta_x f(y) := f(y) - f(x)$ and $\phi(x) = \sum_{j=1}^{n} c_j 1_{(x_{j-1}, x_j)}(x)$. Since $Z_t(x)$ is a nondecreasing function of $x \in \mathbb{R}$ (Proposition 2 [36]), by Lemma 3,

$$D (\Delta_x h_t(y))(u) = D (h_t(y))(u) - D (h_t(x))(u) = \beta \zeta_{Z_t(y)}(u) - \beta \zeta_{Z_t(x)}(u) = \beta 1_{(Z_t(x), Z_t(y))}(u),$$

for $x < y$. Therefore, if $\phi \in SS(\mathbb{R})$ then

$$X_t \phi := \int_\mathbb{R} \phi(x) h_t := \sum_{j=1}^{n} c_j \Delta_{x_{j-1}} h_t(x_j) \in \mathbb{D}^1 \text{ and }$$

$$DX_t \phi(u) = \sum_{j=1}^{n} c_j D (\Delta_{x_{j-1}} h_t(x_j))(u) = \beta \sum_{j=1}^{n} c_j 1_{(Z_t(x_{j-1}), Z_t(x_j))}(u).$$

Thus, $(DX_t \phi(u))^2 = \beta^2 \sum_{j=1}^{n} c_j^2 1_{(Z_t(x_{j-1}), Z_t(x_j))}(u)$ and, by Lemma 1,

$$\|DX_t \phi\|_{L^2(\Omega \times \mathbb{R})} = \mathbb{E} \left[ \int_\mathbb{R} \left( DX_t \phi(u) \right)^2 du \right] = \beta^2 \sum_{j=1}^{n} c_j^2 \left( \mathbb{E} [Z_t(x_j)] - \mathbb{E} [Z_t(x_{j-1})] \right) = \beta^2 \sum_{j=1}^{n} c_j^2 (x_j - x_{j-1}) = \beta^2 \|\phi\|_{L^2(\mathbb{R})}.$$  

Denote $\psi_1(x) := \int_{0}^{x} \phi_1(u)du$ and $\phi_2(x) = \sum_{j=1}^{n} c_j 1_{(x_{j-1}, x_j)}(x)$. Thus,

$$\langle DX_t \phi_2, \phi_1 \rangle_{L^2(\mathbb{R})} = \int_\mathbb{R} DX_t \phi_2(u) \phi_1(u) du = \beta \sum_{j=1}^{n} c_j \int_{Z_t(x_{j-1})}^{Z_t(x_j)} \phi_1(u) du = \beta \sum_{j=1}^{n} c_j (\psi_1(Z_t(x_j)) - \psi_1(Z_t(x_{j-1}))).$$
By Lemma 1

\[
\mathbb{E}\left[ \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right] = \beta \sum_{j=1}^{n} c_j \left( \mathbb{E}\left[ \psi_1(Z_t(x_j)) \right] - \mathbb{E}\left[ \psi_1(Z_t(x_{j-1})) \right] \right)
\]

\[
= \beta \sum_{j=1}^{n} c_j \left( \mathbb{E}\left[ \psi_1(x_j + t^{2/3}Z) \right] - \mathbb{E}\left[ \psi_1(x_{j-1} + t^{2/3}Z) \right] \right)
\]

\[
= \beta \mathbb{E} \left[ \sum_{j=1}^{n} c_j \left( \psi_1(x_j + t^{2/3}Z) - \psi_1(x_{j-1} + t^{2/3}Z) \right) \right]
\]

\[
= \beta \mathbb{E} \left[ \int \phi_1(u) \left( \sum_{j=1}^{n} c_j \mathbb{I}(x_{j-1} + t^{2/3}Z, x_j + t^{2/3}Z)(u) \right) du \right]
\]

\[
= \beta \mathbb{E} \left[ \int \phi_1(u) \phi_2(u - t^{2/3}Z) du \right]
\]

which shows that

\[
\mathbb{E}\left[ \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right] = \beta \mathbb{E} \left[ \phi_1 \ast \phi_2(t^{2/3}Z) \right],
\]

according to the definition (1.4) of the cross correlation of \( \phi_1 \) and \( \phi_2 \).

\[\Box\]

Now we consider the cases where \( \beta \neq \sqrt{2} \) and \( \phi \in C_b^1(\mathbb{R}) \), or \( \beta = \sqrt{2} \) and \( \phi \in L^2(\mathbb{R}) \). The operator \( D \) is closable, and to get the existence of \( DX_t^\phi \) we show that there exists a sequence \( X_n \in D^{1,2} \) such that \( \mathbb{P}_0\text{-a.s.} \) \( X_n \) converges to \( X_t^\phi \) in \( L^2(\Omega_1) \) and \( DX_n \) converges in \( L^2(\Omega_1 \times \mathbb{R}) \) to some element \( G \). In this case, \( X_t^\phi \in D^{1,2} \) and \( DX_t^\phi = G \).

**Lemma 5** Consider the cases: (i) \( \beta \neq \sqrt{2} \) and \( \phi \in C_b^1(\mathbb{R}) \); (ii) \( \beta = \sqrt{2} \) and \( \phi \in L^2(\mathbb{R}) \). For all \( t > 0 \) there exists a sequence \( \phi_n \in SS(\mathbb{R}) \) for \( n \geq 1 \) such that

\[
\lim_{n \to \infty} \| \phi_n - \phi \|_{L^2(\mathbb{R})} = 0 \quad \text{and} \quad \lim_{n \to \infty} \| X_t^{\phi_n} - X_t^{\phi} \|_{L^2(\Omega)} = 0. \tag{4.7}
\]

**Proof Lemma** For \( \beta = \sqrt{2} \) and \( \phi \in L^2(\mathbb{R}) \), take a sequence \( \phi_n \in SS(\mathbb{R}) \) such that

\[
\lim_{n \to \infty} \| \phi_n - \phi \|_{L^2(\mathbb{R})} = 0.
\]

By isometry,

\[
\lim_{n \to \infty} \| X_t^{\phi_n} - X_t^{\phi} \|_{L^2(\Omega)} = \sqrt{2} \lim_{n \to \infty} \| \phi_n - \phi \|_{L^2(\mathbb{R})} = 0.
\]
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Lemma 6 \textit{Consider the cases: (i) }\beta \neq \sqrt{2} \text{ and } \phi \in C^{1}_{b}(\mathbb{R}), \text{ consider real numbers } a < b \text{ such that } \text{supp}(\phi) \subseteq (a, b), \text{ and let } x^n_0 = x^n_1 = a < x^n_2 < \cdots < x^n_{n-1} < x^n_n = b \text{ be a partition of } [a, b], \text{ such that } \max_{j=1,\ldots,n}(x^n_{j} - x^n_{j-1}) \to 0 \text{ as } n \to \infty, \text{ and define } \phi_n(z) := \sum_{j=1}^{n} \phi(x^n_j) \mathbb{I}_{(x^n_{j-1},x^n_j]}(z). \text{ Thus, we clearly have that } \|\phi_n - \phi\|_{L^2(\mathbb{R})} \to 0 \text{ as } n \to \infty. \text{ On the other hand,}

\[ X^\phi_t := -\int_{\mathbb{R}} \phi'(z) h_t(z) dz = -\int_{[a,b]} \phi'(z) h_t(z) dz, \]

and by the mean value theorem, there exists \( z^n_j \in (x^n_{j}, x^n_{j+1}) \) for each \( j = 1, \ldots, n-1 \) such that

\[ X^\phi_t = \sum_{j=1}^{n} \phi(x^n_j) (h_t(x^n_j) - h_t(x^n_{j-1})) = -\sum_{j=1}^{n-1} h_t(x^n_j) \phi'(z^n_j)(x^n_{j+1} - x^n_j). \]

By continuity of \( h_t \) and \( \phi' \), \( X^\phi_t \) is converging a.s. to \( X^\phi_t \), as \( n \to \infty \). Furthermore,

\[ |X^\phi_t| = |\sum_{j=1}^{n-1} h_t(x^n_j) \phi'(z^n_j)(x^n_{j+1} - x^n_j)| \leq C \sup_{x \in [a,b]} |h_t(x)|, \]

where \( C = \sup_{x \in [a,b]} |\phi'(x)| (b - a) \). By Lemma 2 \( \sup_{x \in [a,b]} |h_t(x)| \in L^2(\Omega) \), and by dominated convergence, \( \|X^\phi_t - X^\phi_t\|_{L^2(\Omega)} \to 0 \text{ as } n \to \infty. \)

\[ \square \]

\textbf{Lemma 6} \textit{Consider the cases: (i) }\beta \neq \sqrt{2} \text{ and } \phi \in C^{1}_{b}(\mathbb{R}); \text{ (ii) } \beta = \sqrt{2} \text{ and } \phi \in L^2(\mathbb{R}). \text{ Then for all } t > 0 \text{ we have that } X^\phi_t \in D^{1,2} \mathbb{P}_2 \text{-a.s. and}

\[ \|DX^\phi_t\|_{L^2(\Omega \times \mathbb{R})} = \beta \|\phi\|_{L^2(\mathbb{R})}. \]

Furthermore, for \( \phi_1 \in L^2(\mathbb{R}) \) and \( \phi_2 \) as in (i) or (ii), we have that

\[ \mathbb{E} \left[ \langle DX^\phi_t, \phi_1 \rangle_{L^2(\mathbb{R})} \right] = \beta \mathbb{E} \left[ \langle \phi_1 \ast \phi_2 \rangle(t^{2/3}Z) \right]. \]

\textbf{Proof Lemma 6} \textit{Let } \phi_n \text{ for } n \geq 1 \text{ be a sequence in } SS(\mathbb{R}), \text{ as in Lemma 5. Given } \phi_n \text{ and } \phi_m \text{ chose a refinement of both partitions to write}

\[ \phi_n(z) = \sum_{j=1}^{k} c_{n,j} \mathbb{I}_{(x_{j-1},x_j]}(z) \text{ and } \phi_m(z) = \sum_{j=1}^{k} c_{m,j} \mathbb{I}_{(x_{j-1},x_j]}(z). \]

Then

\[ DX^\phi_t(z) = \beta \sum_{j=1}^{k} a_{n,j} \mathbb{I}_{(z_t(x_{j-1}),z_t(x_j)]}(z) \text{ and } DX^\phi_m(z) = \beta \sum_{j=1}^{k} a_{m,j} \mathbb{I}_{(z_t(x_{j-1}),z_t(x_j)]}(z). \]

By Lemma 4

\[ \|DX^\phi_t - DX^\phi_m\|_{L^2(\Omega \times \mathbb{R})} = \|DX^\phi_t - \phi_m\|_{L^2(\Omega \times \mathbb{R})} = \beta \|\phi_n - \phi_m\|_{L^2(\mathbb{R})}. \]
Since $\phi_n$ converges to $\phi$ in $L^2(\mathbb{R})$, (4.8) implies that $DX_t^{\phi_n}$ is a Cauchy sequence in $L^2(\Omega \times \mathbb{R})$. Therefore, there exists $G = (G(x); x \in \mathbb{R}) \in L^2(\Omega \times \mathbb{R})$ such that
\[
\lim_{n \to \infty} \|DX_t^{\phi_n} - G\|_{L^2(\Omega \times \mathbb{R})} = 0.
\]
By (4.7), (4.9) and Fubini’s theorem, we can conclude that there exists a subsequence $\phi_{n_k} \in SS(\mathbb{R})$ for $k \geq 1$ such that $P_2$-a.s.
\[
\lim_{k \to \infty} \|X^{\phi_{n_k}} - X^\phi\|_{L^2(\Omega_1)} = 0,
\]
and
\[
\lim_{k \to \infty} \|DX_t^{\phi_{n_k}} - G\|_{L^2(\Omega_1 \times \mathbb{R})} = 0.
\]
Thus, $P_2$-a.s. $X_t^\phi \in D^{1,2}$ and $DX_t^\phi = G$. By approximating $\phi$ with $\phi_n \in SS(\mathbb{R})$, and applying Lemma 4, we have that
\[
\|DX_t^\phi\|_{L^2(\Omega \times \mathbb{R})} = \beta \|\phi\|_{L^2(\mathbb{R})}^2.
\]
Similarly (by approximation),
\[
E \left[ \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right] = \beta E \left[ (\phi_1 \ast \phi_2) (t^{2/3} Z) \right],
\]
for all $\phi_1 \in L^2(\mathbb{R})$ and $\phi_2$ as in (i) or (ii).

\[\square\]

**Remark 1** Another way to prove Lemma 4 is to notice that (Lemma 3) if $\phi_2 \in C^1_b(\mathbb{R})$ then
\[
DX_t^{\phi_2}(u) = -\beta \int_\mathbb{R} \phi'_2(z) \zeta_{Z_t(z)}(u) dz.
\]
By Fubini’s Theorem, this implies that
\[
\langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} = \int_\mathbb{R} DX_t^{\phi_2}(u) \phi_1(u) du
\]
\[
= -\beta \int_\mathbb{R} \left( \int_\mathbb{R} \phi'_2(z) \zeta_{Z_t(z)}(u) \phi_1(u) dz \right) du
\]
\[
= -\beta \int_\mathbb{R} \phi'_2(z) \psi_1(Z_t(z)) dz.
\]
(Recall that $\psi'_1(z) = \int_\mathbb{R} \phi_1(u) \zeta_z(u) du$.) Together with Lemma 4 (and standard integration by parts), this implies Lemma 4. It also implies that
\[
E \left[ \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right] \leq \beta E \left[ |\psi_1| \ast |\phi'_2| (t^{2/3} Z) \right].
\]

**Lemma 7** Let $g_\beta(x) := \text{Var} [\eta_1(x)]$ and $F_\beta(x) := P[Z \leq x]$. Then $g_\beta$ is differentiable and
\[
g'_\beta(x) = \beta^2 (2F_\beta(x) - 1).
\]
Proof Lemma 7. Take \( u = z - x \) and use shift invariance of Brownian motion together with space stationarity of the Airy\(_2\) process to have that

\[
\begin{align*}
\mathbb{h}_1(x) - \mathbb{h}_0(x) & \overset{\text{dist.}}{=} \max_{z \in \mathbb{R}} \{ \mathbb{h}_0(z) - \mathcal{A}_2(z) - (z-x)^2 \} - \mathbb{h}_0(x) \\
& = \max_{u \in \mathbb{R}} \{ (\mathbb{h}_0(u+x) - \mathbb{h}_0(x)) - \mathcal{A}_2(u+x) - u^2 \} \\
& \overset{\text{dist.}}{=} \max_{u \in \mathbb{R}} \{ \mathbb{h}_0(u) - \mathcal{A}_2(u) - u^2 \} \\
& \overset{\text{dist.}}{=} \mathbb{h}_1(0).
\end{align*}
\]

Notice that this distributional equality holds for all \( \beta > 0 \) and \( x \in \mathbb{R} \) fixed, although (2.5) holds only for \( \beta^2 = 2 \). Write \( \mathbb{h}_1(x) = (\mathbb{h}_1(x) - \mathbb{h}_0(x)) + \mathbb{h}_0(x) \), and use that \( \mathbb{h}_1(x) - \mathbb{h}_0(x) \overset{\text{dist.}}{=} \mathbb{h}_1(0) \) (and that \( \mathbb{E}[\mathbb{h}_0(x)] = 0 \), to show that

\[
g_\beta(x) = \mathbb{E}[\mathbb{h}_1(x) - \mathbb{h}_0(x)] + \mathbb{E}[\mathbb{h}_0(x)] + 2Cov[\mathbb{h}_0(x), \mathbb{h}_1(x) - \mathbb{h}_0(x)] + \mathbb{E}[\mathbb{h}_1(0) - \mathbb{h}_0(x)] + 2Cov[\mathbb{h}_0(x), \mathbb{h}_1(x)].
\]

At a first glance, it seems that we may have a problem with the derivative at zero because of the modulus function. However, the covariance between \( \mathbb{h}_0(x) \) and \( \mathbb{h}_1(x) \), together with the symmetry of \( Z \), is going to compensate that. Notice that (recall the definition (4.3) of \( \zeta_x \))

\[
\mathbb{h}_0(x) = \int_\mathbb{R} \zeta_x \partial_x \mathbb{h}_0 dx = \beta W(\zeta_x).
\]

Hence, by (1.2) we get that,

\[
\mathbb{E}[\mathbb{h}_1(x)\mathbb{h}_0(x)] = \beta \mathbb{E}[\langle D(\mathbb{h}_1(x)), \zeta_x \rangle_{L^2(\mathbb{R})}] .
\]

For \( y \in \mathbb{R} \) denote \( y_+ := \max\{0, y\} \) and \( y_- := \min\{0, y\} \). By Lemma 1 and Lemma 3 for \( x > 0 \) we have

\[
\mathbb{E}[\langle D(\mathbb{h}_1(x)), \zeta_x \rangle_{L^2(\mathbb{R})}] = \beta \mathbb{E}[\psi_+^*(x + Z)],
\]

where \( \psi_+^*(y) = \int_y^{\infty} \zeta_x(z) dz = \min\{x, y_+\} \), while for \( x \leq 0 \) we have

\[
\mathbb{E}[\langle D(\mathbb{h}_1(x)), \zeta_x \rangle_{L^2(\mathbb{R})}] = \beta \mathbb{E}[\psi_-^*(x + Z)],
\]

where \( \psi_-^*(y) = \int_{-\infty}^y \zeta_x(z) dz = -\max\{x, y_-\} \) (recall that \( \int_y^\infty = -\int_y^0 \) for \( y < 0 \)). Since \( \psi_0^+(y) = \psi_0^-(y) = 0 \) for all \( y \in \mathbb{R} \), we can write

\[
g_\beta(x) = \mathbb{E}[\mathbb{h}_1(0)] - \beta^2 |x| + 2\beta^2 E(x), \quad (4.10)
\]

where

\[
E(x) := \begin{cases} 
\mathbb{E}[\psi_+^*(x + Z)] & \text{if } x \geq 0, \\
\mathbb{E}[\psi_-^*(x + Z)] & \text{if } x \leq 0.
\end{cases}
\]
For $x \geq 0$ we get that
\[
\psi_x^+(x + Z) = \begin{cases} 
0 & \text{if } Z \leq -x, \\
x + Z & \text{if } Z \in (-x, 0], \\
x & \text{if } Z > 0.
\end{cases}
\]
Thus,
\[
E(x) = \mathbb{E} \left[ \psi_x^+(x + Z) \right] = \mathbb{E} \left[ Z \mathbb{I}_{\{Z \in (-x, 0]\}} \right] + x \mathbb{P} \left[ Z > -x \right],
\]
and if $0 \leq x \leq y$ then
\[
E(y) - E(x) = \mathbb{E} \left[ (y + Z) \mathbb{I}_{\{Z \in (-y, -x]\}} \right] + (y - x) \mathbb{P} \left[ Z > -x \right]. \tag{4.11}
\]
For $Z \in (-y, -x]$ we have that $0 \leq y + Z \leq y - x$ and hence
\[
0 \leq \mathbb{E} \left[ (y + Z) \mathbb{I}_{\{Z \in (-y, -x]\}} \right] \leq (y - x) \mathbb{P} \left[ Z \in (-y, -x] \right].
\]
By Lemma 1, $\mathbb{P} [Z = z_0] = 0$ for all $z_0 \in \mathbb{R}$ and (4.11) implies that for all $x > 0$
\[
E'(x) = \mathbb{P} \left[ Z > -x \right] = \mathbb{P} \left[ Z \leq x \right],
\]
where we also use symmetry of $Z$ in the last equality. Hence, by (4.11),
\[
g_x'(x) = -\beta^2 + 2\beta^2 \mathbb{P} [Z \leq x] = \beta^2 (2\mathbb{F}_\beta(x) - 1), \quad \text{for } x > 0.
\]
For $x \leq 0$ we have that
\[
\psi_x^-(x + Z) = \begin{cases} 
-x & \text{if } Z \leq 0, \\
-(x + Z) & \text{if } Z \in (0, -x], \\
0 & \text{if } Z > -x.
\end{cases}
\]
Thus,
\[
E(x) = \mathbb{E} \left[ \psi_x^-(x + Z) \right] = -x \mathbb{P} \left[ Z \leq -x \right] - \mathbb{E} \left[ Z \mathbb{I}_{\{Z \in (0, -x]\}} \right],
\]
and if $x \leq y \leq 0$ then
\[
E(y) - E(x) = \mathbb{E} \left[ (y + Z) \mathbb{I}_{\{Z \in (-y, -x]\}} \right] - (y - x) \mathbb{P} \left[ Z \leq -x \right]. \tag{4.12}
\]
By using Lemma 1 again, and (4.12), we can deduce that for all $x < 0$
\[
E'(x) = -\mathbb{P} \left[ Z \leq -x \right] = \mathbb{P} \left[ Z \leq x \right] - 1,
\]
and by (4.10),
\[
g_x'(x) = \beta^2 + 2\beta^2 (\mathbb{P} [Z \leq x] - 1) = \beta^2 (2\mathbb{F}_\beta(x) - 1), \quad \text{for } x < 0.
\]
Now we consider $x = 0$. By (4.11), if $z \geq 0$ then (take $x = 0$ and $z = y$)
\[
g_\beta(z) - g_\beta(0) = -\beta^2 z + 2\beta^2 (E(z) - E(0))
= -\beta^2 z + 2\beta^2 \left( \mathbb{E} \left[ (z + Z) \mathbb{I}_{\{Z \in (-z, 0]\}} \right] + z \mathbb{P} \left[ Z > 0 \right] \right)
= 2\beta^2 \mathbb{E} \left[ (z + Z) \mathbb{I}_{\{Z \in (-z, 0]\}} \right].
\]
By (4.12), if $z \leq 0$ then (take $x = z$ and $y = 0$)

$$g_{\beta}(z) - g_{\beta}(0) = \beta^2 z + 2\beta^2 \left(E(z) - E(0)\right)$$

$$= \beta^2 z - 2\beta^2 \left(E \mathbb{1}_{\{Z \in (0, -z]\}}\right) + z \mathbb{P}[Z \leq -z]$$

$$= \beta^2 z \left(1 - 2\mathbb{P}[Z \leq -z]\right) - 2\beta^2 E \mathbb{1}_{\{Z \in (0, -z]\}} .$$

Thus, by Lemma 1

$$\exists \lim_{z \to 0} \frac{g_{\beta}(z) - g_{\beta}(0)}{z} = 0 = \beta^2 \left(2\mathbb{P}[0] - 1\right) .$$

\[ \square \]

**Proof of Theorem**

By integration by parts (4.2) we have (2.7) and, together with Lemma 6, this implies the theorem.

\[ \square \]

**Proof of Theorem**

It follows directly from Lemma 7 and the covariance can be computed using Theorem 1.

\[ \square \]

### 5 Stein’s method basics

To contextualize the main idea we start by a brief discussion of the classical Stein’s method for normal approximations. Define the functional operator $\mathcal{N}$, acting on differentiable functions, by

$$\mathcal{N}f(x) := \sigma^2 f’(x) - xf(x) .$$

Recall that $X \sim N(0, \sigma^2)$ if $X$ has the normal distribution with zero mean and variance $\sigma^2$. The next result is called “Stein’s lemma”:

- If $X \sim N(0, \sigma^2)$ then $E[\mathcal{N}f(X)] = 0$ for all absolute continuous $f$ with $E[f’(X)] < \infty$. In particular (integration by parts formula),

  $$E[Xf(X)] = \sigma^2 E [f’(X)] .$$

- If for some random variable $X$, $E[\mathcal{N}f(X)] = 0$ for all absolute continuous $f$ with bounded derivative then $X \sim N(0, \sigma^2)$.

Motivated by Stein’s lemma, one can think that if $E[\mathcal{N}f(X)]$ is close to zero, then $P_X$ should be close to $N(0, \sigma^2)$.

Turning back to our context, the point is not a normal approximation but asymptotic independence. In this direction, the following two claims can be seen as a two-dimensional version of Stein’s lemma, and besides the characterisation of the distribution of $X_1$, it includes independence between the components of a random vector $(X_1, X_2)$. As far as the author’s knowledge goes, it has
never appeared in the mathematical literature before, and we give a brief explanation as follows. Let \( \sigma > 0 \) and define the functional operator \( \mathcal{N} \), acting on differentiable functions \( f : \mathbb{R}^2 \to \mathbb{R} \), by
\[
\mathcal{N}f(x_1, x_2) := \sigma^2 \partial_{x_1}f(x_1, x_2) - x_1f(x_1, x_2).
\]

If \( X_1 \sim N(0, \sigma^2) \) is independent of \( X_2 \) then
\[
\mathbb{E}[\mathcal{N}f(X_1, X_2)] = 0,
\]
for all differentiable \( f \) with \( \mathbb{E}[\partial_{x_1}f(X_1, X_2)] < \infty \). In particular,
\[
\mathbb{E}[X_1f(X_1, X_2)] = \sigma^2 \mathbb{E}[\partial_{x_1}f(X_1, X_2)].
\]

If for some random vector \( (X_1, X_2) \), with \( \mathbb{E}[|X_1|] < \infty \), we have that \( \mathbb{E}[\mathcal{N}f(X_1, X_2)] = 0 \) for all differentiable \( f \) with \( \|\partial_{x_1}f\|_{L^\infty(\mathbb{R}^2)} < \infty \) then \( X_1 \sim N(0, \sigma^2) \) and \( X_1 \) is independent of \( X_2 \).

The first claim follows easily using Fubini’s theorem together with (one dimensional) Stein’s lemma. For the second claim consider the characteristic function \( \psi_{X_1, X_2} \) of \( (X_1, X_2) \). Since \( \mathbb{E}[|X_1|] < \infty \) we have
\[
\partial_{\lambda_1}\psi_{X_1, X_2}(\lambda_1, \lambda_2) = i\mathbb{E}\left[X_1e^{i(\lambda_1 X_1 + \lambda_2 X_2)}\right] = i\sigma^2\mathbb{E}\left[\partial_{x_1}e^{i(\lambda_1 X_1 + \lambda_2 X_2)}\right] = -\lambda_1\sigma^2\psi_{X_1, X_2}(\lambda_1, \lambda_2),
\]
where we use in the second equality that \( \mathbb{E}[\mathcal{N}f(X_1, X_2)] = 0 \) for \( f(x_1, x_2) = \cos(\lambda_1 x_1 + \lambda_2 x_2) \) and for \( f(x_1, x_2) = \sin(\lambda_1 x_1 + \lambda_2 x_2) \). Since \( \psi_{X_1, X_2}(0, \lambda_2) \equiv \psi_{X_2}(\lambda_2) \) we must have that
\[
\psi_{X_1, X_2}(\lambda_1, \lambda_2) = e^{-\frac{\sigma^2}{2}\lambda_2^2}\psi_{X_2}(\lambda_2),
\]
which implies independence between \( X_1 \) and \( X_2 \).

Now, to bound the difference between the joint law \( \theta \equiv \mathbb{P}_{X_1, X_2} \) and \( \eta \equiv \mathbb{P}_{X_1} \otimes \mathbb{P}_{X_2} \), we follow Stein’s idea and look at a suitable solution of the partial differential equation
\[
\mathcal{N}f(x_1, x_2) = l(x_1, x_2) - \mathbb{E}\left[l(X_1, x_2)\right], \tag{5.2}
\]
where \( l : \mathbb{R}^2 \to \mathbb{R} \) is a continuously differentiable real valued function with bounded partial derivatives. By Fubini’s theorem,
\[
\int_{\mathbb{R}^2} \mathbb{E}\left[l(l(x_1, x_2))\right] d\theta = \int_{\mathbb{R}} \left( \int_{\mathbb{R}} l(x_1, x_2) d\mathbb{P}_{X_1}(x_1) \right) d\mathbb{P}_{X_2}(x_2) = \int_{\mathbb{R}^2} l d\eta.
\]
Thus, if \( f_l \) denotes a solution of \( \mathcal{N}f_l = l \), then
\[
\mathbb{E}[\mathcal{N}f_l(X_1, X_2)] = \int_{\mathbb{R}^2} \mathcal{N}f_l(x_1, x_2) d\theta = \int_{\mathbb{R}^2} l d\theta - \int_{\mathbb{R}^2} l d\eta. \tag{5.3}
\]

The proof of the next lemma follows the well known proof for the one-dimensional case, and the only novelty is the upper bound for the partial derivative with respect to the second variable.
Lemma 8 Let \( l : \mathbb{R}^2 \to \mathbb{R} \) be a continuously differentiable real valued function with bounded partial derivatives, \( X_1 \sim N(0, \sigma^2) \) and define
\[
f_l(x_1, x_2) := -\frac{1}{\sigma^2} \int_0^1 \frac{1}{2\sqrt{1-t}} \mathbb{E}\left[X_1 l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right] dt.
\]
Then \( f_l \) is a continuously differentiable real valued function such that:
- \( \|f_l\|_{\mathcal{L}^\infty(\mathbb{R}^2)} \leq \|\partial_{x_1} l\|_{\mathcal{L}^\infty(\mathbb{R}^2)} \);
- \( \|\partial_{x_1} f_l\|_{\mathcal{L}^\infty(\mathbb{R}^2)} \leq \frac{1}{\sigma} \sqrt{\frac{\pi}{2}} \|\partial_{x_1} l\|_{\mathcal{L}^\infty(\mathbb{R}^2)} \);
- \( \|\partial_{x_2} f_l\|_{\mathcal{L}^\infty(\mathbb{R}^2)} \leq \frac{1}{\sigma} \sqrt{\frac{\pi}{2}} \|\partial_{x_2} l\|_{\mathcal{L}^\infty(\mathbb{R}^2)} \).
Furthermore, \( f_l \) is the unique bounded solution of (5.2).

Proof of Lemma 8 Differentiating \( f_l \) and carrying the derivative inside the integral and expectation can be justified using dominated convergence, and hence \( f_l \) is a continuously differentiable function. In addition,
\[
\partial_{x_1} f_l(x_1, x_2) = -\frac{1}{\sigma^2} \int_0^1 \frac{1}{2\sqrt{1-t}} \mathbb{E}\left[X_1 \partial_{x_1} l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right] dt.
\]
Fix \( x_1 \) and \( x_2 \) and consider the function \( f(x) = l\left(\sqrt{t}x_1 + \sqrt{1-t}x, x_2\right) \). Then
\[
\mathbb{E}\left[X_1 l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right] = \mathbb{E}\left[X_1 f(X_1)\right]
= \sigma^2 \mathbb{E}\left[f'(X_1)\right]
= \sigma^2 \sqrt{1-t} \mathbb{E}\left[\partial_{x_1} l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right],
\]
where we use Stein’s lemma for the second equality, which leads to
\[
f_l(x_1, x_2) = -\int_0^1 \frac{1}{2\sqrt{t}} \mathbb{E}\left[\partial_{x_1} l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right] dt.
\]
Therefore,
\[
\sigma^2 \partial_{x_1} f_l(x_1, x_2) - x_1 f_l(x_1, x_2) = \int_0^1 \mathbb{E}\left[\left(-\frac{X_1}{2\sqrt{1-t}} + \frac{x_1}{2\sqrt{t}}\right) \partial_{x_1} l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right] dt
= \int_0^1 \mathbb{E}\left[\frac{d}{dt} l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right)\right] dt
= \mathbb{E}\left[\int_0^1 \frac{d}{dt} l\left(\sqrt{t}x_1 + \sqrt{1-t}X_1, x_2\right) dt\right]
= l(x_1, x_2) - \mathbb{E}\left[l(X_1, x_2)\right],
\]
which shows that \( f_l \) solves (5.2).
Next we are going to use that
\[ \int_0^1 \frac{1}{2\sqrt{t}} dt = \int_0^1 \frac{1}{2\sqrt{1-t}} dt = 1 \text{ and } \int_0^1 \frac{1}{2\sqrt{t(1-t)}} dt = \frac{\pi}{2}. \]

By (5.5),
\[ \|f_t\|_{L^\infty(\mathbb{R}^2)} \leq \|\partial_{x_1} l\|_{L^\infty(\mathbb{R}^2)} \int_0^1 \frac{1}{2\sqrt{t}} dt = \|\partial_{x_1} l\|_{L^\infty(\mathbb{R}^2)}, \]
and by (5.4),
\[ \|\partial_{x_2} f_t\|_{L^\infty(\mathbb{R}^2)} \leq \frac{\mathbb{E}[\|X_1\|]}{\sigma^2} \|\partial_{x_1} l\|_{L^\infty(\mathbb{R}^2)} \int_0^1 \frac{1}{2\sqrt{1-t}} dt = \frac{1}{\sigma} \sqrt{\frac{2}{\pi}} \|\partial_{x_1} l\|_{L^\infty(\mathbb{R}^2)} \]
(recall that \(\mathbb{E}[\|X_1\|] = \sigma \sqrt{2\pi^{-1}}\)). Now,
\[ \partial_{x_2} f_t(x_1, x_2) = -\frac{1}{\sigma^2} \int_0^1 \frac{1}{2\sqrt{t(1-t)}} \mathbb{E}[X_1\partial_{x_2} l (\sqrt{tx_1} + \sqrt{1-t}X_1, x_2)] dt, \]
and hence
\[ \|\partial_{x_2} f_t\|_{L^\infty(\mathbb{R}^2)} \leq \frac{\mathbb{E}[\|X_1\|]}{\sigma^2} \|\partial_{x_1} l\|_{L^\infty(\mathbb{R}^2)} \int_0^1 \frac{1}{2\sqrt{t(1-t)}} dt \]
\[ = \frac{1}{\sigma} \sqrt{\frac{2}{\pi}} \|\partial_{x_2} l\|_{L^\infty(\mathbb{R}^2)} \frac{\pi}{2} \]
\[ = \frac{1}{\sigma} \sqrt{\frac{\pi}{2}} \|\partial_{x_2} l\|_{L^\infty(\mathbb{R}^2)}. \]

If \(\tilde{f}\) is any other solution then
\[ \partial_{x_1} \left( e^{-\frac{x_1^2}{2\sigma^2}} \sigma^2 \left( f_t(x_1, x_2) - \tilde{f}(x_1, x_2) \right) \right) = 0, \]
and thus \(\tilde{f}(x_1, x_2) = f_t(x_1, x_2) + c(x_2)e^{\frac{x_2^2}{2\sigma^2}}\), which is bounded iff \(c(x_2) \equiv 0\).

\[ \square \]

**Lemma 9** Let \(\theta_t \equiv P_{X_1^0, X_2^t}^{\phi_1} \text{ and } \eta_t \equiv P_{X_0^\phi} \otimes P_{X_t^\phi}. \text{ Then} \)
\[ \text{Wass}(\eta_t, \theta_t) \leq \frac{1}{\|\phi\|_{L^2(\mathbb{R})}} \sqrt{\frac{\pi}{2}} \mathbb{E} \left[ \|DX_t^{\phi_2}, \phi_1\|_{L^2(\mathbb{R})} \right]. \]
Recall that the Wasserstein distance (2.9) is defined by considering the collection of all Lipschitz functions with bounded partial derivatives. Indeed, given a Lipschitz function \( f \) with bounded partial derivatives, then

\[ \beta \| \phi_1 \|^2_{L^2(\mathbb{R})} \mathbb{E} \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] = \mathbb{E} \left[ W(\phi_1) f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \]

By (4.1) and (4.2), if \( f \) is a continuously differentiable real-valued function with bounded partial derivatives then \( \mathbb{E} \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \) is given by

\[ \mathbb{E} \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] = \beta \mathbb{E} \left[ W(\phi_1) f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \]

Recall that \( X_0^{\phi_1} = \beta W(\phi_1) \sim N(0, \sigma^2) \), with \( \sigma^2 = \beta^2 \| \phi_1 \|^2_{L^2(\mathbb{R})} \), and that \( DX_0^{\phi_1}(z) = \beta \phi_1(z) \) (Lemma 3). Thus, \( \mathbb{E} \left[ W(\phi_1) f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \) is equal to

\[ \beta \| \phi_1 \|^2_{L^2(\mathbb{R})} \mathbb{E} \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] = \beta \| \phi_1 \|^2_{L^2(\mathbb{R})} \mathbb{E} \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \]

and hence

\[ \mathbb{E} \left[ X_0^{\phi_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] = \beta \mathbb{E} \left[ W(\phi_1) f(X_0^{\phi_1}, X_t^{\phi_2}) \right] = \beta \| \phi_1 \|^2_{L^2(\mathbb{R})} \mathbb{E} \left[ \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \]

which implies that

\[ \left| \mathbb{E} \left[ \sigma^2 \partial_{x_1} f(X_0^{\phi_1}, X_t^{\phi_2}) - X_0^{\phi_1} f(X_0^{\phi_1}, X_t^{\phi_2}) \right] \right| \leq \beta \| \partial_{x_2} f \|_{L^\infty(\mathbb{R}^2)} \mathbb{E} \left[ \left| \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right| \right] \]

By (5.3), Lemma 3 and (5.6), for every continuously differentiable real-valued function with bounded partial derivatives \( l : \mathbb{R}^2 \to \mathbb{R} \), we have that

\[ \left| \int_{\mathbb{R}^2} l d\theta_t - \int_{\mathbb{R}^2} l d\eta_t \right| = \left| \mathbb{E} \left[ N f_t \left( X_0^{\phi_1}, X_t^{\phi_2} \right) \right] \right| \]

where \( l \) is continuously differentiable with bounded partial derivatives. Indeed, given \( l \in \text{Lip}_C \) and \( \epsilon > 0 \), let

\[ l_\epsilon(x, y) := \mathbb{E} \left[ l \left( x + \sqrt{\epsilon} N_1, y + \sqrt{\epsilon} N_2 \right) \right] \]

where \( N_1 \) and \( N_2 \) are independent standard normal random variables. Then \( l_\epsilon \) is continuously differentiable with bounded partial derivatives. Furthermore,

\[ \lim_{\epsilon \to 0} \left\| l - l \right\|_{L^\infty(\mathbb{R}^2)} = 0 \quad \text{and} \quad \max \left\{ \left\| \partial_{x_1} l_\epsilon \right\|_{L^\infty(\mathbb{R}^2)}, \left\| \partial_{x_2} l_\epsilon \right\|_{L^\infty(\mathbb{R}^2)} \right\} \leq \left\| l \right\|_{\text{Lip}} \leq \left\| l \right\|_{\text{Lip}}. \]

Recall that the Wasserstein distance (2.9) is defined by considering the collection of all Lipschitz functions \( l \) such that \( \| l \|_{\text{Lip}} \leq 1 \). Thus, if \( \| l \|_{\text{Lip}} \leq 1 \) then \( \| \partial_{x_2} l_\epsilon \|_{L^\infty(\mathbb{R}^2)} \leq 1 \), and by (5.7)

\[ \left| \int_{\mathbb{R}^2} l d\theta_t - \int_{\mathbb{R}^2} l d\eta_t \right| \leq \left| \int_{\mathbb{R}^2} l_\epsilon d\theta_t - \int_{\mathbb{R}^2} l_\epsilon d\eta_t \right| + 2 \left\| l_\epsilon - l \right\|_{L^\infty(\mathbb{R}^2)} \]

\[ \leq \frac{1}{\| \phi_1 \|_{L^2(\mathbb{R})}} \sqrt{\frac{\pi}{2}} \mathbb{E} \left[ \left| \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right| \right] + 2 \left\| l_\epsilon - l \right\|_{L^\infty(\mathbb{R}^2)}. \]
By letting $\epsilon \to 0$, we get that
\[
\left| \int_{\mathbb{R}^2} l d\theta_t - \int_{\mathbb{R}^2} l d\eta_t \right| \leq \frac{1}{\|\phi_1\|_{L^2(\mathbb{R})}} \sqrt{\frac{\pi}{2} E \left[ \left| \langle DX_t^{\phi_2}, \phi_1 \rangle_{L^2(\mathbb{R})} \right|^2 \right]},
\]
which concludes the proof of the lemma (using Remark 1).

\[\square\]

**Proof of Theorem 3** It is a direct consequence of Lemma 4, Lemma 6 and Lemma 9.

\[\square\]
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