Topological transitions in two-dimensional Floquet superconductors

Paul Wenk, Milena Grifoni, and John Schliemann

1 Institute for Theoretical Physics, University of Regensburg, Regensburg, Germany
2 Institute for Physical Chemistry, University of Münster, Münster, Germany

(Received 1 September 2021; revised 29 June 2022; accepted 26 September 2022; published 12 October 2022)

We demonstrate the occurrence of a topological phase transition induced by an effective magnetic field in a two-dimensional electron gas with spin-orbit coupling and in proximity to an s-wave superconductor. The effective, perpendicular magnetic field is generated by an in plane, off-resonant ac-magnetic field or by circularly polarized light. The conditions for entering the topological phase do not rely on fine parameter tuning: For fixed frequency, one requires a minimal amplitude of the effective field which can be evaluated analytically. In this phase, chiral edge states generally emerge for a system in stripe geometry unless the Rashba and Dresselhaus coupling have the same magnitude. In this special case, for magnetic field driving the edge states become Majorana flat bands, due to the presence of a chiral symmetry; the light irradiated system is a trivial superconductor.
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I. INTRODUCTION

Nowadays pathways to manipulate material properties by a time-periodic drive are often dubbed as “Floquet engineering” [1]. This is based on the observation that the time evolution and steady state of a quantum system under time-periodic driving can be described in terms of a Floquet Hamiltonian, whose quasi-eigenenergy spectrum can be entirely different from the spectrum of the undriven Hamiltonian [2,3]. The growing interest in this field is fueled by rapid developments in optical and microwave coherent control techniques, together with the possibility of engineering novel quantum materials exhibiting exotic electronic properties. For example, time- and angle-resolved photoemission spectroscopy [4] has been used to image the Floquet-Bloch surface states of a topological insulator, and to demonstrate that the surface Dirac cone becomes gapped upon irradiation by circularly polarized light [5]. Vice versa, intense circularly polarized light might turn a trivial static conductor like graphene into a Haldane’s Chern insulator supporting chiral edge modes [6].

While Floquet topological insulators are by now largely understood, the study of Floquet topological superconductors, in the focus of this work, is still in an early stage. Static topological superconductors have attracted a great deal of interest for the realization of Majorana fermions in solid states and their possible application to topological quantum computation [7]. Crucially, the target system should have spin nondegenerate bands, e.g., due to the combined effects of spin-orbit coupling (SOC) and of a magnetic field. The possibility of tuning topological superconductivity by light has been discussed by now in various one-dimensional setups ranging from cold atom chains to Rashba nanowires [8–13]. Some studies have addressed the possibility to observe Floquet-Majorana modes in finite two-dimensional (2D) systems, like the Kitaev model on honeycomb lattices [14], a two-band model with s-wave pairing on a square lattice [15], or a square model with d-wave pairing for cuprate superconductivity [16]. By applying off-resonant drive modulating some of the system’s properties (chemical potential, spin-orbit coupling strength, etc.), edge modes have been predicted based on numerical diagonalization of the associated Floquet Hamiltonians. In a recent work, Plekhanov et al. [17] have posed the question, whether a Floquet topological phase transition can be entered also in the more conventional set-up of a two-dimensional electron gas (2DEG) with spin-orbit coupling being proximity coupled to an s-wave superconductor. Under resonance conditions between two spin-orbit split bands, an out-of plane magnetic field, see Fig. 1(a), is predicted to induce helical edge modes. Despite appealing, a limitation of this proposal is that the resonant condition can be satisfied only in a restricted region in k space. Where the resonance is not satisfied, more and more Floquet subbands participate in the low energy behavior and the topological gap disappears.

Motivated by the former studies on 2D Floquet superconductors [15–17], we investigate here the impact of off-resonant time-dependent electromagnetic fields for the setups in Fig. 1. Although we prevalently focus on the one in Fig. 1(a), the two-models map onto similar effective Hamiltonians obtained by using Löwdin partitioning. We find that a high-frequency in plane ac-magnetic field generates an out-of plane component of an effective static magnetic field which can drive the topological phase transition. Our analytical results are corroborated by diagonalization of the full Floquet Hamiltonian for bulk as well as stripe geometries. The topological phase boundaries can be calculated analytically, and are well in agreement with numerical predictions for topological invariants of the bulk system. In turn, the Floquet spectrum of a finite stripe displays chiral edge modes crossing at the
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FIG. 1. A 2DEG in proximity to a conventional superconductor can become itself a (synthetic) superconductor. The combined action of spin-orbit coupling (SOC) and a time-dependent magnetic (a) or electric (b) field can drive the system to a topologically nontrivial phase.

The paper is structured as follows: In Sec. II we construct the Floquet–Bogoliubov de Gennes (BdG) Hamiltonian matrix for our model, while in Sec. III the high frequency effective Hamiltonian is derived within Löwdin perturbation theory [25,26]. In Sec. IV numerical results are presented for stripe geometries and compared with the expectation of the effective static model. Finally, conclusions are drawn in Sec. V. Details of the calculations are presented in Appendices, A, B, and C.

II. MODEL

With focus on the setup of Fig. 1(a) we consider a continuum Hamiltonian near the Γ point

$$\mathcal{H}(t) = \mathcal{H}_0 + \mathcal{H}_\Delta + \mathcal{H}_1(t),$$

where the static part describes a 2DEG with Rashba [19,20] (α) and linear Dresselhaus [21] (β) SOC in proximity to an s-wave superconductor. Explicitly,

$$\mathcal{H}_0 = \sum_{\sigma, \alpha} \int d^2k \psi_{\alpha \sigma}^\dagger \left( \frac{\hbar^2 k^2}{2m^*} - \mu - \alpha_x k_x \sigma_x + \alpha_y k_y \sigma_y \right) \psi_{\alpha \sigma},$$

$$\mathcal{H}_\Delta = -\frac{\Delta}{2} \sum_{\sigma, \alpha} \int d^2k \left( \psi_{\alpha \sigma}^\dagger (i\sigma_y) \psi_{\alpha \sigma} \psi_{\alpha \sigma}^\dagger \right) + \text{h.c.}$$

Here, $\psi_{\alpha \sigma}$ ($\psi_{\alpha \sigma}^\dagger$) are creation (annihilation) operators of an electron with spin component σ along the z direction and wave vector k; for the SOC constants we define $\alpha_x := \alpha + \beta$, $\alpha_y := \alpha - \beta$, and in real as well as spin space the x-coordinate axis points along the crystallographic [1,1,0]-direction while the y axis lies along [1,1,0]; $m^*$ is the effective mass and $\mu$ the chemical potential. Superconductivity induced in the 2DEG by proximity effects is captured by the mean-field Hamiltonian $\mathcal{H}_\Delta$, where Δ is the proximity induced superconducting gap. For the time-dependent part driving the spin dynamics in the 2DEG we consider the generic expression

$$\mathcal{H}_1(t) = \sum_{\sigma, \alpha} \int d^2k \psi_{\alpha \sigma}^\dagger (A(t) \cdot \sigma)_{\sigma, \alpha} \psi_{\alpha \sigma}'. $$

Here, $A_i(t) = \mu g_i / 2 B_i(t)$, with $g_i$ the effective gyromagnetic ratio along the i direction, the magnetic field amplitude

$$B_i(t) = B_{ic} \cos(\Omega t) + B_{is} \sin(\Omega t),$$

and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ the vector of Pauli matrices. Thus, in full generality,

$$A(t) = q \cos(\Omega t) + r \sin(\Omega t) \quad \text{with} \quad q, r \in \mathbb{R}^3. $$

Due to the periodicity of the external magnetic field, we use Floquet theory to find the quasienergy spectrum and discuss topological properties. Explicitly, the time dependent problem can be recast onto an effective static problem for the Floquet Hamiltonian

$$\mathcal{H}_F(t) = \mathcal{H}(t) - i\hbar \partial_t,$$

when working in the composite Sambe space $\mathbb{S} = \mathbb{T} \otimes \mathbb{H}$ spanned by time periodic functions and the conventional Hilbert space $\mathbb{H}$ [1,3]. We introduce the matrix elements in $\mathbb{T}$ of $\mathcal{H}(t)$ in terms of the Fourier transform

$$\mathcal{H}_{mn} = (m | \mathcal{H}(t) | n) = \frac{1}{T} \int_0^T dt \mathcal{H}(t) e^{i(m-n)\Omega t}. $$

In turn the Floquet Hamiltonian has matrix elements

$$(\mathcal{H}_F)_{mn} := \mathcal{H}_{mn} - n\hbar \Omega \delta_{mn}. $$

Diagonalization of $\mathcal{H}_F$ then yields the quasienergy spectrum of the driven system. Care has to be taken when including the contribution of the mean-field term $\mathcal{H}_\Delta$ in Eq. (7). Due to the presence of two creation or two annihilation operators, the superconducting term is off-diagonal in Sambe space and couples Fourier modes n and -n.

Similar to the case of static superconductors, the evaluation of the quasienergy spectrum is more conveniently performed introducing the Nambu spinor $\Psi_k = (\psi_{\uparrow k}^\dagger, \psi_{\downarrow k}^\dagger, \psi_{\uparrow k}, \psi_{\downarrow k})$. Then $\mathcal{H}(t)$ can be expressed in terms of BdG matrices,

$$\mathcal{H}(t) = \frac{1}{2} \int d^2k \Psi^\dagger(k) (H_0(k) + \mathcal{H}_\Delta + H_1(t)) \Psi_k. $$

The three parts of the BdG Hamiltonian are given by [22]

$$H_0 = (\varepsilon_k - \mu) \tau_z \otimes 1_2 + \alpha_x k_x \tau_z \otimes \sigma_z + \alpha_y k_y \tau_z \otimes \sigma_z,$$

$$H_\Delta = \Delta \tau_z \otimes \sigma_z,$$

$$H_1(t) = A_1(t) \tau_z \otimes \sigma_z + A_2(t) \tau_z \otimes \sigma_z + A_3(t) \tau_z \otimes \sigma_z,$$

with $\varepsilon_k = \hbar^2 k^2 / 2m^*$ and $\tau_i$ Pauli matrices in Nambu space. Together with Eq. (7), this leads to the Floquet-BdG matrix

$$H_{mn} := \mathcal{H}_{mn} - n\hbar \Omega \delta_{mn} \tau_z \otimes 1_2.$$

Diagonalization of $H_F$ then yields the quasienergy spectrum of the driven system. Its form is provided in Appendix A. While for generic driving frequencies a numerical diagonalization is required, analytical results can be obtained for off-resonant driving, the case of interest in this work.
III. HIGH-FREQUENCY LIMIT: Löwdin Partitioning

High-frequency driving is known to be an excellent tool to dress parameters of the static, unperturbed Hamiltonian, e.g., hopping elements or on-site energies [23], leading to phenomena like coherent destruction of tunneling or dynamical localization [3], which can be used to steer a topological phase transition [24]. In addition, off-resonant drive can generate terms absent in the static Hamiltonian [16], a crucial effect for tunneling channels and retained region; its boundary, depicted by the red solid line, is given by Eq. (14).

HF to dress parameters of the static, unperturbed Hamiltonian, and also resembles the one for some Rashba 1D

\[ H_{\text{eff}} = H_0 + H_\Lambda + \frac{\Lambda_x}{\hbar \Omega} \tau_z \otimes \sigma_z + \frac{\Lambda_y}{\hbar \Omega} \tau_y \otimes \sigma_z + \frac{\Lambda_z}{\hbar \Omega} \tau_z \otimes \sigma_y \]  

(12)

with \( \Lambda = R \times q \). Notably, the in-plane components of the magnetic field generate an out-of-plane term in the effective Hamiltonian. This feature is crucial for the occurrence of the topological phase transition. Hence, in the following we choose \( B_z = 0 \), such that \( \Lambda_x = \Lambda_y = 0 \). Introducing the Zeeman term \( h_Z := \Lambda_z / \hbar \Omega \), the effective BdG Hamiltonian reduces to the appealing form

\[ H_{\text{eff,Z}} = (\varepsilon_k - \mu) \tau_z \otimes \mathbb{1}_2 - \alpha_x k_x \tau_z \otimes \sigma_y + \alpha_y k_y \mathbb{1}_2 \otimes \sigma_z + \Delta \tau_y \otimes \sigma_y + h_Z \tau_z \otimes \sigma_z. \]  

(13)

The spectrum of \( H_{\text{eff,Z}} \) can be evaluated in closed form. Importantly, the superconducting term exhibits a p-wave component in the eigenbasis of the normal conducting (\( \Delta = 0 \)) system, see Appendix A. The gap closing condition yields the critical Zeeman amplitude \( h_{Z,C} \) which separates the topologically trivial from the nontrivial phase. For \( |\alpha| \neq |\beta| \) it is

\[ |h_{Z,C}| = \sqrt{\Delta^2 + \mu^2}. \]  

(14)

This result is remarkably simple, independent of the SOC strength, and closely resembles the one for some Rashba 1D

[27] and 2D [28] setups. It implies that chiral edge modes should appear in a finite size system, under appropriate choice of the system’s parameters.

IV. EDGE MODES IN STRIPE GEOMETRIES

The emergence of such chiral modes is confirmed from a numerical evaluation of the quasienergy spectrum of the Floquet-BdG Hamiltonian \( H_F \) in stripe geometry. Further, topological invariants for the bulk system were calculated numerically and also agree with the expectations of the simple high frequency model. The numerical results can be seen in Figs. 2–4, and are commented in detail below.

A. \( |\alpha| \neq |\beta| \), chiral edge modes

For generic values of the spin-orbit coupling parameters \( \alpha \) and \( \beta \) chiral modes are expected to emerge in the topological phase. This is observed in Figs. 2(a) and 2(b). Further, Fig. 2(c) demonstrates the exponential decay of the modes towards the interior of the stripe. The prediction of a topological boundary given in Appendix A.3 by Eq. (14) [red line in Fig. 2(d)] agrees with a numerical evaluation of the Chern numbers \( C_\alpha \) [29–31] associated to the four quasienergy bands \( \epsilon_{k_x, \alpha} = 1, 2, 3, 4 \) of the central Floquet zone of the bulk Floquet Hamiltonian \( H_F \) (see Appendix B). As seen in Fig. 2(d), \( C_2 = 0 \) before and after the gap closing at \( h_{Z,C} \). Because the phase boundary only depends on the ratio \( h_Z / \Delta \) and \( \mu / \Delta \), it does not change if these quantities are scaled by the same factor. For the edge modes to appear though the width of the system should be appropriately changed, such that the decay lengths of the modes remains much smaller that the width. This property can be verified from the figures shown in the Appendix. Here, the relevant scales are a factor 20 larger; edge modes appear for correspondingly narrower stripes.

B. \( |\alpha| = |\beta| \), Majorana flat bands

The above results are quite generic and hold true for off-resonant driving and \( |\alpha| \neq |\beta| \). Hence they do not require fine tuning of parameters. In the following we discuss one of the special symmetry setting supporting persistent spin helices [32–35], \( |\alpha| = |\beta| \). Here, a special choice of parameters leads to Majorana flat bands [36]. This can occur in two situations.
In case I the Rashba and Dresselhaus SOC strength have opposite sign $\alpha = -\beta$, which implies $\alpha_I = 0$, and $\alpha_r = 2\alpha$. Then, Majorana flat bands are found in stripe geometry with finite width along the $y$ direction. In the case II, $\alpha = \beta$, the flat bands occur for a finite width of the stripe in the $x$ direction. We demonstrate below that the emergence of flat bands is strictly related to the presence of an additional chiral symmetry of the driven system.

A magnetic field breaks time-reversal symmetry. Hence, for a generic parameter set, also the effective BdG Hamiltonian Eq. (13) is only invariant under particle-hole symmetry, with $\mathcal{P} = \tau_y \otimes \mathbb{1}/\mathcal{K}$, the associated antiunitary particle-hole operator and $\mathcal{K}$ the operator of complex conjugation; it holds $\mathcal{P}^2 = 1$. In this case the system belongs in 2D to the symmetry class DIII [37], and its topological properties are well described in terms of Chern numbers, as discussed above.

For the special case, I, $\alpha = -\beta$, the effective Hamiltonian acquires a chiral symmetry with $\mathcal{C}_I = \tau_y \otimes \sigma_z$, the associated unitary operator obeying $\mathcal{C}_I^2 = 1$. As a consequence, the high frequency BdG Hamiltonian is also invariant under the time-reversal operation generated by $\mathcal{T}_I = \mathcal{P}_I \mathcal{C}_I$. Notice that $\mathcal{T}_I^2 = -\mathbb{1}$. In this case the system belongs to the symmetry class DIII; it can support flat bands if the associated $Z_2$ invariant becomes nontrivial [7]. Similarly, we find for case II, $\alpha = \beta$, the chiral symmetry $\mathcal{C}_II = \tau_x \otimes \mathbb{1}/\mathbb{2}$. The gap can now close at finite momenta. Introducing polar coordinates $k_y = k \cos \theta$, $k_x = k \sin \theta$, the closing occur when $\theta = 0$, $\pi/2$ for case I, II respectively, and

$$|h_{\text{Z,c}}(k)| = \sqrt{\Delta^2 + (\mu - a^2 k^2 \xi)^2},$$  \hspace{1cm} (15)$$

where $\xi$ is the hopping energy and $a$ the lattice constant in the square lattice tight-binding formulation. In Eq. (15), situations may happen where flat bands only exist in certain regions of $k$ space. This mixed regime occurs in the parameter region between the topological phase boundary and the vertical red line in Fig. 3(d). We expect the miniflat bands not to be stable against perturbations. Here, as $Z_2$ invariant the partial Berry phase numbers proposed in Ref. [18] were used, see Sec. C.4.

C. Topological signatures beyond off-resonance

The topological phase transition and the associated edge modes in finite geometries have been obtained for driving energies $\hbar \Omega$ much larger than the bandwidth $W$ of the static 2D system. In Fig. 4 we show that topological features are clearly discerned also for $\hbar \Omega = 7 \xi$, where $\xi$ is the hopping energy in the tight-binding formulation. A series of crossing and avoided crossing is observed not only for the in gap modes, but also for the higher energy. Such features are common to other topological systems and are a signature of the topological character of the excitations near the avoided crossing, see, e.g., Refs. [38,39].

V. EXPERIMENTAL FEASIBILITY AND CONCLUSIONS

We have demonstrated the emergence of topologically nontrivial phases in a theoretical model of a 2DEG subject to an in plane off-resonant magnetic field. A natural question is to which extent such phases can be observed in the state of the art experimental setups. For a 2DEG from ordinary III-V semiconductors we estimate a hopping $\xi \approx 1.5$ eV, which implies frequencies in the energy range $\hbar \Omega = 5 - 15$ eV for the plots in Figs. 2–4. Further, with $\Delta \approx 0.1 \text{ meV}$ and a gyromagnetic ratio $g \approx 50$ (e.g., for InSb [41]), one finds magnetic field amplitudes $B_{xy} \approx B_y \approx 30 \text{ T}$. These are rather large and destroy superconductivity, if the latter is induced through proximity to a conventional superconductor.
like Nb having critical fields in the order of 0.8 T. A possible extension of this work thus points to proximity to 2D Ising superconductors, like, e.g., NbSe2, which are known to support large in-plane critical fields of more than 30 T [42]. Signatures of triplet superconductivity were recently observed in trilayer NbSe2 driven by a static in plane magnetic field up to 33 T [43]. The pairing function discussed there has similar s- and p-wave components as derived in Appendix A. This suggests related low-energy physics for seemingly distinct 2D superconductors. Alternating magnetic fields with amplitudes of several Tesla are also difficult to achieve in ordinary laboratories. Hence, we would like to comment also on the setup in Fig. 1(b), with the 2DEG driven by circularly polarized light with vector potential \( A(t) = (A \cos(\Omega t), A \sin(\Omega t), 0) \). In this case, the light couples to the 2DEG electrons through a minimal coupling \( k \rightarrow k - k_0(t) \), with \( k_0(t) = (e/c \hbar) A(t) \). Following Refs. [16,40], in the off-resonant case, Löwdin perturbation theory leads again to the Hamiltonian Eq. (13), with the replacement \( m^* \rightarrow m^*/J_0(x) \), \( \alpha_+ \rightarrow \alpha_+ J_0(x) \) in the single particle part and \( \Delta \rightarrow -(\alpha_+ \alpha_- / a^2) J_0^2(x) \). Here, \( J_0(x) \) is a Bessel function of first kind and \( x = (ea/c \hbar) A \). Driving by light has the advantage that, since \( |J_0| \ll 1 \), the hopping \( \xi \simeq 1/m^* \) gets effectively and hence also the frequencies \( \Omega \) being required. Also for this model chiral modes are expected for effective magnetic fields \( h_z \) larger than the critical field Eq. (14) and generic SOC parameters. However, in the symmetric cases \( \alpha = \pm \beta \) is either \( \alpha_+ = 0 \) or \( \alpha_- = 0 \), leading to a vanishing \( h_z \) and thus to trivial superconductivity.

In summary, in our work we focused on proximitized semiconducting 2DEGs with strong spin-orbit coupling as possible systems for the realization of a Floquet topological superconductor. However, the large amplitudes of the magnetic/electric fields and the high frequencies necessary to induce Floquet topological superconductivity indicate the need to look for alternative 2D materials. We suggest that 2D superconductors of the Ising type, like few layers NbSe2, are an ideal candidate to observe the topological phase transition. Since off-resonant magnetic fields induce effective static magnetic fields, our analysis can be applied also to situations in which only appropriate static fields are applied.
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APPENDIX A: FLOQUET BDG HAMILTONIAN IN THE CONTINUUM MODEL

1. BdG Hamiltonian in Sambe space

We explicitly derive the Floquet-BdG matrix associated to the continuum model Hamiltonian

\[
\mathcal{H}(t) = \mathcal{H}_0 + \mathcal{H}_\Delta + \mathcal{H}_1(t),
\]

(1A)

defined in Eq. (1). Since \( \mathcal{H}(t) \) is time periodic, \( \mathcal{H}(t) = \mathcal{H}(t + T) \), with the driving period \( T = 2\pi/\Omega \), we can apply Floquet theory [3,44]. The solution to the Schrödinger equation

\[
i\hbar \partial_t |\phi_\alpha(t)\rangle = \mathcal{H}(t)|\phi_\alpha(t)\rangle
\]

(2A)

are Floquet states

\[
|\phi_\alpha(t)\rangle = e^{i\epsilon_\alpha t}|u_\alpha(t)\rangle.
\]

(3A)

with the quasienergies \( \epsilon_\alpha \) and the Floquet functions \( |u_\alpha(t)\rangle \). The latter are eigenstates of the Floquet Hamiltonian \( \mathcal{H}_F(t) := \mathcal{H}(t) - i\hbar \partial_t \),

\[
\mathcal{H}_F(t)|u_\alpha(t)\rangle = \epsilon_\alpha|u_\alpha(t)\rangle.
\]

(4A)

Since the Floquet functions have the property of being periodic in \( T \), it is convenient to apply a Fourier expansion

\[
|u_\alpha(t)\rangle = \sum_{n=-\infty}^{\infty} |u_\alpha^n\rangle e^{-i\alpha n \Omega t}.
\]

(5A)

Doing the same for \( \mathcal{H}(t) \),

\[
\mathcal{H}_n = \frac{1}{T} \int_0^T dt \mathcal{H}(t)e^{i\alpha n \Omega t},
\]

(6A)

allows one to rewrite the eigenvalue problem in Eq. (4A) as

\[
\sum_{m=-\infty}^{\infty} (\mathcal{H}_{n-m} - n\hbar \Omega \delta_{nm})|u^{\prime m}_{\alpha}\rangle = \epsilon_\alpha |u^n_{\alpha}\rangle.
\]

(7A)

Going to Nambu space with

\[
\Psi^\dagger_k = (\psi^\dagger_{k\uparrow}, \psi^\dagger_{k\downarrow}, \psi_{-k\uparrow}, \psi_{-k\downarrow}),
\]

(8A)

the Hamiltonian Eq. (1A) assumes the form

\[
\mathcal{H}(t) = \frac{1}{2} \int d^2k \Psi^\dagger_k (H_0(k) + H_\Delta + H_1(t)) \Psi_k,
\]

(9A)

where \( \mathcal{H}_{BdG}(t) := H_0(k) + H_\Delta + H_1(t) \) is a periodic BdG Hamiltonian. The static part, see Eq. (10), is given by

\[
H_0 + H_\Delta = \left( \frac{\hbar^2 k^2}{2m^*} - \mu \right) \tau_z \otimes \mathbb{1}_2 + \alpha_+ k_z \mathbb{1}_2 \otimes \sigma_x
\]

\[
- \alpha_- k_z \tau_z \otimes \sigma_y + \Delta \tau_x \otimes \sigma_y,
\]

(10A)

and the driving term of general (co-) sinusoidal behavior writes as

\[
H_1(t) = \begin{pmatrix} h_1(t) & 0_{2 \times 2} \\ 0_{2 \times 2} & -h_1^*(t) \end{pmatrix}.
\]

(11A)

We consider the general form \( h_1(t) = \lambda(t) \cdot \sigma \) for the time dependent driving, with

\[
\lambda(t) = q \cos(\Omega t) + r \sin(\Omega t)
\]

(12A)

\[
= \left( \frac{q - ir}{2} \right) e^{i\Omega t} + \left( \frac{q + ir}{2} \right) e^{-i\Omega t}
\]

(13A)

which is periodic in time with a period \( T = 2\pi/\Omega \) and has parameters \( r_1, q_1 \in \mathbb{R}, l \in \{x, y, z\} \). The crucial part lies now in writing down the BdG Hamiltonian in Sambe space. Here, one should keep in mind that annihilation and creation operators are adjoints of each other and should be Fourier expanded.
which are separated by the horizontal red dashed lines. However, in the off-resonant regime, i.e., when the driving energy $\hbar\Omega$ exceeds the band width $W$, one can derive an effective BdG Hamiltonian by folding down a higher replica consistently. Thus,

$$\psi_{k\sigma}(t) = \sum_{n=-\infty}^{\infty} e^{-i\hbar\Omega t} \psi_{k\sigma,n}, \quad \psi_{k\sigma}^\dagger(t) = \sum_{n=-\infty}^{\infty} e^{i\hbar\Omega t} \psi_{k\sigma,n}^\dagger,$$

in the Nambu spinor. Including such time dependence has the consequence that the superconducting term parametrized by $\Delta$ couples Fourier modes $n$ and $-n$ in the Floquet equation to be discussed below. The correct anti-diagonal position of the superconducting gap is crucial for the quasiequilibrium spectrum to exhibit the usual appearance of replica, which we will explicitly show for the stripe geometry, Fig. 5. To be more precise, in the Nambu-Sambe basis, $\cdots, \Psi_{k,-N+1}^\dagger, \cdots, \Psi_{k,A}^\dagger, \cdots$ we find the Floquet-BdG matrix

$$\left( H_F \right)_{mn} = H_{mn} - n\delta_{mn}\hbar\Omega \tau_z \otimes 1_2.$$

In the following $H_F$ is written down in a truncated form with $N$ Floquet modes:

$$H_F = \begin{pmatrix}
H_0 + N\hbar\Omega \tau_z \otimes 1_2 & d & 0_{4 \times 4} & \cdots & 0_{4 \times 4} \\
0_{4 \times 4} & H_0 + (N-1)\hbar\Omega \tau_z \otimes 1_2 & d & \cdots & 0_{4 \times 4} \\
0_{4 \times 4} & 0_{4 \times 4} & \ddots & \ddots & \ddots \\
\Delta & \cdots & d & H_0 - (N-1)\hbar\Omega \tau_z \otimes 1_2 & d \\
\cdots & \cdots & \cdots & d & H_0 - N\hbar\Omega \tau_z \otimes 1_2
\end{pmatrix},$$

with the matrices

$$d = \begin{pmatrix}
h_1^1 & 0 \\
0 & -h_1^1
\end{pmatrix},$$

$$h_1^1 = \frac{1}{2} (\mathbf{q} - i\mathbf{r}) \cdot \sigma,$$

$$= \frac{1}{2} \begin{pmatrix}
q_x - ir_x & q_y - ir_y & q_z - ir_z - iq_y + r_y \\
q_x - ir_x + iq_y + r_y & -q_z + ir_z
\end{pmatrix},$$

$$s = \tau_y \otimes \sigma_y = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}.$$  \hspace{1cm} (A16)

Here, the $h_1^1$ are the Fourier components of $h_1(t) = h_1(t + T)$ with

$$h_1(t) = A_x(t)\sigma_x + A_y(t)\sigma_y + A_z(t)\sigma_z = \sum_{n=-\infty}^{\infty} e^{-i\hbar\Omega t} h_1^n.$$  \hspace{1cm} (A21)

2. Löwdin high-frequency partitioning

For a general number of Floquet modes $N$, this truncated Floquet–BdG Hamiltonian can be only treated numerically. However, in the off-resonant regime, i.e., when the driving energy $\hbar\Omega$ exceeds the band width $W$, one can derive an effective BdG Hamiltonian by folding down a higher replica onto the central mode. The suitable tool to accomplish this is Löwdin partitioning which is described in great detail in [25,26]. In short: Assume that a Hamiltonian $\mathcal{H}$ can be expressed as a sum of a Hamiltonian $\mathcal{H}^0$ with known eigenvalues $E_n$ and eigenfunctions $|\psi_n\rangle$ and $\mathcal{H}'$. The latter Hamiltonian is treated as a perturbation. Decompose $\mathcal{H}'$ further as a sum of a block diagonal matrix $\mathcal{H}^1$, with subsets $A$ and $B$, and $\mathcal{H}^2$. Thus, we can write

$$\mathcal{H} = \mathcal{H}^0 + \mathcal{H}' = \mathcal{H}^0 + \mathcal{H}^1 + \mathcal{H}^2.$$  \hspace{1cm} (A22)

The goal is to approximate the system consisting of block $A$, $B$ and their couplings with an effective block $A$ where the effect of block $B$ has been “folded onto it”. Following [25,26], we define the indices $m, m', n''$ which correspond to the states in set $A$, and the indices $l, l', n''$ to the one of set $B$. The subsets $A$ and $B$ may have degeneracies but it is crucial that $E_m \neq E_l$. The matrix elements are defined by

$$\mathcal{H}'_{ij} := \langle \psi_i | \mathcal{H}' | \psi_j \rangle.$$  \hspace{1cm} (A23)

It can be shown that a non-block-diagonal, anti-Hermitian matrix $\mathcal{S}$ exists which transforms $\mathcal{H}$ into a block diagonal Hamiltonian $\tilde{\mathcal{H}} = e^{-S} \mathcal{H} e^S$, i.e., matrix $\mathcal{S}$ removes the coupling between block $A$ and $B$. This anti-Hermitian matrix can be approximated in a successive manner which allows for an approximation of $\tilde{\mathcal{H}}$,

$$\tilde{\mathcal{H}} = \mathcal{H}^{(0)} + \mathcal{H}^{(1)} + \mathcal{H}^{(2)} + \mathcal{H}^{(3)} + \cdots.$$  \hspace{1cm} (A24)
The corresponding terms with indices belonging to the block A are given by
\[
\begin{align*}
\mathcal{H}_{m,n}^{(0)} &= \mathcal{H}_{m,n}^{0}, \\
\mathcal{H}_{m,n}^{(1)} &= \mathcal{H}_{m,n}^{1}, \\
\mathcal{H}_{m,n}^{(2)} &= \frac{1}{2} \sum_i \mathcal{H}_m^0 \mathcal{H}_m' \left[ \frac{1}{E_m - E_i} + \frac{1}{E_m - E_i} \right], \\
\mathcal{H}_{m,n}^{(3)} &= -\frac{3}{2} \sum_{i,n'} \left[ \mathcal{H}_m^0 \mathcal{H}_m' \mathcal{H}_m^0 \mathcal{H}_m' \left[ \frac{1}{(E_m - E_i)(E_m - E_i)} + \frac{1}{(E_m - E_i)(E_m - E_i)} \right] + \frac{1}{2} \sum_{i,n'} \mathcal{H}_m^0 \mathcal{H}_m' \mathcal{H}_m^0 \mathcal{H}_m' \left[ \frac{1}{(E_m - E_i)(E_m - E_i)} + \frac{1}{(E_m - E_i)(E_m - E_i)} \right] \right] .
\end{align*}
\]

In the following we apply the Löwdin partitioning to the Floquet-BdG matrix (A16). We start by only taking the central, \( n = 0 \), and the \( n = \pm 1 \) Floquet modes into account. Thereby, we fold the \( n = \pm 1 \) Floquet blocks onto the central one. The Löwdin correction up to first order in \( W/\hbar \Omega \), \( W \) is the bandwidth, is then given by
\[
H_F^{(2)} = \frac{1}{\hbar \Omega} \begin{pmatrix}
 h_1^{-1}, h_1^1 & 0_{2 \times 2} \\
 0_{2 \times 2} & [h_1^{-1}, h_1^1]^\dagger 
\end{pmatrix} = \frac{q_y r_x - q_x r_y}{\hbar \Omega} \tau_z \otimes \sigma_z + \frac{q_y r_x - q_x r_y}{\hbar \Omega} \mathbb{1}_{2} \otimes \sigma_z + \frac{q_z r_y - q_y r_z}{\hbar \Omega} \tau_z \otimes \sigma_z. 
\]

The second-order correction is given by
\[
H_F^{(3)} = C_{01} \mathbb{1}_{2} \otimes \sigma_z + C_{32} \tau_z \otimes \sigma_z + C_{03} \mathbb{1}_{2} \otimes \sigma_z 
\]
with
\[
C_{01} = -\frac{1}{\hbar^2 \Omega^2} k \cdot \begin{pmatrix}
 \alpha_s (q_y q_x + r_x r_y) \\
 \alpha_s (q_y^2 + q_x^2 + r_x^2 + r_y^2) 
\end{pmatrix}, \\
C_{32} = \frac{1}{\hbar^2 \Omega^2} k \cdot \begin{pmatrix}
 \alpha_s (q_y^2 + q_x^2 + r_x^2 + r_y^2) \\
 \alpha_s (q_y q_x + r_x r_y) 
\end{pmatrix}, \\
C_{03} = \frac{1}{\hbar^2 \Omega^2} k \cdot \begin{pmatrix}
 -\alpha_s (q_y q_x + r_x r_y) \\
 \alpha_s (q_y q_x + r_x r_y) 
\end{pmatrix}.
\]

The terms with the coefficients \( C_{01} \) and \( C_{32} \) renormalize the parts in \( H_0 \) which are due to SOC. The new term proportional to \( \mathbb{1}_{2} \otimes \sigma_z \) vanishes in case of an in-plane magnetic field. In the following we neglect the second-order correction, leaving us with the effective \( 4 \times 4 \) BdG–Floquet Hamiltonian
\[
H_{\text{eff},Z} = H_F^{(0)} + H_F^{(2)}. 
\]

### 3. Spectrum of the effective Hamiltonian

If the driving consists of an in-plane magnetic field only the term proportional to \( \tau_z \otimes \sigma_z \) survives in \( H_{\text{eff},Z} \). Then we can diagonalize the spectrum in an easy way, i.e., without explicitly using Ferrari’s, Descartes’ or Euler’s solution for quartic functions. Assuming this parameter setting, the effective static Hamiltonian has the following form:
\[
H_{\text{eff}} = \begin{pmatrix}
 \frac{\hbar^2 k^2}{2m} - \mu + h_Z & \alpha s k_y + i \alpha_s k_x & 0 & -\Delta \\
\alpha s k_y - i \alpha_s k_x & \frac{\hbar^2 k^2}{2m} - \mu - h_Z & \Delta & 0 \\
-\Delta & \Delta & \alpha s k_y + i \alpha_s k_x & \frac{\hbar^2 k^2}{2m} + \mu + h_Z \\
0 & \alpha s k_y + i \alpha_s k_x & -\frac{\hbar^2 k^2}{2m} + \mu - h_Z & \alpha s k_y - i \alpha_s k_x 
\end{pmatrix},
\]

where \( h_Z \), which appears due to the effective field, Eq. (A29), is given by
\[
h_Z := \frac{\alpha_s}{\hbar \Omega} \frac{q_y r_x - q_x r_y}{\hbar \Omega}.
\]

The diagonal \( 2 \times 2 \) blocks are diagonalized by the matrix
\[
V_1(k) = \begin{pmatrix}
 v_1(k) & 0_{2 \times 2} \\
 0_{2 \times 2} & v_2(k)
\end{pmatrix}.
\]
where

\[ v_1(k) = \left( \begin{array}{cc} \gamma_+(k) & -\gamma_-(k)e^{-i\varphi(k)} \\ \gamma_-(k)e^{i\varphi(k)} & \gamma_+(k) \end{array} \right), \]

(A38)

\[ v_2(k) = \left( \begin{array}{cc} \gamma_-(k)e^{i\varphi(k)} & \gamma_+(k) \\ \gamma_+(k) & -\gamma_-(k)e^{-i\varphi(k)} \end{array} \right), \]

(A39)

with

\[ \gamma_{\pm}(k) = \sqrt{\frac{1}{2} \left( 1 \pm \frac{h_Z}{\sqrt{(\alpha_xk_x)^2 + (\alpha_yk_y)^2 + h_Z^2}} \right)}, \]

(A40)

and

\[ e^{i\varphi(k)} = \frac{\alpha_xk_y - i\alpha_yk_x}{\sqrt{(\alpha_xk_x)^2 + (\alpha_yk_y)^2}}. \]

(A41)

The Hamiltonian Eq. (A35) is rendered as

\[ V_1^HV_1 = \left( \begin{array}{ccc} \eta_+ & 0 & -\Delta_2 & \Delta_1^\ast \\ 0 & \eta_- & -\Delta_1 & \Delta_2 \\ -\Delta_2 & \Delta_1^\ast & -\eta_- & 0 \\ \Delta_1 & \Delta_2 & 0 & -\eta_+ \end{array} \right), \]

(A42)

where now

\[ \eta_{\pm}(k) = \frac{\hbar^2k^2}{2m^*} - \mu \pm \sqrt{(\alpha_xk_x)^2 + (\alpha_yk_y)^2 + h_Z^2}. \]

(A43)

Explicitly, we find that

\[ \Delta_1 = 2\Delta \gamma_+ \gamma_- e^{i\varphi}, \quad \Delta_2 = \Delta (\gamma_+^2 - \gamma_-^2), \]

(A44)

and hence the intraband pairing \( \Delta_1 \) is an odd function in the wave vector \( k \). In contrast, the interband pairing \( \Delta_2 \) is an even function of momentum. The transformed Hamiltonian Eq. (A42) thus reveals the presence of an effective \( p \)-wave intravalley pairing, a necessary requirement for topological superconductivity [7]. To fully uncover the topological properties of the effective Hamiltonian, we now follow Ref. [45] and apply the transformation

\[ V_2 = \left( \begin{array}{cccc} \delta_+ & 0 & 0 & 0 \\ 0 & \delta_- & 0 & 0 \\ -\delta_- & 0 & \delta_+ & 0 \\ 0 & -\delta_+ & 0 & \delta_- \end{array} \right) \]

(A45)

with

\[ \delta_{\pm} = \sqrt{\frac{1}{2} \left( 1 \pm \frac{(\eta_+ + \eta_-)/2}{\sqrt{(\eta_+ - \eta_-)^2/4 + \Delta_2^2}} \right)}. \]

(A46)

This transformation results in

\[ V_2^HV_1^HV_1V_2 = \left( \begin{array}{cccc} \lambda_+ & -\Delta_1^\ast & 0 & 0 \\ -\Delta_1 & -\lambda_+ & 0 & 0 \\ 0 & 0 & \lambda_- & \Delta_1^\ast \\ 0 & 0 & -\Delta_1 & \lambda_- \end{array} \right), \]

(A47)

where

\[ \lambda_{\pm} = \frac{\eta_+ - \eta_-}{2} \pm \sqrt{\frac{(\eta_+ + \eta_-)^2}{4} + \Delta_2^2}. \]

(A48)

Finally, we can diagonalize the remaining \( 2 \times 2 \) matrices. The four eigenvalues are given by

\[ \lambda_{mn} = m(\hbar_Z^2 + \hbar_Z^2 + \k^2(\alpha_x^2 + \beta^2 - 2\xi \mu + 2\bar{\alpha}\bar{\beta}\cos(2\theta)) + \k^2 \k^2 + 2n\sqrt{\mathcal{W}} \}

(A49)

with \( m = \pm 1, n = \pm 1 \) and the critical field

\[ |h_{Z,c}| = \sqrt{\Delta^2 + \mu^2}. \]

(A50)

We introduced the abbreviation

\[ \mathcal{W} := \hbar_Z^2 + \k^2(\alpha_x^2 + \beta^2 - 2\xi \mu + 2\bar{\alpha}\bar{\beta}\cos(2\theta)) + \k^2 \k^2 + 2n\sqrt{\mathcal{W}} \]

(A51)

where we used polar coordinates with \( \bar{k}_x = \bar{k}\cos(\theta), \bar{k}_y = \bar{k}\sin(\theta) \), and defined dimensionless quantities \( \bar{k} := ka, \bar{\alpha} := \alpha/a, \bar{\beta} := \beta/a \), with \( a \) the lattice constant. Finally, \( \xi := \hbar^2/(2ma^2) \) is the hopping energy.

APPENDIX B: FLOQUET–BDG HAMILTONIAN IN THE TIGHT-BINDING FORMULATION

1. Tight-binding version of the static Hamiltonian

For many numerical purposes it is convenient to work with a tight-binding Hamiltonian which reduces to the static Hamiltonian Eq. (2) in the long wave length limit. Working on a square lattice with spacing \( a \), the latter quantity is reformulated as

\[ \mathcal{H}_0 + \mathcal{H}_\Delta = \sum_{m,\sigma} \left( \left( 4\xi - \mu \right) c_{m\sigma}^\dagger c_{m\sigma} + \xi \left( c_{(m+1)\sigma}^\dagger c_{m\sigma} + c_{m\sigma}^\dagger c_{(m+1)\sigma} \right) + c_{m(l+1)\sigma}^\dagger c_{m\sigma} + H.c. \right) \]

\[ + \sum_{m,\sigma} \left[ -\frac{\bar{\alpha}}{2} \left( c_{m\sigma}^\dagger c_{m+1\sigma}^\dagger - c_{m\sigma}^\dagger c_{m-1\sigma}^\dagger + H.c. \right) + i\frac{\bar{\alpha}}{2} \left( c_{m(l+1)\sigma}^\dagger c_{m\sigma}^\dagger - c_{m\sigma}^\dagger c_{m(l+1)\sigma} - H.c. \right) \right] \]

\[ - \frac{\Delta}{2} \sum_{m,\sigma} \left( c_{m\sigma}^\dagger c_{m\sigma} - c_{m\sigma}^\dagger c_{m\sigma}^\dagger + H.c. \right), \]

(B1)

where the operators \( c_{m\sigma}^\dagger, c_{m\sigma} \) create and annihilate, respectively, a particle with spin \( \sigma \in \{\uparrow, \downarrow\} \) at lattice site \( r = ma \mathbf{e}_x + la \mathbf{e}_y \). We have redefined the spin-orbit parameters as \( \bar{\alpha}_x := \alpha_x/a, \bar{\alpha}_y := \alpha_y/a \).
Let us now concentrate on an infinite stripe along the $y$ direction with $L$ transversal lattice sites numbered by $m \in \{0, \ldots, L - 1\}$. Introducing the operators
\[
e_p^\dagger(k) = \sqrt{\frac{a}{2\pi}} \sum_l e^{i k a_l} e_m^\dagger \quad (B2)
\]
for each wave number $k \in [-\pi/a, \pi/a]$ along with the Nambu spinor
\[
\Psi_q^\dagger(k) = (\phi_0^\dagger(k), \ldots, \phi_L^\dagger(k)), \quad q \in \{0, \ldots, 4L - 1\}, \quad (B3)
\]
where
\[
\phi_m^\dagger(k) = (c_m^\dagger(k), c_m^\dagger(-k), c_m(-k), c_m(-k)), \quad (B4)
\]
the static Hamiltonian can be expressed as
\[
\mathcal{H}_0 + \mathcal{H}_\Delta = \frac{1}{2} \int_{-\pi/a}^{\pi/a} dk \sum_{q,q'=0}^{4L-1} \Psi_q^\dagger(k) \mathcal{H}_{qq'}(k) \Psi_{q'}(k). \quad (B5)
\]
Here the BdG Hamiltonian in stripe geometry reads
\[
\mathcal{H}_{qq'}(k) = \begin{pmatrix} a(k) & b & b^\dagger & a(k) & b & b^\dagger & \cdots \end{pmatrix}, \quad (B6)
\]
with
\[
a(k) = \begin{pmatrix} \eta(k) & -i\bar{a}_x \sin(k) & 0 & -\Delta \\ -i\bar{a}_x \sin(k) & \eta(k) & \Delta & 0 \\ 0 & \Delta & -\eta(k) & -i\bar{a}_x \sin(k) \\ -\Delta & 0 & i\bar{a}_x \sin(k) & -\eta(k) \\ -\xi & -i\bar{a}_y/2 & 0 & 0 \\ -i\bar{a}_y/2 & -\xi & 0 & 0 \\ 0 & 0 & \xi & -i\bar{a}_y/2 \\ 0 & 0 & -i\bar{a}_y/2 & \xi \end{pmatrix}, \quad (B7)
\]
\[
\eta(k) = (4 - 2 \cos(ka))\xi - \mu, \quad (B8)
\]
and
\[
b = \begin{pmatrix} -\xi & -\bar{a}_x/2 & 0 & 0 \\ -\bar{a}_x/2 & -\xi & 0 & 0 \\ 0 & 0 & \xi & -\bar{a}_x/2 \\ 0 & 0 & -\bar{a}_x/2 & \xi \end{pmatrix}. \quad (B9)
\]
Note that the matrix (B6) is real and symmetric.

For a stripe along the $x$-direction with again $L$ transversal lattice sites numbered now by $l \in \{0, \ldots, L - 1\}$ one defines operators
\[
e_p^\dagger(k) = \sqrt{\frac{a}{2\pi}} \sum_m e^{i k a_m} e_p^\dagger, \quad (B10)
\]
and the entries of the spinor (B3) now read
\[
\phi_m^\dagger(k) = (c_m^\dagger(x), c_m^\dagger(y), c_m(-x), c_m(-y)). \quad (B11)
\]

The resulting BdG matrix is again of the form (B6) where now

- **2. Tight-binding Floquet–BdG Hamiltonian in Nambu-Sambe space**

Again, we consider the same driving as in Eq. (A11). Taking into account $2N + 1$ Fourier modes with labels $n \in \{-N, -N + 1, \ldots, N\}$ around the central temporal Brillouin zone, the Nambu-Sambe spinor has $4L(2N + 1)$ components. The Floquet–BdG Hamiltonian takes the form
\[
H_F(k) = H_{\text{bd}}(k) + H_\Delta, \quad (B14)
\]
where the first contribution is block tridiagonal,
\[
H_{\text{bd}}(k) = \begin{pmatrix} H(k) + NL\Omega \Sigma^\dagger & D & & & \\ D^+ & H(k) + (N - 1)\Omega \Sigma^\dagger & D & & \\ & \ddots & \ddots & \ddots & \ddots \\ & & \ddots & \ddots & \ddots \\ & & & \ddots & D \\ & & & & D^+ \\ H(k) - NL\Omega \Sigma^\dagger & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \end{pmatrix}, \quad (B15)
\]
with $H(k)$ being the $4L \times 4L$ BdG matrix (B6), but now without the superconducting coupling so that its diagonal blocks read
\[
a(k) = \begin{pmatrix} \eta(k) & -\bar{a}_y \sin(ka) & 0 & 0 \\ -\bar{a}_y \sin(ka) & \eta(k) & 0 & -\bar{a}_x \sin(ka) \\ 0 & 0 & \eta(k) & 0 \\ 0 & 0 & 0 & \eta(k) \end{pmatrix}. \quad (B16)
\]
The matrix $T^z$ is diagonal,

$$T^z = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}.$$ (B17)

The driving is further implemented in the block-diagonal matrix

$$D = \begin{pmatrix}
d & 0 & 0 & \cdots & 0 \\
0 & d & 0 & \cdots & 0 \\
0 & 0 & d & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & d
\end{pmatrix},$$ (B18)

with $d$ defined in Eq. (A17). Finally, the superconducting coupling is included in the contribution

$$H_\Delta = \begin{pmatrix}
S & & & & \\
& S & & & \\
& & \ddots & & \\
& & & S & \\
& & & & S
\end{pmatrix},$$ (B19)

where the $4L \times 4L$ matrix $S$ is given by

$$S = \begin{pmatrix}
s & 0 & 0 & \cdots & 0 \\
0 & s & 0 & \cdots & 0 \\
0 & 0 & s & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & s
\end{pmatrix},$$ (B20)

with $s$ defined in Eq. (A20).

As mentioned in Sec. A1, the correct anti-diagonal position of the superconducting gap $\Delta$ in the Floquet space, connecting the $n$ with the $-n$ Floquet mode, results in a quasienergy spectrum which shows the usual appearance of replica. The spectrum of the Floquet Hamiltonian in stripe geometry is shown in Fig. 5. We show the central Floquet band and the two Floquet replicas above it.

### 3. Tight-binding spectra and Chern numbers

To determine from the 2D spectrum whether or not we can find topologically protected boundary modes in a stripe geometry, we calculate the Chern numbers $C_\alpha$ for the bulk system. The latter are determined by integrating over the Berry curvature $F_\alpha(k)$ [29–31],

$$C_\alpha = \frac{1}{2\pi} \int_{BZ} d^2k F_\alpha(k) \cdot \hat{z},$$ (B21)

with

$$F_\alpha(k) = \sum_{\beta \neq \alpha} \text{Im} \left[ \frac{\langle \psi^\alpha_k | \nabla_k H_F | \psi^\beta_k \rangle \times \langle \psi^\beta_k | \nabla_k H_F | \psi^\alpha_k \rangle}{(\epsilon_{k\alpha} - \epsilon_{k\beta})^2} \right].$$ (B22)

The $|\psi^\alpha_k\rangle$, $\alpha = 1, 2, 3, 4$, are the eigenstates of the $n$-th Floquet mode of the Floquet-BdG tight-binding Hamiltonian. In Figs. 6(a) and 6(b) we also show the Chern number of the second and third Floquet bands ($\alpha = 2, 3$) within the first Floquet Brillouin zone ($n = 0$). We restricted to a smaller range of chemical potentials compared to Fig. 2. In this way we notice a small difference between the phase boundary as evidenced from the numerically calculated Chern numbers, and the one obtained from the effective continuum Hamiltonian, Eq. (A50), given by the solid red line. This difference is due to the fact that the gap closing condition is slightly shifted compared to the tight-binding model, as shown in Fig. 6(c).

Finally, we show in Fig. 7 energy gaps for a lower driving frequency $\hbar \Omega = 16 \xi$. In Fig. 7(a) the smallest energy gap between the bands of the central Floquet mode is shown on a larger parameter scale with the red line indicating the analytically found phase boundary. As one can see from Fig. 7(b), which shows the smallest energy gap between different Floquet replica, for the largest part of the parameter space the driving frequency is too low to be in the off-resonant regime. The dashed line indicates the parameters where the modes from two different replica touch.

### APPENDIX C: CHARACTERIZATION OF THE TOPOLOGICAL PHASE AND EDGE STATES

We are going to discuss different conditions for the Rashba and Dresselhaus SOC parameters. The ratio between both controls the appearance of flat bands. From Eq. (A49), we can extract the field $h_\xi$ at which the central gap closes. One finds

FIG. 6. Chern numbers of the second (a) and third (b) band of the first Floquet Brillouin zone of $H_F$. (c) Energy gap between the second and third band of the central Floquet mode of $H_F$ in units of $\xi$. Values are calculated using the tight-binding formulation and shown for different field strengths $h_\xi$ and chemical potential $\mu$ in units of the superconducting gap $\Delta$. The red line indicates $|h_{z,\xi}|$, Eq. (A50). Parameters used: $N_F = 5$ and the frequency is $h\Omega/\xi = 20$, $q_x = q_y = 0, r_\xi = 1 \xi, \alpha = 0.1 \xi a, \beta = 0.37 \xi a$.

FIG. 7. Smallest energy gap in units of $\xi$. (a) Shown is the gap between the second and third band of the central Floquet mode of $H_F$. (b) Smallest energy gap between different Floquet replica, of $H_F$ for different values of field strength $h_\xi$ and chemical potential $\mu$. Parameters used: $N_F = 5$ and the frequency is $h\Omega/\xi = 16$, $q_x = q_y = 0, r_\xi = 1 \xi, \alpha = 0.1 \xi a, \beta = 0.37 \xi a$. 
the following four conditions:

$$h_{Z,mn}(\vec{k}) = m\sqrt{\xi^2 k^2 + h_{Z,c}^2 + n\sqrt{-2k^2\gamma - \frac{k^2}{2}(4\xi\mu + \gamma)},}$$

(C1)

with $m = \pm 1$, $n = \pm 1$ and

$$\gamma := 2(\alpha^2 + \beta^2 + 2\alpha\beta \cos(2\theta)).$$

(C2)

We distinguish three cases:

1. $|\alpha| \neq |\beta|$.

A gap closing only happens for $\vec{k} = 0$; thus one ends up with the critical fields $h_{Z,n}(\vec{k} = 0) = h_{Z,c}(\vec{k} = 0) := \pm h_{Z,c} = \pm \sqrt{\Delta^2 + \mu^2}$. An example for the $|\alpha| \neq |\beta|$ condition is shown in Fig. 2. This case can be well understood in terms of Chern numbers.

As one can see, the gap closing at $\vec{k} = 0$ does not depend on the SOC. However, in the following it will be shown that a gap also closes at a finite momentum $\vec{k} = \sqrt{\mu/\xi}$ if $|\alpha| = |\beta|$. The needed critical field in this case is equal or smaller than $h_{Z,c}$. Let us first consider the case $\alpha = \beta$.

2. $\alpha = \beta$.

In this case, $\gamma$ simplifies to $\gamma = 4\bar{\alpha}^2(1 + \cos(2\theta))$ and a necessary condition for a gap closing at a finite $\vec{k}$ is $\theta = \pi/2$. In other terms, $\vec{k}_r = 0$ and $\vec{k}_i = \vec{k}$, i.e., a gap closing can be found along the $y$ direction in $k$ space. Equation (C1) yields (sign $n$ is redundant since $\gamma = 0$)

$$h_{Z,\pm}(\vec{k}) = \pm h_{Z,c}(\vec{k}) := \sqrt{\Delta^2 + (\mu - k^2\xi)^2}. \quad (C3)$$

Thus, the smallest field at which the gap closes is

$$|h_{Z,c}(\vec{k} = \mu/\xi)| = \Delta \leq h_{Z,c}. \quad (C4)$$

Since we are free to choose $k$ as large as we want in Eq. (C3), there is no gap reopening if the field is enlarged, as shown in Fig. 8. This is in contrast to the $|\alpha| \neq |\beta|$ case. The quasiequity spectrum in case of a stripe geometry with confinement in the $y$ direction is exemplarily shown in Fig. 9 for various values of the field strength changed via $q_s$. As expected, for this orientation of the stripe no closing occurs.

3. $\alpha = -\beta$.

Here, the only difference to the $\alpha = \beta$ case is the direction at which the gap closing happens which is $\theta = 0$. As for case C2, depending on the stripe direction, one can see either a gap-closing and reopening if increasing the field $h_z$ or only a closing without gap reopening. The energy spectrum for such a case in stripe geometry is shown in Fig. 3 and reported here also in Fig. 10. In addition, we plot in Fig. 11 the central energy gap as a function of the longitudinal wave vector and the field $h_z$, Figure 11 shows nicely how the separated flat bands merge to one with increasing $h_z$.

4. Partial Berry-phase.

From the spectrum analysis above and especially Eq. (C3), the region where we find disconnected flat bands [Figs. 10(a) and 10(b)] is given by $\Delta < h_z < |h_{Z,c}|$. This can be understood by counting the band touchings of the two central bands (for $\mu = 0$ and $\mu = 0.1\xi$ the central gap is plotted in Fig. 11). From Eq. (C3) this happens at

$$\vec{k}_c = \sqrt{\frac{\mu}{\xi} + \frac{1}{\xi}\sqrt{h_z^2 - \Delta^2}}. \quad (C5)$$

For $h_z \geq h_{Z,c}$, we are left with only one real value, $\vec{k}_c$. Since the gap at $\vec{k} = 0$ is closed for fields $h_z$ larger than $\Delta$ for
\[ |\alpha| = |\beta|, \text{ one fails to calculate the Chern numbers of the central two bands. However, examining Fig. 10, one expects the existence of a topological quantum number which distinguishes the parameter space where we find disconnected flat bands from the one where we find only one connected flat band as shown in Fig. 10(c). To connect this change of band touchings with a change of topology of the spectrum, we follow the method presented in Refs. [18,46] and calculate the “partial” topological quantum number called partial Berry-phase sum parity (PBSP). According to Refs. [18,46] we fix one of the wave-vector components by \( k_p \in [0, \pi], p \in \{x, y\} \) and calculate the PBSP (in the following we choose \( k_x \) to be fixed)

\[ P_B = (-1)^{\text{mod}_{2\Delta}(B_{k_x})}/\pi, \quad B_+ = B_{k_x,1} + B_{k_x,2} \]  

with

\[ B_{k_x,n} = i \int_{-\pi}^{\pi} dk_y \langle \phi_{n,k_x}|\partial_{k_y}\phi_{n,k_x}\rangle, \]  

where \( n \) is the index of the two negative occupied bands. The numerical evaluation of \( B_n \), which has to guarantee numerically gauge invariance, is described in detail in Appendix D of Ref. [46]. The result for \( k_x = 0, \alpha_x = 0 \) is shown in Fig. 3(d). For \( k_x = \pi/a \) one finds the same result.

---
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