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Abstract—Trajectory planning is a key piece in the algorithmic architecture of a robot. Trajectory planners typically use iterative optimization schemes for generating smooth trajectories that avoid collisions and are optimal for tracking given the robot’s physical specifications. Starting from an initial estimate, the planners iteratively refine the solution so as to satisfy the desired constraints. In this paper, we show that such iterative optimization based planners can be vulnerable to adversarial attacks that force the planner either to fail completely, or significantly increase the time required to find a solution. The key insight here is that an adversary in the environment can directly affect the optimization cost function of a planner. We demonstrate how the adversary can adjust its own state configurations to result in poorly conditioned eigenstructure of the objective leading to failures. We apply our method against two state of the art trajectory planners and demonstrate that an adversary can consistently exploit certain weaknesses of an iterative optimization scheme.

I. INTRODUCTION

Trajectory planning is critical to build robots that perform desired tasks, where the goal is to determine a sequence of state configurations that is dynamically feasible and adheres to environmental constraints. Such constraints include avoiding undesired contact with themselves (self-collisions) and the environment (collision with obstacles or other robots). Given the central role of trajectory planners in robots proximal to humans or other equipment, it is important to consider their safety properties and failure modes. In this paper, we explore and discuss adversarial attacks that can target trajectory planners. Specifically, we focus on the class of planners that determine valid solutions via minimization of a cost function [1]–[3]. The cost function mathematically encodes preference for dynamically feasible trajectories that help solve the task along with environmental and collision avoidance constraints. We build this work upon the key insight that an adversary has a control over the cost function being optimized by the planner, especially through the collision avoidance constraints. Thus, an adversary can force the planner to minimize cost functions that have ill-conditioned properties leading to failures. Examples of ill-conditioned properties include poor eigenvalue structure or small gradients that cause the optimizer to take a long time to converge. A poor eigenvalue structure can lead to slow convergence as the magnitudes of the minimum and maximum eigen values of a problem determine the speed of convergence of gradient descent. Long convergence times of planners are problematic as a valid actionable solution might not be available in real time. Fig 1. demonstrate how hardness of cost function changes with problem configurations.

As the state of an adversary is part of the optimization problem/cost function being minimized continuously by the trajectory planner, we show that optimization based planners can be made susceptible to adversarial attacks. An adversary can reason and take actions such that the problem structure of the target’s trajectory optimization is worsened. We discuss the mathematical background of optimization schemes that allows for this vulnerability to be exploited, and demonstrate that through this adversarial attack, it is possible to force iterative optimization based planners to endure an ill-posed or hard to solve problem, resulting in the optimizer taking more iterations to solve the problem, or in complex situations, fail altogether. Furthermore, we show that this is feasible as a black-box adversarial attack, where the adversary does not have access to any internals of the target’s optimization scheme, and operates only upon feedback of the target’s movements. We achieve this by approximating the behavior of a target optimization based planner through a surrogate function, which is modeled using a Gaussian process prior. As the general behavior of most collision avoidance algorithms is similar, this can be applied to several planners. Bayesian optimization is used.

Fig. 1: The success of a trajectory planner can be affected by problem configuration. We consider a simple 2-dimensional trajectory planning problem with gradient based optimization, with a robot attempting to plan a path from the green circle to the blue circle (left). Each cell in the grid maps to the success/failure of the planner if a single obstacle were present at that cell. Figure 1(left) shows that the planner can fail even in this simple scenario due to ambiguous gradients (black indicating obstacle positions causing failure). Figure 1(center) and (right) show that some obstacle locations, although the optimization is successful, cause complex configurations that are harder to solve - which is reflected either in a high condition number (center) (see section 3) or the optimizer requiring a large number of iterations to converge (right).
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to maximize this function and thereby conduct adversarial attacks, but for efficiency, we also present a simpler heuristic that approximates similar behavior. We test our approach on two state of the art planners and show that simple adversarial attacks result in failures for multiple optimization methods. In summary, the core contributions of this work are as follows:

- Formulation of adversarial attacks that target optimization-based planners by affecting the objective function.
- An algorithm for black-box adversarial attacks on collision avoidance planners based on Bayesian Optimization.
- Experiments that explore such adversarial attacks and their effects on planning success and performance, tested on two state of the art planners.

II. RELATED WORK

While robot safety is an area getting increasing attention, most of the work on adversarial attacks in machine learning and autonomous systems have been limited to perception systems. Specifically, several adversarial examples have been designed that break neural networks into classifying objects wrongly through imperceptible image perturbations [4], [5], or through universal patches placed in the scenes being imaged [6], [7]. Various real life safety implications of these attacks were identified such as attacks on stop signs affecting autonomous vehicles [8], attacks on face detection algorithms [9] etc.

Some parallels can also be drawn between the proposed idea and the ideas of resource exhaustion attacks, or denial of service attacks in computer security [10]. Such attacks aim to attack software or web services in a way that increases execution/response times, and in worst case scenarios, result in crashes. Recently, machine learning methods have been leveraged to detect such attacks [11]–[13].

In the realm of safe planning, there are methods that explore worst case safety guarantees for controllers via constructs such as Safety Barrier Certificates [14]–[16] and reachability analysis [17], [18]. Additional approaches to controller safety include formal methods based strategies inspired by temporal logic [19], [20] and chance constraints [21]. Trajectory generation was also handled by enhanced sampling-based planners with safety certificates [22] and ‘funnel libraries’ based on Lyupanov functions [23].

Our adversarial attacks focus on planners using gradient-based optimization. CHOMP [1] was one of the first planners that showed that trajectory optimization can be feasibly applied to path planning, through precomputed distance functions and gradient based optimization. STOMP [24] is another planner that first samples various candidate trajectories and minimizes a cost to converge onto a best-performing linear combination of the trajectories. Loco planner [2] presents a continuous-time trajectory optimization method inspired by CHOMP, adapting directly to quadrotor platforms by generating smooth polynomial continuous time representations. Loco planner is also part of a full mapping and replanning framework where trajectory optimization is performed on an initial estimate from an Informed RRT* algorithm [25]. Fast planner [3] is another continuous-time variant, which uses a coarse path plan returned by a kinodynamic A* and optimizes it into a smooth, collision-free avoiding trajectory through B-spline optimization. FASTER [26] uses a mixed integer QP formulation to solve trajectory planning in unknown environments.

III. APPROACH

A. Background: Optimization based planning

Given a start and a goal state, a trajectory planner connects them through a set of configurations that are dynamically feasible, respect environmental constraints and are safely traversable by the robot. To achieve this through optimization, an objective function is created that codifies a specification of a goal, and safety requirements such as collision thresholds. Environmental factors and dynamic constraints such as velocity/acceleration limits are either expressed directly, making it a constrained optimization problem, or can be validated in a second phase after a collision-free trajectory is computed. Some trajectory optimization approaches [2], [27] formulate the trajectory through its endpoint derivatives rather than polynomial coefficients, thus solving trajectory optimization as an unconstrained quadratic program, which is faster to solve than the constrained variant. Formally, such trajectory planners solve an optimization problem of the following form:

$$x^* = \arg \min_x w_d J_d(x) + w_c J_c(x, a).$$

(1)

Here $x$ refers to the sequence of parameters that determine the robot trajectory, such as the velocities and the positions, and are optimized through the planner. On the other hand $a$ corresponds to environment specific terms such as positions of obstacles, over which the robot has no influence.

The cost function is often decomposed into two main terms: the first part $J_d(x)$ models the desired characteristics of the solution. For example, it might be desirable to minimize jerk to ensure the trajectory is smooth. The second term $J_c(x, a)$ enforces collision avoidance and can also include environmental constraints such as power conservation. The value of the weights determine relative importance amongst the various terms. Examples of planners that follow this design include CHOMP and Loco [1], [2].

Various factors such as the environmental constraints, system dynamics and the parameter space determine the hardness of the optimization problem. For instance, presence of multiple collision objects can lead to non-convexity. Similarly, for vehicles such as quadrotors, it is common to plan trajectories as higher order polynomials in order to ensure smoothness - leading to a higher dimensional optimization problem. The trajectory planning problem thus requires optimizing the above mentioned objective and can be solved by a nonlinear optimization solver. In general, methods such as Newton’s method, which iteratively minimizes a quadratic approximation of the objective function $f$ around the current
point of evaluation \( x_k \), are used in planners. Most of these methods require the computation of a full Hessian matrix or rely on fast approximation of the inverse Hessian (e.g., BFGS) [28].

The Hessian matrix encodes the second derivatives of the objective function and determines the convergence properties of the optimizer. Specifically, a Hessian and its eigenvalues represent the local curvature of the objective function. This eigenstructure of the optimization problem is critical in determining the convergence characteristics and the minimization performance. During the descent towards the minimum, the step size is bounded by the largest eigenvalue of the Hessian, but the rate of convergence is determined by the smallest. Hence, a particular metric of interest is the condition number of the Hessian, which is defined as the ratio of the largest eigenvalue to the smallest. An optimization problem with a large condition number is known to be 'ill-conditioned' and causes poor convergence properties, because the function contours are stretched out and the gradient-based descent steps tend to point towards non-optimal directions. Other elements in the problem configuration can also have adverse effects, such as when the gradients are ambiguous around certain values (see Figure 1), or too small, resulting in an ineffective step size.

**B. Adversarial attacks**

Given that the optimization based planners rely on gradient-based iterative solvers, this allows one to create attacks such that the objective function becomes difficult to minimize. The key idea of this paper is to determine adversarial configurations, which directly influence the cost function and degrade the convergence characteristics of the optimizer.

Let us consider a scenario where a ‘target’ robot is planning a trajectory (parameterized as \( x \)) towards a destination while avoiding obstacles (parameterized as \( a \)) through the cost function \( f(x, a) \), where \( \frac{\partial f}{\partial x} = w_q J_d(x) + w_c J_c(x, a) \). We assume that the map is known apriori, i.e., the states of all the obstacles are fully observable. An adversarial robot present in the same environment acts as another obstacle for the target robot; and any change in its state affects \( a \), thus changing the cost function \( f(x, a) \). The adversary can leverage this effect to change \( a \) strategically to make the optimization problem ill-conditioned, hard to solve, or introduce a bad local minimum. While \( a \) directly only forms a part of \( J_c \), the resulting trajectory while minimizing this adversarially enhanced collision cost has a direct effect on \( J_d(x) \). This can potentially create an imbalance in the problem structure. Bad local minima can also arise from adversarial states that are environmentally-aware, for instance, it is possible to trap the robot between multiple obstacles through an attack configuration, which generates ambiguous gradients.

An adversarial attack constitutes determining a configuration \( a^* \) that leads to poor convergence of the optimizer. For most of the popular optimization methods, including gradient descent, Newton’s method, BFGS, stochastic gradient descent, it generally holds that a higher condition number of the Hessian in the vicinity of the local optimum leads to poor convergence characteristics [29]–[31]. Thus, the goal of the adversary is to find such environment configurations \( a \) leading to a high condition number. Formally, we write this as:

\[
    a^* = \arg \max_a \kappa(a),
\]

where \( \kappa(a) \) is the ratio of the largest eigenvalue of the Hessian to its smallest, computed at the optimum for the configuration \( a \). Intuitively, a large condition number corresponds to a function whose value is sensitive to the perturbations in the input.

Note that it is rare that the internals of the target’s optimization scheme such as the cost function \( f(x, a) \) would be accessible to an adversary, making it impossible for an adversary to compute \( \kappa(a) \). Hence, it is necessary to design a black-box, generalizable method for adversarial attacks.

**C. Black Box Attacks**

We propose black box attacks via a surrogate function that models \( \kappa(a) \) using observations of the target. Intuitively, any change in the trajectory of the target robot \( r \) is primarily due to the effect of environment configuration parameter \( a \). In a collision avoidance scenario, how a robot navigates around an obstacle provides information about the trajectory planner. Consequently, we use the angle between the observed velocity \( \vec{v}_r(a) \) of the target due to the configuration \( a \) from the nominal velocity \( \vec{v}_r^0 \) as a surrogate:

\[
    \angle(\vec{v}_r(a), \vec{v}_r^0) \approx \kappa(a)
\]

The key intuition here is that this deviation in the robot’s velocity is indicative of the cost landscape for objective \( J_c(x, a) \) in eq. 1. Finding configurations \( a \) that maximize this surrogate function corresponds to finding situations where the trajectory planner has to significantly deviate from a nominal solution. Large deviations in solutions are indicative that small perturbations in \( a \) will lead to large changes in the planner output. Such sensitivity to the input results indicates an ill conditioned optimization problem, thus the goal of the adversary is to find configurations with maximal deviations.

We propose to carry out such an attack via Bayesian optimization [32]. Specifically, we first use Gaussian Processes (GP) [33] to model the relationship between \( \angle(\vec{v}_r(a), \vec{v}_r^0) \) and \( a \). An initial GP model is created via a sequence of observations corresponding to the angle between two successive velocity vectors after one step of planning.

Next, our goal is to find instances of \( a \) such that the trajectory planner will output a solution with large deviation. Bayesian optimization accomplishes this task by exploiting the uncertainty around the GP predictions, and then efficiently exploring the parameter space to find promising candidates. In this work, we use a Radial Basis Function (RBF) kernel for GPs, and use Expected Improvement (EI) [32] as an acquisition function for Bayesian Optimization.

As Bayesian optimization is typically quite expensive to carry out in real time, we also propose an empirically found approximation that is computationally efficient. Specifically,
The deviation term \( \Delta \) vector.

Here \( \theta \) is the most current observed configuration for the robot under attack, expressed as an angle of the velocity vector. \( \Delta t \) is the time period between the planning cycles. The deviation term \( \frac{\partial \theta}{\partial t} \) can be computed empirically via historical observations for the target robot, for example, by measurements of the position of the target. This approximation follows from the assumption, similar to the surrogate function, that any deviation in the target’s trajectory over time is a result of an attempt for collision avoidance. Such deviations are thus informative about the inherent optimization objective being optimized. The approximation in eq. 4 aims to position the adversary to the opposite side of the cause of this deviation and attempts to create a problematic configuration in the cost landscape. Assuming \( \frac{\partial \theta}{\partial t} \) to have a range of \([\frac{-\pi}{2}, \frac{\pi}{2}]\), we empirically choose a scaling factor of 0.5 so that the output of the heuristic matches the range of the Bayesian optimization outputs.

As a black-box attack, our method makes no assumptions about the structure of the underlying Hessian matrix. The aim of this attack is to take a simpler planning problem that might contain a well-conditioned Hessian, and attempt to degrade the problem structure and make the matrix ill-conditioned.

IV. EXPERIMENTS

A. Implementation

To model planner behavior as described above, we fit a GP using data from multiple trials with a random obstacle. An example fit can be seen in the hotspots indicating high deviations in target velocity vector. Assuming full knowledge of the map and the target’s state, this modeling can also be performed online. Bayesian Optimization was run over this GP for initial tests, an example computation of optimal attack location can be seen in [25]. For the experiments, the heuristic in eq. 4 was used as a replacement for Bayesian optimization to compute adversarial states. Through empirical testing, we observe the states output by this heuristic to be close to the outputs of the Bayesian optimization scheme, and the effects on the optimizer to be similar (examples in [26, 27]).

We evaluate the effects of these adversarial attacks on two trajectory planning algorithms with collision avoidance: Loco planner [2], and the Fast planner [3]; both of which are aimed at quadrotor trajectory planning. While we do not use exact quadrotor dynamics models for the target or adversary, the use of these planners is to demonstrate the effect of other parameters (such as trajectory smoothness constraints) in the optimization scheme. We describe the problem setting for the implementation and the corresponding assumptions below.

1) The target and the adversary share a common map with a non-zero number of environmental obstacles; and have full knowledge of each other’s states and the map.
2) The trajectories planned and tracked are only in the position space, and the orientations are ignored.
3) The target is assumed to be moving at a constant velocity, and the adversary has a maximum velocity limit that that does not exceed that of the target.

An adversarial trial is defined as a sequence of steps, where the adversary continuously tries to position itself based on target state feedback. Replanning occurs at each step, and the resultant trajectory is sampled to obtain a new position for the target, and subsequently the adversary. An adversarial trial results in one of the following outcomes for the target: reaching the goal, collision with a map obstacle (Coll-M) or collision with the adversary (Coll-A). We also monitor the iteration count of the optimizer. A high number of iterations required to solve the problem, although planning is successful, is indicative of an adverse effect. In real time deployment, systems often have a hard requirement of having to compute a safe plan within a certain timeframe, which translates to a maximum iteration count.

The open sourced implementations of the Loco and Fast
planners were utilized, which contain a BFGS solver for loco planner, L-BFGS and SLSQP versions for Fast planner. We test the adversarial attack scheme in two environments which refer to as sparse (3a), with a small number of obstacles; and dense with a larger obstacle field (3d). In both cases, the target robot spawns randomly at one edge of the map and is commanded to plan a path to the opposite side, while the adversary is spawned at a random location. For both planners, we test two configurations: default, where the weights in the cost function were kept at their default values; and another as conservative, where the weight on the collision cost was increased. We provide an Euclidean signed distance field [34] map representation to the planners, and we use a simple repulsion method to avoid the adversary colliding with the obstacles. The adversary and the target are both in motion, with the rest of the map assumed to be static.

**B. Results**

First, we conduct adversarial attacks against both planners in the sparse environment. A depiction of the effect of an adversarial attack can be seen in the comparison between 3b and 3c. The replanned trajectories from start to goal in the absence of an adversary show a smooth profile but in the presence of an adversary, some of the candidate trajectories become unsafe, indicating failures within the planner.

We consistently observe a higher number of iterations required by the optimizer when the adversary is present compared to when it’s not; for both the default and conservative configurations. Figures 4a and 4c shows a comparison of the average number of iterations per trial; and also the maximum iteration count seen during a trial, averaged over 100 trials. Due to the large amount of open space, we find that collisions with the map to be rare.

We also evaluate the effect of the proximity of the adversary to the effort required by the optimizer. This is to demonstrate that the adversarial attack is not about simply being too close to the target, but whether the attack is able to maintain its effect (due to the weaknesses in the structure of the optimization problem) even at higher distances. This can be achieved by limiting search criterion by setting distance bounds either for the Bayesian optimization or the heuristic approximation. Figure 5 shows that the effect on the target’s optimizer stays consistent over different radii, thus demonstrating that the adversary can affect the target optimizer from a safe distance.

Moving to the dense environment, we notice both a higher number of iterations when the adversarial attacks are carried out (Fig. 6a, Fig. 6d), as well as failures to plan collision-free paths (Table 1). The default setting was more failure-prone for all three planners with a 10-16% success rate. The conservative setting improved the general success rate, but with the adversary present, we observe a 40-50% failure rate. The complex layout of the map coupled with the adversarial attack poses a hard problem structure, forcing the optimizers to fall into local minima and fail often.

We also compare these results with the behavior of the planner when the adversary robot is present, but moves in a random straight line path rather than occupying adversarial attack locations. Over 100 trials in the dense map, this test shows the target reaching its goal 90% of the time. Hence, the adversarial attack has a higher and more consistent effect on planner failure than a random moving obstacle. As another special case, we consider the scenario where the safety radius is ignored. This allows the adversary to collide with the robot directly. We simulate this scenario in the dense map, and notice over 100 trials, the target collides with the adversary 77% of the time, with the map 21% of the time, and succeeds only 2% of the time. Compared to table 1, this is a higher rate of failure, but we consider this an undesirable scenario as it results in the adversary getting destroyed in the process.

For a better picture into the internal configuration of the planners, we log the maximum condition number observed during a planning trial in the Loco planner. Figure 7a shows that during adversarial attacks, the condition number occasionally rises to very high values during replanning, indicating that the problem becomes ill-posed with a bad eigenstructure; compared to a cleaner profile when no adver-

![Fig. 3: Environments used for testing: (a) and (d); and a visual depiction of the effect of an adversarial attack. (b) shows trajectories planned from start (white) to goal (green) normally, but if an adversary were continually present in adversarial states, the trajectories get into unsafe regions near the obstacles. (c)](image)

| Planner    | Configuration | No Adversary Success | Coll-M | With Adversary Success | Coll-M | Coll-A |
|------------|---------------|----------------------|--------|------------------------|--------|--------|
| Loco - BFGS| Default       | 98% 2%               | 10%    | 90% 0%                 | 11%    | 86%    |
|            | Conservative  | 99% 1%               | 53%    | 45% 2%                 |        |        |
| Fast - LBGFS| Default       | 84% 16%              | 11%    | 86% 3%                 |        |        |
|            | Conservative  | 88% 0%               | 52%    | 46% 2%                 | 16%    | 82%    |
| Fast - SLSQP| Default       | 100% 0%              | 44%    | 48% 8%                 |        |        |
|            | Conservative  | 100% 0%              |        |                        |        |        |

**TABLE I:** Effect of adversary on target planning outcome in the dense environment, over 100 trials. Success: No collisions, Coll-M: Target collided with the map, Coll-A: Target collided with the adversary.
V. CONCLUSIONS

In this paper, we present an approach to perform black-box adversarial attacks on optimization-based collision-avoidance planners. We build this upon the idea that an adversary present in the same environment as a target robot can exploit the fact that its state forms part of the cost function the target is attempting to optimize. This allows the adversary to generate and occupy certain states that cause the optimization problem structure to degrade by affecting the condition number. We use Bayesian optimization over a surrogate Gaussian process prior to model behavior of a collision avoidance planner to result in these adversarial attacks, which we then approximate with a universal heuristic. We show that this heuristic is successful in affecting performance of multiple algorithms, either driving the internal optimizers to return invalid paths, or increasing the convergence time. The adversarial attack can thus be considered to be a special case of an obstacle’s state in the problem structure of the planner, thus making it practically feasible. We plan to investigate the effect of these attacks on planners with hard constraints or certifiable safety as part of future efforts.

We note here that the focus of the adversarial attacks is primarily to demonstrate the effect of dynamic adversarial configurations on iterative optimization. Through careful tuning and environment-specific modifications, a particular planner can be made to perform better against the dynamic obstacles, but usually at the expense of a larger number of iterations. We point out the effects of adversarial attacks.
not as weaknesses of these particular planning algorithms used, but of the iterative optimization scheme itself. These adversarial attacks could be mitigated by relying on non-iterative schemes for planning, such as through selection of motion/trajectory primitives or neural network models.
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