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This paper is concerned with the uncertain multiattribute decision-making (UMADM) of which the attribute value is triangular fuzzy number. Firstly, the max-relative similarity degree and min-relative similarity degree of alternative decision-making objects are given based on the relative similarity degree of triangular fuzzy number, the advantage relation theories to comparative relative similarity degree of triangular fuzzy number are proposed, and some good properties, relations, and conclusions are derived. Secondly, in order to determine the attribute weight vector, a triangular fuzzy number-based decision-making object relative similarity programming model is established with the help of maximizing possibility degree algorithm rules in the cooperative game theory. Subsequently, by aggregating the comparison overall relative similarity degree values of all decision-making objects, we could pick over and sort the set of alternative objects and gather a new model algorithm for the relative similarity programming of triangular fuzzy number-based multiple attribute decision-making alternatives. Finally, an example is given to illustrate the feasibility and practicability of the model algorithm presented in this paper.

1. Introduction

Uncertain multiattribute decision-making (UMADM) is one of the main contents of decision analysis, management, control engineering, and system engineering [1], and the acquisition of attribute weight information is a hot research field in UMADM. The research on uncertain multiattribute decision-making mainly focuses on supplier selection, benefit evaluation of logistics network, transportation optimization, enterprise production benefit and risk evaluation, multiagent system, waste management site selection, logistics support evaluation, and other disciplines [2–7]. Due to objective factors, complexity, randomness, uncertainty and disturbance of surrounding environment, subjectivity, fuzziness and preference of thinking, and empirical, stereotyped, and limited of cognition, it is usually impossible or difficult for people to express and describe the specific attribute utility measure information with accurate numbers when they are dealing with solving UMADM problems or objects, especially those with outstanding development and innovation. Therefore, their quantification usually takes the form of interval numerical value, multivariate interval value, triangular fuzzy number value, or uncertain language value. The research on this kind of UMADM problem has attracted many experts and scholars at home and abroad. Van Laarhoven, a Dutch expert who is one of the famous scholars, put forward the comparative judgment method of describing fuzzy uncertain information with triangular fuzzy number [8]. Compared with the comparative judgment [9, 10], the comparative judgment of triangular fuzzy number can more consistently meet the objective uncertainty of the environment and the subjective fuzziness of logical thinking and more scientifically and accurately describe the quality judgment of uncertain multiple attribute decision-making objects. The acquisition of attribute optimization weight information is an important research content in UMADM problem. It is easy to find that most scholars focus on the following weight measurement methods: VIKOR method [11], AHP-VIKOR method [12], relative dominance relation method [13], relative similarity degree relation method [14, 15], quadratic...
programming and relative superiority degree method [16],
grey target decision-making method [17], grey relational
analysis method [18], Grey relation-projection pursuit dy-
namic cluster method [19], similarity measurement of cloud
model [20], rough hesitant fuzzy method based on rough sets
[21], generalized complex intuitionistic fuzzy aggregation
operators [22], robust averaging-geometric aggregation op-
erators for complex intuitionistic fuzzy sets [23], Pythagorean
fuzzy aggregation operators [24, 25], Pythagorean hybrid
weighted aggregation operators with Pythagorean fuzzy
numbers [26], distance measures of complex Pythagorean
fuzzy sets [27], q-rung orthopair fuzzy point weighted ag-
gregation operators [28], power aggregation operators for
complex q-rung orthopair fuzzy sets [29], aggregation op-
erators based on complex q-rung orthopair uncertain lin-
guistic information [30], aggregation operators based on
complex interval-valued q-rung orthopair fuzzy sets [31], and
so on. Then, the relevant decision information is aggregated
by combining the respective proposed models and algorithms
to pick over and sort the set of alternative objects. Although
literature [15] proposed a method to determine the attribute
weight based on relative similarity degree relation with the
help of maximizing possibility degree algorithm in coopera-
tive game, it failed to give a specific solution process to
determine the attribute weight. In the literature [32], maxi-
mizing possibility degree algorithm rules in the cooperative
game theory is adopted to obtain the attribute optimization
weight vector: from the perspective of picking over and
sorting decision-making objects alternatives, the greater the
total attribute comparative possibility degree value of deci-
sion-making objects is, the greater the assignment of attribute
weight is, and the smaller the total attribute comparative
possibility degree value of decision-making objects is, the
smaller the assignment of attribute weight is; therefore, the
comprehensive attribute value difference of all alternative
decision objects assembled and merged under the optimal
weighting is further expanded. On the other hand, [33] gives a
too simple and loose deviation formula to express the defi-
nition of similarity based on the similarity principle, which
aggregates and merges different attribute data types. For
example, in the special case that the length of triangular fuzzy
numbers degenerated into real numbers or interval numbers
is 0, it is easy to cause the accumulation of errors in the
decision-making process, which eventually leads to the failure
of information fusion and the error of picking over and
sorting decision-making objects alternatives.

For UMADM problem whose attribute value is trian-
gular fuzzy number, the paper gives two new definitions: max-
and min-relative similarity degree of triangular fuzzy
number and decision-making object of max-relative simi-
arity degree and min-relative similarity degree from the
basic idea of measuring best-worst scaling between alter-
native decision objects and calculating the similarity degree
of triangular fuzzy number, which better integrates the
geometric position relationship of decision object attribute
utility measure data sequence, the close level of curve shape
and the similarity degree, and is convenient to characterize
the connection and difference between decision objects, thus
overcoming the problems in literature [33]. On the basis of
the above definition, we introduce a new attribute weighting
rule based on the relative similarity programming model of
decision-making objects: after unifying the incommensur-
ability of attribute data, the comprehensive relative simi-
arity degree of evaluation values of decision objects under
the same attribute utility measure is higher (the difference
of attribute measure values is smaller), and this attribute has
less influence on picking over and sorting alternatives, so the
degree of emphasis should be reduced in the decision-
making process, and the measure value of attribute weight
should be reduced. Especially, under the same attribute
utility measure, the comprehensive relative similarity of
evaluation values reaches the highest; namely, it is equal to 1
(there is no difference in attribute measure values); then this
attribute will have no effect on picking over and sorting
decision-making alternatives, and the measure value of at-
tribute weight should be zero. On the contrary, the com-
prehensive relative similarity degree of evaluation values of
decision-making alternatives under the same attribute utility
measure is relatively low (the difference of attribute mea-
surement values is large), so the attribute has a greater
impact on picking over and sorting the decision-making
alternatives, the degree of emphasis should be increased, and
the measurement value of attribute weight should be in-
creased in the decision-making process, because the changes
of attribute utility measure data is the fundamental reason
that causes the change of the order and selection of decision
objects. In this paper, using the abovementioned weighting
thought and the advantage relation theories to comparative
relative similarity degree of triangular fuzzy number, under
the attribute weight assignment based on decision making
objects relative similarity programming model, the com-
prehensive relative similarity degree value between decision-
making objects is reduced, and the sort difference between
decision-making objects is increased, by reconciling the
information of all decision-making objects. According to the
overall relative similarity degree value between each decision
object and the ideal optimal object in the set of decision
objects to pick over and sort, then decision-making object
relative similarity programming model algorithm of
UMADM is obtained.

In a word, the main work of this paper is to fully consider
the influence of the relative similarity measurement infor-
mation between attribute values on the attribute itself in the
evaluation process such as UMADM and redesign
and construct a new decision-making object relative similarity
programming model (DMORSPM) based on the triangular
fuzzy number attribute value comparative similarity rela-
tionship to obtain more optimized attribute weighting
formula. In order to solve the problem of low overall dis-
crimination after the feature, information of decision-
making object is gathered and fused. The main advantage
of TFN-DMORSPM algorithm proposed in this paper is that it
can expand the discrimination between decision-making
objects under the condition of processing data information
and very high similarity degree of attribute measurement values, facilitate the accurate calculation and aggregation of data, and promote the optimal decision-making and sorting of decision-making objects.

2. The Advantage Relation Theories to Comparative Relative Similarity Degree of Triangular Fuzzy Number

2.1. Comparative Relative Similarity Degree of Triangular Fuzzy Number

Definition 1. If \( \bar{x} = [x^L, x^M, x^U] = \{x|0 < x^L \leq x^M \leq x^U, x^L, x^M, x^U \in \mathbb{R}\} \), \( \bar{x} \) is a triangular fuzzy number (TFN) \([7, 8, 15]\), where \( x^L \) and \( x^U \) are the lower and upper bounds of triangular fuzzy number \( \bar{x} \), which are generally called small elements and large elements. \( x^M \) is the median value supported by triangular fuzzy number \( \bar{x} \) (i.e., information tendency preference value, which usually refers to the number with the highest probability of being selected in this interval), generally called special element. If \( \bar{x} \) also satisfies 0 < \( x^L \leq x^M \leq x^U < 1 \), then \( \bar{x} \) is called a normalized triangular fuzzy number. If \( x^L = x^M = x^U \), \( \bar{x} = [x^L, x^M, x^U] \) degenerates into an interval number \( \bar{x} = [x^L, x^U] \) or \( \bar{x} = [x^L, x^M] \), in particular, if \( x^L = x^M = x^U \), then \( \bar{x} \) is reduced to an ordinary positive real number; that is, \( \bar{x} = x^L = x^M = x^U \).

For the convenience of follow-up analysis, the operation rules of triangular fuzzy numbers are introduced: let \( \bar{x} = [x^L, x^M, x^U], \bar{y} = [y^L, y^M, y^U] \), and then we have

(i) Rule 1: \( \bar{x} + \bar{y} = [x^L + y^L, x^M + y^M, x^U + y^U] \)
(ii) Rule 2: \( (1/\bar{x}) = [(1/x^L), (1/x^M), (1/x^U)], x^L, x^M, x^U \neq 0 \)
(iii) Rule 3: \( k\bar{x} = [kx^L, kx^M, kx^U], k \geq 0 \)
(iv) Rule 4: \( \bar{x} \times \bar{y} = [x^L y^L, x^M y^M, x^U y^U] \)
(v) Rule 5: if and only if \( x^L = y^L, x^M = y^M, x^U = y^U \), then \( \bar{x} = \bar{y} \)

Definition 2. Let two arbitrary triangular fuzzy numbers \( \bar{x} = [x^L, x^M, x^U] \) and \( \bar{y} = [y^L, y^M, y^U] \). Then,

\[
rs_{\text{Max}}(\bar{x}, \bar{y}) = \frac{\left( x^L y^L + x^M y^M + x^U y^U \right)^{(1/2)}}{\max\left( x^L + x^M + x^U \right)^{(1/2)}, y^L + y^M + y^U)^{(1/2)}}.
\]

is called Max-relative similarity degree between triangular fuzzy numbers \( \bar{x} \) and \( \bar{y} \), or

\[
rs_{\text{Min}}(\bar{x}, \bar{y}) = \frac{\min\left( x^L + x^M + x^U \right)^{(1/2)}, y^L + y^M + y^U)^{(1/2)}}{\left( x^L y^L + x^M y^M + x^U y^U \right)^{(1/2)}}.
\]

is called Min-relative similarity degree between triangular fuzzy numbers \( \bar{x} \) and \( \bar{y} \). Apparently, the greater the \( rs_{\text{Max}}(\bar{x}, \bar{y}) \) or \( rs_{\text{Min}}(\bar{x}, \bar{y}) \), the greater the similarity degree between \( \bar{x} \) and \( \bar{y} \). In special cases, when \( rs_{\text{Max}}(\bar{x}, \bar{y}) = 0 \) or \( rs_{\text{Min}}(\bar{x}, \bar{y}) = 1 \), one has \( \bar{x} = \bar{y} \); that is, the triangular fuzzy number \( \bar{x} \) is completely similar to \( \bar{y} \).

According to the max-relative and min-relative similarity degree of triangular fuzzy numbers given by Definition 2, the following properties can be revealed.

Theorem 1. Let any given triangular fuzzy number be set as \( \bar{x} = [x^L, x^M, x^U], \bar{y} = [y^L, y^M, y^U], \bar{z} = [z^L, z^M, z^U]; \) then we have the following:

1. Boundedness, \( 0 \leq rs_{\text{Max}}(\bar{x}, \bar{y}) \leq 1, 0 \leq rs_{\text{Min}}(\bar{x}, \bar{y}) \leq 1 \)
2. Reflexivity, \( rs_{\text{Max}}(\bar{x}, \bar{x}) = 1, rs_{\text{Min}}(\bar{x}, \bar{x}) = 1 \)
3. Symmetry property, \( rs_{\text{Max}}(\bar{x}, \bar{y}) = rs_{\text{Max}}(\bar{y}, \bar{x}), rs_{\text{Min}}(\bar{x}, \bar{y}) = rs_{\text{Min}}(\bar{y}, \bar{x}) \)
4. Transitivity, \( rs_{\text{Max}}(\bar{x}, \bar{y}) = 1, \forall, rs_{\text{Min}}(\bar{x}, \bar{y}) = 1, \forall \)
5. If \( rs_{\text{Max}}(\bar{x}, \bar{y}) \leq rs_{\text{Max}}(\bar{x}, \bar{z}), rs_{\text{Min}}(\bar{y}, \bar{z}) \leq rs_{\text{Min}}(\bar{x}, \bar{z}) \), then \( \bar{x} \) is closer to \( \bar{z} \) compared with \( \bar{y} \); if \( rs_{\text{Max}}(\bar{x}, \bar{y}) \leq rs_{\text{Max}}(\bar{z}, \bar{y}), rs_{\text{Min}}(\bar{x}, \bar{z}) \leq rs_{\text{Min}}(\bar{y}, \bar{z}) \), then \( \bar{z} \) is closer to \( \bar{y} \) compared with \( \bar{x} \).

According to the definition of max-relative and min-relative similarity degree of triangular fuzzy numbers, it is easy to prove that the conclusion of Theorem 1 is valid. The process of proof is omitted.

Definition 3. Let alternative decision-making objects be composed of triangular fuzzy number sequence set as \( X = \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_m\}, Y = \{\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_n\}; \) then, one has
\[
\text{RS}_{\text{Max}}(X, Y) = \frac{\sum_{i=1}^{m}(x_i^L y_i^L + x_i^U y_i^U)^{(1/2)}}{\sum_{i=1}^{m} \max\left\{\left[\left(x_i^L\right)^2 + \left(x_i^M\right)^2 + \left(x_i^U\right)^2\right]^{1/2}, \left[\left(y_i^L\right)^2 + \left(y_i^M\right)^2 + \left(y_i^U\right)^2\right]^{1/2}\right\}},
\]

where \(\text{RS}_{\text{Max}}(X, Y)\) is called max-relative similarity degree based decision-making objects \(X\) and \(Y\), and

\[
\text{RS}_{\text{Min}}(X, Y) = \frac{\sum_{i=1}^{m} \min\left\{\left[\left(x_i^L\right)^2 + \left(x_i^M\right)^2 + \left(x_i^U\right)^2\right]^{1/2}, \left[\left(y_i^L\right)^2 + \left(y_i^M\right)^2 + \left(y_i^U\right)^2\right]^{1/2}\right\}}{\sum_{i=1}^{m}(x_i^L y_i^L + x_i^U y_i^U)^{(1/2)}}.
\]

where \(\text{RS}_{\text{Min}}(X, Y)\) is called min-relative similarity degree based decision-making objects \(X\) and \(Y\).

By letting normalized triangular fuzzy number-based decision-making objects matrix \(\mathbf{Z} = (z_{ij})_{nm}\) where \(z_{ij} = [z_{ij}^L, z_{ij}^M, z_{ij}^U]\), \(i \in N, j \in M\), we can give the following definition.

\[
\mathbf{Z}^{*+} = [z_{j}^{*+L}, z_{j}^{*+M}, z_{j}^{*+U}] = \left\{\max_i(z_{ij}^L), \max_i(z_{ij}^M), \max_i(z_{ij}^U)\right\}, (j = 1, 2, \ldots, m),
\]

and \(\mathbf{Z}^{*-} = [z_{j}^{*-L}, z_{j}^{*-M}, z_{j}^{*-U}]\) is the triangular fuzzy number-based negative ideal decision-making objects composed of negative ideal point sequence

\[
\mathbf{Z}^{*+} = [z_{j}^{*+L}, z_{j}^{*+M}, z_{j}^{*+U}] = \left\{\min_i(z_{ij}^L), \min_i(z_{ij}^M), \min_i(z_{ij}^U)\right\}, (j = 1, 2, \ldots, m),
\]

2.2. The Advantage Relation to Comparative Relative Similarity Degree of Triangular Fuzzy Number. According to the concept of max-relative similarity degree and min-relative similarity degree of triangular fuzzy number, the definition and main results of the advantage relation of comparative relative similarity degree of triangular fuzzy number sequence and triangular fuzzy number are as follows.

**Definition 5.** Let any two triangular fuzzy numbers \(\vec{x} = [x^L, x^M, x^U]\) and \(\vec{y} = [y^L, y^M, y^U]\) and two triangular fuzzy number-based positive and negative ideal points \(\vec{z} = [z^L, z^M, z^U]\) and \(\vec{z} = [z^L, z^M, z^U]\); if

\[
r_{\text{Max}}(\vec{y}, \vec{z}^{*+}) > r_{\text{Max}}(\vec{x}, \vec{z}^{*+})\quad \text{or} \quad r_{\text{Min}}(\vec{y}, \vec{z}^{*-}) < r_{\text{Min}}(\vec{x}, \vec{z}^{*-}),
\]

then the triangular fuzzy number \(\vec{y}\) is called \(\vec{y}\)-superior to \(\vec{x}\), which is denoted as \(\vec{y} \succ \vec{x}\). Obviously, the greater the max-relative similarity degree with the positive ideal point triangular fuzzy number or the smaller the min-relative similarity degree with the negative ideal point...
triangular fuzzy number is, the greater the dominance degree of the corresponding triangular fuzzy number is.

**Theorem 2.** If and only if the positive and negative ideal points of triangular fuzzy number are optimal decision points, then

\[ q^*_1 = \frac{z^{+L}}{z^{+U}}, \quad q^*_2 = \frac{z^{-+M}}{z^{-U}}, \quad q^-_1 = \frac{z^{-+L}}{z^{-U}}, \quad q^-_2 = \frac{z^{-+M}}{z^{-U}}. \]

(8)

**Proof.** Obviously, according to Definition 5,

\[ \overrightarrow{y} \overrightarrow{x} \iff rs_{\text{Max}}(\overrightarrow{y}, \overrightarrow{z}^+) > rs_{\text{Max}}(\overrightarrow{x}, \overrightarrow{z}^+) \lor rs_{\text{Min}}(\overrightarrow{y}, \overrightarrow{z}^-) < rs_{\text{Min}}(\overrightarrow{x}, \overrightarrow{z}^-). \]

(9)

When positive and negative ideal points are optimal decision points, \( \overrightarrow{z}^+ = [z^{++L}, z^{++M}, z^{++U}] \) and \( \overrightarrow{z}^- = [z^{-+L}, z^{-+M}, z^{-+U}] \) are the ideal point triangular fuzzy number; and hence we have

\[
\begin{align*}
0 &< z^{++L} \leq z^{++M} \leq z^{++U}, \quad 0 < z^{-+L} \leq z^{-+M} \leq z^{-+U}, \\
z^{++M} &\geq \max{x^L, y^L}, \\
z^{++U} &\geq \max{x^M, y^M}, \\
z^{-+L} &\leq \min{x^L, y^L}, \\
z^{-+M} &\leq \min{x^M, y^M}, \\
z^{-+U} &\leq \min{x^U, y^U},
\end{align*}
\]

(10)

and then we can get

\[
q^*_1 = \frac{z^{+L}}{z^{+U}} \leq 1, \\
q^*_2 = \frac{z^{+M}}{z^{+U}} \leq 1, \\
q^-_1 = \frac{z^{-L}}{z^{-U}} \leq 1, \\
q^-_2 = \frac{z^{-M}}{z^{-U}} \leq 1,
\]

\[ \cdot \left( z^{+L} \right)^2 + \left( z^{+M} \right)^2 + \left( z^{+U} \right)^2 \]

\[ \geq \max \left( x^L \right)^2 + \left( x^M \right)^2 + \left( x^U \right)^2, \quad \left( y^L \right)^2 + \left( y^M \right)^2 + \left( y^U \right)^2 \}

\[ \cdot \left( z^{-L} \right)^2 + \left( z^{-M} \right)^2 + \left( z^{-U} \right)^2 \]

\[ \leq \min \left( x^L \right)^2 + \left( x^M \right)^2 + \left( x^U \right)^2, \quad \left( y^L \right)^2 + \left( y^M \right)^2 + \left( y^U \right)^2. \]

(11)

According to formulas (1) and (2), it can be derived that

\[
rs_{\text{Max}}(\overrightarrow{y}, \overrightarrow{z}^+) = \left( \frac{y^L z^{+L} + y^M z^{+M} + y^U z^{+U}}{\left( z^{+L} \right)^2 + \left( z^{+M} \right)^2 + \left( z^{+U} \right)^2} \right)^{\frac{1}{2}},
\]

\[
rs_{\text{Max}}(\overrightarrow{x}, \overrightarrow{z}^+) = \left( \frac{x^L z^{+L} + x^M z^{+M} + x^U z^{+U}}{\left( z^{+L} \right)^2 + \left( z^{+M} \right)^2 + \left( z^{+U} \right)^2} \right)^{\frac{1}{2}},
\]

\[
rs_{\text{Min}}(\overrightarrow{y}, \overrightarrow{z}^-) = \left( \frac{\left( z^{-L} \right)^2 + \left( z^{-M} \right)^2 + \left( z^{-U} \right)^2}{y^L z^{-L} + y^M z^{-M} + y^U z^{-U}} \right)^{\frac{1}{2}},
\]

\[
rs_{\text{Min}}(\overrightarrow{x}, \overrightarrow{z}^-) = \left( \frac{\left( z^{-L} \right)^2 + \left( z^{-M} \right)^2 + \left( z^{-U} \right)^2}{y^L z^{-L} + y^M z^{-M} + y^U z^{-U}} \right)^{\frac{1}{2}}.
\]

(12)

Therefore,

\[
rs_{\text{Max}}(\overrightarrow{y}, \overrightarrow{z}^+) > rs_{\text{Max}}(\overrightarrow{x}, \overrightarrow{z}^+) \lor rs_{\text{Min}}(\overrightarrow{y}, \overrightarrow{z}^-) < rs_{\text{Min}}(\overrightarrow{x}, \overrightarrow{z}^-) \iff \frac{z^{+L}}{z^{+U}} \cdot y^L + \frac{z^{+M}}{z^{+U}} \cdot y^M
\]

\[ + y^U > \frac{z^{+L}}{z^{+U}} \cdot x^L + \frac{z^{+M}}{z^{+U}} \cdot x^M + x^U \sqrt{\frac{z^{-L}}{z^{-U}}} \cdot y^L + \frac{z^{-M}}{z^{-U}} \cdot y^M + y^U > \frac{z^{-L}}{z^{-U}} \cdot x^L + \frac{z^{-M}}{z^{-U}} \cdot x^M
\]

\[ + x^U \iff q^*_1 \cdot y^L + q^*_2 \cdot y^M + y^U > q^-_1 \cdot x^L + q^-_2 \cdot x^M + x^U \sqrt{\frac{z^{-L}}{z^{-U}}} \cdot y^L + \frac{z^{-M}}{z^{-U}} \cdot y^M + y^U > q^-_1 \cdot x^L + q^-_2 \cdot x^M + x^U. \]

(13)
Thus, formulas (8) hold. Proof is completed.

We can use results in Theorem 2 to compare the dominance relation between different triangular fuzzy numbers, 2 that is, by calculating the max-relative similarity degree or min-relative similarity degree between triangular fuzzy numbers and ideal points or by comparing the sum of attribute value relations of small, special, and large elements of triangular fuzzy numbers. □

**Definition 6.** Let alternative decision-making objects composed of triangular fuzzy number sequence are \( X = \{x_1, x_2, \ldots, x_m\} \) and \( Y = \{y_1, y_2, \ldots, y_m\} \). The triangular fuzzy number-based positive and negative ideal decision-making objects, then the alternative decision-making object \( Y \succ X \) is called \( Y \) superior to \( X \), defined as \( Y \succ X \). Obviously, the greater the max-relative similarity degree with the positive ideal decision-making object of triangular fuzzy number is or the smaller the max-relative similarity degree with the negative ideal decision-making object of triangular fuzzy number is, the greater the superiority of the alternative decision-making objects is.

**Theorem 3.** If and only if positive and negative ideal decision-making objects of triangular fuzzy number are the optimal decision-making objects,

\[
Y \succ X \iff \text{RS}_{\text{Max}}(Y, Z^+) > \text{RS}_{\text{Max}}(X, Z^+) \lor \text{RS}_{\text{Min}}(Y, Z^-) < \text{RS}_{\text{Min}}(X, Z^-) \tag{14}
\]

then the alternative decision-making object \( Y \) is called \( Y \) superior to \( X \), defined as \( Y \succ X \). Obviously, the greater the max-relative similarity degree with the positive ideal decision-making object of triangular fuzzy number is or the smaller the max-relative similarity degree with the negative ideal decision-making object of triangular fuzzy number is, the greater the superiority of the alternative decision-making objects is.

**Proof.** Obviously, according to Definition 6,

\[
Y \succ X \iff \text{RS}_{\text{Max}}(Y, Z^+) > \text{RS}_{\text{Max}}(X, Z^+) \lor \text{RS}_{\text{Min}}(Y, Z^-) < \text{RS}_{\text{Min}}(X, Z^-) \tag{16}
\]

As \( Z^+ = [z_j^+, z_j^+, \ldots, z_m^+] \) and \( Z^- = [z_j^-, z_j^-, \ldots, z_m^-] \) are, respectively, triangular fuzzy number based positive and negative ideal decision-making objects composed of positive and negative ideal points sequence, \( \text{RS}_{\text{Max}}(Y, Z^+) > \text{RS}_{\text{Max}}(X, Z^+) \lor \text{RS}_{\text{Min}}(Y, Z^-) < \text{RS}_{\text{Min}}(X, Z^-) \), then the alternative decision-making object \( Y \) is called \( Y \) superior to \( X \), defined as \( Y \succ X \). Obviously, the greater the max-relative similarity degree with the positive ideal decision-making object of triangular fuzzy number is or the smaller the max-relative similarity degree with the negative ideal decision-making object of triangular fuzzy number is, the greater the superiority of the alternative decision-making objects is.

According to formulas (3) and (4), we can get

\[
q_{ij}^* = \frac{z_j^* + L}{z_j^* - U}, \quad q_{ij}^+ = \frac{z_j^* + M}{z_j^* - L}, \quad q_{ij}^- = \frac{z_j^* - M}{z_j^* - U}, \quad p^* = \frac{\min_{j \in J, m} \left( z_j^* + U \right)}{\max_{j \in J, m} \left( z_j^* - U \right)} \tag{15}
\]

\[
\begin{align*}
(z_j^* + L)^2 + (z_j^* + M)^2 + (z_j^* - L)^2 & \geq \max \left\{ (x_j^L)^2 + (x_j^U)^2, (y_j^L)^2 + (y_j^U)^2 \right\}, \\
(z_j^* + L)^2 + (z_j^* - M)^2 + (z_j^* - U)^2 & \leq \min \left\{ (x_j^L)^2 + (y_j^L)^2 \right\}, \\
& + (x_j^U)^2 + (y_j^U)^2, \quad j = 1, 2, \ldots, m. \tag{18}
\end{align*}
\]
RS_{\text{Max}}(Y, Z^*) = \frac{\sum_{j=1}^{m} (y^*_j z^L_j + y^*_j z^M_j + y^*_j z^U_j)^{1/2}}{\sum_{j=1}^{m} (z^*_j + L_j)^{1/2} + (z^*_j + M_j)^{1/2} + (z^*_j + U_j)^{1/2}}

RS_{\text{Max}}(X, Z^*) = \frac{\sum_{j=1}^{m} (y^*_j z^L_j + y^*_j z^M_j + y^*_j z^U_j)^{1/2}}{\sum_{j=1}^{m} (z^*_j + L_j)^{1/2} + (z^*_j + M_j)^{1/2} + (z^*_j + U_j)^{1/2}}

RS_{\text{Min}}(Y, Z^*) = \frac{\sum_{j=1}^{m} (z^*_j + L_j)^{1/2} + (z^*_j + M_j)^{1/2} + (z^*_j + U_j)^{1/2}}{\sum_{j=1}^{m} (y^*_j z^L_j + y^*_j z^M_j + y^*_j z^U_j)^{1/2}}

RS_{\text{Min}}(X, Z^*) = \frac{\sum_{j=1}^{m} (z^*_j + L_j)^{1/2} + (z^*_j + M_j)^{1/2} + (z^*_j + U_j)^{1/2}}{\sum_{j=1}^{m} (y^*_j z^L_j + y^*_j z^M_j + y^*_j z^U_j)^{1/2}}

RS_{\text{Max}}(Y, Z^*) > RS_{\text{Max}}(X, Z^*) \forall RS_{\text{Min}}(Y, Z^*) < RS_{\text{Min}}(X, Z^*)

\iffalsom_{j=1}^{m} \left( \frac{z^*_j + L_j}{z^*_j + M_j} \cdot \frac{z^*_j + M_j}{z^*_j + U_j} \cdot y^*_j + y^*_j \right)^{1/2} > m_{j=1}^{m} \left( \frac{y^*_j + L_j}{y^*_j + M_j} \cdot \frac{y^*_j + M_j}{y^*_j + U_j} \cdot z^*_j + z^*_j \right)^{1/2}

\iffalsom_{j=1}^{m} \left( \frac{z^*_j + L_j}{z^*_j + M_j} \cdot \frac{z^*_j + M_j}{z^*_j + U_j} \cdot y^*_j + y^*_j \right)^{1/2} > m_{j=1}^{m} \min_{i,j,m} \left( \frac{z^*_j + L_j}{z^*_j + M_j} \cdot \frac{z^*_j + M_j}{z^*_j + U_j} \cdot x^*_j + x^*_j \right)^{1/2} > \max_{i,j,m} \left( \frac{y^*_j + L_j}{y^*_j + M_j} \cdot \frac{y^*_j + M_j}{y^*_j + U_j} \cdot z^*_j + z^*_j \right)^{1/2}

\iffalsom_{j=1}^{m} \left( q_{ij} y^*_j + d_{ij} z^*_j + y^*_j \right)^{1/2} > p_{ij} \sum_{j=1}^{m} \left( q_{ij} y^*_j + q_{ij} z^*_j + y^*_j \right)^{1/2} > p_{ij} \sum_{j=1}^{m} \left( q_{ij} y^*_j + q_{ij} z^*_j + y^*_j \right)^{1/2}

Now, we can see that formula (15) holds, which completes the proof.

The above theorem can be exploited to compare the advantages between alternative decision objects, by comparing the Max-relative or Min-relative similarity degree between alternative decision objects and ideal decision objects, the sum of attribute value sequence relations of triangular fuzzy number small, special, and large elements of alternative decision objects.

In the process of analyzing the advantages and disadvantages of the UMADM problem with unknown attribute weight and without any decision object preference we could assume that the set of alternative decision objects in the decision space is \{X_i | i = 1, 2, \ldots, n\}. It is generally considered that the greater the max-relative similarity degree RS_{\text{Max}}(X_i, Z^*) between the alternative decision-making objects X_i and the positive ideal optimal decision-making objects is, the smaller the min-relative similarity degree RS_{\text{Min}}(X_i, Z^-*) between the alternative decision-making objects X_i and the negative ideal optimal decision-making objects is, and the better the corresponding alternative decision-making object is. However, it is pointed out in [14] that the alternative decision-making objects are not necessarily close to the positive ideal optimal object and far
Definition 7. Let the decision-making object composed of triangular fuzzy number sequence be $X_i = \{x_{i1}, x_{i2}, \ldots, x_{in}\}$, $i = 1, 2, \ldots, n$ and the positive and negative ideal decision-making objects composed of positive and negative ideal point sequence of triangular fuzzy number be, respectively, $Z^{**} = \{z^{**}_1, z^{**}_2, \ldots, z^{**}_m\}$ and $Z^{-} = \{z^{-}_1, z^{-}_2, \ldots, z^{-}_m\}$; then

$$\text{ORS}_\text{TFN}(X_i) = \frac{\text{RS}_{\text{Max}}(X_i, Z^{**})}{\max_{1 \leq j \leq n} \{\text{RS}_{\text{Max}}(X_i, Z^{**})\}} - \frac{\text{RS}_{\text{Min}}(X_i, Z^{-})}{\min_{1 \leq j \leq n} \{\text{RS}_{\text{Min}}(X_i, Z^{-})\}}$$ (21)

where $\text{ORS}_\text{TFN}(X_i)$ is the overall relative similarity degree of the comparison of Max-relative and Min-relative similarity degrees in the set of the alternative decision-making objects between the selected decision-making objects and the positive and negative ideal decision-making objects.

Theorem 4. $\text{ORS}_\text{TFN}(X_i) \leq 0$, $i = 1, 2, \ldots, n$.

Proof. According to formula (21), it is easy to know

$$\frac{\text{RS}_{\text{Max}}(X_i, Z^{**})}{\max_{1 \leq j \leq n} \{\text{RS}_{\text{Max}}(X_i, Z^{**})\}} \leq 1 \leq \frac{\text{RS}_{\text{Min}}(X_i, Z^{-})}{\min_{1 \leq j \leq n} \{\text{RS}_{\text{Min}}(X_i, Z^{-})\}}$$ (22)

We can get

$$\frac{\text{RS}_{\text{Max}}(X_i, Z^{**})}{\max_{1 \leq j \leq n} \{\text{RS}_{\text{Max}}(X_i, Z^{**})\}} - \frac{\text{RS}_{\text{Min}}(X_i, Z^{-})}{\min_{1 \leq j \leq n} \{\text{RS}_{\text{Min}}(X_i, Z^{-})\}} \leq 0, \quad (23)$$

which completes the proof.

If the alternative decision object $X^*_i \in \{X_i | i = 1, 2, \ldots, n\}$ also satisfies

$$\text{RS}_{\text{Max}}(X^*_i, Z^{**}) = \max_{1 \leq j \leq n} \{\text{RS}_{\text{Max}}(X^*_i, Z^{**})\} \land \text{RS}_{\text{Min}}(X^*_i, Z^{-}) = \min_{1 \leq j \leq n} \{\text{RS}_{\text{Min}}(X^*_i, Z^{-})\},$$ (24)

then $\text{ORS}_\text{TFN}(X^*_i) = 0$; which reaches the maximum. At this time, the max-relative similarity between the alternative decision-making object $X^*_i$ and the positive ideal optimal decision-making object is the largest and the most approximative, while $t$, the max-relative similarity between the alternative decision-making object $X_i$ and the positive ideal optimal decision-making object, is the smallest and farthest away from the negative ideal optimal object at the same time. In order to obtain the optimal approach point to the positive and negative ideal decision-making objects, a concept of overall relative similarity degree $\text{ORS}_\text{TFN}(X_i)$ [7, 15] (Definition 7) is introduced to represent the degree of relative difference between an alternative decision-making object approaching the optimal ideal point, namely, the point close to the positive ideal object, and that far away from the negative ideal optimal object point. □

3. A Triangular Fuzzy Number-Based Decision-Making Object Relative Similarity Programming Model

For the UMADM problem with unknown index weight and no preference for decision-making objects, we combine the relevant theory of the weighting algorithm for maximizing the comparative possibility in cooperative game theory [23] with the advantage relation theories to comparative relative similarity degree of triangular fuzzy number presented in this paper. By considering the risk attitude of decision makers, a new attribute weighting rule based on relative similar programming model of triangular fuzzy number decision-making objects is proposed from the perspective of determining the advantages and disadvantages of the alternatives [7, 15]; after eliminating the influence of different physical dimensions, namely, unifying the incommensurability between different attribute utility measures, if the comprehensive relative similarity between all alternative decision-making objects under the same attribute utility is smaller (i.e., the difference between attribute measure values is greater), the attribute is weighted. In the contrary, if the comprehensive relative similarity of all candidate decision-making objects is greater (i.e., the difference of attribute measure values is smaller) under the same attribute utility, the weighting value of attributes should be reduced accordingly. In particular, if the comprehensive relative similarity of all the candidate decision-making objects synthesized among the measure values under the same attribute utility reaches the maximum—that is, it is equal to 1 (i.e., there is no difference in attribute measure values)—then the attribute weighting value can be assigned to zero accordingly. From the perspective of similarity measure principle, the comparative relative similarity value assembled between the attribute measure values of the alternative decision objects, that is, the difference degree of the attribute measure value data, is the main basis and key factor for judging the quality of the decision results. Next, the paper will establish a comparative relative similarity planning model by using the attribute utility measure value information of the decision objects and determine the optimal attribute weight vector by solving it. Then, the decision information gathered and fused under the weight of the vector can not only reduce the similarity among the alternative decision objects but also expand the difference and discrimination among the alternative decision objects, which is more conducive to the comparative judgment, and picking and sorting of the optimal decision objects.
In the process of judging the merits and demerits of decision objects for a UMADM problem, it is assumed that all alternative decision-making objects $X_i$ in the utility measurement of each attribute $u_j$ will obtain a matrix $\bar{X} = (\bar{x}_{ij})_{n \times m}$ composed of the measured values of the attributes of all the initial decision objects about $u_j$, which is called the initial triangular fuzzy number decision matrix. Here, $\bar{x}_{ij} = [x_{ij}^L, x_{ij}^M, x_{ij}^U]$ where $M = \{1, 2, \ldots, m\}$, $N = \{1, 2, \ldots, n\}$. Let $I_j$ $(j = 1, 2)$ denote the subscript set of the most common benefit attributes and cost benefit. It is easy to see $M = I_1 \cup I_2$. In order to fuse the incommensurability and contradiction between the utility measure data of different attributes and eliminate the influence of different physical dimensions on the judgment and ranking results of decision objects, we adopt the following formulas to transform the initial triangular fuzzy number decision matrix $\bar{X}$ into the standard triangular fuzzy number decision matrix $R = (\bar{r}_{ij})_{n \times m}$ [7, 15]:

$$\bar{r}_{ij} = \frac{x_{ij}^L}{\| \bar{x} \|} \quad i \in N, j \in I_1, \quad (25)$$

$$\bar{r}_{ij} = \frac{(1/x_{ij}^U)}{\| \bar{x} \|} \quad i \in N, j \in I_2, \quad (26)$$

where $\bar{r}_{ij} = [r_{ij}^L, r_{ij}^M, r_{ij}^U]$ is a normalized triangular fuzzy number and $\| \cdot \|$ is norm of a vector, $\| \bar{x} \| = \sqrt{\sum_{i=1}^{n} x_{ij}^2}$, and $\| (1/x) \| = \sqrt{\sum_{i=1}^{n} (1/x_{ij})^2}$. According to the operation relation rule of triangular fuzzy numbers, formulas (25) and (26) can be changed into the following formulas:

$$r_{ij}^L = \frac{x_{ij}^L}{\sqrt{\sum_{i=1}^{n} x_{ij}^2}} \quad i \in N, j \in I_1, \quad (27)$$

$$r_{ij}^M = \frac{x_{ij}^M}{\sqrt{\sum_{i=1}^{n} x_{ij}^2}}, \quad i \in N, j \in I_1, \quad (27)$$

$$r_{ij}^U = \frac{x_{ij}^U}{\sqrt{\sum_{i=1}^{n} x_{ij}^2}}, \quad i \in N, j \in I_1. \quad (27)$$

Considering the risk attitude of decision-makers, we apply the theory of the advantage relation theories to comparative relative similarity degree of triangular fuzzy number and investigate the $j$th attribute, $u_j$, and the triangular fuzzy number decision matrix $\bar{R}$. The comprehensive relative similarity degree between the alternative decision objects and other alternative decision objects is

$$r_{ij}(u_j) = \sum_{k=1, k \neq i}^{n} r_{TFN}(X_i^L, X_k^L)$$

$$= \sum_{k=1, k \neq i}^{n} r_{TFN}(\bar{r}_{ij}, \bar{r}_{kj}), \quad i, k \in N, j \in M. \quad (29)$$

Therefore, for the $j$th attribute, the total comprehensive relative similarity degree between the alternative decision objects and other alternative decision objects is

$$r_s(u_j) = \sum_{i=1}^{n} r_s(u_j) = \sum_{i=1}^{n} \sum_{k=1, k \neq i}^{m} r_{TFN}(\bar{r}_{ij}, \bar{r}_{kj}), \quad i, k \in N, j \in M. \quad (30)$$

For a UMADM problem whose attribute weight information is completely unknown, we can assume its attribute weight vector is expressed by $W = (w_1, w_2, \ldots, w_m)$, $0 \leq w_j \leq 1$, $j \in M$, and satisfying the constraints $\sum_{j=1}^{m} w_j^2 = 1$. According to the attribute weighting rules based on decision-making object relative similarity programming model proposed in this paper, under the consideration of the risk awareness of decision-makers and unknown attribute weights and no preference for decision objects, the determination of the optimal solution of weighting vectors $W$ should make the weighted sum of the total comprehensive relative similarity of all attributes to all alternative decision objects minimum under the action of weighting vectors $W$. In other words, the optimal solution of the weighting vector $W$ should be determined so that the weighted sum of the reciprocal of the total comprehensive relative similarity of all attributes to all alternative decision objects must be the largest under the action of the weighting vector $W$. In order to obtain the optimal weight vector $W$, we can construct the triangular fuzzy number-based decision-making object relative similarity programming model of UMADM (TFN-DMORSPM):

$$\max \varphi(W) = \sum_{j=1}^{m} \frac{1}{r_s(u_j)} \quad w_j = \frac{1}{\sum_{i=1}^{n} \sum_{k=1, k \neq i}^{m} r_{TFN}(\bar{r}_{ij}, \bar{r}_{kj})} \quad w_j, \quad (31)$$

s.t. $\sum_{j=1}^{m} w_j^2 = 1$, $w_j \geq 0$, $i, k \in N, j \in M$.
\[ w_j = \left( \frac{1/\sum_{i=1}^{n} \sum_{k=1}^{n} r_{ij}^{*} \cdot R_{ij}^{*} (\bar{r}_{ij}, \bar{r}_{kj})}{\sum_{i=1}^{n} \left( 1/\sum_{k=1}^{n} r_{ij}^{*} \cdot R_{ij}^{*} (\bar{r}_{ij}, \bar{r}_{kj}) \right)} \right) \quad i, k \in N, \ j \in M. \] 

(32)

In order to keep consistent with the traditional normalization usage, we will normalize the unit weight vector \( w_j^* \) letting \( w_j = (w_j^*/\sum_{i=1}^{n} w_j^*) \) \( j \in M \) and then we can get

\[ w_j = \left( \frac{1/\sum_{i=1}^{n} \sum_{k=1}^{n} r_{ij}^{*} \cdot R_{ij}^{*} (\bar{r}_{ij}, \bar{r}_{kj})}{\sum_{i=1}^{n} \left( 1/\sum_{k=1}^{n} \sum_{i=1}^{n} r_{ij}^{*} \cdot R_{ij}^{*} (\bar{r}_{ij}, \bar{r}_{kj}) \right)} \right) \quad i, k \in N, \ j \in M. \] 

(33)

According to formula (33), it is easy to know that under the same attribute measure; the sum of the comprehensive relative similarity values compared among all the candidate decision objects is inversely proportional to the size of the attribute weight value.

Remark 1. The values of comprehensive relative similarity degree \( r_{ij}^{\text{TFN}} (\bar{r}_{ij}, \bar{r}_{kj}) \) in formulas (29)~(33) are as follows:

\[ r_{ij}^{\text{TFN}} (\bar{r}_{ij}, \bar{r}_{kj}) = \lambda r_{ij}^{\text{Max}} (\bar{r}_{ij}, \bar{r}_{kj}) + (1 - \lambda) r_{ij}^{\text{Min}} (\bar{r}_{ij}, \bar{r}_{kj}). \] 

(34)

The choice of \( \lambda \) value depends on the risk attitude of decision-makers: when \( \lambda > 0.5 \), decision-makers tend to avoid risks; when \( \lambda = 0.5 \), decision-makers tend to be risk-neutral; when \( \lambda < 0.5 \), decision-makers tend to risk preference. In particular, when \( \lambda = 1 \), \( r_{ij}^{\text{TFN}} (\bar{r}_{ij}, \bar{r}_{kj}) = r_{ij}^{\text{Max}} (\bar{r}_{ij}, \bar{r}_{kj}) \); \( r_{ij}^{\text{TFN}} (\bar{r}_{ij}, \bar{r}_{kj}) \) is conservative max-relative similarity degree; when \( \lambda = 0 \), \( r_{ij}^{\text{TFN}} (\bar{r}_{ij}, \bar{r}_{kj}) = r_{ij}^{\text{Min}} (\bar{r}_{ij}, \bar{r}_{kj}) \); \( r_{ij}^{\text{TFN}} (\bar{r}_{ij}, \bar{r}_{kj}) \) is adventurous min-relative similarity degree.

4. Implementation Steps and Examples of the Model

The implementation steps of UMA DM’s triangular fuzzy number-based decision-making objects relative similarity programming model (TFN-DMORSPM) given in this paper are as follows.

Step 1. To fuse the incommensurability and contradiction between the utility measure data of different attributes which eliminates the influence of different physical dimensions on the decision-making object’s judgment and ranking results, the initial triangular fuzzy number type decision matrix \( \bar{X} \) is converted into a normalized triangular fuzzy number type decision matrix \( \bar{R} = (\bar{r}_{ij})_{\text{non}} \) according to formulas (27) and (28), where \( \bar{r}_{ij} = [\bar{r}_{ij}^L, \bar{r}_{ij}^M, \bar{r}_{ij}^U] \) is a normalized triangular fuzzy number.

Step 2. Analyze and measure the normalized triangular fuzzy number based decision-making matrix \( \bar{R} = (\bar{r}_{ij})_{\text{non}} \) which can reflect the attribute eigenvalue information of all alternative decision-making objects and calculate the max-relative similarity degree and the min-relative similarity degree between the attribute values of each decision-making object by using formulas (1) and (2). According to the constructed TFN-DMORSPM, the attribute weight measurement value \( W \) is obtained by calculating formulas (29)~(34) and applying the normalized triangular fuzzy number-based decision-making matrix \( \bar{R} \) in Step 1, we can get the constructed matrix

\[ \bar{R} (W) = (\bar{r}_{ij} \cdot w_i)^{\text{non}} \] 

(35)

which is the weighted normalized triangular fuzzy number decision-making matrix.

Step 3. According to the weighted normal triangular fuzzy number type decision-making matrix \( \bar{R} (W) \) obtained in Step 2, the triangular fuzzy number-based positive and negative ideal decision-making objects \( Z^+ = [\bar{z}^+_1, \bar{z}^+_2, \ldots, \bar{z}^+_m] \) and \( Z^- = [\bar{z}^-_1, \bar{z}^-_2, \ldots, \bar{z}^-_m] \) composed of positive and negative ideal point sequences can be obtained by using formulas (5) and (6).

Step 4. Calculate all the max-relative similarity degree \( R_{\text{Max}} (X_i, Z^+) \) and min-relative similarity degree \( R_{\text{Min}} (X_i, Z^-) \) of alternative decision-making objects and triangular fuzzy number-based positive and negative ideal decision-making objects by using formulas (3) and (4).

Step 5. Using formula (21) to calculate the overall relative similarity degree \( ORS_{\text{TFN}} (X_i) (i = 1, 2, \ldots, n) \) by all the max-relative similarity and min-relative similarity based positive and negative ideal decision-making objects \( Z^+ \) and \( Z^- \) and alternative decision-making objects \( X_i \) in the alternative set.

Step 6. According to the overall relative similarity degree value \( ORS_{\text{TFN}} (X_i) \), pick over and sort the set of the alternative decision-making objects \( \{X_i | i = 1, 2, \ldots, n\} \) in descending order.

Example 1. In order to illustrate the practicability and effectiveness of TFN-DMORSPM, in this paper we use the example of scheduling problem about carrier-based aircraft models in literature [34] to analyze. The performance parameters affecting carrier-based aircraft models, i.e. maximum speed (\( u_1 \)), free voyage across the sea (\( u_2 \)), maximum net load (\( u_3 \)), purchase cost (\( u_4 \)), reliability (\( u_5 \)), and maneuverability (\( u_6 \)), We consider that there are four types of aircraft \( X_i \) (\( i = 1, 2, \ldots, 4 \)) to choose. It is assumed that after standardized statistical processing, the utility measure values of performance parameters of various models under various indexes (attributes) are expressed in the form of triangular fuzzy numbers (all the given data is benefit data), as shown in Table 1.

Step 1. In order to unify the incommensurability and contradiction of different physical dimensions among the utility measures of initial attributes, we assume that the normalized triangular fuzzy number decision matrix \( \bar{R} = (\bar{r}_{ij})_{\text{non}} \) obtained by standardized statistical processing of (27) and (28), \( \bar{R} = (\bar{r}_{ij})_{\text{non}} \) is shown in Table 1.
Step 2. According to the standard triangle fuzzy number decision matrix $\tilde{R}$ composed of attribute utility measure value data in Table 1, the max-relative similarity and min-relative similarity is obtained by (1) and (2), and then the weight measurement value of attributes $W$ is calculated by formulas (29)–(34) according to TFN-DMORSPM for simplicity, we let $\lambda = 0.5$; the decision-makers tend to be risk neutral as follows:

\[
\begin{align*}
    w_1 &= 0.1542, \\
    w_2 &= 0.1667, \\
    w_3 &= 0.1480, \\
    w_4 &= 0.1575, \\
    w_5 &= 0.2000, \\
    w_6 &= 0.1736.
\end{align*}
\]

The weighted normalized triangular fuzzy number decision matrix $\tilde{R}(W)$ is constructed by using (34), and the weighted normalized decision information is obtained as shown in Table 2.

Step 3. According to the attribute value data $\tilde{R}(w)$ in Table 2, the triangle fuzzy number-based positive and negative ideal decision-making objects composed of positive and negative ideal point sequences ($Z^{++}$ and $Z^{--}$) are obtained by using formulas (5) and (6) as follows:

\[
\begin{align*}
    Z^{++} &= \left\{ \begin{array}{c}
    [1.419, 1.465, 1.542], \\
    [1.584, 1.617, 1.667], \\
    [1.406, 1.450, 1.480], \\
    [1.480, 1.528, 1.575], \\
    [1.600, 1.660, 1.700], \\
    [1.562, 1.649, 1.684] \end{array} \right\} \times 10^{-1}, \\
    Z^{--} &= \left\{ \begin{array}{c}
    [1.080, 1.111, 1.203], \\
    [0.833, 0.917, 0.967], \\
    [1.258, 1.273, 1.302], \\
    [1.024, 1.087, 1.118], \\
    [0.340, 0.400, 0.460], \\
    [0.816, 0.868, 0.903] \end{array} \right\} \times 10^{-1}.
\end{align*}
\]

Step 4. The max-relative similarity degree $R_{Max}^w(X_i, Z^{++})$ and min-relative similarity degree $R_{Min}^w(X_i, Z^{--})$ of all the alternative decision objects $X_i$, ($i = 1, 2, \ldots, 4$) and the triangular fuzzy number-based positive and negative ideal decision-making objects ($Z^{++}$ and $Z^{--}$) are obtained by using formulas (3) and (4) as follows:

\[
\begin{align*}
    R_{Max}^w(X_1, Z^{++}) &= 0.8891, \\
    R_{Max}^w(X_2, Z^{++}) &= 0.8290, \\
    R_{Max}^w(X_3, Z^{++}) &= 0.9466, \\
    R_{Max}^w(X_4, Z^{++}) &= 0.8669, \\
    R_{Min}^w(X_1, Z^{--}) &= 0.8796, \\
    R_{Min}^w(X_2, Z^{--}) &= 0.9221, \\
    R_{Min}^w(X_3, Z^{--}) &= 0.8380, \\
    R_{Min}^w(X_4, Z^{--}) &= 0.8978.
\end{align*}
\]

The overall relative similarity degree $ORS_{TFN}(X_i)$, ($i = 1, 2, \ldots, 4$) calculated by all the max-relative similarity and min-relative similarity based positive and negative ideal decision-making objects $Z^{++}$ and $Z^{--}$ and alternative decision-making objects $X_i$ in the alternative set and then we have

\[
\begin{align*}
    ORS_{TFN}(X_1) &= -0.110, \\
    ORS_{TFN}(X_2) &= -0.225, \\
    ORS_{TFN}(X_3) &= 0, \\
    ORS_{TFN}(X_4) &= -0.156.
\end{align*}
\]

Step 5. Use formula (21) to find out the overall relative similarity degree $ORS_{TFN}(X_i)$, ($i = 1, 2, \ldots, 4$) calculated by all the max-relative similarity and min-relative similarity degree $R_{Max}^w(X_i, Z^{++})$, min-relative similarity degree $R_{Min}^w(X_i, Z^{--})$, and overall relative similarity degree $ORS_{TFN}(X_i)$, as shown in Figure 1. Although the three relative similarity degree values are different, the
In addition to the method of overall relative similarity degree, we can also use the conclusion of Theorem 3 in this paper to sort alternative decision objects by comparing the positive and negative sequence relations sum of the weighted attribute values of small elements, special elements, and large elements of triangular fuzzy numbers of the alternative decision-making objects. We can easily obtain the following results by using (17):

\[
q_{11}^+ = 0.9200, \quad q_{12}^+ = 0.9500, \quad q_{13}^+ = 0.9700, \\
q_{14}^+ = 0.9400, \quad q_{15}^+ = 0.9700, \quad q_{16}^+ = 0.9412, \\
q_{25}^+ = 0.9765, \quad q_{16}^+ = 0.9278, \quad q_{26}^+ = 0.9794, \\
\rho^+ = 0.9330, \\
q_{11}^- = 0.8974, \quad q_{12}^- = 0.9231, \quad q_{13}^- = 0.8621, \\
q_{12}^- = 0.9483, \quad q_{13}^- = 0.9659, \quad q_{14}^- = 0.9773, \\
q_{15}^- = 0.9155, \quad q_{16}^- = 0.9718, \quad q_{15}^- = 0.7391, \\
q_{16}^- = 0.8696, \quad q_{16}^- = 0.9038, \quad q_{16}^- = 0.9615, \\
\rho^- = 0.5943.
\]
The sum of positive sequence relations \( \sum_{j=1}^{6} (q_{ij}^{+} x_{ij}^{wL} + q_{ij}^{+} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} \) of the weighted attribute values is

\[
\sum_{j=1}^{6} (q_{ij}^{+} x_{ij}^{wL} + q_{ij}^{+} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.5980,
\]

\[
\sum_{j=1}^{6} (q_{ij}^{+} x_{ij}^{wL} + q_{ij}^{+} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.3613,
\]

\[
\sum_{j=1}^{6} (q_{ij}^{+} x_{ij}^{wL} + q_{ij}^{+} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.8266,
\]

\[
\sum_{j=1}^{6} (q_{ij}^{+} x_{ij}^{wL} + q_{ij}^{+} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.5129.
\]

The sum of negative sequence relations \( \sum_{j=1}^{6} (q_{ij}^{-} x_{ij}^{wL} + q_{ij}^{-} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} \) of the weighted attribute values is

\[
\sum_{j=1}^{6} (q_{ij}^{-} x_{ij}^{wL} + q_{ij}^{-} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.5508,
\]

\[
\sum_{j=1}^{6} (q_{ij}^{-} x_{ij}^{wL} + q_{ij}^{-} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.3221,
\]

\[
\sum_{j=1}^{6} (q_{ij}^{-} x_{ij}^{wL} + q_{ij}^{-} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.7679,
\]

\[
\sum_{j=1}^{6} (q_{ij}^{-} x_{ij}^{wL} + q_{ij}^{-} x_{ij}^{wM} + x_{ij}^{wU})^{1/2} = 3.4645.
\]

According to the above results, it is easy to draw the geometrical comparison diagram of the positive sequence relations sum of the weighted attribute values

\[
\sum_{j=1}^{6} (q_{ij}^{+} x_{ij}^{wL} + q_{ij}^{+} x_{ij}^{wM} + x_{ij}^{wU})^{1/2},
\]

the negative sequence relations sum of the weighted attribute values

\[
\sum_{j=1}^{6} (q_{ij}^{-} x_{ij}^{wL} + q_{ij}^{-} x_{ij}^{wM} + x_{ij}^{wU})^{1/2},
\]

and the overall relative similarity degree \( H_{r} \) of the triangular fuzzy number small element, special element and large element of the alternative decision-making objects as shown in Figure 2. Although the two sequence relations’ sum of the weighted attribute values and the overall relative similarity degree is different, the results of selection and ranking of the set of the alternative decision-making objects \( \{X_{ij} | i = 1, 2, \ldots, 4\} \) are consistent, i.e., \( X_{3} > X_{1} > X_{4} > X_{2} \). It can be seen from Figure 2 that the three sum still show the same trend, and the curve of positive sequence relations of the weighted attribute values and the sum of negative sequence relations of the weighted attribute values almost coincide (this is caused by the conclusion of Theorem 3).

Therefore, the selection and ranking of the set of the alternative decision-making objects \( \{X_{i} | i = 1, 2, \ldots, 4\} \) are \( X_{1} > X_{2} > X_{3} > X_{4} \), which indicates that \( X_{3} \), which are still the optimal model of carrier aircraft.

In order to pick over and sort the set of alternative decision-making objects, we calculate the overall relative similarity degree value \( OR_{TS} (X_{i}) \) in the set of the alternative decision-making objects and the relevant conclusions of Theorem 3 to determine the order of the alternative decision objects by using the relative similarity between the alternative decision making-objects and the optimal ideal decision-making objects. The model is simple to implement, but it cannot measure the specific value of the comparative advantage between any two decision-making objects.

In addition, we adopt the weighted multiattribute decision-making algorithms based on the triangular fuzzy number-based decision-making object maximizing deviation programming model (TFN-DMOMDPM) in [1] and the triangular fuzzy number-based decision-making object possibility degree relation model (TFN-DMOPDRM) in [32] to make a comparative analysis on the cases of judging the advantages and disadvantages of carrier based aircraft types in [34]. After unifying the different physical dimension information between the attribute values data (the utility measure value of the performance parameters of the carrier aircraft under various indexes) of decision-making objects in UMAADM problem, the attribute weight measurement formulas based on TFN-DMOMDPM [1] and TFN-DMOPDRM [32] algorithm are as follows.

(1) Calculate the attribute weight measurement formulas based on TFN-DMOMDPM
\[
    w_j = \frac{\sum_{i=1}^{n} \sum_{k=1}^{N} d_{TFN}(\overline{r}_{ij}, \overline{r}_{kj})}{\sum_{i=1}^{m} \sum_{j=1}^{N} \sum_{k=1}^{N} d_{TFN}(\overline{r}_{ij}, \overline{r}_{kj})}, \quad i, k \in N, j \in M. 
\]

(43)

(2) Calculate the attribute weight measurement formulas based on TFN-DMOPDRM

\[
    w_j = \frac{\sum_{k=1}^{m} \sum_{j=1}^{n} P(\overline{r}_{ij} \geq \overline{r}_{ik})}{\sum_{k=1}^{m} \sum_{j=1}^{n} \sum_{k \neq j} P(\overline{r}_{ij} \geq \overline{r}_{ik})}, \quad i \in N, j, k \in M. 
\]

(44)

According to the implementation steps of multi-attribute decision-making algorithm of TFN-DMOMDPM and TFN-DMOPDRM proposed in [1, 32] in dealing with UMADM problems, one has the following

(1) The result of implementation based on TFN-DMOMDPM is

\[
    X_3 \succ X_1 \succ X_4 \succ X_2. 
\]

(45)

(2) The result of implementation based on TFN-DMOPDRM is

\[
    X_3 \succ X_1 \succ X_4 \succ X_2. 
\]

(46)

Therefore, X_3 is the best carrier aircraft type. The results are consistent with the results given in the paper. According to the above results, it is easy to draw the geometrical comparison diagrams of TFN-DMOMDPM, TFN-DMOPDRM, and TFN-DMORSP given in the paper, as shown in Figure 3.

Although the three models to determine the weighted attribute measure formula are different, the results of selection and ranking of the set of the alternative decision-making objects \( \{X_i | i = 1, 2, \ldots, 4\} \) are consistent, i.e., \( X_3 \succ X_1 \succ X_4 \succ X_2 \). From Figure 3, we can see that the three curves present the same trend, and the TFN-DMOMDPM curve almost coincides with the TFN-DMOPDRM curve and is steeper than the TFN-DMORSP curve. Although it is convenient to increase the discrimination of decision, it also increases the error of decision information in the process of aggregation.

The example analysis of the carrier aircraft types shows that different attribute weight vectors can be obtained by using the attribute weighting algorithm based on triangular fuzzy number-based decision-making object relative similarity programming model (TFN-DMORSPM) proposed in the paper and the attribute weighting algorithm based on TFN-DMOMDPM given in [1] and TFN-DMOPDRM given in [32]; however, the results of selection and ranking of the set of the alternative decision-making objects based on the three model algorithms are consistent, which have the same optimal solution. The TFN-DMORSPM algorithm presented in the paper not only combines the information of relative similarity degree of pairwise comparison between attribute values but also better show the rationality and validity of the model compared with other existing methods. When the attribute utility value data is with high similarity degree, the TFN-DMORSPM algorithm can reduce the error of information aggregation and further increase the discrimination between alternative decision-making objects. It is beneficial to the accurate calculation, aggregation, and fusion of attribute utility data, as well as the picking and sorting of decision-making objects.

5. Conclusion

The attribute weighting rule based on TFN-DMORSPM is one of the key issues in UMADM research; it is a new weighting idea from the perspective of picking over and sorting the alternative decision-making objects: when the comprehensive relative similarity value of attribute measurement value data between decision-making objects is large (the floating of attribute measurement value data is small), the attribute plays a small role in picking over and sorting alternative decision-making objects, and the attribute weight should be reduced; otherwise, the attribute plays a greater role in picking over and sorting alternative decision-making objects, and the attribute weight should be increased.

In this paper, the UMADM problem with unknown attribute weights and no decision objects preference has been addressed by using the abovementioned optimization weighting idea and the advantage relation theories to comparative relative similarity degree of triangular fuzzy number. The main highlights can be summarized into the following three aspects. (1) From the perspective of similarity degree measurement of triangular fuzzy number, some new definition formulas of max-relative similarity and min-relative similarity of normalized triangular fuzzy number and max-relative similarity degree and min-relative similarity degree of alternative decision-making
objects have been given. By applying these formulas to the single target optimization problem of triangular fuzzy number-based decision-making objects relative similarity programming model, and the optimal measurement formula of attribute weight has been obtained. (2) Some results of the advantage relation theories to comparative relative similarity degree of triangular fuzzy number have been given. The equivalence relation between the dominant values of triangular fuzzy numbers and comparative max-relative similarity degree values of triangular fuzzy number with the same ideal point or comparative min-relative similarity degree value of triangular fuzzy number with the same ideal point, and attribute values of small element, special element, and large element of triangular fuzzy number have been revealed. The equivalence relations of the dominant values of alternative decision-making objects and comparative max-relative similarity degree values of alternative decision-making objects with the same ideal point or comparative min-relative similarity degree value of alternative decision-making objects with the same ideal point and attribute values sequence and values of small element, special element, and large element of alternative decision-making objects have been presented. (3) The similarity degree model and algorithm in [33] have been improved. The comparative overall relative similarity degree between the alternative decision objects and the ideal optimal decision-making objects have been proposed to pick over and sort the set of the alternative decision-making objects; based on which the triangular fuzzy number-based decision-making object relative similarity programming model algorithm has been obtained.

On the basis of distinguishing the definition of triangular fuzzy number comparison max-relative similarity degree and min-relative similarity degree, this paper has investigated the related properties and application in the construction of attribute weight model. We have put forward the relation theories to comparative relative similarity degree of triangular fuzzy number constructing a triangular fuzzy number-based decision-making object relative similarity programming model and proposing a new model algorithm for the relative similarity programming of triangular fuzzy number-based multiple attribute decision-making alternatives by aggregating and merging the overall relative similarity degree information. The follow-up work can be focused on carrying out the research of the consistency correction algorithm around the relation of overall relative similarity degree and further developing new methods and solving the uncertain multiattribute decision-making problem.
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