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Abstract. Let $(r_n)_{n \in \mathbb{N}}$ be the sequence of subdiagonal Padé approximations 
of the exponential function. We prove that for $-A$ the generator of a uniformly 
bounded $C_0$-semigroup $T$ on a Banach space $X$, the sequence $(r_n(-tA))_{n \in \mathbb{N}}$ 
converges strongly to $T(t)$ on $D(A^\alpha)$ for $\alpha > \frac{1}{2}$. Local uniform convergence 
in $t$ and explicit convergence rates in $n$ are established. For specific classes of 
semigroups, such as bounded analytic or exponentially $\gamma$-stable ones, stronger 
estimates are proved. Finally, applications to the inversion of the vector-valued Laplace transform are given.

1. Introduction

In [11, Rem. 3] the question was raised, whether there are complex numbers $\lambda_{n,m}$ 
and $b_{n,m}$ such that any uniformly bounded $C_0$-semigroup $(T(t))_{t \geq 0}$ with generator 
$-A$ on a Banach space $X$ can be approximated in the strong sense on the domain 
$D(A)$ of $A$ by sums of the form

$$
\frac{b_{n,1}}{t} \left( \frac{\lambda_{n,1}}{t} + A \right)^{-1} + \cdots + 
\frac{b_{n,m_n}}{t} \left( \frac{\lambda_{n,m_n}}{t} + A \right)^{-1} (t > 0),
$$

as $n \to \infty$, locally uniformly in $t \geq 0$, see also [16]. According to [16] such a method 
is called rational approximation without scaling and squaring, because of the absence of 
both the successive squaring of the resolvent and the scaling of the generator by $\frac{1}{n}$ 
that is common to other approximation methods for the choice $n = 2^k$, $k \in \mathbb{N}$, 
see e.g. [3]. Recently, the rational approximation method of semigroups above, and 
others, have been used to provide new powerful inversion formulas for the vector-valued Laplace transform [16], [11].

Suppose $(r_n)_{n \in \mathbb{N}}$ is a sequence of rational functions such that the degree of the 
numerator of $r_n$ is less than the degree of its denominator and such that each $r_n$ has 
pairwise distinct poles $\lambda_{n,m}$ which all lie in the open right halfplane $\mathbb{C}_+$. Developing 
r_n into partial fractions, there are complex numbers $b_{n,m}$ such that

$$
r_n(z) = \frac{b_{n,1}}{\lambda_{n,1} - z} + \cdots + \frac{b_{n,m_n}}{\lambda_{n,m_n} - z} 
(z \in \mathbb{C} \setminus \{\lambda_{n,1}, \ldots, \lambda_{n,m_n}\}).
$$
If \(-A\) generates a uniformly bounded \(C_0\)-semigroup, the open right halfplane belongs to the resolvent set of \(-tA\) for any \(t \geq 0\). By the Hille-Phillips calculus,

\[
    r_n(-tA) = \frac{b_{n,1}}{t} \left( \frac{\lambda_{n,1}}{t} + A \right)^{-1} + \cdots + \frac{b_{n,m_n}}{t} \left( \frac{\lambda_{n,m_n}}{t} + A \right)^{-1}.
\]

Hence, the original problem is solved, provided one can prove the following: there is a sequence \((r_n)_{n \in \mathbb{N}}\) of rational functions satisfying the properties above and such that, for any generator \(-A\) of a uniformly bounded semigroup \((T(t))_{t \geq 0}\) on a Banach space \(X\), the convergence

\[
    r_n(-tA)x \xrightarrow{n \to \infty} T(t)x
\]

holds for all \(x \in D(A)\), locally uniformly in \(t \geq 0\).

For bounded generators \(-A\) this was achieved recently in [24]. Therein, the author takes \(r_n\) to be the \(n\)-th subdiagonal Padé approximation to the exponential function and then uses a refinement of an error estimate shown in [16]. For this choice of \(r_n\), numerical experiments in [24] hint at (1.1) to hold with rate \(O(\frac{1}{\sqrt{n}})\) for any (unbounded) generator \(-A\) of a uniformly bounded \(C_0\)-semigroup. However, no mathematical proof for this was known so far.

Our main result is that, for \(-A\) the generator of a uniformly bounded \(C_0\)-semigroup \(T = (T(t))_{t \geq 0}\) on a complex Banach space \(X\), \((r_n)_{n \in \mathbb{N}}\) the sequence of subdiagonal Padé approximations to the exponential function and \(\alpha > \frac{1}{2}\), the desired convergence (1.1) holds with rate

\[
    \mathcal{O}(n^{-\alpha + \frac{1}{2}})
\]

for \(x \in D(A^\alpha)\), locally uniformly in \(t\). In particular, the choice \(\alpha = 1\) yields the rate suggested by the numerical experiments in [24]. We also mention that in this case the approximation method without scaling and squaring converges with the same rate as is known for the classical scaling and squaring methods due to Brenner and Thomée [3].

Moreover, we establish improvements in the following cases:

(i) The semigroup \(T\) is bounded analytic. In this case (1.1) holds on \(D(A^\alpha)\) for arbitrary \(\alpha > 0\) with rate

\[
    \mathcal{O}(n^{-\alpha})
\]

locally uniformly in \(t\).

(ii) The semigroup \(T\) is exponentially \(\gamma\)-stable (see Definition 4.9). Then, for \(\alpha > 0\) arbitrary, (1.1) holds with rate

\[
    \bigcap_{\alpha < \alpha} \mathcal{O}(n^{-\alpha})
\]

on \(D(A^\alpha)\), locally uniformly in \(t\). This holds in particular for any exponentially stable \(C_0\)-semigroup on a Hilbert space.

(iii) The operator \(A\) has a bounded holomorphic functional calculus (see Section 4.4). In this case (1.1) holds for any \(\alpha > 0\) with rate

\[
    \mathcal{O}(n^{-\alpha})
\]

on \(D(A^\alpha)\), locally uniformly in \(t\). In addition, one has local uniform convergence in \(t\) on the whole space \(X\). This applies in particular if \(T\) is (similar to) a contraction semigroup on a Hilbert space.
The paper is organized as follows. Section 2 gives a summary of the concepts that will be used throughout. Section 3 provides several technical lemmas that are crucial for the proof of our main results, which in turn are precisely formulated and proved in Section 4. The proof of the main result for uniformly bounded $C_0$-semigroups is based on the Hille-Phillips calculus and a method for estimating the error introduced by Brenner and Thomée in [3]. The result for analytic semigroups relies on the holomorphic functional calculus for sectorial operators. In the case of exponentially $\gamma$-stable semigroups we use recent results from [8]. Extensions of the main results to intermediate spaces such as Favard spaces can be found in Section 4.5. Section 5 provides applications of our results to the inversion of the vector-valued Laplace transform.

2. Notation and background

The set of nonnegative reals is $\mathbb{R}_+ := [0, \infty)$ and the standard complex right half-plane is

$$\mathbb{C}_+ := \{z \in \mathbb{C} \mid \text{Re}(z) > 0\}.$$ 

Any Banach space $X$ under consideration is taken over the complex numbers. The space of bounded linear operators on $X$ is denoted by $\mathcal{L}(X)$.

2.1. Semigroups. A $C_0$-semigroup $T = (T(t))_{t \geq 0} \subseteq \mathcal{L}(X)$ is a strongly continuous representation of $(\mathbb{R}_+, +)$ on a Banach space $X$. The semigroup has type $(M, \omega)$, for $M \geq 1$ and $\omega \in \mathbb{R}$, if $\|T(t)\| \leq Me^{\omega t}$ for all $t \geq 0$. For each $C_0$-semigroup $T$ the growth bound

$$\omega_0(T) := \inf \{w \in \mathbb{R} \mid \exists M \geq 1 : T \text{ has type } (M, \omega)\}$$

is an element of $[-\infty, \infty)$. A $C_0$-semigroup $T$ is called uniformly bounded if it has type $(M, 0)$, and exponentially stable if $\omega_0(T) < 0$.

The domain of an operator $A$ on $X$ is denoted by $D(A)$. The spectrum of $A$ is denoted by $\sigma(A) \subseteq \mathbb{C}$ and the resolvent set by $\rho(A) := \mathbb{C} \setminus \sigma(A)$. For $\lambda \in \rho(A)$ the resolvent operator of $A$ at $\lambda$ is $R(\lambda, A) := (\lambda - A)^{-1} \in \mathcal{L}(X)$.

For $\varphi \in (0, \pi)$, denote by

$$\Sigma_\varphi := \{z \in \mathbb{C} \setminus \{0\} \mid |\arg z| < \varphi\}$$

the open sector with vertex 0 and opening angle $2\varphi$ symmetric around the positive real axis. An operator $A$ is sectorial of angle $\varphi \in (0, \pi)$ if its spectrum is contained in $\Sigma_\varphi$ and

$$\sup \{\|\lambda R(\lambda, A)\| \mid \lambda \in \mathbb{C} \setminus \Sigma_\varphi\} < \infty$$

for each $\psi \in (\varphi, \pi)$. If $-A$ generates a uniformly bounded $C_0$-semigroup, then $A$ is sectorial of angle $\frac{\pi}{2}$. A $C_0$-semigroup $T$ with generator $-A$ is bounded analytic if $A$ is sectorial of angle $\varphi \in (0, \frac{\pi}{2})$, which in turn implies that $T$ is uniformly bounded.

2.2. Laplace and Fourier transform. Denote by $\mathbf{M}(\mathbb{R}_+)$ the space of bounded regular complex-valued Borel measures on $\mathbb{R}_+$, which form a Banach algebra under convolution with the variation norm $\|\cdot\|_{\mathbf{M}(\mathbb{R}_+)}$. Any $g \in L^1(\mathbb{R}_+)$ defines an element $\mu_g \in \mathbf{M}(\mathbb{R}_+)$ by $\mu_g(dt) := g(t) \, dt$, where $dt$ denotes Lebesgue measure on $\mathbb{R}_+$. In this manner $L^1(\mathbb{R}_+)$ is isometrically embedded into $\mathbf{M}(\mathbb{R}_+)$, and a function $g$ will be identified with its associated measure $\mu_g$ when convenient.
Let $H^\infty(\mathbb{C}_+)$ be the space of bounded holomorphic functions on $\mathbb{C}_+$. This is a unital Banach algebra under pointwise operations and the norm
\[ \| f \|_{H^\infty(\mathbb{C}_+)} := \sup_{z \in \mathbb{C}_+} |f(z)| \quad (f \in H^\infty(\mathbb{C}_+)). \]

For $\mu \in M(\mathbb{R}_+)$ the Laplace-Stieltjes transform of $\mu$ is given by
\[ \hat{\mu}(z) := \int_0^\infty e^{-zt} \mu(dt) \quad (z \in \mathbb{C}_+), \]
and $\mu \mapsto \hat{\mu}$ defines a contractive algebra homomorphism from $M(\mathbb{R}_+)$ into $H^\infty(\mathbb{C}_+) \cap C(\mathbb{C}_+)$. The Fourier transform of $f \in L^1(\mathbb{R})$ is defined as
\[ (\mathcal{F}f)(\xi) := \int_{\mathbb{R}} e^{-ix\xi} f(x) \, dx \quad (\xi \in \mathbb{R}). \]
Then $\mathcal{F} : L^1(\mathbb{R}) \to L^\infty(\mathbb{R})$ is a contraction, and Plancherel’s theorem asserts that $\mathcal{F}$ yields an almost isometric isomorphism $\mathcal{F} : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ with
\[ \| \mathcal{F}f \|_{L^2(\mathbb{R})} = \sqrt{2\pi} \| f \|_{L^2(\mathbb{R})} \quad (f \in L^2(\mathbb{R})). \]

### 2.3. Functional calculus.

Let $(T(t))_{t \geq 0}$ be a $C_0$-semigroup of type $(M, 0)$ on a Banach space $X$, with generator $-A$. For $\mu \in M(\mathbb{R}_+)$ define
\[ \hat{\mu}(A)x := \int_0^\infty T(t)x \mu(dt) \quad (x \in X). \]
Then $\hat{\mu}(A)$ is a bounded operator on $X$ satisfying
\[ \| \hat{\mu}(A) \| \leq M \| \hat{\mu} \|_{M(\mathbb{R}_+)}. \]
Note that $\hat{\mu}(A)$ is well-defined since the Laplace transform is injective [23, Thm. 6.3]. The mapping
\[ M(\mathbb{R}_+) \to \mathcal{L}(X), \quad \hat{\mu} \mapsto \hat{\mu}(A), \]
is an algebra homomorphism, called the Hille-Phillips calculus for $A$. For more details on this concept see Chapter XV and Sections III.3.6 and IV.4.16 of [10].

The Hille-Phillips calculus can be extended to a larger class of functions on $\mathbb{C}_+$ by regularization [6, Sect. 1.2]. If $f$ is a holomorphic function on $\mathbb{C}_+$ for which there exists an $e \in M(\mathbb{R}_+)$ such that $ef \in \overline{M(\mathbb{R}_+)}$ and $e(A)$ is injective, define
\[ f(A) := e(A)^{-1}(ef)(A). \]
This yields an (in general) unbounded operator on $X$, and the definition is independent of the choice of the regularizer $e$. It is consistent with the previous definition of $f(A)$ for $f \in \overline{M(\mathbb{R}_+)}$.

If $A$ is a sectorial operator of angle $\varphi \in (0, \pi)$, the holomorphic functional calculus for $A$ is defined, according to [6, Ch. 2], as follows. For $\psi \in (\varphi, \pi]$ set
\[ H_0^\infty(\Sigma_\psi) := \{ g : \Sigma_\psi \to \mathbb{C} \text{ hol.} \mid \exists C, s > 0 \forall z \in \Sigma_\psi : |g(z)| \leq C \min\{|z|^s, |z|^{-s}\} \} \]
and then define $f(A) \in \mathcal{L}(X)$ for given $f \in H_0^\infty(\Sigma_\psi)$ as
\[ f(A) := \frac{1}{2\pi i} \int_{\partial \Sigma_\psi} f(z)R(z, A) \, dz, \]
where $\nu \in (\varphi, \psi)$ and $\partial \Sigma_\nu$ is the boundary curve of the sector $\Sigma_\nu$, oriented such that $\sigma(A)$ is surrounded counterclockwise. This integral converges absolutely and is independent of the choice of $\nu$, by Cauchy's theorem. Furthermore, define

$$g(A) := f(A) + c(1 + A)^{-1} + d$$

if $g$ is of the form $g(\cdot) = f(\cdot) + c(1 + \cdot)^{-1} + d$ for $f \in \mathcal{H}_0^\infty(\Sigma_\alpha)$ and $c, d \in \mathbb{C}$. This definition is independent of the particular representation of $g$ and yields an algebra homomorphism

$$\mathcal{H}_0^\infty(\Sigma_\psi) \oplus \langle (1 + \cdot)^{-1} \rangle \oplus (1) \to \mathcal{L}(X), \quad g \mapsto g(A),$$

the holomorphic functional calculus for the sectorial operator $A$.

One then extends by regularization as above. In particular, for any $\alpha \in \mathbb{C}_+$ the function $z \mapsto z^\alpha$ is regularizable by $z \mapsto (1 + z)^{-n}$, where $n > \text{Re}(\alpha)$, and yields the fractional power $A^n$ of $A$ with domain $D(A^n)$. One has $A^1 = A$ and $A^0 = 1$.

If $-A$ generates a uniformly bounded $C_0$-semigroup, then the Hille-Phillips calculus extends the holomorphic functional calculus for angles $\psi \in (\frac{\pi}{2}, \pi)$, see Lemma 3.3.1 and Proposition 3.3.2 in [6]. In particular, for $\alpha \in \mathbb{C}_+$ the fractional power $A^n$ can be defined in the Hille-Phillips calculus yielding the same operator as in the holomorphic functional calculus.

2.4. Subdiagonal Padé approximations. Throughout, $r_n := \frac{P_n}{Q_n}$ denotes the $n$-th subdiagonal Padé approximation to the exponential function, i.e. $P_n$ and $Q_n$ are the unique polynomials of degree $n$ and $n + 1$, respectively, such that $P_n(0) = Q_n(0) = 1$ and

$$|r_n(z) - e^z| \leq C|z|^{2n+2}$$

for $z \in \mathbb{C}$ in a neighborhood of 0. Such polynomials $P_n$ and $Q_n$ exist and are unique, and they take the explicit form

$$P_n(z) = \sum_{j=0}^{n} \frac{(2n + 1 - j)!n!}{(2n + 1)j!(n-j)!} z^j,$$

$$Q_n(z) = \sum_{j=0}^{n+1} \frac{(2n + 1 - j)!(n+1)!}{(2n + 1)j!(n+1-j)!} (-z)^j,$$

see e.g. [9, Thm. 3.11]. As has already been observed by Perron [18, Sect. 75], the error-term $r_n(z) - e^z$ can be represented as

$$r_n(z) - e^z = \frac{(-1)^{n+2}}{Q_n(z)} \frac{1}{(2n+1)!} z^{2n+2} e^z \int_0^1 s^n (1-s)^{n+1} e^{-sz} \, ds$$

for all $z \in \mathbb{C}$ such that $Q_n(z) \neq 0$.

By a famous result of Ehle [5, Cor. 3.2], subdiagonal Padé approximations are $A$-stable, i.e. for $n \in \mathbb{N}$ the function $r_n$ is holomorphic in a neighborhood of the closed left halfplane $\mathbb{C}_-$ and $|r_n(z)| \leq 1$ holds for $z \in \mathbb{C}_-$. The polynomial $Q_n$ has pairwise distinct roots [9, Thm. 4.11] and, combining Corollaries 1.1 and 3.7 in [5], it follows that these roots are located in the open right half-plane.
3. Technical estimates

In this section we present a careful and rather technical analysis of the behavior of the subdiagonal Padé approximations on the imaginary axis. With a view towards the functional calculi from Section 2.3, we shall mostly work with $r_n(-\cdot)$ rather than with $r_n$.

The following lemma, proved recently in [17], is a key ingredient.

Lemma 3.1. If $n \in \mathbb{N}$ and $t \in \mathbb{R}$ then

$$|Q_n(it)| \geq 1, \quad \left| \frac{Q_n'(it)}{Q_n(it)} \right| \leq 1, \quad \text{and} \quad |r_n'(it)| \leq 2.$$ 

First estimates for the error-term $|r_n(-z) - e^{-z}|$ and its complex derivative can be obtained from the Perron representation (2.2).

Lemma 3.2. If $n \in \mathbb{N}$ and $z \in \mathbb{C}_+$ then

$$|r_n(-z) - e^{-z}| \leq \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right)^2 |z|^{2n+2}$$

and

$$|r_n'(-z) - e^{-z}| \leq \left( \frac{n!}{(2n+1)!} \right)^2 \left( \frac{4}{5} |z|^{2n+2} + (n+1)|z|^{2n+1} \right).$$

Proof. Fix $n \in \mathbb{N}$ and $z \in \mathbb{C}_+$. We first prove the estimate for $|r_n(-z) - e^{-z}|$. Taking the absolute value in (2.2) and computing the integral over $s$ using the representation of Euler's beta function yields

$$|r_n(-z) - e^{-z}| \leq \frac{1}{|Q_n(-z)|} \frac{1}{(2n+1)!} |z|^{2n+2} \int_0^1 s^n (1-s)^{n+1} e^{(s-1)z} \, ds \leq \frac{1}{|Q_n(-z)|} \frac{1}{(2n+1)!} |z|^{2n+2} \frac{n!(n+1)!}{(2n+2)!}.$$ 

As $Q_n$ is a polynomial having all roots in the open right halfplane, Lemma 3.1 and the maximum principle for holomorphic functions yield $\frac{1}{|Q_n(-z)|} \leq 1$. Hence (3.1) implies

$$|r_n(-z) - e^{-z}| \leq \frac{n!(n+1)!}{(2n+1)!(2n+2)!} |z|^{2n+2} = \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right)^2 |z|^{2n+2}.$$ 

For the proof of the second claim we differentiate the Perron representation (2.2) with respect to $z$, obtaining

$$r_n'(-z) - e^{-z} = T_{n,1}(z) + T_{n,2}(z) + T_{n,3}(z),$$

(3.2)
where
\[ T_{n,1}(z) = \frac{(-1)^{n+3}Q_n'(z)(-z)^{2n+2}}{Q_n(z)^2(2n+1)!} \int_0^1 s^n(1-s)^{n+1}e(s-1)z \, ds \]
\[ = -\frac{Q_n'(z)}{Q_n(z)}(r_n(-z) - e^{-z}), \]
\[ T_{n,2}(z) = \frac{(-1)^{n+2}(2n+2)(-z)^{2n+1}}{Q_n(z)} \int_0^1 s^n(1-s)^{n+1}e(s-1)z \, ds \]
\[ = -\frac{2n+2}{z}(r_n(-z) - e^{-z}), \] and
\[ T_{n,3}(z) = \frac{(-1)^{n+2}(-z)^{2n+2}}{Q_n(z)} \int_0^1 s^n(1-s)^{n+2}e(s-1)z \, ds. \]

We estimate these three terms separately. As all roots of \( Q_n \) lie in \( \mathbb{C}_+ \), Lemma 3.1 and the maximum principle for holomorphic functions yield \( \|Q_n(z)\|_{H^\infty(\mathbb{C}_+)} \leq 1 \). The first part of this lemma then implies
\[ |T_{n,1}(z)| \leq \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right)^2 |z|^{2n+2}, \]
and
\[ |T_{n,2}(z)| \leq (n+1) \left( \frac{n!}{(2n+1)!} \right)^2 |z|^{2n+1}. \]

Finally, note that the only difference between \( T_{n,3}(z) \) and \( r_n(-z) - e^{-z} \) is an additional factor \( (1-z) \) under the respective integral sign. By the same arguments as in the proof of the first assertion of this lemma, taking into account that \( \frac{n+2}{z} \leq \frac{3}{5} \),
\[ |T_{n,3}(z)| \leq \frac{n!(n+2)!}{(2n+1)!(2n+3)!} |z|^{2n+2} \leq \frac{3}{10} \left( \frac{n!}{(2n+1)!} \right)^2 |z|^{2n+2}. \]

Inserting these inequalities on the right-hand side of (3.2) concludes the proof. \( \square \)

Clearly, the error-term \( r_n(-z) - e^{-z} \) does not converge to 0 uniformly in \( z \in \mathbb{C}_+ \) as \( n \to \infty \). The following lemma shows that the modified error-terms
\[ f_{n,\alpha}(z) := \frac{r_n(z)}{z^\alpha} \]
where \( n \in \mathbb{N} \) and \( \alpha \in (0, 2n+2) \), do converge uniformly.

**Lemma 3.3.** If \( n \in \mathbb{N} \) and \( \alpha \in (0, 2n+2) \) then
\[ \sup_{z \in \mathbb{C}_+} |f_{n,\alpha}(z)| \leq 2 \left( \frac{n!}{(2n+1)!} \right)^{\frac{\alpha}{2n+2}}. \]

**Proof.** The \( \mathcal{A} \)-stability of \( r_n \) implies
\[ |f_{n,\alpha}(z)| = \left| \frac{r_n(z)}{z^\alpha} \right| \leq \frac{2}{|z|^{\alpha}} \quad (z \in \mathbb{C}_+ \setminus \{0\}), \]
hence in combination with Lemma 3.2
\[ \sup_{z \in \mathbb{C}_+} |f_{n,\alpha}(z)| \leq \sup_{z \in \mathbb{C}_+} \min \left\{ \frac{2}{|z|^{\alpha}}, \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right)^2 |z|^{2n+2-\alpha} \right\}. \]
Note that $|z|^{-\alpha}$ is a strictly decreasing function and $|z|^{2n+2-\alpha}$ a strictly increasing function of $|z| \in (0, \infty)$. Hence, the supremum on the right-hand side of (3.4) is actually a maximum that is attained at the value of $|z|$ for which

$$\frac{2}{|z|^{\alpha}} = \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right)^{2} |z|^{2n+2-\alpha},$$

i.e. for

$$|z| = \left( \frac{2(2n+1)!}{n!} \right)^{\frac{1}{\alpha+\frac{1}{2}}}. $$

Inserting such a $z$ in (3.4) concludes the proof. □

The following two simple calculus lemmas turn out to be quite useful.

**Lemma 3.4.** If $u, v, U, V > 0$ and $0 \leq w \leq \left( \frac{V}{U} \right)^{\frac{1}{\alpha+\frac{1}{2}}}$ then

$$\int_{w}^{\infty} \min \{ Ur^{\alpha}, Vr^{-v} \} \frac{dr}{r} = V \left( \frac{U}{V} \right)^{\frac{1}{\alpha+\frac{1}{2}}} \frac{u+v}{uv} - \frac{U}{u} w^{\alpha}. $$

**Proof.** Let $r_{0} \geq 0$ be such that $Ur_{0}^{\alpha} = Vr_{0}^{-v}$ and note that $r_{0} \geq w$. Therefore,

$$\int_{w}^{\infty} \min \{ Ur^{\alpha}, Vr^{-v} \} \frac{dr}{r} = \int_{w}^{r_{0}} Ur^{\alpha} \frac{dr}{r} + \int_{r_{0}}^{\infty} Vr^{-v} \frac{dr}{r}. $$

Calculating the integrals on the right-hand side and simplifying yields the claim. □

**Lemma 3.5.** If $n \in \mathbb{N}$ then

$$\left( \frac{n!}{(2n+1)!} \right)^{\frac{1}{\alpha+\frac{1}{2}}} \leq \frac{1}{n+1}. $$

**Proof.** Simply note that

$$\left( \frac{n!}{(2n+1)!} \right)^{\frac{1}{\alpha+\frac{1}{2}}} (n+1) = \left( \frac{n(n+1)^{n+1}}{(2n+1)!} \right)^{\frac{1}{\alpha+\frac{1}{2}}} \leq 1 \quad (n \in \mathbb{N}). $$

For the proof of our main result the following L²-estimates for the restriction of the modified error-terms $f_{n,\alpha}$ to the imaginary axis are crucial.

**Lemma 3.6.** If $n \in \mathbb{N}$ and $\alpha \in \left( \frac{1}{2}, n + \frac{1}{2} \right]$ then

$$\| f_{n,\alpha}(i \cdot) \|_{L^{2} (\mathbb{R})} \leq \frac{4}{\sqrt{2\alpha - 1}} (n+1)^{\frac{1}{2}}, $$

and

$$\| (f_{n,\alpha}(i \cdot))' \|_{L^{2} (\mathbb{R})} \leq \frac{8\alpha}{(2\alpha+1)^{3/2}} + \frac{13\alpha}{10^{\alpha}} \left( \frac{52\alpha}{6 \cdot 13^{2\alpha}} + \frac{360}{13(2\alpha-1)} \right) (n+1)^{-\alpha+\frac{1}{2}}. $$

**Proof.** First, we prove the estimate for $\| f_{n,\alpha}(i \cdot) \|_{L^{2} (\mathbb{R})}$. By Lemma 3.2 and $\mathcal{A}$-stability of $r_{n}$,

$$|f_{n,\alpha}(it)| \leq \min \left\{ \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right)^{2} |t|^{2n+2-\alpha}, 2|t|^{-\alpha} \right\}.$$
for \( t \in \mathbb{R} \setminus \{0\} \), hence
\[
\|f_{n,\alpha}(i\cdot)\|_{L^2(\mathbb{R})}^2 \leq 2 \int_0^\infty \min \left\{ \frac{1}{4} \left( \frac{n!}{(2n+1)!} \right)^4 |t|^{4n+5-2\alpha}, 4|t|^{-(2\alpha-1)} \right\} \, dt.
\]
The latter integral fits perfectly into the setting of Lemma 3.3, yielding
\[
\|f_{n,\alpha}(i\cdot)\|_{L^2(\mathbb{R})}^2 \leq \frac{1}{2\alpha - 1} \frac{32(n+1)(n!)}{4(n+5-2\alpha)} \left( \frac{n!}{2(2n+1)!} \right)^{\frac{2\alpha-1}{n+1}}.
\]
Now, Lemma 3.5 and \( \alpha \leq n + \frac{4}{9} \) imply
\[
\|f_{n,\alpha}(i\cdot)\|_{L^2(\mathbb{R})}^2 \leq \frac{16}{2\alpha - 1} \left( \frac{n!}{2(2n+1)!} \right)^{\frac{2\alpha-1}{n+1}} \leq \frac{16}{2\alpha - 1} (n+1)^{-2\alpha+1}.
\]
This proves the first estimate.

For the proof of the second estimate we begin by calculating
\[
\frac{d}{dt}f_{n,\alpha}(it) = -r_n(-it) - e^{-it} - i\alpha r_n(it) - e^{-it}(it)^{\alpha+1} = -ig_{n,\alpha}(t) - i\alpha h_{n,\alpha}(t)
\]
for \( t \neq 0 \). Note that \( h_{n,\alpha}(\cdot) = f_{n,\alpha+1}(i\cdot) \). Since we have only used \( \alpha \leq n + \frac{4}{9} \) to prove the first part of this lemma, we can apply the first part with \( \alpha + 1 \) in place of \( \alpha \) to find
\[
\|h_{n,\alpha}\|_{L^2(\mathbb{R})} \leq \frac{4}{\sqrt{2\alpha+1}} (n+1)^{\alpha - \frac{1}{2}} \leq \frac{8}{(2\alpha+1)^{3/2}} (n+1)^{-\alpha + \frac{1}{4}},
\]
where the second step is valid since \( \alpha \in \left(\frac{1}{2}, n + \frac{4}{9}\right) \).

As for \( g_{n,\alpha} \), combining Lemma 3.1 and Lemma 3.2 yields
\[
|g_{n,\alpha}(t)| \leq \min \left\{ \left( \frac{n!}{(2n+1)!} \right)^2 \left( \frac{4}{5} |t|^{2n+2-\alpha} + (n+1)|t|^{2n+1-\alpha} \right), 3|t|^{-\alpha} \right\} \, dt
\]
for \( t \neq 0 \). Substitute \( K := \left( \frac{n!}{(2n+1)!} \right)^2 \) and \( L := n + \frac{9}{8} \). As \( |t|^{2n+2-\alpha} \leq |t|^{2n+1-\alpha} \) if and only if \( |t| \leq 1 \), the quantity \( \|g_{n,\alpha}\|_{L^2(\mathbb{R})}^2 \) can be estimated from above by
\[
2 \int_0^1 K^2L^2K^{4n+2-2\alpha} \, dt + 2 \int_1^\infty \min \left\{ K^2L^2K^{4n+5-2\alpha}, 9t^{-2(2\alpha-1)} \right\} \, dt.
\]
Using Lemma 3.5 \( \alpha \leq n + \frac{1}{2} \) and \( \frac{n+\frac{4}{9}}{n+1} \leq \frac{7}{9} \) in sequence yields
\[
\frac{K^2L^2}{3(n+1)} \leq \frac{(n+\frac{4}{9})^2}{3(n+1)} \leq \frac{2}{3(n+1)^{4n+5}} \leq \frac{1}{3 \cdot 2^{2\alpha+1}(n+1)^{2\alpha-1}}.
\]
In particular, \( 9K^{-2}L^{-2} \geq \frac{9}{2}(n+1)^{4\alpha} \geq 1 \), which in turn allows us to compute the second integral in \( 3.7 \) by means of Lemma 3.3. This yields
\[
\|g_{n,\alpha}\|_{L^2(\mathbb{R})}^2 \leq \frac{2K^2L^2}{4n+3-2\alpha} + \frac{18}{2\alpha-1} \left( \frac{KL}{3} \right)^{2\alpha-1} \frac{4n+4}{4n+5-2\alpha} - \frac{2K^2L^2}{4n+5-2\alpha},
\]
which after simplifying, using \( \alpha \in \left(\frac{1}{2}, n + \frac{4}{9}\right) \) and \( 3.8 \), allows to estimate \( \|g_{n,\alpha}\|_{L^2(\mathbb{R})}^2 \) from above by
\[
\frac{K^2L^2}{3(n+1)} + \frac{36}{2\alpha-1} \left( \frac{KL}{3} \right)^{2\alpha-1} n^{-2\alpha+1} \leq \frac{1}{3 \cdot 2^{2\alpha+1}} \frac{1}{n^{-2\alpha+1}} + \frac{36}{2\alpha-1} \left( \frac{KL}{3} \right)^{2\alpha-1} n^{-2\alpha+1}.
\]
For the second term, Lemma 3.5 and the inequality \( n + \frac{9}{5} \leq \left( \frac{13}{10} \right)^{2n+2} \), which can easily be verified by induction, yield
\[
\left( \frac{KL}{3} \right)^{\frac{2n+2}{2n+1}} = \left( \frac{n!}{\sqrt{3(2n+1)!}} \right)^{\frac{1}{2n+1}} \left( n + \frac{9}{5} \right)^{\frac{1}{2n+2}} \leq \frac{13}{10} \frac{1}{n+1}.
\]
Hence
\[
\|g_{n,\alpha}\|_{L^2(\mathbb{R})}^2 \leq \frac{1}{3^{2n+1}} (n+1)^{-2\alpha+1} + \frac{36}{2\alpha-1} \left( \frac{13}{10} \right)^{2n-1} (n+1)^{-2\alpha+1}
\]
\[
= \frac{13^{2\alpha}}{10^{2\alpha}} \left( \frac{5^{2\alpha}}{6 \cdot 13^{2\alpha}} + \frac{360}{13(2\alpha-1)} \right) (n+1)^{-2\alpha+1}.
\]
The conclusion follows by combining the estimate above, (3.0) and (3.5).

\[\square\]

4. Precise formulation and proof of the main results

4.1. Uniformly bounded semigroups. The following is our main result for uniformly bounded semigroups.

**Theorem 4.1.** (Convergence for uniformly bounded semigroups). Let \( (T(t))_{t \geq 0} \) be a \( C_0 \)-semigroup of type \((M, 0)\) on a Banach space \( X \), with generator \(-A\). Let \( \alpha > \frac{1}{2} \) and \( x \in D(A^\alpha) \) be given. Then
\[
\|r_n(-tA)x - T(t)x\| \leq C(\alpha)M t^\alpha (n+1)^{-\alpha + \frac{1}{2}}\|A^\alpha x\|
\]
for all \( t \geq 0 \) and \( n \in \mathbb{N} \) with \( n \geq \alpha - \frac{1}{2} \). Here,
\[
C(\alpha) := \frac{\sqrt{2}}{(2\alpha - 1)^{1/4}} \sqrt{\frac{8\alpha}{(2\alpha + 1)^{3/2}} + \frac{13^\alpha}{10^\alpha} \sqrt{\frac{5^{2\alpha}}{6 \cdot 13^{2\alpha}} + \frac{360}{13(2\alpha - 1)}}}.
\]

In particular, for each \( \alpha > \frac{1}{4} \) the sequence \((r_n(-tA))_{n \in \mathbb{N}}\) converges strongly on \( D(A^\alpha) \) and locally uniformly in \( t \geq 0 \) to \( T(t) \) with rate \( O(n^{-\alpha + \frac{1}{2}}) \).

Having at hand the technical estimates from Section 3, the main step towards a proof of Theorem 4.1 is to identify the modified error term as the Laplace transform of an \( L^1(\mathbb{R}_+) \)-function provided that \( \alpha > \frac{1}{2} \). The proof of Theorem 4.1 will then be a straightforward application of the Hille-Phillips calculus.

**Lemma 4.2.** Let \( f \in H^\infty(\mathbb{C}_+) \cap C(\overline{\mathbb{C}_+}) \) be such that \( f(z) \in O(|z|^{-\alpha}) \) as \( |z| \to \infty \) for some \( \alpha > \frac{1}{2} \). Then there is a function \( g \in L^2(\mathbb{R}_+) \) such that
\[
f = \hat{g} \quad \text{and} \quad \|g\|_{L^2(\mathbb{R}_+)} = \frac{1}{\sqrt{2\pi}} \|f(i \cdot)\|_{L^2(\mathbb{R})}.
\]
If in addition \( f(i \cdot) \) is differentiable and the derivative \( (f(i \cdot))' \) belongs to \( L^2(\mathbb{R}) \), then \( g \in L^1(\mathbb{R}_+) \) with
\[
\|g\|_{L^1(\mathbb{R}_+)} \leq \frac{1}{\sqrt{2}} \|f(i \cdot)\|_{L^2(\mathbb{R})} \|f(i \cdot)\|_{L^2(\mathbb{R})}.
\]

**Proof.** From the assumption that \( f(z) \in O(|z|^{-\alpha}) \) as \( |z| \to \infty \) it follows that \( f \in H^2(\mathbb{C}_+) := \{ h : \mathbb{C}_+ \to \mathbb{C} \text{ hol}. \|h\|_{H^2(\mathbb{C}_+)} := \sup_{x>0} \frac{1}{\sqrt{2\pi}} \|h(x + i \cdot)\|_{L^2(\mathbb{R})} < \infty \} \).

Hence the first assertion follows from the Paley-Wiener Theorem [19, Thm. 19.2]. Also note that the extension of \( g \) to the whole real axis by zero is \( \mathcal{F}^{-1}(f(i \cdot)) \).
Now, suppose in addition that \( h(\cdot) := f(i\cdot) \) is differentiable with derivative in \( L^2(\mathbb{R}) \). Plancherel's theorem implies
\[
\mathcal{F}^{-1} h \in L^2(\mathbb{R}) \quad \text{and} \quad (\xi \mapsto -i\xi (\mathcal{F}^{-1} h)(\xi) = (\mathcal{F}^{-1} h')(\xi)) \in L^2(\mathbb{R}).
\]
Therefore Carlson's inequality [2, p.175] yields \( \mathcal{F}^{-1} h \in L^1(\mathbb{R}) \) with the estimate
\[
\|\mathcal{F}^{-1} h\|_{L^1(\mathbb{R})} \leq \sqrt{\pi} \|\mathcal{F}^{-1} h\|_{L^2(\mathbb{R})} \|\mathcal{F}^{-1} h'\|_{L^2(\mathbb{R})}.
\]
Thus by definition of \( h \) and Plancherel’s theorem
\[
\|g\|_{L^1(\mathbb{R}^+)} = \|\mathcal{F}^{-1}(f(\cdot))\|_{L^1(\mathbb{R})} \leq \frac{1}{\sqrt{2}} \|f(\cdot)\|_{L^2(\mathbb{R})} \|f(\cdot)\|_{L^2(\mathbb{R})}.
\]

**Remark 4.3.** Lemma [4.2] is very similar to Lemmas 1 and 2 in [3]. However, note that our version is tailored to the Laplace transform since it uses \( \text{supp}(\mathcal{F}^{-1} h) \subseteq \mathbb{R}_+ \).

This results in a constant smaller by a factor of \( \frac{1}{2} \) in Carlson’s inequality and consequently also in the \( L^1 \)-estimate for \( g \).

**Proof of Theorem 4.1.** Fix \( t \) and \( n \) as required. Note that \( z \mapsto r_n(-tz) \) is the Laplace transform of a bounded measure by Lemma [4.2] and that \( z \mapsto e^{-tz} \) is the Laplace transform of unit point mass at \( t \). Hence \( r_n(-t A) = r_n(-t\cdot)(A) \) and \( e^{-t}(A) = T(t) \) are well-defined in the Phillips calculus for \( A \). Set
\[
f(z) := t^n f_{n,\alpha}(tz) = \frac{r_n(-tz) - e^{-tz}}{z^\alpha} \quad (z \in \mathbb{C}_+ \setminus \{0\})
\]
with \( f_{n,\alpha} \) as in [3.3]. Then \( f \in \mathcal{H}^{\infty}(\mathbb{C}_+ \cap \mathbb{C}(\mathbb{C}_+)) \) by Lemma [3.3] and \( f(z) \in \mathcal{O}(|z|^{-\alpha}) \) as \( |z| \to \infty \) thanks to the \( A \)-stability of \( r_n \). Moreover, \( f(\cdot) \) is differentiable, with derivative in \( L^2(\mathbb{R}) \) by Lemma [3.5]. Thus Lemma [4.2] yields a function \( g \in L^1(\mathbb{R}_+) \) such that \( f = \hat{g} \) and
\[
\|g\|_{L^1(\mathbb{R}_+)} \leq \frac{1}{\sqrt{2}} \|f(\cdot)\|_{L^2(\mathbb{R})} \|f(\cdot)\|_{L^2(\mathbb{R})} = \frac{t^n}{\sqrt{2}} \|f_{n,\alpha}(\cdot)\|_{L^2(\mathbb{R})} \|f_{n,\alpha}(\cdot)\|_{L^2(\mathbb{R})}.
\]
By the Hille-Phillips calculus,
\[
(r_n(-t A) - T(t))x = f(A) A^n x = \hat{g}(A) A^n x = \int_0^\infty g(s) T(s) A^n x \, ds.
\]
Hence, by taking norms,
\[
\|r_n(-t A) x - T(t) x\| \leq \frac{Mt^n}{\sqrt{2}} \|f_{n,\alpha}(\cdot)\|_{L^2(\mathbb{R})} \|f_{n,\alpha}(\cdot)\|_{L^2(\mathbb{R})} \|A^n x\|.
\]
The conclusion follows by substituting the estimates from Lemma [3.1] for the \( L^2(\mathbb{R}) \)-norms on the right-hand side of the inequality above. □

**Remark 4.4.** With a view towards the problem from the introduction it might be interesting to have a rough estimate of the size of \( C(\alpha) \) for \( \alpha = 1 \) and other small values. As can be shown by explicit computations,
\[
C(1) \leq 4.10, \quad C(2) \leq 2.76, \quad C(3) \leq 2.41, \quad C(4) \leq 2.28.
\]

**Remark 4.5.** Suppose that, in the setting of Theorem 4.1 \( T = (T(t))_{t \geq 0} \) is exponentially stable. Proceeding similar to the proof above we can, depending on the type of \( T \), provide a sharper upper bound for the approximation error. To be
To this end, let \( \psi \in (\varphi, \frac{\pi}{2}) \) and let \( f_{n,\alpha} \) be as in (3.3). Lemma 3.2 and \( \mathcal{A} \)-stability of \( r_n \) yield

\[
|f_{n,\alpha}(z)| \leq \min \left\{ \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right) ^2 |z|^{2n+2-\alpha}, 2|z|^{-\alpha} \right\} \quad (z \in \mathbb{C}_+),
\]

so that \( f_{n,\alpha} \in H_0^{\infty}(\Sigma_\psi) \). By the holomorphic functional calculus for sectorial operators,

\[
(r_n(-A) - T(1))x = f_{n,\alpha}(A)A^\alpha x = \frac{1}{2\pi i} \int_{\partial \Sigma_\psi} f_{n,\alpha}(z)R(z, A)A^\alpha x \, dz,
\]

where \( \partial \Sigma_\psi \) is oriented such that \( \sigma(A) \) is surrounded counterclockwise. Taking operator norms and estimating the integrand on the right-hand side by means of (3.5) and (4.6) yields

\[
\|r_n(-A) - T(1))x\| \leq \frac{M_\nu}{\pi} \|A^\alpha x\| \int_0^\infty \min \left\{ \frac{1}{2} \left( \frac{n!}{(2n+1)!} \right) ^2 r^{2n+2-\alpha} , 2r^{-\alpha} \right\} \frac{dr}{r},
\]
which fits perfectly into the setting of Lemma 3.4. Hence,

\[
\| (r_n(-A) - T(1)) x \| \leq \frac{4M_\nu}{\alpha \pi} \frac{n + 1}{2n + 2 - \alpha} \left( \frac{n!}{2(2n + 1)!} \right)^{\frac{\alpha}{n+1}} \| A^\alpha x \|
\]

\[
\leq \frac{4M_\nu}{\alpha \pi} \left( \frac{n!}{(2n + 1)!} \right)^{\frac{\alpha}{n+1}} \| A^\alpha x \|.
\]

The rightmost term can be estimated by means of Lemma 3.5. This leads to

\[
\| (r_n(-A) - T(1)) x \| \leq \frac{4M_\nu}{\alpha \pi} \left( \frac{n!}{(2n + 1)!} \right)^{\frac{\alpha}{n+1}} \| A^\alpha x \|,
\]

which is the required estimate for \( t = 1 \). □

Remark 4.7. In the situation of Theorem 4.6 the scaling and squaring methods associated to a fixed subdiagonal Padé approximant converge strongly on \( X \) and even in \( L(X) \), see [15, Thm. 4.4]. Whether this is true for the method without scaling and squaring as well is left as an open problem. In Section 4.4 we will prove strong convergence on \( X \) under an additional assumption on \( A \).

4.3. Exponentially \( \gamma \)-stable semigroups. In this section we strengthen the convergence result from Theorem 4.1 for so-called \( \gamma \)-bounded \( C_0 \)-semigroups. The notion of \( \gamma \)-boundedness, originating in the work of Kalton and Weis [12], allows to generalize results which rely on Plancherel’s theorem, and therefore on a Hilbert space structure, to general Banach spaces. The usefulness of the concept arises from the fact that many families of operators can be shown to be \( \gamma \)-bounded. It is closely related to the notion of \( R \)-boundedness that has proved to be essential in e.g. questions of maximal regularity [22], and in fact the two notions coincide on many common spaces. For more background on \( \gamma \)-boundedness see [21].

Given a Banach space \( X \), a collection \( T \subseteq L(X) \) is \( \gamma \)-bounded if there is a constant \( C \geq 0 \) such that

\[
E \left( \left\| \sum_{T \in T'} \gamma_T x_T \right\|_X^2 \right)^{\frac{1}{2}} \leq CE \left( \left\| \sum_{T \in T'} \gamma_T x_T \right\|_X \right)^{\frac{1}{2}},
\]

for all finite subsets \( T' \subseteq T \), all \( x_T \in X \) and all sequences of independent standard Gaussian random variables \( \gamma_T \) on some probability space. As usual, \( E \) denotes the expectation value. The smallest such constant \( C \) is called the \( \gamma \)-bound of \( T \) and is denoted by \( \llbracket T \rrbracket_\gamma \).

Gamma-bounded collections are uniformly bounded (take \( T' = \{ T \} \) for \( T \in T \)) but the converse is not true in general. However, it is on Hilbert spaces, as follows by writing the norm on \( X \) via the inner product and applying the independence of the respective random variables.

Lemma 4.8. Let \( X \) be a Hilbert space. A collection \( T \subseteq L(X) \) is \( \gamma \)-bounded if and only if it is uniformly bounded, with \( \gamma \)-bound equal to the uniform bound.

Now, we specialize to \( C_0 \)-semigroups. Note that a \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \) has type \( (M, \omega) \) if and only if \( \sup \{ \| e^{-\omega t} T(t) \| \mid t \geq 0 \} \leq M \). Together with Lemma 4.8 this shows that type and \( \gamma \)-type defined below coincide for \( C_0 \)-semigroups on Hilbert spaces.
**Definition 4.9** ($\gamma$-bounded semigroups). A $C_0$-semigroup $T = (T(t))_{t \geq 0}$ is said to have $\gamma$-type $(M, \omega) \in [1, \infty) \times \mathbb{R}$ if $\|e^{-\omega t}T(t)\|_{\gamma} \leq M$. The exponential $\gamma$-bound of $T$ is defined as

$$\omega_\gamma(T) := \inf \{\omega \mid T \text{ is of } \gamma\text{-type } (M, \omega)\} \in [-\infty, \infty],$$

and $T$ is exponentially $\gamma$-stable if $\omega_\gamma(T) < 0$.

The connection to the kind of results we are after is the following proposition, which follows from [8, Corollary 6.3] by scaling the semigroup.

**Proposition 4.10.** Let $-A$ generate a $C_0$-semigroup of $\gamma$-type $(M, \omega) \in [1, \infty) \times (-\infty, 0)$ on a Banach space $X$ and let $\beta > 0$. Then there is a constant $C = C(M, \omega, \beta)$ such that $f(A)A^{-\beta} \in \mathcal{L}(X)$ and

$$\|f(A)A^{-\beta}\| \leq C\|f\|_{H^{\infty}(\mathbb{C}_+)}$$

for all $f \in H^{\infty}(\mathbb{C}_+)$. For exponentially $\gamma$-stable $C_0$-semigroups we now derive an extension of Theorem 4.11. Note that we also obtain a better rate of convergence on the subspaces covered by Theorem 4.11.

**Theorem 4.11** (Convergence for exponentially $\gamma$-stable semigroups). Let $-A$ generate a $C_0$-semigroup $T = (T(t))_{t \geq 0}$ on a Banach space $X$ and suppose that $T$ has $\gamma$-type $(M, -\omega)$ for certain $M \geq 1$ and $\omega > 0$. Let $\alpha > 0$, $a \in (0, \alpha)$ and $x \in D(A^\alpha)$ be given. Then there is a constant $C = C(M, \omega, \alpha - a)$ such that

$$\|r_n(-tA)x - T(t)x\| \leq Ct^n(n + 1)^{-a}\|A^\alpha x\|$$

for all $t \geq 0$ and all $n \in \mathbb{N}$ such that $n > \frac{\alpha}{T} - 1$.

In particular, for each $\alpha > 0$ the sequence $(r_n(-tA))_{n \in \mathbb{N}}$ converges strongly on $D(A^\alpha)$ and locally uniformly in $t \geq 0$ to $T(t)$ with rate $\sum_{n=0}^{\infty} O(n^{-a})$.

**Proof.** The proof is very similar to that of Theorem 4.11, appealing to Proposition 4.10 instead of Lemma 4.2. Fix $t$ and $n$ as required and let $f$ be as in (4.3) with $\alpha$ replaced by $a$. Proposition 4.10 yields

$$\|r_n(-tA) - T(t)A^{-\alpha}\| = \|f(A)A^{-\alpha}\| \leq C(M, \omega, \alpha - a)\|f\|_{H^{\infty}(\mathbb{C}_+)}.$$

Lemma 3.3 and Lemma 3.5 imply

$$\|f\|_{H^{\infty}(\mathbb{C}_+)} = \sup_{z \in \mathbb{C}_+} t^\alpha \left| \frac{r_n(-tz) - e^{-tz}}{(tz)^a} \right| \leq 2t^\alpha \left( \frac{n!}{(2n + 1)!} \right)^{\frac{1}{2a}} \leq 2t^n(n + 1)^{-a}.$$

Combining our previous two estimates yields

$$\|r_n(-tA) - T(t)x\| = \|r_n(-tA) - T(t)A^{-\alpha}A^\alpha x\| \leq Ct^n(n + 1)^{-a}\|A^\alpha x\|$$

for some constant $C = C(M, \omega, \alpha - a)$. \qed

**Remark 4.12.** By Lemma 4.8 the conclusion of Theorem 4.11 specifically holds true if $T$ is an exponentially stable $C_0$-semigroup on a Hilbert space.

**Remark 4.13.** Theorem 4.11 yields a convergence rate $O(n^{-a})$ on $D(A^\alpha)$ for arbitrary $a < \alpha$ but it does not provide a statement concerning the limit case $a = \alpha$. Suppose, in addition to the hypotheses from Theorem 4.11 that the operators $T(t), t \geq 0$, are invertible and the collection $\{e^{\omega't}T(t)^{-1} \mid t \geq 0\}$ is $\gamma$-bounded for some $\omega' \in \mathbb{R}$, i.e. that $T$ extends to an exponentially $\gamma$-bounded group. In this
case the \(\gamma\)-version of the Boyadzhiev-de Laubenfels Theorem due to Kalton and Weis [7, Theorem 6.5] implies that \(A\) has a bounded \(H^\infty\)-calculus on \(C_+\). Hence, Theorem 4.14 from the next section implies convergence of order \(O(n^{-\alpha})\) on \(D(A^\alpha)\) and even strong convergence on the whole space \(X\). Due to Lemma 4.8 this applies in particular if \(T\) is an exponentially stable semigroup on a Hilbert space for which all operators \(T(t)\), \(t \geq 0\), are invertible.

4.4. **Semigroup generators with a bounded \(H^\infty\)-calculus.** Let \(-A\) be the generator of a uniformly bounded semigroup \(T = (T(t))_{t \geq 0}\) on a Banach space \(X\).

In all of our results so far, the convergence

\[
 r_n(-tA)x \overset{n \to \infty}{\longrightarrow} T(t)x
\]

holds for \(x\) belonging to some proper subspace of \(X\), if \(A\) is unbounded. In this section we show that this convergence can be extended to all \(x \in X\) if \(A\) has a *bounded \(H^\infty\)-calculus* on \(C_+\), i.e. there is a constant \(C \geq 0\) such that

\[
 (4.7) \quad \|r(A)\|_{L^\infty(X)} \leq C\|r\|_{H^\infty(C_+)}
\]

holds for all rational functions \(r \in H^\infty(C_+).\) The smallest such constant is the \(H^\infty\)-*bound* of \(A\). For such \(A\) the following result holds.

**Theorem 4.14.** Let \((T(t))_{t \geq 0}\) be a uniformly bounded \(C_0\)-semigroup on a Banach space \(X\) with generator \(-A\) and suppose that \(A\) admits a bounded \(H^\infty\)-calculus on \(C_+\) with \(H^\infty\)-bound \(C\). Let \(\alpha > 0\) and \(x \in D(A^\alpha)\) be given. Then

\[
 (4.8) \quad \|r_n(-tA)x - T(t)x\| \leq 2Ct^\alpha (n + 1)^{-\alpha}\|A^\alpha x\|
\]

for all \(t \geq 0\) and all \(n \in \mathbb{N}\) such that \(n > \frac{\alpha}{1 - \alpha} - 1\).

In particular, for each \(\alpha > 0\) the sequence \((r_n(-tA))_{n \in \mathbb{N}}\) converges to \(T(t)\) strongly on \(D(A^\alpha)\) with rate \(O(n^{-\alpha})\) and locally uniformly in \(t \geq 0\).

Moreover, \((r_n(-tA))_{n \in \mathbb{N}}\) converges strongly to \(T(t)\) on \(X\), locally uniformly in \(t \geq 0\).

**Proof.** First note that, under the present assumptions, one can extend the Hille-Phillips calculus for \(A\) to all functions \(f \in H^\infty(C_+) \cap C(\overline{C_+})\) by taking uniform limits of rational functions [6, Proposition F.3] and then regularizing. This yields a proper functional calculus in the terminology of [6, Sect. 1.2] and \((4.7)\) extends to all \(f \in H^\infty(C_+) \cap C(\overline{C_+})\) for which \(\lim_{z \to \infty} f(z)\) exists.

Now, fix \(t\) and \(n\) as required and let \(f\) be as in \((4.3)\). Then \(f \in H^\infty(C_+) \cap C(\overline{C_+})\) by Lemma 4.2 and \(\lim_{z \to \infty} f(z) = 0\) by \(A\)-stability of the \(r_n\). Hence,

\[
 \|r_n(-tA)x - T(t)x\| = \|f(A)A^\alpha x\| \leq C\|f\|_{H^\infty(C_+)}\|A^\alpha x\|
\]

and \((4.8)\) follows by estimating \(\|f\|_{H^\infty(C_+)}\) via Lemma 4.8 and Lemma 3.8.

Finally, we prove that \((r_n(-tA))_{n \in \mathbb{N}}\) converges strongly to \(T(t)\) on \(X\), locally uniformly in \(t \geq 0\). To this end note that, for \(K\) a bounded subset of \(\mathbb{R}_+\), the family

\[
 \{r_n(-tA) - T(t) \mid n \in \mathbb{N}, t \in K\} \subseteq L(X)
\]

is bounded due to \((4.7)\). Since \(r_n(-tA)\) converges to \(T(t)\) strongly on \(D(A)\) and uniformly in \(t \in K\) as \(n \to \infty\), the denseness of \(D(A)\) in \(X\) implies that this convergence extends to all of \(X\).
Remark 4.15. The requirements for Theorem 4.14 are e.g. satisfied if \(-A\) generates a \(C_0\)-semigroup on \(X\) that is (similar to) a contraction semigroup on a Hilbert space, cf. Theorem 7.1.7 and Remark 7.1.9 in [6]. In that case, one can choose \(C = 1\) in (4.8). Any bounded \(C_0\)-group on a Hilbert space is similar to a contraction group, cf. [20].

Theorem 4.14 also applies to sectorial operators of angle \(\varphi < \frac{\pi}{2}\) on a Hilbert space, cf. [4].

4.5. Extension to intermediate spaces. In this section we outline how to extend the results from the previous sections to classes of intermediate spaces. Throughout, let \(-A\) be the generator of a uniformly bounded \(C_0\)-semigroup \(T = (T(t))_{t \geq 0}\) on a Banach space \(X\). For \(k \in \mathbb{N}\) the \(k\)-th Favard space is

\[ F_k := \left\{ x \in D(A^{k-1}) \mid \left| L(A^{k-1}x) := \limsup_{t \downarrow 0} \frac{1}{t} \| T(t)A^{k-1}x - A^{k-1}x \| \right| < \infty \right\}. \]

Then \(D(A^k) \subseteq F_k\) and for non-reflexive Banach spaces this inclusion can be strict, see e.g. Section 5 below. It is therefore remarkable that all convergence results from the previous sections immediately extend from \(D(A^k)\) to \(F_k\) upon replacing \(\|Ax\|\) by \(L(A^{k-1}x)\) on the respective right-hand sides. This is due to the subsequent lemma [13, Prop. 1], the short proof of which is included for the reader’s convenience.

Lemma 4.16. Let \(S \in \mathcal{L}(X)\) and suppose there exist \(k \in \mathbb{N}\) and \(C \geq 0\) such that \(\|Sx\| \leq C\|A^kx\|\) holds for all \(x \in D(A^k)\). Then \(\|Sx\| \leq C L(A^{k-1}x)\) holds for all \(x \in F_k\).

Proof. Approximate \(x \in F_k\) by elements

\[ x_t := \frac{1}{t} \int_0^t T(s)x \, ds \in D(A^k) \quad (t > 0) \]

and note that

\[ \|Sx_t\| \leq C\|A^kx_t\| = C \left\| \frac{1}{t} (T(t)A^{k-1}x - A^{k-1}x) \right\| \quad (t > 0). \]

Now, the conclusion follows by passing to the limit superior as \(t \downarrow 0\). \(\square\)

Using the inclusions from Proposition 3.1.1, Corollary 6.6.3 and Proposition B.3.5 in [6], all our convergence results carry over to the domains of certain complex fractional powers, as well as to real and complex interpolation spaces. This includes Favard spaces of non-integer order [14, Section 3.3].

5. Application to the inversion of the Laplace transform

Following an idea from [16], we show how the results from Section 4 can be used to obtain inversion formulas for the vector-valued Laplace transform, with precise error-estimates.

Throughout, let \(X\) be a Banach space and \(C_{ub}(\mathbb{R}^+; X)\) the space of bounded uniformly continuous functions from \(\mathbb{R}^+\) to \(X\) equipped with the supremum norm. For \(k \in \mathbb{N}\) denote by \(C_{ub}^k(\mathbb{R}^+; X) \subseteq C_{ub}(\mathbb{R}^+; X)\) the subspace of \(k\)-times differentiable functions whose derivatives up to order \(k\) belong to \(C_{ub}(\mathbb{R}^+; X)\) and by
Corollary 5.1. Let \( f \in C^{k,1}_u(\mathbb{R}_+; X) \) the space of all functions \( f \in C^{k}_u(\mathbb{R}_+; X) \) for which \( f^{(k)} \) is globally Lipschitz continuous. For \( f : \mathbb{R}_+ \to X \) define

\[
L(f) := \limsup_{t \to 0} \frac{1}{t} \| f(t + \cdot) - f \|_\infty \in [0, \infty].
\]

On \( C^{k}_u(\mathbb{R}_+; X) \) we consider the derivation operator \( Af := -f' \) with maximal domain \( C^{1}_u(\mathbb{R}_+; X) \). Then \(-A\) generates the strongly continuous left translation semigroup \( T_t = (T_t(t))_{t \geq 0} \), where \((T_t(t)f)(\cdot) = f(t + \cdot)\). By definition, the associated Favard spaces are given by

\[
F_k = \{ f \in C^{k-1}_u(\mathbb{R}_+; X) \mid L(f^{(k-1)}) < \infty \} = C^{k-1,1}_u(\mathbb{R}_+; X) \quad (k \in \mathbb{N}).
\]

Moreover, \( T_t \) is of type \((1, 0)\) and if \( f \in C^{1}_u(\mathbb{R}_+; X) \) and \( \lambda \in \mathbb{C}_+ \), then

\[
((\lambda + A)^{-1} f)(0) = \int_0^\infty e^{-\lambda t} (T_t(t)f)(0) \, dt = \int_0^\infty e^{-\lambda t} f(t) \, dt = \hat{f}(\lambda),
\]

with \( \hat{f} : \mathbb{C}_+ \to X \) the (vector-valued) Laplace transform of \( f \). This identity enables us to convert our approximation result for uniformly bounded semigroups into an inversion formula for the Laplace transform. To this end, let

\[
r_n(z) = \frac{b_{n,1}}{\lambda_{n,1} - z} + \cdots + \frac{b_{n,n+1}}{\lambda_{n,n+1} - z} \quad (z \in \mathbb{C} \setminus \{\lambda_{n,1}, \ldots, \lambda_{n,n+1}\})
\]

be the partial fraction decomposition of the \( n \)-th subdiagonal Padé approximation. Applying Theorem 4.14 to \( T_t \) and evaluating at zero yields the subsequent result for all \( f \in C^{k}_u(\mathbb{R}_+; X) \). Lemma 4.16 then extends it to all \( f \in C^{k-1,1}_u(\mathbb{R}_+; X) \).

**Corollary 5.1.** Let \( X \) be a Banach space and \( f \in C^{k-1,1}_u(\mathbb{R}_+; X) \) for some \( k \in \mathbb{N} \). Then for all \( t > 0 \) and all \( n \in \mathbb{N} \) such that \( n \geq k - \frac{1}{2} \), the estimate

\[
\left\| \sum_{j=1}^{n+1} \frac{b_{n,j}}{t} \hat{f} \left( \frac{\lambda_{n,j}}{t} \right) - f(t) \right\|_X \leq C(k) t^k (n+1)^{-k+\frac{1}{2}} L(f^{(k-1)})
\]

holds true with \( C(k) \) given by (4.2). In particular, \( \sum_{j=1}^{n+1} \frac{b_{n,j}}{t} \hat{f} \left( \frac{\lambda_{n,j}}{t} \right) \) converges to \( f(t) \) with rate \( O(n^{-k+\frac{1}{2}}) \), locally uniformly in \( t \).

**Remark 5.2.** The Laplace inversion formula from Corollary 5.1 actually converges for any \( f \in C^{k}_u(\mathbb{R}_+; X) \) that is \( \alpha \)-H"older continuous for some \( \alpha \in (0, 1) \) with rate depending on \( \alpha \). This follows again from Theorem 4.11 using that such an \( f \) is contained in the real interpolation space \((C_u(\mathbb{R}_+; X), D(A))_{\alpha,\infty}\), which continuously embeds into \( D(A^a) \) for any \( a < \alpha \), see Propositions 6.6.3 and B.2.6 in [6].

**Remark 5.3.** We emphasize that Corollary 5.1 provides a Laplace inversion formula that does not require any knowledge of derivatives of \( f \) and only uses finite sums as approximants, compare with e.g. [11], [1]. Moreover, \( C(k) \) can be computed explicitly, see also Remark 4.13.
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