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ABSTRACT
We consider (i) the problem of finding a (possibly mixed) Nash equilibrium in congestion games, and (ii) the problem of finding an (exponential precision) fixed point of the gradient descent dynamics of a smooth function \( f : [0, 1]^n \to \mathbb{R} \). We prove that these problems are equivalent. Our result holds for various explicit descriptions of \( f \), ranging from (almost general) arithmetic circuits, to degree-5 polynomials. By a very recent result of [Fearnley et al., STOC 2021], this implies that these problems are \( \text{PPAD} \cap \text{PLS} \)-complete. As a corollary, we also obtain the following equivalence of complexity classes:

\[ \text{CCLS} = \text{PPAD} \cap \text{PLS}. \]

CCS CONCEPTS
• Theory of computation → Complexity classes: Nonconvex optimization; Exact and approximate computation of equilibria.
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1 INTRODUCTION
1.1 Game Theory
Nash equilibrium is the central solution concept in Game Theory. In recent decades, its universality as a solution concept has come under a computational critique: Finding a Nash equilibrium is, in general, a computationally intractable problem [20, 26], and if centralized,

\[ \min_{\left\{ v \right\}} f(v) \]

specially designed algorithms cannot find an equilibrium, how can we expect decentralized, selfish agents to converge to one?

Identifying classes of games where Nash equilibrium is tractable is an important open problem (e.g. [25]). Congestion games [55] are arguably the most important class of games for computer scientists, capturing useful applications like resource sharing and routing in networks. They play a fundamental role in Algorithmic Game Theory since the inception of the field two decades ago. In particular, a celebrated research program on Price of Anarchy has focused on characterizing the outcomes of these games at equilibrium. But an important question remains about this modeling assumption:

Do agents in congestion games play equilibrium strategies?

Again, if we’re hoping for selfish, decentralized agents to converge to an equilibrium, at the very least an algorithm should be able to find one.

At the source of computational hardness for general games is the combinatorial number of mixed strategies that the algorithm has to consider. In contrast, congestion games admit pure equilibria, which makes them a prime candidate for tractable equilibrium computation. The seminal work of [34] (see also [2, 62]) ruled out the most immediate application of this idea: while pure equilibria exist for congestion games, finding them is again intractable. But more generally, it is natural to hope that the special structure of congestion games allows for efficient computation of (possibly mixed) Nash equilibria.

1.2 Optimization
Our paper also touches on a fundamental problem in continuous optimization: Minimize a continuous function

\[ f : [0, 1]^n \to [0, 1]. \]

Clearly we cannot hope to find a global minimum, but, under a mild smoothness assumption (see Remark 1), there is a useful and total local solution concept: (approximate) fixed points of the gradient descent dynamics ("KKT points"). By a simple potential argument, gradient descent itself always converges to such \( \epsilon \)-approximate fixed point in \( \text{poly}(1/\epsilon) \) iterations. But in some cases, e.g. when \( f \) is also convex, algorithms like the center of gravity method converge in \( \text{poly}(n, \log(1/\epsilon)) \) iterations [12, Theorem 2.1]. For what nonconvex functions can we achieve exponentially fast (in \( 1/\epsilon \)) convergence? (Indeed, accelerated methods make it possible for some nonconvex functions, e.g. [16, Theorem 6.3].)
In the worst case, when $f$ is given as a black-box oracle, unconditional query complexity results (e.g. [13, 17, 64]) rule out exponential convergence. When $f$ has a succinct representation, e.g. as a sum of monomials, query complexity arguments can only rule out exponential convergence for specific algorithms. To address the possibility of exponential speedup by general algorithms, we need to turn to computational complexity. In this paper, we study the computational problem GD-FixedPoint (see Meta Definition 1), where the goal is to find an approximate fixed point of the gradient descent dynamics. We consider 4 variants of this problem, where the potential $f$ is succinctly represented assuming any of the following different structures:

(1) In the most general case, $f$ is succinctly described by an arithmetic circuit\(^2\)

(2) When defining the class CCLS, [27] consider the case where $f$ is guaranteed\(^1\) to be component-wise convex.

(3) [27] consider the restriction that $f$ is explicitly given as a sum of monomials (note that this is orthogonal to the component-wise convexity condition). This problem is called KKT in [27].

(4) In the most restrictive case, $f$ is a sum of component-wise convex monomials of constant degree.

Remark 1. For all of these cases we make the assumption that $f$ has a finite (but possibly exponentially large) Lipschitz constant of the gradients. We call this Lipschitz constant the smoothness parameter.

1.3 Computational Complexity

From a technical perspective, the problem Congestion of finding a Nash equilibrium in congestion games, and the aforementioned GD-FixedPoint, belong to a special class, TFNP, of total search problems, i.e. ones that always have a solution. The aforementioned works prove that finding a Nash equilibrium in a general game is complete for the class PPAD, which captures fixed point computations for continuous functions. Finding a pure equilibrium in congestion games is complete for the class PLS, which captures local maximum computations for discrete potential functions. Finding a Nash equilibrium in congestion games is a special case of both problems, i.e. it lies in PPAD $\cap$ PLS, and hence unlikely to be complete for either class\(^4\).

Since the seminal paper of [27], the class PPAD $\cap$ PLS has been at the frontier of research on total search problems (e.g. [30, 32, 35–38, 42–44]). This research direction is particularly exciting because these problems lie quite low in the TFNP hierarchy, so a-priori any of them could plausibly admit a polynomial time algorithm. Several natural problems have been identified, and a few complexity sub-classes have been defined (including CLS\(^5\), CCLS, EOPL, and UniqueEOPL). Yet, until this paper, neither PPAD $\cap$ PLS nor any of its sub-classes were known to have any natural\(^6\) complete problems.

1.4 Our Results

Theorem (Main result, informal).

Congestion and all 4 variants of GD-FixedPoint are computationally equivalent.

In the context of optimization, it immediately follows from our main theorem that local maximization (in the GD-FixedPoint sense) of an arbitrary smooth function can be reduced to an optimization of a degree 5 polynomial. Very recently\(^7\) [35] proved that GD-FixedPoint is PLS $\cap$ PPAD-complete. We therefore obtain the following corollaries:

**Corollary (Complexity consequences).**

- Congestion and all 4 variants of GD-FixedPoint are PLS $\cap$ PPAD-complete.\(^8\) This is the first case of a natural\(^9\) complete problem for PLS $\cap$ PPAD or any of its subclasses.

- CCLS $=$ PLS $\cap$ PPAD.

1.5 Related Work

Our proof combines ideas from the two long lines of work on PLS-completeness (e.g. [1, 2, 34, 46, 48, 50, 61, 62]) and PPAD-completeness (e.g. [18–21, 23, 26, 31, 41, 51, 53, 60]). It also uses ideas from our recent paper on the communication complexity of Nash equilibrium in potential and congestion games [8].

Recently, [29] also study a variant of the problem GD-FixedPoint. The focus of their paper is on 1/poly($n$) or even constant approximation, whereas we seek exponentially precise approximation. Note that for GD-FixedPoint, it is easy to compute a 1/poly($n$)-approximate fixed point in polynomial time because the potential is bounded. In contrast, for the gradient descent-ascent dynamics (GDA-FixedPoint) the potential may increase and decrease alternatingly, which makes the problem much harder for approximation. Indeed, for an even harder variant of approximate GDA-FixedPoint where the domain is not a cartesian product, [29] prove that the problem is PPAD-complete. (Approximate GDA-FixedPoint over e.g. the hypercube remains an exciting open problem.)

Historically, the first Price of Anarchy (PoA) results for congestion games focused on pure equilibrium (e.g. [24, 49, 57]), and were then extended to mixed Nash equilibrium (e.g. [3, 5, 65]). The barriers to equilibrium computation in congestion games inspired the development of techniques, in particular Roughgarden’s smoothness framework, for bounding the PoA with respect to tractable

\(^1\)Formally we need to require some restrictions on this arithmetic circuit to avoid doubly-exponentially large numbers by repeated squaring, see [28, 35] for details.

\(^2\)Formally to avoid promise problems the algorithm may return a certificate that the component-wise convexity is violated. In contrast, the fourth variant it is easy to tell if a monomial is component-wise convex.

\(^3\)PPAD and PLS are generally believed to be incomparable, e.g. due to oracle separations [14, 15].

\(^4\)Very recent breakthrough shows that in fact CLS $=$ PPAD $\cap$ PLS [35]!.

\(^5\)In the sense that all known CLS-complete [30, 36], UniqueEOPL-complete [37], and PPAD $\cap$ PLS-complete [35] problems are described in terms of an oracle function succinctly represented by a circuit. From an algorithm-designer point of view, it is typically more natural—and often much easier— to study the query complexity of such oracle problems. (The computational complexity of oracle problems is still very interesting, e.g. as a stepping stone for understanding natural problems!) See further discussions in [39, 63].

\(^6\)In fact, [35] was developed concurrently and independently to a previous version of our paper. The proofs in this version (while still unfortunately long) have been simplified significantly since [35] show that GD-FixedPoint is already hard in only two dimensions.

\(^7\)The completeness for the first variant of GD-FixedPoint was proved by [35].

\(^8\)See Footnote 6.
solution concepts such as correlated equilibrium (e.g. [10, 56]). Our results show that mixed Nash equilibrium in congestion game is intractable, further motivating the latter line of work on analyzing tractable solution concepts.

Another interesting approach to circumventing the computational barriers to computing pure equilibrium in congestion games considers beyond worst case analysis. Specifically a recent line of works applies smoothed analysis to the special case of polymatrix identical interest games [4, 9, 11, 22, 33]. It is an interesting open question whether considering mixed Nash equilibrium can improve those results. Another interesting question is whether this analysis can extend to more general congestion games (for an appropriate definition of smoothing).

2 TECHNICAL HIGHLIGHTS

In this section we exposit some technical highlights from the proof of our main reduction. Specifically, we reduce the $\text{PLS} \cap \text{PAPD}$-complete 2D-GD-FixedPoint to finding a Nash equilibrium in a sub-class of congestion games that we now introduce.

Polytensor identical-interest games. We consider a class of games that satisfies two orthogonal constraints:

5-Polytensor games: The utility of player $i$ is given as a sum of sub-utilities, each depending on the strategies of only 5 players (including $i$).

Identical interest games: All players have the same utility function.

Remark 2. In identical interest 5-polytensor games the local sub-utilities have identical interest. Note that this does not create an identical-interest game (because every player has different local interactions). However, we can alternatively consider a strategically equivalent game where every player gets the sum of all sub-utilities in all local interactions (including those where she does not participate). This latter game is an identical interest game. The sets of Nash equilibria in these two games coincide.

We reduce 2D-GD-FixedPoint to finding a Nash equilibrium in the class of polymatrix identical-interest games, i.e. games that satisfy both desiderata. Our primary motivation for studying this class of games is as an intermediary problem for our reductions, but it may also be of independent game-theoretic interest (e.g. it is a natural generalization of the popular class of polymatrix identical-interest games [4, 9, 11, 22, 27, 33]). See Section 3.1.2 for details.

2.1 Potential-Imitation Game

Our reduction begins with a potential function $\phi : [0, 1]^2 \rightarrow [0, 1]$, which we will try to maximize. Consider the 2-player infinite-actions potential game where Player $j = 1, 2$ chooses a value for coordinate $x_j \in [0, 1]$, and every player’s utility is $\phi(x)$. In any pure equilibrium, the players collectively choose a point $x \in [0, 1]^2$ where any unilateral change to one coordinate, in particular an infinitesimal change, does not improve the potential — hence in particular this is a fixed point of the gradient descent dynamics. Before we talk about reducing the number of actions, there is an infamous technical obstacle around dealing with mixed strategies: a mixed strategies of the players need not correspond to any particular point $x$, let alone one that is a fixed point of the gradient descent dynamics.

Challenge 1. Mixed strategies need not correspond to any particular point.

It is not possible to completely rule out mixed strategies, but we will incentivize players to choose strategies that correspond to $x_j$’s that are very tightly concentrated. If the potential function satisfies a mild smoothness condition (see Remark 1), we can guarantee that the gradient is approximately constant in any sufficiently small neighborhood. Therefore if the mixed $x$’s are supported in a neighborhood that does not contain an approximate gradient descent fixed point, there is some direction where the gradient always shows an improving deviation.

To force the mixed strategies to concentrate, we use the imitation game, which has been the driving force in recent advances on complexity of Nash equilibrium (e.g. [6, 7, 40, 45, 58–60], and in particular the authors’ own recent work on communication complexity of Nash equilibrium in potential games [8]). Specifically, we add 2 additional players who choose a second point $y \in [0, 1]^2$, and update the identical utility function to

$$U(x, y) := -\|x - y\|_2^2 + \epsilon \phi(x),$$

for a sufficiently small $\epsilon > 0$.

First, since the main incentive of each player is to minimize the distance from the opponent the best-reply against any mixed strategy of the opponent is $\epsilon$-close to the expectation of the opponent’s strategy. Mutual imitation of both players implies that their (mixed) strategies are supported $\epsilon$-close to each other. If in this region the gradient in some direction is positive (and does not get out of the region $[0, 1]^2$), then the $x$-player has an incentive to mildly deviate toward this direction: her imitation loss is quadratic while her improvement in the gradient is linear. For sufficiently small deviation the linear term is more significant and hence it cannot be an equilibrium.

This trick allows us to focus on pure strategies (for now - mixed strategies will come back to haunt us throughout the proof). We now move to reduce the number of actions.

2.2 Strategic Binary Representation and Veto Players

Challenge 2. We are interested in games with a polynomial number of actions for each player.

\footnote{This concentration of mixed strategies, although intuitive, is the most challenging part of our proofs. The formal proof contains quite a few intermediate steps. See full version for details.}
To obtain a finite game, we discretize the real numbers to finite precision. But we need to work with exponential precision (approximations up to $1/poly(n)$ are trivial), and so can no longer afford to let a single player represent each coordinate.

We consider binary representation of each $x_j, y_j \in [0, 1]$ and we replace a single player who chooses a real number by a polynomial number of bit-players, each chooses a single bit in the binary representation. This modification is insufficient: if $x_j$ wants to move infinitesimally from the number 011...1 to the number 100...0 (as is indeed the case in the potential+imitation game $(\phi)$) this requires a joint switching of actions of all bit players. In particular, a bad equilibrium may arise where players are playing 011...1, the gradient in this coordinate is positive, but no bit-player wants to switch her action unilaterally.

**Challenge 3.** We are interested in a binary representation where there is always a player who can unilaterally shift the number infinitesimally in either direction.

Over the last few years we’ve tried several different approaches to overcoming this obstacle. For example, one natural idea is to use the Gray code (or variants) where every two consecutive strings differ by only one bit. The issue with this approach is that it greatly complicates bit-player utilities: for the least-significant-bit-player to know in which direction it prefers to go it must know the parity of all other bit players for that coordinate. (And things get even messier when those more significant bit players use mixed strategies...)

We overcome this obstacle by introducing an additional veto player: the veto player has the power to impose a veto on any suffix of the binary string. The possible vetoes are 011...1 and 100...0. If the veto player imposes such a veto then the actions of the bit players in the suffix are essentially ignored and, instead, the veto action of the veto player is counted. This resolves the problematic issue above: if the $x$-players are playing 011...1 then they can move to 100...0 by a unilateral deviation of the veto player. The veto player has an additional important role in our reduction: it has an incentive to veto bit players who are playing mixed (because those mixed strategies cause a high imitation loss). So the existence of the veto player allows us to argue that the bits of $x$ will essentially be pure.\(^{14}\)

The next problem that arises with the basic imitation+potential game $(\phi)$ is that in a “natural” problem the utility should not be specified by the arithmetic circuit computing $\phi(\cdot)$.

### 2.3 Circuit Players: Computing Potential and Gradients

**Challenge 4.** The utilities of players in our game should be explicitly given, i.e. we cannot use the term $\phi(x)$ in the utility.

Similarly to the existing literature on the complexity of Nash equilibrium (see e.g., $[20, 26, 60]$) in general games (i.e., not potential games), instead of writing the potential $\phi$ in the utility we introduce circuit players that implement the circuit gates and are responsible for computing $\phi$.

**Remark 3.** Unlike $[20, 26, 60]$ our circuit players have identical interest both with their predecessors and their successors in the circuit. We set the utility in the interaction with predecessors higher than the interaction with predecessors. This incentivizes each circuit player to match its bit to the correct computation of the predecessors (rather than adjusting her input in a way that her successor’s action will be correct). This results in an exponential decay of the utilities in the depth of the circuit. In particular, the computed potential $\phi$ in the output has exponentially lower weight in the common utility relative to the input.

Circuit players allow us to correctly compute the potential, but that comes with the cost of separating the potential $\phi(x)$ from the players who determine $x$:

**Challenge 5.** Before we introduced circuit players, the gain of deviation from $x$ to $x'$ causes an immediate reward once the potential increases from $\phi(x)$ to $\phi(x') > \phi(x)$. Namely, when $x$-players switch from $x$ to $x'$ they gain the increase in the potential. Once we introduce circuit players, the $x$-players will not get the potential gain until the circuit players will update their actions and will calculate $\phi(x')$ instead of the currently computed $\phi(x)$. So how should we incentivize the $x$-players to unilaterally deviate in the direction of the gradient?\(^{15}\)

In our reduction, those that will be responsible for deviation toward better potential are the $y$-players. To give them immediate reward for moving toward better potential we modify the circuit to calculate $\nabla_j \phi(x)$ too. We add to the utility of the $y$-team the terms $e y_j \nabla_j \phi(x)$ (for $j = 1, 2$). Whenever $\nabla_j \phi(x) > 0$ the $y$-team has an incentive to increase $y_j$. Whenever $\nabla_j \phi(x) < 0$ the $y$-team has an incentive to decrease $y_j$. Once the $y$-team moves toward the gradient, the $x$-team has an incentive to move there too because it tries to imitate $y$.

The next challenge in the reduction is to bootstrap this tiny incentive for $y$-players to deviate slightly in the gradient direction to a large movement of $x$-players.

### 2.4 Guide Player and Sampling Gadgets

**Challenge 6.** When the $x$-team moves, it should flip the input to the circuit, causing the first gate to pay for wrong computation. This force is exponentially more significant than the force of trying to imitate $y$ that have mildly moved toward the better potential in the direction of the gradient.\(^{16}\)

We resolve this obstacle by introducing three modifications. First, we let the $x$-team and the $y$-team choose real numbers with precision that is much finer than the bits that influence the circuit’s input. We denote by $N_{in}$ the precision of the circuit’s input, where the total number of bits for the $x$-team is $K \gg N_{in}$. This allows the $x$-team to imitate the move of the $y$-team in the direction of the gradient whenever $x$ is far from a multiple of $2^{-N_{in}}$. If $x$ is located

\(^{14}\)For this task of vetoing players that are playing mixed we need to mildly enrich the set of possible vetoes. In addition to 011...1 and 100...0 the veto player can choose also the vetoes 00...0, 11...1, 0011...1 and 1100...0. It turns out that for our reduction this enrichment is sufficient.

\(^{15}\)Moreover, such a deviation creates a loss in the circuit computations. This issue will be discussed in Challenge 6.

\(^{16}\)Correct circuit computations has exponentially higher weight than the computed gradient (see e.g. Remark 3). The $y$-team moves toward the gradient in a step size that is proportional to the gradient. Therefore, indeed the force of maintaining correct input computations is more significant.
close to the $2^{-N_{in}}$-grid, the $x$-team does not want to change the first $N_{in}$ bits due to the reason of Challenge 6.

The second modification applies the sampling technique from the PPAD-literature. This technique was first introduced for 3-D in [26] (who called it the "averaging maneuver"), and later adapted to high dimensions by [20]. The basic idea is that instead of having a single $x$-team we introduce many copies for the $x$-team. Each team tries to imitate a different shift of the $y$-team. We design the shits to ensure that if one $x$-team is located close to the $2^{-N_{in}}$-grid then the other teams necessarily are located far from the grid.

Challenge 6 deals with an exponential gap between the force pushing towards the gradient and the force resisting flipping input bits for the circuit, so taking a uniform average over a polynomial number of samples cannot resolve this issue. Instead, our third modification introduces a gadget that carefully and adaptively assigns weights to the samples. This gadget is inspired by a classic PLS-completeness proof of [50]. Specifically, we add a guide player, whose role is to choose a "well behaved" sample of $x$: a sample that performs accurate imitation, computes the potential correctly, and has a relatively high value of the potential. The circuit computation of a particular $x$-sample is given high weight only if it is chosen by the guide player. Otherwise, if an $x$-sample is not chosen by the guide player, its circuit computation weight is negligible (relative to the incentive to imitate $y$). Our desire is that these problematic $x$-samples that are close to the boundary in one of the coordinates will not be chosen by the guide player, which will allow the $x$-sample to change the first $N_{in}$ bits to accurately imitate the $y$-team (with a shift). Thereafter, the circuit players will adjust their computation to the new input, and then the guide player could choose this $x$-sample again.

The intuition for guide player’s avoidance from choosing close-to-grid problematic samples is as follows. We compare the utility for the guide player in the problematic sample $x_{i,j}$ with her utility in a well behaved sample $x_{i',j}$ that is located far from the grid. The imitation in $x_{i',j}$ sample is very precise because the phenomenon of avoiding switching bits due to wrong circuit computations does not occur when the imitation target is far from the grid: an infinitesimal avoidance switching bits due to wrong circuit computations does not impact the guide player. Otherwise, if an $x$-sample is not chosen by the guide player, its circuit computation weight is negligible (relative to the incentive to imitate $y$). Our desire is that these problematic $x$-samples that are close to the boundary in one of the coordinates will not be chosen by the guide player, which will allow the $x$-sample to change the first $N_{in}$ bits to accurately imitate the $y$-team (with a shift). Thereafter, the circuit players will adjust their computation to the new input, and then the guide player could choose this $x$-sample again.

3 DEFINITIONS AND PRELIMINARIES

In this section we formally define the computational problems that will be discussed in this paper. Along the definitions we provide some (simple) observations.

3.1 Game Theoretic Definitions

Our main interest game-theoretic object in this paper is the class of (explicit) congestion games with a polynomial number of facilities and actions for each player. We show that, in terms of complexity of finding a Nash equilibrium, this class is equivalent to $c$-polytensor identical interest games (a generalization of polymatrix identical interest games [17]). We now formally introduce each of these classes.

3.1.1 Congestion Games. In congestion games (see [52, 55]) we have a set of facilities $F$. Each player $i$ has a collection of subsets $S_i^1, \ldots, S_i^{m_i} \subseteq F$ which are her actions. Given an action profile $S = (S_1, \ldots, S_n)$ the congestion on each facility $f$ is defined to be the number of players that use this facility (i.e., $c_f(S) = |\{i : f \in S_i\}|$). Each facility has a cost function $l : [n] \rightarrow \mathbb{R}$ and the utility of player $i$ is defined to be $u_i(S_1, \ldots, S_n) = \sum_{f \in S_i} l(c_f(S))$; namely, each player pays the total costs of all facilities she has chosen. In explicit congestion games the possible actions of players (i.e., $S_1^1, \ldots, S_m^m \subseteq F$) are given explicitly.

The problem CONGESTION gets as an input an explicit congestion game and an $\epsilon_N$ and outputs an $\epsilon_N$-Nash equilibrium of the game.

3.1.2 Polytensor Identical Interest Games. An $n$-player polymatrix game (see [47, 66]) is given by a tuple of two-player utility functions $(u_{i,j}^1(a_i, a_j))_{i,j \in [n]}$ and the utility of player $i \in [n]$ is the sum of these two-player utilities $u_i(a_i, a_{-i}) = \sum_{j \in [n]} u_{i,j}^1(a_i, a_j)$. In the case where $u_i^1(a_i, a_j) = u_i^1(a_i, a_j)$ for every $i, j$ we denote this term by $u_{i}^{11}(a_i, a_j)$.

In a generalization of polymatrix games that we call $c$-polytensor games, instead of two-player interactions (i.e., the local interaction can be described by a matrix), we allow $c$-player interactions (i.e., local interactions can be described by a tensor of order $c \geq 1$). Namely, a $c$-polytensor game is given by a tuple $(u_{i,j}^c(a_s))_{i,j \in [n], s \in c}$ where $a_s$ denotes the action profile of the players in $S$. Similarly to polymatrix games the utility of a player is given by the sum of all her interactions: $u_i^c(a) = \sum_{S \subseteq [n], |S| = c} u_{i}^c(a_S)$. In the case where $u_i^c(a_S) = u_i^c(a_S)$ for every $i, j \in S$ we denote this term by $u_i^c(a_S)$. In case where the number of actions for each player is bounded by $m$ note that the representation size of a $c$-polytensor game is $O(n^{c+1} m^c)$. In particular, if $c$ is a constant and $m = poly(n)$ then $c$-polytensor games admit a succinct representation.

The problem $c$-POLYTENSOR-IDENTICALINTEREST gets as an input a $c$-polytensor identical interest game and an $\epsilon_N$ and outputs an $\epsilon_N$-Nash equilibrium of the game.

Our primary purpose for studying the problem POLYTENSOR-IDENTICALINTEREST is as an intermediary problem for our reductions, but its complexity may also be of independent game theoretic interest.

We argue that every $c$-polytensor identical interest game for a constant $c$ is also an explicit congestion game. The set of facilities

---

17Also called network coordination games in [27].
We consider the total search problem whenever for every facility the number of players that can potentially use it (i.e., have an action that includes this facility) is bounded by $c$. \[\{a_S : S \subseteq [n], |S| = c, a_i \in A_i \text{ for every } i \in S\}\] where $A_i$ denotes player’s $i$’s action set. By choosing an action $a_i \in A_i$ player $i$ chooses the set of facilities $(\{a_i, a_{S'} : S' \subseteq [n], |S'| = c - 1\})$; namely she chooses all facilities where her action is relevant (i.e., $i \in S$) and her action is $a_i$. In congestion games we should assign a common utility for all players that is a function of the number of users of each facility. In this case we set the common utility of each facility $a_S$ to be $u^S(a_S)$ if it has $c$ users; and 0 otherwise. Note that indeed only the “true” actions $a_S$ have non-zero utility and indeed after summing the utilities over all facilities we obtain exactly the common utility of the $c$-polytensor identical interest game $\sum_{S \subseteq [n], |S| = c} u^S(a_S)$. Hence, the class of $c$-polytensor identical interest games is essentially a subclass of explicit congestion games. In particular, we have the following:

Corollary 1. For every constant $c$ we have $c = \text{Polytensor-IdenticalInterest} \leq \text{Congestion}$.

3.1.3 Nash Equilibrium. A mixed action profile $(x_i)_{i \in [n]}$ where $x_i \in \Delta(A_i)$ is an $\epsilon$-Nash equilibrium if for every player $i \in [n]$ and every action $a_i \in A_i$ we have $u_i(x_i, x_{-i}) \geq u_i(a_i, x_{-i}) - \epsilon$. For $\epsilon = 0$ such a profile is called a Nash equilibrium.

3.2 Optimization Definitions

We consider the total search problem GD-FixedPoint that naturally arise in the context of continuous optimization via gradient-based methods:

Meta Definition 1 (GD-FixedPoint).

Given a smooth function $\phi : [0, 1]^J \rightarrow [0, 1]$ and an $\epsilon > 0$ find a point $x \in [0, 1]^J$ such that

1. $\nabla_j \phi(x) \geq -\epsilon$ for every dimension $j \in J$ such that $x_j > 0$.
2. $\nabla_j \phi(x) \leq \epsilon$ for every dimension $j \in J$ such that $x_j < 1$.

Namely we are searching for a point $x$ such that a movement in the gradient direction will either be impossible (i.e., when $x_j = 0$ the $j$-th coordinate cannot be decreased and when $x_j = 1$ the $j$-th coordinate cannot be increased) or alternatively, there will be no improvement (approximately zero gradient).

So far we neither specified the form in which the function $\phi$ is given to the algorithm, nor provided any special properties of $\phi$. As we will see, variants of GD-FixedPoint capture the class CCLS and the problem KKT\footnote{\cite{grid}} that have been defined in \cite{grid}.

In the first, most general, variant of GD-FixedPoint $\phi$ is given by an arbitrary well-behaved arithmetic circuit with $\{+, -, \times, \sqrt{,} , \max, \min, \} \times \mathcal{G}$ gates, where $\times$ denotes multiplication by a constant. Max, min gates are not smooth and $\max$ gate is not even continuous, but it is promised\footnote{To make the problem total, the algorithm may either return a solution or a certificate that this promise is violated; however the PPAD ∩ PL$\Sigma$-complete instances \cite{grid} always satisfy the promise, so it suffices to prove hardness for this special case.} that $\nabla \phi$ is defined and $\alpha$-Lipschitz in the $\ell_2 - \ell_2$ sense (the parameter $\alpha$ is given as an input to the algorithm). The well-behaved desideratum restricts the number of gates on any input-output path is at most logarithmic (in the size of the circuit). This desideratum is important to avoid doubly-exponential numbers from repeated squaring. See \cite{grid} for a detailed discussion.

\cite{grid} also consider a problem that they call KKT which corresponds to the most general variant of GD-FixedPoint. They leave as an open problem the computational complexity of \cite{grid}'s (explicit) KKT, which we settle in this paper.

Figure 1: Figure 1(a) demonstrates the profitable deviation of the guide player in case the problematic sample $x_{i,j}$ is located from left side of the boundary. Figure 1(b) demonstrates the profitable deviation of $x_{i,j}$ team in case this problematic sample is located from right side of the boundary.
In particular, we focus on a special case of this variant where the domain of the potential is \([0,1]^2\) (i.e., \(|J| = 2\)). We call this problem 2D-GD-FixedPoint. By [35], this special case is as hard as the general high dimensional case:

**Theorem** ([35]). 2D-GD-FixedPoint is PPAD ∩ PLS-complete.

The second variant of GD-FixedPoint is CON-GD-FixedPoint where in addition to the \(a\)-smoothness it deals with componentwise concave potentials. Namely, for every \(j \in J\) and every fixed \(x^*_j \in [0,1]^J\setminus \{j\}\) the function \(\phi(x_j, x^*_j): [0,1] \rightarrow [0,1]\) should be concave. To guarantee a total variant of the problem we allow the algorithm to output either a gradient fixed point or an evidence for componentwise concavity violation that comes in the form of a triplet of points. We will see (Lemma 1) that this problem is equivalent to CCLS.

The third variant of GD-FixedPoint is EXPL-GD-FixedPoint considers instances where \(\phi\) is a polynomial. Here the input is given by an explicitly description of monomials’ coefficients. Note that this variant is a natural problem since \(\phi\) is not described by a circuit. We will see (Lemma 2) that this problem is equivalent to KKT.

Finally the last, most restrictive, variant of GD-FixedPoint is \(c\text{-DEG-GD-FixedPoint}\) where \(\phi\) is given explicitly and a sum of constant degree \(c\) monomials, and each monomial is componentwise concave. This problem is a special case of CON-GD-FixedPoint since each monomial is componentwise concave (and so is the sum) and it is also a special case of EXPL-GD-FixedPoint because monomials are given explicitly (and their total number does not exceed \(|J|^c\)).

### 3.2.1 Relation to Other Problems in the Literature

Now we relate the defined above variants of GD-FixedPoint with the existing continuous optimization problems that have been defined in [27].

The problem CCLS that defines the class CCLS (see [27]) is defined as follows:

**Definition 1** (CCLS [27]).

**Input:** A potential function \(\phi : [0,1]^J \rightarrow [0,1]\) that is given an arithmetic circuit and two constants \(\tilde{x}\) and \(\tilde{\delta}\).

**Output:** Any of the following:

- a point \(x \in [0,1]^J\) such that \(\phi(x) \geq \phi((1-\delta)x_j, x_{-j}) - \tilde{x}\) and \(\phi(x) \geq \phi((1-\delta)x_j + \tilde{\delta}, x_{-j}) - \tilde{\delta}\) for every \(j \in J\);
- a pair of points that exhibit a violation of Lipschitz condition;
- a triplet of points that exhibit a violation of componentwise concavity violation.

The two terms \((1-\delta)x_j\) and \((1-\delta)x_j + \tilde{\delta}\) follow from the multiplicative deviation variant of CCLS \(x_j \rightarrow (1-\delta)x_j + \delta x_j\).

**Remark 4.** Our definition of the CCLS problem is slightly more restrictive than the original definition in [27]: (i) we require that the domain is a hypercube rather than the more general product of simplices; and (ii) we require that the function has bounded smoothness. Since we show that our variant is also PLS ∩ PPAD-complete, it implies in particular that the definitions are equivalent.

The equivalence of the CCLS problem and our formulation via the GD-FixedPoint is stated in the following lemma.

**Lemma 1.** CCLS is computationally equivalent to CON-GD-FixedPoint.

**Proof.** For the reductions in both direction if the output is a triplet of points violating concavity this output is valid for the reduced problem as well. So we restrict attention to the interesting case where the output is a gradient fixed point (in one direction of the reduction) or a solution for CCLS (in the opposite direction reduction).

Given an instance of CCLS \((\phi, \tilde{x}, \tilde{\delta})\) we set \(\epsilon = \tilde{\delta}\). Let \(x\) be a GD-FixedPoint-Con solution for \((\phi, \epsilon)\). By concavity we have

\[
\phi((1-\delta)x_j, x_{-j}) \leq \phi(x) - \delta x_j \nabla_j \phi(x) \\
\leq \phi(x) + \epsilon \delta \\
\leq \phi(x) + \tilde{\delta}\tilde{x},
\]

and similarly also

\[
\phi((1-\delta)x_j + \tilde{\delta}, x_{-j}) \leq \phi(x) + (1-\delta)x_j \nabla_j \phi(x) \\
\leq \phi(x) + \epsilon \delta \\
\leq \phi(x) + \tilde{\delta}\tilde{x}.
\]

Conversely, given an instance \((\phi, \epsilon)\) of GD-FixedPoint-Con we set \(\tilde{x} = \frac{x_j}{\epsilon}\tilde{\delta}\) and \(\tilde{\delta} = \frac{x_j}{\epsilon}\tilde{x}\). Let \(x \in [0,1]^J\) be the CCLS solution of \((\phi, \tilde{x}, \tilde{\delta})\). We \(\delta\)-round the point \(x\) to the boundaries \(\{0,1\}\) as follows. For every \(j \in J\) we set

\[
x_j =\begin{cases} 
0 & \text{if } x_j \in [0, \delta) \\
x_j & \text{if } x_j \in [\delta, 1 - \delta] \\
1 & \text{if } x_j \in (1 - \delta, 1] 
\end{cases}
\]

We argue that \(\tilde{x}\) is a solution for GD-FixedPoint. For every dimension \(j \in J\) we consider three cases.

**Case 1:** \(x_j \in [0, \delta)\). In such a case \(\tilde{x}_j = 0\) and hence we only need to prove that \(\nabla_j \phi(x) \leq \tilde{x}\). Since \(\tilde{x}\) and \(\tilde{\delta}\tilde{x}\) are \((\tilde{\delta}J)\)-close, by the \(\alpha\)-Lipschitzness of the gradient we have \(|\nabla_j (x) - \nabla_j (x)| \leq \tilde{\delta}J\alpha \leq \frac{x}{2}\). Therefore, it is sufficient to prove that \(\nabla_j \phi(x) \leq \frac{x}{2}\).

We know that \(\phi((1-\delta)x_j + \delta, x_{-j}) - \phi(x) \leq \tilde{x}\). By the mean value Theorem there exists \(0 \leq \epsilon' \leq (1 - \delta)x_j\) such that

\[
\nabla_j \phi(x + \epsilon'e_j) = \frac{\phi((1-\delta)x_j + \delta, x_{-j}) - \phi(x)}{(1-\delta)x_j} \leq \frac{\tilde{x}}{(1-\delta)x_j}.
\]

By the Lipschitzness of the gradient we deduce that \(\nabla_j \phi(x) \leq \frac{\tilde{x}}{(1-\delta)x_j} + \tilde{\delta}x_j \leq \frac{x_j}{\epsilon} + \tilde{x}\).

**Case 2:** \(x_j \in (1 - \delta, 1]\). We apply similar arguments to those of Case 1, but this time we consider the inequality \(\phi(x) - \phi((1-\delta)x_j, x_{-j}) \geq \tilde{x}\).

**Case 3:** \(x_j \in [\delta, 1 - \delta]\). We consider both inequalities \(\phi((1-\delta)x_j + \delta, x_{-j}) - \phi(x) \leq \tilde{x}\) and \(\phi(x) - \phi((1-\delta)x_j, x_{-j}) \geq \tilde{x}\) and apply the arguments of Cases 1 and 2.

\(\square\)

The KKT problem that has been defined in [27] is inspired by the following (multidimensional) formulation of Taylor’s Theorem:

\(^{21}\)For this direction of the reduction the parameter \(\delta\) turns out to be irrelevant.
Taylor’s Theorem (See [27] Lemma 3.1). For every function \( \phi : \mathbb{R}^d \to \mathbb{R} \) with \( \alpha \)-Lipschitz gradients \( \nabla \phi \) in the \( \ell_2 - \ell_2 \) sense and for every \( x_0, x \in \mathbb{R}^d \) we have
\[
|\phi(x) - \phi(x_0) - \nabla \phi(x_0) \cdot (x - x_0)| \leq \frac{\alpha}{2} ||x - x_0||^2.
\]

The problem \( KKT \) is defined as follows:

**Definition 2 (KKT [27]).**

**Input:** A potential function \( \phi : [0, 1]^d \to [0, 1] \) that is given by coefficients of monomials in \( j \) variables \( \epsilon, \alpha \) and \( \kappa \).

**Output:** A point \( x \in [0, 1]^d \) such that \( \phi(x) \geq \phi(y) - \frac{\alpha}{2} \epsilon^2 - \kappa \) for every \( y \in B(x, \epsilon) \cap [0, 1]^d \), when \( B(x, \epsilon) \) is the \( \ell_2 \)-ball of radius \( \epsilon \) around \( x \).

The following lemma shows the equivalence of the KKT problem and the defined above GD-FixedPoint-Expl variant of gradient-dynamic fixed point problem.

**Lemma 2.** KKT is computationally equivalent to Expl-GD-FixedPoint.

**Proof.** Given an instance of KKT \((\phi, \epsilon, \kappa)\) we set \( \epsilon = \frac{\alpha \epsilon}{\alpha \epsilon} \) and we apply the GD-FixedPoint-Expl algorithm for \((\phi, \epsilon)\). By Taylor’s Theorem for every \( y \in B(x, \epsilon) \) we have
\[
\phi(x) \geq \phi(y) - \nabla \phi(y-x) \cdot \frac{\alpha}{2} \epsilon^2 \geq \phi(y) - \frac{\alpha}{2} \epsilon^2 - \frac{\alpha}{2} \epsilon^2 - \kappa.
\]

Conversely, given an instance \((\phi, \epsilon)\) of GD-FixedPoint-Expl we set \( \epsilon = \frac{\epsilon}{2 \alpha} \) and \( \kappa = \frac{\epsilon}{2 \alpha} \). Let \( x \in [0, 1]^d \) be the KKT solution of \((\phi, \epsilon, \kappa)\). We \( \epsilon \)-round the point \( x \) to the boundaries \( \{0, 1\} \) as follows. For every \( j \in J \) we set
\[
\bar{x}_j = \begin{cases} 0 & \text{if } x_j \in (0, 1) \\ x_j & \text{if } x_j \in [1, \epsilon] \\ 1 & \text{if } x_j \in (1 - \epsilon, 1] \\ 1 & \text{if } x_j \in (1, 1 - \epsilon] \end{cases}
\]
We argue that \( x \) is a solution for GD-FixedPoint. For every dimension \( j \in J \) we consider three cases.

**Case 1:** \( x_j \in (0, 1) \). In such a case \( \bar{x}_j = 0 \) and hence we only need to prove that \( \nabla \phi \bar{x}_j(\bar{x}) \leq \epsilon \). Since \( x \) and \( \bar{x} \) are \((\bar{x}, \bar{x})\)-close, by the \( \alpha \)-Lipschitzness of the gradient we have \( |\nabla \phi \bar{x}_j(\bar{x}) - \nabla \phi \bar{x}_j(x)| \leq \frac{\alpha}{2} \epsilon^2 \). Therefore, it is sufficient to prove that \( \nabla \phi \bar{x}_j(x) \leq \frac{\alpha}{2} \epsilon^2 \).

Consider a point \( y = x + \epsilon e_j \) which necessarily belongs to the hypercube. By the KKT condition we know that \( \phi(y) - \phi(x) \leq \frac{\alpha}{2} \epsilon^2 + \kappa \) and hence \( \phi(x) - \phi(x) \leq \frac{\alpha}{2} \epsilon^2 + \kappa \). By the mean value theorem there exists \( 0 \leq \epsilon' \leq \epsilon \) such that \( \nabla \phi(x + \epsilon e_j) \leq \frac{\alpha}{2} \epsilon + \kappa \). By the Lipschitzness of the gradient we get \( \nabla \phi(x) \leq \frac{\alpha}{2} \epsilon + \kappa \).

**Case 2:** \( x_j \in (1 - \epsilon, 1) \). We consider the point \( y = x - \epsilon e_j \) and apply the symmetric arguments to those of Case 1.

**Case 3:** \( x_j \in \{0, 1 - \epsilon\} \). We consider both points \( y = x + \epsilon e_j \) and \( y = x - \epsilon e_j \) and apply the arguments of Cases 1 and 2.

---

3.3 Formal Statement of Our Results

Our main result is as follows:

**Theorem 1.** The problems Congestion, 5-Polytensor-IdenticalInterest, Con-GD-FixedPoint, KKT, and Deg-5-GD-FixedPoint are PPAD ∩ PLS-complete.

As a corollary, we obtain the following equivalence of complexity classes.

**Corollary 2.** CCLS = PPAD ∩ PLS.

3.4 Organization

Our main technical contributions is the reduction

\( 2D-GD-FixedPoint \leq 5-Polytensor-IdenticalInterest \).

In Section 4 we provide intuition and ideas of the main reduction. The actual proof appears in the full version.

(2) implies that 5-Polytensor-IdenticalInterest and Congestion are PPAD ∩ PLS-complete. The only non-obvious aspect of extending this hardness to variants of GD-FixedPoint, is that 5-Polytensor-IdenticalInterest naturally corresponds to a potential function over a product of simplices (where each simplex corresponds to the feasible mixed strategies of each player), whereas GD-FixedPoint is defined with hypercube domain. In the full version we show how to handle non-hypercube domains.

4 MAIN RESULT: AN INFORMAL TECHNICAL OVERVIEW

In this section we provide a more detailed overview of our reduction, complementing the highlights described in Section 2.

4.1 The Utility

We find it useful for the reader to jump directly to the formula of the game’s utility, explain the notations in the utility, and explain which role each utility term plays in the reduction. See full version for details. We describe the game in the form of a sum of all local interactions, which is equivalent (with respect to Nash equilibria analysis) to a polytensor identical-interest game; see Remark 2.

The parameters that appear in the utility satisfy \( \epsilon_G \gg \epsilon_p \gg \epsilon_T \).

**Imitation utility.** The index \( p \in P \) denotes a point in the sampling. The index \( j \in J \) denotes a coordinate. The action of the guide player is denoted by \( g \). The term \( x_j^0 \) denotes the \( j \)-th coordinate of the point \( p \) (recall that this coordinate, as any other coordinate in the game, is chosen by K bit players and one veto player). The term \( y_j \) denotes the \( j \)-th coordinate of the point \( p \). The term \( i(p, j) \epsilon_S \) is the sampling shift of \( y \) which the \( x \) tries to imitate.

The quadratic imitation loss plays a central role in our reduction. This is a convenient imitation loss to work with due to two reasons. First, in a mixed Nash equilibrium analysis, even if both the \( x_j^0 \) team and the \( y_j \) team are playing mixed strategies, we have a clean formula for the expected utility from which it is clear that the \( x \) team tries to imitate the expectation of \( y_j \). Second, the fact that it is a finite degree polynomial allows us to argue that this term is in fact \( c \)-uniform polymatrix game. Note that the imitation is the most significant term in the utility and it remains most significant even if

---

\[\text{We follow the convention of [27] and restrict the KKT problem to explicit polynomials. To avoid confusions, the Karush–Kuhn–Tucker (KKT) conditions are valid for arbitrary potential functions.}\]
The term $\psi_j$ passed the boundary. Hence, for such points imitation is more correct computation is tiny (guide player chooses a point with probability 0, the incentive for computations in case the input to the circuit is pure).

By the exponential decay of the weights of wrong computations, the gain from making the imitation perfect improves the imitation loss only by $O(2^{-2K})$ which is negligible relative to the circuit, the potential, and the gradient utility terms.

**Circuit utility.** The index $l \in \mathcal{L}$ refers to a line (wire) in a circuit. Note that every point has its own circuit to compute $\phi$ and $(\Delta_j)_{j \in J}$. The term $d_j$ is the depth of the gadget. The term $w_j^p$ denotes the indicator of whether the binary action played by the player that is located at $l$-th line in the $p$-th circuit is wrong; namely, it is not the correct output of the corresponding gate given the input players’ actions.

By the exponential decay of the weights of wrong computations, the incentive of a gadget to match her predecessors is 4 times larger than her gain from correct computations of her successors. This creates an incentive for all gadget players to perform correct computations in case the input to the circuit is pure.\(^{23}\)

Note that in case the guide player chooses a point, its weight for correct computations is relatively high ($\epsilon_T$); whereas in case the guide player chooses a point with probability 0, the incentive for correct computation is tiny ($\epsilon_G$). This allows points that are located close to the boundary and are not chosen by the guide player to pass through the boundary because for such points imitation is more significant. The tiny incentive $\epsilon_T$ for correct computations appears there to reach updating of the circuit to the new input after $y_j^p$ has passed the boundary.

**Potential utility.** The term $\phi^p$ denotes the calculated potential by the circuit of the point $p$. Note that only potentials that are chosen by the guide player with positive probability appear in the utility. We prove that the guide player does not choose the problematic points with mixed input that are located on the $2^{-N_m}$ grid. Therefore, the computed potential in the utility is in fact meaningful correct potential rather than some unexpected potential that is a result of mixture of the predecessors.

**Gradient utility.** The term $\Delta_j^p$ denotes the gradient estimated by the circuit of the point $p$. Similarly to the potential utility, we note that only the values of circuits that are chosen by the guide player with positive probability are counted. The factor of $\psi_j$ incentivizes the $y$-team to increase (decrease) $\psi_j$ if $\Delta_j > 0$ ($\Delta_j < 0$).

$x$-bit imitation utility. The index $k \in [K]$ refers to the binary bits that create the real numbers $\tilde{x}_j^p$. The term $\tilde{x}_j^p$ denotes the number $x_j^p$ when we replace the $k$-th bit to be the one that the $k$-th player choose (even if she was vetoed). The role of this term is to provide an incentive for vetoed bits to update their action to the one that veto player choose for them (recall that when a bit player is vetoed, her decision does not affect $\tilde{x}_j^p$).

$y$-bit imitation utility. Similar to $x$-bit imitation.

**Bit gradient utility.** This is a technical term that allows us to apply on the $y$-team similar arguments to those we apply for the $x^p$ teams. Note that the weight of this term is extremely low: $\epsilon_T \epsilon_G$.

**Veto utility.** The index $r \in R$ refers to real numbers chosen by the $x$-teams (the real numbers that generate the points $\bar{x}^p$). The integer number $m_r^x \in [K + 1]$ is chosen by the veto player of the $x_r$ team and it denotes the bit starting from which the veto player implies her veto ($m_r^x = K + 1$ means no veto). This utility incentivizes the veto player to impose veto on less bits. This utility term is needed 24\(^{24}\)It is actually more convenient to calculate $\Delta_j(x) = \phi(x + 2^{-N_m}) - \phi(x)$ rather than the gradient whose approximation is $\Delta_j(x) = 2^{-N_m} \psi_j$.}

\[ u = - \sum_{p \in T, j \in J} (1 + 1_{[y=p]}) \left[ (\tilde{x}_j^p - \psi_j - i(p, j) \epsilon_S)^2 + \epsilon_T \sum_{p \in \mathcal{P}, l \in \mathcal{L}} (\epsilon_T + 1_{[y=p]}) 2^{-2d_l} w_j^p + \epsilon_p \sum_{p \in \mathcal{P}, j \in J} 1_{[y=p]} (\phi^p - c^p) + \epsilon_G \sum_{p \in \mathcal{P}, j \in J} \tilde{y}_j^1 1_{[y=p]} \Delta_j^p - \epsilon_T \sum_{p \in \mathcal{P}, j \in J, k \in [K]} \tilde{x}_j^p - \psi_j - i(p, j) \epsilon_S)^2 + \epsilon_T \epsilon_G \sum_{p \in \mathcal{P}, j \in J, k \in [K]} \tilde{y}_j^k 1_{[y=p]} \Delta_j^p + \epsilon_T \sum_{r \in R} m_r^x + \epsilon_T \sum_{j \in J} m_j^y \right] \]
Another angle that provides intuition about the reduction is a description of a better-reply path that converges to a gradient decent fixed point in our game. Roughly speaking the $x$ and the $y$ teams almost continuously move in the direction of the gradient until they reach a gradient decent fixed point. (The move is continuous up to a very small step size $\approx 2^{-K}$. ) Below we describe the steps of this process. For simplicity we focus on a single coordinate; for multiple coordinates these steps simply happen simultaneously.

(0) In this discussion we consider the case where the initial state of the best-reply dynamic is already quite arranged$^{25}$: the $x$-team and the $y$-team players are playing pure; all the $x$-teams perfectly imitate the corresponding $y$ shifts; no veto is imposed by the veto player at any team; all the $x$-teams and the $y$ team are located far from $2^{-N_0}$ grid and we denote $x^P \in \{a2^{-N_0},(a+1)2^{-N_0}\}$ for some integer $a \in \{2^{N_0}\}$; and finally we assume that in this region $\nabla \phi(a2^{-N_0}) > 0$.

(1) Any circuit player that is located on the input gadgets observes a bit player who plays pure and whom she tries to imitate. Therefore, this input circuit player strictly prefers to increase the value $x^P$ of her bit, so the inputs to the circuit is $x^P$. Now the guide player is no longer indifferent between all $x^P$-teams and the $y$-team are located in the next grid cell $\{(a+1)2^{-N_0},(a+2)2^{-N_0}\}$.

(2) The guide player sees identical samples in terms of the imitation loss and in terms of the computed potential and might play mix at this point.

(3) The $y$-team will be better off by deviating to $y + 2^{-K}$: this causes an imitation loss of $|P|2^{-2K} (2^{-2K} for each one of the $|P|$ $x$-teams) but increases the gradient utility by $\epsilon \sigma 2^{-K} \nabla \phi(a2^{-N_0}) > |P|2^{-2K}$. If the least significant bit of $y$ is 0 it is simply flipped to 1; otherwise consider the suffix $01...1$ beginning with the least significant 0: the $y$-vetor player prefers to imitate a 10...0 veto over the existing 01...1.

(4) After the bit players corresponding to the suffix of $y$ are vetoed, their action affects only the $y$-bit imitation term. In this term their bit is aggregated with the veto player’s assignments for the other bits. Therefore, every vetoed bit player prefers to match the action of the veto player.

(5) After all vetoed bit players have updated their bits to 100...0 the veto player prefers to cancel her veto on these players because of the veto utility.

(6) After the $y$-team has moved by $2^{-K}$ the $x$-teams prefer to move by $2^{-K}100$ in order to perfectly imitate their shifts of the $y$-team. Note that such a move does not affect the first $N_0$ bits and hence does not affect the circuit utility which continues to be perfect. Namely, each $x$-team separately updates the actions according to Steps (3),(4), and (5).

(7) The $x$ and $y$ team proceed moving in the positive direction by repeatedly applying Steps (3)-(6) until one of these teams reaches the boundary $(a+1)2^{-N_0}$.

(8) Let $x_{-1}, x_0, x_1$ denote three $x$-samples, trying to imitate $y$ with negative, zero, and positive shift, respectively. The first team that will reach the boundary is the $x_1$ team. At this point it will stop increasing $x_1$ because such a change will cause wrong computations of the circuit. Meanwhile teams $x_0$ and $x_{-1}$ proceed updating their actions and proceed imitating their shifts of $y$ perfectly.

(9) Now the guide player is no longer indifferent between all samples and she prefers to avoid choosing $x_1$ because this sample has non-perfect imitation while the computed potential at $x_1$ is the same as in $x_0$ and in $x_{-1}$.

(10) Once the guide player does not choose $x_1$ the weight of the circuit in this team becomes negligible and then the $x_1$-team prefers to increase the value $x_1$. In particular the $N_0$ most significant bits become $(a+1)2^{-N_0}$.

(11) The circuit players of the $x_1$ team update their actions according to Step (2).

(12) The computed potential $\phi((a+1)2^{-N_0})$ at $x_1$ team is now higher than the computed potential $\phi(a2^{-N_0})$ at $x_0$ and $x_{-1}$ teams and hence the guide players switches to choose team $x_1$.

(13) All $x$-teams and the $y$-team proceed to increase their values by $2^{-K}$ by repeatedly applying Steps (3)-(6) until both other teams $x_0$ and $x_{-1}$ also pass the boundary from $a2^{-N_0}$ to $(a+1)2^{-N_0}$. Now we got back to the initial state at Step (0) but now all the $x$-teams and the $y$-team are located in the next grid cell $\{(a+1)2^{-N_0},(a+2)2^{-N_0}\}$.

(14) Players repeatedly apply Steps (1)-(13) until they reach either the boundary (0 or 1) or they reach a point $x$ with approximately equal potential values at $a2^{-N_0}$ and $(a+1)2^{-N_0}$. In the former case the procedure terminates are a boundary point 0 (1) with negative (positive) gradient. In the latter case the procedure terminates at an interior point with approximately zero gradient.
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