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Explaining Deep Neural Networks

Abstract—Deep neural networks (DNNs) increasingly replace traditionally developed software in a broad range of applications. However, in stark contrast to traditional software, the black-box nature of DNNs makes it impossible to understand their outputs, creating demand for “Explainable AI”. Explanations of the outputs of the DNN are essential for the training process and are supporting evidence of the adequacy of the DNN. In this paper, we show that spectrum-based fault localization delivers good explanations of the outputs of DNNs. We present an algorithm and a tool PROTOZOA, which synthesizes a ranking of the parts of the inputs using several spectrum-based fault localization measures. We show that the highest-ranked parts provide explanations that are consistent with the standard definitions of explanations in the literature. Our experimental results on ImageNet show that the explanations we generate are useful visual indicators for the progress of the training of the DNN. We compare the results of PROTOZOA with SHAP and show that the explanations generated by PROTOZOA are on par or superior. We also generate adversarial examples using our explanations; the efficiency of this process can serve as a proxy metric for the quality of the explanations. Our measurements show that PROTOZOA’s explanations yield a higher number of adversarial examples than those produced by SHAP.

I. INTRODUCTION

Deep neural networks (DNNs) are increasingly used in place of traditionally engineered software in many areas. DNNs are complex non-linear functions with algorithmically generated (and not engineered) coefficients, and therefore are effectively “black boxes”. They are given an input and produce output, but the functional processes that generate these outputs are difficult to explain [1]. The goal of explainable AI is to create artifacts that provide a rationale for why a neural network generates a particular output for a particular input. This is argued to enable stakeholders to understand and appropriately trust neural networks [2].

A typical use-case of DNNs is to classify highly dimensional inputs such as images. DNNs are multi-layered networks with a predefined structure that consists of layers of neurons. The coefficients for the neurons are determined by a training process on a data set with given classification labels [3]. The standard criterion for the adequacy of training is the accuracy of the network on a separate validation data set. This criterion is clearly only as comprehensive as the validation data set. In particular, this approach suffers from the risk that the validation data set is lacking an important instance [4], [5].

Explanations have been claimed to address this problem by providing additional insight into the decision process of a neural network [6], [7]. Explanations can be used to guide the training process to the missing inputs and to signal when the decisions are sufficiently accurate.

State of the art: The state of the art in producing explanations for image classifiers is an approach called Shapley Additive exPlanations (SHAP) [8], which assigns an “importance value” to each pixel. The algorithm treats the classification of a multi-dimensional input as a multi-player collaborative game, where each player represents a dimension. The importance value of a pixel is the contribution it makes to the classification. This method provides a reasonable, and accurate, explanation based on game theory. In practice, owing to the computational complexity of the algorithm, the implementation approximates the solution, leading to inaccuracies. In addition, since SHAP combines multiple techniques that are conceptually different, including [9]–[11], it is intrinsically complex.

In traditional software development, statistical fault localization measures have a substantial track record of finding causes of errors to aid in the debugging process of sequential programs [12]–[15]. These measures rank program locations by counting the number of times a particular location is visited in passing and in failing executions for a given test suite and by applying a statistical formula. Hence, they are comparatively inexpensive to compute. Their precision depends on the quality of the test suite [16]–[21]. There are more than a hundred of measures mentioned in the literature [22]. Some of the most widely used measures are Zoltar, Ochiai, Tarantula, and Wong-II [23]–[26], which have been shown to outperform other measures in experimental comparisons.

Our contribution: We present PROTOZOA, which provides explanations for DNNs that classify images. Our explanations are synthesized from the ranking of image pixels by statistical fault localization measures using test suites constructed by randomly mutating a given input image. Our tool integrates four
well-known measures (Zoltar, Ochiai, Tarantula and Wong-II). Experimental results on the ImageNet data set show that our explanations are visually better than those generated by SHAP. As “visually better” is not an objective metric, we measure the efficiency of the generation of adversarial example as a proxy for the quality of our explanations. While clearly not identical to “visually better”, this metric has the advantage that it is objective and algorithmically computable. Our experimental results show that the explanations produced by PROTOZOA yield more adversarial examples than those produced by SHAP. An additional advantage of PROTOZOA is that it treats the DNN as a black-box, and that it is highly scalable.

The tool and the data for the experiments described in this paper, together with the scripts and the experimental setup, can be downloaded online.

II. PRELIMINARIES

A. Deep neural networks (DNNs)

We briefly review the relevant definitions of deep neural networks. Let \( f: \mathcal{I} \rightarrow \mathcal{O} \) be a deep neural network \( \mathcal{N} \) with \( N \) layers. For a given input \( x \in \mathcal{I} \), \( f(x) \in \mathcal{O} \) calculates the output of the DNN, which could be, for instance, a classification label. Images are still the most popular inputs for DNNs, and in this paper we focus on DNNs that classify images. Specifically, we have

\[
f(x) = f_N(\ldots f_2(f_1(x; W_1, b_1); W_2, b_2) \ldots; W_N, b_N)
\]

where \( W_i \) and \( b_i \) for \( i = 1, 2, \ldots, N \) are learnable parameters, and \( f_i(z_{i-1}; W_{i-1}, b_{i-1}) \) is the layer function that maps the output of layer \((i-1)\), i.e., \( z_{i-1} \), to the input of layer \( i \). The combination of the layer functions yields highly complex behavior, and the analysis of the information flow within a DNN is challenging. There are a variety of layer functions for DNNs, including, e.g., fully connected layers, convolutional layers and max-pooling layers.

Our algorithm is independent of the specific internals of the DNN. Given a particular input image \( x \) and \( \mathcal{N} \)'s output \( y \), we present to the user a subset of the pixels of \( x \) that explain why \( \mathcal{N} \) outputs \( y \) when given \( x \). In the following, we use \( \mathcal{N}[x] \) to denote the output of \( \mathcal{N} \) for an input image \( x \).

B. Spectrum-based fault localization (SBFL)

Our work is inspired by spectrum based fault localization \([12]–[27]\), which has been widely used as an efficient approach to automatically locate root causes of failures of programs. SBFL techniques rank program elements (e.g., statements or assignments) based on their suspiciousness scores. Intuitively, a program element is more suspicious if it appears in failed executions more frequently than in correct executions (the exact formulas for ranking differ between the measures). Diagnosis of the faulty program can then be conducted by examining the ranked list of elements in descending order of their suspiciousness until the culprit for the fault is found.

The SBFL procedure first executes the program under test using a set of inputs. It records the program executions as program spectra, meaning that the execution is instrumented to modify a set of Boolean flags that indicate whether a particular program element was executed. The task of a fault localization tool is to compute a ranking of the program elements based on the program spectra. Following the notation in \([12]\), the suspiciousness score of each program statement \( s \) is calculated from a set of parameters \( \{a_s^n, a_s^p, a_{np}, a_{nf}\} \) that give the number of times the statement \( s \) is executed \((e)\) or not executed \((n\) on passing \((p)\) and on failing \((f)\) tests. For instance, \( a_s^p \) is the number of tests that have passed and that have executed \( s \).

A large number of measures has been proposed to calculate the suspicious score of each program element. We list below some of the most widely used measures; those are also the measures that we use in our ranking procedure.

- Ochiai \([24]\):
  \[
as^e_s = \frac{a_s^e}{\sqrt{(a_s^e + a_s^n)(a_s^e + a_s^p)}}\]

- Zoltar \([23]\):
  \[
as^e_s = \frac{a_s^e}{a_s^e + a_s^n + a_s^p + \frac{10000}{a_s^e a_s^n a_s^p}}\]

- Tarantula \([25]\):
  \[
as^e_s = \frac{a_s^e}{a_s^e + a_s^n} + \frac{a_s^p}{a_s^p + a_s^n}\]

- Wong-II \([26]\):
  \[
as^e_s - a_s^p\]

The tool then presents to the user the list of program elements in the order of descending suspiciousness score. As reported in surveys \([14], [15], [22]\), there is no single best measure for fault localization. Different measures perform better on different types of applications.

III. WHAT IS AN EXPLANATION?

An adequate explanation to an output of an automated procedure is essential in many areas, including verification, planning, diagnosis, etc. It is clear that an explanation is essential in order to increase a user’s confidence in the result or to determine whether there is a fault in the automated procedure (if the explanation does not make sense). It is less clear how to define what a “useful” explanation is. There have been a number of definitions of explanations over the years in various domains of computer science \([28]–[30], philosophy \([31]\) and statistics \([32]\). The recent increase in the number of machine learning applications and the advances in deep learning led to the need for explainable AI, which is advocated, among others, by DARPA \([33]\) to promote understanding, trust, and adoption of future autonomous systems based on learning algorithms (and, in particular, image classification DNNs).

DARPA provides a list of questions that a good explanation should answer and an epistemic state of the user after receiving a good explanation. The description of this epistemic state boils down to adding useful information about the output of the algorithm and increasing trust of the user in the algorithm.

In this paper, we are going to loosely adopt the definition of explanations by Halpern and Pearl \([34]\), which is based on their

https://github.com/theyoucheng/protozoa
definition of actual causality [35]. Roughly speaking, Halpern and Pearl state that a good explanation gives an answer to the question “why did this outcome occur”, and is similar in spirit to DARPA’s informal description. As we are not defining our setting in terms of actual causality, we are omitting the parts of the definition that refer to causal models and causal settings. The remaining parts of the definition of explanation are:

1) an explanation is a sufficient cause of the outcome; 
2) an explanation is a minimal such cause (that is, it does not contain irrelevant or redundant elements); 
3) an explanation is not obvious; in other words, before being given the explanation, the user could conceivably imagine other explanations for the outcome.

In image classification using DNNs, the non-obviousness holds for all but extremely trivial images. Translating 1) and 2) into our setting, we get the following definition:

Definition 1: An explanation in image classification is a minimal subset of pixels of a given input image that is sufficient for the DNN to classify the image.

A straightforward approach to computing an explanation consistent with Definition 1 would be to check all subsets of pixels of a given image for minimalness and sufficiency for the DNN to classify the image. The run-time complexity of this approach, however, is exponential in the size of the image, and is hence infeasible for all but very tiny images. In Section IV we describe a different approach to computing an explanation and argue that it produces a good approximation for a precise explanation.

There exist other definitions of explanations for decisions of DNNs in the literature [8]. They are not used for presenting an explanation to the user, but rather as a theoretical model for ranking the pixels. We argue that our definition suits its purpose of explaining the DNN’s decisions to the user, as it matches the intuition of what would constitute a good explanation and is consistent with the body of work on explanations in AI.

IV. SPECTRUM-BASED EXPLANATION (SBE) FOR DNNs

We propose a lightweight black-box explanation technique based on spectrum fault localization. In traditional software development, SBFL measures are used for ranking program elements that cause a failure. In our setup, the goal is different: we are searching for an explanation of why a particular input to a given DNN yields a particular output; our technique is agnostic to whether the output is correct.

Constructing the test suite: SBFL requires test inputs. Given an input image \( x \) that is classified by the DNN \( \mathcal{N} \) as \( y = \mathcal{N}[x] \), we generate a set of images by randomly mutating \( x \). A legal mutation masks a subset of the pixels of \( x \), i.e., sets these pixels to the background color. The DNN computes an output for each mutant; we annotate it with “\( y \)” if that output matches that of \( x \), and with “\( \neg y \)” to indicate that the output differs. The resulting test suite \( T(x) \) of annotated mutants is an input to the Protozoa algorithm.

Analyzing \( T(x) \): We assume that the original input \( x \) consists of \( n \) pixels \( \mathcal{P} = \{p_1, \ldots, p_n\} \). Each test input \( t \in T(x) \) exhibits a particular spectrum for the pixel set, in which some pixels are the same as in the original input \( x \) and others are masked. The presence or masking of a pixel in \( x \) may affect the DNN’s output. In the following, we will use SBFL measures to find a set of pixels that constitute an explanation of the DNN’s output for \( x \).

We use SBFL measures to rank the set of pixels of \( x \) by slightly abusing the notions of passing and failing tests. For a pixel \( p_i \) of \( x \), we compute the vector \( \langle a_{ep}^i, a_{ef}^i, a_{np}^i, a_{nf}^i \rangle \) as follows:

- \( a_{ep}^i \) stands for the number of mutants in \( T(x) \) annotated with \( y \) in which \( p_i \) is not masked;
- \( a_{ef}^i \) stands for the number of mutants in \( T(x) \) annotated with \( \neg y \) in which \( p_i \) is not masked;
- \( a_{np}^i \) stands for the number of mutants in \( T(x) \) annotated with \( y \) in which \( p_i \) is masked;
- \( a_{nf}^i \) stands for the number of mutants in \( T(x) \) annotated with \( \neg y \) in which \( p_i \) is masked.

Once we construct the vector \( \langle a_{ep}^i, a_{ef}^i, a_{np}^i, a_{nf}^i \rangle \) for every pixel, we can apply SBFL measures discussed in Section II-B to rank the pixels in \( x \) for their importance regarding the DNN’s output (the importance corresponds to the suspiciousness score computed by SBFL measures). A set of top-ranked pixels (10% of the pixels for most images) is provided to the user as a heuristic explanation of the decision of the DNN. This set is chosen by iteratively adding pixels to the set in the descending order of their ranking (that is, we start with the highest-ranked pixels) until the set becomes sufficient for the DNN to classify the image.

A. Spectrum-based explanation (SBE) algorithm

We now present our algorithms for generating test suites and computing explanations. The computation of an SBE for a given DNN is described in detail in Algorithm I. Given the DNN \( \mathcal{N} \), a particular input \( x \) and a particular fault localization measure \( M \), it synthesizes the subset of pixels \( \mathcal{P}^{exp} \) that present an approximation of an explanation according to Definition 1. Algorithm I starts by calling the test inputs gen procedure to generate the set \( T(x) \) of test inputs (Line 1). It then computes the vector \( \langle a_{ep}^i, a_{ef}^i, a_{np}^i, a_{nf}^i \rangle \) for each pixel \( p_i \in \mathcal{P} \) using the set \( T(x) \). Then, the algorithm computes the ranking of each pixel according to the specified measure \( M \) (Lines 3–5).

Formulas for measures are as in Equation (2a)–(2d). The pixels are listed in the descending order of ranking (from high value to low value) (Line 6).

Starting from Line 7 in Algorithm I we construct a subset of pixels \( \mathcal{P}^{exp} \) to explain \( \mathcal{N} \)’s output on this particular input \( x \) as follows. We add pixels to \( \mathcal{P}^{exp} \) while \( \mathcal{N} \)’s output on \( \mathcal{P}^{exp} \) does not match \( y = \mathcal{N}[x] \). This process terminates when \( \mathcal{N} \)’s output is the same as on the whole image \( x \). Finally, \( \mathcal{P}^{exp} \) is returned as the explanation. At the end of this section we discuss why \( \mathcal{P}^{exp} \) is not a precise explanation according to Definition 1 and argue that it is a good approximation (coinciding with a precise explanation in most cases).

As the quality of the ranked list computed by SBFL measures inherently depends on the quality of the test suite, the choice of the set \( T(x) \) of mutant images plays an important role in
our spectrum based explanation algorithm for DNNs. While it is beyond the scope of this paper to identify the best set \( T(x) \), we propose an effective method for generating \( T(x) \) in Algorithm 2. The core idea of Algorithm 2 is to balance the number of test inputs annotated with “\( y \)” (that play the role of the passing traces) with the number of test inputs annotated with “\( \neg y \)” (that play the role of the failing traces).

The fraction \( \sigma \) of the set of pixels of \( x \) that are going to be masked in a mutant is initialized by a random or selected number between 0 and 1 (Line 2) and is later updated at each iteration according to the decision of \( N \) on the previously constructed mutant. In each iteration of the algorithm, a randomly chosen set of \( (\sigma \cdot n) \) of pixels in \( x \) is masked and the resulting new input \( x' \) is added to \( T(x) \) (Lines 4–5). Roughly speaking, if a current mutant is not classified as being the same as \( x \), we decrease the fraction of masked pixels (by a pre-defined small number \( \epsilon \)); if a current mutant is classified as \( x \), we increase the fraction of masked pixels (by the same \( \epsilon \)).

### B. Relationship between SBE \( D^{exp} \) and Definition 1

Ranking the pixels using SBFL measures and then selecting the top-ranked pixels benefits from running time complexity that is linear in the size of the set \( T(x) \) and the size of the image, and is hence much more efficient than the straightforward computation of all possible explanations as described in Section III. One of the reasons for this low complexity is that there can be many possible explanations (exponentially many, as any subset of pixels of the image can be an explanation), whereas we only need to provide one explanation to the user. It is also easy to see that the heuristic explanation that we provide is a sufficient set of pixels, since this is a stopping condition for adding pixels back to the image.

However, the set \( D^{exp} \) might not be minimal, and thus does not, strictly speaking, satisfy all conditions of Definition 1. The reason for possible non-minimality is that the pixels of \( x \) are added to the explanation in the order of their ranking, with the highest-ranking pixels being added first. It is, therefore, possible that there is a high-ranked pixel that was added in one of the previous iterations, but is now not necessary for the correct classification of the image (note that the process of adding pixels to the explanation stops when the DNN successfully classifies the image; this, however, shows minimality only with respect to the order of addition of pixels). We believe that this is unlikely, as higher-ranked pixels tend to be more important to the correct classification than lower-ranked ones when using a good SBFL measure, based on empirical evidence.

Finally, the SBEs we provide are clearly not obvious (defined in Section III), as the users do not know them in advance, thus fulfilling the condition of enriching the user’s knowledge of the DNN’s decisions.

### V. Experimental Evaluation

In this section we describe the experimental evaluation of PROTOZOA. We start with showing that explanations generated by PROTOZOA match the human intuition about an explanation for a given classification of an image (Section V-B). We continue the evaluation by comparing PROTOZOA to SHAP (Section V-C). Since the degree of the alignment of our explanations with human intuition is expensive to quantify, we introduce two proxies for comparison and demonstrate experimental results on large sets of images. As SBFL measures inherently depend on the quality of the test suite, in Section V-D we present an evaluation demonstrating an impact of the size of the set of mutants \( T(x) \) and the balance between passing and failing mutants in this set on the quality of explanations generated by PROTOZOA. Finally, in Section V-E we show that SBE can also be used to assess the quality of training of a given DNN: a non-intuitive explanation indicates that the training was not sufficient.

#### A. Setup

We implement the spectrum-based explanation (SBE) algorithm for DNNs presented in Section V in the tool PROTOZOA.
The tool supports four fault localization measures, which are Tarantula, Zoltar, Ochiai and Wong-II. We evaluate the quality of explanations provided by PROTOZOA on image inputs from the ImageNet Large Scale Visual Recognition Challenge [36], which is the most sophisticated and comprehensive benchmark for the DNN recognition problem. Popular neural networks for ImageNet such as Xception [37], MobileNet [38], VGG16 [39] and InceptionV3 [40] have been integrated into the tool.

As SBE is very lightweight, we were able to conduct all experiments on a laptop with an Intel i7-7820HQ (8) running at 3.9 GHz and with 16 GB of memory. None of the experiments require a stronger machine.

We configure the heuristic tests generation in Algorithm 2 with $\sigma = \frac{1}{5}$ and $\epsilon = \frac{1}{6}$, and the size $m$ of the test set $T(x)$ equal to 2,000. These values have been chosen empirically and remain the same through all experiments. It is quite possible that they are not fine tuned to all image inputs, and that for some inputs increasing $m$ or tuning $\sigma$ and $\epsilon$ would produce a better explanation.

Tarantula is used as the default measure in PROTOZOA. Again, this was chosen empirically, as it seems that the explanations provided by Tarantula are the most intuitive for the majority of the images.

### B. What does a well-trained DNN see?

We apply the SBE approach to Google’s Xception model to illustrate how a state-of-the-art DNN makes decisions. A recent comparison of DNN models for ImageNet [41] suggests that Xception is one of the best models for this data set.

For each input image, the Xception DNN outputs a classification of the image out of 17,000 classes, and we apply PROTOZOA to compute an explanation of this classification, that is, a subset of top-ranked pixels of the original image that explain why Xception classifies the image in the way it does.

Figure 1 exhibits a set of images and their corresponding explanations found by PROTOZOA. More results can be found at anonymized url https://github.com/theyoucheng/protozoa, and we encourage the reader to try PROTOZOA with different input images and neural network models.

Overall, the explanations computed by PROTOZOA match human intuition. It is straightforward for a human to identify which part of the image is supposed to trigger the DNN’s decision. As we show later, the explanations can also be used to assess the quality of the training of the DNN. As Xception is a high-quality, well-trained DNN, the explanations for its decisions are highly consistent with our intuition, and, in particular, do not contain significant parts of the background, which should be irrelevant for the DNN’s decision.

### C. Quantitative evaluation

As this is the first paper that applies spectrum-based fault localization to explaining the outputs of deep neural networks, we focus on the feasibility and usefulness of the explanations, and less on possible performance optimizations.

We compare PROTOZOA with SHAP [1] the state-of-the-art machine learning tool to explain DNN outputs. Given a particular input image, SHAP assigns each of its pixels an importance value; higher values correspond to pixels that are more important for the DNN’s output. The explanation then can be constructed by identifying the pixels that are top ranked. For the comparison between the tools, we replace the pixel_ranking in Algorithm 1 with the importance ranking computed by SHAP.

We use MobileNet as the DNN model that is to be explained: it is is nearly as accurate as VGG16, while being 27 times faster [38]. Moreover, we have observed that the explanations generated for several mainstream ImageNet models, including Xception, MobileNet and VGG16, are largely consistent.

It is challenging to evaluate the quality of DNN explanations, owing to the lack of an objective measure. As we saw in Section V-B, the quality of explanations is a matter of perception by humans. To compare several explanations for DNN outputs automatically at a large scale, we need computable metrics. We design two proxies for this purpose: (1) the size of generated explanations, and (2) the generation of adversarial examples.

**Size of explanations:** An explanation computed by Algorithm 1 is a subset $P^{exp}$ of top-ranked pixels out of the set $P$ of all $224 \times 224$ pixels that is sufficient for the DNN to classify the image correctly. When comparing explanations, the ranking for PROTOZOA is computed as described in the algorithm; for SHAP, we use the importance values of the pixels. We define the size of the explanation as $\frac{|P^{exp}|}{|P|}$. Intuitively, the smaller this size is, the more accurately we captured the decision process of the DNN, hence smaller explanations are considered better.

Figure 2 gives the comparison with respect to the size of generated explanations between our SBE approach and SHAP. For each point in Figure 2, the position on the $x$-axis indicates the size of the explanation, and the position on the $y$-axis gives the accumulated percentage of explanations: that is, all generated explanations with smaller or equal sizes. Figure 2 contains the SBE results for four SBE measures (Ochiai, Zoltar, Tarantula and Wong-II) that are used for ranking; the blue line for PROTOZOA represents the explanation with smallest size among the four measures.

The data in Figure 2 allows us to make the following observations.

- Using spectrum-based ranking for explanations is significantly better in terms of the size of the explanation compared to SHAP on the images in ImageNet.
- Except for Wong-II, the results produced by spectrum-based measures are very close to each other; on the other hand, no single measure consistently outperforms the others on all input images; hence PROTOZOA, which chooses the smallest explanation for each image, outperforms all individual measures.

Figure 3 gives an example of an input image (“original image”, depicting a raccoon) and the explanations produced when using four SBFL measures and when using SHAP. We can

https://github.com/slundberg/shap
Fig. 1: Input images and explanations for Xception model (ImageNet validation data set)

Fig. 2: Comparison between our SBE approach and SHAP in the size of generated explanations (MobileNet, ImageNet validation data set)

see that the explanation based on SHAP’s importance values classifies many background pixels as important, hence resulting in a large explanation. By contrast, Tarantula top-ranks the pixels that belong to the raccoon’s head (and are presumably the most important for correct classification), resulting in a much smaller explanation. On this image, Ochiai and Zoltar produce similar explanations (better than SHAP, but worse than Tarantula), and Wong-II, while localizing a part of the raccoon’s image, gives a high ranking to more background pixels than any of the other SBFL measures.

Another observation that is illustrated well by Figure 3 and that holds for almost all images in our evaluation, is that explanations based on SHAP’s importance values tend to resemble low-resolution variants of the original images. They consist of sets of pixels spread across the entire image, and include a lot of background. By contrast, our explanations focus on one area that is crucial for classifying the image.

Generation of adversarial examples: Adversarial examples [42] are a major safety concern for DNNs. An adversarial example is defined to be a perturbed input image that is a) very close to an image in the data set and that is b) classified with a different label by the DNN. In this section, we use adversarial examples as a proxy to compare the effectiveness of spectrum-based explanations and SHAP. In particular, following the ordering of pixels according to their ranking (from the SBE approach or SHAP), we change the original image pixel by pixel starting from the top-ranked ones until the DNN changes its classification, i.e., an adversarial example is found. We limit the number of changed pixels to 10%. We then record the number of pixels changed (normalized over the total number of pixels) in the adversarial example. In our setup, changing a pixel means assigning it black color.

There is a significant body of research dedicated to the efficient generation of adversarial examples [43–45], and
we do not attempt to compete with the existing specialised methods. Notably, adversarial examples can be generated by changing a single pixel only [46]. In our setup, the changes to pixels are inherently pessimistic (in other words, there might be another color that leads to more a efficient generation of adversarial examples). We remind the reader that our framework for generating adversarial examples is solely used as a proxy to assess the quality of explanations of PROTOZOA and SHAP.

more than 2% of pixels); hence PROTOZOA, which chooses the smallest modification for each image, outperforms all individual measures significantly.

The experiment shows that the ranking computed by the SBFL measures is more efficient than the one computed by SHAP for guiding the generation of adversarial examples. This result is consistent with the results in Figure 2.

D. Tuning the parameters in Algorithm 2

In this section we study the effect of changing the parameters in Algorithm 2 and, specifically, the size of the set of mutant images \(T(x)\) and the parameters \(\sigma\) and \(\epsilon\) that are used for generating passing and failing mutants. We show that, as expected, the quality of explanations improves with a bigger set of tests \(T(x)\); however, changing the balance between the passing and the failing mutants in \(T(x)\) does not seem to have a significant effect on the results.

We conduct two experiments. In the first experiment, we study the effect of changing the size of \(T(x)\) by computing the ranking using the different mutant sets. In the original setup, \(|T(x)| = 2,000\). We generate a smaller set \(T'(x)\) of size 200, and we compare the explanations obtained when using \(T(x)\) to the ones obtained when using \(T'(x)\). In Figure 6, we show the average size of the explanations for different SBFL measures and sets of mutant images of size 200 and 2,000.

As expected, the quality of SBEs improves, meaning they have fewer pixels, when more test inputs are used as spectra in Algorithm 1. This suggests that the effort of using a large set of test inputs \(T(x)\) is rewarded with a high quality of the generated explanations for the decisions of the DNN. We remark that this observation is hardly surprising, and is consistent with prior experience applying spectrum-based fault localization measures to traditional software.

In Figure 4 we record the running time of PROTOZOA for different \(|T(x)|\) and compare it to the running time of SHAP. The running time of PROTOZOA is separated into two parts: the time taken for the execution of the test set \(T(x)\) (Algorithm 2) and the time taken for the subsequent computation of the ranked list and extracting an explanation (Algorithm 1). It is easy to see that almost the whole execution time of PROTOZOA is dedicated to the extraction of \(T(x)\). When comparing the explanation extraction only, PROTOZOA is more efficient than SHAP. Hence, if the set \(T(x)\) is computed in advance or is given to PROTOZOA as an input, the computation of SBE is very lightweight. Another alternative for improving the running time is to first execute PROTOZOA with a small set \(T'(x)\) (of
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Fig. 3: Explanations obtained using four SBE measures and SHAP
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Fig. 4: Comparison between our SBE approach and SHAP in adversarial quality (MobileNet, ImageNet validation data set)

![Algorithm 1](Image 456x670 to 517x731)

Algorithm 1. This suggests that the effort of using a large set of test inputs \(T(x)\) is rewarded with a high quality of the generated explanations for the decisions of the DNN. We remark that this observation is hardly surprising, and is consistent with prior experience applying spectrum-based fault localization measures to traditional software.

In Figure 4 we record the running time of PROTOZOA for different \(|T(x)|\) and compare it to the running time of SHAP. The running time of PROTOZOA is separated into two parts: the time taken for the execution of the test set \(T(x)\) (Algorithm 2) and the time taken for the subsequent computation of the ranked list and extracting an explanation (Algorithm 1). It is easy to see that almost the whole execution time of PROTOZOA is dedicated to the execution of \(T(x)\). When comparing the explanation extraction only, PROTOZOA is more efficient than SHAP. Hence, if the set \(T(x)\) is computed in advance or is given to PROTOZOA as an input, the computation of SBE is very lightweight. Another alternative for improving the running time is to first execute PROTOZOA with a small set \(T'(x)\) (of
When SBFL measures are applied to software, the quality of the ranking is known to depend on the balance between passing and failing traces in the test suite. In our setting, this is the balance is between the tests labeled with “$y$” and with “$\neg y$” in $T(x)$. That balance is controlled by the parameters $\sigma$ and $\epsilon$. We test the dependence of the quality of SBEs on this balance between the tests directly by designing the following two types of test suites (both with 2,000 tests):

- the “Type-$y$” kind of $T(x)$ is generated by adding an additional set of tests annotated with “$y$”; and
- the “Type-$\neg y$” kind of $T(x)$ is generated by adding an additional set of tests annotated with “$\neg y$”.

Thus, instead of relying on $\sigma$ and $\epsilon$ to provide a balanced set of tests, we tip the balance off intentionally. We then run PROTOZOA with these two types of biased sets of tests.

Figure 8 gives the sizes of explanations for the two types of sets of tests. It is easy to see that the PROTOZOA algorithm is remarkably robust with respect to the balance between the different types of tests in $T(x)$ (as the columns are of roughly equal height). Again, Wong-II stands out and appears to be more sensitive to the ratio of failing/passing tests in $T(x)$.

200 tests), and to generate a large $T(x)$ only if the explanation is low quality.

An important use-case of explanations of DNN outputs is assessing the adequacy of training of the DNN. To demonstrate this, we have trained a DNN on the CIFAR-10 data set [47]. We apply PROTOZOA after each iteration of the training process to the intermediate DNN model. In Figure 9, we showcase some representative results at different stages of the training.

Overall, as the training procedure progresses, explanations of the DNN’s decisions focus more on the “meaningful” part of the input image, e.g., those pixels contributing to the image (see, for example, the progress of the training reflected in the explanations of DNN’s classification of the first image as a “cat”). This result reflects that the DNN is being trained to learn features of different classes of inputs. Interestingly, we
also observed that the DNN’s feature learning is not always monotonic, as demonstrated in the bottom row of Figure 9: after the 10th iteration, explanations for the DNN’s classification of an input image as an “airplane” drift from intuitive parts of the input towards pixels that may not fit human interpretation (we repeated the experiments multiple times to minimize the uncertainty because of the randomization in our SBE algorithm).

The explanations generated by PROTOZOA may thus be useful for assessing the adequacy of the DNN training; they may enable checks whether the DNN is aligned with the developer’s intent when training the neural network. The explanations can be used as a stopping condition for the training process: training is finished when the explanations align with our intuition.

VI. THREATS TO VALIDITY

Lack of ground truth: When evaluating the generated explanations, there is no ground truth to compare. Ultimately, we use two proxies, the size of the explanation and the effort required for generating adversarial examples.

Selection of the dataset: In this paper, we focus on the image recognition problem for high-resolution color images and collect most of the experimental results using the ImageNet data set. Small benchmarks and problems may have their own features that differ from what we report in this paper. It is known that, in traditional software, the performance of different spectrum-based measures can vary dramatically given the benchmark used. SHAP has been applied to DNNs with non-image input.

Selection of SBFL measures: We have only evaluated four spectrum-based measures (Ochiai, Zoltar, Tarantula and Wong-II). There are hundreds more such measures, which may reveal new observations.

Selection of parameters when generating test inputs: When generating the test suite T(x), we empirically configure the parameters in the test generation algorithm. The choice of parameters affects the results of the evaluation and they may be overfitted.

Adversarial example generation algorithm: There is a variety of methods to generate adversarial examples, including sophisticated optimization algorithms. Instead, as a proxy to evaluate the effectiveness of explanations from PROTOZOA and SHAP, we adopt a simple method that blacks out selected pixels of the original image. A more sophisticated algorithm might yield different results, and might favor the explanations generated by SHAP.

VII. RELATED WORK

This work connects two seemingly distinct research topics: spectrum-based fault localization and explainable AI. We briefly summarize related research from software engineering and machine learning.

Machine learning: Explanation or interpretation of deep learning is a very active area in machine learning. Explanations of trained models is done by visualising hidden neurons, ranking input dimensions and other methods. LIME [9] interprets model predictions by locally approximating the model around a given prediction. Based on LIME and a few other methods [48]–[51], SHAP [8] suggests a general additive model and defines the importance value of each pixel as its Shapley value in a multi-player cooperative game, where each player represents a pixel. SHAP is the most up-to-date ranking method, and is compared with our method in the paper. The core of our proposed SBE method is also pixel ranking, however, our ranking uses the suspiciousness score computed by SBFL measures.

Fault localization: Our SBE approach is closely related to fault localization. Besides the spectrum-based fault localization [12]–[26] discussed earlier in this paper, there are a large number of further fault localization methods, e.g., model based [52], slice based [54], interaction driven [55], semantic fault localization [58] and a number of others [59]–[62]. As indicated in work like [27], [63]–[65], there may be merit in combining different fault localization methods. Meanwhile, work like [66]–[69] focus on better constructing or optimizing the test suite for fault localization. Fault localization is related to automating fixes for programs [70], [71]. Genetic programming can be used to improve SBFL [72], [73].

Software engineering for AI: There is a broad body of work on applying software engineering research to deep learning, and this paper is aligned with this idea. Among them, DeepFault [74] is closest to ours. It applies spectrum-based fault localization to identify suspicious neurons that are responsible for inadequate DNN results; it is a white-box method and it was only tested on small benchmarks such as MNIST [75] and
CIFAR-10 [47]. In [76], symbolic execution is used to find important pixels for the MNIST data set. In [77—79], multiple structural test coverage criteria have been proposed for DNNs with the goal to support testing. The growing safety concern in deep learning based autonomous systems drives the work on testing methods for the DNN component [80—82]. A number of testing approaches have been adopted for testing DNN models [83—89]. The most popular library to implement DNNs is TensorFlow [90] and an empirical study of TensorFlow program bugs can be found in [91].

VIII. CONCLUSIONS

This paper advocates the application of spectrum-based fault localization for the generation of explanations of the output of neural networks. We have implemented this idea in the tool PROTOZOA. Experimental results using advanced deep learning models and comparing our tool with SHAP confirm that our spectrum-based approach to explanations is able to deliver good explanations for DNN’s outputs at low computational cost.

This work can be extended in numerous directions. We have demonstrated that applying well-known spectrum-based fault localization measures is useful for providing explanations of the output of a DNN. As these measures are based on statistical correlation, it may be the case that measures that work well for fault localization in general software are inadequate for DNNs; it may be worthwhile to investigate new measures that are specialized for DNNs. Our work uses random mutation to produce the set of test inputs. While this is an efficient approach to generate the test inputs, it may be possible to obtain better explanations by using a more sophisticated method for generating the test inputs; an option are white-box fuzzers such as AFL.

Another direction is to extend the explanation-based approach to other areas where DNNs are used. While the type of explanations we construct in this paper works well for images, it might be that for other input types other techniques will be more suitable. Finally, as our algorithm is agnostic to the structure of the DNN, it applies immediately to DNNs with state, say recurrent neural networks for video processing. Future work could benchmark the quality of explanations generated for this use case.
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