Abstract

Humans understand a set of canonical geometric transformations (such as translation and rotation) that support generalization by being untethered to any specific object. We explore inductive biases that help a neural network model learn these transformations in pixel space in a way that can generalize out-of-domain. Specifically, we find that high training set diversity is sufficient for the extrapolation of translation to unseen shapes and scales, and that an iterative training scheme achieves significant extrapolation of rotation in time.

1 Introduction

Humans have a unique ability to generalize knowledge outside the scope of prior experience \([1,2,3]\), while artificial agents struggle to apply knowledge to distributions outside the convex hull of their training data \([4,5]\). To achieve such generalization, humans seem to learn a set of primitive abstract structures, like the 1D ordinal scale \([6]\) and the grid-like representation \([7]\). These structures can also be thought of as symmetry functions; transformations that are in some way invariant to the identity of their arguments. As a concrete example, we can imagine moving any object around in space, regardless of its identity. A fundamental question is how do humans learn symmetry functions?

We hypothesize that during development, infants learn a set of canonical transformations - the translation and rotation of objects - that are grounded in the sensorimotor system \([8]\), and learned as a consequence of predicting the sensory results of primitive actions \([9]\). The abilities to translate and rotate arbitrary objects then become our first abstract affordances \([10]\). Indeed, infants that spend more time playing with blocks are better at abstract mental rotation tasks \([11]\), and there is even evidence that motor action is crucial for the development of abstract social reasoning \([12,13]\).

Our aim is to model part of this process by presenting a fully convolutional neural network \([14]\) with a 2-dimensional shape, and training it to predict the effect of a translation or a rotation of that shape in pixel space. This is analogous to predicting tactile or visual signals resulting from a simple movement or saccade \([15,16]\). We do not explicitly model motor actions, but rather transform the image by hand, and feed the result back to the model. We then test the extent to which such predictions generalize out of domain along dimensions such as shape, size, and time. Evidence of out of domain (o.o.d.) generalization would suggest that the network has learned a symmetry function.

We assume that, in order to learn symmetry functions, we must introduce principled inductive biases. The first is convolution itself, which has proven capable of learning representations corresponding to those found in the human brain \([17]\). Second, to constrain the network to learn a primitive function that can apply to any shape, we assume it requires exposure to a sufficiently diverse set of examples. We therefore operationalize and vary ‘diversity’ as the number of distinct shapes present in the training set. We then consider the effects of iteration during training, based on the idea that sequential applications of the same transformation should maintain the identity of an object (i.e. object permanence \([18]\)). We find that diversity and iteration can trade off with each other to produce o.o.d. generalization of learned transformations.
2 Method

Environment All training stimuli were shapes contained within a 64x64 pixel grid space. We constructed irregular N-sided polygonal shapes by first sampling N angular distances between 0 and $2\pi$, and then sampling a radial distance (from a centroid with horizontal and vertical offsets $x$ and $y$) at each of these angles uniformly between 0 and a scale parameter $r$. This produced a set of vertices; pixels within the convexity of the vertices were set to 1, and pixels outside were set to 0. This produced a combinatorically large set of possible shapes. This procedure for shape generation is most similar to Attneave forms [19] and also bears relation to the method of Fourier descriptors [20], but was selected due its computational speed and interpretable manipulations of shape parameters. Once generated, each shape was used as the input to a fully convolutional neural network, and was transformed in one of the following ways to generate the target for training: for translation, shift 2 pixels to the right; for rotation, rotate $\frac{\pi}{2}$ radians clockwise. These transformations were hard-coded but meant to represent a set of innate primitive actions.

Model Architecture The model was a fully convolutional autoencoder. The encoder consisted of 3 convolutional layers, the first with 16 3x3 kernels, (stride=2, padding=1), the second with 32 3x3 kernels (stride=2, padding=1), and the last with 64 7x7 kernels (stride=1, padding=1). The decoder had 3 layers (padding=1, output padding=1) that inverted these operations with transposed convolution layers that were mirror images of the encoder layers (i.e. layers in the decoder had stride $\frac{1}{2}$ when the corresponding layer in the encoder had stride of 2). This produced an output with the same dimensions as the input image. All layers were followed by rectified linear (ReLu) activations. Since the network was fully convolutional, it could also accept any input grid size. All weights were initialized using Xavier uniform initialization.

Training The networks were trained by providing a randomly generated shape as input, and back-propagating the mean squared error (MSE) loss between the output of the network and the appropriately transformed target shape. We trained separate networks on translation and rotation. For translation, inputs were shapes with parameters (in pixel units) sampled from $r \in [5,7]$, $x \in [20,25]$ and $y \in [20,40]$, and targets were input shapes with $x$ increased by 2. For rotation, inputs were shapes with parameters $r \in [7,10]$, $x = 32$ and $y = 32$, and targets were input shapes rotated clockwise by $\frac{\pi}{25}$ radians (compared to translation, these shapes were centered and slightly larger). Weight updates were performed with the ADAM optimizer, using a learning rate 5e-4, weight decay of 1e-5, and minibatch size of 32. Networks were all trained for 100,000 steps. In order vary diversity, we trained a separate set of networks for each of 100, 500, 1000, 10000 and ‘inf’ items in the training set (‘inf’ involved generating new images on the fly every batch, to approximate an infinite diversity of shapes). To vary iteration, we introduced a training variant that treated the network as an iterated function, based on the principle that $f(n_{t+1}) = f(f(n_t))$, where $f$ is a translation or rotation function and $n_t$ is a shape after $t$ transformations. For each input, the final output was generated by $k$ applications of the network. In other words, the output was passed back through the network as input $k$ times, and the final output was compared with the target image (initial image transformed $k$ times, for example, $k\frac{\pi}{25}$ clockwise rotations). The accumulated gradient from these passes was then used to perform a single weight update. For each training batch, the integer $k$ was sampled uniformly between 1 and $M$, with a separate network trained for $M$ ranging from 1 and 9 to assess the effect of varying the amount iteration. While this procedure resembles recurrent neural networks like the LSTM [21], it differs in that it accepts only a single input (whereas recurrent networks usually accept sequences) and it only propagates the output, rather than a hidden network state, so it is memory-less. This procedure has in fact been successfully used to generate rotations of 3D shapes [22].

Testing At test time, the networks were presented with new shapes, and then repeatedly applied (outputs passed back as inputs) to assess the correspondence between each successive transformation and the correct shape at that time point (not to be confused with the iterative training procedure). Accuracy was defined as the sum of pixel errors expressed as a fraction of the area of the target shape. We used a selection of test datasets to assess out of domain extrapolation along dimensions like shape, size, and time (time defined as repeated transformation of a stimulus). Each test data set contained 500 shapes.
Translation networks were tested far out of domain from the training set, using a set of shapes with a much larger overall radius parameter \( r \) (50 pixels), with hollow-centers (to change the shape distribution), and presented in a 512x512 grid (a much larger scale). Rotation networks were tested over the same distribution as their training sets in terms of shape and scale, as they failed to extrapolate to very different shapes or a larger grid size. In the case of rotation, we focused on extrapolation in time; since networks were trained only on one, or a small number (1-9) of iterations, repeatedly transforming stimuli much longer than that at test time (up to 50 times) would reflect extrapolation. As well, due to the combinatorial size of the shape space, I.I.D. generalization rather than memorization was still necessary to succeed at this task.

3 Results

The best translation network (Div. inf, It. 1) was capable of nearly perfect out of domain generalization (Fig. 1, Left), as it was able to translate novel, large shapes at previously unseen scales and locations. Shapes also maintained their identity with repeated transformations of this network (i.e. while many networks produced a reasonable output at Time = 1, the best networks were accurate even at Time = 50). Interestingly, all that was necessary for this capacity was the ‘inf’ diversity condition. In fact, with high diversity, iterative training slightly hurt performance (Fig. 1, bottom left). Conversely, there was an apparent trade-off at lower levels of diversity, where iteration could improve performance (As a concrete illustration of this, after 50 time steps, the Div. 500, It. 9 network achieved a mean accuracy of 0.9, while the Div. 10000, It. 1 network achieved slightly lower accuracy of 0.84).

The best rotation network (Div. inf, It. 9) was capable of extrapolation in time, as can be seen visually by comparing its outputs to ground truth images (Fig. 1, top right). The trade-off between iteration and diversity was also clear here as indicated by the diagonal colour gradient in the Time = 50 grid (Fig. 1, bottom right). However, unlike for translation, optimal performance at rotation was by maximizing both diversity and iteration during training. It is worth noting that greater iteration had the opposite effect at Time = 1 (it hurt performance). This indicates that iteration does not simply tighten the error tolerance of each network output to achieve greater stability in time (shown in Fig. A.1 for additional values of iteration). These iterative networks were also more stable in time than networks trained to rotate large angles in a single pass (Fig. A.2), so iterative networks rotate at smaller increments while maintaining greater accuracy over time.

4 Discussion

In this work, we tested the ability of auto-encoders to extrapolate learned transformations in pixel space. Using convolution and high enough training set diversity, translation networks learned the correct symmetry function, that is, the arbitrary shift of 1-valued pixels. This network was capable of significant extrapolation with respect to shape, scale, and time. Recent work has proven that simple ReLu MLP networks will extrapolate linear functions with enough diversity in their training set \cite{23}, and here we provide empirical support outside the range of this theoretical result for convolutional networks in image space. This result is also consistent with the diversity effect seen in human psychology \cite{24}, and with recent evidence that diversity is required for generalization in reinforcement learning tasks \cite{25}.

The rotation network did not extrapolate with regard to shape or scale, but a combination of iteration and diversity resulted in stable rotation far past the time horizon seen during training, or in other words, extrapolation in time. Prior work has investigated this kind of temporal extrapolation in recurrent networks, but solutions usually required baking in a conservation law of some sort \cite{26, 27}. Here, we propose that conservation of shape emerges from the symmetry implied by training the networks as iterated functions; as Noether’s theorem states, for any symmetric action, there is a corresponding conservation law \cite{28}. Closest to this work is the iterative generative adversarial network which learned 3D rotation using a similar iterative training technique; however, that work did not assess how different amounts of iteration during training impacted extrapolation in time \cite{22}. Iteration is also a plausible mechanism in humans - psychological data for mental rotation suggests that we transform objects iteratively (since larger angles of rotation elicit longer reaction times) \cite{29}, and there is evidence that discrete temporal context updating by recurrent thalamocortical loops serves predictive learning in the brain \cite{30}.
Finally, we found an interesting interaction between diversity and iteration, where each could partially make up for less of the other to produce o.o.d. generalization capacities. Based on all these results, we suggest that humans may use these strategies synergistically during development in order to learn canonical transformations. Intuitively, a child may optimally learn to predict the sensory effects of these transformations by both transforming many different objects as well as repeatedly transforming the same object. In this way, they are able to abstract canonical transformations away from individual object instances, while maintaining a sense of object permanence.

For future work, we aim to investigate why networks easily learned the correct translation symmetry function, which only required high training set diversity, but had difficulties learning a rotation function that could extrapolate along dimensions like shape or scale. We hypothesize this was because the translational invariance built into convolution was well aligned with the task of translation, but less so with rotation. We predict that using a rotationally-invariant convolution [31] might solve this problem, and are currently extending our analysis in that direction.
Broader Impact

In machine learning, failures to extrapolate knowledge into unfamiliar domains severely limits the effectiveness of automation in areas like diagnostics or medical imaging [32], and results in unacceptable bias when, for example, a network that is trained on a majority population performs poorly on and under-represented one [33]. At a time when society is experiencing an explosion in big data/automation in the context of systemic inequity, understanding the development of extrapolative capacity is important given our goal to engineer fair and equitable machine learning models.
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Figure A.1: Top: Mean squared error (MSE) on I.I.D. test set at each time step for 9 trained rotation networks. The label ‘It. = N’ indicates that during training, the number of iterations of the network on a given batch was sampled uniformly between 1 and N. Bottom: the same plot blown up to visualize the first 6 time-steps. Of note, networks trained with higher iterations actually have a worse MSE at the first time step, but achieve a much better MSE in the long run. Confidence intervals represent standard error between 3 identically trained networks.
Figure A.2: Comparison of iteratively trained rotation networks (It. 1 through 9) with networks that
were trained to rotate a specified angular distance in a single forward pass. For example, if the
network It. 5 experienced between 1 and 5 iterative passes during training, then the comparison
network was trained to rotate an object by 5 minimal rotations (5MR or $\frac{5\pi}{25}$ radians) in a single
pass. For higher values of iterations/MR, the iteratively trained networks have improved performance
over time, as indicated by mean squared error loss (MSE), even though they are rotating objects
using many more steps (1 minimal rotation at a time). Confidence intervals represent standard error
between 3 identically trained networks.