APPROXIMATING MOVING POINT SOURCES IN HYPERBOLIC PARTIAL DIFFERENTIAL EQUATIONS

YLVA LJUNGBERG RYDIN AND MARTIN ALMQUIST

Abstract. We consider point sources in hyperbolic equations discretized by finite differences. If the source is stationary, appropriate source discretization has been shown to preserve the accuracy of the finite difference method. Moving point sources, however, pose two challenges that do not appear in the stationary case. First, the discrete source must not excite modes that propagate with the source velocity. Second, the discrete source spectrum amplitude must be independent of the source position. We derive a source discretization that meets these requirements and prove design-order convergence of the numerical solution for the one-dimensional advection equation. Numerical experiments indicate design-order convergence also for the acoustic wave equation in two dimensions. The source discretization covers on the order of \( \sqrt{N} \) grid points on an \( N \)-point grid and is applicable for source trajectories that do not touch domain boundaries.

1. Introduction

Point sources are frequently used to model, for example, sources of acoustic [7] and elastic [1] waves. Point sources are also used to represent boundaries and interfaces in level set methods [16] and immersed boundary methods [9]. In many applications, the point sources are actually moving. Unless the source velocity is orders of magnitude smaller than the wave speed, accurate solution requires that the source movement is taken into account.

Petersson et al. [10] derived stationary source discretizations for hyperbolic partial differential equations discretized with finite difference methods. They proved that by enforcing both moment conditions and smoothness conditions, design-order convergence is achieved away from the source. Their work builds on the work by Waldén [15], who developed theory for 1D point source discretizations for elliptic and parabolic partial differential equations. This theory was extended to source discretizations in higher dimensions by Tornberg and Engquist [14]. A different class of point source discretizations that works well with level set methods was proposed by Zahedi and Tornberg [16]. This type of point source has compact support in Fourier space. As a result, the source discretization is formally global in physical space. However, the source discretization coefficients decay rapidly away from the
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source position, which makes it possible to window the source discretization to a finite width and still satisfy a given error tolerance.

The objective of this paper is to extend the work of Petersson et al. [10] to moving sources. Interestingly, although their source discretization is valid for any fixed source position \( x_0 \), a straightforward method-of-lines discretization that uses their source fails to converge when \( x_0 \) is time-dependent (see Section 2). To understand why, we repeat the accuracy analysis in Petersson et al. [10] with a nonzero source velocity taken into account. The analysis reveals two problems with the method-of-lines approach. First, it may excite modes whose numerical phase velocity equals the source velocity, causing a “numerical sonic boom”. Second, the source spectrum amplitude depends on the distance between the source position and the closest grid point. As the source moves, its spectrum fluctuates with a period proportional to \( h^{-1} \), where \( h \) denotes the grid spacing. Our convergence proof relies on a “motion-consistent” source discretization with position-independent spectrum amplitude.

This paper is organized as follows. In Section 2, the need for a new source discretization is motivated by a comparison between different discretizations of the acoustic wave equation in one dimension. In Section 3, we study the exact solution to the one-dimensional advection equation with a moving point source. Section 4 introduces a spatial discretization of the advection equation. In Section 5, the motion-consistent source is introduced, and design-order convergence is proved for the advection equation. Next, in Section 6, we show that the motion-consistent source, which formally has global support in physical space, can be windowed to a width proportional to \( \sqrt{N} \) grid points on an \( N \)-point grid. Section 7 describes the numerical implementation of the motion-consistent source. The convergence properties are verified by numerical experiments with the advection equation in Section 8. In Section 9, numerical experiments that indicate design-order convergence for the two-dimensional wave equation with an accelerating source are presented. Section 10 concludes the work.

2. Motivation

To motivate the need for a new type of point source discretization, we consider the acoustic wave equation on the real line,

\[
\begin{align*}
\rho \frac{dv}{dt} + \theta &= 0, \\
\frac{1}{K} \frac{d\theta}{dt} + v_x &= g(t)\delta(x - x_0(t)),
\end{align*}
\]

where \( \theta \) is pressure, \( v \) is particle velocity, \( \rho \) is density, \( K \) is bulk modulus, \( g(t) \) is the source time function, \( \delta \) is the Dirac delta distribution, and \( x_0(t) \) is the source trajectory. The wave speed is \( c = \sqrt{\frac{K}{\rho}} \). In this example we set \( K = 1 \) and \( \rho = 1 \), which gives \( c = 1 \). We impose homogeneous initial data at \( t = 0 \). The smoothness of the solution is determined by the smoothness of \( g \) and \( x_0 \). We choose the Gaussian source time function

\[
g(t) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-t_0)^2}{2\sigma^2}},
\]
with \( \sigma = \frac{1}{5} \) and \( t_0 = 2 \). We let the source move with constant velocity \( v_0 = 0.3 \) and set

\[
x_0(t) = 1.6 + v_0 t.
\]

Figure 1 shows the pressure component of the exact solution at time \( t = 2 \).

![Figure 1. Exact solution of the acoustic wave equation with a moving point source and a Gaussian source time function.](image)

To discretize (2.1) we truncate the real line to the interval \([0, 4]\) and impose periodic boundary conditions. We use 400 grid points, which yields the grid spacing \( h = 0.01 \). In what follows, we will pay particular attention to the highest mode \( k \) that can be represented on the grid: the mode \( |kh| = \pi \), which we refer to as the \( \pi \) mode. Our discretizations take the form

\[
\begin{align*}
\frac{dv}{dt} + \partial_+ \theta &= 0 \\
\frac{d\theta}{dt} + \partial_- v &= g(t)\delta(x_0(t)).
\end{align*}
\]

where \( \partial_\pm \) are finite difference operators and \( \delta(x_0(t)) \) denotes the discrete approximation of \( \delta(x - x_0(t)) \). If a choice of \( \delta(x_0) \) produces a convergent method, we say that \( \delta(x_0) \) is a \textit{motion-consistent} discretization of the \( \delta \) distribution.

We will investigate the performance of the following two finite difference (FD) methods:

(FD 1) \textbf{Centered stencil}. This method is given by \( \partial_+ = \partial_- = \partial \), where \( \partial \) denotes the standard centered fourth order finite difference operator. This method propagates the \( \pi \) mode with phase velocity 0. This implies that there is some wavenumber \( k_* \), \( |k_*h| < \pi \), which propagates with the source velocity, as illustrated in Figure 2. This method is therefore vulnerable to the \textit{numerical sonic boom}, which is discussed in detail in Section 5.

(FD 2) \textbf{Dual-pair stencil}. This method, introduced in [4], is given by \( \partial_\pm = \partial \pm B \), where \( \partial \) is a centered operator and \( B = B^\top \) is chosen so that \( \partial_\pm \) are upwind/downwind operators. We use the fifth order upwind/downwind
operators whose footprints are offset by one compared to the sixth order centered operator. The numerical phase velocity of this method is strictly larger than \( v_0 = 0.3 \) (see Figure 2). Hence, this method avoids the numerical sonic boom in the test case studied in this section.

![Figure 2](image.png)

**Figure 2.** Phase velocity for the 4th order centered stencil (FD 1) and the 5th order dual-pair stencil (FD 2). The sonic boom wavenumber corresponding to source velocity \( v_0 = 0.3 \) is indicated by a circle.

The stationary source discretizations in [10, 11] are based on discrete \( \delta \) distributions \( \delta_{x_0} \approx \delta(x - x_0) \) of the form

\[
\delta_{x_0}^j = \frac{1}{h} \phi \left( \frac{x_j - x_0}{h} \right),
\]

where the function \( \phi \) has compact support. These approximations are accurate for any fixed \( x_0 \), but are not designed to be motion-consistent. We will refer to them as motion-inconsistent. For \( p \)th order convergence with a stationary source, \( \delta_{x_0} \) must satisfy \( p \) moment conditions. When combined with centered finite differences, \( \delta_{x_0} \) additionally needs to satisfy \( p \) smoothness conditions, which serve to remove the \( \pi \) mode from the spectrum of \( \delta_{x_0} \). When combined with the dual-pair stencil, or any other stencil that propagates the \( \pi \) mode with non-zero velocity, no smoothness conditions are required (see e.g. [8] for an example with staggered operators). In this section, we investigate the following three source discretizations:

(Source 1) **Motion-inconsistent source with continuous \( \phi \).** This source discretization from [10] satisfies 4 moment conditions and 4 smoothness conditions. The function \( \phi \) is continuous but not continuously differentiable.

(Source 2) **Motion-inconsistent source with continuously differentiable \( \phi \).** This source discretization from [11] satisfies 2 moment conditions. The function \( \phi \) is continuously differentiable.
(Source 3) **Motion-consistent source.** This is the motion-consistent source, presented in Section 5 of this paper, with 4 moment conditions and 4 *sonic boom conditions* imposed.

The sources are illustrated in Figure 3.
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**Figure 3.** Discrete $\delta$ distributions $\delta^x_\alpha$ for the motion-inconsistent source with continuous $\phi$ (Source 1), the motion-inconsistent source with continuously differentiable $\phi$ (Source 2), and the motion-consistent source (Source 3).

Figure 4 shows the solution obtained with the following four combinations of finite difference method and source discretization:

1. **FD 1, source 1.** Figure 4(a) shows large artifacts in the solution. This is to some extent expected, since FD 1 is vulnerable to the numerical sonic boom.

2. **FD 2, source 1.** Figure 4(b) shows artifacts that are smaller than in Figure 4(a), but still clearly visible, even though FD 2 eliminates the numerical sonic boom issue. We conclude that there are additional requirements for motion consistency.

3. **FD 2, source 2.** One might hypothesize that regularity of $\phi$ is important for motion consistency. However, Figure 4(c) shows no significant improvement over Figure 4(b), despite $\phi$ being continuously differentiable. This indicates that regularity of $\phi$ is not of primary importance.

4. **FD 1, source 3.** Figure 4(d) shows that the motion-consistent source developed in this paper produces no visible artifacts.

All four spatial discretizations were time-integrated with the classical fourth order Runge–Kutta method. Combination 4, with the motion-consistent source, is the only combination without clearly visible artifacts, and also the only combination that actually converges to the true solution as $h \to 0$. This motivates the need for motion-consistent source discretizations.
Figure 4. Numerical solution to (2.1) with different finite difference operators and source discretizations on the domain \( x \in [0, 4] \), with \( h = 0.01 \) and \( x_0 = 1.6 + 0.3t \).

3. Model problem

To derive a provably motion-consistent source discretization, we consider the advection equation with a moving point source,

\[
\frac{\partial u}{\partial t} + c \frac{\partial u}{\partial x} = g(t) \delta(x - x_0(t)), \quad x \in [0, L], \quad t > 0,
\]

where \( u \) is the solution and \( c \) the wave speed. We impose periodic boundary conditions and consider \( u \) to be \( L \)-periodic in \( x \). We assume that the source trajectory, \( x_0 \), and the source time function, \( g \), are sufficiently smooth functions of \( t \). We further assume that \( g(t) = 0 \) for \( t \leq 0 \) and for \( t \geq t_1 > 0 \), where \( t_1 \) is some finite time. For simplicity we impose the homogeneous initial condition

\[
\frac{\partial u}{\partial t}(x, 0) = 0, \quad x \in [0, L].
\]

While the source is active, i.e., for \( t < t_1 \), the exact solution may be discontinuous. We shall not attempt to prove high-order convergence for \( t < t_1 \). Hence, all of the subsequent convergence analysis assumes \( t \geq t_1 \). We will also restrict the analysis to constant source velocity \( v_0 < c \), which allows us to set \( x_0(t) = v_0 t \).
Numerical experiments indicate that the convergence rates that we prove carry over to accelerating sources.

We will use the inner product

\[(u, v) = \frac{1}{L} \int_{0}^{L} \overline{u}(x)v(x) \, dx,\]

where \(\overline{u}\) denotes the complex conjugate of \(u\). The Fourier modes, \(e^{ikx}\), where

\[(k) = \left\{ 0, \pm \frac{2\pi}{L}, \pm \frac{4\pi}{L}, \ldots \right\} =: K_{\infty},\]

are orthonormal in the inner product. The Fourier series representation of an \(L\)-periodic function \(u\) is

\[u(x) = \sum_{k \in K_{\infty}} \hat{u}_k e^{ikx},\]

where the Fourier coefficients, \(\hat{u}_k\), are given by

\[\hat{u}_k = (e^{ikx}, u) = \frac{1}{L} \int_{0}^{L} e^{-ikx} u(x) \, dx, \quad k \in K_{\infty}.\]

The Fourier coefficients of the \(\delta\) distribution are

\[\hat{\delta}_k = \frac{1}{L} \int_{0}^{L} e^{-ikx} \delta(x - x_0) \, dx = \frac{1}{Le^{-ikx_0}}.\]

Taking the inner product of the advection equation (3.1) with \(e^{ikx}\) leads to a system of ordinary differential equations for the Fourier coefficients of \(u\),

\[\frac{d\hat{u}_k}{dt} + ikc\hat{u}_k = \frac{g(t)}{L} e^{-ikx_0}, \quad k \in K_{\infty},\]

with initial conditions \(\hat{u}_k(0) = 0\). The solution is

\[\hat{u}_k(t) = \frac{1}{L} \int_{0}^{t} g(\tau)e^{ik(c\tau - x_0(\tau) - ct)} \, d\tau.\]

In the case of constant source velocity, \(x_0(t) = v_0 t\), the solution simplifies to

\[\hat{u}_k(t) = \frac{1}{L} \int_{0}^{t} g(\tau)e^{ik((c-v_0)\tau - ct)} \, d\tau.\]

Consider \(t \geq t_1\) so that \(g(t) = 0\). Assuming that \(v_0 \neq c\) and that \(g\) has at least \(n\) continuous derivatives, applying the integration-by-parts formula \(n\) times results in

\[\hat{u}_k(t) = \frac{(-1)^n}{L(ik(c - v_0))^{n}} \int_{0}^{t} g^{(n)}(\tau)e^{ik((c-v_0)\tau - ct)} \, d\tau.\]

Taking the absolute value shows that the Fourier coefficients decay with \(|k|\) according to

\[|\hat{u}_k(t)| \leq \frac{C}{|k|^n}.\]
for some constant $C$, which is independent of $k$. The decay of the Fourier coefficients is a consequence of the smoothness of $u$. Note however, that if $v_0 = c$ so that the source moves with the wave speed, then $u$ develops the discontinuity known as the sonic boom. In this case, the Fourier coefficients are

$$
\hat{u}_k(t) = \frac{e^{-ikt}}{L} \int_0^t g(t) \, dt.
$$

and there is no decay with $|k|$.

4. Spatial discretization

The interval $[0, L]$ is discretized by an equidistant grid with $M$ points, $x_j = (j - 1)h$, $j = 1, 2, \ldots, M$, where the grid spacing is $h = L/M$. For simplicity, we assume that $M$ is odd such that $M = 2N + 1$, where $N$ is an integer. This is no actual restriction and our results hold also when $M$ is even. We use boldface font to denote grid vectors,

$$
u = [u_1, u_2, \ldots, u_M]^T.
$$

The discrete inner product is defined as

$$
(u, v)_h = \frac{1}{L} \sum_{j=1}^M h u_j v_j.
$$

The first $2N + 1$ Fourier modes, i.e., $e^{ikx}$, where

$$
k \in \left\{ 0, \pm \frac{2\pi}{L}, \ldots, \pm \frac{2\pi}{L} \right\} =: K_N,
$$

are orthonormal in the discrete inner product. Thus, any grid vector can be represented by its Fourier expansion,

$$
u_j = \sum_{k \in K_N} \hat{u}_k e^{ikx_j},
$$

where the Fourier coefficients, $\hat{u}_k$, are given by

$$
\hat{u}_k = (e^{ikx}, u)_h = \frac{1}{L} \sum_{j=1}^M h e^{-ikx_j} u_j, \quad k \in K_N.
$$

Let $\delta x_0$ be a discrete approximation of $\delta(x-x_0)$ and let $\partial$ denote a centered finite difference operator. The semidiscrete approximation of the advection equation (3.1) reads

$$
\frac{du}{dt} + c\partial u = g(t)\delta x_0.
$$

Inserting the Fourier expansions yields

$$
\frac{d\hat{u}_k}{dt} + c\tilde{\partial}_k \hat{u}_k = g(t)\delta x_0,
$$

where $\tilde{\partial}_k$ denotes the symbol of the finite difference operator. For a $p$th order accurate centered finite difference operator, the symbol can be written as (see [6])

$$
\tilde{\partial}_k = ik\tilde{P}(kh),
$$
where $\hat{P}$ is real-valued and even, and

$\hat{P}(kh) = 1 + O((kh)^p)$.

For notational convenience we will henceforth let the dependence on $kh$ be implied and write simply $\hat{P}$ instead of $\hat{P}(kh)$. The $O$ notation in (4.9) means that there exist constants $C$ and $\kappa_0$ such that

(4.10) $|\hat{P} - 1| \leq C |kh|^p, \ |kh| \leq \kappa_0.$

The $O$ notation will be used frequently in subsequent sections.

The solution to the semidiscrete problem (4.6) is

(4.11) $\hat{u}_k(t) = \int_0^t g(\tau) \hat{\delta}^{x_0}_k(\tau) e^{cik\hat{P}(\tau-t)} \, d\tau.$

5. Motion-consistent source discretization

We propose a discrete $\delta$ distribution whose Fourier coefficients satisfy

(5.1) $\hat{\delta}^{x_0}_k = \frac{e^{-ikx_0}}{L} F(kh),$ where $F$ is a bounded and sufficiently smooth real-valued even function. We will prove that $\delta^{x_0}$ is motion-consistent. Notice that the spectrum of $\delta^{x_0}$ is fixed in the sense that the magnitude of $\hat{\delta}^{x_0}_k$ is independent of $x_0$. It is straightforward to verify that $\delta^{x_0}$ satisfies the shift theorem:

(5.2) $\hat{\delta}^{x_0}_k = e^{-ikx_0} \delta^0_k.$

The drawback of the motion-consistent source is that it formally has global support in physical space, which would make it impossible to use in a finite, non-periodic domain. However, we will later show that the elements of $\delta^{x_0}$ decay rapidly in magnitude away from $x_0$. It is thus possible to apply a window $W$, of finite width, such that

(5.3) $\|W \delta^{x_0} - \delta^{x_0}\|_{\infty} \leq \mu,$ for any given error tolerance $\mu$. In practice, we propose to use the windowed source $W \delta^{x_0}$. First, however, we will analyze the periodic problem and show $p$th order convergence for the global source $\delta^{x_0}$. Section 6 discusses how to choose $W$ so that $p$th order convergence is retained.

By (4.11), the Fourier coefficients of the discrete solution obtained with the motion-consistent source are

(5.4) $\hat{u}_k(t) = \frac{F(kh)}{L} \int_0^t g(\tau) e^{-ikx_0(\tau)} e^{cik\hat{P}(\tau-t)} \, d\tau.$

For constant source velocity, we obtain

(5.5) $\hat{u}_k(t) = \frac{F(kh)}{L} \int_0^t g(\tau) e^{ik(c\hat{P}-v_0)(\tau-t) - c\hat{P}t} \, d\tau.$
Assuming that \( c\hat{P} \neq v_0 \), integrating by parts \( n \) times yields,

\[
\hat{u}_k(t) = F(kh) \frac{(-1)^n}{L(ik(c\hat{P}-v_0))^n} \int_0^t g(n)(\tau)e^{ik((c\hat{P}-v_0)\tau-c\hat{P}t)} d\tau,
\]

which is a discrete analog of (3.11). Recall that we used (3.11) to show that the Fourier coefficients of the exact solution decay with \( |k| \). Using (5.6) to show similar decay of the discrete Fourier coefficients is an essential part of our convergence proof. The reason why the source discretizations proposed by Petersson et al. are not motion-consistent is that they do not admit a result similar to (5.6). We elaborate on this fact in Section 5.1.

5.1. Motion-inconsistent sources. Let \( dx_0 \) denote the discrete \( \delta \) distribution proposed by Petersson et al. for stationary sources. Unlike the motion-consistent discretization, which we designed in Fourier space, \( dx_0 \) is designed to have minimal support in physical space. Petersson et al. state that the Fourier coefficients take the form

\[
\hat{d}^{x_0}_k = e^{-ikx_0} \frac{1}{L} f_{x_0}(kh),
\]

for some function \( f_{x_0} \). Here we have taken the liberty of adapting their notation to the current setting by adding the subscript \( x_0 \), to highlight that \( f_{x_0} \) may change with \( x_0 \). The source \( dx_0 \) does not satisfy the shift theorem, because

\[
\hat{d}^{x_0}_k - e^{-ikx_0} \hat{d}^0_k = e^{-ikx_0} \left(f_{x_0}(kh) - f_0(kh)\right).
\]

and \( f_{x_0} = f_0 \) does not hold, in general. The shift theorem would be satisfied if \( f_{x_0} = f_0 \) for any \( x_0 \) or, equivalently,

\[
\frac{d}{dx_0} f_{x_0}(kh) = 0.
\]

Let us now attempt to derive a result similar to (5.6) for \( dx_0 \). With constant source velocity, the Fourier coefficients of the corresponding discrete solution, which we here denote by \( \hat{v}_k \), are

\[
\hat{v}_k(t) = \frac{1}{L} \int_0^t f_{x_0}(kh)g(\tau)e^{ik((c\hat{P}-v_0)\tau-c\hat{P}t)} d\tau.
\]

The next step is to integrate by parts. We then need to consider the time derivative of \( f_{x_0}(kh) \). If the time derivative is zero, we can proceed to derive the desired result. By the chain rule, we have

\[
\frac{d}{dt} f_{x_0}(kh) = v_0 \frac{d}{dx_0} f_{x_0}(kh).
\]

Notice that the time derivative is zero if

\[
v_0 = 0 \quad \text{or} \quad \frac{d}{dx_0} f_{x_0}(kh) = 0.
\]

That is, we need either a stationary source or a discrete \( \delta \) distribution that satisfies the shift theorem. Notice that for a stationary source, the requirement on \( f_{x_0} \) vanishes.
Since $f_{x_0}$ does not depend on the absolute position, only on the distance to the nearest grid point, we have $f_{x_0} = f_{x_0+h}$. If $d/dx_0 f_{x_0}$ is not identically zero, it follows that

$$
\frac{d}{dx_0} f_{x_0}(kh) \propto h^{-1},
$$

and it appears impossible to bound $d/dx_0 f_{x_0}$ as $h \to 0$. We believe that these oscillations in $f_{x_0}$ are the cause of the numerical artifacts in Figures 4(b) and 4(c).

5.2. **Moment conditions.** For a stationary source, requiring the discrete $\delta$ distribution to satisfy an appropriate number of moment conditions ensures accuracy for low wavenumbers. The definition of moment conditions used by Petersson et al. states that $d_{x_0}$ satisfies $m$ moment conditions if

$$
(x_0^\nu, d_{x_0}^\nu)_h = x_0^\nu, \quad \nu = 0, \ldots, m-1.
$$

Petersson et al. showed that the moment conditions (5.14) imply that (assuming $m \geq 1$)

$$
\begin{align*}
 f_{x_0}(0) &= 1, \\
 f_{x_0}^{(\nu)}(0) &= 0, \quad \nu = 1, \ldots, m-1.
\end{align*}
$$

Since the motion-consistent source is defined in terms of its Fourier coefficients, it is natural to also formulate moment conditions in the Fourier domain. Hence, rather than attempting to satisfy (5.14), we say that $\delta_{x_0}$ satisfies $m$ moment conditions if

$$
\begin{align*}
 F(0) &= 1, \\
 F^{(\nu)}(0) &= 0, \quad \nu = 1, \ldots, m-1.
\end{align*}
$$

A consequence of $m$ moment conditions is that $F$ satisfies

$$
F(kh) = 1 + O((kh)^m).
$$

5.3. **Sonic boom conditions.** The numerical sonic boom manifests for wavenumbers in the vicinity of $k_*$ such that $c\hat{P}(k_* h) = v_0$, which means that the finite difference operator propagates the $k_*$ mode with the source velocity. Equation (5.6) indicates that we cannot derive a strong enough bound on $\hat{u}_k$ near $k = k_*$ unless $F \to 0$ sufficiently fast as $k \to k_*$. To ensure that $F \to 0$ sufficiently fast, we introduce **sonic boom conditions** that we require $F$ to satisfy.

Let $k_*$ denote the smallest positive sonic boom wavenumber. We say that $F$ satisfies $s$ sonic boom conditions if $F$ is smooth on $(0, k_* h)$ and

$$
\begin{align*}
 F^{(\nu)}(k_* h) &= 0, \quad \nu = 0, \ldots, s-1, \\
 F(kh) &= 0, \quad k > k_*,
\end{align*}
$$

If there are no sonic boom wavenumbers, i.e., no solutions to $c\hat{P}(k_* h) = v_0$, then the sonic boom conditions do not imply any conditions on $F$.

**Remark 1.** It may not be strictly necessary to require $F(kh) = 0$ for $k > k_*$, but it is convenient. Wavenumbers $k > k_*$ are generally under-resolved and our experience is that removing them from the source spectrum tends to make the discrete solution smoother without causing any loss of accuracy.
The sonic boom conditions may be viewed as a generalization of the smoothness conditions introduced by Petersson et al. for stationary sources. The effect of smoothness conditions is that

\[(5.19) \quad f^{(\nu)}(\pi) = 0, \quad \nu = 0, \ldots, s - 1.\]

Note that Petersson et al. considered centered finite difference operators, for which \(kh = \pi\) is the only solution to \(\hat{P}(kh) = 0\) (see Figure 2). Since the source velocity is zero, this solution corresponds to the sonic boom wavenumber, i.e., \(k_s h = \pi\). The smoothness conditions \(5.19\) are thus the sonic boom conditions corresponding to \(v_0 = 0\).

The sonic boom conditions allow us to prove the following lemma, which is essential to the convergence proof.

**Lemma 1.** If \(F\) satisfies \(s\) sonic boom conditions, then there is a constant \(C\) such that

\[(5.20) \quad \frac{|F(kh)|}{|c \hat{P} - v_0|} \leq C, \quad |k| \leq k_s.\]

**Proof.** Note that

\[(5.21) \quad |F(kh)| = \frac{1}{c^\beta} \frac{|F(kh)|}{|c \hat{P} - \frac{v_0}{c}|} = \frac{1}{c^\beta} |G(kh)|\]

where

\[(5.22) \quad G(kh) = \hat{P} - \frac{v_0}{c}.\]

Assume that \(G\) has a zero at \(k_s h\), of multiplicity \(\alpha\). By Taylor’s theorem, there are positive constants \(\Delta \kappa\) and \(C_G\) such that

\[(5.23) \quad |G(kh)| \geq C_G |kh - k_s h|^\alpha, \quad k_s h - \Delta \kappa \leq kh \leq k_s h.\]

Due to the sonic boom conditions and Taylor’s theorem, there is a constant \(C_F\) such that

\[(5.24) \quad |F(kh)| \leq C_F |kh - k_s h|^\alpha, \quad k_s h - \Delta \kappa \leq kh \leq k_s h.\]

We divide the interval \([0, k_s h]\) into two subintervals: \(I_1 = [0, k_s h - \Delta \kappa]\) and \(I_2 = [k_s h - \Delta \kappa, k_s h]\). On \(I_1\), \(G\) is nonzero and hence \(|G| \geq G_{\min} > 0\). We also have \(|F| \leq \|F\|_{\infty} < \infty\), by assumption. It follows that

\[(5.25) \quad \frac{|F(kh)|}{|G(kh)|} \leq \frac{\|F\|_{\infty}}{G_{\min}} =: C_1.\]

On \(I_2\), using \((5.23)\) and \((5.24)\) yields

\[(5.26) \quad \frac{|F(kh)|}{|G(kh)|} \leq \frac{C_F |kh - k_s h|^\alpha}{C_G^\alpha |kh - k_s h|^\alpha} \cdot \frac{G_{\min}}{C_G^\alpha} = C_2.\]

We note that for a general multiplicity \(\alpha\), \(F\) would actually need to satisfy \(s\) sonic boom conditions. All the finite difference operators considered in this paper are such that \(\hat{P}\) is a strictly decreasing function of \(|k|\), which allows us to assume \(\alpha = 1\). We obtain

\[(5.27) \quad \frac{|F(kh)|}{|G(kh)|} \leq \frac{C_F |kh - k_s h|^\alpha}{C_G^\alpha |kh - k_s h|^\alpha} = \frac{C_F}{C_G^\alpha} =: C_2.\]
Combining the two subintervals, we find that (5.20) holds with

\[ C = \max\left(\frac{C_1}{c^s}, \frac{C_2}{c^s}\right). \]

\[ \square \]

5.4. Practical implementation of moment and sonic boom conditions.

While there are infinitely many choices of \( F \) that satisfy \( m \) moment conditions and \( s \) sonic boom conditions, in our implementation we have opted to define \( F \) as

\[ F(\kappa) = \begin{cases} 
Q_{m+s-1}(\kappa), & 0 \leq \kappa \leq k_s h \\
0, & \kappa > k_s h
\end{cases}, \]

where \( Q_{m+s-1} \) denotes a polynomial of degree \( m+s-1 \). This polynomial is uniquely determined by the \( m \) moment and \( s \) sonic boom conditions. Since \( F \) is assumed to be even, (5.29) defines \( F(\kappa) \) for negative \( \kappa \) as well.

The non-zero part of \( F \), given by \( Q_{m+s-1} \), is displayed for the cases \( m = s = q, \ q = 2, 6, 14 \) in Figure 5. Recall that \( q \) moment conditions imply that \( q-1 \) derivatives of \( F \) are zero at \( kh = 0 \) while \( q \) sonic boom conditions imply that \( q-1 \) derivatives of \( F \) are zero at \( kh = k_s h \).
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**Figure 5.** Non-zero part of \( F(\kappa h) \) for the case \( m = s = q \).

5.5. Convergence result for the advection equation. The errors in the Fourier coefficients are

\[ \hat{\varepsilon}_k = \hat{\mathbf{u}}_k - \hat{\mathbf{u}}_k, \quad k \in K_N. \]

We will first bound the Fourier coefficients of the error, and then use that result to bound the error itself. The proofs are quite similar to the proofs in Petersson et al. [10], with some extensions to account for a non-zero source velocity.
Theorem 1. Let $g$ be $p + 2$ times continuously differentiable and let $g(t) = 0$ for $t \leq 0$ and $t \geq t_1$. If $F$ satisfies $p$ moment conditions and $p + 1$ smoothness conditions, then, for any $t \geq t_1$,

$$\hat{\varepsilon}_0 = 0$$

(5.31) and

$$|\hat{\varepsilon}_k| \leq C \frac{h^p}{|k|}, \quad k \in K \setminus \{0\},$$

(5.32) for some constant $C$.

Proof. We organize the proof into three cases: $k = 0$, $\frac{2\pi h}{L} \leq |kh| \leq \kappa_0$, and $|kh| > \kappa_0$. The constant $\kappa_0$ is not known at this point but will be specified under Case 2 below. We will frequently use $C$ to denote generic constants that are independent of $k$ and $h$.

**Case 1**: $k = 0$.
Compare the exact solution (3.10) with the discrete solution (5.5) and use that $F(0) = 1$ and $\hat{P}(0) = 1$. It follows that $\hat{\varepsilon}_0 = 0$.

**Case 2**: $\frac{2\pi h}{L} \leq |kh| \leq \kappa_0$
Note that the error can be expressed as follows:

$$|\varepsilon_k| = |\hat{u}_k - \tilde{u}_k| = |\tilde{u}_k - F(kh)\tilde{u}_k + (F(kh) - 1)\tilde{u}_k|$$

(5.33)

$$\leq |\tilde{u}_k - F(kh)\tilde{u}_k| + |F(kh) - 1| |\tilde{u}_k|$$

Let us first bound $T_2$. By (3.12), we have

$$|\tilde{u}_k| \leq C \frac{1}{|k|^m}.$$  

(5.34)

By the assumption of $p$ moment conditions, we have

$$|F(kh) - 1| = O((kh)^p).$$

(5.35)

It follows that

$$T_2 = |F(kh) - 1| |\tilde{u}_k| \leq O((kh)^p) C \frac{1}{|k|^m} = \frac{1}{|k|^m} O((kh)^p).$$

(5.36)

Because $g$ is $p + 2$ times continuously differentiable we may set $n = p + 1$, which yields

$$T_2 = \frac{1}{|k|^{p+1}} O((kh)^p).$$

(5.37)
For $T_1$, we have
\[
T_1 = |\hat{u}_k - F(kh)\hat{u}_k|
\]
\[
= \left| \frac{F(kh)(-1)^n}{L(ik)^n} \int_0^t g(n)(\tau) \left( \frac{e^{ik((c\hat{P}-v_0)\tau-c\hat{P})t} - e^{ik((c-v_0)\tau-ct)}_t}{(c\hat{P}-v_0)^n - (c-v_0)^n} \right) d\tau \right| 
\]
\[
\leq C\frac{|F(kh)|}{|k|^n} \int_0^t |g(n)(\tau)| \left| \frac{e^{ik((c\hat{P}-v_0)\tau-c\hat{P})t} - e^{ik((c-v_0)\tau-ct)}_t}{(c\hat{P}-v_0)^n - (c-v_0)^n} \right| d\tau 
\]
\[
\leq C\frac{|F(kh)|}{|k|^n} \int_0^t \left| \frac{e^{ik((c\hat{P}-v_0)\tau-c\hat{P})t} - e^{ik((c-v_0)\tau-ct)}_t}{(c\hat{P}-v_0)^n - (c-v_0)^n} \right| d\tau 
\]
\[
\leq C\frac{|F(kh)|}{|k|^n} \int_0^t \left| \frac{e^{ik((c-v_0)\tau-ct)}_t - e^{ik((c-v_0)\tau-ct)}_t}{(c\hat{P}-v_0)^n - (c-v_0)^n} \right| d\tau 
\]
\[
\leq C\frac{|F(kh)|}{|k|^n} \int_0^t \left| e^{ikc(\hat{P}-1)(\tau-t)}(c-v_0)^n - 1 \right| d\tau. 
\]

Next, we need to utilize that $\hat{P} \approx 1$. Note that
\[
\frac{(c-v_0)^n}{(c\hat{P}-v_0)^n} = \frac{(c-v_0)^n}{(c-v_0+c(\hat{P}-1))^n} = \frac{1}{\left(1 + \frac{c}{c-v_0}(\hat{P}-1)\right)^n} = \frac{1}{(1+z)^n},
\]
where we have defined
\[
z := \frac{c}{c-v_0}(\hat{P}-1) = O((kh)^p). 
\]

Taylor expanding yields
\[
\frac{1}{(1+z)^n} = 1 - nz + \frac{n(n+1)}{2}z^2 + ... = 1 + O(z) = 1 + O((kh)^p),
\]
where we used that $n$ does not depend on $k$ or $h$. We conclude that
\[
\frac{(c-v_0)^n}{(c\hat{P}-v_0)^n} = 1 + O((kh)^p). 
\]

Substituting (5.42) into (5.38) yields
\[
T_1 \leq C\frac{|F(kh)|}{|k|^n} \int_0^t \left| e^{ikc(\hat{P}-1)(\tau-t)}(1 + O((kh)^p)) - 1 \right| d\tau 
\]
\[
\leq C\frac{|F(kh)|}{|k|^n} \int_0^t \left( \left| e^{ikc(\hat{P}-1)(\tau-t)} - 1 \right| + O((kh)^p) \right) d\tau. 
\]

Noting that
\[
|e^{i\beta} - 1| \leq |\beta|
\]
for any real $\beta$, we obtain
\[
\left| e^{ikc(\hat{P}-1)(\tau-t)} - 1 \right| \leq |kc(\hat{P}-1)(\tau-t)| = |k|O((kh)^p),
\]
where $h$ is the time step size.
where the estimate \( \tau - t = O(1) \) is valid because we consider the final time fixed.

Using (5.45) in (5.43) leads to

\[
(5.46) \quad T_1 \leq \frac{C}{|k|^n} (|k| O((kh)^p) + O((kh)^p)) = \frac{1 + |k|^{-1}}{|k|^n} O((kh)^p).
\]

Because we are studying wavenumbers \(|k| \geq 2\pi/L\), we have \(|k|^{-1} \leq L/2\pi = C\). It follows that

\[
(5.47) \quad T_1 = \frac{1}{|k|^{n-1}} O((kh)^p).
\]

Since \( g \) is \( p + 2 \) times continuously differentiable we may set \( n = p + 2 \), which yields

\[
(5.48) \quad T_1 = \frac{1}{|k|^{p+1}} O((kh)^p).
\]

Adding \( T_1 \) and \( T_2 \) leads to the error estimate

\[
(5.49) \quad |\hat{\varepsilon}_k| \leq T_1 + T_2 = \frac{1}{|k|^{p+1}} O((kh)^p) + \frac{1}{|k|^{p+1}} O((kh)^p) = \frac{1}{|k|^{p+1}} O((kh)^p).
\]

It follows that there exist constants \( C \) and \( \kappa_0 \) such that, for \( |kh| \leq \kappa_0 \),

\[
(5.50) \quad |\hat{\varepsilon}_k| \leq \frac{C}{|k|^{p+1}} |kh|^p = C \frac{h^p}{|k|}.
\]

**Case 3:** \(|kh| > \kappa_0\)

In this case we prove that the error is small by proving that both \( \hat{u}_k \) and \( \hat{\varepsilon}_k \) are small. By (3.12), we have

\[
(5.51) \quad |\hat{\varepsilon}_k| \leq \frac{C}{|k|^{p+1}} = C \frac{h^p}{|kh|^{p} |k|^{n-p}} \leq C \frac{h^p}{|k|^{n-p}}.
\]

Setting \( n = p + 1 \) yields the desired estimate

\[
(5.52) \quad |\hat{u}_k| \leq C \frac{h^p}{|k|}.
\]

Now consider \( \hat{u}_k \). For \(|k| \geq k_*\), we have \( F(kh) = 0 \) and hence \( \hat{u}_k = 0 \) according to the solution formula (5.5). For \(|k| < k_*\), (5.6) states that

\[
(5.53) \quad \hat{u}_k = F(kh) \frac{(-1)^n}{L (i k (cP - v_0))^n} \int_0^t g^{(n)}(\tau) e^{i k (cP - v_0) (\tau - c t)} d\tau.
\]

Taking the absolute value yields

\[
(5.54) \quad |\hat{u}_k| \leq \frac{|F(kh)|}{L |k|^{n} |cP - v_0|^{n}} \int_0^t |g^{(n)}(\tau)| d\tau \leq \frac{C |F(kh)|}{|k|^{n} |cP - v_0|^{n}}.
\]

\[= \frac{Ch^{n-1}}{|kh|^{n-1} |k|^{n-1} |cP - v_0|^{n}} \leq \frac{Ch^{n-1}}{|k|^{n-1} |cP - v_0|^{n}}\]
Setting \( n = p + 1 \) yields

\[
|\hat{u}_k| \leq C \frac{h^p}{|k|} \left| F(kh) \right| \frac{1}{|c\hat{P} - v_0|^{p+1}}.
\]  

Because \( F \) satisfies \( p + 1 \) sonic boom conditions, we may apply Lemma 1 to obtain the estimate

\[
|\hat{u}_k| \leq C \frac{h^p}{|k|}.
\]

The error satisfies

\[
\hat{\varepsilon}_k = |\hat{u}_k - \hat{u}_k| \leq |\hat{u}_k| + |\hat{u}_k| \leq C \frac{h^p}{|k|} + C \frac{h^p}{|k|} \leq C \frac{h^p}{|k|}.
\]

\[\square\]

**Remark 2.** Recall that the sonic boom conditions transition to the smoothness conditions of Petersson et al. if \( v_0 = 0 \). Petersson et al. showed that it is possible to derive an almost equally strong bound on \( |\hat{u}_k| \) with only \( p \) smoothness conditions, at the cost of slightly more involved analysis. In theory we could have taken a similar approach, but with the motion-consistent source discretization there is no obvious drawback of requiring more sonic boom conditions. Hence, for simplicity, we here require \( p + 1 \) conditions.

**Theorem 2.** Under the same assumptions as in Theorem 1, the error in the physical domain,

\[
\varepsilon_j = u_j - u|_{x = x_j},
\]

satisfies

\[
\|\varepsilon\|_h \leq Ch^p,
\]

for some constant \( C \).

**Proof.** The error at grid point \( x_j \) is

\[
\varepsilon_j = u_j - u|_{x = x_j} = \sum_{k \in K_N} \hat{u}_k e^{ikx_j} - \sum_{k \in K_N} \hat{u}_k e^{ikx_j}
\]

\[
= \sum_{k \in K_N} (\hat{u}_k - \hat{u}_k) e^{ikx_j} - \sum_{k \in K_N} \hat{u}_k e^{ikx_j}
\]

\[
= \sum_{k \in K_N} \hat{\varepsilon}_k e^{ikx_j} - \sum_{k \in K_N} \hat{\varepsilon}_k e^{ikx_j}.
\]

By the Plancherel theorem,

\[
(\varepsilon, \varepsilon)_h = \sum_{k \in K_N} |\hat{\varepsilon}_k|^2 + \sum_{k \in K_N \setminus K_N} |\hat{\varepsilon}_k|^2.
\]
Using the bound $|\hat{u}_k| \leq C|k|^{-(p+1)}$, which follows from (3.12) with $n = p + 1$, the second sum in (5.61) can be bounded as

$$\sum_{k \in K_N} |\hat{u}_k|^2 \leq C \sum_{k \in K_N} \frac{1}{|k|^{2p+2}} = C h^{2p} \sum_{|k| = |kh|^{2p}} \frac{1}{|k|^{2p+2}}$$

(5.62)

$$\leq C h^{2p} \sum_{|n| = N+1} \frac{1}{m^2} \leq C h^{2p},$$

where we used that the series converges in the last step. The first sum in (5.61) satisfies

$$\sum_{k \in K_N} |\hat{E}_k|^2 \leq \sum_{k \in K_N \setminus \{0\}} \left( \frac{C h^p}{|k|} \right)^2 = C h^{2p} \sum_{|m| = 1}^N \frac{1}{2\pi m^2}$$

(5.63)

$$= C h^{2p} \sum_{|m| = 1}^N \frac{1}{m^2} \leq C h^{2p}.$$

We conclude that

$$\|\varepsilon\|_h^2 = (\varepsilon, \varepsilon)_h \leq C h^{2p} + C h^{2p} = C h^{2p},$$

(5.64)

and the final result follows after taking the square root of (5.64).

\[ \square \]

6. Windowing the source

For a source discretization to be applicable in a finite domain, it must have compact support in physical space. While the motion-consistent source discretization formally has global support, the magnitude of the source coefficients $\delta_{x_0}^j$ decays rapidly as the distance $|x_j - x_0|$ increases, see Figure 3. We will show numerically that we can window the source to a finite width, which decreases with grid refinement, without reducing the order of accuracy. The procedure is similar to the truncation of the source in [16].

To provide some intuition for the decay rate of $\delta_{x_0}^j$, we introduce the Fourier interpolant,

$$(6.1) \quad d_{x_0}^j(x) = \sum_{k \in K_N} \overline{\delta^j_k} e^{ikx} = \frac{1}{L} \sum_{k \in K_N} F(kh) e^{ik(x-x_0)},$$

which satisfies $d_{x_0}^j(x_j) = \delta_{x_0}^j$. Since $F(\kappa)$ is zero for $|\kappa| \geq \pi$, we may extend the sum in (6.1) to infinity:

$$(6.2) \quad d_{x_0}^j(x) = \frac{1}{L} \sum_{k \in K_N} F(kh) e^{ik(x-x_0)}.$$

To provide some intuition for the decay rate of $d_{x_0}^j$, let us consider the (non-periodic) function

$$(6.3) \quad D_{x_0}^j(x) = \frac{1}{2\pi L} \int_{-\infty}^{\infty} F(kh) e^{ik(x-x_0)} \, dk.$$
The Fourier transform of $D^{x_0}$ is

$$\mathcal{F}[D^{x_0}](k) = \frac{e^{-ikx_0}}{L} F(kh).$$

Notice that $\hat{d}_{k}^{x_0} = \mathcal{F}[D^{x_0}](k)$, which leads us to expect $d^{x_0} \approx D^{x_0}$. If $F$ satisfies $q$ moment conditions and $q$ sonic boom conditions (i.e., $m = s = q$), applying the integration-by-parts formula $q$ times yields

$$D^{x_0}(x) = \frac{1}{2\pi L} \left( \frac{-h}{i(x-x_0)} \right)^q \int_{-\infty}^{\infty} F(q)(kh) e^{ik(x-x_0)} dk.$$  

It follows that

$$|D^{x_0}(x)| \leq \frac{1}{2\pi L \left| x-x_0 \right|^q} \int_{-\pi/h}^{\pi/h} \left| F(q)(kh) e^{ik(x-x_0)} \right| dk \leq \frac{1}{2\pi L \left| x-x_0 \right|^q} \frac{2\pi}{h} C = \frac{h^{q-1}}{\left| x-x_0 \right|^q},$$

where we used that $F^{(q)}(\kappa) = 0$ for $|\kappa| \geq \pi$ and $F^{(q)}$ is assumed to be bounded. Assuming that the same decay rate holds for $d^{x_0}$ leads to the conjecture

$$|d^{x_0}(x)| \leq C \frac{h^{q-1}}{\left| x-x_0 \right|^q},$$

for some constant $C$. We will verify that (6.7) holds numerically.

Let $W$ denote the rectangular window of width $2\ell$:

$$W(\xi) = \begin{cases} 1, & |\xi| < \ell \\ 0, & |\xi| \geq \ell \end{cases}$$

Assuming that the conjecture (6.7) holds, the error introduced by windowing $d^{x_0}$ is

$$e(x) = |W(x-x_0)d^{x_0}(x) - d^{x_0}(x)| \leq C \frac{h^{q-1}}{\ell^q}.$$  

Note that the error vector arising from the windowing satisfies

$$e_j = |W(x_j-x_0)\delta_j^{x_0} - \delta_j^{x_0}| = |W(x_j-x_0)d^{x_0}(x_j) - d^{x_0}(x_j)| = e(x_j).$$

Setting $\ell = C_{\ell} h^w$, where $C_{\ell}$ is a constant, yields

$$e_j \leq C_{\ell} h^{q-1-w}.$$  

To make $e_j$ of order $p$, we need

$$q - 1 - qw \geq p \iff w \leq \frac{q - 1 - p}{q}.$$  

Given $w$ and $p$ this implies the following requirement on $q$:

$$q \geq \frac{p+1}{1-w}.$$  

Clearly, the ideal choice $w = 1$, which yields a source width proportional to $h$, is not possible. As an example, setting $w = 1/2$ yields the condition

$$q \geq 2p + 2.$$
Note that a width proportional to $h^w$ implies a number of nonzero coefficients proportional to $h^{w-1}$.

6.1. Numerical verification. In this section, the conjectured bound on $e_j$ in terms of $q$ and $w$, stated in (6.11), is verified by numerical experiments. We construct motion-consistent discrete $\delta$ distributions for various parameters and compute the error vector $e$ by comparing the windowed $\delta$ discretization, $W\delta^{x_0}$, with the global version, $\delta^{x_0}$.

We set $L = 1$, and $x_0 = \frac{1}{2} + \frac{1}{25}$. In all experiments, the constant $C_\ell$ is chosen such that $\ell = 1/2$ when $h = 1/16$. Figure 6 shows the $l^2$ norm of $e$ for $w = 1/4$ and $w = 3/4$, with $k_*h = \pi$. In all cases, a slightly higher $p$ is observed than the conjecture (6.11) suggests, which indicates that the conjectured bound is valid, although perhaps not sharp.

To further verify the conjectured bound, Tables 1 and 2 show the observed convergence rate $p$ in numerical experiments with various choices of $w$, for $k_*h = \pi$ and $k_*h = \frac{3}{2}\pi$. The observed $p$ is computed by taking the average of

\begin{equation}
(6.15) \quad p_h = \log_2 \left( \frac{e_{2h}}{e_h} \right),
\end{equation}

for $h \in \{2^{-4}, 2^{-5}, 2^{-6}, \ldots, 2^{-10}\}$, where $e_h$ denotes the $l^2$ norm of the error vector obtained with grid spacing $h$. Errors smaller than $10^{-9}$ were excluded to avoid values dominated by floating point errors. The observed rates further indicate that the conjectured bound is valid (but perhaps not sharp).
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**Figure 6.** Numerical verification of the conjectured relation between $p$, $q$ and $e$. Dashed lines indicate the conjectured rates, while solid lines show the experimentally observed errors.

| $q$ | $w$ | $\frac{1}{4}$ | $\frac{1}{3}$ | $\frac{1}{2}$ | $\frac{2}{3}$ | $\frac{3}{4}$ |
|-----|-----|-------------|-------------|-------------|-------------|-------------|
| 4   | 2.9 (2.0) | $2.6 (1.7)$ | $1.9 (1.0)$ | $1.1 (0.3)$ | $0.7 (0.0)$ |
| 6   | 4.9 (3.5) | $4.4 (3.0)$ | $3.0 (2.0)$ | $1.9 (1.0)$ | $1.4 (0.5)$ |
| 8   | 5.8 (3.0) | $5.1 (4.3)$ | $3.9 (3.0)$ | $2.3 (1.7)$ | $1.6 (1.0)$ |

**Table 1.** Observed and conjectured (in parentheses) $p$ with $k_*h = \pi$
7. Implementation aspects

There are some design choices to be made when implementing the motion-consistent source discretization. In this section, we summarize the requirements on the source discretization and present the implementation used in the numerical experiments.

Recall that the motion-consistent discrete $\delta^{x_0}$ distribution is defined by its Fourier coefficients:

$$\hat{\delta}^{x_0}_k = \frac{e^{-ikx_0}}{L} F(kh),$$

where we have chosen to define $F$ as in (5.29). To obtain convergence order $p$, $\delta^{x_0}$ needs to satisfy $m = p$ moment conditions and $s = p + 1$ sonic boom conditions according to Theorem 1. For simplicity, we set $m = s = q$ and require $q \geq p + 1$. Additionally, to be able to use a window of width $\ell = C \ell h^w$ without reducing the convergence rate, we need to satisfy (6.13). In our experiments, we opt for $w = 1/2$, which corresponds to a source discretization that covers on the order of $\sqrt{N}$ grid points. For $w = 1/2$, the requirement (6.13) becomes $q \geq 2p + 2$. To satisfy both the requirements from Theorem 1 and the requirement from the windowing, we set

$$q = \max(p + 1, 2p + 2) = 2p + 2.$$

In the case of an accelerating source, we define the sonic boom wavenumber $k_*$ as the smallest positive solution to $c \hat{P}(kh) = v_{\text{max}}$, where $v_{\text{max}}$ denotes the highest source velocity during the simulation. If $c \hat{P}(kh) = v_{\text{max}}$ does not have a solution in the interval $0 \leq kh \leq \pi$, no sonic boom conditions are required. Using a higher velocity than occurs in the simulation (e.g., $\gamma v_{\text{max}}, \gamma > 1$) to define $k_*$ does not reduce the convergence rate of the numerical method. However, using an excessively high velocity will exclude more wavenumbers than necessary and might therefore affect the accuracy for a given $h$.

The Fourier interpolant $d^{x_0}$ of $\delta^{x_0}$ is shown for different combinations of $q$ and $k_*$ in Figure 7. Figure 7(a) shows $d^{x_0}$ for different $q$, with $k_* h = \pi$. Figure 7(b) shows $d^{x_0}$ for different $k_*$, with $q = 14$.

Since $\delta^{x_0}$ is defined in terms of its Fourier coefficients, evaluating it on the grid by naively summing over Fourier modes requires on the order of $N^2$ operations. In our implementation we utilize the fast Fourier transform, which reduces the complexity to $N \log(N)$. When the source is windowed, the source discretization is computed for the whole domain and values outside the window are discarded. In applications where the source is far from boundaries, the user might decide to use a larger window than we have suggested here, to minimize truncation errors from the windowing.
8. Numerical experiments in 1D

In this section we verify the convergence rate of the windowed source discretization when solving the advection equation (3.1) with constant source velocity. We choose the source trajectory \( x_0(t) = 1 + v_0 t \). This problem has the exact solution

\[
\begin{align*}
\tau > 0 & : u = \frac{g(\tau)}{c - v_0}, \\
\tau \leq 0 & : u = 0,
\end{align*}
\]

where

\[
\tau = \frac{c t - (x - 1)}{c - v_0}.
\]

We select the parameters \( c = 1 \) and \( v_0 = 0.5 \). To ensure a smooth solution we use a Gaussian source time function

\[
g(t) = \frac{1}{\sigma \sqrt{2\pi}} e^{\frac{-(t-t_0)^2}{2\sigma^2}},
\]

with \( t_0 = 1 \) and \( \sigma = 0.15 \). The error is computed at time \( t_{\text{end}} = 2 \). The exact solution at \( t_{\text{end}} \) and the source path are displayed in Figure 8. The test problem is discretized in space on the periodic domain \( x \in [0, 4] \) with central finite differences of order \( p = 2, 4, 6 \) according to (4.6). We use the classical fourth order Runge–Kutta method with time step \( \Delta t = 0.2h \) for time integration.

In the experiment, the point source discretion has been truncated by the window in (6.8) with \( w = 1/2 \), \( q = 2p + 2 \) and \( C_l = 4 \). Our theoretical results indicate that this combination of \( q \) and \( w \) yields a discretization of convergence order \( p \). The errors and convergence rates are displayed in Table 3. The convergence rate \( c_r \) is calculated as

\[
c_r = \log \left( \frac{e_{M_2}}{e_{M_1}} \right) / \log \left( \frac{M_2}{M_1} \right),
\]

where \( e_M \) is the \( l^2 \) norm of the error vector obtained with \( M \) grid points. Table 3 shows that the experimental convergence rates agree well with the theoretical results.
In this section we solve the acoustic wave equation in two dimensions,

\begin{equation}
\rho \frac{d\bar{v}}{dt} + \nabla \theta = 0,
\end{equation}

\begin{equation}
\frac{1}{K} \frac{d\theta}{dt} + \nabla \cdot \bar{v} = g(t)\delta(\bar{x} - \bar{x}_0(t)),
\end{equation}

where $\bar{x} = [x, y]^T$ is position, $\theta$ is pressure, and $\bar{v}$ is particle velocity. We consider a square domain with side $L = 2.5$ and impose characteristic boundary conditions on all boundaries. We select the material parameters $K = 1$ and $\rho = 1$, which gives the wave speed $c = 1$. The source moves with constant speed $v_0 = 0.5$ along the circle given by

\begin{equation}
\bar{x}_0(t) = \begin{bmatrix} x_0(t) \\ y_0(t) \end{bmatrix} = \begin{bmatrix} 1.25 + 0.2 \sin(5v_0t) \\ 1.25 + 0.2 \cos(5v_0t) \end{bmatrix}.
\end{equation}

We use the Gaussian source time function (8.3) with $t_0 = 1$ and $\sigma = \frac{1}{25}$. The problem is discretized in space with Summation-by-Parts finite-difference operators.
and the boundary conditions are imposed weakly, using Simultaneous Approximation Terms [2]. The procedure is identical to the centered finite-difference discretization in [12].

We define the two-dimensional discrete $\delta$ distribution as the Cartesian product of two one-dimensional distributions corresponding to the coordinate directions,

\begin{equation}
\delta^{\bar{x}_0} = \delta^{x_0} \otimes \delta^{y_0}.
\end{equation}

This tensor-product construction of multidimensional sources was presented for stationary sources by Tornberg and Engquist in [14]. In both spatial directions, the sonic boom wavenumber $k_*$ has been defined by $v_{\text{max}} = v_0$. As in the previous experiment, $\delta^{x_0}$ and $\delta^{y_0}$ have been truncated by the window in (6.8) with $w = 1/2$, $q = 2p + 2$ and $C_\ell = 4$.

For time discretization, we again employ the fourth order Runge–Kutta method, with time step $\Delta t = 0.1h$. We study the error at time $t_{\text{end}} = 1$. Rather than an analytical solution, we compare against a reference solution, shown in Figure 9, computed with $N = 3201$ grid points in each coordinate direction. The converge rate is computed as

\begin{equation}
c_r = \log \left( \frac{e_{N_2}}{e_{N_1}} \right) / \log \left( \frac{N_2 - 1}{N_1 - 1} \right)
\end{equation}

where $e_N$ is the $l^2$ norm of the error vector obtained with $N$ points in each spatial direction. The obtained errors and convergence rates are displayed in Table 4. The convergence rates agree well with the theoretical and experimental results for one dimension. This indicates that the tensor product of motion-consistent discrete $\delta$ distributions yields design-order convergence for accelerating sources in multiple dimensions.

The accuracy of the finite difference scheme is reduced to order $p/2$ at boundaries. Therefore, to highlight the accuracy of the source discretization, we choose to end the simulation before the wavefield interacts with the boundaries. If the wavefield were allowed to interact with the boundaries, we would observe convergence of order $p/2 + 1$ [5]. We stress, however, that there are no problems associated with the wavefield interacting with the boundaries that would not be present in a simulation without a point source. The only requirement is that $\bar{x}_0$ stays far enough from boundaries that the footprint of the windowed $\delta^{\bar{x}_0}$ does not overlap with the boundary stencils of the Summation-by-Parts finite difference discretization. Since $\delta^{\bar{x}_0}$ was designed for periodic problems, it is only allowed to act on grid points where the centered finite difference operator is applied. As long as the source trajectory does not touch the boundary, this condition is always satisfied for $h$ smaller than some $h_0$, since the source width decreases with grid refinement. In practice, if the source path is very close to the boundary, grid-refining until $h < h_0$ may of course be infeasible, however.
We have derived high-order discretizations of moving point sources in hyperbolic equations. Compared to a stationary source discretization, there are additional requirements on the moving source for convergence. First, the source must not excite modes that propagate with the same velocity as the source. Second, the Fourier spectrum amplitude of the discrete $\delta$ distribution needs to be independent of the source position. The convergence properties of the source discretization are verified by numerical experiments with the advection equation in one dimension and with an accelerating source in the acoustic wave equation in two dimensions. The approximation of the moving source covers on the order of $\sqrt{N}$ grid points on
an $N$-point grid and is therefore not applicable if the source trajectory is very close to boundaries or interfaces; we hope to address this in future work.
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