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Abstract. A generalized power hypergraph $H^k_s$ is obtained from a base hypergraph $H$ by means of some simple edge-expansion operations. Kang, Liu, Qi and Yuan [8] proved that the nonzero eigenvalues of $H$ give rise to nonzero eigenvalues of $H^k_s$. In this paper we show that all nonzero eigenvalues of $H^k_s$ may be computed from the eigenvalues of its base hypergraph $H$ and of its subgraphs. To prove this, we derive spectral results about edge-expansion operations that may be interesting on their own sake.
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1. Introduction

Spectral graph theory analyzes the structure of graphs through the spectrum of matrices associated with them. This subject is widely studied and has applications in many areas, such as computer science, chemistry and physics, in addition to many areas of mathematics (see, for example, [3, 1, 14, 16, 17]). A spectral theory for the adjacency tensor (or hypermatrix) associated with a hypergraph has been proposed by Cooper and Dutle in [2]. For more information about spectral parameters for hypergraphs, see [5, 11, 12, 13, 15]. Cooper and Dutle defined the eigenvalues and eigenvectors of such a tensor in ways that generalise their graph counterparts (the precise definitions are in Section 2). Recently the study of hypergraph spectra has attracted the attention of a large number of researchers [4, 7, 19, 20].

In this paper we are interested in studying the spectrum of a class of uniform hypergraphs that was first considered by Kang, Liu, Qi and Yuan [8]. As usual, a hypergraph $H = (V, E)$ is given by a vertex set $V$ and by a set $E = \{e : e \subseteq V\}$ whose elements are called (hyper)edges. A hypergraph is $k$-uniform (or a $k$-graph) if all of its edges have size $k$. For a graph $G$ and an integer $k \geq 2$, the power graph $G^k$ is obtained from $G$ by adding $k - 2$ new vertices to each edge of $G$. If $v(G)$ and $e(G)$ denote the number of vertices and the number of edges of $G$, respectively, this means that $v(G^k) = v(G) + (k - 2)e(G)$ and $e(G^k) = e(G)$. In extremal combinatorics, the graph $G^k$ is often called an expanded graph or an extended graph, but we shall use the terminology previously used in spectral theory.

The study of the spectrum of $G^k$ began with Hu, Qi and Shao [6] in 2013. Following the work in [6], there were many efforts to study the spectrum of this type of hypergraph and of generalisations thereof. The literature is mostly devoted to the spectral radius of such hypergraphs, rather than their entire spectrum (see, for example, [21], [9], [18], [10], [8]).

Regarding power graphs, Zhou, Sun, Wang and Bu [21] proved the following result.
Theorem 1. [21, Theorem 16] If \( \lambda \neq 0 \) is an eigenvalue of a graph \( G \), then the complex solutions of the equation \( x^k = \lambda^2 \) are eigenvalues of the power hypergraph \( G^k \).

It is natural to ask whether the entire spectrum of \( G^k \) consists of eigenvalues of this type and, if this is not the case, if the remaining eigenvalues are related to \( G \) in some way. The answer to our first question is no, which is illustrated by the power hypergraph type and, if this is not the case, if the remaining eigenvalues are related to \( G \).

Theorem 2. [8, Theorem 14] Let \( \lambda \neq 0 \) be an eigenvalue of an \( r \)-graph \( \mathcal{H} \) and consider integers \( s \geq 1 \) and \( k \geq rs \). The complex solutions of the equation \( x^k = \lambda^s \) are eigenvalues of the generalized power hypergraph \( \mathcal{H}_s^k \).

The main result in this paper is the full characterization of the spectrum of a generalized power hypergraph.

Theorem 3. Let \( \mathcal{H} \) be an \( r \)-graph, fix integers \( s \geq 1 \) and \( k \geq rs \) and consider a constant \( \lambda \in \mathbb{C} \) such that \( \lambda \neq 0 \).

(a) Assume that \( k = rs + 1 \) or that \( k = rs \) and \( s \geq 2 \). The number \( \lambda \) is an eigenvalue of \( \mathcal{H}_s^k \) if and only if some induced subgraph \( \mathcal{G} \) of \( \mathcal{H} \) has an eigenvalue \( \beta \) such that \( \beta^{rs} = \lambda^k \).

(b) For \( k > rs + 1 \), the number \( \lambda \) is an eigenvalue of \( \mathcal{H}_s^k \) if and only if some subgraph \( \mathcal{G} \) of \( \mathcal{H} \) has an eigenvalue \( \beta \) such that \( \beta^{rs} = \lambda^k \).

In other words, to find the entire (non-zero) spectrum of \( \mathcal{H}_s^k \), it suffices to compute eigenvalues of subgraphs of \( \mathcal{H} \) (actually, of induced subgraphs if \( k \leq rs + 1 \)). An immediate consequence of this fact is that, whenever \( \lambda \) is an eigenvalue of \( \mathcal{H}_s^k \) and \( \varepsilon \) is a \( k \)th root of unity, the product \( \varepsilon \lambda \) is also an eigenvalue of \( \mathcal{H}_s^k \). We should mention that Theorem 3 might be stated in an alternative way, whose proof is cleaner. To this end, we say that an eigenpair \((\lambda, \mathbf{x})\) is strictly nonzero if the eigenvalue \( \lambda \) is nonzero and all the entries of the eigenvector \( \mathbf{x} \) are nonzero. It turns out that, to compute the eigenvalues of \( \mathcal{H}_s^k \), it suffices to look for all strictly nonzero eigenpairs of subgraphs (or induced subgraphs) of \( \mathcal{H} \), and not for all eigenvalues of all (induced) subgraphs. However, we believe that stating the result with a condition on the components of the eigenvectors would make it harder to apply in some situations.

To prove Theorem 3, we shall proceed as follows. First we observe that an eigenvalue of a generalized power hypergraph whose eigenvector has zero entries forms a nonzero
eigenpair of the induced subgraph obtained by removing all vertices associated with the zero entries (see Lemma 10). Then we relate strictly nonzero eigenpairs of a generalized power hypergraph with eigenvalues of its base hypergraph (see Lemma 14).

In our proofs, in addition to edge-expansion operations, we will use vertex-removal and edge-removal operations. If $H$ is an $r$-graph and $v \in V(H)$, we let $H \lessdot v$ be the hypergraph obtained by removing $v$ and any vertices that become isolated when the edges containing $v$ are deleted. For $e \in E(H), H - e$ is the hypergraph obtained by removing $e$ from $E(H)$ along with any vertices that become isolated when $e$ is removed.

The following is a result by Zhou, Sun, Wang and Bu [21].

Theorem 4. [21, Theorem 13] If an $r$-graph $H$ has an edge $e \in E(H)$ which contains at least two vertices of degree one, then the eigenvalues of $H - e$ are also eigenvalues of $H$.

To obtain our results, we shall prove the following generalizations of this result.

Theorem 5. Let $H$ be an $r$-graph.

(a) If $H$ contains distinct vertices $u$ and $v$ that are contained in exactly the same edges, then the eigenvalues of $H \lessdot v$ are also eigenvalues of $H$.

(b) If $H$ contains a vertex $v$ such that every edge containing $v$ has a vertex with degree 1 other than $v$, then the eigenvalues of $H \lessdot v$ are also eigenvalues of $H$.

The paper is organized as follows. In Section 2 we introduce the relevant terminology and prove results about the effect of edge-expansion and extension, and of vertex and edge deletion, on the spectrum of a hypergraph. In particular, we prove Theorem 5. The proof of Theorem 3 is the subject of Section 3.

2. Preliminaries

In this section, we shall present some basic definitions about hypergraphs and tensors, as well as terminology, notation and concepts that will be useful in our proofs. More details can be found in [2], [6] and [15].

Definition 1. A tensor (or hypermatrix) $A$ of dimension $n$ and order $r$ is a collection of $n^r$ elements $a_{i_1 \ldots i_r} \in \mathbb{C}$ where $i_1, \ldots, i_r \in [n] = \{1, 2, \ldots, n\}$.

Let $A$ be a tensor of dimension $n$ and order $r$ and $B$ be a tensor of dimension $n$ and order $s$. We define the product of $A$ by $B$ as a tensor $C = AB$ of dimension $n$ and order $(r-1)(s-1) + 1$, where

$$c_{j\alpha_1 \ldots \alpha_{r-1}} = \sum_{i_2, \ldots, i_r=1}^{n} a_{ji_2 \ldots i_r} b_{i_2 \alpha_1 \ldots \alpha_{r-1}} \quad \text{with} \quad j \in [n] \quad \text{and} \quad \alpha_1, \ldots, \alpha_{r-1} \in [n]^{s-1}.$$ 

In particular, if $x \in \mathbb{C}^n$ is a vector, then the $i$th component of $Ax$ is given by

$$(Ax)_i = \sum_{i_2, \ldots, i_r=1}^{n} a_{ii_2 \ldots i_r} x_{i_2} \cdots x_{i_r} \quad \forall i \in [n].$$

If $x = (x_1, \ldots, x_n) \in \mathbb{C}^n$ is a vector and $r$ is a positive integer, we let $x^{[r]}$ denote the vector in $\mathbb{C}^n$ whose $i$th component is given by $x_i^r$.

Definition 2. A number $\lambda \in \mathbb{C}$ is an eigenvalue of a tensor $A$ of dimension $n$ and order $r$ if there is a nonzero vector $x \in \mathbb{C}^n$ such that

$$Ax = \lambda x^{[r-1]}.$$
We say that \( \mathbf{x} \) is an eigenvector of \( \mathbf{A} \) associated with the eigenvalue \( \lambda \) and that \((\lambda, \mathbf{x})\) is an eigenpair of \( \mathbf{A} \).

Recall that an eigenpair \((\lambda, \mathbf{x})\) is strictly nonzero if the eigenvalue \( \lambda \) is nonzero and all the entries of the eigenvector \( \mathbf{x} \) are nonzero.

As usual, if \( \mathcal{H} \) is an \( r \)-graph, a hypergraph \( \mathcal{F} \) is a subgraph of \( \mathcal{H} \) if \( V(\mathcal{F}) \subseteq V(\mathcal{H}) \) and \( E(\mathcal{F}) \subseteq E(\mathcal{H}) \). For \( S \subseteq V \), we say that \( \mathcal{H}[S] = (S, E(\mathcal{H}) \cap 2^S) \) is the subgraph of \( \mathcal{H} \) induced by \( S \), where \( 2^S \) denotes the power set of \( S \). The degree of a vertex \( v \in V \) is the number of edges that contain \( v \). Vertices of degree zero are said to be isolated vertex.

**Definition 3.** Let \( \mathcal{H} \) be an \( r \)-graph with \( n \) vertices. The adjacency tensor \( \mathbf{A}_\mathcal{H} \) of \( \mathcal{H} \) is the tensor of dimension \( n \) and order \( r \) such that

\[
a_{i_1 \ldots i_r} = \begin{cases} 
\frac{1}{(r-1)!}, & \text{if } \{i_1, \ldots, i_r\} \in E(\mathcal{H}), \\
0, & \text{otherwise.}
\end{cases}
\]

If \( \alpha = \{i_1, \ldots, i_s\} \) is a set of integers, we denote \( x^\alpha = x_{i_1} \ldots x_{i_s} \). For an \( r \)-graph \( \mathcal{H} \) and \( i \in V(\mathcal{H}) \), we consider

\[E(i) = E_\mathcal{H}(i) = \{e - \{i\} : e \in E(\mathcal{H})\}.\]

By definition, the \( i \)-th component of the adjacency tensor \( \mathbf{A}_\mathcal{H} \) of \( \mathcal{H} \) is given by

\[
(A_\mathcal{H}x)_i = \sum_{i_2, \ldots, i_r=1}^{n} \frac{1}{(r-1)!} x_{i_2} \cdots x_{i_r} = \sum_{\alpha \in E(i)} x^\alpha. \tag{1}
\]

Therefore a pair \((\lambda, \mathbf{x})\) is an eigenpair of \( \mathcal{H} \), where \( \mathbf{x} = (x_1, \ldots, x_n) \), if and only if the following system of equations is satisfied:

\[
\sum_{\alpha \in E(i)} x^\alpha = \lambda x_i^{r-1} \quad \forall i \in V(\mathcal{H}). \tag{2}
\]

**Definition 4.** Let \( \mathcal{H} = (V, E) \) be an \( r \)-graph and let \( k \geq r \). We define the \( k \)-expansion of \( \mathcal{H} \) as the \( k \)-graph \( \mathcal{H}^k \), obtained by adding \( k - r \) vertices of degree one on each edge of \( \mathcal{H} \). More precisely, we define sets \( S_e = \{v_1^e, \ldots, v_{k-r}^e\} \) for each \( e \in E \) such that \( S_e \cap V = S_e \cap S_f = \emptyset \) for all \( e, f \in E, e \neq f \). The sets of vertices and edges of \( \mathcal{H}^k \) are

\[V(\mathcal{H}^k) = V \cup \bigcup_{e \in E} S_e \quad \text{and} \quad E(\mathcal{H}^k) = \{e \cup S_e : \forall e \in E\}.
\]

We say that the vertices of \( V(\mathcal{H}) \) are the main vertices of \( \mathcal{H}^k \), while the vertices in some \( S_e \) are the additional vertices. In particular, \( v(\mathcal{H}^k) = v(\mathcal{H}) + (k - r)e(\mathcal{H}) \) and \( e(\mathcal{H}^k) = e(\mathcal{H}) \).

**Example 1.** The 6-expansion \((P_4)^6\) of the path \( P_4 \) is depicted in Figure 1.

**Definition 5.** Let \( \mathcal{H} = (V, E) \) be an \( r \)-graph and let \( s \geq 1 \). We define the \( s \)-extension \( \mathcal{H}_s \) of \( \mathcal{H} \) as the \( sr \)-graph obtained by replacing each vertex \( v_i \in V \) by a set \( S_{v_i} = \{v_{i1}, \ldots, v_{is}\} \), where \( S_v \cap S_w = \emptyset \) for \( v \neq w \). More precisely, the sets of vertices and edges of \( \mathcal{H}_s \) are

\[V(\mathcal{H}_s) = \bigcup_{v \in V} S_v \quad \text{and} \quad E(\mathcal{H}_s) = \{S_{v_1} \cup \cdots \cup S_{v_r} : e = \{v_1, \ldots, v_r\} \in E\}.\]
Figure 1. $P_4$ and its 6-expansion $(P_4)^6$.

For simplicity, we identify one vertex in each $S_v$ with the original vertex $v$ and call it a main vertex, while the remaining vertices are again called copies. In particular, \( v(H_s) = s \cdot v(H) \) and \( e(H_s) = e(H) \).

**Example 2.** Figure 2 depicts the 3-extension \((P_4)_3\) of $P_4$.

Figure 2. The 3-extension \((P_4)_3\) of $P_4$.

We are now ready to describe the class of generalized power hypergraphs, which was introduced in [8]. Each of its elements may be obtained as follows. Fix integers \( r \geq 2, s \geq 1 \) and \( k \geq rs \), and consider an \( r \)-graph $H$. The generalized power hypergraph $H^k_s$ is the \( k \)-graph $(H_s)^k$. We say that $H$ is the base hypergraph.

**Example 3.** Figure 3 depicts the generalized power hypergraph $(P_4)^6_2$.

Figure 3. The generalized power hypergraph $(P_4)^6_2$.

**Definition 6.** Let $H$ be a $k$-graph. For $I \subset V(H)$ we define $H \lhd I$ as the subgraph of $H$ obtained by removing all vertices of $I$, all edges that have vertices in $I$, and all vertices that become isolated after the removal of these edges.

**Definition 7.** Let $H$ be a $k$-graph. For $A \subset E(H)$ we define $H - A$ as the subgraph of $H$ obtained by removing all edges of $A$ and all vertices that become isolated after the removal of these edges.

To differentiate the edges of $H$ and $H^k_s$, when necessary, the edges of $H$ will be called $r$-edges and the edges of $H^k_s$ will be called $k$-edges. For a subset $A \subset E(H)$, we denote by $A^k_s$ the subset of $k$-edges in $H^k_s$ obtained from the $r$-edges of $A$.

The following lemma summarizes simple facts about these operations.

**Lemma 6.** Let $H$ be an $r$-graph for some $r \geq 2$ and let $s \geq 1$ and $k \geq rs$ be integers.
Proof of Theorem 5. To prove part (a), note that $\mathcal{H} \triangleleft v$ is obtained from $\mathcal{H}$ by removing $v$, the edge $e$ and any vertices that become isolated when $e$ is removed. Since $v$ has degree 1, it is one of the isolated vertices that are removed from $\mathcal{H}$ to produce $\mathcal{H} - e$, so that $\mathcal{H} \triangleleft v$ and $\mathcal{H} - e$ are the same hypergraph. To prove part (b), one may prove separately that $(\mathcal{H} - A)^k = \mathcal{H}^k - A^k$ and that $(\mathcal{H} - A)_s = \mathcal{H}_s - A_s$, and combine the two results. Part (c) may be easily obtained with this same strategy.

We are now ready to establish some spectral properties involving these operations, as well as expansions and extensions. Before doing this, we prove Theorem 5, which generalizes [21, Theorem 13].

Proof of Theorem 5. We start with part (a). Let $\mathcal{H}$ be an r-graph and assume that $v$ and $u$ are two vertices that are contained in exactly the same edges. Let $(\lambda, \mathbf{x})$ be an eigenpair of $\mathcal{H} \triangleleft v$. Define a vector $\mathbf{y}$ of dimension $n = v(\mathcal{H})$ by $y_i = x_i$ if $i \in V(\mathcal{H} \triangleleft v)$ and $y_i = 0$ otherwise. We see that

\[
(A_{\mathcal{H}} \mathbf{y})_v = \sum_{\alpha \in E(v)} y^\alpha = \sum_{\alpha \in E(v)} y_{w_\alpha} y^{\alpha \setminus \{w_\alpha\}} = \sum_{\alpha \in E(v)} 0 y^{\alpha \setminus \{w\}} = 0 = \lambda y_r^{-1}.
\]

Consider a vertex $w \in V(\mathcal{H}) - \{v\}$ such that $w \not\in \mathcal{H} \triangleleft v$. We have

\[
(A_{\mathcal{H}} \mathbf{y})_w = \sum_{\alpha \in E(w)} y^\alpha = \sum_{\alpha \in E(w)} y_{w_\alpha} y^{\alpha \setminus \{w_\alpha\}} = \sum_{\alpha \in E(w)} 0 y^{\alpha \setminus \{w\}} = 0 = \lambda y_r^{-1}.
\]

Finally, consider a vertex $w \in V(\mathcal{H} \triangleleft v)$. Let $e_1, \ldots, e_p$ be the edges of $\mathcal{H} \triangleleft v$ that contain $w$ and let $f_1, \ldots, f_q$ be the edges of $\mathcal{H}$ that contain $v$ and $w$. We have

\[
(A_{\mathcal{H}} \mathbf{y})_w = \sum_{\alpha \in E(w)} y^\alpha = \sum_{i=1}^q y^{f_i \setminus \{w\}} + \sum_{j=1}^p y^{e_j \setminus \{w\}} = 0 + \sum_{j=1}^p x^{e_j \setminus \{w\}} = (A_{\mathcal{H} \triangleleft v} \mathbf{x})_w = \lambda x_r^{-1} = \lambda y_r^{-1},
\]

as required.

For part (b), note that the result follows immediately from (a) if $v$ has degree 1, as the other vertex of degree 1 in the edge $e$ containing $v$, call it $u$, lies in the same edges as $v$. So we may assume that $v$ has degree at least two. Let $(\lambda, \mathbf{x})$ be an eigenpair of $\mathcal{H} \triangleleft v$. Define a vector $\mathbf{y}$ of dimension $n = v(\mathcal{H})$ by $y_i = x_i$ if $i \in V(\mathcal{H} \triangleleft v)$, and $y_i = 0$ otherwise.

For each $\alpha \in E(v)$, let $w_\alpha \in \alpha$ be a vertex of degree one given by the hypothesis. Note that

\[
(A_{\mathcal{H}} \mathbf{y})_v = \sum_{\alpha \in E(v)} y^\alpha = \sum_{\alpha \in E(v)} y_{w_\alpha} y^{\alpha \setminus \{w_\alpha\}} = \sum_{\alpha \in E(v)} 0 y^{\alpha \setminus \{w_\alpha\}} = 0 = \lambda y_r^{-1}.
\]

Next suppose that $w$ is a vertex of $\mathcal{H}$ that becomes isolated when $v$ is removed, so that all edges in $E(\mathcal{H})$ containing $w$ also contain $v$. We have

\[
(A_{\mathcal{H}} \mathbf{y})_w = \sum_{e \in E(w)} y^{e \setminus \{w\}} = \sum_{e \in E(w)} y_{v} y^{e \setminus \{w,v\}} = \sum_{e \in E(w)} 0 y^{e \setminus \{w,v\}} = 0 = \lambda y_r^{-1}.
\]
Finally, consider a vertex \( u \) in \( \mathcal{H} \triangleleft v \). Let \( e_1, \ldots, e_q \) be the edges in \( \mathcal{H} \triangleleft v \) that contain \( u \) and \( f_1, \ldots, f_p \) the edges that contain \( u \) and \( v \). We have

\[
(A_{\mathcal{H}} y)_u = \sum_{\alpha \in E(u)} y^\alpha = \sum_{i=1}^q y^{f_i - \{u\}} + \sum_{j=1}^p y^{e_j - \{u\}} = 0 + \sum_{j=1}^p x^{e_j - \{u\}} = \lambda x^{r-1}_u = \lambda y^{r-1}_u.
\]

This shows that \((\lambda, y)\) is an eigenpair of \( \mathcal{H} \).

The following are immediate consequences of Theorem 5.

**Corollary 7.** Let \( \mathcal{H} \) be an \( r \)-graph, \( s \geq 2 \) and \( I \subset V(\mathcal{H}_s) \). If \( V(\mathcal{H}_s \triangleleft I) \neq \emptyset \), then the eigenvalues of \( \mathcal{H}_s \triangleleft I \) are eigenvalues of \( \mathcal{H} \).

**Proof.** To obtain \( \mathcal{H}_s \triangleleft I \), we may order the vertices in \( I \) arbitrarily and remove them one by one in this order (of course, nothing is done if a vertex became of degree 1 in the previous step). The result follows by applying Theorem 5(a) as any vertex of \( \mathcal{H}_s \) lies in the same edges as the other vertices that lie in the same set \( S_v \). Note that we never delete more than one vertex in some \( S_v \), as the other vertices become isolated when we remove the first vertex of \( S_v \).

**Corollary 8.** Let \( \mathcal{H} \) be an \( r \)-graph and \( I \subset V(\mathcal{H}) \). If \( V(\mathcal{H}^{r+1} \triangleleft I) \neq \emptyset \), then the eigenvalues of \( \mathcal{H}^{r+1} \triangleleft I \) are eigenvalues of \( \mathcal{H}^{r+1} \).

**Proof.** Since all vertices in \( I \) are main vertices, all edges of \( \mathcal{H}^{r+1} \) have a degree one vertex that is not in \( I \). The result follows immediately from Theorem 5(b) by removing the vertices in \( I \) one by one.

**Corollary 9.** Let \( \mathcal{H} \) be an \( r \)-graph and \( I \subset V(\mathcal{H}^k) \) for \( k > r + 1 \). If \( V(\mathcal{H}^k \triangleleft I) \neq \emptyset \), then the eigenvalues of \( \mathcal{H}^k \triangleleft I \) are eigenvalues of \( \mathcal{H}^k \).

**Proof.** Since \( k > r + 1 \), it holds that every edge contains at least two vertices of degree 1, and hence Theorem 5(a) always applies.

Note that, in Corollary 8, we may only remove main vertices. In general, we cannot remove additional vertices because we do not know whether there are other vertices of degree one in the edge. There is no such restriction in Corollary 9, since we are adding at least two vertices of degree one in each edge.

To conclude this section, we state a simple fact that may be viewed as a converse to the above corollaries.

**Lemma 10.** Let \( \mathcal{H} \) be an \( r \)-graph. If \((\lambda, x)\) is an eigenpair of \( \mathcal{H} \) with \( \lambda \neq 0 \), then there is a strictly nonzero eigenpair \((\lambda, y)\) of \( \mathcal{H} \triangleleft I \) for some \( I \subset V(\mathcal{H}) \).

**Proof.** If \((\lambda, x)\) is a strictly nonzero eigenpair, then we consider \( I = \emptyset \) and \( \mathcal{H} \triangleleft I = \mathcal{H} \). Otherwise, consider the nonempty set \( I = \{u \in V(\mathcal{H}) : x_u = 0\} \) and define a vector \( y \) of dimension \( m = v(\mathcal{H} \triangleleft I) \) with \( y_u = x_u \) if \( u \in V(\mathcal{H} \triangleleft I) \). Clearly, all entries of \( y \) are nonzero, and we claim that \( V(\mathcal{H} \triangleleft I) \neq \emptyset \). To see why this is true, first note that \( I \neq V \), otherwise \( x = 0 \) would not be an eigenvector. If \( V(\mathcal{H} \triangleleft I) = \emptyset \), any vertex \( v \) in \( V - I \) must removed together with the vertices of \( I \), that is, for each edge \( e \) containing \( v \) there is a vertex \( u_e \) in this edge such that \( u_e \in I \). This implies that, with respect to \( v \), equation (2) becomes

\[
\lambda x^{r-1}_v = \sum_{\alpha \in E(v)} x^\alpha = 0,
\]

which would lead to \( \lambda = 0 \), a contradiction. This proves that \( V(\mathcal{H} \triangleleft I) \neq \emptyset \).
Let $u \in V(\mathcal{H} \setminus I)$ and $e_1, \ldots, e_p \in E(\mathcal{H})$ be the edges that contain $u$ and some vertex of $I$ and let $f_1, \ldots, f_q \in E(\mathcal{H})$ be the other edges that contain $u$. We have

$$(A_{\mathcal{H} \setminus I} y)_u = \sum_{\alpha \in E(\mathcal{H} \setminus I)(u)} y^\alpha = \sum_{i=1}^{q} y^f_i \cdot \{u\} = \sum_{i=1}^{q} x^{e_i \setminus \{u\}} + \sum_{i=1}^{q} x^{f_i \setminus \{u\}} = \lambda x^{k-1}_u = \lambda y^{k-1}_u,$$

and the result follows. \hfill \Box

## 3. The Spectrum of Generalized Power Hypergraphs

In this final section, we shall prove Theorem 3. We start with algebraic properties of the eigenvectors of an $r$-graph $\mathcal{H}$ and of its expansions and extensions.

**Lemma 11.** Let $\mathcal{H}$ be an $r$-graph. If $\mathcal{H}$ has two vertices $v_1$ and $v_2$ that lie in the same edges, then for each nonzero eigenvalue $\lambda$ of $\mathcal{H}$, the coordinates $x_{v_1}$ and $x_{v_2}$ of an eigenvector $x$ associated with $\lambda$ differ only by a multiple of an $r$-th root of unity. More precisely, $x_{v_1} = \varepsilon x_{v_2}$ with $\varepsilon^r = 1$.

**Proof.** Notice that the eigenvalue equations for $v_1$ and $v_2$ are

$$(A_{\mathcal{H}} x)_{v_1} = \sum_{\alpha \in E(\mathcal{H})} x^\alpha = \lambda x^{r-1}_{v_1} \quad \text{and} \quad (A_{\mathcal{H}} x)_{v_2} = \sum_{\alpha \in E(\mathcal{H})} x^\alpha = \lambda x^{r-1}_{v_2}.$$

Multiplying the first equation by $x_{v_1}$ and the second by $x_{v_2}$ we have

$$\lambda x^{r}_{v_1} = \sum_{e \in E(\mathcal{H})} x^e \cdot x_{v_1} = \sum_{e \in E(\mathcal{H})} x^e \cdot x_{v_2} = \lambda x^{r}_{v_2}.$$

As $\lambda \neq 0$, we conclude that $x^{r}_{v_1} = x^{r}_{v_2}$, so that $x_{v_1} = \varepsilon x_{v_2}$ for some $\varepsilon^r = 1$. \hfill \Box

We introduce the following notation. A $k$-edge of $\mathcal{H}^k_s$ is denoted $e = S_{e_1} \cup \cdots \cup S_{e_p} \cup S_e$, where $e = \{v_1, \ldots, v_r\} \in E(\mathcal{H})$, $S_{v_i} = \{v_i, \ldots, v_i\}$ for $i \in [r]$ and $S_e = \{u_1, \ldots, u_{k-rs}\}$. Let $(\lambda, x)$ be an eigenpair of $\mathcal{H}^k_s$. By Lemma 11, we know that, for all $e \in E(\mathcal{H})$ and $i \in [k-rs]$, we have $x_{u_i^e} = \omega_{e,i} x_{u_i^e}$, where $\omega_{e,i} \neq 1$. Also by Lemma 11, given $i \in [r]$ and $p \in [s]$, we have $x_{u_i^p} = \varepsilon_{i,p} x_{v_i^1}$, where $\varepsilon_{i,p}^r = 1$.

With the notation $\varepsilon_{S_{v_i}} = \prod_{j=1}^{s} \varepsilon_{v_i,j}$, $\omega_{S_e} = \prod_{j=1}^{k-rs} \omega_{e,j}$ and $\varepsilon_e = \varepsilon_{S_{v_1}} \cdots \varepsilon_{S_{v_r}} \omega_{S_{e}}$, we may write

$$x_{S_{v_i}} = x_{v_1^i} x_{v_2^i} \cdots x_{v_r^i} = x_{v_1^i} \varepsilon_{i,2} x_{v_2^i} \cdots \varepsilon_{i,r} x_{v_r^i} = \varepsilon_{S_{v_i}} x_{v_1^i}^s \quad (3)$$

$$x_{S_e} = x_{u_1^e} x_{u_2^e} \cdots x_{u_{k-rs}^e} = x_{u_1^e} \omega_{e,2} x_{u_2^e} \cdots \omega_{e,k-rs} x_{u_{k-rs}^e} = \omega_{S_e} x_{u_1^e}^{k-rs} \quad (4)$$

$$x^e = x_{S_{v_1} \cdots S_{v_r} S_e} = \varepsilon_e x_{v_1^s} \cdots x_{v_r^s} x_{u_1^e}^{k-rs} = \varepsilon_e (x^s)^{k-rs} \quad (5)$$

**Lemma 12.** Let $\mathcal{H}$ be an $r$-graph and $(\lambda, x)$ be an eigenpair of the generalized power hypergraph $\mathcal{H}^k_s$. If $\lambda \neq 0$, then the entry of $x$ associated with an additional vertex $u$ satisfies $x_u^s = \varepsilon \lambda^{-1}(x^e)^s$, where $\varepsilon^r = 1$ and $e \in E(\mathcal{H})$ is the $r$-edge that originated the $k$-edge $e$ containing $u$.

**Proof.** Let $(\lambda, x)$ be an eigenpair of the generalized power hypergraph $\mathcal{H}^k_s$ such that $\lambda \neq 0$ and fix an additional vertex $u$. Let $e \in E(\mathcal{H})$ be the $r$-edge of $\mathcal{H}$ that originated the $k$-edge $e$ of $\mathcal{H}^k_s$ containing $u$. First consider the case when $u = u_1^e$. Then we have

$$\lambda x_u^{k-1} = (A_{\mathcal{H}^k_s}) u_1^e = x^{\setminus \{u_1^e\}} \quad (5) \Rightarrow \quad \varepsilon_e (x^s)^{k-rs-1} = \varepsilon \lambda^{-1}(x^e)^s = x_u^s.$$
This implies that the result holds for \( u^1_v \), as \( \epsilon_v \) is a \( k \)-root of unity. For a general additional vertex \( u \), the result follows by Lemma 11, as \( x_u \) and \( x^1_u \) may differ only by a \( k \)th root of unity.

An immediate but useful consequence of this result will be stated as the following corollary.

**Corollary 13.** Let \( \mathcal{H} \) be an \( r \)-graph and \((\lambda, \mathbf{x})\) be an eigenpair of the generalized power hypergraph \( \mathcal{H}^k_s \) such that \( \lambda \neq 0 \). If \( x_v = 0 \) for a main vertex, then \( x_u = 0 \) for any additional vertex \( u \) contained in some edge that contains \( v \).

Another algebraic relation between the spectra of \( \mathcal{H} \) and \( \mathcal{H}^k_s \) is the following.

**Lemma 14.** Let \( \mathcal{H} \) be an \( r \)-graph. If \((\lambda, \mathbf{x})\) is a strictly nonzero eigenpair of \( \mathcal{H}^k_s \), then there exists an eigenpair \((\beta, \mathbf{y})\) of \( \mathcal{H} \) such that \( \beta^{rs} = \lambda^k \) and \( y^r_v = x^k_v \), for each vertex in \( v \in V(\mathcal{H}) \).

**Proof.** Let \( u \) be a main vertex in \( V(\mathcal{H}^k_s) \). Then

\[
\lambda x^{k-1}_u = \sum_{e \in E(\mathcal{H})|u \in e} (\epsilon_e x^{s-1}_u (x^{e-\{u\}})^s x^{k-2s}_u)^{\frac{1}{r s}}
\]

In equation (6) we will choose the \( rs \)-th root that preserves equality.

\[
\lambda x^{k-1}_u = \sum_{e \in E(\mathcal{H})|u \in e} \left( (\epsilon_e x^{s-1}_u (x^{e-\{u\}})^s x^{k-2s}_u)^{\frac{1}{r s}} \right)^{\frac{1}{rs}}
\]

\[
= \sum_{e \in E(\mathcal{H})|u \in e} \left( (\epsilon_e x^{s-1}_u (x^{e-\{u\}})^s x^{k-2s}_u)^{\frac{1}{r s}} \right)^{\frac{1}{r s}}
\]

\[
= \sum_{e \in E(\mathcal{H})|u \in e} \left( (\epsilon_e x^{s-1}_u (x^{e-\{u\}})^s x^{k-2s}_u)^{\frac{1}{r s}} \right)^{\frac{1}{r s}}
\]

\[
= (\lambda^{-k-r})^{\frac{1}{rs}} \sum_{e \in E(\mathcal{H})|u \in e} \left( (x^{e-\{u\}})^{\frac{1}{r s}} \right)^{\frac{1}{rs}}
\]

This implies that

\[
\lambda^{\frac{k-1}{rs}} x^{(k-1)}_u = \sum_{e \in E(\mathcal{H})|u \in e} (x^{e-\{u\}})^{\frac{1}{r s}}.
\]

Therefore, \( \beta = \lambda^{\frac{k}{rs}} \) is an eigenvalue of \( \mathcal{H} \) with an eigenvector \( \mathbf{y} \) given by \( y_v = (x_v)^{\frac{1}{rs}} \), for all \( v \in V(\mathcal{H}) \).

Next, we prove three particular cases that will imply Theorem 3 in its full generality.

**Lemma 15.** Let \( \mathcal{H} \) be an \( r \)-graph and \( s \geq 2 \) be an integer. The pair \((\lambda, \mathbf{x})\) is an eigenpair of \( \mathcal{H}_s \) if and only if there exists an induced subgraph \( \mathcal{G} \) of \( \mathcal{H} \) with no isolated vertices having a strictly nonzero eigenpair \((\beta, \mathbf{y})\), where \( \lambda^{rs} = \beta^{rs} \).

**Proof.** If \((\lambda, \mathbf{x})\) is a strictly nonzero eigenpair of \( \mathcal{H}_s \) then, by Lemma 14 there is a strictly nonzero eigenpair \((\lambda, \mathbf{y})\) of \( \mathcal{H} \). Hence, we may suppose \( \mathbf{x} \) has some zero entries. Let \( I = \{ v \in \mathcal{H}_s : x_v = 0 \} \). By Lemma 10, we know that there exists a strictly nonzero
we conclude that there exists a strictly nonzero eigenpair \((\lambda, \mathbf{z})\) of \(\mathcal{H}_s \triangleleft I\). By defining \(J\) as the set of all main vertices of \(I\), we observe, first, that \(\mathcal{G} = \mathcal{H} \triangleleft J\) is an induced subgraph of \(\mathcal{H}\), and second, by Lemma 6, that \((\mathcal{H} \triangleleft J)_s = \mathcal{H}_s \triangleleft J\). Lemma 11 implies that entries of \(\mathbf{x}\) associated with vertices of \(\mathcal{H}_s\) that are copies of the same vertex of \(\mathcal{H}\) differ by a root of unity. In particular, they are either all zero or all nonzero. This implies that \(\mathcal{H}_s \triangleleft I = \mathcal{H}_s \triangleleft J\). So, we have \(\mathcal{H}_s \triangleleft I = \mathcal{H}_s \triangleleft J = (\mathcal{H} \triangleleft J)_s\) and, by Lemma 14, we conclude that there is a strictly nonzero eigenpair \((\beta, \mathbf{y})\) of \(\mathcal{H} \triangleleft J\), where \(\lambda^s = \beta^s\).

Conversely, if \((\beta, \mathbf{y})\) is a strictly nonzero eigenpair of an induced subgraph \(\mathcal{G}\) of \(\mathcal{H}\) with no isolated vertices, then we can write \(\mathcal{G} = \mathcal{H} \triangleleft I\) for some \(I \subset V(\mathcal{H})\). By Theorem 2, any solution of \(\lambda^r = \beta^s\) is an eigenvalue of \((\mathcal{H} \triangleleft I)_s = \mathcal{H}_s \triangleleft I\). Corollary 7 implies that \(\lambda\) is an eigenvalue of \(\mathcal{H}_s\).

Lemma 16. Let \(\mathcal{H}\) be an \(r\)-graph. The pair \((\lambda, \mathbf{x})\) is an eigenpair of \(\mathcal{H}^{r+1}\) if and only if there exists an induced subgraph \(\mathcal{G}\) of \(\mathcal{H}\) with no isolated vertices having strictly nonzero eigenpair \((\beta, \mathbf{y})\), where \(\beta^r = \lambda^{r+1}\).

Proof. If \((\lambda, \mathbf{x})\) is a strictly nonzero eigenpair of \(\mathcal{H}^{r+1}\), then, by Lemma 14, we know that there is a strictly nonzero eigenpair \((\beta, \mathbf{z})\) of \(\mathcal{G} = \mathcal{H}\) such that \(\beta^r = \lambda^{r+1}\). If \(\mathbf{x}\) has some zero entries, we define \(I = \{v \in \mathcal{H}^{r+1} : x_v = 0\}\) and by the proof of Lemma 10, we know that there is a strictly nonzero eigenpair \((\lambda, \mathbf{y})\) of \(\mathcal{H}^{r+1} \triangledown I\). Define \(J\) as the set of all main vertices in \(I\). Note that \(\mathcal{G} = \mathcal{H} \triangleleft J\) is an induced subgraph of \(\mathcal{H}\). By Lemma 6, we have that \((\mathcal{H} \triangleleft J)^{r+1} = \mathcal{H}^{r+1} \triangleleft J\).

By Lemma 12, an additional vertex \(u\) lies in \(I\) if and only if there is a main vertex \(v\) in the edge containing \(u\) that lies in \(I\), so that \(\mathcal{H}^{r+1} \triangledown I = \mathcal{H}^{r+1} \triangleleft J\). By Lemma 14, we conclude that there exists a strictly nonzero eigenpair \((\beta, \mathbf{y})\) of \(\mathcal{G} = \mathcal{H} \triangleleft J\) such that \(\beta^r = \lambda^{r+1}\).

If \((\beta, \mathbf{y})\) is a strictly nonzero eigenpair of an induced subgraph \(\mathcal{G}\) of \(\mathcal{H}\) with no isolated vertex, we can write \(\mathcal{G} = \mathcal{H} \triangleleft I\), for some \(I \subset V(\mathcal{H})\). By Theorem 2, each solution of \(\lambda^r = \beta^s\) is an eigenvalue of \((\mathcal{H} \triangledown I)^{r+1} = \mathcal{H}^{r+1} \triangledown I\), where equality comes from Lemma 6(c). By Corollary 8, we deduce that \(\lambda\) is an eigenvalue of \(\mathcal{H}^{r+1}\), as required.

Lemma 17. Let \(\mathcal{H}\) be an \(r\)-graph and let \(k > r + 1\). The pair \((\lambda, \mathbf{x})\) is an eigenpair of \(\mathcal{H}^k\) if and only if some subgraph \(\mathcal{G}\) of \(\mathcal{H}\) has a strictly nonzero eigenpair \((\beta, \mathbf{y})\), where \(\beta^r = \lambda^k\).

Proof. If \((\lambda, \mathbf{x})\) is a strictly nonzero eigenpair of \(\mathcal{H}^k\), then, by Lemma 14, we know that there is a strictly nonzero eigenpair \((\beta, \mathbf{y})\) of \(\mathcal{G} = \mathcal{H}\). If \(\mathbf{x}\) has some zero coordinates, we define \(I = \{v \in \mathcal{H}(k) : x_v = 0\}\), and by the proof of Lemma 10, there exists a strictly nonzero eigenpair \((\lambda, \mathbf{z})\) of \(\mathcal{H}^k \triangledown I\). Define \(J\) as the set of all the main vertices in \(I\). Let \(A\) be the set of edges \(e\) of \(\mathcal{H}\) such that the entries of \(\mathbf{x}\) corresponding to elements of \(e\) are nonzero, but such that an entry associated with some additional vertex in \(S_e\) is zero. By Lemma 11, this means that that the entries associated with all elements of \(S_e\) are zero. Note that \(\mathcal{H}^k \triangledown I = (\mathcal{H}^k \triangledown J) - A^k\). By Lemma 6 we have that

\[
\mathcal{H}^k \triangledown I = (\mathcal{H}^k \triangledown J) - A^k = (\mathcal{H} \triangledown J)^k - A^k = ((\mathcal{H} \triangledown J) - A)^k
\]

Thus, by Lemma 14, we know that there is an eigenpair \((\beta, \mathbf{y})\) of \(\mathcal{G} = (\mathcal{H} \triangledown J) - A\) such that \(\beta^r = \lambda^k\).

Let \((\beta, \mathbf{y})\) be a strictly nonzero eigenpair of a subgraph \(\mathcal{G}\) of \(\mathcal{H}\). Consider a set of vertices \(I\) and a set of edges \(A\) whose elements do not contain vertices of \(I\) such that
\(G = (\mathcal{H} \triangle I) - A\). By Lemma 6, we have that
\[(\mathcal{G})^k = ((\mathcal{H} \triangle I) - A)^k = (\mathcal{H} \triangle I)^k - A^k = (\mathcal{H}^k \triangle I) - A^k\]
Let \(J \subset V(\mathcal{H}^k)\) given by the union of the set \(I\) with the additional vertices of the \(k\)-edges in \(A^k\). The definition of \(J\) implies that \(\mathcal{H}^k \triangle J = (\mathcal{H} \triangle I) - A^k\). By Theorem 2, each solution of \(\lambda^k = \beta^s\) is an eigenvalue of \(\mathcal{H}^k \triangle J\). Corollary 9 implies that \(\lambda\) is an eigenvalue of \(\mathcal{H}^k\).

To conclude the paper, we show how the above results imply Theorem 3.

**Proof of Theorem 3.** Let \(\mathcal{H}\) be an \(r\)-graph, fix integers \(s \geq 1\) and \(k \geq rs\) and consider a pair \((\lambda, x) \in \mathbb{C} \times \mathbb{C}^n\) such that \(\lambda \neq 0\) and \(n = (k - rs) \cdot e(\mathcal{H}) + s \cdot v(\mathcal{H})\).

The statements of Lemmas 15, 16 and 17 refer only to strictly nonzero eigenpairs of subgraphs \(\mathcal{G}\) of the base hypergraph \(\mathcal{H}\), while Theorem 3 refers to all nonzero eigenvalues. Because of Lemma 10, we know that \((\lambda, x)\) is an eigenpair of an \(r\)-graph \(\mathcal{G}\) if and only if there is a subgraph \(\mathcal{G}'\) of \(\mathcal{G}\) such that \((\lambda, y)\) is a strictly nonzero eigenpair of \(\mathcal{G}'\). In particular, in the proof of Theorem 3, we may restrict our attention to strictly nonzero eigenpairs of subgraphs (or induced subgraphs) of \(\mathcal{H}\).

We start with part (a). If \(s \geq 2\) and \(k = rs\), the result is just Lemma 15. Assume that \(k = rs + 1\). If \(s = 1\), the theorem is just Lemma 16, so suppose that \(s \geq 2\). Let \((\lambda, x)\) be an eigenpair of \(\mathcal{H}_s^k\). By Lemma 16, there exists an induced subgraph \(\mathcal{G}^*\) of \(\mathcal{H}_s\) with no isolated vertices having strictly nonzero eigenpair \((\beta, y)\), where \(\beta^{rs} = \lambda^{rs+1}\). In fact, the proof of Lemma 16 implies that \(\mathcal{G}^*\) is equal to \(\mathcal{G}_s\) for some induced subgraph \(\mathcal{G}\) of \(\mathcal{H}\) (this is a consequence of Corollary 13). The desired result is obtained by an application of Lemma 15 to \(\mathcal{G}\) and \(\mathcal{G}_s\). Conversely, assume that \((\beta, y)\) is a strictly nonzero eigenpair of and induced subgraph \(\mathcal{G}\) of \(\mathcal{H}\) with no isolated vertices, where \(\beta^{rs} = \lambda^{k}\). By Lemma 15, the quantity \(\beta\) is an eigenvalue of \(\mathcal{H}_s\). We may now apply Theorem 2 for \(r' = rs, k' = r' + 1\) and \(\mathcal{H}' = \mathcal{H}_s\) to conclude that the solutions to the equation \(\lambda^{k+1} = \beta^{rs}\) are eigenvalues of \(\mathcal{H}_s^k\), leading to the desired result.

Part (b) may be obtained analogously replacing Lemma 16 by Lemma 17.

To conclude our paper, we provide examples that shed light on aspects of our main result. First, we use Theorem 3 to compute all nonzero eigenvalues of a power hypergraph. Let \(k \geq 3\) and suppose that we wish to find the nonzero eigenvalues of \((S_n)^k\), where \(S_n\) denotes the star with \(n\) vertices (i.e., the complete bipartite graph \(K_{1,n-1}\)). It is well-known that the only nonzero eigenvalues of any star \(S_m\) are \(\sqrt{m-1}\) and \(-\sqrt{m-1}\). Moreover, in the case of stars, a subgraph (or induced subgraph) with no isolated vertex is always a star \(S_m\) with \(2 \leq m \leq n\). By Theorem 3 the nonzero eigenvalues of \((S_n)^k\) are the complex roots of the equations \(x^k = p\), where \(p \in \{1, 2, \ldots, n-1\}\).

Next, we illustrate the difference between parts (a) and (b) of Theorem 3. Consider the graph \(\mathcal{H} = C_4\), so that \(\mathcal{G} = P_4\) is a subgraph of \(\mathcal{H}\) with no isolated vertices. It is well-known that \(\nu = \frac{1 + \sqrt{5}}{2}\) is an eigenvalue of \(P_4\). This means that the complex roots of the equation \(x^k = \nu^2\) are nonzero eigenvalues of \(\mathcal{H}^k\) for all \(k \geq 4\). As it turns out, the roots of \(x^3 = \nu^2\) are not eigenvalues of \(\mathcal{H}^3\), but this does not contradict Theorem 3 because \(P_4\) is not an induced subgraph of \(C_4\).
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