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Abstract

In this paper I will discuss the overlap between the concept of Shannon Entropy and the concept of electronic correlation. Quantum Monte Carlo numerical results for the uniform electron gas are also presented; these latter on the one hand enhance the hypothesis of a direct link between the two concepts but on the other hand leave a series of open questions which may be employed to trace a roadmap for the future research in the field.
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INTRODUCTION

In a seminal paper, Claude Shannon formalized the idea of assigning probabilities to the outcome of uncertain events and introduced the entropy as measure of uncertainty. Nowadays the concept of Shannon entropy has crossed a considerable number of barriers between traditionally separated disciplines and became a universal concept of statistical physics. In particular in molecular physics its use is spreading in several directions, from modeling hydrophobic interactions (see e.g. Ref. 2), to simulation of rare events (see e.g. Refs. 3, 4), to the treatment of chemical bonds and electronic properties (see e.g. Refs. 5, 6), to cite a few. Given the universality claimed above, it became obvious that the Shannon entropy would come in contact with another major concept of modern physics, that is electronic correlations. The definition and calculation of electronic correlations represents nowadays the Holy Grail of electronic structure calculations in condensed matter, material science, chemical physics and biochemistry/physics. The fast development of modern technology requires the treatment of large systems at an accuracy that goes much beyond the accuracy offered by current computational approaches. Electronic correlations play, in this sense, a key role; approaches which can properly account for electronic correlations as Quantum Monte Carlo (QMC) and high level quantum chemical methods, are computationally too expensive and thus restricted to small systems, instead Density Functional Theory (DFT), that is the most popular electronic structure method, can treat relatively large systems at manageable computational prices but has got in the electronic correlations its most empirical aspect. The empiricism of DFT regarding the description of electronic correlations is translated either into poor accuracy or into designing correlations functionals whose physical justification is not clear. These functionals are often numerically successful but, being poorly understood regarding their physical meaning, are not universal or at least not sufficiently transferable. The discussion above leads on the one hand to the question of how to improve the computational performance of the more accurate computational approaches and on the other hand underlines the need to investigate new directions along which the electronic correlations can be better described within the DFT approach. This paper treats the second case by exploring one possible direction, that is the hypothesis of employing the concept of Shannon entropy.
into the development of electronic correlation functionals. I will report recent ideas where the Shannon entropy has been linked to DFT and in particular to the concept of electronic correlations. Moreover I will show recent QMC results for a gas of electrons which, within certain limitations, support the link between electronic correlations energies and Shannon Entropy. Possible connections between the electron density of DFT and the many-body wavefunctions/correlations are put forward in terms of encoding/decoding concepts of information theory. However, despite the intriguing results, a critical appraisal is mandatory and the point of view of the skeptical part of the community needs to be reported as well. The final conclusions are a series of open questions which, if properly addressed, can certainly confirm whether or not the concept of Shannon entropy is useful to push forward the understanding of electronic correlations and can lead to a practical implementation within DFT based computational approaches.

**CONCEPTS**

In this section I will briefly review the general features of the two main concepts of this paper, namely the Shannon entropy and the electronic correlations. The description of each concept is done with an emphasis on the aspects which are of relevance for the later discussion.

**Shannon Entropy**

*Definition:* For a given probability distribution $p(x)$, the Shannon entropy is defined as:

$$S = - \sum_x p(x) \log_2 p(x)$$

(1)

with $x$ being a discrete variable indicating specific outcomes in a set of events, or:

$$S = - \int p(x) \log_2 p(x) dx$$

(2)

if $x$ is a continuous variable. The logarithm base 2 is due to the fact that the idea was originally developed within the framework of binary language, however it can be extended to any base, being the conversion simply a multiplicative constant. The definition above is based on the Shannon Source Coding Theorem, elaborated by Shannon as an answer...
to the following question\footnote{2}:

*Suppose we have a set of possible events whose probabilities of occurrence are $p_1, p_2, \ldots, p_n$. These probabilities are known but that is all we know concerning which event will occur. Can we find a measure of how much “choice” is involved in the selection of the event or how uncertain we are of the outcome?*

Thus, Shannon Entropy is a measure of the uncertainty or in other terms gives an absolute limit on the best possible average length of encoding of information (for example the length of a sequence/combination of 0’s and 1’s in a binary code) without loss, if the information can be represented by a probability distribution. The description above is the essence of the concept needed for my discussion later on.

**Correlation Energies in Many-Electron systems**

I will define the ground state correlation energy of a \(N\)-electron system as the difference between the exact kinetic and electron-electron energy of ground state and the equivalent Hartree-Fock energy of the system:

\[
E_c = \langle \psi_{ex} | \hat{H}_{ee} | \psi_{ex} \rangle - \langle \phi_{HF} | \hat{H}_{ee} | \phi_{HF} \rangle \tag{3}
\]

With \(\hat{H}_{ee} = \hat{T} + \hat{V}_{ee}\), that is the sum of the one-particle kinetic operator and of the two-particle Coulomb electron-electron operator. The wavefunctions \(\psi_{ex}(r_1, r_2, \ldots, r_N)\) and \(\phi_{HF}(r_1, r_2, \ldots, r_N)\) are respectively, the exact solution and the single Slater determinant approximation of the Schrödinger problem: \(H \psi = \epsilon \psi\), for the ground state with Hamiltonian: \(\hat{H} = \hat{T} + \hat{V}_{ee} + \hat{V}_{ext}\), with \(+\hat{V}_{ext}\) the external potential (e.g. electron-nucleus Coulomb interaction). At this point a clarification is needed regarding the general concept of "electronic correlations". The definition I have chosen is usually indicated as "Quantum Chemical" electronic correlation\footnote{10}, as defined by P.O.Löwdin\footnote{11}. This definition is the most natural if one considers wavefunctions explicitly, as it is traditionally done by quantum chemists; however a certain amount of electron correlation is already described by the Hartree-Fock approximation, that is the electron exchange term which describes the correlation between electrons with parallel spin. In this paper I will not consider the exchange term because for the case I will explicitly treat (uniform gas) analytic formulas for the exchange energy are known.
A further clarification is needed; I will embed the discussion within the framework of DFT, the definition I have chosen would not correspond to the definition of correlation energy of Kohn-Sham DFT approach. The difference between Löwdin and Kohn-Sham definition is (see Ref.\textsuperscript{10} for details):

\[ E_{KS}^c - E_c = E_{HF}^c - E_{KS}^{x}[\rho] \] (4)

where \( E_{KS}^{x}[\rho] \) is the exchange energy written in terms of Kohn-Sham orbitals (for simplicity here spin variables are not explicitly considered):

\[ E_{KS}^{x}[\rho] = -\frac{1}{2} \sum_{kl} \Theta_k \Theta_l \int dr \int dr' \phi_k^*(r) \phi_l(r) \frac{1}{|r-r'|} \phi_l^*(r') \phi_k(r') \] (5)

where \( \Theta_i \) is the occupation number of the Kohn-Sham orbital \( \phi_i(r) \). My choice of definition of electronic correlation, when one goes beyond the uniform electron gas, does not apply directly to Kohn-Sham DFT. If one wants to apply the concepts of this paper to Kohn-Sham DFT the discussion above must be taken into account and the term \( E_{KS}^{x}[\rho] \) should be properly treated. However Löwdin definition is general enough and it applies directly to the calculation of energy functionals (above all the kinetic functional) in DFT when approaches other than Kohn-Sham are employed (e.g. Orbital Free DFT\textsuperscript{12}). It may seem reductive, since the Kohn-Sham approach, because of its success, is often identified with DFT itself; moreover, the use of orbitals allows a sort of Hartree-Fock-like analysis in terms of individual electrons to chemists and allows solid state physicists to think in terms of band structures, however, in my view, to go beyond Kohn-Sham orbitals is a direction which shall be supported. Its potentiality has never really been explored in full and it may turn extremely useful in connection with other electronic structure methods (see e.g.\textsuperscript{13}) or in modern popular multiscale studies (see e.g.\textsuperscript{14}). In any case, given the definition chosen, for later discussions let us define specific quantities:

\[ T_c = \langle \psi_{ex} | \hat{T} | \psi_{ex} \rangle - \langle \phi_{HF} | \hat{T} | \phi_{HF} \rangle \] (6)

that is the correlation part of the kinetic energy, and:

\[ V_c = \langle \psi_{ex} | \hat{V}_{ee} | \psi_{ex} \rangle - \langle \phi_{HF} | \hat{V}_{ee} | \phi_{HF} \rangle. \] (7)

Moreover I define the kinetic correlation energy density as:

\[ t_c(r) = \left[ \frac{1}{\rho_{ex}(r)} \int \psi_{ex}^* \hat{T} \psi_{ex} dr_2 \ldots dr_N - \frac{1}{\rho_{HF}(r)} \int \phi_{HF}^* \hat{T} \phi_{HF} dr_2 \ldots dr_N \right] \] (8)
and the potential correlation energy density as:

\[ v_c(r) = \frac{1}{\rho_{\text{ex}}(r)} \int \psi_{\text{ex}}^* \hat{V}_{ee} \psi_{\text{ex}} d\mathbf{r}_2 \ldots d\mathbf{r}_N - \frac{1}{\rho_{\text{HF}}(r)} \int \phi_{\text{HF}}^* \hat{V}_{ee} \phi_{\text{HF}} d\mathbf{r}_2 \ldots d\mathbf{r}_N. \]  

(9)

where \( \rho_{\text{ex}}(r) = \int |\psi_{\text{ex}}|^2 d\mathbf{r} \ldots d\mathbf{r}_N \), with \( \int \rho_{\text{ex}}(r) d\mathbf{r} = N \) and \( \rho_{\text{HF}}(r) = \int |\phi_{\text{HF}}|^2 d\mathbf{r} \ldots d\mathbf{r}_N \), with \( \int \rho_{\text{HF}}(r) d\mathbf{r} = N \). The two definitions above represent the key quantities of the correlation energy functional in DFT.

Strictly speaking the correlation energy is traditionally defined as the difference between the total energy of the exact ground state and the total energy of the corresponding Hartree-Fock solution, although it has been underlined in Ref. \(^{15}\) that this definition is not the unique one. For this discussion the definition of energy is not crucial, but it is crucial the definition of energy density. The definition of energy density that I have adopted here is consistent with both, my definition of correlation energy and the definition usually adopted in literature. In fact for the exact ground state and the for Hartree-Fock solution, the energy density of the external potential is the same, while this is not true for total energies due to the possibility that \( \rho_{\text{ex}} \) and \( \rho_{\text{HF}} \) are different.

**Recurrence of Shannon Entropy into the description of Many-Electron Systems**

The concept of Shannon entropy is starting to become a powerful tool for the description of many-electron systems. One example is the work of A.Nagy who has shown, in a rigorous way, the property of the Shannon entropy density as descriptor of Coulomb system \(^{16}\). The Shannon entropy in this case is defined as:

\[ S = - \int \rho(\mathbf{r}) \log \rho(\mathbf{r}) d\mathbf{r} \]  

(10)

and the Shannon entropy density:

\[ s(\mathbf{r}) = -\rho(\mathbf{r}) \log \rho(\mathbf{r}) \]  

(11)

with \( \rho(\mathbf{r}) \), being the three dimensional electron density, as previously defined. The results of Ref. \(^{16}\) are very interesting because they may offer an alternative approach (and thus perspective) to the description of electronic systems. Moreover, in collaboration with S.Liu,
Nagy has proposed the interpretation of the gradient of Shannon entropy density per particle,\( - \log \rho(r) \), as local wave-vector.\(^{17}\) This result is potentially very interesting since it makes a link between a quantum object directly connected to the system’s wavefunction (wave-vector) and a statistical measure of uncertainty of the corresponding electron distribution (Shannon entropy). Other applications concern, for example, the use of Shannon Entropy as indicator of avoided crossings in atomic spectroscopy for electronic systems in the presence of magnetic and electric fields\(^{18}\) or the study of relevant chemical reactions like biomolecular nucleophilic substitutions reactions\(^{19-22}\). Moving forward, of particular interest for the discussion in this paper is the recurrence of the idea of logarithm (and directly or indirectly of the Shannon entropy) to describe electronic correlations. The use of the logarithm of a distribution, and thus something strictly related to the Shannon Entropy, as a statistical measure of the correlation strength was put forward, for example, by Gottlieb and Mauser\(^{23}\). They quantify the electronic correlation in a wavefunction \( \psi \) by comparing the wavefunction to the uncorrelated state, \( \Gamma \), which has the same one particle statistical operator, \( \gamma \), of \( |\psi \rangle \langle \psi | \). The definition of \( \gamma \) is such that: 
\[
\gamma(r, r') = N \int \psi(r, r_2, \ldots, r_N)\psi(r', r_2, \ldots, r_N)dr_2, \ldots, dr_N.
\]
Where \( (r_2, \ldots, r_N) \) are the coordinates of the \( N-1 \) particles over which the integration is performed and \( r \) and \( r' \) refer to the electron chosen as reference. The strength of correlation is then defined as:

\[
\text{Corr}(\psi) = - \log \langle \psi, \Gamma \psi \rangle
\]

that is the logarithm of the dissimilarity between \( \psi \) and its projection on \( \Gamma \). Along the same lines, but more closely to the idea of Shannon entropy is for example the recent work of Byczuck \textit{et al.}\(^{24}\). They use the concept of von Neumann entropy\(^{25}\), to define a measure of correlation, by calculating the relative entropy of a quantum state with respect to an uncorrelated product state. The von Neumann entropy is defined as: 
\[
S_{vn} = - \text{tr}(\hat{\rho} \log \hat{\rho})
\]
where \( \hat{\rho} = \sum_i p_i |\psi_i \rangle \langle \psi_i | \) is the density operator built on the quantum states \( |\psi_i \rangle \) each of which has probability \( p_i \). The von Neumann entropy corresponds to the Shannon entropy if \( |\psi_i \rangle \)’s are eigenstates of the system. Similar ideas start to increasingly spread in literature and the concept of statistical determination of the correlation strength is involving in an increasing way the Shannon entropy. For example, Sagar \textit{et al.}\(^{26}\), proposed the measure of Mutual Information to define the strength of correlation for spherically symmetric systems.
up to a two-particle correlation approximation. The concept of Mutual Information is such that the measure of correlation is defined as:

\[ I = \int f(r_1, r_2) \log \frac{f(r_1, r_2)}{\sigma(r_1)\sigma(r_2)} dr_1 dr_2 \]  \hspace{1cm} (13)

where \( f(r_1, r_2) \) is the spin-traced spherically averaged two-particle pair distribution function and \( \sigma(r) \) the spherically averaged one-electron density (that is \( \rho(r)/N \)). Eq.13 can be shown to be the difference between the one-particle and the two-particle Shannon entropy. Such a difference can be interpreted as the difference between the one particle and two-particle localization, that is a measure of the pairing of the particles, in this sense it can be interpreted as a measure of electronic correlation. Narrowing down to interpretations of Shannon entropy which can be related to the DFT or related theories, I have found interesting the idea of defining the measure of correlation or delocalization of the electron cloud \( \rho(r) \) as done by Romera and Dehesa (see also Ref.28). They define the measure of correlation as:

\[ J_\sigma = \frac{1}{2\pi} e^{\frac{1}{3}S_\sigma} \]  \hspace{1cm} (14)

where \( S_\sigma = - \int \sigma(r) \log \sigma(r) dr \). The authors specify that \( J_\sigma \) measures the electronic correlation because the smaller \( S \) the more concentrate is the wavefunction of the state and thus the electron is more localized and local interactions dominate on long range correlations. On the contrary the larger \( S \) the more delocalized is the wavefunction of the state and thus the more dominant the long range correlations. Moreover \( J_\sigma \) is characterized by scaling properties which give to it a solid physical consistency. The idea of localization v.s. delocalization as well as the scaling properties are important concepts in the development of energy functionals within the DFT framework and they will be of relevance in the discussion later. Inspired by the work of Romera and Dehesa I have proposed a kinetic functional of the form \( T[\rho] = T_w[\rho] + \alpha e^{wS[\rho]} \), where \( T_w[\rho] \) is the Weizsacker term. This conclusion has been reached by calculating the kinetic energy density for a uniform gas of interacting electrons via a sampling of the electron-electron interactions using a many-body distribution. The basic ingredients of the model used are reported below. The procedure is based on the seminal paper of Sears, Parr and Dinur, the pioneers in linking DFT with information theory. They use the factorization: \( \psi(r, r_2, ..., r_N) = \rho(r)f(r_2, ..., r_N|r) \) to determine the
energy functional expression. This factorization leads to a local, non-interacting, kinetic energy term proportional to the Fisher Information (Weizsacker term): 

$$I[\rho] = \frac{1}{8} \int \frac{[\nabla \rho (r)]^2}{N(r)} d\mathbf{r}$$

(see also Ref.33) and to a non local term:

$$I^{\text{nonloc}}[\rho] = \frac{1}{8} \int \rho (r) \left[ \int \frac{[\nabla f(r_2, ..., r_N | r)]^2}{f(r_2, ..., r_N | r)} d\mathbf{r}_2, ..., d\mathbf{r}_N \right] d\mathbf{r}.$$ 

It must be noticed that the exact knowledge of $f$ requires the same amount of information as the exact knowledge of $\psi$, in principle, however $f$ can be built on the basis of mathematical necessary conditions and physically well founded empirical considerations. Most important $f$ can be used for Monte Carlo sampling of electron configurations in space to calculate $I^{\text{nonloc}}[\rho]$ as 

$$\int \rho (A + B \log \rho) d\mathbf{r}$$

(17)

Later on this expression was improved by adding explicitly the particles' spin so that the correct limit for non interacting particles was obtained (Thomas-Fermi term). The functional form remains the same except a refinement of the constant $A$ and $B$ and the addition of the Thomas-Fermi term. I have shown that $I^{\text{nonloc}}[\rho]$ must correspond to a correlation energy once the Thomas-Fermi term is subtracted. This conclusion is fully consistent with the results of Sierraalta and Ludena, who have shown that for a gas of non interacting electrons the non local part of the kinetic energy corresponds to the Thomas-Fermi term of kinetic energy. The expression $\rho \log \rho$ does not possess the correct scaling behaviour under coordinate scaling, $\mathbf{r} \rightarrow \lambda \mathbf{r}$, that is a very relevant property for the physical consistency of any energy functional. Thus I suggested that the numerical result obtained expresses the first term of a Taylor expansion of $e^{\mu S[\rho]}$ (which instead has a consistent scaling). However,
the validity of the numerical results have been put under discussion and my hypothesis of a link between the Shannon entropy and the kinetic functional has been refuted by a work of Trickey et al.\textsuperscript{41}. Actually the conclusion of Ref.\textsuperscript{41} is that the Shannon Entropy cannot play a role in the description of the (kinetic) correlation energy. I personally do not agree with the conclusions of Ref.\textsuperscript{41}; however several aspects underlined there are extremely useful to narrow down the idea of a combination of numerical results and theoretical hypothesis (these aspects will be explicitly discussed later on). I can anticipate that the main point will be about which questions to address in order to definitively refute or prove the connection between the Shannon entropy and the correlation term of the energy functional. Before setting the discussion mentioned above, there is the need of employing a more accurate numerical method, without a high degree of empiricism, to numerically determine the correlation part of the kinetic and of the potential energy for a uniform gas of interacting electron. If, using accurate methods, $T_c[\rho]$ and $V_c[\rho]$ are close to the expression of the Shannon entropy, then it is legitimate to ask the question whether or not this is a lucky case (as Trickey and coworkers claim) or if there is something more behind. If one is convinced of the second hypothesis, the key point is about finding a convincing interpretation of the correlation energy in the light of the meaning of Shannon entropy discussed before, that is a measure of correlation strength. In this perspective, a convincing argument is represented by the Collins Conjecture\textsuperscript{42} in which the correlation energy of many-electron systems is written as a term proportional to the Shannon entropy. The connections between our results and the Collins Conjecture will be treated in detail in the discussion section. Below I report numerical results for $T_c[\rho]$ and $V_c[\rho]$ for a uniform gas of interacting electrons calculated with an advanced Quantum Monte Carlo method. Indeed, within a certain (extended) range of densities, relevant for condensed matter, the behaviour of $T_c[\rho]$ and $V_c[\rho]$ is that of $S[\rho]$ (each with the proper sign). In the subsequent section these results are discussed.

**NUMERICAL RESULTS**

In this section I report the results for the kinetic and potential energy density per particle of a Quantum Monte Carlo study of a uniform electron gas of interacting electrons. Here
the electronic correlations are described with very high accuracy, being the method used, Reptation Quantum Monte Carlo, state of the art among Quantum Monte Carlo approaches regarding electronic correlations\textsuperscript{43}. The technical details of the simulation are reported in Ref.\textsuperscript{44} here I will add only those details required for the current discussion. The correlation energy as a function of the density $\rho$ is defined as:

$$E_c[\rho] = E_{tot}[\rho] - T_{id}[\rho] - V_{ee}^{HF}[\rho]$$

(18)

where $T_{id}[\rho]$ is the kinetic energy of an ideal gas of non-interacting electron at density $\rho$, which corresponds to the Thomas Fermi kinetic energy, and $V_{ee}^{HF}[\rho]$ is the electron-electron potential energy at density $\rho$ calculated taking as a trial wavefunction a Slater determinant of free particle orbitals (plane waves). According to the definition of Eq.(21) the following definitions follow:

$$T_c[\rho] = T[\rho] - T_{id}[\rho]$$

(19)

$$V_c[\rho] = V_{ee}[\rho] - V_{ee}^{HF}[\rho].$$

(20)

and accordingly:

$$e_c(\rho) = \frac{1}{N} E_c[\rho]$$

(21)

so that $E_c[\rho] = \int \rho[e_c(\rho)]d\mathbf{r}$

$$t_c(\rho) = \frac{1}{N} T_c[\rho]$$

(22)

so that $T_c[\rho] = \int \rho[t_c(\rho)]d\mathbf{r}$

$$v_c(\rho) = \frac{1}{N} V_c[\rho]$$

(23)

so that $V_c[\rho] = \int \rho[v_c(\rho)]d\mathbf{r}$. The density range spans from 0.002 to 2.0 $\text{e bohr}^{-3}$ which corresponds, in the more familiar language of the Wigner-Seitz radius, $r_s$, to a range of 2.0-0.5 bohr. While the case of density $\rho = 2.0 \text{e bohr}^{-3}$ shall be considered a high density regime, the other densities considered are those of interest for condensed matter systems under standard conditions. Such densities are contained in the intermediate density regime where general features of correlation functionals are likely to be more relevant for applications. Fig[1] and Fig[2] show that the behaviour of both the kinetic energy density (per particle) matches very closely that of a logarithm behaviour in the range from 0.002 to 0.25 $\text{e bohr}^{-3}$. Instead for higher values (2.0 $\text{e bohr}^{-3}$) the behaviour of the two quantities diverges from that of the logarithm
obtained from the other densities. However, Fig. 3 shows that the total correlation energy density follows the logarithm behaviour. These data are not particularly surprising and are consistent with Quantum Monte Carlo data of the past employed to parametrize a largely used energy correlation functional of DFT. However in the context of this discussion these results provide a numerical evidence, within a certain range of relevant densities, of a log \( \rho \) behavior of \( t_c \) and \( v_c \); and for higher density it is their sum \( e_c \) to behave as log \( \rho \). As a matter of fact, these results do not reject the idea of a link between Shannon entropy and electronic correlation functional of DFT. Actually these results motivate the search for a possible more profound link between the two concepts; below we discuss the possible aspects concerning the search of a more profound link.

**DISCUSSION**

In the light of the discussion carried out in the previous sections here I will discuss some critical aspects about the possibility of a link between the correlation energy and Shannon entropy. The Quantum Monte Carlo results are certainly encouraging but their range of validity shall be properly considered. Trickey and coworkers have reported a limitation common to all numerical approaches based on sampling particle configurations, that is, the low density case. At low densities numerical convergence is hard to reach and accuracy is highly questionable, thus the extrapolation to low densities of a log behaviour for \( t_c \), based on data at intermediate densities, leads to an unavoidable positivity violation, and thus to negative kinetic energy, which is a physical contradiction. More in general the problem of low accuracy applies also to \( v_c \) and \( e_c \). At high densities the problem of accuracy is instead minimized but the physics of the system becomes different since relativistic effects become increasingly more relevant. These considerations imply a major restriction, that is, one shall consider the validity of the conclusions of a numerical study only in the range of densities considered in the calculations. A second important restriction concerns the fact that the data were obtained for a uniform gas of electrons where the density is constant in space. This is a strong simplification and, for example, the case of uniform density would not be consistent with the interpretation of Romera and Dehesa of Shannon Entropy, previously
reported, as a descriptor of the “delocalization” of $\rho(\mathbf{r})$ and thus of electronic correlations. At this point it becomes a matter of personal taste whether to believe in a more profound link between the two concepts or to believe that the results are an (un)fortunate coincidence. In general, on the basis of the ground-breaking success of the concept of Shannon Entropy in a wide range of disciplines, I tend to believe in a more profound link between the two concepts, however one needs to be practical with specific questions and a possible working plan at a concrete level. Below I motivate my positive attitude and formulate a series of questions whose answer, in my view, would be relevant to give solid basis to this field of research.

**Monte Carlo Sampling as an encoding process and its correspondence with DFT via Shannon Entropy**

One point of crucial importance in this discussion is the following: given any system of electrons at density $\rho(\mathbf{r})$, it is always possible to define *a posteriori* its Shannon Entropy, $S = -\int [\rho(\mathbf{r}) \log \rho(\mathbf{r})] d\mathbf{r}$; this is possible also for non-interacting electrons, which have no correlations included. The actual key point of the discussion above is that the results of the QMC study do not concern a generic measure of correlations made *a posteriori*, but the functional form of correlation energies of interacting electrons. The functional form of such energies is a solution of the full quantum problem when the energy is written in terms of $\rho(\mathbf{r})$, thus the similarity between this term and the Shannon entropy is not imposed, but emerges naturally as a solution of the full quantum problem. The first question to ask is whether or not it is a mere coincidence that methods which are based on statistical sampling/integration of electron configurations find a similar functional behaviour for the correlation energies in terms of $\rho$. The numerical accuracy corresponding to each specific method may be very different, however it cannot be denied that within the range of densities considered in the numerical calculations the functional form is the same. As a matter of fact the sampling/averaging procedure of the correlation energy expressed in terms of $\rho(\mathbf{r})$ is an encoding process of a set of $3N$-dimensional data into a set of 3-dimensional data; this observation suggests to attempt a formulation of the analogy between correlation energies
and Shannon entropy in terms of a process of encoding/decoding data. In fact in the full quantum problem we have a 3N-dimensional wavefunction which exactly expresses all the correlations between electrons. However, in the numerical study, when we reduce the expression of the energy to a 3-dimensional quantity, the result is that the correlation energy is expressed in form of (proportional to) a quantity which in information theory is a measure of the uncertainty hidden in its 3-dimensional distribution (due to an encoding process). In the language of information theory $S$ quantifies the average amount of information (but does not provide the information itself) needed to express the realization of a certain event.

If we use this analogy, can we then interpret $\int \rho(r)[t_c(r)]dr$, $\int \rho(r)[v_c(r)]dr$ and $\int \rho(r)[e_c(r)]dr$ (with the appropriate sign) as quantities whose leading term ($\int \rho \log \rho$) is a sort of index of the average quantity of information needed to express the explicit/exact 3N-dimensional data?

At this stage this interpretation is certainly speculative but at the same time very appealing. In fact the Hohenberg-Kohn theorem of DFT\textsuperscript{47} sets a one-to-one correspondence between the 3N-dimensional wavefunction of ground state $\psi(r_1...r_N)$ and the 3-dimensional electron density $\rho(r)$. As a matter of fact the passage from $\psi$ to $\rho$ implies a process of encoding/integration (and vice versa the process from $\rho$ to $\psi$ corresponds to a decoding process) and the revolutionary essence of the theorem is that in $\rho(r)$ are contained (coded) all the properties of the ground state, even its wavefunction (see e.g.\textsuperscript{13,48}). Following the arguments above it becomes natural the following question: according to the idea of encoding/decoding of information theory, does the $\log \rho$ form of $t_c$, $v_c$ and $e_c$ tell us that the correlation terms of the universal functional of Hohenberg and Kohn expresses the fact that the correlation energy corresponds (is proportional) to the average quantity of information needed to explicitly express the exact many-body behavior of the electrons?

In order to be more concrete on this point I will propose the possibility of an analogy with the horse racing example illustrated by Petz in his book\textsuperscript{9}.

**Horse Racing Analogy**

If we want to communicate the name of the winning horse in a horse racing where all horses have the same probability to win (uniform distribution) the minimum length of a message
in binary code is determined by the Shannon entropy. For example if the race is made by 8 horses then we have: \( S = \sum_{i=1}^{8} \frac{1}{8} \log_2 \frac{1}{8} = 3 \); this means that I can identify each horse in an exact way with a message expressed by a combination of 1’s and 0’s of length 3 (3 bits). Here the “event” is the victory of one specific horse; the probability distribution is about which horse can win and it is very important to notice that the probability does not say anything about the characteristics which identify each horse and distinguish it from the others (e.g. the name, color, age etc etc); such characteristics are communicated via the encoding process(a string of 0’s and 1’s). The idea can be extended in a straightforward way to a non uniform distribution, in which case the events are not all equally probable and the Shannon entropy expresses the *average length of the message*, that is the average number of bits needed to communicate any of the possible outcome of the racing. In the case of electrons, \( \rho(r) \) expresses the event of finding one electron at a given point in space \( r \) due to the (average) action of the other electrons which is implicit in the shape of \( \rho(r) \). This implies that \( \rho(r) \) expresses the probability of realization of specific electronic configurations (in a 3-dimensional space, neglecting the spin for simplicity). Being normalized to \( N \) it then expresses the fact that electrons are indistinguishable and thus this event would be true independently of the choice of an electron of reference. As in the example of the horses, \( \rho(r) \) tells us about the likelihood of an event (a certain electronic conformation in space), but does not tell us about the explicit characteristics of the event, that is the action of all the other electrons on the electron of reference which led to such an event. In order to express the explicit action of all the other electrons one needs to specify two-body, three-body,...\( N \)-body correlations corresponding to the event (something equivalent to a string of bits as the string required to communicate the winning horse in the horse racing example). In fact, for a system of non interacting electrons the probability of finding one electron in space does not depend on the action of the other electrons, thus the one-body information contained in \( r_1 \equiv r \) is sufficient and the encoding of information related to \( (r_2,...,r_N) \) not required. In this perspective, if we consider the electronic correlations per particle as the overall action of all electrons on one specific electron, then the correlation energy, in the language of information theory, is nothing else than the average amount of information (i.e. of action) needed to explicitly express electronic configurations. Non
interacting electrons do not make any action, thus they do not have a correlation energy, instead for interacting electrons the action is taken into account by the encoding process, that is the sampling/averaging on the $3N$-dimensional space. The example discussed here is, at this stage, only a possible suggestive interpretation and it is not supported by any further mathematical/formal argument. However an encouraging support may be found in the work of D.M.Collins\textsuperscript{42} and in its related developments. The similarity with the idea of Collins is discussed in the next paragraph.

**Collins Conjecture**

In a seminal paper, D.M.Collins\textsuperscript{42} put forward the following conjecture:

$$E_c = \xi \sum_j n_j \log n_j \quad (24)$$

where $\xi$ is a proper constant and $n_j$ the occupation number of the $j$-th state/spin-orbital. Later on, Ziesche\textsuperscript{49} extended this concept to the momentum distribution, $\rho(k)$. He explicitly discussed the case of a uniform electron gas and identified the Shannon entropy with the correlation energy. The Shannon entropy in this case is written as:

$$S = \int_0^\infty d\left(\frac{k}{k_F}\right) \rho(k) \log \rho(k) \quad (25)$$

with $k_F$ the normalizing Fermi momentum at the given electron density. He concludes that: “$s$ measures, at least for the uniform electron gas, the correlation strength”.

However, as in my case, on the basis of some numerical results, Ziesche cannot confirm Collin’s conjecture for low densities. Anyway, few years later, Collins conjecture was numerically proven to be valid for a series of small molecules, by Ramirez et al\textsuperscript{50}. They employ a sufficiently accurate quantum chemical approach based on configuration interaction wave-functions and go beyond the case of a uniform gas of electrons. These results are rather encouraging regarding the validity of Collins conjecture at least in first approximation, that is the leading term of $E_c$ is proportional to the Shannon entropy as defined by Collins and Ziesche, additional terms are required for the very low and very high density. In this perspective, the numerical results that I have presented here and my hypothesis on $t_c$, $v_c$ and $e_c$ may be considered an extension of Collins conjecture to the case of $S$ written in terms of
$\rho(r)$ at least in the range of electron densities employed in the calculations. However, all the arguments given in the two preceding paragraphs need a critical appraisal in order to give a credibility and/or solidity to the discussion.

**Warning**

The Shannon Entropy is defined as the, $-\int \rho \log \rho \, dr$, and, for example $t_c$ is positive by definition, thus one should define the proper prefactor and understand its meaning in order to have consistency between the meaning of $S$ and that of each term of the correlation energy. Moreover, I must clarify that I am not proposing, $\log \rho$, as a universal energy density for the Hohenberg-Kohn functional; as Ziesche also underlines, the low density case of a uniform gas would contradict my conclusions. My message is that we have numerical evidence for a gas of electrons, in a well specified (and relevant) range of densities, that the *the leading* term (at least) of the correlation energy density has the form of $\log \rho$. I then make the suggestion that it may exist a universal functional whose explicitly form involves in some way the expression of, $\log \rho$, and thus it can be related to the concept of Shannon entropy. The correlation energy functional is known analytically in the limit of high densities and in the limit of low densities (see e.g.51), thus test limiting cases are known and this would help in the construction of a functional whose leading term is the $\log \rho$ (at least for a gas of electrons at least at intermediate densities). This is fully consistent with other results found in literature and based on the Collins conjecture.49,50 In DFT, after the initial enthusiasm, the theoretical development has not evolved as initially hoped and expected. The actual development in the field is going towards the use of an increasing amount of elaborated/elegant empiricism sold as conceptual development but as a matter of fact justified by an encouraging but yet not sufficient success in numerical applications. New ideas are needed, and of course they are very likely to be associated with high risk of failure; the ideas expressed in this paper enters in such a category.
A Sketch of a possible Research Roadmap

The idea of investigating the concept of sampling/integrating as an encoding process and relate it to the concept of Shannon entropy is certainly appealing, but in order to make a concrete step towards this idea one should first have at least numerical evidence that the link between the correlation energies of QMC and the Shannon entropy is not a coincidence. A useful suggestion would be that of performing Quantum Monte Carlo calculations of $t_c$, $v_c$ and $e_c$ for a representative series of atoms or simple molecules and check how close is their functional form to $\log \rho(r)$. If the dominant term is still the $\log \rho(r)$, then one would be motivated to proceed towards further investigation. An encouraging results is certainly that of Ref.\textsuperscript{50}, but it is still not sufficient. Next, an effort should be done in finding a general functional form of $\log \rho(r)$ which has the correct formal behavior (e.g. coordinate scaling) and leads to the correct high density and low density limit. If this can be done successfully, then the process of encoding a set of $3N$-dimensional data in a set of 3-dimensional data in DFT can be viewed from the perspective of information theory. It may turn out that the tools of information theory are implicit concepts in the statement of the Hohenberg-Kohn theorem of DFT.

CONCLUSIONS

The idea of Shannon Entropy has already been employed in well founded applications in the physics of many-electron systems; in particular regarding electronic correlations. In this paper I have reported numerical data which, within a certain range of validity, encourage the idea of a connection between electronic correlation energies and Shannon Entropy. I have speculated that, if one accepts a general validity of the numerical result beyond their current limitations, it may be possible to interpret the numerical results as a process of encoding data according to the procedures of information theory. The Quantum Monte Carlo results that I have shown suggest an extension of Collins conjecture to the case of $\rho(r)$. I suggested numerical studies which may enforce or definitively refute the connection discussed above. Certainly, in practice, it will be needed a major effort in terms of numerical investments; however, more delicate may be the question of convincing a sufficiently large
portion of researchers to be pioneers in this field. Implicitly the idea of encoding/decoding data is already used in quantum chemistry and electronic structure calculations; the subject of “Inverse Chemistry” (see e.g.\textsuperscript{52}) is gaining popularity and, in my view, the path of “decoding” many-electron properties from $\rho(r)$ using Shannon Entropy would be very useful to the inverse problem. Finally, the concept of “electronic correlations” of DFT or quantum chemistry may be no more sufficient for the accuracy required by modern studies of chemistry and material physics; it does not exists an operator to define this concept and thus electronic correlations cannot be directly observed. Most probably the concept of “Entanglement” would be more powerful in this sense (see e.g. Ref.\textsuperscript{53}). Eisert, Cramer and Plenio\textsuperscript{54} treat the concept of entropy of entanglement as “quite profound quantity” and discuss it in terms of locality of interactions and correlation functions of quantum systems. I have already discussed, implicitly, some work which refers to entropy of entanglement, but the additional point here is to emphasize that key properties such as the “area laws of entanglement entropy”, discussed by Eisert, Cramer and Plenio, may play an important role in the future developments of electronic structure approaches (in general and of DFT in particular). In conclusion, the concept of “Information” was considered by John Wheeler to be at the basis of the very fundamental laws of physics\textsuperscript{55}, thus of electronic correlations, as this paper attempts to emphasize.
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Figure 1: Kinetic correlation energy per particle as a function of the electron density. Vertical lines confine the *linear regime*, where the energy is proportional to $\log \rho$.

Figure 2: Coulomb electron-electron correlation energy per particle as a function of the electron density. Vertical lines confine the *linear regime*, where the energy is proportional to $\log \rho$.

Figure 3: Total correlation energy per particle as a function of the electron density. For densities of the order of $2.0 \text{ bohr}^{-3}$ kinetic and Coulomb correlation term do not follow the log behaviour indicated by data at smaller densities, however their sum, and thus the total correlation energy follows still a log behavior.
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