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ABSTRACT Multivariate time-series forecasting derives key seasonality from past patterns to predict future time-series. Multi-step forecasting is crucial in the industrial sector because a continuous perspective leads to more effective decisions. However, because it depends on previous prediction values, multi-step forecasting is highly unstable. To mitigate this problem, we introduce a novel model, named stacked dual attention neural network (StackDA), based on an encoder-decoder. In dual attention, the initial attention is for the time dependency between the encoder and decoder, and the second attention is for the time dependency in the decoder time steps. We stack dual attention to stabilize the long-term dependency and multi-step forecasting problem. We add an autoregression component to resolve the lack of linear properties because our method is based on a nonlinear neural network model. Unlike the conventional autoregressive model, we propose skip autoregressive to deal with multiple seasonalities. Furthermore, we propose a denoising training method to take advantage of both the teacher forcing and without teacher forcing methods. We adopt multi-head fully connected layers for the variable-specific modeling owing to our multivariate time-series data. We add positional encoding to provide the model with time information to recognize seasonality more accurately. We compare our model performance with that of machine learning and deep learning models to verify our approach. Finally, we conduct various experiments, including an ablation study, a seasonality determination test, and a stack attention test, to demonstrate the performance of StackDA.

INDEX TERMS Attention mechanism, autoregressive model, denoising training, multi-step forecasting, multivariate time-series forecasting.

I. INTRODUCTION Time-series forecasting is a task that predicts future time-series using historical time-series data. It is used to analyze and predict patterns to make decisions regarding the future or to detect abnormal situations. Furthermore, it can be divided into univariate and multivariate time-series forecasting based on the number of variables used in the modeling. In the modern era, most data consist of many variables because multiple sensors are used, for example, to sample data from multiple plants, record data from multiple clients, and collect measured data on freeways [1]. Therefore, multivariate time-series forecasting has been studied extensively in various contexts, such as the industrial sector [2], energy sector, electricity consumption [3], and financial markets [4], [5]. However, the different seasonalities among multiple variables make multivariate forecasting more challenging than univariate forecasting. Moreover, traditional time-series forecasting tends to conduct one-step forecasting rather than multi-step forecasting, particularly in deep learning methods. One-step forecasting predicts only one time step, whereas multi-step forecasting predicts a complete cycle of future data over a relatively long time range. In the actual industrial sector, multi-step forecasting is highly significant because decisions are made based on future perspectives using multi-step forecasting. However, multi-step forecasting has to accurately describe future time-series patterns, which is a challenging task because the cumulative prediction increases...
the variance. Furthermore, there is a problem that prediction is performed by simply following the actual time-series or predicting its shape differently [6].

Moreover, time-series forecasting experiences not only the multi-step forecasting problem, but also the multi-seasonalities problem. In time-series forecasting, the time-series are composed of multiple iterative patterns. Multiple seasonalities can be distinguished by short- and long-term patterns [1]. In real-world datasets, short-term patterns exist within a day and long-term patterns exist in daily seasonalities such as weekdays and weekends. As these long- and short-term patterns are interrelated, pattern prediction becomes complicated when multiple seasonalities exist [7]. In this study, we alleviate the described problems and focus on multi-step forecasting in a multivariate time-series.

Statistical methods for time-series forecasting have been used extensively because they are linear models that can identify the linear features of data [7]. However, these statistical methods cannot capture nonlinearity, and it is challenging to capture multiple seasonalities. Furthermore, many hyperparameters are necessary that require knowledge from experts in associated fields. However, deep neural networks are specialized in capturing nonlinearities. The recurrent neural network (RNN) [8] has exhibited structural advantages in time-series modeling owing to its recurrent structure; however, it has limitations in terms of long-term dependencies. The convolutional neural network (CNN) [9] and Attention [10], [11] can address the long-term dependency problem; nevertheless, they exhibit the limitation that several convolutional layers are required to capture long-term seasonality. Sequence-to-sequence (Seq2Seq) [12] solves the shortcomings of the previous method; however, it has the limitation that multi-step forecasting is challenging. Moreover, the multivariate modeling of existing deep neural networks includes all the variables simultaneously; hence, it is difficult to obtain variable-specific models.

In this study, we propose a novel model—stacked dual attention neural network (StackDA)—to solve the limitations of previous studies. The proposed model uses a stacked dual attention mechanism to solve long-term dependency problems. We propose a novel autoregressive model, namely skip autoregressive (Skip AR), for capturing complex seasonalities. Moreover, we propose a method to improve the forecasting performance by modeling multivariate time-series data as a model that is specialized for each variable using multi-head neural networks (Multi Head). Finally, we propose a denoising training method that eliminates the exposure bias problem by accelerating the training and positional encoding (PE), which effectively performs multi-step forecasting by providing the positional information of the time-series.

The primary contributions of this study can be summarized as follows:

- Skip AR for multiple seasonalities: We introduce the novel Skip AR model that differs from the conventional autoregressive model. It focuses on the corresponding time step to capture the seasonalities of the time-series. This provides satisfactory performance when the time-series contain diverse multiple seasonalities.
- Stacked dual attention mechanism for multi-step forecasting: We propose dual attention to learn the time dependency of the encoder-decoder and the dependency among the time steps of the decoder. Moreover, we stack attention to stabilize the multi-step forecasting.
- Denoising training method for stable forecasting: We propose a novel denoising training method for stable multi-step forecasting of the time-series.
- Variable-specific forecasting method: We improve the multivariate time-series forecasting performance by extracting and predicting variable-specific features through Multi Head.

The remainder of this paper is organized as follows. Section II reviews the related studies, and Section III defines the problem formulation. Section IV presents the proposed methods and model, and Section V introduces the details of the experimental environment and evaluation metrics. Section VI presents an experimental comparison between our results and those presented in the existing studies. Section VII draws the conclusions.

II. RELATED WORKS

One of the traditional models for univariate time-series forecasting is the autoregressive integrated moving average (ARIMA) model [7]. The ARIMA model and its variants consist of a linear combination of autoregression and a moving average. These statistical methods guarantee time-series stationarity, such as differencing. As these models are composed of linear combinations, they have the advantage of performing multi-step forecasting while exhibiting high interpretability. However, they are inappropriate for high-dimensional multivariate time-series forecasting because they require many hyperparameters for autoregression or moving average modeling and domain knowledge to set appropriate hyperparameters. Vector autoregression (VAR) [13]—a model commonly used in multivariate time-series forecasting—is a generalization of the AR model that inherits the advantage of clear and concise interpretation. Nevertheless, VAR does not capture complex patterns because it lacks the capability to model nonlinearity. The Gaussian process (GP) [14]—a nonparametric method with relatively few hyperparameters—is also frequently used for time-series forecasting; however, it requires distribution assumptions and massive computations.

Prophet [15] and TBATS [16] are commercial APIs that can perform multi-step forecasting using time-series modeling. Prophet is an open-source framework for time-series forecasting that was developed by Facebook. It uses curve fitting with Fourier transform (FT) to solve the time-series modeling problem. Although Prophet can obtain flexible models and facilitate rapid learning, it is not easy to set hyperparameters according to the data. TBATS is a framework for fitting the ARIMA model, which is a variant of ARIMA, based
on FT. It can be used to set arbitrary multiple seasonalities for hyperparameters; however, it is difficult to implement TBATS with insufficient domain knowledge regarding the data. In addition to these problems, it requires powerful computing performance, such as the Box-Cox transformation for time-series stationarity, as well as a long training time.

In recent years, deep neural networks have garnered considerable attention owing to their impressive capability to capture the nonlinearities of time-series [17], [18]. In particular, the RNN has exhibited structural advantages in modeling time-series owing to its recurrent structure. However, RNN and its variants [8], [19] have limited long-term time dependency drawbacks. LSTNet has been proposed to improve the time dependency problem by modeling the seasonality characteristics [1]. LSTNet uses both convolutional and recurrent layers, and performs one-step forecasting by capturing the local dependencies with the convolutional layer and the long-term dependencies with the recurrent layer. Recurrent-skip, which is used to capture the long-term dependencies in LSTNet, exhibits disadvantages when the time-series seasonality length is dynamic over time because it requires a predefined hyperparameter. To compensate for this, MTNet [20] incorporates a memory component into the model to store the long-term data and solve the long-term dependency problems. However, MTNet cannot yet perform multi-step forecasting.

All of the preceding deep neural network models have been one-step forecasting models. In practice, multi-step forecasting is more critical than one-step forecasting in many fields, such as electricity load forecasting [3] and stock market forecasting [21]. The Seq2Seq model [12], [22], [23], which has been successful in machine translation, is of particular interest in such multi-step forecasting. However, Seq2Seq has theoretical limitations because time-series variations have non-stationarity, the variance of which is not constant with the time flow [24]. Owing to the high variance and unstable training of multi-step forecasting, the model simply follows the actual time-series for prediction, or predicts the time-series shape itself differently. DILATE [6] was proposed as a solution to this problem. The loss function that has been proposed for DILATE uses dynamic time warping to calculate the loss occurring in the time and pattern. It can stabilize the multi-step forecasting; however, it exhibits the disadvantage of slow training owing to its high computational complexity. Accordingly, this study proposes a method for training to perform denoising on the model itself, rather than the conventional method for modifying the loss function. Moreover, we introduce the Skip AR for capturing multiple seasonality, and propose stacked dual attention to enable stable decoding for multi-step forecasting.

### III. PROBLEM FORMULATION

This study focuses on the multi-step forecasting of \{1, 2, \ldots, T\} time steps, rather than the one-step forecasting of the \(Y_t\) value at time step \(t\). We do not use exogenous variables other than the provided time-series, and only model the seasonality of the provided time-series to predict the future time-series. The input time-series \(X\) is defined as a time-series up to time step \(L\) with \(n\) dimensions, as follows:

\[
X = \{X_1, X_2, \ldots, X_L\}, \quad X \in \mathbb{R}^{n \times L}.
\]  

As this model does not use exogenous variables, we define it as an output time-series \(Y\) of length \(T\) with the same dimension as the input time-series as follows:

\[
Y = \{Y_1, Y_2, \ldots, Y_T\}, \quad Y \in \mathbb{R}^{n \times T}.
\]

### IV. METHODS

In this study, we propose a novel method based on the encoder-decoder for multi-step time-series modeling. Fig. 1 depicts the overall structure of this method. The proposed method consists of a convolutional encoder, decoder using stacked dual attention, Skip AR, and a Multi Head. Furthermore, we propose a PE that can represent the time position of the time-series and a denoising training method for effective multi-step forecasting. In each of the following sections, the components are described in detail, and an optimization method for performing the final prediction and training is described.

#### A. CONVOLUTIONAL ENCODER

In this study, information of the time-series data is extracted using a one-dimensional convolution encoder cell. Feature vectors using the \(k\)th convolution filter are calculated using (3).

\[
e_k = \text{ReLU} \left( W_k \ast X + b_k \right).
\]  

As expressed in (3), the feature vector \(e_k\) is obtained using the convolution encoder and the ReLU activation function for the input time-series \(X\). The \(\ast\) operation represents a convolution operation, and \(W_k\) represents the \(k\)th filter. Moreover, \(W_k\) and \(b_k\) are learnable parameters. An \(e_k \in \mathbb{R}^{D_k}\) dimension using zero padding exists. Finally, the output value \(E = \{e_1, e_2, \ldots, e_k\}\) is \(E \in \mathbb{R}^{D_k \times L}\), where \(D_k\) denotes the number of filters.

#### B. DECODER USING STACKED DUAL ATTENTION

The decoder cell receives the previous prediction value as the input and executes multi-step forecasting. The decoder cell uses the gated recurrent unit (GRU) [25], which is an RNN-based model, and \(M\) decoder cells are stacked. As illustrated in Fig. 2 and Fig. 3, the decoder uses two attention mechanisms to complement the long-term dependencies, which is a disadvantage of RNN models. (1) Temporal attention (TA): The hidden state is obtained by the dot product of the encoder feature vector with PE and the decoder hidden state with added noise. (2) Masked causal attention (CA): This derives the result value, including the information between the decoder time steps. This mechanism models complex seasonalties. We stack attention to stabilize the multi-step forecasting, and construct a Multi Head to perform variable-specific decoding.
1) TEMPORAL ATTENTION
TA calculates the importance of the observed values in all of the past time steps at the prediction time step. It assembles past information according to the calculated importance, and dot product attention is used. At the decoding time step $t$ of this model, the hidden state is extracted using the GRU decoder cell and the TA is calculated as follows:

$$d_t = GRU^{(M)}(d_{t-1}, \hat{y}_{t-1}),$$  \hspace{1cm} (4)

$$\text{TempAttn}(h_i, h_j) = \text{softmax}(h_i^T h_j),$$  \hspace{1cm} (5)

$$\alpha_{t,k} = \text{TempAttn}(d_t, e_k),$$  \hspace{1cm} (6)

$$c_t = \sum_k \alpha_{t,k} e_k.$$  \hspace{1cm} (7)

The GRU hidden state $d_t \in \mathbb{R}^{D_{model}}$ at time step $t$ is calculated using the GRU decoder cell, as indicated in (4), where $GRU^{(M)}$ represents $M$ stacked GRUs. The attention score $\alpha_t$ is calculated with the attention function $M$ stacked $\text{TempAttn}(\cdot)$ which uses the dot product between $d_t$ and the encoder feature map $E$, as expressed in (5) and (6). Subsequently, the context vector $c_t$ is calculated by the product of the encoder feature map $E$ and attention score $\alpha_t$ at time step $t$, as expressed in (7). Thereafter, in (8), $h_t$ is obtained through a linear transformation layer using $c_t$ and $d_t$, as follows:

$$h_t = \sigma(W^{TA}[c_t; d_t] + b^{TA}).$$  \hspace{1cm} (8)

2) CAUSAL ATTENTION
CA considers the dependency between time steps when performing predictions. As mentioned in Subsection IV.B.1, TA is a vector that reflects the time relationship between the time step of the encoder input time-series and time step $t$ when executing the prediction. At $\{1, 2, \ldots, T\}$ time steps, when the output of the decoder is to be predicted, it depends only on the recurrent structure of the GRU immediately.
before the information of the time step. Therefore, long-term dependency problems can arise when forecasting multiple steps rather than one time step.

To complement this, we apply self-attention \cite{26} to express the information regarding the relationship within the decoder time steps:

$$S = \text{CausalAttn}(Q(H), K(H), V(H)), \quad (9)$$

$$\text{CausalAttn}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{D_{\text{model}}}} \right) V, \quad (10)$$

where $H = \{h_1, h_2, \ldots, h_T\}$ is the output of Subsection VI.B.1, and $H$ is used in the attention function $M$ stacked $\text{CausalAttn}(\cdot)$. In (9) and (10), we obtain $S \in \mathbb{R}^{D_{\text{model}} \times T}$ using $\text{CausalAttn}(\cdot)$, which reflects the information between each decoding time step. The functions $q(\cdot), k(\cdot)$, and $v(\cdot)$ represent a learnable linear transformation and $D_{\text{model}}$ is the hidden layer size.

During training, we apply the mask to prevent attention from being applied to the future time step values. That is, masks are used to make predictions to guarantee the causality of time. At time step $t$, we mask the hidden values of the $\{t+1, \ldots, T\}$ time steps and only use the hidden values of the $\{1, 2, \ldots, t\}$ time steps to implement the attention. A mask is not used in the test because the future prediction value is not provided in the test time as the decoder input value.

**C. SKIP AUTOREGRESSIVE LAYER**

As our method is based on a nonlinear neural network model, the scale of the output value does not adequately reflect the scale of the input time-series. Owing to the nonperiodic scale change in the input time-series, the scale reflection failure significantly degrades the performance of the prediction model \cite{7}.

To address this problem, we adopt the linear additive model, as in existing studies \cite{1}. This component solves the problem of the lack of linear characteristics and enhances the scale reflection of the model \cite{27}, \cite{28}. Similar to the highway network concept \cite{29}, this model composes the final prediction values by decomposing them into linear and nonlinear parts, as described in Subsection IV.G. Therefore, the lack of scale is addressed in the linear part, and the capturing of multiple seasonalities is modeled in the nonlinear part. Moreover, we modify the conventional autoregressive model. The proposed Skip AR model is designed to use the characteristics of multiple seasonalities in the datasets. Therefore, Skip AR can also capture multiple seasonalities in the linear part, thereby improving the time-series forecasting performance. Skip AR learns for each variable independently according to the following equation:

$$\hat{y}_{t}^{\text{SkipAR}} = \sum_{k=1}^{q} w_{k}^{\text{SkipAR}} x_{(m \times k)} + b^{\text{SkipAR}}. \quad (11)$$

Here, Skip AR fits linearly with $q$ past time steps, which are the corresponding time steps to be predicted. Fig. 4 depicts the reason for selecting the name Skip AR. It skips the other time steps to model the Skip AR only with the corresponding time step. In (11), $m$ is the parameter according to the granularity of the time-series. As the majority of the time-series includes complex seasonal patterns, it is difficult to parameterize $m$ without explicit seasonal information. To mitigate this limitation, we use FT to identify the frequency. This frequency can determine the length of periodicity; thus, we can use FT when the seasonality is not shown in the time-series \cite{30}. Therefore, we identify the
seasonality in our datasets using FT and adapt it to \( m \) in Skip AR. In the experiment, it was set as the number of time-series data for unit length, as described in Subsection V.C.

### D. MULTI-HEAD FULLY CONNECTED LAYER

In this model, the predicted values of the nonlinear model are derived using fully connected layers along with dual attention. To make a variable-specialized predictive model, the hidden layer is divided into several heads \((\hat{h}_{t,i})\), and an independent fully connected neural network is established for each variable as follows:

\[
\hat{y}_{t,i} = W^O \hat{h}_{t,i} + b^O, \quad (12)
\]

\[
\hat{h}_{t,i} = \sigma \left( W^I_1 s_t + b^I_1 \right), \quad (13)
\]

where \( i = \{1, 2, \ldots, n\} \) represents the variable dimension, and the hidden size of the head \((\hat{h}_{t,i})\) is set to \( D_{head} \). That is, the final output value \( Y_t^{NL} \in \mathbb{R}^n \) of the nonlinear model is obtained using the \( D_{head} \) sized fully connected neural network \((13)\) and the output layer \((12)\), which is a linear transformation. Furthermore, \( W \) and \( b \) are learnable parameters.

### E. POSITIONAL ENCODING

Typical time-series data do not contain information regarding time steps. As time-series data are affected significantly by seasonality, an accurate prediction can be made if information concerning the time step is available when the model executes the prediction. However, it is challenging to learn the prediction time step by simply assigning the time information a numerical value such as an integer. In this study, we use PE to provide additional time information and to enable the model to recognize the seasonality more accurately.

The PE method was proposed in [26], which includes information regarding the relative and absolute position of natural language to word embeddings in machine translation. In this study, we propose the unique PE for each time point used for the time-series modeling, as follows:

\[
PE_{(pos,2i)} = \sin \left( \frac{pos \times 10000^{2i/D_{model}}}{} \right),
\]

\[
PE_{(pos,2i+1)} = \cos \left( \frac{pos \times 10000^{2i/D_{model}}}{} \right), \quad (14)
\]

\[
\hat{E} = E + PE, \quad \hat{D} = D + PE. \quad (15)
\]

The size of the PE vector is the same as that of \( D_{model} \). \( i \) represents the index in the PE vector, and \( pos \) represents the absolute position of the corresponding time step \( t \). As expressed in \((14)\), \( PE \) of time step \( t \) is generated by intersecting the \( \sin \) and \( \cos \) functions as the dimensional index in the vector increases. Finally, \( PE \) is added to the output value \( E \) of the encoder cell and output value \( D \) of the decoder cell, as indicated in \((15)\).

### F. DE NOISING TRAINING METHOD

The modeling method significantly affects the model performance in machine learning and deep neural networks. In this study, we propose a denoising training method that can capitalize on all of the advantages of the teacher forcing (TF) and without teacher forcing (w/o TF) methods using Gaussian noise.

Models that are based on encoder-decoder structures, such as Seq2Seq, primarily implement the TF method [31], [32]. The TF training method considers the step \( t-1 \) ground truth as the step \( t \) decoder input value. Therefore, the decoder can predict accurately during training, thereby increasing the initial learning speed [33]. However, a discrepancy exists between the inference and learning stages because the TF method does not make predictions based on the output from step \( t-1 \). This leads to an exposure bias problem that degrades the model performance and stability [34].

In contrast, the w/o TF method uses the value that is predicted in step \( t-1 \) \((\hat{Y}_{t-1})\) as the input value to obtain the output in \( t \) steps even during training [35]. If \( \hat{Y}_{t-1} \) is significantly incorrect, this may result in high computational complexity owing to a decrease in the initial learning speed. However, no difference exists between the learning and inferencing in the w/o TF method, exposure bias does not occur, which means that the model is relatively stable. Furthermore, owing to the characteristics of this training method, the predicted values in step \( t \) can be trained and predicted appropriately, considering the incorrect predicted values of step \( t-1 \).

\[
\hat{Y}_{t-1} = Y_{t-1} + \gamma \times \text{scale}(Y) \times \varepsilon, \quad (16)
\]

\[
\varepsilon \sim N(0, 1). \quad (17)
\]

The proposed denoising training method offers the advantages of using noise, providing the rapid learning of the TF method via \( Y_{t-1} \), and leveraging w/o TF, which eliminates the exposure bias problem via \( \hat{Y}_{t-1} \). As expressed in \((16)\), the noise is calculated by multiplying \( \varepsilon \), \( \gamma \), and the standard
deviation of \( Y \), where \( \varepsilon \) denotes Gaussian noise and \( \gamma \) denotes a hyperparameter that determines the intensity of the noise reflection. Subsequently, \( \tilde{Y}_{t-1} \), which is noise added, is set as the decoder input value. A higher \( \gamma \) indicates that the more noise is added to the ground truth. Consequently, the use of \( Y_{t-1} \) with added small noise \( \varepsilon \) eliminates the exposure deflection problem, and the performance and stability of the model are enhanced by training to correct the incorrect prediction of the previous time step. However, the noise that is added to the model is only used during training.

The MAE loss function is used during training, which represents the absolute error of (18). Outliers frequently occur in time-series forecasting and the absolute error offers the advantage of reacting insensitively to outliers [36]. We use the Adam [37] optimization during the training process.

\[
L_1 = \frac{1}{|T|} \sum_{t} \sum_{n} |Y - \hat{Y}|. \tag{18}
\]

Algorithm 1: Flow of StackDA

Input: \( X \) (input time-series, \( X = \{X_1, X_2, \ldots, X_L\} \))

Output: \( \hat{Y}_t \)

1 /* Step 1. Encoder */
2: \( E \leftarrow \text{Conv1d}(X) \)
3: \( E \leftarrow E + PE \)
4 /* Step2. Skip AR */
5: \( \hat{Y}_{1}^{\text{SkipAR}} \leftarrow - \sum_{k=1}^{q} \tilde{w}_{k}^{\text{SkipAR}} X_{m \times k} e_{k}^{\text{SkipAR}} \)
6 // make prediction using past observations at corresponding time step (m interval)
7 /* Step 3. Decoder */
8: \( \tilde{Y}_{t-1} \leftarrow \text{Noise}(\hat{Y}_{t-1}) \) // decoder inputs
9: \( d_t \leftarrow \text{GRU}(d_{1:t-1}, \tilde{Y}_{t-1}) \) // stack \( M \) times
10: \( D = D + PE \)
11: \( c_t, a_t, k \leftarrow \text{TempAttn}(d_t, e_k) \) // dot product attention, stack \( M \) times
12: \( h_t \leftarrow \text{FuseLayer}(c_t, d_t) \)
13: \( S \leftarrow \text{CausalAttn}(H_s, H_{s}, \text{mask}) \) // self-attention, stack \( M \) times
14: \( \hat{Y}_{t}^{\text{NL}} \leftarrow \text{MultiHead}(S) \) // final output value of nonlinear model
15: \( \hat{Y}_t = \hat{Y}_t^{\text{NL}} + \hat{Y}_t^{\text{SkipAR}} \)

G. FINAL PREDICTION

Algorithm 1 describes the model flow in detail. As indicated in (19), our model adds two output values to obtain the predicted value \( \hat{Y}_t \) at step \( t \). \( \hat{Y}_t^{\text{NL}} \) is the nonlinear output value of the convolutional encoder and decoder when stacked dual attention is used. Moreover, \( \hat{Y}_t^{\text{SkipAR}} \) is the output value of the Skip AR model:

\[
\hat{Y}_t = \hat{Y}_t^{\text{NL}} + \hat{Y}_t^{\text{SkipAR}}. \tag{19}
\]

The loss is calculated using the final \( \hat{Y}_t \) and real value \( Y_t \). According to the deep learning process, \( \hat{Y}_t^{\text{NL}} \) and \( \hat{Y}_t^{\text{SkipAR}} \) are learned such that \( \hat{Y}_t \) is similar to the real value. This aids the model in learning the degree of training of the linear element \( \hat{Y}_t^{\text{SkipAR}} \) and nonlinear element \( \hat{Y}_t^{\text{NL}} \) during backpropagation.

V. EXPERIMENTAL WORK

A. DATASET

We use three public multivariate time-series benchmark datasets in our experiments, excluding exogenous variables. The number of time-series data generated within one day is defined as the unit length \( m \). We compare our results with those presented in several existing studies; thus, we use all preprocessed datasets presented in [1]. Table 1 summarizes the statistics of the datasets.

- **Electricity**: The electricity consumption for 321 locations was recorded in kWh every 15 min from 2012 to 2014. The data were converted into the consumption per hour, with \( m = 24 \).
- **Traffic**: Traffic data were acquired from the hourly highway share (0-1) dataset over 48 months (2015–2016) provided by the California Department of Transportation, with \( m = 24 \).
- **Solar energy**: Solar energy data were acquired by recording the photovoltaic production from 137 plants in Alabama State every 10 min in 2006, with \( m = 144 \).

In this experiment, the last 31 days of a provided time-series dataset are used as the test set. In total, eighty percent of the datasets, excluding the test sets, are randomly used for training datasets, and twenty percent are used for verification.

A crucial aspect of time-series forecasting is to determine the seasonality. Thus, the autocorrelation function (ACF) is calculated for each variable in this dataset to determine the seasonality of the time-series. The ACF, calculated using (20), is a function for determining the autocorrelation of time-series data, and it indicates the correlation between the current and lag times.

\[
\rho(\tau) = \frac{E[(X_t - \mu)(X_{t+\tau} - \mu)]}{\sigma^2}, \tag{20}
\]

where \( \tau \) is the amount of delayed time, \( \mu \) is the mean value and \( \sigma^2 \) is the variance.

Fig. 5 depicts the ACFs for five randomly selected variables that existed in each dataset. As the granularity of the solar energy is 10 min, we calculated a more extended time step to explore the long-term dependency (electricity and traffic: \( \tau = 200 \), solar energy: \( \tau = 1,200 \)). Fig. 5 indicates that all datasets have repetitive patterns with a high autocorrelation. In addition to the largest autocorrelation value,
time steps with extremely high correlation coefficients occur periodically.

**B. EXPLANATION OF COMPARISON MODELS**

We use four widely used machine learning and five deep learning comparison models to evaluate the performance of our proposed model. Univariate time-series models such as AR, GP, Prophet, TBATS, and N-BEATS perform independent training by generating models for each variable. Multivariate time-series models such as Seq2Seq-w/o-attn, Seq2Seq-w-attn, LSTNet-rec, and DeepAR combine variables to generate and train models. In the case of LSTNet-rec, multi-step forecasting is performed after training using one-step forecasting.

- AR is an autoregressive model that provides simple univariate linear regression and has traditionally been used in time-series forecasting [7].
- GP is the Gaussian process for univariate time-series forecasting using the distributed assumption [14].
- Prophet is a univariate model that performs time-series modeling in curve adaptation using FT [15].
- TBATS is a univariate framework that fits ARMA models based on FT [16].
- Seq2Seq-w/o-attn is a general encoder-decoder structure that uses a GRU.
- Seq2Seq-w-attn uses the above encoder-decoder structure and attention mechanism.
- LSTNet-rec is a multivariate time-series model that modifies LSTNet [1], which performs one-step forecasting for multi-step forecasting.

- DeepAR performs probabilistic forecasting based on an autoregressive RNN model [38].
- N-BEATS is an interpretable deep neural architecture based on residual links and deep stacked fully connected layers [39].

**C. EXPERIMENTAL SETTINGS**

In this section, we discuss the hyperparameter settings of our model and the comparative models. The input time-series length $L$ that is used in all models limits the unit length $m \times 7$ to max length; however, it differs depending on the restrictions of the comparison model. The length $T$ of the output time-series for multi-step forecasting is the same as unit length $m$.

1) **SETTING OF MACHINE LEARNING MODELS**

For AR, the maximum time steps, which indicates the past observation period, is set to the max length above. That is, $X$ is used for fitting, which is the value of $m \times 7$. Unlike the other models, GP fit the data, which are the data for the seven days closest to the date for prediction. Prophet uses max length as a window and adds seasonality information to make predictions. Daily, weekly, and monthly seasonalities are used. Each seasonality uses a Fourier series to obtain an approximation of the pattern. The Fourier series order of the daily periodicity is 20, and the weekly periodicity is 20. In the prediction step, the upper and lower values are set to 1 and 0, respectively.

TBATS also uses the input window length as max length, and the seasonality period is $(m, m \times 7)$. The prediction is performed by deciding whether to apply the Box-Cox transformation based on the AIC.

2) **SETTING OF DEEP LEARNING MODELS**

Our model uses an input window that is equal to max length. Moreover, we set an identical size for $D_h$ and $D_{model}$, which represent the number of kernels in the encoder convolution and the hidden size of the decoder, respectively. We select the size in $\{2^7, 2^8, \ldots, 2^{10}\}$ using a grid search based on the validation dataset. The encoder kernel size is set to 5, and $D_{head}$ in the independent fully connected neural network is set to 8. The dropout rate for regularization is set to 0.5, and the learning rate is 0.001. The stack size $M$ is in $\{0, 2, 4, \ldots, 20\}$.

The window size in Seq2Seq is selected based on the validation dataset of $(m, m \times 5, m \times 7)$. The hidden size of the encoder and decoder GRU is set to 100. The same hyperparameter setting is used for Seq2Seq-w/o-attn and Seq2Seq-w-attn. Seq2Seq-w-attn is trained by adding the inner product attention mechanism to the hidden layers in the encoder and decoder.

LSTNet [1] follows the hyperparameters in the original paper as far as possible and modifies them to fit the training data. A grid search is performed based on the validation dataset in all of the provided grids. The grid of the input time-series length $L$ is $\{m \times 2^3, m \times 2^4, \ldots, m \times 2^{10}\}$. The grid of the CNN and RNN layers is $\{50, 100, 200\}$.
TABLE 2. Evaluation results of all methods on the three datasets, where the best performance is highlighted in bold.

| Method          | Electricity | Traffic | Solar energy |
|-----------------|-------------|---------|--------------|
|                 | RRSE        | CORR    | NRMSE        | RRSE | CORR    | NRMSE       | RRSE | CORR    | NRMSE       |
| AR              | 0.4554      | 0.8000  | 0.7986       | 0.7010 | 0.7485  | 0.6419      | **0.5375** | 0.8440  | **0.9792**  |
| GP              | 0.9433      | 0.3608  | 1.6542       | 0.9650 | 0.3020  | 0.8842      | 0.9899       | 0.3539  | 1.8037      |
| Prophet         | 0.3277      | 0.8296  | 0.5779       | 0.6485 | 0.8046  | 0.5938      | **0.5886**       | 0.8265  | 1.0725      |
| TBATS           | 0.3724      | 0.7826  | 0.6530       | 0.9078 | 0.6504  | 0.8313      | 0.5968       | 0.8132  | 1.0874      |
| S2S-w/o-attm    | 0.5023      | 0.7357  | 0.8808       | 0.7679 | 0.7424  | 0.7031      | 1.2273       | 0.2326  | 2.2361      |
| S2S-attm        | 0.6647      | 0.7116  | 1.1655       | 0.7844 | 0.7260  | 0.7182      | 1.6416       | -0.1176  | 2.9909      |
| LSTNet-rec      | 1.0036      | 0.5390  | 1.7599       | 0.9297 | 0.5603  | 0.8513      | 1.1583       | 0.1176  | 2.1104      |
| DeepAR          | 0.3393      | 0.8342  | 0.5950       | 0.6718 | 0.8065  | 0.6152      | 0.8614       | 0.7305  | 1.6895      |
| N-BEATS         | 0.3331      | 0.8387  | 0.5841       | 0.8197 | 0.6870  | 0.7505      | 0.6400       | 0.8021  | 1.2551      |
| Ours            | **0.2960**  | **0.8388** | **0.5191** | **0.5750** | **0.8385** | **0.5265** | 0.5387       | **0.8479** | 0.9815      |

The hidden layer of the RNN-skip layer is 10 for electricity and traffic, and {20, 50, 100} for solar energy, which is selected based on the validation dataset. The skip rate of the RNN-skip layer for solar energy is selected from {2^2, 2^3, ..., 2^6}, and 2^4 is used for electricity and traffic. LSTNet-rec is trained with one-step forecasting; however, multi-step forecasting was performed in the evaluation.

In addition, DeepAR [38] and N-BEATS [39] use the input window length as the max length. In DeepAR, the number of RNN layers is 3, and the number of RNN cells for each layer is 40. In N-BEATS, the number of stacks in the network is 2.

### D. EVALUATION METRICS

In this study, we use the root relative squared error (RRSE), normalized root mean square error (NRMSE), and empirical correlation coefficient (CORR), which are three evaluation metrics that are used extensively for time-series forecasting. The metrics are formulated as follows, where \( Y \) and \( \hat{Y} \) indicate the true and predicted values, respectively:

\[
RRSE = \sqrt{\frac{\sum_t (y_t - \hat{y}_t)^2}{\sum_t (y_t - \text{mean}(Y))^2}}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_t (y_t - \hat{y}_t)^2}
\]

\[
NRMSE = \frac{RMSE}{\text{mean}(Y)}
\]

\[
CORR = \frac{1}{n} \sum_t \frac{(y_t - \text{mean}(Y))(\hat{y}_t - \text{mean}(\hat{Y}))}{\sqrt{\sum_t (y_t - \text{mean}(Y))^2 \sum_t (\hat{y}_t - \text{mean}(\hat{Y}))^2}}
\]

The range of the measured values of each time-series is large because the multivariate time-series consists of different scales. Therefore, we use RRSE (21), as the evaluation metric, which is scaled RRSE. RRSE is designed not to be affected by the data size. RMSE (22) is a widely used indicator in time-series; however, the data scale is not considered. In multivariate time-series forecasting, NRMSE (23) is commonly used because it considers the scale of the data.

The NRMSE is calculated by dividing the RMSE by the mean of the real values. The empirical CORR (24) can be considered as the average of the correlation coefficients for the time steps of all variables. The prediction performance is higher for a lower RRSE and NRMSE, and a higher CORR.

### VI. RESULTS AND DISCUSSION

In this section, we verify the superiority of the proposed model and the effectiveness of its components using various experimental results. Subsection VI.A demonstrates the performance of our model compared to nine machine learning and deep learning models. Subsequently, Subsection VI.B presents an in-depth analysis of each component of the model to confirm its efficiency.

#### A. MAIN RESULTS

A comparative experiment is conducted between our model and nine comparison models for time-series forecasting using the same dataset to verify the performance of the proposed method. For our model, the test procedure with multi-step one-month forecasting is performed by iterating the predicted observations occurring over one day.

Table 2 lists the experimental results for all models. The results reveal that our model outperforms the machine learning and deep learning models in terms of seven out of nine indicators. Therefore, the proposed method effectively models the time-series on datasets with several complex seasonalties. As illustrated in Fig. 5, all three datasets are characterized by clear and repetitive patterns. As our method firmly captures various patterns under the effect of Skip AR and stacked dual attention, it exhibit a significant performance on the electricity and traffic datasets. The variables in the solar energy dataset have patterns with similar seasonality, whereas the other two datasets have patterns in various forms. AR performs slightly better on the solar energy dataset owing to capturing the linearity, whereas our model performs the second best on this dataset.

Regarding decoding, our model exhibits superior performance to the existing deep learning methods. In particular,
B. COMPARISON BETWEEN MULTI-STEP AND ONE-STEP FORECASTING

Table 3 presents the evaluation metrics based on the forecasting method of the LSTNet model. LSTNet performs one-step forecasting that predicts only the next time step, whereas LSTNet-rec performs multi-step forecasting that predicts \( \hat{Y}_t \) using the predicted value \( \hat{Y}_{t-1} \) again.

The results in Table 3 demonstrate that the one-step forecasting is significantly better than the multi-step forecasting. Furthermore, the one-step forecasting of LSTNet outperforms the multi-step forecasting of our model. However, the multi-step forecasting performance of LSTNet-rec is inferior to the one-step prediction of LSTNet because the decoding stage of LSTNet-rec is unstable owing to the continuously predicted procedure. That is, both the LSTNet and LSTNet-rec models are modeling the time-series based on feature extraction in deep learning techniques; however, LSTNet-rec can be interpreted as unstable in decoding because the variance for the incorrect predicted values in the previous time step is accumulated. Therefore, multi-step forecasting using deep learning is more complicated than one-step forecasting. Moreover, even in the Seq2Seq model, which is an encoder-decoder-based method, the difficulty of multi-step decoding can be identified, even when the feature vector can be adequately extracted from the encoder.

However, the proposed method overcome the limitations of existing deep learning models and constructs a denoising training method that stabilizes the multi-step forecasting. Moreover, our proposed stacked dual attention makes the learning highly stable in the decoding step, and thus, it exhibits significant performance in multi-step forecasting. Therefore, whereas the existing deep learning models exhibit a considerable degradation in multi-step forecasting, our model performs excellently by overcoming the multi-step forecasting limitations.

C. COMPARISON EXPERIMENT

1) ABLATION STUDY

We conduct comparative experiments by alternately removing the key components of our model to verify the performance of PE, TA, masked CA, Multi Head, and Skip AR.

As indicated in Table 4, when Skip AR is removed from this model, all indicators underwent the highest performance degradation. As the scale of the input time-series is corrected owing to the autoregressive element, which is the effect of the linear autoregressive model, the error is the highest when the scale is not corrected.

Furthermore, TA and CA exhibit a remarkable performance degradation when they are removed from the model. Therefore, TA and CA are not limited by the time step in the multi-step decoding; they solve the long-term dependency problem with the GRU decoder cell, and the complementary information flow leads to high performance.

Moreover, we confirm that PE, which adds a unique time location encoding for each time step in the time-series data, effectively solves the multiple seasonalities problem, and Multi Head, which is a fully connected neural network with multiple heads for variable-wise forecasting, positively affects the time-series forecasting.

2) COMPARISON BETWEEN SKIP AR AND TYPICAL AR

As the neural network model has nonlinear characteristics, the scale of the output value does not accurately reflect the
input time-series scale, and it is difficult to capture the linear characteristics. To compensate for this limitation, existing studies have incorporated autoregression as a linear component. Similarly, in our model, autoregression components are added to capture the linear characteristics. Thus, we propose Skip AR, which only contains information at the same time step, rather than a typical AR. Skip AR fits linearly using historical time steps that are identical to the time step to be predicted. Table 5 compares the typical AR and our proposed Skip AR models. Skip AR captures multiple seasonalities satisfactorily with linear fitting using the same historical time steps. Consequently, Skip AR performs significantly better than typical AR.

Furthermore, we use the FT method to identify the appropriate $m$ in Skip AR, which is the seasonality in the time-series. FT converts the time-series from the time domain to the frequency domain to determine the period, and the frequency is divided by 1 to obtain the period [30]. As illustrated in Fig. 6, the granularity of electricity and traffic is 1 h, whereas that of solar energy is 10 min. Hence, the top seasonality of all datasets was one day, and we adopted one day for $m$. Table 5 demonstrates that Skip AR performs significantly better than typical AR. In particular, it is superior for electricity and traffic datasets. Fig. 5 illustrates that electricity and traffic have diverse multiple seasonalities compared to solar energy in the ACF plot. That is, Skip AR captures the seasonality more precisely and delicately than typical AR owing to its skip characteristics.

D. EFFECT OF NOISE INTENSITY ($\gamma$)
We propose a denoising training method using Gaussian noise, considering both the TF and w/o TF training methods. The Gaussian noise $\varepsilon$ is adjusted by the noise intensity ($\gamma$), as expressed in (16). A comparison is conducted considering $\gamma$ to determine the efficiency of the denoising training method and optimal noise intensity.

Table 6 presents the results of the comparison to determine the optimum noise intensity ($\gamma = 0.00, 0.03, 0.05$, \ldots)
datasets for time-series forecasting. According to the
used the PE method for time-series forecasting.
using independent decoder modules and Multi Head, and
TF methods. We also established variable-specific modeling
ing training method by implementing both the TF and w/o
that is optimized for multi-step forecasting using a denois-
differences problem more precisely. Moreover, we proposed a model
CA mechanisms within the decoder. We stacked the attention
the time-series is satisfactory. Furthermore, we introduced
in the noise; however, when the noise value is considerably large
bias problem is mitigated when an appropriate noise propor-
tional to the scale of the time-series is added. This makes the model perform a stable multi-step prediction, which is an advantage of the denoising training method.

E. THE EFFECT OF STACK ATTENTION
We propose a dual-attention structure with TA and CA. TA is
the time dependency between the encoder and decoder, and
CA is the time dependency in the decoder time steps. In addi-
tion, we attempted to determine multi-seasonality by stack-
ing each attention for more detailed seasonality modeling.
According to the results listed in Table 7, our model outper-
forms other comparison methods in five out of six indicators,
compared to the standard dual attention mechanism. Conse-
sequently, the necessary information is well extracted from each
time step when attention is stacked.

VII. CONCLUSION
Time-series forecasting predicts future time steps by
deriving seasonality from past observations. It exhibits the
limitations of multiple pattern problems and multi-step pre-
diction difficulties. In this study, we proposed the novel
Skip AR to solve the multiple seasonality problem. Owing
to the characteristics of Skip AR, the performance exhibited
on the datasets with diverse multiple seasonalities in
the time-series is satisfactory. Furthermore, we introduced TA mechanisms between the encoder and decoder, and
CA mechanisms within the decoder. We stacked the attention
capture the seasonality for solving the multiple seasonali-
ity problem more precisely. Moreover, we proposed a model
that is optimized for multi-step forecasting using a denoi-
sing training method by implementing both the TF and w/o
TF methods. We also established variable-specific modeling
using independent decoder modules and Multi Head, and
used the PE method for time-series forecasting.

We conducted experiments using three widely used
datasets for time-series forecasting. According to the
experimental results, our model exhibited higher perfor-
ance than that of the machine learning and deep learning
methods, which are used extensively in time-series forecast-
ing. Furthermore, the superiority of the proposed method
was demonstrated using in-depth comparative experiments,
such as ablation, attention stack, FT, and denoising degree
experiments.

Our model effectively performed multi-step predictions
for multivariate time-series with complex seasonalities
using Skip AR, stacked dual attention, denoising training,
variable-specific modeling, and PE. In the future, we can
effectively model variables in high-dimensional multivari-
te-time-series data with a relatively large numbers of vari-
ables. Furthermore, clustering variables with similar roles
and advancing the modeling methods are interesting research
topics to be considered.
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