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ABSTRACT

Amplitude amplification provides a quadratic speed-up for an array of quantum algorithms when run on a quantum machine perfectly isolated from its environment. However, the advantage is substantially diminished as the NISQ-era quantum machines lack the large number of qubits necessary to provide error correction. Noise in the computation grows with the number of gate counts in the circuit with each iteration of amplitude amplification. After a certain number of amplifications, the loss in accuracy from the gate noise starts to overshadow the gain in accuracy due to amplification, forming an inflection point. Beyond this point, accuracy continues to deteriorate until the machine reaches a maximally mixed state where the result is uniformly random. Hence, quantum transpilers should take the noise parameters of the underlying quantum machine into consideration such that the circuit can be optimized to attain the maximal accuracy possible for that machine. In this work, we propose an extension to the transpiler that predicts the accuracy of the result at every amplification with high fidelity by applying pure Bayesian analysis to individual gate noise rates. Using this information, it finds the inflection point and optimizes the circuit by halting amplification at that point. The prediction is made without needing to execute the circuit either on a quantum simulator or an actual quantum machine.

1 INTRODUCTION

Lov Grover’s quantum search algorithm [9] has initially been proposed for unstructured search problems, i.e., for finding a marked element in a unstructured database with high probability. However, today, its uses extend beyond that; as it can be used as a general subroutine to obtain quadratic run time improvements for a variety of other algorithms [2, 6–8, 13, 15, 18]. Although Grover’s algorithm does not solve NP-complete problems in polynomial time, the wide range of applications, that use it as a subroutine more than compensates for this.

Amplitude amplification [3] is a generalization of the basic idea behind Grover’s algorithm. At a high level, amplitude amplification works in an iterative manner where, at each iteration, the probability of the winning outcome is amplified. The probability approaches one after $O(\sqrt{N})$ iterations, where $N$ is the size of the search space, leading to a quadratic speedup over classical algorithms. Section 2.1 covers the mathematical foundation of amplitude amplification in depth.

Today’s quantum processors are “noisy” and may lose their quantum state due to quantum decoherence over time. Moreover, they do not have enough qubits to perform error correction on the noise. These are the two defining characteristics of noisy intermediate-scale quantum (NISQ) machines. Amplitude amplification involves repeating the oracle and diffuser circuits in Figure 2 iteratively. Hence, the total number of gates in the circuit grows linearly with each iteration, and with it, gate noise. After a certain number of iterations, loss in accuracy due to gate noise trumps the gain in accuracy from amplitude amplification.

Most quantum machines currently are part of a cloud infrastructure where many machines with varying qubit numbers and noise parameters are assembled as a shared resource. This is done to amortize the cost of building and maintaining a quantum infrastructure over many users. When users submit jobs to the cloud, it is the responsibility of the job scheduler to find an appropriate machine to run on, or reject the job if it is not suitable for any machine. As of now, the only hard criterion that the scheduler can use is the number of qubits. Hence, it considers any machine with the requisite number of qubits to be equally suitable. Machines do expose some noise parameters to the scheduler such as gate noise rates for each physical gate in the machine and thermal relaxation times; but there is no framework which can help predict how those parameters will affect the accuracy of the result.

We propose an extension to the transpiler, which converts a given quantum algorithm to a quantum circuit for the given machine. The purpose of the extension is to 1) given the transpiled circuit, provide a prediction on the accuracy of the final outcome by analyzing the circuit and applying the noise parameters to each gate, and 2) optimize the transpiled circuit so that it reaches the maximal accuracy that is possible on that machine, based on that prediction. Armed with this information, the scheduler now can assign a job to the machine that is most suitable for the job and also be guaranteed that the job will be executed in the most optimal way on that machine.

Our transpiler extension uses a Bayesian probabilistic model to compute the probability of noise seeping into an amplification iteration, analyzing the circuit using noise parameters of single-qubit and two-qubit quantum gates advertised by the quantum machine. It makes this estimation for every iteration of an amplitude amplification loop. The accuracy measured at every iteration initially increases due to amplitude amplification but often displays an “inflection point” beyond which further amplification cannot surmount the degrading effects of noise. If an inflection point exists, the transpiler optimizes this circuit by truncating the circuit at that point so that no more iterations are performed.
Now, it is worth mentioning that the probability of noise-free execution is not equivalent to the probability of the outcome being accurate. That is because even noisy outcomes have the potential to produce the winning result when measured. This is true for noisy quantum systems as it is true for noisy classical systems. However, we will show the probability of noise-free execution is closely correlated to the accuracy of the result, such that making a prediction based on the former still results in a near optimal circuit.

In summary, we make the following contributions:

- We make the empirical observation that there sometimes exists an inflection point beyond which further amplification iterations result in losses in accuracy.
- We propose novel intrinsics in the OpenQASM language that delineates iterations in an iterative quantum algorithm such as amplitude amplification and also conveys the amplification achieved in each iteration.
- We implement an extension to the circuit transpiler that utilizes Bayesian probabilistic model to estimate the depolarizing noise generated by the gates in the iteration delineated by the intrinsics, in order to predict the inflection point.
- We demonstrate that the estimated probability of the winning outcome(s) being noise-free follows closely the probability of the result being winning outcome(s), by actual measurements on quantum circuit. As a result, we show that our prediction of the inflection point is highly accurate.

2 Background

First, we will cover the necessary background on amplitude amplification to give the readers a comprehensive perspective on the iterative execution of quantum circuit to find a solution with higher probability. Then, this section describes depolarizing channel, one of the most common noise models in quantum computing considered by real quantum resources.

2.1 Amplitude Amplification

Grover’s quantum search algorithm uses a procedure called amplitude amplification, which is how a quantum computer significantly enhances the probability of a solution state. This procedure amplifies or stretches out the amplitude of the marked item(s), which shrinks the amplitude of the other items, such that measuring the final state will return the right item(s) with near-certainty. This section explains the basic steps invoked by Grover’s quantum search algorithm as part of amplitude amplification, highlighting the geometrical interpretation in terms of two reflections, which generate a rotation in a two-dimensional plane.

Grover’s algorithm is an example of an unstructured quantum search where we wish to locate one item with a unique property in a large list of N items. At the beginning, we have no idea where the marked item is. Therefore, any guess of its location is as good as any other, which can be expressed in terms of a uniform superposition: $|s⟩ = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x⟩$, where the dimension of the problem is N. If at this point we were to measure in the standard basis $⟨x|$, this superposition would collapse, according to the fifth quantum law, to any one of the basis states with the same probability of $\frac{1}{N}$, where n is the number of qubits to compose the problem. Our chances of guessing the right value is therefore 1 in $2^n$, as could be expected. Hence, on average we would need to try about $\frac{1}{\sqrt{N}} = 2^{n-1}$ times to guess the correct item by a classical algorithm.

- **Step 1: Initial superposition state.** The amplitude amplification procedure starts out in the uniform superposition $|s⟩$, which is constructed from $|s⟩ = H^{\otimes n} |0⟩^n$. The left graphic in Figure 1a corresponds to the two-dimensional plane spanned by perpendicular vectors $|w⟩$ and $|s'⟩$. This allows to express the initial state as $|s⟩ = \sin(θ)|w⟩ + \cos(θ)|s'⟩$, where $θ = \arcsin(|s⟩|w⟩)$, and $|w⟩$ and $|s'⟩$ are respectively the winner and an additional state perpendicular to $|w⟩$ obtained from $|s⟩$ by removing $|w⟩$ and rescaling. The right graphic in Figure 1a denotes a bar graph of the amplitudes of the state $|s⟩$.

- **Step 2: Conditional phase shift by oracle.** Next, the oracle reflection $U_f$ is applied to the state $|s⟩$. This oracle, described as $U_f|s⟩ = (-1)^{f(s)}|s⟩$, is a diagonal matrix, where the entry that corresponds to the marked item, that we are searching for, will have a negative phase. Geometrically this corresponds to a reflection of the state $|s⟩$ about $|s'⟩$ shown in the left graphic of Figure 1b. This transformation means that the amplitude in front of the state corresponding to the marked item becomes negative, which in turn means that the average amplitude, indicated by a dashed line in right graphic of Figure 1b has been lowered.

- **Step 3: Inversion about the mean by diffuser.** Next, the diffuser circuit maps the winning state, corresponding to the marked item, to $U_fU_f^−1|s⟩$. $U_s = 2|s⟩⟨s| - 1$ corresponds to an additional rotation about the state $|s⟩$. The two reflections by $U_f$ and $U_s$ geometrically corresponds to a rotation, shown in left graphic of Figure 1c, that brings the initial state $|s⟩$ closer towards the winner $|w⟩$. Since the average amplitude has been lowered by the first reflection, $U_f$, this transformation boosts the negative amplitude of $|w⟩$ to roughly three times its original value, while it decreases the other amplitudes, as shown in the right graphic of Figure 1c.

The procedure of amplitude amplification corresponds to the combination of Step 2 and Step 3, which will be repeated several times (as shown in Figure 2) to zero in on the winner, i.e., when $|s⟩$ overlaps on $|w⟩$. It turns out the number of iterations required for this is $O(\sqrt{N})$ and thus providing a quadratic speed up over a classical counterpart.

Grover’s algorithm uses Hadamard gates, $H^{\otimes n} |0⟩^n$, to create the uniform superposition of all the states at the beginning of the Grover operator. If some information on the good states is available, it might be useful to not start in a uniform superposition but only initialize specific states. Also, the diffusion operator does not reflect about the equal superposition state, but another state specified via an operator $A_Q$, where $Q = A_Q A_s A_f$. This generalized version of Grover’s operator $(Q)$ is known as Quantum Amplitude Amplification [4].

2.2 Quantum Depolarizing Channel

In quantum information theory, a quantum channel is a communication channel which can transmit quantum information, as well as classical information. A quantum depolarizing chan-
channel is a model for quantum noise in quantum systems. The depolarizing channel can be viewed as a completely positive trace-preserving map, \( E_\lambda(\rho) \), which maps a mixed state \( \rho \) onto a linear combination of itself and the maximally mixed state and can be defined as

\[
E_\lambda(\rho) = (1 - \lambda)\rho + \lambda \text{Tr}[\rho] \frac{I}{2^n}
\]

with \( 0 \leq \lambda \leq \frac{4^n}{4^n - 1} \) (1)

where,
- \( \lambda \) is the depolarizing error parameter
- \( n \) is the number of qubits.

When \( \lambda = 0 \), \( E_\lambda(\rho) = \rho \), which is the identity channel and when \( \lambda = 1 \), \( E_\lambda(\rho) = \frac{I}{2^n} \), which is a completely depolarizing channel returning maximally mixed state.

Depolarizing channel is symmetrical across all three \( x \), \( y \), and \( z \)-axes. Hence, \( E_\lambda(\rho) \) can be interpreted as a uniform contraction of the Bloch sphere, parameterized by \( \lambda \). For example, \( \lambda = 0 \) represents the complete contraction of the Bloch-sphere down to the single-point \( \frac{I}{2} \) given by the origin.

The additivity of Holevo information for all channels was a famous open conjecture in quantum information theory, but it is now known that this conjecture doesn’t hold in general. This was proved by showing that the additivity of minimum output entropy for all channels doesn’t hold [10], which is an equivalent conjecture. Nonetheless, the additivity of the Holevo information is shown to hold for the quantum depolarizing channel. Christopher King [12] showed that the maximum output \( p \)-norm of the depolarizing channel is multiplicative, which implied the additivity of the minimum output entropy, which is equivalent to the additivity of the Holevo information.

### 3 Motivation

This section motivates our research by presenting an empirical observation on how noise affects the outcome probability of a marked item produced by a quantum algorithm running amplitude amplification iteratively.

NISQ era quantum resources are far from perfect and riddled with noises. Users can effectively query a quantum resource to retrieve its properties such as noise parameters for different quantum gates listed by their indices or positions. There are two types of noise channels captured by these properties - (i) depolarizing channel, and (ii) thermal relaxation times. In this research, we focus on depolarizing channel alone. An important fact to note here is that the value of noise parameters vary from one position to another even for the same gate type. Table 2 lists the average value of quantum depolarizing noise parameters over all indices of \( sx \), \( rz \), and \( cx \) gates present in an array of popular IBMQ quantum resources [11]. Note the large variance not only in the number of supported qubits but also in the noise parameters, making it hard for the scheduler to optimally schedule jobs without a good predictor.

A \( Z \)-gate implements rotations around the \( Z \) axis which corresponds to a change in the relative phase between the \( |0\rangle \) and \( |1\rangle \) states. A \( Z \) gate can be implemented by either detuning the frequency of the qubit with respect to the drive field for some finite amount of time or by composite \( X \) and \( Y \) gates. A \( Z \) gate, implemented by adding a phase offset to the drive field for all subsequent \( X \) and \( Y \) gates, is essentially perfect [16]. IBM Quan-
The goal of this work is to find the optimal number of iterations for amplitude amplification in presence of noise. The noise from depolarizing channel accumulates multiplicatively over the number of quantum gates each qubit goes through. Thus, it is of paramount importance to consider the number of quantum gates present in a transpiled circuit before predicting the optimal number of iterations. As shown in Figure 2, quantum algorithms such as Grover’s quantum search, that utilizes amplitude amplification as a subroutine, repeats the oracle and diffusion circuit over multiple iterations to find the marked element with higher probability. As a result, starting with the initial circuit that creates an equal superposition state by applying Hadamard gates, $|\psi\rangle = \frac{1}{\sqrt{2^n}} \sum_k |k\rangle$, with each iteration of amplitude amplification, the number of gates grows linearly. Moreover, with increase in dimensionality of the problem or the number of qubits, the number of quantum gates can increase exponentially. Table 1 lists the number of sx, rz, and cx gates for a SAT solver using Grover’s algorithm for 5, 7, and 9 qubit problems. Consequently, the total noise in the circuit grows with more number of qubits and more number of repetitions of amplitude amplification.

By amplifying the amplitude of the state vector corresponding to the marked item, the probability of the winning outcome(s) is also ampliﬁed almost $3^{\times}$ per iteration in an ideal noise-free environment. However, as the number of quantum gates grows linearly and so thus the total noise in the system, the advantage of amplitude amplification gets diminished. There comes an inflection point when the loss in accuracy from total noise in the system overshadows the gain from repeating the subroutine. Figure 3 demonstrates this reality succinctly. In this figure, we plot probability of the winning outcome against the number of iterations for ampliﬁcation for two environments - (i) a completely noise-free simulation, and (ii) an environment mimicking the noise model of IBMQ’s Santiago quantum resource. We can see for a fact that in noise-free simulation, the outcome probability grows linearly form the initial superposition state marked by the iteration 0 to the maximum value of 1 at iteration 4, the theoretical optimal value. Although, the resulting probability of winning outcome in noisy simulation is always smaller than the same in noise-free simulation, it still is ampliﬁed sub-linearly with each repetition from iteration 0 to 3 and then drops with another iteration resulting in a convex curve. This demonstrates that, in a noisy environment, it can be beneﬁcial to stop ampliﬁcation at a point earlier than the one prescribed by the amplitude amplification algorithm. This point can vary from machine to machine, so this necessitates a framework to predict the optimal number of iterations by considering the noise parameters of the underlying quantum hardware.

### Table 1: Number of gates in the transpiled circuit

| # of qubits | # of iterations | rz | sx | cx |
|-------------|-----------------|----|----|----|
| 5           | 4               | 10 | 106| 434|
| 7           | 8               | 14 | 402| 3230|
| 9           | 17              | 18 | 1562|26572|

### Table 2: Error parameters for depolarizing channel reported from IBM Quantum Compute Resources

| System Name | # of Qubits | rz   | sx   | cx   | Average Error Rate |
|-------------|-------------|------|------|------|--------------------|
| Washington  | 127         | 0    | 0.001| 0.03882|
| Brooklyn    | 65          | 0    | 0.0005| 0.01279|
| Toronto     | 27          | 0    | 0.0007| 0.02083|
| Guadaloupe  | 16          | 0    | 0.0004| 0.01079|
| Nairobi     | 7           | 0    | 0.0003| 0.00788|
| Santiago    | 5           | 0    | 0.0002| 0.00603|

### Figure 3: Gain from amplitude amplification vs loss from accumulated gate error.
tion algorithm as well as noise properties of the target machine in deciding where the inflection point is. It is important that the optimization happens after the intermediate circuit has been mapped to the physical circuit runnable on the machine, taking into consideration available basis gates and geometry, so that the optimizer can make accurate predictions about the noise generated by the circuit. As such, the back-end is implemented as a transpiler extension.

4.1 Front-end: Build Circuit Instrumented with Intrinsics

In order for the back-end transpiler to make an informed decision on whether to proceed with an iteration in the face of noise, first, it must know the amount of amplification achieved per iteration, and second, where the iteration boundaries lie in code. To this end, we propose four novel intrinsics for the OpenQASM (Open Quantum Assembly Language): `amplification_begin(\theta)`, `amplification_end()`, `iteration_begin()`, and `iteration_end()`. These intrinsics are only meant for the consumption of the transpiler and do not translate to quantum gates themselves. At below is how we would use these intrinsics in actual amplitude amplification code:

```python
amplification_begin(\theta)

iteration_begin() /* Add oracle circuit for iteration 1. */
/* Add diffuser circuit for iteration 1. */
iteration_end()
iteration_begin() /* Add oracle circuit for iteration 2. */
/* Add diffuser circuit for iteration 2. */
iteration_end()
... iteration_begin() /* Add oracle circuit for iteration \texttt{t}_{\text{opt}}. */
/* Add diffuser circuit for iteration \texttt{t}_{\text{opt}}. */
iteration_end()

amplification_end
```

The \( \theta \) is the rotational angle used in each amplification step. Iteration number \( \texttt{t}_{\text{opt}} \) is the iteration when \(|w\rangle\), the winning state, is reached in the absence of noise. The `iteration_begin()` and `iteration_end()` and delineate iteration boundaries. Our `amplify_optimal` generates the above code after computing \( \theta \) and \( \texttt{t}_{\text{opt}} \) as shown in Method 1.

As described in Section 2.1, the amplitude amplification process starts with an initial superposition state \(|s\rangle = \sin(\theta)|w\rangle + \cos(\theta)|s^\prime\rangle\), where \( \theta = \arcsin(|s\rangle|w\rangle) \). For a single solution or one marked item in \( N = 2^n \) dimensional solution space, \( \theta = \arcsin(|s\rangle|w\rangle) = \arcsin(\sqrt{\frac{M}{N}}) \). It can be further generalized to show that for a problem with \( M \) solutions, the initial amplitude can be expressed as \( \theta = \arcsin(\sqrt{\frac{M}{N}}) \).

As described in Section 2.1, amplitude amplification is implemented as an oracle circuit followed by a diffuser circuit, which can be expressed as the transformation \( U_f U_i \). To achieve a higher probability, this process is repeated several times as shown in Figure 2. The resulting state of the marked item after \( t \) iterations can be expressed as \( \psi_t = (U_f U_i)^t |s\rangle = \sin(\theta_t)|w\rangle + \cos(\theta_t)|s^\prime\rangle \), where \( \theta_t = (2t + 1)\theta \). The process of iterating over oracle and diffuser circuit stops when \( \psi_t \) overlaps with the winning state, \(|w\rangle\). Geometrically, this means \( \theta_t = (2t + 1)\theta = \frac{\pi}{2} \).

By using trigonometric identity, \( \frac{\pi}{2} = \arcsin(\theta) + \arcsin(\theta) \), the optimal number of iterations to attain highest outcome probability can be expressed as \( \texttt{t}_{\text{opt}} = \frac{\arcsin(\sqrt{\frac{M}{N}})}{2\arcsin(\sqrt{\frac{M}{N}})} \). This mathematical formula is captured in Method 1.

4.2 Back-end: Model Depolarizing Noise Channel

Given amplification information through the intrinsics, now the transpiler calculates a prediction for the degradation in the winning outcome due to noise. In order to do that, we need to return to Equation 1 for the depolarizing noise channel. The mixed state \( \rho \) in the equation is expressed as a density matrix, which is an ensemble of multiple pure states, each with an associated probability of occurrence. Since the probabilities of occurrence for the basis states always add up to 1, the trace of the density matrix, \( \text{Tr}[\rho] = 1 \). Hence, the equation can be rewritten as:

\[
E_\lambda(\rho) = (1 - \lambda)\rho + \frac{\lambda}{2^n} I
\]

with \( 0 \leq \lambda \leq \frac{4^n}{2^n} - 1 \) (2)

where,

- \( \lambda \) is the depolarizing error parameter
- \( n \) is the number of qubits.

To wrap our heads around this equation, let us discuss an example where \( n = 1 \) and a depolarizing noise channel is applied to a single qubit sx gate, where the circuit looks like Figure 4a. Since \( I = |0\rangle\langle 0| + |1\rangle\langle 1| \), \( \rho \) can be expressed as an ensemble of three states: the original state (Figure 4a), the basis state \(|0\rangle\) (Figure 4b), and the basis state \(|1\rangle\) (Figure 4c), with probabilities \( 1 - \lambda, 1/2, \) and \( \lambda/2 \) respectively.

When \( \lambda = 0 \), that is when there is no error, the sx gate is unaffected and always functions like the original circuit 4a. When \( \lambda = 1 \), \( \rho \) becomes a maximally mixed state \( \frac{1}{2}(|0\rangle\langle 0| + |1\rangle\langle 1|) \), where there is equal probability of the circuit functioning like 4b or 4c.
(a) With probability $1 - \lambda$, no change is made.

(b) With probability $\lambda/2$, state is basis state $|0\rangle$.

(c) With probability $\lambda/2$, state is basis state $|1\rangle$.

Figure 4: Three states in the ensemble when depolarizing error is applied to a single qubit gate sx.

Figure 4: Three states in the ensemble when depolarizing error is applied to a single qubit gate sx.

When $n = 2$ and a depolarizing noise channel is applied to a two qubit gate such as cx gate, the ensemble of states in $\rho$ looks like Figure 5. In this case, $I = |00\rangle\langle 00| + |01\rangle\langle 01| + |10\rangle\langle 10| + |11\rangle\langle 11|$. So, we will obtain an ensemble of five states: the original state (Figure 5a), the basis state $|00\rangle$ (Figure 5b), the basis state $|01\rangle$ (Figure 5c), the basis state $|10\rangle$ (Figure 5d), and the basis state $|11\rangle$ (Figure 5e).

We verified our understanding of the depolarizing error channel by experimenting with many microcircuits on IBM Qiskit. We verified that the outcome of a circuit when applied depolarizing noise is actually equivalent to the sum of the outcomes of the ensemble circuits weighted by probability, as described in Figure 4 and Figure 5.

4.3 Back-end: Calculate Error Probability from Parameter

Given our understanding of the depolarizing error channel now, we would like to calculate error probability $P$ from depolarizing error parameter $\lambda$. It is easy to mistakenly think that $P = \lambda$ from the construction of Equation 2. However, things are not that simple.

Let’s again start by reasoning about depolarizing error for $n = 1$. $P$ denotes the probability that a random rotation is performed on the qubit due to depolarizing noise. The rotation can happen with equal probability on the X, Y, and Z axes in the Bloch sphere, giving us the equation:

$$E_P(\rho) = (1 - P)\rho + \frac{P}{3}(X\rho X + Y\rho Y + Z\rho Z)$$

Figure 5: Five states in the ensemble when depolarizing error is applied to a two qubit gate cx.
Now, how is Equation 3 related to Equation 2 which is parameterized by $\lambda$ instead of $P$? We know that by Pauli twirling we can achieve the maximally mixed state $I_2$:

$$I_2 = \frac{1}{4}(I p I + X_p X + Y_p Y + Z_p Z)$$  \hspace{1cm} (4)$$

If we apply Equation 4 to Equation 3:

$$E_\rho(p) = (1 - P)p + \frac{P}{3}(X_p X + Y_p Y + Z_p Z)$$

$$= (1 - \frac{4}{3}P)p + \frac{P}{3}(I p I + X_p X + Y_p Y + Z_p Z)$$  \hspace{1cm} (5)$$

Comparing that to $E_\lambda(\rho) = (1 - \lambda)\rho + \lambda \frac{I}{2}$ in Equation 2, it is easy to derive the equality:

$$E_\rho(p) = E_\lambda(\rho) \Rightarrow \lambda = \frac{4}{3}P$$  \hspace{1cm} (6)$$

Now Equation 3 can be generalized to an arbitrary $n$:

$$E_\rho(p) = (1 - P)p + \frac{P}{4^n - 1}(\sum_j P_j \rho P_j \text{ for all } P_j! = I)$$  \hspace{1cm} (7)$$

Also, the Pauli twirl can be generalized to $n$ qubits as well:

$$I_2^n = \frac{1}{4^n}(\sum_j P_j \rho P_j)$$  \hspace{1cm} (8)$$

Applying Equation 8 to Equation 7, the following is derived:

$$E_\rho(p) = (1 - P)p + \frac{P}{4^n - 1}(\sum_j P_j \rho P_j \text{ for all } P_j! = I)$$

$$= (1 - \frac{4^n}{4^n - 1}P)p + \frac{P}{4^n - 1}(\sum_j P_j \rho P_j)$$

$$= (1 - \frac{4^n}{4^n - 1}P)p + \frac{4^n}{4^n - 1}P \cdot \frac{I}{2^n}$$

where,

$P_j$ is all permutations of Pauli channels for all qubits

$$= (1 - \frac{4^n}{4^n - 1}P)p + \frac{4^n}{4^n - 1}P \cdot \frac{I}{2^n}$$  \hspace{1cm} (9)$$

Finally, comparing Equation 9 against Equation 2, we derive generally for $n$ the value of $P$:

$$E_\rho(p) = E_\lambda(\rho) \Rightarrow \lambda = \frac{4^n}{4^n - 1}P$$  \hspace{1cm} (10)$$

4.4 Back-end: Calculate Noise per Iteration

A quantum machine back-end advertises the noise parameters ($\lambda$s) for each physical gate in the machine in a long table. From these $\lambda$s, we can apply Equation 10 to convert them to individual noise rates.

Our transpiler extension uses these noise rates to calculate the noise for the given iteration circuit as shown in Method 2. It returns the amount of degradation in probability suffered by the winning outcome due to noise for the given iteration. The function calculate_noise takes a circuit $C$ as an argument which is the circuit between the iteration_begin and iteration_end intrinsics. The circuit would contain the oracle and diffusion transformations for that iteration.

The function loops over all gates $g$ in the circuit and retrieves the corresponding $\lambda$ from the aforementioned long table and uses Equation 10 to convert it to a noise rate $p$, substituting $n$ for 1 or 2 depending on whether $g$ is a one-qubit-gate or a two-qubit-gate. Next, we use Bayes' theorem to add $p$ to the total noise_rate for the given incremental circuit $C$.

**Method 2: Calculate loss of accuracy due to noise.**

```python
def calculate_noise(C: circuit):
    noise_rate ← 0

    // Loop over all gates to account for their noise
    for (each gate g in C) {
        $\lambda$ ← noise parameter for gate $g$

        // Calculate noise probabilities from noise parameters
        if $g$ is a one-qubit-gate then
            $p ← \lambda \cdot \frac{d-1}{4}$
        end

        if $g$ is a two-qubit-gate then
            $p ← \lambda \cdot \frac{d^2-1}{4^2}$
        end

        noise_rate ← 1 - (1 - noise_rate) * (1 - $p$)
    }

    return noise_rate
```

4.5 Back-end: Predict Inflection Point and Optimize

Now, we are finally able to predict the inflection point where further iterations do not increase accuracy. In other words, we are trying to find the optimal number of iterations where the probability of the marked item is the highest. Function optimize_circuit in Method 3 takes as arguments: circuit $C$, the entire amplification circuit between the amplification_begin($\theta$) and amplification_end() intrinsics, and $\theta$ which is the rotational angle passed to amplification_begin($\theta$). optimize_circuit loops over all iterations of circuit $C$ until it finds the inflection point. We use variable $t$ to keep track of our current iteration.

At each iteration, first we calculate amplification, which is the probability of the winning outcome after $t$ iterations, in a noiseless environment. Recall from Section 2.1 that the probability of the state corresponding to the marked item being collapsed on the winning state $|w\rangle$, during the measurement is the projection of the state vector on the $|w\rangle$ axis at any
This section describes the implementation framework of the proposed scheme followed by a detailed analysis of the experimental results.

5.1 Framework

The methods presented in Section 4 are implemented as part of AmplitudeAmplifier and Grover class of IBM Qiskit v0.20.2 library [1]. To evaluate the efficacy of the method predicting the optimal iteration, we used Grover’s amplitude amplification algorithm to solve a Boolean satisfiability (SAT) problem. We will publish the concrete implementation of the methods described in Section 4 along with the SAT solver quantum workloads upon acceptance. The test setup allows the flexibility to vary the number of qubits, $n$ and the number of solutions, $M$ to compose the SAT solver. Users can also pass as input argument the marked item(s) for the SAT solver. We specifically experimented with 1-SAT and 3-SAT problem by setting $M$ to 1 and 3 respectively. We will focus on 1-SAT mostly and report three variations of 1-SAT with different numbers of qubits, for $n = 5, n = 7$, and $n = 9$. This is done to test our framework on different circuit sizes as shown in Table 1. We will show results for 3-SAT along with an Un-Ordered Search (UOS) benchmark later in this section.

IBM Qiskit provides a PhaseOracle class simplifying the creation of an oracle circuit from a Boolean expression and an AmplificationProblem class to compose a SAT-solver problem from the created oracle. The Grover class, which extends the general AmplitudeAmplifier, can be instantiated and then its amplify method used to amplify the amplitude of the item marked by the oracle. The Grover object can be instantiated to specify the number of iterations that the Grover operator should be applied. Users can also specify a QuantumInstance, while instantiating the Grover object, which is used to execute the transpiled circuit for a specified iteration number. We report results of execution on a noise-free aer_simulator backend and a qasm_simulator backend to model a noisy quantum resource. Both of these backends are built while limiting the basis gates to an identical set composed of sx, rz, and cx gates, such that both will produce identical transpiled circuits given the same quantum program.

To model a noisy quantum resource, we used a quantum depolarizing channel. When creating the noise model for the qasm_simulator backend, the noise parameters are set for sx, rz, and cx basis gates as the transpiled circuit is composed of these gates alone. To reduce variability in the results, we specified a sufficiently large value for the number of shots while creating the backend. We repeatedly ran each experiment several times to verify that the variability is indeed negligible and we have a statistically meaningful result.

5.2 Analysis of Experimental Results

We performed two sensitivity studies to understand the effect of noise on the probability of top outcome: (i) varying the type of noisy quantum gates, and (ii) varying the dimensionality of the problem or number of qubits. The results are shown in Figure 6 and 7 respectively. In each sub-figure, probability of the winning outcome is plotted against the number of iterations of amplitude amplification for three types of scenarios - (i) a completely noise-free simulation (shown by black solid line), (ii) the probability observed in noisy simulation by executing the transpiled circuit (shown by colored solid line), and (iii) the estimate probability of the winning outcome being noise free (shown by colored dashed line). Each subplot contains multiple

Method 3: Predict inflection point when noise for a certain iteration starts to trump amplification gains.

```python
def optimize_circuit(C: circuit, θ: float):
    /* C: amplification circuit */
    /* θ: rotational angle */
    // noise is cumulative noise
    noise ← 0
    // t is current iteration number
    t ← 1
    // Loop on iterations in C
    while no more iterations in C do
        amplification ← \sin^2((2t + 1) \theta)
        // C_t is circuit for iteration t
        C_t ← extract_iteration_circuit(C, t)
        // noise_t is noise for iteration t
        noise_t ← calculate_noise(C_t)
        noise ← 1 − (1 − noise) * (1 − noise_t)
        if amplification ≤ noise then
            C ← C with C_t removed where r ≥ t return C
        end
        t ← t + 1
    end
    return C
```

given time. Thus, $amplification = \sin^2 \theta = \sin^2 (2t + 1) \theta = \sin^2 \left(\frac{2}{\sqrt{M}} \arcsin \left(\frac{\sqrt{M}}{N}\right)\right)$.

Next the circuit for iteration $i$ is extracted from $C$ and assigned to $C_i$. We use $C_i$ to calculate $noise_t$, incurred from that iteration using Method 2, which we accumulate into $noise$, again using Bayes’ theorem.

When $noise$ trumps $amplification$, we have found our inflection point. At that point, we remove all remaining iterations from circuit $C$ and then return the optimized circuit.

Note that there is a potential for inaccuracy in Method 3 however. We conservatively assumed that none of the noisy results included in $noise$ would end up in the winning state. Some noisy results may in fact end up in the winning state. But we will show in our results that this inaccuracy is minimal.
lines corresponding to the simulated and estimated probabilities for varied noise parameter to understand - (i) the correlation between the number of qubits and the value of noise parameters, (ii) the correlation between the number of iterations and the value of noise parameters, and (iii) the correlation between the value of noise parameters and the outcome probability and in turn the optimal number of iteration where the peak probability is attained.

Inflection point. It is rather apparent in both Figure 6 and 7 that there exists an inflection point iterating beyond which degrades the performance irrespective of - (i) the number of qubits to solve the problem, (ii) what type of quantum gates, noise is applied to, and (iii) the value of noise parameters. This reinforces our primary hypothesis motivating this work. However, the inflection point or the optimal number of iteration shifts further away from the theoretical optimal number of iterations in a noise-free environment with more number of qubits and higher value for noise parameter.

**Strong correlation between simulation and estimation.** We can also see that dashed, coloured lines closely resemble the solid, coloured lines. Note that the former corresponds to the collection of winning probabilities of being noise-free estimated by our proposed methods and the latter corresponds to the probability of correct outcome being observed from simulating a transpiled circuit. This strong correlation solidifies the usability of the estimated metric to predict the optimal number of iterations. However, there is always a gap between the solid and dashed coloured lines as they are measuring two different metrics. Note that in actual simulation the noise can result in some shots to be aligned with the winning output and this dynamic behavior is next to impossible to capture without an actual execution of the transpiled circuit. Hence, the probability of winning outcome obtained from a simulation is always slightly higher than the estimated probability of top-outcome being “noise-free”.

**Accuracy of prediction.** Table 3 summarizes the experimental results by listing the optimal number of iterations observed in a noisy simulation and predicted by Method 3 along with the
Table 3: Optimal number of iterations observed in noisy simulation and predicted by our method along with their observed outcome probability

| # of qubits | Gate Error Rate sx | Theoretical optimal # of iterations | Observed optimal # of iterations in simulated env. | Predicted optimal # of iterations | Success probability in simulated environment For optimal power | For estimated optimal power |
|-------------|-------------------|-------------------------------------|-----------------------------------------------|---------------------------------|---------------------------------|---------------------------|
| 5           | 0.002 0.002       | 4                                   | 4                                            | 3                              | 0.57                            | 0.57                       |
|             | 0.004 0.004       |                                     | 3                                            | 3                              | 0.37                            | 0.37                       |
|             | 0.006 0.006       |                                     | 2                                            | 2                              | 0.24                            | 0.24                       |
|             | 0.008 0.008       |                                     | 2                                            | 2                              | 0.19                            | 0.19                       |
|             | 0.01 0.01         |                                     | 2                                            | 1                              | 0.15                            | 0.15                       |
| 7           | 0.002 0.00002     | 8                                   | 7                                            | 7                              | 0.55                            | 0.55                       |
|             | 0.004 0.00004     |                                     | 6                                            | 5                              | 0.33                            | 0.32                       |
|             | 0.006 0.00006     |                                     | 5                                            | 4                              | 0.22                            | 0.20                       |
|             | 0.008 0.00008     |                                     | 4                                            | 5                              | 0.15                            | 0.13                       |
|             | 0.01 0.0001       |                                     | 3                                            | 3                              | 0.11                            | 0.11                       |
| 9           | 0 0.000002        | 17                                  | 16                                           | 15                             | 0.71                            | 0.70                       |
|             | 0 0.000004        |                                     | 14                                           | 13                             | 0.51                            | 0.50                       |
|             | 0 0.000006        |                                     | 13                                           | 12                             | 0.38                            | 0.37                       |
|             | 0 0.000008        |                                     | 12                                           | 10                             | 0.29                            | 0.27                       |
|             | 0 0.000001        |                                     | 11                                           | 8                              | 0.23                            | 0.19                       |
|             | 0.002 0.00002     |                                     | 16                                           | 15                             | 0.67                            | 0.66                       |
|             | 0.004 0.00004     |                                     | 14                                           | 13                             | 0.47                            | 0.46                       |
|             | 0.006 0.00006     |                                     | 13                                           | 11                             | 0.34                            | 0.32                       |
|             | 0.008 0.00008     |                                     | 11                                           | 9                              | 0.25                            | 0.23                       |
|             | 0.01 0.00001      |                                     | 10                                           | 8                              | 0.19                            | 0.18                       |

Probability of the winning outcome at both iterations reported by simulation for varied number of qubits and depolarizing noise parameters. We can see that the predicted value of optimal number of iterations is most of the times either same as the observed value or off by one. However, in some case with higher error rate, the predicted optimal number of iteration can be lower by up to three iterations from the optimal number of iterations reported by simulation, e.g., for problem composed of 9 qubits and the sx and cx noise parameters respectively being 0.01 and 0.0001, the optimal number of iterations reported by simulation and predicted by Method 3 are 7 and 4 respectively where the theoretical optimal number of iterations is 17 in a noise-free environment. However, an interesting observation is that the output probability reported by simulation for iterations 7 and 4 are extremely close (0.08% and 0.06% respectively). This observation is uniform throughout several data-points. It means that even when the user chooses to simulate for the predicted number of iterations for amplitude amplification, there is not a significant loss from the peak attainable probability of the winning outcome.

Correlation between the noise parameters, the number of qubits, and the number of gates. It is interesting to note that the depolarizing noise parameter single-qubit gate is varied from 0.002 to 0.01 in the increment of 0.002 for experiments irrespective of the dimensionality of the problem. This is however not true for two-qubit quantum gates. The noise parameter for cx gates ranges from 0.002 to 0.01 for 5 qubit circuits, whereas they are two-order of magnitude smaller ranging from $2 \times 10^{-5}$ to $1 \times 10^{-4}$ with increment of $2 \times 10^{-5}$ for 9-qubit circuits. This is because of two reasons. Firstly, as reported in Table 1, the number of sx gates is way smaller than the number of cx gates in a transpiled circuit and the difference grows larger with higher number of qubits, e.g., for a circuit with 9 qubit, the number of sx gates is two-order of magnitude smaller than the number of cx gates. As a result, loss of accuracy due to noise on sx is relatively smaller than that from cx gates. Second, the number of cx gates grows by an order of magnitude from circuit with 5 (320) to 7 (3008) to 9 (25976) qubits. So, to keep up with the growth in number of two-qubit gates with the increase in dimensionality of the problem, the noise parameter should also be scaled down by order of magnitude to yield any meaningful result and demonstrate the convex progression with an inflection point. If the value of noise-parameter is too high (e.g. noise parameters are 0.01 and 0.0001 for sx and cx gates in 9-qubit circuit) for the total number of quantum gates in the circuit, it results in an almost flat curve parallel to horizontal axis. This corresponds to all qubits being in a maximally mixed state where the result is uniformly random irrespective of iterating over amplitude amplification.

Evaluation on real quantum machines. We tried running our amplitude amplification programs on existing quantum machines on the IBM Quantum cloud. We found that, even with our programs using just 5 qubits, all machines had error rates that were too high to provide any meaningful results. Even after just one
amplification iteration, the computation was overwhelmed by noise. The noise was exacerbated by limited machine topologies where not all pairs of qubits allow entanglement, requiring many extra swap operations to be inserted to move qubits adjacent to each other. So we decided to simulate a machine similar to ibm_oslo with identical noise model including thermal relaxation as well as depolarizing noise, except with the modification that qubits are fully connected and allow arbitrary entanglement.

The results of this experiment is in Table 4. First, note that the “Predicted optimal # of iterations” occurs earlier compared to the “Theoretical optimal # of iterations”, in line with previous results. Importantly, note that the prediction is not only accurate for the “simulated environment”, but also for ibm_oslo with the full noise model, the only exception being UOS (Un-Ordered Search) with a difference of 1 iteration. And even for UOS, the difference between the success probability when using our prediction (0.252) and on the actual observed optimal point (0.257) is negligible. This shows the efficacy of predicting the optimal number of iterations by our analytical model even when noise channels other than depolarizing quantum noise is present. We plan to eventually add thermal relaxation to our prediction model in future work, but we feel these are promising results.

Evaluation on other benchmarks. In Figure 8, we show the results of applying our optimization to 3-SAT and UOS (Un-Ordered Search) along with 1-SAT, using a program size of 8 qubits on a machine with single qubit and two-qubit noise rates as 0.004 and 0.00004 respectively. Note that, just like previous results, the observed simulation curve closely tracks our estimated prediction curve. The theoretical optimal iterations of 1-SAT, 3-SAT and UOS are 12, 7, and 12 respectively. The predicted optimal iterations (the peak of the dotted lines) are 10, 6, and 10 respectively which match exactly with the observed optimal iterations (the peak of the solid lines). This shows that our optimization is applicable to a variety of quantum algorithms that inherently repeats part of circuit with more iterations.

6 RELATED WORK

The first body of work studies the relationship between amplitude amplification algorithms and various types of noise [5, 14, 17, 19, 20]. Work by Ilan et al. [5] on total depolarizing and local depolarizing channels is perhaps the closest related work. It showed that total depolarizing noise rate smaller than $\frac{1}{\sqrt{N}}$ and a local depolarizing error rate smaller than $\frac{1}{\sqrt{N \log_2 N}}$ allows Grover’s algorithm to run without error correction. Work by Retzker et al. [20] studies the effect of localized dephasing noise of rate $p$ on an affected subspace of size $k$ on Grover’s algorithm. When the searched target is unaffected by noise, $kp \ll \sqrt{N}$ is sufficient to achieve quadratic speedup. When the target is affected, the noise rate needs to scale with $\frac{1}{\sqrt{N}}$. Work by Paul Norman et al. [17] studies the effect of random Gaussian noise on Grover’s algorithm and concludes that a noise rate of $N^{-2/3}$ is sufficient to achieve speedup.

The second body of work encompasses efforts to optimize Grover’s algorithm (and by extension other amplitude amplification algorithms) to better withstand noise [21, 22]. These studies focus on reducing the “depth”, or the number of gates, needed to compose the circuit using various techniques. The work by Zhang et al. [22] employs a divide-and-conquer approach where the search algorithm is divided into several stages where each stage is shallower in depth than the original circuit. A “local” diffusion operator, that applies to only a subspace of the qubits, is used in lieu of the global diffusion operator used by conventional Grover’s algorithm. The work by Wang et al. [21] reduces the circuit depth by the use of multi-control Toffolis
modified by addition of an ancilla qubit. The work shows that further improvement is achievable beyond that possible by local diffusion operators for various types of quantum errors.

The first body of work is theoretical and are limit-studies on how various noise types must scale with $N$ in order to achieve the quadratic speedup offered by amplitude amplification without error correction. To an extent, our empirical results confirm the theoretical results on the existence of an inflection point in the presence of noise [5]. But to the best of our knowledge, there is no previous work that deals with the practical question: “Given a quantum algorithm and a quantum machine, what is the best accuracy the user can expect from the machine?”. We propose a concrete framework using novel transpiler intrinsics that answers that question with high accuracy and also optimizes the circuit to achieve that accuracy. Our optimization can be used in conjunction with previous optimizations cited in the second body of work. As long as the iterative structure of the algorithm does not change, it can benefit from our optimization to find the iteration at the inflection point.

7 Conclusion

Through detailed empirical observation, we successfully demonstrated that with every iteration of amplitude amplification, the probability of the winning outcome increases until it reaches an “inflection” point beyond which the degrading effects of noise surmounts the benefit from amplitude amplification. We implemented a noise-aware extension to the transpiler that takes the quantum depolarizing noise parameters for each quantum gate into consideration to determine the optimal number of iterations for amplitude amplification at which the winning outcome attains the peak probability. We do this by calculating the probability of noise-free outcome at each iteration, as a proxy for the probability of accurate winning outcome. We empirically show that the former closely tracks the latter for different sizes of the Boolean satisfiability problem (1-SAT), making our prediction of the inflection point also accurate.

We would like to stress that this prediction is made by pure analysis proportional in time to the number of gates in the circuit, and there is no need to do any type of “profiling” by executing the circuit on either a quantum simulator or a real quantum machine. It is to be noted that quantum machines advertise both depolarizing gate noise and thermal relaxation error. This work only models the effect of depolarizing gate noise on amplitude amplification. In the future, we would like to investigate the effect of thermal relaxation and integrate it into the prediction framework.
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