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This thesis sets out to understand the categories $\text{QGr } A$ where $A$ is either a monomial algebra or a path algebra of finite Gelfand-Kirillov dimension. The principle questions are:

1. What is the structure of the point modules up to isomorphism in $\text{QGr } A$?

2. Given two such algebras $A$ and $A'$, when is $\text{QGr } A \equiv \text{QGr } A'$?

These two questions turn out to be intimately related.

It is shown that up to isomorphism in $\text{QGr } A$, there are only finitely many point modules and these give all the simple objects in the category. Then, a finite quiver $E_A$, which can be constructed from the algebra $A$ rather simply, is associated to the category $\text{QGr } A$. The vertices of $E_A$ are in bijection with the point modules and the arrows are determined by the extensions between point modules. Lastly, it is shown that $\text{QGr } A \equiv \text{QGr } A'$ if and only if $E_A = E_{A'}$. 
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Chapter 1

INTRODUCTION

1.1 Initial thoughts.

Let $k$ be a field, the term algebra will mean $k$-algebra.

One of the basic methods for understanding noncommutative graded algebras geometrically is to understand the structure of their point modules. This idea was used effectively in [3] to better understand the three dimensional AS-regular algebras originally studied in [1].

Given a graded $k$-algebra $A = \oplus_{i \geq 0} A_i$, a point module over $A$ is a cyclic graded right $A$-module $M = \oplus_{i \geq 0} M_i$ such that $\dim_k M_i = 1$ for all $i \geq 0$. Point modules are so named as they are thought of as the “closed” points of the noncommutative projective scheme determined by $A$. Let $\text{Gr} A$ denote the category of $\mathbb{Z}$-graded right $A$-modules with degree preserving homomorphisms and $\text{QGr} A$ the quotient of $\text{Gr} A$ by the Serre subcategory $\text{Tors} A$ consisting of all the torsion modules. Point modules determine simple objects in $\text{QGr} A$, however, there may be other simple objects not coming from point modules.

Let $S(a, b, c)$ denote the 3-dimensional Sklyanin algebra with parameters $(a, b, c)$ (assume $k = \overline{k}$). If

$$(a, b, c) \notin \mathcal{D} := \{(0, 0, 1), (0, 1, 0), (1, 0, 0)\} \sqcup \{(a, b, c) \mid a^3 = b^3 = c^3\},$$

then $S(a, b, c)$ is a Noetherian domain with finite GK-dimension and the point modules are parameterized nicely by an elliptic curve with an automorphism. However, Smith shows in [11] that when $S(a, b, c)$ is a degenerate Sklyanin algebra, that is, if $(a, b, c) \in \mathcal{D}$, then $S(a, b, c)$ is a monomial algebra with 3 generators $u, v, w$ such that either $u^2 = v^2 = w^2 = 0$ or $uv = vw = wu = 0$. In both cases, $S(a, b, c)$ is not Noetherian and has infinite GK-dimension. For the degenerate Sklyanin algebras, the point modules are no longer parameterized by an
elliptic curve, in fact, they don’t seem to be nicely parameterized at all.

As another example, consider the quantum planes

\[ A_q := k(x, y)/(xy - qyx), \]

where \( q \in k \). If \( q \neq 0 \), then \( A_q \) is a Noetherian domain with finite GK-dimension and the point modules are parameterized by \( \mathbb{P}^1 \). When \( q \neq 0 \), point modules are isomorphic in \( \text{QGr} \ A_q \) if and only if they are isomorphic in \( \text{Gr} \ A_q \). Thus, the point modules are still parameterized by \( \mathbb{P}^1 \) up to isomorphism in \( \text{QGr} \ A_q \). When \( q = 0 \), \( A_q = k(x, y)/(xy) \) is a monomial algebra. However, unlike the case for degenerate Sklyanin algebras above, \( A_0 \) still has finite GK-dimension. Even though there are infinitely many point modules up to isomorphism in \( \text{Gr} \ A_0 \), it will be shown there are only two up to isomorphism in \( \text{QGr} \ A_0 \).

Unlike the degenerate Sklyanin algebras, the structure of point modules for the degenerate quantum plane \( A_0 \) in some sense trivializes. The distinction seems to be that \( A_0 \) still has finite GK-dimension while the degenerate Sklyanin algebras have infinite GK-dimension.

By [7, 8], given any finitely presented monomial algebra (hereafter just monomial algebra), we can find a quiver \( Q_A \) and a graded morphism \( f : A \to kQ_A \) such that the functor \( - \otimes_A kQ_A \) induces an equivalence of categories \( \text{QGr} \ A \equiv \text{QGr} \ kQ_A \). Moreover, if \( A \) has finite GK-dimension then so does \( kQ_A \).

If \( M \) is a point module over \( kQ_A \), it can be shown that \( M \) is a point module when viewed as a module over \( A \) via \( f \). The only property to check is that \( M \) is cyclic over \( A \). If \( A \) has finite GK-dimension, it will be shown that up to isomorphism in \( \text{QGr} \ A \), every point module over \( A \) comes from a point module over \( kQ_A \).

Since graded modules over path algebras can be viewed as graded representations of the quiver, it is useful to work with the algebras \( kQ_A \) instead of \( A \) itself. Hence, the rest of the paper will focus on path algebras of finite GK-dimension.
1.2 Main results.

If \( kQ \) is a path algebra of finite GK-dimension, there is associated to each cyclic vertex \( v \) of \( Q \) a canonical point module which will be denoted by \( O_v \). Here are the main results:

**Theorem 1.2.1** (See Theorem 3.1.8). Let \( kQ \) be a path algebra of finite GK-dimension. Then every simple object of \( \text{QGr} \, kQ \) is isomorphic to a unique \( O_v \) for some cyclic vertex \( v \).

Thus, the isomorphism classes of simple objects of \( \text{QGr} \, kQ \) are in bijection with the cyclic vertices of \( Q \) of which there are only finitely many. In particular, the point modules \( O_v \) give all the point modules up to isomorphism in \( \text{QGr} \, kQ \).

Outside of being in bijection with the simple objects of \( \text{QGr} \, kQ \), the cyclic vertices determine another structure which plays a big role in determining the structure of the category \( \text{QGr} \, kQ \).

**Definition 1.2.2.** Let \( kQ \) be a path algebra of finite GK-dimension. The **Ext-quiver** of \( \text{QGr} \, kQ \), denoted by \( E_Q \), is defined by:

1. The vertices of \( E_Q \) are the cyclic vertices of \( Q \).

2. Let \( v \) and \( w \) be cyclic vertices and let \( n \) and \( m \) be the lengths of the simple cycles which contain \( v \) and \( w \) respectively. There is 1 arrow \( v \to w \) in \( E_Q \) if there is a path in \( Q \) from \( v \) to \( w \) whose length is a positive multiple of \( nm \).

If \( A \) is a monomial algebra of finite GK-dimension, define \( E_A \) to be the quiver \( E_{Q_A} \) where \( Q_A \) is the Ufnarovskii graph of \( A \).

The next two theorems show the Ext-quiver is determined by \( \text{QGr} \, kQ \) and determines \( \text{QGr} \, kQ \) up to equivalence.

**Theorem 1.2.3** (See Theorem 3.2.6). Let \( kQ \) be a path algebra of finite GK-dimension. Then given two cyclic vertices \( v \) and \( w \),

\[
\text{Ext}^1_{\text{QGr} \, kQ}(O_v, O_w) \neq 0
\]
if and only if there is an arrow from \( v \) to \( w \) in \( E_Q \).

**Theorem 1.2.4.** Let \( kQ \) and \( kQ' \) be path algebras of finite GK-dimension. Then \( \text{QGr } kQ \equiv \text{QGr } kQ' \) if and only if \( E_Q = E_{Q'} \).

The proof of Theorem 1.2.4 will be established in different sections. For the direction \( \text{QGr } kQ \equiv \text{QGr } kQ' \Rightarrow E_Q = E_{Q'} \), see the remarks directly after Theorem 3.2.6. For the direction \( E_Q = E_{Q'} \Rightarrow \text{QGr } kQ \equiv \text{QGr } kQ' \), see the remarks after Theorem 4.4.1.

Let \((\mathcal{P}, \preceq)\) be a finite poset. We can consider \( \mathcal{P} \) as a quiver, which will also be denoted \( \mathcal{P} \), in the following way:

- the vertices of the quiver \( \mathcal{P} \) are just the elements of the poset \( \mathcal{P} \),
- for vertices \( x \) and \( y \), there is an arrow \( x \to y \) if and only if \( x \prec y \).

Such quivers will be called **poset quivers**. It will be shown that for any quiver \( Q \) for which \( kQ \) has finite GK-dimension, the Ext-quiver \( E_Q \) is a poset quiver. More specifically, we can view (the vertices of) \( E_Q \) as a poset by defining \( v \prec w \), for cyclic vertices \( v \) and \( w \), if there is an arrow \( v \to w \) in \( E_Q \). See section 3.3 for details.

Let \( \mathcal{P} \) be a finite poset. Define \( \Gamma(\mathcal{P}) \) to be the quiver whose vertices are the elements of \( \mathcal{P} \) and where there is an arrow \( x \to y \) if and only if \( x \preceq y \). \( \Gamma(\mathcal{P}) \) is nothing more than the quiver \( \mathcal{P} \) except now there is a loop placed at each vertex. The path algebra \( k\Gamma(\mathcal{P}) \) has finite GK-dimension and \( E_{\Gamma(\mathcal{P})} = \mathcal{P} \). Hence, we get the following interesting corollary to Theorem 1.2.4:

**Corollary 1.2.5.** If \( A \) is either a monomial algebra or a path algebra of finite GK-dimension, then there is a finite poset \( \mathcal{P} \) and an equivalence

\[
\text{QGr } A \equiv \text{QGr } k\Gamma(\mathcal{P}).
\]

**Proof.** Just take \( \mathcal{P} \) to be the poset \( E_A \) and apply Theorem 1.2.4. \( \square \)
This corollary says that the path algebras $k\Gamma(P)$ for $P$ a finite poset form a class of canonical noncommutative homogeneous coordinate rings for the noncommutative projective schemes $\text{Proj}_{nc} A$ where $A$ is a monomial algebra or path algebra of finite GK-dimension.
Chapter 2

BACKGROUND

2.1 Notation and Conventions.

Throughout, $k$ is a fixed field.

2.1.1 Quivers.

$Q$ will always denote a quiver (i.e., directed graph) with a finite number of vertices and arrows. The set of vertices and arrows will be denoted $Q_0$ and $Q_1$ respectively while $s, t : Q_1 \to Q_0$ will be the source and target maps.

A path in $Q$ is an ordered tuple of vertices and arrows

$$p = (v_0, a_1, v_1, \ldots, v_{m-1}, a_m, v_m)$$

where $v_{i-1} = s(a_i)$ and $v_i = t(a_i)$. It is more common to use the shorthand notation $p = a_1a_2\cdots a_m$. If $p$ is a path then the source of $p$ is the source of $a_1$ and the target of $p$ is the target of $a_m$. Below is some common terminology used in later sections.

**Definition 2.1.1.** Let $p = (v_0, a_1, v_1, \ldots, a_m, v_m)$ be a path in $Q$.

1. $p$ is a **chain** if $a_i \neq a_j$ for $i \neq j$.
2. $p$ is a **simple chain** if $v_i \neq v_j$ for $i \neq j$.
3. $p$ is **closed**, or is a **closed path**, if $v_0 = v_m$.
4. $p$ is a **cycle** if it is a closed chain.
5. $p$ is a **simple cycle** if $v_0 = v_m$ but $v_i \neq v_j$ otherwise.
A vertex is called **cyclic** if it is part of some cycle, otherwise it is **acyclic**. A quiver is called **acyclic** if it contains no cycles. An arrow with the same source and target is called a **loop**.

A simple cycle is necessarily a chain. A cycle is simple if and only if no two distinct arrows in the cycle have the same source if and only if no two distinct arrows in the cycle have the same target. Pictorially, a simple cycle is anything of the form

\[v_0 \rightarrow v_1 \rightarrow \cdots \rightarrow v_{m-1} \rightarrow v_0\]

2.1.2 Path algebras.

$kQ$ will denote the path algebra of $Q$. For each vertex $v$, let $e_v = (v)$ denote the trivial path at that vertex. A basis for $kQ$ is given by all paths in $Q$, including trivial paths, and multiplication of two paths is given by concatenation.

More explicitly, if $p = (v_0, a_1, \ldots, a_m, v_m)$ and $q = (u_0, b_1, \ldots, b_n, u_n)$, then

\[pq = (v_0, a_1, \ldots, a_m, v_m = u_0, b_1, \ldots, b_n, u_n)\]

if $v_m = u_0$ while $pq = 0$ if $v_m \neq u_0$.

The algebra $kQ$ is given the natural grading where each trivial path has degree 0 and each arrow has degree 1.

2.2 The category of quasi-coherent sheaves.

If $A$ is an $\mathbb{N}$-graded $k$-algebra, we write $\text{Gr} A$ for the category of $\mathbb{Z}$-graded right $A$ modules.

Given a graded module $M$, an element $m \in M$ is called **torsion** if $mA_{\geq n} = 0$ for some $n$. A module $M$ is called **torsion** if every element of $M$ is torsion and is **torsion free** if no non-zero element is torsion.
The full subcategory of all torsion modules is denoted $\text{Tors} A$. The quotient of $\text{Gr} A$ by $\text{Tors} A$ is labeled $\text{QGr} A$ and we let

$$\pi^*: \text{Gr} A \to \text{QGr} A$$

denote the canonical quotient functor. $\text{Tors} A$ is a localizing subcategory, that is, $\pi^*$ has a right adjoint which will be denoted by $\pi_*$.

The category $\text{QGr} A$ is interpreted as the category of quasi-coherent sheaves on the non-commutative projective scheme $\text{Proj}_{nc}(A)$. More explicitly, the non-commutative projective scheme $\text{Proj}_{nc}(A)$ is defined implicitly by declaring

$$\text{Qcoh}(\text{Proj}_{nc}(A)) := \text{QGr} A.$$ 

Every graded module $M \in \text{Gr} A$ has a largest submodule contained in $\text{Tors} A$ which is denoted $\tau M$. Moreover, $M/\tau M$ is torsion free and $\pi^* M \cong \pi^*(M/\tau M)$.

Two graded modules $M$ and $N$ are called tails equivalent if $M \geq n \cong N \geq n$ for some $n \in \mathbb{Z}$. If $M$ and $N$ are tails equivalent, then $\pi^* M \cong \pi^* N$ in $\text{QGr} A$.

### 2.3 Point modules.

**Definition 2.3.1.** Let $A$ be an $\mathbb{N}$-graded $k$-algebra generated by $A_1$ over $A_0$. A graded right module $M = \oplus M_i$ is a point module if

- $M = M_0A$,
- $\dim_k M_i = 1$ for all $i \geq 0$.

Point modules determine simple objects in $\text{QGr} A$. In general however, the category $\text{QGr} A$ can have simple objects other than those coming from point modules. A counterexample is the free algebra on two generators, or more generally, a path algebra of infinite GK-dimension.
2.4 Graded modules and graded representations.

Given a quiver $Q$, the category $\text{Gr} kQ$ is equivalent to the category $\text{GrRep} kQ$ of graded representations of the quiver $Q$. A graded representation of $Q$, denoted $(M_v, M_a)$, is the assignment of a graded vector space $M_v$ ($k$ is in degree 0) to each vertex $v$ and for each arrow $a$ a linear map $M_a : M_{s(a)} \to M_{t(a)}$ of degree one. A morphism $\varphi : (M_v, M_a) \to (N_v, N_a)$ of graded representations is a collection of graded vector space maps $\varphi_v : M_v \to N_v$ such that for each arrow $a$, the diagram

\[
\begin{array}{ccc}
M_{s(a)} & \xrightarrow{M_a} & M_{t(a)} \\
\downarrow{\varphi_{s(a)}} & & \downarrow{\varphi_{t(a)}} \\
N_{s(a)} & \xrightarrow{N_a} & N_{t(a)}
\end{array}
\]

commutes.

The equivalence is determined by sending a graded module $M$ to the data $(Me_v, Ma)$ where $Ma$ is the degree 1 linear map determined by right multiplication by $a$.

Let $V = \{v_1 \ldots v_n\} \subset Q_0$. If $M$ is a module over $kQ$ and $m \in M$ with $m = \sum_{v_i \in V} me_{v_i}$, then we say $m$ is supported on the set $V$. In particular, if $m = me_v$ for some vertex $v$ then $m$ is supported on $v$. If every element of $M$ is supported on $V$ then we say $M$ is supported on $V$.

2.5 Path algebras of finite GK-dimension.

In [12], V. Ufnarovskii gives a criterion which allows one to determine the growth of a quiver, which is the same as the growth of the path algebra, based on a simple property of the quiver.

Let $p = (v_0, a_1, \ldots, a_m, v_m)$ be a path in $Q$. Define $Q(p) = (Q(p)_0, Q(p)_1)$ to be the sub-quiver of $Q$ consisting of all the vertices and arrows that make up $p$, i.e, $Q(p)_0 = \{v_0, \ldots, v_m\}$ and $Q(p)_1 = \{a_1, \ldots, a_m\}$. Let $C$ be a subquiver of $Q$, call $C$ a chain(simple chain, closed, cycle, simple cycle) if $C = Q(p)$ where $p$ is a chain (simple chain, closed, cycle, simple cycle).

Two cycles overlap if they have a vertex in common. Let $v \in Q_0$ be a vertex. If there are
simple cycles $p_1$ and $p_2$ such that $Q(p_1) \neq Q(p_2)$ but $v \in Q(p_1)_0 \cap Q(p_2)_0$, then $v$ is called **doubly cyclic**.

Let $Q$ be a quiver with subquivers $C_1$ and $C_2$ which are simple cycles. Define $C_1 \preceq C_2$ if there is a simple chain from a vertex of $C_1$ to a vertex of $C_2$ or if $C_1$ and $C_2$ share a common vertex. This makes the set of simple cycles in $Q$, which is denoted by $\mathcal{C}(Q)$, a finite preorder.

**Lemma 2.5.1.** Let $Q$ be a quiver. The preorder $\mathcal{C}(Q)$ is a poset if and only if $Q$ has no doubly cyclic vertices.

**Proof.** If $Q$ has a doubly cyclic vertex then there are distinct simple cycles $C_1$ and $C_2$ having a common vertex. Hence, $C_1 \preceq C_2$ and $C_2 \preceq C_1$ showing $\mathcal{C}(Q)$ is not a poset.

Suppose $\mathcal{C}(Q)$ is not a poset. Then there are two distinct simple cycles $C_1$ and $C_2$ such that either $C_1$ and $C_2$ share a vertex or there is a simple chain from a vertex of $C_1$ to a vertex of $C_2$ and a simple chain from a vertex of $C_2$ to a vertex of $C_1$. In both cases, $Q$ has a doubly cyclic vertex. \qed

The following Theorem is in [12], though not stated in the following manner.

**Theorem 2.5.2.** Let $Q$ be a quiver and $\mathcal{C}(Q)$ the associated preorder. If $Q$ has a doubly cyclic vertex then $kQ$ has exponential growth. Otherwise, $kQ$ has polynomial growth of degree $d$ where $d$ is the cardinality of a largest totally ordered subset of $\mathcal{C}(Q)$.

Hence, the path algebra of a quiver $Q$ has finite GK-dimension if and only if there are no doubly cyclic vertices. In this case, the GK-dimension is $d$ where $d$ is the size of a largest totally ordered subset of $\mathcal{C}(Q)$. 

Example 2.5.3. The quivers

The quivers

\[
\begin{array}{c}
\bullet & \rightarrow & \bullet \\
\downarrow & \downarrow & \uparrow \\
\bullet & \rightarrow & \bullet \\
\end{array}
\quad \begin{array}{c}
\bullet & \rightarrow & \bullet \\
\circ & \circ & \circ \\
\bullet & \rightarrow & \bullet \\
\end{array}
\]

have finite GK dimension. The first has dimension 2 while the second has dimension 3. The following quivers have infinite GK-dimension.

Example 2.5.4. As the path algebras of the first two quivers in the previous example have finite GK-dimension, their Ext-quivers are defined. The Ext-quivers are given below in the same ordering as the quivers above:

\[
\begin{array}{c}
\bullet & \rightarrow & \bullet \\
\downarrow & \downarrow & \uparrow \\
\bullet & \rightarrow & \bullet \\
\end{array}
\quad \begin{array}{c}
\bullet & \rightarrow & \bullet \\
\circ & \circ & \circ \\
\bullet & \rightarrow & \bullet \\
\end{array}
\]

Below are a few lemmas about quivers of finite growth that will be used implicitly throughout.

Lemma 2.5.5. Suppose \(p\) is a closed path such that

1. \(p\) is not a simple cycle,

2. \(p \neq q^n\) for any closed path \(q\) and \(n \geq 2\).
Then there are two distinct arrows in \( p \) with the same source.

**Proof.** Write \( p = (v_0, a_1, \ldots, a_m, v_m) \). Suppose distinct arrows in \( p \) have distinct sources but \( p \) is not a simple cycle. As \( p \) is not simple there are natural numbers \( i, j \) with \( 0 \leq i < j \leq m \) and \( (i, j) \neq (0, m) \) such that \( v_i = v_j \). Choose such a pair \( (i, j) \) such that \( j - i \) is minimal. As \( p \) is closed we may assume \( i = 0 \). We can write \( p = qr \) where \( q = (v_0, a_1, \ldots, a_j, v_j) \) and \( r = (v_j, a_{j+1}, \ldots, a_m, v_m) \). By the choices made, \( q \) is a simple cycle. As \( p \) is not simple we know \( r \) is not a trivial path.

Since \( s(a_{j+1}) = v_j = v_0 = s(a_1) \) and distinct arrows have distinct sources it follows that \( a_{j+1} = a_1 \). Therefore, \( v_1 = t(a_1) = t(a_{j+1}) = v_{j+1} \). By similar reasoning as for \( a_1 \) and \( a_{j+1} \) we deduce \( a_2 = a_{j+2} \) and by induction \( a_{j+l} = a_l \) for all \( 1 \leq l \leq j \). Therefore, \( p = q^2 r' \) where \( r' = (v_2, a_{2j+1}, \ldots, a_m, v_m) \). By induction we can continue this to write \( p = q^n \) where \( n = m/j > 1 \). \( \square \)

**Lemma 2.5.6.** A quiver \( Q \) has no doubly cyclic vertices if and only if every closed subquiver of \( Q \) is a simple cycle.

**Proof.** \((\Leftarrow)\) Suppose \( v \in Q_0 \) is a doubly cyclic vertex. Then there are distinct simple cycles \( p_1 = (v_0, a_1, \ldots, a_m, v_m) \) and \( p_2 = (u_0, b_1, \ldots, b_n, u_n) \) with \( Q(p_1) \neq Q(p_2) \) but for which \( v_i = u_j \). As \( p_1 \) and \( p_2 \) are cycles, we may assume \( i = j = 0 \). Consider the closed path \( p_1 p_2 = (v_0, a_1, \ldots, a_m, v_m = v_0, u_0, b_1, \ldots, b_n, u_n) \) and let \( C = Q(p_1 p_2) \). Then \( C \) is a closed subquiver which is not a simple cycle.

\((\Rightarrow)\) Suppose \( C \) is a closed subquiver which is not a simple cycle. Write \( C = Q(p) \) where \( p = (v_0, a_1, \ldots, a_m, v_m) \) is a closed path. Since \( Q(p^n) = Q(p) \) we can assume \( p \neq q^n \) where \( q \) is closed and \( n \geq 2 \). Since \( p \) is a closed path which is not simple and is not a power, the previous lemma says there are two distinct arrows in \( p \) with the same source \( u \). We may assume \( u = v_0 \) and write \( p = qr \) where \( q = (v_0, a_1, \ldots, a_l, v_l = v_0) \) and \( r = (v_l, a_{l+1}, \ldots, a_m, v_m) \) with \( a_{l+1} \neq a_1 \).
If \( q \) is not a simple cycle, then we can find vertices \( v_i \) and \( v_j \) in \( q \) such that \( 0 \leq i < j \leq l \) and \( (i,j) \neq (0,l) \) with \( v_i = v_j \). If \( i = 0 \), then instead of looking at the pair \((0,j)\) look at the pair \((j,l)\). Consider the path \( q_1 = (v_0, a_1, \ldots, a_i, v_i, a_{j+1}, \ldots, v_l) \) which is obtained by removing the subpath from \( v_i \) to \( v_j \) in \( q \). Notice \( q_1 \) is a closed path of strictly smaller length than \( q \) and still contains the arrow \( a_1 \). As the length of the path decreases, we can continue this process only finitely many times.

The only way the process can stop is if we eventually obtain a closed path \( q' = q_n \) which is a simple cycle. This simple cycle starts at the vertex \( v_0 \) and contains the arrow \( a_1 \). Similarly, we can do the same process to \( r \) to obtain a simple cycle \( r' \) which starts at the vertex \( v_l = v_0 \) and contains the arrow \( a_{l+1} \neq a_1 \). Hence, \( Q(q') \) and \( Q(r') \) are distinct simple cycles which contain \( v_0 \) showing \( v_0 \) is a doubly cyclic vertex.
Chapter 3

THE SIMPLE OBJECTS OF $Q\text{Gr} \ kQ$

3.1 Cyclic point modules and the simple objects of $Q\text{Gr} \ kQ$.

Suppose $Q$ has no doubly cyclic vertices and let $v$ be a cyclic vertex. There is a special point module associated to the cyclic vertex $v$, which is a quotient of the module $e_vkQ$, and will be denoted by $O_v$. These special point modules will be called cyclic point modules.

In words, $O_v$ is the quotient of $e_vkQ$ by the right sub-module spanned by all paths beginning at $v$ but which end at a vertex $u$ not in the cycle $p$.

Here is a precise description of $O_v$.

Let $p = (v = v_0, a_1, \ldots, a_n, v_n = v)$ be the simple cycle which starts at $v$. As $kQ$ has finite GK-dimension, $a_{i+1}$ is the only arrow from $v_i \rightarrow v_{i+1}$. Only considering arrows which start at a vertex in $p$, the quiver locally looks like

![Diagram](3.1-1)

Every path in $Q$ which has source $v$ has one of the forms:

- $p^ma_1 \cdots a_i$ such that $m \in \mathbb{N}$ and $0 \leq i < n$ ($i = 0$ means just $p^m$),

- $p^ma_1 \cdots a_ibq$ where $m \in \mathbb{N}$, $0 \leq i < n$, $b \neq a_{i+1}$ is an arrow starting at $v_i$ (if any) and $q$ is any path which begins at $t(b)$.
Consider all the submodules $p^m a_1 \cdots a_i b kQ$ of $e_v kQ$ where $b \neq a_{i+1}$ is an arrow which starts at $v_i$. Since the paths in $Q$ form a basis for $kQ$ we get

$$\sum p^m a_1 \cdots a_i b kQ = \bigoplus p^m a_1 \cdots a_i b kQ,$$

where the sums are over all $(m, i, b)$ with $m \geq 0$, $0 \leq i < n$, and $b$ an arrow not in $p$ starting at $v_i$.

$O_v$ is the quotient of $e_v kQ$ by the submodule $\bigoplus p^m a_1 \cdots a_i b kQ$. By definition of $O_v$, the following sequence is exact:

$$0 \longrightarrow \bigoplus p^m a_1 \cdots a_i b kQ \xrightarrow{i} e_v kQ \longrightarrow O_v \longrightarrow 0 \quad (3.1-2)$$

where the map $i$ is simply the inclusion map.

Since the modules $e_v kQ$ and $p^m a_1 \cdots a_i b kQ$ are projective in $\text{Gr} kQ$, the exact sequence 3.1-2 is a projective resolution of $O_v$ in $\text{Gr} kQ$.

In [10], Smith proves $\pi^* kQ$ is a projective object in $Q\text{Gr} kQ$. Hence, as $\pi^*$ preserves coproducts, $\pi^* e_v kQ$ is a projective object for any vertex $v$ in $Q$. Since the quotient functor $\pi^* : \text{Gr} kQ \rightarrow Q\text{Gr} kQ$ is exact, the sequence 3.1-2 determines a projective resolution of $O_v$ in $Q\text{Gr} kQ$.

As a vector space, $O_v$ has a basis consisting of all paths of the form $p^m a_1 \cdots a_i$. If $b$ is any arrow in $Q$, then in $O_v$,

$$p^m a_1 \cdots a_i b = \begin{cases} p^m a_1 \cdots a_i a_{i+1} & \text{if } b = a_{i+1} \\ 0 & \text{otherwise.} \end{cases}$$

If $j \in \mathbb{N}$, then we can uniquely write $j = mn + i$ for some $i < n$ and we get $(O_v)_j = kp^m a_1 \cdots a_i$. In particular, $(O_v)_0 = ke_v$.

**Proposition 3.1.1.** Let $kQ$ be a path algebra of finite GK-dimension. For each cyclic vertex $v$, $O_v$ is a point module.

**Proof.** It was already noted that $\dim(O_v)_j = 1$ for all $j$. Also, since $(O_v)_0 = ke_v$ and $p^m a_1 \cdots a_i = e_v p^m a_1 \cdots a_i$, we get $O_v = (O_v)_0 kQ$. 

\hfill \Box
Lemma 3.1.2. Let \( v \) and \( w \) be cyclic vertices. Then \( \text{Hom}_{\text{QGr}\,k\mathbb{Q}}(\mathcal{O}_v, \mathcal{O}_w) \neq 0 \) if and only if \( v = w \). In particular, \( \pi^* \mathcal{O}_v \not\cong \pi^* \mathcal{O}_w \) if \( v \neq w \).

Proof. If \( v \) and \( w \) are distinct cyclic vertices, then \( (\mathcal{O}_v)_n \) and \( (\mathcal{O}_w)_n \) are supported at different vertices for all \( n \). Hence, the only graded morphism from \( (\mathcal{O}_v)_{\geq n} \rightarrow \mathcal{O}_w \) for all \( n \) is zero. Hence,

\[
\text{Hom}_{\text{QGr}\,k\mathbb{Q}}(\mathcal{O}_v, \mathcal{O}_w) = \lim_{\rightarrow n} \text{Hom}_{\text{Gr}\,k\mathbb{Q}}((\mathcal{O}_v)_{\geq n}, \mathcal{O}_w) = 0.
\]

Proposition 3.1.3. Let \( v \) be a cyclic vertex and write

\[
p = (v_0 = v, a_1, v_1, \ldots, a_n, v_n = v)
\]

for the simple cycle which contains \( v \). Then in \( \text{Gr}\,k\mathbb{Q} \), \( \mathcal{O}_v(1)_{\geq 0} \cong \mathcal{O}_v \).

Proof. The simple cycle which contains \( v_1 \) is \( p' = (v_1, a_2, \ldots, a_n, v_0, a_1, v_1) \). Notice \( a_1(p')^n = p^n a_1 \) for all \( n \). Define a linear map \( \varphi : \mathcal{O}_{v_1} \rightarrow \mathcal{O}_v \) by sending \( (p')^n a_2 \cdots a_i \) to \( a_1(p')^n a_2 \cdots a_i = p^n a_1 \cdots a_i \). It is easy to check this defines an injective graded module map \( \varphi : \mathcal{O}_{v_1} \rightarrow \mathcal{O}_v(1) \).

Since \( e_{v_1} \mapsto a_1 \), the image of \( \varphi \) is \( \mathcal{O}_v(1)_{\geq 0} \). Hence, \( \mathcal{O}_{v_1} \cong \mathcal{O}_v(1)_{\geq 0} \).

Corollary 3.1.4. Let \( v \) be a cyclic vertex with \( p \) the simple cycle which contains \( v \). If \( z \in \mathbb{Z} \), then in \( \text{QGr}\,k\mathbb{Q} \), \( \pi^* \mathcal{O}_v(z) \cong \pi^* \mathcal{O}_{v'} \) for some cyclic vertex \( v' \) in \( p \).

Proof. Write \( p = (v_0 = v, a_1, v_1, \ldots, v_n = v) \) for the simple cycle which begins at \( v \). By Proposition 3.1.3 \( \mathcal{O}_v(1)_{\geq 0} \cong \mathcal{O}_{v_1} \) which implies

\[
\pi^* \mathcal{O}_v(1) \cong \pi^* \mathcal{O}_v(1)_{\geq 0} \cong \pi^* \mathcal{O}_{v_1}.
\]

On the other hand, \( \mathcal{O}_{v_{n-1}}(1)_{\geq 0} \cong \mathcal{O}_v \) so we get

\[
\pi^* \mathcal{O}_{v_{n-1}}(1) \cong \pi^* \mathcal{O}_{v_{n-1}}(1)_{\geq 0} \cong \pi^* \mathcal{O}_v
\]

which shows

\[
\pi^* \mathcal{O}_v(-1) \cong \pi^* \mathcal{O}_{v_{n-1}}.
\]

Hence, the corollary is finished by induction. \( \square \)
Proposition 3.1.5. Let $P$ be a point module over a path algebra of finite GK-dimension. There is a cyclic vertex $v$ such that $\pi^* P \cong \pi^* O_v$.

Proof. Let $P$ be any point module. For each $i$, there is a unique vertex $v_i$ such that $P_i e_{v_i} = P_i$ and $P_i e_u = 0$ for all $u \neq v_i$. Hence, we have an infinite sequence of vertices $v = (v_0, v_1, \ldots)$. Let $v_i$ and $v_{i+1}$ be two vertices in $v$. Since $P_{i+1} = P_i kQ_1$, there must be an arrow from $v_i$ to $v_{i+1}$. Hence, the sequence $v$ is the sequence of vertices for some infinite path $(v_0, a_1, v_1, \ldots)$ in $Q$. As $kQ$ has finite GK-dimension, every infinite path in $Q$ must be of the form $qp^\infty$ where $q$ is a finite path, $p = (u_0, b_1, \ldots, b_m, u_m)$ is a simple cycle and $p^\infty$ is the infinite path which just continually loops around $p$.

Let $n$ be the length of the path $q$ and consider the point module $P' := P_{\geq n}(n)$. The infinite sequence of vertices associated to $P'$ is just $(u_0, u_1, \ldots, u_m = u_0, u_1, \ldots)$. Hence, the only arrow which does not annihilate $P'_{lm+i}$ is the arrow $a_{i+1} : u_i \to u_{i+1}$ since $a_{i+1}$ is the only arrow from $u_i$ to $u_{i+1}$. Hence, it can be seen that $P'$ is isomorphic to the cyclic point module $O_{u_0}$.

As $P_{\geq n}(n) \cong O_{u_0}$, we get

$$\pi^* P(n) \cong \pi^* P_{\geq n}(n) \cong \pi^* O_{u_0} \Rightarrow \pi^* P \cong \pi^* O_{u_0}(-n)$$

By Corollary 3.1.4, $\pi^* O_{u_0}(-n) \cong \pi^* O_v$ for some cyclic vertex $v$ which shows $\pi^* P \cong \pi^* O_v$ for a cyclic vertex $v$. \hfill \Box

Proposition 3.1.6. Suppose $kQ$ has finite GK-dimension. Let $M$ be a graded right $kQ$-module such that $\dim M_j = 1$ for $j \gg 0$. Then $\pi^*(M) \neq 0$ if and only if there is a cyclic vertex $w$ such that $\pi^*(M) \cong \pi^* O_w$.

Proof. Suppose $\pi^*(M)$ is not zero. Find $n' \in \mathbb{N}$ such that $\dim(M_i) = 1$ for $i \geq n'$. The object $\pi^*(M_{\geq n'})$ is also nonzero which implies there is a homogeneous element $m \in M_n$, with $n \geq n'$, that is not torsion. Hence, for every positive integer $i$, there is a path $p$ of
length \( i \) that does not kill \( m \). Therefore, \( mkQ_i \) is a nonzero subspace of \( M_{n+i} \) which implies \( mkQ_i = M_{n+i} \) as \( \dim M_{n+i} = 1 \). Hence, \( M_{\geq n} = mkQ \).

Since the module \( M_{\geq n}(n) \) is generated in degree zero and satisfies

\[
\dim(M_{\geq n}(n))_i = 1
\]

for all \( i > 0 \), \( M_{\geq n}(n) \) is a point module. Hence, by Proposition 3.1.5, there is a cyclic vertex \( v \) such that \( \pi^* M_{\geq n}(n) \cong \pi^* O_v \). Thus, \( \pi^* M_{\geq n} \cong \pi^* O_v (-n) \cong \pi^* O_w \) for some cyclic vertex \( w \) from which it follows that

\[
\pi^* M \cong \pi^* M_{\geq n} \cong \pi^* O_w.
\]

\[ \square \]

The following theorem shows that every non-zero object in \( QGr kQ \) contains a point module.

**Proposition 3.1.7.** Let \( kQ \) be a path algebra of finite GK-dimension. For any \( M \in Gr kQ \), \( \pi^*(M) = 0 \) if and only if

\[
\Hom_{QGr kQ}(\pi^* O_v, \pi^*(M)) = 0
\]

for every cyclic vertex \( v \).

**Proof.** Clearly \( \pi^*(M) = 0 \) implies all the Hom spaces are zero. Suppose \( \pi^*(M) \) is not a zero object. By replacing \( M \) with \( M/\tau M \) we may assume \( M \) is torsion free.

Let \( C \) be a simple cycle in \( \mathcal{C}(Q) \) maximal with respect to containing a vertex in the support of \( M \) and denote such a vertex by \( v_0 \). Pick a nonzero homogeneous \( m \in M \) such that \( m = me_{v_0} \). Write \( C = Q(p) \) where \( p = (v = v_0, a_1 \cdots a_n, v_n = v) \).

Suppose there is a path of the form \( \nu' a_1 \cdots a_ib \), with \( b \neq a_{i+1} \), for which

\[
m' := mp' a_1 \cdots a_ib \neq 0.
\]

Since \( m' \) is not torsion, there are paths of arbitrarily high degree which do not annihilate it. Hence, we can find a path \( q' \) from \( t(b) \) to a cyclic vertex \( v' \) in a simple cycle \( C' \neq C \)
such that $m'q' = mqp_{a_1 \cdots a_ibq'} \neq 0$. This is a contradiction however as $C \prec C'$ and $C'$ containing a vertex in the support of $M$ implies $C$ is not maximal with this property. Therefore, $mpa_1 \cdots a_ibq = 0$ for all such paths. From this we find the only elements in $kQ$ which do not necessarily annihilate $m$ are those of the form $p'a_1 \cdots a_i$. However, as $m$ is not torsion, none of the elements $p'a_1 \cdots a_i$ annihilate $m$. Hence, $mkQ$ is a nonzero submodule which has dimension one in high degree.

Thus, we have a submodule $mkQ$ of $M$ which has dimension 1 in high degree and $\pi^*(mkQ) \neq 0$. By Proposition 3.1.6, there is a point module $O_v$ such that $\pi^*(mkQ) \cong \pi^*O_w$. Thus,

$$\text{Hom}_{\text{QGr} kQ}(\pi^*O_v, \pi^*M) \neq 0.$$ 

We can now prove Theorem 1.2.1.

**Theorem 3.1.8 (Theorem 1.2.1.).** Let $kQ$ be a path algebra of finite GK-dimension. The objects

$$\{\pi^*O_v \mid v \text{ is a cyclic vertex}\}$$

form a complete set of representatives of the isomorphism classes of simple objects in $\text{QGr} kQ$.

**Proof.** Since $O_v$ is a point module, $\pi^*O_v$ is a simple object in $\text{QGr} kQ$ for each cyclic vertex $v$. By Lemma 3.1.2, $\pi^*O_v$ and $\pi^*O_w$ are not isomorphic unless $v = w$. If $S$ is any module for which $\pi^*S$ is a simple object, then by Proposition 3.1.7,

$$\text{Hom}_{\text{QGr} kQ}(\pi^*O_v, \pi^*S) \neq 0$$

for some cyclic vertex $v$ which implies $\pi^*O_v \cong \pi^*S$. 

**Corollary 3.1.9.** Let $kQ$ and $kQ'$ be path algebras of finite GK-dimension. If $\text{QGr} kQ \cong \text{QGr} kQ'$, then $Q$ and $Q'$ have the same number of cyclic vertices.

**Proof.** This follows from the fact that the number of cyclic vertices is precisely the number of simple objects in $\text{QGr} kQ$. 

3.2 Extensions between point modules over path algebras of finite GK-dimension.

Let $kQ$ be a path algebra of finite GK-dimension. In this section a condition is given which determines when $\text{Ext}^1_{\text{QGr}}(O_v, O_w) \neq 0$ for cyclic vertices $v$ and $w$.

Let $v$ and $w$ be cyclic vertices. To compute $\text{Ext}^1_{\text{QGr}}(O_v, O_w)$ we can use the projective resolution used to define $O_v$:

$$0 \to \bigoplus p^m a_1 \cdots a_i b kQ \to e_v kQ \to O_v \to 0.$$

The notation follows that developed in Section 3.1.

Using the long exact sequence associated to Ext and the fact that $\pi^* e_v kQ$ is projective we get an exact sequence

$$0 \to \text{Hom}_{\text{QGr}}(O_v, O_w) \to \text{Hom}_{\text{QGr}}(e_v kQ, O_w) \to \text{Ext}^1_{\text{QGr}}(O_v, O_w) \to 0. \tag{3.2-3}$$

This exact sequence will be useful to determine when $\text{Ext}^1(O_v, O_w) = 0$. However, in the case where there are non-trivial extensions, we will see how to construct a large family of them explicitly.

It will be useful to work over Veronese subalgebras when computing $\text{Ext}^1(O_v, O_w)$. Hence, the next subsection recalls the relationship between an algebra and its Veronese subalgebras.

3.2.1 Veronese subalgebras of path algebras.

This subsection recalls a theorem of A.B. Verevkin which will be helpful in computing $\text{Ext}^1(O_v, O_w)$.

Let $A$ be a locally finite graded $k$-algebra generated by $A_1$ over $A_0$ and for $d \in \mathbb{N} \setminus \{0\}$, let $A^{(d)} = \bigoplus_{i \geq 0} A_{id}$ be the $d$-th Veronese subalgebra. Define $V : \text{Gr} A \to \text{Gr} A^{(d)}$ to be the functor which takes $M \in \text{Gr} A$ to $V(M) \in \text{Gr} A^{(d)}$ where $V(M)_i = M_{i,d}$. Conversely, define $T : \text{Gr} A^{(d)} \to \text{Gr} A$ by $T(N) = N \otimes_{A^{(d)}} A$ with grading

$$(N \otimes_{A^{(d)}} A)_j = \sum_{n-d+i=j} N_n \otimes_{A^{(d)}} A_i.$$
Theorem 3.2.1 ([13] Section 4.). Using the above Notation, the functors $V$ and $T$ induce a $k$-linear equivalence of categories

$$\text{QGr } A \equiv \text{QGr } A^{(d)}$$

for any $d \geq 1$.

Let $Q$ be a quiver with incidence matrix $M_Q$. For any natural number $d > 0$, let $Q^{(d)}$ be the quiver associated with the $d$-th power $M_Q^d$. Since the $(v, u)$ entry of $M_Q^d$ is the number of paths from $v$ to $u$ of length $d$, it is easy to see that $k(Q^{(d)})$ is isomorphic, as a graded algebra, to the $d$-th Veronese subalgebra $kQ^{(d)}$ of $kQ$. Paul Smith observed this in [10] and uses A.B. Verevkin’s result above to determine $\text{QGr } kQ \equiv \text{QGr } k(Q^{(d)})$.

The following Lemma can be determined with a little thought.

Lemma 3.2.2. The functor $V : \text{Gr } kQ \to \text{Gr } kQ^{(d)}$ sends the cyclic point module $O_v \in \text{Gr } kQ$ to the cyclic point module based at $v$ in $\text{Gr } kQ^{(d)}$. Also, $V(e_i kQ) = e_i kQ^{(d)}$.

3.2.2 Extensions between point modules.

The induced equivalence $V : \text{QGr } kQ \to \text{QGr } kQ^{(d)}$ gives an isomorphism

$$\text{Ext}^1_{\text{QGr } kQ}(O_v, O_w) \cong \text{Ext}^1_{\text{QGr } kQ^{(d)}}(V(O_v), V(O_w))$$

So to determine when $\text{Ext}^1_{\text{QGr } kQ}(O_v, O_w) \neq 0$ we may first move the question to a suitable Veronese sub-algebra.

Proposition 3.2.3. Let $v$ and $w$ be cyclic vertices in a quiver $Q$ with finite GK-dimension. Let $n$ and $m$ be the lengths of the simple cycles which contain $v$ and $w$ respectively. If there are no paths from $v$ to $w$ whose length is a multiple of $nm$, then

$$\text{Ext}^1_{\text{QGr } kQ}(O_v, O_w) = 0.$$  

Proof. If there are no paths in $Q$ from $v$ to $w$ of length $lnm$ for any $l \in \mathbb{N}$, then there are no paths from $v$ to $w$ in $Q^{(nm)}$. So by moving to $kQ^{(nm)}$ using the Veronese equivalence, we
may assume there are no paths from $v$ to $w$ in $Q$. Moreover, the only path from $v$ to itself of length $nm$ is $p^m$ where $p$ is the simple cycle based at $v$. Hence, in the quiver $Q^{(nm)}$, the simple cycle based at $v$ is a loop. Similar statements apply to the vertex $w$. Thus, we can assume there are no paths from $v$ to $w$ and the simple cycles which contain $v$ and $w$ are loops. Let \( \{p, b_1, \ldots, b_l\} \) be all the arrows with source $v$ where $p$ is the loop and let $q$ be the loop based at $w$.

Since $\text{Ext}_1^{QGr,kQ}(O_v, O_w)$ is a quotient of $\text{Hom}_{QGr,kQ}(\bigoplus p^m b_i kQ, O_w)$, we just need to show the latter is zero. However, since

$$\text{Hom}_{QGr,kQ}(\bigoplus p^m b_i kQ, O_w) \cong \prod \text{Hom}_{QGr,kQ}(p^m b_i kQ, O_w),$$

we just need to show $\text{Hom}_{QGr,kQ}(p^m b_i kQ, O_w) = 0$ for all $(m, i)$.

Since there are no paths from $v$ to $w$, every element of $p^m b_i kQ$ is annihilated by $e_w$. However, every nonzero element of $O_w$ is not annihilated by $e_w$ so we see there can be no nonzero graded homomorphisms from any submodule of $p^m b_i kQ$ to $O_w$. Hence, if $M \subset p^m b_i kQ$, then $\text{Hom}_{Gr,kQ}(M, O_w) = 0$. Therefore,

$$\text{Hom}_{QGr,kQ}(p^m b_i kQ, O_w) = \lim_{\longrightarrow} \text{Hom}_{Gr,kQ}(M, O_w) = 0$$

where the direct limit is over all $M$ such that $p^m b_i kQ/M$ is torsion.

\[\square\]

**Corollary 3.2.4.** Let $kQ$ be a path algebra of finite GK-dimension. If $v$ and $w$ are two distinct cyclic vertices in the same cycle, then

$$\text{Ext}_1^{QGr,kQ}(O_v, O_w) = 0.$$  

**Proof.** Let $p = (v = v_0, a_1, \ldots, w = v_{i+1}, a_i \ldots, a_n, v_n = v)$ be the simple cycle which contains $v$ and $w$. Since the only paths in $Q$ from $v$ to $w$ have the form $p^l a_1 \cdots a_i$, all the paths have length $l \cdot n + i$ with $1 \leq i < n$. Since $l \cdot n + i$ is not a multiple of $n$, Proposition 3.2.3 implies $\text{Ext}_1^{QGr,kQ}(O_v, O_w) = 0$. \[\square\]
Proposition 3.2.5. Let $v$ be a cyclic vertex in a path algebra $kQ$ of finite non-zero GK-dimension. Then

$$\text{Ext}^1_{\text{QGr}, kQ}(O_v, O_v) = 0.$$ 

Proof. If $n$ is the length of the simple cycle $p$ which contains $v$, then the only path of length $ln$ from $v$ to itself is $p^l \ (p^0 = e_v)$. By taking the $n$-th Veronese of $kQ$, we may assume the simple cycle which contains $v$ has length 1, $p = (v, a, v)$. Hence, we have the situation

$$p \xrightarrow{b_1} v \xrightarrow{b_2} \cdots \xrightarrow{b_l} p \uparrow \uparrow$$

where the arrows $b_1, \ldots, b_l$ are all the arrows with source $v$ and $p$ is the loop at $v$. Using the exact sequence 3.2-3 we know $\text{Ext}^1(O_v, O_v)$ is a quotient of

$$\text{Hom}(\bigoplus \pi^* p^m b_i kQ, O_v) \cong \prod \text{Hom}_{\text{QGr}, kQ}(\pi^* p^m b_i kQ, O_v).$$

Since every element of $p^m b_i kQ$ is annihilated by $e_v$ but every nonzero element of $O_v$ is not, there are no nonzero morphisms from any submodule of $p^m b_i kQ$ to $O_v$. Hence

$$\text{Hom}_{\text{QGr}, kQ}(\pi^* p^m b_i kQ, O_v) = \lim\limits_{\longrightarrow} \text{Hom}_{\text{Gr}, kQ}(M, O_v) = 0$$

where the limit is over all $M \subset p^m b_i kQ$ whose cokernel is torsion. As this holds for all $(m, i)$, we get $\text{Hom}_{\text{QGr}, kQ}(\bigoplus \pi^* p^m b_i kQ, O_v) = 0$ which shows

$$\text{Ext}^1_{\text{QGr}, kQ}(O_v, O_v) = 0.$$

$\square$

Theorem 3.2.6. Let $kQ$ be a path algebra of finite non-zero GK-dimension. Let $v$ and $w$ be cyclic vertices which are in cycles of length $n$ and $m$ respectively. Then

$$\text{Ext}^1_{\text{QGr}, kQ}(O_v, O_w) \neq 0$$

if and only if $v \neq w$ and there is a path from $v$ to $w$ of length $lnm$ for some $l \in \mathbb{N}_{>0}$. 

Proof. See section 3.2.3

Recall the vertices of the Ext-quiver are the cyclic vertices of $Q$ and there is an arrow $v \to w$ in $E_Q$ if and only if there is a path in $Q$ from $v$ to $w$ of length $lmn$ where $n$ (respectively $m$) is the length of the simple cycle that contains $v$ (respectively $w$). Hence, Theorem 3.2.6 can be rephrased to say that $\text{Ext}^1_{\text{QGr}kQ}(O_v, O_w) \neq 0$ if and only if there is an arrow from $v$ to $w$ in $E_Q$. This is precisely what Theorem 1.2.3 says. Theorems 3.1.8 and 3.2.6 show the Ext-quiver $E_Q$ is determined by the simple objects of $\text{QGr}kQ$ and their extensions. Since equivalences preserve simple objects and extensions, it follows that $\text{QGr}kQ \equiv \text{QGr}kQ'$ implies $E_Q = E_{Q'}$. This establishes one direction of Theorem 1.2.4.

3.2.3 Proof of Theorem 3.2.6.

If $v = w$ or if there are no paths from $v$ to $w$ of length $lmn$ for some $l > 0$, then $\text{Ext}^1(O_v, O_w) = 0$ by Propositions 3.2.3 and 3.2.5.

Suppose $v \neq w$ and there is a path of length $lmn$ for some $l > 0$. Let $r : v \to w$ be a path of length $lmn$ for some $l > 0$. If we take the $lmn$-th Veronese subalgebra $kQ^{(lmn)}$, then $r$ is a path of length 1 in the quiver $Q^{(lmn)}$ and the simple cycles based at $v$ and $w$ become loops. Due to the Veronese equivalence $\text{QGr}kQ \equiv \text{QGr}kQ^{(lmn)}$ we can assume there is an arrow $r : v \to w$ in $Q$ and the simple cycles which contain $v$ and $w$ are just loops. Let $p$ be the loop at $v$ and $q$ the loop at $w$.

Consider the graded representation $M = (M_v, M_u)$ where $M_v = k[t]$, with its usual grading, and $M_u = 0$ for all $u \neq v$. The map $M_p : M_v \to M_v$ is multiplication by $t$ and all other arrows act trivially. The graded module that $M$ determines is a point module which is seen to be the cyclic point module $O_v$. There is a similar description of $O_w$ as a graded representation.

Let $\nu \in k^N$ and define $N = N(\nu) = (N_u, N_a)$ to be the graded representation determined by the following data:

- As graded vector spaces, $N_v = N_w = k[t]$ where $\deg(t) = 1$,
• $N_u = 0$ for all other vertices $u$.

• For the two loops $p$ and $q$, $N_p$ and $N_q$ are just multiplication by $t$.

• For the arrow $r : v \rightarrow w$, $N_r : k[t] \rightarrow k[t]$ is given by
  \[ N_r(t^i) = \nu t^{i+1}. \]

• All other arrows act trivially.

As a graded vector space $N(\nu) = k[t] \oplus k[t]$ where all of the trivial paths except $e_v$ and $e_w$ and all arrows other than $p, q, r$ act trivially. The trivial paths $e_v$ and $e_w$ and the arrows $p, q$ and $r$ act as described above, e.g. $(\alpha t^i, \beta t^i)e_v = (\alpha t^i, 0)$, $(\alpha t^i, \beta t^i)r = (0, \alpha \nu t^{i+1})$, etc...

For each $\nu$, the point module $O_w$ sits inside $N(\nu)$ as the submodule $(0, k[t])$. Moreover, the quotient $N(\nu)/O_w$ is just $O_v$. Hence, for each $\nu \in k[\nu]$, there is an exact sequence

\[ 0 \longrightarrow O_w \longrightarrow N(\nu) \longrightarrow O_v \longrightarrow 0 \]

in $\text{Gr } kQ$ which is also exact when considered in $\text{QGr } kQ$.

As before, let $\{p, b_1 = r, \ldots, b_l\}$ be all arrows whose source is $v$ where $p$ is the loop at $v$ and $b_1 = r$. Using the projective resolution for $O_v$ and the exact sequence involving $N(\nu)$, we can construct the following commutative diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & \oplus p^m b_1 kQ & \longrightarrow & e_v kQ & \longrightarrow & O_v & \longrightarrow & 0 \\
& & \alpha_1 & \downarrow & \alpha_0 & & \downarrow & & \\
0 & \longrightarrow & O_w & \longrightarrow & N(\nu) & \longrightarrow & O_v & \longrightarrow & 0 \\
\end{array}
\]

where the maps $\alpha_0 = \alpha_0(\nu)$ and $\alpha_1 = \alpha_1(\nu)$ exist by the projectivity of $e_v kQ$ and $\oplus p^m b_1 kQ$.

The map $\alpha_0$ is completely determined by $\alpha_0(e_v)$. If $\alpha_0(e_v) = (a, b) \in N(\nu)_0$, then $(a, b) = \alpha_0(e_v) = \alpha_0(e_v)e_v = (a, b)e_v = (a, 0)$ shows $b = 0$. Also, since the right square in the diagram above must commute we determine $a = 1$, that is, $\alpha_0(e_v) = (1, 0)$.

Any non-trivial path which starts at $v$ has the form $p^m$ or $p^m b_1 p'$ where $p'$ is any path whose source is $t(b_1)$. Since all arrows other than $p, q$ and $r$ annihilate $N(\nu)$, the only paths...
starting at $v$ which are not necessarily in the kernel of $\alpha_0$ are those of the form $p^i$ and $p^i r q^j$ for $i, j \geq 0$. However, for paths of the form $p^i$ and $p^i r q^j$;

$$\alpha_0(p^i) = \alpha_0(e_v)p^i = (1, 0)p^i = (t^i, 0),$$
$$\alpha_0(p^i r q^j) = (1, 0)p^i r q^j = (t^i, 0)r q^n = (0, \nu t^{i+1})q^j = (0, \nu t^{i+j+1}).$$

The map $\alpha_1$ is just the restriction of $\alpha_0$ to the submodule $\oplus p^m b_i kQ$. It is completely determined by what happens on the paths $p^m b_i$:

- $\alpha_1(p^m b_i) = 0$ for $i > 1$,
- $\alpha_1(p^m b_1) = \alpha_1(p^m r) = \nu_m t^{m+1}$.

The map $\alpha_1$ determines an element in $\text{Ext}^1_{QGr} kQ(\mathcal{O}_v, \mathcal{O}_w)$ (computed using projective resolutions). Hence, we have a map

$$\Phi : k^N \to \text{Ext}^1_{Gr kQ} \mathcal{O}_v, \mathcal{O}_w$$

which sends the element $\nu$ to $\alpha_1(\nu)$. If $a$ is any scalar in $k$ and $\nu \in k^N$, then the map $\alpha_1(a \nu)$ is the map determined by $\alpha_1(a \nu)(p^m r) = a \nu m t^{m+1}$. Hence, $\alpha_1(a \nu) = a \alpha_1(\nu)$. Also, if $\nu, \mu \in k^N$, then $\alpha_1(\nu + \mu)(p^m r) = (\nu_m + \mu_m) t^{m+1} = (\alpha_1(\nu) + \alpha_1(\mu))(p^m r)$. Hence, the map $\Phi$ is a linear map.

Since the $k$-linear exact functor $\pi^*$ induces a map of vector spaces

$$\text{Ext}^1_{Gr kQ} \mathcal{O}_v, \mathcal{O}_w \to \text{Ext}^1_{QGr kQ} \mathcal{O}_v, \mathcal{O}_w,$$

we have a linear map $\Phi^* : k^N \to \text{Ext}^1_{QGr kQ} \mathcal{O}_v, \mathcal{O}_w$. It will be shown that the kernel of $\Phi^*$ is all infinite sequences which are eventually zero.

Notice that for each $\nu$, the graded module $N(\nu)$ is torsion free and finitely generated. Since $N(\nu)$ is finitely generated, if $N'$ is a graded submodule of $N(\nu)$ such that $N(\nu)/N'$ is torsion, then $N(\nu)/N'$ must be finite dimensional. Hence, $N'$ must contain $N(\nu)_{\geq n}$ for some $n \in \mathbb{N}$. 
Let \( \nu \) and \( \mu \) be elements of \( k^N \). Since every submodule \( N' \) of \( N(\nu) \) which has a torsion cokernel must contain \( N(\nu)_{\geq n} \) for some \( n \in \mathbb{N} \), and \( N(\mu) \) is torsion free, it follows that every morphism \( f: \pi^*N(\nu) \to \pi^*N(\mu) \) is represented by a graded module morphism \( \varphi : N(\nu)_{\geq n} \to N(\mu) \) for some \( n \).

Let \( \varphi : N(\nu)_{\geq n} \to N(\mu) \) be a morphism of graded modules. Then \( \varphi \) is determined by \( \varphi_v : k[t]_{\geq n} \to k[t] \) and \( \varphi_w : k[t]_{\geq n} \to k[t] \) such that

- \( \varphi_v \circ N(\nu)_p = N(\mu)_p \circ \varphi_v \),
- \( \varphi_w \circ N(\nu)_q = N(\mu)_q \circ \varphi_w \),
- \( N(\mu)_r \circ \varphi_v = \varphi_w \circ N(\nu)_r \).

As \( N(\nu)_p, N(\nu)_q, N(\mu)_p \) and \( N(\mu)_q \) are all just multiplication by \( t \), the first two bullets above just say \( \varphi_v \) and \( \varphi_w \) are graded \( k[t] \)-module homomorphisms. As every graded \( k[t] \)-module homomorphism from \( k[t]_{\geq n} \to k[t] \) is just multiplication by a scalar, we get a pair \( (\alpha, \beta) \in k \times k \) such that \( \varphi_v(t^i) = \alpha t^i \) and \( \varphi_w(t^i) = \beta t^i \) for all \( i \geq n \).

The last bullet point above indicates that for all \( i \geq n \),

\[
\alpha \mu_i t^{i+1} = N(\mu)_r \circ \varphi_v(t^i) = \varphi_w \circ N(\nu)_r(t^i) = \beta \nu_i t^{i+1}.
\]

Hence, \( \alpha \mu_i = \beta \nu_i \) for all \( i \geq n \).

Conversely, if there is a pair \( (\alpha, \beta) \) such that \( \alpha \mu_i = \beta \nu_i \) for all \( i \geq n \), then we have a graded module morphism \( \varphi : N(\nu)_{\geq n} \to N(\mu) \) and hence a morphism \( f: \pi^*N(\nu) \to \pi^*N(\mu) \).

Suppose \( f: \pi^*N(\nu) \to \pi^*N(\mu) \) and \( g : \pi^*N(\mu) \to \pi^*N(\lambda) \) are represented by pairs \( (\alpha, \beta) \) and \( (\gamma, \delta) \) respectively. Then the composite \( g \circ f : \pi^*N(\nu) \to \pi^*N(\lambda) \) is represented by the pair \( (\gamma \alpha, \delta \beta) \). Also, if \( f, g : \pi^*N(\nu) \to \pi^*N(\mu) \) are represented by the pairs \( (\alpha, \beta) \) and \( (\gamma, \delta) \), then \( f + g \) is represented by \( (\alpha + \gamma, \beta + \delta) \). Hence, there is an isomorphism

\[
\text{Hom}_{\text{Gr}}(kQ)(\pi^*N(\nu), \pi^*N(\mu)) = \{(\alpha, \beta) \in k \times k \mid \alpha \mu_i = \beta \nu_i \text{ for } i \gg 0\}
\]

under which composition of maps is given by multiplication of pairs.
Suppose $\nu$ is a sequence such that for all $n \in \mathbb{N}$, there exists a $m \geq n$ such that $\nu_m \neq 0$. Let $(\alpha, \beta)$ represent a morphism $f : \pi^*N(\nu) \to \pi^*N(\nu)$. Since $\beta\nu_i = \alpha\nu_i$ for all $i \gg 0$, and since there are arbitrarily large $i$ for which $\nu_i \neq 0$, we get $\alpha = \beta$. Hence, there is an isomorphism

$$\text{End}_{\text{QGr}}kQ(\pi^*N(\nu)) \cong k$$

which respects multiplication.

Again, let $\nu$ be an infinite sequence which is not eventually the zero sequence. Since $\text{End}(\pi^*N(\nu)) = k$ has no nontrivial idempotents, the object $\pi^*N(\nu)$ is indecomposable. Thus, $\pi^*N(\nu)$ is a nontrivial extension of $O_w$ by $O_v$. This shows that any sequence $\nu$ which is not eventually the zero sequence is not in the kernel of $\Phi^*$. Therefore,

$$\text{Ext}^1_{\text{QGr}}kQ(O_v, O_w) \neq 0$$

and Theorem 3.2.6 is proved.

Suppose $\nu$ is a sequence which is eventually zero. Find $n$ such that $\nu_i = 0$ for all $i \geq n$. Consider the graded subspace $\{(at^i,0) \in N(\nu) \mid a \in k, i \geq n\}$. Since $(at^i,0)r = (0,0)$, this is a graded submodule of $N(\nu)$ which is isomorphic to $(O_v)_{\geq n}$. Hence, we have a map $\varphi : (O_v)_{\geq n} \to N(\nu)$ such that the composition

$$(O_v)_{\geq n} \xrightarrow{\varphi} N(\nu) \xrightarrow{} O_v$$

is the inclusion. Thus, the map $\varphi : (O_v)_{\geq n} \to N(\nu)$ determines a map $O_v \to \pi^*N(\nu)$ such that the composition

$$\pi^*O_v \xrightarrow{} \pi^*N(\nu) \xrightarrow{} \pi^*O_v$$

is the identity. Therefore, the exact sequence

$$0 \xrightarrow{} \pi^*O_w \xrightarrow{} \pi^*N(\nu) \xrightarrow{} \pi^*O_v \xrightarrow{} 0$$

splits which shows the map $k^N \to \text{Ext}^1_{\text{QGr}}kQ(O_v, O_w)$ sends $\nu$ to 0. Hence, the kernel of $\Phi^*$ is the subspace $\text{Fin}$ of all infinite sequences which are eventually zero and we get a vector space embedding

$$k^N/\text{Fin} \hookrightarrow \text{Ext}^1_{\text{QGr}}kQ(O_v, O_w).$$
3.3 Properties of the Ext-quiver $E_Q$.

As before, $kQ$ is assumed to have finite GK-dimension. Recall the set $\mathcal{C}(Q)$, which consists of all the simple cycles in $Q$, is a poset. The relation being $C_1 \preceq C_2$, for simple cycles $C_1$ and $C_2$, if there is a chain from a vertex of $C_1$ to a vertex $C_2$. The Growth of $kQ$ is then polynomial of degree $d$ where $d$ is the maximal size of a totally ordered subset of $\mathcal{C}(Q)$.

It was mentioned in the introduction that the Ext-quiver $E_Q$ can be thought of as a poset whose elements are the cyclic vertices of $Q$ and where $u \preceq v$ if either $u = v$ or there is an arrow $u \rightarrow v$ in $E_Q$. Equivalently, we can define $u \prec v$ if $\text{Ext}^1_{QGr,kQ}(O_u,O_v) \neq 0$. The next proposition justifies the claim that $E_Q$ is a poset.

**Proposition 3.3.1.** $(E_Q, \preceq)$ is a poset.

**Proof.** By definition $v \preceq v$. Suppose $v \preceq w$ and $w \preceq v$. If $v \neq w$, the vector spaces $\text{Ext}^1(O_v,O_w)$ and $\text{Ext}^1(O_w,O_v)$ are both non-zero. By corollary 3.2.4 we know $v$ and $w$ cannot be in the same simple cycle. However, by Theorem 3.2.6 we know there must be a path from $v$ to $w$ and a path from $w$ to $v$. This is a contradiction however as this implies the existence of a cycle which contains both $v$ and $w$. Hence, $v = w$ must hold.

Suppose $u \preceq v$ and $v \preceq w$. If either $u = v$, $v = w$ or $u = w$ then $u \preceq w$. Suppose $u, v, w$ are all distinct cyclic vertices. Necessarily, all three vertices must be in distinct cycles. Let $n_u, n_v$ and $n_w$ be the lengths of the simple cycles, $p_u, p_v$ and $p_w$ which contain $u, v$ and $w$ respectively. Since $\text{Ext}^1(O_u,O_v)$ and $\text{Ext}^1(O_v,O_w)$ are not zero, there must be a path $q$ from $u$ to $v$ of length $ln_u n_v$ for some $l \in \mathbb{N}$ and a path $q'$ from $v$ to $w$ of length $l'n_v n_w$ for some $l'$.

For any non-negative integers $\alpha$ and $\gamma$, $p_u^\alpha q$ is a path from $u$ to $v$ of length $ln_u n_v + \alpha n_u$ and $q'p_w^\gamma$ is a path from $v$ to $w$ of length $l'n_v n_w + \gamma n_w$.

Pick $\beta \in \mathbb{N}$ such that $\beta n_w \geq ln_v$ and let $\alpha = \beta n_w - ln_v$. Similarly, find $\delta \in \mathbb{N}$ such that $\delta n_u \geq l'n_v$ and let $\gamma = \delta n_u - l'n_v$. Then $p_u^\alpha qq'p_w^\gamma$ is a path from $u$ to $w$ of length

$$\alpha n_u + ln_un_v + l'n_v n_w + \gamma n_w = (\alpha + ln_v)n_u + (\gamma + l'n_v)n_w = (\beta + \delta)n_u n_w.$$
Hence, there is a path from $u$ to $w$ of length which is a multiple of $n_un_w$. Therefore, there is an arrow $u \rightarrow w$ in $E_Q$ which is to say $u \prec w$.

**Proposition 3.3.2.** Let $kQ$ be a path algebra of finite GK-dimension with $\mathcal{C}(Q)$ and $E_Q$ the posets introduced previously. There is a totally ordered subset in $\mathcal{C}(Q)$ of length $d$ if and only if there is a totally ordered subset of length $d$ in $E_Q$.

**Proof.** Let $v_1 \prec \cdots \prec v_d$ be a chain in $E_Q$. Each of the cyclic vertices $v_i$ appear in a cycle $C_i$. Let $n_i$ be the length of the cycle $C_i$. Since $v_i \neq v_j$ but $v_i \preceq v_j$ for $i < j$ we know $\text{Ext}^1(O_{v_i}, O_{v_j}) \neq 0$. In particular, the simple cycles $C_i$ and $C_j$ must be different for all pairs $(i, j)$. As $\text{Ext}^1(O_{v_i}, O_{v_{i+1}}) \neq 0$, there must be a path from $v_i$ to $v_{i+1}$. Hence, there is a path from a vertex of $C_i$ to a vertex of $C_{i+1}$ so necessarily a chain from a vertex of $C_i$ to a vertex of $C_{i+1}$. Hence, $C_1 \preceq \cdots \preceq C_d$ in $\mathcal{C}(Q)$.

Let $C_1 \prec C_2$ be two simple cycles of lengths $n$ and $m$ respectively. Write $C_1 = Q(p_1)$ where $p_1 = (v_0, a_1, \ldots, a_n, v_n)$ and $C_2 = Q(p_2)$ where $p_2 = (w_0, b_1, \ldots, b_m, w_m)$. There is a chain $p$ from a vertex in $C_1$ to a vertex in $C_2$. We may assume the chain $p$ starts at $v_0$ and ends at $w_0$. Let $l$ be the length of $p$. Pick any cyclic vertex $v_i$ in $C_1$, then the path $a_i \cdots a_n p$ is a path from $v_i$ to $v_0$ which has length $l + n - i$. Find $\alpha \in \mathbb{N}$ such that $\alpha n m \geq l + n - i$ and let $\beta = \alpha n m - (l + n - i)$. Write $\beta = l'm + j$ with $j < \beta$. Then $a_i \cdots a_n p p_2^l b_1 \cdots b_j$ is a path from $v_i$ to $w_j$ of length

$$l + n - i + l'm + j = l + n - i + \beta = \alpha nm.$$ 

Hence, $\text{Ext}^1(O_{v_i}, O_{w_j}) \neq 0$ and we have $v_i \prec w_j$.

Now suppose we have a chain $C_1 \prec \cdots \prec C_{d-1} \prec C_d$ with $n_i$ the length of $C_i$. By induction, we can find vertices $v_i$ in $C_i$ for $i < d$ such that $v_1 \prec \cdots \prec v_{d-1}$. Now consider the vertex $v_{d-1}$ of $C_{d-1}$. Using the same argument as above we can find a vertex $v_d$ in $C_d$ and a path from $v_{d-1}$ to $v_d$ of length $ln_{d-1}n_d$ for some $l$. Hence, $v_{d-1} \prec v_d$ and we have

$$v_1 \prec \cdots \prec v_d$$

in $E_Q$. 

□
**Corollary 3.3.3.** The GK-dimension of $kQ$ equals the maximal length of a totally ordered subset in $E_Q$.

*Proof.* This follows from the previous proposition since the GK-dimension of $kQ$ is the maximal length of a totally ordered subset in $\mathcal{E}(Q)$. □

**Corollary 3.3.4.** Suppose $Q$ and $Q'$ are quivers such that $QGr kQ \equiv QGr kQ'$. Then $\text{GKdim } kQ = \text{GKdim } kQ'$.

*Proof.* If $kQ$ has infinite GK-dimension it can be shown $QGr kQ$ has infinitely many isomorphism classes of simple objects. Hence, $QGr kQ'$ has infinitely many simple objects which implies $kQ'$ has infinite GK-dimension. Therefore, if one algebra has infinite GK-dimension then so does the other.

If $kQ$ has finite GK-dimension then so must $kQ'$. Since $QGr kQ \equiv QGr kQ'$ implies $E_Q \cong E_{Q'}$, $\text{GKdim } kQ = \text{GKdim } kQ'$ by Corollary 3.3.3. □
Chapter 4

THE GROTHENDIECK GROUP $K_0(\text{QGr } KQ)$

4.1 Why the Grothendieck group is helpful.

The remarks following Theorem 3.2.6 established one direction of Theorem 1.2.4; that is $\text{QGr } kQ \equiv \text{QGr } kQ'$ implies $E_Q = E_{Q'}$. To establish the other direction, it will be shown that the Grothendieck group of the category $\text{QGr } kQ$, computed using finitely generated projectives, is completely determined by the Ext-quiver $E_Q$. This is useful for the following reason:

In [10], Smith showed that for any path algebra $kQ$ (no assumption on GK-dimension), there is an ultramatricial algebra $S(Q)$ and an equivalence of categories

$$\text{QGr } kQ \equiv \text{Mod } S(Q)$$

where Mod $S(Q)$ is the category of right $S(Q)$-modules. The relationship between ultramatricial algebras and their Grothendieck groups is especially strong in the following sense:

**Theorem 4.1.1** ([6], Cor. 15.27 page 222). Let $R$ and $S$ be ultramatricial algebras. Then $\text{Mod } R \equiv \text{Mod } S$ if and only if $K_0(R) \cong K_0(S)$ as pre-ordered abelian groups.

From the equivalence $\text{QGr } kQ \equiv \text{Mod } S(Q)$ and the fact that $S(Q)$ is ultramatricial, we get the following Corollary to Theorem 4.1.1

**Corollary 4.1.2.** Let $kQ$ and $kQ'$ be path algebras. Then $\text{QGr } kQ \equiv \text{QGr } kQ'$ if and only if $K_0(\text{QGr } kQ) \cong K_0(\text{QGr } kQ')$ as pre-ordered abelian groups.

Hence, to prove that $E_Q = E_{Q'}$ implies $\text{QGr } kQ \equiv \text{QGr } kQ'$ for path algebras of finite GK-dimension, it will be shown that $E_Q = E_{Q'}$ implies $K_0(\text{QGr } kQ) \cong K_0(\text{QGr } kQ')$ as preordered abelian groups.
One of the tools that will be useful in calculating $K_0(\text{QGr } kQ)$ will be the equivalence $\text{QGr } kQ \equiv \text{Mod } S(Q)$. Since the algebra $S(Q)$ is a direct limit of matricial algebras, $K_0(S(Q))$ is computed using a direct limit of finite rank free groups. We start of with a description of the ultramatricial algebras $S(Q)$.

### 4.2 A description of $S(Q)$. 

Let $Q$ be any quiver. Assume we have labeled the vertices as $Q_0 = \{1, \ldots, r\}$ and let $M_Q = (a_{ij})$ be the incidence matrix for $Q$ with respect to this labeling. The convention is that $a_{ij}$ is the number of arrows from vertex $i$ to vertex $j$. Consider the sequence of vectors

$$p_n = \begin{pmatrix}
  p_{n,1} \\
  \vdots \\
  p_{n,r}
\end{pmatrix}$$

where $p_0 = (1 \cdots 1)^T$ and

$$p_{n+1} = M_Q^T p_n.$$

Associated to this sequence of integer valued vectors is a sequence of matricial algebras

$$S_n = \prod_{i=1}^r M_{p_{n,i}}(k).$$

As $p_{n+1} = M_Q^T p_n$, we have unital algebra homomorphisms $\theta_n : S_n \to S_{n+1}$ determined by the matrix $M_Q^T$ (see Chapter 4 of [5]). Let

$$S(Q) = \lim_{n \to} S_n,$$

$S(Q)$ is called ultrmatricial because it is a limit of matricial algebras. In [10], Smith proves there is an equivalence of categories

$$\text{QGr } kQ \equiv \text{Mod } S(Q).$$

Since $K_0$ commutes with direct limits,

$$K_0(\text{QGr } kQ) \cong K_0(S(Q)) \cong \lim_{n \to} K_0(S_n).$$
as preordered abelian groups. As \( S_n \cong \prod_{i=1}^r M_{p_{n,i}}(k) \) is a matricial algebra, \( K_0(S_n) \cong \mathbb{Z}^r \). Moreover, under the identifications \( K_0(S_n) = K_0(S_{n+1}) = \mathbb{Z}^r \), the morphism \( K_0(\theta_n) : K_0(S_n) \to K_0(S_{n+1}) \) is given by left multiplication by \( M_Q^T \) (see Chapter 4 of [5]).

Using the simple fact that \( (M_Q^T v)^T = v^T M_Q \), if we view vectors in \( \mathbb{Z}^r \) as row vectors, the map \( K_0(\theta_n) \) is given by right multiplication by the incidence matrix \( M_Q \). Viewing \( \mathbb{Z}^r \) as row vectors and \( K_0(\theta_n) \) as right multiplication by \( M_Q \) will make some labeling choices later a little more convenient.

Thus, to compute the group \( K_0(S(Q)) \cong K_0(QGr_kQ) \), we need to compute the direct limit

\[
\mathbb{Z}^r \xrightarrow{M_Q} \mathbb{Z}^r \xrightarrow{M_Q} \cdots \xrightarrow{M_Q} \mathbb{Z}^r \xrightarrow{M_Q} \cdots \tag{4.2-1}
\]

Also, Since \( K_0(S_n)^+ = \mathbb{N}^r \), the positive cone \( K_0(QGr_kQ)^+ \) is the union in \( K_0(QGr_kQ) \) given by

\[
\mathbb{N}^r \xrightarrow{M_Q} \mathbb{N}^r \xrightarrow{M_Q} \cdots \xrightarrow{M_Q} \mathbb{N}^r \xrightarrow{M_Q} \cdots \tag{4.2-2}
\]

**Proposition 4.2.1.** Let \( Q \) be a quiver. The Grothendieck group \( (K_0(QGr_kQ)) \) is isomorphic to the direct limit of the system 4.2-1 where the elements of \( \mathbb{Z}^r \) are considered as row vectors and the maps are given by right multiplication by the incidence matrix \( M_Q \). Moreover, the positive cone is the subset given by the direct limit of 4.2-2.

**Example 4.2.2.** Let \( Q \) be the quiver

\[
\circlearrowright \xrightarrow{1} \bullet \xrightarrow{1} \circlearrowleft
\]

with

\[
M_Q = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
\]

A simple induction shows

\[
M^n_Q = \begin{pmatrix} 1 & n \\ 0 & 1 \end{pmatrix}.
\]
As \( M_Q \) is invertible over \( \mathbb{Z} \), the direct limit of 4.2-1 is \( \mathbb{Z}^2 \) with maps

\[
\mathbb{Z}^2 \xrightarrow{M_Q} \mathbb{Z}^2 \xrightarrow{M_Q} \cdots \xrightarrow{M_Q^{-1}} \mathbb{Z}^2 \xrightarrow{M_Q^{n+1}} \mathbb{Z}^2 \xrightarrow{M_Q^m} \cdots
\]

Hence, \( K_0(QGr kQ) \cong \mathbb{Z}^2 \). The positive cone is all elements \((z_1, z_2) \in \mathbb{Z}^2\) such that \((z_1, z_2)M_Q^n \in \mathbb{N}^2\) for \( n \gg 0 \). As

\[
(z_1, z_2)M_Q^n = (z_1, nz_1 + z_2)
\]

we determine \((z_1, z_2) \in K_0^+(QGr kQ)\) if and only if \((z_1, z_2) \in (0, \mathbb{N})\) or \((z_1, z_2) \in (\mathbb{N}_{>0}, \mathbb{Z})\).

### 4.3 An ordered abelian group associated to a finite poset.

Let \((\mathcal{P}, \preceq)\) be a finite poset. Without loss of generality, we can assume \( \mathcal{P} = \{1, 2, \ldots, n\} \) and \( i \preceq j \) implies \( i \leq j \) where \( \leq \) is the usual ordering of integers. Associate to \( \mathcal{P} \) the free abelian group \( \mathbb{Z}^n \) of rank \( n = |\mathcal{P}| \) and let \( e_i \) be the element \((0, \cdots, 1, \cdots, 0)\) where the 1 is in the \( i \)-th position. For each integer \( i \in \mathcal{P} \), define

\[
\Delta(\mathcal{P})_i = \left( \mathbb{N}^+ e_i + \sum_{i < k} \mathbb{Z} e_k \right) \cup \{0\}
\]

which is a submonoid of \( \mathbb{Z}^n \) and let \( \Delta(\mathcal{P}) \) be the submonoid \( \sum_{i=1}^n \Delta(\mathcal{P})_i \).

**Lemma 4.3.1.** The monoid \( \Delta(\mathcal{P}) \) generates \( \mathbb{Z}^n \) as an abelian group and is a strict positive cone.

**Proof.** That \( \Delta(\mathcal{P}) \) generates \( \mathbb{Z}^n \) as an abelian group follows since \( e_i \in \Delta \) for all \( i \in \mathcal{P} \). Every element \( \mathbf{v} \in \Delta(\mathcal{P}) \) can be written as

\[
\mathbf{v} = \sum_{i \in \mathcal{P}} (n_i e_i + \sum_{i < k} z_k^i e_k)
\]

for some nonnegative integers \( n_i \) and integers \( z_k^i \). If \( n_i = 0 \) then \( z_k^i = 0 \) for all \( k \). Let \( m \) be minimal, in the usual \( \leq \) ordering on integers, such that \( n_m \neq 0 \). Then

\[
\mathbf{v} = (0, \ldots, 0, n_m, \ldots)
\]
where $n_m > 0$. Hence, if $v \in \Delta(P)$ is not zero, then the first nonzero entry in $v$ is positive. Hence, the first nonzero entry of $-v$, for $v \in \Delta(P)$, is negative and so cannot be in $\Delta(P)$. Thus, the only element $v$ such that $v$ and $-v$ are in $\Delta(P)$ is $v = 0$.

Let $v = (v_1, \ldots, v_n) \in \mathbb{Z}^n$. Define $\text{supp}(v)$, the support of $v$, to be

$$\text{supp}(v) = \{1 \leq i \leq n \mid v_i \neq 0\}.$$ 

Since $\text{supp}(v)$ is a subset of $P$, it inherits a poset structure whenever it is not empty.

**Lemma 4.3.2.** Let $v = (v_1, \ldots, v_n)$ be a nonzero element in $\mathbb{Z}^n$. Then $v \in \Delta(P)$ if and only if $v_j > 0$ for all $j$ minimal in $\text{supp}(v)$.

**Proof.** Suppose $v = (v_1, \ldots, v_n) = \sum_{i \in P}(n_i e_i + \sum_{i \prec k} z_{ik} e_k) \in \Delta(P)$. If we write

$$n_i e_i + \sum_{i \prec k} z_{ik} e_k = (z_{i1}^1, \ldots, z_{in}^i),$$

then $z_{ik}^i = 0$ if $i \not\prec k$ and $z_{ik}^i = n_i \geq 0$. Also, $n_i = 0$ implies $z_{ik}^i = 0$ for all $k$.

Using this notation,

$$v_j = \sum_{i=1}^n z_{ij}^i = n_j + \sum_{i \not\prec j} z_{ij}^i.$$

($\Rightarrow$) Suppose $v_j < 0$. Since $n_j \geq 0$, this forces $z_{ij}^i < 0$ for some $i_1 \prec j$. As $z_{ij}^i \neq 0$, then necessarily $n_{i_1} \neq 0$. If $v_{i_1} \neq 0$, then $i_1 \in \text{supp}(v)$ and $i_1 \prec j$ which shows $j$ is not minimal in $\text{supp}(v)$. If $v_{i_1} = 0$, then since $v_{i_1} = n_{i_1} + \sum_{i \not\equiv i_1} z_{i_1i}^i$ and $n_{i_1} > 0$, there exists an $i_2 \prec i_1$ such that $z_{i_2i_1}^i < 0$ and hence that $n_{i_2} > 0$. If $v_{i_2} \neq 0$ then $i_2 \prec j$ and $i_2 \in \text{supp}(v)$ which shows $j$ is not minimal. If $v_{i_2} = 0$, we can continue this process to get a sequence

$$j > i_1 > i_2 \cdots.$$ 

However, as $j > i_1 > i_2 > \cdots > 1$, this process must stop. The only way for it to stop is if an element $i_n$ is reached in which $v_{i_n} \neq 0$ since $v_{i_n} = 0$ implies the existence of a $i_{n+1}$. As $v_{i_n} \neq 0$, $i_n \in \text{supp}(v)$ and $i_n \prec j$ which shows $j$ is not minimal. Thus, if $j \in \text{supp}(v)$ is minimal, then $v_j > 0$. 


Suppose \( v = (v_1, \ldots, v_n) \) satisfies \( v_j > 0 \) for all minimal \( j \in \text{supp}(v) \). Let \( i_1 < i_2 < \cdots < i_l \) be all the minimal elements of \( \text{supp}(v) \). If \( l = 1 \), then \( \text{supp}(v) \) has one minimal element and \( v_k \neq 0 \) implies \( i_1 \prec k \). Hence,

\[
v = v_{i_1} e_{i_1} + \sum_{i_1 \prec k} v_k e_k \in \Delta(\mathcal{P}).
\]

Now suppose \( l > 1 \). Define \( v_1 = v_{i_1} e_{i_1} + \sum_{i_1 \prec k} v_k e_k \).

Since \( v_{i_1} \geq 1 \), we know \( v_1 \in \Delta(\mathcal{P}) \). Let \( v' = v - v_1 = (v'_1, \ldots, v'_n) \). If \( i_1 \preceq k \), then \( v'_k = 0 \) while \( i_1 \not\preceq k \) implies \( v'_k = v_k \). Since \( \text{supp}(v') = \text{supp}(v) \setminus \{k \mid i_1 \preceq k\} \) and \( i_2, \ldots, i_l \in \text{supp}(v') \), these are all of the minimal elements of \( \text{supp}(v') \). Therefore, \( v' \) is a vector for which \( v'_j > 0 \) for all minimal \( j \in \text{supp}(v') \) and there are only \( l - 1 \) minimal elements. Hence, by induction, \( v' \in \Delta(\mathcal{P}) \) and it follows that \( v = v_1 + v' \in \Delta(\mathcal{P}) \) since \( v_1 \) and \( v' \) are in \( \Delta(\mathcal{P}) \).

**4.4 \( K_0(\text{QGr} kQ) \) for a path algebra of finite GK-dimension.**

Let \( Q \) be a quiver such that \( kQ \) has finite GK-dimension and let \( M = M_Q \) be its incidence matrix. By Proposition 4.2.1, \( K_0(\text{QGr} kQ) \) is the direct limit of the direct system 4.2-1 with positive cone determined by 4.2-2. Recall that we can view \( E_Q \) as a finite poset.

**Theorem 4.4.1.** Let \( kQ \) be a path algebra of finite GK-dimension and \( E_Q \) the associated Ext-quiver with \( p = |(E_Q)_0| \) the number of cyclic vertices. There is an isomorphism

\[
\varphi : K_0(\text{QGr} kQ) \cong \mathbb{Z}^p
\]

such that \( \varphi(K_0(\text{QGr} kQ)^+) = \Delta(E_Q) \).

The proof of Theorem 4.4.1 is somewhat long and will be given in the section 4.5.

If \( kQ \) and \( kQ' \) are path algebras of finite GK-dimension such that \( E_Q = E_Q' \), then it follows from Theorem 4.4.1 that \( K_0(\text{QGr} kQ) \cong K_0(\text{QGr} kQ') \) as pre-ordered abelian groups. Hence, by Corollary 4.1.2

\[
\text{QGr} kQ \equiv \text{QGr} kQ'.
\]
Thus, the direction of Theorem 1.2.4 which states that $E_Q = E_{Q'}$ implies $\text{QGr} \ kQ \equiv \text{QGr} \ kQ'$ has been established. These remarks together with the remarks following Theorem 3.2.6 proves Theorem 1.2.4.

4.5 Proof of Theorem 4.4.1.

Let $kQ$ be a path algebra of finite GK-dimension and let $\mathcal{C}(Q) = \{C_1, \ldots, C_p\}$ be the set of simple cycles in $Q$. Let $l_i$ be the length of $C_i$ and $L = l_1 \cdots l_p$. By Verevkin’s result, the categories $\text{QGr} \ kQ$ and $\text{QGr} \ k(Q^{(L)})$ are equivalent. Moreover, by the choice of $L$, every cycle in $Q^{(L)}$ has length one, i.e., is just a loop at a cyclic vertex.

Let $n$ be the number of vertices of $Q^{(L)}$ (equivalently $Q$). Since every closed path in $Q^{(L)}$ is just some power of a loop based at a cyclic vertex, we can label the vertices of $Q^{(L)}$ with the integers $\{1, \ldots, n\}$ in such a way that if there is an arrow from $i$ to $j$, then $i \leq j$. With this labeling, the incidence matrix $M^L = M_{Q^{(L)}}$ becomes upper triangular with the diagonal entries being either zero or one. The number of 1’s down the diagonal is precisely the number of cyclic vertices in $Q^{(L)}$ (equivalently $Q$). Let $p$ be the number of cyclic vertices.

Considering $M^L$ as a linear operator acting on the right on $\mathbb{Q}^n$, it is possible that the rank of $M^L$ is greater than the number of ones down the main diagonal. However, we can put $M^L$ into Jordan canonical form over $\mathbb{Q}$ as all eigenvalues of $M^L$ lie in $\mathbb{Q}$. Hence, the Jordan form of $M^L$ is

$$J(1, n_1) \oplus \cdots \oplus J(1, n_i) \oplus J(0, m_1) \oplus \cdots \oplus J(0, m_q).$$

Here, $J(\lambda, m)$ is the Jordan block matrix of size $m$ and diagonal entries $\lambda$, $n_1 + \cdots + n_i = p$ is the number of cyclic vertices and $n_1 + \cdots + n_i + m_1 + \cdots + m_q = n$. Since each matrix $J(0, m_j)$ is nilpotent of degree $m_j$ and $m_j \leq n$, $J(0, m_j)^n = 0$. Hence, for all $m \geq n$, the matrix $(M^L)^m = M^{Ln}$ will have rank $n_1 + \cdots + n_i = p$ which is the number of cyclic vertices in $Q$.

Now $M^{Ln}$ is the incidence matrix for $(Q^{(L)})^{(n)} = Q^{(Ln)}$ under the given labeling of vertices. Also, since $n$ is the number of vertices of $Q^{(L)}$, if there is a path in $Q^{(L)}$ from a cyclic
vertex \( i \) to a cyclic vertex \( j \), then there must be a path of length \( n \). Hence, in the quiver \( (Q^{(L)})^{(n)} = Q^{(Ln)} \), there is a path from \( i \) to \( j \) if and only if there is an arrow in \( Q^{(Ln)} \) from \( i \) to \( j \) for cyclic vertices \( i \) and \( j \).

Putting the last few paragraphs of discussion together, we now have the following situation. To compute \( K_0(\text{Gr} kQ) \), we assume \( Q \) is a quiver such that:

- Every simple cycle of \( Q \) is a loop at a cyclic vertex,
- The incidence matrix \( M \) is upper triangular with diagonal entries in \( \{0, 1\} \),
- The rank of \( M \) is \( p \) which is the number of cyclic vertices,
- For cyclic vertices \( i \) and \( j \), there is a path from \( i \) to \( j \) if and only if there is an arrow from \( i \) to \( j \).

For \( m \in \mathbb{N} \), let \( a_{ij}(m) \) be the \( ij \)-th entry of \( M^m \) and \( R_i(m) \) the \( i \)-th row of \( M^m \). Let \( \nu_1 < \cdots < \nu_p \) be the indices for which the diagonal elements \( a_{\nu_i,\nu_i} = 1 \), i.e., \( \{\nu_1, \ldots, \nu_p\} \) are the cyclic vertices of \( Q \). With this labeling of the cyclic vertices, we realize the poset \( E_Q \) as the set \( \{1, \ldots, p\} \) and for which \( i \prec j \) if \( \nu_i \prec \nu_j \), that is, if there is an arrow in \( Q \) from \( \nu_i \rightarrow \nu_j \).

The rows \( \{R_{\nu_1}, \ldots, R_{\nu_p}\} \) provide a \( \mathbb{Q} \)-basis for \( \mathbb{Q}^n M \) as \( M \) has rank \( p \) and the rows \( R_{\nu_i} \) are linearly independent. Suppose \( v \in \mathbb{Z}^n \), then there are rational numbers \( b_i \) such that

\[
vm = \sum_{i=1}^p b_i R_{\nu_i}.
\]

Find \( j \) minimal in the usual ordering of integers such that \( b_j \neq 0 \). Since the first nonzero entry of \( R_{\nu_j} \) is a one and all the nonzero entries of \( R_{\nu_l} \) for \( l > j \) occur further to the right, the first nonzero entry of \( \sum_{i=j}^p b_i R_{\nu_i} \) is \( b_j \). Hence, \( b_j \) must be an integer since \( vM \) has integer entries. Considering the element

\[
vM - b_j R_{\nu_j} = (v - b_j e_{\nu_j})M = \sum_{i=j+1}^p b_i R_{\nu_i}
\]
we determine by the same reasoning that the next nonzero $b_l$ for $l > j$ is also an integer and can continue to conclude that each $b_i$ is an integer for all $i$. Therefore, the vectors \{${R}_{\nu_1}, \ldots, {R}_{\nu_p}$\} provide a $\mathbb{Z}$-basis for the group $\mathbb{Z}^n M$.

For any row $R_{\nu_i}$ of $M$, we can write

$$R_{\nu_i} M = \sum_{j=1}^{p} b_{ij} R_{\nu_j}$$

for some integers $b_{ij}$. Let $N = (b_{ij})$ be the $p \times p$ matrix with $b_{ij}$ as the $ij$-th entry and $R$ be the $p \times n$ matrix whose $i$-th row is $R_{\nu_i}$:

$$R = \begin{pmatrix} R_{\nu_1} \\ \vdots \\ R_{\nu_p} \end{pmatrix}.$$ 

By the definition of $N$ and $R$,

$$NR = RM.$$ 

Note that $R_{\nu_i} M = R_{\nu_i} (2)$, the $\nu_i$-th row of $M^2$. As $M$ is upper triangular, we know $M^2$ is upper triangular, moreover, the $(\nu_i, \nu_i)$ entry of $M^m$ is a one for all $m$. Hence, the first nonzero entry of $R_{\nu_i} M$, which is a 1, occurs in column $\nu_i$. As $R_{\nu_i} M = \sum b_{ij} R_{\nu_j}$ and $R_{\nu_j}$ has a 1 in the $\nu_j$-th column, we get $b_{ij} = 0$ for $j < i$. Also, from this we see $b_{ii} = 1$ as $b_{ii}$ is the first nonzero entry of $\sum b_{ij} R_{\nu_j}$.

As the entries of $N$ are the $b_{ij}$, the fact that $b_{ij} = 0$ if $j < i$ and $b_{ii} = 1$ implies $N$ is an upper triangular matrix with 1’s down the main diagonal. Hence, $N$ is an automorphism of $\mathbb{Z}^p$. Consider the following commutative diagram:

$$
\begin{array}{cccccccc}
\mathbb{Z}^p & \to & \mathbb{Z}^p & \to & \cdots & \to & \mathbb{Z}^p & \to & \mathbb{Z}^p \\
R & & R & & & & R & & R \\
\mathbb{Z}^n & \to & \mathbb{Z}^n & \to & \cdots & \to & \mathbb{Z}^n & \to & \mathbb{Z}^n
\end{array}
$$

where the maps are right multiplication by the matrix listed.

**Proposition 4.5.1.** The group $K_0(\text{QGr} k\mathbb{Q})$ is free of rank $p$. 
Proof. As $N$ is an automorphism, the direct limit of the top row in diagram 4.5-3 is just $\mathbb{Z}^p$. The direct limit of the bottom row is the Grothendieck group $K_0(\text{QGr } kQ)$. Since the rows of the matrix $R$ are linearly independent, right multiplication by $R$ is an injective map. Also, all the squares in the diagram commute so $R$ induces an injective map $\varphi : \mathbb{Z}^p \to K_0(\text{QGr } kQ)$.

Since the rows of $R$ are a basis for the image of the matrix $M$, we know $\mathbb{Z}^n M = \mathbb{Z}^p R$. Thus, the map $\varphi$ is surjective and hence an isomorphism. This establishes the fact that $K_0(\text{QGr } kQ)$ is a free abelian group of rank $p$ which is the number of cyclic vertices.

Because $N$ can have negative entries we cannot get the positive cone directly from the previous isomorphism induced by $R$. Nevertheless, $N$ is still useful in computing the positive cone.

If $\mathcal{M} \in \text{QGr } kQ$ is finitely generated projective, there is an isomorphism

$$\mathcal{M} \cong \bigoplus_{i \in Q_0} \left( \bigoplus_{j \in J_i} \pi^* e_i kQ(-n_{ij})^{m_{ij}} \right)$$

for some finite sets $J_i$, $n_{ij} \in \mathbb{Z}$, and $m_{ij} \in \mathbb{N}$ (see Proposition 3.2 in [10]). Hence, the Grothendieck group $K_0(\text{QGr } kQ)$ is generated by the elements $[\pi^* e_i kQ(z)]$ for $i \in Q_0$ and $z \in \mathbb{Z}$.

In $\text{Gr } kQ$,

$$(e_i kQ)_{\geq 1} = \bigoplus_{a \in Q_1, s(a) = i} akQ.$$

Since $akQ \cong e_{t(a)} kQ(-1)$,

$$(e_i kQ)_{\geq 1} \cong \bigoplus_{a \in Q_1, s(a) = i} e_{t(a)} kQ(-1) = \bigoplus_{j \in Q_0} e_j kQ(-1)^{\oplus a_{ij}}$$

where $a_{ij}$ is the number of arrows from $i$ to $j$. Hence, in $\text{QGr } kQ$, we get

$$\pi^* e_i kQ \cong \pi^* ((e_i kQ)_{\geq 1}) \cong \bigoplus_{j \in Q_0} \pi^* e_j kQ(-1)^{\oplus a_{ij}}$$

and this implies,

$$\pi^* e_i kQ(z) \cong \bigoplus_{j \in Q_0} \pi^* e_j kQ(z - 1)^{\oplus a_{ij}}$$
for \( z \in \mathbb{Z} \).

Write \( \mathcal{P}_i(z) \) for \( \pi^* e_i kQ(z) \). The above isomorphism gives the following relation in \( K_0(\text{QGr} kQ) \):

\[
[\mathcal{P}_i(z)] = \sum_{j \in Q_0} a_{ij} [\mathcal{P}_j(z - 1)].
\] (4.5-4)

Let \( \mathcal{P}(z) = ([\mathcal{P}_1(z)], \ldots, [\mathcal{P}_n(z)])^T \), the relation in (4.5-4) can be written more succinctly as

\[
\mathcal{P}(z) = M \mathcal{P}(z - 1).
\]

Consider all the non cyclic vertices \( Q_0 \setminus \{\nu_1, \ldots, \nu_p\} \). Let \( i \) be a non cyclic vertex and consider the set \( \{p_i^1, \ldots, p_i^l_i\} \) of all paths that start at \( i \) and do not pass through any cyclic vertex until ending at a cyclic vertex. More explicitly, \( \{p_i^1, \ldots, p_i^l_i\} \) are all paths which satisfy:

(i) \( s(p_i^j) = i \).

(ii) \( t(p_i^j) \) is a cyclic vertex.

(iii) If \( |p_i^j| > 1 \) and \( a \) is an arrow in \( p_i^j \) such that \( p_i^j \neq qa \) for any path \( q \), then \( t(a) \) is not a cyclic vertex.

For example, consider the quiver

\[ \text{The vertex 1 is not cyclic and all paths which satisfy the above 3 conditions are } \{a_1, a_2, a_3a_4\}. \]

For the non cyclic vertex \( i \) consider the submodule of \( e_i kQ \) given by

\[
\bigoplus_{j=1}^{l_i} p_i^j kQ.
\]
Let \( m = \max\{ |p^i_1|, \ldots, |p^i_l_i| \} \) where \( |p^j_i| \) is the length of the path \( p^j_i \). Then every path in \( Q \) starting at \( i \) of length at least \( m \) has the form \( p^j_i q \) for some path \( q \). Hence,

\[
(e_i kQ)_{\geq m} \subseteq \bigoplus_{j=1}^{l_i} p^j_i kQ \subseteq e_i kQ.
\]

As \( e_i kQ / (e_i kQ)_{\geq m} \) has finite dimension, \( e_i kQ / \bigoplus_{j=1}^{l_i} p^j_i kQ \) has finite dimension. Therefore, \( \pi^* e_i kQ \cong \bigoplus_{j=1}^{l_i} \pi^* p^j_i kQ \) in \( \text{QGr } kQ \).

Since \( p^j_i kQ \cong e_{t(p^j_i)} kQ(-|p^j_i|) \), we get

\[
\pi^* e_i kQ \cong \bigoplus_{j=1}^{l_i} \pi^* e_{t(p^j_i)} kQ(-|p^j_i|).
\]

in \( \text{QGr } kQ \). By shifting we get, for any \( z \in \mathbb{Z} \), an isomorphism in \( \text{QGr } kQ \)

\[
\pi^* e_i kQ(z) \cong \bigoplus_{j=1}^{l_i} \pi^* e_{t(p^j_i)} kQ(z - |p^j_i|).
\]

Again, by Proposition 3.2 of [10], given any finitely generated projective \( \mathcal{M} \in \text{QGr } kQ \), there is an isomorphism

\[
\mathcal{M} \cong \bigoplus_{i \in \mathcal{Q}_0} \left( \bigoplus_{j \in J_i} \pi^* e_i kQ(-n_{ij})^{m_{ij}} \right).
\]

However, for every non cyclic vertex \( i \), the summands \( \pi^* e_i kQ(-n_{ij}) \) will be isomorphic to a sum of shifts of the projectives \( \{ \pi^* e_{\nu_l} kQ \} \) for cyclic vertices \( \nu_l \). Hence, given any finitely generated projective \( \mathcal{M} \in \text{QGr } kQ \), there is an isomorphism

\[
\mathcal{M} \cong \bigoplus_{i=1}^{p} \left( \bigoplus_{j \in J_i} \pi^* e_{\nu_l} kQ(-n_{ij})^{m_{ij}} \right).
\]

Therefore, the group \( K_0(\text{QGr } kQ) \) is generated by all the elements

\[
\{ [\pi^* e_{\nu_l} kQ(z)] = [\mathcal{P}_{\nu_l}(z)] \mid 0 \leq i \leq p, z \in \mathbb{Z} \}.
\]

The relation (4.5-4) requires using the elements \( [\mathcal{P}_i(z)] \) for all vertices \( i \), not just the cyclic vertices. However, as \( NR = RM \) we get

\[
R \mathcal{P}(z) = RM \mathcal{P}(z-1) = NR \mathcal{P}(z-1).
\]
Now $R_{\nu} \mathcal{P}(z)$ is the $\nu_i$-th entry of $M \mathcal{P}(z)$ which is just $[\mathcal{P}_{\nu_i}(z+1)]$, and hence,

$$R \mathcal{P}(z) = ([\mathcal{P}_{\nu_1}(z+1)], \ldots, [\mathcal{P}_{\nu_p}(z+1)])^T.$$

If we let $\mathcal{P}'(z) = ([\mathcal{P}_{\nu_1}(z)], \ldots, [\mathcal{P}_{\nu_p}(z)])^T$ then we get a way to relate the $[\mathcal{P}_{\nu_i}(z)]$ with the $[\mathcal{P}_{\nu_i}(z-1)]$ without using the other elements $[\mathcal{P}_i(z-1)]$ where $i$ is a non-cyclic vertex, namely:

$$\mathcal{P}'(z+1) = N \mathcal{P}'(z).$$

As $N$ is an invertible matrix over $\mathbb{Z}$, we also get $\mathcal{P}'(z) = N^{-1} \mathcal{P}'(z+1)$. It follows by induction that

$$\mathcal{P}'(z) = N^z \mathcal{P}'(0) \quad (4.5-5)$$

for all $z \in \mathbb{Z}$. As $\mathcal{P}'(0) = ([\mathcal{P}_{\nu_1}], \ldots, [\mathcal{P}_{\nu_p}])^T$ we find that

$$\{[\mathcal{P}_{\nu_1}], \ldots, [\mathcal{P}_{\nu_p}]\}$$

is a set of generators for $K_0(\text{QGr} kQ)$. Since $K_0(\text{QGr} kQ)$ is a free abelian group of rank $p$ and the elements $\{[\mathcal{P}_{\nu_1}], \ldots, [\mathcal{P}_{\nu_p}]\}$ generate $K_0(\text{QGr} kQ)$ they are a $\mathbb{Z}$-basis for $K_0(\text{QGr} kQ)$.

Thus, we have established the following proposition:

**Proposition 4.5.2.** $K_0(\text{QGr} kQ)$ is a free abelian group with basis

$$\{[\mathcal{P}_{\nu_1}], \ldots, [\mathcal{P}_{\nu_p}]\}.$$

Moreover, every finitely generated projective $\mathcal{M} \in \text{QGr} kQ$ is isomorphic to a sum of shifts of the objects $\{\mathcal{P}_{\nu_1}, \ldots, \mathcal{P}_{\nu_p}\}$.

Let $\psi : K_0(\text{QGr} kQ) \to \mathbb{Z}^p$ be the isomorphism $\psi([\mathcal{P}_{\nu_i}]) = e_i$, where $e_i$ is the usual $i$-th basis vector in $\mathbb{Z}^p$. As was already noted, every element in $\text{QGr} kQ$ is isomorphic to a direct sum of $\mathcal{P}_{\nu_i}(z)$ and these are related by equation (4.5-5). Hence, to understand the positive cone $K_0^+(\text{QGr} kQ)$, we need to understand the matrices $N^z$ for $z \in \mathbb{Z}$.
The matrix $N$ was defined so that $NR = RM$ where $R$ is the $p \times n$ matrix whose $i$-th row is $R_{\nu_i}$ the $\nu_i$-th row of the matrix $M$. The elements $b_{ij}$ of $N$ satisfy

$$R_{\nu_i}(2) = \sum_{j=1}^{p} b_{ij} R_{\nu_j}. \quad (4.5-6)$$

Moreover, $b_{ij} = 0$ if $j < i$, and $b_{ii} = 1$. Using this we can recursively solve for the $b_{ij}$ in terms of the $a_{ij}$. Comparing the $k$-th entries of both sides of 4.5-6 yields

$$a_{\nu_i,k}(2) = \sum_{j=1}^{p} b_{ij} a_{\nu_j,k} = a_{\nu_i,k} + \sum_{j=i+1}^{p} b_{ij} a_{\nu_j,k}. \quad (4.5-7)$$

If we pick $k = \nu_{i+1}$, then $a_{\nu_i,\nu_{i+1}} = 0$ for $j > i + 1$ and hence

$$a_{\nu_i,\nu_{i+1}}(2) = a_{\nu_i,\nu_{i+1}} + b_{i,i+1} a_{\nu_{i+1},\nu_{i+1}}$$

giving

$$b_{i,i+1} = a_{\nu_i,\nu_{i+1}}(2) - a_{\nu_i,\nu_{i+1}}.$$ 

More generally, picking $k = \nu_{i+l}$ gives

$$a_{\nu_i,\nu_{i+l}}(2) = \sum_{j=1}^{p} b_{ij} a_{\nu_j,\nu_{i+l}}.$$

Since $a_{\nu_j,\nu_{i+l}} = 0$ if $j > i + l$, $b_{i,j} = 0$ if $j < i$ and $b_{ii} = 1$, the sum reduces to

$$a_{\nu_i,\nu_{i+l}}(2) = a_{\nu_i,\nu_{i+l}} + \sum_{j=i+1}^{i+l} b_{ij} a_{\nu_j,\nu_{i+l}} = a_{\nu_i,\nu_{i+l}} + \sum_{j=1}^{l} b_{i,i+j} a_{\nu_{i+j},\nu_{i+l}}.$$

Hence, because $a_{\nu_{i+l},\nu_{i+l}} = 1$, we can solve for $b_{i,i+l}$ to get

$$b_{i,i+l} = a_{\nu_i,\nu_{i+l}}(2) - a_{\nu_i,\nu_{i+l}} - \sum_{j=1}^{l-1} b_{i,i+j} a_{\nu_{i+j},\nu_{i+l}}.$$

**Proposition 4.5.3.** For the moment, let $a_{i,j}$ denote $a_{\nu_i,\nu_j}$. The elements $b_{i,i+l}$ of the matrix $N$ are given by $b_{i,i+1} = a_{i,i+1}(2) - a_{i,i+1}$ and for $l > 1$,

$$b_{i,i+l} = (a_{i,i+l}(2) - a_{i,i+l}) + \sum_{d=1}^{l-1} \sum_{1 \leq j_1 < j_2 < \cdots < j_d \leq l-1} (-1)^d (a_{i,i+j_1}(2) - a_{i,i+j_1}) a_{i+j_1,i+j_2} a_{i+j_2,i+j_3} \cdots a_{i+j_d,i+l}. \quad (4.5-7)$$
Proof. The case \( l = 1 \) was already observed. Suppose the formula holds for all \( 1 \leq j < l \) and \( i + l \leq p \). \( b_{i,i+l} \) is related to \( b_{i,i+j} \) for \( 1 \leq j < l \) by the relation

\[
b_{i,i+l} = a_{i,i+l}(2) - a_{i,i+l} - \sum_{j=1}^{l-1} b_{i,i+j} a_{i+j,i+l}.
\]

By the inductive hypothesis, each \( b_{i,i+j} \) term has the form 4.5-7. Therefore,

\[
\sum_{d=1}^{j-1} \sum_{1 \leq j_{1} < \ldots < j_{d} \leq j-1} (-1)^{d}(a_{i,i+j_{1}}(2) - a_{i,i+j_{1}})a_{i+j_{1},i+j_{d}} \cdots a_{i+j_{d},i+j} a_{i+j,i+l}.
\]

Hence,

\[
\sum_{j=1}^{l-1} b_{i,i+j} a_{i+j,i+l} = \sum_{j=1}^{l-1} (a_{i,i+j}(2) - a_{i,i+j}) a_{i+j,i+l} + \sum_{d=1}^{l-1} \sum_{1 \leq j_{1} < \ldots < j_{d} \leq j-1} (-1)^{d}(a_{i,i+j_{1}}(2) - a_{i,i+j_{1}})a_{i+j_{1},i+j_{d}} \cdots a_{i+j_{d},i+j} a_{i+j,i+l}.
\]

Using the fact that \( \sum_{j=2}^{j-1} \sum_{d=1}^{j-1} = \sum_{d=1}^{l-2} \sum_{j=d+1}^{l-1} \), changing some summation variables and inputting a few extra minus signs we can rewrite the above equation as

\[
\sum_{j=1}^{l-1} b_{i,i+j} a_{i+j,i+l} = -\sum_{j=1}^{l-1} (-1)^{j}(a_{i,i+j_{1}}(2) - a_{i,i+j_{1}}) a_{i+j_{1},i+l} - \sum_{d=1}^{l-2} \sum_{j=d+1}^{l-1} \sum_{1 \leq j_{1} < \ldots < j_{d} \leq j-1} (-1)^{d+1}(a_{i,i+j_{1}}(2) - a_{i,i+j_{1}}) a_{i+j_{1},i+j_{d}} \cdots a_{i+j_{d},i+j} a_{i+j,i+l}.
\]

Thinking of \( j = j_{d+1} \) we can write the sum \( \sum_{j=d+1}^{l-1} \sum_{1 \leq j_{1} < \ldots < j_{d} \leq j-1} \) as \( \sum_{1 \leq j_{1} < \ldots < j_{d+1} \leq l-1} \). Hence,

\[
\sum_{j=1}^{l-1} b_{i,i+j} a_{i+j,i+l} = -\sum_{j=1}^{l-1} (-1)^{j}(a_{i,i+j_{1}}(2) - a_{i,i+j_{1}}) a_{i+j_{1},i+l} - \sum_{d=1}^{l-2} \sum_{1 \leq j_{1} < \ldots < j_{d+1} \leq l-1} (-1)^{d+1}(a_{i,i+j_{1}}(2) - a_{i,i+j_{1}}) a_{i+j_{1},i+j_{d+1}} \cdots a_{i+j_{d+1},i+j_{d+1}} a_{i+j_{d+1},i+l}.
\]
We can rewrite the equation above as

\[
\sum_{j=1}^{l-1} b_{i,j} a_{i,j,i+l} = - \sum_{j=1}^{l-1} (-1)^j (a_{i,j,j+1} - a_{i,j}) a_{i,j,i+l} - \\
\sum_{d=2}^{l-1} \sum_{1 \leq j_1 < \cdots < j_d \leq l-1} (-1)^d (a_{i,j,j+1} - a_{i,j}) a_{i,j,j+2} \cdots a_{i,j,d-1,j+d} a_{i,j,d,i+l} \\
= - \sum_{d=1}^{l-1} \sum_{1 \leq j_1 < \cdots < j_d \leq l-1} (-1)^d (a_{i,j,j+1} - a_{i,j}) a_{i,j,j+2} \cdots a_{i,j,d-1,j+d} a_{i,j,d,i+l}
\]

Therefore,

\[
b_{i,i+l} = a_{i,i+l}(2) - a_{i,i+l} - \sum_{j=1}^{l-1} b_{i,j} a_{i,j,i+l} = a_{i,i+l}(2) - a_{i,i+l} + \\
\sum_{d=1}^{l-1} \sum_{1 \leq j_1 < \cdots < j_d \leq l-1} (-1)^d (a_{i,j,j+1} - a_{i,j}) a_{i,j,j+2} \cdots a_{i,j,d,i+l}
\]

showing the formula holds for \(b_{i,i+l}\).

**Proposition 4.5.4.** If \(\nu_i\) and \(\nu_{i+l}\) are incomparable, then \(b_{i,i+l} = 0\). If \(\nu_{i+l}\) is minimal over \(\nu_i\) then

\[
b_{i,i+l} = a_{\nu_i,\nu_{i+l}}(2) - a_{\nu_i,\nu_{i+l}} > 0.
\]

**Proof.** Recall that we are working with a quiver \(Q\) in which every simple cycle is a loop, and for which there is a path between two distinct cyclic vertices if and only if there is an arrow between them. Hence, \(\nu_i \preceq \nu_j\) if and only if \(a_{i,i+l} \neq 0\). Recall we are writing \(a_{i,i+l}\) for \(a_{\nu_i,\nu_{i+l}}\).

If \(\nu_i\) and \(\nu_{i+l}\) are incomparable, then \(a_{i,i+l}(m) = 0\) for all \(m\) as there are no paths from \(\nu_i\) to \(\nu_{i+l}\).

Consider a typical term in the sum in equation 4.5-7:

\[
a_{i,i+j_1}(n)a_{i,j_1,i+j_2} \cdots a_{i,j_d,i+l}
\]

where \(n\) is either 1 or 2. If this is not zero then there is a path of the form

\[
\nu_i \longrightarrow \nu_{i+j_1} \longrightarrow \cdots \longrightarrow \nu_{i+j_d} \longrightarrow \nu_{i+l}
\]
which shows $\nu_i < \nu_{i+1} < \cdots < \nu_{i+l}$ which is a contradiction. Hence, every term in the sum in equation 4.5-7 is zero. As $a_{i,i+l}(m) = 0$ for all $m$ we deduce from equation 4.5-7 that $b_{i,i+l} = 0$.

Suppose $\nu_{i+l}$ is minimal over $\nu_i$. Since $\nu_i \preceq \nu_{i+l}$, there is an arrow from $\nu_i$ to $\nu_{i+l}$. For every such arrow $a$, we get two paths from $\nu_i$ to $\nu_{i+l}$ of length 2 by either first traversing the loop at $\nu_i$ then followed by $a$ or traversing $a$ followed by the loop at $\nu_{i+l}$. Hence, $a_{\nu_i,\nu_{i+l}}(2) \geq 2a_{\nu_i,\nu_{i+l}}$ which implies $a_{\nu_i,\nu_{i+l}}(2) - a_{\nu_i,\nu_{i+l}} > 0$.

Again, if any term $a_{i,i+j_1}(n)a_{i+j_1,i+j_2} \cdots a_{i+j_d,i+l}$ in the sum of equation 4.5-7 is not zero, then there must be a path from $\nu_i$ to $\nu_{i+l}$ which passes through another cyclic vertex. This is a contradiction to the assumption that $\nu_{i+l}$ is minimal over $\nu_i$. Hence, every term in the sum is zero and we are left with

$$b_{i,i+l} = a_{\nu_i,\nu_{i+l}}(2) - a_{\nu_i,\nu_{i+l}} > 0.$$ 

$\square$

The binomial coefficients $\binom{m}{i}$, for a fixed $i$, determine polynomial functions with rational coefficients:

$$\binom{m}{i} = \frac{m(m-1) \cdots (m-i+1)}{i!}.$$ 

Let $f_i(m)$ denote this polynomial function. Then $f_i$ has degree $i$ and the roots are precisely $\{0, 1, \ldots, i-1\}$.

Consider the $n \times n$ Jordan block matrix

$$J(1,n) = \begin{pmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 1 & \cdots & 0 \\
& & & \ddots & \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}.$$ 

For any function $g$ analytic around 1, the $ij$-th entry of $g(J(1,n))$ is 0 if $i > j$ and $g^{(j-i)}(1)/(j-i)!$ if $i \leq j$. In particular, if $g(t) = t^z$ for $z \in \mathbb{Z}$, then

$$\frac{1}{i!} \left( \frac{d}{dt} \right)^i t^z \bigg|_{t=1} = \frac{z(z-1) \cdots (z-i+1)}{i!} = f_i(z).$$
Therefore, for all \( z \in \mathbb{Z} \), \((J(1,n)^z)_{ij} = 0 \) if \( i > j \) while
\[
(J(1,n)^z)_{ij} = f_{j-i}(z)
\]
for \( i \leq j \).

For the matrix \( N = (b_{ij}) \), all the eigenvalues of \( N \) are 1 and \( N \) is upper triangular. Hence, we can put \( N \) into Jordan canonical form over \( \mathbb{Q} \). Therefore, there is an invertible matrix \( S \in M_p(\mathbb{Q}) \) such that \( N = S^{-1}(J(1,n_1) \oplus \cdots \oplus J(1,n_l))S \) where \( n_1 + \cdots + n_l = p \). Therefore,
\[
N^z = S^{-1}(J(1,n_1)^z \oplus \cdots \oplus J(1,n_l)^z)S.
\]
Since the entries of \( J(1,n_i)^z \) are rational polynomial functions of \( z \) and the entries of \( S \) and \( S^{-1} \) are rational, we determine that the entries, \( b_{ij}(z) \), of \( N^z \) are rational polynomials of \( z \).

The matrix \( N \) can be written as \( N = I + U \) where \( I \) is the identity matrix and \( U \) is a strictly upper triangular matrix. Since \( U \) and \( I \) commute, \( U^m = 0 \) for \( m \geq p \) and \( \binom{m}{l} = 0 \) if \( m < l \), we can write
\[
N^m = (I + U)^m = \sum_{l=0}^{m} \binom{m}{l} U^l = \sum_{l=0}^{p-1} \binom{m}{l} U^l.
\]
If we let \( u_{ij}(l) \) be the \( ij \)-th entry of \( U^l \) then we determine
\[
b_{ij}(m) = \sum_{l=1}^{p-1} \binom{m}{l} u_{ij}(l) = \sum_{l=0}^{p-1} f_i(m)u_{ij}(l)
\]
which is a rational polynomial function in \( m \). Since \( b_{ij}(z) \) and \( \sum_{l=0}^{p-1} f_i(z)u_{ij}(l) \) are rational polynomials and \( b_{ij}(m) = \sum_{l=0}^{p-1} f_i(m)u_{ij}(l) \) for all \( m \in \mathbb{N} \),
\[
b_{ij}(z) = \sum_{l=0}^{p-1} f_i(z)u_{ij}(l).
\]
As \( N \) is upper triangular we know \( b_{ij}(z) = 0 \) if \( i > j \). We can also see that \( b_{ij}(z) \) is a polynomial of degree at most \( j - i \) since \( u_{ij}(l) = 0 \) if \( l > j - i \).

**Proposition 4.5.5.** If \( \nu_i \) and \( \nu_{i+t} \) are incomparable, then \( b_{i,i+t}(z) = 0 \). If \( \nu_{i+t} \) is minimal over \( \nu_i \), then \( b_{i,i+t}(z) = b_{i,i+t} \cdot z = (a_{\nu_i,\nu_{i+t}}(2) - a_{\nu_i,\nu_{i+t}})z \).
Proof. If $\nu_{i+l}$ is minimal over $\nu_i$ then we know $b_{i,i+l} = a_{\nu_i,\nu_{i+l}}(2) - a_{\nu_i,\nu_{i+l}} > 0$ by Proposition 4.5.4.

The elements $u_{ij}(m)$, for $m \geq 2$, are given by

$$u_{ij}(m) = \sum_{k_1=1}^{p} \cdots \sum_{k_{m-1}=1}^{p} u_{i,k_1} u_{k_1,k_2} \cdots u_{k_{m-1},j}.$$ 

The entries of $U$ satisfy $u_{ij} = b_{ij}$ if $i < j$ while $u_{ij} = 0$ if $i \geq j$. Hence, in a typical term $u_{i,k_1} u_{k_1,k_2} \cdots u_{k_{m-1},j}$, if $k_1 \leq i$, then $u_{i,k_1} = 0$, if $k_{m-1} \geq j$ then $u_{k_{m-1},j} = 0$ or if $k_{i+1} \leq k_i$ then $u_{k_i,k_{i+1}} = 0$. Hence, the only time the term is not necessarily zero is when $i < k_1 < \cdots < k_{m-1} < j$ in which case

$$u_{i,k_1} u_{k_1,k_2} \cdots u_{k_{m-1},j} = b_{i,k_1} b_{k_1,k_2} \cdots b_{k_{m-1},j}.$$

If $\nu_i$ and $\nu_{i+l}$ are incomparable then for any $i < k_1 < \cdots < k_{m-1} < i+l$, the term

$$b_{i,k_1} b_{k_1,k_2} \cdots b_{k_{m-1},j}$$

must be zero. If not, then by Proposition 4.5.4, it follows that $\nu_i \prec \nu_{k_1} \prec \cdots \prec \nu_{k_{m-1}} \prec \nu_{i+l}$ which is a contradiction as $\nu_i \nleq \nu_{i+l}$. Hence, $u_{i,i+l}(m) = 0$ for $m \geq 2$. However, $u_{i,i+l}(1) = u_{i,i+l} = 0$ and $u_{i,i+l}(0) = 0$ also holds. Hence,

$$b_{i,i+l}(z) = \sum_{j=0}^{p-1} f_j(z) u_{i,i+l}(j) = 0.$$ 

In the case where $\nu_{i+l}$ is minimal over $\nu_i$, we have

$$b_{i,k_1} b_{k_1,k_2} \cdots b_{k_{m-1},i+l} = 0$$

for otherwise, $b_{i,k_1}, b_{k_1,k_{i+1}}, b_{k_{m-1},i+l} \neq 0$ implies $\nu_i < \nu_{k_1} < \cdots < \nu_{i+l}$ which contradicts the minimality of $\nu_{i+l}$ over $\nu_i$. Thus, $u_{i,i+l}(m) = 0$ for $m \geq 2$. Therefore,

$$b_{i,i+l}(z) = \sum_{m=0}^{p-1} f_m(z) u_{i,i+l}(m) = u_{i,i+l}(0) + f_1(z) u_{i,i+l}(1) = zb_{i,i+l}.$$
Recall, the group $K_0(\text{QGr } kQ)$ is free with basis

$$\{[\mathcal{P}_1], \ldots, [\mathcal{P}_p]\}$$

and there are the relations

$$\mathcal{P}'(z) = N^z \mathcal{P}'(0)$$

where $\mathcal{P}'(z) = ([\mathcal{P}_{\nu_1}(z)], \ldots, [\mathcal{P}_{\nu_p}(z)])^T$. Hence, in $K_0(\text{QGr } kQ)$,

$$[\mathcal{P}_{\nu_i}(z)] = \sum_{j=1}^p b_{ij}(z) [\mathcal{P}_{\nu_j}].$$

It was already observed that every finitely generated projective $M \in \text{QGr } kQ$ is isomorphic to a direct sum of objects of the form $\mathcal{P}_{\nu_i}(z) = \pi^* e_{\nu_i} kQ(z)$. Hence, the positive cone of $K_0(\text{QGr } kQ)$ is generated as a monoid by the elements $\{[\mathcal{P}_{\nu_i}(z)] \mid z \in \mathbb{Z}, i = 1, \ldots, p\}$.

We have an isomorphism $\psi : K_0(\text{QGr } kQ) \to \mathbb{Z}^p$ which sends $[\mathcal{P}_{\nu_i}]$ to $e_i$. It will now be shown that under this isomorphism, $\psi(K_0(\text{QGr } kQ)^+) = \Delta(E_Q)$.

Recall that $\Delta(E_Q)$ is the submonoid of $\mathbb{Z}^p$ generated by elements of the form

$$e_i + \sum_{i < k} z_k e_k$$

where $z_k \in \mathbb{Z}$. Since $b_{ij}(z) = 0$ if $i > j$, $b_{ii}(z) = 1$ and $b_{ij}(z) = 0$ if $\nu_i$ and $\nu_j$ are incomparable, we determine

$$\psi([\mathcal{P}_{\nu_i}(z)]) = \sum_{j=1}^p b_{ij}(z) \psi([\mathcal{P}_{\nu_j}]) = e_i + \sum_{i < j} b_{ij}(z) e_j \in \Delta(E_Q).$$

Hence, $\psi(K_0^+(\text{QGr } kQ)) \subseteq \Delta(E_Q)$.

Since $E_Q$ is a finite poset, it has maximal elements. Let $L_1$ be the set of all maximal elements of $E_Q$. Inductively define $L_n$ to be the set of maximal elements of the poset $E_Q \setminus (L_1 \cup \cdots \cup L_{n-1})$ if the latter is non empty, otherwise $L_n = \emptyset$.

Let $v = (v_1, \ldots, v_n) \in \Delta(E_Q)$. If $\text{supp}(v) \subseteq L_1$, then every element in $\text{supp}(v)$ is minimal in $\text{supp}(v)$ and we can write $v = \sum_{i \in \text{supp}(v)} n_i e_i$ where $n_i > 0$. Hence, the element $[\mathcal{M}] = \bigoplus_{i \in \text{supp}(v)} \mathcal{P}_{\nu_i}^{n_i}$ is in $K_0^+(\text{QGr } kQ)$ and $\psi([\mathcal{M}]) = v$. 
Suppose we have shown every element \( v \in \Delta(E_Q) \) for which \( \text{supp}(v) \subset L_1 \cup \cdots \cup L_r \) is in \( \psi(K_0^+(\text{QGr } kQ)) \).

Consider an element

\[
n_i e_i + \sum_{i \prec k} z_k e_k \in \Delta(E_Q)
\]

where \( i \in L_{r+1} \) and \( n_i \geq 1 \). Let \( i_1, \ldots, i_t \) be all the elements in \( E_Q \) which are minimal over \( i \). Since \( \nu_{i,j} \) is minimal over \( \nu_i \), Propositions 4.5.4 and 4.5.5 imply \( b_{i,i,j}(z) = b_{i,j} z \) and \( b_{i,i,j} = a_{\nu_{i,j}}(2) - a_{\nu_{i,j}} > 0 \). Hence, we can find a \( z \in \mathbb{Z} \) such that \( z_{i,j} - b_{i,j}(z) > 0 \) for all \( i, j \).

Write

\[
n_i e_i + \sum_{i \prec k} z_k e_k = (n_i - 1)e_i + e_i + \sum_{i \prec k} b_{i,k}(z)e_k + \sum_{i \prec k} (z_k - b_{i,k}(z))e_k.
\]

Notice the support of the vector \( v = (v_1, \ldots, v_p) = \sum_{i \prec k} (z_k - b_{i,k}(z))e_k \) is contained in \( (i, \infty) = \{k \mid i \prec k \} \subset L_1 \cup \cdots \cup L_r \). Also, by the choice of \( z \), the term \( v_{i_j} = z_{i,j} - b_{i,j}(z) > 0 \) for all \( j \) minimal over \( i \). By Lemma 4.3.2, \( v \in \Delta(E_Q) \) since \( v_k > 0 \) for all \( k \) minimal in \( \text{supp}(v) \).

Since \( v \in \Delta(E_Q) \) and \( \text{supp}(v) \subset L_1 \cup \cdots \cup L_r \), we know \( v = \psi([\mathcal{M}]) \) for some finitely generated projective object \( \mathcal{M} \in \text{QGr } kQ \). Therefore,

\[
\psi([\mathcal{D}_{\nu_i}^{-1} \oplus \mathcal{P}_{\nu_i}(z) \oplus \mathcal{M}]) = (n_i - 1)e_i + e_i + \sum_{i \prec k} b_{i,k}(z)e_k + v = n_i e_i + \sum_{i \prec k} z_k e_k.
\]

Thus, every element of the form \( n_i e_i + \sum_{i \prec k} z_k e_k \) with \( i \in L_{r+1} \) is in \( \psi(K_0^+(\text{QGr } kQ)) \). If \( v \in \Delta(E_Q) \) and \( \text{supp}(v) \subset L_1 \cup \cdots \cup L_r \cup L_{r+1} \), then we can write \( v = \sum_{i \in L_1 \cup \cdots \cup L_{r+1}} (n_i e_i + \sum_{i \prec k} z_i^k e_k) \) where the \( n_i \geq 0 \) and \( z_i^k = 0 \) for all \( i \prec k \) if \( n_i = 0 \). Since every element of the form \( n_i e_i + \sum_{i \prec k} z_i^k e_k \) appearing in \( v \) is in \( \psi(K_0^+(\text{QGr } kQ)) \), we get \( v \in \psi(K_0^+(\text{QGr } kQ)) \).

Therefore, every vector \( v \in \Delta(E_Q) \) with \( \text{supp}(v) \subset L_1 \cup \cdots \cup L_{r+1} \), is in the image of \( K_0^+(\text{QGr } kQ) \).

Since \( E_Q \subset L_1 \cup \cdots \cup L_n \) for \( n \gg 0 \), we get by induction that \( \Delta(E_Q) \subset \psi(K_0^+(\text{QGr } kQ)) \).

Thus, \( \psi : K_0(\text{QGr } kQ) \rightarrow \mathbb{Z}^p \) is a group isomorphism such that

\[
\psi(K_0^+(\text{QGr } kQ)) = \Delta(E_Q)
\]
and Theorem 4.4.1 is proved.
Chapter 5

AN EXPLICIT EQUIVALENCE

5.1 An equivalence coming from progenerators.

The proof of Theorem 1.2.4 using Grothendieck groups gives the existence of an equivalence $\text{QGr}_k Q \equiv \text{QGr}_k Q'$ when $E_Q = E_{Q'}$. This Section gives an explicit description of an equivalence.

Given a path algebra $kQ$ of finite GK-dimension, the element $(1, 1, \cdots, 1) \in \Delta(E_Q) \subset \mathbb{Z}^p$ is an order unit. To see this just note that for any $(v_1, \ldots, v_p) \in \mathbb{Z}^p$,

$$n(1, \ldots, 1) - (v_1, \ldots, v_p) \in \mathbb{N}^p \subset \Delta(E_Q)$$

for $n \gg 0$.

The isomorphism from $K_0(\text{QGr}_k Q) \rightarrow \mathbb{Z}^p$ was constructed by first using the Veronese equivalence $V : \text{QGr}_k Q \rightarrow \text{QGr}_k Q^{(n)}$ for a sufficient choice of $n$ and then mapping the elements $[\pi^*e_{\nu_i} kQ] \rightarrow e_i$ where the $\nu_i$ are the cyclic vertices of $Q$. Let $P = e_{\nu_1} kQ \oplus \cdots \oplus e_{\nu_p} kQ \in \text{Gr}_k Q$. Then under the isomorphism $K_0(\text{QGr}_k Q) \rightarrow \mathbb{Z}^p$;

$$[\oplus_{i=1}^p \pi^*e_{\nu_i} kQ] \xrightarrow{V} [\oplus_{i=1}^p \pi^*e_{\nu_i} kQ^{(n)}] \xrightarrow{\psi} (1, \ldots, 1)$$

Therefore, the element $[\pi^*P]$ is an order unit in $K_0(\text{QGr}_k Q)$.

For an ultramatrical algebra $A$, a finitely generated projective module is an order unit in $K_0(A)$ if and only if it is a generator, see Chapter 20 of [6]. Hence, $\pi^*P$ is a finitely generated projective generator in the category $\text{QGr}_k Q \equiv \text{Mod S}(Q)$ which implies there is an equivalence of categories

$$\text{Hom}_{\text{QGr}_k Q}(\pi^*P, -) : \text{QGr}_k Q \rightarrow \text{Mod End}_{\text{QGr}_k Q}(\pi^*P).$$

Following the ideas in [10], we can show $\text{End}_{\text{QGr}_k Q}(\pi^*P)$ is an ultramatrical algebra.
A basis of the graded vector space $P$ consists of all paths in $Q$ that begin at a cyclic vertex. The torsion elements of $P$ are all paths which end at a vertex $v$ which is the source of only finitely many paths. Hence, the torsion submodule $\tau P$ has a basis consisting of all paths in $Q$ that start at a cyclic vertex and end at a vertex $v$ which is the source of only finitely many paths. The natural quotient map $P \to P/\tau P$ is an isomorphism in $QGr kQ$ and thus induces an isomorphism of algebras

$$\text{End}_{QGr kQ}(\pi^* P) \cong \text{End}_{QGr kQ}(\pi^* (P/\tau P)).$$

Write $P'$ for $P/\tau P$.

By definition,

$$\text{End}_{QGr kQ}(\pi^* (P')) = \lim_{\longrightarrow} \text{Hom}_{Gr kQ}(M, P'/N)$$

where the direct limit is over all pairs $M, N$ such that $P'/M$ and $N$ are torsion. Since $P'$ is a finitely generated module, if $P'/M$ is torsion then $P'/M$ must be finite-dimensional. Thus, $M \supset P'_{\geq n}$ for some $n$. As $P'$ is torsion free it follows that

$$\text{End}_{QGr kQ}(\pi^* P') = \lim_{\longrightarrow} \text{Hom}_{Gr kQ}(P'_{\geq n}, P')$$

where the structure maps in the direct limit are given by restriction of morphisms.

Since graded morphisms must preserve degree,

$$\text{Hom}_{Gr kQ}(P'_{\geq n}, P') \cong \text{Hom}_{Gr kQ}(P'_{\geq n}, P'_{\geq n})$$

as vector spaces and thus there is an isomorphism of vector spaces

$$\text{End}_{QGr kQ}(\pi^* P') \cong \lim_{\longrightarrow} \text{Hom}_{Gr kQ}(P'_{\geq n}, P'_{\geq n}).$$

However, from the definition of composition in $QGr kQ$ it can be checked that this isomorphism of vector spaces respects composition and is thus a $k$-algebra isomorphism.

As $P'_{\geq n} = P'_{n}kQ$, each morphism $\varphi \in \text{Hom}_{Gr kQ}(P'_{\geq n}, P'_{\geq n})$ is completely determined by $\varphi|_{P'_{n}} : P'_{n} \to P'_{n}$ which is a morphism of right $kQ_0$-modules. Hence, there is an injective $k$-algebra map

$$\text{Hom}_{Gr kQ}(P'_{\geq n}, P'_{\geq n}) \to \text{Hom}_{kQ_0}(P'_{n}, P'_{n}).$$
Suppose $\varphi \in \text{Hom}_{kQ_0}(P_n', P_n')$. Given a path $p = a_1 \cdots a_n \cdots a_{n+i}$ of length $n+i$ which is not in $\tau P$, define

$$\varphi(p) = \varphi(a_1 \cdots a_n) a_{n+1} \cdots a_i \in P'. $$

Since paths in $P$ not in $\tau P$ form a basis for $P' = P/\tau P$, this extension of $\varphi$ defines a graded vector space map $\varphi : P'_{\geq n} \to P'_{\geq n}$ which can be seen to be morphism of graded $kQ$-modules. Hence, the natural map $\text{Hom}_{GrkQ}(P'_{\geq n}) \to \text{Hom}_{kQ_0}(P_n', P_n')$ is an isomorphism.

As a vector space, we can write $P'_{\geq n} = \bigoplus_{i \in Q_0} P'_n e_i$. Any right $kQ_0$ module morphism $\varphi : P'_n \to P'_n$ must satisfy $\varphi(P'_n e_i) \subset P'_n e_i$. Hence, any $\varphi \in \text{End}_{kQ_0}(P'_n)$ is completely determined by linear transformations $\varphi_i : P'_n e_i \to P'_n e_i$. Moreover, given linear maps $\psi_i : P'_n e_i \to P'_n e_i$, there is a right $kQ_0$-module homomorphism $\psi : P'_n \to P'_n$ such that $\psi|_{P'_n e_i} = \psi_i$. Hence, $\text{Hom}_{kQ_0}(P'_n, P'_n)$ is a product of matrix algebras.

Thus, the endomorphism algebra $\text{End}_{GrkQ}(\pi^* P) \cong \text{End}_{GrkQ}(\pi^* P')$ is a direct limit of matricial algebras and is thus an ultramatricial algebra.

**Proposition 5.1.1.** Let $kQ$ be a path algebra of finite GK-dimension. Let $P = \bigoplus_{i \in Q} kQ$ where the sum is over all cyclic vertices. Then $\text{End}_{GrkQ}(\pi^* P)$ is an ultramatricial algebra. Moreover, $\pi^* P$ is a finitely generated projective generator so the functor $\text{Hom}_{GrkQ}(\pi^* P, -)$ is an equivalence of categories

$$\text{QGr} kQ \equiv \text{Mod} \text{End}_{GrkQ}(\pi^* P).$$

From the equivalence $\text{Mod} \text{End}_{GrkQ}(\pi^* P) \equiv \text{QGr} kQ$, we get an isomorphism of pre-ordered abelian groups

$$(K_0(\text{End}_{GrkQ}(\pi^* P)), K_0^+(\text{End}_{GrkQ}(\pi^* P)) \cong (\mathbb{Z}^p, \Delta(E_Q))$$

which sends $[\text{End}_{GrkQ}(\pi^* P)]$ to the element $(1, \ldots, 1)$.

Suppose $kQ'$ is another path algebra of finite GK-dimension and $E_{Q'} = E_Q$. Let $P'$ be the element $\bigoplus_{\mu} kQ'$ where the sum is over cyclic vertices of $Q'$. Then we get isomorphisms
of preordered abelian groups

\[(K_0(\text{End}_{QGr_k Q}(\pi^* P)), K_0(\text{End}_{QGr_k Q}(\pi^* P)^+)) \to (\mathbb{Z}^p, \Delta(E_Q)) = (\mathbb{Z}^p, \Delta(E_{Q'}) \to (K_0(\text{End}_{QGr_k Q'}(\pi^* P')), K_0(\text{End}_{QGr_k Q'}(\pi^* P'))^+)
\]

where \([\text{End}_{QGr_k Q}(\pi^* P)] \mapsto [\text{End}_{QGr_k Q'}(\pi^* P')].\)

Hence, \(\text{End}_{QGr_k Q}(\pi^* P)\) and \(\text{End}_{QGr_k Q'}(\pi^* P')\) are ultramatricial algebras for which there is an isomorphism of their Grothendieck groups which sends the order unit \([\text{End}_{QGr_k Q}(\pi^* P)]\) to the order unit \([\text{End}_{QGr_k Q'}(\pi^* P')].\) The following Theorem in [6] then implies \(\text{End}_{QGr_k Q}(\pi^* P)\) and \(\text{End}_{QGr_k Q'}(\pi^* P')\) are isomorphic as \(k\)-algebras.

**Theorem 5.1.2** ([6], Thm 15.26 page 221). Let \(R\) and \(S\) be ultrmatricial algebras. If there is an isomorphism \((K_0(R), K_0^+(R)) \to (K_0(S), K_0^+(S))\) which sends \([R] \to [S]\), then \(R \cong S\) as \(k\)-algebras.

Hence, we now have an explicit description of the equivalence \(QGr_k Q \equiv QGr_k Q'\).

\[QGr_k Q \xrightarrow{\cong} \text{Mod End}(\pi^* P) \xrightarrow{\cong} \text{Mod End}(\pi^* P') \xleftarrow{\cong} QGr_k Q'
\]

The first and third equivalences are coming from “homing” out of the objects \(\pi^* P\) and \(\pi^* P'\) respectively while the middle is due to the isomorphism

\[\text{End}_{QGr_k Q}(\pi^* P) \cong \text{End}_{QGr_k Q'}(\pi^* P').\]
Chapter 6

THE CASE OF SEMI-SIMPLICITY

6.1 Path Algebras of GK-dimension one.

This last section shows $\text{QGr } kQ$ is a semisimple category when the path algebra has GK-dimension 1. This also takes care of the left and right Noetherian path algebras as such algebras will be shown to have GK-dimension at most 1.

Suppose $kQ$ is a path algebra of GK-dimension one. Given any cycle $C$ in $Q$, there are no cycles larger than $C$. Hence, if $v$ is a cyclic vertex, then there are only finitely many paths that start at $v$ which do not end at a vertex in $C$. Using the notation set up at the beginning of section 3.1, the projective resolution for $P_v$ is

$$
0 \longrightarrow \bigoplus p^m a_1 \cdots a_i b kQ \longrightarrow e_v kQ \longrightarrow P_v \longrightarrow 0.
$$

Since there are only finitely many paths of the form $bq$ when $b \neq a_i$ starts at a cyclic vertex, we know

$$p^m a_1 \cdots a_i b kQ$$

is finite dimensional and hence torsion. Hence, pushing the above exact sequence through $\pi^*$ induces an isomorphism

$$\pi^* (e_v kQ) \cong \pi^* \mathcal{O}_v.$$

This shows in particular, that the simple objects in $\text{QGr } kQ$ are projective.

The progenerator $\pi^* P = \bigoplus \pi^* e_{\nu_i} kQ$ is therefore isomorphic to the sum of the cyclic point modules

$$\pi^* P \cong \bigoplus \pi^* \mathcal{O}_{\nu_i}.$$
Lemma 6.1.1. Let $M$ be a point module over an $\mathbb{N}$-graded $k$-algebra $A$. Then

$$\text{End}_{\text{QGr}} A(\pi^* M) \cong k.$$ 

Proof. Write $M = \bigoplus k e_i$ where $e_i$ is a basis element for $M_i$. By definition,

$$\text{End}_{\text{QGr}} A(\pi^* M) = \lim_{\rightarrow} \text{Hom}_{\text{Gr}} A(M', M/M'')$$

where the direct limit is over all graded submodules $M', M''$ of $M$ such that $M/M'$ and $M''$ are torsion. Since $M$ is a point module, the only non-zero graded submodules are those of the form $M_{\geq n}$ for $n \geq 0$. Since none of these submodules are torsion and all have torsion cokernels, we get

$$\text{End}_{\text{QGr}} kQ(\pi^* M) = \lim_{\rightarrow} \text{Hom}_{\text{Gr}} A(M_{\geq n}, M).$$

If $\varphi : M_{\geq n} \to M$, then for all $i \geq n$, there exists $\beta_i \in k$ such that $\varphi(e_i) = \beta_i e_i$. Since $M$ is a point module, there exists $a_i \in A_1$ such that $e_{i+1} = e_i a_i$. Hence,

$$\beta_i e_{i+1} = \beta_i e_i a_i = \varphi(e_i)a_i = \varphi(e_{i+1}) = \varphi(e_{i+1}) = \beta_{i+1} e_{i+1}$$

which implies $\beta_{i} = \beta_{n}$ for all $i \geq n$. This shows

$$\text{Hom}_{\text{Gr}} A(M_{\geq n}, M) \cong k$$

for all $n \in \mathbb{N}$. Moreover, the canonical map

$$\text{Hom}_{\text{Gr}} A(M_{\geq n}, M) \to \text{Hom}_{\text{Gr}} A(M_{\geq n+i}, M),$$

which determines the direct limit, is the identity when the Hom spaces are identified with $k$. Thus,

$$\text{End}_{\text{QGr}} kQ(\pi^* M) \cong k.$$ 

\[\square\]

Proposition 6.1.2. Let $kQ$ be a path algebra of GK-dimension one. Let $P = \bigoplus e_i kQ$ be the object defined above. Then

$$\text{End}_{\text{QGr}} kQ(\pi^* P) \cong k^n$$

where $n$ is the number of cyclic vertices in $Q$. 

Proof. By Lemma 6.1.1 we know $\text{End}_{\text{QGr}} kQ(O_v) = k$ for each cyclic vertex $v$. Moreover, $O_v \not\cong O_w$ if $v \neq w$. Hence,

$$\text{End}_{\text{QGr}} kQ(\pi^* P) \cong \prod \text{End}_{\text{QGr}} kQ(O_v) \cong k^n$$

where $n$ is the number of cyclic vertices. 

Theorem 6.1.3. Let $kQ$ be a path algebra of GK-dimension one. Then there is an equivalence of categories

$$\text{QGr} kQ \equiv \text{Mod} k^n$$

where $n$ is the number of cyclic vertices in $Q$.

Proof. This follows from the equivalence $\text{QGr} kQ \equiv \text{Mod} \text{End}_{\text{QGr}} kQ(\pi^* P)$ and the isomorphism $\text{End}_{\text{QGr}} kQ(\pi^* P) \cong k^n$ where $n$ is the number of cyclic vertices. 

6.2 Noetherian path algebras.

As before, path algebras are assumed to be have infinite dimension. There is a simple condition on the quiver $Q$ which determines when $kQ$ is right or left Noetherian.

- A path algebra $kQ$ is left Noetherian if and only if for each cyclic vertex $v$, there is only one arrow whose target is $v$.

- A path algebra $kQ$ is right Noetherian if and only if for each cyclic vertex $v$, there is only one arrow whose source is $v$.

Notice that the presence of a doubly cyclic vertex implies the existence of a cyclic vertex which is the source of at least two distinct arrows. Hence, a left or right Noetherian path algebra has no doubly cyclic vertices. Therefore, if $kQ$ is left or right Noetherian, then $kQ$ has finite GK-dimension.
If $C_1$ and $C_2$ are distinct simple cycles of $Q$, then a path from a vertex of $C_1$ to vertex of $C_2$ implies there are cyclic vertices $v$ and $u$ such that $v$ is the source of more than one arrow and $u$ is the target of more than one arrow. Hence, there can be no paths between simple cycles in $Q$ if $kQ$ is left or right Noetherian. Therefore, if $kQ$ is left or right Noetherian, then every element of the poset $\mathcal{C}(Q)$ is maximal (and minimal) which implies $kQ$ has GK-dimension one.

Since a right or left Noetherian path algebra has GK-dimension one, Theorem 6.1.3 has the following corollary.

**Corollary 6.2.1.** Let $kQ$ be a left or right Noetherian path algebra. Then

$$QGr\ kQ \equiv \text{Mod } k^n$$

where $n$ is the number of cyclic vertices in $Q$. 
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