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ABSTRACT
In the paper Controlling Garbage Collection and Request Admission to Improve Performance of FaaS Applications[30], we verified and evaluated the impact of memory management mechanics of programming languages in the context of Functions as a Service (FaaS) via simulation experiments. The results of this study pointed to an impact of up to 11.68% on the response time of requests when a garbage collector procedure was executed during the execution of a CPU-bound function. As future work, we listed a few threats to the validity of the results attained, and among them, we cited the validation of the simulation model used. The validation of the model is important because it validates the results generated in the simulation experiments, which ensures realistic results. In this work, we proposed and executed a validation to the simulation model used in the previous work. To do so, we run measurement experiments in a public FaaS platform and simulation experiments of the same scenarios using the same simulator of the previous paper. Then, we validate the simulator by comparing the results obtained in both experiments to ensure that the simulation result and the measurement one are equivalent.
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1 INTRODUCTION
Function as a Service (FaaS) is a recent offer of computing as a service and a model of Serverless computing [20]. It is an event-driven computing model that is based on the execution of ephemeral stateless functions in containers [32]. A function, in this model, is triggered by events predefined, and all the burden of resource management is outsourced to the platform. An event, for instance, might be a function invocation request from a user client or another function instance. In this way, FaaS promises to reduce the time to deliver software, as well as providing flexible scalability (on function level) and a more precise billing system based on the time in which each function has been processing events [9, 22].
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Although popular and promising [19], FaaS is still a new Cloud Computing offer. There are studies categorizing it [10], evaluating its performance [23, 29], and proposing new approaches to deal with already known problems [37]. Still, there are open problems in this field and among them, we emphasize the performance degradation of FaaS platforms (and applications) due to the runtime background activity [30].

Using simulation, we estimated the consequences of using Garbage Collector (GC) for FaaS scenarios [30]. We observed that when a GC routine was triggered during function execution, the response time of this function call was increased by up to 11.68% [30]. We also proposed an approach to mitigate this impact by controlling garbage collection and request admission using the Garbage Collector Control Interceptor (GCI), a technique used to avoid the impact of GCs [12, 13]. The results attained of using the GCI in the FaaS context were the reduction of the microservice response time of up to 10.86% and saving of resources costs of 7% [30].

The previous study mentioned is still a work in progress. There are some threats to the validity of results that we made sure to point out, such as the lack of variety of used functions or a more representative set of FaaS functions, the usage of a synthetic workload upon a discrete probability distribution (Poisson), and the absence of validation for the simulator used. Although the simulator was properly tested and verified, no further validation was done. The validation process is important because it gives us credibility about its results. Thus, the main objective of this work is to validate the simulator used in the previous work and evaluate if the model and production environment are similar. To do so, we executed experiments using the simulation model and the scenarios of the previous study and compared them under statistical analysis.

The remainder of this paper is organized as follows. In Section 2, we introduce the basics of our previous work [30], such as the results and conclusions attained, and then we talk about main concepts of validation, such as validation terminology and validation approach to be used in this work. Then, in Section 3, we present our approach to validation, describing the simulator model and its components, the validation process used, and the measurements experiments. In Section 4, we present and discuss the results attained. Finally, in Section 5, we present our final remarks and possible future work.

2 BACKGROUND
In this section, we describe the previous study we are going to continue as well as the basic concept behind this work, which is the validation process. In Section 2.1 we introduce our previous study [30] discussing what it is, what results were accomplished, and briefly how it was attained. Following, in Section 2.2 we present
the basics of the validation process we are going to use in this work, such as definition and general usage.

2.1 Previous Work
As mentioned in the Introduction, in the previous work [30], we evaluated the drawback of letting FaaS functions be vulnerable to Garbage Collector (GC) activity. The paper "Controlling Garbage Collection and Request Admission to Improve Performance of FaaS Applications" [30] not only showed that a GC might increase the response time by up to 11.68%, but also provided a solution to mitigate this impact that reduced the same metric of up to 10.86% and reduced the resource costs by 7%. As said, although the results attained are very promising, some threats to its validity require further work.

The previous work [30] is a study that evaluated the relation of performance (in terms of service time) degradation of FaaS functions and the memory management procedures of the programming language in which the function was coded with. The main two scenarios studied were, initially, a function execution that was impacted by garbage collections and another function execution free of any GC intervention. In both scenarios, the function used was the image resizer, a popular FaaS function in the literature [2, 27].

Once the GC impact was properly evaluated with a workload much simpler, simulation experiments were performed to evaluate it under a more complex workload configuration. The complex workload configuration used was a series of function invocations in which the time between each invocation was defined following a probability distribution - the Poisson distribution to be precise. The FaaS platform behavior and function environment considered to the experiments were based on the AWS Lambda. The same process was executed to compare the feasibility of the solution proposed.

The results attained in this study, and its conclusions, were obtained using simulation experiments. The simulation model used is described further in Section 3.1. For the scope of the previous work, the precision of the simulated distribution shape of the response time was essential since the strategy behind the solution suggested is highly impacted by the shape of the distribution.

2.2 Model Validation
A key concept to understand this work is validation. While verification often stands for ensuring that a conceptual model and its implementation are correct [11, 33], model validation stands for a satisfactory accuracy of the computerized model with the intended application of the model within its domain of applicability [1, 33]. In other words, validation is a process where the used model is tested to ensure that it does represent what it is proposed to represent, considering the scenarios that are important to it. It is an important process because it validates the model tested and also any information acquired from using this model in some simulation experiment.

There are a variety of methods used to validate simulation models and assert its validity, ranging from approaches such as comparisons between models to the usage of data generated by an actual system [26]. In this study, to validate the simulator, we use a Predictive Validation technique. The Predictive Validation approach consists of using a simulation model to predict, or forecast, the behavior of the target system, and then compare the results attained to determine if they are the similar [34]. We decided to use the Predictive Validation because it was the technique that best feat in out conditions, but there were two other interesting approaches as well, such as the Face Validity and the Comparison to Other Models.

3 METHODOLOGY
The main goal of this work is to validate whether the simulator used in the previous work [30] is able to produce realistic results from various scenarios. Thus, in this work, we perform a validation of the simulator mentioned using the predictive validation approach, as highlighted in Section 2.2. We evaluate if the results attained with the simulator are realistic by comparing them to measurement experiment results, which are, by default, realistic since they are collected from a real function in production.

To avoid misleading understandings, we emphasize that since the input of the simulator is generated by measurement experiments, there are two sorts of measurement experiments. One of them (described in Section 3.3.1) was used as simulation input, while the other one (described in Section 3.3.2) was used for comparison purposes. Thus, we will call the measurement experiments used for the simulation input just as input experiments.

The remainder of this section is described as follows: In Section 3.1, we discuss the simulation model used in the previous [30] and current work and briefly describe each main component of the Simulator. Then, in Section 3.2, we discuss the validation process, metrics, and the scope of this validation. Finally, in Section 3.3 we describe the measurement experiments performed to provide input to the simulations as well as realistic results for comparison and validation purposes.

3.1 Simulation Model
Even though lots of infrastructures of public FaaS platforms have many aspects in common, such as a simple deployment, a dynamic resource provisioning, and a pay-per-use billing, they are not equals. In fact, they vary a lot in many other aspects. For instance, GCP Cloud Functions [8] and AWS Lambda [4] differ in terms of available events that triggers the execution of functions, resource specs, and supported execution environment. Not only the platforms differ from each other, but applications (the functions) might as well, and their workload too (which varies from applications to applications).

So, during the modeling of the simulator used, some challenges showed up. First, since FaaS is fairly new, how to choose a proper function, platform, and workload to representatively evaluate it? and, for instance, even taking a public FaaS provider as a reference, how to properly simulate its environment if its internal settings are typically not public? To address these issues, in [30], we decided to use AWS Lambda platform as a reference and executed a couple of functions on it to collect as much internal information as possible. Regarding a representative function, we solely choose to use as reference a FaaS function popular in literature and run it using the settings we were able to retrieve. Finally, regarding to the workload, to make things simple, we choose a synthetic workload using the Poisson distribution to generate the inter-arrival of each
function invocation during simulations. Thus, the model to validate is
purposed to simulate the AWS Lambda environment, by a chosen
function, and a chosen workload. It is a simplified version of the
platform having only the main abstractions of it.

The decision of use the AWS Lambda was made based on the fact
that AWS Lambda platform is a very popular public offering in this
field [31, 38]. Among its characteristics, we highly considered and
applied in this simulation model the serial execution of requests by
function replicas [5], the termination of function replicas after an
idle period of time [17], and the reuse of replicas most used recently.
The internal settings collected were used to understand the platform
and also to setup the measurement experiment (read Section 3.3 for
further details about the measurement experiments) since in our
study we used the same internal settings of AWS Lambda to run
experiments and measure the response time to be used as blueprint
by the simulations. Lastly, the chosen function, as introduced in 2,
was a image resizer function popular in FaaS literature [2, 27].

3.1.1 Workload Generator. The first entity in this model is
the Workload Generator (WG). The primary goal of WG is to send
requests to the load balancer according to a statistical distribution.
More precisely, the WG defines the time between the sending of
each request based on a discrete probability distribution. So, after
a given number of simulated time, the WG sends to the load balancer
a function invocation. In this work, we modeled the inter-arrival
time according to a Poisson distribution. In Figure 1, it is the first
step of the requests flow in the simulation environment.

3.1.2 Load Balancer. The second entity of the simulated model is
the Load Balancer (LB). We chose this model based on observations
of how AWS Lambda works. Since we know AWS Lambda scale
down its replicas based on inactivity time, we judge that its LB
cannot distribute the load using popular policies such as Round-
Robin, once it would uniformly restart the idle time counter. So, our
LB receives all generated requests from the WG and schedules them
to an available replica. Regarding the scheduling, the LB chooses
the replica which has most recently become available. Lastly, the
requests are processed according to the first-in-first-out (FIFO)
policy. In Figure 1, it is the second component an invocation hits
after being generated by the WG.

3.1.3 Dynamic Resources Provisioning System. The third compo-
nent of this simulator model is the Dynamic Resources Provisioning
System (DRPS). It is responsible to start new function replicas or
terminating the idle ones whenever is needed. It starts new replicas
when a new request arrives, and there is no available replica to
process it. This is the case when all replicas are busy processing
other requests or when there is no replica available. The DRPS
automatically terminates replicas when they remain idle for some
time. This idleness period until replica removal is configurable, and
the default value is 5 minutes. In Figure 1, it is composed by the
steps 3 and 4, and is the last component an invocation hits before
being received by a function replica.

3.1.4 Function Replica. The last component of this model is the
Function Replica. Our model of the Function Replica dictates its
performance, as response times, when processing requests. In addi-
tion to the response time, the modeled response time also accounts
for runtime environment interference, for instance, the impact of
runtime startup, automatic memory management, and cold starts.
This last one, cold starts, is a problem of virtualization technique
that FaaS has inherited due to the fact that functions are executed in
containers [24]. The cold start a is delay in the function execution
due to the fact that there is no ready resource, or container, to host
the execution [37].

The model of each function replica is represented as a sequence of
(duration, status code) tuples. Each tuple of this sequence represents
the processing of a request. Thus, the model simulates the replica
behavior by reproducing the duration and the status code of each
tuple in that sequence. For instance, upon receiving the first request,
the simulated replica returns the first tuple of the set associated
with it. The procedure repeats to all the following replicas and
requests.

In Figure 1, when the generated function invocation hits the step
5, the Function Replica assign to this invocation the duration and
status code of the current tuple, simulating the behavior of this

3.1.1 Workload Generator. The first entity in this model is the
Workload Generator (WG). The primary goal of WG is to send
requests to the load balancer according to a statistical distribution.
More precisely, the WG defines the time between the sending of
each request based on a discrete probability distribution. So, after
a given number of simulated time, the WG sends to the load balancer
a function invocation. In this work, we modeled the inter-arrival
time according to a Poisson distribution. In Figure 1, it is the first
step of the requests flow in the simulation environment.

Figure 1: Request’s flow through the simulated model compo-
nents. The Workload Generator (WG) periodically sends
requests to the Load Balancer (LB), which redirects it to the
Dynamic Resources Provisioning System (DRPS), the one
that make sure to redirect the request to a available func-
tion, even if it have to create another function replica.
invocation to be the same of one of the invocations measured before. In the Figure, function might green or red to illustrates that it might be available or busy. To better represent the state of practice, in our simulations, the model of the function replicas was instantiated based on experimental measurements (explained in Section 3.3), and each simulated replica is associated with a result of a different measurement experiment.

### 3.2 Validation Process

![Flow diagram of the validation process](image)

**Figure 2:** Flow diagram of the validation process. The first step was the measurement experiment to collect the simulation input and statistics from the function deployed. Then a simulation and measurement experiment were executed based on this data. Finally, the whole data was analyzed in order to validate the simulation model.

The process of validation used in this work was predictive validation. It consists of executing measurement and simulation experiments, both for the same scenarios, and comparing the results obtained under statistical analysis to assert if the simulation model was able to forecast the system behavior. This section describes in detail the validation process designed and each step of its execution as shown in Figure 2. Later, we discuss the simulation experiments used for this process.

To perform the simulation experiment we need to generate the proper input to the simulator, which we get from the input experiments pointed in Section 3.1.4 and described further in Section 3.3.1. Briefly, the input experiments is a simple measurement experiments, an experiment using a sequential workload in order to avoid concurrent execution of functions. After collecting the input required, we execute simulation and measurement experiments using a more complex workload for the same scenarios. Once the measurement and simulation experiment are done, we compare, as said, its results under a confidence interval to ensure that the simulation results can be representative and relevant. We want to validate the results of the simulator and check whether its results are realistic for the scenarios studied previously [30].

Figure 2 illustrates the whole process of validation in a flow diagram. The first step in the validation process is the input experiments aimed to collect the simulation input and statistical measures from the function behavior in the production environment. More details about this experiments in 3.3.1. Next, we execute two sorts of experiments: a simulation experiment (described in Section 3.4) and a measurement experiment for validation purposes (described in Section 3.3.2). Both these measurement and simulation experiments focus on collect mainly the service time, i.e. the time took to execute function code.

After that, as in the Figure 2, all the output from the simulation and measurement experiments (including the input experiments) are used in the analysis step, the one in which our validation conclusion comes from. Next, both measurement and input experiments are described in detail later in Section 3.3, and Section 3.4 focused solely in describe the simulation experiment.

### 3.3 Measurement Experiments

As introduced in Section 3, our study contains two types of measurement experiments, the input experiments and the measurement experiments. The input experiments are the measurement experiments executed aiming to generate inputs to the simulation and the measurement experiments are the ones executed in order to generate results for comparison purposes. The input experiments focused on generating the simulator inputs and are essential to the understanding of the function behavior in the AWS Lambda environment. It also was used to generate the workload used in the measurement experiments, since the workload settings required the mean of the function response time. These experiments were carefully design to mitigate interference from external sources to focus only on the runtime environment. Thus, we argue that the observed response time is mainly due to the function service time, i.e., the function code plus runtime procedures, and the cold start. For both two measurement experiments, the illustration in Figure 3 emphasizes the environment of these measurements. The following sections describes in details the measurement experiments executed for simulation input and validation comparison purposes.

![Experiment environment](image)

**Figure 3:** Experiment environment for both measurement experiments. The Workload Generator (WG) running in a different virtual machine sends requests to a function replica in the AWS Lambda environment and collect the service time (time took to process the function code). The WG sends the requests following a predefined distribution (sequential or Poisson, depending on the type of the measurement experiment).

#### 3.3.1 Simulation Inputs

In order to collect the simulation inputs, our experiments measured the performance of a resize function function [14], which is a popular application used in performance evaluation[2, 27]. Each function invocation reduces a 560KB sized image to 10% of its original size. To reduce the effect of I/O transfers and network fluctuations in experiment results, the original image is loaded and stored in memory during the function startup, and the resized images are not sent back to the client, only the service time (time to execute the function code) to resize the image. Each
measurement experiment observes the behavior of a single instance of the resize function application running on the AWS Lambda functions environment.

For each run, a process running in a different virtual machine sends a sequence (which means that a request was sent only after the receiving of the response of the previous one) of 5,000 requests, stores its response times and status codes. Our analysis ignored the response time of the 250 (5%) first requests of each run to soften the effects of the warmup [7]. We executed a total of 32 runs. And between each run, we waited one hour to make sure a new instance is created and the effects of cold start properly accounted for each measurement experiment.

The measurement experiments for simulation inputs were also useful to define the Poisson distribution used in the 3.3.2. Thus, we used the mean of the response time of the function invocations measured for the simulation inputs as the lambda value of the Poisson distribution used in the measurements experiments for validation purposes. This way, the mean of the inter-arrival of function invocations is set to be equal to the mean of the response time of the function. Additionally, these measurement experiments were also used for sanity and any additional analysis that require further understanding of the response time of the function behavior in the AWS Lambda environment.

3.3.2 Measurements for Validation. The measurement experiments for comparison and validation purposes consist of an execution of a workload in a different virtual machine using a Poisson distribution to define the time between each function invocation. Differently from the measurements in 3.3.1, in this workload we surely have concurrency occurring and triggering new function instances, having the concurrency level depending on the distribution intensity. As well as in 3.3.1, this measurement experiment also used the resizer function [14], in which each function invocation resizes a 560KB image to 10% of its original size, and all procedures to avoid I/O transfers and network fluctuations in the experiments was also used here.

For each run, a workload sent 20,000 requests to the function replica in AWS Lambda environment with the inter-arrival following the Poisson distribution, then stores the responses and status codes. In order to avoid warmup [7] influence, we ignored the response time of the 1,000 (5%) first requests of each run. Still, as well as in 3.3.1, between each run we waited for enough time (more than one hour) to make sure that the function replica was not ready to run at the beginning of each experiment. A total of 8 simulations, 4 for each lambda value, was executed.

The Poisson distribution used, as pointed in 3.3.1, was defined with the lambda value equal to the mean of the response time of the function invocations measured during the measurement experiments for the simulation inputs. By defining the lambda value to that, we ensure that the Poisson distribution periodically generates a function invocation before the previous request is finished, and therefore, the system have to trigger a new function replica, increasing the concurrency level.

3.4 Simulation experiments

In order to validate the simulation model used in the previous work [30] and described in Section 3.1, we executed a series of simulation experiments. The main objective of this experiment is to simulate the measurement experiments described in Section 3.3.2 to later compare the results and validate the simulator. This experiment simulated the sending of 20,000 function invocations following the Poisson distribution, using the same settings of the respective measurement experiments. In order to avoid warmup [7] influence, for each run, we removed the first 1,000 (5%) service times simulated. A total of 4 simulations run was executed.

Regarding the input of the simulator, to each possible function instance the simulation might have simulate, a respective input file previously measured is required. These input files were generated through the measurement experiments for the simulation inputs, as described in 3.3.1. A total of 32 input files was used in all simulation experiments to be reproduced among all function replicas created during simulation. Each of this files contained a total of 5,000 tuples as described in Section 3.1.4. Among the several outputs generated from the simulator, in our analysis, we focused mainly on the service time to the validation, but we also used instances and cold start statistics for comprehension concerns.

There are two limitations in our model. One is that the simulation might trigger more function instances than the input files passed, and the other is that the file might not have enough entries for the whole simulation. In the first case, if a new function instance is created and there is no unused input file, the simulator will reuse the one that was used less recently. In the latter case, if the number of entries within the input file is not enough for the whole simulation, the simulation will reset the file iteration to just after the cold start entry (to avoid multiples cold starts in the same function instance).

4 RESULTS

In this section, we describe the results attained in the validation process described in section 3.2. Briefly, by comparing the results of the measurement experiments with the ones from the simulation experiments, we observed that the simulated model was effective in simulating the shape of the response time distribution of the AWS Lambda environment. We also noticed an increase in the response time mean, median, and percentiles. However, this positive shift of value in the response time does not impact the validity of the conclusions in the study executed in the previous work [30] since the study relied only on the distribution shape for the conclusions, as talked in Section 2.1.

The remaining of this section presents and discuss the results attained in detail. We start our analysis by evaluating the Empirical Cumulative Distribution Function (ECDF) of the simulation experiments and the measurements experiments for input and validation purposes. Then, we studied the shape of the response time distribution generated in simulation and measurement experiments results. Finally, we compared statistics such as mean, median, and percentiles for all experiments, and shared the sanity checks made in order to testify the results observed.

Figure 4 presents the ECDF of the response time for the results attained in the simulation and measurements experiments. The vertical lines in the image indicate the median and percentile 99.9th of each distribution of each experiment results. Solid green line represents the results from input experiments, blue dashed lines represents the results from simulation experiments and red dotted
which indicates that the distribution of response time of both experiments are quite similar, the measurement for comparison purposes experiments shares the same shape but has higher values of response time.

Lines means results from the measurement experiments. As we can see, in Figure 4 while simulation and input experiments share similar distribution shape and values, being likely identical curves, the measurement ECDF curve has higher response time values, even with a similar distribution shape. In the median, we see an overlap between the input and simulation experiments, indicating that both have the same median. Differently, in the percentile 99.9th, we have a minimal difference between the simulation and input experiments, with the simulation response time being slightly higher over 5ms. Regarding the median and percentiles of the simulation experiments, both the median of the response time is bit higher if compared to the ones obtained in the simulation and inputs experiments results. The measurement response time median if slightly greater (less than 5ms) than the ones from simulation and inputs, while the percentile 99.9th is considerably higher (more than 20ms).

In Figure 5, we have a Cullen and Grey Graph, specifically the skewness-kurtosis plot, For the simulation and measurement experiments. While Skewness is basically a measure of the relative size of the two tails of the distribution, the Kurtosis is the measure of the combined sizes of both tails [25]. Regarding skewness, as symmetric the distribution tails are, the closer to 0 the Skewness is. On the other side, the Kurtosis measure is a measures of how peaked a distribution is. It is often measured comparing to the Kurtosis of the normal distribution, which is 3. So, as closer to 3 the Kurtosis of a distribution is, the closer it is to a normal distribution. If you need to evaluate a normal distribution under the skewness-kurtosis graphic, is expected skewness values closer to 0 and kurtosis values closer to 3.

As we can see in the Figure 5, both simulation and measurement experiments have very similar values for skewness and kurtosis, which indicates that the distribution of response time of both experiments is the same. Both distributions are highly tailored distributions, with a fairly large range in peak variation. We ensured that the workload applied in both scenarios was the same by studying how the workload concurrency triggered function instances in both experiments. The triggering of function instances might heavily impact the distribution shape due to cold starts, so peak of high concurrency level along the workload would trigger more cold start.

We concluded, by analyzing the simulator and CloudWatch [3] logs that both experiment had the same peaks of concurrence and all cold start happened in the begging of the benchmarking. Since this study focused in validate whether the simulation model is valid for the designed scenarios of the previous work [30], we argue that this does not impact the validity of the conclusion of the previous study. However, we assert that for a more generalist usage of this simulation model, a more realistic workload would be required.

Table 1: Presents a summary table of the percentiles under the confidence interval of 95% calculated for the simulation and measurement experiments. The table shows that the response time of the distributions studied is statistically different and that the measurement experiments has higher response time values.

| Percentile | Measurement (ms) | Simulation (ms) |
|------------|------------------|-----------------|
| 50th       | [22.83, 22.84]   | [18.93, 18.97]  |
| 95th       | [34.76, 34.79]   | [26.89, 26.91]  |
| 99th       | [39.12, 39.84]   | [29.03, 30.68]  |
| 99.9th     | [69.14, 79.70]   | [53.29, 60.28]  |

Table 1 shows the percentiles values for the measurement and simulation experiments, ranging from 50th to 99.9th. First, we noticed that for all percentiles and for the confidence interval of 95%, all percentiles studied for simulation and measurement experiments are different. Also, the higher the percentile, the higher is the response time of the measurement experiment, just as indicated in the Figure 4 in the median and percentile indicators. The mean of the response time of the simulation input is the same as the ones from input experiments, around 19ms, while the mean of response
time from measurement experiments is about 22ms. According to the range of the confidence interval, the difference between the mean of the simulation and measurement experiments goes from 3.86ms to 3.91ms. Respecting to the percentile of 99.9th, the difference between the simulation and measurement experiments varies from 8.86ms to 26.41ms. We argue that these differences in low enough to be ignored since it these small variations do not critically change the distribution shape as shown in Figure 4 and explained in Figure 5.

To the understanding of the results attained, a fundamental process in the analysis phase is the sanity check. In this process, we executed additional test cases, experimental scenarios, and studied logs from the AWS CloudWatch. We did so in order to understand why the increase of concurrency was also increasing the service time of function execution in the AWS Lambda environment. We noticed that in our results following, as higher our concurrency level was, the higher was the impact in the service time, but not proportionally. A workload with doubled concurrency level implied only plus 3 to 4 milliseconds in the mean of service time. We checked this statistics in the CloudWatch dashboard, and the CloudWatch logs indicated the same as ours. This was consistent and happened across all our experiment repetitions. We argue that the workload increased concurrency probably caused an overhead in the AWS Environment and slightly impacted the function execution, even running in isolated containers, due to the multi-tenancy characteristic of the AWS Lambda platform [35].

5 CONCLUSION
In the previous work [30], as introduced in Section 3.1, during the process of modeling the simulator, we defined an assumption in order to simplify the simulation model. We assumed that the input files used in the simulator would have a similar response time distribution shape. The discussion of the Figure 4 and Table 1 showed that the measurement experiments presented slightly higher values for some percentiles, mean, and median. This difference in the response time measured might be justified by the overhead introduced in the provider environment due to the increased concurrency generated by the workload. Still, as shown in the discussion related to Figure 5, the simulation model is highly powerful in simulating the response time distribution shape, proving the assumption used, which was essential to the scope of the previous work [30].

By using the predictive validation technique, we concluded that the simulation model used in the previous work [30], and the conclusions from this study, was valid for the scope of the work. Although we noticed differences in the response time values of percentiles, mean and median, these differences were not impactful enough to invalidate the assumption used and, therefore, can not invalidate the simulation model for the scoped it was used. Furthermore, the validation revealed that the simulation model is highly accurate in simulating the response time distribution shape. However, since this work focused only on the validation of the simulation model used in the Controlling Garbage Collection and Request Admission to Improve Performance of FaaS Applications [30], there are still open problems to tackle as future work to further validation of the simulation model on a generalist usage scope.

As listed in the previous work, we argue that for generic use of the simulation model we need to validate the model using a greater variety of representative functions. We also argue that a generic validation of the model requires a greater variety of platform-forms as reference, including public vendor such as Google Cloud Function [8], Microsoft Azure Function [6] and the already used AWS Lambda Function [4], and also include open-source platforms such as OpenFaaS [28], Fission [16], and Kubeless [21]. Finally, the complete validation of the simulation model requires a realistic workload, which was already provided in the Serverless in the Wild characterization study [36].
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