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ABSTRACT

Prediction markets are a popular, prominent, and successful structure for a collective intelligence platform. However the exact mechanism by which information known to the participating traders is incorporated into the market price is unknown. Kyle (1985) detailed a model for price formation in continuous auctions with information distributed heterogeneously amongst market participants. This paper demonstrates a novel method derived from the Kyle model applied to data from a field experiment prediction market. The method is able to identify traders whose trades have price impact that adds a significant amount of information to the market price. Traders who are not identified as informed in aggregate have price impact consistent with noise trading. Results are reproduced on other prediction market datasets. Ultimately the results provide strong evidence in favor of the Kyle model in a field market setting, and highlight an under-discussed advantage of prediction markets over alternative group forecasting mechanisms: that the operator of the market does not need to have information on the distribution of information amongst participating traders.

1 Introduction

Accurately predicting the future in order to properly prepare for epidemics, financial crashes and referendum debacles is paramount for success. Prediction markets are a promising mechanism that utilizes the supposed “wisdom of the crowd”, aggregating the knowledge of a diverse group of individuals into a precise forecast, often beating predictions from experts.¹ Recently, the the Commodity Futures Trading Commission (CFTC) reversed its decades long stance on event contracts and allowed for regulated real-money prediction market exchanges to be set up in the US.²

However, the exact mechanism by which prediction market prices come to reflect the information known to the participating traders is unknown. The most common explanatory mechanism is that prediction market prices become informed because they average many pieces of information dispersed among the participating traders. Random noise in individual trader forecasts (beliefs) is macroscopically cancelled out, reducing mispricing and providing a better forecast than any of the individuals alone. A direct consequence of this view is that market prices should become better according to the total number of participating traders, obeying a law of large numbers.

This view is supported by Plott and Sunder³, which found that under simple circumstances and complete markets with evenly distributed heterogeneous information, this information in aggregate is reflected in the prices (confirming rational expectations theory). However, recent evidence from laboratory experiments has cast doubt on the ability of markets to aggregate evenly distributed heterogeneous information under different conditions.⁴,⁵ Instead, experiments show that better pricing depends on there being more individual traders in the market who are either better informed⁶,⁷ or better at analyzing homogeneous information⁸ - they have an ‘edge’ over the other traders in the market. These findings do not necessarily contradict those of Plott and Sunder, instead they shed light on the lack of generalizability of the information aggregation hypothesis to more complex experimental environments; thereby casting doubt that the underlying mechanism at play is a simple averaging of information known to participating traders.

In field markets, there is little evidence towards any mechanism of price formation. This is because unlike in laboratory experiments, the distribution of information relevant to the pricing of securities in a given market is not observable (or controllable). As such, whether the information relevant to a given market is dispersed amongst market participants evenly and homogeneously, evenly and heterogeneously, unevenly and heterogeneously, etc is not known. This poses extreme difficulty to ascertain how the information reflected by the prices that are observed relates to the information held by the market participants. Consequently one cannot directly identify which mechanism is at play: whether the information reflected in the prices is an
average of the information held by all participants or the amplification of superior information in the hands of a few traders (this superior information being acquired either through access to non-public information or a superior processing of publicly available information as in Asparouhava et al.8).

Kyle (1985)9 put forward a model of price formation in continuous auctions that describes the market as a game between three types of players: informed traders (who have access to private information on the liquidation value of the traded securities), noise traders (who have no information and trade randomly), and the market maker (who sets prices based on order flow). The model assumes that the informed traders are risk neutral and seek to maximize their expected profit, and details the optimal strategy for the informed trader as a function of their information edge relative to the current market prices and the market depth - amount of order flow from the noise traders.10

The optimal strategy of the informed trader is to purchase the securities that are mispriced (priced either too low or too high based on the informed trader’s private information), and to do this when there is a large amount of noise trader order flow to “camouflage” their activity.9,11 This results in the informed trader manifesting price-sensitive behavior - they alter their demand for the traded security as the price offered by the market changes. Their price sensitivity will always be negative (reverting) - their demand will always point in the direction of their private information, in the opposite direction of the price vector from that information. This is in contrast to positive price-sensitivity, which is when demand responds to a change in prices by increasing along the price vector (momentum) (For the remainder of this paper we will use “price-sensitive” in the former sense, rather than the latter). This feature allows one to identify them, as was done in Asparouhova et al. (2015).8

The method put forward in this paper aims to identify traders within each market who display price-sensitive behavior, and examines the informativeness of their trades and the impact on the overall market in which they take place. In short, under the Kyle model informed traders should be price sensitive, and we investigate if traders who demonstrate price-sensitivity in a real world market are informed. By doing so we aim to understand whether prices become good forecasts of future events because of the wisdom of the crowd or the wisdom in the crowd.

2 Market Design

The primary market studied here was designed to extract information from a large crowd of participants from across the world interested in geopolitical and financial events. It was constructed utilizing the Logarithmic Market Scoring Rule (LMSR) market maker.12 The LMSR is widely used, including at Microsoft, Yahoo!, Inkling Markets, Consensus Point, Carnegie Mellon,13 and across various academic studies.14–17

LMSR markets are a form of subsidized market where the market maker supplies and demands “Arrow-Debreu” shares according to a fixed cost function. The price of each share \( p_i \) corresponding to asset \( i \) is adjusted according to the quantity \( q \) of each of the \( N \) shares in the market according to Equation 1. When the market is “settled” and the shares expire, the shares are liquidated according to the world state specified by the market operator. Shares corresponding to the correct world state pay off $1, and all others pay $0. Participating traders purchase shares directly from the market maker, who adjusts prices according to this fixed cost function. Within an LMSR market, the price impact of individual traders is governed by a “liquidity factor” and the cash endowed to the traders.12 In the markets studied here, traders were endowed with 1000 points, and the LMSR liquidity factor \( B \) was set at 150. These values were chosen so that traders had the ability to push the market price to match their perceived likelihood of an event. LMSR markets are thus quote driven markets (another example of quote driven markets are foreign currency markets).

\[
p_i(q) = \frac{e^{q_i}}{\sum_{j=1}^{N} e^{q_j}}
\]  

The field experiment took 1 1/2 years. Participants were endowed with a point balance and paid the real money incentives based on their net improvement of this balance at regular intervals. Participants’ incentives were substantial, amounting to approximately 70,000 GBP ($105,000 USD at the time of the field experiment).

3 Results

In the model of Kyle (1985)9, an informed trader has private information on the true liquidation value of the security being traded. In the lab experiment of Asparouhova et al. (2015)8 it was demonstrated that price quality improved with the number of traders who traded in the direction of the correct liquidation value. This liquidation value and its correct expectation were controlled, and hence known to the experimenters. However in our field experiment, we do not know what the correct expected liquidation value is, even after a market has settled and been liquidated. This is because, even if a market settles as “True”,...
this does not mean that this was drawn from a distribution of almost-surely True \( P(\text{True}) = 1 \). The lack of knowledge of the correct expected liquidation value makes this setting unlike prior laboratory experiments such as\(^8\).

Here we mention that the LMSR market maker itself is not exactly the market maker of Kyle (1985)\(^9\). The LMSR market maker is not Bayesian, and it is a net subsidizer rather than a zero-profit actor. The LMSR offers at each moment in time the price that the previous trader pushed it to based on that trader’s trade, treating orders from all traders identically. Therefore it acts as a hybrid of a Kyle model market maker and noise trader. The subsidy of the LMSR is, unlike the loss of the noise traders in Kyle’s model, bounded by its pricing rule and so its maximum subsidy is always finite\(^12\).

We propose a novel method to detect price-sensitive traders. This method is as follows: we regress the price impact of a trader’s trade onto the difference between the market price before the trade and the price the same trader pushed the market to on their previous trade:

\[
\Delta p_i(t_i + 1) = \alpha_i + \beta_i(p_0(t_i + 1) - p_m(t_i)) + \varepsilon(t_i)
\]  

(2)

where \( t_i \) is the integer business time for trader \( i \) (and thus refers to the \( t_i \)th trade of trader \( i \)), \( \Delta p_i(t_i + 1) = p_m(t_i + 1) - p_0(t_i + 1) \) is the price impact of trader \( i \)’s trade on the price of the asset at time \( t_i + 1 \), \( p_0(t_i + 1) \) is the market offer price of the asset at time \( t_i + 1 \) before trader \( i \)’s order is executed, and \( p_m(t_i) \) is the final marginal price trader \( i \) traded to previously \((p_m(t_i + 1) \) is therefore the final marginal price of trader \( i \)’s trade at time \( t_i + 1 \)). Note that between time \( t_i + 1 \) and \( t_i \) an arbitrary amount of "real-time" may have passed.

The regression in Equation 2 is applied to every trader within a particular market, and those with significant negative \( \beta_i \) (\( t\text{statistic} < -1.65 \)) are deemed to be price-sensitive. Those with significant positive \( t\)-statistics are also technically price-sensitive in that their demand changes with changes in the market price, however this is not the kind of price-sensitivity that is optimal for an informed trader according to the Kyle framework. Figures 1a & 1b show examples of an individual price-sensitive trader’s trade history in the context of a larger market price history. Figures 1c & 1d show examples of non-price-sensitive traders.

Conceptually the method works because \( p_m(t_i) \) provides an estimate of the trader’s subjective belief: it is the price at which the trader stopped trading the last time they traded. The offer price of the market before the subsequent trade, \( p_0(t_i + 1) \), provides an estimate of the market’s belief, and the difference between the two, \( p_0(t_i + 1) - p_m(t_i) \), measures the approximate incentives for the trader to trade, provided their beliefs have not changed since their last trade. We hereby exploit a unique feature of a dealer/specialist system (the class of market makers to which the LMSR belongs), which is that every individual trader’s final marginal price

\[
\Delta p_i(t_i + 1) = \alpha_i + \beta_i(p_0(t_i + 1) - p_m(t_i)) + \varepsilon(t_i)
\]

is therefore the final marginal price of the trade \( i \)’s trade at time \( t_i + 1 \). Note that between time \( t_i + 1 \) and \( t_i \) an arbitrary amount of "real-time" may have passed.

The regression in Equation 2 is applied to every trader within a particular market, and those with significant negative \( \beta_i \) (\( t\text{statistic} < -1.65 \)) are deemed to be price-sensitive. Those with significant positive \( t\)-statistics are also technically price-sensitive in that their demand changes with changes in the market price, however this is not the kind of price-sensitivity that is optimal for an informed trader according to the Kyle framework. Figures 1a & 1b show examples of an individual price-sensitive trader’s trade history in the context of a larger market price history. Figures 1c & 1d show examples of non-price-sensitive traders.

Critically, our method leaves open the possibility that the trader’s prior is wrong, and therefore those that demonstrate price-sensitive behavior are not by construction guaranteed to be better informed than those who do not. Even if informed traders as described by Kyle exist, they may not constitute a significant enough portion of the set of price-sensitive traders to allow this method to separate informed from uninformed.

If those who trade in a price-sensitive fashion are truly informed, the final marginal price of their trades \( p_m(t_i) \) will be more informative than the price offered by the LMSR market maker at the moment they began their trade \( p_0(t_i) \). Traders who are not trading in a price-sensitive manner provide a useful benchmark against which to gauge the added information value of the price-sensitive traders through their price impact.

We proceeded to test the hypothesis that the instantaneous price impact of the trades by price-sensitive traders added information on settlement direction of the market. Addition of information is defined here as an increase in the area under curve (AUC) between the LMSR offer price \( p_0(t_i) \) and the final marginal price of the trade \( p_m(t_i) \), with respect to the final settlement value of the market security (1 or 0). The AUC is a measure of the ordinal well-orderedness of the prices: if we randomly select a price from the set of markets that settled at 0, we should expect with high probability that this price is lower than another price randomly drawn from the markets that settled at 1 : the AUC is this probability. Therefore an AUC > 0.5 indicates a better-than-random ordering of prices with respect to the settlement value of the market\(^18\).

We split the trading data into groups: trades by price-sensitive traders, and trades by non-price-sensitive traders. For each group two ROC curves were computed: one for the initial market offer price \( p_0(t_i) \) accepted at the beginning of each trade with respect to the final settlement value S of the market; and one for the final marginal price of each trade \( p_m(t_i) \) with respect to the final settlement value S of the market. This procedure was repeated using subsets of trades from each group, stratified based on minimum price impact. Price impact was measured by the KL divergence between the initial offer price \( p_0(t_i) \) and the trader’s final marginal price \( p_m(t_i) \). This is to evaluate the effect of larger magnitude trades - trades whose beginning and final prices are very different - on the ordinal structure of the prices. The filtration based on KL divergence is done in a cumulative,
Figure 1. (a) & (b): Price Sensitive Trader examples, (i) shows the overall market time series (blue) with the trader’s trades and price impact shown by the black arrows, (ii) (bottom left) the corresponding price-sensitivity regression (legend displays $R^2$), (iii) (bottom right) trader’s transaction history in the trader’s business time $t_i$, with market offered prices $p_{0,i}(t_i)$ (blue) and final price due to trader’s price impact $p_{m,i}(t_i)$ (red). (c) & (d): Non Price Sensitive Trader examples. (i)-(iii) are the same as before.

and not a binned fashion, to avoid the assumption that the derivative of the change in AUC with respect to the KL divergence exists. Figures 2a - 2f shows these ROC curves for different subsets of both price-sensitive and non-price-sensitive trades.

The change in AUC from initial offer price $p_{0,i}(t_i)$ to final marginal price $p_{m,i}(t_i)$ is plotted against minimal price impact in figure 2g. Curves differentiate price-sensitive (red) and price-insensitive (blue) traders. Trades of price-sensitive traders with higher minimum price impact generate a higher gain in AUC; the opposite is true for the remaining traders. The latter even cause prices to move to levels with reduced predictive power. This is consistent with Kyle’s theory on informed traders, which models non-informed traders as noise traders.  

A random trade against an informed market price would, on average, reduce the AUC of the final price. An increase in the minimum KL-divergence of a noise trader would correspond to an increase in the variance of their noise, leading to a more severe deterioration of the information present in the market price post-trade. This is indeed what is seen. Therefore the traders detected as price-sensitive must be reliably trading in an informed fashion with respect to the prices offered at the time of their trade, and those classified as non-price sensitive in aggregate trade in a noisy fashion.

The above result was replicated on a dataset compiled from four other LMSR prediction market studies: Dreber et al 2015 (PNAS), Camerer et al 2016 (Science), Camerer et al 2018 (Nat Human Behav), Forsell et al 2019 (Fig 3b)14–17. These studies aimed to predict experimental replication using a crowd of domain experts. We note that the method and analysis thus far discussed in this paper was developed entirely prior to accessing these external datasets.

The configuration of the market maker and the endowments of the participating traders in these studies differed from
Figure 2. ROC curves of: Non-price-sensitive trades offer $p_0$ and marginal $p_{m,i}$ prices, filtered by minimum price impact (in KL divergence) of (a) 0.0, (b) 0.0524, (c) 0.0094 ; Price-sensitive trades offer $p_0$ and marginal $p_{m,i}$ prices, filtered by minimum price impact (in KL divergence) of (d) 0.0, (e) 0.0524,(f) 0.0094 (the price impact cutoffs correspond to the 0.0, 0.5, and 0.75 percentiles of the overall price impact distribution of trades.). (g) Gain in AUC from offer $p_0$ to marginal $p_{m,i}$ prices: price-sensitive (blue) and non-price-sensitive (red) traders, against minimum price difference in terms of price impact (in KL divergence). Dotted blue and dotted red lines represent 95% CI of computed AUC differences. CI were calculated through bootstrap sampling with replacement.
Figure 3. (a) Marketplace configuration comparison: the X axis is the total cost as a percentage of endowment of a trade that moves the price from 0.5 to the corresponding y-axis price, using the LMSR parameter settings from the various (field) experiments (and their respective initial endowments). Dotted black lines show the maximum price impact a trader can achieve by committing their entire endowment into a single trade in a single market (for the non-Almanis experiments). The dashed black lines are the corresponding percentage endowment that an Almanis trader would have to commit in a single trade to a single market to have the same price impact. (Note: With the LMSR, consecutive trades made by the same trader without others trading in the interim is exactly equivalent to a single aggregate trade in terms of the number of shares exchanged, the cost of those shares, and the price impact). (b) External data: Gain in AUC from offer $p_0$ to marginal $p_m$, prices in trades by price-sensitive (blue) and non-price-sensitive (red) traders, against price impact. Dotted blue and dotted red lines represent 95% CI of computed AUC differences. (c) External data: Gain in AUC from offer $p_0$ to marginal $p_m$, prices in trades by price-sensitive (blue) and non-price-sensitive (red) traders, against price impact, assuming transitivity of informedness between different markets. Dotted blue and dotted red lines represent 95% CI of computed AUC differences. CI were calculated through bootstrap sampling with replacement.

Persistence of price-sensitive traders across markets was examined. The distribution of the number of markets in which a trader was price-sensitive is highly skewed: 75% of traders are price-sensitive in fewer markets than the mean. Traders who appear as price-sensitive in a number of markets are not price-sensitive in every market in which they participate. For example, the maximal trader, who was price-sensitive in 64 markets, was also price-insensitive in 42 other markets. Only one trader was price-sensitive with 100% frequency, but this trader only participated in one market. Therefore, it is not obvious that evidence of price-sensitivity in a market provides much information about the likelihood of price-sensitivity in a future market. This can be explained intuitively as a result of non-transitivity of an informational advantage from one market (forecasting topic) to another. The Almanis marketplace covered a wide variety of topics, from geopolitical to macroeconomic to environmental to epidemiological, and therefore this lack of transitivity is perhaps expected.

However, if we examine the experimental replication markets, the setup is different - the topics of the markets are all concentrated on the domain expertise of market participants. Therefore, by utilizing the price-sensitivity of a trader in one market as an indicator of informedness across all markets in which they participated, we are able to further strengthen the results found by gaining better separation of the price-sensitive and non-price-sensitive price impact curves (Fig 3c). Kyle’s model of price formation states that in the simple case of a single informed trader, that trader acts as a monopolist and is able to extract substantial profit from the market. However, as the number of informed traders increases, they must compete with one another in markets with finite depth, leading to reduced profits. The consequence on the market price of this
competition is that the price converges more rapidly to the information of the informed traders. Consequently, markets in which there are more informed traders should converge more quickly to the superior information of said traders.

In order to explore the effect of the number of detected price-sensitive traders on the convergence of forecasting power of the market price, markets needed to be selected for periods when price-formation was occurring. A significant number of raw market time-series had a long "tail" of low trade activity before settlement due to the outcome of the market being near-certain long before the official settlement time of the market. Therefore market time-series were truncated before the analysis to remove periods of low trade activity. The methodology of truncation was as follows: if the overall trade frequency of the market fell below two trades per 24 hours, the trade closest to the settlement was dropped. This process was repeated until the market either attained the desired average trade frequency or dropped below 25 total trades, in which case the market was dropped from the analysis. No further selection criteria were applied to the market data. The analysis of price-sensitivity and market forecasting performance was performed on the truncated data.

The markets were grouped by the number of price-sensitive traders detected in the truncated version of the market time-series. Of the 152 truncated markets analyzed, 14.5% had no price-sensitive traders, 19.1% had 1 price-sensitive trader, 21.2% had 2 price sensitive traders, 13.8% had 3 price-sensitive traders, 11.2% had 4 price-sensitive traders, and 20.2% had 5 or more price-sensitive traders. The mean number of price-sensitive traders in a market was 3.06 (std. dev. = 3.47), and the mean proportion of price-sensitive traders to total traders in the market was 7.3% (Interquartile Range (IQR) 4.06% to 10.0%). Since a trader needs to have at least 3 trades in order to compute a t-statistic, a relevant quantity when discussing detection error is the proportion of price-sensitive traders to the number of traders with computed t-statistics. The distribution of the number of price-sensitive traders to traders with three or more trades had a median of 33.3% (IQR 20.0% to 44.9%).

The final prices of these markets were recorded every day prior to the end of the active period (EAP). For each market group an ROC curve was constructed from the prices N days prior to EAP (for each N from 1 to 14) (Fig 4). The time evolution of the AUC is shown in Fig 4. A temporally averaged ROC curve was produced for each group using a threshold method. In order to estimate errors for the AUC, a bootstrapping method was used (Fig 4). Both the 2-3 and 4+ price-sensitive trader markets have larger AUCs than 1 or 0 price-sensitive trader markets. The difference in AUCs is significant in two sample z-tests under bootstrapped errors (p < 0.001 for all).

As can be seen across Figure 4, markets with more price-sensitive traders have prices that are more informative and more informative earlier (with respect to the truncated time-series), of the final settled value of the market, compared to markets with fewer price-sensitive traders.

These results corroborate that, in the Kyle model, the presence of competing insiders causes prices to reflect valuable information more quickly. Experimentally this phenomenon has also been shown to exist. However, it is worth remarking that even if the Kyle model is assumed to be the correct model of price-formation, it is not true that one would be able to reproduce the above result in a field market. The reason being that the in field market the number of informed traders is not a directly observable quantity. Our method can reproduce Kyle model implications in the field, however critically it relies on there being sufficient trading opportunities in each market for an informed individual to trade a sufficient number of times, at sufficient magnitude. If a market converges too quickly to the informed price (for example: there are relatively few noise traders compared to informed traders), then the informed traders’ price sensitivity will not be estimable, and it will appear as if there are no price-sensitive traders in the market. Yet market prices will be very good. So a lack of detected price-sensitive traders can mean either that there are no informed traders, or that there are too many. This may also mean that the data set of markets studied must be such that the markets with 0 or 1 Price sensitive traders are markets in which there may in truth be no informed traders - no one is informed, or the information edge of the informed is very small with respect to a random guess.

On the experimental replication market data sets, the result of Figure 4 does not reproduce for precisely this reason. Markets in which price-sensitive traders appear are markets that have many opportunities for these traders to act on their information. Markets where they do not appear are largely dominated by lack of opportunity because prices are too good, rather than the participants not being informed. Combined with the aforementioned budget constraint issues, the result is that the number of price-sensitive individuals detected actually inversely relates to the informativeness of the market price.

The above is also why the best-performing markets in terms of price-quality on Almanis appear to be markets with 2-3 price sensitive traders: in order to support a large number of informed traders manifesting price-sensitivity (4+), the pricing of the market must be more reliably poor.

4 Discussion

In this paper, we proposed a method for detecting traders that are price-sensitive in real-world prediction markets, and demonstrate that these price-sensitive traders are indeed informative in aggregate. Traders who are not price-sensitive had price impact consistent with noise trading. Combined these observations provide strong evidence for the Kyle model of price formation in real-world prediction markets, especially given reproduction on market data from independently operated field experiments, and prior experiment.
Figure 4. (a) Daily ROC curves of market forecasts from 14 days to 1 day before settlement. Markets are grouped by the number of price-sensitive traders: no price-sensitive traders (blue), 1 price-sensitive trader (teal), 2-3 price-sensitive traders (orange), 4+ price-sensitive traders (red). (b) Evolution of the AUC of the daily ROC curves of market forecasts. Markets are grouped by number of price-sensitive traders. (c) Bootstrapped temporally averaged ROC curves. The curves were made by creating 10000 sub-samples of 152 random markets (with replacement) and temporally averaging the daily ROC curves generated from the sub-sample groups through the threshold method.
It should be noted that while price-sensitive traders have a strong positive impact on the informativeness of the prices, they do so in part because the prices that these traders accept (the prices that “cause” them to trade) are markedly worse than the average market price. We cannot explain how it is that informed traders identify these bad prices, only that they demonstrably can. This also means that markets where pricing is too good (due to prior trading) are markets where our method will not work. In a market with perfect prices there are no opportunities for informed traders to repeatedly trade, and therefore there is no ability for them to generate the trade history necessary to demonstrate their price-sensitivity.

In markets where information is distributed heterogeneously and evenly (such as experiments where every market participant is given an independently drawn ball from a jar and must trade a security that pays the fraction of balls of a certain color in the jar), this means that the apparent “wisdom of the crowd” - the averaging of the information held by the market participants, is precisely because in this setup every individual participant is equally informed with independent information. Thus all traders are informed, and the market price appears as an average of their information not because this is the fundamental mechanism of price formation but rather because the Kyle model of information amplification converges to this under this specific configuration.

Additionally, in the Almanis data set the lack of consistency of price-sensitivity across markets casts into doubt the typical explanation of the motivation of market participants: that traders are drawn to a market to profit from their piece of heterogeneous information. Even people who trade in one market as if they are informed participate regularly in other markets in which they do not trade as if they are informed, making them part of the “noise-traders” in this analysis, and suggesting that they do not consistently add information in this case. A suggested motivation is that when individuals who act elsewhere as informed, act as noise-traders, they are seeking to diversify their exposure/portfolio of securities, and are happy to accept a cost for doing so (by on average worsening the price on the purchased security). Noise traders are not necessarily trading randomly because they are “irrational”. They may have various consumption needs external to the valuation of the security being traded. There is also a possibility that some noise traders actually do have information relevant to market prices, but this information is primarily about the joint measure of the underlying outcome space that connects multiple complete event markets together, and not on the marginal measures, making them a type of arbitrageur. Future research should clarify whether this is the case.

The results of this paper highlight a major advantage of markets over alternative group forecasting systems: with a market, neither the market operator nor the end user of the price implied forecasting signal need to have information on who in the crowd of participating traders is informed. All that is necessary is that subset of the individuals participating in the marketplace are informed on the topic of interest, and the market price signal will reflect this information provided the markets are competitive. This is a direct result of the Kyle model - informed traders compete with each other for profitable trade opportunities and by doing so their information becomes fully reflected in the market price. In stark contrast, in an averaging system the choice of the average/weighting by the designer (even if dynamic) explicitly assumes or predicts which individuals will be informed (by placing greater weight on their forecasts). In a market, price quality is determined not by an average, but rather it dynamically reflects the quality of information of the informed traders, even if this is a relatively small number of individuals. This is an important distinction since simply having a large crowd will not result in good prices; only if there are informed individuals within this crowd will prices be good.

Consequently, a successful prediction marketplace should aim to engage a diverse range of individuals if it wishes to form good prices on a variety of events. Although most of the individuals in a typical market do not help consistently with reducing pricing error, a diverse crowd provides opportunities for price-sensitive traders to dissent and take a position they perceive to be profitable based on their own information and reasoning Black (1986). A sufficiently large and diverse crowd both raises the chances of there being informed individuals present on an arbitrary topic, and gives the price-sensitive traders more opportunity to engage in the market, which in turn reduces mispricing.

In conclusion, this paper presents a method the application of which improves our understanding of the process by which information enters price of a field prediction market. Foremost, our methodology detects the presence of wisdom in the crowd (price-sensitive traders), allowing one to identify those traders that are contributing information to the market price. By doing so, our methodology helps secure an understanding on the necessary conditions for a market to produce good forecasts.
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5.1 Logarithmic Market Scoring Rule

Logarithmic Market Scoring Rule markets are a form of subsidized market where the market maker supplies and demands shares according to a fixed cost function. This cost function for a simple Boolean question is expressed in equation 3.

\[ C(q_1, q_2) = B \ln(e^{q_1/B} + e^{q_2/B}), \]  

(3)

where \( B \) is the liquidity constant that controls the price impact of traders in the market, and \( q_1, q_2 \) are the quantity of shares outstanding that pay out in the True and False settlement cases.

The marginal price of an infinitesimal unit of a share is the derivative of the cost function with respect to the quantity of that share (equation 4).

\[ p_{q_1} = \frac{e^{q_1/B}}{e^{q_1/B} + e^{q_2/B}}. \]  

(4)

5.2 Methods

The market platform that produced the data studied in this paper is called Almanis. The Almanis website was publicly launched December 1, 2015. The market data studied here was collected continuously from the opening of the Almanis platform December 1, 2015 until May 2, 2017.

Recruitment of participants began slightly prior to the platform’s launch date, with online pre-registration opening on November 1, 2015. Users were recruited online via social media - primarily through Twitter - and through word of mouth. Advertising on social media was done only in English, and attempted to target users who displayed interest in forecasting on their online profiles. On January 20, 2016 an article covering Almanis was published in the online version of the Economist, which drew additional users to the site.

Participants were recruited through open registration, with no blanket restrictions. As a result our participants were all self-selected, participating voluntarily after discovering the Almanis platform. Participants were free to join throughout the entire lifespan of the platform, until May 2, 2017. Geographic breakdown of all unique user IDs based on IP address is shown in Table 1. With a total 2770 unique users, our sample is representative of the global English-speaking forecaster community.

In some cases, participants were excluded based on failure to comply with terms and conditions. This primarily consisted of the creation of multiple accounts, which would then trade directly with one another to transfer points to a single account. This would place the single account high on the leaderboard in an effort to claim a large share of that month’s payout. These instances were handled on a case by case basis over the lifespan of the platform. The identification process looked at the accounts that traded consecutively most frequently, and then evaluated the performance of these accounts relative to each other, incorporating other meta-data such as creation time of the accounts, IP, and balance history (did one account always gain points from the other). The decision to exclude accounts was then made by the operations team after evaluating the available evidence.

Market topics were curated in-house by our operations team at the Dysrupt Labs offices in Melbourne, Australia. The key subject areas of the curated markets were: Economics, Markets, Medical, Social, Technology, and Geopolitical topics. A complete list of the questions corresponding to each of the markets analysed in this paper is given in an attached data file. Participants had the opportunity to suggest potential markets through the suggestion feature of the platform. These suggestions were vetted by the operations team and corresponding markets were created if the topic was deemed suitable. A small number of market topics were chosen to address the interests of partners, focusing on forecasting macroeconomic indicators such as US Nonfarm Payroll.

Factors that were considered when creating a market topic included: adequate forecaster interest to ensure sufficient participation, the ability to articulate clear and unambiguous resolution criteria in advance, access to/timeliness of resolution data, and a likely timeframe for resolution.

The specific information obtained from participant observation included the name and email of participants upon signup. Using the crowd management system Intercom, information on connection times, number of web sessions, browser type, and location of users were also collected. The Almanis platform itself recorded user trades, trade balances, and comment history. Queries from the participants regarding difficulties with using the platform, clarifications on market mechanics, or feedback on topics were dealt with through email by Dysrupt Labs’ operations team.
Table 1. Distribution of country-level location (based IP addresses) associated with traders on the Almanis platform.

| Country                  | Unique Traders |
|--------------------------|----------------|
| Albania                  | 1              |
| Anonymous Proxy          | 52             |
| Argentina                | 7              |
| Asia/Pacific Region      | 3              |
| Australia                | 306            |
| Austria                  | 7              |
| Azerbaijan               | 1              |
| Bangladesh               | 2              |
| Belgium                  | 12             |
| Botswana                 | 1              |
| Brazil                   | 24             |
| Brunei Darussalam        | 1              |
| Bulgaria                 | 3              |
| Canada                   | 105            |
| Cayman Islands           | 1              |
| Chile                    | 2              |
| China                    | 4              |
| Colombia                 | 8              |
| Costa Rica               | 2              |
| Cyprus                   | 6              |
| Czech Republic           | 6              |
| Denmark                  | 5              |
| Dominican Republic       | 1              |
| Ecuador                  | 1              |
| Estonia                  | 7              |
| Europe                   | 4              |
| Finland                  | 12             |
| France                   | 23             |
| Georgia                  | 1              |
| Germany                  | 42             |
| Ghana                    | 2              |
| Greece                   | 8              |
| Guinea                   | 3              |
| Hong Kong                | 16             |
| Hungary                  | 3              |
| Iceland                  | 1              |
| India                    | 146            |
| Indonesia                | 6              |
| Iran                     | 1              |
| Ireland                  | 12             |
| Isle of Man              | 2              |
| Israel                   | 21             |
| Italy                    | 26             |
| Japan                    | 6              |
| Jersey                   | 1              |
| Jordan                   | 3              |
| Kazakhstan               | 2              |
| Kenya                    | 5              |
| Korea, Republic of       | 4              |
| Kuwait                   | 1              |
| Kyrgyzstan               | 1              |
| Laos                     | 1              |
| Liechtenstein            | 1              |
| Lithuania                | 9              |
| Luxembourg               | 3              |
| Macedonia                | 1              |
| Malaysia                 | 2              |
| Malta                    | 2              |
| Mexico                   | 11             |
| Morocco                  | 2              |
| Nepal                    | 3              |
| Netherlands              | 23             |
| Netherlands              | 14             |
| Nigeria                  | 7              |
| Norway                   | 9              |
| Pakistan                 | 7              |
| Peru                     | 1              |
| Philippines              | 22             |
| Poland                   | 18             |
| Portugal                 | 11             |
| Puerto Rico              | 1              |
| Romania                  | 11             |
| Russian Federation       | 15             |
| Saudi Arabia             | 2              |
| Senegal                  | 1              |
| Serbia                   | 13             |
| Singapore                | 31             |
| Slovakia                 | 4              |
| Slovenia                 | 4              |
| South Africa             | 15             |
| Spain                    | 21             |
| Sweden                   | 33             |
| Switzerland              | 17             |
| Taiwan                   | 1              |
| Tanzania                 | 1              |
| Thailand                 | 2              |
| Tunisia                  | 1              |
| Turkey                   | 10             |
| Ukraine                  | 6              |
| United Arab Emirates     | 8              |
| United Kingdom           | 948            |
| United States            | 538            |
| Uruguay                  | 2              |
| Venezuela                | 3              |
| Vietnam                  | 4              |
| Zambia                   | 1              |
### Table 2. Breakdown of dataset binned by Days to End of Series (EOS) and the Number of Traders participating in each market (bin limits correspond to tertiles of the distribution of number of traders). The first two major column shows Differences in Area Under Curve (ΔAUC) differences between final marginal price (pim) and initial offer price (p0) for Price-Sensitive (PS) and non-Price-Sensitive (nonPS) traders. The third major column shows difference in the difference in AUC between PS and nonPS traders (ΔΔAUC), as well as the KL divergence (KLdiv) for final marginal and initial prices. The final major column shows the trade volume (number of unique trades) by PS and nonPS traders.
5.3 Receiver Operating Characteristic Curves

In order to compare the different groups of markets, Receiver Operating Characteristic (ROC) curves were used. ROC curves are useful to demonstrate the forecasting ability of a binary classifier system. They plot the True Positive Rate (TPR) of a classification system against its False Positive Rate (FPR). The curve is generated through the definition of a binary classification cutoff and shifting it through the spectrum of outputs of the system. This process is illustrated in Fig 5.

![Binary Classification Cutoff](image)

**Figure 5.** The green curve represents the distribution of outputs of the system under a condition positive, and the red curve represents the distribution of outputs of the system under a condition negative. The shaded red and green areas represent the true positive and false positive regions of the curve for the arbitrary binary classification cutoff illustrated.

In the context of a prediction market, this means the following. Suppose there is a market forecasting the question “Will Donald Trump Win the 2016 Presidential Election?”, and the current price of the market is indicating a 0.4 likelihood. Does this mean that the market is forecasting Trump will lose? Common sense would dictate that if the price indicates a likelihood less than 0.5, the market is forecasting that Trump will lose most of the time, so a price of 0.4 is forecasting that Trump is expected to lose. An ROC curve is constructed by shifting this likelihood threshold of 0.5 across the unit interval in order to observe the changes in output characteristics of the system. By redefining the threshold to 0.2, for example, it is possible to observe how the market’s classification ability changes (how many more true positive events do you identify at the cost of how many more false alarms) when any price above 0.2 indicates Trump will win. For the analysis performed in this paper, the discrimination threshold was varied in 0.05 increments to produce the curves.

The area under a ROC curve is the probability that the system will rank a positive event higher than a negative one. Different forecasting systems can be compared via the area under their respective curves, with greater area indicating greater forecasting power. The AUC can be computed as:

\[
A_{ROC} = \frac{1}{P \cdot N} \int_0^1 T dF,
\]

where \( P \) and \( N \) are the number of positive and negative instances observed, \( T \) is the number of true positives as a function of the number of false positives, and \( F \) is the number of false positives.

5.4 Total Least Squares

The following section gives a brief description of the problem posed by the potential budget constraints faced by traders in the external replication dataset, and the means of accounting for this challenge via total least squares. For a rigorous overview of TLS, please see the references.

The price-sensitivity regression performed in this paper has the following form:

\[
\Delta p_i^R(t_i + 1) = \alpha_i + \beta_i (p_0(t_i + 1) - p_{m,i}(t_i)) + \epsilon(t_i)
\]

It assumes that \( p_{m,i}(t_i) \) is a good approximation of the belief of the trader at time \( t_i \). If, for any reason (budget constraints, risk aversion, etc.) this is not true, the independent variable of the regression \( (p_0(t_i + 1) - p_{m,i}(t_i)) \) will be estimated with error,
biasing the estimated $\beta_i$ downwards. To see this take the following simple data generating process:

$$y = bx + e$$  \hspace{1cm} (7)

For $e \sim N(m_1, s_1)$. Assume that $x$ is observed with error:

$$\hat{x} = x + f$$  \hspace{1cm} (8)

For $f \sim N(m_2, s_2)$, $\text{cov}(y,f) = 0$. If one replaces $\hat{x}$ with $x$ when performing OLS, the equation being estimated becomes:

$$y = c\hat{x} + v = cx + cf + v$$  \hspace{1cm} (9)

Note that $c$ will be a biased estimate of $b$, with the bias depending on the level of noise $s_2$ of $f$. Instead, one must specify a regression model assuming errors in the independent variable:

$$y = c(x + f) + v$$  \hspace{1cm} (10)

And estimate $c$ using Total Least Squares. TLS is performed via the singular value decomposition (SVD) of the data matrix $[y; \hat{x}] = USV^\top$, and rescaling the eigenvector $U[:, -1]$ corresponding to the smallest singular value to have unit value for the dependent variable $y$. This gives the equation for a hyperplane which minimizes the orthogonal error to the data points, as shown in Figure 6.

![Figure 6. OLS minimizes error in the dependent variable. TLS minimizes error orthogonal to the line of fit.](image)

5.5 Trade Frequency Based Truncation

A significant number of market time series had a long “tail” of low trade activity before settlement. This is frequently due to the fact that a critical piece of information determining the outcome of the question becomes public knowledge. The outcome of the question was therefore considered a foregone conclusion, but since the question had not yet been settled, the market remained open for trading. As a result, these markets simply reflect the current reality, rather than a meaningful prediction, making them incomparable with markets where the outcome is difficult to predict up to settlement. These market time series were therefore truncated before the analysis to remove periods of low trade activity.

The methodology of truncation was as follows: if the overall trade frequency of the market fell below a certain value (12 hours per trade in the analysis presented), the trade closest to settlement was dropped. This process was repeated until the market either attained the desired average trade frequency or dropped below 25 total trades, in which case the market was dropped from the analysis. No further selection criteria were applied to the market data.