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Abstract—In guided wave structural health monitoring, defects are typically detected by identifying high residuals obtained through the baseline subtraction method, where an earlier measurement is subtracted from the “current” signal. Unfortunately, varying environmental and operational conditions (EOCs), such as temperature, also produce signal changes and hence, potentially, high residuals. While the majority of the temperature compensation methods that have been developed target the changed wave speed induced by varying temperature, a number of other effects are not addressed, such as the changes in attenuation, the relative amplitudes of different modes excited by the transducer, and the transducer frequency response. A temperature compensation procedure is developed, whose goal is to correct any spatially dependent signal change that is a systematic function of temperature. At each structural position, a calibration function that models the signal variation with temperature is computed and is used to correct the measurements, so that in the absence of a defect the residual is reduced to close to zero. This new method was applied to a set of guided wave signals collected in a blind trial of a guided wave pipe monitoring system using the $T(0, 1)$ mode, yielding residuals de-coupled from temperature and reduced by at least 50% as compared with those obtained using the standard approach at positions away from structural features, and by more than 90% at features such as the pipe end. The method, therefore, promises a substantial improvement in the detectability of small defects, particularly at the existing pipe features.
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I. INTRODUCTION

INSPECTION systems based on guided waves are widely used to detect damage in structures found in numerous fields, such as aerospace, energy, and oil and gas. The main advantage of these systems over conventional ultrasonic techniques is their ability to inspect large areas of the structure from a single sensor location [1]. A well-established application is the testing of pipes for the oil and gas industry by means of the first-order torsional wave mode using a pulse-echo configuration at frequencies in the order of tens of kilohertz [2]. This wave mode offers a virtually uniform coverage of the entire pipe-wall and a very low attenuation in steel, thus enabling inspection for tens of meters from the sensor location [3]. The drawback is a reduced sensitivity to the changes in the pipe cross section, particularly when the guided wave sensors are used in a one-off inspection configuration. In this setting, the sensor is deployed on the structure and it is then removed after taking one or a few measurements. The sensor typically consists of two rings of transducers positioned roughly a quarter wavelength apart in the axial direction of the pipe to enable direction control [2]. The transducers, which can either be piezoelectric- or electromagnetic acoustic transducer (EMAT)-based, are evenly distributed around the ring and apply a tangential force to the pipe surface, hence exciting the torsional mode.

Unfortunately, in addition to the desired $T(0, 1)$ torsional wave mode, other signal components exist due to imperfect direction control [2] and to the excitation and reception of unwanted modes. The latter is partly due to the finite number of transducers generating the tangential forces at discrete locations rather than uniformly around the external circumference of the pipe; this can result in the excitation of circumferential $A_0$- and $S_0$-like modes [4]. Theoretically, the generation of flexural modes can be prevented by ensuring that the number of elements in the ring is greater than $k$, where $F(k, 1)$ is the highest order flexural mode whose cutoff frequency is within the bandwidth of the excitation signal [5]. However, in practical systems, some nonuniform transduction sensitivity of the transducers around the circumference is inevitable and will break the desired axisymmetry, hence generating (and receiving) flexural modes and enhancing the amplitude of the circumferential modes [6].

Because these unwanted signal components are deterministic, they cannot be eliminated through averaging, and hence they set a background noise level which is referred to as coherent noise. Defects must produce a reflection somewhat larger than this noise for reliable detection in a one-off inspection [6]. For this reason, the defect “call level” is typically set to reflection amplitudes corresponding to anomalies (e.g., defects) that present approximately 5% change in the cross-sectional area (CSA) of the pipe [7]. This value can
vary significantly depending on the general condition of the inspected pipe, the position of the defect, and the presence of other pipe features, such as welds, that also give reflections [8].

Recently, there has been a strong interest in moving from the standard one-off inspection configuration to a permanently installed monitoring system (PIMS), which is particularly appealing when dealing with cases of high access costs (e.g., pipes buried underground), and allows for frequent collection and interpretation of data [8]. The frequent monitoring potentially allows for the detection of damage at earlier stages, and the advantages of the PIMS over the one-off inspection systems are expected to be even greater for defects occurring in the vicinity of structural features that generate reflections even in the absence of defects. A further benefit enabled by the use of PIMS is that after a positive detection, the progression of damage can more easily be monitored so that predictions on the remaining life of the structure can be attempted. Recent publications presented examples of such systems based on piezoelectric transducers [9], [10], Lorentz-force-based EMAT transducers [11], and magnetostrictive-based EMATs [12].

In a PIMS setting, the data analysis typically involves comparing new measurements with the baseline records, where any change in signals could represent a defect signature. Alongside the conventional baseline subtraction method [13], recently some authors have proposed detection procedures based on the signal decomposition methods, such as singular value decomposition (SVD) [14] and independent component analysis (ICA) [15]–[17]. Unfortunately, most of these methods are hindered by the effects of changing environmental and operational conditions (EOCs), primarily temperature [18]–[20], which are also responsible for the changes in the signals, hence degrading the damage detection performance. A possible solution to the problem, tailored for the baseline subtraction method, would be the early collection of a large number of baselines acquired under different EOCs, followed by a selection of the best one to be subtracted from any later reading, in a procedure called optimal baseline selection (OBS) [21], [22]. However, such a solution is often impractical as a very large number of baseline signals are required at small increments of the operating condition [20].

Focusing on the effects of temperature variations, a well-studied phenomenon is the induced change in the velocity of the guided wave modes [18]. To compensate for this effect, a technique called baseline signal stretch (BSS) was proposed in [20], [21], and [23]. The idea is to compress or dilate each signal by some stretch factor that minimizes the residuals between the signal itself and a baseline measurement. This process captures the physics of the effect of temperature changes well except that the process of time-stretching slightly distorts the frequency content of the signal, an effect that is termed “frequency noise” [24]. Recently, Harley and Moura [25] proposed a new computationally fast algorithm to perform BSS making use of the scale transform domain.

However, there are other, less-studied, effects caused by temperature variations on the wave propagation. First, referring to the systems using piezoelectric sensors, when the temperature changes, the bonding stiffness at the interface between each transducer and the structure is likely to vary, leading to frequency response changes that can affect both the amplitude and the phase of the signal [20], [26], [27]. In addition, if the system is operated close to resonance, a ringing effect may be observed at some temperatures. Similar phenomena are also seen with the EMAT-based systems [11], [28], where the transduction sensitivity is affected by circumferential variations in the permeability of the pipe [29]. Furthermore, as the wave velocity changes with temperature, so does the wavelength, thus varying the efficacy of the direction control, which relies on the spacing between the two rings of transducers being a known fraction of the wavelength [2]. Finally, some applications of the guided-wave-based monitoring systems are affected by strong signal attenuation, which is usually temperature dependent, for example, monitoring of a pipe coated with a viscoelastic material such as bitumen. Recently, Mariani et al. [6] proposed a phase compensation procedure that concurrently targets wave speed and transducer phase response changes. In this article, this will be denoted as the phase and stretch compensation (PSC) procedure.

Importantly, any change to the balance of transduction around the pipe or to the transducer frequency responses is likely to alter the generation of unwanted flexural and circumferential modes, and hence modify the coherent noise in a way that is not corrected by previous temperature compensation methods. Specifically, at each temperature, the unique balance of excited unwanted modes which travel at different velocities, the velocities being in general a function of frequency (i.e., the modes are dispersive), will give constructive and destructive interference at different positions along the pipe, so that the coherent noise is a spatially dependent function of temperature. For example, let us suppose that the monitoring system generates both the F(1, 2) and F(2, 2) modes at different ratios at different temperatures. Because their velocities are different, the sum of their amplitudes is a function of position and temperature; the same phenomenon also affects the sum of the A0- and S0-like circumferential modes at different positions. Similarly, the coherent noise caused by imperfect direction control is also a spatially dependent function of temperature, and the noise at a given location and temperature will also be a function of the attenuation of the different modes.

Therefore, because the coherent noise is a function of both temperature and location along the pipe, it cannot be perfectly compensated by a “global” compensation method such as the BSS or PSC methods developed previously (which involve modifying the whole signal using only one or two “global” parameters), and further, axial-location-dependent, compensation is required, where each axial location corresponds to one sample of the received signal. Because the transduction and attenuation changes causing the variation in coherent noise are expected to be a function of temperature that does not vary with time, a calibration function defining the variation in noise with the temperature at each axial location can be computed and used to correct the measurements. This is the essence of a novel procedure that will be called the location-specific temperature compensation (LSTC) method and that is presented in this article. Importantly, for its application, there is no requirement for any prior knowledge of the exact source of noise at each temperature (i.e., which exact combination
of unwanted modes is present), which greatly simplifies the problem. This new method was applied to a guided wave PIMS using the T(0, 1) wave mode. As will be shown, the final goal of the method is to minimize the residual obtained at each pipe location by comparing a set of early measurements taken over a range of temperatures with any later reading acquired on the structure, so that in the absence of a defect, the residual will be close to zero, making it easier to detect the presence of any signal changes produced by a defect.

This article is structured as follows. The proposed temperature compensation method is presented in Section II. Section III compares the results of the new method with those obtained with the conventional baseline subtraction method on an experimental data set. In particular, Section III-A quantifies the improvement brought by the new technique in a single experiment, while Section III-B shows the added benefits of analyzing trends of residuals across a number of measurements collected over time. The capability of compensating for temperature-dependent attenuation of guided wave signals is illustrated in Section III-C using synthetically modified experimental signals. It is then demonstrated in Section III-D how the new method can also be applied to the weights produced by ICA applied on the data set. Section IV gives the main conclusions of the study.

II. LOCATION SPECIFIC TEMPERATURE COMPENSATION METHOD

The LSTC method comprises two phases, namely, a calibration phase (steps 1–3) and a monitoring operation phase (steps 4–7), as shown in Fig. 1. In the calibration phase, the guided wave instrumentation acquires \( n \) signals at different temperatures within a temperature range \( T_{\text{low}} - T_{\text{high}} \) (step 1), which will form the calibration data for the LSTC. The number \( n \) of measurements needs to be sufficient to define the function of temperature; this is expected to be smoothly varying, so a modest number of measurements distributed over the temperature range of interest is sufficient. A signal (e.g., the first available one, here denoted “\( S_i \)” for \( i \)) is chosen as the signal to which all subsequent measurements will be compared for the compensation of the temperature-dependent T(0, 1) wave speed, which can be accomplished using either the PSC procedure or the standard BSS method (step 2). The next step is the computation of a “signal amplitude versus temperature” calibration curve for each axial location (i.e., each sample of the received signals) (step 3). This is achieved by fitting the set of the RF signal amplitudes obtained at each axial location in the measurements forming the calibration data with an appropriate curve; order 4 polynomial fits were used in the results presented here.

The LSTC method comprises two phases, namely, a calibration phase (steps 1–3) and a monitoring operation phase (steps 4–7), as shown in Fig. 1. In the calibration phase, the guided wave instrumentation acquires \( n \) signals at different temperatures within a temperature range \( T_{\text{low}} - T_{\text{high}} \) (step 1), which will form the calibration data for the LSTC. The number \( n \) of measurements needs to be sufficient to define the function of temperature; this is expected to be smoothly varying, so a modest number of measurements distributed over the temperature range of interest is sufficient. A signal (e.g., the first available one, here denoted “\( S_i \)” for \( i \)) is chosen as the signal to which all subsequent measurements will be compared for the compensation of the temperature-dependent T(0, 1) wave speed, which can be accomplished using either the PSC procedure or the standard BSS method (step 2). The next step is the computation of a “signal amplitude versus temperature” calibration curve for each axial location (i.e., each sample of the received signals) (step 3). This is achieved by fitting the set of the RF signal amplitudes obtained at each axial location in the measurements forming the calibration data with an appropriate curve; order 4 polynomial fits were used in the results presented here.

The LSTC method comprises two phases, namely, a calibration phase (steps 1–3) and a monitoring operation phase (steps 4–7), as shown in Fig. 1. In the calibration phase, the guided wave instrumentation acquires \( n \) signals at different temperatures within a temperature range \( T_{\text{low}} - T_{\text{high}} \) (step 1), which will form the calibration data for the LSTC. The number \( n \) of measurements needs to be sufficient to define the function of temperature; this is expected to be smoothly varying, so a modest number of measurements distributed over the temperature range of interest is sufficient. A signal (e.g., the first available one, here denoted “\( S_i \)” for \( i \)) is chosen as the signal to which all subsequent measurements will be compared for the compensation of the temperature-dependent T(0, 1) wave speed, which can be accomplished using either the PSC procedure or the standard BSS method (step 2). The next step is the computation of a “signal amplitude versus temperature” calibration curve for each axial location (i.e., each sample of the received signals) (step 3). This is achieved by fitting the set of the RF signal amplitudes obtained at each axial location in the measurements forming the calibration data with an appropriate curve; order 4 polynomial fits were used in the results presented here.

In the monitoring operation phase, the guided wave instrumentation acquires a new waveform “\( S_i \)” at some temperature “\( T_i \)” (step 4), which is first compensated for the temperature-dependent wave speed (step 5, the same as step 2). Ideally, the temperature “\( T_i \)” would lie in the range \( T_{\text{low}} \leq T_i \leq T_{\text{high}} \). For “\( T_i \)” outside the calibration temperature range, the accuracy of the compensation procedure would depend on the accuracy of extrapolation of the fitting curves out of the range. At each axial location of “\( S_i \)” the value predicted by the curve computed for that location and for a temperature equal to “\( T_i \)” is subtracted from the current measured value at the given location (step 6). It is worth noting that the calibration curves will have negative values for the RF values with a negative sign, but this does not alter the procedure. The result of this process is a newly formed residual signal, which can be interrogated to check whether there has been a significant change in the structure at any location (step 7). In operation, each successive acquired signal is compensated according to steps 4–7 and any significant change at any location is identified.

The description above implicitly assumes that the structure is defect-free before the acquisition of the calibration signals and that defects do not grow in the period of calibration data acquisition. However, if a defect is already present before the acquisition of the calibration waveforms, while the method would not be able to give any indication of the preexisting defect, it would still be able to detect later damage growth; if defect growth were to occur during the calibration phase, the calibration would be less accurate. If direct temperature readings are not available, the entire procedure can be performed using an indirect temperature measurement such as the time of arrival of a reflector or the stretch factor computed by the BSS method. The latter has the advantage that the operator does not need to know \( a \ priori \) about the existence or the location of reflectors in the structure.

III. APPLICATION OF LSTC TO EXPERIMENTAL DATA

The new LSTC method described above was applied to a data set of ultrasonic-guided wave signals acquired by a Guided Ultrasonics Ltd. gPIMS sensor ring [30] set to use the T(0, 1) wave mode. The sensor ring was attached to an 8-in schedule 40 pipe whose layout is shown in Fig. 2 and which was installed in a temperature-controlled laboratory setting [9]. The excitation was an eight-cycle toneburst centered at 25.5 kHz. The pipe comprised 7- and 2-m straight sections connected by a 90° elbow (with a bend radius of 1.5 times the...
Fig. 2. Geometry of the 8-in schedule 40 test pipe. The 7- and 2-m pipe sections are connected by a 90° elbow with the bend radius being 1.5 times the outer diameter of the pipe. The defects introduced in the “forward” direction are highlighted and numbered in red. The distances given of the defects and weld in the forward direction are measured from the middle of the sensor.

Fig. 3. (a) CSA losses due to the introduction of the defects. (b) Temperature of the pipe during the testing timeframe. Regions of low and high incoherent noise affecting the measurements are color-coded in green and red colors, respectively. The calibration signal set was chosen to be from measurements 51 to 200 (which are the ones indicated by the green bar).

outer diameter of the pipe), and the sensor was installed 4.5 m from the right-hand end in the figure. In addition to the elbow welds, there was a girth weld in the longer straight section of the pipe. The measurements used to perform the analysis reported in this article are the ones in the “forward” direction as indicated in Fig. 2. In that direction, two artificial defects were introduced during the testing timeframe by a manual grinding process to produce wall losses with circular/oval area profiles at each defect location. The defects were then gradually deepened in multiple stages by increasing the extent of the wall loss, giving the CSA losses as a function of measurement number (time) as shown in Fig. 3(a).

The pipe was subjected to heating and cooling cycles, with the temperature fluctuating between about 13 °C and 38 °C. Fig. 3(b) shows the temperature measured by a sensor installed on the pipe near the sensor ring. When analyzing the data, it was found that the instrumentation was set up to do insufficient averages to remove the incoherent noise and that this was higher in some sequences of measurements, which are indicated by the red bars in Fig. 3(b). This incoherent noise was probably due to intermittent electromagnetic interference and was at a level that would normally be considered insignificant but became noticeable at the increased sensitivity levels obtained with the new compensation method presented in this article. In future, it will be straightforward to remove it with further shielding improvements or more averaging.

Fig. 4 shows the first measurement, which was acquired at 19.1 °C prior to the introduction of any defect. The time-domain ultrasonic signal is converted to distance in Fig. 4 using the known T(0, 1) velocity. Each signal was normalized to the reflection from the end of the pipe and was compensated for the temperature-dependent wave speed and transducer phase shift using the PSC procedure [6] described in the introduction, using the first measurement as the baseline.

The compensated (i.e., phase-shifted and time-stretched) signals are expected to exhibit well-aligned RF peaks, as seen, for example, in Fig. 5(a) where two signals recorded at temperatures of 36 °C and 20 °C are shown. The plot is zoomed in a portion of the pipe around the weld and shows excellent phase alignment throughout. However, the different coherent noise existing in different measurements still produces non-zero residuals even for measurements both taken on the undamaged structure, as seen in Fig. 5(b) where the residual between the two signals in Fig. 5(a) is plotted, hence making it more difficult to detect residuals due to the presence of a defect. The variation is somewhat worse using the BSS compensation procedure [25]. The differences between the two signals in Fig. 5(a) before the weld are likely to be primarily due to the interference between the circumferential A0- and S0-like modes, while after the weld there are also contributions from flexural modes reflected from the weld. The LSTC method specifically aims to compensate for these temperature-induced differences in coherent noise and, concurrently, for other phenomena as described in the next sections.

### A. Results

The calibration signal set was chosen to be the cooling cycle from measurements 51 to 200, being the low incoherent noise region indicated by the green bar in Fig. 3(b). This choice
Fig. 5. (a) Signals acquired on undamaged pipe at 20 °C and 36 °C after PSC temperature compensation. (b) Residuals between the two measurements in (a). Note different vertical scales in (a) and (b).

Fig. 6. Best-fit curves obtained for the axial position of 2.83 m when using as calibration signal set either measurements 51–200 (the low incoherent noise region) or the other defect-free measurements (the high incoherent noise region).

was primarily motivated by the fact that the temperature range spanned by that cooling cycle is the only one sufficiently wide to cover the temperature range of all the other measurements. At each axial position, a compensation curve of the signal amplitude against the temperature was computed by fitting the calibration data with fourth-order polynomials, as shown with blue circles and red curve for the axial location of 2.83 m in Fig. 6. Clearly, if a different cooling cycle were to be used, the resulting best-fit curves would be more prone to errors due to the higher variance of incoherent noise which affects the other measurements. However, using a sufficient number of measurements, the higher incoherent noise would smooth out; for example, Fig. 6 also shows the best-fit curve that is obtained when setting the calibration data to include the measurements in all the other cooling cycles before the introduction of any defect (i.e., measurements 1–50 and 201–252). As expected, the two curves almost overlap, and the green crosses representing the high incoherent noise measurements show higher variance around their fitting curve than the case of blue circles. The higher the incoherent noise in the acquired measurements, the higher the number of signals that would be necessary to include in the calibration set to protect against the random variations; at the levels of incoherent noise seen in measurements 51–200, only a few measurements spanning the temperature range of interest would be sufficient to correctly capture the variation in amplitude with temperature. In addition, in general, the wider the temperature range, the higher the value of \( n \) required to track the relationship in steps of 5 °C or less.

Fig. 7(a) shows the residuals obtained using the standard baseline subtraction method with PSC temperature compensation when processing the first 252 defect-free measurements (i.e., signal 1 subtracted from the signal obtained by PSC compensation applied to each of signals 2–252), the signals being overlaid on top of each other. Very high values of residuals are seen at the pipe end; because both the baseline and “current”
signals contain large components of the pipe end reflection, the baseline subtraction involves subtracting two large quantities and, therefore, is very sensitive to environmentally induced signal changes. These include frequency response changes of the transducers, such as ringing effects (e.g., the signal tail at 19.1 °C shown in Fig. 4), and the “frequency noise” as discussed above. For comparison, Fig. 7(b) shows the residual signals output by the LSTC method when processing the same 252 defect-free measurements, and the maximum absolute values of the residuals obtained for the two sets of results with and without including the pipe end reflections are given in Table I. The residuals output by the LSTC method are lower than those obtained by the standard baseline subtraction, with more than an order of magnitude improvement at the pipe end, where, as reported in Table I, the peak residual is about 7.2% of that given by the standard technique; this shows that the LSTC procedure also compensates for both frequency response changes of the transducers and “frequency noise.” Clearly, the reduction in residuals enabled by the LSTC over the standard baseline subtraction method also depends on the range of temperatures over which the measurements are acquired, with the benefits expected to increase as the temperature range increases.

The reduction in residuals produced by the new LSTC method to below 0.6% of the pipe end reflection at locations away from the pipe end means that defects removing around 1% of the CSA would be detectable in a single test, with further improvements likely using multiple readings [9], [16]. Even close to the pipe end, it would be possible to detect a defect removing about 1.5% CSA in a single test.

**B. Trends of Data Acquired at Each Pipe Location**

Fig. 8 shows the progression of residuals obtained over the whole set of 552 signals at two different axial positions in defect-free areas of the pipe [i.e., not affected by reflections from either of the two defects whose growth is shown in Fig. 3(a)]. Fig. 8(a)–(c) refers to the point at 1.45 m, which is before the weld and so the coherent noise is primarily due to the circumferential modes, while Fig. 8(d)–(f) shows the case of the point at 4.38 m, which is close to the end of the pipe.

### Table I

|                          | Before pipe end reflection (% pipe end reflection) | At pipe end reflection (% pipe end reflection) |
|--------------------------|--------------------------------------------------|-----------------------------------------------|
| PSC and baseline subtraction | 1.266                                            | 11.931                                        |
| LSTC                     | 0.61 (51.8% reduction)                            | 0.856 (92.8% reduction)                       |

Fig. 8(b) and (e) shows the temperature readings [the same plot as in Fig. 3(b)] alongside the residuals obtained using the baseline subtraction method with PSC temperature compensation. There is a clearly strong correlation between the trends of the residuals and the temperature variation. Fig. 8(a) and (d) shows the scatter plots of the calibration data for the LSTC method at the two locations, which were taken from measurements 51 to 200 as discussed in the previous section, together with the fourth-order polynomial curves which best-fit the data of each plot. The LSTC procedure produced the residuals as shown in Fig. 8(c) and (f), which show no sign of temperature dependence and which are randomly distributed about zero. The degree to which the residuals output by the LSTC procedure fit a normal distribution was checked by applying the Lilliefors test [31]. At the point at 1.45 m [Fig. 8(c)], the data in the low incoherent noise region (measurements 51–200) yielded a p-value of 0.65 and those in the high incoherent noise regions (measurements 1–50 and 201–552) gave a p-value of 0.63, thus both comfortably passing the normality test at a 5% significance level which requires the p-value to be greater than 0.05 [32]. Similarly, at the point at 4.38 m [Fig. 8(f)], p-values of 0.96 and 0.82 were obtained in the same two measurement regions. The lower fluctuations would make it much easier to detect small defects reliably and the normal distribution implies that averaging over multiple readings could be used to further reduce the uncertainty. The residual fluctuations are mostly due to the random effects of the incoherent noise, as shown by the lower residuals in Fig. 8(c) and (f) over measurements 51–200 where the incoherent noise was lower as indicated in Fig. 3(b).

Fig. 8(f) also shows that if a defect occurs somewhere along the pipe, the modified geometry at the defect location changes the transmitted signal at all points past this location, so the LSTC procedure no longer gives very low residuals, making defect calling past the first defect less reliable; this is particularly true when the first defect is large, so the perturbation in the transmitted signal is also large. For the point at 4.38 m of Fig. 8(f), after measurement 385, when both defects 1 and 2 reached their maximum sizes [Fig. 3(a)], the trends are clearly seen to deviate from the zero-mean. A rather more severe case of a fitting curve being invalidated by the changed pipe geometry is shown in Fig. 9(f), which is discussed below.

Fig. 9 shows the cases of two pipe locations featuring reflections from the two defects. Fig. 9(a)–(c) refers to the location of defect 2 at 2.76 m, while Fig. 9(d)–(f) shows the location of defect 1 at 3.59 m. The plots are analogous to those of Fig. 8, and Fig. 9(b), (c), (e), and (f) also shows the evolution of the cross-sectional losses produced by the defects, these curves being the same as those in Fig. 3(a). In Fig. 9(c), the LSTC method outputs a flat trend before measurement 333, that is, when defect 2 was introduced. In contrast, over the same measurement range, the baseline subtraction method of Fig. 9(b) gives the variations in the order of 1% of the pipe end reflection. The presence of these variations when the pipe is undamaged hinders the positive detection of the reflection given by the defect, especially in its early stages of growth (i.e., when the CSA loss is below 1%). In contrast,
the LSTC results correctly track the known defect growth at all stages, hence enabling reliable, early detection. Note that for the T(0, 1) mode, the reflection ratio from a defect (calculated as the amplitude of the reflected wave divided by the amplitude of the incident wave) is roughly equal to the CSA loss, with the ratio between the axial extent of the defect and wavelength also affecting the reflection ratio [33]; this causes the slight discrepancy seen between the blue and green curves in Fig. 9(c), especially after measurement \( \sim 360 \).

Fig. 9(d) shows that at the axial location of defect 1, the effect of temperature variations on the coherent noise when the pipe was in its initial state was small, the range of the values spanned by the fitting curve being only around 0.3% of the pipe end reflection for the temperatures of interest. For this reason, the plot given by the baseline subtraction method in Fig. 9(e) already shows low variations due to temperature, and no significant improvements are obtained by the application of the LSTC method, as seen in Fig. 9(f). Therefore, both plots correctly track the growth of defect 1 after its introduction at measurement 253 up to measurement 333, when defect 2 was introduced. After that measurement, the modified pipe geometry due to the introduction of defect 2 (which is located between the sensor and the location of defect 1 to which the plot refers) made both the standard baseline subtraction and LSTC methods based on the pre-damage measurements less accurate, as discussed above.

The effects of changing temperature on the coherent noise at the different axial positions vary from one location to another. Fig. 10(a) shows the range of values spanned by the fitting curve computed at each pipe location for temperatures ranging from 13 °C to 37 °C. The high-frequency oscillations seen in the figure are due to the varying phase of the RF signal. The higher the range of the variation with temperature, the greater the benefit derived from the application of the LSTC method. Fig. 10(b) shows the residual signals output by the LSTC method when processing all the 552 measurements (analogous to Fig. 7(b), where only the 252 defect-free measurements were plotted). The waves reflected by the two defects at their full growth are clearly seen protruding well above the noise floor. Because the RF peak of the wave reflected by defect 2 occurs at 2.76 m, where the temperature-induced coherent noise variations are high [about 0.9% of the pipe end
Fig. 9. (a)–(c) Point at 2.76 m (defect 2 maximum reflection). (d)–(f) Point at 3.59 m (defect 1 maximum reflection). (a) and (d) Calibration data for the LSTC method and best-fit curves. Note the different amplitude scales in the two plots. (b) and (e) Temperature readings and residuals obtained using the baseline subtraction method with PSC temperature compensation; the CSA losses in % of the pipe end reflection due to the introduction of the two defects are also shown. (c) and (f) Residuals output by the LSTC method; the CSA losses are also shown.

reflection, as seen in Fig. 10(a), the benefit of using LSTC for the detection of this defect is higher than that for the case of defect 1, whose reflected wave has a peak occurring at a location where the effects of temperature on the coherent noise are marginal. Fig. 10(b) also shows significant peaks at the end of the pipe; these are largely caused by the reduction in the amplitude of the input torsional wave signal reaching the end of the pipe due to reflections from the defects introduced between the sensor and the pipe end.

C. Compensation of Attenuation

The distance–amplitude correction (DAC) curves are typically used in bulk wave and guided wave inspection to account for attenuation of the transmitted signal along the testpiece so that a given size of reflector will produce the same signal amplitude, irrespective of its distance from the transducer [2], [34]; if the attenuation is due to material damping, the DAC curve will be an exponential. However, in guided wave inspection, transmission reduction due to reflections from features such as welds produces step changes in the DAC curves, in addition to the exponential changes between them. This can be accommodated by assuming that all welds produce a similar transmission loss, or can more accurately be accounted for using knowledge of the weld geometry and modeling it to obtain a predicted reflection. For a given pipeline, the extent of attenuation and the shape of the DAC curve are influenced by factors such as operating temperature, pipe contents, coating, and level of generalized corrosion, so that a different DAC curve would have to be computed for each reading. This can be a complicated task, especially when there is no clear reflector at the end of the interrogated section.

In many cases, the DAC curve will be temperature dependent due to, for example, a viscous coating on the pipe or a viscous liquid filling the pipe. The LSTC method automatically compensates for any such temperature-dependent effect. Because the uncoated, empty pipe of Fig. 2 showed minimal attenuation, we illustrate this through a synthetic data set showing temperature-dependent attenuation. Each of the
Fig. 10. (a) Range of values spanned by the fitting curve computed at each pipe location for temperatures ranging from 13 °C to 37 °C. The axial positions investigated in Figs. 8 and 9 are highlighted. (b) Results from the LSTC method from all the measurements. The positions corresponding to the reflections from the two defects and the pipe end are indicated.

552 measurements in the forward direction of Fig. 2 was multiplied by an exponential function of the form

\[ f(d, T) = e^{-\alpha(T) \cdot d} \] (1)

where \( T \) is the temperature, \( d \) is the distance from the sensor, and \( \alpha(T) \) is an arbitrarily chosen damping factor, such that it increases linearly with increasing temperature [examples of “high” and “low” levels of attenuations are shown in Fig. 11(a) and (d), respectively]. Fig. 11 illustrates the process applied to measurements 51 and 197, acquired at temperatures of 37.9 °C and 13.6 °C, respectively. The measurements shown in Fig. 11(a) and (d) were multiplied by the appropriate attenuation curve expressed by (1) giving the signals shown in Fig. 11(b) and (e); these were then normalized to the pipe end reflection as seen in Fig. 11(c) and (f). Substantial differences are seen in the signal amplitude distribution along the pipe due to the simulated attenuation (e.g., the weld reflection at 1.5 m changes from 6% to 31% of the end reflection).

Fig. 12 shows the points at 1.45 and 4.38 m, that is, the same pipe locations illustrated in Fig. 8. The calibration data, and hence the best-fit curves of Fig. 12(a) and (d), show higher rates of decay with temperature than those of Fig. 8(a) and (d), due to the additional effect of the synthetically imposed attenuation. As expected, the baseline subtraction method with PSC temperature compensation produced residuals strongly correlated with the temperature, as shown in Fig. 12(b) and (e), while the LSTC procedure yielded residuals de-coupled from temperature variations and randomly distributed about zero, as seen in Fig. 12(c) and (f).

D. LSTC Method Applied to Independent Component Analysis Processed Data

There has been recent interest in applying the component analysis methods to SHM time series data using SVD [14] or ICA [15]. This enables dimensionality reduction and may also help separate defect growth from other effects. It is, therefore, of interest to investigate whether the new LSTC compensation method can be used in conjunction with the component analysis techniques. The component analysis algorithms decompose the data matrix \( X \) that contains the measurements over time into the form

\[ X = WA^T \] (2)

where \( W \) and \( A \) are the matrices containing the weights and the components of \( X \), respectively. \( X \) is an \( N \times D \) data matrix, where \( N \) is the number of signals measured over the monitoring period (e.g., 552 measurements for the example considered in this article) and \( D \) is the number of sample points in each signal. The weight matrix, \( W \), has dimensions \( N \times R \) and the component matrix, \( A \), has dimensions \( D \times R \) with \( R \ll N, D \), hence giving the reduced dimensionality. Each column of \( W \) \((w_i^{N \times 1})\) represents the trend over time.
corresponding to one signal component, this being a column of $A (a^{R \times 1})$.

The LSTC method can be directly applied to the weights produced by this type of algorithm. For example, Fig. 13 shows the case of a component obtained by applying ICA to the 552 PSC-compensated signals that were acquired as in Fig. 3(b). Fig. 13(a) shows the envelope of this component, whose energy is centered on the point analyzed in Fig. 9(a)–(c), and hence affected by the reflections from defect 2. Fig. 13(c) shows the associated weight function, which starts at a set value of zero and then varies over time with a strong correlation to temperature, as well as to the defect after its introduction. As shown previously, readings 51–200 of the weight function were used to obtain the calibration function for the LSTC method shown in Fig. 13(b); the compensated weight function in Fig. 13(d) only shows low-amplitude variations before the introduction of the defect and closely follows the trend of the CSA loss after the defect was introduced; as in Fig. 9(c), the compensated weight function exceeds the cross-sectional loss after around measurement 360. Both the weight function shown in Fig. 13(c) and the results from the LSTC procedure in Fig. 13(d) are in good agreement with the progression of residuals shown in Fig. 9(b) and (c), respectively.

IV. CONCLUSION

The use of PIMSs for SHM of pipes (or other structures) has the potential to enable detection of damage at earlier stages than when using the one-off inspection systems. In a typical PIMS setting, the residuals are obtained using the baseline subtraction method, where an earlier measurement is subtracted from the “current” signal. The goal is to minimize the residuals in the absence of defects so that when a defect occurs, it can easily be identified by detecting high residual values due to partial signal reflections. Unfortunately, this procedure is hindered by the effects of changing EOCs, for example, temperature, which produce changes in the coherent noise affecting the signals.

Many temperature compensation methods have been developed, which typically involve stretching the whole signal to compensate for the variation in wave speed induced by a change in temperature. However, these “global” methods...
cannot target spatially dependent signal changes such as those due to the changes in the mix of modes excited by the transduction system or the changes in the interference pattern of unwanted modes propagating in the structure. Removal of these effects requires a compensation method that is position dependent. Therefore, this article introduced an LSTC procedure that after the application of a “global” method such as BSS or PSC is used to adjust the signal at each position so that in the absence of a defect, the residual is reduced to close to zero. The assumption is that the changes in coherent noise are a function of temperature that does not vary with time; hence, the inspection system is required to guarantee good transducer stability over the testing timeframe. Under these conditions, at each position, a calibration function that models the variation in coherent noise with temperature is computed from a set of baseline signals and is used to correct the measurements.

The new LSTC method was applied to a data set of guided wave signals collected by a PIMS installed on a pipe and using the $T(0, 1)$ wave mode. The results show that the LSTC method gives lower residuals than the conventional baseline subtraction approach, yielding at least 50% reduction away from features and more than 90% reduction at features such as the pipe end. Furthermore, the method is computationally inexpensive. For example, when it was directly applied to the 552 guided wave measurements of the data set used in this article, where each signal consisted of 740 samples, the computation required $\sim 2$ ms on a PC of average performance (i.e., $\sim 3.6$ ms per signal).

The LSTC method automatically compensates for any signal change that is a systematic function of temperature; other than the already-cited effects of modified balance of unwanted modes, this includes signal changes due to frequency response changes, the “frequency noise” effect, mirror artifacts produced by reflections of the signal traveling in an unwanted direction as a result of imperfect direction control due to varying wavelength, and the variations in attenuation causing changes that increase with distance from the source. It is believed that the method is equally applicable to conventional ultrasonic testing applications using bulk waves or to other types of guided wave inspection systems. Furthermore, it is suggested that an analogous procedure can be derived to compensate for ultrasonic signal changes due to loads on the testpiece, in which case the calibration curves of the signal amplitude against the load can be computed and used to correct the measurements; by extension, calibration surfaces can be used to compensate for the concurrent effects of temperature and load. The LSTC method is the subject of a patent application.
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