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Abstract: IoT technologies generate intelligence and connectivity and develop knowledge to be used in the decision-making process. However, research that uses big data through global interconnected infrastructures, such as the ‘Internet of Things’ (IoT) for Active and Healthy Ageing (AHA), is fraught with several ethical concerns. A large-scale application of IoT operating in diverse piloting contexts and case studies needs to be orchestrated by a robust framework to guide ethical and sustainable decision making in respect to data management of AHA and IoT based solutions. The main objective of the current article is to present the successful completion of a collaborative multiscale research work, which addressed the complicated exercise of ethical decision making in IoT smart ecosystems for older adults. Our results reveal that among the strong enablers of the proposed ethical decision support model were the participatory and deliberative procedures complemented by a set of regulatory and non-regulatory tools to operationalize core ethical values such as transparency, trust, and fairness in real care settings for older adults and their caregivers.
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1. Introduction

The massive revolution of the Internet of Things (IoT) holds the promise of using advanced devices, sensors, and communication platforms to share data and create novel services and applications towards improving the quality of life [1] and addressing the...
health needs of the ageing population [2,3]. In recent years, several relevant research works exploited the power of various emerging wireless technologies that measure health parameters in order to provide pervasive health monitoring services and to facilitate remote medical management [4,5].

Nonetheless, the use of open and easily accessible IoT ecosystems raises ethical, security, and privacy challenges, particularly for the healthcare domain [6–8]. The ethical concerns of user engagement with IoT technologies, specifically those health related (H-IoT), are associated with inherent risks of the IoT devices, including the importance and accuracy critical to the delivery of health data. In this sense, a more systematic assessment of users’ opinions and beliefs is required from researchers in order to (a) gain insights about a proactive engagement in ethical issues within an IoT landscape and (b) provide accurate and timely awareness to all stakeholders to support the comprehensive and smooth processes of ethical decision making and assessment [9].

Considering the scale of interconnection through IoT technologies, great importance is placed on the moral implications concerning data management of IoT systems. Relevant literature presents the important ethical challenges that can emerge from IoT technologies data and their interactions [10]. More specifically, in the big data era powerful analytics tools allow the collection and analysis of large amounts of data to identify patterns in the behavior of groups and communities. This can also affect decisions that concern the interrelations of communities, hence the individuals involved [11]. The ethical design of IoT and H-IoT services has been based on unobtrusive monitoring applications and considered as a crucial process to protect user autonomy according to their sense of personal identity and decision making. Moreover, even in the case of sophisticated algorithms that inform decisions, individual aspects, which should not be subject to the risk of profiling, are legally provisioned. However, IoT service providers, as well as consumers, do not have a clear picture of the available legal provisions [12].

During recent years, an increasingly growing field of research and practice has been focused on the analysis of ethical perspectives in the use of IoT technologies including ethical theoretical frameworks and conceptual models to identify the ethical challenges coming from the implementation of IoT initiatives [13–15]. However, few of these research works have addressed the ethical processes ad hoc enmeshed in technological IoT innovation and related to the production and management of enormous amounts of data related to human behavior characteristics. The real ethical implication lies in the fact that this process of IoT data manipulation is conducted automatically and often in the absence of any human interference [16]. Moreover, the high number and heterogeneity of devices and technologies in IoT based environments can affect the decision-making process, either by offering support or becoming excessive, and can lead to an over-controlled environment [17].

In accordance with these concerns the notion of data quality must be highly considered in the case of the collective approach of studying and predicting group behavior, rather than in profiling single users, where there are also concerns of invasion and discrimination in indirect data-driven decisions. The relevant literature [18] suggests that data transparency is closely related to data quality and enhances the decision making and planning, while acknowledging the need for a comprehensive framework of data transparency.

Also, according to Diène et al. [19], certain decisions need to be made on aspects such as how frequently data should be captured, how many data are captured, and their need to be archived. However, there is still a lack of description of the intermediate stage, where decisions delineated in ethical frameworks, made either by humans or machine intelligence, are ‘translated’ from theoretical models into daily research practice, supporting the process of ethical decision making. Trust and transparency in personal data management are critical components of the decision-making process.

Above all, specific consideration and thinking around the ethical issues is required considering the values that need to be promoted regarding the use, sharing, and re-use of big data in a research context [20]. In this respect, the importance of having ethical frameworks adapted to the context of handling big and sensitive data has been acknowledged.
and is crucial [21]. However, although a few ethics frameworks have been introduced so far for working with big data in health research, the ethical decision-making process has not been sufficiently analyzed yet.

If good decision making is a complex endeavor, ethical decision making particularly for health contexts is more demanding [22, 23]. Therefore, decision support models for diffused responsibilities in large-scale research is needed. Nonetheless, a model by itself is not sufficient if feedback options of data management are not communicated between the diverse stakeholders of the research (i.e., researchers, developers, clinicians, end users) to reflect in an understandable and instructive way participatory and deliberative ethical guidelines.

The more recent literature advocates the importance of participatory assessment of technologies which aim to advance the role of public and users for decision making considering ethical dimensions in diverse contexts [24]. However, in the context of LSP ecosystems, the implementation of overarching principles in practice as envisioned not only by legal provisions but also guided by ethical requirements is well recognized in the context of Responsible Innovation (RI) [25].

The research work described in this manuscript informs on a novel ethical decision-making framework for large-scale pilot managers, particularly in the Active and Healthy Ageing (AHA) IoT based solutions domain. This framework has been defined by the ethical board in collaboration with law consultants within ACTIVAGE-, a H2020 large-scale pilot project [26]. ACTIVAGE created the first European IoT ecosystem, enabling the deployment and operation at a large scale (i.e., in nine deployment sites (Table 1) complemented by new pilot sites in the context of open calls and IoT technology exploitation. Overall, the DSS involved more than 7000 people around Europe, Spain, France, Italy, Germany, Greece, Finland, and the United Kingdom) of Active and Healthy Ageing (AHA) IoT based solutions and services to respond to real needs of caregivers, service providers, and public authorities.

Table 1. Deployment sites of the LSP.

| Deployment Sites of the LSP                      |
|------------------------------------------------|
| DS1 GAL: Galicia region (ES)                    |
| DS2 VLC: City of Valencia (ES)                  |
| DS3 MAD: Municipality of Madrid and Madrid Region (ES) |
| DS4 RER: Emilia-Romagna region (IT)             |
| DS5 GRC: Digital Cities of Central Greece-CitiesNet (DCCG), Metamorfosi (MM), Pilea-Hortiatis (MPH), Mobility scenario (MM) |
| DS6 ISE: Isère region (FR)–Korian Institutions, Isère region (FR)–Homes |
| DS7 WOQ (DE): Weiterstadt, Treuchtlingen, Stuttgart, Rodgau, Türkheim |
| DS8 LEE: City of Leeds (UK)                     |
| DS9 FIN: Turku, Oulu, Tampere, Helsinki         |

The proposed ethical framework has been the first initiative to address the ethical aspects of data management and governance in the context of AHA and IoT based solutions. The problem-driven decision-making process was outlined and highlighted the real obstacles emerging along the way in the context of a highly diverse and multidisciplinary scientific team.

2. Materials and Methods

The proposed ethical frame of decision making was developed through a bottom-up approach, anchored in the analysis of a large number of stakeholders. Approximately 50 different partners of academia, universities, enterprises, (big companies as well as SME businesses), administration (city councils, regional authorities), social enterprises coordinating end users, as well as European citizens comprised the large-scale pilot.
A co-creation framework [27] was introduced to assess the needs, preferences, and perceptions regarding user acceptance, trust, confidentiality, privacy, data protection, and safety. In this context, the management of information ethics by telecommunication engineers, sociologists, health technicians, social workers, caregivers' data protection officers, and many more, posed significant challenges for deliberate exercises in ethics and decision making due to the heterogeneity of data and diverse disciplines, cultures, organizations, and social networks. From the early beginning of the project, it is considered of critical importance that beyond the adherence in the letter of law, it is essential to review the ethical dimension of data processing by initiating and elaborating further an ethical framework based on several ethical values and principles. A data ethics framework has been defined to map out the ethical principles for data proper use, to maximize the value of data, and to maintain natural persons’ rights towards a sustainable IoT environment (Figure 1).

![Figure 1. An Ethical compliant Decision-Making Framework for IoT.](image)

Specific attention had also to be paid to the analysis of information along with the implementation of core ethical principles such as transparency and accountability and trust and confidentiality, which determined the decision-making process in a complex socio-technical context.

Understanding and operationalizing the ethical decision-making process initially brought the concern to the research communities to become increasingly aware of the ethical and social perspectives and implications that IoT research in overall and each technological component may bring. To this end inner and outer feedback loops have been activated to build and use iterative and sustainable sources for this awareness.

Outer feedback loops were based on vertical and horizontal experiences and know-how from synergies with other LSPs, as useful insights in the project IoT community. Inner feedback loops were anchored on training and education through practical tools as online courses to achieve data management quality. The decision-making process was based upon the methodology of feedback loops (Figure 2) between the various phases of the project and between the diversity of implications that designers and developers face at the local level. However, harmonized action points of internal and external mechanisms are based on deliberative ‘dialogue’ between the sociotechnical groups.
Figure 2. Inner and outer feedback loop mechanisms of ethical and sustainable decision-making process.

Overall, the diverse piloting environments were treated as ‘living organisms’ that had to go beyond the formulaic approaches of ethical norms and principles in implementation and were compelled to apply practical assessment and monitoring tools in a consistent way to achieve ethical awareness of piloting activities operation. In practice, the specific context of IoT technologies and the related constraints had to be considered, whilst corresponding action plans about ethics management supported this process and were required to be applied in consistency with the initial planning from the early beginning of the project until its finalization. Nonetheless, the main determinants of our ethical design were twofold: (a) to consider the requirements of project pilots or deployment site performance across several European countries both at an individual and at a project level, striving to find convergence points; and (b) given that technological artefacts were not neutral, intermediaries had to be designed and used upon a moral decision making as a joint effort of individuals.

The proposed model of ethical decision making was composed of 4 stages: (a) develop the frame; (b) assess through deliberative dialogue; (c) apply and update during the whole lifecycle of pilot activities; and (d) evaluate.

In all phases, a placeholder was relevant knowledge in clear decision-making processes to the sensitive target group of older adults. This action was enabled by previous initiative s, such as the Alliance for Internet of Things Innovation (AIOTI) Working Group 5 [28], which focused on Smart Living Environment for Ageing Well and had been equally acknowledged by all sites.

Also, effective enablers such as social responsibility and solidarity have been recently activated towards handling the risks of uncertainty and anxiety for seniors and communities caused by the unprecedented world health crisis due to COVID-19. The main contingency measures that the confinement of COVID-19 forced all deployment sites to adjust their pilot activities were reported in ethical reports indicating how this new situation of COVID-19 had been handled ethically.

End users provided their feedback to the LSP in many ways by testing the IoT solution, giving feedback on improvements and software solutions, and providing their views on social and ethical aspects of IoT apps and services’ use.

In this line, apart from the main contingency measures, after a careful analysis of user needs and requirements, some pilot sites developed additional platforms, such as the AgeWare platform of Deployment Site (DS) of Sofia, to fit the current needs of the deployment site. This caused the development of additional functionality and services to exceed the initially planned use case services. Full UI/UX for web, tablet and smartphone, online questionnaires, daily schedule, interactive TV, videoconferences, fall protection, and additional health wearables were deployed; therefore, the need emerged for compliance.
with legal requirements with the support of a robust infrastructure (block chain-based) in order to make the respective platforms operational.

To harmonize the action plans of diverse contexts in respect to ethics, sustainable ethical models were created to allow common understanding of data processing chains, their value, and proactive measures. These models were initially the outcome of the experience gained from brainstorming events and collaboration on scientific publications (i.e., White Paper, ‘Personal Data Protection for Internet of Things Deployments: Lessons Learned From the European Large-Scale Pilots of Internet of Things’) in the context of European Commission research programs emphasized on the Internet of Things (IoT) and data protection in large-scale pilots (LSPs). In the context of IoT policy frameworks for trusted, safe, and legal environment for IoT and in collaboration with the activities groups (i.e., Activity Group 5).

As a follow-up activity, two experts, one with expertise in system-level design methodologies and one in ethics, took over the role to coordinate data protection at the project level (Mezzanine Model). Thus, they set up a series of exploratory bilateral meetings with pilot site leaders and persons responsible for ethics in each pilot. The main aim of the activity was to investigate IoT risks and gain insights in sharing and protecting information collected and stored in IoT platforms.

Knowledge from diverse LSP methods and techniques for managing critical ethics issues was extracted. These issues included data subject rights against business and organizations and issues related to data business models. Methods and techniques for managing these issues in the LSPs were employed to address the specific challenges of ‘smart living environments for ageing’ use cases. This exploitable knowledge asset was enriched by security and privacy topics incorporated in a technical workshop held. Both scientific and technical members had to leverage on the project knowledge aggregated about risk assessment and confrontation along with the progress of ethics and legal activities at the project level. The main results of these brainstorming sessions of security and privacy were used as the base for the design of specific instruments such as security, privacy, and ethics constructive surveys.

Essentially, these surveys were in liaison with data analysis rules such as need for DPIA interpretation beyond legal requirements and GDPR and clustering risks and impacts to generate data models and formulate common rules of data privacy and protection.

These instruments for assessing issues related to privacy and security have been designed and constructed by a multidisciplinary team consisting of professionals with well-grounded experience in data analysis and mixed methods (quantitative data and qualitative data, external ethics, and legal experts). More specifically, a concrete proportion of data analysts and ethics experts has been defined according to pilot scale activities to be dedicated to the development, testing, and use of IoT technologies along with the sensitivity of data that must be handled. Therefore, it has been considered of high importance to assign one pilot responsible per site and one ethical manager, approximately 30% of the members involved in pilot activities to provide IoT-based solutions of perceived value for smart living of older adults. It is worth mentioning that the core ethic members of the project are involved in European initiatives [29]. The process of research activities/benchmarking/data analysis was carried out by 70% of the partners involved in the research activities.

This work has also been complemented by the thorough study of the relevant literature concerning ethics and security questionnaires to provide better insight into diverse ethical concerns in IoT ecosystems and landscapes.

Therefore, the specific instruments comprised a set of three tools: (a) Questionnaire for the identification of the main ethical issues per topic to be considered in the pilot sites; (b) a Data Protection Impact Assessment (DPIA) evaluation; and (c) the identification of a best and worst practices survey. Further details about each instrument are provided below:
2.1. Identification of Main Ethical Aspects

The first tool developed for the framework was aimed at identifying the specific ethical aspects to be considered in the pilot sites. For this, the pilot sites were asked to fill in a table that contained a list of topics to assess, together with some fields for proposing a description of the item, its status, and a possible mitigation strategy.

The list of elements comprised a total number of nine items, seven of them being generic ones and two of them specifically related to the ACTIVAGE project (i.e., Items 8 and 9): (1) ethics approval processes, data sharing agreements and NDAs (non-disclosure agreements); (2) data protection processes; (3) health and safety regulations and standards; (4) ethics policies in each organization; (5) recruitment issues; (6) legislative issues; (7) participants and informed consent; (8) expand phase: co-creation (use cases’ exchange) and ethical and legal implications; (9) growth phase: open calls and data protection principles (i.e., safeguards in case of data re-use).

To facilitate the completion of the table, pilot sites were provided with a questionnaire for analyzing each of the specific topics (see Appendix A).

2.2. Data Protection Impact Assessment (DPIA)

To increase the societal and legal acceptance of an IoT system, it was essential to guarantee that the deployed system would fully respect users’ right to privacy and would act in accordance with the local and international laws on data protection and end user privacy. The followed approach was to conduct a security risk analysis using the STRIDE (spoofing, tampering, repudiation, information disclosure, denial of service, elevation of privilege) approach, a security threat analysis approach at every level of the system architecture and its deployment approach: (a) device, (b) gateway, and (c) cloud application domain.

Also, the privacy methodology was defined using the concept of DPIA (Data Protection Impact Assessment) as a key methodology introduced in the General Data Protection Regulation towards the management of fundamental human rights during the processing of personal data.

The DPIA evaluation was not administered solely as a mandatory legal tool for data privacy risk assessment. Its interpretation was used to reflect risk identification and the impact of data use, collection, and storage in different contexts.

In respect to security and privacy risk mitigation measures, a main concern was the initiation and reservation of safe databases. For this reason, IoT secured devices and gateways as well as secured platforms with controlled access (e.g., through eIDA certificates for professionals and login/password use of one-time pin codes for users/patients and carers) were utilized. Documented processes and procedures along with data sharing agreements were an integral part of the efficient handling of data protection issues as preventive mechanisms at an early stage and in case of data breach incidents.

2.3. Metrics and Checklists: Best and Worst Practices

The third tool included in the framework was a questionnaire to assess the best and worst practices in the IoT environment over five critical topics: (1) organizational measures and user recruitment; (2) data processing security; (3) large-scale projects; (4) ethics; and (5) business areas. The questionnaire assessed pilot managers’ opinions, attitudes, and perceptions and had both a quantitative (Likert scale based) and qualitative (descriptive) part.

The main objective of this survey was to gather end users’ opinions specifically on ethical issues according to the context of (a) IoT technology use in general and (b) IoT devices/platforms. Therefore, an ethical impact assessment survey was designed with concrete areas of concern, in order to exploit the empirical evidence of persons/entities involved in the process of ethics evaluation and to support the process of ethical decision making.
2.4. Evaluation Process

In this line, awareness about the use cases and data related to each specific use case of the study has also been provided since according to some of them, the users of technologies that belonged to the experimental group had to authorize the sending of data to the different applications of the pilots. This authorization was explicit, and the user had to accept the policy guidelines of data usage towards participation acceptance.

The selection and recruitment of users was considered a crucial part of the user involvement process and was expected to affect the quality of the outcomes and the sustainability of the research. Therefore, a satisfactory number and combination of user characteristics was sought in the frame of gender balance and equality. Moreover, participant familiarity with IoT services and platforms was among the high considerations in the recruitment design depicted on the methods of their engagement (i.e., use of consent forms through infographics). Additionally, health and clinical data use was explicitly documented in alignment with users’ rights related to data portability, power, and freedom to be exercised and respected.

Older adults’ control over their personal data was among the main concerns of IoT service providers and researchers. The ownership of data was among the critical questions with ethical implications about the freedom and dignity of users. This was valid before, during, and after the research, as well as how to consider users’ data control beyond the original datasets, namely data that was produced after the initial recordings.

3. Results

A process of shared visions in respect to ethical and societal considerations of IoT ecosystems was carried out through the project duration, a period of 46 months, to provide AHA services and solutions to 7000 users including older people, their caregivers, and key actors from the healthcare domain. To ratify the deliberative process of decision making, social and technical actors proceeded to the design and construction of instruments upon two main clusters: (a) the regulatory and (b) the non-regulatory items.

The main users of these surveys were the pilot managers themselves, together with the rest of the stakeholders involved in the deployment and management of each pilot. After this assessment mitigation and correction, actions had to be suggested and followed by the pilot-responsible people. Therefore, the main beneficiaries were the end users (older adults and their caregivers).

The items of the existing questionnaires were selected in respect to the significance of (a) ethical, (b) security, and (c) privacy concerns and their complexities mainly reflected in the decision-making practice.

Therefore, three areas have been investigated: (a) the identification of the main ethical issues per topic; (b) regulatory instruments such as the DPIA evaluation; and (c) the identification of best and worst practices.

The questionnaires provided for administration to all local pilot sites are described below.

3.1. Ethical Issues Per Topic

Throughout the whole duration of the pilots, all pilot sites monitored and identified different ethical issues together with status, plans, and mitigation strategy. The figure below (Figure 3) summarizes the aspects identified per topic. As it is evident from Figure 2, ‘data protection processes’ and ‘informed consent’ issues are considered as the most critical ones, followed by ‘ethics approval processes’. These were expected since they are in line with the GDPR key policies. The emphasis on recruitment issues, however, has been unexpected and may also hide equity and gender issues behind it.
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Figure 3. Number of declared issues per topic.

3.2. Privacy and Security Issues

The evaluation of the data management activities across the project pilots provided the following results in terms of data processing and privacy and security risks and threats.

According to Figure 4, none of the privacy risks are seen as very critical by most of the project pilot sites. As critical are considered the number of third parties that have access to the data as well as the data processing, which are indeed valid areas of concern and require in the future further privacy and policies to be established for them.

Figure 4. Data processing security-privacy risks.
Regarding security risks, only mobile interfaces and cloud interface security issues were found very critical and only from one pilot site (Figure 5). Additionally, critical security risks regarding network services and insufficient authentication were considered as critical only from one pilot site. On the contrary, most security issues were considered to be slightly or non-critical at all from the vast majority of the pilot sites. Web interface security is viewed as moderate criticality, but there are technologies (i.e., block chains) to cover such risks.

**Figure 5.** Data processing security risks.

### 3.3. Best and Worst Regulatory and Non-Regulatory Practices

Evaluation of the data management activities across all pilots provided the following results in terms of three main topics: organizational measures and user recruitment, large-scale pilot management and ethical framework, and some final evaluation of the proposed ethical framework.

Most of the pilot sites found all organizational measures and user recruitment guidelines as effective or very effective. Among the most effective methods to finalize regulatory activities were: (a) volunteers/participants recruitment process, (b) consent procedure, and (c) roles identification and responsibilities allocation, which helped to prepare the ground for DPIA assessment (Figure 6). The consent procedure effectiveness though seems to be able to be improved.

### 3.4. LSP Concerns in Data Management

The evaluation of the ACTIVAGE LSP data management aspects was rated as acceptable to good/very good; thus, no major improvements were needed (Figure 7). The only part where improvement could be considered was the methods for data curation and analysis and the data management strategies and policies, as indicated by one site. In this case, it should be mentioned that additional explanations were requested, and the justification was the following: qualitative description of research data curation and use practices in institutional repositories.
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Figure 7. Evaluation of the ACTIVAGE LSP data management parts.

The data governance was also very positively evaluated and none of the aspects were considered to require improvements (Figure 8).

Figure 6. Organizational measures and user recruitment.
Figure 8. Evaluation of the ACTIVAGE LSP data government parts.

The same as the LSP data management aspects are also the LSP data government parts, which are again viewed as acceptable to good/excellent by most pilot sites. Only the data integration and interoperability issues were considered to need improvements by one pilot site, but the rest of the sites considered this aspect as good with no need of improvements.

Lastly, the measures for data management were rated as good and acceptable by the majority of the pilot sites without the need of implementing improvements and only one of them highlighted the need to improve the effectiveness of the proposed tools (Figure 9).

Figure 9. Data management assessment.

3.5. Final Evaluation of ACTIVAGE Ethical Framework

Finally, the whole global ethical framework was evaluated in terms of a series of values in nine of the pilot sites (Figure 10).
In general, the ACTIVAGE ethical framework was very well received with most experts considering that it may enforce the rights to private life, but without providing any supporting evidence on it. The obtained results showed very positive assessments of all the aspects evaluated and only one of the pilot sites rates negatively on two of the aspects (commercialization of de-identified information and enforcement of the right of private life), while all the others consider these aspects as following the UCM.

4. Discussion

So far, empirically developed strategies based on known models, such as the salutogenesis model [30], aiming to strengthen the thinking and capability of patient care and health have been widely used. Given that the idea of health occupied a central space as much as technologies, this model supported the procedure of ethics integration according to the assets of well-being and health monitoring. Nonetheless, concerning the healthcare domain and the solutions addressing older people software developers often fail to address user preferences, ultimately implementing non-user-friendly systems [31].

To address this inadequacy in the context of our study, attention was given to the ethical requirements and ethical dimensions of decision making when working with this vulnerable group. For instance, the necessity for identifying the proper design of such interfaces was one of the key factors. It is highly recommended for such technological solutions to involve the main social and technology actors along with the older adult users as actively as possible from the beginning of the design and development process. For this reason, co-creation has been used as an efficient design process and as an ethical approach incorporated to the user engagement process.

In the process of identifying ethical aspects for our framework, human values with ethical importance had to be considered in a more systematic way in the technological design. This was achieved through: (a) participatory design as a commitment to a democratization of the process and (b) human welfare, as well as value sensitive design by the developed technology, which accounts for human values [32].

The AHA pilots focused on the specific needs of older people such as the early prevention of mental, behavioral, and health-related decline, which was achieved by introducing seamless behavioral assessment and monitoring devices and intelligent algorithms both at home and in smart city environments. Notwithstanding, despite the unobtrusiveness, surveillance technologies could be ripe for conflict if not used in alignment with older adults’ needs and preferences [33]. In addition, the development of devices without the
explicit consideration of ethical implications and ethical values that should be implemented could limit their adoption and efficacy.

The main objectives were to identify specific IoT ethical hints arising from the diverse use cases of the pilot sites, information management of raw data, and wider moral problems related to metadata, to assess their impact by receiving feedback from the key actors of the study, and to apply measures to combat the identified ethical risks. Specifically, health IoT data raises several ethical concerns for privacy and confidentiality stemming from IoT enabled devices, the ad-hoc sensitivity of health-related data, and their reflection in healthcare services’ delivery. Thus, three different attributes have been addressed: (a) ethics of datatype, (b) ethics of data concerning data (metadata), and (c) ethics of human interaction. Specifically, apart from the need to initiate mechanisms for regular and systematic data management in each pilot, data had to be addressed according to curation, processing, dissemination, and sharing regulations to initiate morally acceptable solutions (e.g., right conducts or right values). Additionally, big data associated with healthcare apps and devices in smart environments for vulnerable groups, such as older adults in the EU policy context, required further analysis beyond mere ethical challenges’ identification. Researchers and healthcare personnel had to adapt ethical principles and strategies such as discussing intellectual property and focus on articulation and practice of interoperable technologies by applying values and virtues rather than focusing on the consequences of the technology use ad hoc.

In the frame of the study and beyond, an ethical approach has been integrated into device design, pilot operation initiation and enrolment, actor involvement, and work organization. Co-creation was not only a safe measure to guarantee the end users engagement with innovative service development and implementation, but also an integral part of an efficient design process of the whole chain of technological solution implementation intended to be installed in older adults’ homes. Active user engagement from the outset was supported during all the pilot phases.

Participation of older adults, their caregivers, and professionals in the evaluation of every phase of AHA service was part of this co-creation process, as was close collaboration between all parties to create new evidence of the value of IoT-enabled AHA. From an ethics perspective, this meant aggregating and assessing local dimensions first, but then making them available and interoperable at a global level to make sure that solutions could be exchanged across regions without compromising the ethical dimension. Likewise, importing solutions from third parties or exporting solutions into new settings required having an ethical framework that could be adopted by new parties to comply with the ethical assessments and needs that had been gathered in the previous phases. Moreover, apart from the users’ engagement in pilots at the individual level, social engagement was encouraged via the use of social participatory apps, connecting older adults to smart home infrastructures to provide data about events and linking them to other peers. Overall, the demonstration actions related to user engagement were inclusive and representative of various user groups.

The main outcome of the ethics perspectives analysis in respect to large-scale pilot and planning was the identification of critical key areas with ethical implications and corresponding key ethical issues, risks, and data ethics evaluation during the different phases of the process. Ethical assessment was closely related to user-centered design which targeted older adults’ and their carers’ quality of life and care system efficiency gains.

An initial activity was to interpret the theoretical and conceptual values in respect to individual autonomy, dignity, and human rights in common actionable, credible, and trusted strategic mechanisms developed upon a ‘common ethos’ for data management and seniors’ engagement in a single common interoperable IoT ecosystem across a multi-stakeholder ecosystem. Therefore, researchers with the constant support of legal consultants and internal/external experts had to consider the meaningfulness of the provided technologies, the appropriateness of being used by similar target groups, and the purpose of using them. Consequently, ‘ethical thinking’ requires that concrete values had to be implemented.
during the usage of IoT technologies, apps, and services for improving seniors’ quality of life.

Despite the common ethics norms and goals, the diversity in scenarios and use cases as well as national law requirements brought a variety of challenges, and each pilot site had to display relevant flexibility, along with experience and abilities, to meet these challenges. Researchers and developers had to elaborate within their local pilot where ethical considerations were raised regarding the specific use cases and the entities of IoT ecosystems such as users, service providers, software/hardware providers, standardization organizations, policy makers, etc. However, several action points were common and mandatory in specific scenarios such as the detection of anomalies or of abnormal trends, the prevention of dangerous conditions, and the early detection of relevant issues and their ethical dimensions. Among the concerns was the question of assessing whether the detailed analysis of data tracking was sufficient to avoid ethical implications mainly according to health data monitoring. These considerations had to be traced to the general level of project considerations to maximize the value of technologies that would enable better communication between the user, the caregivers (both formal and informal), and the responsible researchers.

Informed decisions about big data and health data were an effort to balance the power and vulnerability of the sensitive data. The model of inclusive decision making followed upon the principles of accountability and experience reflection. Ethical awareness of the specific problem was the initial step in the ethical decision-making process. Decision makers of each deployment site, after a thorough internal study, communicated the group’s position and interests at the project level for further consideration to receive feedback from relevant ethical merits, to assess, to communicate the decision in a transparent manner to all partners, and finally to implement the strongest ethical opinion at the local level.

Considering the large pilot performance, the protection and trust of data along with fundamental issues of ethics in compliance with user needs and rights, especially in cross-border data management, had to be carefully tackled. Moreover, the intelligence, speed of transmission, and interconnectivity of IoT devices, apps, and systems, along with fragile group dependence on technology, brought the urgent need for clear guidelines that would guide, cultivate, and assess the ethical behavior of researchers to establish transparency and trust. Mainly moral problems were identified in relation to data generation, recording, curation, processing, dissemination, sharing, and using, as well as to specific clusters of information gathered from specific apps/devices.

While not denying the importance of security and privacy, the most challenging issue was the engagement with the notion of ethics in the context of highly diverse data, different reference use cases, data sources, devices/apps, services, and sub-service provision. In the landscape of IoT technology use, the multidisciplinary pilot sites had to cope with location data and data generated and collected from sensors and mobile devices, apps, and platforms. In addition, internet connected devices provided granular information of personal data uploaded in cloud storage and linked to social networks, something that could potentially allow the identification of user behavior through context information. In addition, ethical challenges emerged from IoT equipment installations at users’ homes.

In terms of making IoT research ethically acceptable, all the involved societal actors and innovators had to indicate mutual responsibility in the light of scientific innovation smooth implementation in the daily routines of older adults [34]. Despite the needs of a high-level security approach in the use of IoT, the risk of using huge amounts of data by introducing algorithms had to be reduced. Concerning the value of data about user behaviors collected from all solutions in the different deployment sites, social values had been embedded to align ethics with the use of the Internet of Things.

Finally, it is worth mentioning that the IoT ecosystem of the study was a network of stakeholders that worked together in deploying and testing innovative IoT solutions and collecting evidence to motivate refinements and decisions towards broader investment and adoption. A multidisciplinary team of technologists, social and healthcare professionals, enterprise managers, scientists, and entrepreneurs transcended local boundaries and scaled
up to a European level and enabled an effective exchange of experiences and cooperation among peers (e.g., users, providers, policy makers) grouped into various clusters assigned to gather and handle data for smart assisting living [35] of seniors across Europe. This multidisciplinary character of the scientific community enabled the generation of evidence on remote monitoring as well as applications and services for supporting the independent life of older people at home.

5. Conclusions, Limitations, and Future Research

During recent years, the importance of ethics in European projects or initiatives has been growing in the same way that once happened with gender or environmental issues. However, and despite being already a considered dimension, it is so relatively new that there are still some objective questions that the ethical decision making cannot yet clearly answer.

The critical importance of ethical decision making in the context of AHA interoperable IoT ecosystems for wide communities [36], such as older adults, their carers, and the healthcare professionals, has been highlighted in the present work. The ultimate goal was to stress all the factors that might contribute to the consideration of ethical aspects in a large-scale pilot, which involved science, technology, and social issues such as big data, algorithms, the Internet of Things, older people's activities, and caring solutions. Both theoretical and actionable mechanisms and practices had to be activated in the context of the highly demanding environment of the IoT vision to achieve successful outcomes of the study. A well-designed co-creative [37] assessment and evaluation process related to appropriate decision making, along with the ethical disclosure approach of science, striveed to delve deeply into the ethical connotations.

To meet these ethical requirements, a detailed and elaborated ethical decision frame was defined, ensuring respect to human rights and the privacy of older adults.

Defining such a suitable ethical framework was not a simple or one-dimensional process, since IoT technologies, algorithms, big data, and interoperability ecosystems could not be considered neutral artefacts, and people had to decide about its use. Human competencies such as social responsibility and sensitivity to ethical issues along with practical methods needed to be explored to provide a decision support model to guide ethically aware choices and actions of researchers, developers, and clinicians.

As a main scientific output, this article indicates effective mechanisms orchestrated by an ethical framework that proved its robustness to cover diverse needs and contexts within a large-scale project. The aim of the present research work is to provide an ethically compliant decision support model by design [38] for researchers, developers, and clinicians that can be utilized within different IoT care environments.

However, some limitations of the present study challenged the ethical decision making of the pilot activities. More specifically, these limitations included: (a) data management and governance, and (b) the COVID-19 situation, which on one side brought concerns about communication means, whilst on the other side highlighted the added value of IoT interconnected services for the independency of older adults [39]. Additionally, the social distancing measures adopted during the COVID-19 pandemic required the employment of digital procedures for surveying participants, which imposed difficulties in user engagement that were reflected in the decision-making processes.

Research on ethical decision making in IoT large scale research is exploratory and the proposed model could be improved, taking into account similar strategies adopted by several projects which focus on healthy ageing solutions [40]. In addition, other enablers, apart from the participatory and deliberative process, could support future DSSs in terms of data management and participant rights preservation in large-scale research.
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Appendix A

Part I: Questions Related to Security, Ethical and Privacy Gaps, and Challenges.

Scaled as Well as Open-Ended Questions Related to High Importance Ethical Topics

**Anonymity**

- Have you used specific anonymization procedures during ACTIVAGE large scale pilots?

  | Yes | No |
  |-----|----|

- Do you feel that the anonymization procedures that you followed are adequate?

  | No, not at all  | No   | Quite  | Yes   | Totally |
  |----------------|------|--------|-------|---------|
  | 1              | 2    | 3      | 4     | 5       |

- What changes would you suggest being implemented to improve the anonymization procedures?

  | | | | |
  | | | | |
Consent form

- Did all users read, or have read to, the consent forms of ACTIVAGE before the large-scale pilots?

  | Yes | No | If no, why? |
  |-----|----|--------------|

- Do you feel that the information included in the ACTIVAGE consent forms was adequate?

  | No, not at all | No | Quite | Yes | Totally |
  |---------------|----|-------|-----|---------|
  | 1             | 2  | 3     | 4   | 5       |

- What changes would you suggest be implemented to improve the ACTIVAGE consent forms?

  

Security and privacy

- Have you experienced any data hacking or any unauthorized access to data while ACTIVAGE large-scale pilots were running?

  | Yes | No | If no, why? | If yes, how did you cope with it? |
  |-----|----|--------------|----------------------------------|

Technical Issues

From a user's perspective

- To what degree do you find the data captured from ACTIVAGE protected from corruption and unauthorized access?

  | No, not at all | No | Quite | Yes | Totally |
  |---------------|----|-------|-----|---------|
  | 1             | 2  | 3     | 4   | 5       |

- What changes would you suggest being implemented to the data security procedures to feel more confident about data security?

  

Interoperability issues

- Have you integrated new technologies in your DS in the middle of ACTIVAGE large-scale pilots?

  | Yes | No | If yes: |
  |-----|----|---------|

- How easy was it to integrate this new technology to your DS?

  | Not easy at all | Not easy | Quite easy | Easy | Piece of cake |
  |----------------|---------|------------|------|---------------|
  | 1              | 2       | 3          | 4    | 5             |
What changes would you suggest be implemented to enable any DS to integrate new technologies in an easier way?

Business models

Do you think that the Use Cases that you have implemented at your DS require a new business model to be developed to work more efficiently?

Yes  No  If yes:

What business models do you think should be developed to allow you each Use Case you have implemented to run smoother?

Do you think that the ethical procedures regarding IoT require creating new management policies?

Yes  No  If yes:

What kind of policies and at which level (national, European, etc.,) do you think should be developed to allow IoT to run ethically?

Part II: Questions Related to the Ethical Procedures Developed in ACTIVAGE and Followed From the DSs.

Satisfaction and ease of use

1. After completing your overall experience using ACTIVAGE ethical procedures, what do you think about the following?

| Strongly Disagree | Disagree | Undecided | Agree | Strongly Agree |
|-------------------|----------|-----------|-------|---------------|
| 1                 | 2        | 3         | 4     | 5             |

I found ACTIVAGE ethical procedures unnecessarily complex.
I thought ACTIVAGE ethical procedures was easy to use.
I think that I would need the support of an expert to be able to use ACTIVAGE ethical procedures.
I thought there was too much inconsistency in ACTIVAGE ethical procedures.
I found ACTIVAGE ethical procedures very cumbersome to use.
I felt very confident using ACTIVAGE ethical procedures.
I needed to learn a lot of things before I could get going with ACTIVAGE ethical procedures.

2. How likely are you to recommend ACTIVAGE ethical procedures to a colleague?
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