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Abstract. The array code has the advantages of high computational efficiency and simple structure. And the erasure code strategy based on the array code is one of the ideal fault-tolerant methods for distributed storage systems. However, low fault tolerance has always been a major obstacle to the practicality of array code. According to the known literature, the fault tolerance of MDS array code is no more than three. And the array code with the biggest fault tolerance is the Grid code. Its fault tolerance is usually only 15. In view of this situation, this paper proposes a kind of multi-fault-tolerant MDS array code, called Reed-Solomon Array (RA). The RA code has higher coding efficiency, whose encoding process and decoding process only involve binary XOR operations. What is more, the construction method is simple and easy to be implemented by software and hardware. And then the RA code is a MDS code with optimal storage efficiency. Finally the size of the storage array of the RA code is not strictly limited. The extensibility of the distributed storage system is met.

1. Introduction

With the continuous development of information technology in various industries and fields, the data volume shows an exponential growth trend. With the rapid increase of data volume, the problem of the reliability of data storage comes along. The continuous growth of storage data in various industries leads to the increasing scale of distributed storage system and the increasing number of nodes. Companies such as Google and Facebook already have storage systems with more than 3,000 nodes[1]. As the number of nodes increases, the probability of node failure increases. Therefore, how to provide a secure environment for distributed storage system and keep the high reliability and high availability of data has become an essential issue of distributed secure storage at this stage.

At present, the most common data fault-tolerant technology in distributed storage system is multi-copy strategy. The strategy is to store n copies of data replication on n different nodes to achieve redundant back-up. When n-1 nodes failed at the same time, the data could be recovered effectively. Most of the data reliability enhancement methods used in commercial storage systems are multi-copy strategy. The famous distributed storage system GFS [2] and Hadoop [3] all adopt this method. This method does not need special encoding algorithm or decoding algorithm, and it has good fault tolerance but low space utilization. If the fault-tolerant capability is $n - 1$, the space utilization rate is only $1/n$. As fault tolerance increases, declining storage efficiency becomes a major shortcoming of distributed storage systems.

Erasure code strategy is a method to enhance the reliability of storage system which has attracted much attention in recent years. Compared with the multi-copy strategy, the biggest advantage of the erasure code strategy is that it can effectively reduce the update cost and improve the storage efficiency while guaranteeing the fault-tolerant ability. For the research on fault tolerance mechanism
of building storage system based on erasure code strategy, there are the Plank team of Tennessee University and the Blaum team of IBM in foreign countries [4,5], Shu Jiwu team of Tsinghua University and Xuxulong team of China University of Science and Technology in domestic [6].

At present, there are two main aspects in the research of erasure code strategy. One is RS (Reed-Solomon) erasure code. RS code is MDS code, which can correct arbitrary errors. However, the computation of RS code involves operations over multivariate finite field with high computational complexity, and the computational cost is too large in large-scale distributed systems. In order to solve this problem, some scholars have made in-depth research on it and proposed some improved methods. The most typical method is to improve the calculating speed by converting multivariate finite field operations to binary field operations[7,8]. Other scholars have also made outstanding contributions in improving the efficiency of multivariate finite fields, such as GF-complete proposed by Plank [9], which improves the computation speed of multivariate finite fields by modifying the instruction set. The other research of erasure code strategy is the array code. The encoding process of the array code is only based on binary exclusive XOR operation. So it has the advantages of high computational efficiency and simple implementation process. These advantages make array code ideal for large-scale distributed storage systems. The typical MDS codes have EVENODD code [5] and X code [10] that can tolerate two faults, and star code [11] that can tolerate three faults. However, there has been no MDS array code with a fault tolerance greater than 3 so far. In order to improving the fault tolerance, the researchers designed some non-MDS code at the expense of certain storage efficiency, which can tolerate more than three disk errors. Among them, the Weaver [12] code and the Grid [6] code are typical. Although this kind of array code has improved its fault-tolerant ability, its application in distributed storage system still has various problems. First, there are restrictions on the number of stripes or strips. Second, the storage efficiency decrease with the increase of fault tolerance. Therefore, the array code is less practical in the field of distributed storage systems due to these problems. In view of this situation, this paper proposes an array erasure code to form an array of Cauchy RS code. The array code can theoretically tolerate any number of faults and reaching the Shannon limit. It is a MDS code. And there is no limit to the number of strips or stripes. It is of great significance to improve the practicability of array code in the field of fault tolerance of distributed storage systems.

The organization of this paper is as follows: The next section will provide a brief introduction to the basic concepts to be used in the arraying process. We will detail the construction process of the RA code in Section 3, including encode and data recovery. Then We give the proof and the analysis of the basic characteristics of the RA code in Section 4, and conclude in Section 5.

2. Binary Matrix Representation of Elements in Finite Fields

In [14], a scheme is mentioned in which a binary matrix is used replaced a finite field element for multiplication, and the operation requires only a simple XOR operation. The binary matrix is composed of coefficient vectors of elements in a finite field.

Let the irreducible polynomial of degree w in $GF(2^w)$ be $q(x)$. Polynomial $f(x) = \sum_{i=0}^{w-1} f_i x^i, f_i \in GF(2)$ can represent all elements on $GF(2^w)$. The column vector $V(x) = (f_0, f_1, \ldots, f_{w-1})^T$ is called the coefficient vector of polynomial $f(x)$.

Definition 2.1: For any $e \in GF(2^w)$, let $\beta(e)$ be the matrix whose column i is the coefficient vector of $x^{-i}e \mod p(x)$.

Binary matrix $\beta(e)$ has the following lemma:

Lemma 2.1: $\beta$ is a field is isomorphic from $GF(2^w)$ to $\beta(GF(2^w))$. In particular,
- $\beta(0)$ is the matrix that all element are zero.
- $\beta(1)$ is the identity matrix.
- $\beta$ is the injective mapping.
For any two elements \( a, b \in GF(2^w) \), \( \beta(a + b) = \beta(a) + \beta(b) \).

For any two elements \( a, b \in GF(2^w) \), \( \beta(ab) = \beta(a)\beta(b) \).

For a detailed proof of lemma 2.1, please refer to the literature [9], but it is obvious that it is configurable, and the multiplication of the elements on the finite field can be converted into the multiplication of the matrix on \( \beta \).

3. RA code: A class of MDS array code with high fault tolerance

3.1. Encoding process

The RA code proposed in this paper replaces the elements in the Cauchy matrix of the Cauchy RS code into a binary matrix, and then converts the operation of the multiple finite field of the Cauchy RS code into a binary XOR operation, reducing the complexity of the operation. The replaced binary matrix is converted into an array, and then the array is simplified according to a certain method to obtain a final coded array. On \( GF(2^w) \), an Cauchy RS matrix of \((n, m, w)\) (\(n\) is the number of blocks of the data block, \(m\) is the number of blocks of the check block) is constructed and arrayed. The specific arraying steps are as follows:

Step 1: Construct a finite field \( GF(2^w) \) and corresponding binary matrix.

The primitive polynomial \( x^a + x^b + \cdots + x^c + 1, (a > b > \cdots > c) \) of the root \( \alpha \) is generated to generate a finite field \( GF(2^w) \), that is, \( \alpha^a = \alpha^b + \cdots + \alpha^c + 1 \). Construction process is as follows:

\[
\begin{align*}
\alpha^0 &= 1 \\
\alpha^1 &= \alpha \\
\alpha^{a+b} &= \alpha^a \cdot \alpha = \alpha^{a+b} + a + \alpha \\
&\vdots \\
\alpha^{a+b} &= \alpha^a \cdot \alpha^{a+b} = \alpha^a + a + \alpha \\
&\vdots \\
\alpha^{a+b} &= \alpha^a + \cdots + \alpha^c + 1 \\
\alpha^{a+b} &= \alpha^a + \cdots + \alpha^c + 1
\end{align*}
\]

The above is a polynomial element representation in the finite field. Next, according to definition 2.1, the binary matrix \( \beta(e) \) is constructed.

Step 2: Building a Cauchy Matrix.

And, \(m\) elements and \(n\) elements are selected from \( GF(2^w) \) to form \( X = \{x_1, x_2, \ldots, x_m\} \) and \( Y = \{y_1, y_2, \ldots, y_n\} \), respectively, and the Cauchy matrix is constructed.

Step 3: Extending Cauchy Matrix to Binary Matrix.

Replacing the elements in the Cauchy matrix obtained in step 2 with the corresponding binary matrix \( \beta(e) \) obtained in step 1. The Cauchy matrix of size \( m \times n \) is expanded into a binary matrix of size \( mw \times nw \). Let the expanded binary matrix be \( R \).

Step 4: Building the array.

First, each of the \(n\) data blocks is divided into \(w\) shares, such as dividing \( D_1, D_2, D_3, \ldots, D_n \) into \( D_{1,1}, D_{1,2}, \ldots, D_{1,w}, D_{2,1}, \ldots, D_{n,w} \).

\[
C = R \times D = \begin{bmatrix}
R_{1,1} & R_{1,2} & \cdots & R_{1,w} \\
R_{2,1} & R_{2,2} & \cdots & R_{2,w} \\
\vdots & \vdots & \ddots & \vdots \\
R_{w,1} & R_{w,2} & \cdots & R_{w,w}
\end{bmatrix} \times
\begin{bmatrix}
D_{1,1} \\
D_{1,2} \\
\vdots \\
D_{1,w} \\
D_{2,1} \\
\vdots \\
D_{n,1} \\
D_{n,w}
\end{bmatrix} = \begin{bmatrix}
C_{1,1} \\
C_{1,2} \\
\vdots \\
C_{1,w} \\
C_{2,1} \\
\vdots \\
C_{w,1} \\
C_{w,w}
\end{bmatrix}
\]
\[ C_{1,1} = (R_{1,1} \cdot D_{1,1}) \oplus (R_{1,2} \cdot D_{1,2}) \oplus \cdots \oplus (R_{1,w} \cdot D_{1,w}) \]

The resulting array is shown below:

\[
Z_1 = \begin{bmatrix}
D_{1,1} & D_{1,2} & \cdots & D_{1,n} & C_{1,1} & C_{2,1} & \cdots & C_{m,1} \\
D_{1,2} & D_{1,2} & \cdots & D_{1,2} & C_{1,1} & C_{2,2} & \cdots & C_{m,2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
D_{1,w} & D_{2,w} & \cdots & D_{n,w} & C_{1,w} & C_{2,w} & \cdots & C_{m,w}
\end{bmatrix}
\]

Step 5: Operation optimization.

Calculating the number of occurrences of the \( D_{i_1, j_1} \oplus D_{i_2, j_2} \) and \( D_{i_1, j_1} \oplus D_{i_2, j_2} \oplus D_{i_3, j_3} \) \((i_1, i_2, i_3 \in \{1, 2, \cdots, n\}, j_1, j_2, j_3 \in \{1, 2, \cdots, w\})\) types in the array.

The expression in which the number of occurrences exceeds one is multiplied by 2 according to the number of times of the \( D_{i_1, j_1} \oplus D_{i_2, j_2} \) type, and the result of multiplying the number of times of the \( D_{i_1, j_1} \oplus D_{i_2, j_2} \oplus D_{i_3, j_3} \) type by 3 is sorted from large to small. The array is replaced by the sort result, the replacement success is marked as \( S_i \), and the \( i \) is the replacement sequence number. After the replacement is completed, the replacement list \( S \) and the last optimized array \( Z_2 \) are obtained.

The arrayed process only needs to be executed once to get arrays \( Z_1 \) and \( Z_2 \) without repeated execution. Based on the replacement list, the values of the individual substitution formulas are calculated. After that, according to the array, redundant data is calculated and the encode is completed.

### 3.2. Decoding process

In this paper, the array obtained by arraying has no fixed law, so there is no decoding method can operate according to the rules of its own array. If the decoding algorithm based on the RS Cauchy code still involves the operation of the multivariate finite field and the matrix inversion, the operation complexity is large. In [15], a general decoding method for array code is proposed. The decoding procedure is simple, and the size of the array is not limited. The calculation is binary-XOR operation. It is an ideal decoding algorithm for RA code. Therefore, this paper appropriately modifies the matrix decoding method proposed in [15] as the decoding method of RA code. The general steps are as follows:

**Step 1: Constructing a Decoding Matrix.**

First, according to the array \( Z_1 \) is divided into \((n+m)\times w\) blocks, the matrix \( B \) of the size \((n+m)w\times(n+m)w\) is created. The structure of the matrix \( B \) is \( B = \left( \frac{I}{O} \right) \). And the \( I \) is an identity matrix of size \( nw\times nw \). The \( O \) is a zero matrix of size \( nw\times mw \). The \( H \) is a parity check matrix of \( Z_1 \).

**Step 2:** Calculating the data needed for lost data recovery.

**Step 2-1:** When the node fails, the data of the entire data column is lost. So when restoring data, a corresponding list \( L \) of missing elements is created according to the missing nodes.

**Step 2-2:** The element \( e \) in the missing element list \( L \) is iterated through. If it belongs to the data element, proceed to step 2-3. If it belongs to the redundant element, skip it.

**Step 2-3:** The \( r \) is the set of rows whose column \( e \) is 1 in the check matrix \( H \). If there is no element in \( r \), set row \( e \) to zero (indicating that the element cannot be restored theoretically). If there is an element in \( r \), then we select the row with the smallest weight of Hamming after removing the missing element from \( r \) as \( r_j \). The row corresponding to the element in \( r \) and the row \( e \) are XOR with \( r_j \), and finally the value in \( r_j \) is set to 0.

**Step 2-4:** After all the data elements in \( L \) are processed, the values in the columns corresponding to the redundant elements in \( L \) are all set to zero.
Step 3: Recovering data.

After completing step 2, row $r_e$ is the row corresponding to the element $e$ of the missing element list $L$ in the corresponding matrix $B$. The $c_e$ is a set of columns with a value of $1$ in $r_e$. The data block corresponding to the element in $c_e$ is the data block required for the recovery element $e$. According to the missing element list $L$ and the matrix $B$, data blocks needed to recover all lost data can be obtained. Corresponding lost data can be obtained by XOR calculation of required data block.

3.3. Specific examples

The construction process of the $(3,2,3)$ (the number of data blocks is $3$, the number of check blocks is $2$, and the Hamming distance is $3$) RA code on the finite field $GF(2^3)$ where the primitive polynomial is $x^3 + x + 1$.

(1) Encoding process

The root of primitive polynomial $x^3 + x + 1$ with finite field $GF(2^3)$ is $\alpha$. And $\alpha^3 = \alpha + 1$. The construction process is as follows:

\[
\begin{align*}
\alpha^0 &= 1 & \alpha^4 &= \alpha^2 \times \alpha = \alpha^2 + \alpha \\
\alpha^1 &= \alpha & \alpha^5 &= \alpha^4 \times \alpha = \alpha^4 + \alpha^3 + \alpha + 1 \\
\alpha^2 &= \alpha^2 & \alpha^6 &= \alpha^5 \times \alpha = \alpha^5 + \alpha^4 + \alpha + 1 \\
\end{align*}
\]

A comparison table of the finite field element $e$ and the coefficient vector $V(e)$, the binary matrix $\beta(e)$ is constructed.

| $e$  | 0 | 1 | $\alpha$ | $\alpha^2$ | $\alpha^3$ | $\alpha^4$ | $\alpha^5$ | $\alpha^6$ |
|-----|---|---|---------|---------|---------|---------|---------|---------|
| Polynomial representation | 0 | 1 | $\alpha$ | $\alpha^2$ | $\alpha^3$ | $\alpha^4$ | $\alpha^5$ | $\alpha^6$ |
| Binary representation | 000 | 001 | 010 | 100 | 011 | 110 | 111 | 101 |
| $V(e)$ | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 |
| $\beta(e)$ | 0 0 0 0 1 0 1 | 0 0 1 0 1 0 1 | 0 0 1 0 1 0 1 | 0 0 1 0 1 0 1 |

Selecting $X = \{1,2\}, Y = \{0,3,4\}$ from $GF(2^3)$. The constructed Cauchy matrix is $\begin{bmatrix} 1 & 5 & 2 \\ 5 & 1 & 3 \end{bmatrix}$.

We take out 12 raw data blocks, corresponding to $D_{1,1}, \cdots, D_{1,3}, D_{2,1}, \cdots, D_{4,3}$. Calculating the redundant array. $C = R \times D$.

The resulting array is shown below:

\[
ZI = \begin{bmatrix}
D_{1,1} & D_{2,1} & D_{3,1} & D_{1,2} \oplus D_{2,2} \oplus D_{3,2} & D_{1,3} \oplus D_{2,3} \oplus D_{3,3} \\
D_{1,2} & D_{2,2} & D_{3,2} & D_{1,1} \oplus D_{2,1} \oplus D_{3,1} & D_{1,3} \oplus D_{2,3} \oplus D_{3,3} \\
D_{1,3} & D_{2,3} & D_{3,3} & D_{1,1} \oplus D_{2,1} \oplus D_{3,1} & D_{1,2} \oplus D_{2,2} \oplus D_{3,2} \\
\end{bmatrix}
\]

The array is optimized for operation.

Calculating the number of occurrences of the $D_{i1,j1} \oplus D_{i2,j2}$ and $D_{i1,j1} \oplus D_{i2,j2} \oplus D_{i3,j3}$ ($i1,i2,i3 \in \{1,2,3,4\}, j1,j2,j3 \in \{1,2,3\}$) types in the array. The expression in which the number of
occurrences exceeds one is multiplied by 2 according to the number of times of the $D_{ij} \oplus D_{ij}$ type, and the result of multiplying the number of times of the $D_{ij} \oplus D_{ij} \oplus D_{ij}$ type by 3 is sorted from large to small. For reasons of space, it is not listed in the text. The array is replaced in order. The successful replacement formula is as follows:

$$S_1 = D_{1,1} \oplus D_{1,1} \oplus D_{2,1}; S_2 = D_{2,1} \oplus D_{3,1} \oplus D_{3,1}; S_3 = D_{1,3} \oplus D_{3,3};$$

The replaced array is as follows:

$$Z2 = \begin{bmatrix}
D_{1,1} & D_{1,1} & D_{2,1} & D_{2,1} & D_{3,1} & D_{3,1} \\
D_{1,2} & D_{1,2} & D_{2,2} & D_{2,2} & D_{3,2} & D_{3,2} \\
D_{1,3} & D_{1,3} & D_{2,3} & D_{2,3} & D_{3,3} & D_{3,3}
\end{bmatrix}$$

(2) Decoding process

This example is to build a $(3, 2, 3)$ RA code with a fault tolerance of 2. We assume that the 1 and 5 nodes fail. The following is the specific process of decoding:

First, we construct a decoding matrix $B1$ of size $15 \times 15$. The rows and columns of matrix B correspond to 15 data blocks in the array, respectively. According to the invalid nodes 1 and 5, we can get the list of missing elements $L = \{0, 1, 2, 12, 13, 14\}$. $[0, 1, 2]$ belongs to the data element. And $[12, 13, 14]$ belongs to the redundant element. We loop through the list of missing elements $L$ for data recovery. When the missing element $e = 0$, $0$ belongs to the data element. The $r$ is a set of rows with a value of 1 in the 0th column of the check matrix $H$. So $r = 9, 12, 14$. Because 12 and 14 is the missing element, it is excluded. The Hamming weighs of row 9 is the smallest, so we choose $r = 9$. After the 9th row is XOR with the 0th, 12th and 14th row, the value of the 9th line is set to 0. The result obtained is matrix $B2$.

We continue to loop through the list of missing elements $L$. However, due to space reasons, detailed steps are not given. When all missing data elements are looped, the value of the column corresponding to the missing redundant element is set to zero. Finally, the transformed matrix is $B3$.

The $r_e$ is the corresponding row of the element $e$ in the missing element list $L$ in the matrix $B$. The $c_e$ is a collection of columns with a value of 1 in row $r_e$. The data block corresponding to the element in $c_e$ is the data block required to recover the element $e$. The expression for recovering the missing element is as follows:

$$D_{1,1} = D_{1,2} \oplus D_{1,2} \oplus D_{1,3} \oplus C_{1,1} \quad D_{1,2} = D_{2,2} \oplus D_{1,1} \oplus D_{1,3} \oplus C_{1,2} \quad D_{1,3} = D_{3,2} \oplus D_{1,1} \oplus C_{1,3}$$

$$C_{1,1} = D_{2,2} \oplus D_{2,3} \oplus C_{1,2} \quad C_{2,2} = D_{1,1} \oplus D_{1,1} \oplus D_{1,3} \oplus C_{1,3} \quad C_{2,3} = D_{3,2} \oplus D_{2,3} \oplus D_{2,3} \oplus C_{1,3}$$

Finally, the missing element data is calculated according to the expression. The decoding is complete.
4. Performance analysis and comparison

This section will further analyze the performance of the RA code system for storage systems, especially distributed storage systems, for the requirements of fault-tolerant code.

4.1. MDS property

The RA code is evolved from the RS Cauchy code array. The RA code also inherits the MDS property of the RS Cauchy code.

Proof:

The check matrix of code is closely related to the fault tolerance of code. The structure of the check matrix of the RA code is \( H = [R \mid I] \), where \( I \) is the identity matrix. The structure of the matrix \( R \) is:

\[
R = \begin{bmatrix}
R_{1,1} & R_{1,2} & \cdots & R_{1,w} \\
R_{2,1} & R_{2,2} & \cdots & R_{2,w} \\
\vdots & \vdots & \ddots & \vdots \\
R_{w,1} & R_{w,2} & \cdots & R_{w,w}
\end{bmatrix}
\]

One node of the RA code corresponds to the elements on \( w \) rows and \( w \) columns of the matrix. When the node fails, it will affect the elements on \( w \) rows and \( w \) columns of the matrix. According to this property, the \( H \) can be transformed into \( H_1 \). The structure of the matrix \( H_1 \) is \( H_1 = [K \mid I] \).

And the structure of the matrix \( K \) is:

\[
K = \begin{bmatrix}
K_{1,1} & K_{1,2} & \cdots & K_{1,w} \\
K_{2,1} & K_{2,2} & \cdots & K_{2,w} \\
\vdots & \vdots & \ddots & \vdots \\
K_{m,1} & K_{m,2} & \cdots & K_{m,w}
\end{bmatrix}, \quad K_1 = \begin{bmatrix}
R_{1,1} & R_{1,2} & \cdots & R_{1,w} \\
R_{2,1} & R_{2,2} & \cdots & R_{2,w} \\
\vdots & \vdots & \ddots & \vdots \\
R_{w,1} & R_{w,2} & \cdots & R_{w,w}
\end{bmatrix}
\]

It is obvious that \( K_{i,j} (i \in \{1, 2, \cdots, m\}, j \in \{1, 2, \cdots, n\}) \) is the binary matrix corresponding to the Cauchy matrix elements calculated by the element sets \( X \) and \( Y \). So \( K \) is equivalent to a Cauchy matrix. The \( H_1 \) consists of a Cauchy matrix and an identity matrix, which is undoubtedly a full rank matrix. So \( m \) faults can be tolerated by RA code, equaling to the number of redundant blocks. Therefore, the RA code has MDS properties.

4.2. Theoretically unrestricted fault tolerance and weak constraints

The RA code is the code obtained by arraying the RS Cauchy code. The fault tolerance of RS Cauchy code is theoretically unrestricted. The fault tolerance of the RA code is the same as that of the RS Cauchy code and is not limited. Fault tolerance is an important factor affecting the usability of array code. Table 1 lists the fault tolerance capabilities of the main types of array code currently in the storage fault tolerance field and whether they have MDS properties. It can be seen from Table 1 that the fault tolerance of the MDS array code is less than or equal to 3, and the array code with a fault tolerance greater than 3 does not have the MDS property. Current multi-fault-tolerant array codes are at the expense of storage efficiency for fault tolerance. As the fault tolerance is greater, the storage efficiency is lower, even with the storage efficiency of the multi-copy strategy.

Another factor affecting the usability of the array code is the limitation of the size of the array during the construction of the array code, that is, the constraint on the stripe or the strip. Table 1 lists the comparison of the size requirements about stripe and strip for the major types of array code in the storage fault tolerance field. As can be seen from the table, most of the array codes have strict requirements on the stripe size of the storage array and the strip size of the storage array are strictly limited, and most of them are prime numbers. This requirement has a great limitations on the application of array code to distributed storage systems, which greatly affects the extensibility of distributed storage systems and is contrary to the extensibility of distributed storage systems. The Weaver code has high fault tolerance and does not have specific requirements for stripe size. However,
this code does not have a systematic encoding method and lacks theoretical support. It is not suitable for large-scale distributed storage systems. Unlike other array code, the RA code proposed in this paper has no limitation on the stripe size. In construction, only the number of data nodes and the number of redundant nodes (i.e., fault tolerance) need to be considered. The distributed storage system that uses it has great extensibility and practicability.

| Array code | Fault tolerance | Whether it has MDS properties | stripe size limits | stripe size limits |
|------------|-----------------|-------------------------------|-------------------|-------------------|
| EVENODD code | 2               | yes                           | Prime number      | stripe size-1     |
| Star code   | 3               | yes                           | Prime number      | stripe size-1     |
| X code      | 2               | yes                           | Prime number      | stripe size       |
| Weaver code | 12              | no                            | None              | None              |
| Grid code   | 15              | no                            | Depending on the stripe size of the matched code | Depending on the stripe size of the matched code |
| RA code     | arbitrarily     | yes                           | None              | None              |

4.3. Higher computing efficiency
The computational efficiency of encoding and decoding greatly affects the usability of array code in distributed storage systems. Therefore, the computational efficiency of encoding and decoding becomes an important indicator for evaluating erasure code. In terms of computational efficiency, array code is undoubtedly the current best choice in erasure codes. Most of the array code operations are XOR operations, and the computational complexity is low.

Fig. 1 is the comparison of the encoding efficiency of two codes encoding 1MB-10MB files respectively. (a) is the comparison of the encoding efficiency between RA code with 5 data blocks and 2 fault tolerance and the EVENODD code with 5 data blocks. (b) is the comparison of the encoding efficiency between RA code with 5 data blocks and 3 fault tolerance and the STAR code with 5 data blocks. Each of these files is coded 10 times, and the average value after removing the maximum and minimum values. It is seen from the results shown in Fig.1 that the RA code is slightly more efficient than the EVENODD code and the Star code. And the RA code's fault tolerance is not limited, which further reflects the practicality of the RA code.

Fig. 1 Comparison of encoding efficiency

5. Conclusion
For a fault-tolerant solution applied to a distributed storage system, not only the size of the fault-tolerant capability and storage efficiency, but also the decoding time and the internal communication
mechanism between the nodes are considered. The starting point of this paper is to construct a class of MDS array codes whose fault tolerance is theoretically unrestricted, and to avoid the strong constraints that most array codes need to meet during the construction process, thus improving the practicability of array codes. The experimental results show that the RA code proposed in this paper can achieve this goal. The encoding and decoding operations are binary domain XOR operations, which have high computational efficiency, MDS properties and optimal storage efficiency. From the currently literature and reference materials, the RA code proposed in this paper is the first MDS array code that completely uses the binary domain exclusive XOR operation and theoretically has unlimited fault tolerance. Therefore, the proposed code will play a positive role in the application of array codes in large-scale distributed storage systems.
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