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Abstract

We present Region Similarity Representation Learning (ReSim), a new approach to self-supervised representation learning for localization-based tasks such as object detection and segmentation. While existing work has largely focused on solely learning global representations for an entire image, ReSim learns both regional representations for localization as well as semantic image-level representations. ReSim operates by sliding a fixed-sized window across the overlapping area between two views (e.g., image crops), aligning these areas with their corresponding convolutional feature map regions, and then maximizing the feature similarity across views. As a result, ReSim learns spatially and semantically consistent feature representations throughout the convolutional feature maps of a neural network. A shift or scale of an image region, e.g., a shift or scale of an object, has a corresponding change in the feature maps; this allows downstream tasks to leverage these representations for localization. Through object detection, instance segmentation, and dense pose estimation experiments, we illustrate how ReSim learns representations which significantly improve the localization and classification performance compared to a competitive MoCo-v2 baseline: +2.7 AP75 VOC, +1.1 AP75 COCO, and +1.9 APMk Cityscapes. Code and pre-trained models are released at: https://github.com/Tete-Xiao/ReSim

1. Introduction

Recently, self-supervised pre-training has outperformed supervised pre-training for a number of computer vision applications such as image classification and object detection [4, 5, 6]. Much of this recent progress comes from exploiting the instance discrimination task [1, 14, 37, 52, 56], in which a network learns image-level features that are invariant to certain image augmentations. Specifically, instance discrimination maximizes the similarity of two views of an image, where each view is an augmented version of an image, while minimizing its similarity to views which originate from other images [4, 5, 7].

Chen et al. [5] compared a diverse set of possible augmentations, and found that random cropping and scaling have the largest impact on downstream ImageNet [9] classification performance. Several follow-up works have further explored augmentation policies and confirmed this finding [43, 47, 53]. Through cropping and scaling augmentations and similarity maximization, the network learns to map various scales and crops of an image to the same feature representations. For example, an image crop of the top half of a dog’s body and the right half of a dog’s body would map to the same representation in the embedding space, which a downstream task could then classify as “dog”.

However, instance discrimination uses global image-level feature representations for these views, which is obtained by average pooling the final convolutional feature
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Figure 2. ReSim takes two different views of an image as input, i.e., a query and key view obtained by cropping/scaling an image. The views have an associated overlapping area as highlighted in each of the above views. Both views are encoded using the same network (CNN), e.g., a ResNet-50 [27]. Before the final convolutional layers in the network, ReSim slides a fixed-size window over the overlapping area between the two views, aligns window regions with corresponding regions in the convolutional feature maps using Precise RoI Pooling from [30], and then maximizes the similarity between these features. Earlier layers use smaller sliding windows as the feature maps have higher spatial resolution. Furthermore, similar to Feature Pyramid Networks [33], the feature maps are combined with semantic top-down features from later convolution layers, as indicated by the blue arrows and “[P3]/[P4]/[P5]” layers. The feature maps following the final convolutional layer are used for instance discrimination learning following either [6] or [7].

To address this issue, we introduce Region Similarity Representation Learning (ReSim): a self-supervised pre-training method which learns spatially consistent features across multiple convolutional layers. Inspired by the Region Proposal Network (RPN) used in Faster-RCNN [44], ReSim operates by sliding a fixed-size window across the overlapping region between two image views, mapping the corresponding regions in each view to their associated regions in the convolutional layers throughout the network, and then maximizing the similarity of these convolution feature regions, along with the global similarity objective. See Figure 1 for a high-level difference between ReSim and existing instance discrimination techniques, and see Figure 2 for a detailed description of the full ReSim pipeline.

As we show, maximizing the similarity of these convolutional feature map regions leads to representations that improve object localization for downstream detection and instance segmentation tasks. Furthermore, we extend the framework to learn features at various scales by using sliding windows of multiple sizes at different feature maps. We adopt the Feature Pyramid Network (FPN) design from Lin et al. [33], a design which naturally incorporates feature hierarchies and propagates stronger semantic features to earlier convolutional layers through the top-down path. Region-level self-supervised similarity learning trains feature pyramid layers without labeled supervision and leads to further improvement on downstream tasks.

We conduct object detection, instance segmentation, and dense pose estimation experiments on PASCAL VOC [17], COCO [34], and Cityscapes [8] and show that ReSim learns representations which significantly improve the classification and localization performance compared to a MoCo-v2 baseline, i.e., +2.7 APbb75 on VOC, +1.1 APbb75 on COCO, and +1.9 APmk on Cityscapes.

2. Related work

Self-supervised representation learning. The goal of representation learning is to reveal the intrinsic qualities of data in such a way that they are informative and effective for a desired task [2]. Practically, this often manifests as pre-training a deep network so that it can be finetuned for a particular downstream task, see [10, 12, 15, 21, 25, 28, 31, 42, 57]. Recently, SimCLR [5] and MoCo [6, 25] demonstrated substantial improvements by using similar forms of instance contrastive learning where a network was trained to identify a pair of views originating from the same image when
contrasted with a large set of views from other images. Following SimCLR and MoCo, later works, such as SwAV [4] and BYOL [23], reported substantial improvements for image classification tasks, but as several follow-up works have shown [11, 54, 55], SwAV and BYOL do not tend to lead to improvements on localization-based tasks such as object detection and segmentation. This decrease in performance indicated that strictly optimizing global, image-level representations could decrease performance for tasks which require localization.

In contrast to prior work that leveraged instance discrimination to learn global, image-level representations, we propose a region-based pretext task to learn representations for tasks which require both localization and semantic classification. In earlier work, several authors proposed representation learning at the pixel or region level via color prediction [48, 58], key-point encoding [45, 38], optical flow similarity [13], and cycle consistency or frame prediction in videos [32, 49]. Our work differs in that we build on instance discrimination pretext task and simultaneously learn semantic features from an entire image as well as regional features across multiple scales, shifts, and resolutions.

Object detection and instance segmentation. Object detection and segmentation localize and classify objects in an image – see [35] for a survey and review. Many commonly used object detection and instance segmentation techniques such as Fast-RCNN [20], Faster-RCNN [44], and Mask-RCNN [26] operate through a two-stage process in which they extract region features from convolutional feature maps, regress the location of the region to align with a ground truth bounding box, and then classify the region.

When regressing the location of the regional features, small adjustments to the region location within the convolutional feature map can have a large impact on the classification, e.g., shifting a region may cause it to overlap with different objects in the input pixel space. As a result, the regional features of the convolutional feature maps require spatial sensitivity for regression as well as semantic sensitivity for classification. Existing self-supervised methods have largely focused on learning strong semantic representations by average pooling the final convolutional layer, and they do not explicitly maintain spatial consistency throughout the convolutional layers. In this work, we propose a self-supervised learning method which learns both spatially consistent and semantically sensitive regional features.

Pixel and grid-based contrastive learning. Recently, several related papers emerged: [41] explored pixel-level contrastive learning, whereas our work examines region-level consistency across the convolutional features. Wang et al. [50] proposed contrastive learning using a grid of feature vectors over the feature maps. Rather than maximizing the similarity of the regions, their solution was more akin to clustering, in that they compared all combination of feature vectors from the feature grid and maximized the similarity of the most similar pair. As we show below, our method demonstrates superior performance over these models.

3. Region Similarity Representation Learning

This section presents ReSim: a self-supervised pre-training method which learns spatially consistent representations on feature pyramids.

3.1. Preliminaries

State-of-the-art self-supervised representation learning frameworks overwhelmingly exploit instance discrimination as their pretext task, see [29]. In instance discrimination, a reference image is augmented by a set of predefined augmentation modules $T = \{T_1, T_2, \ldots, T_n\}$, yielding two views: query and key. For instance, Figure 2 shows the query and key view after cropping and scaling augmentations. The features from the final convolutional layer from the two views are average-pooled into image features that are subsequently enforced to be similar in the embedding space by a learning objective, such as contrastive loss [5] or cosine similarity [7].

In the context of representation learning, an ideal encoder for localization-sensitive tasks should consistently encode the same image region, e.g., the same object components across different views of an image, to the same point in the representational embedding space. This is necessary for tasks such as object detection with Faster-RCNN [44] or related detectors [26, 35], which localize and then clas-
sify regions within the convolutional feature maps. When regressing the location of the regional features, small adjustments to the region within the convolutional feature map can have a large impact on the object classification prediction at the pixel level, e.g., shifting a feature map region by a few pixels may cause the region to overlap with different objects in the input pixel space, changing the ground-truth classification and regression target.

Similarly, different image regions, e.g., different object components across two different views of an image, should map to different points in the embedding space. By aligning similar image regions to the same representations and dissimilar image regions to dissimilar representations, downstream tasks can leverage the representations to localize and classify the underlying image components. As illustrated in Figure 2, the key and query views of the dog image correspond to the same image even though the two views are scaled and translated differently.

When learning representations for image classification, existing works map all regions of an image to similar representations [5, 6]. This occurs because the widely adopted existing works map all regions of an image to similar representations, down-stream tasks can leverage the representations to localize and classify the underlying image components. As illustrated in Figure 2, the key and query views of the dog image correspond to the same image even though the two views are scaled and translated differently.

When learning representations for image classification, ReSim augments an input image into two different views – a query and key, where each view is passed through a common encoder, e.g., a ResNet-50. On a subset of the final convolutional layers, e.g., conv3 and conv4, ReSim slides a fixed-size window over the query view, but only within the overlapping region between the query and key view – this area is highlighted in Figure 2. Following a foundational idea from feature pyramids [33], earlier layers use a smaller window because they have a higher spatial resolution. ReSim then uses Precise RoI Pooling [30] to extract a feature vector from the associated feature map region for both views.

ReSim uses a similarity optimization function to maximize the similarity of the aligned feature vectors from the corresponding view regions. We chose a contrastive optimization function from [25], which also takes dissimilar regions from the same image as well as other images as negative examples, as illustrated in Figure 3. Note: we also explored a cosine similarity optimization function from [7] which does not require negative examples – see §4.

Finally, following the final convolutional layer, ReSim adopts the global average pool of the final feature map for an instance-level contrastive optimization from [25] or a cosine similarity optimization from [7]. As shown by the blue dotted arrows in Figure 2, ReSim uses 1x1 convolutional layers to propagate semantically strong features to the earlier convolutional layers; these are known as top-down connections in the original FPN work [33].

3.3. Region-level Similarity

We formulate a region as a rectangular sub-area of an image I described by its top, left, bottom, and right coordinates (t, l, b, r). An encoder f yields the representation of any region of a given image, i.e., f(I, (t, l, b, r)). Figure 2 shows a CNN encoder taking two image regions as input. Our objective is to perform self-supervised pre-training of the encoder in such a way that the learned representations are tailored for downstream tasks such as object detection and instance segmentation.

Aligning corresponding regions. As shown in Figure 2, ReSim performs self-supervised similarity learning on sub-image level regions across two views of an image. Given two augmented views $I_q$ and $I_k$ from the same input image I, and a region in the query view denoted by its coordinates $(t_q, l_q, b_q, r_q)$, we need to find its corresponding region in the key view. From the set of widely adopted augmentations listed in the previous subsection, the only spatial transformations which affect the image coordinates are RRC and horizontal flips. We ensure that the query and key views are either both horizontally flipped or both not flipped, as otherwise they should have difference ground-truth regression term for downstream tasks (see object regression in [20]). Thus, it leaves us with RRC alone. Denote the operator as R, the problem can be formulated as, given $I_q = R_q(I)$, $I_k = R_k(I)$ and $(t_q, l_q, b_q, r_q)$, find $(t_k, l_k, b_k, r_k) = R_{q\rightarrow k}(t_q, l_q, b_q, r_q)$. The solution is trivial as RRC is simple linear translations, therefore $R_{q\rightarrow k} = R_k(R_q^{-1})$, where $R^{-1}$ is the inverse translation of the applied spatial transformations.

Generating candidate regions and extracting features. ReSim generates candidate regions for the region-level contrastive learning by sliding a small window across the overlapping region between the query and key view – see Figure 2. The overlapping areas between the query and key views are selected as valid areas for the sliding window because they can be mapped between the views.

Rather than cropping regions from query/key images and feeding them into encoders, we encode an entire image and extract region features through Precise RoI Pooling [30] which takes in a rectangular window and a convolutional feature map, and yields features of the input window in the size of $h \times w \times c$, where we set $h = 1$ and $w = 1$ to create a feature vector from the region, and $c$ is the same as the number of input feature map channels. Given a candidate region
on the input views, ReSim performs region-level similarity across multiple convolutional feature maps at the end of the network, e.g., using C3 and C4 as shown in Figure 2.

**Region similarity on feature pyramids.** Lin et al. [33] proposed Feature Pyramid Networks (FPNs), an object detection architecture which combined the low-resolution, semantically strong features from later convolutional layers with high-resolution, semantically weak features from earlier layers via *top-down connections*. As shown by the blue dotted arrows in Figure 2, we add top-down connections to propagate semantically strong features to the earlier convolutional layers used for region similarity learning — we call this variant ReSim-FPN. We follow the proposed methodology from [33]: we use lateral convolutional connections to map the output of the convolutional layers to FPN layers (indicated with \{P3, P4, P5\} in Figure 2), and then directly add the top-down layers after using nearest neighbor sampling to match the spatial resolutions and 1×1 convolutional layers to match the channel dimensions.

**Similarity learning objectives.** Denote the 4-tuple of a region \((l, l, b, r)\) as \(u\), the set of valid region pairs in query and key from image \(I\) as \(\{(u_q^1, u_k^1), (u_q^2, u_k^2), \ldots, (u_q^n, u_k^n)\}\), and the region-level similarity function

\[
E^{(k, k-)}_{i,j} = \exp \left( \frac{f(I_q, u_q^i) \cdot f(I_k, u_k^j)}{\tau} \right),
\]

where the positive sample \(I_q = T_q(I), I_k = T_k(I)\), \(f(I, u)\) is the Precise RoI-pooled feature of region \(u\) from image \(I\), and the negative pairs can be *any* image and region pairs not identical to \(I_q\) and \(u_q\) — see Figure 3. \(\tau\) is a temperature parameter to regularize the similarity distribution. We learn the region-level similarity for a query via the following objective:

\[
\mathcal{L}^{\text{rs}}_q = \frac{1}{n} \sum_{i=1}^{n} \frac{E^{(k, k-)}_{i,i}}{E^{(k, k+)}_{i,i} + \sum_{j \neq i} E^{(k, k+)}_{i,j} + \sum_{k,-j} E^{(k, k-)}_{i,j}},
\]

Denote the image-level similarity function with global average pooling (GAP) as

\[
D^{(k, k-)} = \exp \left( \frac{f(I_q, \text{GAP}) \cdot f(I_k(\{+,-\}), \text{GAP})}{\tau} \right).
\]

We use the global image-level similarity objective from [25]:

\[
\mathcal{L}^{\text{rs}}_q = \frac{D^{(k, k+)}_{k+} + \sum_{k=-k} D^{(k, k-)}_{k-}}{D^{(k, k+)}_{k+} + \sum_{k=-k} D^{(k, k-)}_{k-}}.
\]

We combine the region-level similarity and global image-level similarity objective via a weighting hyperparameter, \(\lambda\), to yield the final objective:

\[
\mathcal{L}_q = \mathcal{L}^{\text{rs}}_q + \lambda \mathcal{L}^{\text{rs}}_q.
\]

| pre-train | AP  | AP50 | AP75 |
|-----------|-----|------|------|
| random init. | 33.6 | 60.2 | 33.1 |
| supervised | 44.0 | 72.8 | 45.5 |
| MoCo-v2 | 54.4 | 80.1 | 60.0 |
| ReSim-C4 | 55.9 (+1.3) | 81.3 (+1.2) | 62.1 (+2.1) |

Table 1. Comparisons of ReSim and MoCo-v2 [25] on PASCAL VOC object detection task. The models are pre-trained on 1K-JIT, the weights of which are transferred to a Faster R-CNN R50-C4 subsequently finetuned on VOC trainval07+12, and evaluated on test2007. AP is the average precision at IoU threshold, and AP is the COCO-style metric which averages scores from [0.5:0.95:0.05]. In the brackets are the deltas to the MoCo-v2 baseline.

### 3.4. Framework Configurations

We use two \(3\times3\) convolutions on C4/P4 or P3 to project the feature maps to 128 channels. The first convolution is followed by Batch Normalization and ReLU activation. The similarity boxes shown in Figure 2 compute the similarity between aligned convolutional feature map regions. For this similarity computation, we use a momentum contrastive similarity with the associated settings from [6] as default, while we also investigated a cosine similarity with settings from [7] — see §4.1.

For the region-based contrastive similarity, we take negative samples to be both the non-positive regions from the same key view and any other region from other images, see Figure 3. While MoCo uses a momentum-based queue to maintain a large number of negative image-level samples, we find that such a queue is unnecessary for region-level samples as there are a large number of negative region samples within each batch, i.e., we can generate over 30,000 negatives within a mini-batch of 256 images on C4 — see the appendix for more details.

We design two variations of ReSim: 1) ReSim-C4, which applies region-similarity learning on ResNet C4 feature map *without* FPN; and 2) ReSim-FPN, which applies region-similarity learning on FPN P3 and P4 feature maps. When applying the Precise RoI Pooling operator to obtain the features for the convolutional feature map regions, we apply the pooling operator on C4/P4 with a down-sampling rate of 16, and on feature map P3 with a down-sampling rate of 8. By default, we use a sliding window of 48 pixels with a stride of 32 pixels on the input image on C4/P4, and a sliding window of 32 pixels with a stride of 24 pixels on P3. We ablate these settings in §4.1.

### 4. Experiments

We study the transfer capability of ReSim for localization-dependent downstream tasks. We perform *self-supervised pre-training* on two splits of the ImageNet dataset [9]: 1) 1000-category ImageNet (IN-1K), the standard ImageNet training set containing \(\sim 1.25M\) images; and
2) 100-category ImageNet (IN-100), a subset of IN-1K split containing ~125k images, following previous works [46, 53]. The pre-trained model is subsequently finetuned on PASCAL VOC [18] for object detection, COCO [34] for instance segmentation, Cityscapes [8] for instance segmentation, and DensePose [24] for dense pose estimation. For the ablation studies, we use IN-100 for pre-training and report full IN-1K pre-trained results for selected best models.

Training. Our hyperparameters closely follow the adopted self-supervised learning framework MoCo-v2 [6]. We use a ResNet-50 [27] backbone, pre-training for 200 epochs for IN-1K, 500 epochs for IN-100, with a mini-batch size of 256 on 8 GPUs. The initial learning rate is set as 0.03 and follows a cosine decaying schedule [36]. The weight decay is 0.0001, SGD momentum is 0.9, and the augmentations are the same as [6]. We use 1.0 for loss balancing term $\lambda$. We use a momentum of 65,536 for IN-1K experiments, and of 16,384 for IN-100 experiments. ReSim-FPN takes ~62 hours to train 200 IN1K-epochs with 8 NVIDIA V100 GPUs, compared to ~53 hours for MoCo. Note that the design of ReSim does not affect the complexity of its transferred downstream model.

4.1. IN-100 Study

We first experiment with various ReSim implementation decisions using IN-100, and from these results, we then study the performance of ReSim on IN-1k.

Setup. Throughout these experiments, we adopt the commonly used PASCAL VOC object detection task [16]. We use a Faster R-CNN [44] with R50-C4 [26] backbone. As in [25], we unfreeze all Batch Normalization layers and synchronizing their statistics across GPUs [40] during training. The short-side length of input images is randomly selected from [480, 800] pixels during training and fixed at 800 for inference. Training is performed on trainval07+12 set (~16.5k images), and testing is performed on test2007 set (~4.9k images), unless otherwise specified. The network is trained on 8 GPUs of mini-batch size 16. Training takes 24,000 iterations with a base learning rate 0.02. The learning rate is decreased by a factor of 1/10 at the 18,000 and 22,000 iteration. All settings follow [25].

Comparisons with baselines. We first compare the ReSim framework with similarity learning on C4 (ReSim-C4) to the MoCo-v2 baseline. Since ReSim is built on MoCo-v2, the key difference between the two frameworks is the presence of similarity learning across the convolutional feature map regions in ReSim. Table 1 shows the VOC transfer results of the two frameworks, as well as the models which are supervise pre-trained on ImageNet and randomly initialized. Albeit competing against a strong reference, ReSim surpasses MoCo-v2 by a large margin of 1.5, 1.2 and 2.1 at AP, AP50, and AP75, respectively. The performance gap at high AP metric (AP75) is larger than it at low AP metric (AP50) which is less localization-dependent.

Self-supervised learning frameworks. We investigated ReSim with an additional self-supervised learning framework. Specifically, we selected the recently proposed Siamese-based framework, SimSiam [7], for its simplicity and effectiveness. We use identical designs of its projection and prediction heads (see their reference for details) for ReSim as the image-level similarity learning heads presented in SimSiam for consistency. Note that since those heads have several sequentially connected 2048 channel layers rather than a single 2048-128 channel connection used in MoCo-v2, the design significantly increases computational complexity over ReSim on MoCo. i.e., ReSim-FPN based on SimSiam takes 46.7 hours to train on IN-100, compared to 15.5 hrs for ReSim-FPN based on MoCo.

Table 2 shows the results. ReSim built upon SimSiam.
improves the baseline by 1.1, 0.6 and 1.2 at AP, AP$_{50}$, and AP$_{75}$, respectively, and is comparable to ReSim built upon MoCo. Due to the extra pre-training time, we choose MoCo as our backbone framework.

**Frozen backbone for finetuning on VOC.** Linear classification, i.e., training a linear classifier on a frozen backbone is widely adopted to evaluate the representations for classification [4, 5, 7, 25, 23, 52]. We design a similar feature evaluation experiment on object detection. After transferring the self-supervised pre-trained weights to a Faster R-CNN object detector, we freeze the backbone and finetune the RPN and object classifier head on labeled object data, as RPN is randomly initialized and object classifier is task-specific. For the Faster R-CNN R50-C4 detector, specifically, all weight layers from C1 to C4 feature map, along with statistics of Batch Normalization layers are frozen; weights in RPN and C5 (object classification head) are finetuned. According to Goyal et al. [22], this type of evaluation is ideal for representation learning because finetuning an entire network “evaluates not only the quality of the representations but also the initialization and optimization method.”

Table 3(b) shows the results. ReSim improves the baseline MoCo-v2 (default W48-S32) by 2.9, 1.8, 4.4 at AP, AP$_{50}$, and AP$_{75}$, respectively, a much larger margin compared to the full-finetune setting. The improvement is particularly significant at high IoU metric AP$_{75}$. It indicates ReSim yields features of higher quality for localization-dependent tasks, particularly when limiting the impact of the initialization and optimizations used during finetuning.

**Region size and stride.** We vary the size and stride of sliding windows in ReSim-C4 to determine the optimal combination. The results are reported in Table 3(a,b). “Wl-Sk” denotes sliding a window of size $l \times l$ at stride $k$. By considering the performance both at frozen-backbone and standard full-finetune settings, we choose W48-S32 setting as the default for ReSim-C4.

**RoI Align vs. Precise RoI Pooling.** We compare Precise RoI Pooling [30] and RoI Align [26] as the region feature extraction operator. On VOC, ReSim using RoI Align achieves AP/AP$_{50}$/AP$_{75}$ of 55.7/81.0/62.0 with all parameters finetuned, and 48.9/76.6/53.0 with a frozen backbone. Comparing these results with Table 3 indicates that both RoI Align and Precise RoI Pooling work well, but in the frozen-backbone setting, RoI Align performs worse than Precise RoI Pooling. We conjecture this is because Precise RoI Pooling does not heuristically set the number of sampling points, enabling a more robust and simpler optimization.

### 4.2. IN-1K Results

Following the IN-100 experiments, we studied pre-training on the full IN-1K and report the results on PASCAL VOC, Cityscapes, COCO detection and COCO dense pose estimation. We evaluate two models as introduced in §3.4: 1) ReSim-C4, which performs region-level similarity on C4 feature map of ResNet; and 2) ReSim-FPN, which performs region-level similarity on the P3 and P4 feature maps on the top-down path of FPN. Only the backbone ResNet weights are transferred for finetuning downstream tasks. On the other hand, if the network of a downstream task adopts the FPN design, then we can transfer the FPN weights from ReSim-FPN to the new network. We term this as ReSim-FPN$^T$, and report the results on selected downstream tasks which use FPN as its baseline.

**PASCAL VOC.** We use the Faster R-CNN R50-C4 detector on VOC and adopt the same setup for PASCAL VOC as described in §4.1. We first report the results of finetuning on trainval07+12 and evaluating on test2007. Table 4 compares our method with a series of previous
state-of-the-arts. Respectively, ReSim-C4 and ReSim-FPN improve over their baseline MoCo-v2 by 1.7/0.7/2.7 and 2.2/0.5/2.3 at AP/APS0/AP75, and claims state-of-the-art results over the competitive concurrent work DenseCL [50].

In Figure 4 we show the AP improvements of ReSim over MoCo-v2 at IoU threshold from 0.5 to 0.9. Not only do both ReSim methods outperform MoCo-v2, the larger improvement at high IoU indicates superior localization accuracy, particular for ReSim-FPN. The growing performance gap as the IoU threshold increases indicates that ReSim has led to improved localization of the objects.

We also report the results of finetuning on PASCAL VOC trainval2007 and evaluating on test2007. ReSim-C4 achieves 48.9/75.4/53.5 at AP/APS0/AP75, in comparison with 46.6/72.8/50.9 for MoCo-v2.

### COCO Object Detection and Instance Segmentation.

We use Mask-RCNN [26] with R50-FPN [33] as our base model and add new Batch Normalization layers before the FPN parameters. All Batch Normalization statistics are synchronized across GPUs. The short-side length of input images is randomly selected from [640, 800] pixels during training and fixed at 800 for inference. Training is performed on train2017 split with ~118k images, and testing is performed on val2017 split. Two metrics are used, Average Precision on bounding-boxes (APbb), and Average Precision on masks (APmk). We report finetuning results on the standard 1x and 2x schedules, the latter of which trains twice as long as the former.

Table 5 shows the results. All variations of ReSim improve over its MoCo-v2 counterpart under both box and mask metrics, outperforming the supervised pre-training baseline. Unlike MoCo-v2, ReSim improves with the 1x schedule. We note that ReSim-FPN outperforms ReSim-C4, and in turn ReSim-FPNT, in which FPN weights are transferred, outperforms ReSim-FPN, demonstrates the effectiveness of our framework on feature pyramids. Furthermore, the final row in Table 5 shows a continued increase in performance after 400 epochs of pre-training, indicating that ReSim continues to its representations in longer pre-training regimes.

### COCO DensePose Estimation.

We use DensePose R-CNN [24] with R50-FPN as our base model. As in COCO object detection and instance segmentation, we add Batch Normalization layers in FPN, and finetune and sync all such layers during training. We use the DensePose implementation in [51]. The model is trained on train2014 split (1x schedule) and evaluated on val2014. We report results under masked-GPS (APmgps). Table 6 upper shows the comparisons of ReSim versus MoCo-v2 and supervised pre-training counterparts. Our ReSim-FPN improves over the supervised baseline by 2.2 points under AP75.
Cityscapes Instance Segmentation. We use Mask R-CNN [26] with R50-FPN as our base model, add Batch Normalization layers before the FPN, and finetune and sync all such layers during training. The model is trained on the standard splits and training settings from [51]. Table 6 lower shows the comparisons of ReSim versus MoCo-v2 and supervised pre-training counterparts. All of the ReSim variants substantially improve over the supervised baseline, e.g., by 3.3-3.6 points under AP50.

5. Conclusion

We presented ReSim, a novel self-supervised representation learning algorithm for localization-based tasks such as object detection and segmentation. ReSim performs both global and region-level contrastive learning to simultaneously learn semantic and spatial feature representations. The spatially consistent feature representations are learned on regions of the convolutional feature maps, while the global representations are learned over the entire image. In order to learn hierarchical representations, we further incorporated feature pyramids into the ReSim pre-training, and showed how these parameters can also be transferred to popular FPN-based frameworks for downstream tasks. Our method shows significant improvements for various localization-based tasks, such as object detection, instance segmentation, and dense pose estimation.
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A. Appendix

A.1. Experimentation Details

Pre-training Table 7 details the exact pre-training parameters used for ReSim, where we followed the default training parameters from [6, 7]. IN-100 experiments followed the exact same set of parameters except training occurred for 500 epochs with moco-k of 16,384 on IN-100, instead of 200 epochs and moco-k of 65,536 as was done on IN-1K. We use stride one average pooling of corresponding downsampling rates on feature maps of key views as negative samples. On C4/P4, since we use sliding window of size 48 × 48, where the feature map is downsampled 16x, the kernel size of average pooling is 3 × 3. The same rationale applies to P3 feature map.

Selecting negative samples for ReSim. We use stride one average pooling of corresponding downsampling rates on feature maps of key views as negative samples. On C4/P4, since we use sliding window of size 48 × 48, where the feature map is downsampled 16x, the kernel size of average pooling is 3 × 3. The same rationale applies to P3 feature map.

While MoCo uses a queue to maintain a large number of negative image-level samples, we find that such a queue is unnecessary for region-level samples as there are a large number of negative region samples within each batch. For similarity learning on C4/P4, we synchronize the pooled features across GPUs, leading to 12 × 12 × 256 = 36,864 negative regions; for P3, we use the pooled features on each individual GPU, leading to 26 × 26 × 256/8 = 21,632 negative samples. Note that we do not change the temperature hyperparameter in the contrastive learning objective, as the number of negatives for region-level similarity is roughly the same as the number of negatives for image-level similarity with momentum-based queue.

| Parameter                  | MoCo-v2 | SimSiam |
|----------------------------|---------|---------|
| batch size                 | 256     | 256     |
| num gpus                   | 8       | 8       |
| lr                         | 0.03    | 0.10    |
| schedule                   | cosine  | cosine  |
| opt                        | SGD     | SGD     |
| opt momentum               | 0.9     | 0.9     |
| weight decay               | 1e-4    | 1e-4    |
| epochs                     | 200     | 200     |
| projection-mlp-dims        | C5: 2048 → 128 | C5: 2048 → 2048 → 2048 |
|                           | C4: 1024 → 128 | C4: 1024 → 1024 → 1024 |
|                           | C3: 512 → 128 | C3: 512 → 512 → 512 |
| moco-k                     | 65536   | -       |
| moco-n                     | 0.999   | -       |
| moco-t                     | 0.2     | -       |
| prediction-mlp-dims        | -       | C5: 2048 → 512 → 2048 |
|                           | C4: 1024 → 256 → 1024 |
|                           | C3: 512 → 128 → 512 |

Table 7. This table provides the parameters that were used for pre-training ReSim-C4 and ReSim-FPN for the MoCo-v2 [6] and SimSiam [7] implementations carried out in this paper (unless otherwise noted). The values in the brackets indicate a change in a parameter value when pretraining the SimSiam implementation compared to the MoCo-v2 version. IN-100 experiments followed the exact same set of parameters except training occurred for 500 epochs with moco-k of 16384 on IN-100, instead of 200 epochs and moco-k of 65536 as was done on IN-1K. The SimSiam projection and prediction dimensions indicate the dimensions of the MLP as specified in [7].
A.2. Extended Experimental Results

ImageNet linear probe performance. While the object detection transfer performance leads to a substantial improvement compared to MoCo-v2, the ReSim-C4 linear probe classification accuracy from [6] drops from 67.5% to 66.1% at 200 epochs of pre-training. This drop performance decrease indicates that ImageNet classification does not necessarily indicate an improved performance for region-level transfer tasks such as object detection. This observation was similarly reported by Chen et al. [6] where the authors observed that “linear classification accuracy is not monotonically related to transfer performance in detection.”
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