Possible Evidence for the Stochastic Acceleration of Secondary Antiprotons by Supernova Remnants
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The antiproton-to-proton ratio in the cosmic-ray spectrum is a sensitive probe of new physics. Using recent measurements of the cosmic-ray antiproton and proton fluxes in the energy range of 1–1000 GeV, we study the contribution to the $\bar{p}/p$ ratio from secondary antiprotons that are produced and subsequently accelerated within individual supernova remnants. We consider several well-motivated models for cosmic-ray propagation in the interstellar medium and marginalize our results over the uncertainties related to the antiproton production cross section and the time-, charge-, and energy-dependent effects of solar modulation. We find that the increase in the $\bar{p}/p$ ratio observed at rigidities above $\sim$100 GV cannot be accounted for within the context of conventional cosmic-ray propagation models, but is consistent with scenarios in which cosmic-ray antiprotons are produced and subsequently accelerated by shocks within a given supernova remnant. In light of this, the acceleration of secondary cosmic rays in supernova remnants is predicted to substantially contribute to the cosmic-ray positron spectrum, accounting for a significant fraction of the observed positron excess.

The ratio of cosmic-ray (CR) antimatter to matter is a powerful probe of new physics, in particular of dark matter annihilation or decay [1–5]. However, antimatter can also be produced astrophysically through the interactions of CR protons with gas. As the astrophysical flux of CR antimatter depends on CR propagation, its measurement depends on diffusion in the interstellar medium (ISM) [6–9]. Exotic contributions to the antimatter flux can be differentiated from conventional astrophysics through the observation of secondary CRs, such as boron, that are produced via spallations, but not from dark matter.

Over the past decade, an intriguing rise with energy of the CR positron fraction ($e^+/(e^+ + e^-)$) has been observed by both PAMELA [10] and AMS-02 [11]. The dark matter interpretation of this excess has received significant attention [12–24]. Dark matter models that explain the positron fraction typically invoke particles with masses of $\sim$1–3 TeV annihilating or decaying to $e^+e^-$ pairs through intermediate two- or three-body decays [15,25,27]. Alternatively, the positron excess could very plausibly be generated by nearby pulsars, with ages of $\sim$10$^5$–10$^6$ years [26,28,33].

A third explanation for the rising positron fraction includes a two-step process where positrons are first produced via hadronic interactions (followed by pion/μon decay) within supernova remnants (SNRs), and are then accelerated by shocks within those same remnants before escaping into the ISM [34,38]. In contrast to dark matter or pulsar scenarios, this “stochastic acceleration” predicts a similar rise for all species of CR secondaries produced via hadronic interactions (see also [39,41]). In Ref. [42], the observed boron-to-carbon (B/C) ratio was utilized to show that stochastic acceleration could not account for the entirety of the positron excess, though this assumes that both CR protons and carbon nuclei are produced equally across the population of SNRs (see, however, [43,44]).

These constraints are mitigated if individual SNRs produce varying relative abundances of different primary CR species. For example, if nearby SNRs are efficient accelerators of secondaries, but have low abundances of intermediate mass nuclei, then the connection between the B/C ratio and the positron fraction could be weakened [42]. However, a direct comparison exists between the positron fraction and the antiproton-to-proton ratio ($\bar{p}/p$), since secondary antiprotons and positrons are both generated through proton-proton interactions. In this paper, we examine $\bar{p}/p$ in stochastic acceleration models. We find evidence for an excess of high-energy antiprotons measured with great accuracy by [45], that can be explained by stochastic acceleration and that cannot be accounted for by uncertainties in solar modulation, cosmic-ray propagation or the antiproton production cross section. Intriguingly, our results suggest that a significant fraction of the observed positron excess originates from the sec-
ondary acceleration of positrons in SNRs. There are a number of systematic uncertainties that must be treated carefully to interpret the $\bar{p}/p$ ratio measured by AMS-02. In particular, we consider uncertainties associated with CR propagation in the ISM, the antiproton production cross section, and the effects of solar modulation.

Most CR antiprotons are produced through the hadronic interactions of high-energy protons and nuclei with interstellar gas. To model the injection and propagation of CRs through the Galaxy, we utilize Galprop, which numerically solves the transport equation to calculate the local flux of primary and secondary CR species [46–49]. The primary uncertainties in this calculation are the injected spectrum and distribution of primary CRs, and the timescales for diffusion through the Galactic medium. Convection and diffusive re-acceleration can also be relevant. Numerous measurements provided by AMS-02, PAMELA and Voyager 1 constrain the characteristics of CR propagation. In this work, we follow the procedure described in Ref. [50] from which we take two propagation models (models C and E). We additionally produce a new (thin disk) model (model F). Each model provides a good fit to the proton spectrum measured by Voyager 1 and PAMELA, and the B/C data from AMS-02 and PAMELA. We use these three models to envelope the uncertainties related to CR production and propagation. These models are summarized in Table I (see Ref. [50]), and their predictions for the $\bar{p}/p$ ratio are shown as a blue band in Fig. 1 (labelled as “Inj. & ISM Unc.”). We also show the $\bar{p}/p$ ratio predicted by model F (solid black line).

We emphasize that the decreasing $\bar{p}/p$ at high energies is a generic feature of any leaky-box diffusion model. Since the diffusion coefficient has an energy dependence $D \propto E^\delta$, the total grammage encountered by cosmic-ray primaries falls as $E^\delta$, and this softened spectrum is inherited by cosmic-ray secondaries. These secondaries are themselves softened by diffusive escape, leading to a primary-to-secondary ratio which falls as $E^\delta$. Even if as observed above 0.5 TeV the proton spectrum becomes harder by 0.1 in its power-law spectrum value, and with those protons collisions giving the antiprotons at $\geq$100 GeV in energy; a value of $\delta \simeq 0.5$ will still give a $\bar{p}/p$ ratio that falls with increasing energy. The nearly energy-independent $\bar{p}/p$ ratio observed by AMS-02 at energies above $\sim$100 GeV [45], can only be accommodated in models with $\delta \simeq 0$, which are strongly ruled out [9, 61]. Thus, the error band shown in Fig. 1 is generically applicable to any Galprop model consistent with observations.

The cross section for antiproton production in inelastic $p-p$ collisions has been carefully studied [52–54], using data from Refs. [55, 60]. However, there remain significant uncertainties regarding the production for antiprotons in the collisions of CR protons and nuclei. While Galprop v54 handles the production of antiprotons [61], it does not include the most recent measurements of the antiproton production cross section [52, 63], nor does it account for the uncertainties in this quantity, which can be significant in the determination of the $\bar{p}/p$ ratio [64, 66].

Recently, several groups have studied and quantified the uncertainties in the antiproton production cross section [67, 69]. To fit the AMS-02 $\bar{p}/p$ data [45], we first calculate the antiproton spectrum for a given propagation model, and then renormalize those fluxes by the following continuous (in kinetic energy, prior to solar modulation,
Earth, and where solar modulation, we adopt the standard formula:

\[ \Phi(E_{\text{kin}}) = n_{\text{ISM}}(E_{\text{kin}}) + \text{cr. sec. Unc.} \). \]

We bound the values of \( a, b, c \) and \( d \) such that \( n_{\text{CS}}(E_{\text{kin}}) \) resides within the 3\( \sigma \) uncertainties presented in [67]. We add 10\% uncertainty in Eq. [4] to account for the local galactic gas uncertainties. The impact of this uncertainty is shown in Fig. [1] by the orange band surrounding the central prediction of propagation model F (labeled “p-p cr. sec. Unc.”).

As CRs enter the Solar System, they experience heliospheric forces resulting in solar modulation. In treating solar modulation, we adopt the standard formula:

\[
\frac{dN^\oplus}{dE_{\text{kin}}}(E_{\text{kin}}) = \frac{dN^\text{ISM}}{dE_{\text{kin}}}(E_{\text{kin}}) \times \frac{(E_{\text{kin}} + m + |Z|\varepsilon \Phi)^2 - m^2}{(E_{\text{kin}} + m + |Z|\varepsilon \Phi)^2 - m^2} \]

where \( E_{\text{kin}} \) is the kinetic energy of CRs at Earth, \( |Z|e \) is their charge, \( dN^\oplus/dE_{\text{kin}} \) the differential CR flux at Earth, and \( dN^\text{ISM}/dE_{\text{kin}} \) is the local ISM differential flux. \( \Phi \) is the modulation potential, for which we use the predictive time-, charge- and rigidity-dependent formula presented in [50]:

\[
\Phi(R, t, q) = \phi_0 \left( \frac{B_{\text{tot}}(t)}{4 \text{nT}} \right) + \phi_1 N'(q) H(-qA(t)) \]  

where \( B_{\text{tot}}(t) \) is the strength of the heliospheric magnetic field (HMF) measured at Earth, \( A(t) \) is its polarity, and \( \alpha(t) \) the tilt angle of the heliospheric current sheet. \( R \) is the CR rigidity before entering the heliosphere (see Refs. [50, 70]). \( N'(q) \) is \( \neq 1 \) during eras in which the HMF does not have a well-defined polarity. We adopt \( R_0 = 0.5 \) GV and marginalize over the solar modulation uncertainties described in Ref. [50], allowing \( \phi_0 \in [0.32, 0.38] \) GV and \( \phi_1 \in [0, 16] \) GV.

Given that the \( \bar{p}/p \) data of [15] utilized in this study, have been taken over several years, between May 2011 and May 2015, we must account for the time-evolving properties of the HMF. We note that the modulation potential, \( \Phi \), depends on both \( |B_{\text{tot}}| \) and \( \alpha \), and thus is not linear with time. To account for this, we break the model into six-month periods and use the time-averaged values of \( |B_{\text{tot}}| \) (from the ACE magnetometer [71]) and \( \alpha \) (calculated by the Wilcox Solar Observatory [72]) for each interval (see Table II). For periods where the HMF geometry was being re-configured, we adopt values of \( N'(q) < 1 \) chosen to result in a smooth transition of the second term in Eq. [3]. We use these values of \( |B_{\text{tot}}|, \alpha \) and \( N'(q) \) to calculate the modulated spectra for each individual six-month period, and then combine these eras to determine the total CR spectrum over the period observed by AMS-02.

The impact of the uncertainties related to solar modulation is depicted in Fig. [1] by the green band (labelled “Sol. Mod. Unc.”).

To combine the uncertainties associated with propagation through the ISM, the antiproton production cross section, and solar modulation, we calculate our fit to the AMS-02 \( \bar{p}/p \) data for each of our three propagation models, marginalizing over uncertainties in the parameters \( \phi_0, \phi_1, a, b, c, \) and \( d \). The best-fit parameters for each propagation model are shown in Table II while the range of the combined uncertainties is depicted by the red band in Fig. [1]. At kinetic energies below 1 GeV, the largest source of uncertainty is solar modulation. Between 2–20 GeV the main uncertainty is the antiproton production cross section. Above \( \sim 20 \) GeV, uncertainties in the antiproton production cross section and CR propagation are both important.

We now consider the stochastic acceleration of CR secondaries in SNRs. We assume that SNR shocks are supersonic, with a compression ratio of \( v^-/v^+ = 4 \), where \( v^+ \) is the plasma down-stream velocity and \( v^- \) is the plasma up-stream velocity, both defined in the frame of the shock front. As particles are accelerated inside the SNR, to a spectrum \( N_j \), they interact with the dense gas and spallate with a partial cross-section \( \sigma_{jsp} \), to produce lighter species \( i \), or decay to them with a time-scale \( t_{\text{dec}} \). For these lighter species, the source

| Era   | \( |B_{\text{tot}}| \) (nT) | \( \alpha \) (degrees) | \( N'(q > 0) \cdot H(-qA(t)) \) | \( N'(q < 0) \cdot H(-qA(t)) \) |
|-------|------------------|----------------|-----------------|-----------------|
| 07-12/11 | 4.7              | 60.5           | 1               | 0               |
| 01-06/12 | 4.8              | 67.2           | 1               | 0               |
| 07-12/12 | 5.3              | 70.0           | 0.67            | 0.33            |
| 01-06/13 | 5.5              | 71.0           | 0.50            | 0.50            |
| 07-12/13 | 5.2              | 70.0           | 0.33            | 0.67            |
| 01-06/14 | 5.3              | 67.0           | 0               | 1               |
| 07-12/14 | 5.6              | 62.0           | 0               | 1               |
| 01-06/15 | 6.6              | 56.6           | 0               | 1               |

TABLE II. The values of \( |B_{\text{tot}}| \) and \( \alpha \) as averaged over each six-month interval within the period of AMS-02 observations (May 2011- May 2015). We also list the values of \( N'(q) \cdot H(-qA(t)) \), as appearing in Eq. [3] for both protons and antiprotons.
we assume Bohm diffusion for CRs around the shock secondary-to-primary ratios. Following Refs. [34, 35, 42], \( \frac{\tau_{\text{gas}}}{\tau_{\text{acc}}} \) is a factor scaling as \( \left( \frac{\mu G}{B} \right) \left( \frac{E}{\text{GeV}} \right) \left( \frac{1}{Z_i} \right) \) to constrain \( K_B \) to less than 10 (13, 16) at the 95% (99%, 99.9%) confidence level.

Starting with the heaviest isotopes, we calculate the spectrum of all secondaries down to positrons in each SNR, and then average over the Galactic Disk, assuming a rate of three SNRs per century (see [42]). The injected spectrum of CRs in the ISM, after integrating over the volume of the SNR is:

\[
N_i(E) = 16\pi^2 \int_0^{\tau_{\text{SN}}} dx\ p^2 f_i^+ (x,p) \left( v^+ \tau_{\text{SN}} - x \right)^2.
\]

We take \( \tau_{\text{SN}} = 2 \times 10^4 \text{ yr}, v^+ = 1.25 \times 10^7 \text{ cm s}^{-1} \) and \( f_i^+ \) is the phase space density of species \( i \) down-stream.

Treatting \( K_B \) as a free parameter, we calculate the spectrum of accelerated secondary antiprotons and protons and compare this result to the \( \bar{p}/p \) ratio measured by AMS-02. The contribution from accelerated antiprotons is insignificant at low energies, but can increase the \( \bar{p}/p \) ratio significantly at energies above \( \sim 10 - 100 \) GeV. After accounting for the uncertainties described above, we identify a statistical preference for stochastic acceleration.

In Table IV, we provide, for each propagation model, the best-fit value of \( K_B \), at a level of \( \Delta \chi^2 \simeq 10 - 20 \), corresponding to a 3.2 - 4.6\( \sigma \) preference for the acceleration of secondary antiprotons in SNRs.

| ISM mod. | \( K_B^{\text{best}} \) | \( K_B^{95\% \text{upper}} \) | \( K_B^{95\% \text{lower}} \) | \( \chi^2_{\text{tot}} \) | \( \chi^2_{\text{d.o.f.}} \) | \( \Delta \chi^2_{\text{tot}} \) (from back only) |
|---------|------------------|------------------|------------------|---------------|------------------|------------------|
| C       | 6.1              | 7.6              | 4.6              | 34.0          | 0.68             | 10.0             |
| E       | 10.4             | 12.4             | 8.1              | 39.9          | 0.80             | 19.7             |
| F       | 7.4              | 8.9              | 5.7              | 37.5          | 0.75             | 20.9             |

In Fig. 2, we show the impact of accelerated secondary antiprotons on the \( \bar{p}/p \) spectrum. The best-fit model is propagation model C with \( K_B = 6.1 \). Given the uncertainties associated with this calculation we also provide a best-fit range (dark purple band) which covers

\(^1\) In the fits we have added in quadrature the reported statistical and systematic errors. At the highest energies the magnet spectrometer resolution and elastic scatterings of protons inside the detector might lead to charge confusion.

\( D_{i} (E) = \frac{K_B r_{L}(E) c}{3} \) 3.3 \times 10^{22} \text{ cm}^2 \text{ s}^{-1} \times K_B \left( \frac{\mu G}{B} \right) \left( \frac{E}{\text{GeV}} \right) \left( \frac{1}{Z_i} \right) \]

where \( r_{L} \) is the Larmor radius, \( B \) is the magnetic field, and \( Z \) and \( E \) are the charge and energy of the CR. \( K_B \) is a factor \[35\] scaling as \( K_B \approx (B/\delta B)^2 \) \[34\], allowing for faster diffusion of CRs around the shock front. Measurements of the B/C ratio were used in Ref. \[42\].

TABLE III. The best-fit parameters for propagation models C, E and F, assuming that the observed antiprotons are secondaries produced only in the ISM (i.e. neglecting stochastic acceleration).

TABLE IV. The best-fit value and 95% confidence level upper and lower limits on \( K_B \), for each propagation model. We show the \( \chi^2 \) fit to the \( \bar{p}/p \) spectrum measured by AMS-02, and the improvement to the fit relative to the case without acceleration of secondaries (\( K_B = 0 \), of Table III). The fit consistently prefers positive values of \( K_B \), at a level of \( \Delta \chi^2 \simeq 10 - 20 \), corresponding to a 3.2 - 4.6\( \sigma \) preference for the acceleration of secondary antiprotons in SNRs.
FIG. 2. The impact of stochastically accelerated secondaries on the $\bar{p}/p$ spectrum. Accounting for all uncertainties, the best-fit spectra with (without) accelerated secondaries are shown by the solid (dotted) lines. Allowing for accelerated secondaries improves the fit to the $\bar{p}/p$ spectrum. For the combined $\bar{p}/p$ spectrum, the best fit and 95% confidence intervals are shown as dark and light purple bands, respectively.

$K_B = 6.1–10.4$, bracketing the values obtained for the three propagation models considered in this study (see Table IV). We also show a 95% confidence band (light purple) corresponding to $K_B = 4.6–12.4$. This suggests that on average inside SNRs $B/\delta B$ is only a factor of few above 1 (between $\sim 2$ and 3.5) and is in agreement with constraints on ISM CR acceleration [73]. We note that these ranges are consistent with the B/C ratio upper limits of [12], ($< 10$, 13 at 95, 99% CL), especially given that the efficiency of SNRs for acceleration of CR secondaries may vary between different environments.

In Fig. 3 we illustrate the impact of accelerated secondaries on the positron fraction, showing the result predicted without the acceleration of secondaries (red band) and including accelerated secondary positrons, using the same range of $K_B$ as shown in Fig. 2 (purple bands). We do not include contributions from primary positron sources, such as dark matter or pulsars. The shaded bands account for the combined uncertainties associated with the CR propagation and solar modulation parameters, as well as the local $e^\pm$ energy loss rate. For the range of $K_B$ values required to explain the rising $\bar{p}/p$ measured by AMS-02 [45], we predict that accelerated secondary positrons will also account for a significant fraction of the positron excess.

Although we have treated $K_B$ as a simple parameter in this study, this quantity may vary with rigidity. CR diffusion results from particles scattering with random magnetohydrodynamic waves and discontinuities, and thus depends on the spectrum of underlying magnetic perturbations. As such, scattering is only efficient for perturbations on length scales comparable to the Larmor radius of the particle. The spectrum of magnetic perturbations found in SNR environments and future AMS-02 data will determine the rigidity dependence of $K_B$.

In this paper, we have used the CR $\bar{p}/p$ spectrum, as presented by the AMS-02 Collaboration, to test scenarios where CR secondaries are produced and accelerated within individual SNRs. The $\bar{p}/p$ spectrum [45] exhibits a clear rise at energies above 100 GeV. We show that this feature cannot be accounted for by conventional CR sources, even after accounting for the uncertainties pertaining to their injection and propagation through the ISM, the antiproton production cross section, and the effects of solar modulation. Instead, we find that the observed rise is consistent with a contribution of antiprotons that are produced as secondaries and then further accelerated within SNRs. We quantify the range of parameters that can produce this observation, and note that for our best fit models, the acceleration of secondary positrons should contribute substantially to the CR positron flux, potentially accounting for a significant fraction of the observed positron excess.
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