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Abstract

Neural image/video captioning models can generate accurate descriptions, but their internal process of mapping regions to words is a black box and therefore difficult to explain. Top-down neural saliency methods can find important regions given a high-level semantic task such as object classification, but cannot use a natural language sentence as the top-down input for the task. In this paper, we propose Caption-Guided Visual Saliency to expose the region-to-word mapping in modern encoder-decoder networks and demonstrate that it is learned implicitly from caption training data, without any pixel-level annotations. Our approach can produce spatial or spatiotemporal heatmaps for both predicted captions, and for arbitrary query sentences. It recovers saliency without the overhead of introducing explicit attention layers, and can be used to analyze a variety of existing model architectures and improve their design. Evaluation on large-scale video and image datasets demonstrates that our approach achieves comparable captioning performance with existing methods while providing more accurate saliency heatmaps. Our code is available at visionlearninggroup.github.io/caption-guided-saliency/.

1. Introduction

Neural saliency methods have recently emerged as an effective mechanism for top-down task-driven visual search [4, 31]. They can efficiently extract saliency heatmaps given a high-level semantic input, e.g., highlighting regions corresponding to an object category, without any per-pixel supervision at training time. They can also explain the internal representations learned by CNNs [19, 30]. However, suppose we wanted to search a visual scene for salient elements described by a natural language sentence (Fig. 1(a)), or, given the description of an action, localize the most salient temporal and spatial regions corresponding to the subject, verb and other components (Fig. 1(b)). Classification-based saliency methods are insufficient for such language-driven tasks as they are limited to isolated object labels and cannot handle textual queries.

![Figure 1: Top-down Caption-Guided Visual Saliency approach that generates, for each word in a sentence, (a) spatial saliency in image and (b) spatiotemporal saliency in videos. For the video, we show temporally most important frames corresponding to the words at the bottom (arrows show positions of frames in the video) and spatial heatmaps indicating salient regions for these words.](visionlearninggroup.github.io/caption-guided-saliency/).

Deep image and video captioning models [6, 23, 24, 28] excel at learning representations that translate visual input into language potentially discovering a mapping between visual concepts and words. However, despite the good captioning performance, they can be very hard to understand and are often criticized for being highly non-transparent “black boxes.” They hardly provide any clear insight of the mapping learned internally between the image and the produced words. Consider for example, the video shown in Fig. 1(b). Which region in the model is used to predict...
words like “woman” or “meat” in the generated caption? Is the word “woman” generated because the model recognized the woman in the video, or merely because the language model predicts that “A woman” is a likely way to start a sentence? Can the model learn to localize visual concepts corresponding to words while training only on weak annotations in the form of image or video-level captions? Can it localize words both in space and in time?

In this work, we address these questions by proposing a Caption-Guided Visual Saliency method that leverages deep captioning models to generate top-down saliency for both images and videos. Our approach is based on an encoder-decoder captioning model, and can produce spatial or spatiotemporal heatmaps for either a given input caption or a caption predicted by our model (Fig. 1). In addition to facilitating visual search, this allows us to expose the inner workings of deep captioning models and provide much needed intuition of what these models are actually learning. This, in turn, can lead to improved model design in the future. Previous attempts at such model introspection have analyzed LSTMs trained on text generation [13], or CNNs trained on image-level classification [31, 32]. Recent “soft” attention models [27, 28] produce heatmaps by learning an explicit attention layer that weights the visual inputs prior to generating the next word, but require modification of the network and do not scale well. Thus, ours is the first attempt to analyze whether end-to-end visual captioning models can learn top-down saliency guided by linguistic descriptions without explicitly modeling saliency.

Our approach is inspired by the signal drop-out methods used to visualize convolutional activations in [30, 32], however we study LSTM based encoder-decoder models and design a novel approach based on information gain. We estimate the saliency of each temporal frame and/or spatial region by computing the information gain it produces for generating the given word. This is done by replacing the input image or video by a single region and observing the effect on the word in terms of its generation probability given the single region only. We apply our approach to both still image and video description scenarios, adapting a popular encoder-decoder model for video captioning [22] as our base model.

Our experiments show that LSTM-based encoder-decoder networks can indeed learn the relationship between pixels and caption words. To quantitatively evaluate how well the base model learns to localize words, we conduct experiments on the Flickr30kEntities image captioning dataset [17]. We also use our approach to “explain” what the base video captioning model is learning on the publicly available large scale Microsoft Video-to-Text (MSR-VTT) video captioning dataset [25]. We compare our approach to explicit “soft” attention models [27, 28] and show that we can obtain similar text generation performance with less computational overhead, while also enabling more accurate localization of words.

2. Related Work

**Top-down neural saliency:** Weak supervision in terms of class labels were used to compute the partial derivatives of CNN response with respect to input image regions to obtain class specific saliency map [19]. The authors in [30] used deconvolution with max-pooling layers that projects class activations back to the input pixels. While recent top-down saliency methods [4, 15, 31, 32] recover pixel importance for a given class using isolated object labels, we extend the idea to linguistic sentences.

**Soft Attention:** “Soft” attention architectures, developed for machine translation [2], were recently extended to image captioning [27]. Instead of treating all image regions equally, soft attention assigns different weights to different regions depending on the content. Similarly, in video captioning, an LSTM with a soft attention layer attends to specific temporal segments of a video while generating the description [28]. Compared to our top-down saliency model, one drawback of soft attention is that it requires an extra recurrent layer in addition to the LSTM decoder, requiring additional designing of this extra layer parameters. The size of this layer scales proportionally to the number of items being weighted, i.e., the number of frames or spatial regions. In contrast, our approach extracts the mapping between input pixels and output words from encoder-decoder models without requiring any explicit modeling of temporal or spatial attention and without modifying the network. Our intuition is that LSTMs can potentially capture the inter-dependencies between the input and the output sequences through the use of memory cells and gating mechanisms. Our framework visualizes both temporal and spatial attention without having to estimate additional weight parameters unlike explicit attention models, and can be used to analyse and provide explanations for a wide variety of encoder-decoder models.

**Captioning Models:** Captioning models based on a combination of CNN and LSTM networks have shown impressive performance both for image and video captioning [6, 23, 24, 28]. Dense captioning [11, 12] proposed to both localize and describe salient image regions. Works on referring expression grounding [10, 16, 18] localize input natural language phrases referring to objects or scene parts in images. These methods use ground truth bounding boxes and phrases to learn a mapping between regions and phrases. We address the more difficult task of learning to relate regions to words and phrases without strong supervision of either, training only on images paired with their respective sentence captions. We also handle spatiotemporal grounding for videos in the same framework.
3. Background: Encoder-Decoder Model

We start by briefly summarizing our base captioning model. We utilize the encoder-decoder video description framework [23] which is based on sequence-to-sequence models proposed for neural translation [7, 20]. In Section 4 we will describe how our approach applies the same base model to caption still images.

Consider an input sequence of \( p \) video frames \( x = (x_1, \ldots, x_p) \) and a target sequence of \( n \) words \( y = (y_1, \ldots, y_n) \). The encoder first converts the video frames \( x \) into a sequence of \( m \) high-level feature descriptors:

\[
V = (v_1, \ldots, v_m) = \phi(x)
\]  

(1)

where typically \( \phi() \) is a CNN pre-trained for image classification. It then encodes the feature descriptors \( V \) into a fixed-length vector \( z = E(v_1, \ldots, v_m) \), where \( E \) is some (potentially non-linear) function. In the S2VT [22], this is done by encoding \( V \) into a sequence of hidden state vectors \( h^e_i \) using an LSTM, where the state evolution equation is:

\[
h^e_i = f(v_i, h^e_{i-1}) \quad \text{for} \ i \in \{1, 2, \ldots, m\}
\]  

(2)

and then taking \( z = h^e_m \), the last LSTM state. Another approach is to take the average of all \( m \) feature descriptors [23], i.e., \( z = \frac{1}{m} \sum_{i=1}^m v_i \).

The decoder converts the encoded vector \( z \) into output sequence of words \( y_t, t \in \{1, \ldots, n\} \). In particular, it sequentially generates conditional probability distribution for each element of the target sequence given encoded representation \( z \) and all the previously generated elements,

\[
P(y_1|y_1, \ldots, y_{t-1}, z) = D(y_{t-1}, h^d_t, z), \quad h^d_t = g(y_{t-1}, h^d_{t-1}, z)
\]  

(3)

where \( h^d_t \) is the hidden state of the decoding LSTM and \( g \) is again a non-linear function. **Soft Attention:** Instead of using the last encoder LSTM state or averaging \( V \), the authors in [28] suggest keeping the entire sequence \( V \) and having the encoder compute a **dynamic** weighted sum:

\[
\hat{z}_t = \sum_{i=1}^m \alpha_{ti} v_i
\]  

(4)

Thus, instead of feeding an averaged feature vector into the decoder LSTM, at every timestep a weighted sum of the vectors is fed. The weights for every \( v_i \) are computed depending on previous decoder state \( h^d_{t-1} \) and encoded sequence \( V = (v_1, \ldots, v_m) \). In video captioning, this allows for a search of related visual concepts in the whole video depending on the previously generated words. As a result, one can think about attention in this model as a generalization of simple mean pooling across video frames. Weights \( \alpha_{ti} \) are obtained by normalizing \( e_{ti} \), as follows,

\[
\alpha_{ti} = \frac{\exp(e_{ti})}{\sum_{k=1}^m \exp(e_{tk})}
\]  

(5)

\[
e_{ti} = w^T \tanh(W_a h_{t-1} + U_a v_i + b_a)
\]

where \( w, W_a, U_a \) and \( b_a \) are attention parameters of the attention module.

4. Approach

We propose a top-down saliency approach called *Caption-Guided Visual Saliency* which produces spatial and/or temporal saliency values (attention) for still images or videos based on captions. The saliency map can be generated for a caption predicted by the base model, or for an arbitrary input sentence. Our approach can be used to understand the base captioning model, i.e. how well it is able to establish a correspondence between objects in the visual input and words in the sentence. We use the encoder-decoder captioning model as our base model (equations 1, 2, 3).

For each word in the sentence, we propose to compute the saliency value of each item in the input sequence by measuring the decrease in the probability of predicting that word based on observing just that single item. This approach is flexible, does not require augmenting the model with additional layers, and scales well with input size. In contrast, in the soft attention model, the decoder selects relevant items from the input with the help of trainable attention weights. This requires additional layers to predict the weights. Furthermore, it can only perform either temporal or spatial mapping, but not both. Our method estimates both a temporal and a spatial mapping between input and output using the base LSTM encoder-decoder model by recovering the **implicit** attention from the model. We describe the more general case of video in Section 4.1 and then show how this model can be applied to still images in Section 4.2.

4.1. Video Saliency

In case of videos, we would like to compute the most salient spatiotemporal regions corresponding to words in the given sentence description of an event or activity. Figure 2 shows an overview of the approach. The intuition is that, although the encoder discards temporal and spatial positions of visual concept activations by encoding them into a fixed-length vector, this information can still be extracted from the model. The encoded representation, containing activations of all visual concepts detected in the entire video, is passed on to the decoder LSTM at the start of the sentence generation process. The decoder then chooses parts of this state vector using LSTM output gates to predict the word at time \( t \). As each word is generated, the presence of visual concepts in the decoder LSTM state continually evolves, and the evolved state vector in turn interacts with the output
Figure 2: Overview of our proposed top-down Caption-Guided Visual Saliency approach for temporal saliency in video. We use an encoder-decoder model to produce temporal saliency values for each frame $i$ and each word $t$ in a given input sentence. The values are computed by removing all but the $i$th descriptor from the input sequence, doing a forward pass, and comparing to the original word probability distribution. A similar idea can be applied to spatial image saliency. See text for details.

As the approximate receptive field of each descriptor can be estimated, we can define a saliency map for each word in the sentence by mapping $\text{Loss}(t, i, w)$ to the center of the receptive field and upsampling the resulting heatmap. It follows from Eq. 7 that $\text{Loss}(t, i, w) \in [0; +\infty)$, where values which are closer to zero correspond to higher saliency. To obtain a saliency value $e_{ti}$, we negate the loss and linearly scale the resulting values to the $[0, 1]$ interval,

$$e_{ti} = \text{scale}(-\text{Loss}(t, i, w))$$

(8)

It is important to discriminate between the values meant by Eq. 6 and 7. The former can be used to evaluate the representativeness of individual descriptors compared to the full input sequence, while the latter induces top-down saliency maps for individual words at each time step. Finally, the saliency value for a group of words from the target sentence (e.g. a noun phrase “a small boy”) is defined as sum of the corresponding saliency values for every word in the subsequence:

$$\text{Loss}(\{t_1, \ldots, t_q\}, i) = \sum_{j=1}^{q} \text{Loss}(t_j, i).$$

(9)

Next we describe how this approach is applied to generate both temporal and spatial saliency in videos.

Temporal attention: For an input frame sequence $V = (v_1, \ldots, v_m)$, the deterministic algorithm of sentence generation is given by the following recurrent relation:

$$w = \arg\max_{y \in W} p(y_t | y_{0:t-1}, v_{1:m})$$

(10)

1 for our video descriptors, the receptive field is a single frame.
where \( y_0 \) and \( y_n \) are special “begin of sequence” and “end of sequence” tokens respectively. Given the word predicted at time \( t \) of the sentence, the relative saliency of the input frame \( v_t \) can be computed as \( e_t \) (Eq. 8). In other words, we estimate the drop in probability of every word in the output sequence resulting from encoding only that input frame. Further, we normalize \( e_t = (e_{t_1}, \ldots, e_{t_m}) \) to obtain stochastic vectors as in Eq. 5 and interpret the resulting vectors \( \alpha_t = (\alpha_{t_1}, \ldots, \alpha_{t_m}) \) as saliency over the input sequence \( V = (v_1, \ldots, v_m) \) for every word \( y_t \) of the output sequence. This also induces a direct mapping between predicted words and the most salient frames for these words.

**Spatial attention:** We can also estimate the attention on different frame patches as related to a particular word \( y_t \) of a sentence. Although spatial pooling in the CNN discards the spatial location of detected visual concepts, the different gates of the LSTM enable it to focus on certain concepts depending on the LSTM hidden state. Let \( f_k(a,b) \) be the activation of unit \( k \) (corresponding to some visual concept) at spatial location \( (a,b) \) in the last convolutional layer of the encoder [32]. The CNN performs spatial average pooling to get a feature vector \( v_t \) for the \( i \)th frame whose \( k \)th element is \( v_{ik} = \sum_{a,b} f_k(a,b) \). After that, the encoder embeds the descriptor into LSTM cell state according to the LSTM update rule. This process involves the LSTM input gate:

\[
ρ_i = σ(W_{vp}v_i + W_{hp}h_{i-1} + b_p) \quad \quad \quad \quad \quad \quad (11)
\]

where the LSTM selects activations \( v_{ik} \) by weighting them depending on the previous LSTM hidden state and \( v_t \) itself (\( W_{vp}, W_{hp} \) and \( b_p \) are trainable parameters). Note that,

\[
W_{vp}v_i = \sum_k w_k \sum_{a,b} f_k(a,b) = \sum_k \sum_{a,b} w_k f_k(a,b) \quad \quad \quad \quad \quad \quad (12)
\]

where \( w_k \) denotes the \( k \)th column of matrix \( W_{vp} \). Since each unit activation \( f_k(a,b) \) represents a certain visual concept [30], we see that the input gate learns to select input elements based on relevant concepts detected in the frame, regardless of their location. The explicit spatial location information of these concepts is lost after the spatial average pooling in the last convolutional layer, however, we can recover it from the actual activations \( f_k(a,b) \). This is achieved by computing the information loss for different spatial regions in a frame in a similar way as was done for temporal attention. The relative importance of region \((a,b)\) in frame \( v_t \) for word \( w \) predicted at time \( t \) can be estimated as:

\[
\epsilon_{t_1}^{(a,b)} = -Loss(t, i, w),
\]

where \( \epsilon_{t_1}(y_t) = P(y_t|y_{0:t-1}, v_{1:m}) \) (13)

and where \( v_{ik}^{(a,b)} = f_k(a,b) \). Assuming the number of spatial locations in a frame to be \( r \), the prediction process (i.e. forward pass) is run \( m \) times to obtain temporal saliency maps and \( r \times m \) times to obtain the spatial maps for the given video/sentence pair. This, in turn, involves \( n+1 \) LSTM steps, so the total complexity is

\[
O((r \times m + m) \times (n+1)) \quad \quad \quad \quad \quad \quad (14)
\]

Since all \( Loss(t, i, w) \) computations are performed independently, we can create a batch of size \( r \times m + m \) and calculate all the saliency values efficiently in one pass.

**4.2. Image Saliency**

With minimal changes the above model can be applied to generate saliency for images. We accomplish this by rearranging the grid of descriptors produced by the last convolutional layer of the CNN into a “temporal” sequence \( V = (v_1, \ldots, v_m) \) by scanning the image in a sequential manner (row by row), starting from the upper left corner and ending at the bottom right corner. Our model uses the encoder LSTM to scan the image locations and encode the collected visual information into hidden states and then decodes those states into the word sequence. Generating a spatial saliency map can now be achieved by the same process as described for temporal saliency in the previous section.

**5. Experiments**

This section shows examples of caption-driven saliency recovered by our method for the base S2VT model from videos and still images. We evaluate the quality of the recovered heatmaps on an image dataset annotated with ground truth object bounding boxes. We also evaluate the caption generation performance on both images and videos and compare it with the soft attention approach.

**Datasets** We train and evaluate our model on two video description datasets, namely the Microsoft Video Description dataset (MSVD) [5] and the Microsoft Research Video to Text (MSR-VTT) [25] dataset. Both datasets have “in the wild” Youtube videos and natural language descriptions. MSVD contains 1970 clips of average length 10.2s with 80,827 natural language descriptions. MSR-VTT provides 41.2 hours of web videos as 10,000 clips of approx. 14.8s each and 200K natural language descriptions. In addition, we evaluated on one of the largest image captioning datasets, Flickr30kEntities [17] which is an extension of the original Flick30k [29] dataset with manual bounding box annotations for all noun phrases in all 158k image captions.

**Model details** We implemented our model in TensorFlow [1] using InceptionV3 [21] pretrained on ImageNet [8] as CNN feature extractor. We use \( v_{1,\ldots,v_26, v_1} \in \mathbb{R}^{2048} \) for the video representation. \( v_t \) were extracted from the average pooling layer pool3 for 26 evenly spaced frames. For images we use feature outputs from the last convolutional layer mixed_10 as the input sequence to the encoder.
Figure 3: Saliency maps (red to blue denotes high to low value) in Flickr30kentities generated for an arbitrary query sentence (shown below). Each row shows saliency map for different noun-phrases (shown at top-left corner) extracted from the query. Maximum saliency point is marked with asterisk and ground truth boxes are shown in white.

Figure 4: Saliency maps generated for a caption (shown below the image) predicted by the model.

Thus, for video and image captioning the input sequences have length $m = 26$ and $m = 64$ respectively. The order of spatial descriptors for image captioning is described in Section 4.2. All images and video frames were scaled.
Table 1: Evaluation of the proposed method on localizing all noun phrases from the ground truth captions in the Flickr30kEntities dataset using the pointing game protocol from [31]. “Baseline random” samples the point of maximum saliency uniformly from the whole image and “Baseline center” corresponds to always pointing to the center.

| Bodyparts | Animals | People | Instruments | Vehicles | Scene | Other | Clothing | Avg per NP |
|-----------|---------|--------|-------------|----------|-------|-------|----------|------------|
| Baseline random | 0.100 | 0.240 | 0.318 | 0.179 | 0.275 | 0.524 | 0.246 | 0.151 | 0.268 |
| Baseline center | **0.201** | 0.599 | **0.647** | **0.496** | 0.644 | 0.652 | 0.384 | **0.397** | 0.492 |
| Our Model | 0.194 | 0.690 | 0.601 | 0.458 | **0.645** | **0.667** | **0.427** | 0.360 | **0.501** |

Table 2: Evaluation of the proposed method on Flickr30kEntities using the attention correctness metric and evaluation protocol from [14] (including the frame cropping procedure). Soft attention performance is taken from [14] as reported there. Baseline* shows our re-evaluation of the uniform attention baseline.

| Bodyparts | Animals | People | Instruments | Vehicles | Scene | Other | Clothing | Avg per NP |
|-----------|---------|--------|-------------|----------|-------|-------|----------|------------|
| Baseline [14] | - | - | - | - | - | - | - | 0.321 |
| Soft attention [27] | - | - | - | - | - | - | - | 0.387 |
| Soft attention supervised [14] | - | - | - | - | - | - | - | 0.433 |
| Baseline* | 0.100 | 0.371 | 0.410 | 0.278 | 0.350 | 0.470 | 0.236 | 0.197 | 0.325 |
| Our model | **0.155** | **0.657** | **0.570** | **0.502** | **0.615** | **0.582** | **0.348** | **0.345** | **0.473** |

to 299x299. Note that the CNN was trained on ImageNet and was not finetuned during the training of the captioning model. A fully-connected layer reduced the dimensionality of the input descriptors from 2048 to 1300 before feeding them into the LSTM. The model was trained using the Adam optimizer with initial learning rate 0.0005. Dimensionality of the word embedding layer was set to 300.

**Evaluation of captioning performance** Quantitative evaluation of the captioning performance was done using the METEOR [3] metric. Table 3 (higher numbers are better) shows the results and demonstrates that despite not using explicit attention layers, our model performs comparably to the soft attention method. The best model in terms of the METEOR metric on the validation split of Flickr30k was selected for the evaluation of saliency as presented below.

**Quantitative evaluation of saliency** Given a pretrained model for image captioning, we test our model quantitatively using the pointing game strategy [31] and attention correctness metric [14]. To generate saliency maps, we feed ground truth captions from the test split of Flickr30k into our model. In pointing game evaluation, we obtain the maximum saliency point inside the image for each annotated noun phrase in each GT caption of Flickr30kEntities. We then test whether this point lies inside the bounding box or not. Accuracy is computed as $\text{Acc} = \frac{\#\text{Hits}}{\#\text{Hits} + \#\text{Misses}}$. To get a saliency map for noun phrases which are comprised of multiple tokens from the sentence, we sum loss values before their normalizing them to the $[0, 1]$.

Table 1 shows the mean accuracy over all noun phrases (NPs) along with accuracies corresponding to categories (in different columns) from Flickr30kEntities. We compare to “Baseline random”, where the maximum saliency point is sampled uniformly from the whole image and to a much stronger baseline denoted as “Baseline center”. This baseline is designed to mimic the center bias present in consumer photos and assumes that the maximum saliency point is always at the center of the image. Compared to the random baseline, the accuracy of the proposed method is better on average (last column) as well as for all the individual categories (rest of the columns). While the average accuracy compared to the much stronger center baseline is only slightly better, the accuracy gain for some of the categories is significant. One possible reason may be that the objects in these categories, e.g., ‘animals’ or ‘other’ objects, tend to be away from the central region of an image, while people tend to be in the center of the photo.

Table 2 provides a direct comparison of our method to the soft attention model [27] in terms of the attention correctness metric proposed in [14]. This metric measures average value for integral of attention function over bounding boxes. We directly report the results from [14] for their implementation of uniform baseline, soft-attention model and its improved version where a captioning model was trained to focus on relevant objects in supervised manner. Our method outperforms all three of them.

We also provide the category specific values as we obtained from our own implementation of the uniform baseline (called “Baseline*”). “Baseline random” in Table 1 should roughly correspond to “Baseline” and “Baseline*” in Table 2. Evidently, the exact values will be different as the evaluation protocols in the two tables are different. To compare the results fairly, we followed the same protocol as [14] where the authors performed a central crop of both test and training images. Human-captured images or videos tend to put the objects of interest in the central region. Thus, any cropping operation which enhances this “central ten-
A woman is skating on the snow.

A man is talking about a phone.

Figure 5: Spatial and temporal saliency maps in videos. For each word, darker grey indicates higher relative saliency of the frame. For better visualization, saliency values are not normalized but linearly mapped to the range [0, 1]. Most relevant frames for each word are shown at the bottom, highlighted with the same color.

Table 3: Comparison of the captioning performance of our model and soft-attention on two video (MSVD, MSR-VTT) and one image (Flickr30k) datasets. Higher numbers are better.

| Model       | Dataset | METEOR [9] |
|-------------|---------|------------|
| Soft-Attn [28] | MSVD    | 30.0       |
| Our Model   | MSVD    | 31.0       |
| Soft-Attn [26] | MSR-VTT | 25.4       |
| Our Model   | MSR-VTT | 25.9       |
| Soft-Attn [27] | Flickr30k | 18.5      |
| Our Model   | Flickr30k | 18.3      |

Saliency visualizations in images Figures 3 and 4 show example saliency maps on images from Flickr30kEntities for arbitrary query sentences and model-predicted captions, respectively. The arbitrary query comes from the ground truth descriptions. For each nounphrase, the saliency map is generated by summing the responses for each token in the phrase and then renormalizing them. The map is color coded where red shows the highest saliency while blue is the lowest. The maximum saliency point is marked with an asterisk, while the ground truth boxes for the noun-phrases are shown in white. It can be seen that our model almost always localizes humans correctly. For some other objects the model makes a few intuitive mistakes. For example, in Fig. 3a, though the saliency for “window” is not pointing to the groundtruth window, it focuses its highest attention (asterisk) on the gate which looks very similar to a window.

In Fig. 4, the saliency map the predicted caption for an image is shown. Some non-informative words (e.g., “a”, “is” etc.) may appear to have concentrated saliency, however, this is merely a result of normalization. One surprising observation is that the model predicts ‘a woman in a red and white outfit’, however only the ‘red’ spatial attention is on the cyclist, while the ‘white’ attention is on other parts of the scene.

Saliency visualizations in videos Fig. 5 shows examples of spatial and temporal saliency maps for videos from MSR-VTT dataset with model-predicted sentences. Most discriminative frames for each word are outlined in the same color as the word. Darker grey indicates higher magnitude of temporal saliency for the word. We omit visualization for uninformative words like articles, helper verbs and prepositions. An interesting observation about the top video is that the most salient visual inputs for “skating” are regions with snow, with little attention on the skier, which could explain the mistake.

Additional results and source code are available at visionlearninggroup.github.io/caption-guided-saliency/.

6. Conclusion

We proposed a top-down saliency approach guided by captions and demonstrated that it can be used to understand the complex decision processes in image and video captioning without making modifications such as adding explicit attention layers. Our approach maintains good captioning performance while providing more accurate heatmaps than existing methods. The model is general and can be used to understand a wide variety of encoder-decoder architectures.
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