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Abstract. Given a bounded open set $\Omega \subseteq \mathbb{R}^n$, we consider the eigenvalue problem of a nonlinear mixed local/nonlocal operator with vanishing conditions in the complement of $\Omega$.

We prove that the second eigenvalue $\lambda_2(\Omega)$ is always strictly larger than the first eigenvalue $\lambda_1(B)$ of a ball $B$ with volume half of that of $\Omega$.

This bound is proven to be sharp, by comparing to the limit case in which $\Omega$ consists of two equal balls far from each other. More precisely, differently from the local case, an optimal shape for the second eigenvalue problem does not exist, but a minimizing sequence is given by the union of two disjoint balls of half volume whose mutual distance tends to infinity.

Dedicatoria. Al Ingenioso Hidalgo Don Ireneo.

1. Introduction

In this paper we consider a nonlinear operator arising from the superposition of a classical $p$-Laplace operator and a fractional $p$-Laplace operator, of the form

$$L_{p,s} = -\Delta_p + (-\Delta)_p^s$$

with $s \in (0, 1)$ and $p \in [2, +\infty)$. Here the fractional $p$-Laplace operator is defined, up to a multiplicative constant that we neglect, as

$$(-\Delta)_p^s u(x) := 2 \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+ps}} \, dy.$$

Given a bounded open set $\Omega \subseteq \mathbb{R}^n$, we consider the eigenvalue problem for the operator $L_{p,s}$ with homogeneous Dirichlet boundary conditions (i.e., the eigenfunctions are prescribed to vanish in the complement of $\Omega$). In particular, we define $\lambda_1(\Omega)$ to be the smallest of such eigenvalues and $\lambda_2(\Omega)$ to be the second smallest one (in the sense made precise in [9, 11]).
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The main result that we present here is a version of the Hong–Krahn–Szegö inequality for the second Dirichlet eigenvalue $\lambda_2(\Omega)$, according to the following statement:

**Theorem 1.1.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded open set. Let $B$ be any Euclidean ball with volume $|\Omega|/2$. Then,

\[ \lambda_2(\Omega) > \lambda_1(B). \]

Furthermore, equality is never attained in (1.2); however, the estimate is sharp in the following sense: if $\{x_j\}_j, \{y_j\}_j \subseteq \mathbb{R}^n$ are two sequences such that

\[ \lim_{j \to +\infty} |x_j - y_j| = +\infty, \]

and if we define $\Omega_j := B_{r}(x_j) \cup B_{r}(y_j)$, then

\[ \lim_{j \to +\infty} \lambda_2(\Omega_j) = \lambda_1(B_r). \]

To the best of our knowledge, Theorem 1.1 is new even in the linear case $p = 2$. Also, an interesting consequence of the fact that equality in (1.2) is never attained is that, for all $c > 0$, the shape optimization problem

\[ \inf_{|\Omega| = c} \lambda_2(\Omega) \]

does not admit a solution.

Before diving into the technicalities of the proof of Theorem 1.1, we recall in the forthcoming Section 1.1 some classical motivations to study first and second eigenvalue problems, then we devote Section 1.2 to showcase the available results on the shape optimization problems related to the first and the second eigenvalues of several elliptic operators.

### 1.1. The importance of the first and second eigenvalues.

The notion of eigenvalue seems to date back to the 18th century, due to the works of Euler and Lagrange on rigid bodies. Possibly inspired by Helmholtz, in his study of integral operators [43] Hilbert introduced the terminology of “Eigenfunktion” and “Eigenwert” from which the modern terminology of “eigenfunction” and “eigenva-

In modern technologies, a deep understanding of eigenvalues has become a central theme of research, especially due to the several ranking algorithms, such as PageRank (used by search engines as Google to rank the results) and EigenTrust (used by peer-to-peer networks to establish a trust value on the account of authentic and corrupted resources). In a nutshell, these algorithms typically have entries (e.g. the page rank of a given website, or the trust value of a peer) that are measured as linear superpositions of the other entries. For instance (see Section 2.1.1 in [17], neglecting for simplicity damping factors) one can model the page rank $p_i$ of website $i$ in terms of the ratio $R_{ij}$ between the number of links outbound from website $j$ to page $i$ and the total number of outbound links of website $j$, namely

\[ p_i = \sum_j R_{ij}p_j. \]
Whether this is a finite or infinite sum boils down to a merely philosophical question, given the huge number of websites explored by Google, but let us stick for the moment with the discrete case of finitely many websites. Interestingly, $p_i$ basically counts the probability that a random surfer visits website $i$ by following the available links in the web.

Now, in operator form, one can write (1.4) as $p = Rp$, with the matrix $R$ known in principle from the outbound links of the websites and the ranking array $p$ to be determined. Thus, up to diagonalizing $R$, the determination of $p$ reduces to the determination of the eigenvectors of $R$, or equivalently to the determination of the eigenvectors of the inverse matrix $A := R^{-1}$, and this task can be accomplished, for instance, by iterative algorithms.

The simplest of these algorithms used in PageRank is probably the power iteration method. For instance, if one defines $\eta_{k+1} := \frac{A\eta_k}{\|A\eta_k\|}$, given a random starting vector $\eta_0$, it follows that $\eta_k = \frac{A^k\eta_0}{\|A^k\eta_0\|}$ and consequently, if $\eta_0 = \sum_j c_j w_j$, being $w_j$ the eigenvectors of $A$ with corresponding eigenvalues $\mu_1 > \mu_2 \geq \mu_3 \geq ...$ (normalized to have unit length), we find that

$$\eta_k = \frac{\sum_j c_j \mu_j^k w_j}{\sum_j c_j \mu_j^k w_j} = \frac{\sum_j d_{jk} w_j}{\sum_j d_{jk} w_j} = \frac{w_1 + \sum_{j \neq 1} d_{jk} w_j}{\|\sum_{j \neq 1} d_{jk} w_j\|},$$

with $d_{jk} := \frac{c_j \mu_j^k}{c_1 \mu_1^k}$ (here we are assuming that the eigenvalues are positive and that, in view of the randomness of $\eta_0$, we have that $c_1 \neq 0$).

Since

$$\left| \sum_{j \neq 1} d_{jk} w_j \right|^2 = \sum_{j \neq 1} d_{jk}^2 = \sum_{j \neq 1} \frac{c_j^2 \mu_j^{2k}}{c_1^2 \mu_1^{2k}} = O\left(\frac{\mu_2^{2k}}{\mu_1^{2k}}\right),$$

it follows that

$$\eta_k = w_1 + O\left(\frac{\mu_2^k}{\mu_1^k}\right),$$

and accordingly $\eta_k$ approximates the eigenfunction $w_1$ with a convergence induced by the ratio $\frac{\mu_2}{\mu_1} < 1$.  
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That is, if $\lambda_1 < \lambda_2 \leq \lambda_3 \leq \ldots$ are the eigenvalues of the matrix $R$, the above rate of convergence is dictated by the ratio $\frac{\lambda_1}{\lambda_2}$ of the smallest and second smallest eigenvalues of $R$. This is one simple, but, in our opinion quite convincing, example of the importance of the first two eigenvalues in problems with concrete applications.

To confirm the importance of the notion of eigenvalues in the modern technologies, see Figure 3 for a Google Ngram Viewer charting the frequencies of use of the words eigenvalue, eigenfunction and eigenvector in the last 120 years.

Also, to highlight the importance of the difference between the first and second eigenvalues, see Figure 2 for a Google Ngram Viewer charting the frequencies of use of the words eigengap and spectral gap in the last 120 years.

In the case of the Google PageRank, an efficient estimate of the eigengap taking into account the damping factor has been proposed in [42].

1.2. Shape optimization problems for the first and second eigenvalues in the context of elliptic (linear and nonlinear, classical and fractional) equations. Now we leave the realm of high-tech applications and we come back to the partial differential equations and fractional equations setting: in this framework, we recall here below some of the main results about shape optimization problems related to the first and the second eigenvalues.

1.2.1. The case of the Laplacian. One of the classical shape optimization problem is related to the detection of the domain that minimizes the first eigenvalue of the Laplacian with homogeneous boundary conditions. This is the content of the Faber–Krahn inequality [31, 47], whose result can be stated by saying that among all domains of fixed volume, the ball has the smallest first eigenvalue.

In particular, as a physical application, one has that that among all drums of equal area, the circular drum possesses the lowest voice, and this somewhat corresponds to our intuition, since a very elongated rectangular drum produces a high pitch related to the oscillations along the short edge.

Another physical consequence of the Faber–Krahn inequality is that among all the regions of a given volume with the boundary maintained at a constant temperature, the one which dissipates heat at the slowest possible rate is the sphere, and
this also corresponds to our everyday life experience of spheres minimizing contact with the external environment thus providing the optimal possible insulation.

From the mathematical point of view, the Faber–Krahn inequality also offers a classical stage for rearrangement methods and variational characterizations of eigenvalues.

In view of the discussion in Section 1.1, the subsequent natural question investigates the optimal shape of the second eigenvalue. This problem is addressed by the Hong–Krahn–Szegö inequality [48, 44, 52], which asserts that among all domains of fixed volume, the disjoint union of two equal balls has the smallest second eigenvalue.

Therefore, for the case of the Laplacian with homogeneous Dirichlet data, the shape optimization problems related to both the first and the second eigenvalues are solvable and the solution has a simple geometry.

It is also interesting to point out a conceptual connection between the Faber–Krahn and the Hong–Krahn–Szegö inequalities, in the sense that the proof of the second typically uses the first one as a basic ingredient. More specifically, the strategy to prove the Hong–Krahn–Szegö inequality is usually:

- Use that in a connected open set all eigenfunctions except the first one must change sign,
- Deduce that \( \lambda_2(\Omega) = \max\{\lambda_1(\Omega_+), \lambda_1(\Omega_-)\} \), for suitable subdomain \( \Omega_+ \) and \( \Omega_- \) which are either nodal domains for the second eigenfunction, if \( \Omega \) is connected, or otherwise connected components of \( \Omega \),
- Utilize the Faber–Krahn inequality to show that \( \lambda_1(\Omega_{\pm}) \) is reduced if we replace \( \Omega_{\pm} \) with a ball of volume \( |\Omega_{\pm}| \),
- Employ the homogeneity of the problem to deduce that the volumes of these two balls are equal.

That is, roughly speaking, a cunning use of the Faber–Krahn inequality allows one to reduce to the case of disjoint balls, which can thus be addressed specifically.

1.2.2. The case of the \( p \)-Laplacian. A natural extension of the optimal shape results for the Laplacian recalled in Section 1.2.1 is the investigation of the nonlinear operator setting and in particular the case of the \( p \)-Laplacian. This line of research was carried out in [12] in which a complete analogue of the results of Section 1.2.1 have been established for the \( p \)-Laplacian. In particular, the first Dirichlet eigenvalue of the \( p \)-Laplacian is minimized by the ball and the second by any disjoint union of two equal balls.

We stress that, in spite of the similarity of the results obtained, the nonlinear case presents its own specific peculiarities. In particular, in the case of the \( p \)-Laplacian one can still define the first eigenvalue by minimization of a Rayleigh quotient, in principle the notion of higher eigenvalues become more tricky, since discreteness of the spectrum is not guaranteed and the eigenvalues theory for nonlinear operators offers plenty of open problems at a fundamental level. For the second eigenvalue however one can obtain a variational characterization in terms of a mountain-pass result, still allowing the definition of a spectral gap between the smallest and the second smallest eigenvalue.

1.2.3. The cases of the fractional Laplacian and of the fractional \( p \)-Laplacian. We now consider the question posed by the minimization of the first and second eigenvalues in a nonlocal setting.
The optimal shape problems for the first eigenvalue of the fractional Laplacian with homogeneous external datum was addressed in [3, 13, 56, 11], showing that the ball is the optimizer.

As for the nonlinear case, the spectral properties of the fractional \( p \)-Laplacian possess their own special features, see [34], and they typically combine the difficulties coming from the nonlocal world with those arising from the theory of nonlinear operators. In [13] the optimal shape problem for the first Dirichlet eigenvalue of the fractional \( p \)-Laplacian was addressed, by detecting the optimality of the ball as a consequence of a general Pólya–Szegő principle.

For the second eigenvalue, however, the situation in the nonlocal case is quite different from the classical one, since in general nonlocal energy functionals are deeply influenced by the mutual position of the different connected components of the domain, see [50].

In particular, the counterpart of the Hong–Krahn–Szegő inequality for the fractional Laplacian and the fractional \( p \)-Laplacian was established in [15] and it presents significant differences with the classical case: in particular, the shape optimizer for the second eigenvalue of the fractional \( p \)-Laplacian with homogeneous external datum does not exist and one can bound such an eigenvalue from below by the first eigenvalue of a ball with half of the volume of the given domain (and this is the best lower bound possible, since the case of a domain consisting of two equal balls drifting away from each other would attain such a bound in the limit).

1.2.4. The case of mixed operators. The study of mixed local/nonlocal operators has been recently received an increasing level of attention, both in view of their intriguing mathematical structure, which combines the classical setting and the features typical of nonlocal operators in a framework that is not scale-invariant [10, 14, 16, 5, 32, 10, 21, 1, 20, 21, 23, 22, 33, 17, 11, 18, 30, 27, 28, 35, 36, 37, 38, 19, 9, 6, 54], and of their importance in practical applications such as the animal foraging hypothesis [29, 51].

In regard to the shape optimization problem, a Faber–Krahn inequality for mixed local and nonlocal linear operators when \( p = 2 \) has been established in [8], showing the optimality of the ball in the minimization of the first eigenvalue. The corresponding inequality for the nonlinear setting presented in (1.1) will be given here in the forthcoming Theorem 4.1.

The inequality of Hong–Krahn–Szegő type for mixed local and nonlocal linear operators presented in (1.1) would thus complete the study of the optimal shape problems for the first and second eigenvalues of the operator in (1.1).

1.3. Plan of the paper. The rest of this paper is organized as follows. Section 2 sets up the notation and collects some auxiliary results from the existing literature.

In Section 3 we discuss a regularity theory which, in our setting, plays an important role in the proof of Theorem (1.1) in allowing us to speak about nodal regions for the corresponding eigenfunction (recall the bullet point strategy presented on page 5). In any case, this regularity theory holds in a more general setting and can well come in handy in other situations as well.

Finally, Section 4 introduces the corresponding Faber–Krahn inequality for the operator in (1.1) and completes the proof of Theorem (1.1).
2. Preliminaries

To deal with the nonlinear and mixed local/nonlocal operator in (1.1), given and open and bounded set \( \Omega \subseteq \mathbb{R}^n \), it is convenient to introduce the space

\[
\mathcal{X}^{1,p}_0(\Omega) \subseteq W^{1,p}(\mathbb{R}^n),
\]
defined as the closure of \( C_0^\infty(\Omega) \) with respect to the global norm

\[
u \mapsto \left( \int_{\mathbb{R}^n} |\nabla u|^p \, dx \right)^{1/p}.
\]

Moreover, we can actually be more precise, using [16, Proposition 9.18] and taking into account the definition \( X \) of \( u \), however, we stress that \( u \) is not globally defined.

The main issue in trying to use (i)-(ii) to identify \( W^{1,p}_0(\Omega) \) with \( \mathcal{X}^{1,p}_0(\Omega) \) is that, if \( u \) is globally defined and \( u \in W^{1,p}(\mathbb{R}^n) \), then

\[
u \mapsto \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{1/p}.
\]

As a matter of fact, while the belonging of a function \( u \) to \( W^{1,p}_0(\Omega) \) only depends on its behavior inside of \( \Omega \) (actually, \( u \) does not even need to be defined outside of \( \Omega \)), the belonging of \( u \) to \( \mathcal{X}^{1,p}_0(\Omega) \) is a global condition, and it depends on the behavior of \( u \) on the whole space \( \mathbb{R}^n \) (in particular, \( u \) has to be defined on \( \mathbb{R}^n \)). Just to give an example of the difference between these spaces, let \( u \in C_0^\infty(\mathbb{R}^n) \setminus \{0\} \) be such that

\[
\text{supp}(u) \cap \overline{\Omega} = \emptyset.
\]

Since \( u \equiv 0 \) inside of \( \Omega \), we clearly have that \( u \in W^{1,p}_0(\Omega) \); on the other hand, since \( u \neq 0 \) in \( \mathbb{R}^n \setminus \Omega \), one has \( u \notin \mathcal{X}^{1,p}_0(\Omega) \) (even if \( u \in W^{1,p}(\mathbb{R}^n) \)).

Although they do not coincide, the spaces \( \mathcal{X}^{1,p}_0(\Omega) \) and \( W^{1,p}_0(\Omega) \) are related: to be more precise, using [16] Proposition 9.18] and taking into account the definition of \( \mathcal{X}^{1,p}_0(\Omega) \), one can see that

(i) if \( u \in W^{1,p}_0(\Omega) \), then \( u \cdot 1_\Omega \in \mathcal{X}^{1,p}_0(\Omega) \);

(ii) if \( u \in \mathcal{X}^{1,p}_0(\Omega) \), then \( u|_\Omega \in W^{1,p}_0(\Omega) \).

Moreover, we can actually characterize \( \mathcal{X}^{1,p}_0(\Omega) \) as follows:

\[
\mathcal{X}^{1,p}_0(\Omega) = \{ u \in W^{1,p}(\mathbb{R}^n) : u|_\Omega \in W^{1,p}_0(\Omega) \text{ and } u = 0 \text{ a.e. in } \mathbb{R}^n \setminus \Omega \}.
\]

The main issue in trying to use (i)-(ii) to identify \( W^{1,p}_0(\Omega) \) with \( \mathcal{X}^{1,p}_0(\Omega) \) is that, if \( u \) is globally defined and \( u \in W^{1,p}(\mathbb{R}^n) \), then

\[
|u| \in W^{1,p}_0(\Omega) \Rightarrow u \cdot 1_\Omega \in \mathcal{X}^{1,p}_0(\Omega);
\]

however, we cannot say (in general) that \( u \neq u \cdot 1_\Omega \). Even if they cannot allow to identify \( \mathcal{X}^{1,p}_0(\Omega) \) with \( W^{1,p}_0(\Omega) \), assertions (i)-(ii) can be used to deduce several properties of the space \( \mathcal{X}^{1,p}_0(\Omega) \) starting from their analog in \( W^{1,p}_0(\Omega) \); for example, we have the following fact, which shall be used in the what follows:

\[
u \in \mathcal{X}^{1,p}_0(\Omega) \Rightarrow |u|, u^+, u^- \in \mathcal{X}^{1,p}_0(\Omega).
\]
Remark 2.1. In the particular case when the open set $\Omega$ is of class $C^1$, it follows from [16, Proposition 9.18] that, if $u \in W^{1,p}(\mathbb{R}^n)$ and $u = 0$ a.e. in $\mathbb{R}^n \setminus \Omega$, then

$$\left. u \right|_\Omega \in W^{1,p}_0(\Omega).$$

As a consequence, we have

$$X^{1,p}_0(\Omega) = \{ u \in W^{1,p}(\Omega) : u = 0 \text{ a.e. in } \mathbb{R}^n \setminus \Omega \}.$$

This fact shows that, when $\Omega$ is sufficiently regular, $X^{1,p}_0(\Omega)$ coincides with the space $X_p(\Omega)$ introduced in [6] (for $p = 2$) and in [9] (for a general $p > 1$).

For future reference, we introduce the following set

$$\mathcal{M}(\Omega) := \left\{ u \in X^{1,p}_0(\Omega) : \int_{\mathbb{R}^n} |u|^p \, dx = 1 \right\}. \tag{2.1}$$

After these preliminaries, we can turn our attention to the Dirichlet problem for the operator $L_{p,s}$. Throughout the rest of this paper, to simplify the notation we set

$$J_p(t) := |t|^{p-2}t \quad \text{for all } t \in \mathbb{R} \tag{2.2}$$

Moreover, we define

$$p^* := \begin{cases} \frac{np}{n-p} & \text{if } p < n, \\ +\infty & \text{if } p \geq n, \end{cases} \quad \text{and} \quad (p^*)' := \begin{cases} \frac{p^*}{p^* - 1} & \text{if } p < n, \\ 1 & \text{if } p \geq n. \end{cases} \tag{2.2}$$

Definition 2.2. Let $q \geq (p^*)'$, and let $f \in L^q(\Omega)$. We say that a function $u \in W^{1,p}(\mathbb{R}^n)$ is a weak solution to the equation

$$L_{p,s}u = f \quad \text{in } \Omega \tag{2.3}$$

if, for every $\phi \in X^{1,p}_0(\Omega)$, the following identity is satisfied

$$\int_{\Omega} |\nabla u|^{p-2}(\nabla u, \nabla \phi) \, dx + \int_{\mathbb{R}^{2n}} J_p(u(x) - u(y))(\phi(x) - \phi(y)) \frac{dx \, dy}{|x-y|^{n+ps}} = \int_{\Omega} f \phi \, dx, \tag{2.4}$$

Moreover, given any $g \in W^{1,p}(\mathbb{R}^n)$, we say that a function $u \in W^{1,p}(\mathbb{R}^n)$ is a weak solution to the $(L_{p,s})$-Dirichlet problem

$$\begin{cases} L_{p,s}u = f & \text{in } \Omega, \\ u = g & \text{in } \mathbb{R}^n \setminus \Omega, \tag{2.5} \end{cases}$$

if $u$ is a weak solution to (2.3) and, in addition,

$$u - g \in X^{1,p}_0(\Omega).$$
Definition 2.4. We point out that the above definition is well-posed: indeed, if \( u, v \in W^{1,p}(\Omega) \), by Hölder’s inequality and [26, Proposition 2.2] we get
\[
\int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-1}|v(x) - v(y)|}{|x - y|^{n+ps}} \, dx \, dy 
\leq \left( \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \right)^{1/p} \left( \int_{\mathbb{R}^n} \frac{|v(x) - v(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \right)^{1/p} 
\leq c \|u\|_{W^{1,p}(\mathbb{R}^n)} \|v\|_{W^{1,p}(\mathbb{R}^n)} < +\infty.
\]
Moreover, since \( f \in L^q(\Omega) \) and \( q \geq (p^*)' \), again by Hölder’s inequality and by the Sobolev Embedding Theorem (applied here to \( v \in W^{1,p}(\mathbb{R}^n) \)), we have
\[
\int_{\Omega} |f| |v| \, dx \leq \|f\|_{L^{(p^*)'}(\Omega)} \|v\|_{L^{p^*}(\Omega)} < +\infty.
\]
(2) If \( W^{1,p}(\mathbb{R}^n) \) is is a weak solution to the \((\mathcal{L}_{p,s})\)-Dirichlet problem \((2.5)\), it follows from the definition of \( \mathcal{X}^{1,p}_{0}(\Omega) \) that
\[
(u - g)|_{\Omega} \in W^{1,p}_{0}(\Omega) \quad \text{and} \quad u = g \text{ a.e. in } \mathbb{R}^n \setminus \Omega.
\]
Thus, \( \mathcal{X}^{1,p}_{0}(\Omega) \) is the ‘right space’ for the weak formulation of \((2.5)\).

With Definition 2.2 at hand, we now introduce the notion of Dirichlet eigenvalue/eigenfunction for the operator \( \mathcal{L}_{p,s} \).

Definition 2.4. We say that \( \lambda \in \mathbb{R} \) is a Dirichlet eigenvalue for \( \mathcal{L}_{p,s} \) if there exists a solution \( u \in W^{1,p}(\Omega) \setminus \{0\} \) of the \((\mathcal{L}_{p,s})\)-Dirichlet problem
\[
(2.6) \quad \begin{cases} 
\mathcal{L}_{p,s} u = \lambda |u|^{p-2}u & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega.
\end{cases}
\]
In this case, we say that \( u \) is an eigenfunction associated with \( \lambda \).

Remark 2.5. We point out that Definition 2.4 is well-posed. Indeed, if \( u \) is any function in \( W^{1,p}(\mathbb{R}^n) \), by the Sobolev Embedding Theorem we have
\[
f := |u|^{p-2}u \in L^{\frac{p}{p-1}}(\Omega);
\]
then, a direct computation shows that \( q := p^*/(p-1) \geq (p^*)' \). As a consequence, the notion of weak solution for \((2.6)\) agrees with the one contained in Definition 2.2. In particular, if \( u \) is an eigenfunction associated with some eigenvalue \( \lambda \), then
\[
u \in \mathcal{X}^{1,p}_{0}(\Omega),
\]
and thus \( u|_{\Omega} \in W^{1,p}_{0}(\Omega) \) and \( u = 0 \text{ a.e. in } \mathbb{R}^n \setminus \Omega \).

After these definitions, we close the section by reviewing some results about eigenvalues/eigenfunctions for \( \mathcal{L}_{p,s} \) which shall be used here below.

To begin with, we recall the following result proved in [9] which establishes the existence of the smallest eigenvalue and detects its basic properties.

Proposition 2.6 ([9, Proposition 5.1]). The smallest eigenvalue \( \lambda_1(\Omega) \) for the operator \( \mathcal{L}_{p,s} \) is strictly positive and satisfies the following properties:

(1) \( \lambda_1(\Omega) \) is simple;

(2) the eigenfunctions associated with \( \lambda_1(\Omega) \) do not change sign in \( \mathbb{R}^n \);
(3) every eigenfunction associated to an eigenvalue
\[ \lambda > \lambda_1(\Omega) \]
is nodal, i.e., sign changing.

Moreover, \( \lambda_1(\Omega) \) admits the following variational characterization
\[
\lambda_1(\Omega) = \min_{u \in \mathcal{M}(\Omega)} \left( \int_{\Omega} |\nabla u|^p \, dx + \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x-y|^{n+ps}} \, dx \, dy \right),
\]where \( \mathcal{M}(\Omega) \) is as in (2.1). The minimum is always attained, and the eigenfunctions for \( L_{p,s} \) associated with \( \lambda_1(\Omega) \) are precisely the minimizers in (2.7).

We observe that, on account of Proposition 2.6, there exists a unique non-negative eigenfunction \( u_0 \in \mathcal{M}(\Omega) \subseteq X_0^{1,p}(\Omega) \) associated with \( \lambda_1(\Omega) \); in particular, \( u_0 \) is a minimizer in (2.7), so that
\[
\lambda_1(\Omega) = \int_{\Omega} |\nabla u_0|^p \, dx + \int_{\mathbb{R}^n} \frac{|u_0(x) - u_0(y)|^p}{|x-y|^{n+ps}} \, dx \, dy.
\]We shall refer to \( u_0 \) as the principal eigenfunction of \( L_{p,s} \).

The next result was proved in [41] and concerns the second eigenvalue for \( L_{p,s} \).

**Theorem 2.7** ([41] Section 5). We define:
\[
\lambda_2(\Omega) := \inf_{f \in \mathcal{K}} \max_{u \in \text{Im}(f)} \left\{ \int_{\Omega} |\nabla u|^p \, dx + \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x-y|^{n+ps}} \, dx \, dy \right\},
\]where \( \mathcal{K} := \{ f : S^1 \to \mathcal{M}(\Omega) : f \text{ is continuous and odd} \} \), with \( \mathcal{M}(\Omega) \) as in (2.1). Then:

1. \( \lambda_2(\Omega) \) is an eigenvalue for \( L_{p,s} \);
2. \( \lambda_2(\Omega) > \lambda_1(\Omega) \);
3. If \( \lambda > \lambda_1(\Omega) \) is an eigenvalue for \( L_{p,s} \), then \( \lambda \geq \lambda_2(\Omega) \).

In the rest of this paper, we shall refer to \( \lambda_1(\Omega) \) and \( \lambda_2(\Omega) \) as, respectively, the first and second eigenvalue of \( L_{p,s} \) (in \( \Omega \)). We notice that, as a consequence of (2.7)-(2.9), both \( \lambda_1(\cdot) \) and \( \lambda_2(\cdot) \) are translation-invariant, that is,
\[
\lambda_1(x_0 + \Omega) = \lambda_1(\Omega) \quad \text{and} \quad \lambda_2(x_0 + \Omega) = \lambda_2(\Omega).
\]To proceed further, we now recall the following global boundedness result for the eigenfunctions of \( L_{p,s} \) (associated with any eigenvalue \( \lambda \)) established in [9].

**Theorem 2.8** ([9] Theorem 4.4). Let \( u \in X_0^{1,p}(\Omega) \setminus \{0\} \) be an eigenfunction for \( L_{p,s} \), associated with an eigenfunction \( \lambda \geq \lambda_1(\Omega) \). Then, \( u \in L^\infty(\mathbb{R}^n) \).

**Remark 2.9.** Actually, in [9] Theorem 4.4] it is proved the global boundedness of any non-negative weak solution to the more general Dirichlet problem
\[
\begin{cases}
L_{p,s} = f(x,u) & \text{in } \Omega, \\
u \equiv 0 & \text{a.e. in } \mathbb{R}^n \setminus \Omega,
\end{cases}
\]where \( f : \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function satisfying the properties
(a) \( f(\cdot,t) \in L^\infty(\Omega) \) for every \( t \geq 0 \);
(b) There exists a constant \( c_p > 0 \) such that
\[ |f(x,t)| \leq c_p(1 + t^{p-1}) \quad \text{for a.e. } x \in \Omega \text{ and every } t \geq 0. \]
where \( (3.1) \)

\[
\text{from the definition of weak solution to (2.3).}
\]

\[\text{notation: for every} \quad \text{immediately conclude that} \]

\[
\text{The quantity} \quad \text{is a weak solution to (2.3), then by definition we have} \]

\[
\text{as a consequence, if} \quad \text{Remark 3.1.} \]

\[\text{Theorem 3.2.} \]

\[\text{In what follows, we tacitly understand that} \quad \text{when} \]

\[
\text{Finally, we state here an algebraic lemma which shall be useful in the forthcoming computations.} \]

\[\text{Lemma 2.10. Let } 1 < p < +\infty \text{ be fixed. Then, the following facts hold.} \]

\[\text{(1) For every } a, b \in \mathbb{R} \text{ such that } ab \leq 0, \text{ it holds that} \]

\[J_p(a - b) \geq \begin{cases} |a|^p - (p - 1)|a - b|^{p-2}ab, & \text{if } 1 < p \leq 2, \\ |a|^p - (p - 1)|a|^{p-2}ab, & \text{if } p > 2. \end{cases} \]

\[\text{(2) There exists a constant } c_p > 0 \text{ such that} \]

\[
|a - b|^p \leq |a|^p + |b|^p + c_p(|a|^2 + |b|^2)^{\frac{p-2}{2}} |ab|, \quad \forall a, b \in \mathbb{R}. \]

3. Interior regularity of the eigenfunctions

In this section we prove the interior Hölder regularity of the eigenfunctions for \( L_{p,s} \), which is a fundamental ingredient for the proof of Theorem 1.1. As a matter of fact, on account of Theorem 2.8, we establish the interior Hölder regularity for any bounded weak solution of the non-homogeneous equation (2.3), when

\[f \in L^{\infty}(\Omega).\]

In what follows, we tacitly understand that

\[2 \leq p \leq n \text{ and } s \in (0,1);\]

moreover, \( \Omega \subseteq \mathbb{R}^n \) is a bounded open set and \( f \in L^{\infty}(\Omega). \)

**Remark 3.1.** The reason why we restrict ourselves to consider \( 2 \leq p \leq n \) follows from the definition of weak solution to (2.3).

Indeed, if \( u \) is a weak solution to (2.3), then by definition we have \( u \in W^{1,p}(\mathbb{R}^n) \);

as a consequence, if \( p > n \), by the classical Sobolev Embedding Theorem we can immediately conclude that \( u \in C^{0,\gamma}(\mathbb{R}^n) \), where \( \gamma = 1 - n/p. \)

In order to state (and prove) the main result of this section, we need to fix a notation: for every \( z \in \mathbb{R}^n, \rho > 0 \) and \( u \in L^p(\mathbb{R}^n) \), we define

\[\text{Tail}(u, z, \rho) := \left( \rho^p \int_{\mathbb{R}^n \setminus B_\rho(z)} \frac{|u|^p}{|x - z|^{n+ps}} dx \right)^{1/p}. \]

The quantity \( \text{Tail}(u, z, \rho) \) is referred to as the \((L_{p,s})\text{-tail of } u, \text{ see e.g. [19] 24.} \)

**Theorem 3.2.** Let \( f \in L^{\infty}(\Omega) \), and let \( u \in W^{1,p}(\mathbb{R}^n) \cap L^{\infty}(\mathbb{R}^n) \) be a weak solution to (2.3). Then, there exists some \( \beta = \beta(n, s, p) \in (0,1) \) such that \( u \in C^{0,\beta}_\text{loc}(\Omega). \)

More precisely, for every ball \( B_{R_0}(z) \subseteq \Omega \) we have the estimate

\[
[u]_{C^{0,\beta}(B_{R_0}(z))} \leq C \left( \|f\|_{L^{\infty}(\Omega)} + \|u\|_{L^{\infty}(\Omega)} + \text{Tail}(u, z, R_1)^p + 1 \right), \quad (3.1)
\]

where

\[R_1 := R_0 + \frac{\text{dist}(B_{R_0}(z), \partial\Omega)}{2} \]
and $C > 0$ is a constant independent of $u$ and $R_1$.

In order to prove Theorem 3.2, we follow the approach in [14]; broadly put, the main idea behind this approach is to transfer to the solution $u$ the oscillation estimates proved in [15] for the $L_{p,s}$-harmonic functions.

To begin with, we establish the following basic existence/uniqueness result for the weak solutions to the $(L_{p,s})$-Dirichlet problem (2.5).

**Proposition 3.3.** Let $f \in L^\infty(\Omega)$ and $g \in W^{1,p}(\mathbb{R}^n)$ be fixed. Then, there exists a unique solution $u = u_{f,g} \in W^{1,p}(\mathbb{R}^n)$ to the Dirichlet problem (2.5).

**Proof.** We consider the space

$$\mathcal{W}(g) := \{ u \in W^{1,p}(\mathbb{R}^n) : u - g \in X_0^{1,p}(\Omega) \},$$

and the functional $J : \mathcal{W}(g) \to \mathbb{R}$ defined as follows:

$$J(u) := \frac{1}{p} \int_\Omega |\nabla u|^p \, dx + \frac{1}{p} \int_{\Omega \times \Omega} |u(x) - u(y)|^p \frac{1}{|x - y|^{n+ps}} \, dx dy + \frac{2}{p} \int_{\Omega \times (\mathbb{R}^n \setminus \Omega)} |u(x) - g(y)|^p \frac{1}{|x - y|^{n+ps}} \, dx dy - \int_{\mathbb{R}^n} f u \, dx.$$

On account of [13] Remark 2.13, we have that $J$ is strictly convex; hence, by using the Direct Methods in the Calculus of Variations, we derive that $J$ has a unique minimizer $u = u_{f,g}$ on $\mathcal{W}(g)$, which is the unique weak solution to (2.5). \qed

Thanks to Proposition 3.3, we can prove the following result:

**Lemma 3.4.** Let $f \in L^\infty(\Omega)$ and let $u \in W^{1,p}(\mathbb{R}^n)$ be a weak solution to (2.3). Moreover, let $B$ be a given Euclidean ball such that $B \Subset \Omega$, and let $v \in W^{1,p}(\mathbb{R}^n)$ be the unique weak solution to the Dirichlet problem

$$\begin{cases}
\mathcal{L}_{p,s} v = 0 & \text{in } \Omega, \\
v = u & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}$$

Then, there exists a constant $C = C(n,s,p) > 0$ such that

$$|u - v|_{W^{s,p}(\mathbb{R}^n)}^p \leq C |B|^{p' - \frac{p'(n - sp)}{np}} \| f \|_{L^\infty(\Omega)}^{p'}. \tag{3.3}$$

In particular, we have

$$\int_B |u - v|^p \, dx \leq C |B|^{p' - \frac{p'(n - sp)}{np} + \frac{sp}{n}-1} \| f \|_{L^\infty(\Omega)}^{p'} \tag{3.4}.$$

**Proof.** We observe that the existence of $v$ is ensured by Proposition 3.3. Then, taking into account that $u$ is a weak solution to (2.3) and $v$ is the weak solution to (3.2), for every $\phi \in X_0^{1,p}(B)$ we get

$$\int_B \left( |\nabla u|^{p-2} \langle \nabla u, \nabla \phi \rangle - |\nabla v|^{p-2} \langle \nabla v, \nabla \phi \rangle \right) \, dx 
+ \int_{\mathbb{R}^{2n}} \frac{J_p(u(x) - u(y)) - J_p(v(x) - v(y))}{|x - y|^{n+ps}} (\phi(x) - \phi(y)) \, dx \, dy = \int_B f \phi.$$
Choosing, in particular, $\phi := u - v$ (notice that, since $v$ is a weak solution of (3.2), by definition we have $v - u \in X_0^{1,p}(\Omega)$), we obtain

\[
\int_{\Omega} B(\nabla u, \nabla v) \, dx + \int_{\mathbb{R}^{2n}} \frac{(J_p(t_1) - J_p(t_2))(t_1 - t_2)}{|x - y|^{n+ps}} \, dx \, dy
\]

(3.5)

\[
= \int_{B} f(u - v) \, dx,
\]

where $t_1 := u(x) - u(y)$, $t_2 := v(x) - v(y)$ and

\[
B(a, b) := |a|^p + |b|^p - (|a|^{p-2} + |b|^{p-2})\langle a, b \rangle \quad \text{for all } a, b \in \mathbb{R}.
\]

Now, an elementary computation based on Cauchy-Schwarz’s inequality gives

(3.6)

\[
B(a, b) \geq 0 \quad \text{for all } a, b \in \mathbb{R}
\]

Moreover, since $p \geq 2$, by exploiting [14, Remark A.4] we have

(3.7)

\[
(J_p(t_1) - J_p(t_2))(t_1 - t_2) \geq \frac{1}{C} |t_1 - t_2|^p,
\]

where $C = C(p) > 0$ is a constant only depending on $p$. Thus, by combining (3.5), (3.6) and (3.7), we obtain the following estimate:

\[
[u - v]_{W^{s,p}(\mathbb{R}^n)}^p = \int_{\mathbb{R}^{2n}} \frac{|t_1 - t_2|^p}{|x - y|^{n+ps}} \, dx \, dy
\]

\[
\leq C \left( \int_{\Omega} B(\nabla u, \nabla v) \, dx + \int_{\mathbb{R}^{2n}} \frac{(J_p(t_1) - J_p(t_2))(t_1 - t_2)}{|x - y|^{n+ps}} \, dx \, dy \right)
\]

\[
\leq C \int_{B} f(u - v) \, dx
\]

\[
\leq C \|f\|_{L^\infty(\Omega)} \int_{B} |u - v| \, dx
\]

\[
\leq C |B|^{1-\frac{1}{p_\ast}} \|f\|_{L^\infty(\Omega)} \|u - v\|_{L^{p_\ast}(B)}^{p_\ast},
\]

where we have also used the Hölder’s inequality and $p_\ast^\ast > 1$ is the so-called fractional critical exponent, that is,

\[
p_\ast^\ast := \frac{np}{n - sp}.
\]

Finally, by applying the fractional Sobolev inequality to $\phi = u - v$ (notice that $\phi$ is compactly supported in $B$), we get

\[
[u - v]_{W^{s,p}(\mathbb{R}^n)}^p \leq C |B|^{1-\frac{1}{p_\ast}} \|f\|_{L^\infty(\Omega)} \|u - v\|_{W^{s,p}(\mathbb{R}^n)},
\]

and this readily yields the desired (3.3). To prove (3.4) we observe that, by using the Hölder inequality and again the fractional Sobolev inequality, we have

\[
\int_{B} |u - v|^p \, dx \leq \left( \int_{B} |u - v|^{p_\ast} \, dx \right)^{\frac{p}{p_\ast}} \leq C |B|^{-\frac{np}{n - sp}} \|u - v\|_{W^{s,p}(\mathbb{R}^n)}^p;
\]

thus, estimate (3.4) follows directly from (3.3). 

Using Lemma 3.4 we can prove the following excess decay estimate.
Lemma 3.5. Let $f \in L^\infty(\Omega)$ and let $u \in W^{1,p}(\mathbb{R}^n)$ be a weak solution to \eqref{eq:3.3}. Moreover, let $x_0 \in \Omega$ and let $R \in (0, 1)$ be such that $B_{4R}(x_0) \subseteq \Omega$.

Then, for every $0 < r \leq R$ we have the estimate

$$
\int_{B_r(x_0)} |u - \overline{u}_{x_0,r}|^p \, dx \leq C \left( \frac{R}{r} \right)^n R^\gamma \|f\|_{L^\infty(\Omega)}^p \tag{3.8}
$$

$$
+ C \left( \frac{R}{r} \right)^{\alpha p} \left( R^\gamma \|f\|_{L^\infty(\Omega)}^p + \int_{B_{4R}(x_0)} |u|^p \, dx + \text{Tail}(u, x_0, 4R)^p \right),
$$

where $C$, $\gamma$ and $\alpha$ are positive constants only depending on $n$, $s$ and $p$.

Proof. Let $v \in W^{1,p}(\mathbb{R}^n)$ be the unique weak solution to the problem

$$
\begin{align*}
\mathcal{L}_{p,s} v &= 0 \quad \text{in } B_{3R}(x_0), \\
\mathcal{L}_{p,s} v &= u \quad \text{on } \mathbb{R}^n \setminus B_{3R}(x_0).
\end{align*}
\tag{3.9}
$$

We stress that the existence of $v$ is guaranteed by Proposition 3.3. We also observe that, for every $r \in (0, R]$, we have that

$$
|\overline{u}_{x_0,r} - \overline{u}_{x_0,r}|^p = \left| \int_{B_r(x_0)} (u - v) \, dx \right|^p \leq \int_{B_r(x_0)} |u - v|^p \, dx.
$$

As a consequence, we obtain

$$
\int_{B_r(x_0)} |u - \overline{u}_{x_0,r}|^p \, dx \leq \kappa \int_{B_r(x_0)} |u - v|^p \, dx + \kappa \int_{B_r(x_0)} |v - \overline{u}_{x_0,r}|^p \, dx
$$

$$
+ \kappa \int_{B_r(x_0)} |\overline{u}_{x_0,r} - \overline{u}_{x_0,r}|^p \, dx
$$

$$
\leq \kappa \left( \int_{B_r(x_0)} |u - v|^p \, dx + \int_{B_r(x_0)} |v - \overline{u}_{x_0,r}|^p \, dx \right),
$$

where $\kappa = \kappa_p > 0$ is a constant only depending on $p$.

Now, since $B_{3R}(x_0) \subseteq \Omega$ and $v$ is the weak solution to \eqref{eq:3.9}, by Lemma 3.4 we have

$$
\int_{B_r(x_0)} |u - v|^p \, dx \leq C r^{np' - \frac{p' \lambda (\alpha - p)}{p} + \lambda s - \frac{n}{p}} \|f\|_{L^\infty(\Omega)}^{p'}
$$

$$
\leq C \left( \frac{R}{r} \right)^n R^{np' - \frac{p' \lambda (\alpha - p)}{p} + \lambda s - \frac{n}{p}} \|f\|_{L^\infty(\Omega)}^{p'}.
\tag{3.11}
$$

On the other hand, since $v \in W^{1,p}(\mathbb{R}^n)$ and $v$ is $\mathcal{L}_{p,s}$-harmonic in $B_{3R}(x_0)$ (that is, $\mathcal{L}_{p,s} v = 0$ in the weak sense), we can apply \cite{[35]} Theorem 5.1, obtaining

$$
\int_{B_r(x_0)} |v - \overline{v}_{x_0,r}|^p \, dx = \int_{B_r(x_0)} \left( \int_{B_r(x_0)} (v(x) - v(y)) \, dy \right)^p \, dx
$$

$$
\leq \int_{B_r(x_0)} \left( \int_{B_r(x_0)} |v(x) - v(y)|^p \, dy \right) \, dx
$$

$$
\leq \left( \text{osc}_{B_r(x_0)} v \right)^p
$$

$$
\leq C \left( \frac{R}{r} \right)^{\alpha p} \left( \text{Tail}(v, x_0, R)^p + \int_{B_{2R}(x_0)} |v|^p \, dx \right),
\tag{3.12}
$$
Thus, by inserting (3.15)-(3.16) into (3.13), we obtain the desired (3.8).

\[ \int_{B_r(x_0)} |u - \pi_{x_0,r}|^p \, dx \leq C \left( \frac{R}{r} \right)^n R^n \|f\|_{L^\infty(\Omega)}^{p'} + C \left( \frac{r}{R} \right)^{\alpha p} \left( \text{Tail}(v, x_0, R)^p + \int_{B_{2R}(x_0)} |v|^p \, dx \right), \]

where we have set

\[ \gamma := np' - \frac{p'(n - sp)}{p} + sp - n > 0. \]

To complete the proof of (3.8) we observe that, since \( u \equiv v \) a.e. on \( \mathbb{R}^n \setminus B_{3R}(x_0) \) (and \( 0 < R \leq 1 \)), by definition of \( \text{Tail}(v, x_0, R) \) we have

\[ \text{Tail}(v, x_0, R)^p = R^p \int_{\mathbb{R}^n \setminus B_R(x_0)} \frac{|v|^p}{|x - x_0|^{n+ps}} \, dx \]

\[ \leq C \left( \text{Tail}(u, x_0, 4R)^p + \int_{B_{4R}(x_0)} |v|^p \, dx \right). \]

Moreover, using again Lemma 3.4 we get

\[ \int_{B_{4R}(x_0)} |v|^p \, dx \leq C \int_{B_{4R}(x_0)} |u - v|^p \, dx + C \int_{B_{4R}(x_0)} |u|^p \, dx \]

\[ \leq C \left( R^n \|f\|_{L^\infty(\Omega)}^{p'} + \int_{B_{4R}(x_0)} |u|^p \, dx \right). \]

Thus, by inserting (3.15)-(3.16) into (3.13), we obtain the desired (3.8). \( \square \)

By combining Lemmata 3.4 and 3.5 we can provide the

**Proof of Theorem 3.2.** The proof follows the lines of [14, Theorem 3.6]. First, we consider a ball \( B_{R_0}(z) \subset \subset \Omega \) and we define the quantities

\[ d := \text{dist}(B_{R_0}(z), \partial \Omega) > 0 \quad \text{and} \quad R_1 := \frac{d}{2} + R_0. \]

Thus, we can choose a point \( x_0 \in B_{R_0}(z) \) and the ball \( B_{4R}(x_0) \), where \( R < \min\{1, \frac{d}{2}\} \). In particular, this implies that \( B_{4R}(x_0) \subset B_R(z) \). Since \( R < 1 \), we can then apply Lemma 3.5 this gives, for every \( 0 < r \leq R \),

\[ \int_{B_r(x_0)} |u - \pi_{x_0,r}|^p \, dx \leq C \left( \frac{R}{r} \right)^n R^n \|f\|_{L^\infty(\Omega)}^{p'} + C \left( \frac{r}{R} \right)^{\alpha p} \left( R^n \|f\|_{L^\infty(\Omega)}^{p'} + \int_{B_{4R}(x_0)} |u|^p \, dx + \text{Tail}(u, x_0, 4R)^p \right) \]

\[ \leq C \left( \frac{R}{r} \right)^n R^n \|f\|_{L^\infty(\Omega)}^{p'} + C \left( \frac{r}{R} \right)^{\alpha p} \left( d^n \|f\|_{L^\infty(\Omega)}^{p'} + \|u\|_{L^\infty(\Omega)}^p \, dx + \text{Tail}(u, x_0, 4R)^p \right), \]
where $\gamma > 0$ is as in (3.14). Now, we notice that for every $x \notin B_{R_1}(z)$ it holds that
$$|x - x_0| \geq |x - z| - |z - x_0| \geq \frac{R_1}{R} |x - z|.$$ 
Therefore, we have
$$\text{Tail}(u, x_0, 4R)^p = (4R)^p \int_{\mathbb{R}^n \setminus B_{R_1}(z)} \frac{|u|^p}{|x - x_0|^{n + ps}} \, dx + (4R)^p \int_{B_{R_1}(z) \setminus B_{4R}(x_0)} \frac{|u|^p}{|x - x_0|^{n + ps}} \, dx \leq \left( \frac{4R}{R_1} \right)^p \left( \frac{R_1}{R_1 - |z - x_0|} \right)^{n + ps} \text{Tail}(u, z, R_1)^p + C \|u\|_{L^\infty(\Omega)}^p$$
for a constant $C$ depending on $n$, $s$ and $p$. We recall that in the last estimate we exploited that $4R_1 < d^2 R_0 + d^2 < 1$ and $4R_1 - |x_0 - z| < 4R_1 - R_0 < 1$.

Consequently, continuing the estimate started with (3.18), we find that
$$\int_{B_r(x_0)} |u - \pi_{x_0,r}|^p \, dx \leq C \left( \frac{R}{r} \right)^n R^\alpha \|f\|_{L^\infty(\Omega)}^p + C \left( d^\alpha \|f\|_{L^\infty(\Omega)}^p + \|u\|_{L^\infty(\Omega)}^p \right) + \text{Tail}(u, z, R_1)^p.$$

We can now define the positive number $\theta := 1 + \frac{\gamma}{n + \alpha p}$, and take $r := R^\theta$ in (3.19), which yields
$$r^{-\beta p} \int_{B_r(x_0) \cap B_{R_0}(z)} |u - \pi_{x_0,r}|^p \, dx \leq C \left( (d^\alpha + 1) \|f\|_{L^\infty(\Omega)}^p + \|u\|_{L^\infty(\Omega)}^p + \text{Tail}(u, z, R_1)^p \right),$$
where we have set
$$\beta := \frac{\gamma \alpha}{n + \alpha p + \gamma} > 0.$$
This shows that $u \in L^{p,n+\beta\gamma}(B_{R_0}(z))$, the Campanato space isomorphic to the Hölder space $C^{\theta,\beta}(\overline{B_{R_0}(z)})$. This completes the proof of Theorem 3.3. □

By gathering together Theorems 2.8 and 3.2, we can easily prove the needed interior Hölder regularity of the eigenfunctions of $\mathcal{L}_{p,s}$.

**Theorem 3.6.** Let $\lambda \geq \lambda_1(\Omega)$ be an eigenvalue of $\mathcal{L}_{p,s}$, and let $\phi_{\lambda} \in X_0^{1,p}(\Omega) \setminus \{0\}$ be an eigenfunction associated with $\lambda$. Then, $\phi_{\lambda} \in C(\Omega)$.

**Proof.** On account of Theorem 2.8 we know that $\phi_{\lambda} \in L^\infty(\mathbb{R}^n)$. As a consequence, $\phi_{\lambda}$ is a globally bounded weak solution to (2.3), with
$$f := \lambda |\phi_{\lambda}|^{p-2} \phi_{\lambda} \in L^\infty(\Omega).$$
We are then entitled to apply Theorem 3.2, which ensures that \( \phi_\lambda \in C^0_\text{loc}(\Omega) \) for some \( \beta = \beta(n, s, p) \in (0, 1) \). This ends the proof of Theorem 3.6. \( \square \)

4. The Hong-Krahn-Szegő inequality for \( L_{p,s} \)

In this last section of the paper we provide the proof of Theorem 1.1. Before doing this, we establish two preliminary results.

First of all, we prove the following **Faber-Krahn type inequality for** \( L_{p,s} \).

**Theorem 4.1.** Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded open set, and let \( m := |\Omega| \in (0, \infty) \).

Then, if \( B(m) \) is any Euclidean ball with volume \( m \), one has

\[
\lambda_1(\Omega) \geq \lambda_1(B(m)).
\]

Moreover, if the equality holds in (4.1), then \( \Omega \) is a ball.

**Proof.** The proof is similar to that in the linear case, see [8, Theorem 1.1]; however, we present it here in all the details for the sake of completeness.

To begin with, let \( \hat{B}(m) \) be the Euclidean ball with centre 0 and volume \( m \).

Moreover, let \( u_0 \in \mathcal{M}(\Omega) \) be the principal eigenfunction for \( L_{p,s} \). We recall that, by definition, \( u_0 \) is the unique non-negative eigenfunction associated with the first eigenvalue \( \lambda_1(\Omega) \); in particular, we have (see (2.8))

\[
\lambda_1(\Omega) = \int\int_{\mathbb{R}^{2n}} \frac{|u_0(x) - u_0(y)|^p}{|x - y|^{n+ps}} \, dx \, dy.
\]

Then, we define \( u_0^* : \mathbb{R}^n \to \mathbb{R} \) as the (decreasing) Schwarz symmetrization of \( u_0 \).

Now, since \( u_0 \in \mathcal{M}(\Omega) \), from the well-known inequality by Pólya and Szegő (see e.g. [53]) we deduce that

\[
u_0^* \in \mathcal{M}(\hat{B}(m)) \quad \text{and} \quad \int_{\hat{B}(m)} |\nabla u_0^*|^p \, dx \leq \int_{\Omega} |\nabla u|^p \, dx.
\]

Furthermore, by [2, Theorem 9.2] (see also [33, Theorem A.1]), we also have

\[
\int\int_{\mathbb{R}^{2n}} \frac{|u_0^*(x) - u_0^*(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \leq \int\int_{\mathbb{R}^{2n}} \frac{|u_0(x) - u_0(y)|^p}{|x - y|^{n+ps}} \, dx \, dy.
\]

Gathering all these facts and using (4.2), we get

\[
\lambda_1(\Omega) = \int_{\hat{B}(m)} |\nabla u|^2 \, dx + \int\int_{\mathbb{R}^{2n}} \frac{|u_0(x) - u_0(y)|^2}{|x - y|^{n+2s}} \, dx \, dy
\]

\[
\geq \int_{\hat{B}(m)} |\nabla u_0^*|^2 \, dx + \int\int_{\mathbb{R}^{2n}} \frac{|u_0^*(x) - u_0^*(y)|^2}{|x - y|^{n+2s}} \, dx \, dy
\]

\[
\geq \lambda_1(\hat{B}(m)).
\]

From this, since \( \lambda_1(\cdot) \) is translation-invariant, we derive the validity of (4.1) for every Euclidean ball \( B(m) \) with volume \( m \).

To complete the proof of Theorem 4.1 let us suppose that

\[\lambda_1(\Omega) = \lambda_1(B(m))\]
for some (and hence, for every) ball $B^{(m)}$ with $|B^{(m)}| = m$. By \((4.5)\) we have
\[
\int_{\Omega} |\nabla u_0|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|u_0(x) - u_0(y)|^p}{|x - y|^{n+ps}} \, dx \, dy = \lambda_1(\Omega)
\]
\[
= \lambda_1(\tilde{B}^{(m)}) = \int_{\tilde{B}^{(m)}} |\nabla(u_0)^*|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|u_0^*(x) - u_0^*(y)|^p}{|x - y|^{n+ps}} \, dx \, dy.
\]
In particular, by \((4.3)\) and \((4.4)\) we get
\[
\iint_{\mathbb{R}^{2n}} \frac{|u_0(x) - u_0(y)|^p}{|x - y|^{n+ps}} \, dx \, dy = \iint_{\mathbb{R}^{2n}} \frac{|u_0^*(x) - u_0^*(y)|^p}{|x - y|^{n+ps}} \, dx \, dy.
\]
We are then in the position to apply once again \([33, \text{Theorem A.1}]\), which ensures that $u_0$ must be proportional to a translation of a symmetric decreasing function. As a consequence of this fact, we immediately deduce that
\[
\Omega = \{ x \in \mathbb{R}^n : u_0(x) > 0 \}
\]
must be a ball (up to a set of zero Lebesgue measure). This completes the proof of Theorem 4.1. □

Then, we establish the following lemma on nodal domains.

**Lemma 4.2.** Let $\lambda > \lambda_1(\Omega)$ be an eigenvalue of $L_{p,s}$, and let $\phi_\lambda \in H^{1,p}_{0}(\Omega) \setminus \{0\}$ be an eigenfunction associated with $\lambda$. We define the sets
\[
\Omega^+ := \{ x \in \Omega : \phi_\lambda(x) > 0 \} \quad \text{and} \quad \Omega^- := \{ x \in \Omega : \phi_\lambda(x) < 0 \}.
\]
Then $\lambda > \max \{ \lambda_1(\Omega^+), \lambda_1(\Omega^-) \}$.

The proof of Lemma 4.2 takes inspiration from \([15, \text{Lemma 6.1}]\) (see also \([41, \text{Lemma 4.2}]\)).

**Proof of Lemma 4.2** First of all, on account of Theorem 3.6 we have that the sets $\Omega^+$ and $\Omega^-$ are open, and therefore the eigenvalues $\lambda_1(\Omega^\pm)$ are well-defined.

Moreover, thanks to Proposition 2.6 we know that $\phi_\lambda$ changes sign in $\Omega$, and therefore it is convenient to write $\phi_\lambda = \phi_\lambda^+ - \phi_\lambda^-$, where $\phi_\lambda^+$ and $\phi_\lambda^-$ denote, respectively, the positive and negative parts of $\phi_\lambda$, with the convention that both the functions $\phi_\lambda^+$ and $\phi_\lambda^-$ are non-negative.

Let us now start proving that $\lambda > \lambda_1(\Omega^+)$. By using the fact that $\phi_\lambda$ is an eigenfunction of $L_{p,s}$ corresponding to $\lambda$, it follows that
\[
\int_{\Omega} |\nabla \phi_\lambda|^{p-2} \nabla \phi_\lambda, v \, dx \\
+ \iint_{\mathbb{R}^{2n}} \frac{\phi_\lambda(x) - \phi_\lambda(y)|^{p-2}(\phi_\lambda(x) - \phi_\lambda(y))(v(x) - v(y))}{|x - y|^{n+ps}} \, dx \, dy
= \lambda \int_{\Omega} |\phi_\lambda|^{p-2} \phi_\lambda v \, dx, \quad \text{for all } v \in H^{1,p}_{0}(\Omega).
\]
In consideration of the fact that $\phi_\lambda^+ \in H^{1,p}_{0}(\Omega)$, we can take $v = \phi_\lambda^+$ as a test function.

Now, since
\[
\phi_\lambda^+(x)\phi_\lambda^-(x) = 0 \text{ for a.e. } x \in \Omega,
\]
we easily get that
\[
\phi_\lambda^+(x) - \phi_\lambda^+(y)(\phi_\lambda^-(x) - \phi_\lambda^-(y)) \leq 0.
\]
Moreover, since both \( \Omega_+ \) and \( \Omega_- \) are non-void open set (remind that \( \phi_\lambda \) is continuous on \( \Omega \) and it changes sign in \( \Omega \)), we have

\[
\int_{\mathbb{R}^2} \frac{|\phi_\lambda(x) - \phi_\lambda(y)|^{p-2}(\phi_\lambda^+(x) - \phi_\lambda^+(y))(\phi_\lambda^-(x) - \phi_\lambda^-(y))}{|x-y|^{n+ps}} \, dx \, dy \\
\leq - \int_{\Omega_+} \int_{\Omega_-} \frac{|\phi_\lambda(x) - \phi_\lambda(y)|^{p-2}\phi_\lambda^+(x)\phi_\lambda^-(y)}{|x-y|^{n+ps}} \, dx \, dy < 0
\]

and

\[
\int_{\mathbb{R}^2} \frac{|\phi_\lambda^+(x) - \phi_\lambda^+(y)|^{p-2}(\phi_\lambda^+(x) - \phi_\lambda^+(y))(\phi_\lambda^-(x) - \phi_\lambda^-(y))}{|x-y|^{n+ps}} \, dx \, dy \\
\leq - \int_{\Omega_+} \int_{\Omega_-} \frac{|\phi_\lambda^+(x)|^{p-2}\phi_\lambda^+(x)\phi_\lambda^-(y)}{|x-y|^{n+ps}} \, dx \, dy < 0.
\]

We can therefore exploit Lemma 2.10 (1) with

\[
a := \phi_\lambda^+(x) - \phi_\lambda^+(y) \quad \text{and} \quad b := \phi_\lambda^-(x) - \phi_\lambda^-(y),
\]

obtaining (remind that, by assumption, \( p \geq 2 \))

\[
\lambda \int_{\Omega^+} |\phi_\lambda^+|^p \, dx = \lambda \int_{\Omega} |\phi_\lambda|^{p-2}\phi_\lambda \phi_\lambda^+ \, dx
\]

\[
= \int_{\Omega} \|\nabla \phi_\lambda\|^{p-2}(\nabla \phi_\lambda, \nabla \phi_\lambda^+) \, dx
\]

\[
+ \int_{\Omega^+} \int_{\mathbb{R}^2} \frac{|\phi_\lambda(x) - \phi_\lambda(y)|^{p-2}\phi_\lambda(x) - \phi_\lambda(y))(\phi_\lambda^+(x) - \phi_\lambda^+(y))}{|x-y|^{n+ps}} \, dx \, dy
\]

\[
= \int_{\Omega^+} \|\nabla \phi_\lambda^+\|^p \, dx
\]

\[
+ \int_{\Omega^+} \int_{\mathbb{R}^2} \frac{|\phi_\lambda(x) - \phi_\lambda(y)|^{p-2}(\phi_\lambda^+(x) - \phi_\lambda^+(y))(\phi_\lambda^+(x) - \phi_\lambda^+(y))}{|x-y|^{n+ps}} \, dx \, dy
\]

\[
\geq \lambda_1(\Omega^+) \int_{\Omega^+} |\phi_\lambda^+|^p \, dx,
\]

where we used the variational characterization of \( \lambda_1(\Omega^+) \), see (2.7). In particular, this gives that \( \lambda > \lambda_1(\Omega^+) \). With a similar argument (see e.g. [15, Lemma 6.1]), one can show that \( \lambda > \lambda_1(\Omega^-) \) as well, and this closes the proof of Lemma 4.2. \( \square \)

By virtue of Theorem 4.1 and Lemma 4.2 we can provide the

**Proof of Theorem 4.1** We split the proof into two steps.

**Step I:** In this step, we prove inequality (1.2). To this end, let \( \phi \in \mathcal{M}(\Omega) \) be a \( L^p \)-normalized eigenfunction associated with \( \lambda_2(\Omega) \) (recall the definition of the space \( \mathcal{M}(\Omega) \) in (2.1)). On account of Theorem 2.7 we know that \( \phi \in C(\Omega) \).

Moreover, since \( \phi \) changes sign in \( \Omega \) (see Proposition 2.6), we can define the non-void open sets

\[
\Omega_+ := \{ u > 0 \} \quad \text{and} \quad \Omega_- := \{ u < 0 \}.
\]
Then, by combining Lemma 4.2 with Theorem 4.1 we get
\[ \lambda_2(\Omega) > \max \{ \lambda_1(B_+), \lambda_1(B_-) \}, \]
where \( B_+ \) is a Euclidean ball with volume equal to \(|\Omega_+|\) and \( B_- \) is a Euclidean ball with volume \(|\Omega_-|\).

Now, since \( \Omega_+ \cup \Omega_- = \Omega \), we have
\[ |B_+| + |B_-| = |\Omega_+| + |\Omega_-| \leq |\Omega| = m. \]

Taking into account this inequality, we claim that
\[ \max \{ \lambda_1(B_+), \lambda_1(B_-) \} \geq \lambda_1(B), \]
being \( B \) a ball of volume \(|\Omega|/2\). In order to prove (4.7), we distinguish three cases.

(i) \(|B_+|, |B_-| \leq m/2\). In this case, since \( \lambda_1(\cdot) \) is translation-invariant, we can assume without loss of generality that \( B \subseteq B_+ \subseteq B_- \); as a consequence, since \( \lambda_1(\cdot) \) is non-increasing, we obtain
\[ \lambda_1(B_+), \lambda_1(B_-) \geq \lambda_1(B), \]
and this proves the claimed (4.7).

(ii) \(|B_-| < m/2 < |B_+|\). In this case, we can assume that \( B_- \subseteq B \subseteq B_+ \); from this, since \( \lambda_1(\cdot) \) is non-increasing, we obtain
\[ \lambda_1(B_+) \geq \lambda_1(B) \geq \lambda_1(B_-), \]
and this immediately implies the claimed (4.7).

(iii) \(|B_+| < m/2 < |B_-|\). In this last case, it suffices to interchange the rôles of the balls \( B_- \) and \( B_+ \), and to argue exactly as in case (ii).

Gathering (4.6) and (4.7), we obtain the claim in (1.2).

**Step II:** Now we prove the sharpness of (1.2). To this end, according to the statement of the theorem, we fix \( r > 0 \) and we define
\[ \Omega_j := B_r(x_j) \cup B_r(y_j), \]
where \( \{x_j\}_j, \{y_j\}_j \subseteq \mathbb{R}^n \) are two sequences satisfying
\[ \lim_{j \to +\infty} |x_j - y_j| = +\infty. \]

On account of (4.8), we can assume that
\[ B_r(x_j) \cap B_r(y_j) = \emptyset \quad \text{for all } j \geq 1. \]

Let now \( u_0 \in \mathcal{M}(B_r) \) be a \( L^p \)-normalized eigenfunction associated with \( \lambda_1(B_r) \) (here, \( B_r = B_r(0) \)). For every natural number \( j \geq 1 \), we set
\[ \phi_j(x) := u_0(x - x_j) \quad \text{and} \quad \psi_j(x) := u_0(x - y_j). \]

Since \( \lambda_1(\cdot) \) is translation-invariant, it is immediate to check that \( \phi_j \) and \( \psi_j \) are normalized eigenfunctions associated with \( \lambda_1(B_r(x_j)) \) and \( \lambda_1(B_r(y_j)) \), respectively.

Moreover, taking into account (4.9), it is easy to see that
\[ \phi_j \equiv 0 \quad \text{on } \mathbb{R}^n \setminus B_r(x_j) \supseteq B_r(y_j) \quad \text{and} \quad \psi_j \equiv 0 \quad \text{on } \mathbb{R}^n \setminus B_r(y_j) \supseteq B_r(x_j) \]
and \( \phi_j \psi_j \equiv 0 \) on \( \mathbb{R}^n \).

We then consider the function \( f \) defined as follows:
\[ f(z_1, z_2) := |z_1|^{2-p} z_1 \phi_j - |z_2|^{2-p} z_2 \psi_j \quad \text{with } z = (z_1, z_2) \in S^1. \]
Taking into account that $B_r(x_j), B_r(y_j) \subseteq \Omega_j$ and $u_0 \in \mathcal{M}(B_r)$, it is readily seen that $f(S_1) \subseteq \lambda_1^{1,p}(\Omega_j)$.

Furthermore, the function $f$ is clearly odd and continuous. Also, using (4.9) and the fact that $\phi \equiv 0$ out of $B_r$, one has

$$
\|f(z_1, z_2)\|_{L^p(\Omega_j)} = \|z_1\|_{L^p(\Omega_j)}^{2-p} \|z_1 \phi_j - z_2 \psi_j\|_{L^p(\Omega_j)}^{p}
= \|z_1\|^2 \|\phi_j\|_{L^p(B_r(x_j))}^p + \|z_2\|^2 \|\psi_j\|_{L^p(B_r(y_j))}^p
= (\|z_1\|^2 + \|z_2\|^2)\|u_0\|_{L^p(B_r)}^p
= 1.
$$

We are thereby entitled to use $f$ in the definition of $\lambda_2(\Omega)$, see (2.9): setting $a_j := \phi_j(x) - \phi_j(y)$ and $b_j := \psi_j(x) - \psi_j(y)$ to simplify the notation, this gives, together with (4.9) and (4.11), that

$$
\lambda_2(\Omega_j) \leq \max_{v \in \text{Im}(f)} \left\{ \int_{\Omega_j} |\nabla v|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|v(x) - v(y)|^p}{|x - y|^{n+ps}} \, dx \, dy \right\}
= \max_{|\omega_1| + |\omega_2| = 1} \left\{ \int_{\Omega_j} |\nabla (\omega_1 \phi_j - \omega_2 \psi_j)|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|\omega_1 a_j - \omega_2 b_j|^p}{|x - y|^{n+ps}} \, dx \, dy \right\}
= \max_{|\omega_1| + |\omega_2| = 1} \left\{ \int_{B_r} |\nabla u_0|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|\omega_1 a_j - \omega_2 b_j|^p}{|x - y|^{n+ps}} \, dx \, dy \right\}.
$$

On the other hand, by applying Lemma 2.10 (2), we get

$$
\begin{align*}
\max_{|\omega_1| + |\omega_2| = 1} & \left\{ \int_{B_r} |\nabla u_0|^p \, dx + \iint_{\mathbb{R}^{2n}} \frac{|\omega_1 a_j - \omega_2 b_j|^p}{|x - y|^{n+ps}} \, dx \, dy \right\} \\
\leq & \max_{|\omega_1| + |\omega_2| = 1} \left\{ \int_{B_r} |\nabla u_0|^p \, dx + \int_{\mathbb{R}^{2n}} |\phi_j(x) - \phi_j(y)|^p \, dx \, dy \right\} \\
& \quad + \int_{\mathbb{R}^{2n}} |\psi_j(x) - \psi_j(y)|^p \, dx \, dy \\
& \quad + c_p \iint_{\mathbb{R}^{2n}} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)^2|^{\frac{p-2}{2}}}{|x - y|^{n+ps}} |\omega_1 \omega_2 a_j b_j| \, dx \, dy \\
= & \max_{|\omega_1| + |\omega_2| = 1} \left\{ \int_{B_r} |\nabla u_0|^p \, dx + \int_{\mathbb{R}^{2n}} |u_0(x) - u_0(y)|^p \, dx \, dy \right\} \\
& \quad + c_p \iint_{\mathbb{R}^{2n}} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)^2|^{\frac{p-2}{2}}}{|x - y|^{n+ps}} |\omega_1 \omega_2 a_j b_j| \, dx \, dy \\
= & \lambda_1(B_r) + c_p \max_{|\omega_1| + |\omega_2| = 1} \iint_{\mathbb{R}^{2n}} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)^2|^{\frac{p-2}{2}}}{|x - y|^{n+ps}} |\omega_1 \omega_2 a_j b_j| \, dx \, dy,
\end{align*}
$$

where we have also used that $u_0$ is a normalized eigenfunction associated with the first eigenvalue $\lambda_1(B_r)$. 

Summarizing, we have proved that
\[
\lambda_2(\Omega_j) \leq \lambda_1(B_r)
\]
(4.12)
\[\] + \epsilon_p \max_{|\omega_1|^p + |\omega_2|^p} \int_{\mathbb{R}^{2n}} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)|^{\frac{p-2}{2}} |\omega_1 \omega_2 a_j b_j|}{|x-y|^{n+ps}} \, dx \, dy.
We now set
\[\] \mathcal{R}_j := \max_{|\omega_1|^p + |\omega_2|^p} \int_{\mathbb{R}^{2n}} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)|^{\frac{p-2}{2}} |\omega_1 \omega_2 a_j b_j|}{|x-y|^{n+ps}} \, dx \, dy
and we claim that \( \mathcal{R}_j \to +\infty \).
Indeed, since \( \phi_j \psi_j \equiv 0 \) on \( \mathbb{R}^n \), we have that
\[\] a_j b_j = -\psi_j(x)\psi_j(y) - \phi_j(y)\psi_j(x).
As a consequence, recalling (4.11)
\[\] \begin{aligned}
0 \leq \mathcal{R}_j & \leq 2 \max_{|\omega_1|^p + |\omega_2|^p} \int_{B_r(x_j)} \int_{B_r(y_j)} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)|^{\frac{p-2}{2}} |\omega_1 \omega_2 a_j b_j|}{|x-y|^{n+ps}} \, dx \, dy \\
& \leq \frac{2}{|x_j - y_j| - 2r} \\
& \quad \times \max_{|\omega_1|^p + |\omega_2|^p} \int_{B_r(x_j)} \int_{B_r(y_j)} \frac{|(\omega_1 a_j)^2 + (\omega_2 b_j)|^{\frac{p-2}{2}} |\omega_1 \omega_2 a_j b_j|}{|x-y|^{n+ps}} \, dx \, dy \\
& = \frac{2}{|x_j - y_j| - 2r} \int_{B_r} \int_{B_r} \frac{|u_0(x)^2 + u_0(y)^2|^{\frac{p-2}{2}} |u_0(x)u_0(y)|}{|x-y|^{n+ps}} \, dx \, dy \\
& =: \frac{2c_0}{|x_j - y_j| - 2r}.
\end{aligned}
Taking into account (4.8), we thereby conclude that
\[\] (4.13) \lim_{j \to +\infty} \mathcal{R}_j = 0.
Gathering together (4.12) and (4.13), we obtain the desired result in (1.3). \( \square \)
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