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Figure 1: Communication Sequence Visualization showing filtered communication episodes on a vertical timeline. Incoming and outgoing communication intensity is shown as a density distribution. In this case, episodes showing a strong challenge-response pattern are highlighted.

Abstract

Large-scale interaction networks of human communication are often modeled as complex graph structures, obscuring temporal patterns within individual conversations. To facilitate the understanding of such conversational dynamics, episodes with low or high communication activity as well as breaks in communication need to be detected to enable the identification of temporal interaction patterns. Traditional episode detection approaches are highly dependent on the choice of parameters, such as window-size or binning-resolution. In this paper, we present a novel technique for the identification of relevant episodes in bi-directional interaction sequences from abstract communication networks. We model communication as a continuous density function, allowing for a more robust segmentation into individual episodes and estimation of communication volume. Additionally, we define a tailored feature set to characterize conversational dynamics and enable a user-steered classification of communication behavior. We apply our technique to a real-world corpus of email data from a large European research institution. The results show that our technique allows users to effectively define, identify, and analyze relevant communication episodes.

1. Introduction

With the digitization of society, especially in our daily communication, global information exchange has never been easier, resulting in mounting collections of communication data. The sheer amount, as well as the intertwined structures it is comprised of, pose challenging problems when trying to analyze communication dynamics. Questions such as—what are the patterns underlying the communication network or who are key players?—are difficult to answer. They not only require the extraction of simple information from these communication datasets, but also the fine-grained analysis of the communication network structure itself to detect patterns in the bi-directional communication behavior between users.

Addressing these questions, a variety of approaches were proposed, mainly, with a focus on social network analysis. Examples include the identification of key people in networks or the automatic detection of community structures [XSL11, XKS13, PBN17]. In the field of automatic text analysis, text content is examined more closely, for example using sentiment analysis [PL08], topic modeling [EASS\textsuperscript{*}18], or lexical chaining [GREA15]. However, a problem that has not yet received enough attention is how people communicate with each other, i.e., a detailed exploration of the bi-directional interactions within a network. Such analysis allows to draw further conclusions about users’ behaviors and relations [EAGA\textsuperscript{*}16], thus allowing for more precise identification of roles in social networks.

In this paper, we present a novel technique to support experts in their understanding of arbitrary, timestamped interactions, enabling a feature-driven investigation of relevant communication episodes. We use kernel density estimation to model the bi-directional communication events, based on their temporal distribution, as a continuous communication density function. In a second step, we present how to model features based on the communication density and other communication parameters which characterize the bi-directional communication behavior in individual episodes.

Overall, we make the following contributions in this paper. \textit{1:} A technique for modeling communication based on the temporal distribution of communication events using kernel density estimation. \textit{2:} Communication density-based detection of communication episodes in bi-directional communication sequences. \textit{3:} Demonstration of how features can be defined and implemented to characterize the communication behavior in single communication episodes to al-
low for the visual analysis of those episodes. 4: A prototype demonstrating the feasibility of this approach as a visual analytics approach for the investigation and analysis of conversational dynamics.

2. Related Work

Communication can be seen as social interactions involving numerous entities over time, which leads to large and complex networks. The task of analyzing such large networks is generally referred to as social network analysis, which is described in the standard literature [Sco17] and often focuses on using measures like centrality to analyze social ties and communication behavior [LZ15]. A general survey of visualization systems for networks is given by Shiravi et al. [SSG12]. Additionally, since such networks often contain the interactions of millions or billions of entities over time, simplification is necessary, often using community detection algorithms such as SLPAw [XSL11] and CCME [PBN17]. An overview of other techniques is shown in the survey of Aggarwal and Wang [AW10].

Approaches that are related to our work and focus on analyzing relations and communications in graph networks include, for example, GestaltMatrix, a matrix-like representation [BN11]; TimeMatrix, which provides insight about the overall temporal evolution and the activity of nodes over time [YEL10]; Timeline Edges, which is an integrated approach and tries to leverage unused space in drawing zero-dimensional connectivity information as one-dimensional edges [Rei10]; T-Cal, a timeline-based approach that uses distortion to highlight areas with high communication volumes [FZH+18], or the methods proposed by Fu et al. recognizing communication patterns [FHN+07]. But all of these approaches have drawbacks regarding scaling, comparability, or information overload.

We also employ sequence analysis and, while the task itself is common, most approaches focus exclusively on statistical results or purely on visual comparison [MDM+15]. According to Zhao et al. [ZLD+15], only a few have investigated visualization approaches for comparing multiple event sequences. One idea that is proposed is CloudLines [KBK11]. Also, a metric has been presented for comparing temporal event sequences, but only for chains of sequences, instead of comparing sequences themselves [MDM+15].

3. Communication Behavior Modeling

For the analysis of the communication behavior, we concentrate primarily on the communications between an entity a and another entity b, for example, persons or communities. The communications between a and b can be considered as the multisets of the edges (a, b) and (b, a) in a communication graph. Different questions are of interest when analyzing the communication behavior between these two entities. For example, is the volume of communication high or low, is the communication discontinued, and is the communication one-sided (i.e., are there more communications from one entity to the other)? To answer such questions for a, b, we can compare the number of incoming messages from b with the number of outgoing messages from a, or vice versa. However, if we look at communications only as individual messages, it may be difficult to answer such questions. For example, for finding out if one entity is communicating more than another, we can compare the number of communications at a given time, but this is only possible if communications are compared for the same time ranges. If, for example, there is an hour difference between a communication from a to b and the response from b to a (which corresponds to normal response times for e-mails), this would only be measured as a symmetric communication behavior if the communications were also compared on the same time range.

In order to avoid these problems in the analysis of communication behavior, we do not model the communications as individual events, as shown in Figure 2a, but as a continuous communication density function, as shown in Figure 2c. This avoids the issues with binning or sliding window approaches as described above by using a smooth kernel. In turn, this prevents problems such as the failed comparison of communication behavior described above, since a communication no longer corresponds to a temporally atomic event, but can be measured with decreasing importance in the past and future and therefore no exact correspondence of the time units must exist anymore. In order to maintain this continuous communication density function, we use the well-known concept of KDE.

We replace every communication event between a and b by a Gaussian normal distribution \( G(x) = \frac{1}{\sqrt{2\pi}h}\ e^{-\frac{(x-\mu)^2}{2h^2}} \) as shown in Figure 2b, with \( \mu \) being the center of the Gaussian kernel, i.e. the position of the communication event and \( \sigma \) the variance. We can then estimate the communication density \( \hat{f} \) for each time point \( x \) between the two entities, using the KDE \( \hat{f}(x) = \frac{1}{mn} \sum_{i=1}^{n} G(\frac{x-x_i}{h}) \), with \( h > 0 \) as a smoothing parameter (bandwidth). The parameters \( \mu,\sigma, \) and \( h \) can be adjusted as required to make this approach suitable for different domains and tasks. The center \( \mu \) is often set to zero (influence exactly around the event time), but could be used to encode a prior or subsequent response. The parameter \( \sigma \) describes the temporal influence an individual event has, where a very low value encodes a local event like the existence, whereas higher values could be used to encode more far-reaching concepts like a conversion about a specific topic, which continues for some time. The bandwidth parameter \( h \) describes how much individual responses likes spikes should be retained, e.g. for occurrence of key words, or smoothed, e.g. for general tendencies. If we now consider the communications between two entities a and b, we can determine the communication density of the incoming messages \( \hat{f}_{in}(a,b) \) (messages from b to a) and vice versa the outgoing messages \( \hat{f}_{out}(a,b) \).

By modeling communications as a continuous density function rather than as single atomic communication events, we can easily...
discover periods with a low or high communication density. For this, we can directly use the density functions $f_{in}$ and $f_{out}$ to judge whether one or both entities have made several communications in a given period of time. A further advantage of this approach is that it enables automatic detection of breaks in the communication (i.e., we can conversely identify individual communication episodes). For instance, very few people will continually send each other messages over long periods of time. Much more common is the pattern where one person sends a message that, in turn, leads to a discussion that ultimately ends after a few messages. We can determine these individual communication episodes by determining the periods $s$ in which the communication density is greater than a threshold value. Finally, to enable manual filtering of individual communication episodes as well as visual analysis, we demonstrate how a number of descriptive features for the analysis of communication episodes can be defined. With the help of additional variables such as the length $L_{0}$ of one communication episode $s$ and the density function for the incoming and the outgoing messages in this communication episode $f_{in}$ and $f_{out}$, we can then define features which are suitable for manual filtering and also enable a visual analysis of communication behavior of individual communication episodes. An example of such a feature would be synchronicity, i.e., if both entities are involved in a communication to the same extent at the same time. This would be illustrated by an equal communication density of incoming and outgoing messages in a communication episode. We can calculate this, for example, by determining the integral of the absolute difference between the two communication densities.

4. Visual Analytics of Conversational Dynamics

In the following section, we want to demonstrate how our technique, in combination with an experimental set of 14 descriptive features, facilitates visual analytics of conversational dynamics. As an example for a real-world dataset, we use email data from a large European research institution [PBL17]. The dataset is provided by the Stanford Network Analysis Project and contains the communication of 986 entities over a timespan of 803 days. In total, there are 332,334 messages between 24,929 members of the institution.

Using communication density, we present a communication sequence visualization that enables identification of regions with low or high communication behavior. This communication sequence visualization also highlights the individual communication episodes. Finally, we introduce an interactive component that allows the user to manually filter the episodes as well as label existing episodes in order to perform a semi-automatic classification of the communication episodes into user-defined classes.

In order to look at the conversational dynamics in detail, we need to inspect the temporal patterns of incoming and outgoing messages more closely. To help with this, we have developed a visualization of the communication sequences between entities. To represent this conversational dynamic, we can use the communication density $f$, defined above. We plot the density of incoming and outgoing communications $f_{in}$ and $f_{out}$ as area charts on different sides of a time axis, as shown in Figure 1. For the visualization of the density of incoming and outgoing communications, we have selected the subdued colors lime-green and orange and optimized their contrast ratio. In addition, we can also use the communication densities to segment the communication into individual communication episodes by checking whether the density is above a certain threshold $f_{in} + f_{out} > \varepsilon$. These individual communication episodes are highlighted to make them more distinct, for example with a light blue background.

In order to visualize the conversational dynamics amongst multiple users, the individual communication sequences can be arranged side by side. In general, two arrangements are possible: (1) Vertical layout of the communication sequences, as shown in Figure 1, in order to leverage the width of the display to maximize the number of communication sequences shown. (2) Horizontal layout to leverage the width of the display to maximize the length of the shown communication sequences.

The concept of communication episodes also differs in their semantic relations, depending on the period under consideration. Communication encompassing several years has to be evaluated differently than one over several days. In the first example, messages may belong to the same episode, even though they might be several days apart. In the second example, however, this would be the entire monitoring period. It is therefore necessary to describe the high-level abstraction of communication differently, depending on the time range under consideration. These different concepts of episodes are supported in our interactive visualization by semantic zooming. The available levels of granularity can be described by relative parameters, best adapted depending on the application domain and the specific analysis task, as described before.

To further enhance the comparability of the episodes, the concepts of timelines is extended: they can represent threads of time that do not need to be consecutive and can represent any number of time-ranges of an arbitrary length. Different pre-defined ranges like days, months, or, for instance, every Monday are available, while
user-defined time periods are also configurable. If more than one linear timeline (the default) is selected, all timelines per group are juxtaposed. This makes it possible to compare the conversation dynamics at the same time in several years, which gives a better insight into recurring or changing communication dynamics. To provide further support, the whole view is interactive and each timeline is reorderable and realignable.

To allow for visual analytics of conversational dynamics, we need to be able to classify communication episodes into different classes. However, a priori, there is no predefined set of classes in which to classify the episodes. The desirable classes strongly depend on the domain and the analysis task under consideration. Therefore, we present a semi-interactive visual analytics approach where a user can define their own classes by example. A user can define a class and then provide some positive and negative examples as training data by clicking on relevant or irrelevant episodes. Classification is done using machine learning based on the defined features, which ideally show identifiable differences that reflect the user selection.

In our case, as shown in Figure 3, we use a Random Forest Classifier to make this binary match/no match classification with a confidence estimation since it can be trained with very few training samples. This trained classifier can be used to perform the binary classification for all other episodes, representing one model. It is possible to train several models and to combine them to allow for more advanced patterns. Theoretically, a completely manual approach can also work here, using rule-based classification. However, this becomes too tedious for more complex conversation classes and combinations of features and is therefore not practical. Using the semi-automatic approach, a user can define a class and train an appropriate classifier with only a few interactions. Since we use a Random Forest Classifier, we can model the uncertainty for the prediction of each episode. After a user has trained a classifier for a class, we can use this uncertainty measure to additionally filter the episodes. For example, the user can view relevant episodes for a class by choosing only those for which the classifier is very confident. In turn, this also means that we can inspect all episodes for which the classifier is very uncertain about the prediction. These borderline cases are the most promising for re-labeling by the user in order to iteratively optimize the performance of the classifier.

**Expert Feedback** — To evaluate the usefulness of our approach, we conducted an interview with one domain expert. For this interview, a different, proprietary communication dataset was used, whose characteristics are similar to the dataset presented here. The interview was designed as a combined system evaluation and feedback round. The following paragraph describes not only the key findings and comments by the experts, but also possible areas for improvement: The selection of non-consecutive, parallel timelines for comparability is regarded as useful, as well as the dynamic semantic zooming. Some fear was voiced that the default overflow of communication sequences to the right, to reduce the information density, might be misleading and lead to overlooked results. Therefore, it was recommended to compress the whole visualization on the screen initially—even when the density would be too high to be practical—and therefore require zooming all the time, but not leaving anything offscreen. The automatic detection of sequences with semantic zoom (levels of communication) in combination with filtering sequences and applying machine learning models to it is regarded as a very interesting, novel and realistic approach, which is useful to detect and replicate in other timelines or comparing between users. Both the manual filtering as well as the example-based machine learning are judged to be relevant, the former for first exploration and the later for comparison and detection. With these tools, the expert were able to semi-automatically find related patterns, which would be impractical manually.

In general, the expert interview showed the system works and that the approaches were received with interest and judged to be useful. According to the experts, the system offers many possibilities for different analysis tasks and is well suited for network exploration in the temporal analysis domain. Examples include the examination of bank transactions, phone records, or e-mails, where it proves very useful in specific situations, like finding relevant nodes. The main criticism voiced by the expert is the tendency for information overload when scaling the approach to show the conversational dynamics between numerous entities as they might occur in large communication networks, which might result in overlooked communication.

5. Discussion and Conclusion

To demonstrate its feasibility, we applied our framework to parameters relating around communication density and response and have shown how we can visualize and analyze communication behavior with our modeling. This method, however, can be extended to encompass more complex domain-dependent concepts, for instance, message content or sentiment. Apart from manual designed features, one can explore the emerging field of automated feature engineering as pioneered by Kanter and Veeramachaneki [KV15] and Katz et al. [KSS16]. Including own features enables a far more in-depth investigation of conversational dynamics. Nevertheless, the interview with the expert showed that our approach provides benefits when investigating conversational dynamics.

A challenging step for future work is to investigate how this approach can be used for the analysis of conversations of more than two parties, or how it can be integrated into a social network analysis workflow. A potential idea would be to use the communication episodes between entities, found with the help of our approach and classified as relevant by the user, for the weighting of the connection between the entities in a social network graph. Following our VA approach the user can also influence this weight by filtering non-relevant communication episodes. This weighting can then be used to steer community detection algorithms such as SLPaw or as an input for graph layout algorithms to visualize the social network structure. Thus, with previously presented idea to include further domain-specific concepts, such as message content, community detection or layout algorithms could be further steered for answering questions such as whether discussions about relevant topics have taken place between users.
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