SUMMARY Recently, edge servers located closer than the cloud have become expected for the purpose of processing the large amount of sensor data generated by IoT devices such as robots. Research has been proposed to improve responsiveness as a cache server by applying KVS (Key-Value Store) to the edge as a method for obtaining high responsiveness. Above all, a hybrid-KVS server that uses both DRAM and NVMM (Non-Volatile Main Memory) devices is expected to achieve both responsiveness and reliability. However, its effectiveness has not been verified in actual applications, and its effectiveness is not clear in terms of its relationship with the cloud. The purpose of this study is to evaluate the effectiveness of hybrid-KVS servers using the SLAM (Simultaneous Localization and Mapping), which is a widely used application in robots and autonomous driving. It is appropriate for applying an edge server and requires responsiveness and reliability. SLAM is generally implemented on ROS (Robot Operating System) middleware and communicates with the server through ROS middleware. However, if we use hybrid-KVS on the edge with the SLAM and ROS, the communication could not be achieved since the message objects are different from the format expected by KVS. Therefore, in this research, we propose a mechanism to apply the ROS memory object to hybrid-KVS by designing and implementing the data serialization function to extend ROS. As a result of the proposed fogcached-ros and evaluation, we confirm the effectiveness of low API overhead, support for data used by SLAM, and low latency difference between the edge and cloud.
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1. Introduction

In recent years, autonomous mobile robots that operate in warehouses and facilities have become widespread for the purpose of reducing labor. These robots are expected to be multiple and autonomous. For example, a robot that measures road surface properties [1] achieves its purpose more accurately and regularly at a lower cost than humans by calculating the position and inclination angle of objects from the sky with multiple drones. In addition, the security robot [2] operates multiple robots at the same time to detect suspicious persons, detect abnormalities in the surrounding area, and report. In addition to these examples, there are autonomous traveling delivery robots [3] and systems in which multiple small robots work together to search and rescue victims and missing persons [4].

Many of these robots perform actuation by sensing a large amount of environmental information and analyzing the data in order to realize autonomous driving. In the past, when many robots were operating standalone, the sensing data used to grasp physical information was not saved and discarded after the control calculation due to computer resource constraints. However, in recent years, services such as sending data taken by robots to the cloud by drones connected to the network [5] have become widespread, and sensing data is transferred and stored in cloud services. In data transmission from a large number of robots, processing is concentrated in the cloud, and there are problems such as overload of the cloud server and network delay due to wire-less communication to the cloud at a long distance.

On the other hand, in recent years, research on edge computing for handling a large amount of data at a shorter distance than the cloud has been proposed [6]–[8]. In edge computing, a design that emphasizes responsiveness to many sensor nodes has been proposed for the purpose of real-time response at a short distance to sensor nodes existing on the edge side close to the device [8]. As one of the responsiveness improvement technologies, a mechanism has been proposed in which a cache is deployed at the edge to effectively cache data up to the cloud on an edge server [9].

Edge servers operating at short distances are required to have high responsiveness and reliability. As a method for obtaining high responsiveness, research has been proposed to improve responsiveness by applying KVS (Key-Value Store) to the edge and applying it as a cache server [10]. Ozawa et al. proposed the "fogcached" mechanism to realize both reliability and responsiveness by extending KVS and switching between DRAM and NVMM (Non-Volatile Main Memory) according to the number of accesses. The hybrid-KVS named ‘fogcached’ is based on ‘memcached [11]’, which is a typical implementation of key-value store and has been extended to NVMM in order to improve data reliability and responsiveness. It showed effectiveness as the simulation base [10], however, its effectiveness has only been evaluated using simulation, and its effectiveness is not clear in actual applications.

The purpose of this study is to evaluate the effectiveness of the hybrid-KVS server using SLAM (Simultaneous Localization and Mapping) [12], which is a widely used application in robots and autonomous driving. It is appropriate for applying edge server and requires high edge performance and reliability. SLAM is generally implemented on
ROS (Robot Operating System) [13] middleware and communicates with the server through ROS middleware. However, if we use hybrid-KVS on the edge with SLAM and ROS, communication could not be achieved since the message objects are different from the format expected by KVS.

Therefore, in this research, we propose a fogcached, which makes possible to use ROS application SLAM by providing the APIs that connect the fogcached automatically. There is no implementation of hybrid-KVS (fogcached) utilize both of DRAM and NVMM supporting the ROS SLAM application other than our proposed implementation.

We summarize the contributions the following points.

1. Propose the fogcached-ros that makes possible to use ROS implemented SLAM application for the hybrid KVS (fogcached) environment.
2. Evaluate the fogcached-ros and fogcached (hybrid KVS) under the edge-cloud environment using the actual application SLAM.

With this proposal, we will make the fogcached (edge server) delivering reliability and responsiveness that can be put into practical use in a real application. By designing and implementing the API of the ROS middleware in the lower layer of SLAM, past data can be automatically saved in hybrid-KVS (fogcached) server that contains the NVMM through our proposed middleware without modifying SLAM application. Moreover, we evaluate it on the actual fogcached DRAM and DCPM environments. DCPM (Intel Optane Data Center Persistent Memory) [14] is an NVMM hardware implementation. As a result of the proposed fogcached-ros and evaluation on the environment, we confirm the effectiveness of low API overhead, support for data used by SLAM, and a low latency difference between edge and cloud. Moreover, we evaluate our proposed edge server environment that is built with the fogcached-ros and fogcached, using the SLAM application, our total system (fogcached and fogcached-ros) are evaluated.

The organization of this paper is as follows: firstly, we describe prior research in this subject in Sect. 2, our Proposal in Sect. 3, Preliminary Experiment Section 4, API Evaluation Section 5, Cloud Connection Evaluation Section 6, a Summary and Future Issues are described in Sect. 7.

2. Related Work

In recent years, non-volatile memory (NVM) has been attracting attention as a means of improving performance and reliability. Intel announced DCPM (Intel Optane Data Center Persistent Memory) in 2019 [14]. DCPM is a DDR4 standard memory with a latency that is about four times that of DRAM [15].

Wu et al. proposed NVMcached [16]. NVMcached is an NVM-based key-value cache. Considering that the conventional technology for maintaining consistency such as copy-on-write and journaling is heavy processing in applications that require high-speed processing such as KVS, we proposed a method that considers the write endurance of NVM as NVMcached. Specifically, the list of objects (metadata) is saved in DRAM, and the objects are saved in NVM. Objects that are deleted or updated in a short time in consideration of write resistance are saved in DRAM. After a crash, the list saved in DRAM disappears, however, the objects saved in NVM reflect the access history from the client, and the list is reconstructed using that as a clue. We aimed to achieve both performance and reliability by guaranteeing object persistence with NVM while accelerating metadata processing with DRAM. In this study, they improved the system throughput of real write-intensive workloads by up to 2.8 times compared to non-volatile memcached [17]. However, there is a problem that data does not move between DRAM and NVM and does not move to NVM when the importance of stored data increases.

Edge computing studies include those that focus on responsiveness [9], [18]–[21] and those that focus on reliability [22]. Responsiveness is enhanced by improving the caching algorithm of the objects in the data cache. Reliability research can be achieved by using non-volatile devices or by satisfying data reliability by algorithms such as optimization. However, these studies focus on either one, and there are few studies that achieve both responsiveness and reliability.

Ozawa et al. proposed to use NVMM (Non-Volatile Main Memory) to hold a large amount of data on an edge server and develop an In-Memory Key-Value Store (KVS) on a hybrid main memory consisting of DRAM and NVMM [10]. The evaluation also showed that the responsiveness of the edge server was improved. They used DCPM as the NVMM and made it accessible from memcached [17] as a KVS. They named the implementation ‘fogcached’ - an extension of memcached - that has a structure connecting DRAM and DCPM. Specifically, a least recently used algorithm (LRU) with the same structure as the LRU for DRAM inside fogcached was created on DCPM, and the movement of memory objects between the two LRU structures (Dual-LRU) was connected by a pipeline called MOVE. The memory object automatically moves to DCPM when the access frequency becomes low, achieving reliability while maintaining responsiveness. Compared to extstore, which is an existing implementation of memcached, the latency of the entire system is improved by about 40% and the throughput is improved by about 19%. However, reliability has not been discussed, and there is a problem that is limited to the use of non-volatile memory.

3. Proposal

3.1 Overview of the Proposal

The issues discussed so far can be summarized as follows: first, issue (A) is that the evaluation of the actual application is insufficient, and issue (B) cooperation with the cloud in consideration of reliability has not been implemented nor evaluated. To solve the issues (A) and (B), the purpose of
this research is to provide a mechanism to achieve both responsiveness and reliability in the edge server when using a robot application, and to realize evaluation in an actual application. In order to achieve this, we propose a middleware that makes SLAM compatible with the hybrid main memory KVS server. Since there are no implementations that link SLAM and the KVS server, we propose the novel implementation fogcached-ros in consideration of robots for problem (A) as proposal (1). In addition, as proposal (2), we propose the design and implementation of a system linked with the cloud, to solve the problem (B). In this research, by designing and implementing the API on ROS middleware, which is a lower layer of SLAM, past data can be automatically saved in the NVMM on the cache server through the middleware without modifying SLAM. With this proposal, we will have an edge server that delivers reliability and responsiveness that can be put into practical use in a real application.

In the following section, we will firstly describe the basic technologies in the robot application SLAM and ROS then describe the proposed system.

3.2 SLAM

SLAM (Simultaneous Localization and Mapping) [12] is a general term for technologies that collect environmental information from sensors in moving objects such as robots and perform self-position estimation and environmental mapping at the same time by analyzing the data. By utilizing SLAM, it is possible to realize autonomous movement of a wide range of moving objects such as automatic driving as well as robots. In this study, we use ‘gmapping’ [23], which is widely used in the SLAM algorithm that assumes two-dimensional lidar as a sensor input. In particular, it is one of the most widely used SLAM methods for land-based mobile robots. Moreover, gmapping, although a 2D SLAM, it is suitable for map generation in a large-scale environment due to the advantage of explicit loop capture [24], and has been used in the Tsukuba Challenge in Japan [25]. SLAM handles a large variety of sensor data and as such requires a lot of resources. We consider these features are suitable to evaluate the hybrid KVS server that is expected to be useful for the practical application. Many of these SLAM applications are implemented on ROS.

3.3 ROS (Robot Operating System)

In this study, we use the ROS (Robot Operating System) [12], [13]. ROS is an open-source middleware library and tools that support the creation of robot applications. In this section, we briefly explain about the ROS. Firstly, ROS is composed of nodes. A node is equivalent to a UNIX process. A robot control system usually consists of multiple processes. On ROS, the process is configured as a node. Next, a master node is a special process (node) that manages the entire ROS communication and knows all communication targets. Communication between nodes is performed in the data format message. One message is a simple data structure consisting of type fields. A topic is a name to distinguish the contents of the message. In particular, publisher and subscriber are the names of roles of the node, which are divided into the role of writing data to topic (publisher) and the role of subscribe to read the written topic data (subscriber), respectively. The ROS application performs asynchronous publisher and subscriber communication by assigning the roles and to each node. Through publisher and subscriber communication, ROS implements the service that generates events.

3.4 Proposed System

As we described in the Sect. 1, the edge servers operating at short distances are required to have high responsiveness and reliability. Figure 1 shows the assumed overall view of the edge-cloud server system for the robotics service.

Since we are assuming the robotics service environment here, the client robot needs to store all of the sensing data of its surroundings. Since the robot has only limited storage available, they send all of the data to the deployed edge server as long as the radio is connected. The edge server is expected to meet both the high responsiveness and data reliability requirements of KVS.

To satisfy these requirements, we propose an architecture in which the robot is configured as a client and is connected to the edge with KVS fogcached server storing the data hierarchically with the high reliability and low latency for practical robotics applications (Fig. 2).

The client-side application is configured using SLAM and ROS as practical application and middleware. The robot hardware was TurtleBot3 [26], and SLAM gmapping was run as a ROS application. For the edge server, fogcached [10], which is an implementation of the hybrid main memory KVS, was run on the hardware of the hybrid main memory DRAM and DCPM. We believe that the hybrid main memory KVS system can satisfy both of the objectives of achieving high data responsiveness and reliability for the data. To realize edge services, we proposed a middleware, fogcached-ros, which receives the data sent from the SLAM + ROS client on the edge server and forwards them to fogcached at the backend. If there is a cache miss (no data in fogcached) when fetching data from
the edge server from the client, the data can be retrieved from the cloud. The cloud communicates only with the edge server and stores the data sent from fogcached-ros. All of these communications can be used in a unified manner using the ROS component interface.

3.5 Practical Benefits for the Multiple Robot Service

In the proposed system, it is assumed that all the sensor data collected by the robot is saved in the server. There are two practical benefits of saving to the server. (1) It is possible to integrate sensor data of multiple robots, generate higher-order information, and provide services with high utility value. (2) The reliability and permanence of sensor data can be improved.

Regarding (1), many SLAM applications used on ROS can aggregate sensor data collected from different clients at different time and places to create a single map. This service, which has been used in autonomous driving in recent years, has a great advantage that robots with different creators can perform services such as navigation based on the created map [27]. Furthermore, SLAM can perform navigation by combining maps created by sensors measured at different time. Therefore, it is important for the client to aggregate all the data on the server without discarding it. This is difficult to achieve with a stand-alone robot.

Regarding (2), data persistence is important. In recent years, it has become increasingly important to store runtime information and use it later for accountability purposes. Since robots are particularly required to be safe, saving the PWM values of brakes and motors is expected to provide accountability in the event of an accident and countermeasures against problems. ROS can also record the data that flows between nodes and store the data itself. Therefore, it is important to preserve all data.

In addition, in order to store all of this information in the cloud, there are delays during transmission when sensor data is sent sequentially and limits on wireless connection [18]. Hence, the edge server is located in the middle, where improving the responsiveness and guaranteeing the reliability of the data are more important issues. Therefore, we believe that our proposed system, which builds the edge with responsiveness and reliability in mind and realizes collection of sensor data from a robot, has great advantages. Especially when communicating from distributed SLAM to the cloud, communication overload and delay are expected. Since the cache server is located closer, there is an advantage in solving these problems. Furthermore, since fogcached, which is assumed to be a cache server, is a distributed cache server, it is possible to consider using the server for each distributed SLAM.

3.6 Design and Implementation of SLAM and Server Integration

As we described in Sect. 3.3 ROS is middleware in which a communication unit called a node has a role of publisher and subscriber, and asynchronous communication is performed via an intermediate shared memory called a topic (Fig. 3). In the conventional ROS communication model, there is no means to communicate with the KVS server, namely fogcached. Also, since the topic is basically overwritten by a node during communication, only the latest information is saved.

In this research, we designed and implement fogcached-ros that extended middleware of ROS. It provides additional API for automatically communicating with fogcached via the topic, then past data can be automatically saved in NVMM on fogcached. We believe that this will not only be more convenient but also improve data reliability. The fogcached-ros provides nodes called observer_set() and observer_get() as shown in the Fig. 3.

Figure 3 shows the flow in which data is returned to the same topic, and this also allows the data to be output to the different topics. Through this mechanism, all of the sensor data on SLAM that uses the ROS middleware using this topic will send to the fogcached edge server that implemented DRAM/NVMM through the fogcached-ros API and will be stored on the server automatically. It means that reliability can be achieved through this mechanism, since the responsiveness can be improved by storing the data in fogcached and the data can be stored permanently by storing it in NVMM. In addition, communication between fogcached-ros and fogcached is performed by two types of APIs: (1) and (2). This method is not application specific. Fogcached-ros is topic-dependent. Therefore, it can be applied to these applications as long as they support topics such as navigation [27] and opencv [28] as well as SLAM topics. The
3.7 Communication API

We developed the two types of APIs for linking ROS and fogcached (Fig. 4). As shown in Fig. 3, communication with fogcached through the ROS node is performed by (1) setAPI() and (2) getAPI(). The fogcached is a KVS server and needs to generate Key and Value. Both (1) and (2) APIs receive the topic name and ID from ROS through the API (Fig. 3). In that API, the ID is a character string arbitrarily set by the user and is used to identify the data of the same topic. In the API, (1) setAPI also receives a message at the same time, but (2) getAPI message is a reference. Figure 5 shows the processing flow using the API interface.

Both APIs (1) and (2) create a KVS key as a linked character string from the topic and an ID set from the ROS node. The upper limit of the key is set to 50 bytes. The message of setAPI() is converted to a binary character string by using the serialize function of ROS. Set the binary character string generated by serializing message as value. At this time, malloc dynamically allocates the OS heap area according to the topic. In setAPI, these keys and values are stored in fogcached. The getAPI() restores from the binary and returns the restored message. Also, both APIs support not only one type but many topics. Figure 6 shows the API call when it is actually executed in the subscriber callback.

### Table 1: ROS task and the composed environment.

| ROS Task         | OS      | Mem | HDD  | Computer    |
|------------------|---------|-----|------|-------------|
| ROS master       | Ubuntu  | 8GB | 100GB| Intel Core i7-8550U (Windows10 Hyper-V) |
| SLAM gmapping    | 18.04 LTS | 1GB | 32GB | Raspberry Pi 3B+ |
| rosbag           | Ubuntu Mate 18.04 LTS | 1GB | 32GB | Raspberry Pi 3B+ |
| TurtleBot3 bring up | Ubuntu Mate 18.04 LTS | 1GB | 32GB | Raspberry Pi 3B+ |
| teleop (keyboard operation) | Ubuntu Mate 18.04 LTS | 1GB | 32GB | Raspberry Pi 3B+ |

4. Preliminary Experiment

4.1 Overview

The purpose of this experiment is to investigate how much data is used in ROS communication when SLAM is executed as described in part 3.2 of the proposal (1). Table 1 shows the equipment used in the experiment, computer resources, and the ROS application execution. ROS Task is a TurtleBot3 application and ROS tool. The experiment uses rosbag and records all ROS communication data. Figure 7 shows the flow of topics on ROS. The measurement was performed for 30 minutes in the environment of about 23 m² in Fig. 8.

4.2 Result

Table 2 shows the amount of data for each topic recorded by rosbag, which is the task that consists of the gmapping. Figure 8 shows the time transition of the total amount of data. The total amount of data obtained by SLAM increased...
in proportion to time. In addition, the cumulative amount of data measured in 30 minutes doubled. The amount of data in each topic in Table 2 hardly changed. The size of the topic is changing in tf and rosout, but there is almost no fluctuation. And topic map is the largest in all. The space measured this time is again about 23 m², however it is actually expected to be used in towns and structures. In this case, the basic amount of total data is expected to increase according to the measurement time. It is desirable to use the data cache of the edge server to improve the responsiveness and reliability of processing a large amount of data.

5. Evaluation under the Edge Environment

5.1 Overview

We implemented the proposed API, and measured the API overhead. The client application used is SLAM (gmapping) and TurtleBot3 running on the simulation software gazebo. On the edge server, we executed fogcached-ros as proposed [10]. Table 3 shows the resources and tasks of the computer that uses the client application. Fogcached on the edge server uses 4 GB of DRAM and 32 GB of DCPM. We ran SLAM for 30 minutes, measured the API overhead from fogcached-ros, and evaluated the API.

5.2 Result

Table 4 shows the message data size of each topic.

Figure 10 shows the percentage of setAPI overhead and the percentage of getAPI overhead. ‘libmemcached’ is the time it takes to send and receive data using the libmemcached library [30]. The serialization is an operation by serialization included in ROS. The time required to execute both serialize and deserialize was less than 1 ms, which was less than 50% of the total. Both setAPI() and getAPI() function execution have a positive correlation between message data size and overhead. Also, as the data size increases, the ratio of time required for serialize and deserialize increases compared to the time for the entire API. Looking at the overall API ratio, the map, which is the largest piece of data, was 629 μsec (about 43%) for serialize and 596 μsec (about 45%) for deserialize. On the other hand, the smallest data, imu, was about 12% for serialize and about 7% for deserialize.

Figure 11 shows the total API overhead per 1,000 seconds. In addition, the transmission cycle differs greatly de-
pending on the topic as shown in Table 4. Since the map is transmitted only 0.07 times per second, it can be said that the overhead of the map is very small when considering it in units of 1000 seconds. In the case of 1000 seconds, map is about 0.5% or less of imu.

If the message size is very large, the overhead is affected by serialize and deserialize. However, in the case of a message of about 1 KiB, the serialize and deserialize have almost no effect on overhead. Therefore, it is considered that there is no problem even if the map has a large overhead per hour as the usage time becomes longer. Frequent ones have a large overhead like imu, but the transmission frequency cannot be controlled on the API side, and therefore it is not directly related to the API, so it is not considered in this paper.

6. Evaluation Connected with the Cloud

6.1 Overview of the Quantitative Evaluation

In this experiment, the cloud cooperation of part 3.1 of the proposal (2) is evaluated in an environment including the cloud. In order to show the usefulness of the fogcached and fogcached-ros on the actual edge-cloud environment, we prepared an edge server and a cloud and conducted an evaluation experiment.

As we firstly described, fogcached is the extended KVS server that can use both of DRAM and NVMM as a main memory. It achieve the purpose of cache responsibility and reliability. However, it could not achieve the effectiveness on the practical application and not evaluated under the actual environment. Therefore, we developed fogcached-ros, which makes possible to use ROS application SLAM by providing the APIs that connect the fogcached automatically. In this section, using the SLAM application, our total system (fogcached and fogcached-ros) should be evaluated. By these evaluation, we could clarify the how much the data stored on the fogcached cache server and cloud, and what is the cause of effect on the hit rate and latency. In these evaluation, we assumed that all data is stored in the cloud and some data is cached at the edge. In order to investigate the latency distribution and the ratio of the number of hits of DRAM and DCPM, we set multiple conditions and experiments as shown in Table 5.

As with the API evaluation, the experiment assumes TurtleBot3, SLAM, and teleop as clients. In the API evaluation environment, it is not possible to reproduce the simultaneous transmission of a large amount of data, so we implemented a Client that publishes the topics of imu, scan, joint_states, tf, and map, and conducted experiments. In this experiment, memcached-1.5.16 [15] is used as the cloud. Furthermore, assuming that multiple robots actually transmit data, a large amount of ROS data is cached in fogcached and saved in the cloud.

Figure 12 shows a schematic diagram of the experiment. Since the cloud is assumed, a communication delay is added. Fogcached-ros normally communicates with the cloud and sends and receives data, but this time, we installed ROS on the machine on the cloud side and published the topic from the edge to the cloud server.

The client side measures the latency until the data can be acquired. In order to investigate the ratio of the number of hits of DRAM and DCPM, we experiment by changing the amount of memory to be mounted and change the settings for the different conditions. The experimental conditions are shown in Table 5.

Under the experimental conditions, the “Standard” was the standard pattern, the number of IDs was 1,000,000, and the set:get rate ratio was 1 : 9. The standard memory configuration was DRAM 4 GB and DCPM 16 GB. For the other conditions, only one condition was changed from Standard. By changing only one condition and comparing multiple conditions, we clarify the factors that have a decisive influence on the performance of the ROS system.

The conditions are following. The Map_10% is the ROS pub/sub makes only the topic of map at 1/10...
speed. The communication speed at this time is the map rate. ID\_change1 changes the maximum number of IDs to 75,000, and ID\_change2 changes the maximum number of IDs to 1,250,000 for comparison. DRAM6, DRAM, and DRAM10 have different memory DRAM ratios. In comparison with these patterns, latency is measured and the transition of the number of hits by memory is measured and considered.

### 6.2 Evaluation Result

The evaluation of latency was plotted on a graph using kernel density estimation as the latency distribution. In addition to imu, the topics used in the experiment include scan, joint\_states, and map, but since these were not different from the results of imu in all patterns, imu is referred to in this paper.

1) Comparison of different memory rates on DRAM and DCPM

DRAM and DCPM targeted by fogcached, which is hybrid-KVS, have different latencies as memory devices. In this evaluation, we will clarify how the difference in the rate of the memory device affects the responsiveness under the edge-cloud configuration. As this practical environment, we measure the responsiveness when accessing the edge (fogcached-ros, fogcached) server and the cloud server, Fig. 13 shows the results of the latency distribution between the cloud and imu.

In Fig. 13, the two peaks on the X-axis show low latency around 0.000 and middle latency from 0.001 to 0.002. The former is the access to the edge server, and the latter is the access to the cloud. The peaks with high density show the higher latency of access to cloud than the edge server. A clear difference is observed between the latency on the edge and cloud.

On the other hand, comparison of results made by changing the memory ratio of 4 patterns for DRAM and DCPM is of little significance. From the results, it was found that by increasing the DCPM of the edge server to 16 GB, more data is stored on the edge cache server. Even if the difference appears in the DCPM size, there was no large difference in the latency distribution related to the memory ratio, so it is considered that the memory ratio is less related to the responsiveness than to the DCPM size.

2) Comparison of the number of hits on different DRAM and DCPM ratios

In this evaluation, it is confirmed whether the SLAM data is moved to the DCPM side according to the number of accesses. This is because the fogcached implementation automatically moves the data between DRAM and DCPM according to the number of accesses [10]. The purpose is to verify that it has a function to make it in an actual application. At the same time, regarding changes in the ratio of DRAM and DCPM, the effect of the data movement algorithm will be clarified by observing whether the data exists in DRAM or DCPM when extracting the data. Figure 13 shows the time transition of the number of DRAM hits (Get from DRAM) and the number of DCPM hits (Get from DCPM) when the memory ratio between DRAM and DCPM was changed from (a) to (d).

As the ratio of DRAM increased from (a) to (d), the number of DRAM hits increased in the number of hits to the cache on the Y-axis. However, in each pattern, the cache hit rate in DCPM was finally higher than that in DRAM by about 80%, and it was found that the reliability of the data was ensured by moving the data from the DRAM to DCPM.

3) Experimenting with different ID types

In this evaluation, we evaluate the latency distributions of imu and map are shown in Fig. 15 and 16. Imu and map are topics handled on SLAM. Imu is
the data obtained by calculating the inertial force from the acceleration data of TurtolBot3. Map represents a 2D grid map, and map functions as a topic for writing map information generated by SLAM based on the surrounding environment data obtained from the robot. An array containing 2D map data for display each cell in the array is the occupancy of the map. In this experiment, in addition to these, scan, joint_states, and tf were also measured, but since these results were not different from imu, imu and map were evaluated. Also, ID types are related to the number of data stored in fogcached. In this experiment, we will clarify the effect of increasing or decreasing the number of data that can be stored.

We compared different IDs. When there are 750,000 types of IDs, they are more likely to remain in the edge cache than the standard 1,000,000, and the number of accesses at the edge is about 159% compared to the access at the cloud. When there are 1,250,000 types of IDs, it is less likely to remain in the cache than the standard, and the number of accesses at the edge is about 42% compared to the access at the cloud. On the other hand, in the map shown in Fig. 15, the difference between edge and cloud is small, and the latency distribution is large. Which memory to hit, edge or cloud, was not related to the type of ID. There was no difference in the number of hits to DRAM and DCPM in this experiment.

6.3 Discussion

1) Discussion for the design

The APIs we have provided, transfers the data as serialized data, have the following advantages: The first advantage is its versatility. Serialize data can be used universally for various interfaces when sending and receiving with embedded system of robot to the high-performance computer. The second advantage is that the amount of data is smaller than text. The secondly, we consider that the amount of data is smaller than the text.

However, when we want to handle data more universally in the future, it is necessary to consider the protocols that send and receive data from the different middleware. To satisfy the requirements, it is possible to consider employing ROSBridge [30] which converts the ROS data format to JSON format. ROSBridge has the advantage of being widely used because it can handle up to the level of higher-order protocols. An increase in processing delay and a decrease in throughput performance have been pointed out [31] due to an increase in the amount of memory used and the CPU load when using ROSbridge. Hence, we need to consider the trade-off between versatility and performance.

It is also necessary to consider the use of ROS Parameter [32] in terms of providing standard functions for using KVS mechanisms in ROS. Since parameters store data in Master (roscore) or Parameter Server which is not designed for high performance as noted in the official wiki [33], it is necessary to take measures if data flow is increased or overloaded when sending data to KVS. This means that it is necessary to design policies and rules for this data flow. The main purpose of this research is to set up a KVS using DRAM/DCPM as a highly reliable and responsive edge server, and to realize and evaluate the edge/cloud system that can be used by applications via APIs to ROS. Therefore, this time, we used the proposed method as an API that can be executed lightly with low overhead.

In this proposal, we provide an API that explicitly serializes data in the form of setAPI and getAPI. The advantage of providing an API is that developers can use its functions intentionally. When communicating from ROS to KVS, various methods can be considered. For example, there is a way to not serialize the data. However, there is a demerit that mutual conversion is required. By providing an API, developers can make a selection considering these advantages and disadvantages.

However, on the other hand, it is undeniable that the specification of providing the API imposes a burden on the ROS developer. The method of specifying the topic in the XML configuration file etc. without rewriting the ROS and saving the data in the cloud is It is considered to be a convenient method. If there is a request in the future, we will consider implementing it.

2) Discussion for the basic evaluation

Following experiment (1), we considered the reason for there being no large difference in the ratio of the amount of memory. We found that the difference in performance between DRAM and DCPM was only nano seconds. Since this experiment was a time measurement and the tools generally observed millisecond units, it is probable that the performance difference was not clearly observed in the results. Therefore, it can be said that there is a merit because it is considered that the influence of performance deterioration is small even if the ROS application hits with the memory of DCPM.

In addition, in the comparison of increase/decrease of ID types in (3), the data of 750,000, which is the smallest combination of IDs, remained in edge, which is 1.5 times the standard. This is because the maximum number of IDs has decreased and the number of IDs used has decreased, so access to keys with the same ID has increased, making it difficult for them to be discarded from the cache. This means that if we would like to process a large amount of non-identical SLAM data from multiple robots, we will be
dealing with many types of data. This is the same as the situation where there are many types of identifier IDs, so if we increase the cache to the edge server using SLAM, the method of reducing the number of IDs would be effective.

Furthermore, this time, the result is that the variance of the map latency distribution is large in all patterns. From this result on the edge server, it is considered that the effect of edge computing is low for large data such as the map.

3) Discussion for the evaluation for predictive guarantee for the cache hit rate accordance with the number of access

To clarify the effect of hit rate on the edge cache by changing the number of access for the server, we setup the additional evaluation. If it achieved, we could discuss the predictive guarantee for the cache hit rate accordance with the number of access.

We prepared a data set (right) that fairly considered the tendency of access distribution to fogcached (edge server). Compared to the previous experiment that was one with random access to fogcached, and as shown in Fig. 17 (left), the access distribution was normal distribution.

To explain a little about the data set in Fig. 17 (left), in this experiment, data sets with different distributions of access numbers for each data are used. First, (1) the distribution of the number of accesses to the data is all equal (All equal rate), (2) the proportion of the data with the most accesses is high and the proportion of the data with the least number of accesses is low (Low access, Low rate), (3) of all the data, the ratio of data with a large number of accesses is low, and the ratio of data with a small number of accesses is high (Low access, High rate). The distribution of these access numbers is shown in the figure. In addition, the number of accesses to fogcached and the number of accesses to the cloud for all data are adjusted according to this access number distribution.

Figure 18 shows the hit rate for each data set. The hit rate increased as the number of accesses increased. And the hit rate changed almost linearly. Random access and data set (3) hit rates converge to about 18%. The data set (2) (Low access, low rate) had a particularly high hit rate on the whole, rising to about 25% and increasing.

From the experimental results, it can be said that the data hit rate to edge can be predicted from the distribution of the number of accesses to fogcached. Whether or not the data remains in the edge server cache depends on the access method on the server side. Therefore, it can be concluded that reliability is guaranteed if the server-side settings are based on access prediction.

7. Conclusion

In this paper, we proposed to make the hybrid main memory KVS server compatible with SLAM. In the preliminary experiment, we decided that SLAM was suitable for the evaluation of edge computing, so we extended ROS and designed and implemented fogcached-ros, which has an API to communicate with fogcached. As a result of evaluating the overhead of the API, the overhead of serialization was less than 1 ms, so it is considered that the API can handle many topics. Furthermore, we evaluated the responsiveness and reliability assuming the cloud for a system linked with the cloud. It was found that since the latency difference due to the speed difference between DRAM and DCPM is small, there is little effect on ROS communication regardless of which one is hit, and that the effect of edge computing may be low for large data. In cloud evaluation using a data set, the hit rate can be predicted from the access distribution, and it is known whether or not it remains in the data cache. Therefore, it was found that reliability is guaranteed if the server-side settings are based on access prediction.

A future task is to find an effective edge computing effect for large data. In addition, it is necessary to evaluate how much data is accumulated as a data cache by clarifying how much data is pushed out from fogcached. Furthermore, it is possible to improve versatility by moving to ROS2.

About the future work in the design of API, this time, we implemented the setAPI/getAPI to topic, however, it is possible to be extended to service as bidirectional communication. Since it is thought that the utility value will increase further, extending it to service will be an issue for the future. Also, it is necessary to consider the ROS bridge [30]. Since it can also use higher-order protocols, it may be possible to provide this mechanism for more general purposes. In the future, we would like to consider using it from the viewpoint of generalization of the proposed specifications.

In this implementation, the specification is that the ROS developer rewrites the code. In the future, if requested, we will consider specifications such as saving data to the
cloud by specifying topics in an XML configuration file, etc., without rewriting the application program.
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