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Abstract

For several purposes in Natural Language Processing (NLP), such as Information Extraction, Sentiment Analysis or Chatbot, Named Entity Recognition (NER) holds an important role as it helps to determine and categorize entities in text into predefined groups such as the names of persons, locations, quantities, organizations or percentages, etc. In this report, we present our experiments on a neural architecture composed of a Conditional Random Field (CRF) layer stacked on top of a Bi-directional LSTM (BI-LSTM) layer for solving NER tasks. Besides, we also employ a fusion input of embedding vectors (Glove, BERT), which are pre-trained on the huge corpus to boost the generalization capacity of the model. Unfortunately, due to the heavy unbalanced distribution cross-training data, both approaches just attained a bad performance on less training samples classes. To overcome this challenge, we introduce an additional classification model to split sentences into two different sets: Weak and Strong classes and then designing a couple of BI-LSTM-CRF models properly to optimize performance on each set. We evaluated our models on the test set and discovered that our method can improve performance for Weak classes significantly by using a very small data set (approximately 0.45%) compared to the rest classes.

1. Introduction

Named Entity Recognition (NER), which represents the task of detecting the boundary and type of named entities, plays a crucial role in many applications in the field of natural language processing. In conversational question answering, answering factoid questions like “Who is the president of United States?” requires the interested entity, such as “United States”, to be detected and linked to corresponding nodes in knowledge graph where the answer is stored. Detecting and linking named entities also help to enrich short queries which are highly ambiguous and lack of clarity, which in turn improving the performance of search engine systems.

Depending on specific applications, the set of entity types might vary. However, the label set most commonly used in academic research contains four labels, including LOC(location), ORG(organization), PER(person) and MISC(miscellaneous). In this project, the given corpus was annotated with 8 types of entities: Art(artifact), Eve(event), Nat(natural phenomena), Geo(geographical entity), Gpe(geopolitical entity), Tim(time indicator), Org(organization), Per(person). The statistic of number of annotations for each entity is reported in Table 1.

As many other language processing tasks, the first challenge of NER task is the high ambiguity of human written languages. Entities with the same text surface might belong to different entity types. In sentence, “The US president, Barack Obama invited Shinz Abe to visit US next April”, the former “US” is a geopolitical entity, while the latter “US” is a geographical entity. Further more, the complexity of NER system increases as the size of label set increases. Larger label set comes along with more uncertainty and prediction errors. To add to that, the entity set usually varies from domain to domain, therefore it is extremely hard to build a general named entity tagger, and building domain specific system requires a lot of effort in creating new annotated training data.

Previous work on NER task could be grouped into two main approaches which are traditional feature-based approach and neural network approach. The former one utilizes traditional machine learning models, such as Conditional Random Fields (CRF) [1], Support Vector Machine (SVM) [2], Maximum Entropy (ME) [17], which needs related features designed by expert. With the increasing availability of data and computing resources, the later approach has emerged and become very successful recent years. The
neural network approach mitigates the concern of tedious and labour-intensive feature engineering work of the traditional approach, but requires a large amount of annotated data and also need architecture design carried out by specialized experts. The common architectures include RNN [4], (Bi-)LSTM [5], (Bi-)LSTM-CRF [3], Transformer [13], BERT [6], etc.

In this project, we implemented Bi-LSTM-CRF architecture using Pytorch framework, and we also experimented with one traditional model using CRF (Stanford NLP) and one SOTA transformer based neural network model (BERT). The best result among above models was 0.85 F1 score on test set. However, these models all suffered from the problem of imperfect annotations (wrong annotations) and highly imbalanced dataset. The Figure 2 and Table 1 depict the distribution for all 9 classes (including class O(other)) reported from the whole train/test/val corpus. It could be seen that the distribution of labels is highly skewed. Specifically, the total samples of five groups (Strong class): “Geo”, “Time”, “Org”, “Per” and “Gpe” is approximately 50 times more than the total samples of the last three groups (Weak class): “Art”, “Eve” and “Nat”. This characteristic poses a considerable difficulty for almost every models as most of the features learned are biased to the Strong classes. Therefore, in latter part of this report, we will also describe an approach to solve this problem.

| Label | Count | Label | Count |
|-------|-------|-------|-------|
| O     | 88791 | Geo   | 37644 |
| Tim   | 20333 | Org   | 20143 |
| Per   | 16990 | Gpe   | 15869 |
| Art   | 402   | Eve   | 308   |
| Nat   | 201   |       |       |

Table 1. Label statistic

The rest of this report is organized as following:

• Section 2 describes the overall methodology and several neural network architectures used in this work. In particular, Section 2.1 includes a very simple feed-forward neural network NER tagger which is used as a baseline model and also the Bi-LSTM-CRF models. Next in Section 2.2, we present how can we transfer learning from BERT model with a linear layer for the NER tag prediction. The Section 2.3 introduces our approach to detect the Weak class in a sentence based on RNN-CNN network. Finally, Section 2.4 briefly describes majority voting technique that is used to make the final prediction.

• In Section 3, we summarize the main experiment results on both binary classification and NER task with baseline method discussed in section 2.

• Finally, we devote the Section 4 and 5 to discuss the main contributions, discuss the future work and give the conclusion.

2. Method

We propose a new methodology for handling unbalanced classes in NER tagging task. Our method utilizes Bi-LSTM-CRF network for NER tagging. See Figure 2 for an overview of the proposed framework. The proposed architecture uses an embedding layer that extracts word-level embedding feature vector from the sentences and is given as input to the Bi-LSTM-CRF network, this network predicts the NER tags for the Strong classes. On top of that, we use RNN-CNN network to detect tags from Weak class (“Art”, “Eve” and “Nat”). This network is trained using Glove embedding pre-trained from several huge corpus of text. After identifying the Weak tags, only those sentences are picked and given to the Bi-LSTM-CRF network to obtain predictions on Weak classes. Finally, the predictions from the Strong class and Weak class are combined my majority voting method. In addition to Bi-LSTM-CRF model, we experiment with BERT model with a feed-forward layer as the output. The pre-trained BERT model with a feed-forward layer is used instead of Bi-LSTM-CRF network without any other changes to the existing framework. In the following sections we describe each module in greater detail.

2.1. Label Sequence based on Bi-LSTM and CRF

Initial experiments with simple a feed-forward network with three layers and ReLU [7] activation function in conjunction with the embedding layers for encoding inputs did not yield good results. To encourage exploitation of sequence data and share parameters we use sequence neural networks.

In modern-day datasets that frequently have lengthy sentences, vanilla recurrent neural networks might suffer from vanishing or exploding gradients [8] issues that severely handicap the learning process. This prompted us to use bidirectional LSTM (Bi-LSTM) that can model the long-term dependencies to capture both future and past context of the word.

Finally, to predict the NER tag for a word, we use a discriminative method of classifiers, Conditional Random Fields (CRFs), that model the conditional distribution \( p(y|x) \). CRFs focuses on the sentence level instead of individual positions for predicting a multivariate output \( y = \{ y_1, y_2, ..., y_T \} \) with a large number of input sentence, \( X = \{ x_1, x_2, ..., x_n \} \). In this work, we use linear chain CRFs where \( p(y|x) \) is given as:

\[
p_{\theta}(y|x) = \frac{1}{Z_{\theta}(x)} \exp \left( \sum_{t=1}^{T} \sum_{k=1}^{K} \theta_k f_k(y_{t-1}, y_t, x_t) \right)
\] (1)
a sequence of predictions, we define its score to be:

\[
S(X, y) = \sum_{i=0}^{T} A_{y_i, y_{i+1}} + \sum_{i=1}^{T} P_{ij}
\] (3)

The probability for the sequence \( y \) is given by:

\[
p(y|X) = \frac{\exp(S(X, y))}{\sum_{y' \in \mathcal{Y}} \exp(S(X, y'))}
\] (4)

The objective function is the maximum likelihood of the probability distribution denoted as:

\[
\ln p(y|X) = S(X, y) - \ln \sum_{y' \in \mathcal{Y}} \exp(S(X, y'))
\] (5)

The maximum likelihood of the probability of predictions are maximized during training and the final tag \( y^* \) is given by:

\[
y^* = \arg \max_{y' \in \mathcal{Y}} S(X, y)
\] (6)

It has been shown that combining CRFs with Bi-LSTM for modelling the tagging task improves the tagging accuracy in general by effectively incorporating several dependencies across the output labels. Our experiment results as shown in the Table are concurrent with existing literature.

Interestingly, it can be inferred from the same Table that prediction accuracy for the Weak classes is poor compared to the Strong class. In order to mitigate this issue, we tried relabeling the samples and training two separate models. For the first model, we mask the Weak class to
“Other” and train it to predict tags for Strong class and “other”
. Similarly for the second model, the Strong classes are
masked to “other” and a new model is trained this relabeled data.
Finally, combine the predictions from the models and the results of this method are included in the Table2.

It is evident that this relabeling method does not improve the
results and thus motivates to follow a novel method of classification using RNN-CNN followed by NER prediction.

2.2. BERT Embedding with Feed-Forward Layer

In recent years, the approaches using pre-trained and fine-tuned models for solving natural language processing tasks have become more popular than ever. Large neural networks were trained on general tasks, such as masked language model or next sentence prediction, and then fine-tuned for other tasks. BERT (Bidirectional Encoder Representations from Transformers1) is a model developed with that spirit. By using many Transformer encoder layers stacked on top of each other, BERT is known to have a deeper sense of natural language context. Therefore, BERT has achieved state-of-the-art results in many tasks, including questions answering, named entity recognition, etc.

In this project, we experimented BERT fine-tuning for NER task. Firstly, the input text sentence will be fed into BERT pre-trained model (“bert-base-cased”), and the model returns an embedding vector for every token in the input sentence. In the second step, the embedding vector of each token retrieved from BERT will be forwarded into a simple linear neural layer for predicting the NER label. We fixed the BERT parameters and fine-tune the later linear layer on the given corpus. Note: due to the limited time of this project and the complexity of BERT model, we do not re-implement the model, but rather utilize the implementations of the Hugging Face2 team for experiments.

2.3. Classification Sentence with RNN-CNN

This task aims at predicting the presence of the Weak class (Art, Eve and Nat) given a sentence guided by a binary classification model. In other words, instead of composing a single model to process for all classes, our effort focuses on modeling a couple of models of BI-LSTM-CRF such that each of them trained and optimized individually on two separate subcategories: Weak and Strong class. If the binary model returns a zero value it means that the output of BI-LSTM-CRF built on Strong class will also be the final predictions. Otherwise, we need to vote the decisions of two models through some defined rules, eg. piece-wise maximum probability prediction. The idea behind this strategy is with separate models; we can achieve better performance on the Weak class when the bias on the Strong class is eliminated. Furthermore, we can adapt properly to particular prior knowledge on each category to maximize both likelihoods learned from data and posterior distribution.

The desired binary classification model can be cast as a sentiment analysis task3,4, in which given an input sentence, that comprises a list of words, we would like to evaluate its meaning is positive” or negative”. In our setting, “positive” is equivalent to the presence of the Weak class and “negative” means that we can not find any element in this class. The data for the training step can be created by scanning entire original data and then marking each sample is 1 if its ground truth contains one of three classes: Art, Eve or Nat. Otherwise, the sample is labeled as “0”. Unfortunately, we again encounter the second problem when the number of positive samples is 588, which is just approximately 1.78% of the total negative samples with 32982 instances.

We examine three current state-of-the-art methods in sentiment analysis12, that involves: RNN-CNN, LSTM Attention, and Self-Attention. The detail on these architectures can be found in-works13,14,15. For each method, we implement binary cross entropy (BCE) and saving the best model by tracking the performance after each epoch on the validation set. The chosen measure for tracking is Accuracy on 1 class since we expect the trained model can predict a precisely Weak class “1” than the 0 class which involves both Strong class and O’ type. To represent features for each word, we utilize a glove vector embedding16 with 100 dimensions, that trained on Wikipedia 2014 and Gigaword 5 with over 6 Billion tokens, 400,000 vocabularies.

A naive way of choosing the training set is to seek the equilibrium between "1" and "0" classes. However, we also want not to ignore too much "0" data; consequently, in the first experiment, we employed both two approaches. Table 1 displays the performance we achieved for one and zero class by using either balanced and full training data. The results indicate that both RNN-CNN, LSTM-Attention and Self-Attention work on "0" class better than "1" class and its tendency to be improved when using full data set. Even so, in both cases, the best outcomes for the "1" class were still very low with approximately 55%.

To overcome this issue, we introduce a modified binary loss function that exploits the whole data for training procedure:

\[
L_{wce} = -p_0 t_0 \log(s_0) - p_1 t_1 \log(s_1) \tag{7}
\]

where \((t_0, s_0), (t_1, s_1)\) denote for the ground truth and scores for class 0 and 1, respectively. \(p_0, p_1\) denote for the occurrence probability of class 0 and 1 in the training data. In our experiment, the \(p_0 \approx 0.02\) and \(p_1 \approx 0.98\). Table 3 presents the performance of three baseline models under this setting. It is really interested when the RNN-CNN improves the accuracy on both 0 and 1 class with a large mar-

---

1https://github.com/huggingface/transformers
2https://en.wikipedia.org/wiki/2014
3https://catalog.ldc.upenn.edu/LDC2011T07
gin compared two remaining methods, holding 75% on “1” class and 99.6% on “0” class. This improvement can be reasoning as the effect of setting small weights for class 0 and large weights for class 1. It forces the model to damp loss values when predict correctly “0” class and amplifying error for incorrect assignment on “1” class.

### 2.4. Majoring Voting

To make a final prediction, we need to derive three model: one for binary classification described as in section 2.3 and two separate trained models for Strong class (“Geo”, “Time”, “Org”, “Per” and “Gpe”) and the Weak class (“Art”, “Eve” and “Nat”). Denote $P_f$, $P_{str}$, $P_w$ $B_w$, are the output of final prediction. Strong classifier, Weak classifier and binary classification model. Given a sentence $s = [s_1, s_2, ..., s_n]$, the $P_f(s)$ is computed by:

$$P_f(s) = \begin{cases} P_{str}(s) & \text{if } B_w(s) = 0 \\ P_w(s) \odot P_{str}(s) & \text{otherwise} \end{cases}$$

(8)

where

$$(P_w(s) \odot P_{str}(s))_i = \begin{cases} P_w(s_i) & \text{if } P_{str}(s_i) = \text{O(other)} \\ P_{str}(s_i) & \text{if } P_w(s_i) = \text{O(other)} \\ P_m(s_i) & \text{otherwise} \end{cases}$$

(9)

with $m = \arg \max_{i \in [w, str]} [P_w(s_i), P_{str}(s_i)]$, $p_w(s_i)$ and $p_{str}(s_i)$ are probability output given by Strong and Weak classifier at $s_i$ position in the $s$ sequence.

### 3. Result

Table 4 illustrates two our different methods based on Bi-LSTM-CRF and BERT-Feedforward. We also compared the derived results to four other baselines include original Bi-LSTM-CRF, BERT-Feedforward and Double version of each architecture. In Double version of each architecture, we train one model for weak classes, one model for strong classes and finally merge two labels to form the final prediction using a simple merging schedule. Sentence type classification is not used in this version. In the result table, the bold value denotes for the best value cross all methods. For each architecture, we compute the $F_1$ score and using global $F_1$, weighted average $F_1$ and macro-average of $F_1$ for all classes by the following formula:

$$\text{Global } F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

(10)

where

$$\text{Precision} = \frac{TP}{TP + FP}$$

(11)

$$\text{Recall} = \frac{TP}{TP + FN}$$

(12)

| Method            | 0-Class | 1-Class |
|-------------------|---------|---------|
|                  | Balanced | Full | Balanced | Full |
| LSTM - Attention  | 83.0    | 98.4   | 43.0     | 55.5  |
| Self-Attention    | 85.8    | 98.7   | 45.3     | 50.0  |
| RNN - CNN         | 92.7    | 99.1   | 29.7     | 53.1  |

Table 2. Accuracy of baseline methods using either full and balanced training data without weighted loss function.

| Method            | 0-Class | 1-Class |
|-------------------|---------|---------|
|                  |         |         |
| LSTM - Attention  | 98.7    | 60.1    |
| Self - Attention  | 99.1    | 54.7    |
| RNN - CNN         | 99.6    | 75.0    |

Table 3. Accuracy of baseline methods using full training data with weighted loss function.

with $TP$ is true positive, $TN$ is true negative, $FP$ is false positive and $FN$ is false negative computed globally. Macro-Average $F_1$ and Weighted Average $F_1$ are given by:

$$\text{Macro-Avg } F_1 = \frac{1}{K} \sum_{i=1}^{K} F_{1i}$$

(13)

$$\text{Weighted Average } F_1 = \frac{\sum_{i=1}^{K} n_i F_{1i}}{\sum_{i=1}^{K} n_i}$$

(14)

with $K$ is the number of classes, $n_i$ is total samples in each class $i$ and $F_{1i}$ is the F1 score for class $i$.

First of all, we can perceive that our approach based on the BERT-FeedForward version holds the best accuracy on both three separate metrics: global, weighted and macro average compared to other rivals. Especially, we obtain a large margin on the Macro average with 0.67, higher than the second-highest one by 0.03 and the worst method up to 0.12. In other ways, the last result also confirmed the proposed method benefits in improving the performance of the Weak class significantly. For instance, the F1 score for Nat, Art, Eve groups in Bi-LSTM-CRF, increased from 0.26, 0.00, 0.17 to 0.43, 0.10, 0.24 respectively. So on, these values have raised from 0.42, 0.17, 0.30 to 0.42, 0.34, 0.37 for model based on BERT-FF. In summary, these statistical values have shown the effectiveness of our method, not only to help preserve accuracy in classes with many labels but also to significantly increase correctness in classes with just a few labels.

### 4. Discussion

From the above analysis of the results, it can be seen that Bi-LSTM-CRF and BERT architecture have archived promising performance on the task of named entity recognition. Bi-LSTM-CRF accomplished lower $F_1$ score on test set in comparison with BERT architecture, however BERT
| Method   | Bi-LSTM-CRF | BERT - FF | Double Bi-LSTM-CRF | Double BERT - FF | Our Method 4 | Our Method 5 |
|----------|-------------|-----------|--------------------|------------------|--------------|--------------|
| Tim      | 0.85        | 0.88      | 0.84               | 0.88             | 0.84         | 0.88         |
| Per      | 0.69        | 0.78      | 0.67               | 0.78             | 0.67         | 0.78         |
| Geo      | 0.84        | 0.88      | 0.84               | 0.87             | 0.84         | 0.87         |
| Org      | 0.64        | 0.70      | 0.64               | 0.72             | 0.64         | 0.72         |
| Gpe      | 0.95        | 0.96      | 0.95               | 0.96             | 0.96         | 0.96         |
| Nat      | 0.26        | 0.42      | 0.20               | 0.12             | 0.43         | 0.42         |
| Art      | 0.00        | 0.17      | 0.01               | 0.05             | 0.10         | 0.34         |
| Eve      | 0.17        | 0.30      | 0.00               | 0.00             | 0.24         | 0.37         |
| All classes | 0.80    | 0.84      | 0.75               | 0.83             | 0.77         | 0.84         |
| Weighted Average | 0.79 | 0.84      | 0.79               | 0.84             | 0.79         | 0.84         |
| Macro Average | 0.55 | 0.64      | 0.52               | 0.55             | 0.59         | 0.67         |

Table 4. Comparing our methods to baseline based on Bi-LSTM-CRF and BERT-FeedForward on F1 metric. The bold value indicates for the best result. The first version Our Method 4 is modified from Bi-LSTM-CRF and the other based on BERT-FeedForward.

took much more time for training, fine-tuning and inference due to its high complexity. Therefore, both approaches are useful in different circumstances where the trade-off between running time and accuracy is taken into consideration.

All methods we have tried suffered from the problem of highly skewed label distribution. From our perspective, there is no method which can perfectly resolve this issue. We attempted in solving the problem by divide and conquer approach, separating Weak classes from Strong classes and training different models for each group. However, the better solution is still to collect more annotated data for the Weak classes.

During the training process, we realized that there are many wrong annotations in the train/test/dev data. These imperfect annotations might affect the performance of the models, especially in the case of weak classes. Due to limited time of this project, we have not investigated on handling this issue. However, this might be a direction for our future work.

5. Conclusion

In this project, we have proposed a novel procedure to handle sequences labeling problems (NER task) under a highly unbalanced training set. While recent state-of-the-art methods based on Bi-LSTM CRF using embedding features from external resources like BERT just reached a poor performance on categories with fewer training samples, our method can enhance results significantly under such conditions by composing a classification component to locate whether a sentence involves Weak classes. Experiments on test set prove the effectiveness of our method when the score for all Weak classes improved over 50% compared to the baseline. Directions for the future works include investigating prior knowledge into the classification model and jointly training together two model sequences labeling under specific constraints to make our method be more robust under noise and missing data.

References

[1] Lafferty, John, Andrew McCallum, and Fernando CN Pereira. "Conditional random fields: Probabilistic models for segmenting and labeling sequence data.” (2001).
[2] Schlkopf, Bernhard, Alexander J. Smola, and Francis Bach. Learning with kernels: support vector machines, regularization, optimization, and beyond. MIT press, 2002.
[3] Huang, Zhiheng, Wei Xu, and Kai Yu. "Bidirectional LSTM-CRF models for sequence tagging.” arXiv preprint arXiv:1508.01991 (2015).
[4] Graves, Alex, and Jrgen Schmidhuber. "Framewise phoneme classification with bidirectional LSTM and other neural network architectures.” Neural networks 18.5-6 (2005): 602-610.
[5] Graves, Alex, Abdel-rahman Mohamed, and Geoffrey Hinton. "Speech recognition with deep recurrent neural networks.” 2013 IEEE international conference on acoustics, speech and signal processing. IEEE, 2013.
[6] Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding.” arXiv preprint arXiv:1810.04805 (2018).
[7] Nair, Vinod, and Geoffrey E. Hinton. "Rectified linear units improve restricted boltzmann machines.” Proceedings of the 27th international conference on machine learning (ICML-10). 2010.
[8] Hochreiter, Sepp. "The vanishing gradient problem during learning recurrent neural nets and problem solutions.” International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems 6.02 (1998): 107-116.
[9] Chen, Hwann-Tzong, Horng-Horng Lin, and Tyng-Luh Liu. "Multi-object tracking using dynamical graph matching." Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision and Pattern Recognition. CVPR 2001. Vol. 2. IEEE, 2001.

[10] Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." arXiv preprint arXiv:1910.10683 (2019).

[11] Sun, Chi, et al. "How to fine-tune BERT for text classification?." China National Conference on Chinese Computational Linguistics. Springer, Cham, 2019.

[12] Barnes, Jeremy, Roman Klinger, and Sabine Schulte im Walde. "Assessing state-of-the-art sentiment models on state-of-the-art sentiment datasets." arXiv preprint arXiv:1709.04219 (2017).

[13] Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems. 2017.

[14] Yang, Yi. "Convolutional Neural Networks with Recurrent Neural Filters." arXiv preprint arXiv:1808.09315 (2018).

[15] Xie, Jun, et al. "Self-Attention-Based BiLSTM Model for Short Text Fine-Grained Sentiment Classification." IEEE Access 7 (2019): 180558-180570.

[16] Pennington, Jeffrey, Richard Socher, and Christopher D. Manning. "Glove: Global vectors for word representation." Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP). 2014.

[17] James R. Curran and Stephen Clark. 2003. Language independent NER using a maximum entropy tagger. In Proceedings of the seventh conference on Natural language learning at HLT-NAACL 2003 - Volume 4 (CONLL 03). Association for Computational Linguistics, USA, 164167.

[18] Devlin, J., Chang, M. W., Lee, K., and Toutanova, K. (2018). Bert: Pre-training of deep bidirectional transformers for language understanding