Identifying Big Five personality traits based on facial behavior analysis
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The personality assessment is in high demand in various fields and is becoming increasingly more important in practice. In recent years, with the rapid development of machine learning technology, the integration research of machine learning and psychology has become a new trend. In addition, the technology of automatic personality identification based on facial analysis has become the most advanced research direction in large-scale personality identification technology. This study proposes a method to automatically identify the Big Five personality traits by analyzing the facial movement in ordinary videos. In this study, we collected a total of 82 sample data. First, through the correlation analysis between facial features and personality scores, we found that the points from the right jawline to the chin contour showed a significant negative correlation with agreeableness. Simultaneously, we found that the movements of the left cheek’s outer contour points in the high openness group were significantly higher than those in the low openness group. This study used a variety of machine learning algorithms to build the identification model on 70 key points of the face. Among them, the CatBoost regression algorithm has the best performance in the five dimensions, and the correlation coefficients between the model prediction results and the scale evaluation results are about medium correlation (0.37–0.42). Simultaneously, we executed the Split-Half reliability test, and the results showed that the reliability of the experimental method reached a high-reliability standard (0.75–0.96). The experimental results further verify the feasibility and effectiveness of the automatic assessment method of Big Five personality traits based on individual facial video analysis.
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Introduction

Personality refers to the internal tendency and psychological characteristics of an individual’s behavior in social adaptation to people, things, and themselves. Personality affects various aspects such as individual consumption habits, performance ability, interpersonal communication, mental health, and even political stance. Personality assessment has a variety of applications in different fields. Researchers have undertaken a substantial amount of studies on personality, and these studies have covered a
variety of areas, such as the relationship with emotional expression identification (1); personality, affective and cultural aspects (2); healthy behavioral patterns prediction of depression and anxiety (3); prediction of leader performance (4); prediction of compulsive shopping (5); sales prediction of performance (6); achievement motivation (7); and the prediction of political attitudes (8). In addition, it has also been used in a variety of industries such as tourism (9), medicine (10), education (11), and finance (12). However, those studies on personality measurement were primarily based on scales [such as the Minnesota Multiphasic Personality Inventory (MMPI), the Eysenck Personality Questionnaire (EPQ), the Cattell’s 16 Personality Factors Test (16PF), the Edwards Personality Preference Schedule (EPPS), the Five-Factor Personality Inventory (FFPI), and the Big Five Inventory (BFI), et al.]. Although traditional personality scales have the characteristics of high accuracy, scale measurement costs more resources (people and time) and is hard to implement on a large scale. Therefore, this study attempts to find a more efficient, effective, and large-scale test of personality identification method than traditional personality scales.

This paper mentioned that personality traits have been applied to various industries and can increase productivity. Therefore, more enterprises, especially Internet enterprises, have realized that identifying users’ personality traits can help improve and optimize enterprise services. However, due to the need for the active participation of users, the feasibility of obtaining the user’s personality through self-report is very low on scale measurement. Therefore, in order to solve the problem that users are unwilling to self-report, we propose a non-invasive method for predicting personality scores from videos. With the widely used social media (i.e., Tik Tok), the network contains a large amount of user-shared video data. In those videos, the user’s facial movement contains individual personality information. Analyzing this information can identify personal personality traits. On the internet, adolescents are dominant, and their personality and mental health are closely related. Enterprises may provide better mental health services based on non-invasive personality identification. This non-intrusive user personality identification method based on Internet user videos has a significant application value.

Automatic identification of personality traits through machine learning based on various media is a popular research direction recently, such as text (13), images (14-16), morphological analysis (17), and social media (18). This study proposes a novel method to identify personality based on video streams and analyzes the changes in facial expressions when users speak in natural scenes. In this way, speaking under normal circumstances, the expression of users’ emotions is more natural and ecological, and there is a close relationship between facial emotional expression and personality traits (1).

This method is more realistic than text identification because the latter has been affected by the user’s cultural level and expressive ability. Compared with image identification, it’s more continuous. And it’s simpler than morphological analysis, which requires 3D analysis tools and methods. In addition, identifying personality via social media is primarily based on text, images, and users’ personal information (such as career, age, hobbies, et al.). It has the disadvantages of text and image identification and requires users to report their private information voluntarily. Therefore, identifying personality by analyzing facial videos is more accurate and effective than the above methods. Previous research has used CNN (19–21) on facial videos to identify personality, and it worked effectively. In this study, compared with the unsupervised model of CNN, we used several machine learning models of supervised learning. This method helps further analyze which areas of the face are closely related to personality. In addition, this study conducts reliability and validity tests on this method, which can better prove the validity and reliability of this method.

In this study, we chose the BFI as a supplementary scale for personality identification. The BFI contains five dimensions, Agreeableness (A), Conscientiousness (C), Extraversion (E), Neuroticism (N), and Openness (O). The BFI is the most frequently used scale in various research, and the accuracy rate is very high. This study uses the BFI-44 scale, which ensures accuracy and improves operability. The BFI-44 contains 44 questions that examine five dimensions. Unlike other scales with nearly 100 questions, 44 questions are not easy to cause the subjects to be overtired when doing the questions and avoid unpredictable random errors. In addition, unlike scales with too few items, it can also accurately test the personality characteristics of the subjects. The subjects’ BFI-44 scores were used for machine learning training.

By obtaining a small number of subject BFI-44 scale scores and correlating them with the subjects’ video data, we use five commonly used machine learning supervised models for training. This is undertaken to predict other subjects’ personality scores through the machine learning model based on the video data of experimental subjects. The advantage of our method for automatic personality identification is that it can be identified on a large scale and is not easily affected by the subject subjective impressions and learning effects.

Materials and methods

Subject recruitment

The subjects were recruited by publishing announcements. The recruited subjects were required to be above 18 years
TABLE 1 Demographic information of subjects.

| Demographic information | n   | %    |
|-------------------------|-----|------|
| Gender                  |     |      |
| Female                  | 55  | 67.07%|
| Male                    | 27  | 32.93%|
| Marital status          |     |      |
| Single                  | 48  | 58.54%|
| Partnered               | 30  | 36.59%|
| Married                 | 2   | 2.44% |
| Divorced                | 2   | 2.44% |
| Educational background  |     |      |
| Graduated from senior high school or technical secondary school | 2 | 2.44% |
| College student         | 33  | 40.24%|
| Graduate / Vocational college graduation | 21 | 25.61%|
| Graduate student        | 20  | 24.39%|
| Master/PHD              | 6   | 7.32% |

Mean = 22.41, Variance = 17.58.

old, disease-free (free from any mental illness identified by a psychiatrist, no disease affecting the face and facial expressions, and in good health), and with regular language expression ability. Through sample screening, data denoising, and other operations, 82 test samples were obtained from the total 88 samples for this study. This included 27 females and 55 males. The average age was 22.41 years old, and the age variance was 17.58 years old. Note that all the subjects we recruited are Chinese. The demographic information of the subjects is provided in Table 1.

Data collection

First, we introduced the purpose and steps of the experiment to the subjects according to the instruction language. Subsequently, we asked the subjects to sign an informed consent form and registered the subjects’ personal information, and presented them with a speech outline as follows:

(1) Please introduce yourself and your hometown in detail.
(2) Please introduce your major and your research work during your studies in detail, or Introduce your current industry and specific job content.
(3) Please tell us about your future plans and what kind of work you would like to do.

Second, the subjects had 5 min to prepare. Subsequently, the subjects completed a speech of at least one and a half minutes, and we used a camera to record the subjects’ facial movements during their speech. Subsequently, all subjects need to fill in the BFI-44. The score distribution of BFI-44 from them are shown in Figure 1.

Data processing

In this study, we used the Openpose (22) open source code package to process the video and obtained the two-dimensional coordinates (x, y) of the 70 key points of the face (Figure 2) of the subjects in each frame of the video. The “x” represents the pixel distance between the key point and the zero coordinate (0, 0) in the upper left corner of the each frame graph of the user’s video in the horizontal direction, and the y point represents the pixel distance between the key point and the zero coordinate in the vertical direction. The frame rate of the video is 25 frames per second. Means the camera can record 25 frames of coordinate tracks of each key point in 1 s.

Considering that the subjects had a transition period to enter the experimental state at the beginning of the recording, the facial changes during this transition period may have produced random errors. Consequently, to reduce or avoid these errors, we removed the first 4 s (100 frames) of the video.

Data smoothing

During the video recording process, due to the micro-motion reaction of the face, the slight vibration of the environment, and the change of light, the test subjects were affected, causing random errors. Therefore, we used mean smoothing to reduce random errors. The average smoothing process takes the current frame of the face key point P as the center and uses a certain number of W image frames adjacent to the same P point as a window (W = 3 in this experiment). Subsequently, it calculates the average value of all P points in a window. Then the average value of the x-axis or y-axis data is used as the new value of point P, and it is calculated every frame by sliding the window backward.

Frame difference processing

Due to the height difference of each subject, the starting position of the subject’s face was also different when they were recorded. We used the frame difference method to subtract the coordinates of the previous frame of the point P from the coordinates of the current frame of the point P. Subsequently, we took the absolute value and finally found the frame difference coordinates of the point P on the x-axis and the y-axis respectively. The data processed by the frame difference can avoid systematic errors caused by the difference in the height of the subjects, and simultaneously, we focused on the changing trends of the subjects’ faces on a time axis.
FIGURE 1
The score distribution of BFI-44 on five dimensions.
Select foundation data

We selected the data of N frames (N can be 500, 750, or 1,000 frames; N = 750 used in this experiment) as the foundation data. It’s 70 key points on the face. Each of them is represented by $p^i$, where the letter i represents the serial number of key points from 0 to 69, and the numbers of all key points are shown in Figure 2. Each foundation data contains 750 frames. Each frame includes the x and y coordinates of the key points. Represent as $p^i(x_n^i, y_n^i)$, where the letter i is the serial number of the key point and the letter n is the frame serial number.

Remove noise data

When subjects are recording, irrelevant body movements affect the research data, such as turning the entire head and nodding the head up and down. This study primarily analyzed the relationship between facial movements and the Big Five personality traits, and these irrelevant limb movements can create data noise. In machine learning, the existence of noise seriously affects the training effect of the model. It results in a decrease in the prediction effect of the model. Therefore, it is necessary to process the noise data. We calculated the mean of the feature dimensions obtained by each sample, identified the data that exceeded the mean value by three standard deviations as noise data, and deleted the noise data. There are 88 samples in total. Six noise samples were removed, and 82 valid sample data were retained final.

Correlation analysis between facial key point movement and personality score

To explore the relationship between facial activity and personality. We performed a correlation analysis between facial movement and the scores of the BFI-44 and a high-low group T-test. It was used to support the technical feasibility of personality identification based on facial video analysis. Consequently, we calculated the mean and variance of the displacement change of each key point in the X-axis and Y-axis based on 750 frames of data. The mean and variance of the ith point on the X-axis and Y-axis are represented by $P^i_X_{MEAN}$, $P^i_X_{VAR}$, $P^i_Y_{MEAN}$, $P^i_Y_{VAR}$. Each subject has 280(70*2*2) features, consisting of 70 key points, two dimensional coordinates, and two types of values (Mean and Variance). Therefore 82 subjects can obtain a two-dimensional array of 82*280 data. The mean feature can reflect the average magnitude of the subject’s facial movement in each frame, and the variance feature can reflect the intensity of their facial movement. In the correlation analysis, after calculating the Pearson correlation coefficient $R$-value and $p$-value with the mean and variance characteristics and the scores of the five dimensions of the BFI-44 of the 82 samples, we found that facial movement was significant in the Agreeableness dimension. However, not a case ($p < 0.05$) was found in the other four dimensions (Table 2). The significant performance

| Feature of face keypoint | Agreeableness |
|--------------------------|----------------|
| $P^4_{X\_VAR}$          | -0.231*        |
| $P^5_{X\_VAR}$          | -0.219*        |
| $P^6_{X\_VAR}$          | -0.222*        |
| $P^7_{X\_VAR}$          | -0.246*        |
| $P^8_{X\_VAR}$          | -0.246*        |
| $P^9_{X\_VAR}$          | -0.233*        |
| $P^9_{Y\_VAR}$          | -0.226*        |
| $P^{10}_{X\_VAR}$       | -0.221*        |

*p < 0.05.
### TABLE 3  High-low grouping T-test.

| Feature of face key point | Openness |
|---------------------------|----------|
|                           | High grouping | Low grouping | T-value | p-Value |
|                           | Mean | Variance | Mean | Variance |          |          |
| P11_Y_VAR                 | 0.149 | 0.007 | 0.103 | 0.003 | 2.126 | 0.039 |
| P12_Y_MEAN                | 0.4   | 0.008 | 0.334 | 0.007 | 2.503 | 0.016 |
| P13_Y_MEAN                | 0.384 | 0.007 | 0.317 | 0.008 | 2.496 | 0.017 |
| P13_Y_VAR                 | 0.145 | 0.006 | 0.096 | 0.003 | 2.297 | 0.027 |
| P14_Y_MEAN                | 0.392 | 0.008 | 0.328 | 0.008 | 2.225 | 0.031 |
| P15_Y_MEAN                | 0.395 | 0.006 | 0.331 | 0.004 | 2.319 | 0.025 |

### TABLE 4  30 time series features.

| Feature name | Description |
|--------------|-------------|
| Maximum      | Calculates the highest value in a set of values |
| Minimum      | Calculates the lowest value in a set of values |
| Mean         | Average of a set of values |
| Variance     | Variance of a set of values |
| standard deviation | Standard deviation of a set of values |
| Skewness     | Sample skewness of a set of values (calculated with the adjusted Fisher-Pearson standardized moment coefficient G1) |
| Kurtosis     | The kurtosis of a set of values (calculated with the adjusted Fisher-Pearson standardized moment coefficient G2) |
| Median       | Median of a set of values |
| abs_energy   | Absolute energy of a set of values which is the sum over the squared values |
| absolute_sum_of_changes | Sum over the absolute value of consecutive changes in a set of values |
| variance_larger_than_std | Denoting if the variance of a set of values is greater than its standard deviation. Return Int value |
| count_above_mean | Number of values in a set of values that are higher than the mean of itself |
| count_below_mean | Number of values in a set of values that are lower than the mean of itself |
| first_location_of_maximum | First location of the maximum value of a set of values |
| first_location_of_minimum | First location of the minimum value of a set of values |
| last_location_of_maximum | Relative last location of the maximum value of a set of values |
| last_location_of_minimum | Last location of the minimum value of a set of values |
| has_duplicate | Checks if any value in a set of values occurs more than once |
| has_duplicate_max | Checks if the maximum value of a set of values is observed more than once |
| has_duplicate_min | Checks if the minimum value of a set of values is observed more than once |
| longest_strike_above_mean | Length of the longest consecutive subsequence in a set of values that is bigger than the mean of itself |
| longest_strike_below_mean | Length of the longest consecutive subsequence in a set of values that is smaller than the mean of itself |
| mean_abs_change | Mean over the absolute differences between a set of values |
| mean_change | Mean over the absolute differences between a set of values |
| percentage_of_reoccurring_datapoints_to_all_datapoints | Percentage of unique values that are present in a set of values more than once |
| ratio_value_number_to_time_series_length | The factor is one if all values in a set of values occur only once and below one if this is not the case |
| sum_of_reoccurring_data_points | Sum of all data points that are present in a set of values more than once |
| sum_of_reoccurring_values | Sum of all values that are present in a set of values more than once |
| sum_values | Sum over a set of values |
| range | Calculates the range value of a set of values |
of Agreeableness is predominantly concentrated in the X-axis variance of points four to 10 and the Y-axis variance of point nine. In addition, we found a negative correlation between facial motion and Agreeableness. According to the 4–10 point distribution map, these points are primarily distributed from the right jawline to the chin contour. Therefore, Agreeableness is significantly correlated with the movement of the right jawline contour of the face to the chin contour.

In the T-test for high and low grouping, the data processing is similar to that of correlation analysis, except that we divided the original 82 samples into two samples based on the five-dimensional scores of the BFI-44. In addition, each dimensional of BFI-44 has two samples (A and B). A is the top 27% of the sample with the highest score and B is the top 27% of the sample with the lowest score. T-test was performed on samples A and B of each dimension of BFI-44. The results indicated that only the Openness dimension showed significant differences (Table 3). Furthermore, the difference highlighted a positive correlation. In addition, we found that Openness is significantly related to points 11–15 on the face, and 11–15 are mainly distributed on the left cheek's outer contour. Therefore, Openness is significantly related to the movement of the left cheek's outer contour.

However, we only found the linear relationship between a few face key points and two dimensions of the Big Five (Agreeableness and Openness.), this result suggests that faces are related to personality. We consider that the relationship between the face key points and personality traits is not only linear but maybe non-linear. Like the experiment (19), use all the face key points trained by the CNN model, and obtain a good result. Therefore, we attempted to train models with all the face key points later.

Model building

In the previous correlation analysis, we found that the dimensions of Agreeableness and Openness are significantly correlated with facial movements (mainly linear correlations). However, there may be non-linear correlations with facial movements in the other three dimensions. Therefore, we attempted to find their non-linear correlation through computational learning algorithm models. Simultaneously, we used a linear model as a reference to compare it with other non-linear models.

Feature extraction

We passed the data of 750 frames of each point to the x-axis and y-axis to the “tsfresh” (23) tool to obtain 30-time series features, such as minimum and maximum. All of the time series features are shown in Table 4. Each sample includes 4200 features [70 key points * two coordinates (x and y) * 30-time series features] through feature extraction.

Feature dimensionality reduction

We have only 82 samples. Each sample included 4,200 feature dimensions. Compared to the number of samples, there are too many feature dimensions. In machine learning, too many features result in an overly complex model design. The complex model often leads to overfitting in the model training. Overfitting means that the model prediction accuracy on the training set is very high, but on the test set is low. Simultaneously, a complex model also renders the time and resource consuming during the model training process. Therefore, we used PCA to reduce the feature dimension. Due to the requirement of PCA feature dimensionality reduction, the number of feature dimensions after dimensionality reduction cannot be higher than the number of samples (82) and the total number of features (4,200). Consequently, we chose 25 and 30 dimensions as the number of feature dimensions after the principal components analysis (PCA) (24) dimensionality reduction for comparison. It's also consistent with the research results that the model training results are better when the number of PCA is ≥25 (25).

Results

This study selected five commonly used regression machine learning algorithms, including LinearRegression (LR), SVR, RandomForestRegressor (RFR), XGBRegressor (XGB), and CatBoostRegressor (CBR), to construct an automatic identification model of the BFI-44 based on facial analysis. In the model evaluation, we used the three-fold cross-validation method and calculated the Pearson correlation coefficient between the predicted value of the training model and the value obtained by the BFI-44 to evaluate the model prediction accuracy. The results are shown in Table 5. It indicates that the prediction effect of CatBoostRegressor is best in the aggregate case, and the correlation coefficients of the five dimensions of BFI-44 all reach above 0.3 and about medium correlation.

Split-half reliability of the model

Reliability is a crucial evaluation index for the reliability of the training model, among which the Split-Half reliability is a conventional method for evaluating internal consistency. This experiment uses the odd-even frame split-half reliability to check the model reliability. We divided each frame of the
TABLE 5 Results of the personality identification model.

| Model | A Pearson | MAE | C Pearson | MAE | E Pearson | MAE | N Pearson | MAE | O Pearson | MAE |
|-------|-----------|-----|-----------|-----|-----------|-----|-----------|-----|-----------|-----|
| LR    |           |     |           |     |           |     |           |     |           |     |
| PCA = 25 | 0.107   | 35.94 | 0.044     | 3.86 | 0.033     | 4.64 | 0.004     | 23.2 | 0.159     | 3.71 |
| PCA = 30 | 0.15     | 34.5  | 0.177     | 3.77 | -0.011    | 3.95 | 0.035     | 25.3 | -0.009    | 4.48 |
| SVR   |           |     |           |     |           |     |           |     |           |     |
| PCA = 25 | 0.231   | 3.59  | 0.174     | 3.42 | 0.043     | 3.59 | -0.009    | 3.81 | 0.139     | 4.35 |
| PCA = 30 | 0.166   | 2.88  | 0.313     | 3.12 | 0.138     | 3.2  | 0.088     | 3.85 | 0.158     | 3.96 |
| RFR   |           |     |           |     |           |     |           |     |           |     |
| PCA = 25 | 0.338   | 2.23  | 0.349     | 3.28 | 0.318     | 4.65 | 0.423     | 2.77 | 0.359     | 2.86 |
| PCA = 30 | 0.338   | 3.73  | 0.32      | 3.43 | 0.36      | 3.96 | 0.307     | 4.35 | 0.404     | 2.41 |
| XGB   |           |     |           |     |           |     |           |     |           |     |
| PCA = 25 | 0.265   | 4     | 0.32      | 7.96 | 0.476     | 2.95 | 0.295     | 1.32 | 0.227     | 5.17 |
| PCA = 30 | 0.341   | 8.69  | 0.388     | 6.94 | 0.307     | 2    | 0.293     | 2.67 | 0.382     | 1.87 |
| CBR   |           |     |           |     |           |     |           |     |           |     |
| PCA = 25 | 0.416   | 4.4   | 0.37      | 4.66 | 0.412     | 3.14 | 0.421     | 4.39 | 0.39      | 3.33 |
| PCA = 30 | 0.395   | 4.51  | 0.385     | 4.71 | 0.387     | 3.68 | 0.386     | 2.58 | 0.432     | 3.69 |

Bold values indicates the best model.

TABLE 6 Split-half reliability.

| Model         | A     | C     | E     | N     | O     |
|---------------|-------|-------|-------|-------|-------|
| CBR (PCA = 25)| 0.96  | 0.927 | 0.756 | 0.815 | 0.864 |
| CBR (PCA = 30)| 0.931 | 0.96  | 0.824 | 0.834 | 0.883 |

Discussion

The results (Table 2) of this study indicated that only the Agreeableness dimension showed a significant negative correlation with the facial point movement ($p < 0.05$). Furthermore, the relevant facial points were concentrated in the right jawline to the chin contour. Previous Studies support these results, and the study (26) shows that the accuracy of the right face is significantly higher than that of the left face in the emotional stability, intelligence/ imagination, and health. Another study (27) indicates that emotionally stable, healthy individuals also showed higher scores in Agreeableness. It may be because the peoples with high Agreeableness scores have relatively stable emotions and relatively high mental health, and they do not readily show plenty of expressions on their faces, so there is a negative correlation between Agreeableness and facial movements. Furthermore, the higher the Agreeableness score, the smaller the facial movement amplitude.

From the T-test results in Table 3, we found a significant difference in the facial point changes on the left cheek’s outer contour between the high and low groups on the Openness dimension ($p < 0.05$). The change range of the key points of the face is higher than that of the low Openness group. In previous studies, we found an evidence that people with more asymmetrical faces scored higher on Openness in one study (28). In addition, this explains why the higher the Openness score, the greater the facial movement, and why the difference appears only on one side of the face. However, it does not explain why the difference appears on the left cheek’s outer contour. Consequently, we hypothesize that individuals with high scores in the Openness dimension have abundant expressions on the left cheek’s outer contour than those with low scores and that the left cheek’s outer contour has a greater range of motion.

In this study, we used five machine learning models for training based on the scores of the five dimensions of the Big Five. Subsequently, we calculated the Pearson correlation coefficient between the predicted value obtained by the training model and the value obtained by the subjects’ BFI-44. The comparison indicates a certain degree of correlation between the predicted value and the value of BFI-44. However, there are also differences in the identification performance of each model. The results show that LR has the worst effect, indicating
it's no simple linear relationship between the movement laws of various points on the face and the Big Five. RandomForest and CatBoost algorithm models, whether PCA = 25 or PCA = 30, have correlation coefficients above 0.3 in the five dimensions of personality. In addition, different algorithms show consistency higher than the correlation coefficient of 0.3, showing that it's feasible to identify the Big Five personality by face, and the CatBoost algorithm is best (29) in the aggregate case. The highest scores of the 5 dimensions appear in Agreeableness: CBR (PCA = 25, $R = 0.416$), Conscientiousness: XGB (PCA = 30, $R = 0.388$), Extraversion: XGB (PCA = 25, $R = 0.476$), Neuroticism: RFR (PCA = 25, $R = 0.423$), and Openness: CBR (PCA = 30, $R = 0.432$). Furthermore, different machine learning models have corresponding advantages for different dimensions of the Big Five personality, and differences in PCA will also affect the training effect of the algorithm. This result provides a direction for our follow-up research. We can explore more machine learning algorithm models and more PCA options. In addition, according to the result of the Split-Half reliability test, The value of Split-Half reliability on CBR in the case of PCA = 25 is 0.756, below 0.8, and other dimensions are higher than 0.8. Furthermore, even the Split-Half reliability values of individual dimensions are >0.95, which shows the high reliability of this experiment and provides reliable data support for in-depth research.

Although PCA is a good dimensionality reduction algorithm, the selected features cannot be backtracked after dimensionality reduction. This study abandoned the unsupervised machine learning method (such as CNN) and uses the supervised learning method to find key points of the face that are closely related to the Big Five personality. After using the PCA dimensionality reduction algorithm to prove that supervised learning can also effectively identify the Big Five through facial video, follow-up experiments can use dimensionality reduction algorithms that can retain the original feature information to look for correlations between facial key points and the Big Five.

In addition, we used 750 frames of video data from each user as the foundation data, consulted related literature, and found no evident standards. We considered that more frame data contain rich information about personal movement and help personality identification. Simultaneously, excessive frame data affect the training efficiency and generalization of models. After comprehensively considering, we chose 30 s (750 frames) of video to train models. In further research, we should explore the influence of video duration on the accuracy of personality identification.

The number of samples recruited in this study was 88, and only 82 were left for use after denoising samples in the later stage. Too small learning samples directly affect the model generalization ability and prediction effect (30). In addition, the distribution of samples is relatively concentrated because 40% of the subjects were recruited from campus. Furthermore, the homogeneity of samples is serious. It also affects the model generalization ability and prediction effect. Future research should increase the sample size while covering various industries and age groups.

In this study, we recorded the subject videos at a fixed position and a fixed distance from the camera. Significant movement of the subject's head and the distance from the camera directly affect the value of the subject's facial point movement difference frame. If this study applies to actual usage scenarios, a person cannot stand in a fixed position to identify. Therefore, how to accurately identify the subject's facial features according to the camera distance in the dynamic is a higher requirement for our subsequent research.

Conclusion

According to Pearson's correlation analysis, the high-low group T-test, and the model prediction results, this study proposes a new, feasible, and effective method for identifying personality traits through ordinary video analysis. This method solves a series of shortcomings of only using questionnaires (Learning effect, intentional concealment by the subjects, large-scale time-consuming, laborious, et al.), which presents the possibility for large-scale application. In addition, this study has limitations such as too few test samples, insufficient generalization of test samples, limitations of video shooting methods, and limitations of video identification capabilities. These limitations make the training of the model not optimal. Future research should seek to solve these problems in order to better apply to the realistic environment.
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