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Abstract

In this paper, we report experiments on Few- and Zero-shot Knowledge Graph completion, where the objective is to add missing relational links between entities into an existing Knowledge Graph with few or no previous examples of the relation in question. While previous work has used pre-trained embeddings based on the structure of the graph as input for a neural network, nobody has, to the best of our knowledge, addressed the task by only using textual descriptive data associated with the entities and relations, much since current standard benchmark data sets lack such information. We therefore enrich the benchmark data sets for these tasks by collecting textual description data to provide a new resource for future research to bridge the gap between structural and textual Knowledge Graph completion. Our results show that we can improve the results for Knowledge Graph completion for both Few- and Zero-shot scenarios with up to a two-fold increase of all metrics in the Zero-shot setting. From a more general perspective, our experiments demonstrate the value of using textual resources to enrich more formal representations of human knowledge and in the utility of transfer learning from textual data and text collections to enrich and maintain knowledge resources.
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1. Introduction

Knowledge graphs are formalized representations of world knowledge, useful in many tasks such as Question Answering, Language Representation Learning and Recommender Systems (Ji et al., 2021). They consist of nodes representing entities of interest and directed edges representing different relations between the entities. A Knowledge graph is frequently incomplete: not every relation has been observed at the time its construction (Xiong et al., 2018; Min et al., 2013). This is the basis for the Knowledge Graph completion task: to infer missing links, given a graph. More formally, Knowledge Graphs can be described as a set of triplets \((h, r, t)\) with a head entity \(h\), a tail entity \(t\), and the relationship \(r\) defining their connection. A Knowledge Graph can therefore be described as \(KG \subseteq E \times R \times E\), where \(E\) denotes the set of entities and \(R\) is the set of relationship types.

Knowledge Graph completion is mostly addressed by scoring candidate triplets \((h, r, t)\) for relation \(r\) by some assigned validity score. True or valid triplet candidates rank higher by the validity score and false ones lower. Previous work (Bordes et al., 2013; Yang et al., 2015; Dettmers et al., 2018; Sun et al., 2019) have moved a Knowledge Graph to a Euclidean vector space, assigning each entity and relation a \(d\)-dimensional vector. These vectors are then trained, given a scoring function \(f(\cdot)\), to either maximize the score \(f(h, r, t)\) for true triplets and minimize the score \(f(h, r, t)\) for false ones. Examples of these include \textbf{TransE} (Bordes et al., 2013) and \textbf{DistMult} (Yang et al., 2015) and we refer to this type of Knowledge Graph embeddings as \textit{structure-based}, as they fully and solely rely on the structure of the Knowledge Graph.

However, as pointed out by Xiong et al. (Xiong et al., 2018), structural Knowledge Graph embeddings often fall short in predicting relations seldom observed in the graph. To alleviate this issue, previous works have framed the problem in a \textit{Few- or Zero-shot} learning scenario, gaining considerable improvements in completing links for rare relations. To the best of our knowledge, no one has yet successfully, in a few- or zero-shot setting, addressed this task by beginning only from the textual descriptions available in the actual Knowledge Graph: instead, previous efforts have focussed on mainly leveraging the structure of the graph. Our work enriches two Knowledge Graph benchmark data sets with texts associated with them and uses those texts for inferring missing relations with greatly improved results compared to a structural representation.

Few-shot and Zero-shot learning are learning frame-
works where an existing pre-trained representation is quickly adapted to new tasks with a very small amount of previously seen examples, or none at all. They both rely on the existing representation having been previously trained on suitably large and general data, and then leverage this external knowledge to predict for the unseen or rarely seen cases (Chen et al., 2021a).

Previous approaches for Few- and Zero-shot Knowledge Graph completion have used a transfer learning approach by first leveraging structural pre-trained Knowledge Graph embeddings to embed incoming triplets to the network trained on an existing Knowledge Graph (see Figure 1A). While this has proven successful, it is limited to the information derived from the structure of the graph and requires explicit and costly training on the Knowledge Graph at hand. This pre-training process requires careful consideration during training (Ruffinelli et al., 2019). Word embedding representations such as Word2Vec or GloVe, and recent transformer-based models such as BERT (Mikolov et al., 2013; Pennington et al., 2014; Devlin et al., 2019), on the other hand, are usually trained on larger corpora of knowledge, and promise to be useful if combined with an appropriate meta-learning architecture. Additionally, zero- and few-shot knowledge graph completion methods today inherently capture the structure of the graph by design, which allows us to simultaneously leverage structural and textual information by starting with textual features.

In this paper we represent the entities \(h, t\) and relations \(r\) of a Knowledge Graph by using word embeddings trained on general textural resources to allow us to infer the validity of suggested \((h, r, t)\) triplets through their textual descriptions. This allows us to capture relationships that have little support in structural examples used by previous approaches. Using previously published benchmarks, enriched by us with textual labels, we experimentally demonstrate an up to a two-fold increase in performance.

2. Data sets

For these experiments, we use benchmarks based on two well-established knowledge graphs: NELL (Mitchell et al., 2018) and Wikidata (Vrandečić and Krötzsch, 2014) and the Wikidata benchmarks Wiki-ZS (Qin et al., 2020) and Wiki-One (Xiong et al., 2018). The benchmark data sets Wiki-One and Wiki-ZS do not include textual descriptions of entities and Wiki-One does not have textual descriptions for relations. As part of our experimentation, we therefore enrich these benchmark sets. We collect textual descriptions\(^1\) for every entity in the Wiki-One and Wiki-ZS data sets and for the relations in the Wiki-One data set and add more relational descriptions for the NELL-One and Wiki-One data sets.

Wiki-One and Wiki-ZS Wiki-One and Wiki-ZS are both subsets of the Wikidata knowledge base (Vrandečić and Krötzsch, 2014). This data set is significantly larger, as they both are subsets from a Wikidata dump from 2018. Both relations and entities are defined by their ID, a string starting with \(Q\) for entities and \(P\) for relations, followed by a number.

For NELL-ZS and Wiki-ZS, the test, validation, and training sets for Knowledge Graph completion benchmarks have thorough textual descriptions collected by Qin et al. (Qin et al., 2020), but they lack textual features for all entities. However, the relations included in Wiki-One but excluded from Wiki-ZS have no textual descriptions. Our work completes these data sets for the entities and relations without text, and by doing so, we broaden the type of methods applicable to these data sets.

Expanding Wiki-One and Wiki-ZS In the Wiki data sets, the entities in the data set are only represented by their IDs. To enrich the data set, we collect three types of textual information for the entities and relations from the Wikidata knowledge base on which the data sets are based.

- label: The label is usually the name of the entity, such as a person’s or a location’s name.
- description: A brief textual description of an entity which can be in any of several languages.
- For entities, we also collect the attribute instance of, described as “that class of which this subject is a particular example and member”\(^2\).

Some examples of textually enriched entities and relations are shown in Table 2. The descriptors were downloaded for all existing entities and relations contained in the Wiki-One and Wiki-ZS data sets. The knowledge base on which these data sets are based evolves continuously, illustrating the necessity for updating representations: out of the 4,838,244 entities in the data set snapshot, 16,779 (≈ 0.35\%) had been deleted from the Wikidata Knowledge Base and thus lack descriptive labels and texts. These entities were labeled with “Unknown”. Besides the deleted entities, 404,298 entities (≈ 8\%) lacked labels in any language, 307,649 lacked description texts, and 2697 had no superclass instance attribute as shown in Table 3.

These collected data were first split into two sections: one with entities and relations where both English labels and description texts were present and another section where entities and relations lack either a label or a description text in English.

For entities in the latter section, we included every available description and label from thirteen languages: English, French, Spanish, Italian, Portuguese, Chinese, English, French, Spanish, Italian, Portuguese, Chinese, and Russian.

\(^1\)Available at: https://bit.ly/3MHCyXV

\(^2\)Described at https://www.wikidata.org/wiki/Property:P31
Table 1: Data sets used in the experiments. Word count denotes the number of words per entity and relation on average, with its standard deviation. Split denotes the number of relations in each pre-defined split (train, validation and test) of the data sets.

| Setting   | Data set      | # Ent. | # Rel. | # Triplets | Splits          | Word count |
|-----------|---------------|--------|--------|------------|-----------------|------------|
| Few-shot  | NELL-One      | 68,545 | 358    | 181,209    | 51/5/11         | 3.3 ± 1.2  |
|           | Wiki-One      | 4,838,244 | 822  | 5,829,240 | 133/16/34       | 8.6 ± 5.1  |
| Zero-shot | NELL-ZS       | 65,567 | 181    | 188,392    | 139/10/32       | 3.3 ± 1.1  |
|           | Wiki-ZS       | 605,812 | 537   | 724,967    | 469/20/48       | 10.3 ± 5.5 |

Table 2: Examples of the entities and relations for both the Wiki and NELL benchmarks, with their textual enrichment data.

### Wiki
- **Entities**:
  - Q8180 Feyzin disaster (desastre)
  - Q83115 Fantasy World Dizzy (video game)
  - Q4776245 Antonia Juhasz (American journalist)
  - Q17528437 Church of St Mary (historic church)

- **Relations**:
  - P37 official language (language designated as official)
  - P129 physically interacts with (physical entity that subject interacts with)
  - P277 programming language (in which software is developed)
  - P2632 place of detention (place where this person is detainted)

### NELL
- **Entities**:
  - concept:company:kmau (kmau)
  - concept:male:ability (ability)

- **Relations**:
  - concept:colorofobject color of object (Object has color)
  - concept:lakeinstate lake in state (The state/province a river is in.)

Table 3: Deleted and missing entries in the data sets collected from the Wikidata knowledge base.

|       | Total | Deleted | No label | No description | No instance |
|-------|-------|---------|----------|----------------|-------------|
| Entities | 4,838,244 | 16,779 | 404,298 | 307,649 | 2,697 |
| Relations | 822 | 2 | 0 | 0 | N/A |

Table 4: The different languages from which the descriptive texts were translated, and the number of items translated to English from each language.

| Language | MarianMT model | # Labels | # Descriptions |
|----------|---------------|----------|----------------|
| Arabic   | opus-mt-ar-en | 22,082   | 93,148         |
| Chinese  | opus-mt-zh-en | 150,654  | 1,591          |
| Dutch    | opus-mt-nl-en | 73,938   | 151,658        |
| French   | opus-mt-roa-en | 75,632  | 65,338         |
| German   | opus-mt-de-en | 59,371   | 158,969        |
| Italian  | opus-mt-roa-en | 12,856  | 9,870          |
| Japanese | opus-mt-ja-en | 13,971   | 7,791          |
| Korean   | opus-mt-ko-en | 314      | 63             |
| Russian  | opus-mt-ru-en | 141,800  | 26,520         |
| Portuguese | opus-mt-roa-en | 7,284   | 1,409          |
| Spanish  | opus-mt-roa-en | 23,783  | 13,188         |
| Swedish  | opus-mt-sw-en | 76,099   | 30,172         |

Total: 657,785 translated texts, 559,830 from these.

An attempt to structurally structure the knowledge of the internet. Both data sets consist of about 65,000 entities and a few hundred relations, with each entity and relation defined by an ID which constitutes a descriptive phrase which defines the concept it refers to. These IDs have been segmented into words by us, provided in the enriched data set resource. While we retrieved longer tex-
tual descriptions for the relations through their definitions from the NELL knowledge base through its metadata and therefore extended the NELL data sets for our tasks (Mitchell et al., 2018), we were not able to obtain longer textual descriptions for the entities. This gives us less informative textual features for this data set, but provides us with a comparison between scenarios where textual descriptions are sparse and where they are verbose, as in the Wiki-One and Wiki-ZS cases. For examples of entities from the NELL graph, we refer to Table [2] For entities, we use the instance relation and the definition phrase as the label; for relations only the definition phrase is used, again as the label.

Figure 2: Cumulative distributions of the number of words in the Wiki-One and NELL-One texts.

3. Related work

**Few-shot Learning**  Few-shot learning, also known as meta learning (Huisman et al., 2021), has the objective to quickly adapt a representation to new tasks barely seen in the data before. This is done by using a support set $S_T$ and a query set $Q_T$ for every task, and the support set size is usually very small, usually of a size t to 5. In a Knowledge Graph completion scenario, a task $T$ involves predicting the correctness of triples for some relationship $t$. Using a support set of true examples $S_r = \{(h,r,t) \mid h, t \in \mathcal{E}, r \in \mathcal{R}_{few}\}$, and a set of queries $Q_r = \{(h,r,t) \mid h, t \in \mathcal{E}, r \in \mathcal{R}_{few}\}$, the objective is to predict whether the query triples are true or not. By moving to a K-shot scenario using $K$ examples in every iteration, one optimally leverages the examples obtained previously for a specific task by using a neural meta-learning approach. These are either similarity-based, such as Matching or Prototypical Networks (Vinyals et al., 2016; Snell et al., 2017) or optimization-based, like Model-Agnostic Meta Learning (MAML) (Finn et al., 2017).

**Zero-shot Learning**  Zero-shot learning refers to the task of predicting classes and tasks previously not seen at all (Geng et al., 2021; Chen et al., 2021a). When the Zero-shot learning is Knowledge-based (as is in our case) one uses some auxiliary information to align the task at hand and enable a neural model to predict the unseen classes.

**Knowledge Graph Completion**  Most Knowledge Graph completion methods are structural, i.e., completely relying on the structure of the Knowledge Graph, and move the entities and relations into either a joint or two separate Euclidean spaces $\mathbb{R}^D$ by using the information given by the graph’s structure. For many Knowledge Graph embedding methods, a set of true $(h, r, t)$ and false triplets $(h, r, t')$, are sampled in each iteration. A contrastive loss is then used as in (1) to maximise the score for true triplets and minimize it for false ones. In both Zero- and Few-shot Knowledge Graph Completion, this has been used as the main objective function.

$$L = \sum_{(h,r,t)} \sum_{(h,r,t')} \gamma + \text{score}(h,r,t) - \text{score}(h,r,t')$$  (1)

Two examples of structural embeddings are TransE (Bordes et al., 2013) and DistMult (Yang et al., 2015). While TransE is optimized to be additive such that the embedding of the head and the relation added approximates the tail through addition, such that $h + r \approx t$, DistMult is optimized to translate in a multiplicative such that $h \cdot r \approx t$.

Several previous efforts in Knowledge Graph completion have demonstrated the effectiveness of exploiting textual information (Hu et al., 2021; Xiao et al., 2017; Xie et al., 2016; Socher et al., 2013). Xiao et al. (Xiao et al., 2017) projected the Knowledge Graph embedding space onto the word embedding space by using textual features, and Xie et al. (Xie et al., 2016) used both the structure and the descriptions of the entities to create a model capable of Zero-shot learning. The model for Knowledge Graph embeddings by Xie et al was built jointly from both structural and textual descriptions and proved useful in a Zero-shot context as well. This shows how a richer representation of Knowledge Graph content is useful in a cold-start or a Zero-shot situation. Our experiments are designed to show how this holds for relation triple inference as well, specifically for unseen relations.

**Setting**  In both Few- and Zero-shot Knowledge Graph Completion, we consider the setting of having a background knowledge graph $BG$ : $(\mathcal{E} \times \mathcal{R} \times \mathcal{E})$ where $\mathcal{E}$ is the set of all entities and $\mathcal{R}$ is the set of common relations. The task is to predict likely triplets for a set of rare or unseen relations $\mathcal{R}_{few} = \{r_1, \ldots, r_{|\mathcal{R}_{few}|}\} | \mathcal{R}_{few} \cap \mathcal{R} = \emptyset$. In each training iteration, a correct triplet $(h, r, t), r \in \mathcal{R}_{few}$ and a query triplet $(h', r', t)$ are sampled, where $\mathcal{R}_r$ is a set of true triplets for a task relation is used as a support example. In few-shot learning, a support set $S_r$ is also sampled.

**Few-shot Knowledge Graph completion**  Few-shot Knowledge Graph completion has been done both through similarity-based (Xiong et al., 2018; Zhang et al., 2020; Sheng et al., 2020) and MAML-based approaches (Chen et al., 2019; Lv et al., 2019). One of the first published studies is GMatching (Xiong et al., 2018).
in a one-shot relational learning setting in which the one-hop neighborhood graph around each head and tail entity was aggregated by summing up embeddings of every entity and relation within one hop from the entity. The query and support triplet were then inserted into an LSTM-based Matching Network (Vinyals et al., 2016), producing a score reflecting the likelihood of the query. A similar work, improving and extending upon GMatching was FSRL (Zhang et al., 2020), by using attention mechanisms to weight neighbors differently. However, these attention vectors were static for an entity and did not change over relations. As in the example originally given by (Sheng et al., 2020), the entity Microsoft might be more important than Melinda Gates when predicting for task relation CeoOf, and the opposite might be true in the case of FatherOf. (Sheng et al., 2020) therefore introduced the Adaptive Attentional Network (FAAN) which we explain in more detail in Section 4.2.

**Zero-shot Knowledge Graph completion** One of the first published studies moving Knowledge Graph completion to a zero-shot setting was DKRL (Xie et al., 2016), a deep convolutional neural network. That work shows that using textual descriptions combined with a structural embedding approach a deep Convolutional Neural Network (CNN) is able to learn to complete triplets for unseen entities.

Our experiments focus on Zero-shot learning where the relations to be inferred have not previously appeared in the Knowledge Graph under consideration. Some previous efforts in this direction include the Zero-shot Generative Adversarial Network (ZS-GAN) (Qin et al., 2020) and the Ontological Zero-shot Learning (OntoZSL) model (Geng et al., 2021). Both of these rely on generating plausible embeddings for previously unobserved relations using a Generative Adversarial Network (GAN) (Goodfellow et al., 2014), given a set of descriptions of those unseen relations. These approaches both make use of auxiliary information about these relations to be able to infer triplets with them. We use both ZS-GAN and OntoZSL in our experiments below. Another work related to ours is the work by Li et al (Li et al., 2020) which uses logic-guided learning for relation classification, i.e., identifying the correct relation for a head, relation and tail. Li et al. compare word embeddings and structural embeddings and conclude that structural embeddings give better results than word embeddings. This contradicts our findings, but there are a few distinctive differences. Firstly, they train their word embeddings only on the data set they construct, and therefore limit the amount of knowledge encoded. Secondly, they do not make use of contextualised transformer-based embeddings, and limit themselves to using DeVISE (Frome et al., 2013) and ConSE (Norouzi et al., 2013), two models originally created for image-related zero-shot classification rather than Knowledge Graph relation classification.

**Integrating textual features** Numerous studies have used textual information to infer missing links in Knowledge Graphs such as mentioned DKRL and OWL2Vec (Chen et al., 2021b) which embeds the nodes in a Knowledge Graph using a random walk-based approach, while simultaneously incorporating both logical, structural, and textual information. Other studies (Wang et al., 2021) have developed large-scale language models such as KEPLER where the model is completely reliant on text, requiring a larger corpora of knowledge for every entity to be embedded and proving powerful inductive capabilities. Our focus is to add a data set with a smaller amount of text, and show that this can still be highly useful.

**4. Method**

**4.1. Embedding entities and relations through text**

The first step in our approach is to convert the textual descriptions we have collected into vector-based representations. In our experiments, we use two methods of embedding the entities and relations: Smooth Inverse Frequency embeddings (SIF) and transformer-based sentence embeddings (BERT).

**Transformer-based sentence embeddings** In our Zero-shot learning experiments, we embed the text collected using a pre-trained sentence embedding paraphrase-MiniLM-L12-v2, producing semantic sentence embeddings of 384-dimensions (Reimers and Gurevych, 2019). Initially, these are trained on sentences. A high cosine similarity between two sentences indicate that they have the same semantic meaning, making it suitable to represent a collection of information. However, we found in our experiments that we were not able to utilize the sentence embedding together with FAAN due to scalability constraints in terms of memory resource limits. We therefore employ another method as well, known as Smooth Inverse Frequency (Arora et al., 2019) which leverages word embeddings and are less computationally costly, much due to their lower dimensionality.

**Smooth Inverse Frequency embeddings** SIF is a method that produces compact representations for sets
of words using precomputed word vectors such as Word2Vec (Mikolov et al., 2013) or GloVe (Pennington et al., 2014) weighted by the observed frequencies of word occurrence in a language. The representation uses a Singular Value Decomposition computation step to modulate the effect of frequent phrases and words by removing the first \( N \) principal components in a matrix of generated vectors.

SIF embeddings are appropriate to test for our experiments for a few reasons. Firstly, SIF is fast and relatively cheap compared to other approaches, assuming access to pre-trained word embeddings. SIF vectors are low-dimensional in comparison to transformer-based models such as BERT (Devlin et al., 2019), and of similar dimensionality as other Knowledge Graph embedding techniques. Secondly, previous work (Allen et al., 2021) has also shown a close relationship between Knowledge Graph embeddings and context-free word embeddings, as they and TransE share their translational characteristics (Mikolov et al., 2013; Bordes et al., 2013). Therefore, SIF is a well-suited replacement for TransE since we remain in the word embedding space, maintaining these properties. Thirdly, SIF does not rely on word order or local frequency of occurrence, which makes it suitable for analysis of brief textual material such as the ones at hand, as the vast majority of descriptions contain less than 15 words (see Eq. 2). This allows us to concatenate the labels, descriptions, and superclass instance relations into simple sets of words (see Figure 3). In the singular value decomposition of SIF, we remove the first five principal components and use pre-trained GloVe vectors\(^4\) glove-wiki-gigaword-100 in 100 dimensions.

### 4.2. Few-shot setting

In the Few-shot setting, we investigate whether the Adaptive Attentional Network (FAAN) by Sheng et al. (Sheng et al., 2020) can benefit from the textual embeddings derived from the data collected.

**FAAN** FAAN is, as mentioned previously, an attention-based neural network which maximizes the scores for true triplets and minimizes the score for false ones. In each iteration, a set of \( K \) support examples for a rare relation \( r \in R, S_r = \{(h_i, r, t_i) | i \in 1..K, r \in R \} \) are sampled along with a true query \( Q = (h_Q, r, t_Q) \) and a false example \( Q_f = (h_{Q_f}, r, t_{Q_f}) \). For each entity in all triplets involved, the pre-trained vector representations of the neighborhood on an entity \( \tilde{N}_r = \{(r_{abr}, c_{abr}) | (h, r_{abr}, c_{abr}) \} \) are aggregated into a representation of each entity \( e \in S_r \cup Q \cup Q_f \) through attention-based mechanisms. For each triplet, the relation \( r \) is given an estimate \( e_r = e_t - e_h \), based on the translational property of TransE. Each triplet’s set of head, relation and tail vectors \( (e_h, e_r, e_t) \) are then concatenated and passed onto an transformer encoder, where each triplet is transformed into a single representation \( z(h, r, t) \). The vectors \( z(h, r, t) \) of the support set triplets are then aggregated into a representation \( S_r \), adapted to the query \( q_r \), again through attention. Finally, a similarity score \( \phi(Q, S_r) \) is given by their dot product, trained to be maximized if \( Q_r \) is a true triplet and minimized otherwise. For a more in-depth explanation, we refer to Sheng et al. (Sheng et al., 2020).

### 4.3. Zero-shot setting

In a Zero-shot setting, we investigate the benefit of using textual embeddings using two relevant previous works: the ZS-GAN (Qin et al., 2020) and OntoZSL (Geng et al., 2021).

**ZS-GAN** The ZS-GAN, introduced by Qin et al. (Qin et al., 2020) is a zero-shot architecture consisting of three components: the feature encoder, the generator, and the discriminator. As a first step, a feature encoder is trained to learn a better distribution of the data from the pre-trained embeddings for entity pairs. It consists of two encoders: one considering the head and the tail jointly (\( f_{pair}(v_h, v_r) \) as in Equation (2)), and a neighbor encoder \( f_{nbr}(\hat{N}_e) \) (see Equation (3)) taking the neighbors of an entity into account. Here, \( \sigma \) denotes the tanh-function, \( W_{pair} \in \mathbb{R}^{d \times 2d} \) is a trainable weight matrix and \( b \in \mathbb{R}^d \) its bias. A representation of a triplet \( v(h, r, t) \) is then concatenated as in \( \mathbf{4} \), producing the final representation from the feature encoder. The feature encoder is pre-trained through a contrastive loss where true and false pairs are sampled, and the cosine similarity between the outputted representation \( v(h, r, t) \) and the original triplet \( (h, r, t) \) is maximized for the true examples and minimized for the false.

\[
f_{pair}(v_h, v_r) = \sigma(W_{pair}(v_h \oplus v_r) + b) \tag{2}
\]

\[
f_{nbr}(\hat{N}_e) = \sigma\left(\frac{1}{|\hat{N}_e|} \sum_{(r,e) \in \hat{N}_e} W(v_r \oplus v_e) + b\right) \tag{3}
\]

\[
v(h, r, t) = f_{nbr}(\hat{N}_h) \oplus f_{pair}(v_h, v_r) \oplus f_{nbr}(\hat{N}_t) \tag{4}
\]

The generator and the discriminator are trained with a pre-trained feature encoder. A textual representation of an unseen relation \( v_{nov} \), produced by word embeddings weighted by their tf.idf-score (Jones, 1972) is input into the generator \( f_{Gen}(v_{nov} \oplus z) \), concatenated with normally distributed noise \( z \sim \mathcal{N}(0, 1) \). The generator \( f_{Gen}(\cdot) \), which is a two-layer feed-forward neural network, then outputs a representation which the discriminator \( f_{Disc}(\cdot) \) learns to classify as true or false. The discriminator is fed both outputs from the feature encoder and false examples generated by the generator and learns to produce plausible embeddings for the relations. These can then be used to complete the missing links for new, unseen relation types even if the relation has not been seen previously. For further reading and implementation details, we refer to Qin et al. (Qin et al., 2020).
OntoZSL. OntoZSL (Geng et al., 2021) improves upon ZS-GAN by incorporating ontological information. It bears much resemblance to the ZS-GAN in terms of its architecture, but with one additional module: the Ontology Encoder. The Ontology Encoder takes an ontological schema of a Knowledge Graph, encodes it as an embedding, and inputs it into the generator to generate a plausible structure- and text aware embedding which contains richer information than a vector based only on a textual description of the relation. Apart from incorporating ontological information, the neural architecture of OntoZSL to synthesize examples of unseen relation types is similar to that of ZS-GAN. Entities are passed along with neighbors to a Feature Encoder, which is then passed to a Discriminator as a true example. For further details, we refer to Geng et al. (Geng et al., 2021).

5. Experiments

In our experiments, which we make publicly available (Cornell, 2022), our goal is to show that our textual descriptions can easily replace the structure-based embeddings in the three existing neural architectures introduced above and show the benefit of using the data we collected for enriching the data sets for this task.

5.1. Few-shot experiments

We run experiments on the NELL-One and Wiki-One data sets and perform five-shot learning using the FAAN architecture. We use the same hyperparameters on both data sets as the original authors (Sheng et al., 2020); for more details, we refer to our experiments (Cornell, 2022). We report four metrics: the hit ratios Hits@10, Hits@5, and Hits@1, giving the ratio of correct entities landing in the top X results, and the Mean Reciprocal Rank (MRR), giving the average of the inverse rank as in (5). We set X to be 1, 5, and 10.

\[
\text{MRR} = \frac{1}{N} \sum_{i=1}^{n} \frac{1}{\text{rank}_i} \tag{5}
\]

For both NELL-One and Wiki-One, we use 100-dimensional SIF embeddings and run experiments with TransE, DistMult, and SIF with the same settings. We also conduct ablation studies and remove each text attribute one at a time to see which attribute contributes the most when using SIF with the 100-dimensional GloVe vectors. This helps us understand further what type of information in the word embeddings that are important. As mentioned in Section 4.1, we are due to memory constraints limited to SIF, and cannot perform experiments using the transformer-based embeddings.

5.2. Zero-shot experiments

In the Zero-shot experimental setting, we re-use the ZS-GAN and OntoZSL architectures. As in the Few-shot experiments, we use TransE and DistMult Knowledge Graph embeddings, and also replace these with SIF and BERT-based embeddings. We again use the same hyperparameters used in the original experiments (Cornell, 2022) and compare under similar settings. We re-use parts of the code uploaded by the authors of ZS-GAN (Qin et al., 2020) and OntoZSL (Geng et al., 2021), respectively.

6. Results

Few-shot results Table 6 displays our results. For NELL-One, the improvement from using SIF is not as great as for Wiki-One. We hypothesize that the discrepancy is due to the sparser text descriptions in NELL, in particular for the entities. The ablation study in Table 7 shows that the labels carry most of the information in both data sets, which indicates that information about entity names is captured through word vectors trained on large text corpora. Using instance seems to make little difference on Wiki-One. We believe this is because the descriptive text in instance is often terse, generic, and unspecific: there are only 29,184 unique instance descriptions in the Wiki-One data set and e.g. approximately 33% of all entities have the label human.

Zero-shot results The Zero-shot experiments demonstrate a major improvement over the baselines, as shown in Table 5. The performance increase on the textually richer Wiki-ZS data set is considerable, and lesser on the textually sparser NELL data set. Where textual descriptions are available, both zero-shot models make significantly better predictions.

7. Discussion

In our results, we see an improvement of performance on the data sets for which we have textual descriptions. On NELL, where textual descriptions are not available for the entities, the improvement is smaller since the entities and relations are represented using much less information. The improvement is also smaller for the few-shot setting than in the zero-shot setting. The ablation study confirms this result (Table 7), where we see a clear drop in performance when we remove the textual description, in particular the label. However, we still witness a solid improvement in the zero-shot scenario, indicating that using textual features in these scenarios is highly beneficial.

We also see that for all metrics, the transformer-based embeddings provide a better result than the SIF embeddings. This may be due to a better model of phrase structure in the description texts, or in better coverage of the background text data the model’s word vectors are trained on. The effect of training data coverage needs still to be determined. It is worth noting that the processing cost of using transformer models may be prohibitive, as indeed was found by us in Few-shot condition, and that models such as the more economical SIF have their place in practical use. In only one case do we see that DistMult embeddings are slightly better than the BERT embeddings in the zero-shot scenario (see Table 5).
| Data set | Model  | Embed method   | Hits@10 | Hits@5  | Hits@1  | MRR  |
|----------|--------|----------------|---------|---------|---------|------|
| ZS-GAN   | TransE | .340           | .274    | .144    | .211    |      |
| ZS-GAN   | DistMult| .378           | .310    | .179    | .247    |      |
| ZS-GAN   | SIF (Ours) | .383       | .314    | .151    | .232    |      |
| ZS-GAN   | BERT (Ours) | .426       | .352    | .200    | .277    |      |

Table 5: Results on Zero-shot learning data sets. Bold marks the best results for each neural model; underlined the best for each data set.

| Data set | Embeddings | Hits@10 | Hits@5  | Hits@1  | MRR  |
|----------|------------|---------|---------|---------|------|
| NELL-One | TransE     | .413    | .343    | .221    | .282  |
| NELL-One | DistMult   | .404    | .348    | .25     | .301  |
| NELL-One | SIF        | .446    | .384    | .272    | .328  |
| Wiki-One | TransE     | .443    | .373    | .253    | .313  |
| Wiki-One | DistMult   | .359    | .303    | .206    | .256  |
| Wiki-One | SIF        | .491    | .422    | .294    | .357  |

Table 6: Results from running 5-shot completion with the FAAN architecture on NELL-One and Wiki-One.

| Features  | Hits@10 | Hits@5  | Hits@1  | MRR  |
|-----------|---------|---------|---------|------|
| NELL-One  | All     | .437    | .365    | .22   | .291  |
| NELL-One  | No relation description | .446 | .384 | .272 | .328 |
| NELL-One  | No Category | .404 | .329 | .204 | .268 |
| NELL-One  | No Label  | .303    | .240    | .151  | .204  |
| Wiki-One  | All      | .492    | .422    | .304   | .365  |
| Wiki-One  | No Label | .443    | .368    | .242   | .305  |
| Wiki-One  | No Instance | .463 | .398 | .265 | .323 |

Table 7: Results from the few-shot ablation studies. Removing labels and descriptions decreases the performance the most.

One limitation with our method is of course the requirement that all entities and relations have some form of textual description. Even for NELL, a data set with sparse textual descriptions, we do find a performance improvement, leading us to conclude that using text is helpful even in a low-resource setting. Another important point to discuss is that there is a strong link between Wikidata, Wikipedia, and pre-trained models in general: as many pre-trained models are trained on the English part of Wikipedia (among other sources of text) there is a higher probability that the words for a head and a tail entity have been seen together during the training of the word vectors. While the GloVe vectors used in this were trained on a Wikipedia dump, the *Paraphrase-MiniLM-L12-v2* was trained on SimpleWiki, a version of Wikipedia with simple English. This, we argue, is precisely the advantage that textual background resources are intended to convey to our approach. The specific relations of the Knowledge Graph are not explicitly encoded in the trained representations, and the fact that the textual information links the head and the tail entities is what general purpose learning is all about. This motivates every textual transfer learning approach where the objective is to move from unstructured text data to a structured format, for example, in the format of a Knowledge Graph.

8. Conclusion

In this paper, we have shown how descriptive text in Knowledge Graphs is useful for inferring missing relations. Our textually enriched representation of entities and relations yields better results on two well-established benchmarks for the Few- and Zero-shot Knowledge Graph completion task. We also show that when the textual material is sparse, as in one of the benchmarks, performance improvement is lesser, although still considerable in most conditions. Our experiments bridge the gap between using structural and textual features as input to Few- and Zero-shot Knowledge Graph Completion methods and make a new enriched Knowledge Graph resource available for future research. From a more general perspective, our experiments demonstrate the value of using textual resources to enrich more formal representations of human knowledge and in the utility of transfer learning from textual data and text collections to enrich and maintain knowledge resources in general.
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