Abstract—The sphere packing bound, in the form given by Shannon, Gallager and Berlekamp, was recently extended to classical-quantum channels, and it was shown that this creates a natural setting for combining probabilistic approaches with some combinatorial ones such as the Lovász theta function. In this paper, we extend the study to the case of constant composition codes. We first extend the sphere packing bound for classical-quantum channels to this case, and we then show that the obtained result is related to a variation of the Lovász theta function studied by Marton. We then propose a further extension to the case of varying channels and codewords with a constant conditional composition given a particular sequence. This extension is then applied to auxiliary channels to deduce a bound which can be interpreted as an extension of the Elias bound.

I. INTRODUCTION

The sphere packing bound has been recently extended to classical-quantum channels [1], [2, Sec. V] by resorting to the first rigorous proof given for the case of classical discrete memoryless channels (DMC) by Shannon, Gallager and Berlekamp [3]. That resulted in an upper bound to the reliability function of classical-quantum channels, which is the error exponent achievable by means of optimal codes.

The classical proof given in [3] can be considered a rigorous completion of Fano’s first efforts toward proving the bound [4, Ch. 9]. However, while Fano’s approach led to a tight exponent at high rates for general constant composition codes, the proof in [3] only considers the case of the optimal composition. Shortly afterwards, Haroutunian [5], [6], proposed a simple yet rigorous proof which gives the tight exponent for codes with general (possibly non optimal) constant composition. However, a greedy extension of this proof to classical-quantum channels does not give a good bound (see [7, Th. II.20 and page 35]). This motivated the choice made in [1], [2] to follow the approach of [3].

In this paper, we modify slightly the approach in [1], [2] to derive a sphere packing bound for classical-quantum channels with constant composition codes. The main difference with respect to the classical case is in the resulting possible analytical expressions of the bound, which does not seem to be expressible, in this case, in terms of the Kullback-Leibler divergence and mutual information. In analogy with the results obtained in [8] [2, Sec. VI], we then discuss the connections of the constant composition version of the bound with a quantity introduced by Marton [9] as a generalization of the Lovász theta function for bounding the zero-error capacity. Finally, we propose an extension of the sphere packing bound for varying channels and codewords with a constant conditional composition from a given sequence, and we show that this result includes as a special case a recently developed generalization of the Elias bound [10].

II. DEFINITIONS

Consider a classical-quantum channel $C$ with input alphabet $X = \{1, \ldots, |X|\}$ and associated density operators $S_x$, $x \in X$, in a finite dimensional Hilbert space $H$. The $n$-fold product channel acts in the tensor product space $H = H^\otimes n$ of $n$ copies of $H$. To a sequence $x = (x_1, x_2, \ldots, x_n)$ is associated the signal state $S_x = S_{x_1} \otimes S_{x_2} \cdots \otimes S_{x_n}$. A block code with $M$ codewords is a mapping from a set of $M$ messages $\{1, \ldots, M\}$ into a set of $M$ codewords $x_1, \ldots, x_M$, as in the classical case. The rate of the code is again $R = (\log M)/n$.

We consider a quantum decision scheme for such a code (POVM) composed of a collection of $M$ positive operators $\{\Pi_1, \Pi_2, \ldots, \Pi_M\}$ such that $\sum \Pi_i = 1$, where $1$ is the identity operator. The probability that message $m'$ is decoded when message $m$ is transmitted is $P_{m'|m} = \text{Tr} \Pi_{m'} S_{x_m}$ and the probability of error after sending message $m$ is

$$P_{e|m} = 1 - \text{Tr} (\Pi_m S_{x_m}).$$

The maximum error probability of the code is defined as the largest $P_{e|m}$, that is,

$$P_{e,\text{max}} = \max_m P_{e|m}.$$

In this paper, we are interested in bounding the probability of error for constant composition codes. Given a composition $P_n$, we define $P_{e,\text{max}}^{(n)}(R, P_n)$ to be the smallest maximum error probability among all codes of length $n$, rate at least $R$, and composition $P_n$. For a probability distribution $P$, we define the asymptotic optimal error exponent with composition $P$ as

$$E(R, P) = \limsup_{n \to \infty} \frac{1}{n} \log P_{e,\text{max}}^{(n)}(R, P_n),$$

where the limsup is over all sequences of codes with rates at least $R$ and compositions $P_n$ tending to $P$ as $n \to \infty$. For channels with a zero-error capacity, the function $E(R, P)$ can be infinite for rates $R$ smaller than some given rate $C_0(P)$.
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\[ E_{cc}(\rho, P) = \min_F \left[ -(1 + \rho) \sum_x P(x) \log \text{Tr}(S_x^{1-s} F x F^*) \right]. \]

the minimum being over all density operators $F$.

Remark 1: The bound is written here in terms of Rényi divergences. For commuting states, that is, classical channels, the bound coincides with the classical one often written in terms of Kullback-Leibler divergences and mutual information (see [6, Ch. 5, Prob. 23]). That other form is particularly pleasant since it has a very intuitive interpretation. In the case of non-commuting states, however, that interpretation and the associated analytical expression give a bound which is in general weaker than the one given above (see [7, Th. II.20 and page 35]). It is still interesting to question whether another interpretation could be given in this non-commuting case.

Proof: The structure of the proof is the same as in [3], and [2, Th. 5] and only some technical details must be changed. Due to space limitations, we cannot include here a complete self-contained version; we use the notation adopted in [2, Th. 5], recall the basic structure of the proof and point out what the required changes are.

The idea is again to consider a binary hypothesis test between a properly selected code signal $S_{x_m}$ and an auxiliary density operator $F = F^{\otimes n}$. We can then relate $P_{\max}$ and $R$ to the two probabilities of error of the considered test which, using the Chernoff bound, can be bounded (see [2, Th. 5]) in terms the function $\mu(s)$ defined as

\[ \mu(s) = \log \text{Tr} S_0^{1-s} F^* \]

where $\mu_{S_x, F}(s) = \log \text{Tr} S_x^{1-s} F^*$.

An optimal choice of $F$ is then considered for a given $s$, and an optimal $s$ is finally picked depending on the rate $R$. The main difference with respect to [2, Th. 5] is that here, for a given $s$, the operator $F$ is chosen to be the operator $F_s$ defined as

\[ F_s = \arg \min_F - \sum_x P(x) \log (\text{Tr} S_x^{1-s} F^*) \].

This implies that, instead of bounding $\mu(s)$ using a bound on $\mu_{S_x, F}(s)$ as done in [2, eqs. (51)-(53)], we can directly write

\[ \mu(s) = -n(1-s) E_{cc}^S \left( \frac{s}{1-s} P \right). \]

We then proceed essentially as in [2, Th. 5] by considering sequences of codes of increasing block-length. The main difference here is that the compositions $P_{n_1}, P_{n_2}, \ldots, P_{n_k}, \ldots$ of the codes in the sequence are already known to converge to the given distribution $P$, and the probabilities of error $P_{cc(s)}, P_{max}, \ldots$ are such that

\[ E(R, P) = \lim_{k \to \infty} - \frac{1}{n_k} \log P_{cc(s)}. \]

Then again we proceed as in [2, Th. 5], with the only difference that we have now to check the continuity of our new $F_s$ is in the interval $0 < s < 1$, which is however even simpler than in that case. Apart from small obvious details, the next difference is in “case 2)” of the proof in [2, Th. 5] where we conclude that

\[ R \leq \sum_x P(x) \left( -\frac{1}{s} \mu_{S_x, F}(s) \right). \]

In this case we do not need to bound each single term of the sum as done in [2, eq. (53)]; in this new setting, the right hand side of the above equation is by definition exactly

\[ \frac{1-s}{s} E_{cc}^S \left( \frac{s}{1-s} P \right) \]

and, from this point onward, we proceed essentially as in [2, Th. 5].

Now it is not difficult to show that after optimization of the composition we recover the original bound of [1], [2]. In order to do this, note that

\[ \max_P E_{qc}^S(R) = \sup_{\rho \geq 0} \left[ \min_P \max \left[ \frac{E_{cc}^S(\rho, P) - \rho R}{P} \right] \right]. \]

Then,

\[ \max_P E_{qc}^S(\rho, P) \]

\[ = \max_P \min_F \left[ -(1 + \rho) \sum_x P(x) \log (\text{Tr} S_x^{1-s} F x F^*) \right]. \]

\[ = \min_P \max_F \left[ -(1 + \rho) \sum_x P(x) \log (\text{Tr} S_x^{1-s} F x F^*) \right]. \]

\[ = \min_F \left[ -(1 + \rho) \max \log (\text{Tr} S_x^{1-s} F x F^*) \right], \]

where the minimum and the maximum can be exchanged due to linearity in $P$ and convexity in $F$. The resulting expression is in fact the coefficient $E_0(\rho)$ which defines the sphere packing bound as proved in [2, Th. 6].
IV. CONNECTIONS WITH MARTON’S FUNCTION

The bound $E_{sp}^c(R, P)$ obtained in the previous section can be used as an upper bound for the zero-error capacity of the channel relative to $P$. Whenever the function $E_{sp}^c(R, P)$ is finite, in fact, then the probability of error at rate $R$ is non-zero. It is not difficult to observe that the smallest rate $R_\infty(P)$ at which $E_{sp}^c(R, P)$ is finite can be evaluated as

$$R_\infty(P) = \lim_{\rho \to \infty} \frac{E_{sp}^c(\rho, P)}{\rho}$$

$$= \min_{\rho} \left( - \sum_x P(x) \log Tr(S_0^\rho F_x) \right),$$

where $S_0^\rho$ is the projection onto the range of $S_x$. When optimized over $P$, we obtain the expression

$$R_\infty = \min_{\{u_x\}} \max_{\{f,P\}} \frac{1}{\sum_x P(x) \log Tr(S_0^\rho F_x)},$$

already discussed in [2]. We then have the bounds $C_0(P) \leq R_\infty(P)$ and $C_0 \leq R_\infty$.

It was observed in [8] and [2, Sec. VI] that $R_\infty$ is related to the Lovász number $\vartheta$ [12]. Here, we observe that, in complete analogy, the value $R_\infty(P)$ is related to a variation of the $\vartheta$ function introduced by Marton in [9] as an upper bound to $C(G, P)$. Given a (confusability) graph $G$, Marton proposes the following upper bound\(^1\) to $C(G, P)$:

$$\vartheta(G, P) = \min_{\{u_x\}, f} \sum_x P(x) \log \frac{1}{||u_x||^2}, \tag{7}$$

where the minimum is over all representations $\{u_x\}$ of the graph $G$ in the Lovász sense and over all unit norm vectors $f$ (in some Hilbert space). Let us now compare this quantity with $R_\infty(P)$. We enforce the notation writing $R_\infty(\{S_x\}, P)$ to point out the dependence of $R_\infty(P)$ on the channel states $S_x$. Now, for a given confusability graph $G$, the best upper bound to $C(G, P)$ is obtained by minimizing $R_\infty(\{S_x\}, P)$ over all possible channels with confusability graph $G$. We may then define

$$\vartheta_{sp}(G, P) = \inf_{\{S_x\}} R_\infty(\{S_x\}, P) \tag{8}$$

$$= \inf_{\{u_x\}, f} \sum_x P(x) \log \frac{1}{\sum_x P(x) \log Tr(U_x F_x)}, \tag{9}$$

where $\{U_x\}$ now runs over all sets of projectors with confusability graph $G$, and deduce the bound $C(G, P) \leq \vartheta_{sp}(G, P)$.

The quantity $\vartheta_{sp}(G, P)$ is the constant composition analog of the formal quantity $\vartheta_{sp}(G)$ defined in [2, Sec. VI]. In that case it was observed by Schrijver that in fact $\vartheta_{sp}(G) = \vartheta(G)$ (with our logarithmic definition of $\vartheta$, see footnote 1). We have the analogous result for a constant composition.

Theorem 2: For any graph $G$ and composition $P$, $\vartheta_{sp}(G, P) = \vartheta(G, P)$.

\(^1\)We use the notation $\vartheta(G, P)$ in place of Marton’s $\lambda(G, P)$ to preserve a higher coherence with the context of this paper. For the same reason, in what follows we also use, as in [2], a logarithmic version of the ordinary Lovász $\vartheta$ function, that is, our $\vartheta$ corresponds to $\log \vartheta$ in Lovász’ notation.

Proof: It is obvious that $\vartheta_{sp}(G, P) \leq \vartheta(G, P)$, since the right hand side of (7) is obtained by restricting the operators in the right hand side of (9) to have rank one.

We now prove the converse inequality (cf. [13]). Let $\{U_x\}$ and $F$ be a representation of $G$ and a state. Let first $|\psi\rangle \in \mathcal{H} \otimes \mathcal{H}$ be a purification of $F$ obtained using an auxiliary space $\mathcal{H}$, so that $Tr(U_x F) = Tr(U_x \otimes I_{\mathcal{H}} |\psi\rangle \langle \psi|) = \sum_x P(x) \log \frac{1}{||u_x||^2}, \tag{10}$

It is not difficult to check that $\{w_x\}$ is a non-orthonormal representation of $G$ and that $Tr(U_x F) = Tr(U_x \otimes I_{\mathcal{H}} |\psi\rangle \langle \psi|) = \sum_x P(x) \log \frac{1}{||w_x||^2}$, for all $x$. Hence, the orthonormal representation $\{w_x\}$ and the unit norm vector $\psi$ satisfy

$$\sum_x P(x) \log \frac{1}{Tr(U_x F)} = \sum_x P(x) \log \frac{1}{||w_x||^2}, \tag{11}$$

which implies that $\vartheta(G, P) \leq \vartheta_{sp}(G, P)$.

We can now discuss another interesting issue about the use of the quantity $\vartheta(G, P)$. When we are interested in bounding $C_0$, we can use the bound $C_0 \leq \vartheta(G)$ or we can also use the bound\(^2\) $C_0 \leq \max_{\rho} \vartheta(G, P)$. Marton [9] stated that this does not make a difference, since $\max_{\rho} \vartheta(G, P) = \vartheta(G)$. However, a proof of this statement does not seem to follow easily from the definitions, since we would need to exchange the maximization over $P$ with the minimization over representations and handles. We use Theorem 2 to prove this statement.

Theorem 3: For any graph $G$, $\max_{\rho} \vartheta(G, P) = \vartheta(G)$.

Proof: For any representation $\{U_x\}$ of $G$ and density operator $F$, define the function $f(x) = Tr U_x F$, and denote the set of all functions $f$ obtained in this way by $OR(G)$. The proof of Theorem 2 shows that any $f \in OR(G)$ can be realized by rank-one projections $U_x = |u_x\rangle \langle u_x|$ and a pure state $F = |f\rangle \langle f|$, in a space of dimension at most $|X|$ (namely the span of the $|u_x\rangle$). In particular, it follows that $OR(G)$ is closed and compact.

Furthermore, it is convex: namely, consider $f_i(x) = Tr U_x^{(i)} F^{(i)}$ for representations $\{U_x^{(i)}\}$ of $G$ and density operators $F^{(i)}$, $i = 1, 2$. Then, for $0 \leq p \leq 1$, let $U_x = U_x^{(1)} \oplus U_x^{(2)}$ and $F = p F^{(1)} \oplus (1-p) F^{(2)}$, which has associated $f(x) = Tr U_x F = pf_1(x) + (1-p)f_2(x)$, i.e. $pf_1 + (1-p)f_2 \in OR(G)$. Now define the quantity

$$J(f, P) = \sum_x P(x) \log \frac{1}{f(x)}, \tag{12}$$

for compositions $P$ and functions $f \in OR(G)$. The theorem is equivalent to the statement that

$$\max_{f \in OR(G)} \min_P J(f, P) = \min_P \max_{f \in OR(G)} J(f, P), \tag{13}$$

since the left hand side equals $\max_P \vartheta(G, P)$ by Theorem 2, and the right hand side equals $\vartheta(G)$ by [2, Th. 8].

But (13) is an instance of the minimax theorem. Indeed, both the domains of $f$ and $P$ are convex and compact, and

\(^2\)Not that $C_0 = \max_{\rho} C_0(P)$, since the number of compositions is polynomial in the block-length.
the functional $J$ is convex in the former and concave (in fact affine linear) in the latter.

We close this section with a simple yet useful result which we will need in the next section. This is the analogous of [2, Th. 10] for the constant composition setting.

**Theorem 4:** For any pure-state channel we have the inequality $E_{\text{sp}}^c(R_{\infty}(P), P) \leq R_{\infty}(P)$.

**Proof:** For a pure state channel, since $S_x^{1/n} = S_x$, we have

$$E_{\text{sp}}^c(P, P) = \min_{F} \left[ -(1 + \rho) \sum_x P(x) \log \text{Tr}(S_x F x x^T) \right]$$

$$\leq \min_{F} \left[ -(1 + \rho) \sum_x P(x) \log \text{Tr}(S_x F x x^T) \right]$$

$$= (1 + \rho) R_{\infty}(P),$$

from which we easily deduce the statement by definition of $E_{\text{sp}}^c(R, P)$.

**V. A CONDITIONAL SPHERE PACKING BOUND**

We now propose an extension of the sphere packing to handle the case of varying channels with a conditional composition constraint on the codewords. Here we assume that we have a finite set $A$ of possible states and a different channel $C_a$, for each state $a \in A$. The communication is governed by a sequence of states $a = (a_1, \ldots, a_n) \in A^n$ (known to both encoder and decoder) with composition $P$, which determines the channels to use. In particular, channel $C_a$, is used at time instant $i$. The composition constraint in this case is that all codewords have conditional composition $V$ given $a$, which means that any codeword has a symbol $x$ in a fraction $V(x|a)$ of the $nP(a)$ positions where $a_i = a$. Note that this general scenario includes the ordinary constant composition situation described before, which is obtained for example when $P(a) = 1$ for some $a$ and $a = (a, a, \ldots, a)$. For a given $P$ and $V$, let now $E((C_a), R, P, V)$ be the optimal asymptotic error exponent achievable by codes with conditional composition $V$ with respect to a sequence with asymptotic composition $P$ using the set of channels $\{C_a\}, a \in A$.

We can adapt the proof of the sphere packing bound by choosing the density operator $F$ to take into account this state dependent structure of the communication process. In particular, instead of using $n$ identical copies of a single density operators $F$, we can use $|A|$ different operators $F_a, a \in A$ to build $F$ as

$$F = F_{a_1} \otimes F_{a_2} \otimes \cdots \otimes F_{a_n}. \quad (14)$$

The theorem can be extended to this case without substantially changing the proof, the main difference being in the function $\mu(s)$ which now reads

$$\mu_{s_m, F}(s) = \sum_{a, x} P(a) V(x|a) \mu_{s_m, F_a}(s). \quad (15)$$

This leads to a bound in the form

$$E((C_a), R, P, V) \leq E_{\text{sp}}^c((C_a), R - \varepsilon, P, V), \quad (16)$$

where $E_{\text{sp}}^c((C_a), R, P, V)$ is defined by

$$E_{\text{sp}}^c((C_a), R, P, V) = \sup_{\rho \geq 0} \left[ E_{\text{sp}}^c((C_a), \rho, P, V) - \rho R \right], \quad (17)$$

and $E_{\text{sp}}^c((C_a), \rho, V(x|a))$ is the coefficient $E_{\text{sp}}^c$ of the sphere packing bound for channel $C_a$ with composition $V(x|a)$.

This bound is finite for all rates $R \geq R_{\infty}(\{C_a\}, P, V)$ where

$$R_{\infty}(\{C_a\}, P, V) = \sum_{a} P(a) R_{\infty}(C_a, V(x|a)), \quad (19)$$

and it is not difficult to show, using the same procedure used in Theorem 4, that for pure state channels we have the inequality

$$E_{\text{sp}}^c((C_a), R_{\infty}(\{C_a\}, P, V), P, V) \leq R_{\infty}(\{C_a\}, P, V). \quad (20)$$

We can now combine this bound with the ideas presented in [14], [2] and [15], much in the same way as done in [10], to obtain a bound on the reliability of a channel $C$ using auxiliary classical-quantum channels $\{\tilde{C}_a\}$. We limit here the discussion to the case of a pure-state channel with states $S_x = |\tilde{\psi}_x\rangle \langle \tilde{\psi}_x|$ and pure-states auxiliary channels $\{\tilde{C}_a\}$. For $\rho \geq 1$, we define the set $\Gamma_{\rho}(P)$ of admissible pure-state auxiliary channels $\tilde{C}$ with states $\tilde{S}_x = |\tilde{\psi}_x\rangle \langle \tilde{\psi}_x|$ such that

$$|\langle \tilde{\psi}_x | \tilde{\psi}_x' \rangle| \leq |\langle \tilde{\psi}_x | \tilde{\psi}_x' \rangle|^{1/\rho}, \quad \forall x, x' \in X. \quad (21)$$

For any $a \in A$ we choose an auxiliary pure state channel $\tilde{C}_a \in \Gamma_{\rho}(P)$ with states $\tilde{S}_{a,x} = |\tilde{\psi}_{a,x}\rangle \langle \tilde{\psi}_{a,x}|$. Given a sequence $a = (a_1, \ldots, a_n) \in A^n$ and a sequence $x = (x_1, \ldots, x_n) \in X^n$, let

$$\tilde{\psi}_{a,x} = \tilde{\psi}_{a_1,x_1} \otimes \cdots \otimes \tilde{\psi}_{a_n,x_n}. \quad (22)$$

Now, given two sequences $x = (x_1, \ldots, x_n)$ and $x' = (x'_1, \ldots, x'_n)$, we can use these auxiliary channels to bound the overlap $|\langle \tilde{\psi}_x | \tilde{\psi}_{x'} \rangle|^2$ as

$$|\langle \tilde{\psi}_x | \tilde{\psi}_{x'} \rangle|^2 \geq |\langle \tilde{\psi}_{a,x} | \tilde{\psi}_{a,x'} \rangle|^{2\rho}. \quad (23)$$

This will allow us to bound $E(R, P)$ for the original channel using the bound (see for example [2, Th. 12])

$$E(R, P) \leq -\frac{1}{n} \log \max_{m \neq m'} |\langle \tilde{\psi}_{a,m} | \tilde{\psi}_{a,m'} \rangle|^2 + o(1) \quad (24)$$

$$\leq -\frac{1}{n} \log \max_{m \neq m'} |\langle \tilde{\psi}_{a,m} | \tilde{\psi}_{a,m'} \rangle|^2 + o(1). \quad (25)$$

We could use the extension of the sphere packing bound considered in this section to upper bound the right hand side of the last equation as done in [2, Sec. VIII] if all codewords $x_m$ had the same conditional composition given the sequence $a$. Since the sequence $a$ is arbitrary, we choose it so that this condition is met by at least a large enough subset $T$ of codewords, and we only apply the sphere packing bound to this subset $T$. In order to do this, we adopt an idea proposed by Blahut [15] in a generalization of the Elias bound and already considered for a further generalization in [10].
Given a code with $M = e^{nR}$ codewords of composition $P$, assume that there exist conditional compositions $V(x'|x)$ (i.e., $nP(x)V(x'|x)$ is an integer) such that

$$\sum_x P(x)V(x'|x) = P(x')$$  \hspace{1cm} (26)

(that we will write as $PV = P$) and

$$R > I(P,V),$$  \hspace{1cm} (27)

where $I(P,V)$ is the mutual information with the notation of [6]. Then, (see [15], proof of Th. 8) there is at least one sequence $\tilde{x}$ of composition $P$ (not necessarily a codeword) such that there is a subset $T$ of at least $|T| = e^{n(R-I(P,V)+o(1))}$ codewords with conditional composition $V$ from $\tilde{x}$. We now choose the set $A = \tilde{x}$ and the sequence $a = \tilde{x}$, although we keep the original notation $a$ to avoid confusion. Furthermore, since we are interested in the limit as $n \to \infty$, we directly work with the asymptotic composition $P$ and matrix $V$, removing the constraint that $nP(x)$ and $nP(x)V(x'|x)$ are integers.

Now, we can use the conditional sphere packing bound introduced here to bound the probability of error of the subcode $T$ used over the varying channel $\tilde{C}_a, \cdots, \tilde{C}_a$. For these codewords used over this varying channel, there is a decision rule such that ([16], [2, Sec. VIII])

$$\hat{P}_{e,\text{max}} \leq (|T| - 1) \max_{m,m' \in T} |\langle \psi_{a,m'}, \psi_{a,m} \rangle|^2 \leq e^{n(R-I(P,V)+o(1))} \max_{m,m' \in T} |\langle \psi_{a,m'}, \psi_{a,m} \rangle|^2.$$  \hspace{1cm} (28)

On the other hand, as $n \to \infty$ we have

$$-\frac{1}{n} \log \hat{P}_{e,\text{max}} \leq E_{\text{sp}}(\tilde{C}_a), R - I(P,V) - \varepsilon, P,V) + R - I(P,V).$$  \hspace{1cm} (29)

Putting together equations (25), (29) and (30), we obtain

$$E(R, P) \leq \rho \left[ E_{\text{sp}}(\tilde{C}_a), R - I(P,V) - \varepsilon, P,V) + R - I(P,V) \right].$$  \hspace{1cm} (31)

Since the choice of $\rho$, of the channels $\tilde{C}_a \in \Gamma(\rho)$ and of $V$ can be optimized, we have, in analogy with [2, Th. 11],

**Theorem 5**: The reliability function with constant composition $P$ satisfies $E(R, P) \leq E_{\text{sp}}(R, P)$,

$$E_{\text{sp}}(R, P) = \inf \rho \left[ E_{\text{sp}}(\tilde{C}_a), R - I(P,V) - \varepsilon, P,V) + R - I(P,V) \right].$$  \hspace{1cm} (32)

The infimum being over $\varepsilon > 0, \rho \geq 1$, auxiliary channels $\tilde{C}_a \in \Gamma(\rho)$, and conditional distributions $V$ such that $PV = P$.

**Remark 2**: Note that for the choice $V(x'|x) = P(x'|x), \forall x$, we have $I(P,V) = 0$. We can also notice that the optimization of the channels $\tilde{C}_a$ will give $\tilde{C}_a = \tilde{C}, \forall a$, for an optimal $\tilde{C}$. With this constraint on $V$, the bound $E_{\text{sp}}(R, P)$ is weakened to

$$\inf \rho \left[ E_{\text{sp}}(\tilde{C}, R - \varepsilon, P) + R \right],$$  \hspace{1cm} (33)

where the minimum is now only over $\rho \geq 1$ and $\tilde{C} \in \Gamma(\rho)$. This is a constant composition version of the bound in [2, Th. 11].

In the same way as [2, Th. 11] generalizes the results of [2, Sec. III], Theorem 5 generalizes the results of [10]. To see this, we can study the smallest rate for which the bound $E_{\text{sp}}(R, P)$ is finite. First note that for fixed channels $\tilde{C}_a$, distribution $V$, and $\varepsilon$ sufficiently small, the quantity on the right hand side of equation (32) is finite for $R > R_{\infty}(\tilde{C}_a, P,V) + I(P,V)$. Furthermore, when $R$ approaches this value from the right, using equation (20), the right hand side of equation (32) is upper bounded by $2\rho(R_{\infty}(\tilde{C}_a, P,V))$. Using now equation (24), we find that

$$-\frac{1}{n} \log \max_{m \neq m'} |\langle \psi_{x,m}, |\psi_{x,m'} \rangle|^2 \geq 2\rho(R_{\infty}(\tilde{C}_a, P,V)) + o(1).$$

So, for $R > R_{\infty}(\tilde{C}_a, P,V)$ we have the bound

$$-\frac{1}{n} \log \max_{m \neq m'} |\langle \psi_{x,m}, |\psi_{x,m'} \rangle|^2 \geq \rho(R_{\infty}(\tilde{C}_a, P,V)) + o(1).$$

Optimizing now over $\rho, V$ and the auxiliary channels $\tilde{C}_a$, and comparing the definition of $R_{\infty}(\tilde{C}_a, P,V)$ with the definition of $\vartheta(\rho,P,V)$ used in [10], we find that the bound of Theorem 5 includes, as a particular case, the bound presented in [10] as a generalization of the Elias bound on the Bhattacharyya distance of codes.
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