MAGNETIC PERTURBATIONS OF ANYONIC AND AHARONOV-BOHM
SCHRÖDINGER OPERATORS
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Abstract. We study the Hamiltonian describing two anyons moving in a plane in presence of an external magnetic field and identify a one-parameter family of self-adjoint realizations of the corresponding Schrödinger operator. We also discuss the associated model describing a quantum particle immersed in a magnetic field with a local Aharonov-Bohm singularity. For a special class of magnetic potentials, we provide a complete classification of all possible self-adjoint extensions.

1. Introduction and Main Results

The possibility of particles obeying exotic statistics in lower dimensions – named anyons by Wilczek in the ‘80s [41] – is known since the late ‘70s [27] (see also [20, 21]), although only later effective models with anyonic quasi-particles have been proposed to describe the fractional quantum Hall effect [2]. Amid later investigations, let us mention in particular [3, 9, 23, 33, 38, 39], dealing with finite-size “regularized” anyons, and [34, 40], studying 2-body anyonic systems with Coulomb interaction. It is noteworthy that many of these works also consider the presence of an external magnetic field or an harmonic trapping potential. In the last years this line of research has been renewed with contributions about the emergence of anyonic behaviors in condensed matter physics [7, 18, 30, 42], as well as more mathematically oriented works [10, 11, 12, 14, 36], since the naive symmetric operator providing the energy admits a one-parameter family of self-adjoint extensions. This can be seen by directly addressing the quadratic form associated with the formal operator [22] or studying the effective model on the half-line after the decomposition in spherical harmonics [5, 14] (see also [15, 17] and the discussion below). Whether such a behavior is affected by the presence of the magnetic field is the main question we answer in this work.

Note indeed that, even in [19], where the effects of the magnetic field are taken into account in the study of a suitable almost-bosonic large-N limit of a many-anyon system, only the Friedrichs realization of the Schrödinger operator is considered.

Another important motivation to investigate one-particle anyonic Schrödinger operators in presence of an external magnetic field is related to the perspective of implementing many-anyon Hamiltonians as suitable self-adjoint realizations. An intermediate step towards this goal, which we plan to discuss in
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1Here, we mean by “non-interacting anyons” that there are no interactions besides those induced by the anyonic statistics, although the magnetic field itself may be viewed as the result of a magnetic dipole coupling between the particles.
a future paper, is indeed the analysis of the Schrödinger operator of a particle moving on a plane with finitely many Aharonov-Bohm fluxes: the connection with the present investigation relies on the fact that, in a neighborhood of the center of a given flux, the magnetic potential associated with the other fluxes is regular and therefore one locally recovers an operator of the form (1.3) below. There is however an important key difference with the following discussion, since it is impossible to require that such a magnetic potential vanishes at the point where the singularity is located, as we assume in next (1.26). We refer to the forthcoming work for further details on this question.

Before introducing the details of the mathematical setting, we remark that the model describing two non-interacting anyons is strongly connected with the physics of a quantum particle moving in a Aharonov-Bohm magnetic field [1, 16], i.e., in presence of a magnetic potential with a typical 1/|x| singularity at the origin. Formally, when the anyonic energy is written in the magnetic gauge and up to the extraction of the center of mass motion (see, e.g., [12 Sect. 1]), the two Schrödinger operators coincide up to Kato-small corrections, but an important difference is due to the symmetry constraint on anyonic wave functions, which must actually behave as bosonic functions in the magnetic gauge. Concretely, if \( x \in \mathbb{R}^2 \) stands for the relative distance of two anyons or the position of the Aharonov-Bohm particle, the formal Schrödinger operator reads in both cases

\[
H_{\alpha,0} := (-i \nabla + A_{\alpha})^2, \quad A_{\alpha}(x) := \alpha \frac{x^\perp}{|x|^2}, \tag{1.1}
\]

where we have used the notation \( x^\perp := (-y, x) \), for \( x = (x, y) \in \mathbb{R}^2 \), and

\[
\alpha \in (0, 1) \tag{1.2}
\]

is the statistic parameter in the anyonic case (so that \( \alpha = 0 \) and \( \alpha = 1 \) identify bosons and fermions, respectively) or a measure of the magnetic flux otherwise. The difference between the two models is apparent in the space of states, which is the whole of \( L^2(\mathbb{R}^2) \) for the Aharonov-Bohm particle, while it must be restricted to \( L^2_{\text{even}}(\mathbb{R}^2) \) for anyons, where \( L^2_{\text{even}}(\mathbb{R}^2) := \{ \psi \in L^2(\mathbb{R}^2) \mid \psi(-x) = \psi(x) \} \). Note that the restriction to a real parameter \( \alpha \) varying in \( (0, 1) \) is motivated by periodicity over the angular variable \( \theta \), which can be made apparent by a decomposition in cylindrical harmonics (see (1.56)). In fact, in the Aharonov-Bohm case, one could exploit another symmetry of the model, i.e., the invariance under complex conjugation, to further restrict \( \alpha \in (0, 1/2] \), but such a symmetry is obviously broken by the presence of an external magnetic field. Therefore, we will stick to the choice (1.2).

We also remark that, after the decomposition in cylindrical harmonics, i.e., setting

\[
L^2(\mathbb{R}^2) = \bigoplus_{k \in \mathbb{Z}_{\text{even}}} \mathcal{H}_k, \quad \mathcal{H}_k := L^2(\mathbb{R}^2) \otimes \text{span} \left\{ \frac{1}{\sqrt{2\pi}} e^{ik\theta} \right\},
\]

the operator \( H_{\alpha,0} \) becomes diagonal and, in each subspace with given angular momentum \( k \in \mathbb{Z} \), one finds an effective operator acting on \( L^2(\mathbb{R}^+) \), which is unitarily equivalent to

\[
L_{a_k} := -\partial^2_\perp + \frac{a_k^2}{r^2}, \tag{1.3}
\]

where \( a_k = \alpha + k \). It turns out [5, 14] that the self-adjoint extensions of such an operator can be fully classified and basically all of its spectral and scattering properties explicitly derived: a very convenient approach starts with the identification of the maximal and minimal extensions, which allows to construct all the other extensions by restricting the maximal operator via a suitable boundary condition at the origin. This approach is certainly very efficient but does not extend straightforwardly in presence of an interaction and/or a trapping potential, which are not rotationally invariant or which are not regular enough. To include such cases, one can take a different view point and consider instead the quadratic form \( \langle \Psi | H_{\alpha} | \Psi \rangle \), as done in [12] and below.
In this paper we plan to investigate the perturbation of the operator (1.1) induced by an external magnetic field $B(x)$ perpendicular to the plane where the particles move. Since we aim at covering discontinuous magnetic fields, e.g., magnetic barriers or magnetic step potentials, which are known to play an interesting role due to the occurrence of edge currents, we assume that $B$ is obtained as the (weak) rotation of a magnetic potential $S : \mathbb{R}^2 \to \mathbb{R}^2$, i.e., $B(x) = (\nabla \times S)(x)$, which has a minimal amount of regularity for the model to be meaningful. More precisely, we consider the Hamiltonian operators determined by various self-adjoint realizations in $L^2(\mathbb{R}^2)$ of the differential operator

$$H_{\alpha,S} := (-i\nabla + A_\alpha + S)^2,$$

with $S$ locally bounded on $\mathbb{R}^2$:

$$S \in L^\infty_{\text{loc}}(\mathbb{R}^2). \quad (1.5)$$

If $S$ has a very specific form, i.e., $S = S_\perp \mathbf{1}_{\perp}$, for some constant $S_\perp \in \mathbb{R}$, the operator $H_{\alpha,S}$ admits a diagonalization similar to the case $S = 0$ and the corresponding effective operator on the half-line was studied in full generality in [15, 17]. Here however we mostly aim at considering more general magnetic potentials (in particular not rotationally invariant and possibly less regular), which prevents us to adopt the boundary condition approach followed in [5, 14, 15, 17]. In §1.4 however, we are going to show that if one imposes very restrictive conditions on $S$ (yet more general than those mentioned above), then it is possible to extract much more information.

We indeed anticipate that we are not able to solve the self-adjoint extension problem in the full generality of the above assumption (1.5). We indeed present and prove the following results:

- if $S$ is regular enough at the origin, i.e.,

$$S \in \begin{cases} C^0(B_{r_0}), & \text{for } \alpha \in (0, 1/2), \\ C^{0,\nu}(B_{r_0}), & \text{for some } \nu > 2\alpha - 1, \text{ for } \alpha \in [1/2, 1), \end{cases}$$

we explicitly construct a one-parameter family of self-adjoint operators realizing (1.4), which, if in addition $S \in L^\infty(\mathbb{R}^2)$, exhaust all possible self-adjoint realizations of $H_{\alpha,S}$ in $L^2_{\text{even}}(\mathbb{R}^2)$;

- the same result is proven also under weaker conditions on $S$, i.e., assuming that the projections $S_{\parallel} := S \cdot \mathbf{1}_{\parallel}$ and $S_{\perp} := S \cdot \mathbf{1}_{\perp}$ are continuous at the origin:

$$S_{\perp}, S_{\parallel} \in \begin{cases} C^0(B_{r_0}), & \text{for some } \nu > \alpha, \text{ for } \alpha \in [1/2, 1), \lim_{x \to 0} S_{\parallel}(x) = 0; \\ C^{0,\nu}(B_{r_0}), & \text{for some } \nu > \alpha, \text{ for } \alpha \in [1/2, 1), \end{cases}$$

- finally, if $S$ has a very special form, i.e., $S(x) = S(|x|) \mathbf{1}_{\perp}$, for some $S \in C^0(0, r_0) \cap L^\infty(\mathbb{R}_+)$, we show (§1.4) that the operator (1.4) can be reduced to a sum of perturbations of the Wigner operators studied in [14, 15, 17] and we provide a complete classification of all self-adjoint Schrödinger operators associated with a particle moving on a plane with an Aharonov-Bohm flux at the origin.

It is worth to remark that, in the generality of the first case, we have no access to the defect functions of the perturbed operator and therefore, at least for continuous potentials $S$, our constructions involve the defect function of the unperturbed Aharonov-Bohm Hamiltonian with $S = 0$ (see (1.16)), multiplied by a smooth cut-off. However, if $S \cdot \mathbf{1}_{\perp}$ is continuous at 0 and does not vanish there (which makes $S$ discontinuous at the origin), such a function does not have the correct asymptotic behavior at the origin and a suitable modification of its sub-leading order term in the asymptotics is called for.

1.1. The Friedrichs extension and the $S = 0$ case. As usual, before dealing with the self-adjoint realizations of $H_{\alpha,S}$, it is key to identify the Friedrichs extension and possibly characterize its properties.
We thus introduce the quadratic form associated with $H_{\alpha,S}$ as

$$Q_{\alpha,S}[\psi] := \int_{\mathbb{R}^2} dx \, |(-i \nabla + A_\alpha + S) \psi|^2,$$

which is well defined at least on smooth functions with compact support away from the origin. For later reference, we also denote by $H_{\alpha,S}$ the closure of the symmetric operator $H_{\alpha,S} \upharpoonright C_c^\infty(\mathbb{R}^2 \setminus \{0\})$, which is densely defined on $L^2(\mathbb{R}^2)$. Its domain is given by

$$\mathcal{D}(H_{\alpha,S}) = \left\{ \psi \in L^2(\mathbb{R}^2) \mid \psi \in H^2_{\text{loc}}(\mathbb{R}^2 \setminus \{0\}), \ H_{\alpha,S} \psi \in L^2(\mathbb{R}^2) \right\}. \quad (1.7)$$

Next, we observe that $\|\psi\|_{\alpha,S}^2 := \|\psi\|^2 + Q_{\alpha,S}[\psi]$ defines a norm and therefore we can identify the quadratic form associated with the Friedrichs extension of $H_{\alpha,S}$ with

$$Q_{\alpha,S}^{(\text{F})}[\psi] := Q_{\alpha,S}[\psi], \quad \text{for all } \psi \in \mathcal{D}[Q_{\alpha,S}^{(\text{F})}] := \overline{C_c^\infty(\mathbb{R}^2 \setminus \{0\})} \| \cdot \|_{\alpha,S}. \quad (1.8)$$

**Proposition 1.1** (Friedrichs extension).

Let $\alpha \in (0,1)$ and $S \in L^\infty_{\text{loc}}(\mathbb{R}^2)$. Then:

i) The quadratic form $Q_{\alpha,S}^{(\text{F})}$ is closed and non-negative on its domain and

$$\mathcal{D}[Q_{\alpha,S}^{(\text{F})}] = \left\{ \psi \in L^2(\mathbb{R}^2) \mid (-i \nabla + S) \psi \in L^2(\mathbb{R}^2), \ A_\alpha \psi \in L^2(\mathbb{R}^2) \right\}. \quad (1.9)$$

Moreover, for any $\psi \in \mathcal{D}[Q_{\alpha,S}^{(\text{F})}]$ there hold:

$$\lim_{r \to 0^+} \left( r^{-1} \int_{\partial B_r} d\Sigma_r \, |\psi|^2 \right) = 0, \quad \lim_{r \to 0^+} \left( r \int_{\partial B_r} d\Sigma_r \, |\partial_r \psi|^2 \right) = 0. \quad (1.10)$$

ii) The self-adjoint operator $H_{\alpha,S}^{(\text{F})}$ associated with $Q_{\alpha,S}^{(\text{F})}$ acts as $H_{\alpha,S}$ on its domain

$$\mathcal{D}(H_{\alpha,S}^{(\text{F})}) = \left\{ \psi \in \mathcal{D}[Q_{\alpha,S}^{(\text{F})}] \mid H_{\alpha,S} \psi \in L^2(\mathbb{R}^2) \right\}. \quad (1.11)$$

**Remark 1.2** (Bounded magnetic potentials).

If $S$ is bounded also at infinity, it is not difficult to realize (see §2.1) that (1.9) and (1.11) imply that $S$ does not affect the domain, i.e., if $S \in L^\infty(\mathbb{R}^2)$, then

$$\mathcal{D}(Q_{\alpha,S}^{(\text{F})}) = \mathcal{D}[Q_{\alpha,0}^{(\text{F})}], \quad \mathcal{D}(H_{\alpha,S}^{(\text{F})}) = \mathcal{D}(H_{\alpha,0}^{(\text{F})}). \quad (1.12)$$

**Remark 1.3** (Regularity of $S$).

The regularity of $S$ at the origin plays no role in the derivation of the above results and, indeed, assuming that $S \in L^\infty_{\text{loc}}(\mathbb{R}^2)$ is perfectly sufficient. In this case, whenever $\psi \in \mathcal{D}(Q_{\alpha,S}^{(\text{F})})$, one also gets, via (1.9), that $\psi \in H^1_{\text{loc}}(\mathbb{R}^2)$ and $(-i \nabla + A_\alpha) \psi \in L^2_{\text{loc}}(\mathbb{R}^2)$.

We now recall what happens in absence of additional magnetic fields, i.e., for $S = 0$. There are in fact several ways to realize the formal expression (1.1) as a self-adjoint operator. Following [5] [14], we expose here the most direct way of doing that (see also [12] and below for an alternative approach): one first considers the operator $H_{\alpha,0}$ on the domain of smooth functions with support away from the origin and constructs its adjoint $H_{\alpha,0}^*$, whose domain contains functions $\psi$ which are $H^2$ outside the origin but may diverge there, in such a way that $H_{\alpha,0}^* \psi \in L^2(\mathbb{R}^2)$, where the latter stands for the formal action of (1.1). More precisely, it turns out [14 Sect. 2.2] that any $\psi \in \mathcal{D}(H_{\alpha,0}^*)$ has an asymptotic behavior at the origin which may contain terms of order $r^{\pm \alpha}$, on top of the usual $H^2$ regular terms. Note that, if this is the case, $H_{\alpha,0}^* \psi \in L^2(\mathbb{R}^2)$ thanks to the cancellation of divergences, but $\Delta \psi$ and $A_\alpha \psi$ do not belong to $L^2(\mathbb{R}^2)$.

---

2Here, $B_r(0) := \{ x \in \mathbb{R}^2 \mid |x| < r \}$ stands for the open disc with center at the origin and radius $r > 0$ and we denote by $d\Sigma_r := r d\theta$ the measure on the circle $\partial B_r$, induced by the usual Lebesgue measure on $\mathbb{R}^2$. 
separately. Next, one looks for the self-adjoint extensions of $H_{\alpha,0}$ obtained by restricting the domain of the adjoint via the introduction of a suitable boundary condition at the origin, or, equivalently, by imposing a precise asymptotic behavior there. This leads to the one-parameter family $\{H^{(\beta)}_{\alpha,0}\}_{\beta \in [1,\infty)}$ of self-adjoint extensions acting as $H_{\alpha,0}$ on the domain

$$\mathcal{D}(H^{(\beta)}_{\alpha,0}) = \left\{ \psi \in L^2_{\text{even}}(\mathbb{R}^2) \mid H_{\alpha,0} \psi \in L^2_{\text{even}}(\mathbb{R}^2) \right\},$$

$$\langle \psi \rangle (r) \sim C \left( r^\alpha + \frac{2^{2-\alpha} \pi \alpha \Gamma(2) \Gamma(\alpha)}{\beta} r^{-\alpha} + o(r) \right), \text{ for some } C \in \mathbb{R},$$

(1.13)

where we have denoted by $(f) : \mathbb{R}^+ \to \mathbb{C}$ the angular average of a function $f : \mathbb{R}^2 \to \mathbb{C}$ for short, i.e.,

$$\langle f \rangle (r) := \frac{1}{2\pi} \int_{\partial B_r} d\Sigma f = \frac{1}{2\pi} \int_0^{2\pi} d\vartheta f(r(\vartheta,0)),$$

(1.14)

and chosen the parameter labelling the extension for later convenience. Note that, with such a choice, the case $\beta = +\infty$ is included in the family and recovers the Friedrichs extension of Proposition 1.1, since the singular term $r^{-\alpha}$ in the expansion at the origin disappears.

The same result can be obtained in a more elaborate way by considering the quadratic form associated with the operator $H_{0,\alpha}$ and its extensions (see [12]). We expose this approach too, since it is more suited for our further investigation and we are going to follow it in the rest of the paper. The main advantage is indeed that such an approach is independent of the rotational symmetry of the model. However, it requires to introduce the defect function $G_\lambda \in L^2(\mathbb{R}^2)$, $\lambda > 0$, as the unique radial solution of the equation

$$\left( (-i\nabla + A_\alpha)^2 + \lambda^2 \right) G_\lambda = 0, \text{ in } \mathbb{R}^2 \setminus \{0\},$$

(1.15)

i.e., the radial function

$$G_\lambda(r) = \lambda^\alpha K_\alpha(\lambda r),$$

(1.16)

where $K_\alpha$ is the modified Bessel function of order $\alpha$. Let us remark that $G_\lambda$ is real-valued and square-integrable [22, Eq. 6.521.3] and

$$\|G_\lambda\|^2 = \frac{\pi^2 \alpha \lambda^{2\alpha-2}}{\sin(\pi \alpha)} =: \alpha c_\alpha \lambda^{2\alpha-2}.$$  

(1.17)

Furthermore, its asymptotic expansions are given by [35, §10.31 and Eq. 10.40.2]

$$G_\lambda(r) = \begin{cases} \frac{\Gamma(\alpha)}{2^{1-\alpha}} r^{-\alpha} - \frac{\Gamma(1-\alpha) \lambda^{2\alpha}}{2^{1+\alpha} \alpha} r^{\alpha} + O(r^{2-\alpha}), & \text{for } r \to 0^+, \\ e^{-r\lambda} \left( \sqrt{\frac{\pi}{2}} \lambda^{\alpha-1/2} r^{-1/2} + O(r^{-3/2}) \right), & \text{for } r \to +\infty. \end{cases}$$

(1.18)

The final outcome [12, Cor. 2.6] is the very same family given in [13], with a slightly different domain representation.

$$\mathcal{D}(H^{(\beta)}_{\alpha,0}) = \left\{ \psi \in L^2_{\text{even}}(\mathbb{R}^2) \mid \psi = \phi_\lambda + q G_\lambda, \phi_\lambda \in \mathcal{D}(H^{(\beta)}_{\alpha,0}), q = \frac{2^{2-\alpha} \pi \Gamma(\alpha)}{\beta + c_\alpha \lambda^{2\alpha}} \lim_{r \to 0^+} \frac{\alpha \langle \phi_\lambda \rangle (r) + r \partial_r \langle \phi_\lambda \rangle (r)}{r^\alpha} \right\},$$

(1.20)

\[\text{Note that in [12, Eq. (2.22)] there is factor } -2\pi \text{ missing in the boundary condition.}\]
Again, the limit case $\beta = +\infty$ is formally included understanding the boundary condition in $Q^{(F)}_{\alpha,0}$ as $q = 0$, which retrieves the Friedrichs realization $H^{(F)}_{\alpha,0}$.

The quadratic forms associated with the family of self-adjoint operators $H^{(B)}_{\alpha,0}$ can be easily obtained by computing the expectation value of $H^{(B)}_{\alpha,0}$ on functions in the relative domain $\mathcal{D}(H^{(B)}_{\alpha,0})$. This yields the following expression

$$Q^{(B)}_{\alpha,0}(|\psi|) = Q^{(F)}_{\alpha,0}(|\phi_\lambda| - 2\lambda^2 \gamma[q \langle \phi_\lambda | G_\lambda \rangle] + \left[\beta + (1 - \alpha) c_\alpha \lambda^2 \right]|q|^2,$$

(1.21)

where $Q^{(F)}_{\alpha,0}$ is the form associated with the Friedrichs extension $H^{(F)}_{\alpha,0}$, i.e.,

$$Q^{(F)}_{\alpha,0}(|\psi|) = \int_{\mathbb{R}^2} dx \left| -i \nabla + A_\alpha \right| \psi^2,$$

(1.22)

with domain given by the closure of $C^\infty_c(\mathbb{R}^2 \setminus \{0\})$ in the norm induced by the form itself. The quadratic forms $Q^{(B)}_{\alpha,0}$ defined above are proven to be $[12, \text{Thm. 2.4}]$ independent of $\lambda$, closed and bounded from below on the domain

$$\mathcal{D}[Q^{(B)}_{\alpha,0}] = \left\{ \psi \in L^2_{\text{even}}(\mathbb{R}^2) \mid \psi = \phi_\lambda + qG_\lambda, \phi_\lambda \in \mathcal{D}[Q^{(F)}_{\alpha,0}], \lambda > 0, q \in \mathbb{C} \right\},$$

(1.23)

which is notably independent of the parameter $\beta \in \mathbb{R}$. Note also that in the form domain there is no boundary condition linking the “charge” $q \in \mathbb{C}$ to the boundary value of the regular part $\phi_\lambda$.

1.2. Anyonic Schrödinger operators for generic $S$, continuous at the origin. We now deal with the modifications induced by the presence of $S$ to the family of quadratic forms $Q^{(F)}_{\alpha,0}$. Since we aim at covering the most general magnetic potential, we do not make any assumption on the structure of $S$, but rather require some additional regularity close to the origin. More precisely, we assume in this section that, for certain $r_0 > 0$,

$$S \in \begin{cases} 
C^0(\mathbb{B}_{r_0}), & \text{if } \alpha \in (0, 1/2), \\
C^{0,\nu}(\mathbb{B}_{r_0}), & \text{for some } \nu > 2\alpha - 1, \text{ if } \alpha \in [1/2, 1).
\end{cases}$$

(1.24)

Let us anticipate that the continuity hypothesis is necessary to ensure the well-posedness of the pointwise evaluation $S(0)$, a key element in our arguments. As a matter of fact, this hypothesis is also sufficient for our constructions, when $0 < \alpha < 1/2$. On the contrary, we will need a stronger requirement (Hölder continuity) on the regularity of $S$ at the origin when $1/2 \leq \alpha < 1$.

The model identified by the operator (1.4) and its self-adjoint realizations are naturally gauge invariant: given any regular function $\phi \in H^1(\mathbb{R}^2)$, the magnetic potentials $S$ and $S + \nabla \phi$ generate the same physics, since the magnetic potential $B$, which is the only physically relevant quantity, is the same in both cases. In order to simplify the discussion, we make an explicit choice of the gauge and assume that $S$ is written in the Coulomb gauge, i.e.,

$$\nabla \cdot S = 0,$$

(1.25)

at least in distributional sense. Once the Coulomb gauge is chosen, the magnetic potential is still undefined by an additive constant and we choose such a constant so that

$$S(0) = 0,$$

(1.26)

which can be obtained in any case via the global gauge transformation $\psi(x) \to e^{-iS(0) \cdot x} \psi(x)$. It is also useful to remark that, under these conditions, the operator (1.4) can be rewritten as

$$H_{\alpha,S} = (-i\nabla + A_\alpha)^2 + 2S \cdot (-i\nabla + A_\alpha) + S^2,$$

(1.27)

where the order in the cross term might be exchanged thanks to (1.25).
We now focus on the other self-adjoint realizations of $H_{\alpha,S}$ different from the Friedrichs one: the idea is to identify first the associated quadratic forms and, once such forms are proven to be closed and bounded from below, derive the explicit expression of the corresponding operators. Note indeed that the defect functions are not available for generic $S$ and therefore one can not perform the usual Von Neumann construction of the self-adjoint extensions nor apply the Krein-Birman theory. In order to find the general expression of the quadratic forms, we thus start from an ansatz about their domain which recalls (1.23): we assume that each function $\psi$ in the form domain (which as in (1.23) is expected to be independent of the chosen extension) splits as a regular part $\phi_\lambda \in \mathcal{D}[q_{\alpha,S}^{(F)}]$ plus a singular term proportional to a suitable defect function. Thanks to our assumption (1.24), we may decide that the behavior near the origin could still be given by $G_\lambda$ introduced in (1.16). However, a possible divergence of $S$ at infinity would obviously call for a suitable modification of the defect function. Therefore, we introduce a smooth cut-off $\chi : \mathbb{R}^2 \to [0,1]$, which is required to fulfill the following properties:

\[
\chi \in C^2_c(\mathbb{R}^2); \\
\chi(x) = 1, \quad \text{for any } x \in B_{r_1}(0), \text{for some } r_1 > 0.
\]

Its explicit form may depend on the magnetic potential $S$ but we anticipate that, if $S \in L^\infty(\mathbb{R}^2)$, no cut-off is necessary, i.e., one can take $\chi \equiv 1$. The new approximate defect function is then set equal to $\chi G_\lambda$.

In order to derive the explicit expressions of the quadratic forms extending (1.3), one can perform the following heuristic computation: by evaluating the expectation value of $H_{\alpha,S}$ on a wave function of the form $\psi = \phi_\lambda + q\chi G_\lambda$, with $\phi_\lambda \in C_c^\infty(\mathbb{R}^2 \setminus \{0\})$, we formally get

\[
\langle \psi | H_{\alpha,S}^{(F)} | \psi \rangle = \langle \phi_\lambda | H_{\alpha,S}^{(F)} | \phi_\lambda \rangle + 2 \Re \left[ q \left( \phi_\lambda | H_{\alpha,S}^{(F)} | \chi G_\lambda \right) \right] + |q|^2 \langle \chi G_\lambda | H_{\alpha,S}^{(F)} | \chi G_\lambda \rangle.
\]

Furthermore, since for $x \neq 0$ (recall that the support of $\phi_\lambda$ does not intersect the origin)

\[
H_{\alpha,S}^{(F)}(\chi G_\lambda) = \chi H_{\alpha,S}^{(F)} G_\lambda + (-\Delta \chi) G_\lambda + 2 (-i \nabla \chi) \cdot (-i \nabla + A_\alpha + S) G_\lambda
\]

\[
= \left( S^2 - \lambda^2 \right) \chi G_\lambda + 2 \chi S \cdot (-i \nabla + A_\alpha) G_\lambda + (-\Delta \chi) G_\lambda + 2 (-i \nabla \chi) \cdot (-i \nabla + A_\alpha + S) G_\lambda
\]

two integrations by parts yield

\[
\langle \phi_\lambda | H_{\alpha,S}^{(F)} | \chi G_\lambda \rangle = 2 \langle (-i \nabla + A_\alpha) \phi_\lambda | (S \chi - i \nabla \chi) G_\lambda \rangle + \langle \phi_\lambda | \left( S^2 \chi + \Delta \chi - \lambda^2 \chi \right) G_\lambda \rangle.
\]

Similarly,

\[
\langle \chi G_\lambda | H_{\alpha,S}^{(F)} | \chi G_\lambda \rangle = \langle \chi G_\lambda | \left( S^2 \chi - \Delta \chi - \lambda^2 \chi \right) G_\lambda \rangle + 2 \langle \chi G_\lambda | (-i \nabla \chi) \cdot (-i \nabla + A_\alpha) G_\lambda \rangle
\]

\[
+ 2 \langle \chi G_\lambda | S \cdot A_\alpha \chi G_\lambda \rangle.
\]

Moreover, using the identity

\[
\| \psi \|^2 = \| \phi_\lambda \|^2 + 2 \Re \left[ q \langle \phi_\lambda | \chi G_\lambda \rangle \right] + |q|^2 \| G_\lambda \|^2,
\]

one can combine the terms proportional to $\lambda^2$, to recover the expression

\[
Q_{\alpha,S}^{(\beta)}[\psi] := Q_{\alpha,S}^{(F)}[\phi_\lambda] - \lambda^2 \| \psi \|^2 + \lambda^2 \| \phi_\lambda \|^2
\]

\[
+ 2 \Re \left[ q \left( 2 \langle (-i \nabla + A_\alpha) \phi_\lambda | (S \chi - i \nabla \chi) G_\lambda \rangle + \langle \phi_\lambda | \left( S^2 \chi + \Delta \chi \right) G_\lambda \rangle \right) \right]
\]

\[
+ |q|^2 \left( \beta + c_\alpha \lambda^{2\alpha} + \Xi_{\alpha,S}(\lambda) \right),
\]

where we have introduced the parameter $\beta \in \mathbb{R}$ labelling the form and set

\[
\Xi_{\alpha,S}(\lambda) := \left( G_\lambda \left| S \chi^2 - \chi \Delta \chi \right) G_\lambda \right) - \left( G_\lambda \left| \nabla \chi^2 \cdot \nabla G_\lambda \right) + 2 \left( G_\lambda \left| S \cdot A_\alpha \chi^2 G_\lambda \right) .
\]
In order to obtain such an expression, we got rid of the boundary terms coming from each integration by parts, which is going to be justified \textit{a posteriori} (see the proof of Corollary 1.10). In particular, we have set $\langle \chi G_{\lambda} | S \cdot \nabla (\chi G_{\lambda}) \rangle = 0$ and $\langle G_{\lambda} | A_{\lambda} \cdot (\nabla \chi^2) G_{\lambda} \rangle = 0$, since formal integrations by parts yield (recall that $\chi$, $G_{\lambda}$ are real-valued, $G_{\lambda}$ is radial and, by (1.25), $\nabla \cdot S = 0$, besides $\nabla \cdot A_{\lambda} = 0$)

$$\langle \chi G_{\lambda} | S \cdot \nabla (\chi G_{\lambda}) \rangle = - \langle S \cdot \nabla (\chi G_{\lambda}) | \chi G_{\lambda} \rangle = - \langle \chi G_{\lambda} | S \cdot \nabla (\chi G_{\lambda}) \rangle,$$

$$\left\langle G_{\lambda} \left| A_{\lambda} \cdot (\nabla \chi^2) G_{\lambda} \right\rangle = -2 \left\langle G_{\lambda} \left| \chi^2 (A_{\lambda} \cdot \nabla G_{\lambda}) \right\rangle = 0. \right.$$

Once the form is obtained, it is then natural to identify its domain with the set of functions splitting in a regular part $\phi_{\lambda}$ belonging to the domain of the quadratic form associated with the Friedrichs extension and a singular one proportional to the defect function, \textit{i.e.},

$$\mathcal{D}[Q_{\alpha,S}^{(\beta)}] := \left\{ \psi \in L^2_{\text{even}}(\mathbb{R}^2) \mid \psi = \phi_{\lambda} + q \chi G_{\lambda}, \text{ with } \phi_{\lambda} \in \mathcal{D}[Q_{\alpha,S}^{(F)}], \lambda > 0, q \in \mathbb{C} \right\}. \quad (1.33)$$

\textbf{Remark 1.4 (Well-posedness of $Q_{\alpha,S}^{(\beta)}$).}

In Eq. (1.29) and in the sequel the notation $\langle \cdot | \cdot \rangle$ indicates either the standard $L^2(\mathbb{R}^2)$ inner product or the duality pairing between suitable weighted spaces induced by it, which are in fact $L^2$ spaces over compact sets. With such a convention the expression of the quadratic form is well-defined (see §2.2). Let us give an example by looking at the first term on the second line of (1.31). We recall that $\langle -i \nabla + A_{\lambda} \rangle \phi_{\lambda} \in L^2_{\text{loc}}(\mathbb{R}^2)$ for all $\phi_{\lambda} \in \mathcal{D}[Q_{\alpha,S}^{(F)}]$, by Remark 1.3 and that $G_{\lambda} \in L^2_{\text{loc}}(\mathbb{R}^2)$ (see Eq. (1.17)). On the other hand, since $S \in L^\infty_{\text{loc}}(\mathbb{R}^2)$ and $\chi$ is twice differentiable with compact support, it appears that $\chi S - i \nabla \chi$ is essentially bounded on $\mathbb{R}^2$ with support contained in supp $\chi$. Therefore, the expression $\langle (-i \nabla + A_{\lambda}) \phi_{\lambda} | (S \chi - i \nabla \chi) G_{\lambda} \rangle$ should be meant as an inner product in $L^2(\text{supp } \chi, dx)$ and, as such, it is well-posed.

We can now state our main result concerning the quadratic forms (1.31).

\textbf{Theorem 1.5 (Quadratic forms $Q_{\alpha,S}^{(\beta)}$).}

Let $\alpha \in (0, 1)$ and let $S$ satisfy (1.5) and (1.21). Then, for any $\beta \in \mathbb{R}$,

i) the quadratic form $Q_{\alpha,S}^{(\beta)}$ defined in (1.31) is well-posed on the domain (1.33) and independent of $\lambda > 0$ and the choice of $\chi$;

ii) $Q_{\alpha,S}^{(\beta)}$ is also closed and bounded from below on the same domain;

iii) if $S \in L^\infty(\mathbb{R}^2)$ and $\alpha \in (0, 1/2)$, the following lower bound holds true

$$\frac{Q_{\alpha,S}^{(\beta)}[\psi]}{\|\psi\|_2^2} \geq \left( \inf_{0 < \epsilon < 2^{\alpha+1}} \max \left\{ \|S\|_\infty / \sqrt{\epsilon}, \lambda_*(\eta, \beta) \right\} \right)^2,$$

where $\lambda_*(\eta, \beta) > 0$ is implicitly defined via

$$\lambda_\alpha^2 - \pi \alpha \tan(\pi \alpha) \|S\|_\infty \lambda_* - \frac{2\alpha}{\eta} \|S\|_\infty^2 + \frac{\beta}{c_\alpha} \lambda_*^{2(1-\alpha)} = 0. \quad (1.35)$$

\textbf{Remark 1.6 (Case $S \in L^\infty(\mathbb{R}^2)$).}

The above result applies also to bounded magnetic potentials, but, whenever $S \in L^\infty(\mathbb{R}^2)$, it is possible to show that the expression of the quadratic form $Q_{\alpha,S}^{(\beta)}$ may be simplified a lot. Indeed, one can take $\chi \equiv 1$, which leads to the form

$$\bar{Q}_{\alpha,S}^{(\beta)}[\psi] := Q_{\alpha,S}^{(F)}[\phi_{\lambda}] - \lambda^2 \|\psi\|_2^2 + \lambda^2 \|\phi_{\lambda}\|_2^2 + \|S \psi\|_2^2 - \|S \phi_{\lambda}\|_2^2 + 4 \Re \left[ q \left( (-i \nabla + A_{\lambda}) \phi_{\lambda} | S G_{\lambda} \right) \right] + |q|^2 \left( \beta + c_\alpha \lambda^{2\alpha} + \bar{\Xi}_{\alpha,S}(\lambda) \right), \quad (1.36)$$

$$\bar{\Xi}_{\alpha,S}(\lambda) := 2 \int_{\mathbb{R}^2} dx \ S \cdot A_{\lambda} G_{\lambda}^2, \quad (1.37)$$
which can be proven to be an infinitesimally small perturbation of $Q_{\alpha,S}^{(\beta)}$ and which is therefore closed and bounded from below on the same domain (1.33).

**Remark 1.7 (Assumptions (1.5) and (1.24)).**

The regularity assumptions on the magnetic potential $S$ are in a sense optimal, namely it is hard to assume less regularity, without further hypothesis on the form of $S$, and still give a meaning to the expression (1.31) of the quadratic form. The key point is the well-posedness of the last term in (1.32): the problem is that the function $\chi^2 S \cdot A^2 G^2_{\lambda}$ may fail to be integrable because of its local singularity at the origin. Indeed, in spite of the vanishing of $S$ at $0$, the function satisfies the following asymptotics

$$\left( S \cdot A^2 G^2_{\lambda} \right) (x) \sim \frac{|S(x)|}{|x|^{1+2\alpha}},$$

(1.38)

so that, if $\alpha \geq 1/2$, unless $S$ goes to zero fast enough, that term in the form blows up. On the other hand, Hölder continuity assumed in (1.24) implies that $|S(x)| \leq C|x|^\gamma$, for $\gamma > 2\alpha - 1$, which is almost the minimal request on the rate of convergence to ensure local integrability of the function above. Note that a quick inspection of the form reveals that the only divergence, which may occur under the assumption (1.5), is the one we are discussing, and therefore dropping (1.24) would result in an obstruction to define the extended quadratic forms as in (1.31). A different scheme for a particular singularity of the type just mentioned is described in a subsequent §1.3.

**Remark 1.8 (Lower bound (1.34)).**

The lower bound provided by (1.34) is rather implicit but it is possible to show that

$$\lambda_\ast \leq \frac{\pi}{2} \alpha \tan(\pi \alpha) \|S\|_\infty \left(1 + \sqrt{1 + \frac{8}{\pi^2 \eta \alpha \tan(\pi \alpha)}} \right), \quad \text{if } \beta \geq 0,$$

$$\lambda_\ast > \frac{\pi}{2} \alpha \tan(\pi \alpha) \|S\|_\infty \left(1 + \sqrt{1 + \frac{8}{\pi^2 \eta \alpha \tan(\pi \alpha)}} \right), \quad \text{if } \beta < 0,$$

which allows to extract a more explicit bound in (1.34). Note that the bound from below is always negative, although one can find certain conditions on $\beta$ and $S$ to get a positive quadratic form (e.g., $\beta \geq 0$ and $S \cdot A^2 \geq 0$ pointwise). In general, however, even in the simple case described in Remark 1.6 and for $\beta \geq 0$, the term $\Xi_{\alpha,S}(\lambda)$ in (1.36) and the corresponding one in (1.31) has no given sign and scales as $\lambda^{2\alpha-2}$ when $\lambda \to 0^+$, so that it can not be controlled by the positive term $c_\alpha \lambda^{2\alpha}$. Finally, we point out that a bound similar to (1.34) in principle can be proven also without the boundedness assumption on $S$, but in that case it is even more implicit and thus we omit it for the sake of brevity.

**Remark 1.9 (Electric potentials).**

The above construction may be extended also in presence of electric potentials (e.g., trapping or interaction potentials), which are regular enough close to the origin, in the same spirit of [12, §2.2]. We skip the discussion for the sake of brevity.

The operator family associated with the quadratic forms $Q_{\alpha,S}^{(\beta)}$ is described in details in next

**Corollary 1.10 (Self-adjoint extensions $H_{\alpha,S}^{(\beta)}$).**

Under the same assumptions of Theorem 1.3, the operators $H_{\alpha,S}^{(\beta)}$, $\beta \in \mathbb{R}$, associated with the quadratic

---

\[ ^5 \text{One might in fact relax a bit the assumption for } \alpha \in [1/2,1) \text{ and require that } S \text{ is such that the r.h.s. of (1.35) is integrable. This however would complicate certain estimates in the proofs and therefore we stick to the assumption (1.24).} \]
forms \( Q^{(β)}_{α,S} \), which are given by

\[
\mathcal{D}(H^{(β)}_{α,S}) = \left\{ \psi = \phi_α + q x G_α \in \mathcal{D} \left[ Q^{(β)}_{α,S} \right] \mid H_{α,S}\phi_α + 2q x S \cdot (-i\nabla + A_α) G_α \in L^2(\mathbb{R}^2), \right. \\
q = \frac{2^α \pi \Gamma(α)}{β + c_α λ^{2α}} \lim_{r→0^+} \frac{α \langle φ_λ \rangle (r) + r \partial_r \langle φ_λ \rangle (r)}{r^α} \right\}, \quad (1.39)
\]

\[
H^{(β)}_{α,S} \psi = H_{α,S}\phi_α + q \left[ (S^2 - λ^2) x G_α + 2q x S \cdot (-i\nabla + A_α) G_α \right. \\
\left. + 2 (-i\nabla x) \cdot (-i\nabla + A_α + S) G_α - (Δ x) G_α \right], \quad (1.40)
\]

identify a one-parameter family of self-adjoint extensions of \( H_{α,S} \) in \( L^2(\mathbb{R}^2) \). In particular, if \( S \in L^∞(\mathbb{R}^2) \), this family parametrizes all anyonic self-adjoint realizations of \( H_{α,S} \) in \( L^2_{\text{even}}(\mathbb{R}^2) \).

**Remark 1.11 (Operator domain (I)).**

The representation \( (1.39) \) of the operator domain provides a simple characterization of the charge \( q \in \mathbb{C} \) in terms of the asymptotics at the origin of the regular part \( φ_λ \) of the wave function in the form domain: as it is typical for singular perturbations, in the operator domain the coefficient of the defect function is determined via a boundary condition, which is absent in the form domain. However, \( (1.39) \) also contains the somehow unusual requirement \( H_{α,S}\phi_α + 2q x S \cdot (-i\nabla + A_α) G_α \in L^2(\mathbb{R}^2) \), which has unexpected implications, since \( φ_λ \) does not belong to the domain of the Friedrichs extension \( H^{(β)}_{α,S} \) (though it is in the Friedrichs form domain). In particular, let us stress that \( H_{α,S}\phi_α \) and \( S \cdot (-i\nabla + A_α) G_α \) are not in general separately square-integrable, due to their singular behaviour at the origin. This inconvenience is due to the use of \( G_α \), namely the defect function for \( H_{α,0} \), rather than the true defect function for \( H_{α,S} \).

**Remark 1.12 (Operator domain (II)).**

The operator domain representation may be simplified, if the magnetic potential is more regular than what we have assumed. For instance, if we require that \( S \) is Lipschitz in a neighborhood of the origin, \( i.e., S \in C^{0,γ}(B_{r_0}) \), for some \( r_0 > 0 \) and \( γ > α \), it can be easily checked that the weird behavior described in the previous \[\text{Remark 1.11}\] can not occur and \( S \cdot (-i\nabla + A_α) G_α \in L^2(\mathbb{R}^2) \). In this case, the operator domain can be rewritten as

\[
\mathcal{D}(H^{(β)}_{α,S}) = \left\{ \psi = \phi_α + q x G_α \in \mathcal{D} \left[ Q^{(β)}_{α,S} \right] \mid \phi_α \in \mathcal{D}(H^{(β)}_{α,S}), \right. \\
q = \frac{2^α \pi \Gamma(α)}{β + c_α λ^{2α}} \lim_{r→0^+} \frac{α \langle φ_λ \rangle (r) + r \partial_r \langle φ_λ \rangle (r)}{r^α} \right\}. \quad (1.41)
\]

Let us also mention that, at least in the anyonic context, again under the assumption \( S \in C^{0,γ}(B_{r_0}) \), with \( γ > α \), it is possible to characterize the operator domain in a way analogous to \( (1.13) \), namely,

\[
\mathcal{D}(H^{(β)}_{α,S}) = \left\{ \psi \in L^2_{\text{even}}(\mathbb{R}^2) \mid H_{α,S}\psi \in L^2_{\text{even}}(\mathbb{R}^2), \right. \\
\left. \langle \psi \rangle (r) \sim C \left( r^α + \frac{2^α \pi \Gamma(α)}{β} r^{-α} \right) + o(r) \text{ for some } C \in \mathbb{R} \right\}. \quad (1.42)
\]

**Remark 1.13 (Other self-adjoint extensions).**

We do not know whether the family of operators \( \{ H^{(β)}_{α,S} \}_{β ∈ \mathbb{R}} \) exhausts all possible self-adjoint extensions of the symmetric operator \( H_{α,S} \) in the full generality of hypothesis \( (1.5) \). This is highly expected in the case of anyons. Indeed, Corollary \( (1.10) \) provides this kind of result assuming in addition that \( S \) is bounded also at infinity. We believe that the latter assumption is actually unnecessary, since the deficiency indices of \( H_{α,S} \) should reasonably depend just on the local behaviour of \( S \) close to the Aharonov-Bohm singularity at \( x = 0 \). On the other hand, note that more self-adjoint extensions would certainly appear, if one removed the
symmetry restriction to even functions (see again Proposition 1.19), e.g., for a model describing a particle moving in a Aharonov-Bohm magnetic field. In this case one should expect to observe the emergence of another defect function living in the subspace with angular momentum $-1$. Such extensions might be found by constructing the corresponding quadratic forms, as we did for the rotationally symmetric ones, but their implementation would require more assumptions on the magnetic potential $S$ and make the analysis much more involved. We thus skip this discussion.

1.3. Anyonic Schrödinger operators for generic $S$, with a specific type of discontinuity. By a variation of the arguments described in the previous section it is possible to characterize a family of self-adjoint realizations of $H_{\alpha,S}$ also for magnetic perturbations $S$ which are singular at the origin, where the Aharonov-Bohm flux is located. More precisely, in addition to the basic hypothesis (1.5), making reference to the decomposition

$$S(x) = S_{\perp}(x) \hat{x} + S_{\parallel}(x) \hat{x}, \quad S_{\perp}(x) := S(x) \cdot \hat{x}, \quad S_{\parallel}(x) := S(x) \cdot \hat{x},$$

(1.43)

we assume in this section that, for certain $r_0 > 0$,

$$S_{\perp}, S_{\parallel} \in \begin{cases} C^0(B_{r_0}), & \text{if } \alpha \in (0, 1/2), \\ C^{0,\nu}(B_{r_0}), & \text{for some } \nu > \alpha, \quad \text{if } \alpha \in [1/2, 1) \end{cases}$$

(1.44)

and

$$\lim_{x \to 0} S_{\parallel}(x) = 0.$$

(1.45)

It is important to remark that the second one of the assumptions (1.44), i.e., the vanishing of the parallel component of $S$ at the origin, is actually needed in order to make the choice of the gauge, which is assumed to be Coulomb’s one in this section too, i.e., in distributional sense,

$$\nabla \cdot S = 0.$$

Indeed, once the above condition is written in terms of the components of $S$, one gets

$$\nabla \cdot S = \nabla S_{\parallel} \cdot \hat{x} + \nabla S_{\perp} \cdot \hat{x} + \frac{S_{\parallel}}{|x|},$$

and, even for smooth components, the last term is the only one diverging at the origin, unless $S_{\parallel}$ vanishes there. Hence, in order for the Coulomb gauge condition to be satisfied at least in distributional sense, we have to assume that $S_{\parallel}(x) \to 0$, as $x \to 0$. In fact, if $S_{\parallel}$ was regular enough, one could set $S_{\parallel}(0) = 0$ via a direct gauge transformation.

In this section only we restrict the attention to the case where

$$S_{\perp}(0) \neq 0,$$

(1.46)

since otherwise $S \in C^0(B_{r_0})$ and we could refer to the analysis of the previous section. Indeed, (1.44) and (1.46) imply that $S(x)$ admits no limit for $x \to 0$, which makes $S$ discontinuous at the origin. As a consequence, we can not implement the condition (1.26) via a gauge transformation as we did in the preceding section. It should also be noted that (1.44) yields

$$S \cdot A_\alpha \sim \frac{\alpha S_{\perp}(0)}{|x|}, \quad \text{as } |x| \to 0^+, \quad (1.47)$$

\[\text{In fact, the condition on } S_{\parallel}\text{ may be relaxed a bit in the same spirit of the previous section and one could simply require } \nu > 2\alpha - 1 \text{ (recall that } 2\alpha - 1 < \alpha, \text{ since } \alpha < 1), \text{ since the well-posedness of the quadratic form requires such an assumption. However, this would result in a more complicate expression of the operator domain and action (compare with Remark 1.11). Therefore, we stick to the condition } \nu > \alpha \text{ for the sake of simplicity.}\]
which, in view of the expansion (1.18) for $G_\lambda$, makes apparent that the term $\left\langle G_\lambda \left| S \cdot A_\alpha x^2 G_\lambda \right. \right\rangle$ in (1.32) is actually divergent for $\alpha \in [1/2, 1)$. So, the very expression (1.31) for the perturbed quadratic form $Q_{\alpha,S}^{(\beta)}$ discussed previously in §1.2 is ill-defined in the present context.

Taking into account the above considerations, in the sequel we develop an alternative approach to construct self-adjoint realizations of $H_{\alpha,S}$ different from the Friedrichs one. This approach relies on a modification of the defect function $G_\lambda$, changing the next-to-leading order term in the asymptotics as $|x| \to 0^+$. To this avail, we introduce the radial deformation function

$$\zeta_\alpha(r) := \begin{cases} 1, & \text{for } 0 < \alpha < 1/2, \\ 1 + S_\pm(0) r \log r, & \text{for } \alpha = 1/2, \\ 1 - \frac{\alpha S_\pm(0)}{\alpha - 1/2} r, & \text{for } 1/2 < \alpha < 1. \end{cases} \tag{1.48}$$

We anticipate that the singular behaviour of the above expressions close to the origin is key to compensate the previously mentioned divergences related to the mixed product $S \cdot A_\alpha$. On the other hand, to deal with possible divergences of $S$ at infinity we introduce again a smooth cut-off $\chi : \mathbb{R}^2 \to [0, 1]$ as in (1.28).

Taking $\chi \zeta_\alpha G_\lambda$ as a defect function and decomposing the wave functions in the form domain as $\psi = \phi_\lambda + q \chi \zeta_\alpha G_\lambda$, with $\phi_\lambda \in C^\infty_c(\mathbb{R}^2 \setminus \{0\})$ and $q \in \mathbb{C}$, by heuristic computations similar to those described in §1.2 we are led to consider the family of quadratic forms

$$Q_{\alpha,S}^{(\beta)}[\psi] := Q_{\alpha,S}^{(F)}[\phi_\lambda] - \lambda^2 \|\psi\|_2^2 + \lambda^2 \|\phi_\lambda\|_2^2 + 2 \Re \left[ q \left( 2 \left\langle \left\{ (-i\nabla + A_\alpha) \phi_\lambda \left| \left( S \chi \zeta_\alpha + \zeta_\alpha(-i\nabla \chi) + \chi(-i\nabla \zeta_\alpha) \right) G_\lambda \right. \right\rangle + \left\langle \phi_\lambda \left| \left( S^2 \chi \zeta_\alpha + \zeta_\alpha \Delta \chi + 2 \nabla \chi \cdot \nabla \zeta_\alpha \right) G_\lambda \right. \right\rangle + \left\langle \phi_\lambda \left| \chi \Delta \zeta_\alpha G_\lambda \right. \right\rangle \right) \right]$$

$$+ |q|^2 \left( \beta + c_\alpha \lambda^{2\alpha} + \Xi_\alpha(\lambda) \right), \tag{1.49}$$

where $\beta \in \mathbb{R}$ is the extension parameter labelling the form and we have set

$$\Xi_\alpha(\lambda) := \left\langle G_\lambda \left| S^2 \chi^2 \zeta_\alpha^2 G_\lambda \right. \right\rangle - \left\langle G_\lambda \left| \zeta_\alpha^2 \nabla \chi^2 \cdot \nabla G_\lambda \right. \right\rangle - \left\langle G_\lambda \left| \zeta_\alpha^2 \chi \Delta \chi G_\lambda \right. \right\rangle - \left\langle G_\lambda \left| \zeta_\alpha \left( \nabla \chi^2 \cdot \nabla \zeta_\alpha \right) G_\lambda \right. \right\rangle$$

$$+ \left\langle G_\lambda \left| \chi^2 \zeta_\alpha \left( 2 S \cdot A_\alpha \zeta_\alpha G_\lambda - \Delta \zeta_\alpha G_\lambda - 2 \nabla \zeta_\alpha \cdot \nabla G_\lambda \right) \right. \right\rangle. \tag{1.50}$$

The natural domain of definition of the form (1.49) is

$$\mathcal{D}[Q_{\alpha,S}^{(\beta)}] := \left\{ \psi \in L^2_{\text{even}}(\mathbb{R}^2) \left| \psi = \phi_\lambda + q \chi \zeta_\alpha G_\lambda, \text{ with } \phi_\lambda \in \mathcal{D}[Q_{\alpha,S}^{(F)}], \lambda > 0, q \in \mathbb{C} \right. \right\}. \tag{1.51}$$

**Remark 1.14** (Well-posedness of $Q_{\alpha,S}^{(\beta)}$).

Regarding the meaning of the notation $\left\langle \cdot, \cdot \right\rangle$ in (1.49) and (1.50), one can make considerations analogous to those reported in Remark 1.4 i.e., it may stand either for the conventional inner product in $L^2(\mathbb{R}^2)$ or, more in general, for a pairing between weighted spaces. With such a convention the expression (1.49) is well-posed.

The analogues of Theorem 1.5 and Corollary 1.10 read as follows.

**Theorem 1.15** (Quadratic forms $Q_{\alpha,S}^{(\beta)}$).

*Let $\alpha \in (0, 1)$ and let $S$ satisfy (1.35) and (1.44). Then, for any $\beta \in \mathbb{R}$,*

1. *the quadratic form $Q_{\alpha,S}^{(\beta)}$ defined in (1.49) is well-posed on the domain (1.51) and independent of $\lambda > 0$ and the choice of $\chi$;*

2. *$Q_{\alpha,S}^{(\beta)}$ is also closed and bounded from below on the same domain.*
Remark 1.16 (Lower bound).
As in Theorem 1.3 it is not difficult to exploit the argument to prove the boundedness from below of the quadratic form to derive an explicit lower bound on the form. However, because of the arbitrariness of the cut-off function (1.45) (any other function with the same asymptotics at the origin would indeed work), such a bound is not so meaningful and thus we omit it.

We are now in position to state the result about the self-adjoint extensions of \( H_{\alpha,S} \).

Corollary 1.17 (Self-adjoint extensions \( H_{\alpha,S}^{(\beta)} \)).
Under the same assumptions of Theorem 1.15, the operators \( H_{\alpha,S}^{(\beta)} \), \( \beta \in \mathbb{R} \), associated with the quadratic forms \( Q_{\alpha,S}^{(\beta)} \), which are given by

\[
\mathcal{D}(H_{\alpha,S}^{(\beta)}) = \left\{ \psi = \phi + q \chi G_\lambda \in \mathcal{D}(Q_{\alpha,S}^{(\beta)}) \mid \phi \in \mathcal{D}(H_{\alpha,S}^{(\beta)}), \right. \\
q = \frac{2^\alpha \pi \Gamma(\alpha)}{\beta + c_\alpha \lambda^2}\lim_{r \to 0^+} \frac{\alpha \langle \phi_\lambda \rangle(r) + r \partial_r \langle \phi_\lambda \rangle(r)}{r^\alpha} 
\]

\[
H_{\alpha,S}^{(\beta)} \psi = H_{\alpha,S} \phi + q \left[ (S^2 - \lambda^2) \chi \zeta_\lambda G_\lambda + 2 \chi \zeta_\lambda S \cdot (-i \nabla + A_\alpha) G_\lambda \\
+ 2 \zeta_\lambda \cdot (-i \nabla \chi) \cdot (-i \nabla + A_\alpha + S) G_\lambda + 2 \chi \cdot (-i \nabla + S) G_\lambda \\
- (\zeta_\lambda \Delta \chi + 2 \nabla \chi \cdot \nabla \zeta_\lambda + \chi \Delta \zeta_\lambda) G_\lambda \right],
\]

identify a one-parameter family of self-adjoint extensions of \( H_{\alpha,S} \) in \( L^2(\mathbb{R}^2) \). In particular, if \( S \in L^\infty(\mathbb{R}^2) \) this family parametrizes all anyonic self-adjoint realizations of \( H_{\alpha,S} \) in \( L^2_{\text{even}}(\mathbb{R}^2) \).

Remark 1.18 (Operator domain).
Under the assumptions (1.44) on the magnetic potential \( S \), the r.h.s. of (1.53) is automatically in \( L^2(\mathbb{R}^2) \), because, thanks to the choice of \( \zeta_\lambda \) as well as the regularity of \( S_\perp \) and \( S_\parallel \) close to the origin, all the leading order divergences there cancel out. Let us further remark that, similarly to what we pointed out in Remark 1.12 (see especially (1.42) and the related comments), it is possible to obtain a more explicit representation of the operator domain, characterizing the asymptotic behaviour of its elements close to the origin in the spirit of [5, 14, 15, 17] (see also next § 1.4). More precisely, in the anyonic setting the angular average of any \( \psi \in \mathcal{D}(H_{\alpha,S}^{(\beta)}) \) behaves\(^7\) as follows for a suitable \( C \in \mathbb{R} \):

\[
\langle \psi \rangle(r) \sim \begin{cases} 
C \left( r^\alpha + \frac{2^\alpha \pi^\alpha \Gamma(\alpha)}{\beta} r^{-\alpha} \right) + o(r^{1-\alpha}), & \text{for } 0 < \alpha < 1/2, \\
C \left( \frac{1}{\sqrt{r}} \left( 1 + S_\perp(0) r \log r \right) + \frac{\beta}{\pi^\alpha} r \right) + o(r), & \text{for } \alpha = 1/2, \\
C \left( r^\alpha + \frac{2^\alpha \pi^\alpha \Gamma(\alpha)}{\beta} r^{-\alpha} \left( 1 - \alpha S_\perp(0) \right) \right) + o(r), & \text{for } 1/2 < \alpha < 1.
\end{cases}
\]

1.4. Aharonov-Bohm Schrödinger operators for special \( S \). In this section we take a different view point and, instead of considering the most general magnetic potential \( S \), we focus on potentials of a specific form, although still satisfying (1.5). We thus assume that, for certain \( r_0 > 0 \),

\[
S(x) = S(|x|) \hat{x}_\perp, \quad \text{for some } S \in C^{0,1}(\{0, r_0 \}) \cap L^\infty(\mathbb{R}_+). 
\]

\(^7\)To make a comparison with [17], let us highlight that the asymptotic expansions in (1.54) lead to the following identifications of the parameters \( m \equiv m_{[17]} \beta \equiv \beta_{[17]} \kappa \equiv \kappa_{[17]} \chi \equiv \chi_{[17]} \) of the cited reference (see, especially, § 2.4 therein): \( m_{[17]} = \alpha, \beta_{[17]} = -2\alpha S_\perp(0), \kappa_{[17]} = \frac{2^\alpha \pi^\alpha \Gamma(\alpha)}{\beta}, \chi_{[17]} = \frac{\alpha}{\beta} \).
Note that such a potential can not be continuous at the origin (and then satisfy assumption (1.24)), unless \( S(0) = 0 \). Actually, if this is the case, one can easily realize that \( S \in C^0(B_\rho) \). Therefore, the most interesting case \( S(0) \neq 0 \), which is not included, is fact covered by the discussion in §1.3. Note also that, for a generic vector potential \( S(x) \), the decomposition \( S(x) = S_\parallel(x) \hat{x} + S_\perp(x) \hat{x}_\perp \) holds for any \( x \in \mathbb{R}^2 \setminus \{0\} \). Moreover, if \( S_\parallel \) is radial and regular enough, one can get rid of the radial part of \( S \), via the gauge transformation \( \psi(x) \rightarrow e^{-i\varphi(|x|)} \psi(x) \), with, e.g.,

\[
\varphi(|x|) := \int_0^{|x|} \varphi_s(r) \, dr,
\]

since \( \nabla \varphi = S_\parallel(x) \hat{x} \). Notice also that the Coulomb gauge imposes no restriction on \( S \), since the condition \( \nabla \cdot S = 0 \) is identically fulfilled in the sense of distributions.

Before stating the main result of the section, we present a special case, which can be solved explicitly: assume that \( S(|x|) \equiv S(0) \neq 0 \) constant, then applying the cylindrical harmonics decomposition

\[
L^2(\mathbb{R}^2) = \bigoplus_{k \in \mathbb{Z}} L^2(\mathbb{R}_+, r \, dr) \otimes \text{span} \left( \frac{e^{ik\theta}}{\sqrt{2\pi}} \right), \quad \psi(x) = \sum_{k \in \mathbb{Z}} \psi_k(r) e^{ik\theta} \sqrt{2\pi},
\]

one gets

\[
H_{\alpha,S} - S^2(0) = \sum_{k \in \mathbb{Z}} V^{-1} L_{\alpha,S}^k \sqrt{V} \otimes 1,
\]

where we introduced the unitary transformation \( V : L^2(\mathbb{R}_+, r \, dr) \rightarrow L^2(\mathbb{R}_+, dr) \), \( (V \psi_k)(r) := \sqrt{r} \psi_k(r) \) and the family of radial differential operators

\[
L_{\alpha,S}^k := -\frac{d^2}{dr^2} + \frac{(k + \alpha)^2 - 1/4}{r^2} + \frac{2(k + \alpha)S(0)}{r},
\]

a.k.a. *Whittaker operators*. A comprehensive analysis of all self-adjoint realizations on \( L^2(\mathbb{R}_+, dr) \) of the differential operator \( L_{\alpha,S}^k \), for any \( k \in \mathbb{Z} \), is performed\(^8\) in \([15, 17]\). In particular, it is proven there that all the operators are essentially self-adjoint, except for the ones with \( k = 0 \) and \( k = -1 \), which have both deficiency indices \((1, 1)\), and therefore a one-parameter family of self-adjoint extensions each. The defect functions are

\[
g_{\alpha,\pm}^{(k)}(r) := N_{\alpha,\pm}^{(k)} W_{e^{\pm i\pi/4}(\alpha+k)S(0),|\alpha+k|}(2 e^{\pm i\pi/4} r),
\]

where \( W_{k,\mu}(z) \) is the Whittaker function related to the Tricomi’s function \( U(a, b; z) = z^{-a-2} 2^a \Gamma(a+b) \), \( a, \alpha - c + 1, -1; z \) via the identity (see \([35]\) §13.14, Eq. 13.14.3)

\[
W_{k,\mu}(z) = e^{-z/2} z^{\mu+1/2} \frac{\Gamma(\frac{1}{2} + \mu - k, 1 + 2\mu; z)},
\]

and we have fixed the normalization factor as

\[
N_{\alpha,\pm}^{(k)} := \frac{\pm (e^{\pm i\pi/4})^{1/2 - |\alpha+k|}}{\Gamma(1/2 + |\alpha + k| + e^{\pm i\pi/4}(\alpha + k) S(0))},
\]

in order to simplify the labelling of the distinguished extensions (see next Remark 1.21).

We are now in position to state the main result of the section. We introduce the defect functions

\[
\gamma^{(0)}_{\pm}(r) := \frac{1}{\sqrt{2\pi}} r^{-1/2} g_{\alpha,\pm}^{(0)}(r), \quad \gamma^{(-1)}_{\pm}(r, \theta) := \frac{1}{\sqrt{2\pi}} r^{-1/2} g_{\alpha,\pm}^{(-1)}(r) e^{-i\theta}.
\]

\(^8\)In order to simplify the comparison, we point out that the parameters \( \alpha \equiv m^2 \) and \( \beta \) used in \([15] \) and \([17]\) (hereafter denoted with \( \alpha_{17} = m_{17} \) and \( \beta_{17} \)) to avoid confusion) in the present setting are given by \( \alpha_{17} := (k + \alpha)^2, m_{17} := |k + \alpha|, \beta_{17} := -2(k + \alpha) S(0) \). Note however that in \([15, 17]\) the full operator \( H_{\alpha,S} \) is not taken into account and therefore the self-adjoint extensions mixing the subspaces \( k = 0 \) and \( k = -1 \) are not discussed.
Proposition 1.19 (Self-adjoint extensions $H^{(U)}_{\alpha,S}$).
Let $\alpha \in (0, 1)$ and let $S$ satisfy (1.5) and (1.35). Then, the symmetric operator $\hat{H}_{\alpha,S}$ on $L^2(\mathbb{R}^2)$ admits a four-parameter family of self-adjoint extensions $H^{(U)}_{\alpha,S}$, $U \in M_2(\mathbb{C})$ unitary, given by

$$\mathcal{D}(H^{(U)}_{\alpha,S}) = \left\{ \psi = \phi + \gamma_+ + \gamma_- \in L^2(\mathbb{R}^2) \mid \phi \in \mathcal{D}(\hat{H}_{\alpha,S}), \gamma_\pm = c_{0,\pm} \gamma_0^{(0)} + c_{-1,\pm} \gamma_{-1}^{(1)}, \right\}.$$  

$$c_\pm = (c_{0,\pm}, c_{-1,\pm}) \in \mathbb{C}^2, c_- = U c_+.$$  

(1.63)

$$H^{(U)}_{\alpha,S} \psi = \hat{H}_{\alpha,S} \phi + i \gamma_+ - i \gamma_-.$$  

(1.64)

Remark 1.20 (Classification of self-adjoint extensions).
As in the usual application of Von Neumann theory, the family $H^{(U)}_{\alpha,S}$ covers all possible self-adjoint extensions of the operator $\hat{H}_{\alpha,S}$. Being the deficiency indices equal to $(2, 2)$, the family is labelled by 4 real parameters identifying the entries of the matrix $U$, which has the form

$$U = e^{i\eta} \begin{pmatrix} a & -\overline{b} \\ b & \overline{a} \end{pmatrix}, \quad \text{where } \eta \in [0, 2\pi], a, b \in \mathbb{C}, \text{ s.t. } |a|^2 + |b|^2 = 1.$$  

(1.65)

The extensions studied in [17] correspond to diagonal matrices $U$.

Remark 1.21 (Friedrichs and Krein extensions).
The Friedrichs and Krein extensions obviously belong to the family $H^{(U)}_{\alpha,S}$ and are recovered for $U$ equal to

$$U^{(F)} := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad U^{(K)} := \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix},$$

respectively.

Remark 1.22 (Spectral properties).
The spectral properties of the Whittaker operators $L^{(k)}_{\alpha,S}$ in (1.58) are discussed in detail in [17], §3: each operator has the same essential spectrum of the Friedrichs extension, i.e., $\sigma_{ess}(L^{(k)}_{\alpha,S}) = \mathbb{R}_+$, for any $k \in \mathbb{Z}$, and typically isolated eigenvalues appear below the threshold of the essential spectrum. Unfortunately, these results do not directly apply to the operators $H^{(U)}_{\alpha,S}$ for generic $S$, because, as we are going to see (see §2.4), such operators can be seen as Kato-small perturbations of the corresponding ones with constant $S(x) = S(0)$ and, as such, their spectral properties depend on $S$ in a crucial way.

Remark 1.23 (Anyonic operators).
Among the extensions $H^{(U)}_{\alpha,S}$, there is a one-parameter family identifying anyonic operators, i.e., self-adjoint realizations of the Hamiltonian of a pair of anyons immersed in an external magnetic field $\nabla \times S$. Such extensions are those living in $L^2_{\text{ven}}(\mathbb{R}^2)$, namely those associated with the defect functions $\gamma^{(0)}_\pm$ only, i.e., $s$-wave perturbations. Their explicit expression is obtained by taking $a = e^{i\tau}, b = 0$ and $\eta = \tau$:

$$U = \begin{pmatrix} e^{2i\tau} & 0 \\ 0 & 1 \end{pmatrix}.$$  

(1.66)

Note that this implies that the domain of such extensions is given by wave functions $\psi$ such that

$$\psi = \phi + c_0 \left( \gamma^{(0)}_+ + e^{2i\tau} \gamma^{(0)}_- \right) + c_{-1} \left( \gamma^{(-1)}_+ + \gamma^{(-1)}_- \right), \quad \text{with } \phi \in \mathcal{D}(\hat{H}_{\alpha,S}), c_0, c_{-1} \in \mathbb{C}.$$  

(1.66)

It is interesting to remark that the last term in the expansion of $\psi$ belongs to the domain of the unperturbed operator and can thus be included in $\phi$. Furthermore, since $\gamma^{(0)}_\pm$ have the same asymptotic behavior as $r \to 0^+$ of $G_\alpha$, i.e., $\gamma^{(0)}_\pm(r) \sim r^{-\alpha}$, any functions as in (1.66) above admits a decomposition as in (1.39),
namely $\psi = \phi_\lambda + q\chi G_\lambda$. Then, it is not difficult to verify that the “charge” $q \in \mathbb{C}$ satisfies the boundary condition in (1.39) and one recovers the operators given in Corollary 1.10 (for suitable $\beta \in \mathbb{R}$).

2. Proofs

We now present the proofs of our main results. We start with the investigation of the Friedrichs extension and then study its singular perturbations.

2.1. Regular realizations: the Friedrichs extension. Before dealing with the presence of an external magnetic field, let us first consider the quadratic form $Q^{(F)}_{\alpha,0}$ in absence of it, i.e., for $S = 0$. Closedness and non-negativity are obvious consequences of Eqs. (1.6) and (1.8). We recall the decomposition in cylindrical harmonics in (1.56) (with analogous expressions for $L^2_{\text{even}}(\mathbb{R}^2)$), which allows to rewrite the form for any $\psi \in \mathcal{D}[Q^{(F)}_{\alpha,0}]$ as

$$Q_{\alpha,0}[\psi] = \sum_{k \in \mathbb{Z}} \int_0^{+\infty} dr \left[ |\psi_k|^2 + \frac{(k+\alpha)^2}{r^2} |\psi_k|^2 \right];$$

$$\|\nabla \psi\|_2^2 = \sum_{k \in \mathbb{Z}} \int_0^{+\infty} dr \left[ |\psi_k'|^2 + \frac{k^2}{r^2} |\psi_k|^2 \right], \quad \|A_\alpha \psi\|_2^2 = \sum_{k \in \mathbb{Z}} \int_0^{+\infty} dr \frac{\alpha^2}{r} |\psi_k|^2.$$  (2.1, 2.2)

Then, the basic inequalities $(k+\alpha)^2 \leq 2(k^2 + \alpha^2)$ and $(k+\alpha)^2 \geq (1-\alpha)^2 k^2$ immediately implies that $(k+\alpha)^2 \geq \min(\alpha^2, (1-\alpha)^2)$, so that

$$Q_{\alpha,0}[\psi] \leq 2 \|\nabla \psi\|_2^2 + 2 \|A_\alpha \psi\|_2^2,$$

$$Q_{\alpha,0}[\psi] \geq \epsilon (1-\alpha)^2 \|\nabla \psi\|_2^2 + (1-\epsilon) \min \{1, (1-\alpha)^2/\alpha^2\} \|A_\alpha \psi\|_2^2.$$  (2.3, 2.4)

for any $\epsilon \in [0,1]$. These facts prove that $\mathcal{D}[Q^{(F)}_{\alpha,0}] = \{\psi \in H^1(\mathbb{R}^2) \mid A_\alpha \psi \in L^2(\mathbb{R}^2)\}$, which is equivalent to Eq. (1.11) for $S = 0$. On the other hand, the square-integrability of $A_\alpha \psi$ and $\nabla \psi$ in a neighborhood of the origin requires that

$$\sum_{k \in \mathbb{Z}} |\psi_k|^2 = r^{-1} \int_{\partial B_r} d\Sigma \frac{|\psi|^2}{r} \xrightarrow{r \to 0^+} 0, \quad r^2 \sum_{k \in \mathbb{Z}} |\psi'_k|^2 = r \int_{\partial B_r} d\Sigma \frac{|\nabla \psi|^2}{r} \xrightarrow{r \to 0^+} 0,$$  (2.5)

respectively, which proves Eq. (1.10) for any $\psi \in \mathcal{D}[Q^{(F)}_{\alpha,0}]$.

Proof of Proposition 1.1

i) Closedness and non-negativity of the quadratic form are evident. Let us prove (1.9), by showing the reciprocal inclusion of the sets on its l.h.s. and r.h.s.. On one hand, acting exactly as in the derivation of (2.3), we get

$$Q_{\alpha,S}[\psi] \leq 2 \|(-i\nabla + S) \psi\|_2^2 + 2 \|A_\alpha \psi\|_2^2,$$

which suffices to infer that the r.h.s. of (1.9) is contained in $\mathcal{D}[Q^{(F)}_{\alpha,S}]$. On the other hand, consider the partition of unity given by a pair of $C^\infty$ functions $\xi, \eta : \mathbb{R}^2 \to [0,1]$ such that $\xi$ has compact support, $\xi = 1$ in an open neighborhood of the origin, and $\xi^2 + \eta^2 = 1$. Then, starting again from (1.6) and using a variant of the IMS localization formula (see, e.g., [13, Thm. 3.2]) and the lower bounds derived previously
in the case $S = 0$, we derive the following chain of inequalities for any $\epsilon \in (0, 1)$:

$$Q_{\alpha,S}[\psi] = \|(-i\nabla + A_\alpha + S)(\xi \psi)\|^2 + \|(-i\nabla + A_\alpha + S)(\eta \psi)\|^2 - \|(-\nabla \xi) \psi\|^2 - \|(-\nabla \eta) \psi\|^2$$

$$\geq (1 - \epsilon) \left( \|(-i\nabla + S)(\xi \psi)\|^2 + \|(-i\nabla + A_\alpha)(\xi \psi)\|^2 \right) - \frac{1 - \epsilon}{\epsilon} \left( \|S\xi \psi\|^2 + \|A_\alpha \eta \psi\|^2 \right) - C \psi_\|_2^2$$

$$\geq (1 - \epsilon) \left( \|(-i\nabla + S)(\eta \psi)\|^2 + (1 - \alpha^2) \|\nabla(\xi \psi)\|^2 + (1 - \epsilon) \min \{1, (1 - \alpha^2) / \alpha^2\} \|A_\alpha \xi \psi\|^2 \right)$$

$$\geq \epsilon(1 - \epsilon)^2(1 - \alpha^2) \left( \|(-i\nabla + S)(\xi \psi)\|^2 + \|(-i\nabla + S)(\eta \psi)\|^2 \right) + (1 - \epsilon)^2 \min \{1, (1 - \alpha^2) / \alpha^2\} \|A_\alpha \psi\|^2$$

$$\geq \epsilon(1 - \epsilon)^2(1 - \alpha^2) \left( \|(-i\nabla + S)\psi\|^2 + (1 - \epsilon)^2 \min \{1, (1 - \alpha^2) / \alpha^2\} \|A_\alpha \psi\|^2 \right)$$

where $C_\epsilon > 0$ is finite for any $\epsilon \in (0, 1)$ and we have used the inequality

$$|u + v|^2 \geq (1 - \epsilon) |u|^2 + (1 - \frac{1}{\epsilon}) |v|^2,$$

following from $|u + v| \geq |u| - |v|$ and $|u \cdot v| \leq \frac{\epsilon}{2} |u|^2 + \frac{1}{2\epsilon} |v|^2$. Therefore, for all $\gamma > 0$ large enough, there exists a positive constant $C_\gamma$ such that

$$Q_{\alpha,S}[\psi] + \gamma \|\psi\|_2^2 \geq C_\gamma \left( \|(-i\nabla + S)\psi\|^2 + \|A_\alpha \psi\|^2 \right),$$

which implies the reversed inclusion of $\mathcal{D}(Q_{\alpha,S})$ in the r.h.s. of (1.29), whence the identity.

Finally, notice that $S\psi \in L^2_{\text{loc}}(\mathbb{R}^2)$ for any $\psi \in L^2(\mathbb{R}^2)$, since $S \in L^\infty_{\text{loc}}(\mathbb{R}^2)$. On account of Eq. (1.9), this fact grants that $\nabla \psi$ and $A_\alpha \psi$ both belong to $L^2_{\text{loc}}(\mathbb{R}^2)$ for any $\psi$ in the form domain. Therefore, the limits in Eq. (1.10) can be deduced exactly as in the case $S = 0$ in (2.5) above.

ii) Consider the sesquilinear form defined by polarization starting from $Q_{\alpha,S}^{(F)}$, that is

$$Q_{\alpha,S}^{(F)}[\psi_1, \psi_2] := \int_{\mathbb{R}^2} \text{d}x \ {-} \langle (-i\nabla + A_\alpha + S)\psi_1, (-i\nabla + A_\alpha + S)\psi_2 \rangle,$$

and notice that the usual definition of the unique operator associated to a closed, semi-bounded quadratic form (see, e.g., [37, Thm. VIII.15]) in the case under analysis yields

$$\mathcal{D}(H_{\alpha,S}^{(F)}) = \left\{ \psi_2 \in \mathcal{D}[Q_{\alpha,S}^{(F)}] \ | \ \exists \ w \in L^2(\mathbb{R}^2) \text{ s.t. } Q_{\alpha,S}^{(F)}[\psi_1, \psi_2] = \langle \psi_1 | w \rangle_{L^2(\mathbb{R}^2)}, \forall \psi_1 \in \mathcal{D}[Q_{\alpha,S}^{(F)}] \right\},$$

with $H_{\alpha,S}^{(F)} \psi_2 := w$, for all $\psi_2 \in \mathcal{D}(H_{\alpha,S}^{(F)})$. For any $\psi_1, \psi_2 \in \mathcal{D}(Q_{\alpha,S}^{(F)})$, by integrating by parts, we obtain

$$Q_{\alpha,S}^{(F)}[\psi_1, \psi_2] = \lim_{r \to 0^+} \int_{\mathbb{R}^2} \text{d}x \ {-} \langle (-i\nabla + A_\alpha + S)\psi_1, (-i\nabla + A_\alpha + S)\psi_2 \rangle,$$

$$= \lim_{r \to 0^+} \int_{\mathbb{R}^2 \setminus B_r} \text{d}x \ |\psi_1(-i\nabla + A_\alpha + S)\psi_2|^2 - \lim_{r \to 0^+} \int_{\partial B_r} \text{d}\Sigma_r \ |\psi_1(\partial_r + iS \cdot \hat{r})\psi_2|^2.$$

Concerning the boundary term, assumption (1.5) and the relations in Eq. (1.10) imply

$$\left| \int_{\partial B_r} \text{d}\Sigma_r \ |\psi_1(\partial_r + iS \cdot \hat{r})\psi_2|^2 \right| \leq \left( \int_{\partial B_r} |\psi_1|^2 \right)^{1/2} \left[ \left( \int_{\partial B_r} |\partial_r \psi_2|^2 \right)^{1/2} + \|S\|_{L^\infty(B_r)} \left( \int_{\partial B_r} |\psi_2|^2 \right)^{1/2} \right]$$

$$= 2\pi \sqrt{\langle |\psi_1|^2 \rangle (r) \left[ r \sqrt{\langle |\partial_r \psi_2|^2 \rangle (r) + r \|S\|_{L^\infty(B_r)} \sqrt{\langle |\psi_2|^2 \rangle (r)} \right]} \underset{r \to 0^+}{\longrightarrow} 0,$$
where we recall that \( (f) : \mathbb{R}^+ \to \mathbb{C} \) stands for the angular average of the function \( f : \mathbb{R}^2 \to \mathbb{C} \) (see (1.14)). In view of Eq. (1.14) and (1.9), the above results suffice to infer that \( H^{(F)}_{\alpha,S}_\psi = H_{\alpha,S}_\psi \), which in turn implies Eq. (1.11).

Before proceeding further, we briefly comment on what is stated in Remark 1.2. The first identity in Eq. (1.12) is a trivial consequence of Eq. (1.9) and of the fact that \( S\psi \in L^2(\mathbb{R}^2) \) for any \( S \in L^\infty(\mathbb{R}^2) \) and \( \psi \in L^2(\mathbb{R}^2) \). Concerning the second identity in Eq. (1.12), the inclusion \( \mathcal{D}(H^{(F)}_{\alpha,S}_\psi) \subset \mathcal{D}(H^{(F)}_{\alpha,S}) \) can be easily deduced taking into account that \( \mathcal{D}(H^{(F)}_{\alpha,S}_\psi) \subset \mathcal{D}(Q^{(F)}_{\alpha,S}) \) and noting that

\[
\|H_{\alpha,S}\psi\|_2^2 \leq 3 \int_{\mathbb{R}^2} dx \left[ |(i\nabla + A_{\alpha})^2 \psi|^2 + 4 |S \cdot (i\nabla + A_{\alpha}) \psi|^2 + |S^2 \psi|^2 \right] \\
\leq 3 \left( \|H_{\alpha,0}\psi\|_2^2 + 4 \|S\|_\infty^2 \|Q_{\alpha,0}\psi\| + \|S\|_\infty^2 \|\psi\|_2^2 \right).
\]

On the other hand, by (2.6),

\[
\|H_{\alpha,S}\psi\|_2^2 \geq \int_{\mathbb{R}^2} dx \left[ (1 - \epsilon) \left| (i\nabla + A_{\alpha})^2 \psi \right|^2 + (1 - \frac{1}{\epsilon}) \left| 2S \cdot (i\nabla + A_{\alpha}) + S^2 \right| \psi \right|^2 \\
\geq (1 - \epsilon) \|H_{\alpha,0}\psi\|_2^2 + 3 \left( 1 - \frac{1}{\epsilon} \right) \left( 2 \|S\|_\infty^2 \|Q_{\alpha,0}\psi\| + \|S\|_\infty^2 \|\psi\|_2^2 \right),
\]

for any \( \epsilon \in (0, 1) \), which implies the reversed inclusion \( \mathcal{D}(H^{(F)}_{\alpha,S}_\psi) \subset \mathcal{D}(H^{(F)}_{\alpha,S}) \).

2.2. Singular perturbations (S continuous). We first discuss in detail the well-posedness of the quadratic form (1.31), which we recall is given by

\[
Q^{(\beta)}_{\alpha,S}[\psi] := Q^{(F)}_{\alpha,S}[\psi] - \lambda^2 \|\psi\|_2^2 + \lambda^2 \|\phi_\lambda\|_2^2 \\
+ 2 \Re \left[ \left( 2 \langle (i\nabla + A_{\alpha}) \phi_\lambda | (S \chi - i\nabla \chi) G_\lambda \rangle + \langle \phi_\lambda | \left( S^2 \chi + A_{\alpha} \chi \right) G_\lambda \rangle \right) \right] \\
+ |q|^2 \left( \beta + c_\alpha \lambda^2 \Xi_{\alpha,S}(\lambda) \right),
\]

so completing what is stated in Remark 1.4. Besides the first term on the second line of (1.31), there are indeed other terms in the form, which may seem to be ill-defined.

First of all, we observe that, since \( S^2 \chi, \Delta \chi, L^2(\mathbb{R}^2) \) by construction, the expressions \( \langle \phi_\lambda | (S^2 \chi + A_{\alpha} \chi) G_\lambda \rangle \) and \( \langle \chi G_\lambda | (S^2 \chi - A_{\alpha} \chi) G_\lambda \rangle \) are actually well-defined inner products in \( L^2(\mathbb{R}^2) \). Next, we remark that our assumptions on \( \chi \) imply \( \nabla \chi^2 \equiv 0 \) in an open neighborhood of the origin. On the other hand, it can be checked by direct computation that \( \nabla G_\lambda \in L^2(\mathbb{R}^2 \setminus \{0\}) \). Hence, we deduce that \( \nabla \chi \cdot \nabla G_\lambda \in L^2(\mathbb{R}^2) \), so that the second term in \( \Xi_{\alpha,S}(\lambda) \) is well-posed.

In order to show that, under our assumptions, \( \Xi_{\alpha,S}(\lambda) \) is finite and thus the form is well-posed, it remains to consider the last term in its expression and, in light of Remark 1.7, we should expect that it is the most delicate one. Recalling the asymptotics (1.38) and, specifically, the fact that \( |A_{\alpha}| \sim r^{-1} \) and \( G_\lambda \sim r^{-\alpha} \), as \( r \to 0^+ \), we see, that for \( 0 < \alpha < 1/2 \) and for any \( S \in L^\infty(\mathbb{R}^2) \), such an expression can be interpreted as a duality pairing between the weighted spaces \( L^2(\mathbb{R}^2, |x|^{-1-\nu}) \) and \( L^2(\mathbb{R}^2, |x|\nu) \). When \( 1/2 < \alpha < 1 \), on the other hand, we need stronger assumptions on the regularity of \( S \) at the origin. However, Hölder continuity, as in (1.24), allows to give a meaning to that expression as a duality pairing between \( L^2(\mathbb{R}^2, |x|^{-1-\nu}) \) and \( L^2(\mathbb{R}^2, |x|^{1-\nu}) \). It is worth noting that the Hölder condition on \( S \) is not an optimal requirement in general, since the last term in \( \Xi_{\alpha,S}(\lambda) \) totally disappears for, e.g., radial magnetic potentials, i.e., whenever \( S(x) = S(x) \hat{\chi} \).
Proof of Theorem 1.5

i) Let us first prove the independence of the form of \( \lambda > 0 \). Let us fix \( \lambda_1 \neq \lambda_2 \) and consider, for any \( \psi \in \mathcal{D}(Q_{\alpha,S}^{(b)}) \), the two alternative representations \( \psi = \phi_{\lambda_1} + q \chi G_{\lambda_1} \) and \( \psi = \phi_{\lambda_2} + q \chi G_{\lambda_2} \), which follow from the fact that \( G_{\lambda_1} - G_{\lambda_2} \in \mathcal{D}(Q_{\alpha,S}^{(f)}) \), so that \( \phi_{\lambda_1} = \phi_{\lambda_2} + q \chi (G_{\lambda_2} - G_{\lambda_1}) \). Note that a non-trivial consequence is that the “charge” is independent of \( \lambda \). Moreover, the identity (1.15) and some integrations by parts yield

\[
Q_{\alpha,S}^{(b)}[\phi_{\lambda_1} + q \chi G_{\lambda_1}] = Q_{\alpha,S}^{(f)}[\phi_{\lambda_2}] - \lambda_2^2 \| \psi \|_2^2 + \lambda_2^2 \| \phi_{\lambda_2} \|_2^2 \\
+ 2 \Re \left[ q \left( 2 \left( \langle (-i\nabla + A_\alpha) \phi_{\lambda_2} | (S \chi - i\nabla \chi) G_{\lambda_2} \rangle + \langle \phi_{\lambda_2} | \left( S^2 \chi + \Delta \chi \right) G_{\lambda_2} \rangle \right) \right) \right] \\
+ |q|^2 \left\{ \beta + c_\alpha \lambda_2^{2\alpha} + \Xi_{\alpha,S}(\lambda_2) - 2 \int_{\mathbb{R}^2} dx \left( A_\alpha \cdot \nabla \chi^2 \right) (G_{\lambda_2} - G_{\lambda_1})^2 + c_\alpha (\lambda_2^{2\alpha} - \lambda_2^{2\alpha}) \right\} \\
+ (\lambda_2^2 - \lambda_1^2) \langle \chi G_{\lambda_2} | \chi G_{\lambda_1} \rangle + \int_{\mathbb{R}^2} dx \left( \nabla \chi^2 \cdot (G_{\lambda_1} \nabla G_{\lambda_2} - G_{\lambda_2} \nabla G_{\lambda_1}) \right) \\
- 2 \Re \left[ q \lim_{r \to 0^+} \int_{\partial \mathbb{B}_r} d\Sigma_r \left( \chi \partial_r - \partial_r \chi - i (S \cdot \hat{r}) \right) (G_{\lambda_2} - G_{\lambda_1}) \right] \\
- |q|^2 \lim_{r \to 0^+} \int_{\partial \mathbb{B}_r} d\Sigma_r \chi (G_{\lambda_2} - G_{\lambda_1}) \right] \right] . \tag{2.8}
\]

Notice that \( A_\alpha \cdot \hat{r} = 0 \) and, since \( G_\lambda \) is radial, \( A_\alpha \cdot \nabla (G_{\lambda_2} - G_{\lambda_1}) \right] = 0 \). On account of these identities, recalling as well that \( \nabla \cdot A_\alpha = 0 \) and integrating by parts we get

\[
\int_{\mathbb{R}^2} dx \left( A_\alpha \cdot \nabla \chi^2 \right) (G_{\lambda_2} - G_{\lambda_1})^2 = \lim_{r \to 0^+} \int_{\mathbb{R}^2 \setminus \mathbb{B}_r} dx \left( A_\alpha \cdot \nabla \chi^2 \right) (G_{\lambda_2} - G_{\lambda_1})^2 \\
= \lim_{r \to 0^+} \left[ - \int_{\partial \mathbb{B}_r} d\Sigma_r \left( A_\alpha \cdot \hat{r} \right) \chi^2 (G_{\lambda_2} - G_{\lambda_1})^2 - \int_{\mathbb{R}^2 \setminus \mathbb{B}_r} dx \chi^2 A_\alpha \cdot \nabla (G_{\lambda_2} - G_{\lambda_1})^2 \right] = 0 . \tag{2.9}
\]

Moreover Eqs. (1.15) and (1.18) ensue, respectively, \( \Delta G_\lambda = (A_\alpha^2 + \lambda^2)G_\lambda \) in \( \mathbb{R}^2 \setminus \{0\} \) and (see also [55 Eq. 5.5.3])

\[
G_{\lambda_1}(r) \partial_r G_{\lambda_2}(r) - G_{\lambda_2}(r) \partial_r G_{\lambda_1}(r) = \frac{\pi(\lambda_1^{2\alpha} - \lambda_2^{2\alpha})}{2 \sin(\pi \alpha)} \frac{1}{r} + \mathcal{O}(r^{1-2\alpha}) , \quad \text{as } r \to 0^+. 
\]

Exploiting these relations and integrating by parts (recall that c_\alpha = \pi^2 / \sin(\pi \alpha)), we obtain

\[
c_\alpha (\lambda_1^{2\alpha} - \lambda_2^{2\alpha}) + (\lambda_2^2 - \lambda_1^2) \langle \chi G_{\lambda_2} | \chi G_{\lambda_1} \rangle + \int_{\mathbb{R}^2} dx \left( \nabla \chi^2 \right) (G_{\lambda_1} \nabla G_{\lambda_2} - G_{\lambda_2} \nabla G_{\lambda_1}) \\
= c_\alpha (\lambda_1^{2\alpha} - \lambda_2^{2\alpha}) - \lim_{r \to 0^+} \int_{\partial \mathbb{B}_r} d\Sigma_r \chi^2 (G_{\lambda_1} \partial_r G_{\lambda_2} - G_{\lambda_2} \partial_r G_{\lambda_1}) \\
+ \lim_{r \to 0^+} \int_{\mathbb{R}^2 \setminus \mathbb{B}_r} dx \left[ \left( \lambda_2^2 - \lambda_1^2 \right) G_{\lambda_2} G_{\lambda_1} - G_{\lambda_1} \Delta G_{\lambda_2} + G_{\lambda_2} \Delta G_{\lambda_1} \right] \\
= \frac{\pi^2}{\sin(\pi \alpha)} (\lambda_1^{2\alpha} - \lambda_2^{2\alpha}) - \lim_{r \to 0^+} \left[ 2\pi r \left( \frac{\pi(\lambda_1^{2\alpha} - \lambda_2^{2\alpha})}{2 \sin(\pi \alpha)} \frac{1}{r} + \mathcal{O}(r^{1-2\alpha}) \right) \right] = 0 . \tag{2.10}
\]

Finally, consider the boundary terms in Eq. (2.8). Notice that all the derivatives of \( \chi \) vanish identically in an open neighborhood of the origin. Then, on account of the first relation written in Eq. (1.10) and of the
asymptotic expansion (1.18) for $G_{\lambda}$, in the limit for $r \to 0^+$, we obtain
\[
\left| \int_{\partial B_r} \overline{\phi_{\lambda_2}} \left( \chi \partial_r - \partial_r \chi - i (S \cdot \hat{f}) \chi \right) (G_{\lambda_2} - G_{\lambda_1}) \right| \leq 2\pi r \sqrt{\left\langle |\phi_{\lambda_2}|^2 \right\rangle} \left( \sqrt{\left\langle |\partial_r (G_{\lambda_2} - G_{\lambda_1})|^2 \right\rangle} + ||S\chi||_{\infty} \sqrt{\left\langle |(G_{\lambda_2} - G_{\lambda_1})|^2 \right\rangle} \right) \\
\quad + ||S\chi||_{\infty} \sqrt{\left\langle |(G_{\lambda_2} - G_{\lambda_1})|^2 \right\rangle} \right) \leq C \sqrt{\left\langle |\phi_{\lambda_2}|^2 \right\rangle} \left[ r^\alpha + ||S\chi||_{\infty} r^{1+\alpha} \right] \xrightarrow{r \to 0^+} 0; \quad (2.11)
\]
\[
\int_{\partial B_r} d\Sigma_r \chi (G_{\lambda_2} - G_{\lambda_1}) \left[ 4 (\partial_r \chi) G_{\lambda_1} + \partial_r (\chi (G_{\lambda_2} - G_{\lambda_1})) \right] = \pi r \partial_r (G_{\lambda_2} - G_{\lambda_1})^2 = O(r^{2\alpha}) \xrightarrow{r \to 0^+} 0. \quad (2.12)
\]

Summing up (2.9) − (2.12) with (2.8), we obtain that $Q^{(\beta)}_{\alpha,S} [\phi_{\lambda_1} + q \chi G_{\lambda_1}] = Q^{(\beta)}_{\alpha,S} [\phi_{\lambda_2} + q \chi G_{\lambda_2}]$, which proves the thesis.

In the very same way one proves the independence of the cut-off $\chi$, provided the conditions (1.28) are satisfied. We omit the details for the sake of brevity.

ii) To begin with, let us show that $Q^{(\beta)}_{\alpha,S}$ is bounded from below. In the sequel we denote by $I_\chi$ the characteristic function of $\text{supp} \chi$, namely, $I_\chi := 1_{\text{supp} \chi}$, and indicate by $C$ a suitable positive constant, which may vary from line to line. Furthermore, all the relations derived in the sequel are understood to be fulfilled for $\lambda > 0$ large enough.

Firstly, exploiting (2.6), for any $\epsilon \in (0, 1)$, we get
\[
Q^{(F)}_{\alpha,S} [\phi_\lambda] \geq \frac{1}{2} Q^{(F)}_{\alpha,S} [\phi_\lambda] + \frac{1}{2} ||I_\chi (-i \nabla + A_{\alpha} + S) \phi_\lambda||_2^2 \geq \frac{1}{2} Q^{(F)}_{\alpha,S} [\phi_\lambda] + \frac{1-\epsilon}{2} \frac{1}{\epsilon} \||I_\chi (-i \nabla + A_{\alpha}) \phi_\lambda||_2^2 - \frac{\epsilon}{2} ||I_\chi S||_{\infty}^2 \||\phi_\lambda||_2^2. \quad (2.13)
\]

Secondly, we apply the Cauchy inequality, to get, for any $\epsilon_1 \in (0, 1),$
\[
\Re \left[ q \left( (-i \nabla + A_{\alpha}) \phi_\lambda \right) \langle |S\chi - i \nabla \chi| \rangle G_{\lambda_1} \right] \geq - \frac{\epsilon_1}{2} \||I_\chi (-i \nabla + A_{\alpha}) \phi_\lambda||_2^2 - \frac{1-\epsilon_1}{2} ||I_\chi S||_{\infty}^2 \||\phi_\lambda||_2 \cdot |q|^2 \left( ||S\chi||_{\infty}^2 + ||\nabla \chi||_{\infty}^2 \right) ||G_{\lambda_1}||_2 \geq - \frac{\epsilon_1}{2} \||I_\chi (-i \nabla + A_{\alpha}) \phi_\lambda||_2^2 - \frac{C}{\epsilon_1} ||q||_{2}^2 \lambda^{2\alpha-2}. \quad (2.14)
\]

Similarly, for any $\epsilon_2 > 0,$
\[
\Re \left[ q \left( \phi_\lambda \right) \left( |S^2 \chi + \Delta \chi| \right) G_{\lambda_1} \right] \geq - \frac{\epsilon_2}{2} \||\phi_\lambda||_2^2 - \frac{1}{\epsilon_2} ||q||_{2}^2 \left( ||S^2 \chi + \Delta \chi||_{\infty}^2 + ||\Delta \chi||_{\infty}^2 \right) ||G_{\lambda_1}||_2 \geq - \frac{\epsilon_2}{2} \||\phi_\lambda||_2^2 - \frac{C}{\epsilon_2} ||q||_{2}^2 \lambda^{2\alpha-2}. \quad (2.15)
\]

Finally, let us consider the term $\Xi_{\alpha,S}(\lambda)$ defined in Eq. (1.32): since $S\chi$, as well as $\chi$ and all its derivatives, belongs to $L^\infty (\mathbb{R}^2)$, we get
\[
\Xi_{\alpha,S}(\lambda) \geq - \left( ||S\chi||_{\infty}^2 + ||\Delta \chi||_{\infty}^2 \right) ||G_{\lambda_1}||_2 - \left( \left\langle G_{\lambda_1} | \nabla \chi \cdot \nabla G_{\lambda_1} \right\rangle \right) + 2 \left( \left\langle G_{\lambda_1} | S \cdot A_{\alpha} \chi^2 G_{\lambda_1} \right\rangle \right). \quad (2.16)
\]

Thanks to our assumptions on $\chi$, $\nabla \chi^2 = 0$ inside the disc $B_{r_1}$. Hence, in view of the explicit expression (1.16) for $G_{\lambda}$ and of the regularity features on the Bessel function $K_{\alpha}$ (see [35, §10.25]), a simple rescaling of the integration variable yields
\[
\left| \left\langle G_{\lambda_1} \left( \nabla \chi^2 \right) \cdot \nabla G_{\lambda_1} \right\rangle \right| \leq \left\| \nabla \chi^2 \right\|_{\infty} \int_{\mathbb{R}^2 \setminus B_{r_1}} dx \left| G_{\lambda_1} \nabla G_{\lambda_1} \right| \leq C \lambda^{2\alpha-1} \int_{r_1^+} dr \left| K_{\alpha}(r) \partial_r K_{\alpha}(r) \right| \leq C \lambda^{2\alpha-1}. \quad (2.17)
\]
In order to deal with the last term on the r.h.s. of (2.16), we have to exploit the regularity of $S$: we observe that (1.24) implies that

$$|S(x)| \leq C |x|^\gamma, \quad \text{for all } |x| \leq r_1,$$

where $\gamma > 2\alpha - 1$, if $\alpha \in [1/2, 1)$, and $\gamma = 0$ otherwise. Hence,

$$\left| \left\langle G_\lambda \left| S \cdot A_\alpha \chi^2 G_\lambda \right\rangle \right| \leq C \int_{B_{r_1}} dx \ |x|^{\gamma} |A_\alpha| \ G^2_\lambda + \left| S \chi^2 \right|_{L^2_{\text{loc}}} \int_{B_{r_1}} dx \ |A_\alpha| \ G^2_\lambda \leq C \left[ \lambda^{2\alpha-1-\gamma} \int_0^{1/r_1} dr \ r^\gamma K^2_\lambda(r) + \lambda^{2\alpha-1} \int_{1/r_1}^{\infty} dr \ K^2_\lambda(r) \right] \leq C \lambda^{2\alpha-1}. \quad (2.19)$$

Putting together (2.17) and (2.19) with (2.16), we obtain

$$\Xi_{\alpha,S}(\lambda) \geq -C \lambda^{2\alpha-1}. \quad (2.20)$$

For all $\lambda > 0$ sufficiently large, combing (2.13) - (2.15) with the above (2.20), we estimate

$$Q^{(b)}_{\alpha,S}[\psi] \geq \frac{1}{2} Q^{(F)}_{\alpha,S}[\phi_\lambda] - \lambda^2 \|\psi\|_2^2 + \frac{1}{2} \left( 1 - e - 4\epsilon \right) \|\phi_\lambda \|_2^2 + \left( \lambda^2 - \frac{1-\epsilon}{\epsilon} \right) \|\phi_\lambda \|_2^2 + c_\alpha \lambda^{2\alpha} \left[ 1 - C \left( \lambda^{-1} + \left( 4 \epsilon_1 + 2 \epsilon_2^2 \right) \lambda^{-2} \right) \lambda^{-2} \right] + \frac{\beta}{c_\alpha} \lambda^{-2\alpha} \|q\|^2. \quad (2.21)$$

Now, by the positivity of $Q^{(F)}_{\alpha,S}$, if we take $\epsilon_1 = \frac{1}{4} (1 - \epsilon)$ and $\lambda > 0$ large enough, so that the coefficients of the last two terms on the r.h.s. are positive, the above relation implies that $Q^{(b)}_{\alpha,S}[\psi] \geq -\lambda^2 \|\psi\|_2^2$, i.e., the form is bounded from below. Furthermore, for $\lambda$ large enough, we also deduce that there exists $c > 0$ such that

$$Q^{(b)}_{\alpha,S}[\psi] + \lambda^2 \|\psi\|_2^2 \geq c \left[ Q^{(F)}_{\alpha,S}[\phi_\lambda] + \lambda^2 \|\phi_\lambda\|^2_2 + \lambda^{2\alpha} \|q\|^2 \right],$$

i.e., the quadratic form is also coercive. This allows to prove closedness of $Q^{(b)}_{\alpha,S}$ retracing the same arguments in [12].

iii) If $S \in L^\infty(\mathbb{R}^2)$ and $\alpha \in (0, 1/2)$, we can start from the expression (1.36) of $Q^{(b)}_{\alpha,S}$ and follow the same arguments as in the proof of item ii), to get, for any $\epsilon, \eta \in (0, 1)$,

$$\overline{Q}^{(b)}_{\alpha,S}[\psi] \geq -\lambda^2 \|\psi\|^2_2 + \|S \psi\|^2_2 + (1 - \epsilon - 2\eta) Q^{(F)}_{\alpha,0}[\phi_\lambda] + \left( \lambda^2 - \frac{1}{\epsilon} \|S\|^2_\infty \right) \|\phi_\lambda\|^2_2 + c_\alpha \lambda^{2\alpha} \left( 1 - \pi \alpha \tan(\pi \alpha) \right) \|S\|_{\infty} \lambda^{-1} - \frac{2\alpha}{\eta} \|S\|^2_\infty \lambda^{-2} + \frac{\beta}{c_\alpha} \lambda^{-2\alpha} \|q\|^2, \quad (2.22)$$

where we have used the following relation, which can be inferred from (1.37) by direct computations:

$$\Xi_{\alpha,S}(\lambda) \geq -2 \|S\|_{\infty} \int_{\mathbb{R}^2} dx \ |A_\alpha| \ G^2_\lambda = -4\pi \alpha \|S\|_{\infty} \lambda^{2\alpha} \int_0^{\infty} dr \ K^2_\lambda(r) = -\pi \alpha \tan(\pi \alpha) \ c_\alpha \|S\|_{\infty} \lambda^{2\alpha-1}.$$  

Here we used the identity (see [22], Eq. 6.576.4) and recall that we are assuming $\alpha < 1/2$

$$\int_0^{\infty} dr \ K^2_\lambda(r) = \frac{1}{\lambda^2} \Gamma(\frac{1}{2}) \Gamma(\frac{1}{2} + \alpha) \Gamma(\frac{1}{2} - \alpha) \ F(\frac{1}{2} + \alpha, \frac{1}{2}, 1; 0),$$

involving the Gauss hypergeometric function $F(a, b; c; z) \equiv {}_2F_1(a, b; c; z)$ (see [35], §15.1)), together with the basic relations $\Gamma(1/2) = \sqrt{\pi}$, $\Gamma(1/2 + \alpha) \Gamma(1/2 - \alpha) = \pi / \cos(\pi \alpha)$ and $\Gamma(1/2 + \alpha, 1/2, 1; 0) = 1$ (for any choice of the parameters).

Since $Q^{(F)}_{\alpha,0}$ is non-negative, for any $\epsilon, \eta > 0$, such that $\epsilon + 2\eta < 1$, and for all $\lambda \geq \max \left\{ \|S\|_{\infty} / \sqrt{\epsilon}, \lambda_* \right\}$, with $\lambda_*$ implicitly defined by (1.35), from (2.22) we deduce

$$\overline{Q}^{(b)}_{\alpha,S}[\psi] \geq -\lambda^2 \|\psi\|_2^2,$$
which yields (1.34), in view of the considerations reported in Remark 1.6. \[ \square \]

Once the quadratic forms are proven to be closed and bounded from below, the derivation of the corresponding self-adjoint operators is done in a standard way. For later reference, we note that the sesquilinear form defined by polarization starting from $Q_{\alpha,S}^{(\beta)}$ w.r.t. the decompositions $\psi_1 = \phi_1 + q_1 \chi G_\lambda$ and $\psi_2 = \phi_2 + q_2 \chi G_\lambda$ reads

\[
Q_{\alpha,S}^{(\beta)}[\psi_1, \psi_2] = \langle \phi_1 | H_{\alpha,S} \phi_2 \rangle + q_2 \bigg[ 2 \langle (S^2 - \lambda^2) \chi G_\lambda | (S\chi - i\nabla \chi) G_\lambda \rangle - q_1 \langle \phi_1 | (S\chi - i\nabla \chi) G_\lambda \rangle \bigg]
+ q_2 \bigg[ 2 \langle (S^2 - \lambda^2) \chi G_\lambda | (S\chi - i\nabla \chi) G_\lambda \rangle - q_1 \langle \phi_1 | (S\chi - i\nabla \chi) G_\lambda \rangle \bigg]
+ q_2 \bigg[ 2 \langle (S^2 - \lambda^2) \chi G_\lambda | (S\chi - i\nabla \chi) G_\lambda \rangle - q_1 \langle \phi_1 | (S\chi - i\nabla \chi) G_\lambda \rangle \bigg]
+ q_2 \bigg[ 2 \langle (S^2 - \lambda^2) \chi G_\lambda | (S\chi - i\nabla \chi) G_\lambda \rangle - q_1 \langle \phi_1 | (S\chi - i\nabla \chi) G_\lambda \rangle \bigg] .
\]

(2.23)

Proof of Corollary 1.10. Let us first assume $q_1 = 0$, i.e., $\psi_1 = \phi_1$, in (2.23) above; then, upon integration by parts, the sesquilinear form reduces to

\[
Q_{\alpha,S}^{(\beta)}[\phi_1, \psi_2] = \langle \phi_1 | H_{\alpha,S} \phi_2 \rangle + 2 q_2 \chi S \cdot (-i\nabla + A_\alpha) G_\lambda
- \lim_{r \to 0} \int_{\partial B_r} d\Sigma_r \bar{\phi}_1 \partial_r \phi_2 + i \langle S \cdot \partial_r \phi_2 \rangle G_\lambda .
\]

(2.24)

However, the boundary term vanishes identically: by the asymptotic relations in Eq. (1.10) of Proposition 1.1, we get

\[
\int_{\partial B_r} d\Sigma_r \bar{\phi}_1 \partial_r \phi_2 + i \langle S \cdot \partial_r \phi_2 \rangle G_\lambda \leq C r \sqrt{\langle |\phi_1|^2 \rangle (r)} \sqrt{\langle |\partial_r \phi_2|^2 \rangle (r)} + 2 q_2 \langle S \chi G_\lambda | \chi G_\lambda \rangle .
\]

On the other hand, keeping in mind the convention described in Remark 1.4, it can be easily inferred that all the expressions within the square brackets on the second line of Eq. (2.24) are finite. Thus, the condition $Q_{\alpha,S}^{(\beta)}[\phi_1, \psi_2] = \langle \phi_1 | w \rangle$ for some $w := H_{\alpha,S}^{(\beta)} \phi_2 \in L^2(\mathbb{R}^2)$ can be fulfilled only if

\[
H_{\alpha,S} \phi_2 + q_2 \chi S \cdot (-i\nabla + A_\alpha) G_\lambda \in L^2(\mathbb{R}^2)
\]

(2.25)

and

\[
w := H_{\alpha,S} \phi_2 + q_2 \bigg[ (S^2 - \lambda^2) \chi G_\lambda + 2 \chi S \cdot (-i\nabla + A_\alpha) G_\lambda
+ 2 \chi S \cdot (-i\nabla + A_\alpha + S) G_\lambda - (\Delta \chi) G_\lambda \bigg] .
\]

(2.26)

Let now $q_1 \neq 0$. Integrating by parts and checking again that the boundary contributions vanish, we get

\[
Q_{\alpha,S}^{(\beta)}[\psi_1, \psi_2] = \langle \phi_1 | H_{\alpha,S} \phi_2 \rangle + q_1 \langle \chi G_\lambda | 2 \langle S \chi - i\nabla \chi \rangle \cdot (-i\nabla + A_\alpha) + (S^2 - \lambda^2) \chi + \Delta \chi \rangle \phi_2
+ q_2 \bigg[ (\beta + c_\alpha \lambda^2 \chi + \Xi_{\alpha,S}(\lambda) - \lambda^2 \|G_\lambda\|^2) \bigg] .
\]

(2.27)
Recall the definition \( \Xi^{(\alpha)} \) of \( \Xi^{(\alpha)}(\lambda) \) and that we are assuming \( q_1 \neq 0 \); then, demanding \( Q^{(\beta)}_{\alpha,\gamma} \langle \psi_1, \psi_2 \rangle = \langle \psi_1 | \psi_2 \rangle \) with \( w \) as in Eq. \((2.26)\) implies
\[
q_2 \left( \beta + c_\alpha \lambda^2 \right) = 2 \langle \chi \Gamma_\lambda \delta(\mathbf{S} \cdot (-i \nabla)(\chi \Gamma_\lambda)) \rangle = \langle \chi \left( [-i \nabla + A_\alpha]^2 + \lambda^2 \right) \chi \psi_2 \rangle.
\]

On one hand, exploiting the Coulomb gauge \( \nabla \cdot \mathbf{S} = 0 \), we obtain
\[
\langle \chi \Gamma_\lambda \delta(\mathbf{S} \cdot (-i \nabla)(\chi \Gamma_\lambda)) \rangle = -\frac{\lambda}{4} \lim_{r \to 0^+} \int_{\mathbb{R}^3 \setminus B_r} dx \nabla \cdot \left( \mathbf{S} (\chi \Gamma_\lambda)^2 \right) = \frac{\lambda}{4} \lim_{r \to 0^+} \int_{\partial B_r} d\Sigma_r (\mathbf{S} \cdot \hat{n} \chi \Gamma_\lambda) (\chi \Gamma_\lambda)^2 = 0,
\]
where we have used the relation \((2.18)\) and the asymptotic expansion \((1.18)\), to prove that the last integral is \( O(r^{\nu+1-2\alpha}) \), as \( r \to 0^+ \). Concerning the r.h.s. of Eq. \((2.28)\), via repeated integration by parts, we get
\[
\langle \chi \left( [-i \nabla + A_\alpha]^2 + \lambda^2 \right) \chi \psi_2 \rangle = \lim_{r \to 0^+} \int_{\mathbb{R}^3 \setminus B_r} dx \Gamma_\lambda (\chi [(-i \nabla + A_\alpha)^2 + \lambda^2] \chi \psi_2) = \lim_{r \to 0^+} \int_{\partial B_r} d\Sigma_r [\Gamma_\lambda \partial_r (\chi \psi_2) - \chi \psi_2 \partial_r \Gamma_\lambda].
\]

In view of \((1.15)\), the asymptotic expansion \((1.18)\) and the fact that \( \chi = 1 \) in an open neighborhood of the origin, the above results entail
\[
\left( \beta + c_\alpha \lambda^2 \right) q_2 = \lim_{r \to 0^+} \int_{\partial B_r} d\Sigma_r [\Gamma_\lambda \partial_r \psi_2 - \psi_2 \partial_r \Gamma_\lambda] = \frac{\lambda}{2} \lim_{r \to 0^+} \left[ r^{-\alpha-1} \int_{\partial B_r} d\Sigma_r (r \partial_r \psi_2 + \alpha \psi_2) \right],
\]
which completes the derivation of the domain \((1.39)\).

To conclude the proof it just remains to observe that \( \tilde{\mathcal{D}}(\hat{H}_{\alpha,S}) \subset \mathcal{D}(H^{(\beta)}_{\alpha,S}) \), since, by restricting to wave functions in \((1.39)\) such that \( q = 0 \), we recover the Friedrichs extension which in turn extends \( H_{\alpha,S} \). Hence, any operator \( H^{(\beta)}_{\alpha,S} \) identifies a self-adjoint extension of \( H_{\alpha,S} \).

Finally, we prove that if \( \mathbf{S} \in L^\infty(\mathbb{R}^2) \) the family \( \{ H^{(\beta)}_{\alpha,S} \}_{\beta \in \mathbb{R}} \) exhausts all self-adjoint extensions of \( \hat{H}_{\alpha,S} \) in \( L^2_{\text{even}}(\mathbb{R}^2) \). To this purpose we first notice that \((1.27)\) implies that we can write
\[
\hat{H}_{\alpha,S} = \hat{H}_{\alpha,0} + 2 \cdot (\mathbf{S} \cdot (-i \nabla + A_\alpha) \mathbf{S}) \mathbf{S}^2.
\]
For any \( \psi \in C^\infty(\mathbb{R}^2 \setminus \{0\}) \) and for all \( \varepsilon > 0 \), using the Cauchy-Schwarz inequality together with the basic inequality \( \sqrt{uv} \leq \varepsilon u + \frac{1}{2\varepsilon} v \) \((u, v > 0)\), we get
\[
\|(-i \nabla + A_\alpha)\psi\|_2 \leq \varepsilon \|\hat{H}_{\alpha,0}\psi\|_2 + \frac{1}{2\varepsilon} \|\psi\|_2,
\]
which, recalling that \( C^\infty(\mathbb{R}^2 \setminus \{0\}) \) is dense in \( \mathcal{D}(\hat{H}_{\alpha,0}) \), allows us to infer, for all \( \psi \in \mathcal{D}(\hat{H}_{\alpha,0}) \),
\[
\left\| \left( 2 \cdot (\mathbf{S} \cdot (-i \nabla + A_\alpha) \mathbf{S}) \right) \psi \right\|_2 \leq \|\mathbf{S}\|_\infty \left\| (-i \nabla + A_\alpha)\psi \right\|_2 + \|\mathbf{S}\|_\infty^2 \|\psi\|_2 \leq \varepsilon \|\mathbf{S}\|_\infty \left\| \hat{H}_{\alpha,0}\psi \right\|_2 + \|\mathbf{S}\|_\infty \left( \frac{1}{2\varepsilon} + \|\mathbf{S}\|_\infty \right) \|\psi\|_2.
\]
Fixing arbitrarily \( \varepsilon < 1/\|\mathbf{S}\|_\infty \), the latter chain of inequalities shows that \( 2 \cdot (\mathbf{S} \cdot (-i \nabla + A_\alpha) \mathbf{S}) \) is \( \hat{H}_{\alpha,0} \)-bounded with relative bound smaller than \( 1 \). Then, by a variant of Kato-Rellich theorem (see, e.g., [1] Thm. 9, p. 100) and [25] Eq.(1.1) and related references) it follows that the deficiency indices of \( H_{\alpha,S} \) and \( \hat{H}_{\alpha,0} \) coincide. Since \( H_{\alpha,0} \uparrow \ell^2_{\text{even}}(\mathbb{R}^2) \) has deficiency indices \((1, 1)\) (see [1] [12]), the previous arguments suffice to deduce the thesis. \(\square\)
2.3. **Singular perturbations (S discontinuous).** As in the previous section, let us first verify that the quadratic form is well-posed, with the same convention as in [Remark 1.4](#). Preliminarily, we observe that, combining (1.48) with the asymptotics of $G_\lambda$ at the origin given in (1.18), we obtain

$$
\chi \zeta_\alpha G_\lambda = \begin{cases} 
\frac{\Gamma(\alpha)}{2^{1-\alpha}} r^{-\alpha} - \frac{\Gamma(1 - \alpha) \lambda^{2\alpha}}{2^{1+\alpha} \alpha} r^\alpha + O(r^{2-\alpha}), & \text{for } 0 < \alpha < 1/2, \\
\sqrt{\frac{\pi}{2}} r^{-1/2} + \sqrt{\frac{\pi}{2}} r^{1/2} \left(S_\perp(0) \log r - \lambda\right) + O(r^{3/2} \log r), & \text{for } \alpha = 1/2, \\
\frac{\Gamma(\alpha)}{2^{1-\alpha}} r^{-\alpha} - \frac{\Gamma(1 + \alpha)}{2^{1-\alpha}(\alpha - 1/2)} S_\perp(0) r^{1-\alpha} - \frac{\Gamma(1 - \alpha) \lambda^{2\alpha}}{2^{1+\alpha} \alpha} r^\alpha + O(r^{2-\alpha}), & \text{for } 1/2 < \alpha < 1.
\end{cases}
$$

Therefore, the main modification to the defect function is related to the asymptotic behavior of the next-to-leading order term, which, for $\alpha \geq 1/2$, behaves as $r^{1/2} \log r$ or $r^{1-\alpha}$ instead of $r^\alpha$, respectively.

Consider now the expression $\langle \phi_\lambda | \chi \Delta \zeta_\alpha G_\lambda \rangle$ in the third line of (1.49). For $0 < \alpha < 1/2$ we have $\Delta \zeta_\alpha = 0$, so the said term vanishes identically. Contrarily, for $1/2 \leq \alpha < 1$ it appears that $\Delta \zeta_\alpha$ is singular at the origin and $\langle \phi_\lambda | \chi \Delta \zeta_\alpha G_\lambda \rangle$ must be understood as a pairing between the weighted space $L^2(\mathbb{R}^2, |x|^{-\alpha-1} dx)$ and its dual $L^2(\mathbb{R}^2, |x|^{\alpha} dx)$. To account for this claim, it suffices to notice that $\chi (|x| \Delta \zeta_\alpha) G_\lambda \in L^2(\mathbb{R}^2)$ and to recall that $A_\alpha \phi_\lambda \in L^2(\mathbb{R}^2)$ for any $\phi_\lambda \in \text{dom}(Q^{(\alpha)}_{A_\alpha})$ (see (1.9)), so that

$$
|\langle \phi_\lambda | \chi \Delta \zeta_\alpha G_\lambda \rangle| \leq ||\phi_\lambda||_{L^2(\mathbb{R}^2, |x|^{-\alpha-1} dx)} ||\chi \Delta \zeta_\alpha G_\lambda||_{L^2(\mathbb{R}^2, |x|^{\alpha} dx)}
$$

$$
= \left( \int_{\mathbb{R}^2} dx |x|^{-\alpha} |\phi_\lambda|^2 \right)^{1/2} \left( \int_{\mathbb{R}^2} dx \chi^2 (|x| \Delta \zeta_\alpha)^2 G_\lambda^2 \right)^{1/2} = \frac{1}{\alpha} ||A_\alpha \phi_\lambda||_2 ||\chi (|x| \Delta \zeta_\alpha) G_\lambda||_2.
$$

On the other hand, let us examine the potentially troublesome term in the second line of (1.50). Using (1.47) together with the simple identities

$$
\nabla \zeta_\alpha = \begin{cases} 
0, & \text{for } 0 < \alpha < 1/2, \\
S_\perp(0) \log r + 1 \frac{S_\perp(0)}{\alpha - 1/2} \notag, & \text{for } \alpha = 1/2, \\
- \frac{\alpha S_\perp(0)}{\alpha - 1/2} \frac{r}{r}, & \text{for } 1/2 < \alpha < 1,
\end{cases}
$$

$$
\Delta \zeta_\alpha(r) = \begin{cases} 
0, & \text{for } 0 < \alpha < 1/2, \\
S_\perp(0) \log r + 2 \frac{r}{r}, & \text{for } \alpha = 1/2, \\
- \frac{\alpha S_\perp(0)}{\alpha - 1/2} \frac{1}{r}, & \text{for } 1/2 < \alpha < 1,
\end{cases}
$$

following from (1.48), we get, for any $0 < \alpha < 1$,

$$
2S \cdot A_\alpha \zeta_\alpha^2 G_\lambda - (\zeta_\alpha \Delta \zeta_\alpha) G_\lambda - 2 \zeta_\alpha \nabla \zeta_\alpha \cdot \nabla G_\lambda = O(r^{\nu-1-\alpha}),
$$

where $\nu > 2\alpha - 1$, if $\alpha \in [1/2, 1)$, and $\nu = 0$ otherwise (recall (1.44)). In view of the above asymptotics, the expression in the second line of (1.50) can be given a meaning as a duality pairing between $L^2(\mathbb{R}^2, |x|^{-(1-\nu)} dx)$ and $L^2(\mathbb{R}^2, |x|^{\nu} dx)$.

**Proof of Theorem 1.15.** Once the expression of the quadratic form is shown to be well-posed, the proof of the result follows the very same lines of the proof of Theorem 1.5. We omit the details for the sake of brevity. $\square$

**Proof of Corollary 1.17.** We only highlight here the major changes to the argument in the proof of Corollary 1.10. In particular, in the derivation of the operator domain, one must replace $\chi$ with $\chi \zeta_\alpha$. 


Hence, one has to verify that the term \( \langle \chi \xi_{\alpha} G_{\lambda} | S \cdot (-i \nabla) \chi \xi_{\alpha} G_{\lambda} \rangle \) does not give any boundary contribution:

\[
\langle \chi \xi_{\alpha} G_{\lambda} | S \cdot (-i \nabla) \chi \xi_{\alpha} G_{\lambda} \rangle = -\frac{i}{2} \lim_{r \to 0^+} \int_{\mathbb{R}^2 \setminus B_r} dx \nabla \cdot \left( S (\chi \xi_{\alpha} G_{\lambda})^2 \right) \\
= \frac{i}{2} \lim_{r \to 0^+} \int_{\partial B_r} d\Sigma_r (S \cdot \hat{r}) (\chi \xi_{\alpha} G_{\lambda})^2 = i \pi \lim_{r \to 0^+} \left( r G_{\lambda}^2 (r) \int_{\partial B_r} d\Sigma_r S \cdot \hat{r} \right) \\
= i \pi \Gamma^2(\alpha) \lim_{r \to 0^+} \left[ r^{1-2\alpha} \langle S \rangle (r) \right] = 0, \quad (2.34)
\]

thanks to (1.44). Taking this into account and noting as well that the expression \( \partial_r (\chi \xi_{\alpha}) \) in general does not vanish for \( r \to 0^+ \), in this case (2.28) implies

\[
\left( \beta + c_{\alpha} \lambda^{2\alpha} \right) q_2 = \lim_{r \to 0^+} \int_{\partial B_r} d\Sigma_r \left[ \partial_r (\chi \xi_{\alpha} \phi_2) G_{\lambda} - \chi \xi_{\alpha} \phi_2 \partial_r G_{\lambda} + i q_2 \left( S \cdot \hat{r} \right) \chi^2 \xi_{\alpha}^2 G_{\lambda}^2 \right] \\
= \lim_{r \to 0^+} \left[ 2\pi r (\partial_r \chi \xi_{\alpha} \phi_2) G_{\lambda} + \chi \xi_{\alpha} \phi_2 \partial_r G_{\lambda} - \chi \xi_{\alpha} \phi_2 \partial_r (\xi_{\alpha} \phi_2) \right]. \quad (2.35)
\]

Then, the identity in the third line of (1.62) follows recalling the asymptotics (1.18) and noting that the basic assumption (1.5) grants

\[
|\langle S \cdot \hat{r} \rangle| \leq \|S\|_{L^\infty(B_r)} = O(1), \quad \text{while the relations in (1.10) and the Cauchy-Schwarz inequality imply } |\langle \phi_2 \rangle| \leq \sqrt{|\langle \phi_2 \rangle|} \to 0 \quad \text{and} \quad |\langle \partial_r \phi_2 \rangle| \leq \sqrt{r^2 |\langle \partial_r \phi_2 \rangle|} \to 0. \quad \square
\]

2.4. **Von Neumann theory for special** \( S \). We prove here the classification in Proposition 1.19. We remark that, by (1.55), Lipschitz continuity of \( S \) yields

\[
|S(r) - S(0)| \leq C r \quad \text{for some } C > 0 \text{ and for all } r \in [0, r_0). \quad (2.36)
\]

**Proof of Proposition 1.19** As anticipated, the key idea is to decompose in cylindrical harmonics the operator to get

\[
H_{\alpha,S} = \sum_{k \in \mathbb{Z}} V^{-1} h_{\alpha,S}^{(k)} V \otimes 1, \quad (2.37)
\]

where the radial differential operators are given by

\[
h_{\alpha,S}^{(k)} := -\frac{d^2}{dr^2} + \left( k + \alpha + r S(r) \right)^2 - 1/4. \quad (2.38)
\]

It is convenient to consider the following decomposition:

\[
h_{\alpha,S}^{(k)} = \tilde{L}_{\alpha,S}^{(k)} + W_{\alpha,S}^{(k)}(r), \quad k \in \mathbb{Z}; \quad (2.39)
\]

where the operators \( \tilde{L}_{\alpha,S}^{(k)} \) are defined in (1.58) and \( W_{\alpha,S}^{(k)} \) are the radial potentials

\[
W_{\alpha,S}^{(k)}(r) := \frac{2(k + \alpha) (S(r) - S(0))}{r} + S^2(r). \quad (2.40)
\]

By (1.55) and (2.36), for any \( k \in \mathbb{Z}, W_{\alpha,S}^{(k)} \in L^\infty(\mathbb{R}_+), \) which allows to treat it as a bounded and thus infinitesimally Kato-small perturbation of \( \tilde{L}_{\alpha,S}^{(k)}, \) while the discussion of the latter operators was already done in [15, 17]. Let us then denote with \( \tilde{h}_{\alpha,S}^{(k)} \) the closure of the densely-defined, symmetric operator \( h_{\alpha,S}^{(k)} \downarrow C_c^\infty(\mathbb{R}_+), \) and define in the same way the corresponding analogue \( \tilde{L}_{\alpha,S}^{(k)}. \) For all \( k \in \mathbb{Z} \setminus \{-1, 0\}, \tilde{L}_{\alpha,S}^{(k)} \) is self-adjoint on \( L^2(\mathbb{R}_+, dr) \) [17, Prop. 2.1, item (v)]. Since \( W_{\alpha,S}^{(k)} \) is a bounded perturbation, the same can
be said for the associated operator \( \hat{h}_{k}^{(k)} \) by Kato-Rellich theorem. More precisely, \( \hat{h}_{k}^{(k)} \) coincides with the Friedrichs extension \( h_{\alpha,S}^{(k)} \), whose domain is

\[
\mathcal{D}(h_{\alpha,S}^{(k)}) = \{ \varphi \in L^2(\mathbb{R}_+, dr) \mid h_{\alpha,S}^{(k)} \varphi \in L^2(\mathbb{R}_+, dr) \}. \tag{2.41}
\]

Incidentally, let us also mention that, by [17, Prop. 2.1],

\[
\mathcal{D}(h_{\alpha,S}^{(k,F)}) \subset \{ \varphi \in C^1(\mathbb{R}_+) \mid \varphi(r) = o(r^{3/2}), \varphi'(r) = o(r^{1/2}) \text{ as } r \to 0^+, \varphi(r) \xrightarrow{r \to +\infty} 0 \}. \tag{2.42}
\]

For either \( k = 0 \) or \( k = -1 \), \( \hat{L}_{\alpha,S}^{(k)} \) has deficiency indices \((1,1)\) (see, e.g., [8] or [15, Prop. 3.1, item (v)]). It can be checked by direct inspection that the deficiency functions \( g_{\alpha,\pm}^{(k)} \) fulfilling

\[
(\hat{L}_{\alpha,S}^{(k)})^* g_{\alpha,\pm}^{(k)} = \pm i g_{\alpha,\pm}^{(k)}, \tag{2.43}
\]

are given by [15]. The functions \( g_{\alpha,\pm}^{(k)} \) are unique up to a constant factor. To account for the above statements note that all the distributional solutions of Eq. (2.42) are of the form

\[
g_{\alpha,\pm}^{(k)}(r) = C_1 \mathcal{M}_{-e^{\pm i\pi/4}(|\alpha+k|)S(0)},|\alpha+k| \left( 2 e^{\pm i\pi/4} r \right) + C_2 \mathcal{W}_{-e^{\pm i\pi/4}(|\alpha+k|)S(0)},|\alpha+k| \left( 2 e^{\pm i\pi/4} r \right),
\]

where \( \mathcal{M}_{k,v}(z) \) and \( \mathcal{W}_{k,v}(z) \) are the Whittaker functions\(^9\) defined in [35, §13.14]. These special functions are in fact equivalent, up to rescaling, to the special functions denoted by \( I_{\beta,m} \) and \( K_{\beta,m} \) in [15]. Square-integrability near the origin is always granted, since [35, §13.14(iii)]

\[
g_{\alpha,\pm}^{(0)}(r) \sim r^{1/2-\alpha}, \quad g_{\alpha,\pm}^{(-1)}(r) \sim r^{\alpha-1/2}. \tag{2.44}
\]

On the other hand, from [35, Eqs. 13.14.20] we infer that (notice that \( \Re(e^{\pm i\pi/4}) = 1/\sqrt{2} > 0 \))

\[
M_{-e^{\pm i\pi/4}(|\alpha+k|)S(0)},|\alpha+k| \left( 2 e^{\pm i\pi/4} r \right) \xrightarrow{r \to +\infty} e^{\pm i\pi/4} r \left( 2 e^{\pm i\pi/4} r \right)^{\pm i\pi/4} \left( \alpha+k \right) S(0).
\]

Thus, to ensure square-integrability at infinity of the solutions \( g_{\alpha,\pm}^{(k)} \), we must set \( C_1 = 0 \).

Now consider the relation (2.37) and recall that \( \sum_{k \in \mathbb{Z}} V^{-1} W_{\alpha,S}^{(k)} V \otimes 1 \) is a bounded perturbation of \( \sum_{k \in \mathbb{Z}} V^{-1} L_{\alpha,S}^{(k)} V \otimes 1 \). Then, from the above results and a variant of Kato-Rellich theorem [4, p.100, Ch.4, Thm.9], [25, Eq.(1.1) and related references] it follows that \( \hat{H}_{\alpha,S} \) has deficiency indices \((2,2)\), and the equation \( \hat{H}_{\alpha,S} \psi = \pm i \psi \) has two independent solutions given by (1.62) forming a basis for the two-dimensional deficiency subspaces \( \ker(\hat{H}_{\alpha,S}^* + i) \). Applying standard Von Neumann theory [37], we get the result. \( \square \)

**Data Availability.** Data sharing is not applicable to this article as no new data were created or analyzed in this study.

---

\(^9\)Introducing the complex variable \( z := 2\sqrt{\pm i} r \) (with the determination \( \sqrt{\pm i} = e^{\pm i\pi/4} \), yielding \( \Re z > 0 \)) and setting \( \tilde{g}_{\alpha,\pm}^{(k)}(z) := g_{\alpha,\pm}^{(k)}(z/2\sqrt{\pm i}) \), the defect equation (2.42) can be recast in the standard Whittaker form [35, Eq.13.14.1]

\[
\left( -\frac{d^2}{dz^2} + \frac{(k+\alpha)^2 - 1/4}{z^2} + \frac{e^{\pm i\pi/4}(k+\alpha)S(0)}{z} + \frac{1}{2} \right) \tilde{g}_{\alpha,\pm}^{(k)}(z) = 0.
\]
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