Know your audience: specializing grounded language models with the game of Dixit
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Abstract

Effective communication requires adapting to the idiosyncratic common ground shared with each communicative partner. We study a particularly challenging instantiation of this problem: the popular game Dixit. We formulate a round of Dixit as a multi-agent image reference game where a (trained) speaker model is rewarded for describing a target image such that one (pretrained) listener model can correctly identify it from a pool of distractors, but another listener cannot. To adapt to this setting, the speaker must exploit differences in the common ground it shares with the different listeners. We show that finetuning an attention-based adapter between a CLIP vision encoder and a large language model in this contrastive, multi-agent setting gives rise to context-dependent natural language specialization from rewards only, without direct supervision. In a series of controlled experiments, we show that the speaker can adapt according to the idiosyncratic strengths and weaknesses of various pairs of different listeners. Furthermore, we show zero-shot transfer of the speaker’s specialization to unseen real-world data. Our experiments offer a step towards adaptive communication in complex multi-partner settings and highlight the interesting research challenges posed by games like Dixit. We hope that our work will inspire creative new approaches to adapting pretrained models.

1 Introduction

Human language use is communicative, and thus involves substantial adaptation to each conversational partner and context [1, 2, 3]. We can adapt our speech to complex social settings, with multiple partners and competing constraints, such as politeness vs. explicitness [4]. While current language and captioning models can increasingly imitate human language and scene descriptions [5, 6], they generally do not explicitly adapt to a particular partner or attempt to satisfy multiple constraints.
Dixit [11] is a popular multi-player game that requires adapting language to one’s audience. In each round, the “speaker” must describe a chosen image in language. Then, the rest of the players (two or more “listeners”) attempt to identify the target image from a pool of distractors. Importantly, the speaker is rewarded when some but not all listeners are able to correctly identify the image. This leads to the use of creative captions that target the common ground between a speaker and some (but not all) of the listeners. An example is illustrated in Figure 1a: the use of a Harry Potter reference to Professor Snape, the “half-blood prince”, as opposed to a more literal caption, such as “potion maker”, leads to the speaker receiving reward. For more details on the full Dixit game, we refer readers to prior work [12] introducing Dixit as a grand challenge for AI.

The some-but-not-all reward structure of Dixit encourages language specialization (from humans) in a grounded setting [12]. We take inspiration from this reward structure to formulate a setting where grounded language models can specialize their language without direct supervision, from rewards only. We build on prior work in emergent communication [13], and adapt a pretrained captioning model (the “speaker”) by finetuning a small fraction of its parameters to maximize a Dixit-inspired reward—this minimal adaptation helps reduce language drift [14]. We go beyond prior work by investigating a complex, not fully cooperative, setting (Figure 1b). The speaker’s goal is to communicate information to some listeners, but not others, by exploiting differences in listeners’ idiosyncratic “personalities”. We instantiate this setting by having a speaker model communicate with multiple (frozen) contrastive listener models. We design careful experiments, with datasets, metrics, and controls to ensure quantifiable assessment of language specialization.

We show that training a speaker in this Dixit-inspired setting can lead to diverse specialization of natural language across many pairs of listeners and datasets, with minimal language drift, and without direct supervision. From rewards, the speaker identifies and learns to cue to the difference between two listeners, which we call “listener subtraction”. For example, when trained with one listener which sees color, and another which sees only grayscale, the speaker learns to exclusively use color words—it exploits the specialized common ground it shares with the first listener. Furthermore, the speaker exhibits some zero-shot transfer of its language specialization from artificial to realistic datasets.

To summarize, our main contributions are: 1. We formulate Dixit as a multi-agent image reference game (Section 3.1). 2. We show that finetuning a pretrained grounded language model in this setting leads to the robust emergence of specialized common ground via listener subtraction, without substantial language drift (Section 4.1). 3. This language specialization can transfer zero-shot from artificial to realistic datasets (Section 4.3). 4. We identify the key aspects of our approach through...
a series of ablation experiments (Section 4.4). To our knowledge, our work is the first to consider natural language communication in a grounded, multi-listener setting, without direct supervision.

2 Related work

Dixit. Kunda and Rabkina [12] propose Dixit as a grand challenge for AI. Their paper discusses the full game of Dixit and the various interesting subproblems that would need to be solved (but does not attempt to solve them). Here, we focus on addressing the “Find a Phrase” subproblem—how the speaker should choose a phrase such that some but not all listeners correctly identify the image.

Adapting (grounded) language models. A large body of prior work focuses on adapting large pretrained language models [6, 7, 15, 16] to various tasks. Our work is similar in its focus on natural language specialization, but differs in that we do not use any supervised data. In that sense, our work is more similar to approaches to tuning pretrained models with reinforcement learning [17, 18]. Unlike those works, we focus on grounded communication. With respect to grounding, we take inspiration from the approach of prefix tuning [19] and use an image-to-prefix encoder to condition a pretrained language model on images, as in Tsimpoukelli et al. [7]. These models can adapt their language via prompting [6]; this approach is common in the low data regime, so we include it as a baseline.

Emergent communication. Finally, there is a relevant body of prior work on emergent communication in image reference games. We focus on works that consider natural language generation, which are most relevant to our setting. Cogswell et al. [13] focus on a speaker agent (Q-bot) that asks questions in dialogue with a single, pretrained-and-frozen listener (A-bot), to identify an image from a pool of distractors. Lazaridou et al. [20] consider speaker and listener agents in a more standard image reference game where a speaker must describe an image, and the single listener must choose the image from a pool of distractors. Both papers find the pretrain-then-finetune approach essential to maintaining natural language coherence, and we adopt a similar methodology. Like Cogswell et al. [13], we pretrain and freeze our listeners as our focus is on the speaker (and fixed listeners help maintain language grounding and avoid drift [cf. 14]). Unlike prior work, our setting involves simultaneous, natural language communication to multiple listeners and is not fully cooperative.

3 Methods

3.1 Multi-agent image reference game

We focus on a multi-agent image reference game inspired by a single round of Dixit. We frame this problem as a challenge of tuning a pretrained multimodal model to specialize its language, without direct supervision on how to specialize. Our setup (Figure 2) involves one speaker model communicating with multiple listener models about a target image. The speaker model receives the target image and outputs a caption. Each listener model receives the caption and the target image along with some (random) distractor images. Each listener model’s goal is to correctly identify the target image from the distractors, based on the speaker’s caption.

Following the some-but-not-all reward structure of the Dixit game, we reward the speaker model for the difference in the (binary) accuracies of listeners 1 and 2 on a given set of images. To avoid co-adaptation and pragmatic drift [cf. 20], we pretrain and freeze our listener models. Thus, only the speaker has learnable parameters.

3.2 Speaker model

For the speaker model (Figure 2a), we take inspiration from two past works on image captioning: the Frozen captioning model [7] and ClipCap [8]. We build the speaker architecture using several pretrained components, and adapt only a small part of the architecture to our setting.

Specifically, the speaker model is composed of a pretrained-and-frozen CLIP visual encoder [21], learned attentive (QKV) adapter layer, and a pretrained-and-frozen Transformer (decoder) language model [22, 23]. An input image is first passed through the visual encoder. The unpooled output of the encoder is flattened and passed into the adapter, a Perceiver-inspired cross attention layer [24]. The adapter outputs $n$ tokens, which are fed as a prefix to the language model, which generates up to 32 tokens conditioned on this prefix. More architectural details can be found in Appendix A.
The only parameters of this model that are ever trained are in the adapter. We keep the pretrained CLIP encoder and language model frozen (to help prevent language drift), and pretrained the adapter parameters on the Conceptual Captions dataset [25] to give our speaker basic captioning abilities (see Appendix B.1). All our experiments start from this captioning-pretrained base speaker model. We finetune the adapter parameters for each experimental condition (we refer to this process as “training the speaker”). We do not have supervision for what to say when playing the game—much as a human player needs to adapt without being told precisely what to say. Instead, we use REINFORCE [26] to train the speaker’s adapter parameters, based on the rewards received for differences in the listener accuracies (see Section 3.1). Our choice to finetune only the adapter is in-line with prior works in emergent communication that use a frozen pretrained language model or visual encoder [13, 20].

3.3 Listener models

For our listener models (Figure 2b, c), we use the vision and language encoders of a pretrained ALIGN NFNet F5 model [27, 28]. For a set of input images and caption, we compute image-caption match scores for each image, and the listener selects the image with the highest alignment score.

To investigate the speaker’s ability to adapt to distinct listeners, we experimentally manipulate the listeners’ knowledge. Specifically, we use the same pretrained model for each listener, but manipulate each listener’s knowledge by applying distinct image transformations to the inputs. For listener 1, we do not transform the input images. For listener 2, we consider the following transformations:

1. Crop: Input images are cropped to the top-right 112 × 112, then resized back to 224 × 224.
2. Blur: Input images are Gaussian blurred with a radius of 25 pixels.
3. Grayscale: Input images are transformed to grayscale.

While listener “personalities” could differ along any linguistic, conceptual, and perceptual axes, we focus on these perceptual transformations because they enable quantitative assessments of language specialization. When listener 2 sees cropped images, we expect the speaker to cue objects outside the cropped region. When listener 2 sees blurred images, we expect the speaker to cue objects without the use of color, as distinct objects will not be visible to the second listener but color will still largely be visible. Conversely, when listener 2 sees grayscale, we expect the speaker to only use color words and to specifically stop referring to objects (which would provide signal to both listeners). We design controlled datasets for each of our experiments in which each of the relevant metrics can be measured.

3.4 Datasets and metrics

The main datasets we use are transformed versions of Fashion-MNIST [29]. Fashion-MNIST (FMNIST) is a dataset consisting of 28 × 28 × 1 grayscale images of different types of clothing items. We create a colored version (which we will refer to as cFMNIST), where each image is randomly colored with one of 8 colors. To test training with the crop listener, we then create a tiled version of cFMNIST (which we will refer to as tcFMNIST) where each image consists of two random cFMNIST
For analyses, we evaluate the proportion of captions generated by the speaker on test images that had color words in them (“color prevalence”) and the proportion of captions that contained a clothing-related word (“FMNIST keyword prevalence”). Each of these metrics identifies language specialization. To ensure that the produced language remains image-relevant, we compute additional metrics measuring how often an object word used corresponded to an actual object in the image. Since the language model may know many synonyms, we used a set of synonyms when computing the object metrics, e.g., we would count “shoe” as a reference to a “boot”. These metrics are referred to as “object prevalence” for cFMNIST, and “bottom-left object prevalence” and “top-right object prevalence” for tcFMNIST. For colors, it’s difficult to enumerate all synonyms as the model often uses pairs of colors, e.g., “blue and white” for “cyan”. Instead, we found that a “color diversity” metric—which measures the speaker’s variation in color use—offers an effective (if slightly noisy) proxy for determining color relevance.

More specifics on datasets and metrics can be found in Appendices C, D, respectively.

3.5 Training

A training “episode” consists of the speaker receiving an image (observation), generating a caption (action), and receiving the difference in listener accuracies as a reward. As noted above, only the adapter in the speaker has trainable parameters, which are updated via REINFORCE [26]. We use nucleus sampling [31] to generate captions. We add a small reward penalty to incentivize shorter captions (a weight $\lambda$ times the number of words in the caption). We use a fixed batch of 128 images, with 3 random distractors for each image drawn from the same batch. See Appendix B.2 for details.

4 Results

4.1 Emergence of specialization

By training a speaker to maximize the difference in accuracy between two listeners, we see strong language specialization across many listener pairs (Figure 3a-c, 4a-c). When the second listener sees only the top-right crop of the image, the speaker learns to cue to objects that the second listener cannot see (Figure 4a, bottom). Specifically, the first listener’s accuracy is relatively constant through learning, but the second listener’s accuracy decreases to chance level, in correspondence with the decrease in top-right object prevalence in the speaker’s captions. This decrease is accompanied by an increase in bottom-left object prevalence, which explains why the first listener remains accurate.

When the second listener sees only the blurred version of the image, the speaker learns to reduce its use of color words, while still referring to the target object. The overall learning dynamics are similar to the crop case: the first listener’s accuracy remains roughly constant, while the second drops to chance level, again paralleling the decrease in color prevalence in the speaker’s captions.

By contrast, when the second listener sees only a grayscale image, we see a rapid decrease in object prevalence and increase in color prevalence. However, this initial learning causes both listener
Figure 4: Accuracy and task-relevant metrics for many dataset and listener pairs. By column, the second listener sees a different transformed image (a: top-right crop, b: blurred, c,d: grayscale). The top row shows listener accuracies as the speaker learns to specialize. The bottom row shows prevalence of task-relevant keywords indicated by line color—note that object metrics measure both grounding and language specialization, while color metrics only measure specialization (see Section 3.4). Error bars show 95% confidence intervals (95% CIs) over 5 random seeds.

accuracies to drop, as the speaker greedily uses colors that may not be image relevant. Then, from iterations 2.5k to 25k, the speaker slowly learns to use more accurate colors for each image, and the first listener’s accuracy increases slowly but steadily (while the second listener stays at chance). At the end of training, color diversity is comparable with that produced by language prompts (see Section 4.4.3, Tables 1 and 15), indicating that the speaker is using diverse, image-relevant colors.

These experiments illustrate that the speaker model can optimize its reward in different ways depending on the pair of listeners—decreasing the second listener’s accuracy, increasing the first listener’s accuracy, or both. Each strategy produces meaningful, measurable changes in the speaker’s language.

Importantly, language drift is minimal—captions remain grounded by the above metrics, and show minimal structural drift (assessed by an independent language model’s likelihoods, Appendix E). For qualitative assessment, we show sample images, distractors, and speaker outputs in Appendix H.

4.2 Extending to real world data

We next apply our approach to a setting with real-world data—images from the COCO dataset [30]. The effect of most transforms is harder to quantify exactly, as the images contain many objects. Thus, we use the grayscale transform, which still offers usable metrics (color prevalence and diversity).

Figure 3d, 4d show model samples and the speaker’s training curves on COCO. As COCO images are far closer in distribution to Conceptual Captions (used to pretrain the speaker model), the initial accuracy of both listeners on the speaker’s captions is extremely high (~ 98%). The speaker then “explores” different strategies to differentiate the listeners (iterations 0-20k). Just before 20k iterations, the speaker starts using colors slightly more often, then exhibits a near-stage-like transition to exclusively using colors. A qualitative investigation of individual sample captions on a set of images over training indicated that for each image, at some point during training, the speaker switches a standard caption (e.g., “person in front of a bicycle”) to a color-focused caption (e.g., “red and white”). Once the speaker only uses color for its captions, we see a significant difference between the individual listener accuracies. Notably both listener accuracies are far worse than at the start of training, as color alone is an imperfect distinguisher on COCO (and overspecifying colors may give away too much, since object category is correlated with color in real images). However, the speaker has successfully learned to specialize its language to exploit the difference between the two listeners. Furthermore, this language remains grounded, as evidenced by end-of-training color diversity being comparable to color diversity produced from language prompting (see Section 4.4.3, Tables 1 and 16).
4.3 Zero-shot transfer

In this section, we explore zero-shot transfer of the language specialization from our simpler dataset (cFMNIST) to the more challenging setting of COCO. To do so, we trained a speaker in the grayscale transform setting on cFMNIST (Listener 1 sees the unperturbed image, Listener 2 sees the grayscale image) and tested its zero-shot behavior on COCO. As baselines, we consider the behavior of the pretrained captioning model (that the speaker is initialized to), and the behavior given the best natural-language prompt (see Section 4.4.3). We also compare to the behavior of an expert speaker trained to specialize on COCO (the end of training in Figure 4d).

We find significantly-above-baseline zero-shot transfer, with increasing use of color on COCO as the speaker is trained on FMNIST (Figure 5b). Furthermore, this specialization leads to meaningful differences in listener accuracies (Figure 5a). This specialization transfer from FMNIST to COCO performs better (across all four metrics in Figure 5) than baseline zero-shot approaches (the untuned captioning model), and on par with the best language prompt (see Section 4.4.3).

However, zero-shot behavior is far from perfect—the model loses some grounding relative to the experiments above. Zero-shot, the model strongly prefers “red” (Figure 5c), using it in nearly twice as many captions as the COCO-trained speaker, including even some non-red images (e.g., giraffes). To improve generalization, we therefore trained on a richer colored version of FMNIST, where image hues are sampled randomly from 360 equally-spaced options (as opposed to the 8-hue cFMNIST used above) – we refer to this dataset as cFMNISTmany. We find that this improves zero-shot transfer across all metrics, pushing it beyond the performance of the best explicit language prompt. Although this model has slightly increased “red preference”, its usage of other colors is also significantly better than the 8-hue-trained speaker. For example, in Figure 5d, we see that the cFMNISTmany-trained speaker uses yellow in a similar percentage of captions as a COCO-trained speaker. A better captioning model, that was adapted on a more diverse set of images, would likely transfer even better.

4.4 Ablations

In this section, we explore relevant ablations to our set-up to identify aspects that are crucial to our results. See Appendix F for full results (Tables 9-12).

4.4.1 Single listener

In our original experiments, the speaker learns to specialize in the presence of multiple listeners, but are both listeners necessary? If the speaker just communicated with Listener 1, could it also specialize (perhaps differently across different random seeds)? To test this possibility, we train a speaker model to optimize the accuracy of just a single listener (so the reward per “episode” is binary 0/1 listener accuracy). Details of training are provided in Appendix B.3; results in Appendix F.

For the tcFMNIST case, we see that prevalence of keywords for both locations in the image increases fairly consistently, indicating a lack of specialization to image sub-regions. For cFMNIST, we find that training in the single listener regime leads to increased use of colors and correct keywords. Again, this behavior is fairly consistent, and we never see a differential specialization (to color or objects).
that full multi-listener training induces in our original experiments. For COCO, we see the largest difference between single-listener and multi-listener cases, as the single listener case doesn’t ever learn to utilize color as a consistent tool for distinguishing images.

4.4.2 Non-contrastive reward

We next consider training with multiple listeners, but a non-contrastive reward. Namely, instead of optimizing for the difference in accuracy between listeners, we optimize directly for the difference in ALIGN match on the cued image. We call this approach “non-contrastive” as no distractor images are required. Details of training are provided in Appendix B.4; results in Appendix F.

We find that training in this setting does lead to some language specialization, but is worse than contrastive training in 3 out of 4 settings we consider. For the (unperturbed, crop) setting (Table 9), we see a reduced use of the top-right keyword, but only a modest increase in the use of the bottom-left keyword compared to the contrastive reward training. For the (unperturbed, blur) setting (Table 10), the non-contrastive reward actually outperforms the contrastive reward. The model specializes on using image-relevant keywords (70% of the time), and stops using colors in a useful way (colors are still used, but it’s always the same color as indicated by the diversity metric being 0, which provides no signal to the second listener). For the (unperturbed, grayscale) setting on both FMNIST and COCO, we observe strong specialization using the non-contrastive reward (as evidenced by low FMNIST keyword prevalence, and high color prevalence in Tables 11, 12). However, the captions in this case lose image relevance, as evidenced by significantly lower color diversity. Qualitatively, we observe the model using the same color for each image (which achieves more reward than baseline, but is obviously not desirable). Thus, overall, we find that the contrastive reward is beneficial to encouraging specialization while retaining image relevance in this multi-listener setting.

4.4.3 Explicit prompting

Table 1: Relevant metrics for various caption prefixes. Full training provides superior language specialization compared to explicit prompting.

| Caption Prefix | FMNIST metrics | COCO metrics |
|----------------|----------------|--------------|
|                | Accuracy | Color | Color | Object | Accuracy | Color | Color |
|                | Difference | Prevalence | Prevalence | Diversity | Prevalence | Prevalence | Diversity |
| No prefix      | 0.089    | 0.556  | 0.014  | 0.442   | 0.003    | 0.027  | 0.022  |
| the color of this image is color: | 0.174 | 0.901 | 0.020 | 0.000 | -0.010 | 0.135 | 0.036 |
| colors in image: | 0.048 | 0.999 | 0.001 | 0.000 | 0.019 | 0.335 | 0.018 |
| Fully trained  | 0.422   | 1.000  | 0.015  | 0.000  | 0.156  | 0.988  | 0.033  |

Finally, we evaluate a simpler, commonly-used approach to model specialization: explicit prompting. These experiments also provide a baseline for our zero-shot results (in Section 4.3), as no training is involved. We created a variety of possible prefixes to elicit the desired specialization, as explicit prompting can be quite brittle. Full results are provided in Appendix G.

Table 1 shows the top three prompts and relevant metrics for the (unperturbed, grayscale) transform pair, on both FMNIST and COCO. Explicit prompting does lead to some specialization (when compared to the base captioning model, with no prefix), but fails to account for the robust specialization we observe in Section 4.1, 4.2. In fact, captioning prefixes can be quite brittle, as evidenced by the diverse behavior we observe from superficially similar prompts. For “colors in image:” and “color:”, the model has high color prevalence, but very low diversity. Qualitatively, samples of the model are of the form “color: green, black, white, blue, red...” where the model lists all colors, with the first color typically corresponding to the true color of the image. For “color:” we also observe that the model doesn’t completely stop using nouns. For “the color of this image is” we observe slightly reduced color prevalence, but much stronger color diversity and very little usage of nouns.

On COCO, similar color prompts yield surprisingly large differences in color prevalence. We also observe “switching” behavior: per image, the speaker either ignores the caption prefix (e.g., “color: person and her son play in the water”) or specializes (e.g., “color: blue and white”). Qualitatively, this behavior mirrors the stage-like transition in the COCO-trained speaker, in Section 4.2.
5 Discussion

We have demonstrated a method for specializing a grounded language model without any direct supervision, by finetuning a small fraction of its parameters in a complex multi-agent setting. We have shown that this approach enables diverse types of specialization with minimal language drift (Section 4, Appendix E), and have identified which aspects of this approach are essential (Section 4.4). We believe that our work offers a novel perspective on adapting models to new settings without any supervised data. Below, we discuss some potential implications, accompanying ethical considerations and limitations, and highlight the future work needed to develop agents that can fully play Dixit.

Our approach to specializing a grounded language model rewards the speaker for using differences in the common ground it shares with two listener models. This formulation allows for flexible adaptation of models to complex tasks without supervision. For example, our approach could potentially be used to diagnose biases in one contrastive listener model by comparing to another (e.g., trained on a different dataset), an area of considerable interest [32]. A speaker optimized for the difference between two contrastive models could lead to an identification of biases present in one and not another, without the need for manually curated word lists. This approach could extend prior work on “red teaming” [33] whereby one model is used to identify biases in another. Our approach could also potentially be used to improve speakers without supervision. For example, we could potentially flip the above scenario and debias a speaker by rewarding it for communicating better to an unbiased than a biased listener. Alternatively, training against listeners of different skill could potentially improve language quality without relying on (costly) human annotations [e.g., 17].

Furthermore, our approach permits easy extension to other input modalities. Our pretrained-and-frozen visual encoder could be replaced with a modality-specific encoder (e.g., for audio [34]) or even just language input (which has shown surprising flexibility in expressing diverse tasks [6]), to extend to other domains. Beyond language production, the general competitive-cooperative paradigm we study has seen increased interest in areas like RL (e.g., in multi-agent games [35] and using the difference of predictors for skill learning [36]), so we hope that our insights could lead to useful perspectives on adapting to complex objectives in broader settings as well.

In the long term, we envision our work potentially contributing to personalized AI, for example an AI assistant adapted to each user. Humans are known to interact preferentially with others who share rare preferences [37]. Thus, an assistant which personalizes its language to individual users—e.g., using Harry Potter references when talking to a Harry Potter fan—would likely be preferred to one that uses the standardized language found in typical supervised datasets. Personalization could also be useful for other kinds of communication, such as explanations—e.g., adapting feedback to be helpful for a particular student based on their idiosyncratic knowledge [cf. 38]. Critically, our approach enables such adaptation through interaction, without explicit language supervision.

5.1 Ethical considerations

As discussed above, applications for this work would train speakers using differences between listener models with different weights or even architectures. A potential risk of adapting speakers via this approach is that the speaker might pick up biases that one listener has that are not part of the intended specialization—an undesirable quality. For example, biases might include representational biases resulting from stereotyping [39]. One possible approach to mitigating this would be to explicitly include biased listeners, but always penalize the speaker for the biased listeners’ accuracy. Another approach could be debiasing the underlying (frozen) language model [40, 41], as the speaker’s propensity for producing offensive language is inherited from this underlying model. Undesirable biases may also result from the representational prevalence in the training data. Cultural references that are well-represented in the training data may see more adaptation than references belonging to groups which are underrepresented. To address this, future work could seek to finetune models to test performance across groups. Long-term, we believe that strategies like those detailed by Weidinger et al. [42] will be necessary to mitigate risks of large language models (and models such as ours that utilize them).
5.2 Limitations

In the present work, we only considered settings with two listeners (for ease of quantitative assessment), so additional challenges may be present when extending to three or more listeners. In addition, the current work assumes that listeners exist that differ along the axis of desired specialization; finding such listeners might be challenging. Extending prior work with procedurally-generated listener populations [43] from using attribute vectors to natural language could offer a route to such diverse listeners. Furthermore, despite the overall preservation of language (Appendix E), we qualitatively observed some degradation in some runs (e.g., an added “and” at the end of captions). Introducing a weighted KL-divergence loss term to the pretrained captioning model likelihood (as done by Lazaridou et al. [20]) might further improve specialized language quality.

5.3 Towards Dixit

Finally, we highlight the inspiration we took from the Dixit game, and the future work necessary to fully play it. Our use of a contrastive, Dixit-like reward (based on some-but-not-all listeners identifying a target) is crucial to achieving language specialization while retaining image relevance (Section 4.2.2). Yet there are several key aspects of the full game of Dixit that we have not yet addressed—we emphasize that Dixit is a grand challenge for AI, as Kunda and Rabkina [12] suggest.

For example, human players adapt their language from a small number of interactions, while our speaker trains for thousands of iterations. One potential path to overcoming this limitation would be to combine our work with concurrent progress in visual language models. Alayrac et al. [9] introduce a model, Flamingo, which can rapidly adapt to different visual language tasks in a few-shot setting. Notably, Flamingo uses similar architectural components to this work (e.g., a Perceiver-inspired adapter layer). Using such a high-quality base model as the speaker might enable reward-driven adaptation from just a few interactions, an essential element of Dixit gameplay.

To conclude, our work takes a step towards agents that play Dixit, and opens exciting future directions. We hope that this work will inspire further research on settings like Dixit, and help to enhance the capabilities and adaptability of grounded language models and communicative agents more broadly.
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A Speaker Model Details

We provide further detail on our speaker model architecture. The pretrained-and-frozen CLIP visual encoder takes in images of dimension $224 \times 224 \times 3$, which we denote $x$. We take the pre-spatial-pool output from the model, which has dimensions $16 \times 16 \times 768$, and flatten this (across spatial dimensions) to an output $E(x)$, with dimension $256 \times 768$. For the specific encoder model, we experimented with a few (pretrained) options (see Appendix B.1).

The attention-based (QKV) adapter takes in this visual embedding and transforms it into $n$ token embeddings that can be used as a prefix to prompt the language model. The trainable parameters of this layer are $Q$ (of dimension $n \times d$), $W_K$ (of dimension $768 \times d$), and $W_V$ (of dimension $768 \times 2048$). The weights $W_K$, $W_V$ are used to compute $K = E(x)W_K, V = E(x)W_V$. The fixed queries are then used to attend to these input-dependent keys and values. The output of the adapter layer is thus $A(x) = \text{softmax}(QK^T/\sqrt{d})V$ (of dimension $n \times 2048$).

We feed in $A(x)$ as $n$ prefix embeddings of dimension 2048 to a pretrained-and-frozen causal Transformer to generate up to 32 tokens (with early termination if the EOS token is produced). We follow the recommended architecture parameters presented in Hoffmann et al. [23] for a 1.4B parameter model: our transformer has 24 layers, model dimensionality of 2048, and 16 heads. We use a SentencePiece tokenizer with a vocabulary size of 32000 [44].

B Training details

In this section, we provide training details, hyperparameter search details, and the hyperparameters we used for our final results. All models were implemented in Python using JAX [45] and Haiku [46]. Training was distributed over 16 TPUs (v3), and all experiments used a batch size of 128 (unless specified otherwise). The optimizer for all experiments is Adam [47], with $\beta_1 = 0.9, \beta_2 = 0.95$. We use ZeRO stage-one parameter sharding [48].

B.1 Speaker model pretraining on captioning data

We pre-trained our speaker model using supervised cross-entropy loss (with teacher forcing [49]) on the Conceptual Captions dataset [25] which consists of paired image-caption data. Dataset images were augmented using random crops. All experiments were run with a batch size of 512 for 500000 steps. Training was distributed over 16 TPUs (v3) in a data parallel fashion.

Hyperparameters we searched over were:

- Base CLIP model: We tried the smaller CLIP ViT-B/32 and the larger CLIP ViT-L/14 model.
- Positional embeddings: We experimented with adding an absolute positional embedding to each of the $16 \times 16$ unpooled outputs from the CLIP encoder.
- Learning rate: [1e-4, 3e-4, 1e-3, 3e-3, 1e-2, 3e-2, 1e-1, 3e-1]
- Dimension of QKV adapter ($d$): [32, 64]
- Number of input tokens to frozen language model ($n$): [8, 16, 32]

All hyperparameter selections were based on validation loss on the Conceptual Captions validation set. We found that the larger CLIP model, no additional positional embeddings, a learning rate of 3e-2, $d = 32$, $n = 32$, worked best. In terms of the biggest factors, using the larger CLIP model made the biggest change, followed closely by learning rate.

We froze the best model, and that same model served as the starting point for all our experiments.

B.2 Multi-listener, contrastive-reward training

We used the hyperparameters detailed in Table 2 for training our main models. These hyperparameters were found by grid searches over learning rate ([3e-5, 3e-4]), sampling temperature ([1,2]), nucleus size ([0.8, 1]), and caption length penalty ([1e-5, 3e-5, 1e-4, 3e-4, 1e-3, 3e-3, 1e-2, 3e-2]). We found
Table 2: Hyperparameters for the main setting (multi-listener, contrastive-reward).

| Parameter                      | FMNIST | COCO |
|-------------------------------|--------|------|
| Learning rate                 | 3e-4   | 3e-4 |
| Sampling temperature          | 1      | 1    |
| Nucleus Size                  | 0.8    | 1    |
| Caption length penalty (λ)    | 3e-3   | 3e-3 |

that caption length penalty was crucial to tune to make sure it didn’t dominate the reward at the start of training.

All of our final training results are run on 5 different random seeds, from which 95% confidence intervals are calculated and shown (in figures and tables).

B.3 Single listener, contrastive-reward training

Table 3: Hyperparameters for the single listener, contrastive-reward baseline.

| Parameter                      | cFMNIST | tcFMNIST | COCO |
|-------------------------------|---------|----------|------|
| Learning rate                 | 3e-4    | 3e-4     | 3e-4 |
| Sampling temperature          | 1       | 1        | 1    |
| Nucleus Size                  | 0.8     | 0.8      | 1    |
| Caption length penalty (λ)    | 1e-5    | 1e-5     | 1e-5 |

For this baseline, we train the speaker to just maximize the binary accuracy of the single unperturbed listener. We train in 3 settings: on cFMNIST, on tcFMNIST, and on COCO. To make a fair comparison, we performed a hyperparameter search for each case (final hyperparameters shown in Table 3). Specifically, we searched over learning rate ([3e-5, 3e-4]), nucleus size ([0.8, 1]), and caption length penalty ([1e-5, 1e-4, 1e-3, 1e-2]). We also found that early stopping and batch-based baseline subtraction [26] improved performance (in terms of reward on unseen images), so we used both of these techniques for all results reported. On each setting, we trained 5 random seeds for up to 25000 iterations on FMNIST and up to 40000 iterations on COCO, early stopped each one, and computed evaluation metrics on those checkpoints.

B.4 Multi listener, non-contrastive-reward training

Table 4: Hyperparameters for the multi-listener, non-contrastive-reward baseline.

| Parameter                      | FMNIST | COCO |
|-------------------------------|--------|------|
| Learning rate                 | 3e-4   | 3e-4 |
| Sampling temperature          | 1      | 1    |
| Nucleus Size                  | 0.8    | 0.8  |
| Caption length penalty (λ)    | 3e-6   | 3e-6 |

For this baseline, we train the speaker to just maximize the difference in the ALIGN match scores that listeners assign to the cued image. In this setup, the listeners only need the caption and cued image, which is why we call it non-contrastive. We train this baseline in all four settings that we train our main (multi-listener, contrastive-reward) model in. We perform hyperparameter over nucleus size ([0.8, 1]) and caption length penalty ([1e-7, 1e-6, 3e-6, 1e-5, 3e-5, 1e-4, 3e-4, 1e-3]), with optimal hyperparameters reported in Table 4.

C Dataset details

To construct the cFMNIST dataset, we convert FMNIST images to HSV. Since the images are originally grayscale, the saturation is always 0. We set the saturation to 1, and set the hue to one of
the 8 colors shown in Table 5. Then, we convert back to RGB images and resize to spatial dimensions $224 \times 224$ using cubic upsampling [50], then clip all values to the range $[0,1]$.

For tcFMNIST, we randomly place a cFMNIST image in the bottom left and in the top-right of the image. This choice of tiling (as opposed to top-left, bottom-right, or some other combination) was chosen to avoid an inherent bias towards cuing for the top-left object that we observed in our base captioning model.

For each dataset, we construct a fixed test set to use for equal comparison across all conditions. For contrastive-reward experiments, we also fix the distractors during test time for consistency.

We normalize all images according to the normalization that was originally used for the off-the-shelf image encoders we use (for consistency). Specifically, for inputs to the speaker, which pass through CLIP’s vision encoder, the normalization mean and standard deviation values are $(0.481, 0.458, 0.408)$ and $(0.269, 0.261, 0.278)$, respectively. For inputs to the listeners, which pass through ALIGN’s vision encoder, the normalization mean and standard deviation values are $(0.485, 0.456, 0.406)$ and $(0.229, 0.224, 0.225)$, respectively.

C.1 Licenses

We use FMNIST under the MIT license, COCO under the creative commons license, and Conceptual Captions under its ad-hoc license (for which we thank Google LLC). We make use of the GPT3 [6] beta (for quantification of structural drift, see Appendix E) under the Apache License.

D Evaluation metric details

We have two types of metrics: color metrics and keyword metrics. Color metrics apply on both FMNIST-based datasets and COCO, while keyword metrics are only used on FMNIST-based dataset (where we know exactly where and what the objects are by construction). We want our metrics to be able to diagnose language specialization, and also check that the captions are still grounded (we’ll refer to this as “image relevance” of captions).

D.1 Color metrics

All color metrics utilize the following set of 16 colors:

red, orange, yellow, green, blue, indigo, violet, purple, cyan, magenta, pink, brown, black, white, gray, grey

For measuring language specialization to colors, we define color prevalence: the fraction of captions at test time containing at least one word from the above list.

For measuring image relevance, we use a proxy metric as its often hard to define what it means for a color to be correct (e.g., if an image is “cyan” and the model says “blue and white”). The proxy metric we use is color diversity. To compute color diversity we calculated TF-IDF vectors for each caption using only the color terms above. Then, we calculated the trace of the covariance matrix (which has dimension $16 \times 16$) of these vectors. This metric has the desirable property where if a color appears in nearly all captions, it will be scaled down by the IDF term and so will its contribution to the trace of the covariance matrix.

We found this to be a good proxy metric as loss of image relevance in color specialization cases corresponding to the model choosing just a few colors (often just one) and using them to describe all images. To not confound our main results, we qualitatively looked at how well this metric corresponded to loss of image relevance on the many language prompts detailed in Appendix G. We found that color diversity was a noisy, but useful, metric for determining image relevance of these
prompts. For example, a simpler metric like checking the number of unique captions the model uses fails since, given some language prompts, the speaker would produce long strings of colors, often in slightly different orders (e.g. “color: green, black, white, blue, red ...” vs. “color: red, black, white, blue, green ...”). Furthermore, we note that color diversity is not a perfect metric, so subtle differences (on the order of ± 0.005) should not be considered significant. We mainly use color diversity to classify runs where image relevance was completely lost (color diversity going to 0), or image relevance was retained (color diversity staying near that of the best language prompts and above that at the start of training).

D.2 Keyword metrics

Table 6: FMNIST keyword sets. We refer to the set of all words in this table as FMNIST related keywords.

| Label | Category name | Added synonyms |
|-------|---------------|----------------|
| 0     | t-shirt       | top, t-shirts, shirt, shirts |
| 1     | trouser       | trousers, pants |
| 2     | pullover      | sweater, hoodie, sweaters, hoodies |
| 3     | dress         | dresses |
| 4     | coat          | coats, jacket, jackets |
| 5     | sandal        | high heels, heels, shoe, shoes |
| 6     | shirt         | shirts |
| 7     | sneaker       | sneakers, shoe, shoes, running shoe |
| 8     | bag           | purse, backpack, bags, purses |
| 9     | ankle boot    | boot, shoe, shoes, boots |

For measuring language specialization to objects, we define FMNIST keyword prevalence: the fraction of captions at test time containing at least one FMNIST related keyword.

To measure image relevance, we utilize the ground-truth labels from FMNIST, supplemented with synonyms. Specifically, we measure object prevalence: the fraction of captions at test time that contain at least one keyword corresponding to the ground truth label of the object in the image according to Table 6. We found that allowing synonyms was essential, as the captioning model heavily prefers some clothing words over others (e.g., sandals are almost always just called shoes by the model). For tcFMNIST, we similarly define bottom-left object prevalence and top-right object prevalence to measure what fraction of captions refer to each region of the image.

E Language drift quantification

Prior work in emergent communication [20] establishes three types of language drift that may occur when adapting language from rewards, without direct supervision: structural drift (how “language-like” are captions), semantic drift (how “image-relevant” are captions), and pragmatic drift (how “human-interpretable” are captions). While the focus of our work is on language specialization, it is important to investigate to what extent our approach is resulting in language drift.

For semantic and pragmatic drift, we note that our main metrics (see Section 3.4 and Appendix D) measure human interpretability as well as image relevance. For example, our object metrics measure whether the model is referring to objects using the category name or valid synonyms, and our color diversity metric is able to differentiate settings with significant semantic drift (e.g., the non-contrastive baseline, see Section 4.4.2) from settings without significant semantic drift (e.g., our main results, see Figures 3 and 4). Our method preserves these metrics, presumably since the grounded task with frozen listeners, as well as the frozen components of the speaker, provide strong constraints on what language the speaker can use.

However, our main metrics do not adequately address the issue of structural drift. To measure how “language-like” our captions are, we therefore follow the approach of Lazaridou et al. [20] and evaluate the log-likelihood assigned to generated captions by an independent, pretrained language model (LM). Specifically, we use OpenAI’s Ada model, made available online through the GPT3 beta [6]. For comparison, we also show LM log-likelihoods for the ground truth human captions (for
cFMNIST, we procedurally generate these—e.g., “red pullover”), the LM likelihoods for the “best prompt” (see Appendix G), and the LM likelihoods for captions from the speaker before specialization training (the base speaker pretrained on captioning only). For reference, the “best” language prompts were chosen to maximize task-relevant metrics (see third column in Tables 13-16) except for the (cFMNIST, Grayscale) case where we use the third best (as the top two prefixes have very low color diversity—see discussion in Section 4.4.3). Results are shown in Table 7.

Table 7: Average language model full-caption log-likelihoods for ground truth, start-of-training, and end-of-training captions on test images.

|                     | tcFMNIST, Crop | cFMNIST, Blur | cFMNIST, Grayscale | COCO, Grayscale |
|---------------------|----------------|---------------|--------------------|-----------------|
| Ground truth        | -32.77         | -15.20        | -15.20             | -46.26          |
| “Best” language prompt | -36.61         | -44.61        | -24.59             | -29.49          |
| Start of training   | -33.33         | -28.64        | -28.64             | -28.44          |
| End of training     | -17.41         | -19.01        | -9.26              | -29.49          |

Surprisingly, we see that in most of our runs, average caption likelihoods seem to increase as the speaker specializes. It appears that this effect may be driven by the length penalty—over training, the speaker produces shorter captions, which have higher likelihoods since they have fewer tokens. Qualitatively, we find that language drift can be fairly variable across different random seeds. For example, the COCO average is worse after training largely due to a single run, in which long repeated captions emerged (which have lower likelihoods than their un-repeated counterparts).

To evaluate this further, we computed the per-token likelihoods (Table 8). While these do show some decrease in likelihood in some cases, the captions at the end of training are generally of comparable likelihood to the ground truth. In this instance, we notice that the one COCO seed in which the captions repeated actually exhibits greater per-token likelihood—after a few repeats, the LM starts to estimate further repeats to be very likely. This could potentially be a concern for using LM likelihoods as a metric for structural drift more broadly [cf. 14]. However, in most runs our length penalty prevents repetitions or long captions, as noted above.

In summary, these results indicate that language has not drifted far in most conditions and for most random seeds. We attribute this to some of the same factors that help prevent other types of language drift: finetuning a small part of our speaker (just the adapter), keeping the listener models frozen (thus avoiding co-adaptation), using a length penalty (see above discussion), and using contrastive reward (crucial for combating semantic drift, see Section 4.4.2). If necessary, language drift could potentially be reduced further by using a KL-divergence loss to the distribution of outputs from the base captioning model (as done by Lazaridou et al. [20]).

F Full ablation results

In this section we show the full quantitative ablation results, in Tables 9, 10, 11 and 12.
Table 9: Metrics (with 95% CI) for ablations on the tcFMNIST dataset and the (unperturbed, crop) pair of listener transformations. Both non-contrastive and full training lead to decreased use of top-right keyword, but only full training accurately specializes to using the bottom-left keyword.

| Condition       | Bottom-left object prevalence | Top-right object prevalence |
|-----------------|-------------------------------|-----------------------------|
| No training     | 0.290                         | 0.312                       |
| Single listener | $0.475 \pm 0.024$             | $0.473 \pm 0.020$           |
| Non-contrastive | $0.360 \pm 0.005$             | $0.120 \pm 0.011$           |
| Full training   | $0.602 \pm 0.066$             | 0.135 ± 0.017               |

Table 10: Relevant metrics (with 95% CI) for various ablations on the cFMNIST dataset and the (unperturbed, blur) pair of listener transformations. Non-contrastive rewards perform better than contrastive rewards in this setting, as evidenced by increased use of correct keywords, and decreased use of meaningful colors (diversity of colors goes to 0).

| Condition       | FMNIST keyword prevalence | Object prevalence | Color prevalence | Color diversity |
|-----------------|---------------------------|-------------------|-----------------|----------------|
| No training     | 0.644                     | 0.442             | 0.556           | 0.014           |
| Single listener | $0.754 \pm 0.020$         | $0.564 \pm 0.013$ | $0.953 \pm 0.022$ | $0.016 \pm 0.000$ |
| Non-contrastive | $0.997 \pm 0.004$         | $0.710 \pm 0.086$ | $0.606 \pm 0.833$ | $0.000 \pm 0.000$ |
| Full training   | 0.600 ± 0.044             | 0.418 ± 0.038     | $0.004 \pm 0.008$ | 0.001 ± 0.002 |

Table 11: Relevant metrics (with 95% CI) for various ablations on the cFMNIST dataset and the (unperturbed, grayscale) pair of listener transformations. Full training performs best as color prevalence and diversity increase, while keyword prevalence decreases to 0.

| Condition       | Color prevalence | Color diversity | FMNIST keyword prevalence | Object prevalence |
|-----------------|-----------------|-----------------|---------------------------|-------------------|
| No training     | 0.556           | 0.014           | 0.644                     | 0.442             |
| Single listener | $0.953 \pm 0.022$ | $0.016 \pm 0.000$ | $0.754 \pm 0.020$         | $0.564 \pm 0.013$ |
| Non-contrastive | 1.000 ± 0.000   | 0.005 ± 0.003   | 0.000 ± 0.000             | 0.000 ± 0.000     |
| Full training   | 1.000 ± 0.000   | 0.015 ± 0.002   | $0.000 \pm 0.000$         | $0.000 \pm 0.000$ |

Table 12: Relevant metrics (with 95% CI) for various ablations on the COCO dataset and the (unperturbed, grayscale) pair of listener transformations. Full training performs best as it has highest color prevalence and diversity.

|                  | Color prevalence | Color diversity |
|------------------|-----------------|----------------|
| No training      | 0.027           | 0.022          |
| Single listener  | $0.102 \pm 0.080$ | $0.030 \pm 0.007$ |
| Non-contrastive  | $0.932 \pm 0.256$ | $0.018 \pm 0.005$ |
| Full training    | $0.988 \pm 0.023$ | $0.033 \pm 0.027$ |
G Extended results on caption prefixes

In Tables 13-16 we show all caption prefixes we experimented with, as well as the relevant metrics for each. For each table, we sort prefixes from worst (top of table) to best (bottom of table) based on the most task-relevant keyword metric (third column in each table). We added a column for “Score difference” which is the average difference in ALIGN match scores from each listener for the cued image (it corresponds to the reward that is seen in the non-contrastive reward baseline). Of course, no training occurs, as the caption prefixes just explore how well the speaker can do by just explicit prompting. We also use _ to indicate a space at the end of the caption. For most prefixes, we see a large difference between adding this space and not adding it, which is just another testament to how brittle prompt engineering can be.

Table 13: Various metrics for prompted generation of base captioning model on tcFMNIST. Accuracy and score difference are calculated on the (unperturbed, crop) pair of listeners.

| Caption prefix                                      | Accuracy difference | Score difference | Bottom-left object prevalence | Top-right object prevalence | FMNIST keyword prevalence |
|-----------------------------------------------------|---------------------|------------------|-------------------------------|----------------------------|----------------------------|
| the bottom left of this picture is _                | 0.0121              | 0.0061           | 0.0181                        | 0.0193                     | 0.0502                     |
| the bottom left of this image is _                 | 0.0052              | 0.0065           | 0.0241                        | 0.0277                     | 0.0794                     |
| in the bottom left of this image, there is _        | 0.0512              | 0.0112           | 0.0663                        | 0.0719                     | 0.1688                     |
| bottom left of this image: _                       | 0.0155              | 0.0096           | 0.0711                        | 0.0798                     | 0.2604                     |
| the bottom left of this image shows _              | 0.0338              | 0.0137           | 0.0993                        | 0.1212                     | 0.3179                     |
| bottom left: _                                       | 0.0418              | 0.0439           | 0.1154                        | 0.1274                     | 0.4156                     |
| in the bottom left of this image, there is _        | 0.0681              | 0.0262           | 0.2711                        | 0.2954                     | 0.6176                     |
| the bottom left of this image is _                 | 0.1085              | 0.0293           | 0.3027                        | 0.3193                     | 0.8302                     |
| the bottom left of this picture is _               | 0.1067              | 0.0365           | 0.3189                        | 0.3420                     | 0.8320                     |
| the bottom left of this image shows _              | 0.1256              | 0.0515           | 0.3428                        | 0.3342                     | 0.6091                     |
| bottom left: _                                       | 0.1113              | 0.0340           | 0.3561                        | 0.3772                     | 0.7671                     |
| bottom left: _                                       | 0.1093              | 0.0702           | 0.3597                        | 0.3770                     | 0.7886                     |

Table 14: Various metrics for prompted generation of base captioning model on cFMNIST. Accuracy and score difference are calculated on the (unperturbed, blur) pair of listeners.

| Caption prefix                                      | Accuracy difference | Score difference | Object prevalence | FMNIST keyword prevalence | Color prevalence | Color diversity |
|-----------------------------------------------------|---------------------|------------------|-------------------|----------------------------|------------------|-----------------|
| the clothing item in this image is _                | 0.0174              | 0.0491           | 0.0085            | 0.1390                     | 0.0801           | 0.0083          |
| an image of an object: _                            | 0.0265              | 0.0060           | 0.0743            | 0.0981                     | 0.0755           | 0.0103          |
| a black and white image of _                       | 0.0493              | -0.0071          | 0.1065            | 0.1439                     | 1.0000           | 0.0044          |
| the item in this image is _                        | 0.0335              | 0.0254           | 0.1147            | 0.1493                     | 0.0532           | 0.0083          |
| the object in this image is _                      | 0.0361              | -0.0008          | 0.1321            | 0.1664                     | 0.0791           | 0.0104          |
| item: _                                             | 0.0280              | 0.0433           | 0.1627            | 0.2210                     | 0.3257           | 0.0131          |
| object: _                                           | 0.0558              | -0.0017          | 0.2274            | 0.3169                     | 0.3764           | 0.0141          |
| a picture of _                                       | 0.0664              | 0.0044           | 0.2350            | 0.3213                     | 0.4122           | 0.0155          |
| an image of _                                       | 0.0824              | 0.0103           | 0.2646            | 0.3684                     | 0.4778           | 0.0157          |
| a black and white image of _                        | 0.1170              | 0.0362           | 0.3895            | 0.5977                     | 1.0000           | 0.0050          |
| the item in this image is _                        | 0.0988              | 0.0449           | 0.4014            | 0.5656                     | 0.3498           | 0.0136          |
| a picture of _                                       | 0.0997              | 0.0518           | 0.4363            | 0.6556                     | 0.4765           | 0.0165          |
| an image of _                                       | 0.1059              | 0.0466           | 0.4428            | 0.6638                     | 0.5181           | 0.0163          |
| the object in this image is _                      | 0.0885              | 0.0285           | 0.4438            | 0.6146                     | 0.4448           | 0.0155          |
| an image of an object: _                            | 0.0967              | 0.0363           | 0.4523            | 0.6343                     | 0.4434           | 0.0156          |
| object: _                                           | 0.1183              | 0.0018           | 0.4545            | 0.6533                     | 0.5643           | 0.0143          |
| item: _                                             | 0.1015              | 0.0528           | 0.4620            | 0.6731                     | 0.5747           | 0.0134          |
| the clothing item in this image is _                | 0.1086              | 0.0546           | 0.4692            | 0.8643                     | 0.5157           | 0.0142          |
Table 15: Various metrics for prompted generation of base captioning model on cFMNIST. Accuracy and score difference are calculated on the (unperturbed, grayscale) pair of listeners. For reference, the color diversity of the fully specialized speaker in this case is 0.015, which is on par with the best color diversity values across prompts.

| Caption prefix | Accuracy difference | Score difference | Color prevalence | Color diversity | Object prevalence | FMNIST keyword prevalence |
|----------------|---------------------|------------------|------------------|-----------------|-------------------|--------------------------|
| color color color | 0.0180 | 0.0264 | 0.1421 | 0.0055 | 0.0330 | 0.0433 |
| the colors in this image are | 0.0139 | 0.0341 | 0.1697 | 0.0082 | 0.0040 | 0.0045 |
| a picture with the color | 0.0584 | 0.0410 | 0.2206 | 0.0139 | 0.2622 | 0.3536 |
| a picture with the color | 0.0851 | 0.0507 | 0.2745 | 0.0144 | 0.3423 | 0.4613 |
| a picture with color | 0.0347 | 0.0395 | 0.2891 | 0.0141 | 0.1583 | 0.2319 |
| color; | 0.0507 | 0.0320 | 0.3000 | 0.0060 | 0.0387 | 0.0501 |
| the color of this image is | 0.0318 | 0.0341 | 0.3648 | 0.0145 | 0.0058 | 0.0064 |
| an image with the color | 0.0782 | 0.0302 | 0.3862 | 0.0153 | 0.2468 | 0.3197 |
| an image with the color | 0.0952 | 0.0553 | 0.3905 | 0.0153 | 0.2743 | 0.3579 |
| an image with color | 0.0268 | 0.0308 | 0.4225 | 0.0136 | 0.1661 | 0.2413 |
| the colors in this image are | 0.0587 | 0.0511 | 0.4336 | 0.0063 | 0.0490 | 0.0547 |
| a picture with color | 0.0452 | 0.0398 | 0.4396 | 0.0111 | 0.1848 | 0.2455 |
| colors in image | 0.0097 | 0.0397 | 0.5018 | 0.0020 | 0.0002 | 0.0004 |
| color color color | 0.0764 | 0.0572 | 0.5512 | 0.0033 | 0.1996 | 0.2535 |
| an image colored | 0.0919 | 0.0426 | 0.5901 | 0.0123 | 0.1259 | 0.1593 |
| an image with color | 0.0504 | 0.0410 | 0.6026 | 0.0112 | 0.1863 | 0.2555 |
| an image colored | 0.1303 | 0.0631 | 0.8600 | 0.0101 | 0.0200 | 0.0271 |
| the color of this image is | 0.1735 | 0.0667 | 0.9010 | 0.0198 | 0.0002 | 0.0002 |
| color | 0.1180 | 0.0583 | 0.9705 | 0.0040 | 0.1110 | 0.1354 |
| colors in image | 0.0477 | 0.0428 | 0.9994 | 0.0012 | 0.0000 | 0.0000 |

Table 16: Various metrics for prompted generation of base captioning model on COCO. Accuracy and score difference are calculated on the (unperturbed, grayscale) pair of listeners. For reference, the color diversity of the fully specialized speaker in this case is 0.033, which is on par with the best color diversity values across prompts.

| Caption prefix | Accuracy difference | Score difference | Color prevalence | Color diversity |
|----------------|---------------------|------------------|------------------|-----------------|
| an image colored | 0.0016 | 0.0253 | 0.0109 | 0.0110 |
| a picture with the color | 0.0055 | 0.0136 | 0.0117 | 0.0144 |
| the color of this image is | -0.0039 | 0.0023 | 0.0172 | 0.0155 |
| color color color | -0.0086 | 0.0045 | 0.0219 | 0.0172 |
| an image colored | -0.0195 | 0.0166 | 0.0242 | 0.0190 |
| an image with color | -0.0141 | -0.0010 | 0.0242 | 0.0182 |
| the colors in this image are | -0.0008 | 0.0131 | 0.0312 | 0.0171 |
| colors in image | -0.0055 | -0.0023 | 0.0344 | 0.0128 |
| an image with the color | 0.0000 | 0.0115 | 0.0375 | 0.0221 |
| a picture with the color | 0.0031 | 0.0040 | 0.0383 | 0.0223 |
| color | 0.0078 | 0.0079 | 0.0508 | 0.0224 |
| an image with the color | 0.0055 | -0.0021 | 0.0586 | 0.0261 |
| a picture with color | -0.0016 | 0.0053 | 0.0914 | 0.0165 |
| the colors in this image are | -0.0156 | 0.0091 | 0.1172 | 0.0317 |
| the color of this image is | -0.0102 | 0.0012 | 0.1352 | 0.0362 |
| an image with color | 0.0008 | 0.0029 | 0.1477 | 0.0167 |
| colors in image | 0.0188 | 0.0052 | 0.3352 | 0.0179 |
| color | 0.0125 | 0.0047 | 0.5406 | 0.0304 |
Sample hands across experimental conditions

In this section we present representative Dixit hands with the corresponding captions produced by the specialized speaker (after training) in our four main conditions, along with the corresponding distractors, listener match scores and rewards. We chose the speaker seed which achieved the highest overall score in that condition (though results were generally comparable across seeds), and to avoid cherry-picking examples we show the first four evaluation hands (from our randomly ordered evaluation) that contained a distinct target object (for example, in the crop condition, the first four that had a distinct object category in the bottom left).

We present samples for the different transformation conditions in Figures 6-9. Overall, the speaker adapts to the target difference between the listeners, and exhibits relatively mild language drift—the utterances generally stay grounded and human-interpretable, but in some cases exhibit some repetition or odd grammar. Some potential methods for further reducing these issues are noted above.
Figure 6: Speaker samples and listener results on tcFMNIST, after the speaker has specialized to the second listener having the crop transformation. The language generally specifies the bottom left object, with a grounding failure in the second-to-last case (or perhaps a reference to boat sandals?).
Figure 7: Speaker samples and listener results on cFMNIST, after the speaker has specialized to the second listener having the blur transformation. The speaker generally ignores colors and names the object as intended, but with moderate language degradation in some cases.
Figure 8: Speaker samples and listener results on cFMNIST, after the speaker has specialized to the second listener having the grayscale transformation. The speaker consistently names the correct color, though it occasionally also repeats “background”.
Figure 9: Speaker samples and listener results on COCO, after the speaker has specialized (on COCO) to the second listener having the grayscale transformation. The speaker generally names one or two plausible colors for the images; but these are less discriminative in COCO than in the above results. There is also some minor language degradation in some cases (e.g. “and” at the end of a caption).