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Abstract

Gaussian boson sampling (GBS) is originally proposed to show quantum advantage with quantum linear optical elements. Recently, several experimental breakthroughs based on GBS pointing to quantum computing supremacy have been presented. However, due to technical limitations, the outcomes of GBS devices are influenced severely by photon loss. Here, we present a practical method to reduce the negative effect caused by photon loss. We first show with explicit formulas that a GBS process can be mapped to another GBS processes. Based on this result, we propose a post-selection method which discards low-quality data according to our criterion to improve the performance of the final computational results, say part is better than whole. As an example, we show that the post-selection method can turn a GBS experiment that would otherwise fail in a ‘non-classicality test’ into one that can pass that test. Besides improving the robustness of computation results of current GBS devices, this post-selection method may also benefit the further development of GBS-based quantum algorithms.

1. Introduction

The potential speedup [1–3] of quantum algorithms over their classical counterparts makes quantum computation a hot topic nowadays. In the past few years, people have witnessed the fast development of quantum computing technologies. One of the central issues these years is to demonstrate the quantum supremacy. Towards this end, several breakthroughs of quantum computing occurred in different physical systems, such as superconducting systems [4–7], trapped ions [8], and quantum optics [9–13], etc.

Notwithstanding these achievements, we are still in an era of noisy intermediate-scale quantum (NISQ) [2]. There are mainly two kinds of quantum algorithms that might show an advantage over their classical counterparts on NISQ devices. They are approximate optimization algorithms, e.g. variational quantum eigenvalue solver [14], quantum approximate optimization algorithm [15], and quantum sampling problems, e.g. random circuit sampling [4, 5, 16] and Gaussian boson sampling (GBS) [9–11, 17–21]. Due to the imperfections on NISQ devices, errors frequently occur while implementing those quantum algorithms. However, quantum error correction is very expensive in NISQ devices, as those devices only own tens of qubits and high-error quantum gates. Thus, it is important to implement error mitigation methods to improve the performance of NISQ devices.

GBS problem is a variant of boson sampling problem proposed by Aaronson and Arkhipov [18, 22]. GBS was originally designed to facilitate the implementation of the original boson sampling problem without changing the problem’s computational complexity. Besides showing evidence for quantum advantage, GBS
devices have been linked to several potential applications, such as quantum chemistry [23, 24], graph theory [25–27], quantum approximate optimization [28], and quantum machine learning [29].

In this work, we focus on error mitigation in the GBS problem. In a GBS device, one of the main error sources is photon loss. Recently, error mitigation of photon loss in GBS devices has been studied in [30]. Two methods based on extrapolation technique and probability estimation is presented. The aim of those methods is to improve the estimation of the sampling probabilities. For the first time, it shows that error mitigation methods are applicable for computing models based on quantum photonic devices. However, the methods in [30] do not work in the case of large photon loss and hence the expected quantum advantage of the result could be undermined. In addition, those methods require collecting a sufficient number of samples to obtain the exact probability distribution.

We first show with explicit formulas that a GBS process can be mapped to another GBS processes. Based on this result, we proposed our post-selection method enables us to conduct a GBS task with overall transmission rate $\eta'$ even when we only have a GBS device with overall transmission rate $\eta$. In comparison with methods in [30], our method is more robust to errors caused by photon loss. Moreover, our method does not need to collect the samples from the quantum computing devices for probability distribution of the output pattern, say, it generates high-quality samples directly.

As an example, we use a 'non-classicality test' [31] to test the performance of the post-selection method. This 'non-classicality test' is widely used in GBS experiments as a reference to check whether quantum advantage might exist [10, 11, 21]. Numerical results show that the post-selection method can turn a GBS experiment that would otherwise fail in the ‘non-classicality test’ into one that can pass that test. This example, i.e. the post-selection method can help the GBS experiment to surpass the ‘non-classicality test’, shows the value of the post-selection method. Besides, by improving the transmission rate, the post-selection method is also beneficial for increasing circuit depth, which is another issue in recent GBS experiments [32].

This article is organized as follows. In section 2, we give an overview of the GBS protocol and provide some background knowledge about quantum optics and the Gaussian state. In section 3, we prove several theorems that demonstrate the validity of the post-selection method and then explain the post-selection method in detail. In section 4, we give further analysis about the performance of the post-selection method. In section 4.1, we analyze the performance of the post-selection method under different experimental conditions and some numerical results are given. In section 4.2, we analyze the effect of other experimental imperfections for the post-selection process, including non-uniform loss, the limited photon number resolution (PNR) capability of the detector, and the dark count rate. In section 4.3, we take the ‘non-classicality test’ to test the performance of the post-selection method. In section 4.4, we compare the differences between the post-selection method and the existing error mitigation methods. Finally, a summary is presented in section 5.

2. GBS

The architecture of the GBS [19] is shown in figure 1. The first step is to inject an input quantum state consists of $K$ single-mode squeezed states (SMSSs) and $M$-K vacuum states into an $M$-mode passive linear optical network. PNR detectors then measure the output quantum state, and an output pattern $\vec{n} = n_1 n_2 \ldots n_M$ is generated, where $n_i$ is the detected photon number in the $i$th mode. The probability distribution of the output pattern $\vec{n} = n_1 n_2 \ldots n_M$ is

$$P_{\text{out}}(\vec{n}) = \frac{1}{n! \sqrt{\sigma_Q}} \text{Haf}(A_0)$$

$$\sigma_Q = \sigma + \frac{I_{2M}}{2}$$

where Haf is a computationally hard matrix function called hafnian and $\sigma$ is the covariance matrix of the output Gaussian state. The matrix $A_0$ is determined by the input state, the passive linear optical network and the output sample pattern [19].

An SMSS can be described by following equations [33–36]:

$$|r, \phi\rangle = \hat{S}(r, \phi)|0\rangle$$

$$= \frac{1}{\sqrt{\cosh(r)}} \exp\left( -\frac{1}{2} \exp(i\phi)(\hat{a}^\dagger)^2 \tanh r \right) |0\rangle$$

$$= \frac{1}{\sqrt{\cosh(r)}} \sum_{n=0}^{\infty} \frac{\sqrt{(2n)!}}{n!} \left( -\frac{1}{2} \exp(i\phi) \tanh r \right)^n |2n\rangle,$$
Figure 1. Schematic setup of Gaussian boson sampling. First, $K$ single-mode squeezed states (SMSSs) are injected into a passive linear optical network with $M$ optical modes. Then the output quantum state is measured by photon number resolving detectors $D_1, D_2, \ldots, D_M$ in each mode and an output pattern $\bar{n} = n_1 n_2 \ldots n_M$ is generated.

where $\hat{S}(r, \phi)$ is the squeezing operator, $r$ is squeezing strength and $\phi$ is the phase. The photon number distribution of an SMSS is

$$p^{(r)}(n) = \begin{cases} \frac{1}{\cosh r} \frac{(\tanh r)^n}{(n/2)!} & n = 0, 2, 4, \ldots \\ 0 & n = 1, 3, 5, \ldots \end{cases},$$

which corresponds to the negative binomial distribution [37].

The probability distribution of the total photon number of the injected quantum state can be calculated through the convolution of probability distributions of SMSSs, i.e.

$$p^{(r)}(|\bar{n}|) = \sum_{n_i \text{ even for } i = 1, \ldots, K} \prod_{i=1}^{K} \left( \frac{1}{2} + \frac{n_i}{2} - 1 \right) \frac{(\tanh r_i)^{n_i}}{\cosh r_i},$$

where $r_i$ represents the squeezing strength of the SMSS in input mode $i$ and $|\bar{n}| = \sum_{i=1}^{K} n_i$. If $r_i = r$ where $i = 1, 2, \ldots, K$, the probability distribution of the total photon number is

$$p^{(r)}(N) = \left( \frac{N + K/2 - 1}{N/2} \right)^K \frac{1}{\cosh(r)} \tanh^N(r),$$

when $N$ is even, and

$$p^{(r)}(N) = 0,$$

when $N$ is odd.

Passive linear optical networks can preserve the total photon number between the input and output state. They can be used to describe the photon loss process [38–40]. Denote the transform operator corresponding to a passive linear optical network as $\hat{U}_0$ and $\hat{a}^T = (\hat{a}_1^\dagger, \hat{a}_2^\dagger, \ldots, \hat{a}_{2M}^\dagger)^T$ where $\hat{a}_i^\dagger$ is the creation operator. Let the first $M$ modes be actual modes, and the last $M$ modes be loss (environment) modes. Loss modes are initially in the vacuum state and will be traced out in the last step. When photon loss is uniform, we have

$$\hat{U}_0 \hat{a}^\dagger \hat{U}_0^\dagger = \Lambda_0 \hat{a}^\dagger,$$

where

$$\Lambda_0 = \begin{pmatrix} \frac{\sqrt{\eta}}{\sqrt{1 - \eta}} \\ \frac{\sqrt{1 - \eta}}{\sqrt{\eta}} \end{pmatrix},$$

and

$$\Lambda_0^{(K)} = \begin{pmatrix} \Lambda_M \\ 0 \end{pmatrix},$$

where $0 \leq \eta \leq 1$ is the transmission rate.

Denote the transform operator corresponding to the passive linear optical network in an ideal GBS as $\hat{U}_1$. We have

$$\hat{U}_1 \hat{a}^\dagger \hat{U}_1^\dagger = \Lambda_1 \hat{a}^\dagger,$$

where

$$\Lambda_1 = \begin{pmatrix} \Lambda_M & 0 \\ 0 & I_M \end{pmatrix},$$
where $\Lambda_M$ is a $M \times M$ unitary matrix and $I_M$ is an identity matrix with rank $M$. The output state of a lossy GBS experiment is thus

$$\hat{\rho}_{\text{out}} = \text{Tr}_M \left( \hat{U}_1 \hat{U}_0 (\hat{\rho}_{\text{in}} \otimes |0\rangle \langle 0|) \hat{U}_0^\dagger \hat{U}_1^\dagger \right).$$

(9)

A brief introduction of photon detectors can be found in [12]. There are mainly three types of errors in photon detectors, i.e. detection efficiency, PNR capability and dark count rate. The detection efficiency can be considered as a part of overall transmission rate. PNR capability indicates the maximum photon number that can be accurately resolved. The dark count rate indicates the probability of counting the cases where no photon reaches the detector.

3. Post-selection method

3.1. Mapping between different GBS experiments

We first derive a formula to calculate the probability distribution of GBS outputs in a different form from equation (1), which will be very useful in proving the validity of the post-selection method.

**Lemma 1.** Denote the input squeezing strengths of a GBS process as $\{ r_i \}$, the overall transmission rate as $\eta$. The probability distribution of the output pattern is equal to

$$P^{(r, \eta)}_{\text{out}} (\bar{n}) = \sum_{m,l} v_1 (\bar{m}|\bar{n}) v_1^* (\bar{l}|\bar{n}) \sqrt{P^{(r, \eta)}_{\text{in}} (\bar{m}) P^{(r, \eta)}_{\text{in}} (\bar{l})},$$

(10)

where $P^{(r, \eta)}_{\text{in}} (\bar{m})$ is the probability distribution of the input pattern undergoes a photon loss process with overall transmission rate $\eta$, $v_1 (\bar{m}|\bar{n}) = \langle \bar{m}| \hat{U}_1 |\bar{n} \rangle$, and $\hat{U}_1$ is the transform operator corresponding to the passive linear optical network.

The proof of lemma 1 is given in appendix A. Next, we give theorem 1. It considers the lossless case, i.e. $\eta = 1$. Theorem 1 shows that GBS experiments with different input squeezing strengths can be mapped to each other under certain conditions.

**Theorem 1.** Denote the probability distribution of the output pattern of GBS devices with input squeezing strengths $\{ r_i \}$ as $P^{(r_i)}_{\text{out}} (\bar{n})$, where $\{ r_i \} = \{ r_1, r_2, \ldots, r_M \}$ represents the squeezing strengths of input squeezed states, and $\bar{n} = n_1 \ldots n_M$ is the output pattern. We have

$$P^{(r, \eta)}_{\text{out}} (\bar{n}) = P^{(r)}_{\text{out}} (\bar{n}) \times \frac{P^{(r_i)}_{\text{in}} (\bar{m})}{P^{(r_i)}_{\text{out}} (\bar{m})},$$

(11)

provided that $\{ r_i' \}$ satisfies $\frac{\tanh r_i'}{\tanh r_i} = c$, for $i = 1, 2, \ldots, M$ and $c$ is a constant real number. Here $|\bar{n}| = \sum_{i=1}^{M} n_i$ is the total photon number, $n_i$ is even for all $i$ and $P^{(r_i)}_{\text{in}} (|\bar{n}|)$ is the probability of generating an output pattern with total photon number $|\bar{n}|$.

This result inspires us to find theorem 2. Theorem 2 shows that when there is uniform photon loss, GBS experiments with different input squeezing strengths can still be mapped to each other under certain conditions. This map changes the effective transmission rate in the sampling process.

**Theorem 2.** Denote the probability distribution of the output pattern of GBS devices with input squeezing strengths $\{ r_i \}$ and overall transmission rate $\eta$ as $P^{(r_i, \eta)}_{\text{out}} (\bar{n})$, where $\{ r_i \} = \{ r_1, r_2, \ldots, r_M \}$ represents the squeezing strengths of the input squeezed states, and $\bar{n} = n_1 \ldots n_M$ is the output pattern. We have

$$P^{(r_i, \eta')}_{\text{out}} (\bar{n}) = P^{(r_i, \eta)}_{\text{out}} (\bar{n}) \times \frac{P^{(r_i)}_{\text{out}} (|\bar{n}|)}{P^{(r_i)}_{\text{out}} (|\bar{n}|)} \left( \frac{\eta'}{\eta} \right)^{|\bar{n}|},$$

(12)

where $\eta' = 1 - (1 - \eta)c$, provided that $\{ r_i' \}$ satisfies $\frac{\tanh r_i'}{\tanh r_i} = c$, for $i = 1, 2, \ldots, M$ and $c$ is a constant real number. Here $|\bar{n}| = \sum_{i=1}^{M} n_i$ is the total photon number and $P^{(r_i)}_{\text{out}} (|\bar{n}|)$ is the probability of generating an output pattern with total photon number $|\bar{n}|$.

Proofs of theorems 1 and 2 are given in appendices B and C respectively. Notice that

$$\frac{P^{(r_i)}_{\text{out}} (|\bar{n}|)}{P^{(r_i)}_{\text{out}} (|\bar{n}|)} \left( \frac{\eta'}{\eta} \right)^{|\bar{n}|} = c^{-|\bar{n}|} \left( \frac{\eta'}{\eta} \right)^{|\bar{n}|}.$$
Theorem 2 shows that we can improve the transmission rate of the sampling process by a post-selection process. We will discuss this post-selection method in detail in the next subsection.

3.2. Post-selection method

We propose the following post-selection method to mitigate the effect of photon loss for GBS devices. For a sample obtained from a GBS experiment, we choose the following post-selection probability

\[ P_{\text{post}}(|n|) = \alpha^{s-|n|} \left( \frac{n'}{\eta} \right)^{|n|} \]

\[ \eta' = 1 - (1 - \eta) c \]

where
\[ c = \frac{\tanh r_i}{\tanh r_i^*} < 1, \]

to decide whether to keep the sample or not. Here a cut-off photon is needed. Denote the cut-off photon number as \( N_0 \). If the total photon number of a sample exceeds the cut-off photon number \( N_0 \), this sample will be discarded. This guarantees the correctness of the post-selection method as it ensures that the post-selection probability is always less than 1. In order to retain as many samples as possible in the post-selection process, the parameter \( \alpha \) in equation (14) is chosen to satisfy the following equation

\[ P_{\text{post}}(N_0) = 1. \] (15)

This makes samples with a total photon number \( N_0 \) to be retained with probability 1. The post-selection protocol is summarized in protocol 1.

According to theorem 2, apart from a cut-off and discarding a proportion of samples, the post-selection process maps a GBS experiment with input squeezing strength \( \{r_i\} \) and an overall transmission rate \( \eta \) to a GBS experiment with input squeezing strengths \( \{r_i'\} \) and an overall transmission rate \( \eta' \). If \( \eta = 1 \), according to theorem 1, the post-selection process maps a GBS experiment with input squeezing strength \( \{r_i\} \) to a GBS experiment with input squeezing strengths \( \{r_i'\} \). This means that our post-selection method can help to extend the application of GBS devices in the sense that the post-selection method makes it possible to conduct a GBS task with input squeezing strengths \( \{r_i'\} \) even when we only have a GBS device with input squeezing strength \( \{r_i\} \). If \( \eta \neq 1 \), by choosing \( c < 1 \), the effective transmission rate \( \eta' \) of the retained samples is improved. Below, we shall discuss the effect of the cut-off and the discard. As we will show, the effect of them can be small while an improvement in the effective transmission rate \( \eta' \) is obtained.

**Protocol 1. Post-selection method.**

**Step 1:** Choosing parameters \( c \) and \( N_0 \) depends on the experimental conditions.

**Step 2:** Inject input SMSSs with parameter set \( \{r_i\} \) into the passive linear optical network. The overall transmission rate is \( \eta \).

**Step 3:** Measure the output state and calculate the total photon number.

**Step 4:** According to the total photon number, we decide whether to retain or discard the specific outcome at that time based on post-selection probability given in equation (14).

**Step 5:** Repeat step 2–4 for many times we obtain the outcomes with probability distribution given by the input SMSSs with parameter set \( \{r_i'\} \) and overall transmission rate \( \eta' \).

Usually, the time cost for a classical computer to generate a specific sample increases exponentially with the total photon number of that specific sample [41]. Here we need to emphasize that the existence of a cut-off does not restrict the maximum photon number that can be obtained in the experiment. In fact, the cut-off photon number can be set as the maximum total photon number obtained in the experiment. According to equation (15), samples with a total photon number \( N_0 \) will be retained 100% of the time. So all samples with the maximum total photon number are retained in the post-selection process.

Moreover, to demonstrate the quantum advantage with GBS, a larger cut-off photon number does not necessarily mean better. In fact, hardness arguments of GBS nowadays are based on the conjunction of collision-free outcomes [18, 19, 42]. They assume that the number of modes is at least quadratic in the number of photons, i.e. \( N \sim O(M^2) \). So a choice of the cut-off photon number \( N_0 \) in order \( O(\sqrt{M}) \) might be enough.

Another concern of the post-selection method is about the yield. By yield, we mean the percentage of the samples that are retained after the post-selection process. The yield can be calculated using the following equation:
shows that the yield can be acceptable when an obvious improvement of effective
\[ y = \sum_{|n|=0}^{N_i} P_{\text{post}}(|n|) P_{\text{out}}^{r_i, \eta}(|n|). \] (16)

The above equation shows that the yield is determined by experimental conditions and the parameter \( c \) of the post-selection method. A low yield will increase the time needed for generating samples. This can be avoided by a proper choice of the parameter \( c \). By increasing \( c \), the yield can be improved. When \( c (c < 1) \) converges to 1, the yield \( y (y < 1) \) also converges to 1. In the same time, the effective transmission rate \( \eta' \) decreases to \( \eta \).

The sample generating speed of recent GBS experiments is about \( 10^4 \text{ s}^{-1} \) [9, 21]. The numerical results in sections 4.1 and 4.3 shows that the yield can be acceptable when an obvious improvement of effective transmission rate is obtained.

Although reducing the sample size, the post-selection process can mitigate the effect of photon loss. More specifically, our post-selection method allows us to conduct a GBS task with overall transmission rate \( \eta' \) even when we only have a GBS device with overall transmission rate \( \eta \). In the next section, we will show that sacrificing a proportion of samples could be worthwhile. An interesting example is given in section 4.3, where we show that the post-selection method can make GBS experiments that previously failed the ‘non-classicality test’ to pass the ‘non-classicality test’ [31].

4. Further analysis on performance of the post-selection method

4.1. Analysis and numerical results of performance

In this subsection, we analyze the performance of the post-selection method. The numerical simulations here are based on the analytical equations in section 3.2.

First, let us analyze how experimental conditions influence the performance of the post-selection method. According to equation (14), we find that

\[ \eta' = 1 - (1 - \eta) \frac{\tanh r_i}{\tanh r'_i} < 1 - (1 - \eta) \tanh r_i. \] (17)

This shows that the smaller the input squeezing strengths \( r_i \) and the transmission rate \( \eta \), the more the transmission rate could be increased by the post-selection method. Denote \( \eta'_{\text{max}} = 1 - (1 - \eta) \tanh r_i \) as the maximum effective transmission rate that can be obtained by the post-selection method. The relation between \( \eta'_{\text{max}}, r_i \), and \( \eta \) is shown in figure 2.

In the following, we evaluate the performance of the post-selection method by numerical simulations using parameters similar to two recent GBS experiments [11, 21]. As can be seen from figures 3(a) and (b), after post-selection, the effective transmission rate \( \eta' \) increases as the target squeezing strength \( r' \) increases while the yield is not too low comparing to the sample generating speed of those experiments.

The parameters in figure 3(a) correspond to those in the GBS experiment [21]. The squeezing strength of the input squeezed states is \( r = 1.1 \). The number of input squeezed states is 216. The overall transmission rate of the device is about 0.32. The maximum photon number of the measured sample is 219. When \( r' = 2.1 \), the effective transmission rate becomes \( \eta' \approx 0.44 \), which is about 38\% higher than the original transmission rate, while the yield is about \( 8.9 \times 10^{-7} \). The low yield is mainly due to the low probability of experimentally observing samples with total photon number \( N = 219 \). According to [21], the number of samples generated per second in the experiment is about \( 2 \times 10^4 \). So, if \( r' = 2.1 \) is chosen, the experimental device can averagely generate a sample in hundreds of seconds.

The parameters in figure 3(b) correspond to those in the GBS experiment [11]. The squeezing strength of the input squeezed states is \( r = 1.4 \). The number of input squeezed states is 50. The overall rate of the device is about 0.5. The maximum photon number of the measured sample is 113. When \( r' = 2.5 \), the effective transmission rate becomes \( \eta' \approx 0.55 \), which is about 10\% higher than the original transmission rate, while the yield is about 0.0617. The high yield reflects the high probability of observing a sample with total photon number \( N = 113 \) experimentally. Notice that the experiment [11] uses threshold detectors. So, the total photon number is not always equal to the total number of detector clicks. We will demonstrate in section 4.2 that the limited PNR capability does not negatively affect the performance of post-selection method.

4.2. Post-selection and other noise

In this subsection, we consider how other experimental imperfections affect the performance of the post-selection method, including non-uniform photon loss, the limited PNR capability of detectors and the dark count rate.

Although uniform loss is a good approximation for the current GBS experiments, non-uniform loss will inevitably occur in experiments [9–11, 21]. By splitting a general loss process into a uniform loss process
Figure 2. The largest effective transmission rate $\eta'_{\text{max}}$ for different transmission rates and squeezing strengths. Assuming $\eta_i = \eta$ for $i = 1, 2, \ldots, K$.

Figure 3. Performance of the post-selection method. $r$ is input squeezing strength, $r'$ is the target squeezing strength to be simulated. $K$ is the number of input single-mode squeezed states. $N_0$ is cut-off photon number. $\eta$ is the overall transmission rate. We use the results of Gaussian boson sampling devices with input squeezing strength $r$ to simulate that of $r'$ by the post-selection method of protocol 1. Red points correspond to $\eta'$ which is the effective transmission rate in final samples. Orange points correspond to yield which is the percentage of preserved outputs.
with transmission rate $\eta_u$ and a different non-uniform loss process, we show that the post-selection method can mitigate the effect of non-uniform loss process. The percentage of samples affected by the non-uniform loss part is decreased, while the transmission rate $\eta_u$ of the uniform loss part is improved. Proof of this can be found in appendix D. In addition, in most cases, the non-uniform loss in GBS experiments is largely attributed to the different detection efficiencies of photon detectors. We give a modified post-selection protocol to deal with the non-uniform loss due to the different detection efficiencies of photon detectors. A description of this can be found in appendix E.

We assumed in our previous analysis that the total photon number of detected samples can be precisely resolved in GBS experiments. However, even when the detectors’ PNR capability is limited, the post-selection method can still be beneficial for the GBS experiment. As we will show below, the post-selection method reduces the number of samples with wrong total photon numbers due to the limited PNR capability of detectors.

Let the real output pattern in a GBS experiment be $\bar{n}$ and the measured pattern be $\bar{m}$. This error event should be retained with probability $P_{\text{post}}(|\bar{m}|)$ in the post-selection process. But since the total photon number of the detected sample is $|\bar{m}|$, the actual probability that this error event is retained is $P_{\text{post}}(|\bar{m}|)$. Thus the probability of this error event occurring after post-selection is equivalent to $P_{\text{post}}(|\bar{m}|)$ times the original probability. According to equation (14), the smaller the total photon number of the sample, the smaller the probability of being retained. So we have $P_{\text{post}}(|\bar{m}|) < 1$. That is, after the post-selection process, the number of events exceeding the PNR capability of the detector is reduced.

Another imperfection in detectors is the inherent dark counts. A dark count leads to a larger total photon number in the measured sample. This causes an increase in the probability of that sample being retained by the post-selection process. The result of it is an increase in the effective dark count rate in the experiment.

Denote the dark count rate of a detector as $p_D$. If a dark count occurs in a detector, then the probability that the sample is retained is $P_{\text{post}}(N + 1)$, where $N$ is the actual total photon number of the sample. This corresponds to an increase in the effective dark count rate. Thus, the effective dark count rate becomes

$$P'_{D} = \frac{p_D P_{\text{post}}(N + 1)}{p_D P_{\text{post}}(N + 1) + (1 - p_D) P_{\text{post}}(N)}$$

$$= \frac{p_D \left(1/\cosh(1 - \eta)\right)}{p_D \left(1/\cosh(1 - \eta)\right) + 1 - p_D},$$

which is bounded by

$$P'_{D} \leq \frac{p_D \left(1 + 1/\tanh(1 - \eta)\right)}{p_D \left(1 + 1/\tanh(1 - \eta)\right) + 1 - p_D}. \quad (20)$$

So, the dark count rate is increased after the post-selection process. However, the increase of the dark count rate is bounded and is generally not very large. Moreover the dark count rates in experiments are usually very low (about $10^{-3}$ to $10^{-4}$). Thus this increase does not have a significant effect on the experimental results. As we will show in the examples of 4.3, the trade off of slightly increasing the dark count rate could be a worthwhile one.

# 4.3. Enhancing the robustness of GBS devices

In this subsection, we show that the post-selection method can enhance the robustness of recent GBS devices. Recent GBS experiments achieve great success, in the sense that those experiments achieved a large number of optical modes and detected samples with large total photon numbers (about 100 to 200) [9, 11, 21]. However, imperfections in those experiments have brought these quantum advantage results into question [31, 32, 43–45]. Classical methods can simulate the sampling results when the experimental errors exceed a certain range, e.g. [31, 32]. Therefore, it might be worthwhile to discard a proportion of samples in order to obtain more robust experimental results to meet the challenges from classical algorithms. In the following, we provide some examples as support for our view.

First, we will show that the post-selection method can make a GBS experiment that could have been effectively and approximately simulated by a classical algorithm incapable of being simulated by that classical algorithm. This so called ‘non-classicality test’ [31] is currently used by a variety of GBS experiments to test whether their experiments might achieve a quantum advantage result [10, 11, 21, 31]. The classical algorithm
used in this example can efficiently simulate the sampling process of a GBS experiment up to an error $\varepsilon$ when the following condition is satisfied:

$$\text{sech} \left( \frac{1}{2} \Theta \left[ \ln \left( \frac{1 - 2\eta \sqrt{D}}{\eta e^{-2r} + 1 - \eta} \right) \right] \right) > e^{-\varepsilon^2/4K},$$

where $\Theta$ is the ramp function $\Theta(x) = \max(x, 0)$, $r$ is the squeezing strength of the input squeezed states, $\eta$ is the overall transmission rate, $K$ is the total number of input squeezed states, and $q_D$ is the dark count rate of the photon detectors. When the inequality above has no solution for $\varepsilon \in [0, 1]$, the GBS experiment pass the ‘non-classicality test’. Denote $\varepsilon_0$ as the minimum value which satisfies the inequality given in equation (21), that is:

$$\text{sech} \left( \frac{1}{2} \Theta \left[ \ln \left( \frac{1 - 2\eta \sqrt{D}}{\eta e^{-2r} + 1 - \eta} \right) \right] \right) = e^{-\varepsilon_0^2/4K}. \tag{22}$$

When $\varepsilon_0$ is larger than 1, this classical simulation algorithm fails.

In figure 4, we give three examples to show that the post-selection method can make a GBS sampling process that could be approximately simulated by the classical algorithm unable to be simulated by it.

The blue lines show the error upper bound of the classical algorithm for simulating corresponding lossy GBS experiments. The squeezing strength of the input squeezed states is $r$. The dark count rate of the detectors is $q_D$. The input number of input SMSSs is $K$. The red lines show the error upper bound of the classical algorithm for simulating corresponding lossy GBS sampling experiments after a post-selection process. The target squeezing strength is $r'$. The vertical axis is the simulation error upper bound $\varepsilon_0$. The horizontal axis corresponds to the overall transmission rate $\eta$. Here we use the formula in section 4.2 to calculate the change of the dark count rate $q_D$. The effective dark count rate after the post-selection process is denoted as $q_D'$. The exponential decay of the transmission rate limits the increase of the circuit depth of GBS experiments. Post-selection method can help to mitigate the decrease in overall transmission rate when $\varepsilon_0$ exceeds 1. In this case the yield of the post-selection process is $y = 1.47 \times 10^{-5}$. When $\varepsilon_0$ is larger than 1, this classical simulation algorithm fails.

In figure 4(a), where $r = 1.38$, $r' = 1.5$, $K = 150$, $q_D = 0.0001$, if the overall transmission rate is $\eta = 0.105$, the sampling process can be approximately simulated by the classical algorithm (corresponding to the blue dots in the figure 4(a)). Set $N_0 = 117$, after the post-selection, the whole sampling process can no longer be simulated by the classical algorithm (corresponding to the red dots in figures), as the error upper bound $\varepsilon_0$ exceeds 1. In this case the yield of the post-selection process is $y = 1.47 \times 10^{-5}$. In figure 4(b), where $r = 1.6$, $r' = 1.8$, $K = 50$, $q_D = 0.0001$, if the overall transmission rate $\eta = 0.18$, this sampling process can be approximately simulated by the classical algorithm (corresponding to the blue dots in the figure 4(b)). Set $N_0 = 130$, after the post-selection, the whole sampling process can no longer be simulated by the classical algorithm (corresponding to the red dots in figures), as the error upper bound $\varepsilon_0$ exceeds 1. In this case the yield of this post-selection process is $y = 1.48 \times 10^{-5}$. Of course, there is no way to know whether one will discover new algorithms to enhance the simulation power of classical computers. However, the above examples show the value of using post-selection method to reduce photon loss for enhancing the robustness of GBS devices.

Moreover, the post-selection method is helpful for increasing the circuit depth of the GBS devices. In a recent article [32], a classical algorithm is designed to approximately simulate GBS experiments with shallow circuit depth. A major difficulty in increasing the circuit depth is that the transmission rate decreases exponentially with the number of layers in the circuit. If the transmission rate of one layer in the circuit is $\eta_0$, then the transmission rate of $D$ layer is $\eta = (\eta_0)^D$. The exponential decay of the transmission rate limits the circuit depth of the GBS experiments. Post-selection method can help to mitigate the decrease in transmission rate which is beneficial for increasing the circuit depth of GBS devices.

### 4.4. Comparison with the existing methods

Two error mitigation methods aim to mitigate the photon loss error of GBS devices are given in [30]. However, they are very different both in effectiveness and application scenarios from the post-selection method. The most significant difference is, according to examples and analysis given in [30], those methods are mainly applicable to the case of small photon loss and become unworkable when the effect of photon loss in GBS devices is severe. In contrast, according to our analysis in sections 3.2 and 4.1, the post-selection method can be used under conditions when photon loss rate is large.

Besides, the goal of the methods given in [30] is very different from the post-selection method. The methods in the article [30] require measuring the probability distribution of the samples first and then
Figure 4. Simulation errors of the classical algorithm given in [31] for different experimental parameters. The horizontal axis is the transmission rate $\eta$ of the real sampling process. The vertical axis is the error upper bound $\epsilon_0$ of the classical simulation algorithm. When the error upper bound $\epsilon_0$ on the vertical axis exceeds 1 (dashed line in the figure), the classical simulation algorithm fails. Parameter $r$ is the squeezing strength in a real setup and $r'$ is the target squeezing strength by our post selection. The blue lines show the corresponding simulation error upper bound of the classical algorithm for lossy Gaussian boson sampling experiments with $r$ and $\eta$. The red lines show the simulation error upper bound of the classical algorithm for corresponding lossy Gaussian boson sampling experiments with a post-selection by our method. Say, at any point $\eta$ in the red lines, the value of $\epsilon_0$ is calculated by target squeezing strength $r'$ and transmittance $\eta'$ mapped from $r$ and $\eta$ by our post selection method. $K$: number of input single-mode squeezed states, $q_D$: dark count rate, $q'_D$: effective dark count rate after the post selection process, $N_0$: cut-off photon number, $y$: yield.
obtaining the error-mitigated probability distribution. The post-selection method, on the other hand, does not require collecting and estimating the probability of the samples. In fact, the post-selection method works directly on the samples and the result of the post-selection process is the error-mitigated samples.

For GBS devices with a large number of optical modes, it is difficult to precisely measure the probability of generating a specific sample pattern. Because it requires collecting a huge number of samples. The solution given in [30] is to no longer do error mitigation for the generating probability of a specific sample, but for the generating probability of a class of samples (i.e. the coarse-grained probability). However, if error mitigation is done only for the coarse grained probability, it remains to be clarified what effect it has on the whole sampling process.

5. Summary

In this article, we proved that a lossy GBS process can be mapped to other lossy GBS processes under certain conditions. Based on this, we proposed a method to suppress the effect of photon loss for GBS devices. Our method takes post-selection of the results of real experiments so as to obtain high-quality sampling results of another sources. It enables us to conduct a GBS task with overall transmission rate $\eta'$ even when we only have a GBS device with overall transmission rate $\eta$.

This error mitigation method proposed in this paper is easy to be performed in nowadays’ GBS devices. Analytical and numerical results showed that the post-selection method has good performance in a wide range of experimental conditions. We also showed that the post-selection method can turn a GBS experiment that would otherwise fail in a ‘non-classicality test’ into one that can pass that test. This example shows the potential value of the post-selection method.

We also considered how other experimental imperfections affect the performance of the post-selection method, including non-uniform photon loss, the detector’s limited PNR capability and the dark count rate. The errors due to both the non-uniform loss and the limited PNR capability of the detector can be reduced by the post selection process, while the dark count rate is slightly increased by the post-selection process. Since the dark count rate is generally small, the increase of dark count rate has less impact on the GBS experimental results compared to the increase in the overall transmission rate.
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Appendix A. Proof of lemma 1

When there is no photon loss, the input state is a pure state

$$\hat{\rho}_m = \bigotimes_{i=1}^M (|r_i, \phi_i\rangle \langle r_i, \phi_i|).$$  \hspace{1cm} (A1)

For simplicity and without loss of generality, we can set the phase $\phi = \pi$. This is because the change in phases of the input squeezed states is equivalent to the change in phases of the passive linear optical network. The probability of the output pattern can be expressed as

$$P_{out}(\bar{m}) = \langle \bar{m}|\hat{U}\hat{\rho}_m\hat{U}^\dagger|\bar{m}\rangle$$
$$= \sum_{n,l} \langle \bar{m}|\hat{U}|\bar{n}\rangle \langle \bar{n}|\hat{\rho}_m|\bar{l}\rangle \langle \bar{l}|\hat{U}^\dagger|\bar{m}\rangle. $$  \hspace{1cm} (A2)

Denote $\sqrt{P_{in}(\bar{n})} = \langle \bar{n}|r, \phi \rangle = \sqrt{\langle \bar{n}|\hat{\rho}_m|\bar{n}\rangle}$. We get

$$P_{out}(\bar{m}) = \sum_{n,l} v(\bar{m}|\bar{n})v^*(\bar{m}|\bar{l})\sqrt{P_{in}(\bar{n})P_{in}(\bar{l})}, $$  \hspace{1cm} (A3)
where \( v(\bar{m} | \bar{n}) = \langle \bar{m} | \hat{U} | \bar{n} \rangle \). As passive linear optical networks preserve the photon number of quantum optical states, we have

\[
v(\bar{m} | \bar{n}) = 0, \tag{A4}
\]

when \( \sum_{i=0}^{M} m_i \neq \sum_{i=0}^{M} n_i \).

When there is photon loss, according to equation (9)

\[
P_{\text{out}}(\bar{m}) = \langle \bar{m} | \text{Tr}_M \left( \hat{U}_1 \hat{U}_0 (\hat{\rho}_m \otimes |\bar{0}\rangle \langle \bar{0}|) \hat{U}_1^\dagger \hat{U}_0^\dagger \right) | \bar{m} \rangle
\]

\[
= \sum_{n,l} v_1(\bar{m} | n) v_1^*(\bar{m} | l) \sum_{i,j} \langle n,i | \hat{U}_0 | j,0 \rangle
\]

\[
\times \langle \bar{i} | \hat{\rho}_m | \bar{j} \rangle \langle j,0 | \hat{U}_0^\dagger | \bar{l} \rangle, \tag{A5}
\]

where \( \hat{U}_1 \) and \( \hat{U}_0 \) are given in equations (7) and (8), \( v_1(\bar{m} | n) = \langle \bar{m} | \hat{U}_1 | n \rangle \) and \( v_1^*(\bar{m} | l) = \langle l | \hat{U}_1^\dagger | \bar{m} \rangle \).

According to equation (7), we have

\[
\hat{U}_0 | i,0 \rangle = \frac{1}{\sqrt{(i_1!)(i_2!)...(i_M!)}} \prod_{p=1}^{M} \left( \sqrt{\eta} a_{i_p}^\dagger + \sqrt{1-\eta} a_{i_p} \right)^{i_p} | 0,0 \rangle. \tag{A6}
\]

Then we have

\[
\langle n,k | \hat{U}_0 | i,0 \rangle = \frac{1}{\sqrt{(i_1!)(i_2!)...(i_M!)}} \prod_{p=1}^{M} \left( \sqrt{\eta} a_{i_p}^\dagger + \sqrt{1-\eta} a_{i_p} \right)^{i_p} | 0,0 \rangle.
\]

\[
\times \prod_{p=1}^{M} \beta_{i_p} \left( \eta \right)^{n_p} \left( \sqrt{1-\eta} \right)^{k_p} | 0,0 \rangle. \tag{A7}
\]

This equation is not zero only when

\[
k = i - \bar{n}. \tag{A8}
\]

So, we get

\[
\langle n,k | \hat{U}_0 | i,0 \rangle = \prod_{p=1}^{M} \sqrt{\frac{j_p}{n_p}} \left( \eta \right)^{n_p} \left( \sqrt{1-\eta} \right)^{k_p} | 0,0 \rangle. \tag{A9}
\]

Finally, bring equation (A9) back to equation (A5), we get

\[
P_{\text{out}}(\bar{m}) = \sum_{n,l} v_1(\bar{m} | n) v_1^*(\bar{m} | l) \sum_{i,j} \prod_{p=1}^{M} \prod_{q=1}^{M} \sqrt{P_{\text{in}}(i)P_{\text{in}}(j)}
\]

\[
\times \sqrt{\left( \frac{i_1}{n_1} \right) \left( \frac{i_2}{n_2} \right) ... \left( \frac{i_M}{n_M} \right)} \left( \eta \right)^{n_p} \left( \sqrt{1-\eta} \right)^{k_p} P_{\text{in}}(i), \tag{A10}
\]

where

\[
P_{\text{in}}^{(q)}(\bar{n}) = \sum_{i \geq n} \prod_{p=1}^{M} \frac{i_p}{n_p} \eta^{n_p} (1-\eta)^{i_p-n_p} P_{\text{in}}(i), \tag{A11}
\]

and

\[
\left( \frac{i}{n} \right) = \left( \frac{i_1}{n_1} \right) \left( \frac{i_2}{n_2} \right) ... \left( \frac{i_M}{n_M} \right). \tag{A12}
\]
Appendix B. Proof of theorem 1

According to equation (3), we have

\[
\frac{p_{\text{out}}^{(r)}(\bar{n})}{p_{\text{out}}^{(r')}((\bar{n})} = \frac{1}{\prod_{i=1}^{K} \cosh r_i} \sum_{j} v(\bar{n}|\bar{n}) v^*(\bar{l}|\bar{l}) \sqrt{p_{\text{in}}^{(r)}(\bar{n}) p_{\text{in}}^{(r')}((\bar{l})},
\]

where \(p_{\text{out}}^{(r)}(\bar{n})\) and \(p_{\text{out}}^{(r')}((\bar{n})\) are probability distributions of the output pattern with input squeezing strengths \(\{r_i\}\) and \(\{r'_i\}\) respectively, \(\bar{n} = n_1 n_2 \ldots n_K\) and \(\bar{m} = m_1 m_2 \ldots m_K\) are input patterns with the same total photon number \(N, n_i\) and \(m_i, (i = 1, \ldots, K)\) are photon numbers in each input mode. If we choose \(\{r'_i\}\) which satisfies \(\frac{\tanh r_i}{\tanh r'_i}\) = \(i\) for all \(i = 1, 2, \ldots, K\), we have

\[
\frac{p_{\text{in}}^{(r)}(\bar{n})}{p_{\text{in}}^{(r')}((\bar{n})} = \frac{1}{\prod_{i=1}^{K} \cosh r_i} \sum_{j} v(\bar{n}|\bar{n}) v^*(\bar{m}|\bar{m}) \sqrt{p_{\text{in}}^{(r)}(\bar{n}) p_{\text{in}}^{(r')}((\bar{m})},
\]

According to lemma 1, we find

\[
\frac{p_{\text{out}}^{(r)}(\bar{q})}{p_{\text{out}}^{(r')}((\bar{q})} = \frac{1}{\prod_{i=1}^{K} \cosh r_i} \sum_{j} v(\bar{q}|\bar{q}) v^*(\bar{l}|\bar{l}) \sqrt{p_{\text{in}}^{(r)}(\bar{q}) p_{\text{in}}^{(r')}((\bar{l})},
\]

where \(p_{\text{out}}^{(r)}(\bar{q})\) and \(p_{\text{out}}^{(r')}((\bar{q})\) are probability distributions of the output pattern with input squeezing strengths \(\{r_i\}\), \(\bar{q} = q_1 q_2 \ldots q_K\) and \(\bar{j} = j_1 j_2 \ldots j_K\) are output patterns with the same total photon number \(N, q_i\) and \(j_i\) \((i = 1, \ldots, K)\) are photon numbers in each output mode. Plugging equation (B2) into equation (B3) and we get

\[
\frac{p_{\text{out}}^{(r)}(\bar{q})}{p_{\text{out}}^{(r')}((\bar{q})} = \frac{1}{\prod_{i=1}^{K} \cosh r_i} \sum_{j} v(\bar{q}|\bar{q}) v^*(\bar{j}|\bar{j}) \sqrt{p_{\text{in}}^{(r)}(\bar{q}) p_{\text{in}}^{(r')}((\bar{j})},
\]

Taking summation over \(\bar{q}\), we obtain

\[
\frac{p_{\text{out}}^{(r)}(\bar{n})}{p_{\text{out}}^{(r')}((\bar{n})} = \frac{1}{\prod_{i=1}^{K} \cosh r_i} \sum_{j} v(\bar{n}|\bar{n}) v^*(\bar{m}|\bar{m}) \sqrt{p_{\text{in}}^{(r)}(\bar{n}) p_{\text{in}}^{(r')}((\bar{m})},
\]

which completes the proof.

Appendix C. Proof of theorem 2

According to lemma 1, we have

\[
P_{\text{out}}^{(r, \eta)}(\bar{n}) = \sum_{\bar{m}, \bar{f}} v_1(\bar{n}|\bar{m}) v^*_f (\bar{m}|\bar{f}) \sqrt{p_{\text{in}}^{(r, \eta)}(\bar{m}) p_{\text{in}}^{(r, \eta)}((\bar{f})},
\]

where

\[
p_{\text{in}}^{(r, \eta)}(\bar{m}) = \sum_{\bar{f} \geq \bar{m}} \prod_{i=1}^{M} \left( \frac{i}{\bar{m}} \right)^{n_i} (1 - \eta)^{s_i - n_i} p_{\text{in}}^{(r)}(\bar{f}),
\]

\[
\eta = \frac{\tanh r_i}{\tanh r'_i},
\]

\[
\frac{\tanh r_i}{\tanh r'_i} = \frac{\cosh r_i}{\cosh r'_i} = i.
\]
and \( p^{(c)}_{\text{in}}(i) \) is defined as in theorem 1. We have

\[
p^{(r)}_{\text{in}}(m) p^{(r')}_{\text{out}}(|\tilde{m}|) \left( \frac{\eta'}{\eta} \right)_{[m]}
= \sum_{\tilde{m}} \prod_{i \geq m} \left( \frac{i}{\tilde{m}} \right) \eta^{m_p} (1 - \eta)_{i - m_p} p^{(c)}_{\text{in}}(i) \left( \frac{\eta'}{\eta} \right)_{[i]}
\]

\[
\times \prod_{q=1}^{K} \frac{\cosh r_q'}{\cosh r_q} \left( \frac{\tanh r_q'}{\tanh r_q} \right)_{[i]}
= \sum_{\tilde{m}} \prod_{i \geq m} \left( \frac{i}{\tilde{m}} \right) \eta^{m_p} (a(1 - \eta))_{i - m_p}
\]

\[
\times p^{(c)}_{\text{in}}(i) \left( \frac{\tanh r_p}{\tanh r_p} \right)_{[i]} \prod_{q=1}^{K} \frac{\cosh r_q'}{\cosh r_q}
= \sum_{\tilde{m}} \prod_{i \geq m} \left( \frac{i}{\tilde{m}} \right) \eta^{m_p} (1 - \eta')_{i - m_p} p^{(c)}_{\text{in}}(i)
= P^{(r')}_{\text{in}}(m),
\]

where we used the relation \( \eta' = 1 - (1 - \eta) \epsilon \).

Combining equations (C3) and (C1), we can show the correctness of theorem 2.

**Appendix D. Non-uniform loss**

Consider an \( M \)-mode interferometer (passive linear optical network), if the interferometer is lossy, then the input-output relation is [38–40]

\[
\hat{b} = A\hat{a} + \sqrt{1 - AA^\dagger} \epsilon,
\]

where \( \epsilon \) represents the loss modes which will be traced out, and \( A \) is a complex matrix satisfying \( AA^\dagger \leq I \). The matrix \( A \) can be decomposed (singular decomposition) as \( A = V_1 DV_2 \), where \( V_1 \) and \( V_2 \) are unitary matrices, and \( D = \text{diag} \{ \sqrt{\eta_1}, \sqrt{\eta_2}, \ldots, \sqrt{\eta_M} \} \) with \( \eta_i \in [0, 1] \).

Denote \( \eta_i = \max (\eta_i) \) for \( i = 1, 2, \ldots, M \). A uniform loss layer with transmission rate \( \eta_i \) can be extracted from the lossy passive linear optical network. This can be seen from:

\[
A = \sqrt{\eta_i} I \left( \frac{1}{\sqrt{\eta_i}} \right) V_1 DV_2.
\]

Thus the whole physical process is equivalent to that the input SMSSs first go through a passive linear optical network with a nonuniform loss described by \( A_1 = \left( \frac{1}{\sqrt{\eta_i}} \right) V_1 DV_2 \) and then a uniform loss channel described by \( A_2 = \sqrt{\eta_i} I \).

The probability that an output pattern \( m \) is obtained is thus

\[
P_{\text{out}}(m) = \langle \tilde{m} | \text{Tr}_{2M} \{ \hat{U}_1 \hat{U}_2 \hat{U}_3 \hat{U}_4 \hat{U}_5 \hat{U}_6 \hat{U}_7 \hat{U}_8 | \langle \tilde{0} \rangle \langle 0 | \}
\times \hat{U}_1 \hat{U}_2 \hat{U}_3 \hat{U}_4 \hat{U}_5 \hat{U}_6 \hat{U}_7 \hat{U}_8 | m \rangle.
\]

Since there are both uniform loss and non-uniform loss processes, we need 2\( M \) loss modes. After some calculations, we have

\[
P_{\text{out}}(m) = \sum_{\tilde{n}, \tilde{l}, \tilde{k}, \tilde{j}, \tilde{a}, \tilde{b}, \tilde{v}, \tilde{l}, \tilde{d}} v_1(m | \tilde{n}) v_1^*(\tilde{m} | \tilde{l}) v_2(\tilde{k} | \tilde{d})
\times v_2^*(\tilde{z} | \tilde{g}) \sqrt{p^{(r)}_{\text{in}}(\tilde{d}) p^{(r)}_{\text{in}}(\tilde{g})} \langle \tilde{n}, \tilde{b} | \hat{U}_n | \tilde{i}, \tilde{0} \rangle
\times \langle \tilde{j}, \tilde{0} | \hat{U}_j | \tilde{l}, \tilde{p} \rangle \langle \tilde{i}, \tilde{c} | \hat{U}_i | \tilde{k}, \tilde{d} \rangle \langle \tilde{z}, \tilde{0} | \hat{U}_z | \tilde{v}, \tilde{v} \rangle,
\]

where \( v_2(\tilde{k} | \tilde{d}) = \langle \tilde{k} | \hat{U}_d | \tilde{d} \rangle \) and \( v_2^*(\tilde{z} | \tilde{g}) = \langle \tilde{g} | \hat{U}_z | \tilde{g} \rangle \). Since the passive linear optical network keeps the total photon number in the input and output states unchanged, we have \( |\tilde{m}| = |\tilde{n}| = |\tilde{l}|, |\tilde{k}| = |\tilde{d}|, |\tilde{z}| = |\tilde{g}|, |\tilde{k}| = |\tilde{z}| + |\tilde{i}|, |\tilde{z}| = |\tilde{j}| + |\tilde{v}|, |\tilde{j}| = |\tilde{p}| + |\tilde{l}|, |\tilde{l}| = |\tilde{n}| + |\tilde{d}| \).
Next, take the transmission rate $\eta_p$ of the uniform loss layer as the overall transmission rate to do the post-selection in protocol 1. The probability distribution of the samples obtained after the post-selection is (without considering cut-off)

$$P_{\text{out}}(\bar{m})P_{\text{pos}}(\bar{m}) = \mathcal{N} \sum_{n,l} n_{\bar{m}(\bar{n})} v_1(\bar{m} | \bar{n}) v_1^*(\bar{m} | \bar{l}) v_2(\bar{k} | \bar{d})$$

$$\times v_2^*(\bar{z} | \bar{g}) \sum_{i \in R} \sum_{j \neq i} \sum_{\bar{k} \geq \bar{i} \geq \bar{z}} \sqrt{P_{\text{in}}^{(i)}(\bar{k}) P_{\text{in}}^{(j)}(\bar{z})}$$

$$\times \sqrt{\left(\frac{k}{i}\right)} (\eta_\theta)^i (c(1 - \eta_\theta))^{k-i}$$

$$\times \sqrt{\left(\frac{z}{i}\right)} (\eta_\theta)^j (c(1 - \eta_\theta))^{z-j}$$

$$\times \sqrt{\left(\frac{i}{n}\right)} (\eta_u)^n (1 - \eta_u)^{i-n}$$

$$\times \sqrt{\left(\frac{i}{i}\right)} (\eta_\theta)^i (1 - \eta_\theta)^{i-n},$$

where $\mathcal{N}$ is the normalization factor, $\eta_\theta = (\eta_1/\eta_1, \eta_2/\eta_2, \ldots, \eta_M/\eta_M)$, $(\eta_\theta)^i = \prod_{p=1}^M (\eta_p)^i$, $(\eta_\theta)^j = \prod_{p=1}^M (\eta_p)^j$. From the equation above, it can be seen that post-selection reduces the uniform loss while making the non-uniform loss have less effect on the sampling results. Because, before the post-selection process, the non-uniform loss layer reduces the state $|\bar{k}\rangle$ to $|\bar{i}\rangle$ with the probability

$$P_n(\bar{k}, \bar{i}) = \left(\frac{k}{i}\right) (\eta_\theta)^i (1 - \eta_\theta)^{k-i}.$$  

(D6)

After the post-selection, the state $|\bar{k}\rangle$ is reduced to $|\bar{i}\rangle$ with the probability

$$P'_n(\bar{k}, \bar{i}) = \left(\frac{k}{i}\right) (\eta_\theta)^i (1 - \eta_\theta)^{k-i}.$$  

(D7)

Since $\sqrt{c(1 - (\eta_\theta)_i)} \leq \sqrt{c(1 - (\eta_\theta)_i)}$ for $i \in \{1, 2, 3, \ldots, M\}$, we have $P'_n(\bar{k}, \bar{i}) < P_n(\bar{k}, \bar{i})$. This corresponds to a reduction in the proportion of the output samples that is affected by non-uniform loss. Therefore, post-selection reduces the effect of non-uniform loss on output samples.

### Appendix E. Detector efficiency

Different detection efficiencies between detectors can also lead to a non-uniform loss process for the GBS device except for the detection efficiency is denoted as $\eta_d$ and the detection efficiency of each photon detector is denoted as $\eta^d_i$, where the subscript $i$ refers to the $i$th photon detector. The whole loss process can be described by a unitary operator $\hat{U}_d$ which includes $M$ actual modes and $M$ loss modes. The input-output relationship corresponding to the whole loss process is

$$\hat{U}_d \hat{a}^\dagger \hat{U}_d^\dagger = \Lambda_d \hat{a}^\dagger,$$

where

$$\Lambda_d = \left( \oplus_{i=1}^M \sqrt{\frac{\eta_i}{\eta_i - \eta}} \oplus_{i=1}^M \sqrt{1 - \eta_i} \right),$$

(E2)

and $\eta_i = \eta^d_i$. Similar to the analysis in appendices D and C, the probability distribution of the output sample is

$$P_{\text{out}}(\bar{m}) = \sum_{n,l} v(\bar{m} | \bar{n}) v^*(\bar{m} | \bar{l}) \sum_{i \in R} \sum_{j \neq i} \prod_{p=1}^M \prod_{q=1}^M P_{\text{in}}(i) P_{\text{in}}(j)$$

$$\times \sqrt{\left(\frac{l_p}{n_p}\right)} (\eta_p)^{n_p} (1 - \eta_p)^{l_p - n_p} \sqrt{\left(\frac{j_q}{l_q}\right)} (\eta_q)^{l_q} (1 - \eta_q)^{j_q - l_q},$$

(E3)
The above equation shows that, in this case, we can change the post-selection probability in protocol 1 to

\[
P_{\text{post2}}(|\eta|) = e^{-|\eta|} \prod_{i=1}^{M} \left( \frac{\eta_i}{\eta_i'} \right)^{n_i},
\]

where \( \eta_i' = 1 - (1 - \eta_i) \tanh \frac{r}{\tanh r}. \)
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