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ABSTRACT

The segmentation of histopathological whole slide images into tumourous and non-tumourous types of tissue is a challenging task that requires the consideration of both local and global spatial contexts to classify tumourous regions precisely. The identification of subtypes of tumour tissue complicates the issue as the sharpness of separation decreases and the pathologist’s reasoning is even more guided by spatial context. However, the identification of detailed types of tissue is crucial for providing personalized cancer therapies. Due to the high resolution of whole slide images, existing semantic segmentation methods, restricted to isolated image sections, are incapable of processing context information beyond. To take a step towards better context comprehension, we propose a patch neighbour attention mechanism to query the neighbouring tissue context from a patch embedding memory bank and infuse context embeddings into bottleneck hidden feature maps. Our memory attention framework (MAF) mimics a pathologist’s annotation procedure – zooming out and considering surrounding tissue context. The framework can be integrated into any encoder-decoder segmentation method. We evaluate the MAF on a public breast cancer and an internal kidney cancer data set using famous segmentation models (U-Net, DeeplabV3) and demonstrate the superiority over other context-integrating algorithms – achieving a substantial improvement of up to 17% on Dice score. The code is publicly available at https://github.com/tio-ikim/valuing-vicinity

1 INTRODUCTION

In the digital age of histopathology, specialized scanners digitize a tissue specimen with suspected cancer into an image at high magnification, resulting in a whole slide image (WSI). Tumourous tissue can be identified, graded and the most promising therapy recommended. The response of therapies is yet not fully understood and more research about the tumour microenvironment (TME) is ongoing [1]. One line of research is the detailed cell analysis of subtypes of tissue. In this work, we focus on the identification of detailed types of tissue first.

Figure 1 shows an example hematoxylin and eosin (H&E) WSI with renal cell cancer (RCC) and its corresponding extensive annotations of subtypes of tissue. To identify a specific type of tissue, a pathologist examines a slide section at high magnification and then considers neighbouring tissue to integrate context information into the decision. As the manual annotation process is a tedious, complex task, there is ongoing research for developing WSI segmentation algorithms. The most promising algorithms for WSI segmentation are based on supervised, parameterizable convolutional neural networks (CNN) that are trained on a set of WSIs and their ground truth annotations. However, since a single WSI at the highest resolution exceeds the hardware limits of modern GPUs, most methods decompose it into a set of patches while trying to find a balance between a narrower field of view (FOV) with less context information and a lower physical image resolution with fewer tissue details [2]. Either way, the algorithm is withheld with crucial information.

In this work, we present a novel memory extension framework for CNN encoder-decoder architectures in semantic segmentation to improve the exploitation of context information around WSI patches.

1.1 Related work

Semantic segmentation is the computer vision task to assign each pixel to its corresponding class. Due to the dense prediction characteristic and often cohesive label regions (annotations), specialized segmentation CNNs – like U-Net [3] or DeepLabV3 [4] – showed great performance on various segmentation tasks. Semantic segmentation of WSIs. The segmentation of WSIs (e.g. to detect specific tissue classes) poses a considerable challenge: Due to the huge resolution of WSIs (larger than 150k × 150k px per WSI), applying existing state-of-the-art (SOTA) segmentation algorithms directly onto the slide is impeded by current GPU hardware limitations. Therefore, in the infancy of semantic segmentation of WSIs, segmentation algorithms were applied in a patch-wise manner [2]. Yet, the patch processing is not trivial and Jin et al. [5] showed that the segmentation quality heavily depends on the selection of two patch hyperparameters – downsampling (resolution) and FOV (spatial extent of context).
To overcome the selection process, they developed a *foveation module*, which learns to dynamically select the best trade-off between both hyperparameters.

**Context integration.** Other works exploit context information to enlarge the FOV while simultaneously preserving a detailed resolution. To do so, concentric context patches with lower physical resolution around a central patch are additionally fed into a CNN and context information is merged [6, 7, 8, 9, 10]. [11] developed different fusion architectures – based on the U-Net – with multiple encoders for patches with different FOVs and fused hidden features in the bottleneck. However, the success of the context fusion heavily depends on the context FOV and the type of tumour. At the same time, [12] developed the HookNet (two parallel U-Net architectures with a context and a target branch) that hooks a wider FOV into the target branch by spatially aligning the feature map crop from the context branch to the target feature map. **Segmentation and attention mechanism.** After the successful adaption of the Transformer architecture [13] into the computer vision field [14], many ideas about exploiting the Transformer architecture for semantic segmentation were developed [15, 16, 17, 18, 19, 20]. Mostly, these methods integrate Transformer modules into encoder-decoder architectures to increase the receptive field using attention mechanisms. [18] added a Transformer into the U-Net bottleneck. Thereby, the self-attention mechanism can attend to all (spatial) features of the feature map. [21] introduced an external attention mechanism to exploit potential correlation with other samples by attending an embedding memory. Based on the external attention mechanism, [15] proposed a Mixed Transformer Module that extends the encoder and decoder depths. Their module consists of three attention mechanisms: a local, a global, and an external. The local one attends the close context by a local window constraint – the global one attends tokens by a row and column constraint globally – the external one attends a memory of queries and keys of the entire data set.

### 1.2 Our contribution

We were inspired by the external memory and developed a memory for spatial representations of each WSI by storing patch embeddings. Related to [18], we integrate an attention mechanism in the bottleneck of an encoder-decoder architecture. For the interaction between the external memory and the attention mechanism, our architecture attends neighbouring patch embeddings stored in the external memory while segmenting a given patch. By doing so, our patch neighbour **Memory Attention Framework (MAF)** enriches out-of-sample context information into the patch segmentation. The attention module learns to dynamically select relevant context information. We compare the MAF’s capability of context integration to the context-integrating msY-model of [11] on two cancer data sets: renal cell cancer and breast cancer.

We summarize our contributions as:

1. We propose a novel out-of-sample attention-based extension for arbitrary encoder-decoder architectures and a corresponding memory framework to integrate neighbourhood context information from a memory into the patch segmentation process and

2. demonstrate that our method can be beneficial to tissue segmentation of kidney cancer and tumour segmentation of breast cancer.

3. We show that our attention mechanism is able to shed light on the impact of context information in terms of model explainability.

### 2 Materials

We benchmark the MAF on an internal kidney cancer data set with renal cell carcinoma (RCC) and exhaustive annotations of various tumourous and non-tumourous types of tissue but also show the contribution of the MAF on a subset of the breast cancer data set from the CAMELYON16 (CY16) challenge [22] following [11].

---

Figure 1: RCC examples – Top: Annotations of tumourous and non-tumourous subtypes. Bottom: H&E WSIs with kidney cancer.
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Figure 2: Example of patches with 256 × 256 px and different pixel resolutions (→ different FOVs). From left to right: Thumbnail, 22.14 µm, 11.07 µm, 5.53 µm, 2.77 µm, 1.38 µm

Figure 3: Patch example for each type of tissue with an edge length of 256 px and 353.28 µm (1.38 µm/px). ■ Non-tumourous ■ Tumourous

Figure 4: CY16 example – Left: H&E WSI with lymph node macrometastasis of breast cancer. Right: Annotations of healthy and tumourous tissue.

2.1 RCC

The RCC data set consists of 175 WSIs of patients with metastatic renal cell carcinoma undergoing nephrectomy. One representative archival paraffin block of the tumour was selected and sections of all specimens were stained with H&E using routine procedures. The slides were digitized at a pixel resolution of 0.1729 µm. We show a tissue example at different pixel resolutions in Fig. 2.

Annotation The annotation of 10 different types of tissue was performed using QuPath [23] under the close supervision of a trained nephropathologist. First, the tissue area was detected by thresholding followed by manual verifications. Subsequently, the tissue mask was manually separated into either tumourous or non-tumourous types: The tumourous regions were subclassified into either Tumour vital, Tumour regression, Tumour necrosis, Tumour bleeding, Angioinvasion, Capsule or Cyst (resulting in 7 types of tumour tissue), the non-tumourous regions into either Extrarenal, Cortex or Mark (resulting in 3 types of non-tumour tissue). Fig. 3 shows patch examples of size 256 × 256 px of each type of tissue at a pixel resolution of 1.38 µm – resulting in an edge length of 352.72 µm.

2.2 CY16

We also validate our results on a publicly available data set of the CAMELYON16 challenge. The Cancer Metastases in Lymph Nodes (CAMELYON) 2016 challenge [22] provided WSIs of sentinel lymph nodes with and without metastases of breast cancer. Following [11], we select the same 20 WSIs with at least one lymph node macrometastasis. The slides were digitized at a pixel resolution of 0.243 µm. In the following, we refer to the subset of CAMELYON16 WSIs as CY16. Note, that the complexity of detecting tumourous tissue in the CY16 data set is assumed to be lower than the complexity of identifying all subtypes of tissue in the RCC data set due to the RCC’s high histopathologic heterogeneity [24].

Annotation The data set provides annotations of the metastatic tissue. To come up with a tissue annotation, we followed [11] and applied thresholding using QuPath and created a Healthy tissue class by subtracting the Tumour annotation from the tissue annotation – resulting in 2 tissue types – Tumour and Healthy. Fig. 4 shows an example WSI with its corresponding annotations.

2.3 Patch Extraction

For both data sets, we split each WSI into non-overlapping patches using OpenSlide [25], resized their original pixel resolution (downsampling) and applied the Macenko-normalization [26]. We omitted all patches with no annotation overlap (→ background).

To analyse the impact of physical resolution versus FOV, we created multiple patch sets using different downsampling factors (ds), all of pixel size 256 × 256 × 3 in RGB colour space. A larger ds corresponds to a larger FOV and a lower pixel resolution. Concurrently, for comparison with context-integrating models, context patches concentric to the central patch with identical pixel size but a larger FOV were extracted (related to [11]). For the targets, we proceeded the same with the annotation masks and additionally enriched the patch metadata with the percentage class ratio, used as helper target.
3 Methods

In this section, we propose the Memory Attention Framework (MAF) for semantic segmentation of WSIs after first contextualizing the domain with preliminary definitions.

3.1 Preliminaries

Let \( w \in \mathbb{R}^{M \times N \times 3} \) be a WSI \( w \) with \( (M, N) \) spatial dimensions and three colour channels. Each \( w \) is divided into a set of quadratic, non-overlapping patches \( P = \{ p_{ij} \} \), \( p_{ij} \in \mathbb{R}^{5 \times 5 \times 3} \), where \( i \) denotes the column position and \( j \) the row position in a uniform, two-dimensional grid with the dimensions \( n_x \) and \( n_y \). The set of all WSI in the training set is denoted with \( W = \{ w \}_n \). In the case of multi-label segmentation with \( C \) classes, the label for a patch \( p_{ij} \) is defined as the segmentation mask \( y_{ij} \in \{ 0, 1 \}^S \times S \times C \).

Additionally, we define a second label \( y_{ij}^{seg} \in \mathbb{R}^C \) as the class distribution of all pixels in a patch. In common segmentation methods [27, 28, 3, 4], an encoder \( f_{enc} \) first maps a patch \( p_{ij} \) into a set of feature maps \( F = \{ feat_0, \ldots , feat_{l-1}, feat_l \} \) at different depth levels \( l \). A decoder \( f_{dec} \) then learns to map \( F \) to the segmentation prediction \( y_{ij}^{seg} \).

3.2 Memory attention framework

Fig. 5 shows an overview of our MAF based on a common encoder-decoder architecture but extended by a patch memory and an attention mechanism. In our architecture, each patch is segmented individually but the framework enables an information flow of neighbourhood patches into each patch. The neighbourhood memory attention mechanism exploits the deepest feature maps \( feat_l \) from the encoder and creates a context-modified version \( feat'_l \) which updates the set of feature maps \( F \) to \( F' = \{ feat_0, \ldots , feat_{l-1}, feat'_l \} \) before being decoded into \( y_{ij}^{seg} \). The neighbourhood \( F' \) now is aware of context information.

We introduce different concepts that build up our MAF:

- **Patch embedding** To store every patch of a WSI \( w \) in reasonable memory size, we learn compressed patch representations. For that, each patch \( p_{ij} \) is fed into the encoder \( f_{enc} \) and a learnable compression function \( f_{emb} \) (adaptive average pooling + linear projection) maps the features \( feat_l \in \mathbb{R}^{D_{feat_l \times m_\text{emb}}} \) into an embedding \( e_{ij} \in \mathbb{R}^D \).

- **Embedding memory** A spatial embedding memory \( M \in \mathbb{R}^{m_\text{emb} \times 2k \times (n_x + 2k) \times D} \) for a WSI \( w \) stores all patch embeddings \( e_{ij} \).

At the boundary, we add a padding of size \( k \) to the memory dimensions for neighbourhoods exceeding the WSI region (see Fig. 6).

1. **Memory insert:** The memory \( M \) first has to be filled up, for each WSI \( w \), by applying \( f_{enc} \) and \( f_{emb} \) to each patch \( p_{ij} \) and inserting the resulting compressed embeddings \( e_{ij} \) in \( M \). We update the memory once at the start of each epoch in a gradient-free forward pass balancing out-dated embeddings with resource-expensive updates.

2. **Memory retrieval:** After the completion of the memory fill-up, we can retrieve the embeddings of the patch neighbourhood for a complete forward pass. This two-step forward pass is inevitable for the training and also test phase but marginally affects the run-time due to the first gradient-free forward pass allowing for larger batch size. The backward pass does not affect the memory \( M \) instantly but merely updates the encoder weights and eventually leads to a delayed, epoch-wise update of the memory embeddings.

We also experimented with an *online* memory retrieval (memory is not filled beforehand but the corresponding neighbourhood embeddings are determined in one forward pass) which suffers from exploding repetitions of encoder runs and exploding memory consumption with increasing neighbourhood size while, advantageously, offers *up-to-date* embeddings due to the direct effect of the backpropagation. However, we could not find any model performance increase.

**Patch neighbourhood** The neighbourhood \( N \) defines the context information that can be reached by a patch \( p \). We hypothesize that a larger neighbourhood provides more context information and therefore should improve the segmentation quality of \( p \). We define a concentric patch neighbourhood in the embedding space as \( N_{ij}^k = \{ e_r,j \mid r\in[i-k, \ldots , i+k], j\in[j-k, \ldots , j+k] \} \), \( N_{ij}^k \subseteq M \) for the central patch \( p_{ij} \), which is subject to the neighbourhood radius \( k \).

To handle non-existing neighbour patches (e.g. at boundary areas or background patches), we also define a binary neighbour mask \( I_{ij}^k = \{ \mathbb{1}_M(i', j') \mid i'\in[i-k, \ldots , i+k], j'\in[j-k, \ldots , j+k] \} \) with

\[
\mathbb{1}_M(i', j') = \begin{cases} 0 & \text{if } \#e_{r,j} \text{ or } (i', j') = (i, j) \\ 1 & \text{else,} \end{cases}
\]

where the mask is 1 if a patch embedding \( e_{r,j} \) exists in memory \( M \). We set \( \mathbb{1}_M(i, j) \) constant to 0 to exclude \( p_{ij} \) from its own neighbourhood and thereby avoid self-attention (see Fig. 6).

**Neighbourhood attention** We hypothesize that the relevance of context information varies over space and type of tissue and thus should be learnable: Hence, we make use of a Multi-Head-Attention (MHA) module (adjusted from [13]) to enable the central patch \( p_{ij} \) in form of its embedding \( e_{ij} \) to query its own neighbourhood \( N_{ij}^k \) and obtain a context embedding \( a_{ij} \in \mathbb{R}^D \) (see example in Fig. 7). The module learns to select and aggregate relevant context information providing a patch embedding as input:

- For each head, we project \( e_{ij} \) to the query vector \( q_h \) and \( N_{ij}^k \) to the keys and values matrices \( K_h \) and \( V_h \) and define the attention function as:

\[
\text{Attention}(q, K, V) = \text{softmax}(QK^Tv \frac{1}{\sqrt{d}})V,
\]

where we mask the logits with our neighbour mask \( I \). We alter the keys to \( K'_h \) by adding position embeddings to \( K_h \) (see Paragraph 3.2) and calculate the context embedding \( a \) as:

\[
a = \text{Proj} (\text{Concat} (\text{Attention}(q_h, K'_h, V_h)))
\]

Throughout all experiments, we use \( h = 8 \) and \( d = 128 \) as the hidden dimension for \( K, V \) and \( q \). In practice, we compute the MHA on a set of queries, keys, and values simultaneously. Note, that the embedding \( e_{ij} \) originates from the second step of the
forward pass and passes the gradients to the encoder while $N_{i,j}^{k}$ being retrieved from the memory $M$, is gradient-free.

**Positional encoding** The MHA enables the central patch $p_c$ to attend patches in the neighbourhood. However, in its raw form, the token order in $K$ and $V$ is permutation invariant and thus lacks any spatial awareness. We therefore add position embeddings to the keys. Following [29], we introduce learnable 2D position embeddings $B = \{b_{xy}\mid x \in [-k, k], y \in [-k, k]\}$ with $b \in \mathbb{R}^{d}$ and relative patch coordinates $x, y$ to the central patch $p_c$ (see example in Fig. 7). Each embedding $b$ is a concatenation of a row-offset representation and a column-offset representation:

$$b_{x,y} = \text{Concat}(b^{row}_{x}, b^{col}_{y}), \quad (4)$$

with $b^{row} \in \mathbb{R}^{1/2d}$ and $b^{col} \in \mathbb{R}^{1/2d}$ being learnable parameters. We add $B$ to $K$ and receive position-aware keys $K'$. The position encodings are shared over the heads.

Figure 6: An example of a patched WSI $w$ with patch dimensions $n_x \times n_y = 4 \times 4$, a neighbourhood radius $k = 1$ and the memory $M$ with dimensions $(n_x + 2k) \times (n_y + 2k) \times D = (4 + 2 \cdot 1) \times (4 + 2 \cdot 1) \times D = 6 \times 6 \times D$. For the patch $p_{0,0}$ and its neighbourhood $N_{0,0}^{k=1}$, we can derive the neighbour mask $F_{0,0}^{k=1}$. The centreof the neighbour mask is always $0$ by definition.

We also experimented with common fixed sinusoidal embeddings [13] and no position embeddings (see Table 1).

**Context fusion** Eventually, a function $f_{\text{fuse}}$ fuses the context embedding $a_{i,j}$ into the feature maps $feat_i \in \mathbb{R}^{D_{\text{wmax}}} \times m \times m$ over the dimensions $m \times m$, concatenates with $feat_i$ and applies a $1 \times 1$ convolution over the dimensions $D_{\text{hid}} + D$ with output dimension $D_{\text{hid}}$. $F$ is updated to $F' = \{\text{feat}_0, \ldots, \text{feat}_{t-1}, \text{feat}_t\}$ and $f_{\text{dec}}$ then predicts the segmentation mask $\hat{y}_{i,j}$ from $F'$. We also experimented with different convolution kernel sizes but did not observe any significant differences.

**Targets and losses** The patch segmentation predictions $\hat{y}_{\text{seg}}$ are optimized on the common cross entropy loss $L_{\text{seg}}(\hat{y}_{\text{seg}}, y_{\text{seg}})$ given the patch segmentation labels $y_{\text{seg}}$. Inspired by the Y-Net of [30], we introduce a helper classification loss $L_{\text{cls}}(\hat{y}_{\text{cls}}, y_{\text{cls}})$ that aims to optimize the class distribution prediction $\hat{y}_{\text{cls}}$ given the true class distribution $y_{\text{cls}}$ from the patch metadata. The class distribution prediction results from a linear projection of the context embedding $a$ – the output of the MHA module. Note, that the central patch is always excluded from the neighbourhood – so we hypothesize that predicting the central

---

**Figure 5**: Overview of neighbourhood memory attention framework (MAF): An encoder-decoder architecture is extended by a patch memory attention mechanism to fuse context information into the segmentation process. 1. The memory is built up in a patch-wise encoder run by compressing each patch through a gradient-free encoder-run ($\text{Memory insert}$). 2. For each patch, the neighbourhood is retrieved from the embedding memory ($\text{Memory retrieval}$), attended and the context embedding merged into the decoder run. A helper loss supports the context learning by predicting the patch’s class ratios from the context embedding. For illustration purposes, we use a neighbourhood radius $k$ of 2.
We then set up a SOTA context-integrating benchmark using the msY-Net which processes two patches – a central patch (×1) and a context patch with the same patch dimension (256 × 256) but larger FOV (×4) – in two parallel encoder-decoder architectures. To take the parallel encoder paths of the msY-Net and its increase in learnable parameters into consideration, we doubled the learning rate for all msY-Net experiments. Since the msY-Net implementation is based on ResNet-18, we will compare it to ResNet-18 versions of the U-Net and DeepLabV3 architectures.

We note that [11] validate the performance on randomly sampled image crops and on full-scale WSIs (ds = 1). For a competing benchmark, we therefore retrained the msY-Net maintaining our training procedure and evaluated all models on the identical WSI data.

Model training All models are based on ImageNet [31] pre-trained ResNet [32] encoders. Our default MAF is configured with an embedding size of D = 1024, the MHA with 8 heads and a hidden dimension of d = 128, each, sinusoidal 1D position encodings and a neighbourhood radius k = 8.

Patch sampling: To cope with the class imbalance and the excessive number of patches, we use a patch-sampling mechanism for the train and validation phase: To avoid losing important information of infrequent classes, we randomly draw at most 100 patches per WSI and tissue class – assigning each patch its predominant tissue class. For comparison, we ensure that all models are trained with the same patch sample, for each fold respectively. At test time, we evaluate the model on all patches of each WSI in the test set.

Data augmentation: For all models, we restrict to colour jitter only since spatial augmentations (flipping, rotating, cropping) might lead to spatial inconsistencies between a central patch and its neighbourhood memory. For context patches in the msY-Net, we ensure the identical random augmentation as its central patch.

Optimization: We use SGD with a momentum of 0.9 and a learning rate of 0.0001 (0.0002 for msY-Net) with exponential learning rate decay of β = 0.95. Each model is trained with a batch size of 32 for 100 epochs and its validation loss is determined after each epoch. Early stopping is applied if the validation loss does not further decrease for 10 epochs. At the best validation loss, the model is evaluated.

Neighbourhood memory: The memory M of the MAF is updated at the start of each epoch. All patches of all WSIs are compressed by the model in PyTorch evaluation mode with disabled gradient calculation (see §3.2). We deviate from the patch sampling to ensure a complete neighbourhood for every sampled patch querying the memory.

Implementation All models were implemented in PyTorch 1.10.0. using Segmentation Models [33]. For the MAF, we implemented a combined memory M for all WSIs in a data set, for each phase respectively, using PyTorch Tensors to allow an efficient, simultaneous access of all neighbourhood embeddings for one batch (cross-WSI). The memory is deployed on the GPU memory (optionally on the CPU memory if size exceeds VRAM). Depending on the number of WSIs in the train set, the patch dimensions n_x and n_y, the embedding size D and the neighbourhood radius k, the physical memory size of M can be determined as:

\[ |W| \cdot (2k + n_y) \cdot (2k + n_y) \cdot D \cdot 4 \text{B/FP32} \]
Thus, the complete WSI train set can be compressed to a memory size feasible for a modern GPU. E.g. for the RCC data set at $ds = 16$ and $k = 8$, the physical size of the embedding memory $M$ for the train set is

$$112 \cdot (2 \cdot 8 + 65) \cdot (2 \cdot 8 + 36) \cdot 1024 \cdot 4 \mathrm{B} / \mathrm{FP32} = 1.80 \mathrm{~GB}$$

For the msY-Net, we used the model implementation of the official repository. All experiments were run on a 48 GB NVIDIA RTX A6000.

**Validation** We run each experiment with 5-fold cross validation strategy (CV) – splitting on the level of WSI – resulting in 140/35 WSIs in the training/test set per fold for the RCC data set and 16/4 WSIs in the training/test set per fold for the CY16 data set. For early stopping, we use 20% of the training set – resulting in 28 and 4 WSIs in the validation set, respectively. For comparison between all experiments, we ensure the same splits between all models, respectively per fold.

**Evaluation metrics** We measure the semantic segmentation performance with the micro-average Dice Similarity Coefficient \(DSC\) for each tissue class \(c\) as \(DSC_c = m_{\text{mean}}^{W}(DSC(c, w))\) and in total as \(DSC_{\text{total}} = m_{\text{mean}}^{W}(m_{\text{mean}}^{W}(DSC(c, w)))\) with \(m_{\text{mean}}\) as the mean function for all defined \(DSC\)s.

We estimate the model performance with the mean \(DSC\) over all folds defined as \(\bar{DSC}\) alongside with its standard deviation.

### 5 Results

#### 5.1 Patch-based Baselines

To benchmark the performance gain of enabling the MAF, we first determined the performance of patch-based segmentation models and studied the effect of expanding the FOV (increasing \(ds\)) – without enabling the MAF. For the RCC data set, both, U-Net and DeepLabV3, in combination with both encoders, ResNet-18 and ResNet-50, consistently performed best at \(ds = 16\) (see Supplementary Table 4). The combination of DeepLabV3 and ResNet-50 yielded the best results with \(0.50 \bar{DSC}_{\text{total}}\). Zooming out too far (less details – larger FOV) deteriorates the performance significantly. For the CY16 data set, we observe a strong performance (0.73 \(DSC_{\text{Famour}}\)) of patch-based models at \(ds = 2\) using the U-Net with ResNet-18 (see Supplementary Table 5). We then froze \(ds = 16\) for all RCC MAF experiments and \(ds = 2\) for all CY16 MAF experiments.

**Effect of positional encoding** Subsequently, we analysed the effect of positional encodings. Without, the attention mechanism of the central patch is not aware of the spatial relationships with its neighbours. We compare the performance of applying 1D sinusoidal embeddings [13] with using no position embeddings and applying relative 2D learnable embeddings [29]. Table 1 shows that the relative 2D learnable embeddings add most benefit, followed by 1D sinusoidal embeddings. Using no position embeddings performs worst – still outperforming the baseline though.

**Effect of helper loss** We hypothesized that a loss \(\mathcal{L}_{\text{cls}}\) predicting the central patch’s class distribution from the context embedding might guide the MHA module. Therefore, we add \(\lambda \cdot \mathcal{L}_{\text{cls}}\) to \((1 - \lambda) \cdot \mathcal{L}_{\text{seg}}\). Table 1 shows the results for different \(\lambda\). We observe the best performance for \(\lambda = 0.2\) and freeze it for following experiments (referred to MAF+).

**Effect of neighbourhood radius** To better understand the effect of the neighbourhood attention on the segmentation performance, we compared the DeepLabV3+MAF+ performance using different neighbourhood radii \(k\) (see Fig. 8). Note that \(k = 0\) equals DeepLabV3 w/o MAF. While most performance gain is observed from \(k = 0 \rightarrow k = 1\) (using no neighbourhood – adjacent patches only), we observe a further increase of performance until \(k = 8\) followed by a subtle lower performance with \(k > 8\). Still, all versions of MAF+ with \(k > 0\) outperform the baseline significantly. We decided to freeze \(k = 8\) for all following experiments. The resulting neighbourhood size is comparable to a FOV expansion from \(ds = 16\) to \(ds = 512\), thus, increasing the FOV by \(\times 32\).

**Effect of memory embedding size** We analysed the impact of the embedding dimension \(D\) and hypothesize that a higher \(D\) allows compressing more information into the memory. Table 1 shows that the performance is best for \(D = 1024\). Increasing it to 2048 deteriorates the performance – assuming that too large embeddings might lead to overfitting. On the other hand, decreasing \(D\) to 512 also deteriorate the performance - assuming to little semantic space for storing the compression. For all following experiments, we therefore use \(D = 1024\).

#### 5.2 MAF model variations

Next, we studied the effect of altering architectural concepts in our MAF – based on the RCC data set and the best baseline setup with DeepLabV3 and ResNet-50 encoder at \(ds = 16\). We analyze the effect of the memory embedding size, position encodings, helper loss and the neighbourhood size in a gradual manner. We start with a default MAF experiment setup using \(D = 1024\), sinusoidal position encodings, \(\lambda = 0\) (no helper loss) and \(k = 8\), and gradually alter the concepts.

**Effect of memory embedding size** We analysed the impact of the embedding dimension \(D\) and hypothesize that a higher \(D\) allows compressing more information into the memory. Table 1 shows that the performance is best for \(D = 1024\). Increasing it to 2048 deteriorates the performance – assuming that too large embeddings might lead to overfitting. On the other hand, decreasing \(D\) to 512 also deteriorate the performance - assuming to little semantic space for storing the compression. For all following experiments, we therefore use \(D = 1024\).
Table 1: Analysis of variations for DeepLabV3+MAF with $ds = 16$ and $k = 8$ on RCC.

| $D$  | Pos. enc. | $\mathcal{L}_{ds}$ with $\lambda$ | $\overline{DSC}_{total}$ |
|------|-----------|----------------------------------|--------------------------|
| 512  | no pos.   | 0.2                              | 0.5715                   |
| 1024 | sin. 1D pos. | 0.5                             | 0.5470                   |
| 2048 | rel. 2D pos. | 0.8                             | 0.5398                   |
| ✓    | ✓         | ✓                               | ✓                        |
| ✓    | ✓         | ✓                               | ✓                        |
| ✓    | ✓         | ✓                               | ✓                        |
| ✓    | ✓         | ✓                               | ✓                        |

Table 2: RCC – 5-fold CV $\overline{DSC}_{c}$ w/o and w/ MAF+ with $ds = 16$ and $k = 8$ (Angioinv. excluded since all architectures failed to detect). *Non-Tumor **$\overline{DSC}_{total}$

| Tissue Class | U-Net | U-Net + MAF+ | $\Delta$ | DeepLabV3 | DeepLabV3 + MAF+ | $\Delta$ |
|--------------|-------|-------------|---------|-----------|-----------------|---------|
| Vital        | 0.90 ± 0.02 | 0.91 ± 0.02 | +0.01   | 0.90 ± 0.02 | 0.91 ± 0.02 | +0.01   |
| Regression   | 0.46 ± 0.04 | 0.49 ± 0.04 | +0.03   | 0.47 ± 0.04 | 0.51 ± 0.04 | +0.04   |
| Necrosis     | 0.23 ± 0.06 | 0.22 ± 0.06 | -0.01   | 0.24 ± 0.07 | 0.33 ± 0.11 | +0.09   |
| Bleeding     | 0.22 ± 0.06 | 0.18 ± 0.02 | -0.04   | 0.25 ± 0.04 | 0.29 ± 0.05 | +0.04   |
| Capsule      | 0.25 ± 0.02 | 0.32 ± 0.02 | +0.07   | 0.29 ± 0.23 | 0.36 ± 0.01 | +0.07   |
| Cyst         | 0.00 ± 0.00 | 0.00 ± 0.00 | +0.00   | 0.02 ± 0.03 | 0.05 ± 0.11 | +0.03   |
| WSI**        | 0.48 ± 0.01 | 0.50 ± 0.02 | +0.02   | 0.50 ± 0.01 | 0.57 ± 0.02 | +0.07   |

5.4 Context benchmark

Next, we benchmark the context integration effect of the MAF with the effect of the msY-Net (based on ResNet-18) proposed by [11] on the internal RCC data set and on the public CY16 data set. For comparison, we changed all encoders to ResNet-18 (Table 3).

For RCC with $ds = 16$, the U-Net baseline reaches 0.45 $\overline{DSC}_{total}$. The msY-Net model marginally outperforms the baseline with 0.46 $\overline{DSC}_{total}$ (+0.01). The U-Net+MAF+ scores at 0.47 $\overline{DSC}_{total}$ (+0.02). DeepLabV3+MAF+ (0.54 $\overline{DSC}_{total}$) significantly outperforms the baseline by 0.09 (+20%) and the msY-Net by 0.08 (+17%).

For CY16 with $ds = 2$, we report the Tumour $\overline{DSC}$ following [11]. The U-Net baseline scores at 0.73 $\overline{DSC}_{Tumour}$. Our msY-Net model outperforms the baseline by 0.06 with 0.79 $\overline{DSC}_{Tumour}$. We observe the U-Net+MAF+ outperforming the U-Net baseline by 0.03 with 0.76 $\overline{DSC}_{Tumour}$, however does not reach the msY-Net performance. Finally, we show that DeepLabV3+MAF+ scores best with 0.80 $\overline{DSC}_{Tumour}$ marginally outperforming the msY-Net.

5.5 Qualitative results

To visually perceive the benefit of the MAF, we show an example of an RCC segmentation of one WSI based on DeepLabV3+MAF+ with $k = 8$ and $ds = 16$ in Fig. 9 and compare it to a patch-based DeepLabV3 with $ds = 16$ and the msY-Net with $ds = 16$ for the centre patch and $ds = 64$ for the context patch. Zooming in reveals that some patch segmentations of DeepLabV3 without the MAF are entirely wrong – resulting in a scattered, non-cohesive segmentation map. The msY-Net improves in detecting more cohesive tissue but is more error-prone for tissue confusion. Integrating the MAF almost solves this issue. The attention mechanism identifies cohesive tissue much better. We provide more qualitative results for the RCC data set in the supplement (see Supplementary Fig. 14). Fig. 10 shows a segmentation result for the CY16 data set. While the U-Net patch-based approach wrongly detects scattered tumourous tissue patches, both – msY-Net and DeepLabV3+MAF+...
Table 3: Context-integrating contribution of MAF+ compared with msY-Net (all based on ResNet-18) *$\overline{DSC}_{\text{total}}$ **$\overline{DSC}_{\text{Tumour}}$

| Data Set | $ds$ | U-Net | msY-Net | $\Delta$ | U-Net + MAF+ | $\Delta$ | DeepLabV3 + MAF+ | $\Delta$ |
|----------|------|--------|---------|----------|-------------|---------|-----------------|---------|
| RCC*     | 16   | 0.45 ± 0.02 | 0.46 ± 0.02 | +0.01    | 0.47 ± 0.02 | +0.02  | 0.54 ± 0.01     | +0.09   |
| CY16**   | 2    | 0.73 ± 0.06 | 0.79 ± 0.08 | +0.06    | 0.76 ± 0.09 | +0.03  | 0.80 ± 0.09     | +0.07   |

Figure 9: Comparison of RCC segmentation with $ds = 16$ at different magnifications. *based on ResNet-18

Figure 10: Comparison of CY16 segmentation with $ds = 2$ at different magnifications (all based on ResNet-18).
Figure 11: Example of RCC segmentation details and attention map of the central patch. a) Ground truth d) Segmentation prediction of DeepLabV3 c) Segmentation prediction of DeepLabV3+MAF b) Attention map with respect to the central patch. □ Central patch □ Attended neighbourhood of central patch

Figure 12: Example of aggregated attention view: a) Tissue b) Annotations c) Segmentation prediction with aggregated attention view. For each patch \( p_c \), we determine its characteristic ellipse from the attention of the neighbourhood. We colourize each ellipse with respect to its deviation of area to the mean area (■: > mean area → long reach attention, ■: < mean area → close reach attention) and plot its miniature version for each patch. d) Attention heatmaps and its characteristic ellipse for a central patch \( p' \) (∖).

### 5.6 Analysis of attention

Enabling the attention mechanism shows an improvement in segmentation performance since context information can be retrieved from the neighbourhood. To better understand which information is used, we visualize the attention scores over the queried neighbourhood. All attention visualizations are based on DeepLabV3+MAF with learned 2D position encodings.

**Attention maps** We enlarge an RCC segmentation result and visualize a cut-out in size of the corresponding neighbourhood – here \( k = 8 \). For each central patch, we can retrieve the resulting attention values of the MHA in the MAF. We average the values over all 8 heads and highlight the neighbourhood with respect to their relative attention importance. Fig. 11 shows the resulting attention map. Interestingly, we can observe close-by neighbours attracting more attention. Also, the attention is not concentric to the central patch but rather biased by the patches’ tissue classes. The segmentation of this patch without the MAF is of lower quality.

**Attention views** To further understand the attention mechanism, we create a view of aggregated attention maps over a WSI (see. Fig. 12). We first average the attention scores over all heads and yield an aggregated 2D attention map with scores summing up to 1. Subsequently, for each central patch \( p' \), we fit the parameters of a bivariate normal distribution using least-squares on the attention scores – for illustration purposes, simplified assuming the attention scores to form an empirical bivariate normal distribution around the central patch. Fig. 12 d) shows two example central patches and their attending neighbourhood with its characteristic 90% confidence ellipse (axis in the direction of Eigenvectors scaled by the square root of the Eigenvalue times...
We proposed a semantic segmentation extension for WSIs using a patch neighbour attention mechanism that queries the neighbouring tissue context from an embedding memory bank and infuses context embeddings into bottleneck feature maps. We showed that our approach is superior to patch-based segmentation algorithms and even outperforms SOTA context-integrating algorithms in a multi-class cancer data set. Our MAF facilitates a much wider FOV to access context information compared to SOTA – while simultaneously processing details on a patch level. In addition, the MAF is able to learn, first, a compressed form of the context and, second, to selectively attend relevant context information. We show that the MAF is robust in terms of neighbourhood size.

One could observe that the performance boost of the MAF on the RCC segmentation is superior to the CY16 segmentation. This is reasonable as first, the RCC segmentation task is more complex due to its multiple subtypes of tissue and second, the tumour identification of macrometastasis (CY16) can be achieved at cell level from a pathologists perspective, thus less favourable for the MAF. We conclude that the MAF is more beneficial to the segmentation of complex tissue structures where a human pathologist needs to make use of context information (zooming out and considering surrounding tissue context). Our visualization of the attention maps – mimicking a pathologist’s view – supports this conclusion.

From a pathologist’s view, the attention views show interesting characteristics: The attention reach of Vital Tumour exceeds all other tissue types. At the tumour border lamella, we can see an intensified reach of attention clearly with a focus on the border – indicating the detection of the tumour border. Also, we can observe an increase of attention reach for areas with subtle type of tissue borders (e.g. Cortex → Mark) – indicating the intensified usage of attention for regions with clear context needs. We can also observe intensified attention reach for tissue with morphological heterogeneity – e.g. in Extrarenal tissue – indicating the access to more context information in case of indecisiveness using the centre patch information only. On the other hand, the attention reach is limited for tissue regions with morphological homogeneity e.g. Extrarenaal fat tissue. As stated by our pathologist, we can observe similar usage of context information compared to them.

Applying the MAF to DeepLabV3 shows a larger benefit than to U-Net and we assume that architectural elements (e.g. atrous spatial pyramid pooling) favour the context fusion. Different fusing mechanisms and encoder-decoder architectures should therefore be studied. In this work, we applied one MHA layer only. We plan to change it to a more receptive Transformer encoder to extend the attention capability. In future work, we believe the memory can be exploited even further to better process context information – e.g. by integrating the context embeddings into different decoder levels or fully Transformer-based architectures. Also, we believe that it will help with memory-expensive 3D segmentation tasks by applying the MAF on image slices. To tackle the trade-off between FOV and physical resolution, research about hierarchical memory attention mechanisms storing patches each at multiple FOVs seems a promising direction.

6 Discussion and Conclusions
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SUPPLEMENTARY MATERIAL
Table 4: RCC baseline 5-fold CV $DSC_{total}$ for different $ds$ (best $DSC$ in bold).

| $ds$ | U-Net ResNet-18 | ResNet-50 | DeepLabV3 ResNet-18 | ResNet-50 |
|------|----------------|-----------|---------------------|-----------|
| 8    | 0.44           | 0.45      | 0.47                | 0.47      |
| 16   | **0.45**       | **0.48**  | **0.49**            | **0.50**  |
| 32   | 0.42           | 0.45      | 0.46                | 0.48      |
| 64   | 0.33           | 0.39      | 0.42                | 0.44      |

Table 5: CY16 baseline 5-fold CV $DSC_{tumour}$ for different $ds$ (best $DSC$ in bold).

| $ds$ | U-Net ResNet-18 | ResNet-50 | DeepLabV3 ResNet-18 | ResNet-50 |
|------|----------------|-----------|---------------------|-----------|
| 1    | 0.68           | 0.68      | 0.74                | 0.73      |
| 2    | **0.73**       | 0.72      | 0.76                | 0.75      |
| 4    | 0.71           | 0.73      | 0.76                | 0.76      |
| 8    | 0.72           | **0.75**  | **0.77**            | **0.78**  |
| 16   | 0.63           | 0.72      | 0.73                | 0.76      |

Figure 13: Additional attention views of RCC segmentations: a) Tissue b) Annotations c) Segmentation prediction with aggregated attention view d) Heatmap of neighbourhood attention for a central patch ($\times$).
Figure 14: Additional comparison of RCC segmentations with $ds = 16$ at different magnifications. *based on ResNet-18