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ABSTRACT

In code comprehension experiments, participants are usually told at the beginning what kind of code comprehension task to expect. Describing experiment scenarios and experimental tasks will influence participants in ways that are sometimes hard to predict and control. In particular, describing or even mentioning the difficulty of a code comprehension task might anchor participants and their perception of the task itself.

In this study, we investigated in a randomized, controlled experiment with 256 participants (50 software professionals and 206 computer science students) whether a hint about the difficulty of the code to be understood in a task description anchors participants in their own code comprehensibility ratings. Subjective code evaluations are a commonly used measure for how well a developer in a code comprehension study understood code. Accordingly, it is important to understand how robust these measures are to cognitive biases such as the anchoring effect.

Our results show that participants are significantly influenced by the initial scenario description in their assessment of code comprehensibility. An initial hint of hard to understand code leads participants to assess the code as harder to understand than participants who received no hint or a hint of easy to understand code. This affects students and professionals alike. We discuss examples of design decisions and contextual factors in the conduct of code comprehension experiments that can induce an anchoring effect, and recommend the use of more robust comprehension measures in code comprehension studies to enhance the validity of results.

CCS CONCEPTS

• Software and its engineering → Software organization and properties; • Human-centered computing → Empirical studies in HCI.
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1 INTRODUCTION

Thinking about what you tell participants at the beginning of your study matters — at least if your concern is to produce a study design with high validity and reduce the probability of biased results. Consider the following scenario. Caroline is a developer who wants to take part in an advertised study to research the influence of code comments on source code comprehensibility. On site, the study leader explains the study process to her. She would have to look at a source code snippet and rate its comprehensibility. Caroline is a little nervous, but the study leader instinctively reassures her that the code will not be too difficult to understand. The study leader has good intentions here, yet there might be unintended consequences for this action.

The reader might start seeing, at this point, the internal validity of the fictitious study threatened, since the assessment of code comprehensibility was most likely influenced at this moment by the words of the study leader. The introduction to a study should strictly follow a predefined script. The Standards for Educational and Psychological Testing enlist several recommendations to assemble and present instructions to administer a test, including the instructions presented to test takers so that "it is possible for others to replicate the administration conditions under which the data on reliability, validity [...] were obtained" [2][p. 90]. Additionally, by following a predefined script, experimenter expectancies can be avoided [31]. We share this sentiment, and yet, from the researchers’ perspective, it does not always turn out to be that simple to control for any external influences on subjective assessments.

Subjective code comprehension assessments are a common measure in code comprehension studies because of their simplicity [19]. At the same time, we know from more than forty years of research on the anchoring effect [12, 30] that even inconspicuous environmental factors are sufficient to influence people in their estimation [8]. The anchoring effect denotes that an initial value is insufficiently adjusted so that “different starting points yield different estimates, which are biased toward the initial values” [30]. It is one of the most robust cognitive biases [12] and, in the context of software engineering, the most studied [16].

A recent study by Wyrich et al. [33] showed that a single code comprehensibility metric next to the source code being evaluated is
sufficient to significantly anchor developers in their evaluation of the code. So far, however, we do not know whether these findings are also applicable to scenario descriptions presented to experimental participants before the actual code comprehension task and whether prior information about the code snippet leads to anchoring participants in their code comprehension assessments.

For the design of code comprehension studies, confirmation of such an effect would imply that subjective ratings should only be used when contextual factors can be controlled for with a high degree of certainty for all participants, thus minimizing the risk of anchoring individual participants and biasing the experiment results. In any case, additional insights on the influence of scenario descriptions on subjective code comprehension ratings provide a useful basis for design decisions, and can partially counteract existing uncertainty about what constitutes a good empirical study [27, 28].

For these reasons, we conduct a controlled experiment with 256 participants to investigate the following research question:

Does specific information available in advance about a code snippet influence developers in their subjective assessment of the code's comprehensibility?

The following section summarizes related work on the anchoring effect, in and outside of software engineering. In section 3, we describe our research design, the underlying conceptual model, and how we analyzed the collected data. Sections 4 and 5 present and discuss the results to the research question and its implications. Section 6 concludes the paper.

2 RELATED WORK

Cognitive biases refer to systematic deviations from optimal decisions and judgment, which can potentially jeopardize the success of a project [22]. In a systematic mapping study, Mohanani et al. [16] show that cognitive biases can be found in many forms in software engineering: 37 different cognitive biases were identified in 65 articles. The most frequently studied in the SE literature is the anchoring effect.

In a recent field study, Chattopadhyay et al. [5] found that development is often disrupted by cognitive biases, such that biased actions are significantly more likely to be reversed later. Actions associated with cognitive biases of the fixation category, which includes the anchoring effect, were most likely to be reversed.

When Tversky and Kahneman [30] investigated the anchoring effect, they demonstrated the effect by spinning a wheel of fortune with numbers between 0 and 100. The resulting number influenced how high or low participants estimated the share of African countries in the United Nations. Note that there is apparently no influence of certainty for all participants, thus minimizing the risk of anchoring individual participants and biasing the experiment results. In any case, additional insights on the influence of scenario descriptions on subjective code comprehension ratings provide a useful basis for design decisions, and can partially counteract existing uncertainty about what constitutes a good empirical study [27, 28].

The experiment by Wyrich et al. [33] is closest to ours, but differs decidedly in some respects, which is why we do not refer to ours as a replication study. Wyrich et al. [33] anchored the participants by displaying the anchor, i.e., the numeric value for the metric, during the code comprehension task, next to the code snippets, thus much more prominently than we do. We study the anchoring of experiment participants at the beginning of the study using a description of the expected code snippet, hence, displayed before showing the coding snippet. Our choice is based on the limitation discussed by Wyrich et al. [33] that showing the anchoring element during the code comprehension task might be unusual. We sought to verify that the results still hold true when we were closer to realistic scenarios, some of which we discuss in this paper.

Other differences in design characteristics between the two studies are outlined in Table 1. Nevertheless, similar to a reproduction study1, we build on the work by Wyrich et al. [33] to make both studies as comparable as possible and thus contribute to a common overall picture.

In summary, the anchoring effect is present in software engineering and its investigation follows not only current efforts to debias software engineering practice eventually [5, 16, 22], but also to identify confounding factors in the context of scientific studies and thus enable the design of valid studies.

3 METHODOLOGY

The goal of our study is to investigate the effect of the presence and content of information about a code snippet at the beginning of a scientific study on the participant’s rating of the comprehensibility of that code snippet. To this end, we formulated the research question given in the introduction.

---

1https://www.acm.org/publications/policies/artifact-review-badging
3.1 Research Design
We conducted a controlled and randomized between-subjects experiment with 3x2 factorial design. Each participant was assigned to one of three scenario groups and had to understand one of two code snippets. A schematic representation of the research design is provided in Fig. 1.

The experiment took place online via a self-hosted instance of LimeSurvey, and participation was entirely anonymous. Participants first confirmed that their consent to participate was informed and agreed to the data and privacy policy. On the next page, participants saw a description of the task that awaited them in the next step. Depending on the randomly assigned group, this description included information about the code comprehensibility rating of a fictitious expert system. Then, each participant had to understand one randomly selected code snippet and provide their code comprehensibility rating. Finally, a demographic data questionnaire concluded the study.

3.2 Experimental Materials
3.2.1 Scenarios. All participants saw a textual scenario description of the expected code comprehension task. The wording of this description was the same for all three groups, but one of three paragraphs was not shown to the control group, and there was a hint to Treatment Groups 1 and 2 for a value of either 3 (easy) or an 8 (hard) as a comprehensibility score by the expert system. The wording of this scenario was as follows:

You will look at a Java code snippet in a bit. The only information that we provide you about the snippet is the following: The code snippet is between 20 and 30 lines long and tests a String, a sequence of characters, for a criterion.

⟨⟨Begin Treatment Group text snippet⟩⟩

We developed an expert system to rate the understandability of code based on multiple metrics. This system rated the code snippet you will look at in a few moments as

⟨⟨Treatment Group 1⟩⟩ a 3 out of 10.
⟨⟨Treatment Group 2⟩⟩ an 8 out of 10.
The system uses a scale from 1 to 10, where 1 is very easy and 10 is very hard to understand.

⟨⟨End Treatment Group text snippet⟩⟩

Your only task is to judge its understandability on a scale from 1 to 10, where 1 is very easy to understand and 10 is very hard to understand. The code is fully functioning and bug-free. You will have unlimited time to look at the code snippet. Feel free to rate the code snippet whenever you think you have an adequate impression to judge its understandability.

3.2.2 Code Snippets. Since the influence of a scenario description on anchoring in source code comprehensibility ratings might depend on the actual difficulty of the code snippet, we were interested in studying both an easy and a hard snippet in the study.

Every developer has a slightly different idea of how understandable certain code is. Therefore, we pre-selected five Java code snippets and invited eight software developers to assess their comprehensibility. The pre-selected snippets all met the criteria that no domain knowledge is necessary for understanding and that they are neither too long to be displayed in full on a screen nor too trivial to be understood after just a few seconds. In pre-selecting functions that are rather complex, we, like Wyrich et al. [33], used the cognitive complexity metric [4], which has been shown to correlate in particular with subjective evaluations by developers [17].

Through this preliminary evaluation, we were able to identify one easy and one difficult code snippet that we subsequently used in our study. The easy code snippet is a method from the apache commons-lang StringUtils class and checks if a given character sequence contains both uppercase and lowercase characters. The difficult code snippet is the solution to a coding challenge [32] to find the longest palindromic substring within a string. Both code snippets are included in the supplemental materials.

3.2.3 Questionnaire. The experiment was completed by a short demographic questionnaire, which asked about the current main occupation of the participant. The choices were Student, IT professional, Researcher and Other (with the possibility to specify the occupation). We then clarified the specific intent of our study and again listed ways to contact us with potential questions or comments.

3.3 Participants
We invited a convenience sample of software professionals and computer science university students to take part in our study. To disseminate the invitation, we used social media and asked personal contacts to draw attention to the study in their software companies. Computer science university students (software engineering curriculum, BSc and MSc) were asked to participate in the study, for example to fulfill course requirements to participate in scientific studies.

We assured the participants of anonymity, and they could drop out of the study at any time or not participate at all and still fulfill...
their requirements. The only requirement for participation was a basic understanding of the Java programming language.

We encouraged participation with the low amount of time commitment of 10 to 15 minutes for the whole study. Furthermore, we pledged to donate €5 to a good cause for every participant among the software professionals that completed the study. Subjects could choose between three charity projects on different topics, or split the donation evenly among the three projects.

Following the goal-setting theory of motivation [15], we also invited participants with the clear goal of assessing the comprehensibility of a particular code snippet. Setting such a specific and challenging goal may lead to increased effort and persistence, which is desirable for completing the study. Our purpose in doing so was to pique the interest of developers who want to demonstrate their ability to understand code.

3.4 Conceptual Model

We aim to build on the study by Wyrich et al. [33] by developing the conceptual model of Figure 2, which summarizes all variables and their hypothesized relationships graphically. We investigate, like Wyrich et al. [33], whether the anchoring effect is confirmed in the form that a Scenario description, which controls for information presented at the beginning of the study about the code snippet to be understood, influences Perceived Code Comprehensibility (H1). In our model, we introduce two other factors that we theorize to have an effect on Perceived Code Comprehensibility. The Code Snippet Difficulty will influence the Perceived Code Comprehensibility (H2). Wyrich et al. [33] selected the code snippets for their study to be of comparable complexity to control for the potential influence of snippet complexity in this way. We appreciate this design decision, but we want to understand the extent to which an easy or a hard task affects the Perceived Code Comprehensibility, and we argue that this influence will be stronger than the one provided by the Scenario.

Furthermore, Wyrich et al. [33] had only students as participants in their study. Much discussion has happened in the literature on differences between students and professionals [11] in terms of productivity, performance, and software quality, with some claiming or finding that there are little to none [26, e.g.,] others that there are [29, e.g.]. Wyrich et al. [33] themselves discuss this circumstance as a potential limitation of their study, although literature suggest that the anchoring effect is not restricted to inexperienced people [12, 30]. We avoid any debate and investigate whether a Role influences the Perceived Code Comprehensibility (H3).
Finally, given the absence of prior literature, we want to test for the influence that these factors have with each other. The interaction between Scenario and Code Snippet Difficulty (H12) as well as the interaction between Scenario and Role (H13) are further modeled as moderators on the influence that Scenario has on Perceived Code Comprehensibility. Investigating the moderators will enable us to better characterize a potential anchoring effect of Scenario on Perceived Code Comprehensibility.

Table 2 provides a summary of the values that can be assigned to each of the four variables in the conceptual model. Due to the small number of six self-identified researchers, we decided to combine them with the 44 software professionals into one group for the analysis. We still consider that a meaningful distinction can be made between students and professionals. Nevertheless, we will discuss the potential consequences of this design decision in 5.2.

3.5 Analysis Procedure

The data violated at least one assumption of most of the commonly used modelling techniques, and it also presented evidence for non-normality on the dependent variable (Shapiro-Wilk Test, W = 0.97, p < .00001).

We thus opt for a Partial Least Squares Structural Equation Model (PLS-SEM). PLS-SEM was recently introduced to the discipline by Russo and Stol [25] as part of the SEM statistical technique family for causal-predictive approaches in the behavioral sciences. We direct readers to Russo and Stol’s work [25] for an introduction and overview but, in short, PLS-SEM is suited for testing a theoretical framework from a prediction perspective, when the structural model is complex, and when distribution issues are a concern [14].

We model the factors of Figure 2, as defined in 3.4, as a PLS-SEM in R 4.1.2 [21] and SEMinR 2.2.1 [23]. The output will provide us with statistics on the predictive power and significance of the relationship between the factors.

4 RESULTS

We recruited 256 participants, of which 206 were students and 50 were professional software developers (see Section 3.3).

Table 3 provides descriptive statistics for the Perceived Code Comprehensibility (PCC) grouped by factorial assignment condition and role. Students and professionals were overall very close or identical in their median PCC for the same scenario and code snippet. The code snippet we considered easy was actually perceived by participants as easier to understand than the snippet predicted to be perceived harder to understand, regardless of scenario and role. Participants provided the highest median PCC ratings for the combination of hard scenario and hard code snippet (a median value of 7 and 7.5 from students and professionals). For the easy code snippet, the scenario seems to have had a smaller overall impact on the PCC ratings.

In Table 4 we show the results of the statistical analysis for each hypothesis. We find a significant path from Scenario to Perceived Code Comprehensibility (path coefficient β = 0.165, p < .001) confirming the presence of the anchoring effect. Code snippet difficulty had the expected strong influence on PCC (β = 0.418, p < .001), but, furthermore, seems not to be a moderator of the relationship between Scenario and PCC (β = 0.076, p > .10). The paths from Role to PCC and the moderating effect of Role on the path from Scenario to PCC were insignificant. Thus, our results support H1 and H2; they do not support H12, H3 and H13.

The model explains $R^2 = .223$ of the variance in Perceived Code Comprehensibility. Bootstrapped heterotrait-monotrait ratio of correlations (HTMT) are all below zero, bootstrapped loadings and weights are all approximately 1.00, all variance inflation factors (VIF) are 1.00, and all reliability coefficients are 1.00. All this is expected with single item constructs that are assumed to be fully independent.

5 DISCUSSION

We can answer the research question whether specific information available in advance about a code snippet influences developers

Table 3: Descriptive statistics and group assignment for the study. CSD = Code Snippet Difficulty, n = group size, PCC = Perceived Code Comprehensibility, M = mean, SD = standard deviation, Mdn = median.

| CSD Role     | n   | PCC M | PCC SD | PCC Mdn |
|--------------|-----|-------|--------|---------|
| **Scenario: baseline** |     |       |        |         |
| easy student | 35  | 4.0   | 3.33   | 2       |
| easy professional | 10  | 3.3   | 2.79   | 2       |
| hard student | 32  | 5.25  | 2.05   | 5       |
| hard professional | 10  | 5.6   | 2.88   | 6       |
| **Scenario: easy** |     |       |        |         |
| easy student | 25  | 2.56  | 1.94   | 2       |
| easy professional | 9   | 2.89  | 2.67   | 2       |
| hard student | 33  | 4.67  | 1.49   | 4       |
| hard professional | 5   | 6.0   | 2.65   | 7       |
| **Scenario: hard** |     |       |        |         |
| easy student | 32  | 3.25  | 2.90   | 2       |
| easy professional | 2   | 1.0   | 0.0    | 1       |
| hard student | 49  | 6.22  | 2.05   | 7       |
| hard professional | 14  | 6.86  | 2.35   | 7.5     |
We know, regarding the anchoring effect, that the specific anchor which states that the anchoring effect is not limited to laymen or even in an online experiment without a human instructor, many communicated time limits it is a study for novice programmers could lead to code snippets examples of potential anchors can be found. In the introduction, we described a scenario in which the instructor of freedom and just as much potential to inadvertently set anchors. The choice of code snippet also has a significant impact on perceived code comprehensibility. While this is not too surprising, nor is it the central point of our work, it is still good to have data points that show that the choice of code snippets for code comprehension studies should not be underestimated. Studies seeking to ensure that code snippets of different tasks are of comparable difficulty should invest effort in, e.g., a pilot study to evaluate appropriate snippets.

What is interesting for the characterization of the observed anchoring effect, however, is that the complexity of a code snippet did not have an influence on the strength of the anchoring effect (H12). Based on our results, we suspect that a snippet must be complex enough so that PCC ratings do not concentrate too much on the lower end of the scale. Apart from that, the actual complexity of a snippet does not seem to be too important for anchoring.

### 5.1 Implications

We know, regarding the anchoring effect, that the specific anchor can take many forms and does not necessarily always have anything to do with the situation being assessed [12, 30]. When designing and conducting code comprehension studies, researchers have a lot of freedom and just as much potential to inadvertently set anchors. In the introduction, we described a scenario in which the instructor mentioned, to encourage the participant, that the code snippets to be assessed were not too difficult to understand. Similarly, however, even in an online experiment without a human instructor, many examples of potential anchors can be found.

For example, explicitly mentioning in a study description that it is a study for novice programmers could lead to code snippets being rated as easier to understand. Communicated time limits for the code comprehension tasks can convey to participants how complex the tasks are supposed to be. A validation study of a code comprehensibility metric that displays the metric to developers and asks whether they agree with it or how they would assess the code instead already anchored them in their own judgments, as our study and that of Wyrich et al. [33] have empirically demonstrated.

One can easily find further examples in which study participants would be anchored. We see great research potential to empirically investigate these scenarios and to find solutions for affected studies, which for example cannot disregard subjective evaluations because they are relevant for their research intentions. Yet, for all study designs that allow to dispense with subjective assessments, we recommend more reliable and objective measurements to draw conclusions about how well a developer has understood code. Corresponding tasks and measures are available for this purpose [9, 10, 19].

### 5.2 Limitations

With our design, we were able to overcome a number of limitations discussed in the work by Wyrich et al. [33]. Our experiment had a much larger and more heterogeneous sample of developers, a less prominent presentation of the anchor, and we had a control group that allowed us to measure the perceived code comprehensibility for participants who were not explicitly anchored. Still, the results of our study should be seen in the light of some limitations.

A confounding factor for the assessment of the code snippets’ understandability might be diverse understandings of what constitutes comprehensible code between the participants. We discussed, while designing the study, whether to provide a definition of understandability at the beginning of the survey. However, since there exists neither an agreement in the literature nor does it seem realistic that developers all share the same view on understandability, we decided against it. It might be possible that participants in one group share similar views on what constitutes understandable code, while participants in other groups differ. On the other hand, the randomized assignment of participants to scenario and code snippet should have mitigated this threat.

Regarding the generalizability of our results, we would like to emphasize that the scope clearly lies on the evaluation of individual code snippets and participants applied a comprehension process commonly referred to as bottom-up code comprehension [18]. We see much value in reproductions of our experiment with larger software systems to be assessed.
We conducted our experiment remotely to make the study accessible to as many developers as possible and to minimize contacts due to the pandemic. The context in which the participants took part in the study could therefore not be controlled, which could have caused individual participants to be distracted during the conduct of the study or not to complete the study conscientiously. We do not know what influence a potential distraction can have on a code evaluation, but at least we think that the activity can be resumed after an interruption. Participants who spent less than 20 seconds viewing and rating the code snippet’s understandability were excluded from the analysis (average time for this task was around four minutes; a total of 10 participants were excluded based on this criterion).

Apart from this, running the experiment remotely worked well, and we are pleased to have recruited 50 software professionals as participants in addition to students. We have previously disclosed that this experiment group included both software professionals and six participants who identified themselves as researchers. This could be seen as a threat to construct validity, since software development experience might be less pronounced among software engineering researchers than among full-time software engineering professionals.

We assume that researchers in computer science, who hold either a related MSc or a PhD, have comparable experience compared to software professionals to be able to deal with our tasks. Yet, we repeated the statistical analysis without the six researchers, and there was no change in the significance of the results. The path coefficients for the significant hypotheses would be $\beta_{H_1} = 0.161$ and $\beta_{H_2} = 0.408$ (change $\leq 0.10$).

Further, when designing the experiment, we took care to minimize the time required for participation to achieve a correspondingly high response rate. This is the practical reason why we did not measure actual code comprehension with additional tasks. Furthermore, Wyrich et al. [33] found evidence for a strong anchoring effect in perceived code comprehensibility ratings, but also that actual code comprehension was not affected by the anchoring effect. We assume that by our random assignment of a sample six times larger than that of Wyrich et al. [33] the absence of effect anchoring/actual understanding still holds.

As anticipated in Section 3.5, we make use of PLS-SEM in ways that reduce it to a simpler regression modelling tool with single-item constructs. That is, we use PLS-SEM to understand the relationship between variables rather than typical reflective and/or formative constructs in structural and measurement models. As disclosed in the same section, we were driven to this choice because we preferred not to rely on robustness against assumption violations of other analysis and regression tools. PLS-SEM has just a few assumptions that our data did not violate, and it suited our needs.

Furthermore, we tested our results with an alternative model specification and report coherent results. We fit an equivalent multilevel mixed effects model with lme4 1.1-27.1 [3]. Relying on its robustness against non-randomness of residuals, which is the case of our data, we find that (1) the same path coefficients that are found as significant in our PLS-SEM are also significant in the multilevel mixed effects model, (2) the model provides comparable explanatory power ($R^2 = .22$ and adjusted $R^2 = .22$). We are thus confident in our chosen analysis tools and its results. For elaborating on the limitations, we opted for multilevel mixed effects models based on Clark’s report [6] on their positive comparability with SEM. We still opted not to use multilevel mixed effects models for our main analysis because of cautiousness: the residuals are not randomly distributed.

The other related issue lies in using single item scales to represent our underlying constructs. PLS-SEM allows for single item constructs, and it is also used this way in information systems research [20]. This use is, however, encouraged only when no other alternatives are available since psychometric properties of single item constructs are subject of debate of providing low psychometric validity and low reliability [20, 24]. We argue that we fall within the recommendation of employing PLS-SEM for single item constructs. First, our independent variables are experimental groups represented by either two or three ordinal or categorical options. Furthermore, they provide highly observable validity and reliability (e.g., role = student indeed represents students, and scenario = easy really represents the easy scenario). Only the dependent variable, Perceived Code Comprehensibility, is operationalized by a single item, and the results might indeed suffer from low psychometric validity and reliability.

The Perceived Code Comprehensibility is a variable of which scale we inherited by reproducing Wyrich et al.’s study [33]. This was a deliberate choice to be able to compare results and build on their study. A psychometrically validated multi-item scale to assess the Perceived Code Comprehensibility would allow for a richer and better explanation for the variance therein and offer (more) valid and reliable interpretation of its values. Such a scale, alas, does not exist, to the best of our knowledge. We report on this issue that is shared by most, if not all, studies that investigate Perceived Code Comprehensibility and call for future research on more robust ways to assess it.

6 CONCLUSION

The conduction of program comprehension studies with human participants all usually start in the same way: with an introduction of the participants to the study context. We have shown in a controlled experiment with 256 participants that a subtle cue about the difficulty of the code to be understood anchors participants in their subjective assessments of code comprehensibility. This result is consistent with prior research and is one reason to design code comprehension studies somewhat differently in the future, as many studies today still rely on subjective assessments of source code as a proxy for how well a participant understood code. Such a comprehension measure is tempting because it provides an indicator of code understanding in a relatively time efficient manner. However, it is just as easy for this assessment to be biased by contextual factors, which is why we recommend the use of more robust measures such as the correctness of comprehension questions.

Future work should explore ways to predict and mitigate the anchoring effect as a confounding factor in code comprehension studies interested in perceived code comprehensibility. Debiasing software engineering through empirical studies is only possible if we also debias empirical studies themselves. On a related note, we think it is worthwhile to investigate other, even more subtle, potential anchors. In section 5.1, we have discussed a few examples
that could affect not only code comprehension studies, but empirical
studies in software engineering in general.

7 DATA AVAILABILITY
We publicly provide the code snippets used, the data collected, and
the analysis script as supplementary material at https://doi.org/10.
5281/zenodo.5877313.
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