Global optimal solution on blending problem
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Abstract. In order to study the algorithm of the global optimal solution of the blending problem. The general optimization model for blending problems is given in this paper, at the same time, the blending problem was transformed into the concave minimization problem and linear programming problem, the relevant proof was also given. Research shows that the blending problem is formulated as a concave minimization problem and linear programming problem, can reduce the number of variables blending problem. Blending problem is transformed into a linear programming enable blending problem solving becomes simple and easy.
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1. Introduction
The general concave minimization problem is to minimize the general concave function \( f(x) \) in polyhedroid \( D \) of \( \mathbb{R}^n \), that is the concave programming problem. Polyhedroid \( D \) is a compact convex set that is usually defined by inequalities like \( g_i(x) \leq 0, (i = 1, 2, \ldots, m) \). The function \( g_i(x) \) is convex under an appropriate collection \( A \) where \( D \subseteq A \subseteq \mathbb{R}^n \). Many practical problems can be classified as concave programming problems [1-2], such as fixed costs and economies of scale, bid evaluation, the new material blending problems. At the same time, many optimization problems can be transformed into concave minimization problems [3-4], including integer programming, dual linear programming, the complementary problem and some product planning problem. Pardalos and Rosengave a comprehensive review on application of concave minimization problem in references [5-7] in 1987. Concave programming problem is a difficult global optimization problem[8-9] that has a plurality of extreme values. For example, it is easy to construct a concave function \( f(x) \) and the polytope \( D \), making each vertex of \( D \) be the minimum points of \( f(x) \) in \( D \). However, on the other hand, some basic properties of the concave programming problem make it easier to handle than the general extreme value global optimization problems. Of course, it is true to apply \( D \) polyhedron in the design of the algorithm to solve concave programming. that is, defined by a finite number of linear inequalities of convex sets. In addition, the global minimum of \( f(x) \) in the polytope \( D \) is at the vertex of \( D \). The optimal conditions of pole holds when \( D \) is a compact convex set. This article will focus on the research on concave minimization problem-blending problems [10-11], which is widely applied in the practice. First, general problems blending optimization model is given, belonging to a class product planning. Second, the general concave minimization problem is converted into the general minimization problem, making it possible to solve the blending problems by taking advantage of the mixed algorithm of concave minimization problem. Then the blending problems can be further...
converted into the linear programming problems through an identity. On one hand, the number of variables the blending problems can be reduced. It can be seen that the optimal solution of the problem has nothing to do with variable $t$ from the subsequent analysis. On the other hand, the blending problem solving becomes simpler and easier since it is converted into linear programming.

2. Basic results
General concave minimization problem is usually given as following:

$$\min_{x \in D} f(x)$$

where $f(x)$ is concave function in polytope $D$; polytope $D$ is a compact convex set that is usually defined by inequalities like $g_i(x) \leq 0, (i = 1, 2, L, m)$, $g_i(x)$ is convex in the collection including $D$.

There are many good results on theory of general concave minimization problem, the theorems below refer to the literature [12].

**Theorem 1** The function $f : S \rightarrow \mathbb{R}$ on the tight convex set $S \subset \mathbb{R}^n$, its global minimization can be obtained in a pole $S$. When $f$ is not strictly concave, global minimum point may also occur in the pole. In particular, when looking for the global minimum point of a concave function in polytope $S$, we can focus on finding the global minimum point in finite number of vertices $S$. if $f$ is strictly concave, global (local) minimum point can only appear in the poles of $S$, easy to construct examples of the polytope and concave function, make each vertex is a local minimum point. By the theorem I, the global minimum of concave function $f$ in the polytope $S$ can be get in vertex of $S$. We can solve the polytope concave minimization problem. Avis and Fukuda found by linear inequalities system defined the polytope vertex, said later, people put forward many effective algorithms, such as, cutting plane algorithm, outer approximation algorithm, the approximation algorithm, branch and bound algorithm [13-17].

By planning is usually into a concave minimization problem to deal with, the general multiplicative programming is given the following form:

$$\min_{x \in D} f(x) = \prod_{i=1}^{p} f_i(x)$$

where $f_i(x) = a_i^T x + b_i, a_i \in \mathbb{R}^n \setminus \{0\}, b_i \in \mathbb{R}$. $f(x) \geq e > 0, (i = 1, 2, L, p)$. By planning objective function is not concave, but because of the logarithmic function $\ln t$ is the increasing function in $[e, +\infty)$, so (2) can be converted into

$$\min_{x \in D} g(x) = \ln f(x) = \sum_{i=1}^{p} \ln(f_i(x)), \ g(x) = \sum_{i=1}^{p} \ln(a_i^T x + b_i)$$

The blending problem has extensive practical application background, the following use an example to describe the process of mixed problem model. On the basis of a model is set up

$$\max f(x, t) = \sum_{i=1}^{p} x_i f_i(t) \quad s.t. \begin{cases} Ax \leq b, \\ \sum_{i=1}^{p} x_i = 1, x \geq 0, t \in [\alpha, \beta] \end{cases}$$

where convex function $(i = 1, 2, L, p)$.

The model is the general form of the admix problem, this article will mainly discuss blending problem solving method. Because in the mixed problem about constraint of $t$ don’t depend on $x$, the fixed $x \geq 0, f(x, t)$ is the convex function about $t$. This can get the following theorem:

**Theorem 2.1** $\max f(x, t) = \max g(x), \ g(x) = \max \left\{ \sum_{i=1}^{p} x_i f_i(\alpha), \sum_{i=1}^{p} x_i f_i(\beta) \right\}.$

Proof: Because $f_i(t)$ is a convex function in $[\alpha, \beta], \forall t \in [\alpha, \beta], \exists \lambda \in [0, 1]$ make $t = \lambda \alpha + (1-\lambda) \beta,$
\[ f_i(t) = f_i(\lambda \alpha + (1-\lambda) \beta) \leq \lambda f_i(\alpha) + (1-\lambda) f_i(\beta) \leq \max \{ f_i(\alpha), f_i(\beta) \} \]

then because the negative of \( x_i \) and \( f_i(t) \) \[ \sum_{i=1}^{p} x_i f_i(t) \leq \sum_{i=1}^{p} \lambda x_i f_i(\alpha) + (1-\lambda) x_i f_i(\beta) \]. When \( t = \alpha \) or \( t = \beta \), type option on the equal sign, so \( \max_{x_i} f(x,t) = \max_{x_i} g(x) \).

**Corollary 2.1** The blending problem of the optimal solution has nothing to do with temperature \( t \).

As \( g(x) \) is the maximum number of linear functions that relate to \( x \), And is the protruding, the blending problem can be converted into the following problem

\[ \min_{x} -g(x) \quad s.t. \quad \sum_{i=1}^{p} A x_i \leq b \quad (5) \]

Formula (5) not only transforms the blending problem into a concave minimization problem, but also reduces the number of decision variables. The following discussion how to dig into the general linear programming problems.

**Theorem 2.2** suppose \( g(x) \) is the same as theorem 2.1, then

\[ g(x) = \max \left\{ \sum_{i=1}^{p} x_i f_i(\alpha), \sum_{i=1}^{p} x_i f_i(\beta) \right\} = \frac{1}{2} \left( \sum_{i=1}^{p} x_i [f_i(\alpha) + f_i(\beta)] + \sum_{i=1}^{p} x_i [f_i(\alpha) - f_i(\beta)] \right) . \]

Proof: We validate \( \sum_{i=1}^{p} x_i f_i(\alpha) \geq \sum_{i=1}^{p} x_i f_i(\beta) \) and \( \sum_{i=1}^{p} x_i f_i(\alpha) \leq \sum_{i=1}^{p} x_i f_i(\beta) \), the type is established. So, the problem (2.4) can be converted into.

\[ \max \frac{1}{2} \left( \sum_{i=1}^{p} x_i f_i(\alpha) + f_i(\beta) \right) + \left| \sum_{i=1}^{p} x_i f_i(\alpha) - f_i(\beta) \right| \] \[ \text{s.t.} \quad \sum_{i=1}^{p} x_i = 1, x \geq 0 \quad (6) \]

Convenience for writing, count \( c_i = f_i(\alpha) + f_i(\beta), d_i = f_i(\alpha) - f_i(\beta) \). Due to the objective function contains absolute value (2.6), so it is not a linear programming.

Suppose \( u = \frac{1}{2} \left( \sum_{i=1}^{p} d_i x_i + \sum_{i=1}^{p} d_i x_i \right), v = \frac{1}{2} \left( \sum_{i=1}^{p} d_i x_i - \sum_{i=1}^{p} d_i x_i \right), \) (6) can be transformed into:

\[ \max \frac{1}{2} \left( \sum_{i=1}^{p} c_i x_i + u + v \right) \quad \text{s.t.} \quad \begin{cases} A x_i \leq b \quad \\
\sum_{i=1}^{p} x_i = 1, x \geq 0, u \geq 0, v \geq 0 \quad \\
u = 0 \quad \text{or} \quad v = 0 \end{cases} \quad (7) \]

We can make use of the linear programming algorithm to solve the problem of blending.

**3. Numerical examples**

The following three examples, we were transformed into concave minimization problem.

**Case 1** \( f_i(t) = e^{\frac{t}{200}}, t \in [0,100], i = 1,2,3 \quad A = \begin{bmatrix} 2 & 1 & 3 \\ 5 & 4 & 2 \\ 3 & 6 & 7 \end{bmatrix}, b = \begin{bmatrix} 4 \\ 7 \\ 9 \end{bmatrix} \).

**Case 2** \( f_i(t) = it^2, t \in [-10,30], i = 1,2,3 \quad A = \begin{bmatrix} 1 & 0 & 2 \\ 4 & 3 & 1 \\ 2 & 4 & 5 \\ 0 & 2 & 1 \end{bmatrix}, b = \begin{bmatrix} 3 \\ 6 \\ 8 \\ 4 \end{bmatrix} \).

**Case 3** \( f_i(t) = it^2 - i^2t, t \in [-10,20], i = 1,2,3 \quad A = \begin{bmatrix} 2 & 0 & 5 \\ 4 & 7 & 8 \\ 1 & 3 & 1 \end{bmatrix}, b = \begin{bmatrix} 5 \\ 7 \\ 3 \end{bmatrix} \).
3.1 Using concave minimization algorithm to solve the blending problem

Case 1 can be transformed into a concave minimal planning as follows:

\[
\begin{align*}
\min_x -g(x) \quad & s.t. \quad Ax \leq b \\
& \sum_{i=1}^{3} x_i = 1, x \geq 0,
\end{align*}
\]

where \( g(x) = \max \left\{ \sum_{i=1}^{3} x_i, \sum_{i=1}^{3} e_i^2 x_i \right\} = \max \left\{ 1, \sum_{i=1}^{3} e_i^2 x_i \right\} . \)

By using Lingo 11.0, the global optimal solution is \((x_1, x_2, x_3) = (0, 0, 1)\), the optimal objective function value is 4.48169, the number of iterations is 10.

Cases 2 can be transformed into a concave minimal planning as follows:

\[
\begin{align*}
\min_x -g(x) \quad & s,t \quad Ax \leq b \\
& \sum_{i=1}^{3} x_i = 1, x \geq 0, \quad \text{where} \quad g(x) = \max \left\{ \sum_{i=1}^{3} 100ix_i, \sum_{i=1}^{3} 900ix_i \right\} .
\end{align*}
\]

The global optimal solution is \((x_1, x_2, x_3) = (0, 0.25, 1, 0.75)\), the optimal objective function value is 3150, the number of iterations is 9.

Case 3 can be transformed into a concave minimal planning as follows:

\[
\begin{align*}
\min_x -g(x) \quad & s, t \quad Ax \leq b \\
& \sum_{i=1}^{3} x_i = 1, x \geq 0, \quad \text{where} \quad g(x) = \max \left\{ \sum_{i=1}^{3} (100 + 10^2)x_i, \sum_{i=1}^{3} (400 + 20^2)x_i \right\} .
\end{align*}
\]

The global optimal solution is \((x_1, x_2, x_3) = (0.25, 0, 0.75)\), the optimal objective function value is 860, the number of iterations is 4.

| Table 1. The numerical results of blending problem by concave minimization algorithm |
|-----------------------------------------------|----------------|
| case1 | optimal solution | optimal value | iterations |
| case2 | (0,0.25,1,0.75) | 3150 | 9 |
| case3 | (0.25,0,0.75) | 860 | 4 |

3.2 Using of linear programming algorithm to solve the blending problems

Case 1 can be converted into linear programming as following:

\[
\begin{align*}
\max \frac{1}{2} \left[ \sum_{i=1}^{3} \left( 1 + e_i^2 \right) x_i + u + v \right] \quad & s.t. \quad Ax \leq b \\
& \sum_{i=1}^{3} \left( 1 - e_i^2 \right) x_i + v + u = 0 \\
& \sum_{i=1}^{3} x_i = 1, x \geq 0, u \geq 0, v \geq 0 \\
& u = 0 \quad \text{or} \quad v = 0
\end{align*}
\]

The global optimal solution is \((x_1, x_2, x_3) = (0, 0, 1)\), the optimal objective function value is 4.48169, the number of iterations is 2.

Case 2 can be converted into linear programming as following:

\[
\begin{align*}
\max \frac{1}{2} \left[ \sum_{i=1}^{3} 1000ix_i + u + v \right] \quad & s.t. \quad Ax \leq b \\
& -\sum_{i=1}^{3} 800ix_i + v + u = 0 \\
& \sum_{i=1}^{3} x_i = 1, x \geq 0, u \geq 0, v \geq 0 \\
& u = 0 \quad \text{or} \quad v = 0
\end{align*}
\]

The global optimal solution is \((x_1, x_2, x_3, x_4) = (0, 0.25, 1, 0.75)\), the optimal objective function value is 3150, the number of iterations is 3.
Case 3 can be converted into linear programming as following:

\[
\max \frac{1}{2} \sum_{i=1}^{3} (500i - 10i^2)x_i + u + v \]

\[
s.t \begin{cases} 
Ax \leq b \\
\sum_{i=1}^{3} (-300i + 30i^2)x_i + v - u = 0 \\
\sum_{i=1}^{3} x_i = 1, x \geq 0, u \geq 0, v \geq 0 \\
u = 0 \quad \text{or} \quad v = 0.
\end{cases}
\]

The global optimal solution is \((x_1, x_2, x_3) = (0.25, 0, 0.75)\), the optimal objective function value is 860, the number of iterations is 2.

The numerical comparison of table 1 and table 2 shows that the linear programming algorithm is more effective than the concave minimization algorithm to solve the blending problems.

**Table 2.** The numerical results of blending problem by linear programming algorithm

| case   | optimal solution | optimal value | iterations |
|--------|------------------|---------------|------------|
| case1  | (0,0,1)          | 4.48169       | 2          |
| case2  | (0.0,25,1,0.75)  | 3150          | 3          |
| Case3  | (0.25,0,0.75)    | 860           | 2          |

4. **Concluding remarks**

It is quite difficult to solve general global optimal solution of the concave minimize problem. This paper studied the problem of mixed type in concave minimization problem. On one hand, the problem can be converted into concave minimization problem according to its characteristics. This kind of concave minimization problem is essentially a minimax problem, which is difficult to solve the global optimal solution of the minimax problem. On the other hand, the blending problem can be converted into general linear programming problems, making it easy to solve the global optimal solution of the linear program problem. Numerical experiments show that the method is feasible and effective to solve the problem.
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