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Abstract—Content-based image retrieval (CBIR) of medical images in large datasets to identify similar images when a query image is given can be very useful in improving the diagnostic decision of the clinical experts and as well in educational scenarios. In this paper, we used two stage classification and retrieval approach to retrieve similar images. First, the Gabor filters are applied to Radon-transformed images to extract features and to train a multi-class SVM. Then based on the classification results and using an extracted Gabor barcode, similar images are retrieved. The proposed method was tested on IRMA dataset which contains more than 14,000 images. Experimental results show the efficiency of our approach in retrieving similar images compared to other Gabor-Radon-oriented methods.
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I. INTRODUCTION

With the rapid development of digital imaging as well as the widespread usage of picture archiving systems, the problem of efficiently retrieving relevant information from big data has become one of the most interesting research topics in recent years. Digital images are widely used in various fields especially in medicine. Images provide a fast and non-invasive way for diagnosis, treatment planning, and monitoring of many diseases. Digital imagery can also be useful in the education domain to improve the theoretical and experimental knowledge of students and residents [1].

Searching for images via textual information (the conventional image search as we know from the World Wide Web) cannot be employed for medical imaging. Manually annotating medical images by experts is extremely time-consuming. As well, annotations cannot describe the full image content (e.g., the irregular shape of a tumour) by some textual descriptions to discriminate the similarities or differences between diverse categories. So retrieving images by contents, or content-based image retrieval (CBIR), has been a growing field for more than two decades. The aim of CBIR is to index and to retrieve the images via their visual contents such as color, texture, shape or their combination [2], [3]. In a typical CBIR system, the user submits a query image to the system. After that, a feature extraction method is applied to the query image to create a feature vector. This feature vector can be compared with the feature vectors stored in the database through similarity calculation. The most similar images with respect to the query image are then retrieved by picking the stored case with the shortest distance. Feature extraction is the main step of CBIR systems; the content of the image is quantified in a vector of numbers, a task that arguably is paramount for the retrieval of relevant information.

In this paper, a two stage classification and retrieval approach is used. We applied Radon and Gabor filters to extract image features and to train a multi-class SVM classifier. In the retrieval stage, the Gabor-Radon barcodes are used to retrieve the similar images from within the class determined by the SVM.

The rest of the paper is organized as follows: Section II gives a brief overview of relevant literature. Section III provides a short introduction of Radon transform, Radon barcodes, Gabor filter bank and support vector machine. In section IV, we describe our method. In section V, we report the experiments and results. Section VI concludes the paper.

II. IMAGE RETRIEVAL

From the beginning years of research on medical image retrieval, various searching methods have been proposed. The retrieval of medical images in Picture Archival and Communication System (PACS), which provides convenient access to images of different modalities in a DICOM (Digital Imaging and Communications in Medicine) format, is of great importance.

Tommasi et al. used support vector machines (SVMs) to tag medical images by combining global and local features based on a multi-cue approach and achieved good results on the ImageCLEF 2009 medical image annotation task [7], [8]. In another work, a hierarchical multi-label classification (HMC) system has been used for medical image tagging [9]. Gabor filter banks have been used typically to extract textural features for image medical retrieval [4]. Recently, a noticeable trend in CBIR research is to extract binary features, sometimes called barcodes, because binary features are fast in processing and also require less storage space. Leutengger et al. used Binary Robust Invariant Scalable keypoints (BRISK) for image keypoint detection, description and matching [10]. Radon barcodes based on Radon transform for encoding the local image information was introduced recently [11]. Using Gabor filters to extract binary codes from Radon transformed image was proposed by Noureenshah et al. [5], [6]. Camlica et al. used an SVM classifier trained with LBP features derived from saliency image regions [12]. Extracting center-symmetric local binary pattern (LBP) of the image and then computing the gray level co-occurrence matrix to retrieval propose has
been used as well [13]. Zhu et al. combined Radon projections and SVM to retrieve medical images [14].

Most recently, deep architectures have also been used for medical image retrieval. Deep denoising autoencoder (DDA), for instance, was used to hash the X-ray images into binary codes [15]. Deep convolutional based image retrieval neural networks have also been investigated [16], [17]. The drawback of such solutions is that they require a large, labeled and balanced dataset, and a lot of computational resources for training.

III. BACKGROUND REVIEW

A. Radon Transform

The Radon transform is an integral transform, which takes the function and computes the projection of it along various directions. The Radon transform was introduced by J. Radon in 1917 [18]. Due to the inherent properties of the Radon transform such as rotation invariance and robustness to zero mean white noise, it has been applied in many applications like computed axial tomography, categorizing visual objects [19], and object detection [20]. The Radon transform of the image \( I \) as a 2D function, which is a new image \( R(\rho, \theta) \), is its line integral along a line inclined at an angle \( \theta \) and at a distance \( \rho \) from the origin as follows:

\[
R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x\cos(\theta) - y\sin(\theta)) dx dy, \tag{1}
\]

where \( \delta(\cdot) \) is the Dirac Delta function. As proposed in [11], by thresholding all projection values for individual angles of image using a local threshold and assembling all binarized projections, the Radon barcode for image \( I \) can be obtained (Figure 1). A straightforward method to calculate the threshold is taking the median of all non-zero projections values and then binarizing each projection. In order to receive the same length as a 2D function, which is a new image \( R(\rho, \theta) \), is its line integral along a line inclined at an angle \( \theta \) and at a distance \( \rho \) from the origin as follows:

\[
R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x\cos(\theta) - y\sin(\theta)) dx dy, \tag{1}
\]

where \( \delta(\cdot) \) is the Dirac Delta function. As proposed in [11], by thresholding all projection values for individual angles of image using a local threshold and assembling all binarized projections, the Radon barcode for image \( I \) can be obtained (Figure 1). A straightforward method to calculate the threshold is taking the median of all non-zero projections values and then binarizing each projection. In order to receive the same length as a 2D function, which is a new image \( R(\rho, \theta) \), is its line integral along a line inclined at an angle \( \theta \) and at a distance \( \rho \) from the origin as follows:
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R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x\cos(\theta) - y\sin(\theta)) dx dy, \tag{1}
\]

where \( \delta(\cdot) \) is the Dirac Delta function. As proposed in [11], by thresholding all projection values for individual angles of image using a local threshold and assembling all binarized projections, the Radon barcode for image \( I \) can be obtained (Figure 1). A straightforward method to calculate the threshold is taking the median of all non-zero projections values and then binarizing each projection. In order to receive the same length as a 2D function, which is a new image \( R(\rho, \theta) \), is its line integral along a line inclined at an angle \( \theta \) and at a distance \( \rho \) from the origin as follows:
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R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x\cos(\theta) - y\sin(\theta)) dx dy, \tag{1}
\]
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R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x\cos(\theta) - y\sin(\theta)) dx dy, \tag{1}
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where \( \delta(\cdot) \) is the Dirac Delta function. As proposed in [11], by thresholding all projection values for individual angles of image using a local threshold and assembling all binarized projections, the Radon barcode for image \( I \) can be obtained (Figure 1). A straightforward method to calculate the threshold is taking the median of all non-zero projections values and then binarizing each projection. In order to receive the same length as a 2D function, which is a new image \( R(\rho, \theta) \), is its line integral along a line inclined at an angle \( \theta \) and at a distance \( \rho \) from the origin as follows:

\[
R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x\cos(\theta) - y\sin(\theta)) dx dy, \tag{1}
\]

B. Gabor Filters

Gabor filters are bandpass filters which due to their optimal localization in both spatial and frequency domain and orientation selectivity can be used in many applications such as texture feature extraction and texture analysis [21]. The 2D Gabor filter consists of a complex exponential centered at a given frequency and modulated by a Gaussian envelope as follows [5]:

\[
G(x, y) = \frac{\omega^2}{\pi \gamma} \exp \left( -\frac{x^2 + \gamma^2 y^2}{2\sigma^2} \right) \exp(j2\pi \omega x' + \phi), \tag{2}
\]

where \( x' = x \cos(\theta) + y \sin(\theta) \), \( y' = -x \sin(\theta) + y \cos(\theta) \), \( \omega \) is the central frequency of sinusoid, \( \theta \) indicates the orientation of Gabor filter, \( \phi \) phase offset in degree, \( \sigma \) represents the standard deviation of Gaussian kernel, and \( \gamma \) is the spatial aspect ratio. After constructing filter bank by varying the direction and scale, to obtain the Gabor-filtered image \( \psi(x, y) \) of a given image \( I \), the convolution of each Gabor window in Gabor filter bank with Image is computed by:

\[
\psi(u,v)(x,y) = \sum_i \sum_t f(x-s,y-t) \ast G(u,v)(s,t), \tag{3}
\]

where \( u = 0, 1, \ldots, U - 1 \) and \( v = 0, 1, \ldots, V - 1 \) and \( s \) and \( t \) define the scale and orientation of the Gabor filter and \( U \) and \( V \) are the number of scales and orientation, respectively.

C. Support Vector Machines

The SVM is a supervised learning algorithm used for pattern classification. Given a set of training samples each belongs to one of two categories in an \( n \) dimensional space, the aim of a linear SVM is to construct a separating hyperplane that has the largest distance to the nearest training data point of any class (maximizing the margin). Given training samples \( \{x_1, x_2, \ldots, x_n\} \) and class label \( y_i \in \{\pm 1\} \) for sample \( x_i \), the general form of decision boundary for linear separable samples to classify all the points correctly is as:

\[
y_i(w \cdot x_i + b) \geq 1, \forall i \in \{1, 2, \ldots, n\}, \tag{22}\n\]

where \( w \) is a weight vector and \( b \) is a scalar. The decision boundary can be found by solving the following constrained optimization problem:

\[
\frac{1}{2} \|w\|^2. \tag{23}\n\]

The non-separable cases can be solved by projecting the input data space to high-dimensional space through a non-linear function \( \Phi \). Suppose there exists a kernel function \( K(x, y) = \Phi^T(x)\Phi(y) \) for a given test pattern, its label can be estimated by the [22] :

\[
g(x) = \text{sgn}\left(b + \sum \alpha_i y_i \Phi^T(x_i)\Phi(x)\right), \tag{4}\n\]

Some common kernels include polynomial, \( K(x_i, x_j) = (x_i \cdot x_j + 1)^p \), and radial basis function, \( K(x_i, x_j) = e^{-\gamma ||x_i - x_j||^2} \).
Algorithm 1: Extracting Gabor Radon and Gabor Radon barcode features according to [5]. Highlighted code (line 13) shows the extended functionality for later classification.

1: Initialize \( GRF_i \) and \( GRBF_i \) \( \leftarrow \emptyset \)
2: for all images \( I_i \) do
3: \( R_N = C_N \leftarrow 128 \)
4: \( I_i \leftarrow \) Normalize\((I_i, R_N, C_N)\)
5: Set number of projection angles \( N_\theta \)
6: \( I_{\text{Radon},i} \leftarrow \) RadonTransform\( (I_i) \)
7: \( I_{\text{Radon}} \leftarrow \) resize\( (I_{\text{Radon},i}, [32 , 32]) \)
8: for \( \forall u \in \{1, ..., N_u\} \) and \( \forall v \in \{1, ..., N_v\} \) do
9: \( \psi_{u,v}(x, y) \leftarrow \) Gabor\( (I_{\text{Radon},i}) \)
10: \( \psi_{(ABS-u,v)}(x, y) \leftarrow [\psi_{u,v}(x, y)] \)
11: Resample \( \psi_{(ABS-u,v)}(x, y) \) with \( d_1 \times d_2 \) coefficients
12: \( GRI_{u,v,i} \leftarrow \) ReshapeToVector\( (\psi_{(ABS-u,v)}(x, y)) \)
13: Gabor-Radon features:
14: \( GRF_i \leftarrow \) append\((GRF_i,GRI_{u,v,i})\):
15: Get threshold: \( T_{u,v,i} \leftarrow \) FindMedian\( (GRI_{u,v,i}) \)
16: Binarize: \( B_{u,v,i} \leftarrow \) Find\( (GRI_{u,v,i} \geq T_{u,v,i}) \)
17: Append barcode: \( GRBF_i \leftarrow \) AppendRow \( (GRBF_i, B_{u,v,i}) \)
18: end for
19: end for

\( \exp(-\gamma ||x_i - x_j||^2) \). However, SVM was originally designed for binary classification but several algorithms such as “one-against-one”, “one-against-all” and DAGSVM have been proposed to extend it for multi-class classification by combining the several binary classifiers [24].

IV. PROPOSED METHOD

In this paper, we used the algorithm as proposed in [6] to extract Gabor-Radon barcode features (GRBFs) but we also extracted Gabor Radon features (GRFs) by adding new variable to the algorithm (see Algorithm 1). GRFs are extracted by taking the magnitude or absolute value of each \( \psi_{u,v}(x, y) \) and then converted to a vector. We used the GRFs to train the SVM and Gabor Radon Barcode features GRBFs to retrieve images. Algorithm 1 shows how the Gabor filter banks are applied to the Radon image (the sinogram), and GRF and GRBF are constructed. In order to receive the same length for GRF and GRBF for all images in the data base, all images are resized into \( R_N \times C_N \).

For speeding-up the image retrieval process we split the CBIR system into two stages: classification and retrieval. We combine two ideas: 1) using the same feature for a SVM classification before converting it to a barcode (as proposed in [14]), and 2) combining Gabor and Radon features (as proposed in [5, 6]).

Classification Stage – In a training stage, we have the following steps: 1) In order to obtain the same-length feature vectors for all images in the dataset, all the images are resized to small size \( 128 \times 128 \), 2) Radon transform is applied on resized images to produce a sinogram, 3) Radon image is then resized into \( 32 \times 32 \), 4) Gabor filters are convoluted with the images in step 3 to extract Gabor-Radon features based on Algorithm 1, 5) training the SVM using the extracted features.

Retrieval Stage – In this stage, we applied the first five steps of the classification stage to all of the images in the training samples and every query image in the test samples. Then GRBFs are extracted and saved. For a given query image, first SVM assigns a class to the images based on its GRF, then according to the classified image label, its GRBF is compared with all GRBFs within that class based on Hamming distance. We then applied \( k \)-NN with \( k = 1 \) to retrieve the most similar image to the query image.

V. EXPERIMENTS AND RESULTS

A. Image Test Data

In this paper the image Retrieval in Medical Applications (IRMA) database [25] the benchmark dataset from ImageCLEFmed09, a retrieval challenge in a collection of medical images, is used to validate the proposed method. The IRMA database is a collection of more than 14,000 x-ray images (radiographs) randomly collected from daily routine work which is used for training and testing. All the images were classified in 57 categories and annotated with the IRMA code. The IRMA codes (manually created by several clinicians), which is a string of 13 characters within the set of 0,...,9,a,z, contain information on technical, biological and diagnostic traits of the image in a structured manner: TTTT-DDD-AAA-BBB. Figure 2 shows some sample images from the IRMA dataset with their corresponding IRMA codes.

In this dataset, a total of 12,677 x-ray images is used for training and the remaining 1,733 images are considered as testing data. The distribution of data in training and testing
images shows that there exists considerable imbalance in IRMA dataset (Figure 3).

B. Image Retrieval Error Evaluation Metric

To evaluate the performance of the proposed algorithm, we used a formula provided by ImageCLEFmed09 to compute the error between the IRMA codes of the testing image and the first hit retrieved by the algorithm, and then summed up the error for all testing images. The error $E$ can be defined as follows [26]:

$$E = \sum_{i=1}^{n} \frac{1}{b_i} \eta(l_i, \hat{l}_i),$$

where $b_i$ is the number of possible labels at position and is the $\eta(\cdot)$ decision function delivering 1 for wrong label and 0 for correct label. We used The Python implementation provided by ImageCLEFmed09 to compute the errors.

C. Image Classification performance

In the IRMA dataset, there are samples in both training and testing datasets that do not belong to any category. These samples were ignored. Among 12,677 IRMA training images, 12,631 could be used for training and among 1,733 IRMA testing images, 1,639 images were used for testing. We chose the RBF kernel to train the SVM. The parameters of the kernel are set like in [14]. The “one-against-one” approach which is a very robust and accurate method was used to train the multi-class SVM [24]. In our simulations, the LIBSVM package with Radial basis SVM kernel was used. The classification accuracy of SVM is defined as

$$\text{Accuracy} = \frac{|\text{correctly predicted labels}|}{|\text{testing data}|}.$$  

D. Results

We run the algorithm for different numbers of Gabor filters (12,20,24,48) with a window size of 23x23 and for different numbers of projection angles. Table 1 shows the results. In this table $A$ and $E_{\text{total}}$ refer to the accuracy and total error, respectively, obtained over all images in the testing samples. Also the vector dimension (VD) of the each feature vector has been also listed which can be computed as $5 \frac{MNN}{d_1d_2}$ where $M$ and $N$ are the size of the Radon transformed image, $N_g$ is the number of Gabor filters and $d_1 \times d_2$ downsampling coefficients (algorithm 2). For example, for $M = N = 32$, $N_g = 12$, and $d_1 = d_2 = 4$, we get VD=768.

The best result was achieved for Gabor filter bank with 20 filters and 32 projections angles. The total accuracy and error for this case are 61.88 % and 248.03, respectively. In Table 2 we compared our method with other published results. The state-of-the-art error score on used dataset is 146.5 by Camlica et al. [12]. In their algorithm, multi-scale LBP features are extracted from saliency based folded image data. The decision how to fold image blocks is critical in their methods and takes time for obtaining the saliency map of images in the database. Our method, in contrast is rather simple and fast.

Figure 4 shows five image retrieval examples. The query image is in the first column and the remaining images are from the training set with the highest similarity with respect to the query image. The results show that our method is able to classify and retrieve similar images reliably.

VI. CONCLUSION

Using Radon and Gabor features for image retrieval have emerged as an interesting research field, specially “barcodes”, extracted from Radon and/or Gabor features, show some intriguing characteristics for big data. In this paper, we combined two ideas to achieve better results for Gabor-Radon barcodes by using the same features for SVM classification before their binarized form can be used for the final search. Testing with IRMA images, an improvement of state-of-the-art in Gabor-Radon barcodes for image retrieval is apparent.
Table 1. Classification accuracy (A), total retrieval error ($E_{\text{total}}$) and vector dimension (VD) for different number of Gabor filters and projections, $n_p$.

| Gabor Filter Bank | $n_p = 8$ | | $n_p = 16$ | | $n_p = 32$ |
|-------------------|-----------|-----------|-----------|-----------|-----------|-----------|
|                   | $E_{\text{total}}$ | $E_{\text{total}}$ | $E_{\text{total}}$ | | $A$ | $E_{\text{total}}$ | $A$ | $E_{\text{total}}$ | $A$ | $E_{\text{total}}$ | $A$ | $E_{\text{total}}$ |
| GBF(3,4,23,23)    | 59.31% | 294.74 | 57.41% | 283.26 | 57.29% | 284.19 | 768 |
| GBF(4,3,23,23)    | 59.55% | 265.67 | 59.67% | 268.43 | 59.37% | 267.65 | 768 |
| GBF(4.5,23,23)    | 58.21% | 273.66 | 61.44% | 251.65 | 61.88% | 248.03 | 1280 |
| GBF(5,4,23,23)    | 58.27% | 277.59 | 60.10% | 258.18 | 60.28% | 255.35 | 1280 |
| GBF(6,4,23,23)    | 57.29% | 275.85 | 60.22% | 257.95 | 59.79% | 260.78 | 1536 |
| GBF(6.4,23,23)    | 58.45% | 277.31 | 60.10% | 258.37 | 60.16% | 257.09 | 1536 |
| GBF(6.8,23,23)    | 52.96% | 301.98 | 54.61% | 291.15 | 54.42% | 290.67 | 3072 |
| GBF(8.6,23,23)    | 56.99% | 282.83 | 58.39% | 268.60 | 58.39% | 267.72 | 3072 |

Table 2. Comparing the IRMA errors. Highlighted results all use Gabor and/or Radon barcodes in some way. The proposed method, inspired by [9], [10] and [14], delivers the best result among this class of algorithms.

| Method | $E_{\text{total}}$ |
|--------|-------------------|
| Camlica et al. [11] | 146.50 |
| TAUbiomed [26] | 169.50 |
| Idiap [25] | 178.93 |
| FEITIS [25] | 242.46 |
| Proposed Method | 248.03 |
| VPA SabancIUniv [25] | 261.16 |
| SVM+RBC [13] | 294.83 |
| MediGIF [25] | 317.53 |
| GRIBC(5,16,23,23) [5] | 330.36 |
| RBC16 [10] | 470.57 |
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