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Abstract—Distributed storage systems (DSSs) provide a scalable solution for reliably storing massive amounts of data coming from various sources. Heterogeneity of these data sources often means different data classes (types) exist in a DSS, each needing a different level of quality of service (QoS). As a result, efficient data storage and retrieval processes that satisfy various QoS requirements are needed. This paper studies storage allocation, meaning how data of different classes must be spread over the set of storage nodes of a DSS. More specifically, assuming a probabilistic access to the storage nodes, we aim at maximizing the weighted sum of the probability of successful data recovery of data classes, when for each class a minimum QoS (probability of successful recovery) is guaranteed. Solving this optimization problem for a general setup is intractable. Thus, we find the optimal storage allocation when the data of each class is spread minimally over the storage nodes, i.e. minimal spreading allocation (MSA). Using upper bounds on the performance of the optimal storage allocation, we show that the optimal MSA allocation approaches the optimal performance in many practical cases. Computer simulations are also presented to better illustrate the results.

Index Terms—Distributed storage systems, storage allocation, minimal spreading allocation, multi-class.

I. INTRODUCTION

Distributed storage systems (DSSs) play a vital role in numerous innovative and cost-effective services by providing reliable anytime/anywhere access to immense amount of data. For this, different types of data are stored with redundancy over a networked set of storage nodes. That is, for storing a data chunk, the DSS server (controller) first encodes it over a networked set of storage nodes. That is, for storing a data chunk, the DSS server (controller) first encodes it over a networked set of storage nodes. If

When a request to download the data is submitted to the server, it tries to access all or a subset of the storage nodes in order to obtain pieces of the encoded data. If the server receives enough pieces of the encoded data, the original chunk can be successfully recovered to serve the download request. However, due to hardware/software failure or network congestion, the server may not receive enough pieces of the encoded data resulting in data recovery failure. To quantitatively account for these circumstances, the probability of successful data recovery by the server, denoted by \( P_s \), is commonly used in the literature [1]–[3].

The way that the server partitions and stores the coded data over the storage nodes is often referred to as storage or memory allocation [1], [2]. It is known that storage allocation affects different performance measures of a DSS such as \( P_s \) [2]–[7], service rate [8]–[10] as well as storage and repair cost [11]. Hence, several studies have been dedicated to improving the performance of DSSs via careful storage allocation. In this work, we focus on studying the effect of storage allocation on the successful data recovery, \( P_s \).

Finding the optimal storage allocation to maximize \( P_s \) is known to be a quite challenging problem and the optimal storage allocation for a general DSS setup has yet to be found [1]. Nevertheless, several studies have addressed maximum- \( P_s \) storage allocation for specific setups and under various assumptions. For instance, optimal quasi-uniform allocation for maximizing \( P_s \), where a fixed-size randomly chosen subset of storage nodes is accessed by the server, is studied in [2]. Also, two approximation algorithms are proposed in [3] to maximize \( P_s \) in a heterogeneous DSS where storage nodes have different reliabilities. Moreover, for a DSS with heterogeneous nodes in terms of storage capacity, an iterative algorithm has been proposed in [6] to find a \( k \)-guaranteed allocation. In another study [10], it is shown that considering the effect of successful data recovery on the service rate and assuming exponential waiting time at the storage nodes, the service rate is maximized through uncoded data replication over the storage nodes.

While the aforementioned studies have shed some light on the optimal storage allocation, they fall short of addressing a practical aspect of DSSs, that is the heterogeneity of the stored data. To be more specific, a DSS usually stores different classes (types) of data often coming from different sources [12]. We call such a DSS a multi-class DSS where each class requires its own level of quality of service (QoS). For instance, Amazon S3 allows its customers to choose from three storage classes offering different levels of durability, reliability, and availability [13]. While such asymmetric QoS requirements has to be taken into account in the storage allocation, to the best of our knowledge, it has not been considered in the previous studies. Note that in a multi-class DSS, storage allocation for different classes are intertwined due to the limit on the available storage space. This makes storage allocation for a multi-class DSS a more challenging problem compared

1An allocation is said to be \( k \)-guaranteed if the stored data can be recovered by accessing any arbitrary set of \( k \) storage nodes.
to the storage allocation for a single-class DSS.

In this paper, we study the problem of storage allocation for a multi-class DSS. More specifically, we consider storing $K$ classes of data over a DSS with $N$ storage nodes. To account for possible access failures (e.g., due to network congestion), we adopt the probabilistic access model [1] where each storage node fails to respond to the server’s access request with a given probability $q$. Assuming a storage budget $T_i$ for the $i^{th}$ class of data, we focus on maximizing the weighted sum of the probability of successful recovery of all data classes where weights reflect the QoS requirement of each class. Further, to guarantee a minimum viable service for each class, a constraint on the minimum probability of successful recovery for each class is introduced in the optimization problem.

The analytical solution of this optimization problem is, however, intractable even if there is only one class in the network, i.e. a single-class DSS. That said, we narrow down our attention to the optimal minimal spreading allocations (MSA) to maximize the considered weighted sum. It is worth mentioning that MSA is the optimal symmetric allocation for maximizing $P_s$ in some single-class DSS setups [1] motivating us to contemplate its performance for the considered multi-class DSSs. Furthermore, MSA is the optimal allocation in terms of maximizing the service rate in a single-class DSS with exponential waiting time at the users [10]. In addition, another study [8] shows that MSA minimizes the expected recovery delay when the storage budget is an integer.

Assuming MSA as the storage allocation, we first formulate finding optimal MSA to maximize the weighted sum of the probabilities of successful recovery as a non-linear integer optimization. Then, an iterative algorithm with time complexity $O(N)$ is presented to solve this optimization problem. Despite the optimality of this iterative solution, its linear complexity may become a challenge when applied to large-scale DSSs. To address this issue, we also present a suboptimal solution for the considered weighted-sum maximization problem. This suboptimal solution has a worst-case complexity of $O(K)$ and the resulting MSA either matches or slightly underperforms the optimal MSA. In the next step, the performance of the presented (sub)optimal MSA is compared with the upper bound on the weighted sum of the probabilities of successful recovery when no assumption on the format of the allocation policy is made. We analytically prove that optimal MSA achieves this upper bound for a significant range of $q$ meaning that MSA is indeed the optimal allocation in those ranges.

II. SYSTEM MODEL

In this section, we explain the data storage and server access model in the considered multi-class DSS.

A. Storage model

Here, we consider the storage of $K$ classes of data over a DSS. More specifically, $k$ data blocks from each of the $K$ classes of data are to be stored over a DSS with $N$ equal-capacity storage nodes. For clarity of presentation, let us assume that the storage capacity of each node is also $k$ blocks.

Later in Section [V] we explain how this assumption can be relaxed to apply our results to more general cases. The storage size for class $i \in K = \{1, 2, \ldots, K\}$ is limited by a storage budget $T_i$ which can reflect the QoS of class $i$.

To store the data of class $i \in K = \{1, 2, \ldots, K\}$, its $k$ blocks of data are first encoded by a suitable minimum distance separable (MDS) code [11] to form $n_i$ coded blocks such that $n_i \leq T_i$. Having these $n_i$ encoded data blocks, the server then spreads them over the $N$ storage nodes according to a storage allocation policy formally defined later in this section. That said, the server can retrieve the $k$ data blocks of class $i$ if it successfully receives at least $k$ out of the $n_i$ coded blocks from the storage nodes when a download request is submitted. A graphical illustration of the system model is presented in Fig. [I].

For simplicity of presentation, we normalize all storage capacities and data sizes with $k$. That is, the normalized capacity of each storage node $n$, denoted by $c_n$, is equal to one for $n \in \mathcal{N} = \{1, 2, \ldots, N\}$. Further, $0 \leq c_{i,n} \leq c_n = 1$ denotes the normalized number of encoded blocks from class $i$ that are stored over storage node $n$. With some abuse of notations, we keep using $n_i$ and $T_i$ for the normalized number of coded blocks and storage budget of class $i$. To ensure that the budget limits and nodes’ storage limits are not violated, we have $\sum_{n \in \mathcal{N}} c_{i,n} = n_i \leq T_i$ and $\sum_{i \in \mathcal{K}} c_{i,n} \leq c_n = 1$. In the following, we use a storage budget vector $T = (T_1, T_2, \ldots, T_N)$ refer to the storage budget of all classes.

Now that we have explained the storage model, we formally define the allocation policy.

Definition 1. A storage allocation policy elucidates the way the encoded blocks of the $K$ classes are stored over the $N$ nodes and is identified by a $K$-tuple $\mathcal{A} = \{(\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_K)\}$ where $\mathcal{A}_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,N})$ for all $i \in \mathcal{K}$.

Beside determining how coded data blocks are spread over the storage nodes, a storage allocation policy $\mathcal{A}$ also implicitly identifies the rate of the MDS codes for each data class.

B. Access model

We adopt a probabilistic access model [1] is adopted at the server. That is, the server tries to access all the storage nodes
when a request to download the data of a class, say class \( i \), is submitted. However, the server’s access attempt to a node may fail due to a hardware failure or congestion at the node. Hence, a probability of successful access \( p < 1 \) is considered. The server is able to recover the data of class \( i \) if \( \sum_{n \in r} x_{i,n} \geq 1 \) where \( r \) denotes the set of nodes which have been successfully accessed by the server. Hence, the probability of successful recovery of the class \( i \)’s data is

\[
P_{s,i} = \sum_{r \in N} p^{\lvert r \rvert} (1 - p)^{N - \lvert r \rvert} \left[ \sum_{n \in r} x_{i,n} \geq 1 \right].
\]

(1)

where \( I[G] \) is the indicator function meaning that \( I[G] = 1 \) if \( G \) is true, and \( I[G] = 0 \) otherwise.

Given an allocation policy \( A = (A_1, A_2, \ldots, A_K) \), the \( K \)-tuple \( p_\mathcal{S} = [P_{s,i}]_{i \in \mathcal{K}} \) is a feasible vector of probabilities of successful recovery if the data of the \( i \)-th class can be successfully recovered with probability \( P_{s,i} \). We find the following definition useful for our problem definitions in Section III.

**Definition 2.** The successful recovery region of a multi-class DSS, denoted by \( \Theta \), is defined as the union of all feasible vectors \( p_\mathcal{S} = [P_{s,i}]_{i \in \mathcal{K}} \) given a storage budgets vector \( T \).

### III. MOTIVATION AND PROBLEM DEFINITION

The effect of the storage allocation policy on the probability of successful data recovery has been investigated in several prior studies for single-class DSSs. To this end, optimal storage allocation policies that maximize the probability of successful recovery in single-class DSSs have been proposed for various setups. For more details, the interested reader is referred to [1]-[3].

Finding such optimal allocation policies, however, is more challenging for a multi-class DSS as the allocation policy of each class potentially affects the probability of successful recovery of other classes. Further, in a multi-class DSS, the allocation policy should reflect the reliability needs, measured by the probability of successful recovery, of each of the diverse data classes.

Here, to improve the overall performance of the system while taking into account different classes’ service requirements, we consider optimizing a weighted sum of \( P_{s,i} \)'s, where a higher weight is assigned to more important data classes. We aim at solving this optimization problem under the constraint that for any class \( i \), \( P_{s,i} \geq P_{\min} \), to ensure a minimum viable service for it. Denoting the weight of class \( i \) by \( \alpha_i > 0 \), the weighted sum maximization problem is formulated as:

\[
\begin{align*}
\text{maximize} \quad & \sum_{A} \langle \alpha, p_\mathcal{S} \rangle \\
\text{subject to} \quad & p_\mathcal{S} \in \Theta, \\
& P_{\min} \leq P_{s,i} \forall i \in \mathcal{K},
\end{align*}
\]

where \( \alpha = [\alpha_i]_{i \in \mathcal{K}} \) is a vector containing the weights associated with the classes and \( \langle \cdot, \cdot \rangle \) is the inner product of the vectors.

The difficulty of solving (P1) lies in finding \( \Theta \), otherwise the objective function and the constraint on minimum \( P_{s,i} \) are simple linear functions. An analytical description of \( \Theta \), however, is intractable due to the strong interdependency of the allocation policy of one class and the probability of successful recovery of other classes. The following example helps explaining such an interdependency for a simple DSS.

**Example 1.** Consider a DSS with \( N = 3 \) nodes where \( c_0 = 1 \), \( \forall n \in \mathcal{N} \) and \( T = (\frac{2}{3}, \frac{2}{3}) \). Table I shows four possible allocations for this setup alongside their corresponding probability of successful recovery. As seen from this table, if \( \alpha_1 \gg \alpha_2 \), then Case 1 and Case 4 are optimal for \( p \leq \frac{1}{2} \) and \( \frac{1}{2} < p \) respectively resulting in the maximum \( P_{s,1} \). On the other hand, for \( \alpha_1 < \alpha_2 \) or \( \alpha_1 = \alpha_2 \), only Case 1 results in the optimal solution of (P1).

\[
\text{TABLE I: DIFFERENT ALLOCATIONS AND THEIR CORRESPONDING PROBABILITY OF SUCCESSFUL RECOVERY.}
\]

| Allocation | \( P_{s,1} \) | \( P_{s,2} \) |
|-----------|--------|--------|
| Case 1: \( A_1 = (1, \frac{1}{3}, 0), A_2 = (0, \frac{1}{3}, 1) \) | \( p \) | \( p \) |
| Case 2: \( A_1 = (1, \frac{1}{3}, 0), A_2 = (0, \frac{1}{3}, 1) \) | \( p \) | \( p^2 \) |
| Case 3: \( A_1 = (\frac{2}{3}, \frac{1}{3}, \frac{1}{3}), A_2 = (\frac{1}{3}, \frac{2}{3}, \frac{1}{3}) \) | \( 2p^2 - p^3 \) | \( 2p^2 - p^3 \) |
| Case 4: \( A_1 = (\frac{2}{3}, \frac{1}{3}, \frac{1}{3}), A_2 = (\frac{1}{3}, \frac{2}{3}, \frac{1}{3}) \) | \( 3p^2 - 2p^3 \) | \( p^3 \) |

Since (P1) cannot be solved in a general setup, here we focus on a special, yet practically important, case of the storage allocation, called minimum spreading allocation (MSA), formally defined in the following.

**Definition 3.** In a minimal spreading allocation policy, for each class \( i \), we have

\[
\begin{align*}
1 & \quad \forall n \in \mathcal{V}_i \\
0 & \quad \text{otherwise}
\end{align*}
\]

where \( \mathcal{V}_i \subset \mathcal{N} \) is the set of nodes storing the data of class \( i \).

It has been shown that MSA is optimal in terms of expected recovery delay, average service rate and probability of successful recovery for several setups of single-class DSSs [1], [8], [10]. Moreover, by adopting an MSA policy, the data of each class could be stored through replication [11] removing the need for devising custom-tailored storage coding schemes. That said, we focus on finding the optimal MSA for the considered multi-class DSS in the rest of the paper.

From Definition 3 one can see that an MSA allocation is fully identified by \( |\mathcal{V}_i| \), denoted by \( x_i \) from now on, as \( x_{i,n} \) is either 0 or 1.

Notice that when \( \sum_{i=1}^{K} |\mathcal{V}_i| \leq N \), the MSA optimization has a trivial solution of \( x_i = |\mathcal{V}_i|, \forall i \in \mathcal{K} \). Hence, we only consider \( \sum_{i=1}^{K} |\mathcal{V}_i| > N \) in the sequel. Furthermore, \( P_{s,i} = 1 - q^x \) where \( q = 1 - p \). This is because the recovery of the class \( i \) data fails when all \( x_i \) nodes containing its data fail. Hence, finding the optimal MSA to maximize the weighted
sum can be formulated as the following minimization problem

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{K} \alpha_i q^x_i \\
\text{subject to} & \quad \sum_{i=1}^{K} x_i \leq N, \\
& \quad \sum_{i=1}^{K} \lceil T_i \rceil > N, \\
& \quad x_{i\text{\text{min}}}^\text{max} \leq x_i \leq \lceil T_i \rceil \quad \forall i \in K,
\end{align*}$$

(P2)

where \(x_i \in \mathbb{Z}^+\) and \(x_{i\text{\text{min}}}^\text{max} = \lceil \log_q(1 - P_{i\text{\text{min}}}^\text{max}) \rceil\). Note that in the above optimization problem, the first constraint makes sure that the total available storage capacity is not exceeded. Further, the minimum requirement on the probability of successful recovery and budget limit of each class is enforced through the last constraint.

Now, with a change of variable \(y_i = x_i - x_{i\text{\text{min}}}^\text{max}\), the optimization problem in (P2) is transformed into the following

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{K} \beta_i q^{y_i} \\
\text{subject to} & \quad \sum_{i=1}^{K} y_i \leq N', \\
& \quad \sum_{i=1}^{K} \lceil T_i' \rceil > N', \\
& \quad 0 \leq y_i \leq \lceil T_i' \rceil \quad \forall i \in K,
\end{align*}$$

(P3)

where \(\beta_i = \alpha_i q^{-x_{i\text{\text{min}}}^\text{max}}, N' = N - \sum_{i \in K} x_{i\text{\text{min}}}^\text{max}\) and \(T_i' = T_i - x_{i\text{\text{min}}}^\text{max}\).

Note that here, (P3) resembles (P2) \(x_{i\text{\text{min}}}^\text{max} = 0, \forall i \in K\). Hence, for the ease of notations and discussions, in the rest of this work, we focus on (P2) were all \(x_{i\text{\text{min}}}^\text{max}\)'s are set to zero. The optimization problem in (P2) is a non-linear integer optimization problem. In the following section, we present our main results on how the storage allocation problem in (P2) can be tackled.

IV. MAIN RESULTS

A. Exact solution of (P2)

The exact solution of (P2) can be found using an iterative approach where we assign the first storage units one at a time.

Imagine that we want to assign the first unit of storage. It is clear that, in order to minimize \(\sum_{i=1}^{K} \alpha_i q^x_i\), this unit must be assigned to the class with the largest \(\alpha_i\), let us call this class \(j\). Now, the storage allocation problem can be updated to one where the total storage budget is reduced to \(N - 1\) and class \(j\) already has one storage unit assigned to it. Hence, if the optimal solution for class \(j\) is \(x_j\) in the original problem, in the updated problem it is \(x_j - 1\). Also, note that class \(j\) contributes to \(\sum_{i=1}^{K} \alpha_i q^{x_i}\) as \((\alpha_j q)q^{x_j-1}\). Therefore, the updated problem is similar to the original with two minor differences: \(N\) is updated to \(N - 1\) and \(\alpha_j\) is updated \(\alpha_j q\). That is, the second unit of storage can now be assigned following similar steps. Repeating this approach, we can find the optimal solutions.

The only other thing that we have to be careful about is that we should not let any data class to violate its storage limit. For this, if a class reaches its limit, we set \(x_i\) for that class to \(\lceil T_i \rceil\), we remove this class form the problem and we continue. This recursive procedure is continued until all \(N\) storage units are assigned. The above procedure is presented as Algorithm 1.

The time complexity of this solution is \(O(N)\). This is because, we assign the available storage units one at a time. Hence, we end up repeating the assignment process \(N\) times. After every assignment, we need to perform one comparison to find the new largest weight. When \(N\) is large, this complexity order may not be acceptable. Hence, in the next section, we suggest another approach for solving (P2) that in many cases gives the optimal solution. If not, the solution is close to optimal. The complexity order of the new algorithm is \(O(K)\) which can be much smaller than \(O(N)\). Moreover, since in some cases the solution of the new approach is in closed form, the relation between system parameters and the optimal solution is better seen compared to the iterative approach presented above.

B. Low-complexity near-optimal solution of (P2)

The optimization problem (P2) can be directly solved if we remove the budget constraints for data classes (or equivalently \(T_i = N, \forall i \in K\)) and let \(x_i \in \mathbb{R}, \forall i \in K\). The following lemma gives the optimal solution of this relaxed version of (P2).

**Theorem 1.** Consider \(x_i \in \mathbb{R}, \forall i \in K\). Then, \(\forall i, x_i = N / K + 1 \times \sum_{i=1}^{K} \alpha_i q^{x_i} \prod_{i=1}^{K} q^{x_i} \prod_{i=1}^{K} \alpha_i\) minimizes \(\sum_{i=1}^{K} \alpha_i q^{x_i}\) subject to \(\sum_{i=1}^{K} x_i \leq N\).

**Proof:** Using geometric-mean arithmetic-mean inequality, we have

\[
\sum_{i=1}^{K} q^{x_i + \log_q \alpha_i} \geq K \prod_{i=1}^{K} q^{x_i + \log_q \alpha_i} = K q^{\sum_{i=1}^{K} x_i + \log_q \prod_{i=1}^{K} \alpha_i}
\]

(2)
Now, notice that the right-hand side of (2) is minimized when \( \sum_{i=1}^{K} x_i = N \). Moreover, arithmetic-mean achieves its lower bound when
\[
\forall i, j \in K, \quad q^{x_i + \log_q \alpha_i} = q^{x_j + \log_q \alpha_j} = q^{N + \log_q \prod_{i=1}^{K}, \alpha_i} = D
\]
where \( D \) is a constant. Solving (3) for \( x_i \) results in
\[
x_i = \frac{N}{K} + \frac{1}{K} \log_q \prod_{i=1}^{K} x_i \frac{\alpha_i}{\prod_{j=1}^{K}, \alpha_j}
\]

While Lemma 1 provides the optimal real-valued solutions for the relaxed version of (P2) with no individual budget constraints, the actual solutions of (P2) are non-negative integers in the range of the budget constraints of different data classes.

In the following we show that it is possible to use Lemma 1 as a baseline to form a low-complexity and near-optimal solution for (P2). The overview of our approach is that we use the unconstrained values obtained in Lemma 1 to partition the set of \( K \) data classes into three subsets. Based on the cardinality of these subsets, three different cases are identified.

In Case 1, we directly propose the optimal solutions of (P2). In Case 2, we provide an iterative approach with worst-case complexity order \( O(K) \) for solving (P2). In Case 3, we propose a sub-optimal solution of (P2), again with worst-case complexity \( O(K) \). Our numerical results in Section VI show that the performance of this solution is very close to the optimal solution of Section V-A. Since typically \( K \ll O \), the new algorithm is much more efficient than the optimal solution.

Based on the values of \( x_i = \frac{N}{K} + \frac{1}{K} \log_q \prod_{i=1}^{K} x_i \frac{\alpha_i}{\prod_{j=1}^{K}, \alpha_j} \), we partition the set of data classes \( K \) into three distinct subsets of \( K_1, K_2 \) and \( K_3 \) such that that \( K_1 = \{ i \mid x_i < 0, i \in K \} \), \( K_2 = \{ i \mid 0 \leq x_i < |T_i|, i \in K \} \) and \( K_3 = \{ i \mid x_i \geq |T_i|, i \in K \} \).

Now, three different cases are possible:
1) \( |K_1| = |K_3| = 0 \).
2) \( |K_1| = 0, |K_3| \neq 0 \).
3) \( |K_1| \neq 0 \).

We address these cases separately.

1) Case 1 \( (|K_1| = |K_3| = 0) \): In this case, all \( x_i \)'s obtained using Lemma 1 satisfy the budget constraints of their respective data classes. The only problem is that these \( x_i \)'s are not necessarily integers. In two steps, we find the optimal integer-valued solutions. First, using the following theorem we show that the optimal value in class \( i \) is either \( |x_i| \) or \( [x_i] \), where \( x_i \) is found from Lemma 1. Then, in another theorem, we identify which classes should use the ceiling and which classes the floor of their corresponding \( x_i \).

Theorem 2. For \( x_i \) resulted from Lemma 1 assume \( \exists i \in K, x_i \notin \mathbb{Z} \). Also, assume \( |K_1| = |K_3| = 0 \). Then, the optimal solution of problem (P2) in class \( i \) is either \( x_i^\text{opt} = |x_i| \) or \( [x_i] + 1 \), \( \forall i \in K \).

Proof: See Appendix A

Theorem 3. In Theorem 2 let \( x_i = |x_i| + e_i, \forall i \in K \). Without loss of generality, assume \( e_1 \geq e_2 \geq \ldots \geq e_K \), and \( N - \sum_{i=1}^{K} |x_i| = M \). Then, the optimal solution of problem (P2) can be obtained as
\[
\text{proof: see Appendix B}
\]

Simply put, Theorem 3 states that the \( M \) classes with the largest non-integer part must receive \( |x_i| \) and the other classes must receive \( [x_i] \) storage units. Notice that in this case, we directly derived the optimal solution of (P2).

2) Case 2 \( (|K_1| \neq 0, |K_3| \neq 0) \): Here, \( x_i > 0, \forall i \in K \), but data classes that belong to \( K_3 \) have \( x_i \)'s that are greater than their corresponding budget limit. The next Theorem gives the optimal solution of data classes in \( K_3 \).

Theorem 4. Assume \( |K_1| = 0 \). Then, the optimal solution of problem (P2) has the property \( x_i^\text{opt} = |T_i|, \forall i \in K_3 \).

Proof: By contradiction and following similar steps to the proof of Theorem 1 one can easily prove this theorem. A detailed proof is therefore omitted.

Using Theorem 4 we have the optimal solution of optimization problem (P2) for data classes in \( K_3 \). Now, we can repeat solving (P2) with the updated values \( K_{\text{new}} = K \setminus K_3 \) and \( N_{\text{new}} = N - \sum_{i \in K_3} |T_i| \).

The new optimization problem has fewer data classes and may end up being a problem identified by Case 1, 2 or even 3 (discussed below). Nonetheless, as the problem size is smaller, even in the worst-case, after a maximum of \( K \) rounds, (P2) is solved.

3) Case 3 \( (|K_1| \neq 0) \): Here, since \( K_1 \neq 0 \), there are some negative values among \( x_i \)'s resulted from Lemma 1. Moreover, we may have some values that go beyond the budget constraint of data classes (depending on the cardinality of \( K_3 \)). The complexity of this case is rooted in many different scenarios that can happen. To see this complexity, note that if we force \( x_i^\text{opt} = 0 \) for a class with \( x_i < 0 \) and update \( x_i \)'s from Lemma 1 some of the classes that used to be in \( K_3 \) may no longer be there. Likewise, if we force \( x_i = |T_i| \) for some of the members of \( K_3 \), the elements of \( K_1 \) will change. Also, the order that we choose to set \( x_i \)'s to zero or \( |T_i| \) affects the final solution and our study suggests that the optimal ordering (even if possible to identify) does not follow any easy procedure. Hence, to fulfill our main goal of having a low-complexity solution, we suggest the following approach, which later is numerically tested and gives great results.

After using Lemma 1 to find \( x_i \)'s, we let \( x_i^\text{opt} = 0, \forall i \in K_1 \). Now, we can repeat solving (P2) with the updated value \( K_{\text{new}} = K \setminus K_1 \). Again, note that the new problem has fewer classes, and that it may be a problem in any of the above three cases (most likely in Case 1). Therefore, in Case 3, similar to Case 2, the worst-case complexity is \( O(K) \).

Please note that in cases 1 and 2, we do not deviate from the actual optimal solutions, and only in Case 3 we may lose optimality. Moreover, Case 3 is a rare one because it needs some very low priority classes (classes with very small weight.
Algorithm 2

1: procedure \( (N, K, T, \alpha) \)
2: 
3: \[ \forall i \in K, x_i \leftarrow \frac{N}{K} + \frac{1}{K} \log_q \frac{T}{\alpha^i} \]
4: \[ K_1 \leftarrow \{ i \mid x_i < 0, i \in K \} \]
5: \[ K_2 \leftarrow \{ i \mid 0 \leq x_i < [T_i], i \in K \} \]
6: \[ K_3 \leftarrow \{ i \mid x_i \geq [T_i], i \in K \} \]
7: if \( |K_1| = 0 \) \& \( |K_3| = 0 \) then
8: \[ M \leftarrow N - \sum_{i \in K} x_i \]
9: \[ e_i \leftarrow x_i - [T_i] \]
10: For the \( M \) greatest values of \( e_i \)'s
11: \[ x_{i_{opt}} \leftarrow [x_i] + 1, \text{otherwise } x_{i_{opt}} \leftarrow [x_i] \]
12: Break
13: else if \( |K_1| = 0 \) \& \( |K_3| \neq 0 \) then
14: \[ x_{i_{opt}} \leftarrow [T_i], \forall i \in K_3 \]
15: \[ K \leftarrow K \setminus K_3 \]
16: \[ N \leftarrow N - \sum_{i \in K_3} [T_i] \]
17: else if \( |K_1| \neq 0 \) then
18: \[ x_{i_{opt}} \leftarrow 0, \forall i \in K_1 \]
19: \[ K \leftarrow K \setminus K_1 \]
20: end if
21: end while
22: end procedure

Compared to others, the Lemma \( \ref{lemma1} \) gives rise to negative \( x_i \)'s for them. Even if this is the case, assigning zero storage to those classes should not affect the overall performance much, as they had very small weights compared to others. Hence, we expect this procedure to perform well. This is indeed verified by our numerical results in Section \( \ref{results} \).

We have summarized the above approach to sub-optimally solve \( (P2) \) in Algorithm 2.

C. Bounding the performance

Now that \( (P2) \) is solved (optimally in Section \( \ref{optimal_solution} \) or sub-optimally in Section \( \ref{sub_optimal_solution} \)), it is interesting to study how much we lose by solving MSA instead of solving the general optimal storage allocation formulated in \( (P1) \). Consider the gap between the weighted sum of the probabilities of successful recovery of different classes for \( (P1) \) and \( (P2) \). A small gap indicates that instead of solving the highly complex \( (P1) \), one can resort to solving the much more efficient \( (P2) \) without much performance loss. In other words, a small gap suggests that MSA is close to optimal for our multi-class setup. Hence, we are interested to see when this gap is small.

As discussed in \( (P1) \) is too hard to be solved efficiently. Hence, we first find an upper bound on the performance of \( (P1) \). Clearly, the performance gap of MSA and \( (P1) \) is less than or equal to the performance gap between MSA and the upper bound of \( (P1) \). Also, wherever MSA performs close to this upper bound, we know that MSA is efficient, and there is no need to solve the highly complex \( (P1) \).

A trivial upper bound on the performance of \( (P2) \) is obtained by generalizing the results of \( \ref{proposition1} \) as

\[
\sum_{i \in K} \sum_{r=0}^{n} \alpha_i \min\left(\frac{e_i}{K}, 1\right) \left(\frac{N}{r}\right) p^r (1-p)^{(N-r)} \tag{4}
\]

As our numerical results show in Section \( \ref{results} \), the solution of \( (P2) \) gets very close to this upper bound in a wide range of access probability \( p \). This means MSA for multi-class DSS is an efficient solution for those regions.

In order to analytically identify the region of \( p \) where MSA is close to optimal, another simple comparison can be done. We compare the solution of \( (P2) \) with the ideal case where all classes are retrieved perfectly \( (P_{n,i} = 1, \forall i \in K) \), where we consider the case that there are no individual budget constraints on the data classes.

The following theorem identifies the range of access probability \( p \) where the performance gap between the optimal MSA and perfect recovery case (described above) is less than \( \epsilon \). This theorem is studied numerically in Section \( \ref{results} \).

Theorem 5. Assume \( T_i = N, \forall i \in K \), then the gap between the weighted sum of successful recovery probability of all data classes in optimal MSA and perfect recovery is less than \( \epsilon \) for

\[
p > 1 - \min\left\{ \left(\frac{K}{K^K \prod_{i=1}^{K} \alpha_i}\right)^{\frac{1}{K}}, \left(\frac{K^{-1} - \min_{1 \leq i \leq K} \alpha_i}{K^{K-1} \prod_{i=1}^{K} \alpha_i, j \neq \alpha_{min}}\right)^{\frac{1}{K-1}} \right\} \tag{5}
\]

where \( \alpha_{min} = \min_{1 \leq i \leq K} \alpha_i \).

Proof: See Appendix \( \ref{proof} \).

According to the proof of Theorem 5, in the proposed range of access probability \( p \), our heuristic algorithm gives the optimal MSA.

In the following, we present a generalization of the considered problem. Recall that we assumed that the normalized capacity of all storage nodes is equal to 1, i.e., \( c_n = 1, \forall n \in N, c_n = 1, \forall n \in N \). The next section discusses situations where \( c_n > 1 \) for some \( n \).

V. NODES WITH STORAGE CAPACITY LARGER THAN ONE

Previously we assumed \( c_n = 1 \) for all nodes. In other words, before normalizations, this is equivalent to say that each node...
can store the data of one class and that all nodes have the same capacity. Now, assume the storage capacity of nodes are different, also they can be greater than the size of data for one class. Normalizing these capacities with the data size of one class, node \(c_n\) can store \(c_n \geq 1\) unit(s) of data. Also, since our focus is on MSA, there is no point to consider non-integer \(c_n\)'s, hence \(\forall n \in \mathcal{N}\), \(c_n \in \mathbb{N}\).

To handle such situations, we can think of node \(n\) with capacity \(c_n > 1\) as a super-node which consists of \(c_n\) sub-storage nodes, each having unit capacity. This is depicted in Figure 2. This new model is very similar to what we studied earlier where all nodes had unit capacity. The difference is in the access model. Here, we can think of two practically important cases.

First, assume that the access to each sub-storage node is independent of all other sub-storage nodes, and the data collector successfully accesses each sub-storage node with probability \(p\). This can represent a practical scenario where different files are accessed in different times (e.g., requests are buffered at a storage node to be serviced later). In this case, the new model is equivalent to the MSA studied earlier and the optimal or efficient near-optimal solutions can be found using the previously discussed methods, by letting \(N_{\text{new}} = \sum_{n=1}^{N} c_n\).

The other interesting case is when all the sub-storage nodes in one super node are accessed simultaneously by the data collector. This access is successful with probability \(p\) and fails with probability \(1-p\) for all these sub-storage nodes. This for example can represent a situation when a hardware failure has affected a storage node (super-node). For MSA, allocating more than one sub-storage node of a super-node to a specific data class is pointless. Thus, the total number of sub-storage nodes allocated to data class \(i\) cannot be more than the number of super nodes, i.e., \(x_i \leq N\), \(\forall i \in \mathcal{K}\). Moreover, as data are being assigned to sub-storage nodes, some super-nodes may run out of capacity, putting an even harsher limit on the remaining data classes.

To handle this case, we first solve MSA by letting \(N_{\text{new}} = \sum_{n=1}^{N} c_n\) and \(T_{i\text{new}} = \min\{T_i, \lceil \mathcal{N} \rceil\}, \forall i \in \mathcal{K}\). Assume \(x^\text{opt}_m\) is the greatest among \(x^\text{opt}_i\)'s. Since we need to ensure that the total allocation given to class \(m\) is more than that of class \(j\) where \(j \in \mathcal{K} \setminus \{m\}\), we start by allocating \(x^\text{opt}_m \leq N\) sub-storage units from \(N\) different super-node. Since we do not want to fill super-nodes as long as possible, we start from the super-node with the largest capacity (super-node 1) and move on. After finishing allocation of \(x^\text{opt}_m\), we update the available super-nodes since some may have been already filled. Assume these filled super-nodes are denoted by \(\mathcal{N}_f\). We repeat solving MSA by letting \(N_{\text{new}} = \mathcal{N} \setminus \mathcal{N}_f\), \(\mathcal{K}_{\text{new}} = \mathcal{K} \setminus \{m\}\). Note that since we allocate one data class in each iteration, this algorithm is \(O(K(\sum_{n \in \mathcal{N}} c_n))\).

We have summarized the above procedure in Algorithm 3.

**VI. Simulation Results**

In this section, simulation results are presented to verify our analytical analysis under different DSS setups.

---

**Algorithm 3**

1. procedure \((\mathcal{N}, \mathcal{K}, T, \alpha, c'_n, s)\)
2. \[\text{while} \; K > 0 \] do
3. \(N \leftarrow \sum_{n \in \mathcal{N}} c_n\)
4. \(T_i \leftarrow \min\{T_i, \lceil \mathcal{N} \rceil\}, \forall i \in \mathcal{K}\)
5. \(x_i \leftarrow 0, \forall i \in \mathcal{K}\)
6. \[\text{while} \; N > 0 \] do
7. \(\alpha_j \leftarrow \max(\alpha)\)
8. \(x_j \leftarrow x_j + 1\)
9. \(\alpha_j \leftarrow q\alpha_j\)
10. \(N \leftarrow N - 1\)
11. \[\text{if} \; x_j \geq \lfloor T_j \rfloor \] then
12. \(\alpha \leftarrow (\alpha_1, \ldots, \alpha_{j-1}, \alpha_{j+1}, \ldots, \alpha_K)\)
13. end if
14. end while
15. \(x_m \leftarrow \max(x_i)'s\)
16. \(x^\text{opt}_m \leftarrow x_m\)
17. \(\mathcal{N} \leftarrow \mathcal{N} \setminus \mathcal{N}_f\)
18. \(\mathcal{K} \leftarrow \mathcal{K} \setminus \{m\}\)
19. end while
20. end procedure

---

Figure 3 presents the simulations results for a multi-class DSS where \(N = 20, T_1 = 20, T_2 = 8\) and \(T_3 = 4\). Further, the weights for each class are \(\alpha_1 = 8, \alpha_2 = 5, \alpha_3 = 1\). More specifically, the weighted sums of the probabilities of successful recovery of all data classes for the optimal MSA obtained using Algorithm 1 and the near-optimal MSA obtained using Algorithm 2 are compared with the upper bound of (4). As a benchmark, the weighted sum of the probabilities of successful recovery for a random MSA, averaged over 100 realizations, is also depicted in Figure 3. As we see, our proposed solution in Algorithm 2 matches the optimal solution of Algorithm 1 and is in fact optimal. In addition, both solutions significantly outperform random MSA and achieve the upper bound for \(p \geq 0.6\). This means that MSA is indeed the optimal allocation for \(p\).

To verify our results in Theorem 3 we present Figure 4 where three classes of data are stored over \(N = 15\) nodes. Here, it is assumed that \(T_1 = T_2 = T_3 = N\) and \(\alpha_1 = 6, \alpha_2 = 4, \alpha_1 = 1\). The results of this figure confirm that the gap between the optimal MSA and the actual optimal storage allocation for (P1) approaches 0 and satisfies (5).

Figure 5 depicts the results for a DSS with three classes of data where \(N = 25, T_1 = 8, T_2 = 15\) and \(T_3 = 23\). Further, \(\alpha_1 = 1, \alpha_1 = 5\) and \(\alpha_1 = 8\) and it is assumed that \(x^\text{min}_m = 1\) for \(i = 1, 2, 3\). Again, we observe that Algorithm 3's results match the one for Algorithm 1 verifying the (near) optimality of Algorithm 2. Further, both solutions outperform random MSA.

**VII. Conclusion**

In this paper, we studied a multi-class DSS where various classes of data, each with a different QoS requirement in terms of successful recovery probability, are to be stored...
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**Appendix A**

**Proof of Theorem 2**

Proof: Assume \( x_i = [x_i] + e_i, \forall i \in \mathcal{K} \) where \( 0 \leq e_i < 1 \). Without loss of generality, assume \( \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_K \) which implies that \( x_1 \geq x_2 \geq \cdots \geq x_K \) (otherwise by changing the \( x_i \)'s, one can decrease the objective function).

Now note that we have \( \sum_{i=1}^{K} x_i = N \) and \( q^{x_i+\log q \alpha_i} = D, \forall i \in \mathcal{K} \) where \( D \) is a constant and \( D \in \mathbb{R}^+ \).

Using contradiction, for the optimal MSA, assume \( \exists j \in \mathcal{K}, x_{j}^{opt} < [x_j] \), let \( x_{j}^{opt} = [x_{j}^{opt}] - h_j, h_j \geq 1 \) which indicates \( \exists i \neq j \in \mathcal{K}, x_i^{opt} > [x_i] \) (since \( \sum_{i=1}^{K} x_i^{opt} = N \)) and let \( x_i^{opt} = [x_i] + h_i, h_i \geq 1 \). Now, consider the new allocation as

\[
x_k' = \begin{cases} 
[x_i] + h_i - 1 & k = i \\
[x_j] - h_j + 1 & k = j \\
x_k^{opt} & k \neq i, j 
\end{cases}
\]

Notice that since we have \( \mathcal{K}_3 = \emptyset \), the allocation strategy \( x_k' \) is a feasible allocation. Now, we prove that the new allocation outperforms the former one. To this end, it is sufficient to only prove that

\[
q^{[x_i] + h_i + \log q \alpha_i} + q^{[x_j] - h_j + \log q \alpha_j} \\
\geq q^{[x_i] + h_i - 1 + \log q \alpha_i} + q^{[x_j] - h_j + 1 + \log q \alpha_j} \\
\iff Dq^{h_i - e_i} + Dq^{-h_j - e_j} \geq q^{h_i - e_i - 1} D + q^{-h_j - e_j + 1} D \\
\iff q^{-h_j - e_j}(1 - q)(1 - q^{h_i + h_j + e_i - e_j - 1}) \geq 0
\]
where:
(a) follows from the fact that $q^{x_i + \log_q \alpha_i} = D$, $\forall i \in K$.
(b) follows from the facts that $e_j - e_i > -1$ and $h_i + h_j \geq 2$.
Equation (6) contradicts the optimality of $x_i^{opt}$'s and shows that $x_i^{opt} \geq |x_i|$, $\forall i \in K$. Similarly, it can be shown that $\exists i \in K$, $x_i^{opt} > |x_i| + 1$.

**APPENDIX B

Proof of Theorem 2**

Proof: Note that since we have $K_3 = \emptyset$, $x_i^{possible} = |x_i| + 1$ is a feasible allocation for $\forall i \in K$. Using the proof of Theorem 2 and assuming $\exists i, j \in K$, $e_i \geq e_j$, it is sufficient to show that

$$
\alpha_i q^{x_i} + \alpha_j q^{x_j} \leq \alpha_i q^{x_i} + \alpha_j q^{x_j} + 1
$$

$$
\Leftrightarrow q^{x_i - e_i} + q^{x_j - e_j} \leq q^{x_i - e_i} + q^{x_j - e_j}
$$

$$
\Leftrightarrow (1 - q)(q^{x_i - e_i} - q^{x_j - e_j}) \leq 0
$$

where:
(a) follows from the fact that $q^{x_i + \log_q \alpha_i} = D$, $\forall i \in K$.
(b) follows from the fact that $e_i \geq e_j$.

which completes the proof.

**APPENDIX C

Proof of Theorem 3**

Proof: Using Theorem 1 one can easily show that $x_i^{opt} \geq 1$, $\forall i \in K$ if and only if $p \geq 1 - (\prod_{j=1, \alpha_j \neq \alpha_m} \alpha_j)^{N-1}$ . Now, assume $x_i^{opt} \geq 1$, $\forall i \in K$, for the performance gap between the perfect recovery (all data classes can be recovered with probability one) and optimal MSA we have

$$
\sum_{i=1}^{K} \alpha_i \sum_{i=1}^{K} \alpha_i (1 - q^{x_i^{opt} + \log_q \alpha_i}) = \sum_{i=1}^{K} q^{x_i^{opt} + \log_q \alpha_i} \geq K q^{N + \log_q \prod_{i=1}^{K} \alpha_i} \geq \epsilon
$$

the first inequality comes from the geometric mean arithmetic-mean inequality. Solving the last inequality for $p = 1 - q$ gives $p \leq 1 - (\prod_{i=1}^{K} \alpha_i)^{\frac{1}{K}}$ which further implies that the performance gap between the optimal MSA and perfect recovery is less than $\epsilon$ for $p > \max\{1 - (\frac{\epsilon^{K}}{K^{K} \prod_{i=1}^{K} \alpha_i}), 1 - (\frac{\prod_{j=1, \alpha_j \neq \alpha_m} \alpha_j}{\prod_{i=1}^{K} \alpha_i})^{N-1}\}$

and completes the proof.
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