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Abstract

We propose, via the Atiyah–Manton approximation, a framework for studying skyrmions on $\mathbb{R}^3$ using Atiyah–Drinfeld–Hitchin–Manin (ADHM) data for Yang–Mills instantons on $\mathbb{R}^4$. We provide a dictionary between important concepts in the Skyrme model and analogous ideas for ADHM data, and describe an efficient process for obtaining approximate Skyrme fields directly from ADHM data. We show that the approximation successfully describes all known skyrmions with charge $B \leq 8$, with energies reproduced within 2\% of the true minimisers. We also develop factorisation methods for studying clusters of instantons and skyrmions, generalising early work by Christ–Stanton–Weinberg, and describe some relatively large families of explicit ADHM data. These tools provide a unified framework for describing coalesced highly-symmetric configurations as well as skyrmion clusters, both of which are needed to study nuclear systems in the Skyrme model.
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1. Introduction

Instantons are topologically nontrivial solutions of pure Yang–Mills gauge theory on Euclidean $\mathbb{R}^4$. They are classified by a conserved integral charge which we denote by $B$, and for each $B$ there is an $8B$-dimensional moduli space of instantons, each with the same energy. All $8B$ moduli may be found via the Atiyah–Drinfeld–Hitchin–Manin (ADHM) construction [1], which reduces the self-dual Yang–Mills equations into a system of nonlinear algebraic equations. As such, instantons are one of the best understood and well-studied theories of topological solitons. Some time ago, Atiyah and Manton [2] showed that one could use instantons to approximate configurations in a less understood system: the Skyrme model.

The Skyrme model [3] is a nonlinear theory of pions which also allows for topological solitons. These are also characterised by a topological charge, which we also call $B$, and an energy-minimising configuration in the $B$-sector is called a $B$-skyrmion. Physically, skyrmions are identified with nuclei and the topological charge with the nucleon (baryon) number. Separated one-skyrmions have forces between them and can be oriented to attract one another; generally the one-skyrmions coalesce to form the $B$-skyrmion, a compact object often with high symmetry. Unlike instantons, there is usually a unique energy minimiser (up to isometries) and it costs energy to break skyrmions into smaller clusters, just as it costs energy to break large nuclei into smaller ones.

Witten showed [4] that the Skyrme model is an effective theory of QCD in the large $N_C$ limit. Soon after, Adkins–Nappi–Witten used the model to calculate properties of the nucleon, with reasonable agreement to experimental data [5]. They used a moduli space quantisation where only the zero modes of the skyrmion are allowed. Physically, the skyrmion can rotate and translate but not deform. Since deformations cost energy, this approximation is valid at low energies. Following this work, moduli space quantisation was implemented for larger nuclei [6, 7] but few authors have gone beyond this approximation. Moreover, the papers which try to take account of deformations do so in a variety of ways: using the rational map approximation (RMA) [8], modelling skyrmions as point particles [9], and restricting skyrmions to important one-dimensional paths from a larger space [10, 11]. This patchwork of methods has arisen because there is still no agreed unified approach for describing skyrmions as they deform and break into clusters. Techniques such as the RMA can describe the coalesced symmetric skyrmions while the product approximation can describe configurations which look like widely separated clusters. The only known approach which can describe both types of configurations, and how they are related, is the instanton approximation.

Atiyah and Manton suggested that instantons could be used to approximate skyrmions simply by noting that a Skyrmion field could be constructed easily from the gauge field of an instanton [2]. This is done by defining a Skyrmion field at each point in $\mathbb{R}^3$ by the holonomy taken along the complementary fourth dimension in $\mathbb{R}^4$. The construction can describe well-separated clusters, compact symmetric skyrmions, and what happens in between. Atiyah–Manton used this freedom to model the classical two-skyrmion configuration space [12], while Leese–Manton–Schroers built a restricted two-skyrmion space where they could model the deuteron as a quantum state on this space [13]. Others constructed known symmetric skyrmions from instantons for $B = 3, 4$ [14, 15], 7 [16], and 17 [17]. The approximation works well, reproducing skyrmion energies to an accuracy of 2%. Recently Sutcliffe demonstrated why the approximation works so well [18]. Inspired by the holographic model of Sakai–Sugimoto [19], Sutcliffe showed that the standard Skyrme model is the first term in an infinite series of Skyrme models coupled to towers of vector mesons. Recently, it was conjectured that the full moduli space of instantons can be understood as low energy modes of a skyrmion, provided at least one vector meson is included in the Skyrme theory [20].
Given that the instanton approximation works well, is more powerful than other common approximations, and has a solid theoretical basis, one may ask: why is it not used more widely? One reason is that there is no simple dictionary between instanton and skyrmion configurations. We hope to make this map more transparent using ADHM data. Another problem is the numerical difficulty in generating skyrmions from instantons. Naively one must solve an ODE, which depends on the gauge field of the instanton, at every point in space. Using ADHM data, calculating the gauge field is non-trivial and it can contain gauge singularities. We bypass both of these issues by generating the Skyrmion field using a finite-difference approximation to parallel transport, as recently developed in [21]. This reduces the problem of generating skyrmions from instantons to calculating the kernel of a linear operator, which one can do efficiently. We take advantage of this new technique to explore instanton-generated-skyrmions on larger spaces; this allows us to find, for example, the energy-minimising $B = 5, 6, \text{ and } 8$ skyrmions generated from instantons for the first time.

One obstacle to using instantons to model real nuclei, not addressed in this paper, is that the skyrmions decay polynomially, which occurs in theories with massless pions. In reality, pions have mass and the skyrmions should decay exponentially. There has been a suggestion to include the mass by considering the holonomy of instantons along circles (instead of lines) to approximate skyrmions in hyperbolic space, which in turn may approximate skyrmions in Euclidean space with massive pions [22]. However, this approach has not been well-tested, and furthermore, recent work relating calorons to skyrmions [21, 23] suggests that to do this consistently requires the inclusion of gauge fields—i.e. *gauged Skyrmion models*. Nevertheless, if this problem of including the pion mass in the instanton approximation can be overcome, we hope our results show that the instanton approximation can become the standard method for studying skyrmions in the future.

This paper is organised as follows. In section 2 we review the instanton approximation of skyrmions and the moduli space of ADHM data, discuss how to efficiently approximate skyrmions from ADHM data, and how to study symmetric solutions. In section 3 we lay out the theoretical framework and phenomenology for describing clusters of skyrmions via ADHM data. Sections 4 and 5 are dedicated to studying explicit examples of ADHM data. The former is a database of ADHM data corresponding to the minimal energy skyrmions of charge $1 \leq B \leq 8$, along with the energies of the energy-minimising instanton-generated-skyrmions. In the latter we construct a variety of ADHM data, including all charge $B$ tori, and large families which interpolate between well-separated clusters and highly-symmetric configurations. We conclude section 5 with a numerical calculation of a potential function on the $B = 4$ moduli space, showcasing the power of this tool for applications in nuclear physics. Some important results regarding symmetric ADHM data are stated in section 2.3.2, which we use throughout, however their proofs are rather technical. These, along with other prerequisite properties of ADHM data, are therefore given in appendix A.

### 2. Skyrmions and instantons

The Skyrme model consists of a single $SU(2)$-valued field $U : \mathbb{R}^3 \to SU(2)$ called the Skyrme field. Introducing the left-invariant $su(2)$-current $\mathcal{L} = U^{-1} dU \in \Omega^1(\mathbb{R}^3, su(2))$, we may express the static energy of a Skyrme field as

$$E[U] = -\int_{\mathbb{R}^3} tr \left( c_2 \mathcal{L} \wedge \ast_3 \mathcal{L} + c_4 (\mathcal{L} \wedge \mathcal{L}) \wedge \ast_3 (\mathcal{L} \wedge \mathcal{L}) \right)$$

$$= -\int_{\mathbb{R}^3} tr \left( c_2 \mathcal{L} \mathcal{L} + \frac{c_4}{2} [\mathcal{L}, \mathcal{L}] [\mathcal{L}, \mathcal{L}] \right) d^3 x,$$  \hspace{1cm} (2.1)
where \( c_2, c_4 > 0 \) are arbitrary constants which represent a choice of length and energy units. In this paper we use Skyrme units, and fix \( c_2 = \frac{1}{24\pi^2} \) and \( c_4 = \frac{1}{96\pi^2} \).

One imposes the boundary condition \( U \to \text{Id} \) as \( |\vec{x}| \to \infty \) on the Skyrme field, which means that \( U \) descends to a map \( \hat{U} : S^3 \to \text{SU}(2) \). Such maps are classified by the homotopy group \( \pi_3(\text{SU}(2)) = \mathbb{Z} \), with each classifying integer given by the degree of \( \hat{U} \). The degree of a Skyrme field is physically identified as the nucleon/baryon number, which we denote by \( B \). The baryon number may be calculated via an integral, namely

\[
B = \frac{1}{24\pi^2} \int_{\mathbb{R}^3} \text{tr} (\mathcal{L} \wedge \mathcal{L} \wedge \mathcal{L}).
\] (2.2)

We are also interested in instantons on \( \mathbb{R}^4 \). Instantons are the minima of the pure Yang–Mills energy on Euclidean \( \mathbb{R}^4 \). Explicitly, let \( A \) be an SU(2) gauge field on \( \mathbb{R}^4 \), with field strength (curvature) \( F = dA + A \wedge A \in \Omega^2(\mathbb{R}^4, \text{su}(2)) \). \( A \) is called an instanton if its curvature is anti-self-dual, that is

\[
\ast_4 F = - F,
\] (2.3)

and has finite energy. The Yang–Mills energy is given by

\[
E_{YM}[A] = - \int_{\mathbb{R}^4} \text{tr} (F \wedge \ast_4 F) = - \frac{1}{2} \int_{\mathbb{R}^4} \text{tr} (F_{\mu\nu} F_{\mu\nu}) d^4x.
\] (2.4)

By completing the square, one obtains

\[
E_{YM}[A] = - \frac{1}{2} \int_{\mathbb{R}^4} \text{tr} ((F + \ast_4 F) \wedge (F + \ast_4 F)) + \int_{\mathbb{R}^4} \text{tr} (F \wedge F)
\]

\[
\Rightarrow E_{YM} \geq 8\pi^2 |Q|,
\] (2.5)

where

\[
Q = \frac{1}{8\pi^2} \int \text{tr} (F \wedge F),
\] (2.6)

with equality if and only if \( F \) is anti-self-dual (2.3). For finite-energy configurations, the quantity (2.6) is a topological invariant. In fact, (2.6) is an integer \( -B \), where \( B \in \mathbb{Z} \) is called the instanton number in this context. This integer may be understood in a variety of ways, but the most invariant way is as follows. By conformal invariance of (2.3), one may impose a boundary condition where the gauge field extends smoothly to the conformal compactification \( \mathbb{R}^4 \cup \{ \infty \} = S^4 \); in fact finite-energy is equivalent to this condition [24]. One then identifies (2.6) as the second Chern number \( c_2(S^4) \) of the associated bundle over \( S^4 \). The instanton number may then be realised as the degree of a corresponding transition function between patches of the four-sphere, for instance \( g_{NS} : S^3 = U_3 \cap U_5 \to \text{SU}(2) \) between the northern and southern hemispheres; this is often referred to as the ‘gauge transformation at infinity’ in the physics literature.

2.1. The Atiyah–Manton construction

Many years ago, Atiyah and Manton proposed a relatively simple ansatz for a Skyrme field by using instantons on \( \mathbb{R}^4 \) [2]. In short, a Skyrme field is determined as the holonomy of an instanton along all lines in \( \mathbb{R}^4 \) parallel to a particular direction. Without loss of generality we can take this direction to be \( x_4 \), and to identify this clearly, we shall label this coordinate...
by \( h \). The holonomy \( U : \mathbb{R}^3 \to SU(2) \) is calculated explicitly by solving the parallel transport equation

\[
\partial_h H + A_h H = 0, \quad \lim_{h \to -\infty} H = \text{Id},
\]

(2.7)

where \( H : \mathbb{R}^3 \times \mathbb{R} \to SU(2) \), and then setting \( U(\vec{x}) = \lim_{h \to \infty} H(\vec{x}, h) \). The unique solution to the initial-value-problem (2.7) is given formally by the path-ordered exponential

\[
H(\vec{x}, h) = \mathcal{P} \exp \left( - \int_{-\infty}^{h} A_h(\vec{x}, z) dz \right),
\]

(2.8)

The holonomy \( U \) is a reasonable candidate for a Skyrme field; it respects the correct boundary conditions, namely \( U \to \text{Id} \) as \( |\vec{x}| \to \infty \), and furthermore, this construction is topological, with the baryon number \( B \) of the Skyrme field exactly equal to the instanton number \( B \), hence the identification in notation. We shall refer to a Skyrme field \( U \) generated from the holonomy of an instanton as an \textit{i-skyrmion} (instanton-generated-skyrmion). This approach has proven to provide a remarkably good approximation to skyrmions, with the energies of the i-skyrmions within 2\% of the energies of skyrmions obtained through direct numerical minimisation of (2.1).

2.2. Instanton moduli spaces and ADHM data

The group \( G \) of gauge transformations \( g : \mathbb{R}^4 \to SU(2) \) acts on instantons via

\[
A \mapsto gA g^{-1} - dgg^{-1}.
\]

(2.9)

The boundary conditions for instantons require fixing an isomorphism \( f : P_{\infty} \to SU(2) \) which identifies the fibre of a principal bundle \( P \to \mathbb{R}^4 \cup \{ \infty \} \cong S^4 \) with a fixed trivialisation at infinity; this identification is known as a framing (see e.g. [25]). The moduli space \( \mathcal{I}_B \) of framed \( B \)-instantons [26] consists of equivalence classes of pairs \((f, A)\), namely framings and instantons with instanton number \( B \). This may be viewed equivalently as the quotient \( \mathcal{I}_B = \mathcal{C}_B / G^0 \), where \( \mathcal{C}_B \) is the space of all (possibly gauge-equivalent) \( B \)-instantons, and

\[
G^0 = \{ g : \mathbb{R}^4 \to SU(2) : g \to \text{Id} \text{ as } |x| \to \infty \}
\]

(2.10)

is the gauge group of framed gauge transformations. Physically, those gauge transformations which are not identity at infinity (and therefore act non-trivially on the framing) account for a change in the global gauge orientation of the instanton. It is important to include these additional modes in order to have a full description of the moduli spaces. The moduli spaces \( \mathcal{I}_B \) are \( 8B \)-dimensional manifolds with various nice structures, for example they always admit a hyperkähler metric.

2.2.1. ADHM data and transform. The moduli spaces \( \mathcal{I}_B \) are parameterised fully by a moduli space of maps on Hermitian vector bundles [1, 27]. However, the most convenient description packages these into a moduli space of matrices called ADHM data, as described in [28, 29]. This consists of a pair \((L, M)\) where \( L \) is a length \( B \) row vector of quaternions\(^4\), and \( M \) is a symmetric \( B \times B \) matrix of quaternions. The ADHM data is required to satisfy two main consistency conditions:

\(^4\)We define the quaternions \( \mathbb{H} \) as the vector space \( \mathbb{R}^4 \) with basis \( \{i, j, k, 1\} \) endowed with the multiplication \( i^2 = j^2 = k^2 = ij = k = -1 \), with multiplicative unit \( 1 \). We denote by \( \mathbb{R} (\mathbb{H}) = sp_{\mathbb{R}}{\{1\}} \) and \( \mathbb{H} (\mathbb{H}) = sp_{\mathbb{H}}{\{i, j, k\}} \) the real and imaginary quaternions respectively.
The reality condition:
\[ \mathcal{J}(L^\dagger L + M^\dagger M) = 0, \tag{2.11} \]
where \( \mathcal{J} \) denotes the quaternionic imaginary part, and \( \dagger \) denotes matrix transposition composed with the quaternionic conjugation \( x \mapsto \overline{x} \), namely \( \mathcal{J}(x) \mapsto -\overline{x} \).

(b) The irreducibility condition: for all \( x = x_1 i + x_2 j + x_3 k + x_4 1 \in \mathbb{H} \),
\[ \det(\Delta_1^\dagger \Delta_0) \neq 0, \tag{2.12} \]
where
\[ \Delta_x = \begin{pmatrix} L \\ M \end{pmatrix} - x \begin{pmatrix} 0 \\ 1_B \end{pmatrix}. \tag{2.13} \]

The first condition is the most important for guaranteeing anti-self-duality (2.3). The second condition is less important, playing the role of removing singularities, along with ensuring the ADHM data is not inefficiently describing an instanton of lower charge.

The orthogonal group \( O(\mathcal{B}) \) acts naturally on the set of all ADHM data via
\[ O \cdot (L, M) = (LO^{-1}, OMO^{-1}), \quad O \in O(\mathcal{B}). \tag{2.14} \]

The moduli space \( \mathcal{A}_B \) of rank \( B \) ADHM data is the space of all solutions \((L, M)\) to (2.11) and (2.12) modulo the action (2.14).

The ADHM transform, namely the process to obtain an instanton from given ADHM data \((L, M)\), is a simple construction. For each \( x \in \mathbb{H} \) one chooses a length \( B + 1 \) column vector \( \Psi_x \) of quaternions satisfying
\[ \Delta_x^\dagger \Psi_x = 0, \quad \Psi_x^\dagger \Psi_x = 1, \tag{2.15} \]
where \( \Delta_x \) is the matrix operator defined in (2.13). Using these \( \Psi_x \), one then defines a gauge field \( A = A_\mu dx^\mu \) on \( \mathbb{R}^4 \) pointwise as
\[ A_\mu(x) = \Psi_x^\dagger \partial_\mu \Psi_x. \tag{2.16} \]

By identifying \( i = \tau^1, j = \tau^2, k = \tau^3, \) and \( 1 = 1_2 \), where \( \tau^i = -i\sigma^i \) are the \( su(2) \) spin matrices, (2.16) is found to be an \( su(2) \)-valued one-form at \( x = (x_1, x_2, x_3, x_4) \in \mathbb{R}^4 \). Due to the constraints (2.11) and (2.12), the resulting one-form is a gauge field for an instanton with instanton number \( B \), and every element of the moduli space \( \mathcal{I}_B \) arises uniquely in this way [1, 30].

One subtle point is as follows. To ensure that the resulting instanton is framed, we need to carefully consider the behaviour as \( |x| \to \infty \). From (2.13), we see that for \( |x| \) large the ADHM equation (2.15) is well-approximated by the limiting equation
\[ \begin{pmatrix} 0 & -\tau(1_B) \end{pmatrix} \Psi_x = 0, \quad \Psi_x^\dagger \Psi_x = 1. \tag{2.17} \]
A framing is defined by a fixed choice of solution to (2.17), and in this paper we make the canonical choice
\[ \Psi_\infty = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}. \tag{2.18} \]
Finally, it is a straightforward exercise in parameter counting to verify that the moduli space \( A_B \) of ADHM data has real dimension \( 8B \).

### 2.2.2. Approximating skyrmions with ADHM data.

In order to make meaningful comparisons with the Skyrme model, we should calculate \( i \)-skyrmions and their energies. In principle, given the ADHM data for an instanton, one can perform the ADHM transform to obtain an explicit expression for the gauge field, from which one may solve the parallel transport equation (2.7) and obtain the associated Skyrme field. However, many of these steps, especially the latter which requires solving a differential equation, are analytically impractical, and so it is reasonable to settle for numerical approximations for the Skyrme field, its energy, etc.

Constructing the instanton explicitly and solving the equation (2.7) is computationally expensive, and can also be tricky to implement due to the possible appearance of gauge-singularities in the gauge field. We can bypass this completely by using a finite-difference approach analogous to one used recently in the context of constructing gauged skyrmions from caloron Nahm data [21]. The approach rests on the fact that the linear map determined by the expression for the gauge field, from which one may solve the parallel transport equation (2.7) the ADHM data for an instanton, one can perform the ADHM transform to obtain an explicit approach analogous to one used recently in the context of constructing gauged skyrmions from caloron Nahm data [21]. The approach rests on the fact that the linear map determined by the expression (2.22) is more explicit when expanded out in terms of the \( \Psi \).

The ADHM transform. At each point \( x \) of ADHM data, the gauge field (2.16) is an expression in this basis for the connection on \( E \) the trivial rank 2 sub-bundle \( E \) of the trivial rank 2 bundle \( V = \mathbb{R}^4 \times \mathbb{C}^{2B+2} \) over \( \mathbb{R}^4 \). Viewed in this way, the gauge field (2.16) is an expression in this basis for the connection on \( E \) induced by the trivial connection on \( V \), and the matrix (2.19) describes orthogonal projection between fibres \( E_x \to E_{x+\delta x} \).

More explicitly, let \( v : \mathbb{R}^4 \to \mathbb{C}^2 \) be such that \( v(x+\delta x) = \Omega_{x,\delta x} v(x) \) for all \( x, \delta x \in \mathbb{R}^4 \). Then

\[
\delta x_\mu \partial_\mu v(x) = v(x+\delta x) - v(x) = (\Omega_{x,\delta x} - \text{Id}) v(x) = (\Psi_{x,\delta x} - \Psi) \Psi v(x). \tag{2.20}
\]

We also have

\[
(\Psi_{x,\delta x} - \Psi) \Psi v(x) \approx \delta x_\mu \partial_\mu (\Psi_{x,\delta x} \Psi) v(x) = -\delta x_\mu A_\mu v(x). \tag{2.21}
\]

In each case, the final equality follows from the orthonormality condition \( \Psi_x^\dagger \Psi_x = 1 \).

To compute the approximate holonomy from these operators practically, first we map the real line \( \mathbb{R} \) bijectively to the finite interval \( (0, \pi) \) via the reparameterisation \( h \to \tau \), where \( h = \text{tan}(\tau - \frac{\pi}{4}) \) [14]. Then discretising the interval as \( \delta \tau / 2 = \tau_0 < \tau_1 < \cdots < \tau_n = \pi - \delta \tau / 2 \), we approximate the holonomy via

\[
U(\vec{x}) \approx \Omega_{n}(\tau_n, \tau_{n-1}) \Omega_{n-1}(\tau_{n-1}, \tau_{n-2}) \cdots \Omega_1(\tau_1, \tau_0), \tag{2.22}
\]

where \( \Omega_j(s_2, s_1) := \Omega_{\delta x_{\mu}(s_2 - s_1)} \), with the approximation improving as \( \delta \tau \to 0 \). Note that the expression (2.22) is more explicit when expanded out in terms of the \( \Psi \), as

\[
... \]
\[ U(\vec{x}) \approx \Psi_{(\vec{x};T_\alpha)}^1 \Psi_{(\vec{x};T_{n-1})}^1 \Psi_{(\vec{x};T_{n-2})}^1 \cdots \Psi_{(\vec{x};T_1)}^1 \Psi_{(\vec{x};T_0)}^1 \]

(2.23)

where \( P_j \equiv \Psi_{(\vec{x};T_j)}^1 \) is the projector. In particular, this shows that \( U \) is insensitive to choices of gauge for \( T_0 < \tau < T_n \) as the projectors are invariant under the unitary transformations \( \Psi_x \mapsto \Psi_{x,g(\tau)^{-1}} \). The values at \( T_0 \) and \( T_n \) are dictated by the behaviour at \( h = \pm \infty \), namely the framing, and this is fixed by the choice (2.18). Thus \( U \) is invariant under the action of the gauge group \( G^\mu \).

A caveat to this approach is that the operator on the right-hand side of (2.22) is only approximately unitary. This may be remedied without affecting its properties by making the replacement \( U \mapsto U(U^\dagger U)^{-\frac{1}{2}} \).

In practice, we also calculate \( \Psi_x \) numerically. To do this we follow [14] by using the ansatz for a non-normalised vector

\[ \tilde{\Psi}_x = \Psi_\infty - \Delta_x \phi(x), \]  

(2.24)

with \( \Psi_\infty \) defined in (2.18). Substituting this into (2.15) gives the linear equation

\[ \Delta_x^i \Delta_x \phi(x) = L^i, \]  

(2.25)

which can be solved uniquely for the vector \( \phi(x) \) since, by (2.11) and (2.12), \( \Delta_x^i \Delta_x \) is real and invertible. A normalised vector is then found by dividing \( \tilde{\Psi}_x \) by the square root of \( \tilde{\Psi}_x^i \tilde{\Psi}_x \). This method avoids having to deal directly with quaternionic algebra. By finding \( \Psi_{(\vec{x};T_j)}^1 \) at each \( T_j \), we can generate an approximation for the Skyrme field \( U(\vec{x}) \) using (2.23). The \( i \)-skyrmions have polynomially decaying tails, which must be considered in the numerical scheme. We are able to capture their contribution accurately by mapping \( \mathbb{R}^3 \) bijectively to \([-1, 1]^3 \) via \( x_i \mapsto y_i \) where \( x_i = \beta y_i / (1 - y_i^2) \) with constant \( \beta \in [1, 2] \), and find \( U(y) \) on a \( 100 \times 100 \times 100 \) lattice spaced evenly on \([-1, 1]^3 \). We then calculate the energy (2.1). All derivatives were calculated using central fourth-order finite-difference operators.

To summarise, our numerical scheme reduces the Atiyah–Manton construction to the repeated calculation of a kernel: a simple numerical problem which can be performed with extreme efficiency.

### 2.3. Symmetries

The Skyrme energy (2.1) is invariant under rotations and translations in \( \mathbb{R}^3 \), namely

\[ U(\vec{x}) \mapsto U(R\vec{x}), \quad \text{and} \quad U(\vec{x}) \mapsto U(\vec{x} + \vec{a}), \]  

(2.26)

for \( R \in \text{SO}(3) \) and \( \vec{a} \in \mathbb{R}^3 \). It also has the \( \text{SO}(4) \) chiral symmetry of \( S^3 \equiv \text{SU}(2) \), given by

\[ U \mapsto q_1 U q_2^{-1}, \quad \text{where} \quad (q_1, q_2) \in (\text{SU}(2) \times \text{SU}(2))/\{\pm \text{Id}\}. \]  

However, the boundary condition \( U \mapsto \text{Id} \) is only preserved by the diagonal subgroup, corresponding to the \( \text{SO}(3) \) isospin symmetry, namely

\[ U \mapsto p U p^{-1}, \quad \text{where} \quad p \in \text{SU}(2)/\{\pm \text{Id}\} \equiv \text{SO}(3). \]  

(2.27)

Finally, the energy, and boundary conditions are invariant under the parity reversing transformation

\[ U(\vec{x}) \mapsto U(-\vec{x})^{-1}, \]  

(2.28)
resulting in a full symmetry group $\mathbb{E}(3) \times \text{SO}(3)$ consisting of translations, rotations, reflections, and isorotations.

In contrast, Yang–Mills theory on $\mathbb{R}^4$ has a lot more symmetries. The anti-self-duality equations (2.3) (and hence the energy (2.4)) are invariant under all orientation-preserving conformal transformations $\phi : \mathbb{R}^4 \to \mathbb{R}^4$, via the pullback $A \mapsto \phi^* A$. In particular, the energy (2.4) is scale-invariant, a property which is not shared by the Skyrme energy (2.1). Finally, (2.3) and (2.4) are $\mathcal{G}$-invariant, and therefore there is an action of the residual symmetry group

$$\mathcal{G}/\mathcal{G}^0 \simeq \text{SU}(2)$$

(2.29)
on the moduli space $\mathcal{L}_B$, corresponding to a change in the choice of framing $\mathcal{f}$.

The $\mathbb{E}(3) \times \text{SO}(3)$ symmetry group of the Skyrme model is recovered in the Atiyah–Manton construction as a subgroup of the symmetry group acting on instantons. The rotations and translations are those which fix the holographic direction (in our case, the $h := x_4$-axis), the parity reversing transformation arises from the element in $\text{SO}(4)$ acting on $\mathbb{R}^4$ via $x \mapsto -x$, and finally the isorotations correspond to the global change in gauge orientation, whose universal cover is the residual group (2.29).

2.3.1. Actions on ADHM data. It is possible to describe the action of the full orientation-preserving conformal symmetry group of instantons on ADHM data. However, since we are ultimately only interested in the interpretation of ADHM data in terms of the Skyrme model, we shall mostly only consider the $\mathbb{E}(3) \times \text{SO}(3)$ symmetry group. It will be important to keep track of the instanton scale and position, so we shall also describe dilations and translations in $\mathbb{R}^4$.

To remain consistent with the language used in the Skyrme model, we shall refer to changes in gauge orientation of instantons as ‘isorotations’. The actions of interest are summarised in table 1. Understanding how these actions on ADHM data are equivalent to the actions on instantons amounts to straightforward manipulation of the ADHM transform, details of which may be found in [16, 31, 32].

The notation in table 1 may be understood as follows. Firstly, we have identified $a \in \mathbb{R}^4$ by $a = a_1 i + a_2 j + a_3 k + a_4 1 \in \mathbb{H}$. Secondly a rotation $R(\vec{n}, \theta)$ of angle $\theta$ around a fixed unit axis $\vec{n} \in S^2 \subset \mathbb{R}^3$ is represented by a unit quaternion

$$q(\vec{n}, \theta) = 1 \cos \frac{\theta}{2} + (n_1 i + n_2 j + n_3 k) \sin \frac{\theta}{2},$$

(2.30)
corresponding to a choice of preimage of $R(q)$ in the double cover $\text{SU}(2) \to \text{SO}(3)$. Finally, we think of the isorotations, analogously to the rotations, as unit quaternions $p = p(\vec{n}, \theta)$, defined by a fixed unit axis $\vec{n}$ and angle of rotation $\theta$. It is clear here that the rotations and isorotations only correspond to an action of $\text{SU}(2)/\pm 1 \cong \text{SO}(3)$ since in each case the action of $q, p = -1$ is the same as the gauge transformation (2.14) given by $O = -1_B$. 
2.3.2. Symmetric ADHM data and skyrmions. For a given subgroup $K$ of the group of isometries of $I_B$, an instanton is said to be $K$-symmetric if its gauge-equivalence class is invariant under the action of $K$, that is, for all $h \in K$, there exists $g \in G$ such that $h \cdot A = gA g^{-1} - dgg^{-1}$. We can cast a similar definition for ADHM data [16, 31, 32], although here we are only interested in symmetries which could correspond to symmetries of skyrmions.

We say that ADHM data $(L, M) \in k_B$ is invariant under a rotation–isorotation pair $(q(\vec{n}_1, \theta_1), p(\vec{n}_2, \theta_2)) \in SU(2) \times SU(2)$ if there exists a compensating gauge transformation \((\text{c.g.t.}) O \in O(B)\) such that

$$L = p(\vec{n}_2, \theta_2) L q(\vec{n}_1, \theta_1)^{-1} O^{-1}, \quad M = O q(\vec{n}_1, \theta_1) M q(\vec{n}_1, \theta_1)^{-1} O^{-1}. \quad (2.31)$$

We may also include inversion symmetries by writing a minus-sign on the right-hand sides of (2.31). For any group $\mathcal{R} \subset O(3) \times SU(2)$ of rotations, reflections, and isorotations, we say $(L, M)$ is $\mathcal{R}$-invariant (or $\mathcal{R}$-symmetric) if there is a compensating gauge transformation for every element $(\mathcal{R}, p)$ of $\mathcal{R}$.

Any Skyrmie field $U$ generated from ADHM data satisfying (2.31) will satisfy the invariance condition

$$U(\vec{x}) = pU(R \vec{x}) p^{-1}, \quad (2.32)$$

where $R \in SO(3)$ is the rotation corresponding to $q$. The same holds for ADHM data and skyrmions with inversion symmetries. In this way, there is a direct correspondence between symmetries of skyrmions and ADHM data.

Before we move on, we shall state and discuss some important results regarding invariant ADHM data. We shall use these throughout, and the proofs may be found in appendix A.

**Lemma 1.** ADHM data is irreducible with respect to isorotations and gauge transformations, i.e. for all $(L, M) \in k_B$,

$$(L, M) = (\omega L \Omega^{-1}, \Omega M \Omega^{-1}) \quad \iff \quad (\omega, \Omega) = (1, 1_B). \quad (2.33)$$

**Lemma 2.** Let $G \subset SU(2)$ be the binary group of some subgroup $\tilde{G} \subset SO(3)$, $p : G \to SU(2)$ be a representation of $G$ with sign $\varepsilon$, and let $\mathcal{R} = \{(q, p(q)) : q \in G\}$. Let $(L, M) \in k_B$ be $\mathcal{R}$-invariant. Then the assignment $q \mapsto O_q \in O(B)$ for the compensating gauge transformations is a $B$-dimensional real representation of $G$ with sign $-\varepsilon$.

Note that the correspondence between ADHM and skyrmion symmetries does not care about the compensating gauge transformations, and this is because they depend on a choice of gauge. Indeed, if $L' = L \Omega^{-1}$ and $M' = M \Omega^{-1}$ for some $\Omega \in O(B)$, and $(L, M)$ satisfies (2.31), then it is straightforward to see that $(L', M')$ satisfies (2.31) with compensating gauge transformation $O' = \Omega O \Omega^{-1}$. In this way, if the set of compensating gauge transformations form a representation of some subgroup $G \subset SU(2)$, then equivalence of representations implies gauge-equivalence of ADHM data.

The understanding in terms of representations as in lemma 2 is useful for classifying which symmetries of ADHM data are possible, and for explicitly calculating the invariant data [16, 32]. To see why, note that the condition (2.31) for all $q \in G$ may be interpreted as saying

$^5$ Every such representation $p : G \to SU(2)$ satisfies $p(-1) = \pm 1 = \varepsilon$, and this is known as the sign.
that \( L \in \text{Hom}_G(V \otimes H, W) \) and \( M \in \text{Hom}_G(V \otimes H, H \otimes V) \), where \( V \) and \( W \) are the representations of \( G \) corresponding to \( O \) and \( p \) respectively, and \( H \) is the defining quaternionic representation of \( G \subset SU(2) \). Since every subgroup \( G \subset SU(2) \) is compact, every real representation \( V \) may be decomposed as a direct sum \( V = V_1 \oplus \cdots \oplus V_n \) of irreducible representations \( V_i \) of \( G \). Therefore, by splitting \( L \) and \( M \) into blocks \( L_i \) and \( M_{ij} \) corresponding to the dimensions of the \( V_i \), the invariance condition decomposes to:

- \( L_i \) is in a trivial subrep of \( V_i \otimes W \otimes H \);
- \( M_{ij} \) is in a trivial subrep of \( V_i \otimes V_j \otimes H \otimes H \).

These tensor products may in turn be decomposed as direct sums of irreps. If there is no trivial subrep, then that block is identically zero. Otherwise, the invariant data may be calculated by hand in the chosen gauge. Note that there is also the further requirement that \( M \) is a symmetric matrix, but this can also be imposed by hand. One only needs to consider all pairs \( (V_i, V_j) \) for \( i \leq j \) since \( M_{ji} = M_{ij}^t \) due to the c.g.t.s being orthogonal matrices. We shall use these ideas regularly without comment, however an example of how it works in practice is detailed later in section 5.1, where we calculate the ADHM data for charge \( B \) toroidally-symmetric solutions.

Everything outlined above may be applied similarly when considering inversion symmetries, but with some minor adjustments. Since every subgroup \( K \) of \( O(3) \) which does not contain \(-I_3\) is isomorphic to a subgroup \( K' \subset SO(3) \), one considers instead the binary group \( G = 2K' \) in the above. The invariance conditions are replaced by asking for \( L_i \) in a trivial subrep of \( V_i \otimes W \otimes H' \) and \( M_{ij} \) in a trivial subrep of \( V_i \otimes V_j \otimes H' \otimes H \), where \( H' = A \otimes H \), with \( A \) corresponding to the alternating representation of \( G \), namely the assignment \( \kappa \mapsto \det \kappa \), with \( \kappa \in K \subset O(3) \).

3. Decomposing ADHM data

In the Skyrme model, it is easy to approximate a set of well-separated skyrmions \( U_1, \ldots, U_n \) by a product ansatz

\[
U = U_1 \ldots U_n.
\]  

(3.1)

Each skyrmion \( U_i \) has freedom to be rotated, isorotated, and translated, namely by writing \( U_i = p_i U_i(R_i \vec{x} - \vec{a}_i)p_i^{-1} \), and this approximation is good at describing \( n \) such widely separated skyrmions. It is therefore natural to ask how to describe these configurations using ADHM data, and in this section we shall discuss such a framework. As we shall see in section 5, an advantage of this framework, in contrast to the product ansatz, is that one may describe both well-separated clusters and central configurations, where the separation is small, within one unified picture.

3.1. Well-separated clusters

In [28], Christ, Stanton, and Weinberg give a formalism which describes \( B \) well-separated one-instantons. Specifically, one looks for a gauge in which ADHM data \( (L, M) \in \mathfrak{a}_B \) takes the form
\[ L = \begin{pmatrix} \lambda_1 \omega_1 & \lambda_2 \omega_2 & \ldots & \lambda_B \omega_B \end{pmatrix} \]

\[ M = \begin{pmatrix} 0 & \sigma_{12} & \ldots & \sigma_{1B} \\ \sigma_{12} & 0 & \ldots & \cdot \\ \vdots & \ddots & \ddots & \cdot \\ \sigma_{1B} & \ldots & \sigma_{(B-1)B} & 0 \end{pmatrix} + \text{diag}\{r_1, r_2, \ldots, r_B\}, \tag{3.2} \]

where \( \lambda_i > 0, \omega_i \in SU(2) \), and \( r_i \in \mathbb{H} \) are interpreted as scales, orientations, and positions respectively, and \( \sigma_{ij} \) are fixed by the reality condition. For this picture to describe well-separated instantons, one requires the scales \( \lambda_i \) to be small compared to the ‘separations’ \( |r_i - r_j| \). Formally, one lets the diagonal elements \( r_i \) be fixed, distinct quaternions for all \( i \), chooses \( 0 < \epsilon \ll 1 \), and writes \( \lambda_i = \epsilon \kappa_i \) for all \( i \). Considering the limit \( \epsilon \to 0 \), one may show [28] that the reality condition may be solved approximately (up to order \( \epsilon^2 \)) by

\[ \sigma_{ij} \sim \frac{\lambda_i \lambda_j}{2} \frac{r_j - r_i}{|r_j - r_i|^2} (\overline{\omega_j} \overline{\omega_i} - \overline{\omega_i} \overline{\omega_j}) + O(\epsilon^4). \tag{3.3} \]

In particular, this formula allows for an iterative solution to the reality condition for (3.2), where \( \sigma_{ij} \) are determined as a power series in even powers of \( \epsilon \) which converges for \( \epsilon \) sufficiently small.

Inspired by the Christ–Stanton–Weinberg formalism, we now propose a description of well-separated clusters. To do this, we first need to define the diagonal ADHM moduli spaces \( A_{B_1} \oplus \cdots \oplus A_{B_n} \). These consist of matrices \((\hat{L}, \hat{M})\), where \( \hat{L} \) is a \( B = B_1 + \cdots + B_n \) row vector of quaternions, and \( \hat{M} \) is a symmetric \( B \times B \) matrix of quaternions, each decomposed as

\[ \hat{L} = (L_1 \ldots L_n), \hat{M} = \text{diag}\{M_1, \ldots, M_n\}, \tag{3.4} \]

with \((L_i, M_i) \in A_{B_i} \) rank \( B_i \) ADHM data. The moduli space is given by the quotient of such matrices with respect to the action of \( \bigoplus_{i=1}^n O(B_i) \) on each block.

In general, an element \((\hat{L}, \hat{M}) \in A_{B_1} \oplus \cdots \oplus A_{B_n} \) will not be ADHM data. However, in analogy with the picture above, we propose that any true ADHM data which is ‘close’ to such diagonal data will give a good description of well-separated clusters of the instantons described by the ADHM data \((L_i, M_i)\), and likewise for the corresponding i-skyrmions. Due to how translations and scalings act on ADHM data, as seen in table 1, we define the location \( r_i \) of the cluster \((L_i, M_i)\) as the quaternion

\[ r_i = \frac{1}{B_i} \text{tr}(M_i), \tag{3.5} \]

and the scale \( \lambda_i > 0 \) of the cluster \((L_i, M_i)\) is defined by

\[ \lambda_i = \sqrt{\frac{1}{B_i} \text{tr}\left(L_i^* L_i\right)}. \tag{3.6} \]

These quantities are \( \bigoplus_{i=1}^n O(B_i) \)-invariant, but only in the case \( n = 1 \) do they make sense as gauge-invariant quantities for ADHM data. For each cluster \((L_i, M_i)\), it is useful to extract the data \((l_i, m_i) \in A_{B_i}\) via

\[ L_i = \lambda_i l_i, \quad M_i = \lambda_i m_i + r_i 1_{B_i}. \tag{3.7} \]
Using this, we consider an ansatz for ADHM data \((L, M) \in \mathbb{A}_{B_1+\ldots+B_n}\) by writing

\[
L = \begin{pmatrix}
\lambda_1 I_1 & \ldots & \lambda_n I_n
\end{pmatrix},
\]

\[
M = \begin{pmatrix}
\mu_1 m_1 & \Sigma_{12} & \ldots & \Sigma_{1n} \\
\Sigma_{12} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \Sigma_{(n-1)n} \\
\Sigma_{1n} & \ldots & \Sigma_{(n-1)n} & \mu_m m_n
\end{pmatrix} + \text{diag}\{r_1 I_{B_1}, \ldots, r_n I_{B_n}\}.
\]

The parameters \(\mu_i \in \mathbb{R}\) have been introduced here since the reality condition is a nonlinear constraint, and in general cannot be resolved with \(\mu_i = \lambda_i\). These, and the off-diagonal components \(\Sigma_{ij} \in \text{Mat}_{B_i \times B_j}(\mathbb{H})\), should be fixed by the reality condition. We think of any ADHM data which is gauge-equivalent to the form (3.8) as describing well-separated clusters corresponding to the data \((l_i, m_i)\) if the scales \(\lambda_i\) are small compared to the separations \(|r_i - r_j|\).

To realistically extract this interpretation of (3.8), we ideally need to resolve the reality condition (2.11). Since \((l_i, m_i) \in \mathbb{A}_{B_i}\), this is equivalent to the conditions

\[
\lambda_i = \mu_i, \quad \lambda_i \neq 0, \quad \mu_i \neq 0,
\]

for all \(i = 1, \ldots, n\), and

\[
\left(\lambda_i^2 - \mu_i^2\right) l_i^j + \sum_{j=1}^{i-1} \Sigma_{ij} l_j^j + \sum_{j=i+1}^{n} \Sigma_{ij} l_j^j = 0,
\]

\[
\left((r_i - r_j) + \mu_i m_i\right) \Sigma_{ij} - \mu_j m_j l_i^j + \frac{\lambda_i \lambda_j}{2} \left( l_i^j l_j^j - (l_i^j l_j^j)^\dagger \right)
+ \frac{1}{2} \sum_{k=1}^{i-1} (\Sigma_{ik}^\dagger \Sigma_{kj} - (\Sigma_{ik}^\dagger \Sigma_{kj})^\dagger) + \frac{1}{2} \sum_{k=i+1}^{j-1} (\Sigma_{ik} \Sigma_{kj} - (\Sigma_{ik} \Sigma_{kj})^\dagger)
\]

\[
\quad + \frac{1}{2} \sum_{k=j+1}^{n} (\Sigma_{ik} \Sigma_{jk}^\dagger - (\Sigma_{ik} \Sigma_{jk}^\dagger)^\dagger) = \mathfrak{R}_{ij},
\]

where \(\mathfrak{R}_{ij} \in \text{Mat}_{B_i \times B_j}(\mathbb{R})\), for each \(1 \leq i < j \leq n\). We cannot resolve these in general, however it is clear from (3.10) that as \(|r_i - r_j| \to \infty\), these are only consistent if \(\Sigma_{ij} \to 0\), and furthermore, it then holds from (3.9) that generically \(\mu_i^2 \to \lambda_i^2\). In this way, the approximation in terms of diagonal data informally holds in a limit of large separation. This informal understanding will be important later when we demonstrate various examples of ADHM data which exhibit such cluster decompositions, and we shall consider some explicit examples formally.

It would be nice to obtain an iterative formula for approximating \(\Sigma_{ij}\), analogous to the \(B_i = 1\) case above, however it is unclear how to deal with the term \(\mu_i m_i \Sigma_{ij} - \mu_j m_j \Sigma_{ij}^\dagger\) in (3.10) which was not relevant in the \(B_i = 1\) case. Another possibility is to develop a numerical method for constructing ADHM data which is close to the diagonal form (3.4) which works well for describing arbitrary clusters at large enough separation. We will report on such a method in future work.

### 3.2. Symmetric decomposition

One of the problems with resolving the reality condition (3.9) and (3.10) is that there are generally no further constraints which may be used to fix the off-diagonal components \(\Sigma_{ij}\), and in particular there is rarely a unique solution. A useful approach to combating this is to arrange
the clusters in such a way that the overall system has some shared symmetry. This has previously been considered where the constituents are arranged in the shape of regular polyhedra [14, 16, 32].

We will consider situations where the constituents lie on a shared axis of symmetry. This is less restrictive than polyhedral symmetry as it allows for the description of larger moduli spaces of solutions. Suppose we know ADHM data \((L_1, M_1) \in \mathcal{A}_{B_1}\) and \((L_2, M_2) \in \mathcal{A}_{B_2}\), which both have a symmetry around shared axes of rotation and isorotation \(\vec{n}_1, \vec{n}_2\). As a simple corollary to lemma 1, the isorotations can never be of greater order than the rotations, so we may always arrange it so that the shared symmetry is of the form

\[
L_i = p(\vec{n}_2, k_i \theta_i)L_q(\vec{n}_1, \theta_i)^{-1}O_i^{-1},
\]

\[
M_i = O_q(\vec{n}_1, \theta_i)M_q(\vec{n}_1, \theta_i)^{-1}O_i^{-1},
\]

for some angles \(\theta_i\), integers \(k_i \in \mathbb{Z}\), and compensating gauge transformations \(O_i \in O(B_i)\), for \(i = 1, 2\). If one symmetry is a subgroup of the other, one can aim to build rank \(B = B_1 + B_2\) data by imposing the shared symmetry with the block-diagonal compensating transformation \(O = \text{diag}\{O_1, O_2\}\). More generally, one may find that whilst each symmetry is broken, there is some shared unbroken symmetry. A sufficient condition for this is when there exists \(n \in \mathbb{Z}\) such that

\[
\theta_2 = n\theta_1 \equiv \theta, \quad \text{and} \quad k_1 \theta = k_2 \theta \pmod{2\pi}.
\]

The case \(k_1 \theta + 4k\pi = k_2 \theta\) is equivalent to the situation described above, but in the cases where \(k_1 \theta + 2(2k + 1)\pi = k_2 \theta\), we can obtain data invariant under a \(\theta\) rotation and \(k_1 \theta\) isorotation, by considering the alternating block-diagonal matrix

\[
O = \text{diag}\{O_1, -O_2\}.
\]

This works since all isorotations satisfy \(p(\vec{n}, \phi + 2l\pi) = (-1)^l p(\vec{n}, \phi)\). It should be noted that in the case of continuous axial symmetries, equation (3.12) will only be solved by a specific choice of \(\theta\). Furthermore, the compensating gauge transformations will likely depend on \(\theta\), and should thus be evaluated at the solution to (3.12); one may choose a gauge such that the compensating transformation along one axis of symmetry decomposes (up to a sign) as a direct sum of irreps of \(SO(2)\), which corresponds either to the trivial representation, or one of the two-dimensional reps

\[
\theta \mapsto Q_\lambda(\theta) = \begin{pmatrix}
\cos \frac{k\theta}{2} & -\sin \frac{k\theta}{2} \\
\sin \frac{k\theta}{2} & \cos \frac{k\theta}{2}
\end{pmatrix}, \quad k \in \mathbb{Z}^+.
\]

A subtly different scenario involves a way of manipulating the shared symmetry (3.11) in order to enable (3.12). It is possible that whilst (3.12) does not hold, the modification

\[
\theta_2 = n\theta_1 \equiv \theta, \quad \text{and} \quad k_1 \theta = -k_2 \theta \pmod{2\pi},
\]

does. In which case, let \(\omega \in SU(2)\) be such that

\[
\omega(\vec{n}_2 \cdot \vec{e})\omega^{-1} = -\vec{n}_2 \cdot \vec{e},
\]

Note that the action of \(SO(2)\) is generated by a rotation of angle \(\theta/2\) by definition of \(q(\vec{n}, \theta)\) in (2.30), hence the factor of \(1/2\) in the representation.
where $\vec{e} = (i, j, k)$, that is, $\omega$ is a unit quaternion which inverts the axis of isorotation. Then, noting that $\rho(\vec{n}, \phi) = \rho(\vec{n}, -\phi)$, we see that the inverted ADHM data $(\omega L_2, M_2)$ will satisfy (3.11) with $k_2$ replaced by $-k_2$, and thus the same procedure may be applied as explained above, by instead considering solutions to (3.15).

Sometimes we will want to impose more symmetry than that which may be derived from a shared axial symmetry of the individual constituents. To do this we appeal to the block decomposition described in section 3.1: for configurations $(l_i, m_i)$ with positions $r_i$, orientations $(p_i, q_i)$, and scales $\lambda_i$, we may impose the expected symmetry on the diagonal data

\begin{align*}
\tilde{L} &= \left( \lambda_1 p_1 l_1 q_1^{-1} \ldots \lambda_n p_n l_n q_n^{-1} \right), \\
\tilde{M} &= \text{diag}\{ q_1 m_1 q_1^{-1} + r_1 \mathbb{I}_{B_1}, \ldots, q_m m_n q_n^{-1} + r_n \mathbb{I}_{B_n} \},
\end{align*}

(3.17)

to determine the compensating gauge transformations for each generating symmetry.

3.3. Colour matching: the attractive channel

Some of the technical discussion in the previous sections can be understood pictorially using basic Skyrme phenomenology. This is particularly useful for identifying the rotations and isorotations compatible with a given symmetry, as required for fixing the ansatz (3.17).

It is helpful to define a colouring scheme for plotting skyrmions. By writing the Skyrme field as a unit quaternion, the coefficients may be identified with the pion field

\[ U = \pi_0 \mathbf{1} + \pi_1 \mathbf{i} + \pi_2 \mathbf{j} + \pi_3 \mathbf{k}. \]

(3.18)

One then assigns a colour at each point in space based on the pion field directions, with white/black corresponding to $\pi_3 = \pm 1$, and red, green, or blue given when $\pi_1 + i \pi_2 = 1$, $\exp(2\pi i/3)$, or $\exp(4\pi i/3)$ respectively. We use a mapping from $(\pi_1, \pi_2, \pi_3)$ to the Runge colour sphere, first defined in [33]. For example, the one-skyrmion with ADHM data $(L, M) = (1, 0)$ has pion field $\pi_1$ proportional to $x_i$. Hence the colour sphere is mapped bijectively onto each spherical shell in $\mathbb{R}^3$. We may reorient the skyrmion by taking ADHM data with $L = p \in \mathbb{H}$, giving a pion field proportional to $R_{ij}(p) \pi_j$, and a corresponding skyrmion with a new colouring.

The energy of two well-separated one-skyrmions with orientations $L_1 = p_1, L_2 = p_2$ depends on the relative orientation $p_1^{-1} p_2$. The energy is minimal, and hence the attraction is maximal, when $p_1^{-1} p_2$ is orthogonal to the axis joining the skyrmions. This circle of configurations is known as the attractive channel. In terms of the colouring scheme, the attractive channel occurs when the colours of closest contact match.

In figure 1 we consider two skyrmions in the attractive channel, moving towards one another. Without loss of generality, we have taken the colour of closest contact to be black. This means that the colour wheel winds once around the equator of each one-skyrmion, in opposite directions. Note that each colour has an opposite: the colour on the antipodal point of the sphere. Red, green and blue are contrasted by teal, magenta and yellow. The colours on the equators match at two points and opposite colours meet at two points (red and teal). As the skyrmions are brought together, the energy density is concentrated in the region where the equator colours are opposite. Conversely, no energy is created where the equator colours match. Using this simple phenomenology, we can quickly determine the orientation of the central torus which is created when two skyrmions are brought together in the attractive channel. We can also easily determine the orientations required to make, for example, the $D_{2d}$-symmetric $B = 5$ skyrmion which we consider later in section 4.5.
These ideas extend naturally to larger skyrmions. In section 5.1 we derive ADHM data for charge $B$ tori. These are oriented so that the colour wheel winds $B$ times around the equator and the top and bottom of the tori are coloured white or black. In this orientation, tori attract if they lie on parallel planes with closest colours matching. For their colours to match, one torus must be rotated by $\pi$ around an axis perpendicular to the symmetry axis. Hence pairs of tori can be thought of as two discs, one whose colour wheel winds $B_1$ times around the equator and the other $-B_2$ times. Similar to the $B = 1$ case, additional energy density is formed at $B_1 + B_2$ points, wherever the colours on the torus equators are opposite. This is helpful, for example, when trying to construct the $D_{6h}$-symmetric $B = 8$ skyrmion. This is known to look like three stacked tori with charges 2, 4, and 2. Between a two- and four-torus, six additional lumps of energy density are formed. To obtain $D_{6h}$-symmetry, the lumps must be symmetrically placed; the bottom torus must be isorotated by $\pi$ with respect to the top torus, so that every colour is sent to its opposite. A schematic plot of this is shown in figure 2, next to the i-skyrmion with minimal energy which we generate in the next section. We note that the i-skyrmion is very similar to the true energy-minimising skyrmion.
4. Energy-minimising instanton-generated-skyrmions

Here we provide a list, sorted by topological charge $1 \leq B \leq 8$, of ADHM data matching the symmetries corresponding to the accepted minimal energy skyrmions of the massless Skyrme model (2.1). These highly-symmetric data are the quintessential examples of central configurations, which are important for understanding the framework for cluster decompositions as outlined in section 3.1.

The data in the cases of charge $B = 1, 2, 3, 4$, and 7 were known previously [14–16, 28], but the data for charges $B = 5, 6$, and 8 are derived for the first time here. The difficulty in these new cases is that there is a multidimensional space of instantons with the same symmetry. Hence we must find the energy minimiser within a large family. In these cases we perform a Newton–Raphson algorithm to find a point in the moduli space which minimises the Skyrme energy. In more detail, let $a \in \mathbb{R}^n$ parameterise the $n$-dimensional moduli space and $E(a)$ denote the energy of the $i$-skyrmion. We start with a well motivated initial point $a_0$, typically where the separations and scales of any constituent clusters are of a comparable size, and perform the iteration

$$a_1 = a_0 - H_E^{-1} \nabla E|_{a_0}, \quad (4.1)$$

where $H_E$ is the Hessian of $E(a)$. This iterative process is repeated until $|\nabla E| < \epsilon$ for some suitably low tolerance $\epsilon > 0$.

All $i$-skyrmions depend on an overall scale factor $\lambda > 0$. We normalise the data so that the scale is defined by the gauge-invariant quantity

$$\lambda = \sqrt{\frac{1}{B} \text{tr}(L^\dagger L)}, \quad (4.2)$$

matching the convention of (3.6). For each $i$-skyrmion, we determine the value of $\lambda$ which minimises the Skyrme energy (2.1).

Energy isosurface plots of the corresponding energy-minimising $i$-skyrmions are given in figure 3. The colouring scheme matches [33], as described in section 3.3.

4.1. $B = 1$

The $B = 1$ central configuration is a hedgehog, which is spherically-symmetric. This is described by the ADHM data

$$\begin{pmatrix} L \\ M \end{pmatrix} = \begin{pmatrix} \lambda I \\ 0 \end{pmatrix}, \quad \lambda > 0. \quad (4.3)$$

This has SO(4)-symmetry, but from the perspective of the $i$-skyrmion, there is O(3)-symmetry manifested by

$$L = \pm p(\vec{n}, \theta)Lq(\vec{n}, \theta)^{-1}O_\pm, \quad M = \pm O_\pm q(\vec{n}, \theta)Mq(\vec{n}, \theta)^{-1}O_\pm^{-1}, \quad (4.4)$$

for any $\vec{n} \in S^2$, and where $O_\pm = \pm 1$.

The energy-minimising $i$-skyrmion is given when $\lambda = 1.45$ with energy $E = 1.243$.

4.2. $B = 2$

The central $B = 2$ configuration is a torus, which may be represented by the ADHM data
Figure 3. The small-$B$ i-skyrmions and their symmetry groups, generated from the ADHM data throughout this section. All i-skyrmions are plotted on the same grid, and we plot an isosurface of constant energy density. All surfaces represent the constant energy density $E = 0.05$.

$$L = \lambda \begin{pmatrix} 1 & k \\ j & -i \end{pmatrix}, \quad M = \frac{\lambda}{\sqrt{2}} \begin{pmatrix} i & j \\ j & -i \end{pmatrix}, \quad \lambda > 0. \quad (4.5)$$

The $D_{\infty h}$-symmetry is given by

$$L = p(\vec{e}_3, 2\theta)Lq(\vec{e}_3, \theta)^{-1}O_{\theta}^{-1}, \quad M = O_{\theta}q(\vec{e}_3, \theta)Mq(\vec{e}_3, \theta)^{-1}O_{\theta}^{-1},$$

$$L = p(\vec{e}_1, \pi)Lq(\vec{e}_1, \pi)^{-1}O_{2\theta}^{-1}, \quad M = O_{2\theta}q(\vec{e}_1, \pi)Mq(\vec{e}_1, \pi)^{-1}O_{2\theta}^{-1}, \quad (4.6)$$

$$L = -p(\vec{e}_3, \pi)LO_2^{-1}, \quad M = -O_{2\theta}MO_2^{-1},$$

with c.g.t.s

$$O_{\theta} = Q_1(\theta) = \begin{pmatrix} \cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\ \sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{pmatrix}, \quad O_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad O_\pi = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}. \quad (4.7)$$

This is the first example in a sequence of charge $B$ tori, which we detail later in section 5.1.

The energy-minimising i-skyrmion is given when $\lambda = 1.31$ with energy $E = 2.384$.

4.3. $B = 3$

The minimal energy $B = 3$ skyrmion has tetrahedral symmetry, and may be approximated by a $T_d$-symmetric instanton [14]. This is described by the ADHM data [15]
\[ L = \lambda \begin{pmatrix} i & j & k \end{pmatrix}, \quad M = \lambda \begin{pmatrix} 0 & k & j \\ 1 & 0 & i \\ k & 0 & i \end{pmatrix}, \quad \lambda > 0, \quad (4.8) \]

and the \( T_d \)-symmetry is manifest in this gauge and orientation by

\[ L = -p \left( \bar{e}_3, \frac{\pi}{2} \right) Lq \left( \bar{e}_3, \frac{\pi}{2} \right)^{-1} O_{2d}^{-1}, \quad M = -O_{2d} q \left( \bar{e}_3, \frac{\pi}{2} \right) Mq \left( \bar{e}_3, \frac{\pi}{2} \right)^{-1} O_{2d}^{-1}, \]

\[ L = p \left( \bar{r}, \frac{2\pi}{3} \right) Lq \left( \bar{r}, \frac{2\pi}{3} \right)^{-1} O_3^{-1}, \quad M = O_3 q \left( \bar{r}, \frac{2\pi}{3} \right) Mq \left( \bar{r}, \frac{2\pi}{3} \right)^{-1} O_3^{-1}, \quad (4.9) \]

where \( \bar{r} = \frac{\sqrt{3}}{2}(\bar{e}_1 + \bar{e}_2 + \bar{e}_3) \), and the c.g.t.s are

\[ O_{2d} = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad O_3 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}. \quad (4.10) \]

The energy-minimising \( i \)-skyrmion is given when \( \lambda = 1.11 \) with energy \( E = 3.488 \). We remark that the dual tetrahedron may be obtained by replacing \( M \mapsto -M \), which is equivalent to reversing parity \( (2.28) \), and this leaves the Skyrme energy \( (2.1) \) invariant.

### 4.4. \( B = 4 \)

The minimal energy \( B = 4 \) skyrmion has cubic symmetry, and this is well-approximated by a corresponding symmetric instanton \[14\]. The ADHM data may be written as

\[ L = \lambda \varphi \begin{pmatrix} 1 & i & j & k \end{pmatrix}, \]

\[ M = \frac{\lambda}{\sqrt{2}} \begin{pmatrix} 0 & -(j+k) & -(k+i) & -(i+j) \\ -(j+k) & 0 & j-i & i-k \\ -(k+i) & j-i & 0 & k-j \\ -(i+j) & i-k & k-j & 0 \end{pmatrix}, \quad \lambda > 0, \quad (4.11) \]

with the unit quaternion \( \varphi \) defined by

\[ \varphi = \sqrt{\frac{(2 - \sqrt{2})(3 + \sqrt{3})}{24}} \left( \frac{\sqrt{3} - 1}{\sqrt{2}} + i + (1 + \sqrt{2})j = \frac{1}{2}(\sqrt{3} - 1)(\sqrt{2} + 2)k \right) \quad (4.12) \]

to match the orientation in \[34\]; this orientation is nice as each pair of opposite faces is coloured either red, green, or blue. In this orientation the \( O_3 \)-symmetry is realised by invariance under

\[ L = p \left( \bar{e}_3, -\frac{2\pi}{3} \right) Lq \left( \bar{r}, \frac{2\pi}{3} \right)^{-1} O_3^{-1}, \quad M = O_3 q \left( \bar{r}, \frac{2\pi}{3} \right) Mq \left( \bar{r}, \frac{2\pi}{3} \right)^{-1} O_3^{-1}, \]

\[ L = p \left( \bar{e}_3, -\pi \right) Lq \left( \bar{e}_3, \frac{\pi}{2} \right)^{-1} O_4^{-1}, \quad M = O_4 q \left( \bar{e}_3, \frac{\pi}{2} \right) Mq \left( \bar{e}_3, \frac{\pi}{2} \right)^{-1} O_4^{-1}, \]

\[ L = -p \left( \bar{e}_3, \pi \right) Lq^{-1}, \quad M = -O_- M O_0^{-1}. \quad (4.13) \]
Here we have denoted as before \( \vec{r} = \frac{1}{\sqrt{3}}(\vec{e}_1 + \vec{e}_2 + \vec{e}_3) \), and the c.g.t.s are

\[
O_3 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad O_4 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad O_\rho = \frac{\sqrt{3}}{3} \begin{pmatrix} 0 & -1 & -1 & -1 \\ 1 & 0 & -1 & 1 \\ 1 & 1 & 0 & -1 \\ -1 & -1 & 1 & 0 \end{pmatrix}.
\]

(4.14)

The energy-minimising i-skyrmion is given when \( \lambda = 1.04 \) with energy \( E = 4.532 \).

4.5. \( B = 5 \)

Unlike the previous examples, ADHM data for the minimal energy \( B = 5 \) skyrmion has not been considered before. The main reason for this is that the expected minimal energy \( B = 5 \) skyrmion has \( D_{2d} \)-symmetry [35], which is significantly less symmetry than the previously well-studied examples.

In order to construct an i-skyrmion with \( D_{2d} \)-symmetry, we require ADHM data \((L, M) \in \mathbb{A}_5\) such that

\[
L = -p \left( \vec{e}_1, \frac{\pi}{2} \right) L q \left( \vec{e}_3, \frac{\pi}{2} \right) O_{\rho}^{-1}, \quad M = -O_{\rho} q \left( \vec{e}_3, \frac{\pi}{2} \right) M q \left( \vec{e}_1, \frac{\pi}{2} \right) O_{\rho}^{-1},
\]

\[
L = -p(\vec{e}_1, \pi) L q(\vec{e}_1, \pi) O_{\sigma}^{-1}, \quad M = -O_{\sigma} q(\vec{e}_1, \pi) M q(\vec{e}_1, \pi) O_{\sigma}^{-1},
\]

(4.15)

with \( O_\rho \) and \( O_\sigma \) to be determined. An immediate consequence of these symmetries follows from lemma 2: since the isorotations form a negative representation of the dicyclic group \( Dic_4 \), we must have that \((O_\rho, O_\sigma)\) form a positive representation, i.e.

\[
O_\rho^2 = O_\sigma^2 = (O_\rho O_\sigma)^2 = \mathbb{1}_5,
\]

(4.16)

meaning they really represent the dihedral group \( D_4 \). There are several possible cases to consider, and a systematic search through these is not realistic. So in order to fix the compensating transformations, we shall form an ansatz for what we expect the \( B = 5 \) data to look like by using the colouring phenomenology outlined in section 3.3. Asymptotically, one may think of the \( B = 5 \) skyrmion as five one-skyrmions, all aligned along the \( \vec{e}_3 \) axis, with positions \((R_1, R_2, 0, -R_2, -R_1)\), sizes \((\lambda_1, \lambda_2, \lambda_3, \lambda_2, \lambda_1)\), and orientations \((k, i, 1, j, k)\). The minimal energy version should occur when the scales and separations are of a similar order of magnitude. This configuration may be represented by the diagonal ADHM data

\[
\tilde{L} = (\lambda_1 k \quad \lambda_2 i \quad \lambda_3 1 \quad \lambda_2 j \quad \lambda_1 k), \quad \tilde{M} = \text{diag}\{R_1 k, R_2 k, 0, -R_2 k, -R_1 k\}.
\]

(4.17)

Imposing the symmetry (4.15) on (4.17) forces

\[
O_\rho = \begin{pmatrix} 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad \text{and} \quad O_\sigma = \text{diag}\{1, -1, -1, 1, 1\}.
\]

(4.18)
This allows us to form an ansatz for ADHM data with this symmetry given by

\[ L = (\lambda_1 \mathbf{k} \quad \lambda_2 i \quad \lambda_3 \mathbf{1} \quad \lambda_2 j \quad \lambda_3 \mathbf{k} ), \]

\[
M = \begin{pmatrix}
R_1 \mathbf{k} & a_1 i & \eta_1 \mathbf{1} & a_2 j & 0 \\
\eta_1 \mathbf{1} & a_2 i & \eta_2 \mathbf{1} & -a_2 i & 0 \\
a_2 j & 0 & a_3 j & -R_2 \mathbf{k} & -a_1 j \\
0 & -a_3 i & -\eta_1 \mathbf{1} & -a_1 j & -R_3 \mathbf{k}
\end{pmatrix},
\]

(4.19)

and imposing the reality condition (2.11) yields the equations

\[
(a_1 + a_2)\eta_1 + a_3(\eta_2 + R_2) + \lambda_2 \lambda_3 = 0,
\]

\[
a_1(R_2 - R_1 - \eta_2) + a_2(R_2 + R_1 - \eta_2) + 2a_3 \eta_1 = 0,
\]

\[
a_1(\eta_2 + R_2 - R_1) - a_2(\eta_2 + R_1 + R_2) - 2a_1 \lambda_2 = 0,
\]

\[
(a_1 - a_2)a_3 - R_1 \eta_1 - \lambda_1 \lambda_3 = 0,
\]

\[
a_1^2 - 2a_1 a_2 - \lambda_2^2 - 2\eta_2 R_2 = 0.
\]

(4.20)

There are several solutions to this system satisfying (2.12). We shall only consider the very general solution with open constraints, where the first three equations are an invertible system in \((a_1, a_2, a_3)\). This occurs when

\[
\Delta := (R_2 + \eta_2)(R_1^2 - 2\eta_1^2 - R_2^2 + \eta_2^2) \neq 0,
\]

(4.21)

with the solution conveniently written as

\[
\begin{pmatrix} a_1 - a_2 \\ a_1 + a_2 \\ a_3 \end{pmatrix} = -\lambda_2 \Delta^{-1} \begin{pmatrix} 2((2\eta_1^2 + R_2^2 - \eta_2^2)\lambda_1 - R_1 \eta_1 \lambda_3) \\ 2(R_2 + \eta_2)(R_1 \lambda_1 - \eta_1 \lambda_3) \\ (R_1^2 - R_2^2 + \eta_2^2)\lambda_3 - 2R_1 \eta_1 \lambda_1 \end{pmatrix}.
\]

(4.22)

The penultimate equation then defines \(\lambda_2\), namely

\[
\lambda_2^2 = \frac{\Delta}{2} \frac{R_1 \eta_1 + \lambda_1 \lambda_3}{((2\eta_1^2 + R_2^2 - \eta_2^2)\lambda_1 - R_1 \eta_1 \lambda_3) \left((R_1^2 - R_2^2 + \eta_2^2)\lambda_3 - 2R_1 \eta_1 \lambda_1\right)}.
\]

(4.23)

The final equation is extremely complicated, so we omit it from here, but one may verify that it is reduced to a homogeneous, degree eight polynomial in the remaining variables \((R_1, R_2, \eta_1, \eta_2, \lambda_1, \lambda_3)\), which means we cannot guarantee a closed-form solution in all variables. However the variables \(\lambda_1, \lambda_3\) only appear up to order three, so one may resolve this condition explicitly for one of these. The number of real solutions to this cubic varies across the moduli space; when resolving the iteration (4.1), we always choose the root which gives the lowest energy i-skyrmion. The most general solution to the reality condition is a five-parameter family. Note that this is the number of expected physical parameters (two positions \(R_1, R_2\) and three scales \(\lambda_1, \lambda_2, \lambda_3\)).

We find the minimal energy configuration arises when

\[
(R_1, R_2, \lambda_1, \lambda_2, \lambda_3) = (2.05, 0.99, 0.95, 1.12, 1.07)
\]

(4.24)
which corresponds to \((\eta_1, \eta_2, a_1, a_2, a_3) = (-0.015, -0.079, -0.87, -0.26, 1.05)\). This configuration has energy \(E = 5.667\). We can then calculate the scale of the solution using (4.2), which gives \(\lambda = 1.05\).

4.6. \(B = 6\)

The symmetry of the \(B = 6\) skyrmion is \(D_{4r}\), which may be represented by ADHM data satisfying

\[
L = -p \left( \vec{e}_3, \frac{\pi}{2} \right) L q \left( \vec{e}_3, \frac{5\pi}{4} \right)^{-1} O^{-1}_p, \quad M = -O q \left( \vec{e}_3, \frac{5\pi}{4} \right) M q \left( \vec{e}_3, \frac{5\pi}{4} \right)^{-1} O^{-1}_q,
\]

(4.25)

for some c.g.t.s \(O_p, O_q \in O(6)\). We have simplified the expressions here, but to see the symmetries more clearly, one may verify that, in terms of rotations, reflections, isorotations, and isoreflections, the conditions (4.25) translate as

- A \(\frac{\pi}{2}\) rotation and \(-\frac{\pi}{2}\) isorotation around \(\vec{e}_3\), coupled with the reflection \(\vec{e}_3 \mapsto -\vec{e}_3\) and isoreflection \(\pi_3 \mapsto -\pi_3\);
- A \(\pi\) rotation and isorotation around \(\vec{e}_1\) and \(\vec{e}_2\) respectively, coupled with the reflection \(\vec{x} \mapsto -\vec{x}\) and isoreflection \(\vec{\pi} \mapsto -\vec{\pi}\).

Like the \(D_{2r}\)-symmetric \(B = 5\) solution above, there is not enough symmetry to easily constrain the general form of the ADHM data (for example, by using representation theory). Instead, we again make an ansatz to describe the configuration as in (3.17). The \(B = 6\) solution looks like three stacked \(B = 2\) tori with positions \((R, 0, -R)\) and sizes \((\lambda_1, \lambda_2, \lambda_3)\). The relative orientations are fixed by the \(D_{4r}\)-symmetry as outlined in section 3.3. For \(R \gg 1\), the three tori may be described by the diagonal data

\[
\vec{L} = \left( \begin{array}{ccccc} \lambda_1 k & -\lambda_1 \mathbf{1} & \lambda_2 i & \lambda_2 j & \lambda_1 \mathbf{1} \end{array} \right),
\]

\[
\vec{M} = \text{diag} \{ m_{12} + Rk \mathbf{1}_2, \mu_2 m_{12} + \mu_1 m_{12} - Rk \mathbf{1}_2 \},
\]

(4.26)

where \(m_{12} = \left( \begin{array}{cc} i & j \\ j & -i \end{array} \right)\) is the \(M\) matrix for the \(B = 2\) torus (4.5). Imposing (4.25) on this diagonal data yields the compensating gauge transformations

\[
O_p = \frac{\sqrt{2 + \sqrt{2}}}{2} \left( \begin{array}{cccccc} 0 & 0 & 0 & 0 & 0 & 1 - \sqrt{2} \\ 0 & 0 & 0 & 0 & \sqrt{2} - 1 & 1 \\ 0 & 0 & 1 & 1 - \sqrt{2} & 0 & 0 \\ 0 & 0 & \sqrt{2} - 1 & 1 & 0 & 0 \\ -1 & \sqrt{2} - 1 & 0 & 0 & 0 & 0 \\ 1 - \sqrt{2} & -1 & 0 & 0 & 0 & 0 \end{array} \right),
\]

(4.27)

\[
O_q = \text{diag} \{ \sigma^1, -\sigma^1, -\sigma^1 \}, \quad \sigma^1 = \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right).
\]
The most general solution to (4.25) with these c.g.t.s takes the form

$$L = \begin{pmatrix} \lambda_1 k & -\lambda_1 1 & \lambda_2 j & \lambda_2 i & \lambda_1 1 & \lambda_1 k \end{pmatrix},$$

$$M = \begin{pmatrix} \mu_1 i + Rk & \mu_1 j & \nu j & \nu i & \eta 1 & 0 \\ \mu_1 j & -\mu_1 i + Rk & \nu i & -\nu j & 0 & \eta 1 \\ \nu j & \nu i & \mu_2 i & \mu_2 j & -\nu j & -\nu i \\ \nu i & -\nu j & -\mu_2 j & -\mu_2 i & -\nu j & -\nu i \\ \eta 1 & 0 & \nu i & -\nu j & -\mu_1 i - Rk & \mu_1 j \\ 0 & \eta 1 & -\nu j & -\nu i & -\mu_1 i - Rk & -\mu_1 i - Rk \end{pmatrix},$$

(4.28)

and imposing the reality condition (2.11) yields the equations

$$\mu_1^2 = \frac{\lambda_1^2}{2} + \nu^2, \quad \mu_2^2 = \frac{\lambda_2^2}{2} + 2\nu^2,$$

$$\lambda_1^2 = 2(\nu^2 - R\eta), \quad \lambda_1\lambda_2 = -\nu(R + \eta).$$

(4.29)

The top two equations may be used to determine $\mu_1$, $\mu_2$, with both roots equivalent up to gauge choice and isometries. In order to guarantee irreducibility (2.12), we must have $\nu \neq 0$, so we may also determine

$$\eta = -R - \frac{\lambda_1\lambda_2}{\nu}.\quad (4.30)$$

Finally, we may determine $\lambda_2$ in terms of the non-zero parameters $R$, $\lambda_1$, and $\nu$ from the remaining equation. Hence, we have a three-parameter family of $D_4$-symmetric $B = 6$ ADHM data. Again, the number of parameters match the expected physical parameters: two scales $\lambda_1, \lambda_2$ and a separation $R$.

We find that the minimum energy skyrmion has energy $E = 6.736$ when the parameters are

$$\lambda_1, \lambda_2, R = (0.98, 1.03, 2.0), \quad (\mu_1, \mu_2, \nu, \eta) = (0.88, 1.05, 0.54, -0.10).$$

(4.31)

Using the normalisation (4.2), the optimal scale is thus $\lambda = 1.00$.

4.7 $B = 7$

The accepted minimal energy seven-skyrmion has dodecahedral symmetry. An instanton approximation is given in [16] via the ADHM data

$$L = \lambda \sqrt{\frac{7}{2}} \begin{pmatrix} 1 & i & j & k & 0 & 0 & 0 \end{pmatrix},$$

$$M = \lambda \sqrt{\frac{7}{2}} \begin{pmatrix} 0 & \mathcal{I} & 0 \end{pmatrix}, \quad \mathcal{I} = \begin{pmatrix} i & j & k \\ 0 & \tau k & \tau^{-1}j \\ \tau^{-1}k & 0 & \tau i \\ \tau j & \tau^{-1}i & 0 \end{pmatrix},$$

(4.32)
where $\tau = \frac{1}{2}(1 + \sqrt{5})$ is the golden ratio. The full $Y_5$-symmetry is realised here via

$$L = p \left( \vec{n}_5, \frac{4\pi}{5} \right) Lq \left( \vec{n}_5, \frac{2\pi}{5} \right)^{-1} O_5^{-1}, \quad M = O_5q \left( \vec{n}_5, \frac{2\pi}{5} \right) Mq \left( \vec{n}_5, \frac{2\pi}{5} \right)^{-1} O_5^{-1},$$

$$L = p \left( \vec{n}_3, -\frac{2\pi}{3} \right) Lq \left( \vec{n}_3, \frac{2\pi}{3} \right)^{-1} O_3^{-1}, \quad M = O_3q \left( \vec{n}_3, \frac{2\pi}{3} \right) Mq \left( \vec{n}_3, \frac{2\pi}{3} \right)^{-1} O_3^{-1},$$

$$L = -LO_{-1}^{-1}, \quad M = -O_{-1}MO_{-1}^{-1},$$

(4.33)

where $\vec{n}_5^\pm = \sqrt{\frac{2+\sqrt{5}}{10}} (\tau^{\pm 1} \vec{e}_1 \pm \vec{e}_3)$, $\vec{n}_3^\pm = \sqrt{\frac{2}{\tau}} (\tau^{\pm 1} \vec{e}_2 + \tau^{\mp 1} \vec{e}_3)$, and

$$O_5 = \frac{1}{2} \begin{pmatrix}
\frac{1}{2} & -\sqrt{5}/2 & \sqrt{5}/2 & 0 & 0 & 0 \\
\sqrt{5}/2 & \frac{3}{2} & \frac{1}{2} & 0 & 0 & 0 \\
\sqrt{5}/2 & \frac{1}{2} & 1 & -\sqrt{5}/2 & 0 & 0 \\
-\sqrt{5}/2 & \frac{1}{2} & -3 & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & -\tau^{-1} & \tau \\
0 & 0 & 0 & 0 & \tau^{-1} & \tau & 1 \\
0 & 0 & 0 & 0 & \tau & -1 & \tau^{-1}
\end{pmatrix},$$

$$O_3 = \frac{1}{2} \begin{pmatrix}
\frac{1}{2} & \sqrt{5}/2 & \sqrt{5}/2 & 0 & 0 & 0 \\
\sqrt{5}/2 & \frac{3}{2} & \frac{1}{2} & 0 & 0 & 0 \\
-\sqrt{5}/2 & \frac{1}{2} & 1 & -\sqrt{5}/2 & 0 & 0 \\
-\sqrt{5}/2 & \frac{1}{2} & -3 & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & \tau^{-1} & -\tau \\
0 & 0 & 0 & 0 & \tau^{-1} & \tau & 1 \\
0 & 0 & 0 & 0 & \tau & 1 & \tau^{-1}
\end{pmatrix},$$

$$O_{-1} = \text{diag}\{1, -1, -1, -1, 1, 1, 1\}.$$

The energy-minimising i-skyrmion is given when $\lambda = 0.98$ with energy $E = 7.766$.

---

7 These rotations and isorotations may be written more transparently as

$$q \left( \vec{n}_5^+, \frac{2\pi}{5} \right) = \frac{1}{2} \left( \tau \mathbf{1} + \tau^{-1} \mathbf{i} + \mathbf{k} \right), \quad p \left( \vec{n}_5, \frac{4\pi}{5} \right) = \frac{1}{2} \left( \tau^{-1} \mathbf{1} + \tau \mathbf{i} - \mathbf{k} \right),$$

$$q \left( \vec{n}_3^+, \frac{2\pi}{3} \right) = \frac{1}{2} \left( \mathbf{1} + \tau^{-1} \mathbf{j} + \tau \mathbf{k} \right), \quad p \left( \vec{n}_3, -\frac{2\pi}{3} \right) = \frac{1}{2} \left( \mathbf{1} - \tau \mathbf{j} - \tau^{-1} \mathbf{k} \right).$$

---
4.8. \( B = 8 \)

In the massless Skyrme model (2.1), the minimal energy \( B = 8 \) configuration has \( D_{6d} \)-symmetry. The \( D_{6d} \)-symmetry may be imposed via the conditions

\[
L = -p \left( e_3, \frac{\pi}{3} \right) Lq \left( e_3, \frac{7\pi}{6} \right) O^{-1}_\rho, \quad M = -O_{\rho q} \left( e_3, \frac{7\pi}{6} \right) Mq \left( e_3, \frac{7\pi}{6} \right) O^{-1}_\rho, \quad (4.35)
\]

This may be understood in terms of rotations, isorotations, reflections, and isoreflections analogously to the \( B = 6 \) case, but with the angles of rotation and isorotation around \( e_3 \) here replaced by \( \frac{\pi}{3} \) and \( -\frac{\pi}{3} \) respectively.

As with the previous cases, it is convenient to build the data by considering its deformation into smaller clusters. This \( B = 8 \) skyrmion is like the \( B = 6 \) case, but with the middle torus replaced by a \( B = 4 \) torus. This may be described asymptotically by ADHM data which is approximately of the form

\[
\hat{L} = (\lambda_1 k - \lambda_1 1 \lambda_2 j \lambda_2 i 0 0 \lambda_1 1 \lambda_1 k),
\]

\[
\hat{M} = \text{diag}\{\mu_1 m_{2,2} + Rk 1_2, \mu_2 m_{2,2}, \mu_1 m_{2,2} - Rk 1_2\},
\]

where \( m_{2,2} \) denotes the \( B = n \) torus (5.10) for \( n = 2, 4 \), which we go on to explain in greater detail in section 5.1. This forces c.g.t.s given by

\[
O_\rho = \frac{\sqrt{2}}{4} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \sqrt{3} + 1 & 1 - \sqrt{3} \\
0 & 0 & 0 & 0 & 0 & \sqrt{3} - 1 & \sqrt{3} + 1 \\
0 & 0 & 2 & -2 & 0 & 0 & 0 \\
0 & 0 & 2 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{3} + 1 & 1 - \sqrt{3} & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{3} - 1 & \sqrt{3} + 1 & 0 & 0 \\
-\sqrt{3} + 1 & \sqrt{3} - 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 - \sqrt{3} & -\sqrt{3} + 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
O_\sigma = \text{diag}\{\sigma^1, -\sigma^1, \sigma^1, -\sigma^1\}, \quad \sigma^1 = \begin{pmatrix}
0 \\
1 \\
1 \\
0
\end{pmatrix}.
\]

Imposing (4.35) with these c.g.t.s yields the ansatz

\[
L = (\lambda_1 k - \lambda_1 1 \lambda_2 j \lambda_2 i 0 0 \lambda_1 1 \lambda_1 k),
\]

\[
M = \begin{pmatrix}
\mu_1 + Rk & \mu_1 j & \nu j & \nu i & 0 & 0 & \eta i & 0 \\
\mu_1 j & -\mu_1 i + Rk & \nu i & -\nu j & 0 & 0 & \eta i & 0 \\
\nu j & -\nu i & 0 & 0 & \mu_2 i & -\mu_2 j & \nu i & -\nu j \\
\nu i & -\nu j & 0 & 0 & \mu_2 j & -\mu_2 i & -\nu j & -\nu i \\
0 & 0 & \mu_2 i & \mu_2 j & \chi i & \chi j & 0 & 0 \\
0 & 0 & -\mu_2 j & \mu_2 i & -\chi i & -\chi j & 0 & 0 \\
\eta i & 0 & \nu i & -\nu j & 0 & 0 & \mu_1 i - Rk & \mu_1 j \\
0 & \eta i & -\nu j & -\nu i & 0 & 0 & \mu_1 j & -\mu_1 i - Rk
\end{pmatrix}.
\]
Table 2. A comparison between the energies of i-skyrmions ($E_{\text{inst}}$) and numerically minimised skyrmions from [35] ($E_{\text{num}}$). We also tabulate the size $\lambda$ defined by (4.2), and the symmetries of the energy-minimising skyrmions.

| $B$ \text{Symmetry} | 1 \text{$E_{\text{inst}}$} | 2 \text{$E_{\text{inst}}$} | 3 \text{$E_{\text{inst}}$} | 4 \text{$E_{\text{inst}}$} | 5 \text{$E_{\text{inst}}$} | 6 \text{$E_{\text{inst}}$} | 7 \text{$E_{\text{inst}}$} | 8 \text{$E_{\text{inst}}$} |
|----------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| O(3)                | 1.243 | 2.384 | 3.488 | 4.532 | 5.667 | 6.736 | 7.766 | 8.933 |
| D_{sh}               | 1.232 | 2.358 | 3.438 | 4.480 | 5.586 | 6.647 | 7.663 | 8.768 |
| $T_d$                | 1.243 | 2.384 | 3.488 | 4.532 | 5.667 | 6.736 | 7.766 | 8.933 |
| $O_h$                | 1.232 | 2.358 | 3.438 | 4.480 | 5.586 | 6.647 | 7.663 | 8.768 |
| $D_{2d}$             | 1.243 | 2.384 | 3.488 | 4.532 | 5.667 | 6.736 | 7.766 | 8.933 |
| $D_{4d}$             | 1.232 | 2.358 | 3.438 | 4.480 | 5.586 | 6.647 | 7.663 | 8.768 |
| $Y_h$                | 1.243 | 2.384 | 3.488 | 4.532 | 5.667 | 6.736 | 7.766 | 8.933 |
| $D_{6d}$             | 1.232 | 2.358 | 3.438 | 4.480 | 5.586 | 6.647 | 7.663 | 8.768 |
| $\text{Error}$       | 0.89% | 1.10% | 1.45% | 1.16% | 1.45% | 1.34% | 1.34% | 1.88% |
| $\lambda$            | 1.45  | 1.31  | 1.11  | 1.04  | 1.05  | 1.00  | 0.98  | 1.01  |

The reality condition (2.11) forces $\chi = \mu_2$, and, unsurprisingly, the same equations (4.29) as in the $B = 6$ case. Thus in the same way as there, we have a three-parameter family, determined by the sizes and separation $\lambda_1, \lambda_2, R$. The energy-minimising i-skyrmion within this family is found to have energy $E = 8.933$ when

$$(\lambda_1, \lambda_2, R) = (1.07, 1.35, 2.03), \quad (\mu_1, \mu_2, \nu, \eta) = (-1.05, 1.40, -0.72, -0.026). \quad (4.38)$$

According to the normalisation (4.2), the scale of this solution is $\lambda = 1.01$.

4.9. Comparison with numerically-generated-skyrmions

The minimal energy skyrmions with $1 \leq B \leq 8$ and their energies are well known. In table 2, we compare the i-skyrmions to the numerically-generated-skyrmions from [35]. We see that the error in the energy calculation is never more than 2%. This confirms that the instanton approximation works well for a wide range of skyrmions. In the table we also record the optimal normalised scale (4.2) for each minimiser. It is worth remarking that $\lambda$ appears to be approximately 1 as $B$ grows. This observation is useful for calculating energy-minimising i-skyrmions for larger $B$ as it gives a good idea of what scale to set for the initial configuration.

5. The ADHM zoo: exploring the moduli space

In the preceding sections we have established a framework for viewing rank $B$ ADHM data in terms of lower charge clusters, and have presented ADHM data for the standard charge $1 \leq B \leq 8$ skyrmions. There is a whole $8B$-dimensional moduli space to look at, and in this section we highlight some important examples. In particular we describe some relatively large analytic families which interpolate between well-separated cluster configurations and highly-symmetric central configurations.

5.1. Tori

An interesting sequence of instantons are tori. As we shall show, for all $B \geq 2$, there exist ADHM data with the $D_{\infty h}$-symmetry of the torus. These are important, for example for constructing minimal energy i-skyrmions, as we have already seen with the $D_{6d}$-symmetric $B = 8$.

Furthermore, the larger tori play a role in some generalised Skyrme models, where they are found as minimal energy solutions [36].

Approaches to obtain charge $B$ tori have already been considered elsewhere, for example using JNR data [37] with equally weighted poles the vertices of a $B$-gon, or by thinking about axially-symmetric hyperbolic monopoles [38, 39]. Here we present a more direct construction which does not rely on indirect methods, and allows for a more systematic analysis.
The tori are described by ADHM data \((L, M) \in h_G\) satisfying the \(D_{\alpha \beta}\)-invariance conditions
\[
L = p(\vec{e}_3, B \theta)Lq(\vec{e}_3, \theta)^{-1}O_\theta^{-1}, \quad M = O_{B \theta}q(\vec{e}_3, \theta)Mq(\vec{e}_3, \theta)^{-1}O_{\theta}^{-1},
\]
\[
L = p(\vec{e}_1, \pi)Lq(\vec{e}_1, \pi)^{-1}O_\pi^{-1}, \quad M = O_{B \pi}q(\vec{e}_1, \pi)Mq(\vec{e}_1, \pi)^{-1}O_{\pi}^{-1},
\]
\[
L = -p_\ast L O^{-1}, \quad M = -O_\ast M O^{-1}.
\] (5.1)

The choice of \(p_\ast\) and the compensating gauge transformations depend on the parity of \(B\). For \(B\) even, we consider (5.1) with \(p_\ast = p(\vec{e}_3, \pi) = k\), and compensating transformations
\[
O_\theta = \bigoplus_{k=0}^{\infty} Q_{B-2k-1}, \quad O_2 = Q_\sigma \oplus \cdots \oplus Q_\sigma, \quad O_- = \bigoplus_{k=1}^{B} (-1)^k Q_\sigma,
\] (5.2)
and for \(B\) odd, we consider (5.1) with \(p_\ast = 1\), and compensating transformations
\[
O_\theta = \left( \bigoplus_{k=0}^{\infty} Q_{B-2k-1} \right) \oplus (1), \quad O_2 = Q_\sigma \oplus \cdots \oplus Q_\sigma \oplus (1),
\]
\[
O_- = \left( \bigoplus_{k=1}^{B} (-1)^k \right) \oplus (-1)^B.
\] (5.3)

Here \(Q_\sigma\) denotes the irreducible representation (3.14) of SO(2), and we have denoted
\[
Q_\sigma = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad Q_\sigma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\] (5.4)

The invariant data may be determined by appealing to the formalism discussed at the end of section 2.3.2. Here we lay out this process in detail. In each case, the c.g.t. \(O_\theta\) for the axial symmetry in (5.1) is decomposed as a direct sum of the form \(V = Q_{k_1} \oplus \cdots \oplus Q_{k_{\lfloor B/2 \rfloor}}\), consisting of the representation defined in (3.14), with the addition of a trivial component in the case \(B\) odd. Since \(Q_m \otimes Q_n \cong Q_{m+n} \oplus Q_{m-n}\), it follows that each \(1 \times 2\) block \(L_0\) of \(L\), and \(2 \times 2\) block \(M\) of \(M\), must lie in a trivial subrep of
\[
Q_{k_-B+1} \oplus Q_{k_+B+1} \oplus Q_{k_-B-1} \oplus Q_{k_+B-1},
\] (5.5)
and
\[
2(Q_{k_-k_+} \oplus Q_{k_-k_-} \oplus Q_{k_+k_+} \oplus Q_{k_+k_-} \oplus Q_{k_-k_+} \oplus Q_{k_-k_-})
\] (5.6)
respectively. Since we are considering SO(2) here, this occurs if and only if at least one of the indices here is zero\(^8\). Given the choice in (5.2) and (5.3), up to a sign, for each block there is a unique choice for the corresponding component of \(O_2\) and \(O_-\), and we may use these to further fix the invariant blocks.

From (5.5), and the choice (5.2) and (5.3), only one block in \(L\) will be non-zero, corresponding to the component \(Q_{B-1}\). Combining this with the first \(2 \times 2\) block for \(O_2\) and \(O_-\), respectively, and imposing (5.1), yields the invariant block
\[
L_1 = \alpha \begin{pmatrix} 1 & k \end{pmatrix},
\] (5.7)

---

\(^8\) This may be generalised for finite cyclic groups of order \(n\), by replacing this condition with the requirement of indices being zero modulo \(n\).
and we may always choose a gauge where $\alpha > 0$. For the matrix $M$, from (5.6) we see that there are only two possible cases for invariant $2 \times 2$ blocks. These occur when $k_i = k_j$ and when $k_i = k_j \pm 2$; the cases $\pm$ lead to data which are the transpose of the other. Due to the choice (5.2) and (5.3), the case $k_i = k_j$ only affects the diagonal $2 \times 2$ blocks, which are necessarily symmetric matrices. It is a straightforward exercise to check that, when combined with the action of $O_2$ and $O_-$, the only solution to (5.1) which is also a symmetric matrix occurs when $k_i = 1$, and takes the form

$$M_{ii} = \beta m_{T^2}, \quad m_{T^2} = \begin{pmatrix} i & j \\ j & -i \end{pmatrix},$$

which is precisely the form of the data for the $B = 2$ torus (4.5). Similarly, the case $k_i = k_j \pm 2$ only affects the immediate off-diagonal blocks, and the invariant data, after imposing the full symmetry (5.1) takes the form

$$M_{ii} = \mu \Sigma, \quad \Sigma = \begin{pmatrix} i & -j \\ j & i \end{pmatrix}.$$ (5.9)

Finally, in the case $B$ odd, the top left $(B-1) \times (B-1)$ block is fixed by the above analysis, and there remains a $1 \times B$ block, its transpose, and the bottom $1 \times 1$. The latter is easily seen to be 0 after imposition of the full symmetry (5.1). To classify the $1 \times B$ block, it suffices to determine $k_i$ such that there is a trivial component in (5.6) for $k_j = 0$. The only block in the choice (5.3) is when $k_i = 2$, and imposing the full symmetry leads to the block $\gamma (i \ j)$. For uniqueness up to gauge equivalence and discrete changes in orientation, it suffices to choose $\beta_i$, $\mu_i$, $\gamma > 0$.

It remains to resolve the reality condition (2.11) in each case. For $B$ even, the solution takes the form

$$L = \lambda \sqrt{\frac{B}{2}} \begin{pmatrix} 1 & k & 0 & \cdots & 0 \end{pmatrix}, \quad M = \lambda \sqrt{\frac{B}{2}} \begin{pmatrix} 0 & \Sigma & 0 & \cdots & 0 \\ \Sigma^t & 0 & \Sigma & \cdots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \Sigma \\ 0 & \cdots & 0 & \Sigma^t & m_{T^2} \end{pmatrix},$$ (5.10)

and for $B > 1$ odd, the solution is

$$L = \lambda \sqrt{\frac{B}{2}} \begin{pmatrix} 1 & k & 0 & \cdots & 0 \end{pmatrix}, \quad M = \lambda \sqrt{\frac{B}{2}} \begin{pmatrix} 0 & \Sigma & 0 & \cdots & 0 \\ \Sigma^t & 0 & \Sigma & \cdots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \Sigma \\ 0 & \cdots & 0 & \Sigma^t & 0 \end{pmatrix},$$

$$\hat{\nu}^t \hat{\nu}^t,$$ (5.11)
Figure 4. The toroidal i-skyrmions for $B = 2, 3, 4, 5$. As $B$ increases, the tori become larger. We plot an isosurface of constant energy density, with $E = 0.1$. Note that for the $B$-torus, the colour wheel winds $B$ times around its equator.

where $\vec{v} = \sqrt{2} (0 \ldots 0 i j)$, and we have normalised according to (4.2). It is straightforward to check that both of these cases satisfy (2.12).

It is reasonable to conjecture that, up to gauge-equivalence and isometries, these are the only possible irreducible data satisfying (5.1). This is supported by the relationship to hyperbolic monopoles [38, 39], but also the representation theory. Indeed, the c.g.t. $O_\theta$ may still be decomposed as a direct sum of $Q_m$s and so it remains to determine all combinations $(k_i, k_j)$ which lead to trivial subreps of (5.5) and (5.6). The choice made above is only one of the possible solutions to this problem, however the possibilities for $(k_i, k_j)$ are still limited in a similar way as above. Similarly, the c.g.t.s $O_2$ and $O_{-2}$ must decompose as a direct sum of the matrices $I_2, Q_\sigma$ or $Q_{-\sigma}$, further restricting the possibilities. It is very likely that the choices made above are the only cases which allow for both (2.11) and (2.12) to be satisfied.

To illustrate these solutions, we have found the energy-minimising toroidal i-skyrmions numerically for $B = 2, 3, 4$, and 5. We compute their optimal scales to be $1.28, 1.20, 1.23, \text{and } 1.28$, which give energies of $2.238, 3.619, 4.904, \text{and } 6.226$ respectively. The energies are well-approximated by the linear function $E_B = -0.198 + 1.2805 B$. We plot energy isosurfaces of the tori in figure 4.

5.2. Spinning tops

In this section we consider charge $B > 3$ configurations which look asymptotically like two $B = 1$ hedgehogs around an internal $(B - 2)$-torus: a spinning top! The three constituents are aligned along a common axis of symmetry, with the outer two having the same orientation along that axis, and the middle one oppositely oriented. We shall fix this shared axis of symmetry as $\vec{e}_3$. By comparing (5.1) with (4.4), we see that this breaks the symmetry as discussed in section 3.2; we may orient the system so that the outer one-skyrmions are invariant under a $\theta$ rotation and $\theta$ isorotation, whereas the inverted central $(B - 2)$-skyrmion is invariant under a $\theta$ rotation and $-(B - 2)\theta$ isorotation. The unbroken symmetry, namely the solution to (3.15), is the $(B - 1)$-fold cyclic symmetry $C_{B-1}$. To describe this configuration in the most generality, we require invariance under

$$L = p \left( \vec{e}_3, \frac{2\pi}{B - 1} \right) L q \left( \vec{e}_3, \frac{2\pi}{B - 1} \right)^{-1} O_{1, B-2, 1}^{-1},$$

$$M = O_{1, B-2, 1} q \left( \vec{e}_3, \frac{2\pi}{B - 1} \right) M q \left( \vec{e}_3, \frac{2\pi}{B - 1} \right)^{-1} O_{1, B-2, 1}^{-1},$$

(5.12)

where $O_{1, B-2, 1} = \text{diag} \{1, -O_{B-2, 1} \}$ is a direct sum of the c.g.t.s for the constituents, with $O_{B-2}$ determined by the formulae (5.2) and (5.3) for the $B = 2$ torus, evaluated at $\theta = \frac{2\pi}{B-1}$. 
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5.2.1. \( B = 3 \) prototype. To get to grips with the spinning tops described above, it is useful to discuss a simpler example when \( B = 3 \). In this case, the only difference is that the middle cluster is not a torus, but a hedgehog, and so one considers (5.12) with c.g.t. \( O_{1,1,1} = \text{diag} \{ 1, -1, 1 \} \). Up to gauge, orientation, and translation\(^9\), this yields the \( C_2 \)-symmetric \( B = 3 \) ansatz

\[
L = (\lambda_1 \omega(\phi) - \kappa \lambda_2 \omega(\psi)) ,
\]

\[
M = \begin{pmatrix}
R_1 k + \eta_1 \chi & c_1 i + c_2 j & \chi k \\
c_1 i + c_2 j & 0 & d_1 i + d_2 j \\
\chi k & d_1 i + d_2 j & -R_3 k - \eta_2 \chi
\end{pmatrix},
\]

(5.13)

where \( \omega(\theta) = 1 \cos \theta + k \sin \theta \). Imposing the reality condition leads to the equations

\[
\eta_1 c_1 + R_1 c_2 + \chi d_2 + \kappa \lambda_1 \cos \phi = 0,
\]

\[
R_1 c_1 - \eta_1 c_2 + \chi d_1 + \kappa \lambda_1 \sin \phi = 0,
\]

\[
\chi c_2 - \eta_2 d_1 - R_2 d_2 + \kappa \lambda_2 \cos \psi = 0,
\]

\[
\chi c_1 - R_2 d_1 + \eta_2 d_2 + \kappa \lambda_2 \sin \psi = 0,
\]

\[
c_2 d_1 - c_1 d_2 + \chi (\eta_1 + \eta_2) + \lambda_1 \lambda_2 \sin(\psi - \phi) = 0.
\]

It is convenient to think of the first four as a linear system in \((c_1, c_2, d_1, d_2)\), namely

\[
\begin{pmatrix}
-\eta_1 & -R_1 & 0 & -\chi \\
-R_1 & \eta_1 & -\chi & 0 \\
0 & -\chi & \eta_2 & R_2 \\
-\chi & 0 & R_2 & -\eta_2
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
d_1 \\
d_2
\end{pmatrix} = \kappa
\begin{pmatrix}
\lambda_1 \cos \phi \\
\lambda_1 \sin \phi \\
\lambda_2 \cos \psi \\
\lambda_2 \sin \psi
\end{pmatrix}.
\]

(5.15)

The operator of this system has determinant

\[
\Delta = (R_1 R_2 + \chi^2 - \eta_1 \eta_2)^2 + (R_1 \eta_2 + R_2 \eta_1)^2 \geq 0,
\]

(5.16)

which is thus invertible if and only if

\[
\chi^2 \neq \eta_1 \eta_2 - R_1 R_2, \quad \text{or} \quad R_1 \eta_2 + R_2 \eta_1 \neq 0.
\]

(5.17)

There are solutions besides these cases, but we shall not consider those here. So assuming \( \Delta \neq 0 \), the solution is

\[
\begin{pmatrix}
e_1 \\
e_2
\end{pmatrix} = -\frac{\kappa}{\Delta}
\begin{pmatrix}
\lambda_1 T(\phi) & \lambda_2 T(\psi)
\end{pmatrix}
\begin{pmatrix}
\eta_1 (R_1^2 + \eta_2^2) - \eta_2 \chi^2 \\
R_1 (R_2^2 + \eta_2^2) + R_2 \chi^2 \\
\chi (R_1 \eta_1 + R_2 \eta_2) \\
\chi (\chi^2 + R_1 R_2 - \eta_1 \eta_2)
\end{pmatrix},
\]

\[
\begin{pmatrix}
d_1 \\
d_2
\end{pmatrix} = -\frac{\kappa}{\Delta}
\begin{pmatrix}
-\lambda_2 T(\psi) & \lambda_1 T(\phi)
\end{pmatrix}
\begin{pmatrix}
\eta_2 (R_1^2 + \eta_1^2) - \eta_1 \chi^2 \\
R_2 (R_1^2 + \eta_1^2) + R_1 \chi^2 \\
\chi (R_1 \eta_1 + R_2 \eta_1) \\
\chi (\chi^2 + R_1 R_2 - \eta_1 \eta_2)
\end{pmatrix}.
\]

(5.18)

\(^9\)The orientation is fixed around the central skyrmion, we have fixed the gauge so that \( \Re(M) \) is diagonal, and the position so that the central skyrmion is at the origin.
where we have introduced the shorthand, $T(x) = \begin{pmatrix} \cos x & \sin x \\ -\sin x & \cos x \end{pmatrix}$. There then remains one equation to solve, which takes the form

$$\kappa^2 \left( \lambda_1 \lambda_2 \left( \cos(\psi - \phi)|\vec{r}_1 \times \vec{r}_2| + \sin(\psi - \phi)(\chi^2 + \vec{r}_1 \cdot \vec{r}_2) \right) - \chi(\eta_1 \lambda_2^2 + \eta_2 \lambda_1^2) \right)$$

$$- \Delta(2\chi(\eta_1 + \eta_2) + \lambda_1 \lambda_2 \sin(\psi - \phi)) = 0,$$  \hspace{1cm} (5.19)

where we have denoted $\vec{r} = (R, \eta, 0)^T$ for the relative position vectors of the outer two constituents in the $(x_3, x_4)$-plane. There are special cases where this is resolved identically (for example, whenever $\eta_1 = \eta_2 = 0$ and $\psi = \phi \pmod{\pi}$), but in the most general case, this may be resolved as a condition for $\kappa$, namely

$$\kappa^2 = \frac{\Delta(2\chi(\eta_1 + \eta_2) + \lambda_1 \lambda_2 \sin(\psi - \phi))}{\lambda_1 \lambda_2 (\cos(\psi - \phi)|\vec{r}_1 \times \vec{r}_2| + \sin(\psi - \phi)(\chi^2 + \vec{r}_1 \cdot \vec{r}_2) - \chi(\eta_1 \lambda_2^2 + \eta_2 \lambda_1^2))},$$ \hspace{1cm} (5.20)

in which case we have assumed that the denominator in (5.20) is non-zero. This general case, up to overall position and orientation, is a nine-parameter family of C2-symmetric, rank 3 ADHM data. This coincides with the number of expected physical parameters as follows. There are three scales $\lambda_1$, $\lambda_2$, and $\kappa$, two relative positions $r_1 = R, k + \eta_1 \mathbf{1}$, and two angles $\phi$, $\psi$ controlling the relative orientations around the axis of symmetry.

### 5.2.2. Charge B case

The generalisation of the above to charge $B$ is similar, but has some subtle technical differences. One may again fix a gauge so that $\Re(M)$ is diagonal, and, up to a choice of global orientation, the general solution to (5.12) takes the form\(^{10}\)

$$L = (\lambda_1 \omega(\phi) \kappa i \quad -\kappa j \quad 0 \quad 0 \quad \lambda_2 \omega(\psi)),$$

$$M = \begin{pmatrix} R_i k + \eta_1 \mathbf{1} & \sigma_1 & \chi k & \chi \vec{v}_{B-2} + \chi \vec{v}_{-B-2} \chi \vec{v}_{-B-2} \sigma_2 & -R_i k - \eta_2 \mathbf{1} \end{pmatrix},$$ \hspace{1cm} (5.21)

where $\omega(\theta) = 1 \cos \theta + k \sin \theta$,

$$\sigma_1 = \begin{pmatrix} c_1 i + c_2 j \quad c_2 i - c_1 j \quad 0 \quad 0 \end{pmatrix},$$

$$\sigma_2 = \begin{pmatrix} d_1 i + d_2 j \quad d_2 i - d_1 j \quad 0 \quad 0 \end{pmatrix},$$

$$\vec{v}_{B-2} = \begin{cases} \text{diag}\{v_1, v_{B-3}, \ldots, v_{B-2}\}, & \text{if } B \text{ is even}, \\ \text{diag}\{v_1, v_{B-3}, \ldots, v_{B-4}, v_{B-2}\}, & \text{if } B \text{ is odd}, \end{cases}$$ \hspace{1cm} (5.22)

with $v_i = a_i k + b_i \mathbf{1}$, and we have chosen a gauge so that $m_{B-2}$ is like the general form for $M$ in the $(B - 2)$-torus (as in (5.10) and (5.11)), but where each off-diagonal block contains a different factor $\mu_i \in \mathbb{R}$. By translating in the $(x_3, x_4)$-plane we may fix $\sum_i v_i = 0$. The reality condition (2.11) then fixes many of these parameters very straightforwardly, namely

$$\mu_i = \mu, \quad v_i = 0, \quad \text{for all } i.$$ \hspace{1cm} (5.23)

This partial imposition of the reality condition shows that the ansatz (5.21) looks like the block data (3.8) describing two charge 1 hedgehogs positioned at $r_1 = R_i k + \eta_1 \mathbf{1}$ and $-r_2 = -R_i k - \eta_2 \mathbf{1}$, and an inverted $(B - 2)$-torus at the origin.

\(^{10}\) This calculation is analogous to the example of the tori in section 5.1 since $\gcd(B - 1, B - 2) = 1$. 
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It is straightforward to check that the remaining conditions are almost identical to \( (5.14) \), but with the final equation replaced by the two equations
\[
\begin{align*}
c_1^2 + c_2^2 + d_1^2 + d_2^2 + \kappa^2 - 2\mu^2 &= 0, \\
2c_2d_1 - 2c_1d_2 + \chi(\eta_1 + \eta_2) + \lambda_1\lambda_2 \sin(\psi - \phi) &= 0. 
\end{align*}
\] (5.24)

Since the first four equations of \( (5.14) \) are required here, we may resolve for \( (5.2.3) \). Extracting central configurations. Due to how the symmetries act, there will be points but with the final equation replaced by the two equations determining points \( -(5.18) \) as in \( (5.18) \), assuming again that the determinant of the system is non-vanishing. The first equation of \( (5.24) \) is the only equation here involving \( \mu \), and thus defines it, with both roots gauge-equivalent. There then remains one equation to solve, which differs by a factor of 2 to the equation \( (5.19) \) in the \( B = 3 \) case, leading to the subtly different solution
\[
\kappa^2 = \frac{-\bar{\omega}^2(\chi(\eta_1 + \eta_2) + \lambda_1\lambda_2 \sin(\psi - \phi))}{\lambda_1\lambda_2(\cos(\psi - \phi)\bar{r}_1 \times \bar{r}_2| + \sin(\psi - \phi)(\chi^2 + \bar{r}_1 \cdot \bar{r}_2)) - \chi(\eta_1\lambda_2^2 + \eta_2\lambda_1^2)}. 
\] (5.25)

Again, there are cases where the denominator is zero, some of which we discuss further below, but in general the ADHM data as in \( (5.21) \) yields again a nine-parameter family, with the same interpretation as in the \( B = 3 \) case. Note that we can easily extend these to 12-parameter families by including translations and rotations in the \((s_3, s_4)\)-plane, and this describes the fixed-point-set under the invariance condition \( (5.12) \), in the representation dictated by the given c.g.t.s, away from the solutions where \( \Delta \) and the denominator in \( (5.25) \) are zero.

We plot some examples of the spinning top configurations in figure 5 for \( B = 4, 5 \), and 6. In each case we restrict to dihedral solutions, for which we set \( \lambda_1 = \lambda_2 = \lambda \), \( R_1 = R_2 = R \), and \( \eta_1 = \eta_2 = \eta \). The top row have \( D_{B-1\kappa} \)-symmetry, which arises by setting \( \psi = \phi - \frac{\pi}{2} = 0 \). In terms of the remaining parameters \( (\lambda, R, \eta, \chi) \), the configurations in figures 5(A)–(C) correspond to
\[
A : \left(1, 2, -\frac{1}{2}, -\frac{1}{2}\right), \quad B : (1, 2, 0, 0), \quad C : \left(2, \frac{5}{2}, 0, \frac{\sqrt{7}}{2}\right). 
\] (5.26)

The bottom row have \( D_{B-1\kappa} \)-symmetry, for which we set \( \psi = \phi = \frac{\pi}{2} \). We also set \( \eta = 0 \), and so these all correspond to the degenerate case where the numerator and denominator in \( (5.25) \) are zero. So here there are three free parameters \( (\lambda, R, \kappa) \), as in this case \( \chi \) may be gauged to 0. In terms of these, the configurations plotted in figures 5(D)–(F) correspond to
\[
D : (1, 2, 1), \quad E : \left(1, 2, \sqrt{2}\right), \quad F : \left(2, \frac{5}{2}, 2\right). 
\] (5.27)

We note that configuration \( E \) has octahedral symmetry, which will be discussed in detail later. Each energy-minimising i-skyrmion in these families is a candidate for an approximate solution to the static field equations of \( (2.1) \), most likely a saddle point.

5.2.3. Extracting central configurations. Due to how the symmetries act, there will be points in the moduli spaces of \( C_{B-1\kappa} \)-symmetric spinning tops which correspond to highly-symmetric ‘central’ configurations; we have already seen examples with dihedral symmetry, and in this section we extract some other important examples. In general, doing this is equivalent to determining points \( a \) in the moduli space such that
\[
(L, M) = (\omega L |a^\rho^{-1}\Omega^{-1}, \Omega a^\rho M |a^\rho^{-1}\Omega^{-1}), 
\] (5.28)
where \((L_c, M_c)\) denotes the highly-symmetric configuration, \(\Omega \in \text{O}(B)\), \(\omega \in \text{SU}(2)\), and \(\rho \in \text{SU}(2)\) is chosen so as to reorient the corresponding axis of rotation, that is
\[
\rho (\vec{e}_3 \cdot \vec{e}) \rho^{-1} = \vec{n}_q
\]
with \(\vec{n}_q\) the axis of the \(C_{B-1}\) rotation for the configuration \((L_c, M_c)\). In most cases, explicit expressions for \((\Omega, \omega, \rho)\) are cumbersome, and we therefore omit them, however they may be derived using the following straightforward strategy. Let \(O_{B-1}\) and \(\vec{n}_p\) denote the c.g.t. and axis of isorotation respectively for the \(C_{B-1}\)-symmetry of the \((L_c, M_c)\). Then it is sufficient (and by lemma 1 necessary) that \((\Omega, \omega)\) satisfy
\[
\Omega O_{1, B-2, 1} \Omega^{-1} = \pm O_{B-1}, \quad \omega (\vec{e}_3 \cdot \vec{e}) \omega^{-1} = \pm \vec{n}_p.
\]

\[B = 3.\] It is easy to show that the data \((L, M)\) given by (5.13) with \(\kappa > 0\) and the parameters
\[
(R_i, \eta_i, \lambda, \chi, \psi, \phi) = (\lambda \cos 2\tau, 0, \lambda, (-1)^m \lambda \sin 2\tau, \tau - \frac{\pi}{4}, \tau + \frac{\pi}{4} + m\pi),
\]
for any \(\tau \in \mathbb{R}, m \in \mathbb{Z}\), are all gauge equivalent to a tetrahedron. Explicitly, letting \((L_{T_d}, M_{T_d})\) denote the data (4.8), at these points we have
\[
L_{T_d} = jL\Omega^{-1}, \quad M_{T_d} = \Omega M \Omega^{-1},
\]
where

\[
\Omega = \begin{pmatrix}
(-1)^m \cos \left( \frac{\tau}{4} \right) & 0 & \sin \left( \frac{\tau}{4} \right) \\
(-1)^{m+1} \sin \left( \frac{\tau}{4} \right) & 0 & \cos \left( \frac{\tau}{4} \right) \\
0 & -1 & 0
\end{pmatrix}.
\]

(5.33)

It is straightforward to check that these are the only cases which give a tetrahedron, except for replacing \( R_1, R_2, \chi \) by their negatives in (5.31), from which we obtain the dual tetrahedron.

It is well-known that both the tetrahedron (4.8) and its dual appear in the centre of the so-called ‘twisted-line scattering’ of three skyrmions. This was first discussed for monopoles by Houghton–Sutcliffe in [40], then soon after applied to skyrmions by Walet [41]. It is also so-called ‘twisted-line scattering’ of three skyrmions. This was first discussed for monopoles replacing \( \mathbf{R} \) by their negatives in (5.31), from which we obtain the dual tetrahedron.

\[
\mathcal{B} = 4. \quad \mathcal{C}_3\text{-symmetry for the } \mathcal{B} = 4 \text{ case of (5.21) acts in a similar way to the } \mathcal{C}_3\text{-symmetry in the cube (4.11), except there is a discrepancy in the axis of symmetry. Choosing a gauge where } \lambda, \kappa, \mu > 0, \text{ we find that the data}
\]

\[
(R, \eta, \lambda, \chi, \psi, \phi) = (\sqrt{2}\lambda \cos 2\tau, 0, \lambda, (1)^{n+1} \lambda \sin 2\tau, \frac{\pi}{2} + n\pi + \tau, \tau)
\]

(5.34)

for \( \tau \in \mathbb{R} \) and \( n \in \mathbb{Z} \) are all gauge-equivalent to a rotated version of the cube (4.11). This may be shown explicitly by constructing \((\Omega, \omega, \rho)\) satisfying (5.28)–(5.30).

\[
\mathcal{B} = 5. \quad \text{By comparing the symmetry equations (4.15) and (5.12), and using lemma 1, it is straightforward to see that the } D_{2g}\text{-symmetric } \mathcal{B} = 5 \text{ data (4.19) will not appear within the family (5.21). However, there is an interesting central configuration which does appear, namely an octahedron, which is known to exist as a saddle-point solution in the Skyrme model [42]. The corresponding i-skyrmion is already plotted in figure 5(E), with parameters found in (5.27).}
\]

The full octahedral symmetry is manifested via

\[
L = p \left( \frac{2\pi}{3} \right) L q \left( \frac{2\pi}{3} \right)^{-1} O_3^{-1}, \quad M = O q \left( \frac{2\pi}{3} \right) M q \left( \frac{2\pi}{3} \right)^{-1} O_4^{-1},
\]

\[
L = p \left( \frac{\pi}{2} \right) L q \left( \frac{\pi}{2} \right)^{-1} O_4^{-1}, \quad M = O q \left( \frac{\pi}{2} \right) M q \left( \frac{\pi}{2} \right)^{-1} O_4^{-1},
\]

\[
L = -L O_3^{-1}, \quad M = -O_3 M O_3^{-1},
\]

(5.35)

where \( O_4 = O_{1,3,1} \), and

\[
O_3 = \begin{pmatrix}
1 & -2\sqrt{2} & -\sqrt{6} & 1 \\
2\sqrt{2} & 0 & 0 & 0 \\
0 & 4 & 0 & 0 \\
\sqrt{6} & 0 & -2 & -\sqrt{6}
\end{pmatrix}, \quad O_\tau = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}.
\]

(5.36)

We remark that this data is gauge-equivalent to data which appears in the infinite-period limit of a recently studied octahedrally-symmetric caloron [43]. Similar limits also hold [44] for the torus (4.5), tetrahedron (4.8), cube (4.11), and dodecahedron (4.32).
Note that the octahedral symmetry here is different to that of the cubic four-instanton (4.13) due to the $C_4$ rotation symmetry being coupled to different isorotations. There is also a $D_{2d}$-symmetry here, found by the embedding of $D_{2d} \subset O_h$, however it is a different realisation of the $D_{2d}$-symmetry (4.15) of the minimal data from the previous section, as the compensating gauge transformations (4.18) belong to inequivalent representations of $D_{ic4}$. Imposing (4.15) with this representation leads to data which is very similar to (4.19), but the asymptotic form will be different as the constituent at the origin is forced to have orientation $k$. On the other hand, it is possible to show that there are no octahedrally-symmetric versions of the data (4.19) as there are no compensating gauge transformations which allow for ADHM data satisfying (5.35) which are compatible with (4.18).

Finally, to reinforce the idea that the $D_{2d}$-symmetric data gives rise to something which best approximates the minimal energy solution, we have calculated the energy-minimising $i$-skyrmion for this octahedron. There is freedom to rescale the solution, and within the normalisation (4.2), the optimal scale is given when $\lambda = 0.904$, with energy $E = 5.80$. This is 2.35% more than the $D_{2d}$ $i$-skyrmion, and is thus not a global minimum, as expected.

**Higher charge central configurations and other spinning tops.** By direct comparison of the symmetry equations, it is clear that none of the other highly-symmetric configurations for $B > 4$ described in section 4 will appear as points in the moduli space of spinning tops (5.21). However, the spinning tops we have just described are only some of the simplest in a more general family. In general, it follows from (5.37) and (4.34) that we could construct

$$L = p \left( \tilde{e}_3, \frac{2B_1\pi}{B_1 + B_2} \right) L_q \left( \tilde{e}_3, \frac{2\pi}{B_1 + B_2} \right)^{-1} O_{B_1,B_2,B_1}^{-1},$$

$$M = O_{B_1,B_2,B_1} q \left( \tilde{e}_3, \frac{2\pi}{B_1 + B_2} \right) M_q \left( \tilde{e}_3, \frac{2\pi}{B_1 + B_2} \right)^{-1} O_{B_1,B_2,B_1}^{-1},$$

with $O_{B_1,B_2,B_1} = \text{diag} \{ O_{B_1}, -O_{B_2}, O_{B_1} \}$ the alternating direct sum of c.g.t.s for the $B_i$-tori, evaluated at $\theta = \frac{2\pi}{B_1 + B_2}$. Such configurations may be called *spinning tops of type* $(B_1, B_2, B_1)$, and we have just discussed the $(1, 1, 0)$ case in detail\(^\text{11}\). It should be clear from the construction of the $B = 6$ and $B = 8$ solutions in section 4 that these represent special dihedrally-symmetric solutions inside the sequence of spinning tops of type $(2, B - 4, 2)$. By comparing the $C_5$-symmetry for the dodecahedron in (4.33) with (5.37), and the corresponding c.g.t. (4.34), the same is also true for the $B = 7$ dodecahedron. All of these examples, including those plotted in figure 5, lead us to conjecture that there should always be $D_{B_1+B_2,1}$ and $D_{B_1+B_2,1}$-symmetric subfamilies inside the spinning tops of type $(B_1, B_2, B_1)$.

### 5.3. Further decompositions of the tetrahedron and cube

In section 5.2.3 we showed that the $B = 3$ tetrahedron (4.8) and $B = 4$ cube (4.11) appear as central points in the larger moduli space of spinning tops. The spinning tops are not the only way to decompose these solutions, and in this section we discuss some further examples at great depth.

\(\text{11}\) There is also the $(0, B, 0)$ case which arises by restricting (5.1) to the $C_{2v}$-subgroup, and this will describe $B$ constituents on a regular $B$-gon in an attractive channel.
5.3.1. \( B = 3 \) as \( 1 + 2 \), and \( B = 4 \) as \( 2 + 2 \) and \( 3 + 1 \). First we shall consider the \( B = 3 \) solution describing a \( B = 2 \) torus and \( B = 1 \) hedgehog aligned along an axis of symmetry within the attractive channel. As with previous examples and the general discussion in section 3.2, inverting the orientation of one constituent breaks the symmetry to \( C_3 \). By fixing the axis of symmetry as \( \vec{e}_3 \), and by comparing (4.4) and (4.6), we should consider data invariant under

\[
L = p(\vec{e}_3, \frac{2\pi}{3})Lq(\vec{e}_3, \frac{2\pi}{3})^{-1}O_{1,2}^{-1}, \quad M = O_{1,2}q(\vec{e}_3, \frac{2\pi}{3})Mq(\vec{e}_3, \frac{2\pi}{3})^{-1}O_{1,2}^{-1},
\]

(5.38)

where the compensating gauge transformation takes the block-diagonal form

\[
O_{1,2} = \text{diag}\{1, -Q_1(\frac{2\pi}{3})\} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -\frac{1}{2} & \sqrt{3}/2 \\ 0 & \sqrt{3}/2 & -\frac{1}{2} \end{pmatrix}.
\]

(5.39)

Up to gauge-equivalence, orientation, and translations, we obtain the ansatz

\[
L = \begin{pmatrix} \lambda_1 \omega(\phi) & \lambda_2 i & -\lambda_2 j \end{pmatrix},
M = \begin{pmatrix} Rk + \eta \lambda_1 \cos \phi & c_1 i + c_2 j & c_2 i - c_1 j \\ c_1 i + c_2 j & \mu \lambda_1 - Rk - \eta \lambda_1 & \mu j \\ c_2 i - c_1 j & \mu j & -\mu \lambda_1 - Rk - \eta \lambda_1 \end{pmatrix},
\]

(5.40)

where \( \omega(\phi) = 1 \cos \phi + k \sin \phi \). The reality condition (2.11) reduces to the equations

\[
2\eta c_1 + 2Rc_2 + \lambda_1 \lambda_2 \cos \phi = 0,
2Rc_1 - 2\eta c_2 + \lambda_1 \lambda_2 \sin \phi = 0,
\]

(5.41)

\[
c_1^2 + c_2^2 + \lambda_2^2 - 2\mu^2 = 0.
\]

Assuming non-zero separation \( r = Rk + \eta \lambda_1 \), these are resolved by setting

\[
\begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = \frac{\lambda_1 \lambda_2}{2|r|^2} \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} \begin{pmatrix} \eta \lambda_1 \\ \eta \lambda_2 \end{pmatrix}, \quad \mu^2 = \frac{\lambda_2^2}{2} \left(1 + \frac{\lambda_1^2}{4|r|^2}\right).
\]

(5.42)

We thus have a five-parameter family: \( \lambda_1, \lambda_2 \) control the sizes of the clusters, the parameters \( R, \eta \) form the 'separation vector' \( r = Rk + \eta \lambda_1 \in \mathbb{H} \), and the angle \( \phi \) represents a relative orientation around the axis of symmetry.

An analogous solution exists in the case \( B = 4 \), with the \( B = 1 \) constituent above replaced by another \( B = 2 \) torus. The unbroken symmetry is \( C_4 \)-symmetry, namely

\[
L = p(\vec{e}_3, \frac{\pi}{2})Lq(\vec{e}_3, \frac{\pi}{2})O_{2,2}^{-1}, \quad M = O_{2,2}q(\vec{e}_3, \frac{\pi}{2})Mq(\vec{e}_3, \frac{\pi}{2})O_{2,2}^{-1},
\]

(5.43)

with compensating transformation

\[
O_{2,2} = \text{diag}\{-Q_1(\frac{\pi}{2}), Q_1(\frac{\pi}{2})\} = \begin{pmatrix} -1 & 1 & 0 & 0 \\ -1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 1 & 1 \end{pmatrix}.
\]

(5.44)
Assuming non-zero separation, similarly to the $B = 3$ case, up to gauge, orientation, and position, we obtain a five-parameter family of $C_4$-symmetric ADHM data

$$L = \begin{pmatrix} \lambda_1 i & -\lambda_1 j & \lambda_2 k \end{pmatrix},$$

$$M = \begin{pmatrix} \mu_1 i + r & \mu_1 j & \frac{\lambda_1 \lambda_2}{2 |r|^2} i \frac{\lambda_1 \lambda_2}{2 |r|^2} rj & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj \\ -\mu_1 i + r & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj \\ \frac{\lambda_1 \lambda_2}{2 |r|^2} ri & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj & \frac{\lambda_1 \lambda_2}{2 |r|^2} ri & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj \\ -\frac{\lambda_1 \lambda_2}{2 |r|^2} ri & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj & -\frac{\lambda_1 \lambda_2}{2 |r|^2} rj \\ \mu_2 \omega(\phi) i - r & -\mu_2 \omega(\phi) j & \mu_2 \omega(\phi) i - r & -\mu_2 \omega(\phi) j \\ -\mu_2 \omega(\phi) j & -\mu_2 \omega(\phi) i + r & -\mu_2 \omega(\phi) j & -\mu_2 \omega(\phi) i + r \\ \mu_2 \omega(\phi) j & -\mu_2 \omega(\phi) i + r & -\mu_2 \omega(\phi) j & -\mu_2 \omega(\phi) i + r \\ -\mu_2 \omega(\phi) i - r & \mu_2 \omega(\phi) j & -\mu_2 \omega(\phi) i - r & \mu_2 \omega(\phi) j \\ \end{pmatrix},$$

(5.45)

with $r = Rk + \eta 1$, $\omega(\phi) = \cos \phi + k \sin \phi$, and $\mu_1$ and $\mu_2$ determined via

$$\mu_1^2 = \frac{\lambda_1^2}{2} \left( 1 + \frac{\lambda_2^2}{2 |r|^2} \right), \quad \mu_2^2 = \frac{\lambda_2^2}{2} \left( 1 + \frac{\lambda_1^2}{2 |r|^2} \right),$$

(5.46)

with all different roots gauge-equivalent.

As with the spinning tops, in both of the above families there will be points which are gauge-equivalent to the highly-symmetric configurations: the tetrahedron and the cube. Extracting the tetrahedron from (5.40) is more subtle than previous examples. Not only do the axes of rotation and isorotation need to be changed, but we also must translate the solution; for the data (5.40) we have $\text{tr}(M) = -r$ whereas $\text{tr}(M_{T_d}) = 0$. To this end, we require an isorotation $\omega$, rotation $\rho$, gauge transformation $\Omega$, and translation $a$, such that

$$L_{T_d} = \omega L \rho^{-1} \Omega^{-1}, \quad M_{T_d} = \Omega \rho (M + a 1 r) \rho^{-1} \Omega^{-1}.$$  

(5.47)

We find that this occurs for all points of the form

$$(\lambda_1, \lambda_2, \rho, \eta, \phi) = (\lambda, \lambda, \sqrt{3} \lambda, 0, \phi)$$

(5.48)

with translation $a = \frac{\sqrt{3}}{2} \lambda k$, and $(\Omega, \omega, \rho)$ dependent on $\phi$, which may be determined straightforwardly. Similarly we may determine all points in the $B = 4$ solution (5.45) where (after rotating and isorotating) the cube (4.11) appears up to gauge. These are

$$(\lambda_1, \lambda_2, \rho, \eta, \phi) = (\lambda, \lambda, \lambda, 0, \phi),$$

(5.49)

and again the corresponding transformations required for (5.28) depend on the relative orientation $\phi$.

The above analysis for the $B = 3$ data (5.40) immediately allows us to extract a $3 + 1$ decomposition of the $B = 4$ spinning top (5.21). It is straightforward to see that when $\lambda_1 = \kappa = \lambda$, and $R_1 = \pm \sqrt{3} \lambda$, for sufficiently large $|r_2|$ compared to $\lambda$ and $\lambda_2$ (and suitably chosen $\eta_1$) the solution will look like a cluster decomposition consisting of a tetrahedron and a hedgehog, aligned on the $C_3$-symmetry axis of the tetrahedron, with $\pm$ giving the two dual tetrahedra. Different choices of $\phi$ and $\psi$ will alter the relative orientations.

Note that by fixing $\kappa$, this means $\chi$ is determined via (5.25).
5.3.2. Large and small $|r|$ limits. It is easy to see from the formulae (5.40), (5.42), (5.45), and (5.46) that when the ‘separation parameter’ $|r|$ is large compared to $\lambda_1$ and $\lambda_2$, the above solutions are approximately in the block-diagonal form (3.4), with the leading order terms corresponding precisely to the expected clusters, in support of the framework outlined in section 3.1. We have also seen above that when $|r|$ is comparable to $\lambda_1$ and $\lambda_2$ (at least in the case $\lambda_1 = \lambda_2$), this interpretation in terms of a separation parameter breaks down, and the identities of the constituents are lost within a more highly-symmetric configuration.

It is possible to move beyond the highly-symmetric configurations, and consider a limit where $|r|$ is small compared to the scales $\lambda_1, \lambda_2$. For the sake of this illustration, we shall look at the $B = 4$ data (5.45), and for simplicity set $\eta = 0$ since this only affects the holographic direction. Assuming a gauge and orientation where $\mu_i, \lambda_i > 0$, using (5.46) we note that for $R \sim 0$,

$$\mu_i = \frac{\lambda_1 \lambda_j}{2R} + \frac{\lambda_1 R}{\lambda_j} + O(R^3),$$

so that we have

$$M = \frac{\lambda_1 \lambda_2}{2R} \begin{bmatrix}
  i & j & j & i \\
  j & -i & i & -j \\
  i & j & i \cos \phi + j \sin \phi & j \cos \phi - i \sin \phi \\
  -j & i & -j & i \cos \phi - j \sin \phi
\end{bmatrix} + O(R).$$

(5.51)

The matrices corresponding to the components of $i$ and $j$ above both have the eigenvalues $\pm \sqrt{2} \sqrt{1 + \sin \frac{\phi}{2}}$ and $\pm \sqrt{2} \sqrt{1 - \sin \frac{\phi}{2}}$, and so may be simultaneously diagonalised with an orthogonal gauge transformation. This is an unwieldy expression in general, but in the case $\phi = 0$ it is easy to see that the gauge transformation

$$O = \frac{\sqrt{2 + \sqrt{2}} \sqrt{2 - \sqrt{2}}}{4} \begin{pmatrix}
  -\sqrt{2} & 2 - \sqrt{2} & \sqrt{2} & \sqrt{2} - 2 \\
  \sqrt{2} - 2 & -\sqrt{2} & 2 - \sqrt{2} & \sqrt{2} \\
  -\sqrt{2} & \sqrt{2} - 2 & -\sqrt{2} & \sqrt{2} - 2 \\
  2 - \sqrt{2} & -\sqrt{2} & 2 - \sqrt{2} & -\sqrt{2}
\end{pmatrix},$$

(5.52)

transforms the data to the form

$$L = \frac{\lambda_1^2 + \lambda_2^2}{2} \begin{bmatrix}
  \omega_1 & \omega_2 & \omega_3 & \omega_4
\end{bmatrix},$$

(5.53)

$$M = \frac{\lambda_1 \lambda_2}{2R} \text{diag}\{i - j, i + j, -i - j, -i + j\} + O(R),$$

where

$$\begin{pmatrix}
  \omega_1 \\
  \omega_2 \\
  \omega_3 \\
  \omega_4
\end{pmatrix} = \frac{1}{2} \sqrt{\frac{\lambda_1 + \lambda_2}{\lambda_1^2 + \lambda_2^2}} \begin{pmatrix}
  \lambda_2 1 - \lambda_1 i + (2 - \sqrt{2}) \lambda_1 j + (2 - \sqrt{2}) \lambda_2 k \\
  \lambda_2 1 + \lambda_1 i + (2 - \sqrt{2}) \lambda_1 j - (2 - \sqrt{2}) \lambda_2 k \\
  -(2 - \sqrt{2}) \lambda_2 1 - (2 - \sqrt{2}) \lambda_1 i + \lambda_1 j - \lambda_2 k \\
  -(2 - \sqrt{2}) \lambda_2 1 + (2 - \sqrt{2}) \lambda_1 i + \lambda_1 j + \lambda_2 k
\end{pmatrix}.$$
Figure 6. Energy density plots of the considered decompositions of the cube (4.11). From left to right: 2 + 2, 1 + 1 + 1 + 1 (C₄-symmetric), 1 + 1 + 1 + 1 (Tₐ-symmetric), 1 + 2 + 1 and 3 + 1 (C₃-symmetric).

Importantly, note that for the case considered, a relative size difference between the two tori at \( R \gg \lambda_i \) is transferred into a relative orientation for the four hedgehogs at \( R \ll \lambda_i \). It is only when \( \lambda_1 = \lambda_2 = \lambda \) that the orientations are in the attractive channel, with the orientations given by \( \omega(1, i, j, k) \), where \( \omega = \frac{1}{2} \sqrt{2} \left( 1 - i + (2 - \sqrt{2})(j + k) \right) \). This phenomenon is known to exist in the 1 + 1 sector [20], but this is the first time it has been observed for higher charges.

We remark that a similar limit may be considered for the \( B = 3 \) data (5.40)–(5.42), with the outgoing constituents lying on the vertices of an equilateral triangle.

5.3.3. Summary of decompositions of the cube. By using ADHM data, we have seen how to split the cubic four-skyrmion into different decompositions of smaller skyrmions. We plot energy densities of these decompositions in figure 6. The data used for each configuration is given by

\[
2 + 2: \text{(5.45) with } (\lambda_i, R, \eta_i, \phi_i) = \left( 1, \frac{5}{2}, 0, 0 \right);
\]

\[
1 + 1 + 1 + 1: \text{(5.45) with } (\lambda_i, R, \eta_i, \phi_i) = \left( 1, \frac{7}{10}, 0, 0 \right);
\]

\[
1 + 1 + 1 + 1: \text{ tetrahedral data in [14] with } (a, b) = \left( \frac{1}{2}, \sqrt{2} \right).
\]

\[
1 + 2 + 1: \text{ (5.21) with } B = 4 \text{ and } (\lambda_i, R_i, \eta_i, \phi_i, \chi_i, \kappa_i) = \left( 1, \frac{5}{2}, \eta_i, \frac{\pi}{2}, 0, \frac{\sqrt{2}}{2} \right);
\]

\[
3 + 1: \text{ (5.21) with } B = 4 \text{ and } (\lambda_i, R_1, R_2, \eta_1, \eta_2, \phi, \psi, \kappa) = \left( 1, \sqrt{3}, 3, \frac{1}{2}, \frac{\pi}{2}, 0, 1 \right).
\]

Figure 6 demonstrates the flexibility and power of the instanton approximation. In the same simple framework, we can describe how the four-skyrmion can fission in many different ways. We note that it is common for authors to informally describe the cube as being made from two tori, or four skyrmions on a tetrahedron. The framework developed here takes this informal

\[13\] For the \( 1 + 2 + 1 \) and \( 3 + 1 \) case, since we have fixed \( \kappa = 1 \), we have used (5.25) to find the missing parameter by solving a polynomial equation; specifically for \( \eta = \eta_1 = \eta_2 \) in the \( 1 + 2 + 1 \), and for \( \chi \) in the \( 3 + 1 \). In each case there is a unique real solution.
notion and makes it firm, and helps us to see other equally valid decompositions. Each of these descriptions is correct, and as we have shown, they all share a point in common, namely the cube (4.11), related to each other by gauge transformations and isometries of instantons.

5.3.4. A potential on the $B = 4$ i-skyrmion moduli space. In the previous sections we have found several families of i-skyrmions. We now round off our discussions with a view of how to apply our work to nuclear physics in the Skyrme model. To make contact with nuclear data the first task is to understand how the energy varies across these families. This has not been done before, likely because it is numerically challenging. With our new numerical technique, we can tackle this problem.

Consider the previously discussed family (5.45). A restricted version of the family, when the tori have equal sizes, and a specific relative position and orientation, is given by

$$L = \begin{pmatrix} \lambda i - \lambda j & \lambda 1 & \lambda k \\ \mu i + Rk & \mu j & \frac{\lambda^2}{2R}j \\ \mu j & -\mu i + Rk & \frac{\lambda^2}{2R}i \\ \frac{\lambda^2}{2R}j & \frac{\lambda^2}{2R}i & \mu i - Rk \\ \frac{\lambda^2}{2R}i & \frac{\lambda^2}{2R}j & \mu j - \mu i - Rk \end{pmatrix},$$

with the reality condition satisfied when

$$\mu = \frac{\lambda}{\sqrt{2}} \sqrt{1 + \frac{\lambda^2}{2R^2}}. \tag{5.56}$$

As was previously discussed, the cube forms at $R = \lambda$. When $R > \lambda$ we can interpret the configuration as two stacked tori, and when $R < \lambda$ as four one-skyrmions on the vertices of a square. As such, we expect that the energy should asymptote to the energy of these configurations when $R$ is large and small.

To see if the energy acts as expected, we find the energy-minimising i-skyrmion for each fixed $R$. This requires varying $\lambda$ at each value of $R$ to minimise energy, which we do using a Newton–Raphson method. We use a $50 \times 50 \times 200$ box for when $R > \lambda$ and a $200 \times 200 \times 50$ box when $R < \lambda$. We know from (5.53) that when $R \ll \lambda$ the shortest distance between any two skyrmions is of order $\frac{\lambda}{R}$. To reflect this behaviour we introduce the coordinate

$$\xi(R) = \begin{cases} R - \lambda, & \text{for } R \geq \lambda, \\ R - \frac{\lambda^2}{R}, & \text{for } R \leq \lambda. \end{cases} \tag{5.57}$$

The coordinate $\xi(R)$ is continuous in $R$ and its magnitude is proportional to the skyrmion separations for large and small $R$. The energy results are plotted in figure 7 as a function of $\xi$. We also plot twice the energy of the two-i-skyrmion ($2 \times 2.384 = 4.768$) and four times the value of the one-i-skyrmion ($4 \times 1.243 = 4.972$). We see that the energy does, as expected, approach these values at large and small $R$. 3983
Figure 7. The energy of the optimal i-skyrmions for the family (5.55) in terms of the coordinate (5.57). We also plot the energies of four separated one-i-skyrmions (4E₁) and two separated two-i-skyrmions (2E₂), as may be found in table 2.

Potentials which depend on parameters such as separation are difficult to calculate in the Skyrmion model; this is usually done by stitching together results from gradient flow [10]. Within the instanton approximation, this is a much simpler calculation. We note that if one uses the i-skyrmions, one can also calculate the metric on this family. If we have the metric and potential, we can form a Schrödinger equation which describes part of the four-nucleon system within the Skyrmion model. The potential found here is the first step in such a calculation.

6. Conclusions

It is clear that instantons provide a useful tool for approximating skyrmions. We have clarified and added to the dictionary between the two systems. Using a mixture of representation theory and intuition from skyrmion phenomenology we have been able to find the ADHM data corresponding to the well-known skyrmion solutions for 1 ≤ B ≤ 8, alongside some families of solutions for infinitely many B, such as the tori, and spinning tops. Until now, analytic expressions for solutions to the reality condition (2.11) have only been achieved for very low charges, or isolated cases with very high symmetry. In contrast, here we have given multi-parameter closed-form solutions to the reality condition for arbitrary charges, and with relatively low symmetry. Further, we have used these to describe how to model the break-up of large skyrmions into constituent clusters; it is often said that skyrmions ‘look like’ clusters of lower-charge skyrmions, and our work provides a way to make these types of statements concrete. To illustrate this explicitly, we showed how to split up the three- and four-skyrmions, for example showing that the 4 decomposes into 2+2, 1+1+1+1, 1+2+1, and 3+1 clusters.

This work provides a solid foundation for future progress. To describe bound states of nuclei in the Skyrmion model, one must consider a static skyrmion and its vibrations. Small vibrations can be studied using a linear analysis and are classified by irreducible representations of the skyrmions’ symmetry group. The classical picture was recently studied systematically [45] for skyrmions with 1 ≤ B ≤ 8. These harmonic vibrational modes have been included in quantisation of the four-skyrmion [46, 47]. However, it costs little energy to break skyrmions apart and different directions in configuration space can behave disparately. An example of this is seen in figure 7. Hence a realistic description of nuclei must go beyond the harmonic analysis. To do so properly, we must construct the full nonlinear vibrational manifold, building upon the linear space near the minimiser. We have started this process in section 5.3.4, extending a one-dimensional submanifold of the two-dimensional E₁ normal mode of the B = 4
skyrmion [45]. To complete the analysis, we must calculate ADHM data which describe this entire two-dimensional space.

Another important problem in nuclear physics is nucleus–nucleus scattering. To describe the quantum scattering of nuclei in the Skyrme model, one must be able to describe the skyrmions when well-separated and in arbitrary (iso)orientations. In this paper, we were able to describe separated clusters in special symmetric channels. To go beyond this we may need to forgo the hope of analytic solutions of the reality condition and instead develop a numerical technique to find approximate ADHM data. We are currently working on this project and the numerical method relies heavily on the work presented here. If this works, it will provide a general framework to describe all nuclear processes from instantons arising from ADHM data.

Recently, hundreds of new local skyrmion solutions have been found numerically [48]. Many of the solutions have similar energies, revealing that the landscape of low energy skyrmions is highly complex. Knowledge of the energy barriers and distances between solutions is vital if one is to consider quantum mechanics on this landscape. We propose that the instanton approximation is the only technique with enough flexibility to be able to model a large number of the new solutions and probe the structure of the landscape analytically; one may even be able to understand paths between solutions.

Using instantons to describe nuclear theory is compelling as so much is known about instanton moduli spaces, which is yet to be applied to the Skyrme model. For example, in [49], various theorems regarding the topology of the instanton moduli spaces \( \mathcal{I}_B \) are proven, including the Atiyah–Jones conjecture, which says that for all \( k \leq \left\lfloor \frac{B}{2} \right\rfloor - 2 \), there is an isomorphism \( \pi_k(\mathcal{I}_B) \cong \pi_{k+1}(\text{SU}(2)) \); in particular \( \pi_1(\mathcal{I}_B) = \mathbb{Z}_2 \) for \( B > 5 \). Probing this topology is important for questions of quantisation, such as the writing down of Finkelstein–Rubenstein constraints. Another example is that the metric is (reasonably) simple to calculate from ADHM data, and is known analytically for two-instantons [50]. However, it is not obvious how or if this metric can be used to approximate skyrmion dynamics. It is possible that the most realistic Skyrme model is very close to BPS. If so, we may be able to ignore the potential energy on the space of skyrmion configurations. Then there is a possibility of describing nuclear scattering as a semi-classical scattering on \( \mathcal{I}_B \). This proposition is tantalising and demands further investigation.
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Appendix A. Properties of ADHM data

In this appendix we provide an overview of important properties of ADHM data. In particular, we give a proof of lemmas 1 and 2, stated earlier, and used throughout this paper.

It is convenient here to extract the various real components of the ADHM data. Specifically, let \( l_\nu : \mathbb{R}^B \to \mathbb{R} \) and \( m_\nu : \mathbb{R}^B \to \mathbb{R}^B \) for \( \nu = 1, 2, 3, 4 \), be defined by
Some of these results appear in a similar form in [31], in the context of the complex ADHM data, and we have adapted them to the quaternionic data.

In terms of these real matrices, the reality condition (2.11) takes the form

\[ \ell_{2i}l_j - \ell_{j}l_{2i} + [m_4, m_j] - \sum_{l=1}^{3} \left( \ell_{2i}l_l + \frac{1}{2} [m_4, m_l] \right)e_{jli} = 0, \]

for \( j = 1, 2, 3, \) and the irreducibility condition (2.12) is equivalent to

\[ \bigoplus_{\nu=1}^{4} \ker l_{\nu} \cap \ker (m_\nu - x_j \mathbb{1}_B) = 0, \quad \text{and} \quad \bigoplus_{\nu=1}^{4} \text{im}(\ell_{\nu}) \oplus \text{im}(m_\nu - x_j \mathbb{1}_B) = \mathbb{R}^B, \]

for all \((x_1, x_2, x_3, x_4) \in \mathbb{R}^4.\) All of this can be rephrased more concisely in terms of complex maps. Define \(N_1, N_2 : \mathbb{C}^B \rightarrow \mathbb{C}^B,\) and \(\lambda_1, \lambda_2 : \mathbb{C}^B \rightarrow \mathbb{C}\) by

\[ N_1 = m_2 + i m_1, \quad N_2 = m_4 + i m_3, \quad \lambda_1 = l_2 + i l_1, \quad \lambda_2 = l_4 + i l_3. \]

Then (A.3) is equivalent to the equations

\[ [N_1, N_2] + \lambda_1^\dagger \lambda_2 - \lambda_2^\dagger \lambda_1 = 0, \]
\[ [N_1^\dagger, N_1] + [N_2^\dagger, N_2] + \lambda_1^\dagger \lambda_1 - \lambda_2^\dagger \lambda_2 - \lambda_1^\dagger \lambda_1 = 0. \]

Furthermore, setting \(z_1 = x_2 + i x_1\) and \(z_2 = x_4 + i x_3,\) we see that (A.4) are equivalent to

\[ \ker \lambda_1 \cap \ker \lambda_2 \cap \ker (N_1 - z_1 \mathbb{1}_B) \cap \ker (N_2 - z_2 \mathbb{1}_B) = 0, \]
\[ \text{im} (\lambda_1^\dagger) \oplus \text{im} (\lambda_2^\dagger) \oplus \text{im} (N_1 - z_1 \mathbb{1}_B) \oplus \text{im} (N_2 - z_2 \mathbb{1}_B) = \mathbb{C}^B. \]

Remark 3. From this, we see how to identify quaternionic ADHM data with the complex ADHM data as in [26, 27]. Indeed, by setting \(I : \mathbb{C}^2 \rightarrow \mathbb{C}^B\) and \(J : \mathbb{C}^B \rightarrow \mathbb{C}^2\) as

\[ I = \begin{pmatrix} \lambda_2^\dagger & \lambda_1^\dagger \end{pmatrix}, \quad J = \begin{pmatrix} -\lambda_1 & \lambda_2 \end{pmatrix}, \]

the equation (A.6) are the complex ADHM equations

\[ [N_1, N_2] + II^\dagger = 0, \]
\[ [N_1^\dagger, N_1] + [N_2^\dagger, N_2] + JJ^\dagger = 0. \]

This equivalent form of the data is convenient for proving some key results\(^{14}\). For these, let \(\mathcal{W}\) denote the set of all non-commuting words in 2 variables.

\(^{14}\) Some of these results appear in a similar form in [31], in the context of the complex ADHM data, and we have adapted them to the quaternionic data.
Lemma 4. Let \((L, M) \in \mathcal{A}_G\) be a representative of the moduli space of rank 3 ADHM data, decomposed as (A.1), and define \(N_1, N_2, \lambda_1, \lambda_2\) via (A.5). Then for all \(v \in \mathbb{C}^B \setminus \{0\}\), there exist \(a_1, a_2 \in \mathbb{C}\), and \(\Pi \in W\) such that
\[
(a_1 \lambda_1 + a_2 \lambda_2) \Pi(N_1, N_2)v \neq 0.
\]
(A.10)

Proof. Let \(V = \ker(\lambda_1) \cap \ker(\lambda_2)\). Define the subspace \(V_\infty \subset V\) as
\[
V_\infty = \{ u \in V : \Pi(N_1, N_2)u \in V, \ \forall \Pi \in W \}.
\]
(A.11)
By (A.6), we must have \([N_1, N_2](V_\infty) = 0\). By definition, \(N_1(V_\infty) \subset V_\infty\) and \(N_2(V_\infty) \subset V_\infty\). So, if \(V_\infty \neq 0\), it follows that there exists a common eigenvector \(u\) of \(N_1\) and \(N_2\) such that \(u \in V_\infty\). But this violates (A.7) (take \(z_1\) and \(z_2\) as the eigenvalues of \(N_1\) and \(N_2\) respectively for \(u\)). So it holds that \(V_\infty = 0\). Now let \(v \in \mathbb{C}^B \setminus \{0\}\). If \(v \notin \ker(\lambda_1)\), then let \(a_1 = 1\) and \(a_2 = 0\) and \(\Pi = 1\), and then (A.10) holds. Similarly if \(v \notin \ker(\lambda_2)\), do the same but with \(a_1 = 0\) and \(a_2 = 1\). Finally, if \(v \in V\), then since \(V_\infty = 0\), there exists \(\Pi \in W\) such that \(\Pi(N_1, N_2)v \notin V\). So either \(\Pi(N_1, N_2)v \notin \ker(\lambda_1)\), and we can choose \(a_1 = 1\) and \(a_2 = 0\), or \(\Pi(N_1, N_2)v \notin \ker(\lambda_2)\), and we can choose \(a_1 = 0\) and \(a_2 = 1\), and in both cases we obtain (A.10).

Corollary 5. Let \((L, M) \in \mathcal{A}_G\). Then \(\Pi \neq 0\).

Lemma 6. Let \((N_1, N_2, I, J) \in \mathcal{A}_G\) be defined as in (A.5) and (A.8). Then the set of matrices \(\{\Pi(N_1, N_2)I : \Pi \in W\}\) cannot be simultaneously diagonalised.

Proof. The tuple \((N_1, N_2, I, J)\) give rise to a complex vector bundle \(E\) over \(\mathbb{C}P^2\) with \(c_1(E) = 0\) and \(c_2(E) = B\) (see [27]). If \(\{\Pi(N_1, N_2)I : \Pi \in W\}\) could be simultaneously diagonalised, then \(E\) would be the direct sum of line bundles, and hence \(c_2(E) = 0\), a contradiction.

Now we are in a position to prove lemmas 1 and 2.

Proof of lemma 1. The ‘if’ part of the statement is clear. Conversely, suppose \(\omega \in \SU(2)\), and \(\Omega \in O(B)\) are such that
\[
(L, M) = (\omega L \Omega^{-1}, \Omega M \Omega^{-1}).
\]
(A.12)
From the definition of the complex data \((N_1, N_2, I, J)\) via (A.1), (A.5), and (A.8), the action \((L, M) \mapsto (\omega L, M)\) extends to the action \((N_1, N_2, I, J) \mapsto (N_1, N_2, I \omega^{-1}, \omega J)\), where here we are viewing \(\omega \in \SU(2)\) in its standard two-dimensional complex representation. For all \(\Pi \in W\), the quantity \(\Pi(N_1, N_2)I\) is invariant under the action (A.2) of gauge transformations. Thus (A.12) is equivalent to the condition
\[
\Pi(N_1, N_2)I = \omega \Pi(N_1, N_2)I \omega^{-1}, \ \forall \Pi \in W.
\]
(A.13)
If \(\omega \neq \pm 1\), this implies that the set \(\{\Pi(N_1, N_2)I : \Pi \in W\}\) is simultaneously diagonalisable, in contradiction to lemma 6. Thus \(\omega = \pm 1\), and we have
\[
(L, M) = (\pm L \Omega^{-1}, O \Omega O^{-1}).
\]
(A.14)
implies that for all \(a_1, a_2 \in \mathbb{C}\) and \(\Pi \in W\), \(a_1 \lambda_1 + a_2 \lambda_2 = \pm(a_1 \lambda_1 + a_2 \lambda_2)O^{-1}\) and \(\Pi(N_1, N_2) = O \Pi(N_1, N_2)O^{-1}\). Now let \(v \in \mathbb{C}^B \setminus \{0\}\) and \(u = (1_B \mp O)v\). Then for all \(a_1, a_2 \in \mathbb{C}\) and \(\Pi \in W\) we have
\[(a_1 \lambda_1 + a_2 \lambda_2) \Pi(N_1, N_2) u = (a_1 \lambda_1 + a_2 \lambda_2) \Pi(N_1, N_2) v \mp (a_1 \lambda_1 + a_2 \lambda_2) \Pi(N_1, N_2) O v \]
\[= (a_1 \lambda_1 + a_2 \lambda_2) \Pi(N_1, N_2) v - (a_1 \lambda_1 + a_2 \lambda_2) O^{-1} \Pi(N_1, N_2) O^{-1} O v = 0. \]  
(A.15)

Thus, by lemma 4 it follows that \( u = 0 \), i.e. \( \text{im}(1_B \mp O) = 0 \). Therefore \( O = \pm 1_B \). □

**Proof of lemma 2.** Since \( G \) is the binary group of a subgroup of \( \text{SO}(3) \), it has even order, and so every such group may be presented by at most two generators \( S, T \in G \) which satisfy relations of the form
\[ S^a = T^b = (ST)^c = -\text{Id}, \]  
(A.16)

for \( a, b, c \in \mathbb{Z}^+ \). Therefore, the representation \( p \) satisfies
\[ p(S)^a = p(T)^b = p(ST)^c = \varepsilon, \]  
(A.17)

with \( \varepsilon 1 = \pm 1 \) denoting the sign of the representation. It is clear that ADHM data \((L, M) \in h_B \) will be \( \mathcal{R} = \{(q, p(q)) : q \in G \} \)-invariant if and only if it satisfies (2.31) for each generator \( S \) and \( T \). Letting \( O_S \) and \( O_T \) be the corresponding c.g.t.s, applying (2.31) enough times we see that
\[ L = -\varepsilon L O_S^{-a}, \quad M = O_S^a M O_S^{-a}, \]
\[ L = -\varepsilon L O_T^{-b}, \quad M = O_T^b M O_T^{-b}, \]
\[ L = -\varepsilon L (O_S O_T)^{-c}, \quad M = (O_S O_T)^c M (O_S O_T)^{-c}, \]
(A.18)

and thus by lemma 1, we have
\[ O_S^a = O_T^b = (O_S O_T)^c = -\varepsilon 1_B. \]  
(A.19)

□
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