Spin wave diffraction model for perpendicularly magnetized films
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We present a near-field diffraction model for spin waves in perpendicularly magnetized films applicable in any geometries of excitation fields. This model relies on Kalinikos-Slavin formalism to express the dynamic susceptibility tensor in k-space, and calculate the diffraction patterns via inverse 2D-Fourier transform of the response functions. We show an excellent quantitative agreement between our model and MuMax3 micro-magnetic simulations on two different geometries of antennas. Our method benchmarks spin wave diffraction in perpendicularly magnetized films, and is readily applicable for future designs of magnon beamforming and interferometric devices.

I. INTRODUCTION

The growing field of magnonic focuses on the implementation of elementary magnetic excitations called spin waves - or their quanta magnons- for unconventional electronic applications. The peculiar wave nature of magnons along with their long coherent lengths constitute a formidable ground for new methods of data processing and computing, where information could be encoded in both the phase and the amplitude of the spin wave. Namely, spin waves are being studied as the building blocks of novel wave computing methods such as spin wave logic, holographic memory, and neuromorphic computing, which are all interference-based techniques.

Among these ideas, several works have also opened different strategies for shaping and manipulating spin wave beams. On one hand, a particular effort focused on applying the concepts of optics to grasp the reflection and refraction of spin waves at interfaces. On the other hand, the focusing or diffracting of spin wave beams in continuous layers have been demonstrated either by designing constricted microwave antennas or also by using magnetic texture. Additionally, the steering of so-called caustic beams originating from a point-like source of anisotropic magnetostatic modes holds promising properties for integrated magnonic logic networks. Ultimately, all of these examples of magnons beamforming can be understood in terms of near-field diffraction of an excitation source with specific spatial distribution. Most generally, the mapping of these diffraction patterns require micromagnetic simulations, which come at a substantial cost in time and resources, and therefore restrict the scope of exploration. Surprisingly, an optically-inspired approach, which is far less demanding than finite element simulations, has remained underrated to tackle these near-field diffraction effects. In the initial work of Loayza et. al, they adopt Huygens-Fresnel principles to map the spin wave amplitude from summing punctual circular waves over a rectangular slit. Although it successfully describes the focused emission of spin wave beams from a constricted coplanar wave guide (CPW), this approach lacked of quantitative meaning, and is not applicable for curved geometries.

In this communication, we present a model for mapping the near-field interferences of spin waves in film magnetized perpendicular-to-plane readily applicable for arbitrary shapes of antennas. We then present a comparative study between micromagnetic simulations and our model for two different geometries of excitation field: (i) a straight constriction in a coplanar wave guide (CPW), and (ii) a quarter-circular CPW.

![Figure 1: Geometry for the near-field diffraction model showing both frames of reference (x,y,z), and (z,η,ξ)](image)

II. NEAR-FIELD DIFFRACTION MODEL

Our model consists in extending Eq.(30) of Kalinikos’s seminal work, which only applies to an infinitely long and straight antenna, to more general cases of spatially resolved antennas in the 2D-space. This requires to establish the linear response functions $\chi(k_x,k_y)$ to an excitation $\vec{h}(k_x,k_y)$, in or-
order to calculate the dynamic amplitude of the magnetization $\vec{m}(x,y,t) = (m_x, m_y)$ from its inverse Fourier transform:

$$\vec{m}(x,y,t) = e^{i\omega t} \int_{-\infty}^{\infty} dk_x dk_y \chi(k_x,k_y) \hat{h}(k_x, k_y)e^{-i(k_x x + k_y y)}$$

(1)

We will describe now the important steps used to establish the susceptibility tensor in reciprocal space $\chi(k_x,k_y)$. Following Kalinikos-Slavin Green functions approach we define two frames of reference, as sketched in Fig.1. We first define the lab frame $(x,y,z)$ to linearize Landau-Lifschitz Gilbert (LLG) equation, which we orientate in such a manner that an experimental detection method would be sensitive to one of the planar component of $\vec{m}(x,y)$, and also that the equilibrium direction coincides with the $z$-direction. The second frame $(z,\eta,\zeta)$ is related to a spin "wavelet" mode $(k_n)$ propagating in the $\zeta$-direction, which forms an angle $\phi$ with the $x$-direction. The use of this second frame is particularly convenient to define the dynamic dipolar tensor from the Green function tensor $G_{\zeta,\eta,\zeta}(z-z')$.

$$N_{ij}(m_1,m_2) = -\int_{-1/2}^{1/2} dzdz' m_{j,m_2} G_{ij}(z-z') m_{i,m_1}$$

(2)

where the spin wave modes $(m_{x,n},m_{y,n})$ are written in the set of plane waves propagating in the $\zeta$-direction with a standing wave profile along the film thickness $t$ in accordance with the chosen pinning conditions at the film surfaces:

$$\vec{m}(z,\zeta,k) = \sum_n \left( \begin{array}{c} m_{x,n}(z) \\ m_{y,n}(z) \end{array} \right) e^{-i k \zeta}$$

(3)

In the present study, we will restrict ourselves to the fundamental mode $(n = 0)$, assume no coupling with higher order modes, and consider unpinned conditions $(\partial m_x/\partial z)|_{z=\pm t/2} = 0$ at both top and bottom surfaces. This leads to a uniform profile of the spin wave amplitude across the thickness, and the dynamic dipolar tensor in the $(x,y)$ frame can be written as:

$$N(0,0) = \left( \begin{array}{cc} P \cos^2(\phi) & \frac{P}{2} \sin(2\phi) \\ \frac{P}{2} \sin(2\phi) & P \sin^2(\phi) \end{array} \right)$$

(4)

where $P = 1 - \frac{1}{1 + e^{-k t}}$ is obtained from Eq.(2) for $n_1 = n_2 = 0$, and for $k = \sqrt{(k_x^2 + k_y^2)}$. In the lab frame, the linearized LLG equation accounting for the exchange and dipolar dynamic fields can be written as:

$$\vec{h} = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \frac{\partial \vec{m}}{\partial t} + (\Omega k + i\alpha \frac{\omega}{\omega_m}) \vec{m} + N(0,0)$$

(5)

where $\vec{h}$ is the excitation field from an antenna with arbitrary spatial distribution in the 2D plane, $\omega_m = \gamma \mu_0 M_s$, $\Omega k = \frac{\gamma \mu_0 H_{ext}}{\omega_m} + \Lambda^2 k^2$ with $\Lambda^2 = \frac{2 A_s}{\mu_0 M_s^2}$ the exchange length, $\|$ the identity matrix, and $N_{ij}$ the dynamic demagnetizing tensor. Finally, the susceptibility tensor in reciprocal space $\chi(k_x,k_y)$ is obtained by inverting Eq.5:

$$\chi_{ij} = \frac{1}{|\chi^{-1}|} \begin{pmatrix} \Omega k + i\alpha \frac{\omega}{\omega_m} P \sin^2(\phi) & i\alpha \frac{\omega}{\omega_m} - P \sin(2\phi) \\ i\alpha \frac{\omega}{\omega_m} + P \sin(2\phi) & \Omega k + i\alpha \frac{\omega}{\omega_m} P \cos^2(\phi) \end{pmatrix}$$

with the determinant of the system $|\chi^{-1}| = \frac{1}{|\omega_m^2 - \omega^2 + i\alpha \omega_m (2\Omega k + P)|}$, and $\omega_{res}^2 = \Omega k \omega_m^2 (\Omega k + P)$ is the dispersion relation for the $n=0$ mode, which is plotted in Fig.2 for an external field $\mu_0 H_{ext} = 308$ mT.

The remaining task consists in defining properly the excitation field components $(h_x, h_y)$ in the $(x,y)$ plane for the curved geometry of interest. For this purpose, we made the approximation that the excitation field is perpendicular to the section of the antenna at all point as sketched in Fig.2-(a), and use the expression of the Oersted field produced by a wire of rectangular section.

This assumption is rather fair considering the quasi-TEM nature of modes in coplanar waveguides. We plotted in Fig.2-(b) the spatial distribution of the in-plane excitation field at various depths throughout the magnetic film ranging from 0 to 50 nm, for a relatively
narrow CPW of central line $S=400\,\text{nm}$, $G=200\,\text{nm}$, spaced by $200\,\text{nm}$ and with thickness $t_{\text{CPW}}=40\,\text{nm}$, which mainly couples to magnons of wavelength $\lambda_{SW}=\approx 1\,\mu\text{m}$. We chose these dimensions for all of our simulations as they correspond to typical nano-antennas fabricated on a YIG film. For such narrow waveguides, the field distribution presents some inhomogeneities across the thickness, as well as slightly faster decrease of the field produced by the ground lines. This leads to a small dependence of the excitation range across the film thickness as shown with the Fourier transform $h^2(k)$ in Fig.2-(c), which not only decreases in amplitude but also slightly shifts towards lower wavevector as $z$ increases. Obviously, our 2D model only considers the coupling to an excitation at a fixed height. Therefore, it will be even more relevant for thinner films (up to 50nm thickness). Otherwise, one would need to compute several height in order to build an average response. We also provide an example of the $h_x$ and $h_y$ field components for a semi-circular CPW, which then have to be Fourier transformed and multiplied by the susceptibility tensor defined in k-space in Eq. (6).

III. RESULTS AND DISCUSSION

We chose two geometries to compare our Near-Field Diffraction model (NFD) with the corresponding micromagnetic simulations performed with MuMax3\textsuperscript{30} (i) a straight piece of CPW, (ii) a quarter-circular CPW. All of our simulations used a 30-nm thin YIG film, with saturation magnetization $\mu_0M_s=198\,\text{mT}$, uniaxial out-of-plane anisotropy $\mu_0H_K=62\,\text{mT}$ (or $K_u=4880\,\text{J.m}^{-3}$), an exchange constant $A_{\text{exch}}=4\,\text{pJ.m}^{-1}$, a gyromagnetic ratio $\gamma=28.26\,\text{GHz.T}^{-1}$, and a Gilbert damping constant $\alpha=7.5\,10^{-4}$. These values correspond to a real sputtered YIG film that was previously characterized\textsuperscript{21,22} which explains the relatively high value of the damping. All the micromagnetic simulations were performed with an external out-of plane static field of $\mu_0H_{\text{ext}}=308\,\text{mT}$, and at 8 different frequencies ranging from $5.00\,\text{GHz}$ to $5.35\,\text{GHz}$. The excitation field was defined from straight heaviside functions of $0.1\text{mT}$ amplitudes constant across the thickness with the same lateral dimensions defined above ($S=400\,\text{nm}$, $G=200\,\text{nm}$, spaced by $200\,\text{nm}$) in order to remain in the linear regime response. The slight inhomogeneities of the excitation field mentioned above were not considered for the present study. In order to optimize calculation time with the micromagnetic simulations, we used a $20\times30\,\mu\text{m}^2$ window discretized in $10^4\times10^2\,\text{nm}^2$ cells surrounded by a 500-nm thin absorbing contour within which the Gilbert damping increases gradually to 1 in order to avoid reflections. Also, a single cell was defined across the entire thickness as we focused on the $n=0$ uniform PSSW mode. All of the simulations presented below will display the mapping of the amplitude of the x-component of the dynamic magnetization $(|m_x|(x,y))$. In the case of MuMax3 simulations, we adopted a $\sin(2\pi f t)$ excitation, and recorded the spatial and temporal evolution of the x-component of the dynamic magnetiza-

![FIG. 3. Amplitude $|m_x|(x,y)$ of the x-component of the dynamic magnetization for a 10µm segment of CPW respectively at $f=5.15\,\text{GHz}$, and $f=5.25\,\text{GHz}$. (a) and (c) are the MuMax3 simulations, and (b) and (d) are the corresponding near-field diffraction simulations.

1. Spin Wave Beams in CPW segment

For the first geometry, we used an isolated straight CPW segment of 10µm length, and with the same lateral dimensions $S$, $G$, and $t_{\text{CPW}}$ defined above. Such an antenna can be seen as the equivalent of a single slit in optics, and was successfully crafted using abrupt transitions between the constriction and the rest of the CPW to excite spin wave beams\textsuperscript{22}. We present in Fig.3 the mapping obtained with both MuMax3 and our near-field diffraction model at two different frequencies: a first one at $5.15\,\text{GHz}$ which corresponds to the resonance frequency at the peak of the Fourier transform (namely $k_{\text{res}}=6.17\,\text{rad.$\mu\text{m}^{-1}$}, see Fig. 2-c)), and a second one at $5.25\,\text{GHz}$ for which the coupling to the film occurs for slightly higher wavevector ($k_{\text{res}}=7.98\,\text{rad.$\mu\text{m}^{-1}$}$) and is therefore less efficient. The correspondence between MuMax3 and NFD simulations is absolutely remarkable in both qualitative and quantitative aspects of the diffraction patterns within the spin wave beam. Our model reproduces all the small features of the diffraction pattern. This confirms in particular that the focused emission of a spin wave beam from a sharply con-
We chose for our second geometry a quarter-circular CPW with radius \( R = 10 \mu m \) as a conclusive test for validating our model in curved field distributions. We did not consider any dephasing of the excitation field along the model in curved field distributions. We did not consider any superposition of both components of the driving field. Namely, the driving field \( h_y \) is odd in the y direction, while \( h_x \) is even. Therefore, the spin wave response being the superposition of both components of the driving field, it will be neither even or odd with respect to the y-axis. This peculiarity could open up new perspectives for the exploration of non-reciprocal magnonic devices.

**IV. CONCLUSION**

We presented a very efficient method to simulate magnons diffraction patterns in perpendicularly magnetized film applicable in any geometry of excitation field. Our approach reproduces quantitatively and 3000 times faster the corresponding micromagnetic simulations. This model therefore constitutes a benchmarking tool to explore magnon beamforming as well as magnons interferometry at a much lower cost in time and resources, and it will allow to broaden the scope of study in field, frequency range, magnetic parameters, magnetic anisotropy, film thickness, shape and scale of antenna. In essence, the same approach can and will be extended to in-plane modes, or even arbitrary orientation of external field.

**V. SUPPLEMENTARY MATERIALS**

See Supplementary Materials for the finite element simulation of the microwave field of a circular antenna, the mapping of the difference between MuMax3 and near-field diffraction simulations, and the frequency dependence of the interference pattern for the first three peaks of the antenna.
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