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Abstract—A potential tremendous spectrum resource makes millimeter wave (mmWave) communications a promising technology. High power consumption due to a large number of antennas and analog-to-digital converters (ADCs) for beamforming to overcome the large propagation losses is problematic in practice. As a hybrid beamforming architecture and low-resolution ADCs are considered to reduce power consumption, estimation of mmWave channels becomes challenging. We evaluate several channel estimation algorithms for wideband mmWave systems with hybrid beamforming and low-resolution ADCs. Through simulation, we show that 1) infinite bit ADCs with least-squares estimation have worse channel estimation performance than do one-bit ADCs with orthogonal matching pursuit (OMP) in an SNR range of interest, 2) three- and four-bit quantizers can achieve channel estimation performance close to the unquantized case when using OMP, 3) a receiver with a single RF chain can yield better estimates than that with four RF chains if enough frames are exploited, and 4) for one-bit ADCs, exploitation of higher transmit power and more frames for performance enhancement adversely affects estimation performance after a certain point.

Index Terms—millimeter wave, channel estimation, wideband, hybrid beamforming, low-resolution ADC

I. INTRODUCTION

Millimeter wave (mmWave) multiple-input multiple-output (MIMO) communication is a promising technology for the next generation of cellular networks due to its potential enormous spectrum resource. Thanks to the tiny wavelength of mmWave bands, a large number of antennas can be packed into a small form factor, and at the same time, many antennas are needed in mmWave communication systems to compensate a high propagation loss at such high frequency bands. The systems also need a corresponding number of high-speed analog-to-digital converters (ADCs) which are among the most power-hungry components in radio frequency (RF) processing chains. In order to reduce power consumption by the ADCs, a hybrid digital and analog beamforming architecture is proposed to reduce the number of RF chains while keeping the large number of antennas. Adaptive low-resolution quantizers are also taken into consideration for further power consumption reduction [1].

Using the hybrid beamforming architecture, it is shown that achievable rates of a system equipped with low-resolution quantizers are comparable with that with high-resolution quantizers in the low and medium SNR regimes [2]. Comparing the hybrid beamforming and digital beamforming architectures with low-resolution ADCs, better spectral vs. energy efficiency trade-off can alternatively be achieved [3]. However, channel estimation in such systems becomes more challenging as channels are seen though lenses of analog beamforming and received training signals are distorted due to low-resolution quantizers.

Channel estimation algorithms for mmWave communication systems can be categorized according to the following criteria: types of beamforming architecture, number of users, and quantization resolution. When it comes to a hybrid beamforming architecture, much of the prior work does not consider low-resolution quantizers. Channel estimation with a single user is addressed in [4]–[8] and that with multiple users is in [9]–[11]. In the multi-user case, users are equipped with either a single antenna or a single RF chain with analog beamforming. As for all-digital beamforming with low-resolution ADCs, a single user is considered in [12]–[14] and multiple users are in [15]. Only a few papers consider a mmWave hybrid MIMO system with low-resolution quantizers [16], [17]. References [4], [5], [9], [13] use wideband channels, and the other references [6]–[8], [10]–[12], [14]–[17] use narrowband channels.

In this paper, we present the first attempt to estimate wideband channels in a single carrier mmWave MIMO communication system equipped with hybrid digital and analog beamforming and low-resolution ADCs. Such a system is explored in [16], [17]; however, channels therein are narrowband. The narrowband assumption for mmWave spectrum is not practical as available bandwidths are wide and most likely to be frequency selective. Authors of [4] consider wideband channels and a hybrid beamforming system model; however, low-resolution quantization is not taken into account. We, therefore, propose to use compressed sensing based algorithms for estimation of wideband channels in a hybrid beamforming and low-resolution mmWave system. Simulation results show superior performance of a compressed sensing based algorithm over a traditional channel estimation algorithm; orthogonal matching pursuit (OMP) and least-squares (LS) estimation are considered, respectively, in this paper. In an SNR range of interest, one-bit ADCs with OMP perform better than infinite
bit ADCs with LS. We show that when using OMP, even in a high SNR regime, quantizers with four-bit resolution can achieve estimation performance close to the unquantized case with an NMSE difference less than 2 dB. We also show that exploiting enough frames helps receivers with a single RF chain to yield better channel estimates than those with multiple RF chains. It implies that small devices that are not capable of accommodating many RF chains can instead use more frames to compensate performance loss. For one-bit quantizers, the results show that higher transmit power and more frames intended for better estimation do not always enhance performance. After a certain point in power and the number of frames, they adversely affect the estimation performance.

II. SYSTEM MODEL

Consider a wideband mmWave MIMO communication system equipped with a hybrid analog and digital beamforming architecture and low resolution quantizers. A transmitter and a receiver are equipped with $N_t$ and $N_r$ transmit and receive antennas, respectively. The number of RF chains employed at the transmitter and the receiver are $L_t$ and $L_r$, respectively, and $L_t \leq N_t$ and $L_r \leq N_r$. ADCs used at the receiver are assumed to have $b_{ADC}$-bit resolution, and $b_{ADC}$ is assumed to not exceed four in this paper. The number of data streams, denoted by $N_s$, can be any integer in $[1, \min(L_t, L_r)]$ and is configured to be the largest for better estimation performance. For simulations represented in this paper, the transmitter and the receiver have the same number of RF chains, i.e., $L_t = L_r$.

We assume that the RF precoder ($F_{RF} \in \mathbb{C}^{N_t \times L_t}$) and combiner ($W_{RF} \in \mathbb{C}^{N_r \times L_r}$) are implemented with a network of phase shifters. The phase shifters in the system are further assumed to have quantized angles that are represented with $b_{PS}$ bits. Therefore elements of $F_{RF}$ and $W_{RF}$ are constrained and expressed as

$$[F_{RF}]_{l,m} = \frac{1}{\sqrt{N_t}} e^{j2\pi \frac{l\theta_m}{N_t}},$$

$$[W_{RF}]_{l,m} = \frac{1}{\sqrt{N_r}} e^{j2\pi \frac{l\theta_m}{N_r}},$$

where $[.]_{l,m}$ denotes the element of a matrix in the $l^{th}$ row and the $m^{th}$ column, and $k \in \{0, 1, \cdots, 2^{b_{PS}} - 1\}$. The baseband precoder ($F_{BB} \in \mathbb{C}^{L_t \times N_s}$) scales training symbols to maintain the transmit power to be constant. In other words, $F_{BB}$ has the constraint such as $\|F_{RF}F_{BB}\|_F^2 = N_s$. For simplicity of notation, $F$ and $W$ denote $F_{RF}F_{BB}$ and $W_{RF}$, respectively.

Considering wideband mmWave channels, the channel of the $d^{th}$ delay tap is denoted by $H_d \in \mathbb{C}^{N_r \times N_t}$ where $d$ is the channel delay and $d = 0, 1, \cdots, N_s - 1$. The received signal in the $m^{th}$ frame can be written as

$$y_m[n] = Q \left( \sqrt{\rho} \sum_{d=0}^{N_s-1} W_{m}^H H_d F_m s_m[n - d] + W_{m}^H n_m[n] \right),$$

where $Q(\cdot)$ is the quantization operator, $\rho$ is the average received power, $(\cdot)^H$ denotes the conjugate transpose, $s_m[n] \in \mathbb{C}^{N_r \times 1}$ is the training symbol vector, and $n_m[n] \in \mathbb{C}^{N_r \times 1}$ is the noise vector. The training symbol vector satisfies $\mathbb{E}[s_m[n]s_m[n]^*] = \frac{\bar{1}}{N_r} I$, and symbols are zero if its index is negative.

For the wideband mmWave channel with multiple paths, the channel at the $d^{th}$ tap can be expressed using a geometric channel model as

$$H_d = \sqrt{\frac{N_tN_r}{N_p}} \sum_{l=0}^{N_p-1} \alpha_l p(dT_s - \tau_l) a_l(\theta_{rl}) a_l^H(\theta_{rl}),$$

where $\alpha_l \sim \mathcal{CN}(0, \sigma_n^2)$ is the complex channel gain of the $l^{th}$ channel path, $p(\tau)$ is the impulse response of the pulse shaping filter evaluated at $\tau$ seconds, $\tau_l$ is the delay of the $l^{th}$ path, $a_l(\theta_{rl}) \in \mathbb{C}^{N_r \times 1}$ and $a_l(\theta_{rl}) \in \mathbb{C}^{N_t \times 1}$ are receive and transmit array response vectors associated with the $l^{th}$ path evaluated at $\theta_{rl}$ and $\theta_{rl}$, respectively. $\theta_{rl}$ and $\theta_{rl}$ are azimuth angles of arrival and departure (AOA and AOD) of the $l^{th}$ path and are assumed to be uniform random variables distributed in $[0, \pi)$. The variance of the complex channel gain $\sigma_n^2$ is such that the channel matrix satisfies $\mathbb{E}[\|H_d\|_F^2] = N_t N_r$. Assuming antennas are in the form of the uniform linear array (ULA), the transmit and receive array response vectors are

$$a_t(\theta) = \sqrt{\frac{1}{N_t}} \left[ 1, e^{-j2\pi \theta}, e^{-j4\pi \theta}, \cdots, e^{-j2\pi (N_t-1)\theta} \right]^T,$$

$$a_r(\theta) = \sqrt{\frac{1}{N_r}} \left[ 1, e^{-j2\pi \theta}, e^{-j4\pi \theta}, \cdots, e^{-j2\pi (N_t-1)\theta} \right]^T.$$
where $\vartheta = \frac{d}{\lambda} \sin(\theta)$ is the normalized spatial angle, $d$ denotes the antenna spacing, $\lambda$ denotes the wavelength, and $(\cdot)^T$ denotes the transpose. The channel matrix in (4) can also be written in a more compact form such as

$$H_d = A_t A_d A_t^H,$$

(5)

where $A_d \in \mathbb{C}^{N_T \times N_p}$ is a square matrix with the scaled complex gains in its diagonal entries, and $A_t \in \mathbb{C}^{N_t \times N_p}$ and $A_t \in \mathbb{C}^{N_t \times N_p}$ are matrices with $a_t(\theta_{ci})$ and $a_t(\theta_{hi})$ in their columns, respectively.

### III. Compressed Sensing Channel Estimation

For application of compressed sensing algorithms, we reformulate some of the equations that appear in the previous section. The received signal before quantization in (3) can be rewritten to remove the summation as

$$r_m[n] = \sqrt{\rho} W_m^H H F_m s_m[n] + \tilde{n}_m[n],$$

(6)

where $H = [H_0 \, H_1 \ldots \, H_{N_c-1}]$ is the concatenated channel matrix, $s_m = [s_m[n]^T \, s_m[n-1]^T \ldots \, s_m[n-N_c+1]^T]^T$, $F_m = I_{N_c} \otimes \Phi_m$, $\otimes$ denotes the Kronecker product operator, $I_{N_c}$ is the $N_c \times N_c$ identity matrix, and $\tilde{n}_m[n]$ denotes $W_m H n_m[n]$. The received frame matrix $R_m$ whose columns are $r_m[n]$, $n = 0, 1, \ldots, N-1$, can then be easily obtained by replacing $s_m$ with $S_m$ and $\tilde{n}_m[n]$ with $N_m$. The matrices, $S_m$ and $N_m$, are defined as column-wise concatenated vectors of $s_m$ and $\tilde{n}_m$, respectively. Namely,

$$S_m = [s_m^0 \, s_m^1 \ldots \, s_m^{N-1}],$$

(7)

$$N_m = [\tilde{n}_m[0] \, \tilde{n}_m[1] \ldots \, \tilde{n}_m[N-1]],$$

(8)

Stacking $N$ received signal vectors, or equivalently, vectorizing the received frame matrix $R_m$, we have

$$r_m = [r_m[0]^T, r_m[1]^T, \ldots, r_m[N-1]^T]^T = \text{vec}(R_m)$$

(9)

$$= \sqrt{\rho} \left( S_m^T F_m^T \right) \otimes W_m^H \text{vec}(H) + v_m,$$

(10)

where $v_m = (I_N \otimes W_m^H) \text{vec}(N_m)$. By vectorizing the channel matrix $H_d$ in [5], we obtain

$$\text{vec}(H_d) = (A_t^* \circ A_t) \begin{bmatrix} [A_d]_{0,0} \\ [A_d]_{1,1} \\ \vdots \\ [A_d]_{N_c, N_c-1} \end{bmatrix}$$

(11)

$$= (A_t^* \circ A_t) \text{diag}(A_d),$$

(12)

where $\circ$ denotes the Khatri-Rao product operator, $(\cdot)^*$ denotes the complex conjugation, and $\text{diag}(\cdot)$ denotes the operator that extracts diagonal elements of a square matrix and create a column vector. Using [12], vectorization of concatenated channel matrix $H$ is obtained as

$$\text{vec}(H) = (I_{N_c} \otimes A_t^* \circ A_t) \begin{bmatrix} \text{diag}(A_0) \\ \text{diag}(A_1) \\ \vdots \\ \text{diag}(A_{N_c-1}) \end{bmatrix}.$$
where the uniform mid-rise ADCs with $-10$-bit resolution are used for quantization. The received signals of multiple frames can also be stacked without such leakage effect. The two paths located in two bins are clearly seen, and adjacent bins have zero magnitude. Fig. 3 illustrates two different cases that can happen to virtual channels with two channel paths due to the leakage effect. In Fig. 3a, one of the paths is hidden in a spread of a stronger path. Even if a receiver is assumed to know the number of existing channel paths – it is two in Fig. 3a – the smaller magnitude path cannot be distinguished from the stronger path that has spatial beam leakage. In contrast, Fig. 3b shows two paths that are clearly seen, and adjacent bins have zero magnitude. It possibly results in erroneous detection of the weaker path.

By plugging (14) into (9), the vectorized received frame is rewritten as

$$r_m = \sqrt{\rho} \left( S_m^T \Phi h + \nu_m \right).$$

The received signals of multiple frames can also be stacked and expressed as

$$r = [r_0^T, r_1^T, \ldots, r_{M-1}^T]^T = \sqrt{\rho} \Phi \Psi h + \nu,$$

where $\Phi$, $\Psi$ and $\nu$ are defined as

$$\Phi = \begin{bmatrix} S_0^T F_0^T \otimes W_m^H \\ S_1^T F_1^T \otimes W_m^H \\ \vdots \\ S_{M-1}^T F_{M-1}^T \otimes W_m^H \end{bmatrix},$$

$$\Psi = I_{N_c} \otimes U_i^* \otimes U_t,$$

and $\nu = [v_0^T, v_1^T, \ldots, v_{M-1}^T]^T$.

Finally, the quantized received signal $y$ can be written as

$$y = Q(r) = Q(\sqrt{\rho} \Phi \Psi h + \nu),$$

where the uniform mid-rise ADCs with $b_{ADC}$-bit resolution are used for quantization.

Fig. 4 plots NMSE in dB scale using LS and OMP. Infinite bits in this section refers to the resolution of ADCs that does not perform quantization on its input. For both LS and OMP, performance gaps between infinite and low resolution become greater as SNR increases, and finer resolution performs better than coarser one. Comparing LS and OMP, OMP performs better than LS for each resolution considered in the figure. Across an SNR range from -20 to 15 dB, LS with infinite bit resolution has worse performance than does OMP with two bits. Considering the fact that SNR is generally low during a channel estimation stage and assuming SNR is lower than 5 dB, one-bit ADCs with OMP yield better estimates than infinite bit with LS.

Focusing on OMP, NMSE of three- or four-bit resolution is close to that of infinite bit resolution. For four-bit ADCs, NMSE difference is still less than 2 dB even at an SNR of 15 dB. For two-bit ADCs, channel estimation performance is comparable with that with higher resolution ADCs in a low SNR regime (less than 0 dB in Fig. 4) and is far better than that with infinite bit ADCs using LS. It is worth mentioning that, for one-bit ADCs with OMP, NMSE decreases with the increase in SNR up until a certain point, and then it reversely increases. This phenomenon is known as stochastic resonance [18], [21].

Fig. 5 is provided to show differences in channel estimation performance caused by the number of RF chains and the number of frames. In both Figs. 5a and 5b, combinations of $M = \{10, 100\}$ and $L_t = L_r = \{1, 2, 4\}$ are plotted while Fig. 5a is for infinite bit resolution and Fig. 5b is for four-bit resolution. Comparing two subfigures, it is first noted that performance gaps between four-bit and infinite bit resolution

IV. NUMERICAL RESULTS

With reformulation of the received signal for sparse recovery, we consider OMP as a tool to recover the sparse channel vector from the received signals. Generalized Approximate Message Passing (GAMP) and its variants are considered for channel estimation in mmWave communication systems [13], [18]: however, they do not work well in this case especially when many antennas are considered. The reason is that GAMP is not guaranteed to converge for measurement matrices whose peak-to-average ratio of the squared singular values is high [19]. The unit-magnitude constraints on RF beamforming matrices make a measurement matrix ill-conditioned. In this section, channel estimation performance of OMP is evaluated in several aspects and is compared with that of LS estimation. The Matlab code is available at [20]. The performance metric is the NMSE which is defined as

$$NMSE = \mathbb{E} \left[ \frac{\|H - \hat{H}\|_F^2}{\|H\|_F^2} \right],$$

where $\hat{H}$ is the recovered channel matrix using the channel estimation algorithms. Parameters used in this section are as follows unless otherwise stated for a specific figure: $N_t = 32$, $G_t = 64$, $N_r = 16$, $G_r = 32$, $L_t = L_r = N_s = 4$, $N_c = 4$, $N_p = 2$, $M = 80$, $N = 16$ and $b_{PS} = 6$.
Fig. 5. Channel estimation error for combinations of $M = \{10, 100\}$ and $L_t = L_r = \{1, 2, 4\}$. Infinite bit and four-bit ADCs are used in (a) and (b), respectively.

are small as shown earlier in Fig. 4. Channel estimation using a hundred frames performs better than that with ten frames. Effect of the number of frames on estimation performance is elaborated more in detail in the following paragraph. It can also be seen that more RF chains generally achieve lower estimation error. Considering transceivers equipped with a single RF chain, if the receiver uses enough frames for estimation, performance can be enhanced and becomes better than that with four RF chains as shown in both subfigures.

Effect of the number of frames on channel estimation error is illustrated in Figs. 6 and 7. Assuming that quantizers have infinite bit resolution, Fig. 6 shows estimation errors as a function of the number of frames. Several SNR values and numbers of RF chains are plotted. When quantization is perfect, the figure shows, in general, more frames, more RF chains, and higher SNR are beneficial to channel estimation. This statement is not always true if quantization is not perfect. Fig. 7 shows estimation errors as with Fig. 6 whereas the number of RF chains is fixed at four and various quantization resolution is considered. It can be seen that exploitation of more frames helps OMP to achieve lower estimation error with an exception: one-bit resolution at high SNR. One-bit quantization curves in Fig. 7 for SNR of 0 and 15 dB indicate that more frames and higher SNR do not necessarily guarantee better estimation performance unlike the perfect quantization case. When using more than 30 frames, estimation error for an SNR of 15 dB is greater than that for an SNR of 0 dB. For an SNR of 15 dB, using more frames adversely affects estimation performance. This phenomenon is similar to the stochastic resonance shown in Fig. 4. With four-bit resolution, the estimation performance is close to that with infinite resolution across all SNR and frame ranges shown in the figure, and the performance gap between the two resolution expands with higher SNR.
Fig. 8 shows NMSE simulated with four RF chains and 80 frames. Resolution of two through four and infinite bits is plotted. The sparsity in this figure is equivalent to the number of channel paths ($N_p$). As the sparsity increases, channel estimation performance degrades for all quantization resolution under consideration. Comparing four curves in the figure, it is seen that finer resolution decreases estimation error.

V. CONCLUSION

In this paper, we presented the first attempt to estimate wideband channels using a compressed sensing based algorithm in a mmWave communication system equipped with hybrid beamforming and low-resolution quantizers. We compared performance between OMP and LS as channel estimation algorithms and showed that one-bit quantizers using OMP perform better than infinite bit quantizers using LS in an SNR range of interest. The results showed that, when using OMP, estimation performance of infinite bit quantizers can closely be achieved with four-bit quantizers even in a high SNR regime with less than a 2 dB estimation error gap in terms of NMSE. Across all ranges of SNR, RF chains, frames and sparsity considered in this paper, four-bit ADCs were shown to achieve performance on par with infinite bit ADCs. Performance loss due to the limited number of RF chains on small devices can be compensated by exploiting more frames. It was reported that, after a certain point, using higher transmit power adversely affects the channel estimation performance of a system with one-bit quantizers. We showed that this is also the case when using more frames at high SNR.
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