Quantum fluctuations masquerade as halos: Bounds on ultra-light dark matter from quadruply-imaged quasars
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ABSTRACT

Ultra-light dark matter (ULDM) refers to a class of theories, including ultra-light axions, in which particles with mass \( m_\phi < 10^{-20} \text{ eV} \) comprise a significant fraction of the dark matter. A galactic scale de Broglie wavelength distinguishes these theories from cold dark matter (CDM), suppressing the overall abundance of structure on sub-galactic scales, and producing wave-like interference phenomena in the density profiles of halos. With the aim of constraining the particle mass, we analyze the flux ratios in a sample of eleven quadruple-image strong gravitational lenses. We account for the suppression of the halo mass function and concentration-mass relation predicted by ULDM theories, and the wave-like fluctuations in the host halo density profile, calibrating the model for the wave interference against numerical simulations of galactic-scale halos. We show that the granular structure of halo density profiles, in particular, the amplitude of the fluctuations, significantly impacts image flux ratios, and therefore inferences on the particle mass derived from these data. We infer relative likelihoods of CDM to ULDM with a particle mass in the same ranges of 98:1, 48:1, 26:1 and 18:1, highlighting the significant perturbation to image flux ratios associated with the fluctuations. Nevertheless, our results disfavor the lightest particle masses with \( m_\phi < 10^{-21.5} \text{ eV} \), adding to mounting pressure on ultra-light axions as a viable dark matter candidate.
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1 INTRODUCTION

In recent decades, numerous alternative theories have emerged that challenge the reigning cosmological model of cold dark matter (CDM). One such theory, referred to as ultra-light dark matter (ULDM), predicts that dark matter is composed of light bosons with particle masses \( m_\phi < 10^{-20} \text{ eV} \). Light axions are a particularly well-motivated ULDM particle candidate that can arise from string theories, with a canonical mass \( m_\phi \sim 10^{-22} \text{ eV} \) (Witten 1984; Svreck & Witten 2006; Amendola & Barbieri 2006; Arvanitaki et al. 2010; Samir Acharya et al. 2010; Cicoli et al. 2012, 2022). Early motivation for ultra-light axions came after various authors pointed out that axion-like particles could potentially resolve the strong CP problem in quantum chromodynamics (Peccei & Quinn 1977; Weinberg 1978; Wilczek 1978; Preskill et al. 1983; Abbott & Sikivie 1983; Dine & Fischler 1983).

Encouraged by the utility of ULDM theories as elegant solutions to longstanding challenges in particle physics, attention turned to astrophysical implications. The possibility that ULDM can resolve small-scale challenges to \( \Lambda \text{CDM} \) (for a review, see Bullock & Boylan-Kolchin (2017)) given \( m_\phi \sim 10^{-22} \text{ eV} \) (Hu et al. 2000) provides impetus to investigate the consequences of ULDM theories on structure formation on sub-galactic scales. The de Broglie wavelength associated with the particle mass sets the physical scale relevant for cosmic structure formation. For a particle mass \( m_\phi = 10^{-22} \text{ eV} \) and a typical virial velocity for a galaxy of \( \sim 100 \text{ km s}^{-1} \), the de Broglie wavelength is on the order of one kilo-parsec (kpc). Hence, quantum mechanical phenomena manifest on length scales comparable to the size of a galaxy.

The kpc-scale de Broglie wavelength predicted by ULDM theories has three main consequences for structure formation in the Universe. First, inside individual halos, quantum pressure between the particles, sometimes phrased in terms of the uncertainty principle, leads to the formation of a flat central region referred to as a soliton core (Schive et al. 2014a). For this reason, ULDM has been proposed as a potential solution to the so-called core-cusp problem (e.g. Kendall & Easther 2020). Second, quantum pressure precludes the collapse of small-scale density fluctuations in the early Universe, leading to a cutoff in the matter power spectrum below a characteristic scale related to the particle mass. This cutoff suppresses both the abundance and concentration of dark matter halos below a certain halo mass.
scale, relative to CDM (Schive et al. 2014a; Du et al. 2017; Schive et al. 2016; Kulkarni & Ostriker 2022). Third, quantum mechanical effects give rise to wave-like interference patterns in halo density profiles, causing fluctuations in the mass density with a typical size comparable to the de Broglie wavelength and an amplitude proportional to the average local density (e.g. Magaña & Matus 2012; Suárez et al. 2014; Hui et al. 2017; Li et al. 2019; Ferreira 2021; Li et al. 2021; Yavetz et al. 2022). If present, these fluctuations could add an additional source of small-scale density fluctuation, in addition to subhalos, to the mass profile of galactic halos.

Existing constraints on ULDM come from a variety of cosmological probes on vastly different physical scales. Comparisons between structure formation in simulations with ULDM and the Lyman-α forest yield a 95% lower limit \( m_\phi > 2 \times 10^{-20} \) eV (Rogers & Peiris 2021). Dalal & Kravtsov (2022) claimed a constraint \( m_\phi > 3 \times 10^{-19} \) eV at 99% confidence based on stellar dynamics in ultra-faint dwarf galaxies. Davoudiasl & Denton (2019) have disfavored \( m_\phi \sim 10^{-21} \) eV through observations of the Messier 87 super-massive black hole, via superradiance. Motivated by the core-cusp problem, using Jeans analysis Chen et al. (2017) were able to explain the flat central density profiles in dwarf spheroidal (dSph) galaxies with ULDM, provided that \( m_\phi \sim 10^{-22} \) eV. dSphs have also been used by Marsh & Pop (2015) and González-Morales et al. (2017) to obtain upper bounds \( m_\phi < 1.1(0.4) \times 10^{-22} \) at 95(79.5)\% confidence, respectively. When taking all of these constraints into account, there is an apparent tension between boson mass lower bounds from, for instance, the Lyman-α forest and stellar dynamics in UFDs and upper bounds from dSphs. The constraints on the particle mass from the Lyman-α forest, stellar dynamics in ultra-faint dwarfs, black hole superradiance and dSphs depend on indirect probes of dark matter structure, in the sense that the observable used to constrain the particle mass is associated with baryonic physics. Banik et al. (2021b) directly constrained the ULDM subhalo mass function with measurements of the Milky Way’s subhalo mass function using stellar streams from Banik et al. (2021a), finding \( m_\phi > 2.2 \times 10^{-21} \) eV at 95\% confidence. This confirmed prior work by Schutz (2020), who translated inferences on the free-streaming length of warm dark matter (WDM) presented by Gilman et al. (2020a) and Banik et al. (2021b) into constraints on the ULDM particle mass, concluding that \( m_\phi > 2.1 \times 10^{-21} \) eV at 95\% confidence. The constraints presented by Schutz (2020) assume that the mapping from WDM to ULDM produces weaker constraints on the ULDM particle mass than one would obtain when accounting for all of the relevant physics that distinguishes the two models. While Schutz (2020) partially based their constraints on the results of a strong lensing analysis presented by Gilman et al. (2020a), the strong lensing analysis examined WDM, not ULDM. Thus, the constraints presented by Schutz (2020) do not account for the full suite of physics that distinguishes WDM from ULDM. The full power of strong lensing as a tool to study ULDM remains unexplored.

Over the past few decades, strong lensing has matured as an effective method to constrain dark matter models on sub-galactic scales, below \( 10^{10} M_\odot \) (Dalal & Kochanek 2002; Vegetti et al. 2014; Nierenberg et al. 2014; Hezaveh et al. 2016a; Inoue 2016; Nierenberg et al. 2017; Birrer et al. 2017; Ritondale et al. 2019; Cyr-Racine et al. 2019; Hsieh et al. 2020; Gilman et al. 2020a, 2019, 2021, 2022; He et al. 2022; Despal et al. 2022; Wagner-Carena et al. 2022; Dhanasingh et al. 2022). As a purely gravitational phenomena, strong lensing can probe populations of dark matter halos without relying on stellar mass or other luminous material as a tracer for dark matter. Lensing provides a completely independent means with which to test the predictions of ULDM from analyses based on stellar streams, and provides a more direct probe of dark matter structure than the Lyman-α forest, and inferences based on dwarf galaxies and stellar dynamics.

The relative brightness (flux ratios) between images in quadruple-image lenses (quads) are extremely sensitive to the presence of low-mass structures, typically associated with low-mass halos, near lensed images. These halos can either exist around the main deflector as subhalos of a more massive host, or along the line of sight between the observer, main deflector, and source. The abundance and density profiles of subhalos and line-of-sight halos impact the flux ratios, and as such, these data can test any dark matter theory that alters the overall abundance or density profile of halos (e.g. Banik et al. 2019; Vegetti et al. 2018; Hsieh et al. 2020; Despali et al. 2020; Gilman et al. 2020a, 2021; Minor et al. 2021; Amorisco et al. 2022; Zelko et al. 2022), as well as the primordial matter power spectrum that set the initial conditions for structure formation (Gilman et al. 2022). Existing analyses of quads use these data to detect individual halos (Nierenberg et al. 2014, 2017), and to study entire populations of objects (e.g. Hsieh et al. 2020; Gilman et al. 2020a,b, 2022). With regard to ULDM, Chan et al. (2020) (see also Kawai et al. (2022)) point out that the quantum fluctuations of the host dark matter halo profile can impart measurable perturbation to image flux ratios. This feature sets ULDM apart from other dark matter frameworks, where only halo abundance and density profiles distinguish a theory from CDM.

In this work, we constrain ULDM models with a sample of eleven quadruply-imaged quasars using accurate models for the halo mass function, concentration-mass relation, soliton cores, and the quantum density fluctuations of the host halo, all of which can affect strong lensing flux ratios and therefore the constraints on the ULDM particle mass derived from them. The structure formation model we implement for the halo mass function is calibrated from numerical simulations (Schive et al. 2016). We derive a new concentration-mass relation for ULDM with precise forms of the transfer function that alters the linear matter power spectrum using the semi-analytic model galacticus (Benson 2012) and methods discussed by Schneider (2015). Finally, using numerical methods presented by Yavetz et al. (2022), we simulate host dark matter halos with virial masses of \( \sim 10^{13} M_\odot \) to implement a model for the fluctuations of the host dark matter density profile. Combining each of these modeling ingredients, we use the Bayesian inference framework developed and tested by Gilman et al. (2019, 2020a) to obtain constraints on the mass of the ultra-light dark matter particle, and examine the contribution of each component (fluctuations only, halos only, and the full model including both) to the signal extracted from the data. The data we use to perform this analysis is presented by Chiba et al. (2005); Sugai et al. (2007); Nierenberg et al. (2014, 2017); Stacey & McKean (2018); Nierenberg et al. (2020), and consists mainly of image fluxes measured from the nuclear narrow-line emission around the background quasar. These data have source sizes compact enough to retain sensitivity to milli-lensing by dark matter halos, but large enough that they are immune to micro-lensing by stars, and variability of the background quasar on scales less than the light crossing time of the emission region.

This paper is organized as follows. In Section 2, we describe the Bayesian inference methodology. In Section 3, we discuss the modeling of substructure in ULDM, including halo mass profiles, subhalo and field halo mass functions, the mass-concentration relation, and quantum fluctuations caused by the wave interference effects. In Section 4, we examine the effect of ULDM substructure and fluctuations on flux ratios. We present our main results in Section 5, and give concluding remarks in Section 6.
We assume values for cosmological parameters for flat ΛCDM measured by Planck (Planck Collaboration et al. 2020b). Lensing computations are performed using the open source gravitational lensing software lenstronomy1 (Birrer & Amara 2018; Birrer et al. 2021). Subhalo and line of sight halo populations, as well as the model for the quantum fluctuations in the halo density profile, are implemented in the open source software pyHalo². Flux ratio forward modeling was performed using quadmodel³. We use galacticus⁴ (Benson 2012) to compute the concentration-mass relation for ULDM. We assume a halo mass definition calculated with halo mass profile, which comprises the smoothly-distributed background density of the host dark matter halo, and the luminous galaxy at its center. Main deflector galaxies are typically massive ellipticals embedded in external shear (Gavazzi et al. 2007; Auger et al. 2010), so we model the main deflector as a power-law ellipsoid plus external shear. We add radial flexibility to this profile by sampling different logarithmic profile slopes. We incorporate additional angular structure by adding an octopole mass moment aligned with the position angle of the power-law ellipsoid, producing boxy and disky projected density contours. We account for uncertainties in the measurements of the image positions by adding random astrometric shifts to the model image positions. The macromodel and the source position absorb stochastic astrometric perturbations associated with both measurement uncertainties and dark substructure; we can nearly always obtain a lens model (including substructure) and source coordinate that produce a lens system with the same image positions as observed in the data.

With the model for the main deflector and dark matter halos in place, we compute flux ratios by ray-tracing through the lens system to the source plane, and integrate the flux from the extended background source. We account for uncertainties in the flux ratios by adding perturbations to model-predicted fluxes in the forward model. Next, we compute a summary statistic defined as the metric distance between the observed flux ratios, and the model predicted flux ratios

\[ S = \sqrt{\sum_{i=1}^{3} \left( f_{\text{data}(i)} - f_{\text{model}(i)} \right)^2} \]  

where \( f_{\text{model}(i)} \) is the model-predicted flux ratio, and \( f_{\text{data}(i)} \) is the observed flux ratio. To determine the posterior distribution, we employ a rejection algorithm in Approximate Bayesian Computing (ABC: Rubin 1984). We accept realizations if \( S < \epsilon \), where \( \epsilon \) is an acceptance threshold. In practice, we generate \( 10^5 \) – \( 10^6 \) draws of \( m_{\text{sub}} \) and \( \mathbf{x} \) per lens, and retain the 3,000 \( \mathbf{q}_{\text{sub}} \) samples corresponding to the lowest summary statistics. This choice corresponds to \( \epsilon \) values between 0.04 and 0.08. The number of accepted samples is subject to the convergence criterion that the inferred model parameters do not change when one discards random samples from the simulation and retains the same number of samples per lens (see, for example, Appendix A in Gilman et al. (2020a)). As \( \epsilon \to 0 \) the ratio of the number of accepted samples from the two models \( \frac{N_{\text{accept(0)}}}{N_{\text{accept(0.04)}}} \) approaches the relative likelihood of the two models \( \frac{L(\mathbf{d}_n|\mathbf{q}_1)}{L(\mathbf{d}_n|\mathbf{q}_2)} \) (Rubin 1984). This

2 INFERENCE METHOD AND DATASET

In this section, we review the inference methodology used in this work, and the data we analyze with it. Section 2.1 discusses how we forward model the data to evaluate the likelihood function, and Section 2.2 discusses the dataset and factors that determine the sample selection. Additional discussion regarding the methodology used in this work are discussed in Section 2 in Gilman et al. (2022), and Appendix C in Gilman et al. (2019) gives additional details regarding the ray-tracing algorithms.

2.1 Inference method

The inference method in this work follows the methodology detailed in Gilman et al. (2019, 2020a). Our goal in this work is to compute the posterior probability distribution of a set of hyper-parameters, \( \mathbf{q}_{\text{sub}} \), that define properties of ultra-light dark matter, given a sample of quadruply-imaged quasars with data \( \mathbf{D} \). Labelling the data for the \( n \)th lens \( \mathbf{d}_n \), as each lens system contributes an independent source of information, we can express the posterior as a product of individual likelihoods

\[ p(\mathbf{q}_{\text{sub}}|\mathbf{D}) \propto \prod_n L(\mathbf{d}_n|\mathbf{q}_{\text{sub}}), \]  

where \( \pi(\mathbf{q}_{\text{sub}}) \) is the prior on the hyper-parameters, and \( L(\mathbf{d}_n|\mathbf{q}_{\text{sub}}) \) is the likelihood of the \( n \)th dataset given the parameters.

We compute the individual likelihoods by generating realizations, \( \mathbf{m}_{\text{sub}} \), of dark matter halos from the model specified by \( \mathbf{q}_{\text{sub}} \) using pyHalo. A single realization defines the positions, masses, density profiles, and redshifts of halos between the observer and the source that can impact the data. The likelihood also includes a marginalization over a set of nuisance parameters, \( \mathbf{x} \), which include the size of the lensed background source, and parameters that describe the mass profile of the main deflector

\[ L(\mathbf{d}_n|\mathbf{q}_{\text{sub}}) = \int p(\mathbf{d}_n|\mathbf{m}_{\text{sub}}, \mathbf{x}) p(\mathbf{m}_{\text{sub}}, \mathbf{x}|\mathbf{q}_{\text{sub}}) d\mathbf{m}_{\text{sub}} d\mathbf{x}. \]  

To evaluate this integral, we use the forward modeling methodology developed and tested by Gilman et al. (2019, 2020a). First, using the software package pyHalo, we generate \( \mathbf{m}_{\text{sub}} \) from the model specified by \( \mathbf{q}_{\text{sub}} \). Next, we use the multi-plane lens equation (Blandford & Narayan 1986)

\[ \theta_k = \theta - \frac{1}{D_s} \sum_{k=1}^{K} D_{ks} \alpha_k (D_s \theta_k) \]  

to map the four image positions of the lensed quasar to a common source position, with the halos specified by \( \mathbf{m}_{\text{sub}} \) included in the computation. The notation \( D_{ij} \) represents an angular diameter distance between the \( i \)th and \( j \)th lens plane, while \( D_s \) represents the angular diameter distance to the source plane. The vector \( \mathbf{\theta} \) represents an angle on the sky, \( \mathbf{\alpha}_k \) and \( D_{ij} \) are the deflection field and the angular diameter distance at the \( k \)th lens plane, respectively.

In this step, we also specify an analytic model for the main deflector mass profile, which comprises the smoothly-distributed background density of the host dark matter halo, and the luminous galaxy at its center. Main deflector galaxies are typically massive ellipticals embedded in external shear (Gavazzi et al. 2007; Auger et al. 2010), so we model the main deflector as a power-law ellipsoid plus external shear. We add radial flexibility to this profile by sampling different logarithmic profile slopes. We incorporate additional angular structure by adding an octopole mass moment aligned with the position angle of the power-law ellipsoid, producing boxy and disky projected density contours. We account for uncertainties in the measurements of the image positions by adding random astrometric shifts to the model image positions. The macromodel and the source position absorb stochastic astrometric perturbations associated with both measurement uncertainties and dark substructure; we can nearly always obtain a lens model (including substructure) and source coordinate that produce a lens system with the same image positions as observed in the data.

With the model for the main deflector and dark matter halos in place, we compute flux ratios by ray-tracing through the lens system to the source plane, and integrate the flux from the extended background source. We account for uncertainties in the flux ratios by adding perturbations to model-predicted fluxes in the forward model. Next, we compute a summary statistic defined as the metric distance between the observed flux ratios, and the model predicted flux ratios

\[ S = \sqrt{\sum_{i=1}^{3} \left( f_{\text{data}(i)} - f_{\text{model}(i)} \right)^2} \]  

where \( f_{\text{model}(i)} \) is the model-predicted flux ratio, and \( f_{\text{data}(i)} \) is the observed flux ratio. To determine the posterior distribution, we employ a rejection algorithm in Approximate Bayesian Computing (ABC: Rubin 1984). We accept realizations if \( S < \epsilon \), where \( \epsilon \) is an acceptance threshold. In practice, we generate \( 10^5 \) – \( 10^6 \) draws of \( \mathbf{m}_{\text{sub}} \) and \( \mathbf{x} \) per lens, and retain the 3,000 \( \mathbf{q}_{\text{sub}} \) samples corresponding to the lowest summary statistics. This choice corresponds to \( \epsilon \) values between 0.04 and 0.08. The number of accepted samples is subject to the convergence criterion that the inferred model parameters do not change when one discards random samples from the simulation and retains the same number of samples per lens (see, for example, Appendix A in Gilman et al. (2020a)). As \( \epsilon \to 0 \) the ratio of the number of accepted samples from the two models \( \frac{N_{\text{accept(0)}}}{N_{\text{accept(0.04)}}} \) approaches the relative likelihood of the two models \( \frac{L(\mathbf{d}_n|\mathbf{q}_1)}{L(\mathbf{d}_n|\mathbf{q}_2)} \) (Rubin 1984). This

1 https://github.com/sibirrer/lenstronomy
2 https://github.com/dangilman/pyHalo
3 https://github.com/dangilman/quadmodel
4 https://github.com/galacticusorg/galacticus

5 By smoothly-distributed, we mean that the model does not contain large fluctuations in the projected mass on angular scales comparable to the size of a lensed image.
method is known as an Approximate Bayesian Computing method. As we only need to know the likelihood up to a constant numerical factor to obtain the posterior distribution in Equation 1, this approach allows us to approximate the target posterior distribution.

2.2 Data

The data we use in this work consists of the same set of eleven lens systems used by Gilman et al. (2022). This sample includes nine systems with measurements of flux ratios from nuclear narrow-line emission presented by (Nierenberg et al. 2014, 2017, 2020; Sugai et al. 2007), one system with flux ratios measured in radio wavelengths by Chiba et al. (2005), and one with CO 11-10 emission (Stacey & McKean 2018). Two factors determine the sample selection: First, stellar micro-lensing can impact image fluxes in wave-lengths coming from physical scales around the background quasar < 0.5 pc. The narrow-line emission, radio emission, and molecular CO emission come from spatially extended regions around the background quasar, rendering them immune to microlensing, while the size remains compact enough such that the data is sensitive to milli-lensing by dark matter halos. Second, we select lenses with main deflectors that do not show evidence of morphological complexity in the form of stellar disks, as these structures can bias the interpretation of flux ratios if the disk is not properly included in the lens model (Gilman et al. 2017; Hsueh et al. 2016, 2017, 2018).

3 MODELING STRUCTURE FORMATION IN ULTRA-LIGHT DARK MATTER

Ultra-light dark matter refers to classes of dark matter theories with particle masses on the order of 10^{-22} eV, but the mass can vary by many orders of magnitude, up to 10^{-10} eV. A single parameter defines the structure formation processes associated with these theories, expressed interchangeably as either the particle mass \( m_\psi \), or the corresponding de Broglie wavelength

\[
\lambda_{dB} = 0.6 \left( \frac{m_\psi}{10^{-22} \text{ eV}} \right)^{-1} \left( \frac{\nu}{200 \text{ km/s}} \right)^{-1} \text{kpc},
\]

where we interpret the velocity scale \( \nu \) as the virial velocity of a dark matter halo.

From Equation 5, it is evident that a particle mass of order 10^{-21} – 10^{-22} eV will manifest quantum mechanical effects on length scales of order 1 kpc, comparable to the size of a galaxy. Simulations have borne out the implications of ULDM for cosmic structure formation (Schive et al. 2014a, 2016; Mocz et al. 2019; Li et al. 2019; Dalal et al. 2021; Li et al. 2021; Hui 2021; Yavetz et al. 2022). The impacts of the cosmologically-relevant de Broglie wavelength on structure formation are three-fold: First, quantum pressure acts counter to gravity, removing small-scale density fluctuations from the matter distribution of the early Universe. Thus, the matter power spectrum with ULDM exhibits a sharp cutoff below a characteristic scale. We can parameterize the suppression of small-scale structure in terms of the wavenumber \( k_{1/2} \) where the transfer function from CDM to ULDM drops to one-half. This inverse length scale corresponds to a half-mode mass scale (Schive et al. 2016)

\[
M_{1/2} = 3.8 \times 10^{10} \left( \frac{m_\psi}{10^{-22} \text{ eV}} \right)^{-4/3} M_\odot.
\]

Similar to suppression of small-scale structure and the corresponding delay in the onset of structure formation in warm dark matter (WDM), the cutoff in the matter power spectrum suppresses both the abundance and concentrations of halos on scales comparable to and below \( M_{1/2} \). Second, ULDM halos have a central soliton core, in contrast to both CDM and WDM halos which have central density cusps. Third, ULDM halos exhibit density fluctuations throughout their volume caused by the wave-like nature of the dark matter.

Figures 1, 2, 3 and 5 show the halo mass function and concentration-mass relation of ULDM, relative to CDM, for varying particle masses. Structure formation is suppressed at increasingly larger scales as \( m_\psi \) decreases. Below \( m_\psi \sim 10^{-18} \) eV, the properties of halos and subhalos in the mass range \( 10^8 – 10^{10} M_\odot \) can we probe with strong lensing data become practically indistinguishable.
mass relation. Second, Section 3.2 explains how we model the ULDM halo density profiles beneath the fluctuations. Third, Section 3.3 details how we model the quantum fluctuations on top of the background density profile of a halo, which, as we will show, have observable consequences for flux ratio analyses with quad lenses. Fourth, Section 3.4 summarizes the form and motivation for the priors we implement in our analysis. Table 1 and 2 present all of the parameters sampled in the analysis, categorized by whether they are hyper-parameters we constrain in the model (Table 1) or nuisance parameters (Table 2).

### 3.1 The ULDM halo mass function and concentration-mass relation

We model the halo and subhalo mass functions in ULDM relative to the CDM predictions. We render halos in the mass range $10^6 - 10^{10} M_\odot$. Halos less massive than $10^6 M_\odot$ do not affect the data due to the finite-size of the lensed background source, while halos more massive than $10^{10} M_\odot$ are both very rare, and very likely to host a visible galaxy, in which case we model them explicitly.

For field halos between the observer and the source, we model the CDM mass function as

$$\frac{dN_{\text{CDM}}}{dM_\delta dV} = \delta_{\text{LOS}} \times \xi (M_{\text{host}}; z) \frac{dN}{dM_\delta dV},$$

where $\delta_{\text{LOS}}$ rescales the overall amplitude of the mass function, $\xi (M_h; z)$ adds correlated structure near the host dark matter halo (Gilman et al. 2020a), and $\frac{dN}{dM_\delta dV}$ is the mass function model presented by Sheth et al. (2001). Subhalos associated with the host dark matter halo around the main deflector can also impact flux ratios. We generate the population of subhalos from a mass function defined in projection

$$\frac{dN_{\text{CDM}}}{dM_\delta dA} = \Sigma_{\text{sub}} \left( \frac{M_h}{M_0} \right)^{-\alpha} F (M_{\text{host}}; z),$$

where $\Sigma_{\text{sub}}$ (with dimension kpc$^{-2}$) sets the amplitude at the pivot scale $M_0 = 10^4 M_\odot$, $\alpha$ is the logarithmic slope of the mass function, and $F (M_{\text{host}}; z)$ accounts for the evolution in the projected mass density of subhalo with host halo mass and redshift (Gilman et al. 2020a). By factoring out the dependence on host halo mass and redshift, we can interpret the normalization $\Sigma_{\text{sub}}$ as a hyper-parameter predicted by ACDM, and combine inferences of it from multiple lenses.

In CDM, structure formation is scale-free over many orders of magnitude in halo mass, with a minimum halo mass comparable to the mass of the Earth (Green 2006). In ULDM, quantum pressure associated with the large de Broglie wavelength of ULDM particles precludes the formation of low mass halos, introducing a minimum halo mass scale (Schive et al. 2014b)

$$M_{\min} (z) = 1.2 \times 10^8 \left( \frac{m_\phi}{10^{-22} \text{eV}} \right)^{-3/2} \times (1 + z)^{3/4} \left( \frac{\xi (z)}{\xi (0)} \right)^{1/4} M_\odot,$$

where $\xi (z) \equiv (18 \pi^2 + 82 \Omega_m (z) - 1 - 39 (\Omega_m (z) - 1)^2) / \Omega_m (z)$, and $\Omega_m (z)$ is the matter density parameter. When rendering populations of ULDM halos, we add a sharp cutoff in the mass function at $M_{\min} (z)$, rendering no halos with mass below this scale.

For the remaining population of halos more massive than $M_{\min}$, the abundance relative to CDM is suppressed by a factor

$$F (x) = \left[ 1 + ax^b \right]^c,$$

such that the mass function in ULDM can be parameterized relative to CDM through the relation

$$\frac{dN}{dM_\delta |_{\text{ULDM}}} = \frac{dN}{dM_\delta |_{\text{CDM}}} \times F \left( \frac{M_\phi}{M_{1/2}} \right),$$

where $(a, b, c) = (0.36, -1.1, -2.2)$ (Schive et al. 2016)⁶. This parameterization is similar to a parameterization of the mass function in WDM models, although the physical mechanisms responsible for the suppression differ. Figure 1 shows the suppression of the halo mass function relative to CDM as a function of the halo mass for different values of $m_\phi$. We apply the same suppression term (Equation 10) to populations of ULDM subhalos and field halos.

Tidal stripping complicates the modeling of the subhalo mass function, because tidal interactions between subhalos and the host halo can both remove mass from subhalos, effectively destroying them (e.g. Fiacconi et al. 2016; Garrison-Kimmel et al. 2017; Webb & Bovy 2020), and deform their density profiles (e.g. Errani & Peñarrubia 2020; Green & van den Bosch 2019; Du et al. 2018). One arguably conservative way to phrase the complicated effects associated with tidal stripping of ULDM subhalos is that we simply do not know the amplitude of the subhalo mass function. Thus, we account for the effects of tidal stripping by marginalizing our results over $\Sigma_{\text{sub}}$ in the range 0.0 – 0.1 kpc$^{-2}$.

By eliminating low-mass halos, the suppression of small-scale power in ULDM models breaks the hierarchical structure formation process that characterizes CDM. In addition to altering the (sub)halo mass function, this also delays the onset of structure formation and the build up of halo mass through accretion of smaller structures. As the central density of a halo reflects the background density of the Universe when the constituents formed (Bullock et al. 2001; Wechsler et al. 2002), the delayed onset of structure formation therefore suppresses the concentration-mass relation, relative to the CDM prediction (Schneider 2015).

The dashed lines in Figure 1 show the concentration-mass relations for $m_\phi \in [10^{-22}, 10^{-19}]$ eV relative to the CDM prediction. We computed the ULDM concentration-mass relation using galacticus (Benson 2012), applying the algorithm presented by Schneider (2015) to ULDM transfer functions. Specifically, the collapse time of a ULDM halo is computed from extended Press–Schechter theory (Press & Schechter 1974; Bond et al. 1991). The halo is then assigned a concentration that a CDM halo with the same collapse time would have. Relative to the transfer functions relevant for warm dark matter (e.g. Schneider 2015; Bose et al. 2016), the resulting concentration-mass relations in ULDM have a sharper cutoff, and turnover happens closer to the mass scale where the halo mass function becomes suppressed. These effects can be traced back to the shape of the ULDM transfer function, which has a sharper cutoff than the WDM transfer functions computed for thermal relic or sterile neutrino dark matter (Abazajian & Kusenko 2019). We model the concentration-mass relation in ULDM by multiplying the CDM concentration-mass relation by Equation 10,

$$c_{\text{ULDM}} (M, z) = c_{\text{CDM}} (M, z) \times F \left( \frac{M_\phi}{M_{1/2}} \right),$$

where in this case the cutoff function $F (x)$ has $(a, b, c) =

⁶ The prefactor $a = 0.36$ comes from converting the mass scale $M_\phi$ presented by Schive et al. (2016) to $M_{1/2}$ using their Equations 6 and 7.

⁷ For reference, Nadler et al. (2021) showed that the $\Lambda$CDM prediction for the subhalo mass function amplitude is 0.025 kpc$^{-2}$ (0.05 kpc$^{-2}$) if tidal stripping is equally efficient (doubly-efficient) in the Milky Way, relative to the elliptical galaxies that tend to act as strong lenses.
longer timescales than 2019; Wang et al. 2020), and these processes transpire on much different timescales than \( \lambda_{DB} v^{-1} \sim 10^{-3} \left( \frac{10^{-22} eV}{m_\phi} \right) \left( \frac{200 km s^{-1}}{v} \right)^2 \) Gyr, the relevant timescale for the quantum fluctuations of the host halo density profile\(^8\).

### 3.2 ULDM halo density profile

Flux ratios are sensitive to the internal structure of dark matter halos (e.g. Nierenberg et al. 2014; Gilman et al. 2020a, 2021). In contrast to the Navarro-Frenk-White (NFW) (Navarro et al. 1997) halos predicted by CDM, which have cuspy central density profiles, ULDM halos have flat central profiles, known as soliton cores. The soliton

---

8 The timescale for fluctuations is much less than the light crossing time of the halo for \( m_\phi > 10^{-21} eV \), and could potentially affect image light curves. An interesting avenue for future work would be to investigate if the fluctuation evolution timescale can affect time delays between lensed images.

---

Table 1. Hyper-parameters sampled in the forward model. Notation \( \mathcal{U} (u_1, u_2) \) indicates a uniform prior between \( u_1 \) and \( u_2 \). These hyper-parameters are referred to as \( q_{sub} \) in Equations 1 and 2. We obtain their joint distribution by multiplying individual likelihoods from each lens.

| parameter               | definition                                                                 | prior            |
|-------------------------|-----------------------------------------------------------------------------|------------------|
| \( \log_{10}(m_\phi/eV) \) | ultra-light boson mass (Equation 5)                                         | \( \mathcal{U} (-22.5, -16.5) \) |
| \( \gamma \)            | power law exponent for core radius-halo mass relation (Equation 13)         | \( \mathcal{U} (0.2, 0.5) \) |
| \( \log_{10}(A_{fluc}) \) | fluctuation amplitude (Section 3.3)                                         | \( \mathcal{U} (-3.5, -0.5) \) |
| \( \Sigma_{sub} [kpc^{-2}] \) | normalization of subhalo mass function (Equation 7) (rendered between \( 10^6 - 10^{10} M_\odot \)) | \( \mathcal{U} (0, 0.1) \) |
| \( \alpha \)            | logarithmic slope of the subhalo mass function                              | \( \mathcal{U} (-1.95, -1.85) \) |
| \( \delta_{los} \)     | rescaling factor for the line of sight Sheth-Tormen mass function (Equation 7, rendered between \( 10^6 - 10^{10} M_\odot \)) | \( \mathcal{U} (0.8, 1.2) \) |

We note that, by applying the Schneider (2015) algorithm to compute the ULDM concentration-mass relation, we use the model presented by Diemer & Joyce (2019) with a scatter of 0.2 dex. We note that, by applying the Schneider (2015) algorithm to compute the ULDM concentration-mass relation, we assume that the quantum-mechanical effects that produce the soliton core and cause fluctuations in the host halo do not alter concentration-mass relation, which affects the halo density profile outside the soliton core. Put differently, we assume the concentration-mass relation depends only on the transfer function that alters the shape of the linear matter power spectrum. Although this assumption has not yet been verified with numerical simulations, it is fairly well-motivated by the fact that the concentration-mass relation depends primarily on the accretion history of a halo and its formation time (e.g. Bullock et al. 2001; Wechsler et al. 2002; Diemer & Joyce 2019; Wang et al. 2020), and these processes transpire on much longer timescales than \( \lambda_{DB} v^{-1} \sim 10^{-3} \left( \frac{10^{-22} eV}{m_\phi} \right) \left( \frac{200 km s^{-1}}{v} \right)^2 \) Gyr.

### Table 2. Nuisance parameters sampled in the forward model. These hyper-parameters are referred to as \( x \) in Equation 2. We marginalize over these parameters to compute the likelihood of a single lens’ data before multiplying the likelihoods to compute the posterior distribution. Lens-specific priors are summarized in Table 2 of Gilman et al. (2020a).

| parameter               | definition                                                                 | prior            |
|-------------------------|-----------------------------------------------------------------------------|------------------|
| \( \log_{10}(M_{host}/M_\odot) \) | host halo mass                                                             | (lens specific)  |
| \( s \)                 | size of an individual fluctuation relative to \( \lambda_{DB} \)            | \( \mathcal{U} (0.025, 0.075) \) |
| \( a_4 \)               | octopole moment of main deflector mass profile (introduces boxyness and diskyness) | \( N (0.0, 0.01) \) |
| \( \sigma_{src} [pc] \) | source size, full-width at half maximum of a Gaussian narrow-line radio CO 11-10 | \( \mathcal{U} (25, 60) \) |
| \( \gamma_{macro} \)   | logarithmic slope of main deflector mass model                              | \( \mathcal{U} (1.95, 2.2) \) |
| \( \gamma_{ext} \)      | external shear strength in the main lens plane                              | (lens specific)  |
| \( \delta_{x,y} [m.a.s.] \) | image position uncertainties                                                | (lens specific)  |
| \( \delta f \)          | image flux or flux ratio uncertainties                                       | (lens specific)  |
core radius is related to the particle mass by (Schive et al. 2014b)
\[
r_c = 1.6 \left( \frac{m_\phi}{10^{-22} \text{eV}} \right)^{-1} \frac{1}{(1 + z)^{1/2}} \left( \frac{\zeta(z)}{\zeta(0)} \right)^{-1/6} \left( \frac{M_h}{10^9 M_\odot} \right)^{-\gamma_\phi} \text{kpc},
\]
(13)
where \( \gamma_\phi \) is the power law exponent of the core-radius-halo mass relation, typically \( \gamma_\phi \approx 0.2 - 0.5 \). Different simulations yield different core-halo relations (e.g. Chan et al. 2022; Schive et al. 2014b; Mocz et al. 2019; Mina et al. 2020; Schwabe et al. 2016; Nori & Baldi 2021; Yavetz et al. 2022; Glennon et al. 2022). For a summary of core-halo structures found in the literature, see Section 4.2.1 of Chan et al. (2022). We note that De Laurentis & Salucci (2022), motivated by Burkert (2020), determined that the DM halo density core of the M87 galaxy is inconsistent with Equation (13).

Schive et al. (2014a) present a fitting function for the density profile of the soliton
\[
\rho_s(x) = \frac{1.9a^{-1} \left( m_\phi / 10^{-23} \text{eV} \right)^{-2} (x_c / \text{kpc})^{-4}}{[1 + 9.1 \times 10^{-2} (x/x_c^c)^2]^{\gamma_\rho} M_\odot / \text{pc}^3},
\]
(14)
where \( x = r/a, x_c = r_c/a \) and \( a = (1 + z)^{-1} \). At radii \( r > r_c \), the ULDM halo density profile transitions from the soliton profile to an NFW profile. We replicate this transition through a superposition of the soliton profile with a cored NFW profile
\[
\rho_n(r, \tilde{r}_c) = \frac{\rho_s r_c^3}{(r + \tilde{r}_c)(r + r_c^c)^2},
\]
(15)
where \( \rho_s \) and \( r_s \) are the density normalization and scale radius of an NFW profile, and \( \tilde{r}_c \) is a core radius for the NFW halo.

We construct the halo density profile by superimposing the density profiles in Equations (14) and (15) subject to the constraints
\[
\rho_c(0) = \rho_n(0) + q \rho_s(0),
\]
(16)
\[
M_{200} = M_n(r < r_{200}) + q M_c(r < r_{200}),
\]
(17)
which enforces that the central density match the central soliton density predicted by Equation 3.2, and mass conservation within \( r_{200} \), respectively. Solving for \( \tilde{r}_c \) and \( q \) that satisfy these constraints gives a density profile
\[
\rho(r) = \rho_n(r, \tilde{r}_c) + q \rho_c(r).
\]
(18)

Resulting density profiles for a \( 10^8 M_\odot \) halo for \( m_\phi \in [10^{-20.5}, \ldots, 10^{-19}] \) eV and \( \gamma_\phi = 1/3 \) are shown in Figure 2. In our analysis, we marginalize over \( \gamma_\phi \) to account for uncertainties in the connection between the core mass and the total halo mass (see Section 3.4).
3.3 Modeling quantum fluctuations in the dark matter profile of the host halo

Due to the kpc-scale de Broglie wavelength, ULDM halos exhibit quantum density fluctuations throughout their volume (Church et al. 2019; Schive et al. 2014a; Hui et al. 2021; Kawai et al. 2022; Dalal & Kravtsov 2022; Schwabe & Niemeyer 2022; Dutta Chowdhury et al. 2021; Lancaster et al. 2020). Chan et al. (2020) pointed out that these fluctuations should impart measurable perturbations to the flux ratios in quadruply-imaged quasars. If this is the case, then omitting fluctuations from the lens model could cause one to confute signal from the density fluctuations with perturbations by dark matter halos, biasing inferences of the parameters that define the mass function and concentration-mass relation, as well as the particle mass itself.

The left panel of Figure 3 shows density fluctuations isolated near 6 kpc, a typical Einstein radius for a strong lens system, for a $10^{13.3} M_\odot$ halo simulated with a particle mass of $0.8 \times 10^{-22}$ eV using the methods presented by Yavetz et al. (2022) to solve the Schrödinger-Poisson equations. Our goal is to develop a model from which we can generate many realizations of projected density fields that share the same statistical properties as the projected density field shown in the left panel.

To begin, we comment on several general features of the fluctuation density field that motivate certain aspects of our model. First, the size of an individual fluctuation should scale proportionally with $\lambda_{dB}$, and therefore inversely with the particle mass, although the size of a fluctuation is not necessarily close to or equal to $\lambda_{dB}$ as the structure of an individual patch of projected mass density includes many individual fluctuations distributed along the line of sight through the halo. Second, the expected amplitude of a fluctuation about $\Sigma$, the mean projected density of the host halo at the Einstein radius, should scale as $\sqrt{\lambda_{dB}}$. This follows from the central limit theorem. When many individual fluctuations are viewed in projection, their contributions to the net projected density are random variables, and thus a measurement of $\Sigma \equiv \Sigma(\Sigma)$ at any random position samples a Gaussian distribution with mean zero and a (root) variance that scales as $\Sigma_N$ where $N$ is the number of fluctuations along the line of sight projected through the host halo. The number of fluctuations along the line of sight through the host halo scales as $1/\lambda_{dB}$, such that the variance of the density field scales as $\sqrt{\lambda_{dB}}$. Analytic predictions for $\delta \Sigma$ presented by Chan et al. (2020) and Kawai et al. (2022) also exhibit the $\sqrt{\lambda_{dB}}$ scaling of the variance of the density field.

Knowing how the size and amplitude of the fluctuations should scale with the particle mass, we implement a hierarchical framework to describe the fluctuation density field. We model individual fluctuations as circular Gaussian profiles. The amplitudes of the individual profiles are drawn from a Gaussian distribution with mean zero and a variance $A_{\text{fluc}} \sqrt{\lambda_{dB}}$, where $A_{\text{fluc}}$ is a hyper-parameter in our model. The size of each individual fluctuation is drawn from another Gaussian distribution with mean $s\lambda_{dB}$ and variance $s^2 \lambda_{dB}$. In defining the hyper-parameters $A_{\text{fluc}}, s$, and $s'$, we have enforced the correct scaling with the de Broglie wavelength discussed in the previous paragraph. Finally, we distribute these profiles randomly in two dimensions with a number density per unit area $s^{-2} \lambda_{dB}^2$. When analyzing the data, we generate the fluctuations in circular apertures with radii of 0.2 arcsec around each lensed image.

To determine appropriate values of $A_{\text{fluc}}, s$, and $s'$, we compare density fields simulated from the model with an exact realization of the density field of a $10^{13.3} M_\odot$ host halo. In particular, we calibrate our model to reproduce the distribution of $\Sigma(\Sigma)$ because fluctuations in the projected mass near an image cause flux ratio perturbations in strong lenses. The model realization shown in the right panel of Figure 3, generated with $\log_{10}(A_{\text{fluc}}) = -1.3$, $s = 0.05$, and $s' = 0.2$, results in a distribution of $\Sigma^2(\Sigma)$, shown in Figure 4, that matches the numerical result to approximately 7%. The distribution of $\Sigma^2(\Sigma)$ is relatively insensitive to the parameter $s'$ provided $s' \approx s$, so we fix $s' = 0.2$. Independently, Chan et al. (2020) arrived at a prediction, based on the simulations of Schive et al. (2014b), for the fluctuation amplitude $\log_{10}(A_{\text{fluc}}) = -1.3$, in good agreement with our numerical calculation. Kawai et al. (2022) predict a lower amplitude of the fluctuations, corresponding to $\log_{10}(A_{\text{fluc}}) = -1.6^9$.

Finally, to compute the amplitude of the fluctuations in the total projected mass including baryons, we multiply $A_{\text{fluc}}$ by $f$, where $f$ is the fraction of dark matter to baryonic matter at the Einstein radius. By analyzing a sample of 21 strong lensing elliptical galaxies, Chan et al. (2020) find $f \approx 0.48 \pm 0.15^{10}$. The presence of baryonic matter effectively suppresses the amplitude of the fluctuations in the total projected mass. Combining the theoretical prediction for $A_{\text{fluc}}$ with the contribution from baryons, we have the theoretical expectation for the fluctuation amplitude $\log_{10}(A_{\text{fluc}}) = -1.6$. The uncertainty in $f$ contributes 0.1 dex uncertainty in this value, while we estimate from numerical calculations an additional 0.15 dex scatter between realizations of the density field of $\Sigma^2(\Sigma)$, so we set the uncertainty in $\log_{10}(A_{\text{fluc}})$ to 0.2 dex.

We now generalize this model to lenses with different host halo masses at different redshifts. We will express the result in units of convergence, or projected mass normalized by $\Sigma_{\text{crit}}$, the critical surface mass density for lensing. The simulated halo used to match the numerical calculation shown in Figure 3 has a projected mass density in dark matter $\Sigma_{\text{host}} = 8.0 \times 10^9 M_\odot \text{kpc}^{-2}$, with a lens (source) redshift of 0.5 (1.5), giving $\Sigma_{\text{crit}} = 3.7 \times 10^8 M_\odot \text{kpc}^{-2}$. The expected standard deviation of fluctuations in the convergence, $\sqrt{\langle \delta \kappa^2 \rangle}$, is given by

$$\langle \delta \kappa^2 \rangle = 0.025 \left( \frac{A_{\text{fluc}}}{0.05} \right) \left( \frac{f}{0.5} \right) \left( \frac{m_{\psi}}{10^{-22} \text{eV}} \right)^{-1/2} \times \left( \frac{\Sigma_{\text{host}}}{8.0 \times 10^9 M_\odot \text{kpc}^{-2}} \right) \left( \frac{2.3 \times 10^9 M_\odot \text{kpc}^{-2}}{\Sigma_{\text{crit}}} \right).$$

Since the amplitude of the fluctuations scales proportionally with $\Sigma_{\text{host}}/\Sigma_{\text{crit}}$, we can safely ignore fluctuations in the mass profile of subhalos and field halos, as $\Sigma_{\text{host}}/\Sigma_{\text{crit}} \ll 1$ for these objects.

Strong lenses are characterized by super-critical densities, i.e. $\kappa > 1$, so we expect these fluctuations will not produce multiple images. However, their amplitudes are large enough that we expect them to significantly affect the flux ratios. To understand why, we can consider the radially-averaged central density inside the scale radius, a quantity we associate with lensing efficiency, of a typical $10^8 M_\odot$ halo at $z = 0.5$. Computing this density for a halo with $r_s = 2.4 \times 10^7 M_\odot \text{kpc}^{-3}$ and $r_s = 0.57$ kpc, and dividing by $\Sigma_{\text{crit}}$, we have a fluctuation in the convergence of the halo of 0.007, approximately one-third the amplitude of a typical fluctuation in the host halo density profile associated with ULDM. Thus, we expect the fluctuations to cause perturbation to flux ratios that matches or exceeds the contribution to the signal from $10^8 M_\odot$ halos.

To explore how the constraints and the signal we extract from the data depends on the amplitude of the fluctuations, we implement a log-uniform prior on $A_{\text{fluc}}$ around the best-fit value of 0.05 used to create Figures 3 and 4. In addition, we marginalize over a prior on $s$, $s'$.
Figure 5. Dark matter halo effective multi-plane convergence maps of ULDM structure for varying $m_\phi$, in comparison to CDM (bottom right). The effective multi-plane convergence is defined with respect to the mean dark matter density of the universe such that some regions are overdense (red), while others are underdense (blue). The critical curves are plotted in black for each realization. Density fluctuations associated with the wave interference of the dark matter profile in the main deflector halo cause small-scale features in the critical curve for $m_\phi \leq 10^{-20.5}$eV. We only generate density fluctuations in the vicinity of the critical curve, as this is the area where lensed images appear, but in principle they should exist throughout the entire halo. Note that the elliptical area in which fluctuations are rendered decreases with increasing $m_\phi$ to have a tractable number of fluctuations. The size (amplitude) of these density fluctuations varies proportionally (as the square root of) to the de Broglie wavelength associated with the particle mass. All realizations have $\Sigma_{\text{sub}} = 0.025 \text{kpc}^{-2}$, $\delta_{\text{LOS}} = 1.0$, $\alpha = -1.9$, $\log_{10}(A_{\text{Bac}}) = -1.3$ and $\gamma_\phi = 1/3$. 

[$m_\phi = 10^{-22.0}$ eV, $m_\phi = 10^{-21.5}$ eV, $m_\phi = 10^{-21.0}$ eV, $m_\phi = 10^{-20.5}$ eV, $m_\phi = 10^{-20.0}$ eV, $m_\phi = 10^{-19.5}$ eV, $m_\phi = 10^{-19.0}$ eV, $m_\phi = 10^{-18.5}$ eV, CDM]
which sets the size of a fluctuation relative to $\lambda_{db}$ and the number of fluctuations per units area. The prior on $s$ between 0.025 and 0.075 accounts for various factors that can change the size of a fluctuation for a given value of $m_\phi$, for example, a different central velocity dispersion of the host halo and central galaxy.

The number of fluctuations generated in projection scales as $\frac{1}{\lambda_{dm}^2}$, so the total number of fluctuations changes by a factor of $\sim 10^{12}$ across the log-uniform prior on $m_\phi$ between $[10^{-22.5}, 10^{-16.5}]$ eV. Direct implementation of this many individual lens profiles around each image to a number of individual fluctuations rendered around each image to a number $n_{\text{cut}}$. To approximately preserve the lensing properties of the density field when $n > n_{\text{cut}}$, we can use the scaling of the variance $\delta\Sigma \propto \frac{1}{\sqrt{n}}$ and re-scale the amplitudes of the fluctuations by a factor of $\sqrt{\frac{n_{\text{cut}}}{n}}$, where $n$ is the total number of fluctuations. We performed our analysis, discussed in Section 2, for different values of $n_{\text{cut}}$ to determine the minimum value of $n_{\text{cut}}$ at which the inference on $m_\phi$ converges, finding that $n_{\text{cut}} = 50,000$ is sufficient.

### 3.4 Priors on model parameters

In this section, we provide a concise summary of definitions for the parameters describing the halo mass function, concentration-mass relation, halo density profiles, and the fluctuation density field. We also discuss physical assumptions attached to each prior. These parameters and their priors are also listed in Tables 1 and 2.

We begin with the hyper-parameters listed in Table 1. The distinction between these parameters and the nuisance parameters summarized in Table 2 is that we do not combine information from multiple lenses to constrain the nuisance parameters, and instead marginalize over them on a lens-by-lens basis before multiplying likelihoods. On the other hand, we multiply likelihoods from different lenses to constrain the hyper-parameters listed below.

- $m_\phi$: We set a log-uniform prior on the particle mass $\log_{10}(m_\phi/\text{eV}) \in \mathcal{U}(-22.5, -16.5)$. Particle masses lighter than $10^{-22.5}$ eV face stringent constraints the Cosmic Microwave Background (Hlozek et al. 2015; Hložek et al. 2018) using Planck data (Planck Collaboration et al. 2016, 2020a), and constraints using the Hubble Ultra Deep Field UV-luminosity function (Bouwens et al. 2015; Bozek et al. 2015) and the optical depth to reionization (Spergel et al. 2015). The upper bound on $m_\phi$ is determined primarily by the halo mass function and concentration-mass relation. For particle masses $m_\phi > 10^{-17.5}$ eV, the abundance and density profiles of halos become practically indistinguishable from CDM, in the halo mass range that strong lensing is sensitive to (see Figures 1 and 5). Thus, extending the prior to $m_\phi = 10^{-16.5}$ eV ensures that a region of parameter space we sample can be associated with CDM.
- $\gamma_\phi \in \mathcal{U}(0.2, 0.5)$: The prior on $\gamma_\phi$, which determines the size of the soliton core in ULDM halos, encompasses the range of theoretical uncertainty on this parameter based on the different values proposed to date. In addition, the specifics of the particle physics model and tidal disruption by the baryonic potential of the main deflector can alter the mass and size of soliton core (Du et al. 2018; Glennon et al. 2022). We account for these effects by marginalizing over $\gamma_\phi$ when quoting constraints on the particle mass.
- $A_{\text{fluc}}$: We assign a log-uniform prior on $A_{\text{fluc}}$ between $10^{-3.5}$ and $10^{3.5}$.
and $10^{-0.5}$. While we eventually enforce a prior on this parameter based on our numerical simulations of ULDM halos (see Figures 3 and 4), leaving $A_{\text{flux}}$ as a free parameter allows us to explore the interplay between halos and the fluctuations of the host halo profile in the lensing signal we measure. In Section 5.2, we present results that assume a Gaussian prior on $\log_{10} A_{\text{flux}}$ with mean $-1.6$ and a variance of 0.2 dex based on calibrating our model against numerical solutions for host halo mass profiles in ULDM (see Section 3.3).

- $\Sigma_{\text{sub}}$: The normalization of the subhalo mass function encompasses a broad range of theoretical uncertainty associated with the efficiency of tidal stripping by baryons in the host halo potential. We account for the effects of tidal stripping by marginalizing over a uniform prior on $\Sigma_{\text{sub}}$ between 0 and 0.1 kpc$^{-2}$. More generally, we can associate $\Sigma_{\text{sub}}$ with the overall contribution of subhalos to the lensing signal. Thus, the broad prior we assign to this parameter encompasses uncertainties associated with both the overall abundance and density profile of halos.

- $\alpha$: The prior on $\alpha$, the logarithmic slope of the subhalo mass function, is motivated by N-body simulations of subhalos (e.g. Springel et al. 2008; Fiacconi et al. 2016).

- $\delta_{\text{LOS}}$: The prior on $\delta_{\text{LOS}}$, the amplitude of the field halo mass function relative to the prediction of the Sheth-Tormen halo mass function model, account for discrepancies between predictions of different theoretical models of the halo mass function below $10^{10} M_\odot$ (e.g. Despali et al. 2016), cosmological model uncertainties in parameters such as $\sigma_8$ and $\Omega_M$, and the impact of baryonic matter on small-scale clustering (Benson 2020).

We marginalize over nuisance parameters, listed in Table 2, if the parameters convey information that is specific to a particular lens. For example, as we expect each lensed quasar has a different source size (within the width of the prior) we marginalize over the source size before multiplying the likelihoods to constrain the particle mass.

- $\kappa_{\text{halo}}$: We marginalize over a log-uniform prior on the host halo mass determined on a lens-by-lens basis based on the Einstein radius, lens and source redshift. The prior is based on correlations between these quantities and the stellar mass presented by Auger et al. (2010), and between the stellar mass and host halo mass presented by Lagattuta et al. (2010). We defer to Gilman et al. (2020a) for additional details.

- $s$: The parameter $s$ sets the size of an individual fluctuation in the projected mass profile of the host halo caused by the wave-like properties of the dark matter. The uncertainty in the size of a fluctuation reflects scatter in the velocity dispersion for each deflector that determines the characteristic length scale associated with the particle mass Equation 5.

- $a_4$: The parameter $a_4$ sets the amplitude of an octopole mass moment superimposed on the main deflector mass profile. When this additional component shares a common centroid and position angle with the elliptical power-law profile used to model the main deflector, it produces boxy or disky isophotes. The prior on $a_4$ is determined by observations of surface brightness contours of massive elliptical galaxies (Bender et al. 1989).

- $\sigma_{\text{src}}$: The source size sets the minimum angular scale where a deflection angle can affect an image magnification, and therefore determines the minimum halo mass detectable with the data. The source sizes of the nuclear narrow-line emission, radio, and CO 1-10 emission have sizes$^{11}$ between 1 – 60 pc (Müller-Sánchez et al. 2011; Stacey & McKean 2018; Chiba et al. 2005).

- $\gamma_{\text{macro}}$: $\gamma_{\text{macro}}$ sets the logarithmic profile slope of the main deflector mass profile. The prior between 1.95 – 2.2 encompasses typical values for early-type galaxies (e.g. Gavazzi et al. 2007; Auger et al. 2010; Gilman et al. 2017).

- $\gamma_{\text{ext}}$: The prior on the magnitude of the external shear is determined on a lens-by-lens basis by running the inference pipeline with the shear left as a free parameter, and determining what ranges of $\gamma_{\text{ext}}$ can reproduce the observed flux ratios.

- $\delta_{x,y}$: We add astrometric uncertainties to the image positions. The amount of uncertainty is determined by the measurements of the image positions and flux ratios (Nierenberg et al. 2020).

- $\delta f$: We add measurement errors to the image fluxes, or in some cases, to the model flux ratios, depending on which quantity has published errorbars (Chiba et al. 2005; Nierenberg et al. 2020).

4 UNDERSTANDING THE EFFECT OF STRUCTURE FORMATION WITH ULDM ON IMAGE FLUX RATIOS

Before discussing the results of the full forward modeling and Bayesian inference on the particle mass $m_\Phi$, we investigate the effects of ULDM halos and density fluctuations on flux ratios to build intuition that will aid the interpretation of our main results. To this end, Figure 5 shows eight projected mass distributions of dark matter structure generated using the parameterization for the mass function, concentration-mass relation, and fluctuations throughout the host halo density profile presented in the previous section. Each panel shows a map of the effective multi-plane convergence in substructure, $\kappa_{\text{effective}}(\text{halo})$, given by

$$\kappa_{\text{effective}}(\text{halo}) = \frac{1}{2} \nabla \cdot \alpha - \kappa_{\text{macro}},$$

where $\alpha$ is the multi-plane deflection field, and $\kappa_{\text{macro}}$ is a smooth mass profile used to model the main deflector. The effective multi-plane convergence in substructure is a two-dimensional representation of a full three-dimensional population of halos, subhalos, and in the case of ULDM, quantum fluctuations of projected mass profile of the host halo. The definition of $\kappa_{\text{effective}}(\text{halo})$ includes non-linear effects associated with multi-plane lensing, such that halos along the line of sight appear distorted in the direction tangent to the critical curve.

Each panel in Figure 5 depicts a realization of ULDM structure for a lens at redshift $z = 0.5$ and a source at $z = 2.0$, with values for the hyper-parameters introduced in the previous paragraphs of $\Sigma_{\text{sub}} = 0.025$ kpc$^{-2}$, $\delta_{\text{LOS}} = 1.0$, $\alpha = -1.9$, $\log_{10}(A_{\text{flux}}) = -1.3$ and $\gamma_{\Phi} = 1/3$. We include, as a point of comparison, a CDM realization in the bottom right panel. Beginning in the top left with a $10^{-22}$ eV particle, very few halos or subhalos exist in the lens system, but fluctuations in the background density of the host halo appear prominently and produce visible distortions in the critical curve, shown in black. Increasing the particle mass, the fluctuation amplitude decays as $m_\Phi^{-1/2}$, such that the fluctuations become nearly imperceptible for $m_\Phi > 10^{-20.5}$ eV, while progressively more halos appear in the lens system as $M_{1/2}$ decreases as $m_\Phi^{-4/3}$. For particle masses greater

---

11 We define the size as the full-width at half maximum, assuming a Gaussian profile.
than $m_\phi \sim 10^{-17}$ eV, the halo populations are practically indistinguishable from CDM in the mass range $10^6 - 10^{10} M_\odot$ relevant for substructure lensing.

The rich diversity of structure formation outcomes shown in Figure 5 implies that the presence of fluctuations from wave inference of the the dark matter can, at least to some extent, compensate for the relative lack of halos in ULDM models with $m_\phi \lesssim 10^{-20.5}$ eV. Certain values of $A_{\text{fluc}}$ could cause enough perturbation to flux ratios to explain the data, despite the fact that very few halos exist in the lens system.

We can explore the relative impact of fluctuations to halos, as determined by the fluctuation amplitude $A_{\text{fluc}}$, by computing distributions of the summary statistic $S$ defined in Equation 4. Figure 6 shows cumulative distributions of $S$ for different choices of $A_{\text{fluc}}$, assuming $m_\phi = 10^{-22}$ eV. To compute the statistic, we compute reference flux ratios $f_{\text{data}}^{\text{halo}}$ from a smooth lens model with no halos or fluctuations present in the lens system. Thus, cumulative distributions of $S$ with long tails indicate frequent and strong perturbations to image flux ratios, while a cumulative distribution that rapidly drops to zero along the $x$-axis corresponds to infrequent and/or small perturbations to the data. The non-zero values of $S$ for the dashed curve, which includes no fluctuations, represents the variation of image flux ratios that results from marginalizing over the mass profile of the main deflector (the logarithmic profile slope, external shear, boxness and diskyness, etc.) as well as the relatively few remaining halos when $m_\phi = 10^{-22}$ eV.

The colored curves in Figure 6 correspond to different values of $A_{\text{fluc}}$, while the dotted line shows a distribution of $S$ for CDM. Adding fluctuations to the main deflector halo, the amount of perturbation predicted by ULDM theories can far exceed that predicted by CDM, depending on the value of $A_{\text{fluc}}$. Figure 6 clearly demonstrates that both halos and fluctuations can perturb image flux ratios. In fact, both theoretical frameworks predict similar amounts of perturbation provided $A_{\text{fluc}} \sim 10^{-1.75} - 10^{-2}$. Thus, based on Figure 6, we can expect fluctuation amplitudes $A_{\text{fluc}} \sim 10^{-2}$ and $m_\phi \sim 10^{-22}$eV will not be ruled out by the data. To explore this possibility rigorously, and to disentangle the effects of density fluctuations of the host halo profile from the effects of halos in the lens model, we now apply the full forward modeling pipeline reviewed in Section 2 to the structure formation model presented in Section 3.

5 RESULTS

We combine the inference method and dataset described in Section 2 with the ULDM structure formation model detailed in Section 3 to obtain constraints on the particle mass $m_\phi$. In Section 5.1, we begin by considering a simplified model with no halos and only quantum fluctuations included in the lens model to demonstrate how fluctuations in the host halo mass profile can affect strong lensing observables. We present joint constraints on the particle mass and fluctuation amplitude for this scenario. In Section 5.2, we present the joint posterior distribution for ULDM parameters from the eleven quad lenses in our sample, including halos and fluctuations. Folding in theoretical predictions for the fluctuation amplitude $A_{\text{fluc}}$, we derive constraints on the particle mass $m_\phi$, and compare the constraints to a model in which no fluctuations, and only halos, are included in the lens model.

5.1 Isolating the lensing signal from fluctuations

We may better understand the effect of the fluctuation amplitude on our particle mass constraints by isolating the the signal from density fluctuations. Figure 7 presents our joint constraint on $m_\phi$ and $A_{\text{fluc}}$, assuming no halos exist in the lens model. As both the amplitude and size of individual fluctuations scale inversely with $m_\phi$, the effect of the fluctuations becomes increasingly suppressed as $m_\phi$ increases. Thus, with only fluctuations included in the model, the data rules out particle masses greater than approximately $10^{-20.5}$ eV because these models predict too little flux ratio perturbation in the data.

For lighter particle masses, $m_\phi < 10^{-20.5}$ eV, the fluctuations have large sizes and amplitudes, and thus their presence has a significant impact on the data. In particular, increasing $A_{\text{fluc}}$ increases the central density of individual fluctuations, boosting their lensing efficiency. This results in too much perturbation, and thus the data rules out parameter space that occupies the upper-left section of Figure 7. Similarly, decreasing $A_{\text{fluc}}$ again results in too little perturbation, and thus the data disfavors regions of parameter space that occupy the bottom left of Figure 7.

The likelihood contours in Figure 7 track the region of parameter space where the fluctuations-only model can explain the data. Curiously, these likelihood contours approximately follow $A_{\text{fluc}} \sim m_\phi^{-1/2}$. By Equation 19, this corresponds to a fluctuation amplitude independent of the particle mass, since the characteristic amplitude of the density fluctuations, $\sqrt{\langle \delta k^2 \rangle}$ (see Equation 19), itself scales as $m_\phi^{-1/2}$. For a $10^{-22}$ eV particle, this leads to an amplitude of $\sqrt{\langle \delta k^2 \rangle} = 0.0029^{+0.0037}_{-0.0017}$. 12

Analyzing the data with only fluctuations included in the model provides a useful illustration of how the fluctuations impact the data.

12 Although it is not within the scope this work, we note that one could interpret the likelihood in Figure 7 in terms of the power spectrum of dark substructure in strong lenses (e.g. Hezaveh et al. 2016b; Diaz Rivero et al. 2016b;...
Figure 8. Joint posterior distribution for ultra-light dark matter parameters. We display the particle mass $m_\phi$, the core radius-halo power law exponent $\gamma_\phi$, the fluctuation amplitude $A_{\text{fluc}}$, and the normalization of the subhalo mass function $\Sigma_{\text{sub}}$, the rescaling factor for the line of sight Sheth-Thormen mass function $\delta_{\text{LOS}}$ and the logarithmic slope of the subhalo mass function $\alpha$. Vertical dotted-dashed lines on the marginal distributions denote 95% confidence intervals and black (grey) contours denote 68% (95%) confidence intervals.

However, the model in terms of only $m_\phi$ and $A_{\text{fluc}}$ does not adhere to the predictions of any physically-motivated dark matter theory proposed to date. The next section presents constraints from our complete ULDM model, which includes halos and subhalos, in addition to the fluctuations.

5.2 Constraints on the particle mass

The joint posterior distribution we infer from our analysis for $m_\phi$, $\gamma_\phi$, $A_{\text{fluc}}$, $\Sigma_{\text{sub}}$, $\delta_{\text{LOS}}$ and $\alpha$ is shown in Figure 8. Without imposing a theoretically-motivated prior on $A_{\text{fluc}}$, we see clear covariance between $m_\phi$ and $A_{\text{fluc}}$ in the full model (halos and fluctuations). The posterior for $m_\phi$ demonstrates that we disfavor light particle masses ($m_\phi < 10^{-21} \text{ eV}$) provided that $\log_{10}(A_{\text{fluc}}) \lesssim -3$ or $\log_{10}(A_{\text{fluc}}) \lesssim -1.5$. However, as one can infer from comparing the
curves in Figure 6, the data does not strongly disfavor $m_\phi \sim 10^{-22}$ eV provided $A_{\text{fluc}} \sim 10^{-2}$.

We now fold in a more informative prior on the fluctuation amplitude based on our numerical simulations of the host halo density profile with the software developed by Yavetz et al. (2022). As discussed in Section 3.3, we can match our model to the simulations assuming $\log_{10}(A_{\text{fluc}}) = -1.6 \pm 0.2$, accounting for the presence of baryonic mass projected near the Einstein radius. Figure 9 shows a similar joint posterior distribution to Figure 8, while imposing a Gaussian prior $N(-1.6, 0.2)$ on $\log_{10}(A_{\text{fluc}})$. Accounting for theoretical predictions, we obtain a lower bound for the ultra-light boson mass: $m_\phi > 3.2 \times 10^{-22}$ eV at 95% confidence, although this constraint depends fairly strongly on the width of the prior between $10^{-22.5} - 10^{-16.5}$ eV. As a more robust metric we can quote a relative likelihood, defined as the probability that $m_\phi$ has a value in a logarithmically-spaced interval relative to CDM. We define the likelihood of CDM as the probability that $\log_{10}(m_\phi/eV) \in [-16.75, -16.5]$, because strong lensing is practically insensitive to differences between ULDM and CDM for particle masses in this range. Our constraints expressed in terms of relative likelihoods favor CDM over ULDM with a particle mass in the range $\log_{10}(m_\phi/eV) \in$
We present an analysis of ultra-light dark matter (ULDM) and constraints on the ULDM particle mass using a sample of eleven quadruply-imaged quasars, using the Bayesian inference methodology developed by (Gilman et al. 2019, 2020a). The structure formation model we implement to study ULDM accounts for suppressed halo abundance and concentration in ULDM frameworks, the presence of a central soliton core in individual halos, and the quantum fluctuations of the host halo density profile arising from wave interference effects. We summarize our main results as follows:

- **Discussion and Conclusions**

We analyze an ultra-light dark matter (ULDM) and constraints on the ULDM particle mass using a sample of eleven quadruply-imaged quasars, using the Bayesian inference methodology developed by (Gilman et al. 2019, 2020a). The structure formation model we implement to study ULDM accounts for suppressed halo abundance and concentration in ULDM frameworks, the presence of a central soliton core in individual halos, and the quantum fluctuations of the host halo density profile arising from wave interference effects. We summarize our main results as follows:

- **When taking theoretical predictions for the fluctuation amplitude into account, the data favors CDM over ULDM with relative likelihoods of \( \log_{10}(m_\phi/eV) \in [-22.5, -22.25] \) \([-22.25, -22.0] \), \([-22.0, -21.75] \), \([-21.75, -21.5] \) with a likelihood ratio of 8.1, 7.1, 6.1, and 4.1. We express these results in terms of relative likelihoods, instead of confidence intervals, because these metrics do not depend on the prior assigned to the particle mass in our analysis.

- **Constraints on ULDM from strong gravitational lensing depend on the quantum fluctuations that exist in ULDM halo profiles. These fluctuations, associated with wave interference effects in ULDM, cause significant perturbation to flux ratios. Specifically, constraints on the ultra-light boson mass \( m_\phi \) depend on the fluctuation amplitude \( A_{\text{fluc}} \) of the host dark matter halo, which should be accounted for in a strong lensing analysis of ULDM.**

This paper shows that strong gravitational lensing by galaxies provides a powerful astrophysical test of ULDM. In particular, we have shown that lensing provides a direct gravitational probe of small-scale structure generated through wave interference effects in ULDM. For lensing-based inferences on the amount of small-scale structure in galactic halos, the density fluctuations associated with the wave interference compensate for the suppression of small-scale structure in ULDM that results from the cutoff in the linear matter power spectrum. This ultimately leads to weaker constraints on the ULDM particle mass than one would obtain by considering only the effects of halos on the data. A different way of phrasing this result is that flux ratios do not distinguish between a small-scale density fluctuation associated with a halo, and a wave-like density fluctuation of the host halo density profile. Adding additional information that distinguishes between different angular scales, such as gravitational imaging data (e.g. Vegetti et al. 2014; Hezaveh et al. 2016b) or flux ratios measured with more compact source sizes (Gilman et al. 2021), could help distinguish fluctuations (where the relevant angular scale is set by the de Broglie wavelength relative to the source size) from halos (where the relevant angular scale is set by the halo mass relative to the source size).

This paper arrives on the heels of several studies that place stringent limits on the particle mass from the Lyman-\( \alpha \) forest (Rogers & Peiris 2021): \( m_\phi > 2 \times 10^{-20} \text{eV} \) at 95\% confidence, stellar orbits in ultra-faint dwarf galaxies (Dalal & Kravtsov 2022): \( m_\phi > 3 \times 10^{-19} \text{eV} \) at 99\% confidence, black hole superradiance (Davoudiasl & Denton 2019): ruling out \( m_\phi \in (2.9, 4.6) \times 10^{-21} \text{eV} \) and Jeans analysis for dwarf spheroidal galaxies (Chen et al. 2017): favoring \( m_\phi = 1.18^{+0.24}_{-0.18} \times 10^{-22} \) (using Walker et al. (2007)) and \( m_\phi = 1.18^{+0.35}_{-0.25} \times 10^{-22} \) (using Walker et al. (2009)) at 95\% confidence. Additionally, Della Monica & de Martin (2022) recently demonstrated that future observations of the orbital motion of the S2 star will place an upper limit on the particle mass. The key distinguishing feature of the results we present, relative to these other works, is that lensing provides a direct gravitational probe of the dark matter structure predicted by ULDM, rather than using a proxy observable quantity, such as the Lyman-\( \alpha \) flux power spectrum, stellar orbits or dSph galaxies, to infer properties of the unobservable dark matter. This means that lensing depends on different modeling assumptions and sources of systematic error.

An increase in the observed strong lensing dataset by an order of magnitude (Oguri & Marshall 2010; Treu et al. 2018) will lead to more stringent bounds on the particle mass. In addition, new measurements of image flux ratios from the James Webb Space Telescope through JWST GO-2046 (Nierenberg et al. 2021) in mid-infrared wavelengths will provide a more sensitive probe of dark substructure in a sample of approximately thirty strong lenses. Relative to the
narrow-line flux ratios that constitute the majority of the data analyzed in this work, the mid-IR emission comes from a more compact area around the background quasar. This increases the sensitivity of the data to smaller deflection angles, effectively pushing the resolution of the data to lower halo masses.

The constraints in this paper can also be considered in the context of ultralight vector dark matter (VDM). Amin et al. (2022) studied the small scale structure differences between ULDM and VDM. They determined that the amplitude of the fluctuations in VDM, relative to ULDM, is reduced by a factor of 1/3 due to a decrease in interference between ultralight vector bosons. Generally, fluctuation amplitudes for a spin-1 bosonic field would decrease by a factor of $1/(2s+1)$. Since VDM reduces perturbations to flux ratios from fluctuations, the lower limits presented in this paper are also conservative bounds for VDM.

Both warm dark matter and ULDM exhibit a truncated matter power spectrum, and a characteristic half-mode mass below which the abundance and density profiles become suppressed, relative to the power spectrum, and a characteristic half-mode mass below which the lower limits presented in this paper are also conservative bounds for VDM.

This conclusion is similar to the one reached by Dalal et al. (2021), who show that the wave-like phenomena that distinguishes ULDM from WDM also affects the small-scale structure of stellar streams.
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