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ABSTRACT. This paper presents a conceptual and mathematical model of a multi-criteria decision making process in which the information about decision maker’s preferences is expressed in the form of minimal suitable values.

1. Introduction

The multi-criteria decision making can be viewed as a process of identifying the most preferred alternative choice or a process of ranking the alternatives based on a set of criteria, which usually have a different significance to the decision. During the previous decades, multi-criteria decision analysis was one of the fastest growing areas and many multi-criteria decision methods and techniques were proposed and elaborated [1, 2, 3, 9, 10, 11, 13, 18, 19]. Each method has its own characteristics, but they all include following steps in processing: determining the relevant criteria and alternatives, associating weights to criteria and performance values to the alternatives on these criteria, and finally performing appropriate aggregation procedure. Selected alternatives must be real, practical, available and comparable. Selected criteria must be independent of each other, represented in same scale, measurable and related with the alternatives. The choice of the aggregation function to be used in a model of multi-criteria decision making problem directly depend on properties dictated by the framework in which the aggregation is performed. The weighted sum is the earliest and probably the most widely used aggregation function, but other aggregation functions can also be applied [5, 7, 8].

The diversity of multi-criteria decision making methods emerges from different design problems to be solved. A large number of methods have been well investigated from the mathematical point of view and applied in a wide variety of fields [6]. In combination with the use of modern computers many of these methods have had an extensive software support. However, the problem of choosing an appropriate method in a particular situation
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still exists which encourages researchers to develop new techniques. For an overview of the available methods for solving multi-criteria decision problems we refer to Figueira et al. [4], Hwang and Yoon [7], Radojičić and Žižović [12], Triantaphyllou [15] and Zeleny [17].

2. Preliminaries

Let $A = \{a_1, a_2, \ldots, a_m\}$ be the set of alternatives that are to be assessed by the set of criteria $C = \{c_1, c_2, \ldots, c_n\}$. For every $i = 1, 2, \ldots, m$, the alternative $a_i$ can be represented as $n$-tuple $a_i = (a_{i1}, a_{i2}, \ldots, a_{in})$, or equivalently $a_i = (a_{ik})_{k=1}^n$, where each coordinate $a_{ij}$, for $j = 1, 2, \ldots, n$, is a nonnegative real number which can be interpreted as the degree to which the alternative $a_i$ satisfies the criterion $c_j$. In this way, the multi-criteria decision problem can be presented by a decision matrix given by Table 1.

|     | $C_1$ | $C_2$ | $\cdots$ | $C_n$ |
|-----|-------|-------|----------|-------|
| $A_1$ | $a_{11}$ | $a_{12}$ | $\cdots$ | $a_{1n}$ |
| $A_2$ | $a_{21}$ | $a_{22}$ | $\cdots$ | $a_{2n}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $A_m$ | $a_{m1}$ | $a_{m2}$ | $\cdots$ | $a_{mn}$ |

The natural assumption is that all members of the set $A$ are mutually incomparable under standard order relation $\leq_A$ on $A^n$, i.e. when an alternative is better according to one criterion, the other is better according to the other criterion.

As it is usual in the multi criteria decision making analysis, we will assume that criteria can have different importance to the decision and that the decision makers are aware of the degree of importance of each criterion. In other words, we will assume that each criterion $c_k$, for $k = 1, 2, \ldots, n$, is associated with the weight $w_k \in (0, 1]$ that represents the degree of importance of that criterion, and moreover, we will assume that the weights are given in a normalized form, i.e.

$$\sum_{k=1}^n w_k = 1.$$  

Notice that the criteria weights can be settled either by the user or the preference information is collected through a pair-wise comparison of the previously selected alternatives (for example, see AHP-method [14]). For an overview on various weighting methods we referee to [16].
For a given set of alternatives \( A = \{a_1, a_2, \ldots, a_n\} \), the upper set \( \overline{A} \) and the lower set \( \underline{A} \) are defined by

\[
\overline{A} = \{ (\max_{i \in J} a_{ik})_{k=1}^n \mid J \in \mathcal{P}(\{1, 2, \ldots, m\}) \setminus \{\emptyset\} \},
\]

\[
\underline{A} = \{ (\min_{i \in J} a_{ik})_{k=1}^n \mid J \in \mathcal{P}(\{1, 2, \ldots, m\}) \setminus \{\emptyset\} \}.
\]

The \max \) operation on \( \overline{A} \) is defined pointwise, i.e.,

\[
\max\{a, b\} = (\max_{i \in J} a_{ik})_{k=1}^n,
\]

for every \( a, b \in \overline{A} \), so, the natural order relation \( \leq_{\overline{A}} \) on \( \overline{A} \) is given by

\[
a \leq_{\overline{A}} b \iff \max\{a, b\} = b, \quad \text{for every } a, b \in \overline{A}.
\]

Therefore, \( (\overline{A}, \leq_{\overline{A}}) \) is an upper semilattice with the greatest element

\[
\top = \max\{a \mid a \in \overline{A}\},
\]

which will be called the best hypothetical alternative. Clearly, holds

\[
\top = (\top_k)_{k=1}^n = (\max\{a_{ik} \mid i = 1, 2, \ldots, m\})_{k=1}^n.
\]

On the other hand, the pointwise defined \( \min \) operation on \( A \),

\[
\min\{a, b\} = (\min_{i \in J} a_{ik})_{k=1}^n,
\]

for every \( a, b \in A \), induce the natural order relation \( \leq_{A} \) on \( A \) defined by

\[
a \leq_{A} b \iff \min\{a, b\} = a, \quad \text{for every } a, b \in A,
\]

so, \( (\underline{A}, \leq_{A}) \) is an lower semilattice with the least element

\[
\bot = \min\{a \mid a \in \underline{A}\},
\]

and holds

\[
\bot = (\bot_k)_{k=1}^n = (\min\{a_{ik} \mid i = 1, 2, \ldots, m\})_{k=1}^n.
\]

Further, we will consider the set \( L = \overline{A} \cup \underline{A} \). Clearly, \( A = \overline{A} \cap \underline{A} \) and therefore \( A \subseteq L \). Let \( \leq_{L} \) be a partial order relation on \( L \) that preserves the orders on \( \overline{A} \) and \( \underline{A} \), i.e., for every \( a, b \in L \)

\[
a \leq_{L} b \iff \begin{cases} a, b \in \overline{A} \text{ and } a \leq_{\overline{A}} b; \\ a, b \in \underline{A} \text{ and } a \leq_{A} b; \\ a \in \underline{A}, b \in \overline{A} \text{ and for some } a_i \in A, \ a \leq_{A} a_i \text{ and } a_i \leq_{\overline{A}} b. \end{cases}
\]

Then, let \( (L, \leq_{L}) \) is a partially ordered set which can be viewed as the sum of the lower semilattice \( (\underline{A}, \leq_{A}) \) and the upper semilattice \( (\overline{A}, \leq_{\overline{A}}) \). The following theorem holds.

**Theorem 1.** \( (L, \leq_{L}) \) is a lattice with the greatest element \( \top \) and the least element \( \bot \).
Proof. We will prove that any two-element subset of $L$ has supremum and infimum in $L$.

Let $a, b \in \overline{A}$. Then $a = \max_{i \in I} \{a_i\}$ and $b = \max_{j \in J} \{a_j\}$, for some index sets $I, J \subseteq \{1, 2, \ldots, m\}$, and alternatives $a_i \in A, i \in I$ and $a_j \in A, j \in J$. By the construction of $\overline{A}$, we have that $\max\{a, b\} = \max_{l \in I \cup J} \{a_l\} \in \overline{A}$ is the least upper bound of $\{a, b\}$ in $L$. Let $K = I \cap J$. If $K = \emptyset$, then $c = \min_{l \in I \cup J} \{a_l\}$ is the greatest lower bound of $\{a, b\}$ in $L$, and in case that $K \neq \emptyset$ we have that the element $c = \max_{k \in K} \{a_k\}$ is the greatest lower bound of $\{a, b\}$ in $L$. Thus, supremum and infimum exist for any two-element subset of $\overline{A}$.

In a similar way we can prove that supremum and infimum exist for any two-element subset of $A$.

Now, let $a \in \overline{A}$ and $b \in A$. Then $a = \max_{i \in I} \{a_i\}$ and $b = \min_{j \in J} \{a_j\}$, and we have that $\max\{a, b\} = \max_{l \in I \cup J} \{a_l\}$ and $\min\{a, b\} = \max_{l \in I \cup J} \{a_l\}$.

Thus, $(L, \leq_L)$ is a lattice. Clearly, $\top = \max \overline{A}$ and $\bot = \min A$, respectively, are the greatest and the least elements of this lattice.

For each criterion $c_k, k \in \{1, 2, \ldots, n\}$, we will consider a function that measures the importance of the difference between two alternatives $a, b \in L$. These functions, are determined by certain common agreement between the decision maker (person that makes decisions) and the analyst (person that performs calculation). In other words, for each criterion $c_k, k = 1, 2, \ldots, n$, we will consider the specific functions $Z_k : L \times L \to [0, +\infty)$, which joins a nonnegative real number $Z_k(a, b)$ to each pair of alternatives $a, b \in L$. These functions were introduced by Žižović et al. [18] with the goal to implement both, the distance between alternatives and the criteria performance of alternatives into the overall aggregation values.

3. New Method

In this section, we will present a new multi-criteria decision making method which includes the minimal suitable values into the calculation of the alternative preferences. In this way, the decision maker includes his own expectations and express his personal preferences, and therefore, provides better insight into advantages and disadvantages of particular alternatives.

Let a list of minimal suitable values

$$P_q = (P_{qk})_{k=1}^n, \quad q = 1, 2, \ldots, s,$$

be settled by the decision maker. We will assume that the decision maker determines mutually incomparable minimal suitable values.

For each $P_q, q = 1, 2, \ldots, s$, let

$$F_q = \{a \in L \mid P_q \leq A^n a\}.$$

**Theorem 2.** For $q = 1, 2, \ldots, s$, if $F_q$ is a nonempty subset of $L$, then $F_q$ is a filter of $L$. 
Proof. For some $q = 1, 2, \ldots, s$, let $F_q$ be a nonempty set, and let $a, b \in F_q$. Then from $P_q \leq_{A^n} a$ and $P_q \leq_{A^n} b$ we obtain $P_q \leq_{A^n} \min_{A^n} \{a, b\}$. Similar as in proof of Theorem 1, we can obtain $P_q \leq_{A^n} \min_{L} \{a, b\}$. Therefore, $\min_{L} \{a, b\} \in F_q$.

Further, let $a \in L$, $b \in F_q$ and $b \leq_{L} a$. Since $b \leq_{L} a$ implies $b \leq_{A^n} a$ and $b \in F_q$ implies $P_q \leq_{A^n} b$, we have $P_q \leq_{A^n} a$, and therefore $a \in F_q$. Thus, $F_q$ is a filter of $L$. $\square$

Corollary 1. A nonempty $F_q$ is a principal filter of $L$ generated by

$$f_q = (f_{qk})_{k=1}^{n} = \min_{b \in F_q} b_k_{k=1}^{n},$$

where $b = (b_k)_{k=1}^{n}$.

Proof. It is a matter of routine to verify that $f_q \in F_q \subseteq L$, so $F_q$ is a principal filter of $L$ generated by $f_q$. $\square$

For every $k = 1, 2, \ldots, n$ and $q = 1, 2, \ldots, s$, let a value $\nu_k(P_q, f_q) \in [0, 1]$ be defined by

$$\nu_k(P_q, f_q) = \begin{cases} \frac{f_{qk} - P_{qk}}{1 - P_{qk}}, & \text{if } P_q \leq_{A^n} a_i, \text{ for some } i = 1, 2, \ldots, m, \\ 0, & \text{otherwise.} \end{cases}$$

(1)

In this way, each $P_q, q = 1, 2, \ldots, s$, is associated with the $n$-tuple

$$(\nu_1(P_q, f_q), \nu_2(P_q, f_q), \ldots, \nu_n(P_q, f_q)).$$

Further, let $x_1, x_2 \in L$ be two alternatives such that $x_2$ covers $x_1$, meaning that $x_2 >_L x_1$ and $x_2 >_L x >_L x_1$ is not satisfied by any $x \in L$. Then for every criterion $c_k, k = 1, 2, \ldots, n$, we define the preference of the alternative $x_2$ over the alternative $x_1$ with respect to the criterion $c_k$ by

$$\delta_k(x_1, x_2) = Z_k(x_1, x_2) \cdot \frac{x_{2k} - x_{1k}}{\top_k - \bot_k},$$

(2)

and we will use the following notation

$$x_1 \overset{\delta_k(x_1, x_2)}{\rightarrow} x_2.$$

Let $a, b \in L$ and let $\pi$ be a path in $L$ from $b$ to $a$, i.e., let there exist $x_1, x_2, \ldots, x_j \in L$ such that

$$\pi : b = x_1 \overset{\delta_k(x_1, x_2)}{\rightarrow} x_2 \overset{\delta_k(x_2, x_3)}{\rightarrow} \cdots \overset{\delta_k(x_{j-1}, x_j)}{\rightarrow} x_j = a.$$

This will be shortly denoted by

$$\pi : b \rightarrow a.$$

Then the running preference of the alternative $a$ over the alternative $b$ with respect to the criterion $c_k$ through the path $\pi$ is defined as
(3) \[
\delta_k^\pi (b, a) = \begin{cases} 
0, & \text{if } \delta_k(x_i, x_{i+1}) = 0, \text{ for every } i = 1, \ldots, j - 1, \\
\frac{1}{\sum_{i=1}^{j-1} Z_k(x_i, x_{i+1})} \cdot \sum_{i=1}^{j-1} \delta_k(x_i, x_{i+1}), & \text{otherwise.} 
\end{cases}
\]

According to (2), we obtain

(4) \[
\delta_k^\pi (b, a) = \begin{cases} 
0, & \text{if } \delta_k(x_i, x_{i+1}) = 0, \text{ for every } i = 1, \ldots, j - 1, \\
\frac{1}{\sum_{i=1}^{j-1} Z_k(x_i, x_{i+1})} \cdot \sum_{i=1}^{j-1} Z_k(x_i, x_{i+1}) \cdot \frac{x_{i+1,k} - x_{i,k}}{k_1 - k_{-1}}, & \text{otherwise.} 
\end{cases}
\]

Now, starting with \( a_i \in A \), for some \( i = 1, 2, \ldots, m \), the top element \( \top \) can be reached via several different paths with the different running preferences, so we will define the preference of \( \top \) over \( a_i \) with respect to the criterion \( c_k \), \( k = 1, 2, \ldots, n \), as the maximal running preference

(5) \[
\theta_k(a_i, \top) = \max_{\pi : a_i \rightarrow \top} \delta_k^\pi (a_i, \top),
\]

and therefore, the preference of \( \top \) over the alternative \( a \) can be regarded as the \( n \)-tuple

\[
\theta(a, \top) = (\theta_1(a, \top), \theta_2(a, \top), \ldots, \theta_n(a, \top)).
\]

The corresponding aggregation function value is given by weighted sum

(6) \[
\alpha(a_i) = \frac{1}{\sum_{k=1}^{n} z_k} \cdot \sum_{k=1}^{n} z_k \cdot \theta_k(a_i, \top).
\]

On the other hand, for the alternative \( a_i \in A \), \( i = 1, 2, \ldots, m \) and the minimal suitable value \( P_q \), \( q = 1, 2, \ldots, s \), such that \( P_q \leq A^n \), we will extend the definition of running preference in the following way.

By Theorem 2 and Corollary 1, the minimal suitable value \( P_q \) determines the principal filter \( F_q \) of \( L \) which is generated by \( f_q \). Let

\[
\pi : f_q \rightarrow a_i,
\]

be a path from \( f_q \) to \( a_i \) via intermediate elements \( x_1, x_2, \ldots, x_j \in L \), and let

\[
\pi^* : P_q \rightarrow f_q \rightarrow a_i.
\]

Then the running preference of the alternative \( a_i \) over the minimal suitable value \( P_q \) with respect to the criterion \( c_k \), \( k = 1, 2, \ldots, n \) through the path \( \pi^* \) is defined as
\[ \delta_k^\pi (P_q, a_i) = \frac{1}{1 + z(\pi)} \cdot \nu_k (P_q, f_q) + \frac{z(\pi)}{1 + z(\pi)} \cdot \delta_k^\pi (f_q, a_i), \]

where

\[ z(\pi) = \sum_{i=1}^{j-1} Z_k (x_i, x_{i+1}). \]

Starting with \( P_q \), the alternative \( a_i \) can be reached via several different paths, so we will define the preference of \( a_i \) over \( P_q \) with respect to the criterion \( c_k \), \( k = 1, 2, \ldots, n \), in the following way

\[ \psi_k (P_q, a_i) = \min \left\{ \min_{\pi^*: P_q \rightarrow a_i} \delta_k^\pi (P_q, a_i) \mid P_q \leq A^n a_i \right\}, \]

and therefore, the preference of the alternative \( a_i \) over the minimal suitable value \( P_q \) can be regarded as the \( n \)-tuple

\[ \psi (P_q, a_i) = (\psi_1 (P_q, a_i), \psi_2 (P_q, a_i), \ldots, \psi_n (P_q, a_i)), \]

and the corresponding aggregation is

\[ \beta (a_i) = \frac{1}{\sum_{k=1}^{n} z_k} \cdot \sum_{k=1}^{n} z_k \cdot \psi_k (P_q, a_i). \]

Finally, the overall value of alternative \( a_i \) is determined by

\[ V (a_i) = \beta (a_i) - \alpha (a_i), \quad i = 1, 2, \ldots, m, \]

and the rank of alternatives can be obtained by the order relation

\[ a_i \prec a_j \iff V (a_i) \leq V (a_j), \quad i, j = 1, 2, \ldots, m. \]

4. CONCLUSION

The new method for solving multi-criteria decision making problems introduced in this paper, depend on the minimal suitable values given by the decision maker as an additional piece of information necessary for determining an optimal solution. The method is based on the construction of algebraic lattice generated by the set of the alternative choices. The distance from particular alternative to the ideal solution, and the maximal distance from the alternative to the minimal suitable values, are taken into account in alternative ranking.
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