A Relaxed Greedy Block Kaczmarz Method for Solving Large Consistent Linear Systems
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Abstract

Many problems in science and engineering require solving large consistent linear systems. This paper presents a relaxed greedy block Kaczmarz method (RGBK) and an accelerated greedy block Kaczmarz method (AGBK) for solving large-size consistent linear systems. The RGBK algorithm extends the greedy block Kaczmarz algorithm (GBK) presented by Niu and Zheng in [1] by introducing a relaxation parameter to the iteration formulation of GBK, and the AGBK algorithm uses different iterative update rules to minimize the running time. The convergence of the RGBK is proved and a method to determine an optimal parameter is provided. Several examples are presented to show the effectiveness of the proposed methods for overdetermined and underdetermined consistent linear systems with dense and sparse coefficient matrix.
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1. Introduction

We are concerned with the solution of the large consistent linear system

\[ Ax = b, \] (1)

where \( A \in \mathbb{R}^{m \times n} \), and \( b \in \mathbb{R}^m \). The Kaczmarz method in [2] is possible one of the most popular, simple while efficient algorithms for solving (1). It was revised to be applied to image reconstruction in [3], which is called algebraic reconstruction technique, and has a large range of fields of applications such as image reconstruction in computerized tomography [4] [5] [6] and parallel computing [7].
There are many extended Kaczmarz algorithms [8]-[16] developed to solve (1). Strohmer and Vershynin in [17] introduced a randomized Kaczmarz method (RK) for consistent overdetermined systems (1). The RK method has a convergence bound with the expected exponential convergence, which was called linear convergence. Zhang [18] proposed an improved greedy Kaczmarz (GK) method for solving (1). Bai and Wu in [19] presented a greedy randomized Kaczmarz algorithm (GRK) for (1) when the system is consistent. In each step of iteration, GRK is based on a probability criterion trying to grasp larger entries of the residual vector. Bai and Wu [20] further developed a relaxed GRK method for large sparse Equations (1). Due to its fast convergence, the block method [21] [22] [23] [24] has also been extensively developed in linear or nonlinear optimization problems. Recently, Liu and Zheng in [1] presented a greedy block Kaczmarz algorithm (GBK) with the iteration
\[ x_{k+1} = x_k + A_{J_k}^T (b_{J_k} - A_{J_k} x_k), \]
where the index of the selected row
\[ J_k = \left\{ i_k \mid b_i - A^{(i)} x_k \geq \varepsilon_k A^{(i)} x_k \right\} \]
with the parameter
\[ \varepsilon_k = \eta \max_{1 \leq i \leq m} \left\{ \frac{b_i - A^{(i)} x_k}{A^{(i)} x_k} \right\} \]

\[ A_{J_k} \] stands for the submatrix \( A(J_k,:) \) of \( A \), \( b_i \) represents the \( i \)th element of the vector \( b \), \( A^{(i)} \) denotes the \( i \)th row of \( A \) and \( A^T \) denotes the Moore-Penrose pseudoinverse of \( A \).

In this paper, based on the GBK method in [1], we develop a new relaxed greedy block Kaczmarz algorithm (RGBK) for (1). RGBK extends the GBK algorithm by introducing a relaxed parameter. The convergence of the algorithm is provided and the optimal relaxed parameter is discussed. The rest of this paper is organized as follows. In Section 2, a new relaxed greedy block Kaczmarz algorithm is presented. The convergence is provided and the optimal relaxed parameter is determined. Several types of examples are shown in Section 3, including the overdetermined or underdetermined systems with dense and sparse coefficient matrices. Some conclusions are drawn in Section 4.

At the end of this section, we introduce some mathematical symbols that will be used. For a matrix \( Q \in \mathbb{R}^{m \times n}, Q^{(i)} \) denotes the \( i \)th row vector of \( Q \). \( Q_{J_k} \) stands for the submatrix \( Q(J_k,:) \) of \( Q \), where \( J_k \) is an index set composed of positive integers not exceeding \( m \), and \( m \) is the number of rows of \( Q \). Let \( \delta_{\max}(Q) \) and \( \delta_{\min}(Q) \) be the maximum and minimum positive singular values of \( Q \), respectively. \( \|Q\|_F \) and \( \|Q\|_2 = \sum_{i=1}^n \sum_{j=1}^m |Q_{ij}|^2 \) are the spectral norm and Frobenius norm, respectively. For any vector \( p \in \mathbb{R}^n \), \( p_i \) represents the \( i \)th component of \( p \).
2. The Relaxed Greedy Block Kaczmarz Algorithm

Replacing the left side $x_{k+1}$ in (2) with the combination of $x_k$ and $x_{k+1}$ in (2) by introducing a relaxed parameter $\lambda \in (0,2)$, we have

$$x_{k+1} = (1-\lambda)x_k + \lambda \left( x_k + A_{J_k}^T (b_{J_k} - A_{J_k} x_k) \right).$$

(5)

Thus

$$x_{k+1} = x_k + \lambda A_{J_k}^T (b_{J_k} - A_{J_k} x_k).$$

(6)

The method presented by (6) is called a relaxed greedy block Kaczmarz algorithm, which is abbreviated by RGBK. **Algorithm 1** summarizes the RGBK algorithm.

We remark that the iteration formulation (6) reduces to (2) when $\lambda = 1$, thus the GBK method in [1] is a special case of Algorithm 1.

The results below give the convergence of Algorithm 1.

**Theorem 1.** Assume the linear system (1) is consistent. The iterative sequence $\{x_k\}$ generated by Algorithm 1 converges to the minimum norm solution $x^* = A^b$ of (1). Moreover, it holds that

$$\|x_{k+1} - x^*\|_F \leq 1 - \phi_k (\lambda, \eta) \frac{\delta_{\min}^2 (A)}{\|A\|_F^2} \|x_k - x^*\|_F^2, \quad k = 0, 1, \cdots,$$

(7)

where $\phi_k (\lambda, \eta) = \eta \lambda (2 - \lambda) \frac{\|A_{J_k}\|_F^2}{\sigma_{\max}^2 (A_{J_k})}$, $\|A\|_F$ denotes the Frobenius norm of $A$, $\delta_{\max} (A)$ and $\delta_{\min} (A)$ are the maximum and minimum positive singular values of $A$, respectively.

**Proof.** Let $e_k = x_k - x^*$, where $x^*$ satisfies $A_{J_k} x^* = b_{J_k}$, then we have from (6) that

$$\|x_{k+1} - x^*\|_F^2 = \|x_k - x^*\|_F^2 + \lambda A_{J_k}^T (b_{J_k} - A_{J_k} x_k) e_k \|_F^2 = \left\| \left( I - \lambda A_{J_k}^T A_{J_k} \right) e_k \right\|_F^2 \leq \left\| \left( I - \lambda A_{J_k}^T A_{J_k} \right) e_k \right\|_F^2.$$

(8)

According to the definition of $J_k$ at Step 3 in Algorithm 1 and the fact that $\delta_{\min}^2 (A_{J_k}) = \delta_{\max}^2 (A_{J_k})$, we have that

**Algorithm 1.** A relaxed greedy block Kaczmarz algorithm (RGBK).

Input: $A, b, x_0$ parameter $\eta \in (0,1]$ and $\lambda \in (0,2)$.

Output: the approximation solution $x_k$ of (1).

for $k = 0, 1, \cdots$ do until termination criterion is satisfied; do

Compute $e_k$ by (4);

Determine the control index set $J_k$ by (3);

Update $x_{k+1}$ by (6).

end for
\[ \|A^T_{J_k} A_{J_k} e_k\|_F^2 \geq \delta_{\text{min}}^2 \left( A^T_{J_k} \right) \|A_{J_k} e_k\|_F^2 = \delta_{\text{min}}^2 \left( A^T_{J_k} \right) \sum_{i \in J_k} \|A^{(i)} e_k\|_F^2 \]
\[ \geq \delta_{\text{min}}^2 \left( A^T_{J_k} \right) \sum_{i \in J_k} \|e_k\|_F^2 = \frac{\|A_{J_k} e_k\|_F^2}{\delta_{\text{max}}^2 \left( A_{J_k} \right)} - \epsilon_k. \]  

(9)

For \( k = 1, 2, \cdots \), it holds that
\[ \|b - Ax_k\|_F^2 = \sum_{i=1}^n \|b_i - A^{(i)} x_k\|_2^2 \leq \max_{1 \leq i \leq n} \|b_i - A^{(i)} x_k\|_2^2 \leq \|A\|_F^2, \]
thus the constant \( \epsilon_k \) at step 2 of Algorithm 1 becomes
\[ \epsilon_k = \eta \max_{1 \leq i \leq m} \|b_i - A^{(i)} x_k\|_2 \geq \eta \|b - Ax_k\|_F \]
\[ = \eta \frac{\|Ax^* - Ax_k\|_2}{\|A\|_F^2} \geq \eta \frac{\delta_{\text{min}}^2 \left( A \right)}{\|A\|_F^2} \|e_k\|_2. \]  

(10)

Thus (8) together with (9) and (10) implies (7). This completes the proof.

We derive easily the results below from Theorem 1.

**Corollary 1.** Let \( M(\lambda, \eta) = \max_{0 \leq j \leq 1} \Phi_j(\lambda, \eta) \). Under the conditions of Theorem 1, we obtain an upper bound of error
\[ \|x_k - x^*\|_2 \leq \left[ 1 - M(\lambda, \eta) \frac{\delta_{\text{min}}^2 \left( A \right)}{\|A\|_F^2} \right] \|x_0 - x^\star\|_2. \]  

(11)

**Proof.** Using (7) iteratively for \( k = 1, \cdots \), we have (11) with the definition of \( M(\lambda, \eta) \).

The upper bound of error below is independent of \( J_k \).

**Corollary 2.** Under the conditions of Theorem 1, (7) becomes
\[ \|x_{k+1} - x^\star\|_2 \leq \left[ 1 - \eta \lambda (2 - \lambda) \frac{\delta_{\text{min}}^2 \left( A \right)}{\|A\|_F^2} \right] \|x_k - x^\star\|_2. \]  

(12)

**Proof.** We notice that
\[ \frac{\|A_{J_k}\|_F^2}{\delta_{\text{max}}^2 \left( A_{J_k} \right)} \geq 1, \]
thus
\[ \frac{\|A_{J_k}\|_F^2}{\delta_{\text{max}}^2 \left( A_{J_k} \right)} \geq 1. \]

(13)

Therefore, (12) results from (12) together with (7).

**Remark 1.** The RGBK method reduces to the GBK method in [1] when \( \lambda = 1 \). Examples in Section 3 provide a way to determine the optimal relaxed parameter value of \( \lambda \) that minimizes the CPU time or the number of iteration for both overdetermined and underdetermined systems.
Remark 2. Taking into account the limitation of computer memory space, we use Gaussian Kaczmarz method defined in [22] instead of (6), which could avoid the calculation of $A^\dagger$.

$$x_{k+1} = x_k + \lambda \frac{\delta^T_k (b - Ax_k)}{\|A^\dagger \delta_k\|_2} A^\dagger \delta_k,$$

where $\delta_k = \sum_{i \in I_k} (b_i - A^{(i)} x_k) e_i$, this method abbreviated as AGBK.

3. Numerical Examples

In this section, we give several examples to show the efficiency of our RGBK and AGBK methods and compare them with GBK in [1]. All experiments are carried out with the MATLAB 2020b on a computer with 3.00 GHz processing unit and 16 GB RAM.

We compute the solution of the consistent system (1) with $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$ computed by $b = Ax^*$, where $x^* \in \mathbb{R}^n$ denotes the exact solution generated by the MATLAB function *randn*. Denote the relative solution residuals $\text{RSE} := \|x_k - x^*\|_2^2/\|x^*\|_2^2$. We define different acceleration ratios as follows,

$$\text{SU-R} = \frac{\text{CPU of GBK}}{\text{CPU of RGBK}} \quad \text{and} \quad \text{SU-A} = \frac{\text{CPU of GBK}}{\text{CPU of AGBK}}.$$

To avoid calculating the Moore-Penrose inverse $A^\dagger$ when implementing the update (6) in Algorithm 1, we use the CGLS algorithm in [21] to solve a corresponding least-squares problem. Considering the fairness of the three algorithms, all parameters involved in AGBK are the same as RGBK. We set the initial vector $x_0 = 0$ and the termination criterion satisfying $\text{RSE} < 10^{-6}$ for GBK, RGBK and AGBK in all examples.

**Example 4.1.** We use this example to illustrate how to determine an optimal parameter $\eta$ in Algorithm 1 for both overdetermined and underdetermined systems (1). We use different parameter $\eta$ ranged from 0.05 to 0.9 to compute the number of iteration (IT) and CPU time (CPU) by Algorithm 1 for the consistent systems (1) with $A \in \mathbb{R}^{2000 \times 1000}$ and $A \in \mathbb{R}^{1000 \times 2000}$, which are randomly dense matrices generated by the MATLAB function *randn*, respectively, then determine an optimal parameter $\eta$ that minimizes the IT or CPU.

**Figure 1** shows the plot of CPU versus $\eta$. From **Figure 1**, we can choose the optimal parameter $\eta = 0.2$, which minimizes CPU by using Algorithm 1 for the consistent systems (1) with $A \in \mathbb{R}^{2000 \times 1000}$ and $A \in \mathbb{R}^{1000 \times 2000}$.

**Example 4.2.** In this case, we give the same way to determine the optimal relaxation parameters $\lambda$ of RGBK as shown in **Figure 2**, and strictly abide by the method of controlling variables. We default that GBK and RGBK have the same $\eta$.

**Figure 2** shows the plot of IT and CPU versus relaxed parameter $\lambda$. From **Figure 2(a)** and **Figure 2(b)**, we can choose the optimal relaxed parameter $\lambda_{opt} = 1.2$ and $\lambda_{opt} = 1.3$, which minimizes CPU by using Algorithm 1 for the consistent systems (1) with $A \in \mathbb{R}^{2000 \times 1000}$ and $A \in \mathbb{R}^{1000 \times 2000}$.
Figure 1. An optimal parameter (η) determined by the minimum of CPU for overdetermined 2000 × 1000 (left) and underdetermined 1000 × 2000 (right) systems in RGBK.

Figure 2. An optimal relaxed parameter (λ) determined by the minimum of IT (left) and CPU (right) for overdetermined and underdetermined systems. (a) IT (left) and CPU (right) versus λ with 2000 × 1000; (b) IT (left) and CPU (right) versus λ with 1000 × 2000.
**Example 4.3.** We compare the convergence of RGBK and AGBK with the optimal relaxed parameter $\lambda_{opt}$ determined similarly in Example 4.2 with that of GBK algorithm for overdetermined and underdetermined systems (1) with $A \in \mathbb{R}^{m \times n}$ generated by the MATLAB function `randn`. Table 1 lists IT and CPU(s) of the RGBK and AGBK algorithms with the optimal relaxed parameter $\lambda_{opt}$ compared with that of GBK algorithm for different overdetermined systems (1) with Gaussian coefficient matrices $A$. The corresponding optimal relaxed parameter computed similarly in Example 4.2 is $\lambda_{opt} = 1.2, 1.2, 1.3, 1.2, 1.2, 1.2, 1.25$, respectively.

**Table 2** shows similar results for different underdetermined Gaussian systems (1) with $A$. From Table 1 and Table 2, we can see the advantages of our proposed RGBK and AGBK methods over GBK algorithm.

**Example 4.4.** We use the RGBK and AGBK methods and compare them with GBK to solve systems (1) with sparse coefficient matrix $A$ from the Florida sparse matrix collection in [25]. Table 3 summarizes the different sparse systems and its density and condition number $\text{Cond}(A)$, where the density of $A$ means the ratio of the number of the nonzero elements of $A$ to the total number of the elements of $A$.

**Table 4** lists IT and CPU(s) of the RGBK and AGBK algorithms with the optimal...
Table 2. Performance of GBK, RGBK, AGBK for underdetermined systems.

| name  | Index | \( m \times n \)   | \( 1000 \times 3000 \) | \( 1000 \times 4000 \) | \( 1000 \times 5000 \) | \( 2000 \times 3000 \) |
|-------|-------|---------------------|-----------------------|-----------------------|-----------------------|-----------------------|
| GBK(\( \eta \)) | IT    | 35 (0.15)           | 23 (0.1)              | 20 (0.1)              | 163 (0.15)            | 1.2579                |
|        | CPU   | 0.1488              | 0.1392                | 0.1487                | 1.2579                |
| RGBK(\( \lambda \)) | IT   | 32 (1.25)           | 22 (1.2)              | 19 (1.3)              | 150 (1.3)             | 1.0974                |
|        | CPU   | 0.1231              | 0.1334                | 0.1418                | 1.0974                |
| AGBK   | IT    | 33                  | 22                    | 19                    | 163                   |                       |
|        | CPU   | 0.0532              | 0.0434                | 0.0457                | 0.4838                |
| SU-R   |       | 1.2087              | **1.0431**            | 1.0487                | 1.1463                |                       |
| SU-A   |       | 2.7982              | 3.2101                | **3.2541**            | 2.6001                |
|        |       | 2000 \times 4000    | 2000 \times 5000      | 3000 \times 4000      | 3000 \times 5000      |
| GBK(\( \eta \)) | IT    | 65 (0.1)            | 49 (0.15)             | 299 (0.15)            | 142 (0.2)             |                       |
|        | CPU   | 0.7464              | 0.6181                | 4.3543                | 2.3230                |
| RGBK(\( \lambda \)) | IT   | 63 (1.4)            | 44 (1.25)             | 280 (1.3)             | 132 (1.4)             |                       |
|        | CPU   | 0.7112              | 0.5401                | 3.9027                | 1.9067                |
| AGBK   | IT    | 71                  | 45                    | 294                   | 145                   |                       |
|        | CPU   | 0.2719              | 0.2164                | 1.7181                | 1.0346                |
| SU-R   |       | 1.0496              | 1.1443                | 1.1157                | **1.2183**            |
| SU-A   |       | 2.7454              | 2.8555                | 2.5344                | **2.2452**            |

Table 3. The properties of different sparse matrices.

| name          | ash-958 | Trefethen-700 | relat6 | flower-5-1 | stat96v5 |
|---------------|---------|---------------|--------|------------|----------|
| \( m \times n \) | 958 \times 292 | 700 \times 700 | 2340 \times 157 | 211 \times 201 | 2307 \times 75,779 |
| Density       | 0.68%   | 2.58%         | 2.20%  | 1.42%      | 0.13%    |
| Full rank     | Yes     | Yes           | No     | No         | No       |
| Cond(A)       | 3.20    | 4.71e+3       | Inf    | 2.00e+16   | 1.2609e+17 |

Table 4. Performance of GBK, RGBK, AGBK for overdetermined systems.

| name          | ash958 | Trefethen-700 | relat6 | flower-5-1 | stat96v5 |
|---------------|--------|---------------|--------|------------|----------|
| GBK(\( \eta \)) | IT    | 25 (0.25)    | 468 (0.1) | 116 (0.25) | 242 (0.25) | 55 (0.3) |
|               | CPU   | 0.0008       | 0.0219  | 0.0064     | 0.0036    | 0.1006   |
| RGBK(\( \lambda \)) | IT   | 21 (0.9)     | 401 (1.2) | 115 (0.9) | 214 (1.2) | 46 (0.8) |
|               | CPU   | 0.0006       | 0.0191  | 0.0062     | 0.0030    | 0.0934   |
| AGBK          | IT    | 24           | 624     | 111        | 251       | 59       |
|               | CPU   | 0.0004       | 0.0134  | 0.0035     | 0.0018    | 0.0388   |
| SU-R          |       | **1.2246**   | 1.1417  | **1.0360** | 1.2123    | 1.0771   |
| SU-A          |       | 2.0521       | **1.6324** | 1.8407    | 1.9953    | **2.5934** |
relaxed parameter $\lambda_{opt}$ compared with that of GBK algorithm for different sparse systems (1) with coefficient matrices $A$. The corresponding optimal relaxed parameter computed similarly in Example 4.3 is $\lambda_{opt} = 0.9, 1.2, 0.9, 1.2$ and 0.8, respectively. Figure 3 shows the plot of RSE versus IT (left) or RSE versus CPU (right) of Algorithm 1 applied to solve (1) with different sparse coefficient matrix $A$ in Example 4.3. From Table 4, we can see that the speedup ratio SU-R can reach 1.2246 and SU-A can reach 2.5934, which shows the fast convergence of our proposed algorithm. From Figure 3, RGBK and AGBK converge much faster than GBK does on RSE versus IT (left) and RSE versus CPU (right) for sparse consistent Equation (1) with coefficient matrices $A$ named as958 and stat96v5 in Table 4.

Example 4.5. This example uses RGBK and AGBK to restore a computer

Figure 3. RSE versus IT (left) and RSE versus CPU (right) of RGBK and AGBK compared with GBK to solve consistent Equation (1) with sparse coefficient matrix $A$ named as958 (a) stat96v5 (b) in Table 3. (a) IT (left) and CPU (right) versus as958; (b) IT (left) and CPU (right) versus stat96v5.
tomography (CT) image. The MATLAB function \texttt{parallelomo}(N,\theta,p) \ from \ Algebraic \ Iterative \ Reconstruction (ART) \ package \ in \ [26], \ which \ generates \ a \ large \ sparse \ matrix \ A \ and \ the \ exact \ solution \ x^* \ is \ used, \ where \ N = 70, \ \theta = 0^\circ : 0.7 : 178^\circ \ \text{and} \ p = 70, \ then \ the \ size \ of \ A \ is \ 17,850 \times 4900. \ We \ compute \ b \ by \ b = Ax^*, \ RGBK \ and \ AGBK \ are \ used \ to \ recover \ x^* \ from \ b \ and \ compared \ with \ the \ GBK \ method.

\textbf{Table 5} reports the IT and CPU(s), and RSE of RGBK and AGBK compared with GBK for overdetermined consistent sparse matrix, where RSE \leq 10^{-6}. \ \textbf{Figure 4} shows the recovered images by GBK, RGBK and AGBK together with the original image.

It can be seen from \textbf{Table 5} that RGBK(1.3) and AGBK obtain lower IT and CPU(s) than GBK(0.2) for restoring CT images, which show that RGBK and AGBK converge faster than GBK does if the parameter \lambda \ is selected appropriately.

\textbf{Table 5.} GBK, RGBK and AGBK for reconstruction of CT image.

| Method   | IT  | CPU(s) | RSE         |
|----------|-----|--------|-------------|
| GBK(0.2) | 863 | 5.6002 | 9.8576e−07  |
| RGBK(1.3)| 753 | 5.0474 | 8.3409e−07  |
| AGBK     | 787 | 1.9918 | 9.5513e−07  |

\textbf{Figure 4.} The original "phantom" image (a), the recovered images by GBK (b), RGBK(1.3) (c) and AGBK (d).
4. Conclusion

We present a relaxed GBK algorithm abbreviated as RGBK for solving large consistent linear systems. The RGBK method extends the GBK method in [17]. The convergence is provided and a method is provided to determine an optimal relaxed parameter for the RGBK method. In addition, AGBK effectively accelerates the convergence of RGBK in running time. The examples for different cases show the advantage of the proposed RGBK and AGBK methods as long as the optimal relaxation parameter $\lambda_{opt}$ is determined.
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