General-Purpose and Scalable Internal-Combustion Engine Model for Energy-Efficiency Studies
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Abstract: Hybrid powertrains that combine electric machines and internal-combustion engines offer substantial opportunities to increase the energy efficiency and minimize the exhaust emissions of vehicles and nonroad working machines. Due to the wide range of applications of such powertrains, simulation tools are used to evaluate and compare the energy efficiency of hybrid powertrains for application-specific working cycles in virtual environments. Therefore, the accurate modeling of the powertrain components of a hybrid system is important. This paper presents an agile calculation tool that can generate realistic fuel consumption data of a scalable diesel engine. This method utilizes a simple efficiency model of the combustion and crank train friction model to generate the fuel consumption map in the operating area of a typical diesel engine. The model parameters are calibrated to produce accurate fuel consumption data in the initial phase of system-level simulations. The proposed method is also validated by using three real engine datasets, and the comparison of results is presented.
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1. Introduction

Increasingly tightening emission regulations and energy-efficiency demands are key drivers for the electrification of transportation and nonroad mobile machines. Hybrid electrical vehicles (HEV) provide the potential to reduce fuel consumption and consequently diminish CO₂ emissions, since the workload of the machine is distributed between an internal-combustion engine (ICE) and electrical energy storage. HEV powertrain component designs can be studied through the simulation models of different vehicles and mobile machines. In energy-efficiency studies, accurate fuel consumption of the ICE in static loading condition is needed. Therefore, special attention should be paid to the efficiency and specific fuel consumption maps of diesel engine operation to aid in the estimation of fuel consumption in the system’s dynamic simulation [1].

The topology selection and dimensioning of hybrid powertrain components of offroad vehicles, such as agricultural tractors [2,3], different loaders [4], and forest machines [5], is a challenging task. The varying working operational profiles and demands of auxiliary devices of these vehicles make it difficult to evaluate the performance, fuel consumption, and feasibility of different control strategies of the vehicle under design. Simulators that can be used to evaluate and study these characteristics were introduced in previous studies [6]. Such simulation models are capable of simulating standard work cycles, testing powertrain components such as combustion engines, energy storage, and electrical drives, and changing the topology of the vehicle.

In typical combustion engine models, many parameters are determined on the basis of measurements. However, if efficiency maps and specific fuel consumption maps are available, a relatively simple simulation model can be created without relying on measurements.
This stationary data can be combined with estimated or measured dynamics to limit the change in torque of the engine model. For initial design purposes, such a model, producing results that are sufficiently accurate to compare topologies, dimensioning selections, or control strategies, is adequate. However, the efficiency and specific consumption maps are often not available to designers. This sets a demand for a simulation method that can produce these maps on the basis of available engine manufacturer data.

General approaches of combustion engine gas exchange system simulation can be categorized as zero- (0D), one- (1D) and three-dimensional (3D) simulations. Contrarily, incylinder simulations are divided into thermodynamic (0D) and fluid dynamic approaches (1D or 3D) [7]. The 1D and 3D models are complex, require several engine-related parameters as input data, and are unsuitable for system-level studies as they are computationally expensive [8]. Simpler engine models were proposed for the development of system-level simulations and engine control units (ECUs). According to [9], such models are classified as 0D, mean-value (MVM), and transfer-function models, the simplest one being the transfer-function model, which can mainly describe the engine’s dynamic torque response. MVMs can be divided into crank-angle-based and non-crank-angle-based. The latter can be further divided into map- or thermodynamics-based approaches.

Map-based MVMs are accurate and fast, and are typically used for ECU development. An engine model with map-based description of the incylinder efficiency and engine cranktrain friction was presented in [10]. The model was based on the Willans approximation for dynamic vehicle simulation, and it was developed for engine and exhaust gas aftertreatment simulations. A vehicle model consisting of several submodels, with look-up table-based incylinder combustion and fuel conversion efficiency was presented in [11]. The calibration of parameters using engine test bench data required in this model is a drawback. Typically, generating engine-efficiency maps requires large amounts of experimental data. However, these maps can also be created using complex and computationally expensive engine models, which can map the efficiencies and flow phenomena [12]. Engine fuel consumption and emissions were predicted in [13] using engine maps created by combining actual vehicle emission data with manufacturer-provided engine data.

Seiliger process description-based thermodynamic models were developed in several studies where the real changes of incylinder states were substituted by ideal processes such as constant volume, pressure, or temperature over the engine cycle [9,14,15]. Such simulations can predict pressure and temperature during the engine crank rotation cycle. They are faster compared to crank angle-based simulations, but they are not as accurate. A crank-angle-based model describing the fraction of burned mass of fuel during the combustion by a Wiebe exponent function was presented in [16]. The Wiebe function is an experimental curve used to predict the typical engine fuel energy released in the cylinder during the cycle [7]. If the Wiebe function parameters are correctly determined, this approach can be more accurate than Seiliger-based calculations. An excavator model was developed in [17] for duty-cycle simulations of working machines, where the engine was modeled with 0D quasisteady-flow modeling approach, and calibrated to the real natural aspirated diesel engine at full-load curve. In this approach, the engine’s partial load performance can be predicted using the manufacturer-provided full-load torque of the engine.

A thermodynamic incylinder model was developed using the Wiebe function for energy conversion and Arrhenius correlation for the fuel ignition delay in [18], where the cylinder temperature was depicted in one temperature area to improve the prediction capability. This model was extended to predict emissions by using Zeldovich’s formula in [19] and modified from a single zone incylinder model to a two-zone one in [20]. An engine model for passenger car driving cycle simulations was developed in [21], where the intake air pressure and instant volumetric efficiency were taken from an experimental look-up table, and the fuel injection and heat release rate were modeled using complex nonlinear correlation formulas. Such models are too complex for concept-phase study and require a large amount of experimental data from existing engines. Several papers...
have presented mathematical methods to improve engine models using neural networks and different kinds of deterministic or stochastic models. These methods achieve fast and more accurate simulation results by improving the fitting of the model parameters. Such methods can also be used to develop black-box models that do not include any physical description. However, such models have limited prediction capability and require a large amount of experimental data [22–24].

The reviewed literature encompasses the varied approaches to modeling engine simulation tools. The reviewed methods reflect a prime focus on the development of highly accurate complex engine models. The intensive computational demands and the wide array of required experimental data of specific engines make these models unsuitable for initial design purposes. To conduct energy-efficiency studies on hybrid powertrain concepts, we need generic engine models that enable system-level studies with sufficient accuracy. General-purpose scalable engine models suitable for such purposes are not presented in the reviewed literature.

This study presents an agile calculation tool that can generate realistic diesel engine data for the purpose of developing powertrains for working machines. This method utilizes a simple engine-efficiency model and crank train friction model to generate a realistic engine fuel consumption map in a wide operating area of the engine. The maximal torque curve and its specific fuel consumption $b_{ef}$ as a function of speed are needed as input data. Additionally, basic engine data, such as cylinder dimensions and number, are needed. These data are typically published by the engine manufacturer. The proposed model can be calibrated to produce accurate prediction of the $b_{ef}$ by tuning certain calculation parameters. Consequently, partial load $b_{ef}$ can also be calculated by using the calibrated parameters. The presented calculation tool with calibrated parameters produces an accurate and realistic behavior of fuel consumption and shaft power outputs without using large amounts of experimental data or complex physics-based engine models. The presented method is validated by calculating three different sets of measured engine fuel consumption data. The comparison between calibrated and uncalibrated calculation results is also presented.

2. Engine Power and Specific Fuel Consumption

Engine manufacturers typically provide basic construction data, e.g., number of cylinders, cylinder bore diameter, and stroke as the technical data of the engine. The rated shaft power and maximal torque are normally presented as the performance data of the engine. However, the fuel consumption or efficiency of the engine, especially in partial loads, is not published. Fuel consumption in a wide operation range is needed in different types of hybrid powertrain simulations. The method presented in this study utilizes the full-load torque curve and specific fuel consumption curve $b_{ef}$, which is published by an engine manufacturer as a function of engine speed in full load, as presented in Figure 1.

According to [7], the specific fuel consumption ($b_e$) of the engine typically reaches its minimal value when engine speed and load are close to the maximal torque operation point. $b_e$ increases in low loads; thus, the relative part of crank train friction is relatively higher, and losses are increased. At high speed, friction is also increased and $b_e$ decreased; otherwise, combustion efficiency decreases when speed is high. Accordingly, the shapes of $b_e$ maps have similarities in different engines.
Figure 1. Example of a typical engine’s full-load power, torque, and specific fuel consumption curves according to engine manufacturer’s brochure [25].

The proposed calculation method is based on the model presented in [26]. The original model is a mean-value engine model, and it was initially developed for the control system purposes and software or hardware in loop (SiL/HiL) simulations. The original method includes several submodels for engine subsystems, and some of these are suitable for spark-ignited engines, diesel engines, or both. The original submodels on which this study is based are presented in Table 1. Of those, the ETH friction model for crank train friction, engine speed-related indicated efficiency, and injection timing effect to indicated efficiency, was implemented. These models were also simplified due to limited initial specification of the engine. In this study, the diesel engine parameters presented in [26] were used as the initial parameters of this study, and are shown in Table 5. By this method, the shape of specific fuel consumption map of the diesel engine can be predicted from the full-load data provided by engine manufacturers. This manufacturer’s data should include at minimum 3–5 individual measured data points, which present the engine’s full-load torque and specific fuel consumption in these points, as presented in Figure 1. To improve the original model and increase the prediction accuracy, three input parameters of the model are used to calibrate the calculation.

Table 1. Original structure of calculation method and submodels in Section 2.5 (Mechanical systems) of [26]. Bolded submodels are used in this study.

| Torque Generation | Thermodynamic Efficiencies |
|-------------------|---------------------------|
| Willans approximation | Engine speed (Table 2, Equation (1)) |
| Extended Willans | Air-Fuel ratio |
| ETH-Friction model (Equation (3)) | Injection timing (Equation (2)) |
|                   | Compression ratio |
|                   | Burnt gas fraction/EGR |

The proposed calculation method includes four steps as shown in Figure 2. In the first step, the full torque curve data of the suitable engine were chosen from the literature or the engine manufacturer’s catalog. In the second step, the specific fuel consumption $b_{ef}$ values were calculated by using basic parameters of the chosen engine in the model (Equation (8)). In the third step, these values were compared to the real engine. If the relative differences in the $b_{ef}$ values were above 3%, the model parameters need to be calibrated. After the
calculated $b_{cf}$ values are brought within the tolerance limits, the specific fuel consumption at partial load $b_{cp}$ can be calculated using the calibrated model parameters (Equation (8)).

**Figure 2.** Calculation procedure structure and parameter calibration.

The indicated efficiency of the engine applies to the conversion of fuel energy into mechanical work up to the piston top. In this model, the submodel named engine speed describes the indicated efficiency of the engine as a function of engine speed (Table 2). To implement the values in Table 2 in the calculation program, the data were fitted to the second-order polynomial curve as a function of engine speed. The fitted polynomial parameters are shown in Equation (1).

$$
\eta_i = \left( -6.333 \times 10^{-7} n^2 + 4.0333 \times 10^{-4} n + 0.3960 \right) e_\theta
$$

(1)

where $\eta_i$ is the indicated efficiency, $n$ is the engine speed, and $e_\theta$ is the injection timing effect.

The fuel injection timing of the engine strongly affects the indicated efficiency. Although the real engine injection timing is not known and it cannot be implemented in the model, this parameter is needed for the calibration purpose of the model. The effect of the fuel injection timing can be considered according to [26], as follows.

$$
e_\theta = 1 - k_\theta (\theta - \theta_0)^2
$$

(2)

where $k_\theta$ is the timing coefficient, $\theta$ is the injection timing angle, and $\theta_0$ is the injection timing that produces maximal brake torque.

**Table 2.** Typical indicated efficiency values of diesel engines as a function of speed [26].

| Engine Speed | Indicated Efficiency of Diesel Engine |
|--------------|--------------------------------------|
| 100 rad/s    | 0.43                                 |
| 300 rad/s    | 0.46                                 |
| 600 rad/s    | 0.41                                 |
The crank train friction model is needed to calculate the net power output of the engine from the indicated power. For this purpose, the ETH friction model was implemented in this method. The ETH friction model was originally presented in [27] and used in [26]. The original ETH friction model includes coefficients \( \pi_e \) for the maximal boost ratio and \( \vartheta_e \) for engine coolant temperature, which were not implemented in this study. The crank train friction can be set to a sufficient level during the calibration procedure without using these coefficients. The crank train friction of the engine is a function of the crank train dimensions, speed, and engine temperature. It can be presented as a friction mean effective pressure \( (p_m) \), as follows:

\[
p_m = k_1 \left( k_2 + k_3 S^2 \omega^2 \right) \sqrt{\frac{k_4}{B}}
\]

where \( S \) is the stroke of the engine, \( \omega \) is the angular velocity of the engine, \( B \) is the cylinder bore of the engine, \( k_1 \) is engine temperature behavior coefficient, and \( k_2 \ldots k_4 \) are the coefficients of the crank train geometry of the engine.

Figure 3 shows the calculation program structure and the input parameters needed to calculate the specific fuel consumption at each engine operation point. Using the friction mean effective pressure \( (p_m) \) calculated from Equation (3), the friction power of the engine \( (P_m) \) can be expressed as follows:

\[
P_m = p_m V_h \frac{n}{s_r}
\]

where \( V_h \) is the engine cylinder displacement, \( n \) is the engine speed, and \( s_r \) is the number of revolutions per power stroke of the engine.

\[
P_e = 2\pi T n
\]

where \( T \) is the engine torque, and \( n \) is the engine speed.

The engine indicated power \( (P_i) \) can be calculated using Equation (6).

\[
P_i = P_e + P_m
\]
where $P_e$ is the engine shaft power, and $P_m$ is the crank train friction power of the engine.

The fuel input energy in a specific operation point can be determined by calculating the power of fuel energy flow $P_f$:

$$P_f = \frac{P_i}{\eta_i}$$

where $P_i$ is the indicated power of the engine, and $\eta_i$ is the indicated efficiency of the engine.

In the final step, the specific fuel consumption ($b_e$) can be calculated as

$$b_e = \frac{P_f}{P_e H_u}$$

where $P_f$ is the fuel power, $P_e$ is the shaft power, and $H_u$ is the fuel heating value.

The presented method calculates the specific fuel consumption at a given torque and speed point. The real engine fuel consumption varies widely depending on the different technical solutions and functional parameters of the engine. Some model parameters are used for calibration purposes, as presented in Figure 2. The full-load curve of the engine is the reference level, where specific fuel consumption level $b_{eff}$ is calibrated using certain submodel parameters. Official standards of the engine’s power rating and exhaust emissions set the experimental measuring accuracy of the engine power output and fuel mass flow typically in the range of $\pm 2$–$3\%$ [28,29]. Thus, the specific fuel consumption calculation tolerances are in the range of 3–5%. An accuracy level of 3% relative differences is the acceptable tolerance of the calibrated values of $b_e$ in this study.

3. Calculation Method Comparison, Calibration, and Validation Using Real Engine Results

To validate the accuracy of the calculation method, results obtained from the model and measurements from three different real engines were compared. The first engine was an AGCO Power 49. Engine performance and specific fuel consumption $b_{ef}$ and $b_{ep}$ were measured in the engine and powertrain laboratory of Turku University of Applied Sciences. The engine performance characteristics over a wide speed and torque range were measured for exhaust emission research. However, the exhaust emission results were not used in this study. The research test runs were produced in a steady-state mode; thus, the engine speed and torque output were constant, while the fuel consumption and produced power were measured over 1 min of average results. This method produces an accurate fuel consumption map at a steady engine load condition. The laboratory instruments used in the measurements are presented in Table 3, and the test bench setup in Figure 4.

Table 3. Experimental setup and instruments.

| Measured Value          | Instruments                                      |
|-------------------------|--------------------------------------------------|
| Torque and power        | Horiba WT-300 Eddy-Current dynamometer           |
| Fuel consumption        | Coriolis-based system by Emerson                 |
| Pressure and temperature| NI PXI and NI Labview-based data acquisition     |
Two other engines’ measurement datasets were presented in the literature. The engine manufacturer, Scania, Södertälje, Sweden, published some of their engine’s fuel consumption in partial load conditions [30]. This Scania engine was chosen as the second engine. The data of the third chosen engine were presented in [31]. The specific fuel consumption was presented as a third-degree polynomial regression model for the Iveco 8460 engine. This regression was based on the experimental measurements. All these engines were turbocharged, 4-stroke diesel engines and equipped with a charge air cooling system. The main features of the compared engines are presented in Table 4.

Table 4. Main specification of compared engines.

| Parameter       | AGCOPower | SCANIA     | IVECO     |
|-----------------|-----------|------------|-----------|
| Type            | 49        | D9 84 A    | 8460.48   |
| Bore/Stroke     | 108/134 mm| 130/140 mm | 112/130 mm|
| Cylinder number | 4         | 5          | 6         |
| Working type    | 4-stroke  | 4-stroke   | 4-stroke  |
| Rated power     | 148 kW    | 202 kW     | 224 kW    |
| Purpose         | Agricultural | Industrial | Truck     |

Engines were modelled, and calculation results for the $b_{ef}$ results were compared to the real engine results. For the initial parameter values, which are presented in Table 5, the values of [26] were used. When the calculated $b_{ef}$ differed more than 3% from the real engine values, the calculation parameters were manually calibrated to reach the sufficient correspondence, as indicated by the procedure presented in Figure 2. Partial loads $b_{ep}$ were calculated using the calibrated model parameters. The values of the original parameters and calibrated parameters of each engine are presented in Table 5.

Table 5. Basic and calibrated parameters of each engine model.

| Parameter       | Initial Value | AGCOPower | SCANIA | IVECO |
|-----------------|---------------|-----------|--------|-------|
| $k_0$           | 0.0004        | 0.0004    | 0.0004 | 0.0004|
| $\theta - \theta_0$ | 0         | 0         | 0.015$n$ – 18.00 | $-0.0028n + 11.11$ |
| $k_1$ (kPa)     | 144           | 144       | 120    | 160   |
| $k_2$           | 0.50          | 0.50      | 0.50   | 0.50  |
| $k_3$ (s²/m²)   | 0.0011        | 0.0011    | 0.0016 | 0.0011|
| $k_4$ (m)       | 0.075         | 0.075     | 0.075  | 0.075 |
When the AGCO Power 49 engine cylinder geometry (Table 4) and calculation parameters (Table 5) were implemented in the calculation model, \( b_{ef} \) differences were between \(-1.6\%\) and \(0.8\%\) at the full-load points. The accuracy of the results was within the decided limits; hence, no parameter calibration was performed. At the next phase, partial load \( b_{ep} \) was calculated. In the 50% power curve, the calculated \( b_{ep} \) was 5–6% higher than that of the real engine, and in 25% load calculation, it was 6–10% higher than that of the real engine. Figure 5 shows the simulated \( b_e \) map of the AGCO engine in load range 25–100%, and the percentage differences between the calculated and real values of \( b_e \).

Figure 5. Results obtained from AGCO Power 49 engine model. (a) Specific fuel consumption (g/kWh) map calculated by the model. (b) Percentage differences between calculated and measured values of \( b_e \).

Next, the calculated and measured results for the Scania engine were compared. The Scania engine’s cylinder geometry, model parameters, and initial values were implemented in the model. Differences between measured and calculated values of \( b_{ef} \) at full load are presented in Figure 6. At the speed of 1200 rpm, the calculated \( b_{ef} \) value was 1.7% higher than the measured \( b_{ef} \) value. However, around the speed of 1550 rpm, the measured \( b_{ef} \) value started to surpass the calculated \( b_{ef} \) value. Lastly, at the speed of 2100 rpm, the measured \( b_{ef} \) value exceeded the calculated value by 7.1%.

Since the differences between the measured and calculated results at high speeds exceeded the threshold of 3%, the parameters were calibrated using a trial-and-error method. The fuel injection timing effect parameters \((\theta - \theta_0)\) were calibrated, such that they could be expressed as a function of engine speed \( n \), as described in Table 5. In addition, parameters \( k_1 \) and \( k_3 \) were manually modified from 1.44 to 1.2 and \(1.1 \times 10^{-3}\) to \(1.6 \times 10^{-3} \text{ s}^2/\text{m}^2\), respectively. Using this manual trial-and-error-based calibration, the difference between the measured and calculated \( b_{ef} \) results at full load was brought down to a range of 1.2–1.7% for the Scania engine, as shown in Figure 6.
Figure 6. Calculated $b_{ef}$ compared to Scania DC 09 engine full-load $b_{ef}$ curve.

Figure 7 shows the calculated and calibrated $b_e$ map of the Scania engine model in the load range of 50–100%, and the percentage difference between the calculated and real values of $b_e$. Calculation errors were high in the lower power ranges. At 75% load, differences were between $-2.5\%$ and $2.1\%$, and at 50% load, differences were between $-9.6\%$ and $1.3\%$. When focusing on the 50% load region, between 1800 and 2100 rpm, measured value of $b_{ep}$ noticeably increased, and the model could not predict such phenomena. However, the differences between the calculated and real engine $b_e$ values were less than 10% over the studied operation range of the Scania engine.

![Figure 7](image)

(a) Specific fuel consumption (g/kWh) map calculated by model. (b) Percentage differences between calculated and measured values of $b_e$.

Figure 8 shows the calibrated and calculated $b_e$ map in the load range of 25–100% for the third studied engine, Iveco 8460. Reference $b_e$ values were obtained from the three-dimensional regression of $b_e$ in [31]. The regression map was based on the experimental measurements. Calculations with the initial parameters produced a significantly lower $b_{ef}$ value than that of the real engine, due to which calibration was performed. Therefore,
calculation parameter $k_3$ was increased from $1.1 \times 10^5$ to $1.6 \times 10^5$ Pa. The injection timing effect $\theta - \theta_0$ was modified to change as a term of engine speed as presented in Table 5. With these changes, differences between the $b_e$ values of the regression and calculation results were reduced to 1% at full load. Figure 8 also shows the percentage difference between the calculated and regression values of $b_e$ for this engine in the load range of 25–100%. The differences were highest at the speed of 2200 rpm, under 50% load with a value of $-5.3\%$. In other high-speed areas, differences were between $-2.8\%$ and $+0.9\%$.

![Figure 8](image-url)

**Figure 8.** Results obtained from Iveco 8460 engine model. (a) Specific fuel consumption (g/kWh) map calculated by model. (b) Percentage differences between calculated and measured values of $b_e$.

Using the presented method, different kinds of engine models can be created, and fuel consumption in the operation area can be calculated with sufficient accuracy for energy-efficiency studies when the full torque curve and its fuel consumption are available. This method is suitable and can be scaled to four stroke diesel engines that are turbocharged and charge-cooled in the power range of approx. 50–500 kW. Engines below 50 kW typically use a simpler fuel injection system, and there are naturally aspirated engines widely used in this power range; thus, the accuracy of this method can be insufficient. Engines above 500 kW typically have a narrow speed range, and the shape of the fuel consumption maps can be of different types. However, the suitable power range covers a wide spectrum of engines for hybrid-powertrain studies. This method is utilized in the study [32], to produce $b_e$ maps of engines in the power range 64–202 kW for the hybrid simulation of mobile machines.

The AGCO and Scania engines are modern and use selective catalytic reduction (SCR) technology for the abatement of NOx emissions. Typically, NOx levels in engine-out can be higher than those in engines without SCR. Thus, fuel consumption can be optimized to a lower level for engines without SCR. The Iveco engine was approximately 10 to 15 years older than the AGCO Power and Scania engines, and not equipped with SCR technology. That is a possible reason behind the higher $b_{ef}$ level of Iveco. The Scania engine also uses exhaust gas recirculation (EGR) for emission reduction. This may have increased the Scania engine’s fuel consumption in high engine speeds when compared to the AGCO Power engine. However, the operation range of the Scania engine was also in a higher speed range than that of the AGCO Power engine.

**4. Conclusions**

In this paper, a simple calculation method for the specific fuel consumption map of a scalable combustion engine was presented. Results of the calculation method were fitted to
the measured data of three different actual engines at full load, which is typically provided by the engine manufacturer. Then, the partial-load fuel consumption was calculated using the calculation method, and results were compared to the real engine curves. Calculation parameters were calibrated by trial and error to produce higher-accuracy results whenever required. For future improvements of this model, a more sophisticated calibration algorithm can be utilized. Differences between the calculated and actual values were below 10% in the engine load range of 25–100% for the studied engines after calibration. The presented method can thus predict the engine power generation capability with sufficient accuracy for the purposes of a concept study of hybrid powertrain simulations. In the future, engine air flow and thermal balance or exhaust temperature estimation methods can be studied. The turbocharged engine dynamic behavior is also a subject of interest.
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