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Abstract. As computers with manycore architecture are being widely spread, parallel programming becomes a pending issue. While parallel programming has been a challenging issue, Haskell is known to be of the best available one. The immutability and declarative nature of Haskell suit well the need for parallelism. In our previous work, we implemented the SAM, a parallel programming model based on Haskell. In this paper, we propose the SSAM, an updated version of SAM, by solving the performance overhead of SAM socket. We discuss the architecture of SSAM and its major functions and show the 14% scalability upgrade in a performance test.

1. Introduction
Since the release of AMD Ryzen, the number of CPU cores has been being increased again. Since then, parallel programming becomes an important pending issue. However, the more complex the application, the more difficult parallel programming becomes. But functional programming language does not have a data dependency. So, functional languages are getting attention in parallel programming.

While data parallelism is rather easier to handle, it is well-known that control parallelism is a challenging issue. It is difficult to do parallel-programming with usual imperative programming, which requires reasoning about the dependency of data structure and the control flow. In this matter, the purely functional programming like Haskell is known to be of the best solutions, since it is not needed to do this kind of reasoning. Pure functional programming uses immutable data structures, and it is declarative, which means that users do not describe the computation order. In this sense, pure functional programming is said to have inherent parallelism.

Haskell is considered to be a good parallel programming language. It possesses not only features of pure-functionality, but also the programming environment for parallel computation. Haskell provides the lightweight thread that shows quite a little overhead for context switching which is appropriate for parallel programming [1]. In addition, Haskell provides a variety of parallel programming models, we can choose the appropriate one for different situations.

In our previous work, we implemented the SAM, a parallel programming model based on Haskell. SAM is a suitable parallel programming model in a manycore environment and it can be easily used for parallel programming. But SAM has a problem with low performance due to socket overhead. To solve this problem, we proposed SSAM which is an STM-based SAM, which reduces the communication overhead using STM (software transactional memory).
The rest of this paper is organized as follows. Section 2 introduces the related works such as Haskell parallel programming models. Section 3 introduces the socket overhead problem in SAM. Section 4 introduces the architecture of SSAM to solved socket overhead. Section 5 evaluates the performance of SSAM by comparing it with Eval monad and SAM. And Section 6 we discussion for experimental results. Finally, Section 7 presents future work and concludes.

2. Related work
As a pure functional programming language, Haskell based on a mechanism lazy evaluation. Therefore, users do not describe the evaluation order in Haskell. In case that the user want to do specify the evaluation order, they should use monads. In other words, except for monads, functions can be executed in parallel without considering control flow. Moreover, Haskell uses the lightweight thread that is more advantageous for parallelism.

The approach of using the Eval monad is parallelizing the control flow of the program based on shared memory. Eval monad uses a strategy for determining computation order [3]. The communication among threads in the Eval monad is implemented by a mutable variable named MVar. Using the Eval monad, parallelism is applied simply by changing the higher-order function to a parallel higher-order function. But Eval monad has a problem which is a Scalability decrease as the number of cores increases.

The approach of Cloud Haskell is a Haskell platform for cloud computing provided by Well-typed [4]. This model is developed based on the actor model [5] of Erlang. In the actor model, each actor has its own memory space. And each actor communicates via a message. Therefore, the actor model has no shared memory between actors. So, the actor model has a high concurrency. However, Cloud Haskell has a disadvantage that is more difficult than other parallel programming models.

The approach of SAM is a suitable parallel programming model in manycore environments. SAM is a programming model based on Cloud Haskell for easy parallel programming. But SAM has a problem that is small cores have low performance due to socket overhead.

3. Performance Issue of SAM
In this section, we introduce the problems of SAM. SAM has an advantage that high performance in manycore environments. However, for a small core environment, SAM is slower than other parallel programming models [6]. This problem occurred since it uses socket communication in the local node environment. The cause of this problem can be seen in Figure 1.
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Figure 1. Analysis of the execution time of the source code plagiarism detection program.

Figure 1 analyzes the result of the execution time of the source code plagiarism detection program developed through SAM. The align function is an implementation of an alignment algorithm. It consumes more than half of the execution time. Next, the execution time of many functions is sumComp. sumComp is a function that receives a calculated value from slave nodes. But sumComp is not a function with many operations in SAM. Hence, with further analysis of this function, we figure out that this problem occurs from the socket communication function.
4. Design of SSAM

In this section, we introduce our method called SSAM, which is an STM based SAM. STM is a method that uses the concept of transaction used in the database [7]. This method can allow lock-free based programming in the shared memory program. Moreover, Haskell STM is known to be effective because it supports GHC. So, we use an STM instead of socket communication for the improved SAM. Rest part of this section, we introduce the architecture of SSAM and core functions of SSAM.

4.1. Architecture of SSAM

In this chapter, we introduce the architecture of SSAM. SSAM architecture is similar to SAM. SSAM is organized of frontend which is a set of interfaces and backend which is a set of real data communication. And the architecture of SSAM is illustrated in Figure 2.

![Figure 2. Architecture of SSAM.]

Figure 2 shows the architecture of SSAM. An application may use SSAM by using the SSAM interface at the frontend. The SSAM interface provides map-style parallel functions and auxiliary functions for map function. And at compile-time, the interface functions are changed to Cloud Haskell code using Template Haskell. Next, the generated code is serialized for function transfer using the distributed-process [8].

Next data is communicated using the Transport function at the backend. SAM transfers data using functions of the network-transport-TCP [9] library. But SSAM uses the network-transport-in-memory [10] library function to use STM. Both libraries commonly create a Transport with the createTransport function. And the network-transport [11] library processes the data passed through the Transport.

4.2. Major functions of SSAM

In this chapter, we introduce major functions of SSAM interface. SSAM interface organized by four main functions. And the data flow between these functions is shown in Figure 3.

![Figure 3. Inter-function data flow in SSAM interface.]

As can be seen in Figure 3, SSAM begins to flow in mCoreMapSTM. To use SSAM, the programmer only needs to know mCoreMapSTM function; other functions are internal functions in SSAM. At first, the type of mCoreMapSTM is as follows:

\[
mCoreMapSTM :: \text{Lift } a \Rightarrow \text{Name} \rightarrow [a] \rightarrow \text{ExpQ}
\]

mCoreMapSTM takes 3 arguments as input. The first argument is the function will be applied to the input data. This argument is similar to the first argument in map function which is defined as \( f :: a \rightarrow b \). The last argument is the input data for the function in the first argument. This argument defined as Lift type which is a feature of Template Haskell. The actual input data will be changed as a Serializable type. Next, the function name and data are then passed to the mCoreStartMasterSTM function. The type of mCoreStartMasterSTM is as follow:

\[
mCoreStartMasterSTM :: \text{Serializable } a \Rightarrow \text{LocalStorage} \rightarrow [\text{NodeId}] \rightarrow ([\text{NodeId}] \rightarrow \text{MVar } a \rightarrow \text{Process ()}) \rightarrow \text{IO(a)}
\]

mCoreStartMasterSTM is a modification startMasterManyCore function in SAM. This function is a modification of the startMaster functions used by Cloud Haskell and SAM. This function can use map-style programming because MVar receives from slave nodes data. And in this function, getNumCapabilities is used to get the number of slaves. The function getNumCapabilities gets the number of threads entered through the RTS option. In SSAM, the slaves are executed as much as the thread value passed from the RTS. And SSAM used runSlavesSTM function for executing slaves. The type of runSlavesSTM is as follows:

\[
\text{runSlavesSTM} :: \text{Int} \rightarrow \text{Transport} \rightarrow [\text{NodeId}]
\]

runSlavesSTM function is execution function for slave node. The first argument is the number of slaves to execute. And the second argument is the transport of the master node to be used for creating slaves. runSlavesSTM internally creates a slave thread using forkIO and returns the created [nodeId]. nodeId is passed a function to be executed later through spawn. Figure 4 below is an example of SSAM program.

```
1: {-"LANGUAGE TemplateHaskell -} 
2: import ManyCores 
3: 
4: input = [1 .. 100] :: [Int] 
5: 
6: incr :: Int -> Int 
7: incr x = x + 1 
8: 
9: afterFunc :: [Int] -> IO () 
10: afterFunc xs = print $ sum xs 
11: 
12: slaveJob :: ProcessId -> Process() 
13: slaveJob = $(mkSlave 'incr) 
14: remotalbe ['slaveJob] 
15: 
16: main = do 
17: ret <- $(mCoreMapSTM 'slaveJob) input 
18: afterFunc ret
```

Figure 4. Example of SSAM Program.
Figure 4 is a simple program to add 1 for every element in a list which contains 1 to 100. The whole program is similar to SAM. The SAM difference is that the map style function on line 17 is different. So, SSAM can use existing SAM code with little change.

5. Performance Test

In this section, we compare the performance of SSAM. SSAM is a proposed model to solve the low performance of SAM in a small-numbered manycore environment. So, experiments should be performed in a small-numbered manycore environment. In this paper, we used 32 cores environment and the experiment consists of follows. The CPU is 2 AMD Opteron 6272, RAM space is 96GB, and we use 256GB SSD as a disk, the operating system we use is Ubuntu 18.0.4 LTS, the compiler we use is GHC 8.4.3. The experimental program is a source code plagiarism detection program and input data is 108 pieces of Java source code. And the comparison targets the SAM and Eval monads. The result of the scalability experiment is shown in Figure 5.

Looking at the results in Figure 5, we can see that the Eval monad has the highest scalability, followed by SSAM. The result also shows that SAM has the lowest scalability among the three models. This result is due to the experiment in the 32-core environment. In the 120-core environment, more than 50 cores will improve the performance of SAM [7]. Looking at the experimental result, the Eval monad scalability shows 7.63. And SAM scalability shows 5.99, SSAM scalability shows 6.84. This shows that SSAM is slower than the Eval monad, but about 14% more scalable than SAM.

6. Discussion

The performance tests in section 5 showed that SSAM performs better than SAM in the small-numbered manycore environments. While the performance of SSAM is lower than the Eval monad, it has two advantages.

The first advantage is easier code migration. In a small-numbered manycore environment, the SSAM and Eval monads show good performance as shown in the experiment. But as cores increase, the performance of the SAM improves. In this case, SSAM can be run with SAM simply by replacing the map function. Firstly, SSAM is easier for code migration. In the environment of small-numbered cores, both the SSAM and Eval monads show good performance, as shown in the performance test. Since the performance of SAM improves as the number of cores is increased, we can run the SSAM simply by replacing the map function.

Secondly, we can apply explicit parallelism. As Eval monad is semi-automatic in parallelism, it may not be executed in parallel, depending on the execution state. To solve this problem, the developer needs to analyze the runtime state. With explicit parallelism in the SSAM, it guarantees a reliable parallel performance.
7. Conclusion
In this paper, we proposed and implemented the SSAM which solves the overhead problem of SAM socket. For inter-process communication, the SSAM uses STM instead of the socket. The SSAM also can be used existing SAM code with a few changes. In this paper, we introduced the SSAM architecture and the major functions of the SSAM interface. We also compared the performance of the existing parallel model, Eval monad and SAM through experiment. Experimental results show that SSAM is about 14% more scalable than SAM in a small-numbered manycore environment.

Future work remains to improve the slave execution of SSAM. The current version of SSAM uses Haskell threads to perform parallel tasks. However, Haskell threads cause a GC problem because it uses a single VM [12]. To solve this problem, we will study how to use the STM library among OS processes.
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