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Abstract

The work of Li (2009) in ICML’09 showed that the derivatives of the classical multi-class logistic regression loss function could be re-written in terms of a pre-chosen “base class” and Li (2009) applied the new derivatives in the popular boosting framework. In order to make use of the new derivatives, one must have a strategy to identify/choose the base class at each boosting iteration. The idea of “adaptive base class boost” (ABC-Boost) initially published in ICML’09, adopted a computationally expensive “exhaustive search” strategy for the base class at each iteration. It has been well demonstrated that ABC-Boost, when integrated with trees, can achieve substantial improvements in many multi-class classification tasks. Furthermore, Li (2010a) in UAI’10 derived the explicit second-order tree split gain formula which typically improved the classification accuracy considerably, compared with using only the first-order information for tree-splitting, for both multi-class and binary-class classification tasks. Nevertheless, deploying ABC-Boost as published in Li (2009, 2010a) has encountered severe computational difficulties due to its high computational cost of the exhaustive search strategy for the base class.

In this paper, we develop a unified framework for effectively selecting the base class by introducing a series of ideas to improve the computational efficiency of ABC-Boost. The first (and also the simplest) proposal is the “worst class” strategy. That is, at each boosting iteration, we choose the class which is the “worst” in some criterion (e.g., the largest training loss) for the next iteration. This strategy often works well but the accuracy is typically slightly inferior to that of the “exhaustive search” strategy. More importantly, the “worst class” strategy can be in some cases numerical unstable and may lead to catastrophic failures.

Our unified framework has several additional parameters \((s, g, w)\). At each boosting iteration, we only search for the \(s\)-worst classes (instead of all classes) to determine the base class. When \(s = 1\) this becomes the “worst class” strategy, and when \(s = K\) (where \(K\) is the number of classes), we recover the “exhaustive search” strategy. We also allow a “gap” \(g\) when conducting the search. That is, we only search for the base class at every \(g + 1\) iterations. We furthermore allow a “warm up” stage by only starting the search after \(w\) boosting iterations. The parameters \(s, g, w\), can be viewed as tunable parameters and certain combinations of \((s, g, w)\) may even lead to better test accuracy than the “exhaustive search” strategy. Overall, our proposed framework provides a robust and reliable scheme for implementing ABC-Boost in practice.

---

1 This line of work has gone through a long history of development. The original idea of using the “worst class” as the base class was initially proposed in 2008 in Li (2008) but it was not officially published. Instead, a computationally expensive exhaustive “best class” strategy was presented in ICML’09 (Li, 2009). The idea of introducing the “gap” in the search process for the base class was proposed in Li (2010b), which was not formally published either. Some of the original ideas were also used in the 2010 Yahoo! Learning to Rank Grand Challenge. In this work, we introduce several new ideas integrated with existing ones to achieve “fast ABC-Boost” in a unified robust framework.
1 Introduction

Boosting algorithms (Schapire, 1990; Freund, 1995; Freund and Schapire, 1997; Bartlett et al., 1998; Schapire and Singer, 1999; Friedman et al., 2000; Friedman, 2001) have become very successful in machine learning theory and applications. It is also the standard practice to integrate boosting with trees (Brieman et al., 1983) to produce accurate and robust prediction results. In the past decade or longer, multiple practical developments have enhanced the performance as well as the efficiency of boosted tree algorithms, including

- (i) the explicit (and robust) formula for tree-split criterion using the second-order gain information (Li, 2010a) (i.e., the so-called “Robust LogitBoost”), which typically improves the accuracy, compared to the implementation based on the criterion of using only the first-order gain information (Friedman, 2001);
- (ii) the adaptive binning strategy developed in Li et al. (2007) which effectively transformed general features to integer values and substantially simplified the implementation and improved the efficiency of trees as well;
- (iii) the “adaptive base class boost” (ABC-Boost) scheme (Li, 2009, 2010a) for multi-class classification by re-writing the derivatives of the classical multi-class logistic regression loss function, by enforcing the “sum-to-zero” constraint. ABC-Boost often improves the accuracy of multi-class classification tasks, in many cases substantially so.

The above developments were summarized in a recent paper on trees (Fan and Li, 2020). Readers are also referred to some interesting discussions in 2010 https://hunch.net/?p=1467. Since 2011, the author Ping Li had taught materials on “ABC-Boost” and “Robust LogitBoost” at Cornell University and Rutgers University; see for example the following lecture notes and tutorial http://statistics.rutgers.edu/home/pingli/STSCI6520/Lecture/ABC-LogitBoost.pdf. http://www.stat.rutgers.edu/home/pingli/doc/PingLiTutorial.pdf (pages 15–77).

1.1 The Exhaustive Search (or the “Best Class”) Strategy in ABC-Boost

In ABC-Boost (adaptive base class boost) for (K-class) multi-class classification, a crucial step is to select one from K classes as the base class, at every boosting iteration. As presented, both “ABC-MART” (Li, 2009) and “ABC-RobustLogitBoost” (Li, 2010a) adopted the “exhaustive search” strategy. That is, at each boosting iteration, every class will be tested as a candidate for the base class, and the “best class” (for example, the choice which minimizes the training loss) is selected as the base class for the current iteration. Obviously, this strategy is computationally very expensive, especially when K, the number of classes, is large. Assume M boosting iterations. While the computational cost of the standard multi-class boosting would be $O(KM)$, the cost becomes $O(K(K − 1)M)$ for ABC-Boost with the exhaustive search strategy.

1.2 New Strategies for Fast ABC-Boost

It is the focus of this paper to find more effective strategies to achieve “fast ABC-Boost”, compared to the “exhaustive search” method (Li, 2009, 2010a). The first idea is the “worst class” strategy, which often works well but not always. This idea has also been made public through technical reports, lectures, and seminar talks, e.g., Li (2008), but it was not formally published. Assume the total number of boosting iterations is M. Then the computational cost of the “worst class” strategy
would be \((K-1)M\), which is actually more efficient than \(O(KM)\), the cost of the classical boosting methods (Friedman et al., 2000; Friedman, 2001).

Let’s elaborate more on the “worst class” strategy. That is, at each iteration, we choose the “worst class” according to some measure, for example, the class which has the largest training loss, for the next iteration. Needless to say, this “worst class” strategy is very efficient, actually more efficient than the classical multi-class boosting because one less class would need to be trained. The rational behind this strategy is also intuitive, to let the next boosting iteration focus on the most challenge task. We will show that the “worst class” strategy works well in general but the accuracy is usually somewhat worse than that of the “exhaustive search” strategy. In some datasets (and for some parameters), we even observe “catastrophic failures” when using the “worst class” method. This motivates us to develop better strategies to search for the base class.

Instead of simply using the “worst class” as the base class for the next iteration, we propose to search for the “s-worst classes”, where \(1 \leq s \leq K\). When \(s = 1\), this becomes the “worst class” strategy, and when \(s = K\), it becomes the “exhaustive search”. In our experiments, we find that typically \(s\) does not need to be large. And, of course, as a tuning parameter, some choice of \(s\) may even lead to better test accuracy than using \(s = K\). With the “s-worst classes” strategy, the computational cost becomes \(O(s(K-1)M)\).

Our next idea is to introduce a “gap” parameter \(g\). That is, we only conduct the search (with parameter \(s\)) at every \(g + 1\) iterations. Here \(g = 0\) means that there is no gap, i.e., the search is conducted at every iteration. This idea appeared in an unpublished technical report (Li, 2010b)

The cost of ABC-Boost with parameters \(g\) and \(s\) becomes \(O\left(s(K-1)\frac{1}{g+1}M + (K-1)\frac{g}{g+1}M\right)\).

In addition to the two parameters \(s\) and \(g\), we also allow a “warm-up” parameter \(w\). That is, we only start using ABC-Boost after \(w\) iterations. With parameters \(w\), \(g\), and \(w\), the computational cost becomes \(O\left(Kw + s(K-1)\frac{1}{g+1}(M-w) + (K-1)\frac{g}{g+1}(M-w)\right)\).

All these efforts aim at reducing the cost of searching for the base class. Suppose we choose \(g \approx K\) and assume \(K \approx K - 1\), the computational cost essentially becomes \(O(s(M-w) + KM)\), which can be fairly close to \(O(KM)\) the original cost of classical multi-class boosting.

Here we would like to emphasize that, although we have introduced additional parameters \((s, g, w)\), the test accuracy is in general not sensitive to these parameters. In fact, the “worst class” strategy, which is the most efficient, already works pretty well in most cases. In a sense, those parameters \((s, g, w)\) are proposed to improve the robustness of the “worst class” strategy without increasing much the computational cost.

2 LogitBoost, MART, and Robust LogitBoost

We denote a training dataset by \(\{y_i, x_i\}_{i=1}^N\), where \(N\) is the number of training samples, \(x_i\) is the \(i\)-th feature vector, and \(y_i \in \{0, 1, 2, ..., K - 1\}\) is the \(i\)-th class label, where \(K \geq 3\) in multi-class classification. Both LogitBoost (Friedman et al., 2000) and MART (multiple additive regression trees) (Friedman, 2001) algorithms can be viewed as generalizations to logistic regression, which assumes the class probabilities \(p_{i,k}\) to be

\[
p_{i,k} = \Pr (y_i = k | x_i) = \frac{e^{F_{i,k}(x_i)}}{\sum_{s=0}^{K-1} e^{F_{i,s}(x_i)}}, \quad i = 1, 2, ..., N, \tag{1}
\]
While the traditional logistic regression assumes \( F_{i,k}(x_i) = \beta^T x_i \), LogitBoost and MART adopt the flexible “additive model”, which is a function of \( M \) terms:

\[
F^{(M)}(x) = \sum_{m=1}^{M} \rho_m h(x; a_m),
\]

where \( h(x; a_m) \), the base learner, is typically a regression tree. The parameters, \( \rho_m \) and \( a_m \), are learned from the data, by maximum likelihood, which is equivalent to minimizing the negative log-likelihood loss

\[
L = \sum_{i=1}^{N} L_i, \quad L_i = - \sum_{k=0}^{K-1} r_{i,k} \log p_{i,k}
\]

where \( r_{i,k} = 1 \) if \( y_i = k \) and \( r_{i,k} = 0 \) otherwise. Note that because the class probabilities have to sum to one, there are basically only \( K - 1 \) degrees of freedom. For identifiability, the “sum-to-zero” constraint, i.e., \( \sum_{k=0}^{K-1} F_{i,k} = 0 \), is routinely assumed (Friedman et al., 2000; Friedman, 2001; Lee et al., 2004; Tewari and Bartlett, 2007; Zou et al., 2008; Zhu et al., 2009).

2.1 The Original LogitBoost Algorithm

\begin{algorithm}
\begin{enumerate}
\item \( r_{i,k} = 1 \), if \( y_i = k \), \( r_{i,k} = 0 \) otherwise.
\item \( F_{i,k} = 0, \ p_{i,k} = \frac{1}{K}, \ k = 0 \) to \( K - 1 \), \( i = 1 \) to \( N \)
\item For \( m = 1 \) to \( M \) Do
\item \( \text{For } k = 0 \) to \( K - 1 \), \( \text{Do} \)
\item Compute \( w_{i,k} = p_{i,k} (1 - p_{i,k}) \).
\item Compute \( z_{i,k} = \frac{r_{i,k} - p_{i,k}}{p_{i,k} (1 - p_{i,k})} \).
\item Fit the function \( f_{i,k} \) by a weighted least-square of \( z_{i,k} \) to \( x_i \) with weights \( w_{i,k} \).
\item \( F_{i,k} = F_{i,k} + \nu \frac{1}{K} \left( f_{i,k} - \frac{1}{K} \sum_{k=0}^{K-1} f_{i,k} \right) \)
\item End
\item \( p_{i,k} = \exp(F_{i,k}) \)/ \( \sum_{s=0}^{K-1} \exp(F_{i,s}) \)
\item End
\end{enumerate}
\end{algorithm}

As described in Algorithm 1, Friedman et al. (2000) built the additive model (2) by a greedy stage-wise procedure, using a second-order (diagonal) approximation, which requires computing the first two derivatives of the loss function (3) with respective to the function values \( F_{i,k} \) as follows:

\[
\frac{\partial L_i}{\partial F_{i,k}} = -(r_{i,k} - p_{i,k}), \quad \frac{\partial^2 L_i}{\partial F_{i,k}^2} = p_{i,k} (1 - p_{i,k}),
\]

which are standard results in textbooks.

At each stage, LogitBoost fits an individual regression function separately for each class. This is analogous to the popular individualized regression approach in multinomial logistic regression, which is known (Begg and Gray, 1984; Agresti, 2002) to result in loss of statistical efficiency, compared to the full (conditional) maximum likelihood approach. On the other hand, in order to use trees as base learner, the diagonal approximation appears to be a must, at least from the practical perspective.
2.2 Robust LogitBoost

The MART paper (Friedman, 2001) and a later (2008) discussion paper (Friedman et al., 2008) commented that the LogitBoost (Algorithm 1) can be numerically unstable. In fact, the LogitBoost paper suggested some “crucial implementation protections” on page 17 of Friedman et al. (2000):

- In Line 5 of Algorithm 1, compute the response \( z_{i,k} \) by \( \frac{1}{p_{i,k}} \) (if \( r_{i,k} = 1 \)) or \( \frac{1}{1-p_{i,k}} \) (if \( r_{i,k} = 0 \)).
- Bound the response \( |z_{i,k}| \) by \( z_{max} \in [2,4] \). The value of \( z_{max} \) is not sensitive as long as in \([2,4]\)

Note that the above operations were applied to each individual sample. The goal was to ensure that the response \( |z_{i,k}| \) should not be too large. On the other hand, with more boosting iterations, the fitted class probabilities \( p_{i,k} \) are expected to approach 0 or 1, which means we must have large \( |z_{i,k}| \) values. Therefore, limiting the values of \( |z_{i,k}| \) (e.g., by 2 or 4) would hurt the performance.

The next subsection explains that, if implemented as in Li (2010a), there is no need to restrict the values of \( |z_{i,k}| \), and LogitBoost would be almost identical to MART, with the only difference being the tree-splitting criterion.

2.3 Tree-Splitting Criterion Using Second-Order Information

Consider \( N \) weights \( w_i \), and \( N \) response values \( z_i, i = 1 \) to \( N \), which are assumed to be ordered according to the sorted order of the corresponding feature values. The tree-splitting procedure is to find the index \( t, 1 \leq t < N \), such that the weighted square error (SE) is reduced the most if split at \( t \). That is, we seek the \( t \) to maximize

\[
Gain(t) = SE_{\text{total}} - (SE_{\text{left}} + SE_{\text{right}})
\]

\[
= \sum_{i=1}^{N} (z_i - \bar{z})^2 w_i - \left[ \sum_{i=1}^{t} (z_i - \bar{z}_L)^2 w_i + \sum_{i=t+1}^{N} (z_i - \bar{z}_R)^2 w_i \right]
\]

where \( \bar{z} = \frac{\sum_{i=1}^{N} z_i w_i}{\sum_{i=1}^{N} w_i} \), \( \bar{z}_{\text{left}} = \frac{\sum_{i=1}^{t} z_i w_i}{\sum_{i=1}^{t} w_i} \), \( \bar{z}_{\text{right}} = \frac{\sum_{i=t+1}^{N} z_i w_i}{\sum_{i=t+1}^{N} w_i} \). With some algebra, one can obtain

\[
\sum_{i=1}^{N} (z_i - \bar{z})^2 w_i = \sum_{i=1}^{N} z_i^2 w_i + \bar{z}^2 w_i - 2 \bar{z} \sum_{i=1}^{N} z_i w_i
\]

\[
= \sum_{i=1}^{N} z_i^2 w_i + \left( \frac{\sum_{i=1}^{N} z_i w_i}{\sum_{i=1}^{N} w_i} \right)^2 \sum_{i=1}^{N} w_i - 2 \frac{\sum_{i=1}^{N} z_i w_i}{\sum_{i=1}^{N} w_i} \sum_{i=1}^{N} z_i w_i
\]

\[
= \sum_{i=1}^{N} z_i^2 w_i - \left( \frac{\sum_{i=1}^{N} z_i w_i}{\sum_{i=1}^{N} w_i} \right)^2
\]

\[
\sum_{i=1}^{t} (z_i - \bar{z}_{\text{left}})^2 w_i = \sum_{i=1}^{t} z_i^2 w_i - \left( \frac{\sum_{i=1}^{t} z_i w_i}{\sum_{i=1}^{t} w_i} \right)^2
\]

\[
\sum_{i=t+1}^{N} (z_i - \bar{z}_{\text{right}})^2 w_i = \sum_{i=t+1}^{N} z_i^2 w_i - \left( \frac{\sum_{i=t+1}^{N} z_i w_i}{\sum_{i=t+1}^{N} w_i} \right)^2
\]
Therefore, after simplification, we obtain
\[
Gain(t) = \frac{\left[ \sum_{i=1}^{t} z_i w_i \right]^2}{\sum_{i=1}^{t} w_i} + \frac{\left[ \sum_{i=t+1}^{N} z_i w_i \right]^2}{\sum_{i=t+1}^{N} w_i} - \frac{\left[ \sum_{i=1}^{N} z_i w_i \right]^2}{\sum_{i=1}^{N} w_i}
\]

Plugging in \( w_i = p_{i,k}(1 - p_{i,k}) \), \( z_i = \frac{r_{i,k} - p_{i,k}}{p_{i,k}(1 - p_{i,k})} \) yields,
\[
Gain(t) = \frac{\left[ \sum_{i=1}^{t} (r_{i,k} - p_{i,k}) \right]^2}{\sum_{i=1}^{t} p_{i,k}(1 - p_{i,k})} + \frac{\left[ \sum_{i=t+1}^{N} (r_{i,k} - p_{i,k}) \right]^2}{\sum_{i=t+1}^{N} p_{i,k}(1 - p_{i,k})} - \frac{\left[ \sum_{i=1}^{N} (r_{i,k} - p_{i,k}) \right]^2}{\sum_{i=1}^{N} p_{i,k}(1 - p_{i,k})}.
\] (5)

Because the computations involve \( \sum p_{i,k}(1 - p_{i,k}) \) as a group, this procedure is actually numerically stable.

In comparison, MART (Friedman, 2001) used the first order information to construct the trees, i.e.,
\[
MartGain(t) = \frac{1}{t} \left[ \sum_{i=1}^{t} (r_{i,k} - p_{i,k}) \right]^2 + \frac{1}{N - t} \left[ \sum_{i=t+1}^{N} (r_{i,k} - p_{i,k}) \right]^2 - \frac{1}{N} \left[ \sum_{i=1}^{N} (r_{i,k} - p_{i,k}) \right]^2.
\] (6)

**Algorithm 2:** Robust LogitBoost. MART is similar, with the only difference in Line 4.

1. \( F_{i,k} = 0, p_{i,k} = \frac{1}{N}, k = 0 \) to \( K - 1 \), \( i = 1 \) to \( N \)
2. For \( m = 1 \) to \( M \) Do
3. For \( k = 0 \) to \( K - 1 \) Do
4. \( \{ R_{j,k,m} \}_{j=1}^{J} = J \)-terminal node regression tree from \( \{ r_{i,k} - p_{i,k}, x_i \}_{i=1}^{N} \), with weights \( p_{i,k}(1 - p_{i,k}) \), using the tree split gain formula Eq. (5).
5. \( \beta_{j,k,m} = \frac{K-1}{K} \sum_{s_i \in R_{j,k,m}} \frac{r_{i,k} - p_{i,k}}{p_{i,k}(1 - p_{i,k})} \)
6. \( F_{i,k} = F_{i,k} + \nu \sum_{j=1}^{J} \beta_{j,k,m} 1_{x_i \in R_{j,k,m}} \)
7. End
8. \( p_{i,k} = \exp(F_{i,k}) / \sum_{s=0}^{K-1} \exp(F_{i,s}) \)
9. End

Algorithm 2 describes Robust LogitBoost using the tree split gain formula in Eq. (5). Note that after trees are constructed, the values of the terminal nodes are computed by
\[
\frac{\sum_{\text{node}} z_i k w_i, k} {\sum_{\text{node}} w_i, k} = \frac{\sum_{\text{node}} (r_{i,k} - p_{i,k})} {\sum_{\text{node}} p_{i,k}(1 - p_{i,k})},
\]
which explains Line 5 of Algorithm 2. In the implementation, to avoid occasional numerical issues, a very small “damping” could be added to the denominator, e.g., \( \{ \epsilon + \sum_{\text{node}} p_{i,k}(1 - p_{i,k}) \} \).

To avoid repetition, we do not provide the pseudo code for MART (Friedman, 2001), which is in fact almost identical to Algorithm 2. The only difference is in Line 4, which for MART becomes
\[
\{ R_{j,k,m} \}_{j=1}^{J} = J \text{-terminal node regression tree from } \{ r_{i,k} - p_{i,k}, x_i \}_{i=1}^{N},
\]
using the tree split gain formula Eq. (6).
3 ABC-Boost: Adaptive Base Class Boost

In this section, we review ABC-Boost (adaptive base class boost) as presented in Li (2009, 2010a). The development of ABC-Boost began with the finding that the derivatives of the classical logistic regression loss function can be re-written in a new format.

3.1 The New Derivatives of Logistic Loss Function

Recall that, in the $K$-class multi-class classification, because the class probabilities must sum to one: $\sum_{k=0}^{K-1} p_{i,k} = 1$, there are only $K - 1$ degrees of freedom. Typically, the “sum-to-zero” assumption is made on the function values: $\sum_{k=0}^{K-1} F_{i,k} = 0$. Instead of using the classical derivatives $\frac{\partial L_i}{\partial F_{i,k}}$ and $\frac{\partial^2 L_i}{\partial F_{i,k}^2}$ as in Eq. (4), Li (2009) derived the derivatives of the loss function (3) under this sum-to-zero constraint. Without loss of generality, we can assume that class 0 is the base class. For any $k \neq 0$, the derivatives can be expressed differently from the classical derivatives in Eq. (4), as follows:

$$\frac{\partial L_i}{\partial F_{i,k}} = (r_{i,0} - p_{i,0}) - (r_{i,k} - p_{i,k}),$$

$$\frac{\partial^2 L_i}{\partial F_{i,k}^2} = p_{i,0}(1 - p_{i,0}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,0}p_{i,k}.$$ \hspace{1cm} (7)

In case some Readers are curious, here we would like to repeat the derivation of the above two derivatives. For any $k \neq 0$, we have

$$\frac{\partial L_i}{\partial F_{i,k}} = -\frac{\partial}{\partial F_{i,k}} \left[ \sum_{i=1}^{K-1} r_{i,k} \log p_{i,k} \right],$$

where $p_{i,k} = \frac{e^{F_{i,k}}}{\sum_{t=0}^{K-1} e^{F_{i,t}}}$, $F_{i,0} = -\sum_{k=1}^{K-1} F_{i,k}$

$$= -\sum_{t=1, t \neq k}^{K-1} r_{i,t} \frac{\partial p_{i,t}}{p_{i,t} \partial F_{i,k}} - r_{i,k} \frac{\partial p_{i,k}}{p_{i,k} \partial F_{i,k}} - r_{i,0} \frac{\partial p_{i,0}}{p_{i,0} \partial F_{i,k}}$$

which requires the following three derivatives

$$\frac{\partial p_{i,k}}{\partial F_{i,k}} = \frac{e^{F_{i,k}} \left[ \sum_{t=0}^{K-1} e^{F_{i,t}} \right] - e^{F_{i,k}} \left[ e^{F_{i,k}} - e^{F_{i,0}} \right]}{\left[ \sum_{t=0}^{K-1} e^{F_{i,t}} \right]^2} = p_{i,k} (1 + p_{i,0} - p_{i,k})$$

$$\frac{\partial p_{i,0}}{\partial F_{i,k}} = \frac{-e^{F_{i,0}} \left[ \sum_{t=0}^{K-1} e^{F_{i,t}} \right] - e^{F_{i,0}} \left[ e^{F_{i,k}} - e^{F_{i,0}} \right]}{\left[ \sum_{t=0}^{K-1} e^{F_{i,t}} \right]^2} = p_{i,0} (-1 + p_{i,0} - p_{i,k}), \quad k \neq 0$$

$$\frac{\partial p_{i,s}}{\partial F_{i,s}} = \frac{-e^{F_{i,k}} \left[ e^{F_{i,s}} - e^{F_{i,0}} \right]}{\left[ \sum_{t=0}^{K-1} e^{F_{i,t}} \right]^2} = p_{i,k} (p_{i,0} - p_{i,s}), \quad k \neq s \neq 0$$
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Therefore, we have
\[
\frac{\partial L_i}{\partial F_{i,k}} = - \sum_{t=1}^{K-1} r_{i,t} \frac{\partial p_{i,t}}{p_{i,t}} \frac{\partial F_{i,k}}{\partial F_{i,k}} - \frac{r_{i,k}}{p_{i,k}} \frac{\partial p_{i,k}}{\partial F_{i,k}} - \frac{r_{i,0}}{p_{i,0}} \frac{\partial p_{i,0}}{\partial F_{i,k}}
\]
\[
= - \sum_{t=1}^{K-1} r_{i,t} \left( \frac{p_{i,0} - p_{i,k}}{p_{i,t}} \right) - \frac{r_{i,k}}{p_{i,k}} \left( 1 + p_{i,0} - p_{i,k} \right) - \frac{r_{i,0}}{p_{i,0}} (-1 + p_{i,0} - p_{i,k})
\]
\[
= - \left( p_{i,0} - p_{i,k} \right) \sum_{t=0}^{K-1} r_{i,t} - r_{i,k} + r_{i,0} = - (p_{i,0} - p_{i,k}) - r_{i,k} + r_{i,0} = (r_{i,0} - p_{i,0}) - (r_{i,k} - p_{i,k})
\]

Note that \( \sum_{t=1}^{K-1} r_{i,t} = 1 \) because only one of the \( r_{i,t} \) can be 1.

Deriving the second derivative is then straightforward:
\[
\frac{\partial^2 L_i}{\partial F_{i,k}^2} = - \frac{\partial L_i}{\partial F_{i,k}} (p_{i,0} - p_{i,k})
\]
\[
= p_{i,k} \left( 1 + p_{i,0} - p_{i,k} \right) - p_{i,0} (-1 + p_{i,0} - p_{i,k})
\]
\[
= p_{i,0}(1 - p_{i,0}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,0}p_{i,k}
\]

Because it is the same logistic loss function, the expressions of derivatives may look different but readers would expect that they should be just a rewrite and should not affect the training/test accuracy. This is a valid question. In fact, if readers check the determinant of the Hessian matrix using the classical derivatives in Eq. (4), they will quickly realize that the determinant if always zero, which is expected because there are only \( K - 1 \) degrees of freedom. However, the determinant of the \( (K-1) \times (K-1) \) Hessian matrix using the new derivatives would be non-zero and is in fact independent of the choice of the base class. In other words, if we use the full Hessian matrix, then it would not make a difference whether we use the classical derivatives or the new derivatives. It makes the difference because boosted trees are implemented using “diagonal approximation” (Friedman et al., 2000).

In the implementation of boosting with trees, for example, Algorithm 1 and Algorithm 2, at each iteration, each class is trained separately. This “diagonal approximation” is really convenient. In fact, the authors do not know a better way to simultaneously train \( K \) trees.

### 3.2 ABC-Boost with the “Exhaustive Search” Strategy

The base class must be identified at each boosting iteration during training. Li (2009) suggested an exhaustive procedure to adaptively find the best base class, hence the name ABC-Boost: adaptive base class boost. ABC-Boost consists of two key components:

1. Using the sum-to-zero constraint on the loss function, one can formulate boosting algorithms only for \( K - 1 \) classes, by treating one class as the base class.

2. At each boosting iteration, adaptively select the base class according to the training loss.

Li (2009, 2010a) adopted the “exhaustive search” strategy for the base class. Li (2009) combined ABC-Boost with MART to develop ABC-MART. Then Li (2010a) developed ABC-RobustLogitBoost, the combination of ABC-Boost with Robust LogitBoost.
Algorithm 3: ABC-RobustLogitBoost using the exhaustive search strategy for the base class as in Li (2009, 2010a). The vector $B$ stores the base class numbers.

1. $F_{i,k} = 0, \quad p_{i,k} = \frac{1}{N}, \quad k = 0 \text{ to } K-1, \quad i = 1 \text{ to } N$
2. For $m = 1$ to $M$ Do
3.  For $b = 0$ to $K-1$, Do
4.    For $k = 0$ to $K-1, \ k \neq b$, Do
5.      $\{R_{j,k,m}\}_{j=1}^{J} = J$-terminal node regression tree from $\{-(r_{i,b} - p_{i,k}) + (r_{i,k} - p_{i,k}), \ x_i\}_{i=1}^{N}$ with weights $p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}$, using the tree split gain formula (9).
6.      $\beta_{j,k,m} = \frac{\sum_{x_i \in R_{j,k,m}} p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}}{\sum_{x_i \in R_{j,k,m}} -(r_{i,b} - p_{i,b}) + (r_{i,k} - p_{i,k})}$
7.      $G_{i,k,b} = F_{i,k} + \nu \sum_{j=1}^{J} \beta_{j,k,m} \ x_i \in R_{j,k,m}
8.      End
9.      $G_{i,b,b} = -\sum_{k \neq b} G_{i,k,b} \ x_i \in R_{j,k,m}
10. \ q_{i,k} = \exp(G_{i,k,b}) / \sum_{s=0}^{K-1} \exp(G_{i,s,b})
11. \ L^{(b)} = -\sum_{i=1}^{N} \sum_{k=0}^{K-1} r_{i,k} \log(q_{i,k})
12. End
13. $B(m) = \arg\min_{b} \ L^{(b)}$
14. $F_{i,k} = G_{i,k,B(m)}$
15. $p_{i,k} = \exp(F_{i,k}) / \sum_{s=0}^{K-1} \exp(F_{i,s})$
16. End

Algorithm 3 presents ABC-RobustLogitBoost using the derivatives in Eq. (7) and Eq. (8) and the exhaustive search strategy. Again, ABC-RobustLogitBoost differs from ABC-MART only in the tree split procedure (Line 5).

In Algorithm 3, the gain formula for tree split in ABC-RobustLogitBoost is similar to (5):

$$ABCGain(t,b) = \frac{\left[\sum_{i=1}^{t} (r_{i,k} - p_{i,k}) - (r_{i,b} - p_{i,b})\right]^{2}}{\sum_{i=1}^{t} p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}} + \frac{\left[\sum_{i=t+1}^{N} (r_{i,k} - p_{i,k}) - (r_{i,b} - p_{i,b})\right]^{2}}{\sum_{i=t+1}^{N} p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}} - \frac{\left[\sum_{i=1}^{N} (r_{i,k} - p_{i,k}) - (r_{i,b} - p_{i,b})\right]^{2}}{\sum_{i=1}^{N} p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}} \quad (9)$$

Algorithm 2 and Algorithm 3 have three parameters ($J$, $\nu$ and $M$), to which the performance is in general not very sensitive, as long as they fall in some reasonable range. This is a significant advantage in practice.

The number of terminal nodes, $J$, determines the capacity of the base learner. In our experiments and in Li et al. (2007); Li (2009, 2010a), we have found that using $J = 20$ is often a reasonable starting point. The shrinkage, $\nu$, should be large enough to make sufficient progress at each step and small enough to avoid over-fitting. In general $\nu \leq 0.1$ and typically $\nu = 0.1$ might be a good choice. The number of boosting iterations, $M$, is to an extent determined by the affordable computing time. A commonly-regarded merit of boosting is that, on many datasets, over-fitting can be largely avoided for reasonable $J$, and $\nu$. 
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3.3 An Evaluation Study

We would like to provide an evaluation study for comparing MART, Robust LogitBoost, ABC-MART and ABC-RobustLogitBoost, with the “exhaustive search” strategy. Even though some of the results were already presented in Li (2009, 2010a), we would like to include them for the convenience of comparisons with the results of other search strategies which will soon be presented in this paper.

Table 1: Datasets

| dataset   | $K$ | # training | # test | # features |
|-----------|-----|------------|--------|------------|
| Covertype | 7   | 290506     | 290506 | 54         |
| Mnist10k  | 10  | 10000      | 60000  | 784        |
| M-Image   | 10  | 12000      | 50000  | 784        |
| M-Rand    | 10  | 12000      | 50000  | 784        |
| M-Noise1  | 10  | 10000      | 2000   | 784        |
| Letter    | 26  | 10000      | 10000  | 16         |

Table 1 lists the datasets used in our empirical study. They are common public datasets. The Covertype and Letter datasets are from the UCI repository. While the original Mnist dataset is extremely popular, that dataset is known to be too easy (Larochelle et al., 2007). Originally, Mnist used 60000 samples for training and 10000 samples for testing. Mnist10k uses the original (10000) test set for training and the original (60000) training set for testing, creating a more challenging task. Larochelle et al. (2007) created a variety of much more difficult datasets by adding various background (correlated) noise, background images, rotations, etc, to the original Mnist dataset. We shortened the notations of the generated datasets and only used three of those datasets in Larochelle et al. (2007): M-Image, M-Rand, and M-Noise1, because the results in other datasets pretty much show the same patterns.\footnote{We would like to thank Dumitru Erhan, one of the authors of Larochelle et al. (2007), for the private communications around 2009, about the datasets.}

Figures 1 to 6 present the test classification errors (smaller/lower the better) for the 6 datasets, for $J \in \{10, 20\}$ and $\nu \in \{0.06, 0.1\}$. The results confirm that

- Robust LogitBoost considerably improves MART, due to the use of the second-order information when computing the gains for tree split.

- ABC-RobustLogitBoost considerably improves the ABC-MART, again due to the use of the second-order information.

- The exhaustive search strategy works very well in terms of the test accuracy, although it is computationally expensive.
Figure 1: Covtype dataset. We compare the test classification errors for four methods: MART, Robust LogitBoost, ABC-MART, and ABC-RobustLogitBoost, for $J \in \{10, 20\}$ and $\nu \in \{0.06, 0.1\}$. Both ABC methods used the “exhaustive search” strategy.

Figure 2: Mnist10k dataset. We compare the test classification errors for four methods: MART, Robust LogitBoost, ABC-MART, and ABC-RobustLogitBoost, for $J \in \{10, 20\}$ and $\nu \in \{0.06, 0.1\}$. Both ABC methods used the “exhaustive search” strategy.
Figure 3: *M-Image* dataset. We compare the test classification errors for four methods: MART, Robust LogitBoost, ABC-MART, and ABC-RobustLogitBoost, for \( J \in \{10, 20\} \) and \( \nu \in \{0.06, 0.1\} \). Both ABC methods used the “exhaustive search” strategy.

Figure 4: *M-Rand* dataset. We compare the test classification errors for four methods: MART, Robust LogitBoost, ABC-MART, and ABC-RobustLogitBoost, for \( J \in \{10, 20\} \) and \( \nu \in \{0.06, 0.1\} \). Both ABC methods used the “exhaustive search” strategy.
Figure 5: **M-Noise1** dataset. We compare the test classification errors for four methods: MART, Robust LogitBoost, ABC-MART, and ABC-RobustLogitBoost, for $J \in \{10, 20\}$ and $\nu \in \{0.06, 0.1\}$. Both ABC methods used the “exhaustive search” strategy.

Figure 6: **Letter** dataset. We compare the test classification errors for four methods: MART, Robust LogitBoost, ABC-MART, and ABC-RobustLogitBoost, for $J \in \{10, 20\}$ and $\nu \in \{0.06, 0.1\}$. Both ABC methods used the “exhaustive search” strategy.
4 Strategies for Fast ABC-Boost

Figures 1 to 6 have demonstrated that the ABC-Boost works well with the “exhaustive search” strategy for the base class, which is computationally very expensive. Assume $K$ classes and $M$ iterations, the training cost of the original MART and RobustLogitBoost would be just $O(KM)$. However, the cost of ABC-Boost with the “exhaustive search” strategy becomes $O(K(K-1)M)$. We need better (more efficient) methods to search for the base class.

4.1 The “Worst Class” Strategy and the “$s$-Worst Classes” Strategy

The “exhaustive search” strategy, i.e., trying every class as the base class candidate and using the best one as the base class for the current iteration, is an obvious idea and intuitively should work well even though it is very expensive. In comparison, the “worst class” idea might be less intuitive. That is, at each iteration, we identify the “worst class” in some measure (such as the one with the largest training loss) and use it for the next iteration. This basically means that we assign the hardest work to the next iteration. The “worst class” idea has been made public through technical reports, lecture notes, and talks, e.g., Li (2008), but it was not formally published.

Recall that, we assume $N$ total number of training samples $\{x_i, y_i\}_{i=1}^N$, where the labels $y_i \in \{0, 1, \ldots, K-1\}$. We let the indicator $r_{i,k} = 1$ if $y_i = k$, and $r_{i,k} = 0$ if $y_i \neq k$. At the end of each boosting iteration, we compute the current class probabilities, $p_{i,k}$, for each data point, and then compute the total loss for each class, i.e.,

$$L(k) = -\sum_{i=1}^{N} \sum_{k=0}^{K-1} r_{i,k} \log(p_{i,k}), \quad k = 0, 1, \ldots, K-1. \quad (10)$$

With the “worst class” strategy, we choose the class $b$ which maximizes the loss, i.e.,

$$b = \arg\min_{0 \leq k \leq K-1} L^{(k)} \quad (11)$$

Again, assume the total number of boosting iterations is $M$. Then the computational cost of the “worst class” strategy would be $((K-1)M)$, which is actually more efficient than $O(KM)$, the cost of MART and RobustLogitBoost.

The “worst class” strategy works pretty well in most cases but in general its test accuracy would be somewhat worse than that of the “exhaustive search” strategy. Also, in some cases we observe “catastrophic failures” when using the “worst class” strategy. This means we cannot really recommend the “worst class” strategy to the users. In comparisons, the “exhaustive search” strategy is very robust (albeit very slow) and we have not observed any “catastrophic failures” after using it for over 10 years. Figure 13 provides an example of “catastrophic failure” on the Letter dataset when using the “worst class” strategy, while the “exhaustive search” strategy still works well on that dataset.

Therefore, we have two strategies at the extremes: one is very fast and not always reliable, the other is very slow and robust. This motivates us to develop the “$s$-worst classes” strategy. That is, at the beginning of every iteration, we sort the losses of all classes: $L^{(k)}, k = 0, 1, \ldots, K-1$ and identify the $s$ classes with the largest losses. With each of the chosen $s$ classes, we use it as the base class and conduct the training. After all $s$ classes have been tried, we choose the one with the smallest training loss as the base class for the current iteration.
Obviously, when \( s = K \), the “s-worst classes” strategy becomes the “exhaustive search” strategy. If \( s = 1 \), then at the beginning of some iteration, it can only use the “worst class” from the previous iteration as the base class to conduct the training for that iteration. This means that, when \( s = 1 \), it actually recovers the “worst class” strategy.

Using the “s-worst classes” strategy, the computational cost would be \( O(s(K - 1)M) \). If \( s \) is not large, for example, \( s = 2 \) or \( s = 3 \), then the cost would not increase much compared with MART and Robust LogitBoost. As we can see from Figures 8 to 13 which present the experimental results on the 6 datasets in Table 1, in general using \( s = K \) (i.e., “exhaustive search”) leads to better test accuracy than using \( s = 1 \) (i.e., “worst class”) but the difference is usually not too big. However, in some cases (e.g., the Letter dataset) using \( s = 1 \) may lead to “catastrophic failure” for some boosting parameters. Interestingly, on these datasets, if we let \( s = 2 \sim 4 \), the results are pretty close to the best accuracy. Another interesting phenomenon is that the best test accuracy does not necessarily occur at \( s = K \). Hence, a good practice may be treating \( s \) as a tuning parameter and start with \( s = 2 \sim 4 \).

4.2 The Strategy of Introducing the “Gap” Parameter

The cost of the “s-worst classes” search strategy would be \( O(s(K - 1)M) \), which is still roughly \( s \) times larger than the cost of the original MART or Robust LogitBoost. Even if \( s \) is just as small as \( 2 \sim 4 \), it is still a non-negligible increase of the training cost. This motivates us to introduce the “gap” parameter \( g \). That is, we only conduct the search at every \((g + 1)\) iterations. \( g = 0 \) means no gap. The cost of ABC-Boost with parameters \( g \) and \( s \) becomes \( O\left(s(K - 1)\frac{1}{g+1}M + (K - 1)\frac{g}{g+1}M\right)\).

The idea of using “gap” is also quite natural. Intuitively, once a base class is chosen and used for training one iteration, it is probably still a pretty good choice as the base class (not necessarily the most “optimal”) for the next a few iterations. If the cost of searching for the base class is expensive, we might as well delay the search until the previously chosen base class is no longer helpful. Algorithm 4 summarizes the proposed Fast ABC-RobustLogitBoost method with parameters \( s \) and \( g \). See the implementation details in Li and Zhao (2022b). We also provide a report for using this package on regression tasks (Li and Zhao, 2022a).

To not overwhelm readers with a large number of figures, we first present a selected small set of experiments in Figure 7 for M-Rand and Letter datasets, for \( s \in \{1, 3, K\} \) and \( g \in \{0, 5, 10, 20, 100, 200, 500\} \). We provide more detailed experiments in Figures 8 to 13, for \( g = 0 \) and \( s \in \{1, 2, 3, ..., K\} \). Then in Figures 14 to 18, we present, for selected \( s \) values, the results with a series of \( g \in \{0, 5, 10, 20, 100, 200, 500\} \). We summarize the findings from the experimental results as follows:

- When \( g = 0 \), i.e., we conduct search at every iteration, using the “exhaustive search” strategy (i.e., \( s = K \)) produces better results than using the “worst class” strategy (i.e., \( s = 1 \)), but the difference is typically not too big. However, in some cases, we observe “catastrophic failures” with the “worst class” strategy, for example, ABC-MART on the Letter dataset with \( J = 20 \) and \( \nu = 0.1 \). Interestingly, the best accuracy does not necessarily occur at \( s = K \). In these 6 datasets, it looks \( s = 2 \sim 4 \) might be a good initial choice.

- ABC-Boost algorithms can typically tolerate fairly large gaps (i.e., large \( g \) values). In almost all cases using \( g = 10 \) produces results which are (close to) the best. For some datasets, the algorithms can tolerate \( g = 100 \) or even larger. Interestingly, for ABC-MART on the Letter dataset, using \( s = 1 \) and \( g > 0 \) actually avoids the “catastrophic failure” (at \( s = 1 \) and \( g = 0 \)). This might be a good example to illustrate that sometimes doing less work might lead to better outcomes.
In general, ABC-RobustLogitBoost is less sensitive to parameters $s$ and $g$, compared to ABC-MART.

**Algorithm 4:** Fast-ABC-RobustLogitBoost using the “$s$-worst classes” search strategy and the “gap” strategy (with parameter $g$) for the base class.

1. $F_{i,k} = 0, \ p_{i,k} = \frac{1}{K}, \ k = 0 \ to \ K - 1, \ i = 1 \ to \ N$
2. $L_{\text{prev}}^{(k)} = \sum_{i=1}^{N} 1_{y_i = k}, \ k = 0 \ to \ K - 1$
3. For $m = 1 \ to \ M$ Do
4.   If $(m - 1) \ mod \ (g + 1) = 0$ Then
5.      $L_{\text{prev}}^{(k'_0)}, L_{\text{prev}}^{(k'_1)}, \ldots, L_{\text{prev}}^{(k'_{K-1})}$ = Sort $L_{\text{prev}}^{(k)}$, $k = 0 \ to \ K - 1$ decreasingly.
6.      search_classes = $\{k'_0, k'_1, \ldots, k'_{s-1}\}$
7.   Else
8.      search_classes = $\{B(m - 1)\}$
9.    End
10. For $b \ in \ search\_classes$, Do
11.    For $k = 0 \ to \ K - 1, \ k \neq b$, Do
12.       $\{R_{j,k,m}\}_j^J$ = $J$-terminal node regression tree from $\{-r_{i,b} - p_{i,b} + r_{i,k} - p_{i,k}, \ x_i\}_i^N$ with weights $p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}$, using the tree split gain formula Eq. (5).
13.       $\beta_{j,k,m} = \frac{\sum_{x_i \ in \ R_{j,k,m}} -r_{i,b} - p_{i,b} + r_{i,k} - p_{i,k}}{\sum_{x_i \ in \ R_{j,k,m}} p_{i,b}(1 - p_{i,b}) + p_{i,k}(1 - p_{i,k}) + 2p_{i,b}p_{i,k}}$
14.       $G_{i,k,b} = F_{i,k} + \nu \sum_{j=1}^{J} \beta_{j,k,m} x_i \ in \ R_{j,k,m}$
15.    End
16.   $G_{i,b,b} = -\sum_{k \neq b} G_{i,k,b}$
17.   $q_{i,k} = \exp(G_{i,k,b}) / \sum_{s=0}^{K-1} \exp(G_{i,s,b})$
18.   $L^{(b)} = -\sum_{i=1}^{N} \sum_{k=0}^{K-1} r_{i,k} \log (q_{i,k})$
19.  End
20. $B(m) = \arg\min_b L^{(b)}$
21. $F_{i,k} = G_{i,k,B(m)}$
22. $p_{i,k} = \exp(F_{i,k}) / \sum_{s=0}^{K-1} \exp(F_{i,s})$
23. End

In summary, the experimental results on these datasets verify that Fast ABC-Boost with parameters $(s, g)$ works well. $s$ typically can be small (e.g., $s = 2 \sim 4$) and $g$ often can be pretty large (e.g., $g = 10 \sim 20$). When $s = 2$ and $g = 10$, the cost of ABC-Boost is about $1.2KM$, which is only slightly larger than $KM$. 
Figure 7: M-Rand and Letter datasets. Test classification errors of ABC-Boost based on the “s-worst classes” search strategy with a gap parameter $g$, for both ABC-MART and ABC-RobustLogitBoost, for $J = 20$ and $\nu = 0.1$. We present results for $s = 1$ (“worst class”), $s = K$ (“exhaustive search”), as well as $s = 3$. When $g = 0$ (i.e., no gap), we can see that using $s = 1$ typically does not perform as well as using $s = K$, although the difference is often not too big. However, for the Letter dataset, ABC-MART with $s = 1$ and $g = 0$ had the “catastrophic failure” (i.e., very large test errors). This means that the “worst class” strategy may not be reliable. On the other hand, the “gap” strategy performs well. For the M-Rand dataset, using $g = 5$, $10$, or $20$ reaches similar (or even better) accuracy compared to using $g = 0$. For the Letter dataset, using $g = 20$ achieves close-to-the-best accuracy. Interestingly, for the Letter dataset, the “gap” strategy appears to provide one solution to avoid “catastrophic failures”.

\[\text{(Text continues)}\]
Figure 8: `Covertype` dataset. Test classification errors based on the “$s$-worst classes” search strategy for both ABC-MART and ABC-RobustLogitBoost, for $s \in \{1, 2, 3, 4, 7\}$. 
Figure 9: Mnist10k dataset. Test classification errors based on the “s-worst classes” search strategy for both ABC-MART and ABC-RobustLogitBoost, for $s \in \{1, 2, 3, 4, 10\}$.
Figure 10: M-Image dataset. Test classification errors based on the “s-worst classes” search strategy for both ABC-MART and ABC-RobustLogitBoost, for $s \in \{1, 2, 3, 4, 10\}$. 
Figure 11: $M$-Rand dataset. Test classification errors based on the “$s$-worst classes” search strategy for both ABC-MART and ABC-RobustLogitBoost, for $s \in \{1, 2, 3, 4, 10\}$. 
Figure 12: $M$-Noise1 dataset. Test classification errors based on the $s$-worst classes search strategy for both ABC-MART and ABC-RobustLogitBoost, for $s \in \{1, 2, 3, 4, 10\}$. 
Figure 13: Letter dataset. Test classification errors based on the “s-worst classes” search strategy for both ABC-MART and ABC-RobustLogitBoost, for $s \in \{1, 2, 3, 4, 26\}$. We can see the “catastrophic failure” with ABC-MART, $J = 20$, and $\nu = 0.1$. 


Figure 14: Covertype dataset. Test classification errors of ABC-MART and ABC-RobustLogitBoost with parameters $s$ and $g$. We present results for $g \in \{0, 5, 10, 20, 100, 200, 500\}$ and three selected $s \in \{1, 3, 7\}$. 
Figure 15: Mnist10k dataset. Test classification errors of ABC-MART and ABC-RobustLogitBoost with parameters $s$ and $g$. We present results for $g \in \{0, 5, 10, 20, 100, 200, 500\}$ and three selected $s \in \{1, 3, 10\}$. 
Figure 16: M-Image dataset. Test classification errors of ABC-MART and ABC-RobustLogitBoost with parameters $s$ and $g$. We present results for $g \in \{0, 5, 10, 20, 100, 200, 500\}$ and three selected $s \in \{1, 3, 10\}$.
Figure 17: M-Rand dataset. Test classification errors of ABC-MART and ABC-RobustLogitBoost with parameters $s$ and $g$. We present results for $g \in \{0, 5, 10, 20, 100, 200, 500\}$ and three selected $s \in \{1, 3, 10\}$. 
Figure 18: Letter dataset. Test classification errors of ABC-MART and ABC-RobustLogitBoost with parameters $s$ and $g$. We present results for $g \in \{0, 5, 10, 20, 100, 200, 500\}$ and three selected $s \in \{1, 3, 13\}$. 
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4.3 Fast ABC-Boost with a “Warm-up” Stage

Lastly, we would like introduce another idea by allowing a “warm-up” stage before training ABC-Boost. That is, we train MART or Robust LogitBoost in the first \( w \) iterations and we shift to ABC-Boost starting at the \((w + 1)\)-th iteration. This idea is also quite natural. Since MART and Robust LogitBoost are numerically stable, we might as well first obtain a fairly reasonable model before we use ABC-Boost for better accuracy. With parameters \( w, g, \) and \( w \), the computational cost becomes

\[
O \left( Kw + s(K - 1) \frac{1}{g+1} (M - w) + (K - 1) \frac{g}{g+1} (M - w) \right).
\]

Figure 19 presents the experimental results on the Letter dataset, for \( w = 0 \) (left column), \( w = 10 \) (middle column), and \( w = 100 \) (right column), and \( s \in \{1, 3\} \). One thing we can see if that this “warm-up” stage provides a mechanism to avoid “catastrophic failures”. When \( s = 1 \), \( g = 0 \), \( J = 20 \), \( \nu = 0.1 \), using \( w = 0 \) leads to “catastrophic failure” but using \( w = 10 \) or \( w = 100 \) successfully avoids the bad performance case.

5 Conclusion

It has been for more than 10 years since the initial development of ABC-Boost (Li, 2009, 2010a) and Robust LogitBoost (Li, 2010a). The idea of Robust LogitBoost, i.e., the tree-split gain formula using the second-order information (5), has been widely adopted by popular tree platforms. However, the idea of ABC-Boost for improving multi-class classification does not seem be broadly adopted. We think one of the main reasons might be due to the lack of an efficient and reliable strategy for choosing the base class. The “exhaustive search” strategy as published in Li (2009, 2010a) is too expensive, but the “worst class” strategy as in the original 2008 technical report (Li, 2008) is usually less accurate than the “exhaustive search” strategy, and sometimes even exhibits “catastrophic failures”.

In this paper, we propose a unified framework for Fast ABC-Boost by introducing three parameters: \( s, g, \) and \( w \). In the “warm-up” stage, we first conduct \( w \) boosting iterations using MART or Robust LogitBoost and then shift to ABC-Boost starting at the \((w + 1)\)-th iteration. With ABC-Boost, we only search for the base class at every \( g + 1 \) iterations. When we do need to search for the base class, we only search within the “\( s\)-worst classes”. All those efforts aim at substantially reducing the computational complexity of ABC-Boost while maintaining the good accuracy. In our experiments, it appears that \( s = 2 \sim 4 \), \( g = 10 \sim 20 \), \( w = 10 \sim 100 \) might be a good initial choice of these parameters. They can be treated as tunable parameters and it is not surprising that we might obtain even better accuracy at some combinations of \((s, g, w)\) than using the most expensive “exhaustive search” strategy (i.e., \( s = K \), \( g = 0 \), and \( w = 0 \)).

With properly chosen parameters, ABC-Boost can be computationally efficient. The training cost of ABC-Boost with parameters \((s, g, w)\) would be

\[
O \left( Kw + s(K - 1) \frac{1}{g+1} (M - w) + (K - 1) \frac{g}{g+1} (M - w) \right),
\]

which is not necessarily much larger than \( O(KM) \), the cost of MART or Robust LogitBoost. In fact, when \( K \) is small (e.g., \( K = 3 \) or \( 5 \)), the cost of ABC-Boost might be even smaller. Also, we have always assumed \( M \) is the same for all boosting procedures. In our experiments, however, we observe that typically the training loss of ABC-Boost converges to zero noticeably faster.

In summary, for multi-class classification tasks using boosting and trees, we would recommend ABC-RobustLogitBoost with parameters initially chosen from \( s = 2 \sim 4 \), \( g = 10 \sim 20 \), and \( w = 10 \sim 100 \).
Figure 19: Letter dataset. ABC-Boost with an initial “warm-up” stage for \( w \) iterations, for \( w = 100 \) (right), \( w = 10 \) (middle), and \( w = 0 \) (left). We can see that allowing a “warm-up” stage (\( w > 0 \)) provides another mechanism to avoid “catastrophic failure”, even just with \( w = 10 \).
References

Alan Agresti. *Categorical Data Analysis*. John Wiley & Sons, Inc., Hoboken, NJ, second edition, 2002.

Peter Bartlett, Yoav Freund, Wee Sun Lee, and Robert E. Schapire. Boosting the margin: a new explanation for the effectiveness of voting methods. *The Annals of Statistics*, 26(5):1651–1686, 1998.

Colin B. Begg and Robert Gray. Calculation of polychotomous logistic regression parameters using individualized regressions. *Biometrika*, 71(1):11–18, 1984.

Leo Brieman, Jerome H. Friedman, Richard A. Olshen, and Charles J. Stone. *Classification and Regression Trees*. Wadsworth, Belmont, CA, 1983.

Chenglin Fan and Ping Li. Classification acceleration via merging decision trees. In *Proceedings of the ACM-IMS Foundations of Data Science Conference (FODS)*, pages 13–22, Virtual Event, 2020.

Yoav Freund. Boosting a weak learning algorithm by majority. *Inf. Comput.*, 121(2):256–285, 1995.

Yoav Freund and Robert E. Schapire. A decision-theoretic generalization of on-line learning and an application to boosting. *J. Comput. Syst. Sci.*, 55(1):119–139, 1997.

Jerome H. Friedman. Greedy function approximation: A gradient boosting machine. *The Annals of Statistics*, 29(5):1189–1232, 2001.

Jerome H. Friedman, Trevor J. Hastie, and Robert Tibshirani. Additive logistic regression: a statistical view of boosting. *The Annals of Statistics*, 28(2):337–407, 2000.

Jerome H. Friedman, Trevor J. Hastie, and Robert Tibshirani. Response to evidence contrary to the statistical view of boosting. *Journal of Machine Learning Research*, 9:175–180, 2008.

Hugo Larochelle, Dumitru Erhan, Aaron C. Courville, James Bergstra, and Yoshua Bengio. An empirical evaluation of deep architectures on problems with many factors of variation. In *Proceedings of the Twenty-Fourth International Conference on Machine Learning (ICML)*, pages 473–480, Corvalis, Oregon, 2007.

Yoonkyung Lee, Yi Lin, and Grace Wahba. Multicategory support vector machines: Theory and application to the classification of microarray data and satellite radiance data. *Journal of the American Statistical Association*, 99(465):67–81, 2004.

Ping Li. Adaptive base class boost for multi-class classification. *arXiv preprint arXiv:0811.1250*, 2008.

Ping Li. Abc-boost: Adaptive base class boost for multi-class classification. In *Proceedings of the 26th Annual International Conference on Machine Learning (ICML)*, pages 625–632, Montreal, Canada, 2009.

Ping Li. Robust logitboost and adaptive base class (abc) logitboost. In *Proceedings of the Twenty-Sixth Conference Annual Conference on Uncertainty in Artificial Intelligence (UAI)*, pages 302–311, Catalina Island, CA, 2010a.
Ping Li. Fast abc-boost for multi-class classification. *arXiv preprint arXiv:1006.5051*, 2010b.

Ping Li and Weijie Zhao. pGMM kernel regression and comparisons with boosted trees. *preprint*, 2022a.

Ping Li and Weijie Zhao. Package for fast abc-boost. *https://github.com/pltrees/abcboost*, 2022b.

Ping Li, Christopher J. C. Burges, and Qiang Wu. Mcrank: Learning to rank using multiple classification and gradient boosting. In *Advances in Neural Information Processing Systems (NIPS)*, pages 897–904, Vancouver, Canada, 2007.

Robert Schapire. The strength of weak learnability. *Machine Learning*, 5(2):197–227, 1990.

Robert E. Schapire and Yoram Singer. Improved boosting algorithms using confidence-rated predictions. *Machine Learning*, 37(3):297–336, 1999.

Ambuj Tewari and Peter L. Bartlett. On the consistency of multiclass classification methods. *Journal of Machine Learning Research*, 8:1007–1025, 2007.

Ji Zhu, Hui Zou, Saharon Rosset, and Trevor Hastie. Multi-class adaboost. *Statistics and Its Interface*, 2(3):349–360, 2009.

Hui Zou, Ji Zhu, and Trevor Hastie. New multcategory boosting algorithms based on multcategory fisher-consistent losses. *The Annals of Applied Statistics*, 2(4):1290–1306, 2008.