Depth Estimation Matters Most: Improving Per-Object Depth Estimation for Monocular 3D Detection and Tracking
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Abstract—Monocular image-based 3D perception has become an active research area in recent years owing to its applications in autonomous driving. Approaches to monocular 3D perception including detection and tracking, however, often yield inferior performance when compared to LiDAR-based techniques. Through systematic analysis, we identified that per-object depth estimation accuracy is a major factor bounding the performance. Motivated by this observation, we propose a multi-level fusion method that combines different representations (RGB and pseudo-LiDAR) and temporal information across multiple frames for objects (tracklets) to enhance per-object depth estimation. Our proposed fusion method achieves the state-of-the-art performance of per-object depth estimation on the Waymo Open Dataset, the KITTI detection dataset, and the KITTI MOT dataset. We further demonstrate that by simply replacing estimated depth with fusion-enhanced depth, we can achieve significant improvements in monocular 3D perception tasks, including detection and tracking.

I. INTRODUCTION

Existing perception systems for autonomous vehicles mainly rely on expensive sensors such as LiDAR and Radar \cite{1,2,3,4}. Owing to the low cost, low power consumption and longer perception range of cameras, monocular image-based perception has been attracting great interest in recent years from both the industry and the research community \cite{5,6,7,8,9,10,11}. Such perception tasks tend to be challenging, and there is a large performance gap between monocular perception systems and LiDAR/radar-based systems \cite{7,9,5,12}.

Common 3D monocular perception systems comprise two major modules: 3D object detection and 3D tracking\textsuperscript{1}. The former requires learning the 3D location, box size, and rotation/orientation of an object, while the latter requires using appearance and motion cues to track detections across frames. Among both tasks, it is not obvious which component of the system has the most crucial impact on performance. To fully understand which component bounds the overall performance, we experimented with replacing each output from a state-of-the-art detection model with the ground truth and then evaluated changes of the detection and tracking-by-detection performance using the state-of-the-art detector. As shown in Fig.\textsuperscript{2}, among all the attributes including rotation, size, depth, and amodal box center in image, we find that only the per-object depth, the depth of the vehicle’s 3D center, matters (see the significant performance improvements when per-object depth is perfect, and marginal improvements when other signals are perfect). Based on this observation, we identified that per-object depth estimation is a major bottleneck for monocular 3D detection and tracking-by-detection. We also conducted the same analysis with other state-of-the-art detectors such as RTM3D \cite{13} with the AB3D \cite{10} tracker, and the results suggest that depth is the key factor to improve monocular 3D detection and tracking is a general conclusion across models. In this paper, we focus on improving per-object depth estimation and demonstrate that by just enhancing object depth we can significantly improve detection and tracking performance.

A major challenge of estimating object depth from a monocular image is to obtain a representation that encodes the transition from 2D information to 3D depth. Recent efforts (e.g., 3D monocular detection) have mainly focused on either directly learning from the raw RGB image \cite{9,5,16} or leveraging a pseudo-LiDAR representation lifted from the predicted dense depth map \cite{7,8,17}. Intuitively, we believe that the above two representations might be complementary in estimating per-object depth, and learning from either one of them alone might be sub-optimal: the RGB image encodes the appearance, texture and 2D geometry, etc.

\footnote{In this paper we follow the tracking-by-detection paradigm.}
of an object explicitly but contains no direct information of 3D. It is difficult to learn how to map RGB features to depth precisely without overfitting to irrelevant information; on the other hand, the pseudo-LiDAR representation directly models the 3D structure of an object via an estimated dense depth map, which makes it straightforward to learn per-object depth. However the estimated dense depth map is often noisy (usually with at least 8% average relative error [6], [18], [19]). Inspired by previous methods that fuse different representations such as RGB image features and optical flow for action recognition [20], we believe that fusing the complementary signals encoded in the two representations may help per-object depth estimation.

Furthermore, depth estimation from monocular images is fundamentally ill-posed, as a single 2D view of a scene can be explained by many plausible 3D scenes [21]. However, observing an object over time allows us to model the underlying temporal and motion consistency of the object, which can provide contextual information to better localize the object in 3D. Similar ideas have been explored in other tasks such as 2D video-based object detection [22], [23], [24].

Based on our intuitions and the analysis above, we propose a multi-level fusion framework that consists of two major components. The first component is the pseudo-LiDAR and RGB fusion (PR-Fusion) which enhances depth estimation from two complementary representations. The other component is the tracklet fusion (T-fusion), which leverages temporal and motion consistency with compensated ego-motion. Our full model Pseudo-LiDAR-RGB-Tracklet (PRT fusion) fuses information from both 2D and 3D representations across multiple frames.

We conducted extensive experiments on the Waymo Open Dataset [25], the KITTI detection dataset [26], and the KITTI MOT dataset [26] to demonstrate the effectiveness of our method. We obtained state-of-the-art performance on the per-object depth estimation benchmark proposed by [27]. To further demonstrate the practical value of enhanced per-object depth, we have also achieved significant improvements on 3D object detection and tracking models, by simply replacing the per-object depth with our enhanced estimation.

Our contributions can be summarized as follows: 1) We conducted a systematic analysis identifying that per-object depth estimation is a major performance bottleneck of current 3D monocular detection and tracking-by-detection methods. 2) We proposed a novel method that fuses pseudo-LiDAR and RGB information across the temporal domain to significantly enhance per-object depth estimation performance. 3) We demonstrated that with the enhanced depth, the performance of monocular 3D detection and tracking can be significantly improved.

II. RELATED WORK

Monocular 3D Object Detection and Tracking: Monocular 3D object detection models aim at directly regressing attributes such as rotation, size, and depth from RGB images [5], [9], [14], [16], [28], [29], [30] or pseudo-LiDAR [7], [17], [31], [8]. Recently, Wang et al. pointed out that image features are not suitable for the task; instead, they proposed converting image-based depth maps into pseudo-LiDAR representations to mimic LiDAR and obtained significantly better performance than the previous image-based methods [7]. A few work attempted to leverage both the RGB image and estimated depth map for monocular 3D object detection [32], [33]; none of them specifically focused on improving the per-object depth estimation based on different features from a tracklet. Most existing tracking methods follow the tracking-by-detection scheme [14], [10], [34], [35], and the quality of monocular 3D detections is the bottleneck for tracking performance. Among all of the output dimensions of the above tasks, we identified that per-object depth is the bottleneck and demonstrated that the performance of monocular 3D detection and tracking can be significantly improved with enhanced object depth.

Depth/Distance Estimation: Monocular image-based dense depth estimation has been studied for years [6], [36], [19], [18], [37], [38], [39], [40]. Different from the existing methods, our method focused on per-object depth estimation, which naturally enables the novel tracklet-based fusion which fuses different types of features across multiple frames. Although the two tasks might share some high-level concepts (depth estimation), it is non-trivial to adapt the per-pixel dense depth estimation to a per-object task, which has not been explored in the dense depth estimation community. On the other hand, per-object depth/distance estimation has started to draw attention recently. Following the same experimental setting in of the most recent state-of-the-art [27], our novel framework, which leverages both pseudo-LiDAR and RGB representations across multiple frames for per-object depth estimation, demonstrated superior performance.

Representation and Temporal Fusion Many existing methods are based on representation [41], [42], [43], [44], [45], [46] and temporal fusion [5], [6], [7], [8], [9], [10], [11]. Two-stream fusion [20], [47] for action recognition is a classic multi-modal fusion which fuses RGB image features...
and optical flow [48]. In the temporal domain, many methods have been explored to improve sequence-based tasks such as video object detection and video segmentation [9], [22], [23], [24]. These methods inspired us that different representations (e.g., pseudo-LiDAR and RGB) across multiple frames might be beneficial for improving per-object depth estimation.

III. IMPROVING PER-OBJECT DEPTH ESTIMATION VIA MULTI-LEVEL FUSION

The overview of our proposed multi-level fusion framework for per-object depth estimation is shown in Fig. 3. We first conduct 2D object detection and track detections across frames to construct a tracklet for each object. We then construct pseudo-LiDAR representations of the objects across frames and RGB image features for the current frame. Egomotion compensation is applied to all pseudo-LiDAR patches within each tracklet to transform them to the same coordinate system. Finally, the RGB image features for the current frame and the temporally fused pseudo-LiDAR features are fused to produce per-object depth.

A. Pseudo-LiDAR and RGB (PR) Fusion

Inspired by the two-stream fusion method for action recognition presented in [20], we proposed PR-Fusion to leverage the complementary information encoded from both RGB and pseudo-LiDAR representations. Given an RGB image \( I \) with size \( H \times W \), compact features for the entire image can be extracted by using a pre-trained convolution neural network \( F_{RGB} \). For any object with its 2D bounding box \( b \), the RGB image features \( R \) for the bounding box can be extracted by using the pre-defined pooling operation \( \text{Pool}(F_{RGB}(I), b) \). The process of extracting image features \( R \) for object bounding box \( b \) from image \( I \) can be represented as

\[
R = \text{Pool}(F_{RGB}(I), b).
\]

The extraction process of the pseudo-LiDAR representation consists of three steps: (1) dense depth estimation for each image, (2) lifting predicted dense depth into pseudo-LiDAR, and (3) pseudo-LiDAR representation extraction with a neural network. For any RGB image \( I \), the depth estimation can be accomplished by using a dense depth estimation network \( F_d \) as

\[
d = F_d(I),
\]

while \( d \) is a 2D dense depth estimation map having the same size as input image \( I \). The pixel value at location \((u, v)\) of the \( d \) indicates the depth of the corresponding pixel in the image.

Then each pixel of the entire depth map is lifted into a point cloud by using the following equations based on the camera model:

\[
\begin{align*}
    z &= d(u, v), \\
    x &= (u - C_x) \times z / f_x, \\
    y &= (v - C_y) \times z / f_y,
\end{align*}
\]

where \((f_x, f_y)\) is the horizontal and vertical focal lengths of the camera and \((C_x, C_y)\) is the pixel location corresponding to the camera center [8], [7]. After the transformation, each pixel in the dense depth map \( d \) is transformed into three channels representing the absolute location of the corresponding pixel in 3D space, in camera coordinates.

After obtaining the pseudo-LiDAR representation for image \( I \), the pseudo-LiDAR patch \( P_t \) for object \( b_t \) at timestamp \( t \) can be cropped based on the 2D bounding box, where \( P_t \) is a collection of pseudo-LiDAR points that are within the box \( b_t \). The pseudo-LiDAR-based features \( \text{PL} \) of object \( b_t \) can be extracted using another feature encoder \( F_p \) as

\[
\text{PL} = F_p(P_t),
\]

where \( \text{PL} \) represents the pseudo-LiDAR representation for the object within the bounding box \( b_t \) in the image plane.

Finally, the PR-Fusion can be represented as

\[
\text{PR} = G_{PR}(\text{PL}, R),
\]

where \( G_{PR} \) is a deep neural network to fuse the two features and \( \text{PR} \) is the fused feature.

B. Tracklet Fusion with Ego-motion Compensation

Predicting per-object depth directly from a single frame is challenging due to the fact that a single object in an camera image can be explained by multiple plausible objects with different depth [21]. Inspired by temporal fusion methods for video based tasks, we propose to fuse the object-level information across multiple frames to enforce temporal and motion consistency of the prediction. Given the 2D detection results, we first conduct 2D data association [34], [10] to
construct tracklets for objects and then fuse the features of the tracklet in a temporal window.

A straightforward method is to directly fuse image features across frames similar to [24]; however, we find that directly fusing the RGB features from different frames can be suboptimal because RGB features couple the dynamic motion of the camera and the motion of the objects together, which makes it hard to learn motion and temporal consistency from 2D image sequence. We believe that to perform effective temporal fusion for depth estimation, the camera motion must be compensated to make sure the features from different frames are in the same coordinate system. Fortunately, the ego-motion of the camera can be easily compensated in the 3D space with the pseudo-LiDAR representations. Thus, we propose a T-Fusion method with ego-motion compensation based on pseudo-LiDAR representations.

The input to our proposed T-Fusion includes pseudo-LiDAR patches of each object in different frames \(P_1, P_{−1}, \ldots, P_{−n}\), while \(P_{−i}\) is in the 3D camera coordinate in frame \(t\). The ego-motion is represented using a \(4 \times 4\) homogeneous matrix \(H\) based on conventional six degrees of freedom: translation \([\gamma_x, \gamma_y, \gamma_z]\) in meters and rotation \([\rho_x, \rho_y, \rho_z]\) in radians.

First, all pseudo-LiDAR patches from different frames are projected into the global coordinate system using the camera-coordinate-to-global-coordinate transformation matrix \(H\). For a pseudo-LiDAR patch for any timestamp \(P_{t−j}\), assume its camera-coordinate-to-global-coordinate transformation matrix is \(H_{t−j}\); the transformation is as follows:

\[
P'_{t−j} = H_{t−1}^{-1} \ast H_{t−j} \ast P_{t−j}.
\] (6)

After the coordinate transformation, the ego-motion of the self-driving car is compensated for, and the transformed \(P'_{t−j}\) is in the same coordinate system as \(P_t\). The same transformation is applied to pseudo-LiDAR patches from all timestamps to eliminate the impact of ego-motion to the locations of pseudo-LiDAR points for each object.

Given any feature encoder \(F_p()\) for pseudo-LiDAR, the features for different timestamps of data can be extracted as \(F_p(P'_{1}), F_p(P'_{t−1}), \ldots, F_p(P'_{t−n})\), where the \(\prime\) indicates that the pseudo-LiDAR patch has ego-motion compensated. Then, the fused features for a sequence of an object can be modeled by using a neural network encoder \(G_{TF}\) as follows:

\[
PL_{t−n→t} = G_{TF}(F_p(P'_{1}), F_p(P'_{t−1}), \ldots, F_p(P'_{t−n})),
\] (7)

where \(PL_{t−n→t}\) is the fused tracklet features from frame \(t−n\) to \(t\).

C. Multi-level PRT-Fusion

PR-Fusion and T-Fusion aggregate features from two different domains. It is natural to combine the two fusion methods together for further performance improvements. Given a sequence of object boxes across time, \(b_1, b_{−1}, \ldots, b_{−n}\), the RGB image features for object \(b_i\) can be represented using an image feature encoder \(F_{RGB}()\), and its pseudo-LiDAR features can be extracted using encoder \(F_p()\). There are two steps in PRT-Fusion: Given the object in the current frame and its previous frames, first we conduct T-Fusion with ego-motion compensation for pseudo-LiDAR representations across multiple frames; then we fuse it with the RGB features at the current frame \(t\) as

\[
PRT = G_{PR}(PL_{t−n→t}, R_t),
\] (8)

where \(PRT\) is the fused features from frame \(t−n\) to \(t\).

D. Implementation Details

RGB Feature Extraction. CenterNet and CenterTrack [9], [14] have achieved state-of-the-art performance on monocular 3D detection task on the nuScenes dataset recently [15]. We followed its formulation and network architecture with ResNet50 [49] as the backbone to perform 2D detections.

Pseudo-LiDAR Feature Extraction. Recently, PatchNet [8] was proposed to significantly improve pseudo-LiDAR-based detection performance. We choose it as our backbone model to extract pseudo-LiDAR-based features as both the baseline and the input to our method.

2D Tracking. To track 2D detections to form tracklets, we followed [34] to use a Kalman-Filter based tracker. It is worth noting that since our paper mainly focused on per-object depth estimation, we believe that with more sophisticated tracking methods [50], [51], [52], the performance of our fusion method can be further improved.

IV. Experiments

In this section, we firstly benchmark our per-object depth estimation by comparing with prior works in Sec. [IV-A]. Next, we ablate design choices in our depth estimation model in Sec. [IV-B]. Finally, we show the applications of the improved per-object depth for 3D monocular detection and tracking in Sec. [IV-C].

Datasets. We evaluate on multiple datasets with a focus on the vehicle class. Among them, Waymo Open Dataset is a large-scale dataset for autonomous driving. It consists of 798 training sequences and 202 validation sequences, while each sequence contains around 200 frames. KITTI Detection Dataset has 3,712 RGB images for training and 3,768 images for testing. We are using the split used in the prior work [27] for per-object depth estimation for fair comparison. KITTI MOT Dataset consists of 8,008 and 11,095 frames in the official training and testing splits. Since it has sequence information for each frame, we will use this dataset to demonstrate the effectiveness of the PRT fusion.

A. Benchmarking Per-object Depth Estimation

Metrics. Following the existing state-of-the-art per-object depth estimation benchmark proposed by [27], five standard metrics including average relative error (Abs Rel), squared relative error (Sq Rel), root-mean-square error (RMSE), average (log10) error (RMSElog), and threshold accuracy (\(\delta_i\)) are used for evaluation.

Results. Since our paper mainly focused on per-object depth estimation, we compare the performance of our proposed fusion methods against the state-of-the-art models. We compare with two types of methods: geometry based methods...
which predict the depth based on the geometry of the boxes including SVR [53], IPM [55], and DistNet [54], and deep feature based methods including the methods proposed in [27], and our implementation of state-of-the-art monocular 3D detection method CenterNet [9] and PatchNet [8] (we simply used their backbone and change the final prediction from a 3D box to only per-object depth). To conduct a fair comparison with the existing benchmark in [27], we follow its experimental setting to use the groundtruth 2D boxes (to filter out the impact of 2D object detection) in all datasets. We conduct data association with the Kalman-filter based tracker in [34]. The comparison on the Waymo Open Dataset, KITTI Detection Dataset, and KITTI MOT Dataset are shown in Table I, Table II, and Table III.

We first demonstrate the effectiveness of the PR-Fusion on both the Waymo Open Dataset and KITTI Detection dataset: with access of two different representations, our methods with PR-Fusion (Ours(PR)) significantly enhances the performance compared to the two baseline models individually, which suggests that the two types of representations are indeed complementary with each other, and the fusion of them yields the best performance. Regarding the T-Fusion with ego-motion compensation and the T-Fusion on the Waymo Open Dataset and the KITTI MOT dataset, when compared to the baseline method PatchNet [8], our proposed method (Ours(T)) achieved significant better performance. Finally, when leverage both the PR-Fusion and T-Fusion together as PRT-Fusion, the performances are further improved (see Ours (PRT)). In summary, our proposed fusion methods as PRT-Fusion, the performances are further improved (see Table III).

### Table I

| Method       | \(\delta < 1.25\) | Abs Rel | Sq Rel | RMSE | RMSlog |
|--------------|-------------------|---------|--------|------|---------|
| SVR [53]     | 29.26%            | 0.176   | 0.254  | 1.022 | 0.193   |
| DistNet [54] | 38.50%            | 0.271   | 0.353  | 1.119 | 0.224   |
| CenterNet [9]| 95.47%            | 7.25%   | 6.240  | 4.706 | 0.1146  |
| Ours (T)     | 96.43%            | 6.96%   | 4.594  | 4.750 | 0.1146  |
| Ours (PR)    | 97.64%            | 5.74%   | 3.188  | 3.878 | 0.0868  |
| Ours (PRT)   | 98.09%            | 5.47%   | 0.2858 | 3.7282| 0.0802  |

### Table II

| Method       | \(\delta < 1.25\) | Abs Rel | Sq Rel | RMSE | RMSlog | SQ Rel |
|--------------|-------------------|---------|--------|------|---------|--------|
| SVR [53]     | 29.26%            | 0.176   | 0.254  | 1.022| 0.193   | 0.0868 |
| IPM [55]     | 70.10%            | 49.70%  | 1290.5 | 237.62| 0.4510  |
| Zhu et al. [27] | 84.60%      | 15.00%  | 0.6180 | 3.9460| 0.2040  |
| DistNet [54] | 93.26%            | 12.95%  | 0.4834 | 2.9539| 0.2003  |
| CenterNet [9]| 95.33%            | 8.70%   | 0.4250 | 2.3433| 0.1436  |
| PatchNet [8] | 95.55%            | 8.08%   | 0.2789 | 2.9048| 0.1296  |
| Ours (PR)    | 97.60%            | 6.89%   | 0.2340 | 2.5025| 0.1181  |

### Table III

| Method       | \(\delta < 1.25\) | Abs Rel | Sq Rel | RMSE | RMSlog | SQ Rel |
|--------------|-------------------|---------|--------|------|---------|--------|
| CenterNet [9] | 94.17%            | 9.10%   | 0.9372 | 6.9596| 0.1017  |
| PatchNet [8] | 93.41%            | 8.65%   | 0.4988 | 4.9081| 0.1268  |
| Ours (T)     | 94.3%             | 7.90%   | 0.3706 | 4.0703| 0.1157  |
| Ours (PR)    | 94.39%            | 7.69%   | 0.4430 | 4.8065| 0.1203  |
| Ours (PRT)   | 95.23%            | 7.13%   | 0.3382 | 3.9391| 0.1076  |

### Table IV

| Method       | \(\delta < 1.25\) | Abs Rel | Sq Rel | RMSE | RMSlog | SQ Rel |
|--------------|-------------------|---------|--------|------|---------|--------|
| RGB          | 7.25%             | 0.6240  | 4.7506 | 0.1146|
| PRFusion:RGB | 7.58%             | 0.6173  | 4.8902 | 0.1172|
| PRFusion:RGB | 7.60%             | 0.6748  | 4.9320 | 0.1179|
| PL           | 8.77%             | 0.6051  | 5.5485 | 0.1283|
| T-Fusion:PL  | 6.96%             | 0.4214  | 4.5941 | 0.1001|
| T-Fusion:PL  | 7.16%             | 0.4389  | 4.6712 | 0.1022|
| PRT: RGB + PL| 5.74%             | 0.2585  | 3.7282 | 0.0802|
| PRT: RGB + PL| 5.52%             | 0.2932  | 3.7661 | 0.0807|

### Table V

| Method       | \(\delta < 1.25\) | Abs Rel | Sq Rel | RMSE | RMSlog | SQ Rel |
|--------------|-------------------|---------|--------|------|---------|--------|
| RGB          | 5.74%             | 0.3188  | 3.8788 | 0.0863|
| PRFusion:RGB | 5.34%             | 0.2713  | 3.6278 | 0.0791|
| PRFusion:RGB | 5.29%             | 0.2668  | 3.5821 | 0.0783|

---

1. **Does tracklet fusion work for RGB features?** We simply fused the features extracted from RGB images from a tracklet (similar with our proposed T-Fusion, but without ego-motion compensation), and results are shown in the first group of Table V and only marginal improvements are observed. One possible explanation is that the 3D information encoded in RGB images at different timestamps are at different coordinate system if the self-driving car is moving. It is non-trivial to decompose the camera ego motion and the object motion, which makes it hard to learn motion and spatial consistency from simply fusing the image features.

2. **How does tracklet fusion improve pseudo-LiDAR-based depth estimation?** In the second group of Table V, we show the performance of pseudo-LiDAR-based depth estimation with our proposed ego-motion compensation based T-Fusion. It is clearly that the depth estimation performance significantly improved with the T-Fusion even with just information from one more frame. Adding more frames is helpful, but the improvement is marginal.

3. **Does PRT fusion help?** With the improvements of PR-Fusion and T-Fusion, it is natural to ask the question about if the combination of them is helpful. The third group of Table V shows the performance of the PRT-Fusion with different number of frames. It is clear that the combination of both (PR-Fusion and T-Fusion) outperforms each one individually. However, due to noise introduced by data ablation studies with different fusion strategies and different 2D boxes and tracking qualities.

For the first three ablation studies, we report performance with predicted association to better understand how our method works in practice, and in the fourth study we conduct headroom analysis to understand how would our method work given perfect association.
association, a longer tracklet does not necessarily yield better performance.

4. How is the performance affected by association noise? We further study the impact of the association quality towards our proposed method. The fourth group shows the results with the groundtruth association. As shown in Table [V], we can observe with perfect association, the improvement is consistent with longer tracklet. This indicates that to fully leverage the capability of the proposed fusion method, improving data association quality is a promising direction to work on.

C. Improving Monocular 3D Detection and Tracking with Enhanced Per-object Depth

In this subsection, we apply our per-object depth estimation to show that it can further help improve the state-of-the-art monocular image based 3D detector CenterNet[14] and the AB3D tracker [10] on the Waymo Open Dataset.

Quantitative results. For 3D object detection, we trained a CenterNet for monocular 3D detection, and replace only the depth of the detection results while the other outputs such as box, rotation, etc. are remained. For tracking, we follow the tracking-by-detection scheme and perform a AB3D tracker [10] on the detection boxes with the enhanced per-object depth. The results of detection and tracking are shown in table [V] and table [V-C]. As expected, we can observe that by simply enhancing the depth, significant improvements can be obtained for both tasks. It is worth noting that the performance can be further improved by tuning the model specifically for detection and tracking, but it is out of the scope of this paper since we only focus on demonstrating the improvements purely from depth.

Qualitative results. We further visualize the prediction results of the baseline detection model and our proposed PRT-Fusion to illustrate how the enhanced per-object depth improve the monocular 3D detection and tracking. As shown in Fig. 4, the first row shows the improvements of per-object depth brought by our method, and the second row illustrated the bird-eye-view of the 3D detection results of both the baseline detector, and the one with our improved depth (only the depth is replaced). Fig. 5 shows the tracking model makes fewer ID Switch errors with the depth predicted by our model. Clear improvements can be observed, and the improved depth is the key factor to lead to the significant improvements for monocular 3D detection and tracking.

V. Conclusion

We demonstrated that per-object depth estimation is the performance bottleneck of the monocular image based 3D perception tasks including detection and tracking. A multi-level fusion framework was proposed to fuse features from different representations across multiple frames. We first obtained the state-of-the-arts performance on per-object depth estimation, and then showed that by simply replacing the depth, significant improvements can be observed in the tasks above. This not only demonstrated our findings and the effectiveness of the proposed method, but also indicating that improving per-object depth is a promising direction to enhance detection and tracking. Future works can include end-to-end training of the proposed method.
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