Abstract

This work deals with the problem of simultaneous regulation and model parameter estimation in adaptive model predictive control. We propose an adaptive model predictive control and conditions which guarantee a persistently exciting closed loop sequence by only looking forward in time into the receding prediction horizon. Earlier works needed to look backwards and preserve prior regressor data. Instead, we present a procedure for the offline generation of a persistently exciting reference trajectory perturbing the equilibrium. With the new approach we demonstrate exponential convergence of nonlinear systems under the influence of the adaptive model predictive control combined with a recursive least squares identifier with forgetting factor despite bounded noise. The results are, at this stage, local in state and parameter-estimate space.
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1 Introduction

This paper revolves around a model predictive control (MPC) framework satisfying conditions for closed loop identification. If the system is such that the control input influences both the system state and its uncertainty (e.g. in the form of the covariance of the parameter or state estimate error), then the control inherits a dual function. In this case, on the one hand, the control objective involves the desire for regulation or trajectory tracking and hence a steady or slowly varying state. On the other hand, for identification purposes, to reduce the uncertainty and extract more information from the measurement, the system is to be excited (see e.g. Bar-Shalom (1981)). Insufficient excitation may result in bursts of oscillatory behavior through parameter drift (Anderson (1985)), singularity in the information matrix (Mareels and Polderman (1996)) and an unobservable state even in the scalar case (Brüggemann and Bitmead (2019)). Hence, the associated dual feedback control acts as an arbitrator between these antagonistic requirements. An overview of such dual problems can be found in Filatov and Unbehauen (2000).

Even though MPC is a widely used technique applied in various industries (e.g. Qin and Badgwell (2003)), the survey by Mayne (2014) points out that the field of adaptive MPC, which relates to the dual problem, has attracted relatively little interest in the controls community. Yet, the idea of using an MPC to fulfill the role of an arbitrator between regulation and excitation has been proposed in different publications.

One common approach is to impose additional input constraints on the solution of the corresponding optimization problem. In this way, by including past information and thus looking backwards in time, the control directly ensures persistence of excitation of the initial step of the MPC solution. For instance, in Genceli and Nikolaou (1996), to identify FIR models and drive the related system to a given set point, additional periodic input constraints guarantee a periodic persistently exciting (PE) feedback control. In this way, past and future inputs are evaluated within the optimization. Similarly, Lu et al. (2019) propose a robust tube-based MPC for linear uncertain systems with an additional constraint to provide persistence of excitation. Yet, the closed loop is not guaranteed to be PE. Instead of constraining the entire minimizing control sequence, Marafioti et al. (2014) suggest a backward looking memory-based MPC which only constrains the first control input as it is the only element of the sequence which is applied to the system. The control strategy is analyzed for FIR and ARMA models. Feasibility and persistence of excitation can be guaranteed if, among other conditions, the initial control sequence is PE. In a backward looking fashion, Larsson
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et al. (2015) take into account the Fisher information matrix generated by past information in a further constraint for the optimization problem and focuses on the implementation of the control scheme.

Instead of modifying the constraints to achieve excitation, a number of authors (Hovd and Bitmead (2004), Heirung et al. (2015), Heirung et al. (2017)) adapt the cost function so that it also contains the parameter error covariance matrix as a proxy for uncertainty. In this way, the control is looking forward to seek persistence of excitation, although, in the light of MPC’s receding horizon implementation, a PE property of the closed loop is not immediate. Tanaskovic et al. (2014) take a different path and split the dual problem into two. Firstly, a nominal MPC ensures that the constraints hold for any element of a set of possible FIR models. Then, the second stage ensures an exciting property by solving an optimization with the objective to reduce the size of the set. The idea of optimally selecting a model based on measurements is also pursued in Heirung et al. (2019), where the cost function incorporates an additional risk of choosing an incorrect model.

In this work, under the assumption of full state feedback and no constraints, rather than looking back using past information as in Genceli and Nikolaou (1996) and Marafioti et al. (2014), the requirement for a PE input is reformulated as a forward looking condition on the reference trajectory, while still guaranteeing the PE property of the closed loop driven by the MPC. In this way, the main contribution of this work is that persistence of excitation is guaranteed by solely looking forward in time despite the MPC’s pecularity of a receding horizon implementation. Further, the optimization problem solved online as part of the MPC framework neither complicates nor alters. Instead, the additional constraint of persistence of excitation is reformulated as an algebraic condition on the reference trajectory. Namely, we present a direct constructive procedure for the offline generation of a periodic PE reference trajectory. This extends Brüggemann and Bitmead (2020a) where the existence of such a trajectory was assumed. Moreover, local exponential convergence of the closed loop as well as the parameter estimate is ensured for nonlinear systems of which the full state is available.

Outline

These results develop as follows subject to conditions which are specified in place. Section 4 provides a procedure to construct a feasible PE periodic reference trajectory.

4i) Find an equilibrium state-and-control tuple $(x^*, u^*)$.
4ii) In a neighborhood of this equilibrium, select any length-$M$ input sequence perturbation, $\delta u^M_r$. Determine a corresponding state sequence, $x^M_r$, as an explicit function of the initial condition $x_r(0)$.
4iii) Apply the Implicit Function Theorem to solve $x_r(M) = x_r(0)$ for $x_r(0)$.
4iv) Initial state $x_r(0)$ and input $u_k + \delta u^M_r$, applied repeatedly, define a period-$M$ solution of the system.
4v) Subject to an output reachability assumption, $\delta u^M_r$ may be selected to be persistently exciting.

Section 5 deals with PE reference tracking.

5i) Apply reference tracking MPC of Köhler et al. (2018) to the period-$M$ reference above. This guarantees exponential convergence to the PE reference from an open set of initial conditions, when there is no state disturbance and known parameter. With a suitably bounded disturbance, the state converges exponentially to a neighborhood of the PE reference.
5ii) This implies that the closed loop signals are PE with the exact parameter.
5iii) Exponential stability ensures the conservation of PE with a suitably bounded, time-varying parameter error.

For a system model which is linear in the parameters, Section 6 brings in the parameter estimator; recursive least squares with forgetting factor.

6i) With zero disturbance, PE signals yield exponential convergence of the parameter error to zero.
6ii) For bounded disturbances, they yield exponential convergence to a neighborhood.

Section 7 draws these two ideas together to obtain a combined estimator and MPC-based controller which maintain persistence of excitation of the closed loop while regulating the state to a neighborhood of its equilibrium. The simulation examples in the next section confirm the theoretical results and underpin their sufficient nature.

2 Problem formulation

Let the system be

$$x_{k+1} = f(x_k, u_k) + w_k \quad (1)$$

with $x_k \in \mathbb{R}^n$ being the state, $u_k \in \mathbb{R}^m$ the input and $w_k \in \mathbb{R}^n$ the disturbance at time $k$. Moreover, the state is fully observed and for some $\bar{w} > 0$ the disturbance satisfies

$$|w_k| \leq \bar{w}. \quad (2)$$

System parameters $\theta = [\theta_1, \theta_2, \ldots, \theta_S]^\top \in \mathbb{R}^S$ are assumed unknown. Further, $f$ is linear in $\theta$ and may be
written
\[ f(x_k, u_k) = f_0(x_k, u_k) + \sum_{j=1}^{S} \theta_j f_j(x_k, u_k), \]  
(3)
where \( f_j : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) are basis functions so that state recursion (1) becomes
\[ x_{k+1} = f_0(x_k, u_k) + \varphi_k^T \theta + w_k, \]  
(4)
where the regressor
\[ \varphi_k = \left[ f_1(x_k, u_k) \ f_2(x_k, u_k) \ldots f_S(x_k, u_k) \right] \in \mathbb{R}^{n \times S}. \]  
(5)

Suppose the following.

**Assumption 1** \( f_j : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n, j \in \{0, 1, \ldots, S\}, \) are twice continuously differentiable. \( \triangle \)

In order to present concisely the main problem to be solved, we first require a definition of a PE sequence.

**Definition 2** The sequence \( \{x_k, u_k\} \) is said to be persistently exciting (PE) if for some constant \( M \) and all \( j \in \mathbb{N}_{\geq 0} \) there exist positive constants \( \alpha \) and \( \beta \) such that
\[ 0 < \alpha I_S \leq \sum_{i=j}^{j+M-1} \varphi_i \varphi_i^T \leq \beta I_S < \infty. \]  
(6)

The main problem formulation follows.

**Problem 3** Regulate the state \( x_k \) in (1) while guaranteeing that the closed loop sequence \( \{x_k, u_k\} \) is PE. \( \triangle \)

In order to solve this problem, we generate a periodic PE reference trajectory around the steady state to which we wish to regulate the system. Furthermore, we present an MPC to track this periodic reference trajectory rendering the controlled state and corresponding feedback control PE. Simultaneously, a recursive least squares identifier with forgetting factor ensures an accurate parameter estimate of \( \theta \).

### 3 Preliminaries

Firstly, we introduce the MPC framework based on the nonlinear MPC in Köhler et al. (2018) using the notion of incremental stability. Hereby, we include an assumption on the solution of the corresponding optimization problem which entails a continuous feedback law. The section concludes with an assumption on the system being incrementally stabilizable which leads to exponential convergence of the closed loop to a reachable reference trajectory.

#### 3.1 The model predictive control framework

Let the MPC-related reference-tracking cost function be
\[ J_N(x_k, u^N, k) = \sum_{i=0}^{N-1} l(x_{i|k}, u_{i|k}, k), \]
where \( x_{i|k} \) represents the state prediction at time instant \( k + i \) given the current state \( x_k \). The control input \( u_{i|k} \) is denoted accordingly. The control sequence from time \( k \) to \( N - 1 \) is written as \( u^N \), where \( N \) represents the finite horizon. The running cost
\[ l(x_{i|k}, u_{i|k}, k) = |x_{i|k} - x_r(k + i)|_Q^2 + |u_{i|k} - u_r(k + i)|_R^2, \]
where \( Q = Q^T > 0, R = R^T > 0, \) and \( (x_r(k + i), u_r(k + i)) \) is a given reference state and associated control trajectory at time \( k + i \). The MPC framework solves the optimization problem
\[ V_N(x_k, k) = \min_{u^N} J_N(x_k, u^N, k) \]
(6)
s.t. \( x_{0|k} = x_k \)
\[ x_{i+1|k} = f(x_i|k, u_i|k) \]
at every time instant \( k \) and applies the first control input \( u^N_0 \) of the minimizing sequence \( u^N \) to the system in (1).

**Remark 4** For clarity in our development, we do not include state or input constraints in our formulation here. They can be added within the local stability framework, c.f. Köhler et al. (2018), but would require tracking their associated assumptions connected with evolution within the interior of the feasible set.

#### 3.2 Continuous feedback law

In order to render the closed loop robustly convergent to the given reference trajectory, a continuous feedback law as well as a stabilizability condition on the system are needed. Similarly to Mayne and Michalska (1990), we assume the Hessian matrix of the cost function to be positive definite.

**Assumption 5** The minimizing control sequence \( u^* \) satisfies
\[ \frac{\partial^2 J_N(x_k, u^*, k)}{\partial u^N \partial u^N} \bigg|_{x_r(k), u^*, k} > 0_{mN \times mN}. \]  
(7)

\( \triangle \)

Note that for this assumption to hold we require strictly positive definite control weight \( R \).
Lemma 6 Under Assumptions 1 and 5 the feedback control \( u_{0|k} \) related to the MPC in (6) is continuous in \( \theta \) and \( x_k \) for a neighborhood of \((x_r(k), \theta)\).

\[ \triangle \]

PROOF. By Assumption 1, \( J_N \) is twice continuous differentiable. Then, with Assumption 5, continuity follows from [Johansen (2011), Theorem 5.1]. \( \square \)

Lemma 6 ensures that a small change in the parameter or state results only in a small change in the generated control sequence. This relation is essential for the local analysis in later sections.

3.3 Local incremental stabilizability

A reference tracking control law, \( u_k = \kappa(x, x_r(k), u_r(k)) \) for reference state \( x_r(k) \) and control \( u_r(k) \), is introduced by Köhler et al. (2019). Local incremental stabilizability relates to the existence of such a \( \kappa \) and is similar to local exponential stabilizability around the given trajectory.

Assumption 7 [Köhler et al. (2019), Assumption 1]

There exist a control law \( \kappa : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m \), a \( \delta \)-Lyapunov function \( V_\delta : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \geq 0 \) that is continuous in the first argument and satisfies

\[
V_\delta(x', x', u') = 0 \quad \forall \ (x', u'),
\]

and parameters \( c_{\delta, l}, c_{\delta, u}, \delta_{loc}, k_{max} > 0, \rho \in (0, 1) \), such that the following properties hold for all \((x', x', u')\) with \( V_\delta(x', x', u') \leq \delta_{loc} \):

\[
c_{\delta, l}|x - x'|^2 \leq V_\delta(x, x', u') \leq c_{\delta, u}|x - x'|^2
\]

\[
|\kappa(x, x', u') - u'| \leq k_{max}|x - x'|
\]

\[
V_\delta(x', x'^+, u'^+) \leq \rho V_\delta(x, x', u'),
\]

where \( x'^+ = f(x, \kappa(x, x', u')) \) and \( x'^+ = f(x', u') \). \( \triangle \)

Note that neither the \( \delta \)-Lyapunov function \( V_\delta \) nor the control law \( \kappa \) is required for the implementation of the MPC but its existence is used for the stability analysis.

4 Persistently exciting reference trajectory

In this section, for the true \( \theta \) value, we show how a persistently exciting reference trajectory around a steady state can be generated. Notice that this removes the very limiting assumption of the existence of such a trajectory in [Brügmann and Bitmead (2020a)]. Towards this goal, we require periodicity and feasibility.

Definition 8 A feasible period-\( M \) sequence \((x^M_r, u^M_r)\) for system (1) with \( u_k = 0 \) satisfies

\[
x_r(k + 1) = f(x_r(k), u_r(k)),
\]

\[
x_r((k + 1)M) = x_r(kM),
\]

\[
u_r((k + 1)M) = u_r(kM),
\]

for all \( k \).

For ease of notation, this period, \( M \), coincides with that in Definition 2 for persistence of excitation. The next lemma shows that under continuity and reachability assumptions on the system, there exists a feasible period-\( M \) reference trajectory in the neighborhood of the steady state \((x_r, u_r)\). It further reveals that, by choosing just the control sequence, a corresponding initial state for a period-\( M \) sequence is defined in the neighborhood of \( x_r \).

Lemma 9 Given Assumption 1, suppose that there exists a steady state

\[
x_s = f(x_s, u_s),
\]

with

\[
A = \frac{\partial f(x, u)}{\partial x} \bigg|_{x_s, u_s}, \quad B = \frac{\partial f(x, u)}{\partial u} \bigg|_{x_s, u_s}, \quad (8)
\]

where \((A, B)\) controllable and

\[
\lambda_i(A) \neq 1, \ i = 1, \ldots, n.
\]

Then, for all \( M \geq n \) there exists an open set \( \mathcal{U} \) with \( u^M_s \subset \{u_s\}_{k=0}^{M-1} \subset \mathcal{U} \) such that for any sequence \( u^M \in \mathcal{U} \) there exists a feasible period-\( M \) sequence \((x^M_r, u^M_r)\) with \( x_r(0) = g(u^M_0) \), where \( g : \mathbb{R}^{Mn} \to \mathbb{R}^n \) is continuously differentiable and \( \frac{\partial g(u^M_0)}{\partial u^M_0} \) is of rank \( n \). \( \triangle \)

PROOF. Let \((x_s(k), u_s(k))\) the steady state and corresponding control at time \( k \). Then, for any positive integer \( M \),

\[
x_s(M) = f(x_s(M - 1), u_s(M - 1))
\]

\[= f\left(f(x_s(M - 2), u_s(M - 2)), u_s(M - 1)\right) \]

\[= f\left(f\left(\ldots\left(f(x_s(0), u_s(0)), u_s(1)\right), \ldots, u_s(M - 2)\right), u_s(M - 1)\right)\]

\[= x_s(0),
\]

so that

\[
F(x_s, u^M_s) := x_s
\]

\[- f\left(f\left(\ldots\left(f(x_s, u_s(0)), u_s(1)\right), \ldots, u_s(M - 2)\right), u_s(M - 1)\right) \]

\[= 0. \quad (9)
\]
Partially differentiating $F$ with respect to $x_s(0)$ yields

$$I - \frac{\partial x_s(M)}{\partial x_s(M-1)} \frac{\partial x_s(M-1)}{\partial x_s(M-2)} \frac{\partial x_s(1)}{\partial x_s(M-3)} \cdots \frac{\partial x_s(0)}{\partial x_s(0)} = I - A^M$$

which is invertible by hypothesis and the fact that $\lambda_i(A)^M = \lambda_i(A^M)$. Thus, with Assumption 1, by the Implicit Function Theorem (Radin 1986), there exists an open set $\mathcal{U} \subset \mathbb{R}^{Mm}$ with $u^M \in \mathcal{U}$ such that the following holds. There exists a continuously differentiable function $g : \mathbb{R}^{Mm} \to \mathbb{R}^n$ with $g(u^M) = x_s$ such that for all $u^M \in \mathcal{U}$

$$F(g(u^M), u^M) = 0$$

(10)

and

$$\frac{\partial g(u^M)}{\partial u^M} = -(I - A^M)^{-1} \frac{\partial F(x_s(0), u^M)}{\partial u^M},$$

(11)

which proves the existence of a period-$M$ reference trajectory as (10) is the algebraic condition for a feasible period-$M$ reference trajectory. Now, observe that

$$\frac{\partial F(x_s(0), u^M)}{\partial u_s(k)} = -\frac{\partial x_s(M)}{\partial x_s(M-1)} \frac{\partial x_s(M-1)}{\partial x_s(M-2)} \cdots \frac{\partial x_s(k+2)}{\partial x_s(k+1)} \frac{\partial x_s(k+1)}{\partial x_s(k)} = -A^M-k-1B,$$

so that for the last term in (11) we have that

$$\frac{\partial F(x_s(0), u^M)}{\partial u^M} = \begin{bmatrix} \frac{\partial F(x_s(0), u^M)}{u_s(0)} & \cdots & \frac{\partial F(x_s(0), u^M)}{u_s(M-1)} \\ \frac{\partial F(x_s(0), u^M)}{u_s(1)} & \cdots & \frac{\partial F(x_s(0), u^M)}{u_s(M-2)} \\ \vdots & \ddots & \vdots \\ \frac{\partial F(x_s(0), u^M)}{u_s(2)} & \cdots & \frac{\partial F(x_s(0), u^M)}{u_s(1)} \end{bmatrix} = -[A^{M-1}B \ A^{M-2}B \ \cdots \ B].$$

(12)

Thus, if $M \geq n$ and $(A, B)$ controllable the matrix in (12) is of rank $n$ and so is (11). □

**Remark 10** Note that the analysis above applies solely inside $\mathcal{U}$. Hence, the assumption on the eigenvalues is a statement about $\delta x$ and the property that the only solution of $\delta x = A\delta x$ is $\delta x = 0$. That is, apart from $x_s$, there is no other equilibrium inside $\mathcal{U}$. △

**Remark 11** The full rank of the partial derivative of $g$ implies that $x_s(0)$ may be altered to any point in a neighborhood of the equilibrium $x_s$ through a corresponding selection of the related sequence $\delta u^M$. In general, this sequence – and hence the completion of the period-$M$ sequence – is not unique. △

Note that provided any period-$M$ control sequence $u^M \in \mathcal{U}$, equation (9) can be solved numerically in order to compute the initial reference state $x_r(0)$. Given the existence result of a feasible period-$M$ reference trajectory, it is our interest to establish conditions which guarantee its persistence of excitation. Therefore, we continue with the analysis of the system in (1) linearized around the steady states $(x_s, u_s)$ for several reasons: firstly, we want to regulate the system to the steady state around which the linearized dynamics are sufficiently accurate; secondly, the result in Lemma 9 is already local due to the use of the Implicit Function Theorem; thirdly, the analysis of a linear system is simpler and makes the results more intuitive.

Without loss of generality, let $f_0(x_k, u_k) = 0$, and denote the corresponding linearized dynamics with $w_k = 0$ as

$$\delta x_{k+1} = A \delta x_k + B \delta u_k$$

$$= \sum_{j=1}^{S} \delta x_j A_j + \sum_{j=1}^{S} \delta u_j B_j, \quad (13)$$

where

$$A_j = \left[ \frac{\partial f_j(x,u)}{\partial x} \right]_{x=x_s, u=u_s}, \quad B_j = \left[ \frac{\partial f_j(x,u)}{\partial u} \right]_{x=x_s, u=u_s}. \quad (14)$$

Then, for (5), the linearized regressor

$$\delta \varphi_k = \begin{bmatrix} \delta y_1(k) \\ \delta y_2(k) \\ \vdots \\ \delta y_n(k) \end{bmatrix}, \quad (15)$$

where $\delta y_i(k) = C_i \delta x_k + D_i \delta u_k \in \mathbb{R}^s, i \in \{1, 2, \ldots, n\}$, with

$$C_i = \begin{bmatrix} (A_1)_i \\ (A_2)_i \\ \vdots \\ (A_S)_i \end{bmatrix}, \quad D_i = \begin{bmatrix} (B_1)_i \\ (B_2)_i \\ \vdots \\ (B_S)_i \end{bmatrix}. \quad (16)$$

Here, $(A_j)_i$ represents the $i$th row of matrix $A_j$. Note that for the linearizations above we are explicitly using Assumption 1. Our goal is to reformulate the condition of persistence of excitation on the regressor matrix as a condition on the input sequence, whose design we can freely choose. Toward this end, we interpret each column $\delta y_i(k)$ of the regressor $\delta \varphi_k$ in (15) as one output vector. We analyze each of them with respect to the notion of output reachability defined as follows.

**Definition 12** (Green and Moore 1986) The system $(A, B, C_i, D_i), i \in \{1, 2, \ldots, n\}$, in (13) and (16) is said to be output reachable if, for any $y_i \in \mathbb{R}^s$ and arbitrary initial state, there exists an input sequence $\tilde{u}_i, l \in \{0, 1, \ldots, k < \infty\}$ such that the output at time $k$, $\tilde{y}_i(k)$, satisfies $\tilde{y}_i(k) = y$. △
Note that in (16) each $C_i$ and $D_i$ only incorporates row $i$ of matrices $A_j, B_j, j \in \{1, \ldots, S\}$. Accordingly, each $\delta y_i(k)$ is directly related to only element $i$ of the state vector $\delta x_k$, denoted by $\delta x_k^{(i)}$, i.e. with (13),

$$\delta x_{k+1}^{(i)} = \sum_{j=1}^{S} \theta_j (A_j i) \delta x_k + (B_j i) \delta u_k$$

$$= \theta^\top \delta y_i(k). \quad (17)$$

Thus, output reachability may also be viewed as a way to determine if $\delta x_{k+1}^{(i)}$ is affected by the whole parameter vector $\theta$.

**Remark 13** Definition 12 can be easily verified. Denoting the McMillan degree of system $(A, B, C, D)$ as $d_i$, $i \in \{1, 2, \ldots, n\}$, it is shown in [Wolovich (1974)] that $(A, B, C, D)$ is output reachable if and only if

$$[D_i C_i B C_i AB \ldots C_i A^{d_i-1} B]$$

has full rank $S$. \triangle

Now, we can use the results from [Green and Moore (1986)] to guarantee a PE sequence $\{\delta x_k, \delta u_k\}$ given a persistence of excitation condition on the input sequence only.

**Proposition 14** Consider the linear system in (13) and let Assumption 1 hold. Let $d_i$ the McMillan degree of system $(A, B, C, D)$, $i \in \{1, 2, \ldots, n\}$. Then, the period-$M$ sequence $\{\delta x_r(k), \delta u_r(k)\}$ is PE if there exists an $i$ such that $(A, B, C, D_i)$ is output reachable, and if for all $j$ there exist positive constants $\alpha_u$ and $\beta_u$ such that

$$0 < \alpha_u I \leq \sum_{k=j}^{j+M-1-d_i} \delta u_r(k) \delta u_r(k) \leq \beta_u I < \infty. \quad (18)$$

\triangle

**PROOF.** We consider the linear dynamics in (13) and (16). Note that for a period-$M$ sequence $\{\delta x_r(k), \delta u_r(k)\}$ to be PE,

$$\sum_{k=j}^{j+M-1} \delta \varphi_k \delta \varphi_k = \sum_{k=j}^{j+M-1} \delta y_1(k) \delta y_1(k) \top$$

$$+ \sum_{k=j}^{j+M-1} \delta y_2(k) \delta y_2(k) \top$$

$$+ \cdots + \sum_{k=j}^{j+M-1} \delta y_n(k) \delta y_n(k) \top \quad (19)$$

must be upper bounded and positive definite for all $j$. The upper bound holds trivially by periodicity of the sequence and $f_l, l \in \{1, \ldots, S\}$, being twice continuously differentiable (Assumption 1). For the lower bound, if there exists at least one $i \in \{1, \ldots, n\}$ for which $\sum_{k=j}^{j+M-1} \delta y_i(k) \delta y_i(k) \top$ is positive definite, (19) is positive definite, too, and hence, the corresponding sequence $\{\delta x_r(k), \delta u_r(k)\}$ is PE. By the hypothesis of output reachability of at least one $(A, B, C, D_i)$ and the excitation property of the input sequence in (18), positive definiteness of at least one summand in (19) directly holds by [Green and Moore (1986) Corollary 2.1]. \triangle

**Remark 15** It may be unexpected that we obtain persistence of excitation given a constraint only on one output vector $\delta y_i(k)$. However, it becomes more intuitive if we look at (17), where we observe that each output vector directly relates to the full parameter vector $\theta$.

As we retain full discretion in selecting the input sequence, the results in this section show how to generate a PE period-$M$ reference trajectory: first select the steady state sequence from which the closed loop is desired to converge; after, choose the reference control sequence with PE properties; then numerically solve the algebraic equation in (9) in order to find the corresponding initial reference state $x_r(0)$. The presentation continues with the controller framework.

### 5 Persistently exciting reference tracking with noise

The results on persistence of excitation of the closed loop in this section rely on practical stability of the tracking error. As a short intermezzo, we thus first adapt [Köhler et al. (2018)] related to state regulation to the case of trajectory tracking. Then, we analyze persistence of excitation of the closed loop sequence. It is shown that under the assumption of precise knowledge of the true parameter and a sufficiently small disturbance, the closed loop sequence is PE for all initial conditions $x_0$ within a neighborhood of the initial reference trajectory. Then, an equivalent guarantee is obtained when, additionally, the time-varying uncertain parameter lies within a neighborhood of the actual parameter.

#### 5.1 Practically stable tracking error

The following lemma shows exponential convergence of the closed loop to a neighborhood of the reference trajectory, where the size of the neighborhood depends on the bound on the disturbance $w_k$.

**Lemma 16** Suppose that Assumption 7 is satisfied. For any $c_x > 0$ there exist $\bar{w} > 0$ and a sufficiently large horizon $N$ such that for all initial conditions $|x(0) - x_r(0)| \leq c_x$ and all disturbances $|w_k| \leq \bar{w}$, the perturbed closed
loop converges exponentially to the set \( Z_{RPI} := \{ x_k - x_r(k) : V_N(x_k, k) \leq V_{RPI}(\bar{w}; N, c_z) \} \), where \( V_{RPI} \) is a \( K \)-function in \( \bar{w} \) which depends on \( N \) and \( c_z \). △

**PROOF.** This lemma is concise version of [Köhler et al. 2018, Theorem 8] related to state regulation applied to the case of reference tracking. The proof is analogous considering the \( \delta \)-Lyapunov function from Assumption 7. □

**Remark 17** A similar convergence result including tightened constraints on the state and control input can be found in Köhler et al. (2019). In our case, constraints would make the upcoming statements dependent on an additional condition on the solution being in the interior of the tightened constraint sets. △

### 5.2 Persistently exciting perturbed solution

Lemma 16 above establishes practical stability of the tracking error in the presence of a bounded disturbance. If the neighborhood of the feasible PE reference trajectory, to which the closed loop converges, is sufficient small, the corresponding closed loop is PE in finite time.

**Lemma 18** Suppose Assumption 1, 5 and 7 hold and the parameter \( \theta \) is known. Then, for a feasible PE reference trajectory and for any \( c_z > 0 \) there exist \( \bar{w} > 0 \) and a sufficiently large horizon \( N \), such that for all \( x_0 - x_r(0) \leq c_z \), \( |w_k| \leq \bar{w} \) and horizon \( N \), the closed loop sequence is PE for all \( k \geq k_{PE} \) for some \( k \in \mathbb{N}_{\geq 0} \). If \( x_0 = x_{\hat{k}} \), where \( \hat{k} \in \{ k \in \mathbb{N}_{\geq 0} : k \geq k_{PE}, k \mod M = 0 \} \), then this holds for all \( k \).

**PROOF.** The proof is based on continuity arguments and divided into three steps. Step I shows the existence of a PE sequence in the neighborhood of the PE reference trajectory. Step II relates \( Z_{RPI} \) to this neighborhood and step III proves the statement using Lemma 16.

**Step I:** By Assumption 1 and 5 (via Lemma 6), \( f \) and \( u_{0|k}^* \) are continuous. Thus, for a PE sequence \( \{ x_r(k), u_r(k) \} \) there exists a positive \( \epsilon_{PE} \) such that \( |x_r(k) - x_k| \leq \epsilon_{PE} \) implies \( \{ x_k, u_{0|k}^* \} \) is PE.

**Step II:** Note that \( V_N(x_k, k) < \epsilon \) implies \( |x_k - x_r(k)|^2 \leq \epsilon_{PE} \) for all \( \epsilon > 0 \). Hence, by continuity of \( V_{RPI} \), for any \( \epsilon_{PE} \) from step I there exist \( \epsilon_1, \bar{w}_1 > 0 \) such that \( \min_{x \in Z_{RPI}} |x - \bar{x}|^2 < \epsilon_1 \) implies that \( |x - x_r(k)| < \epsilon_{PE} \).

**Step III:** For any \( c_z > 0 \), let \( N \) and \( \bar{w}_2 \) satisfy Lemma 16 (requiring Assumption 7), and define \( \bar{w} = \min \{ \bar{w}_1, \bar{w}_2 \} \). The statement to be proven holds for \( c_z, N, \bar{w} \) and \( k_{PE} \), where \( k_{PE} \) is such that \( \min_{x \in Z_{RPI}} |x_k - \bar{x}|^2 < \epsilon_1 \), by using step I and II. The related guarantee for all \( k \) is a direct consequence. □

Lemma 18 establishes that the closed loop sequence is PE given a known parameter \( \theta \). As this feature is only of interest if the parameter \( \theta \) is unknown and thus, to be estimated, we aim to establish similar results for the case of a time-varying estimate \( \hat{\theta}_k \) within the neighborhood of the true parameter.

### 5.3 Persistently exciting perturbed uncertain solution

**Corollary 19** Suppose Assumption 1, 5 and 7 hold. Let the control input be derived by the optimization problem in (6) with \( \theta \) substituted by some \( \hat{\theta}_k \), \( k \in \mathbb{N}_{\geq 0} \). Then, for any feasible PE reference trajectory there exist \( c_r, w, c_0 > 0 \) and a sufficiently large horizon \( N \) such that for all \( x_0 - x_r(0) \leq c_r \), \( |w_k| \leq \bar{w} \) and \( \| \theta - \hat{\theta}_k \| \leq c_0 \), the closed loop sequence is PE for all \( k \geq k_{PE} \). If \( x_0 = x_{\hat{k}} \), where \( \hat{k} \in \{ k \geq k_{PE} \cap \mod M = 0 \} \), then this holds for all \( k \).

**PROOF.** Let \( u^*_{0|k} \) be the MPC feedback control for some \( \hat{\theta}_k \), and \( u^*_{0|k} \) that corresponding to \( \theta \). Then

\[
\begin{align*}
x_{k+1} &= f(x_k, u^*_{0|k}) + w_k \\
&= f(x_k, u_{0|k}) + \bar{w}_k,
\end{align*}
\]

where

\[
\bar{w}_k = \left( f(x_k, u^*_{0|k}) - f(x_k, u^*_{0|k}) \right) + w_k.
\]

By continuity of the MPC feedback via Lemma 6 and continuity of \( f \) through Assumption 1, the disturbance \( \bar{w}_k \) can be bounded by having \( \hat{\theta}_k \) sufficiently close to \( \theta \) for all \( k \). Thus, the result follows from Lemma 18. □

Corollary 19 demonstrates that given sufficient assumptions, the closed loop under the influence of the MPC delivers a PE closed loop sequence. It is now time to elaborate why persistence of excitation is desired and, therefore, introduce the estimation algorithm.

## 6 Recursive least squares with forgetting factor

In order to estimate the unknown parameter \( \theta \), we select a recursive least squares algorithm with forgetting factor. Therefore, define

\[
\hat{x}_{k+1} = x_{k+1} - f_0(x_k, u_k),
\]

and

\[
\hat{x}_{k+1} = x_{k+1} - f_0(x_k, u_k),
\]
and consider the corresponding recursive algorithm
\[
\hat{\theta}_{k+1} = \hat{\theta}_k + P_{k-1} \varphi_k D_k^{-1} \left( \bar{x}_{k+1} - \varphi_k^T \hat{\theta}_k \right), \tag{20}
\]
where \( D_k = \lambda T + \varphi_k^T P_{k-1} \varphi_k \) with \( T^T > 0 \in \mathbb{R}^{n \times n} \), and
\[
P_{k+1} = \lambda^{-1} \left( I - P_k \varphi_{k+1} D_{k+1}^{-1} \varphi_k^T \right) P_k. \tag{21}
\]

The proof is analogous to that of Islam and Bernstein (2019, Theorem 2) and hence omitted for brevity.

**PROOF.** The proof is analogous to that of Islam and Bernstein (2019, Theorem 2) and hence omitted for brevity. \(\triangle\)

We wish to obtain convergence of the estimate to (a neighborhood of) the true parameter, or equivalently a converging estimation error
\[
\hat{\theta}_k = \theta - \hat{\theta}_k. \tag{22}
\]
\[
\hat{\theta}_k = \theta - \hat{\theta}_k. \tag{23}
\]
This is achieved by the next lemma, whose sufficient condition underpins our desire for a PE closed loop. The result is an extension of Johnstone et al. (1982) adapted to multiple output systems.

**Lemma 21** Suppose the sequence \( \{x_k, u_k\} \) is PE and \( w_0 \) satisfies (2). Then, for any initial condition \( \hat{\theta}_0 \), the estimation error \( \hat{\theta}_k \) converges exponentially to a ball centered on \( \theta \) with a radius proportional to the bound on \( w \), i.e. for any \( \hat{\theta}_0 \) there exist \( \gamma_1, \gamma_2 > 0 \) such that for all \( k \geq M \)
\[
|\hat{\theta}_k| \leq \gamma_1 \frac{\lambda^{k/2}}{|\hat{\theta}_0|} + \gamma_2 \frac{\lambda^{k/2} - 1}{\lambda^{1/2} - 1} \bar{w}. \triangle
\]

**PROOF.** It is shown in Johnstone et al. (1982) that the result holds for SISO systems and no disturbance. An equivalent result for the multiple output case is under review, see Brüggemann and Bitmead (2020b). Exponential convergence of the linear error dynamics implies BIBO stability, which gives the desired result. \(\square\)

We have thus shown that under the assumption of a bounded disturbance and a PE sequence, the estimate converges exponentially to the actual parameter without noise, or in the case of a bounded disturbance, to a neighborhood whose size depends on the bound of the disturbance. Exponential convergence is decisive for the preservation of a PE closed loop sequence, as disclosed in the next section, where we combine previous results.

## 7 Periodic adaptive model predictive control

All the local results above share a common concept. That is, in utopian world with suitable initial conditions, perfect knowledge of the uncertainty and under sufficient conditions, a PE closed loop is guaranteed. Gradually watering down these conditions by contemplating sufficiently small neighborhoods has been shown not to affect the substance of the initial statement about the PE closed loop sequence, provided we carry along suitable smoothness and regularity assumptions. Consistent with this strategy, this section focuses on the estimation error and its interplay with the neighborhoods introduced before. In this fashion, by noting that if the bound on the estimation error implies a neighborhood for which a PE closed loop sequence exists, then we achieve a PE closed loop sequence despite uncertainty.

### 7.1 Convergence under bounded noise

The following theorem states that under sufficient conditions, if the disturbance is bounded and the initial parameter estimate are within a neighborhood of the periodic PE reference trajectory and the true parameter, respectively, then the estimation error and the closed loop tracking error exponentially converge to a neighborhood around the reference trajectory and the true parameter, respectively.

**Theorem 22** Suppose Assumption 1, 5 and 7 hold. Let the control input be derived by the optimization problem in (6) with \( \theta \) substituted by \( \hat{\theta}_0 \) for \( k < M \) and \( \hat{\theta}_k \) given by the recursion in (20) for \( k \geq M \). Then, for any feasible PE reference trajectory there exist \( c_{w,k}, \gamma_\theta, \bar{w} \) and a sufficiently large horizon \( N \) such that for all \( |x_0 - x_r(0)| \leq c_{w,k}, |w_0| \leq \bar{w}, |\hat{\theta}_0| \leq \gamma_\theta,
\[
x_k - x_r(k) \rightarrow Z_{RPI}
\]
\[
|\hat{\theta}_k| \rightarrow \frac{\gamma_\theta^2}{1 - \lambda^{1/2}} \bar{w}.
\]
as \( k \rightarrow \infty. \triangle

PROOF. Let \( c_{x,1}, \bar{w}_1, c_{\theta,1} > 0 \) such that Corollary 19 holds. Then, with Lemma 21, let \( \tilde{w}_2, c_{\theta,2} > 0 \) such that 
\[ |\theta_0| \leq c_{\theta,2} \text{ and } |w_k| < \tilde{w}_2 \text{ imply } |\theta_k| \leq c_{\theta,1} \text{ for all } k \geq M. \]
By selecting \( \bar{w} = \min\{\bar{w}_1, \tilde{w}_2\} \) and \( c_\theta = \min\{c_{\theta,1}, c_{\theta,2}\} \), the conclusion follows from Corollary 19 and Lemma 21.

Observe that the aforementioned theorem relies on a periodic PE reference trajectory, also depending on the uncertain parameter. By continuity arguments, an equivalent statement holds for a periodic PE reference generated with an initial parameter estimate in a sufficiently small neighborhood of the true parameter. However, persistence of excitation and feasibility of the reference trajectory is generally not ensured for all initial estimates which may deviate substantially from the true parameter. The same obstacle may occur if the reference trajectory is updated online using the current estimate. Furthermore, note that the convergence result is only local with respect to the uncertain parameter and the initial state. The upshot is that the exponential convergence result does not inherit the usual drawback of unknown transient performance common in adaptive control, see e.g. [Black et al. 2014]. The convergence result for the uncertain and perturbed system is demonstrated numerically in the next section for a non-infinitesimal neighborhood of initial conditions about their nominal values.

8 Simulation example

Consider the nonlinear scalar system from [Hovd and Bitmead 2004],
\[
x_{k+1} = \theta_1 x_k + \theta_2 x_k u_k + u_k + w_k, \tag{24}
\]
or equivalently,
\[
x_{k+1} = f_0(x_k, u_k) + \varphi^T \theta + w_k,
\]
where
\[
f_0(x_k, u_k) = u_k, \quad \theta = \begin{bmatrix} \theta_1 & \theta_2 \end{bmatrix}^T, \tag{25}
\]
\[
\varphi_k = \begin{bmatrix} f_1(x_k) & f_2(x_k, u_k) \end{bmatrix}^T, \tag{26}
\]
with
\[
f_1(x_k) = x_k, \quad f_2(x_k, u_k) = x_k u_k.
\]
The parameters \( \theta_1 = 1.1 \) and \( \theta_2 = 0.1 \) are unknown and the noise \( |w_k| < 0.2 \). The main objective is to regulate the state to a steady tuple \((x_s, u_s)\), which presumes an accurate estimate of the unknown parameter \( \theta \). Therefore, we first generate a PE feasible periodic reference trajectory around the steady tuple using the results from Section 4. Then, we employ the MPC from (6) with an estimate given by the recursive least squares in (20) - (21) with a forgetting factor \( \lambda = 0.9 \) and weight \( T = 1 \).

8.1 Regulate to steady tuple outside the origin

Consider the steady tuple \((x_s, u_s) = (1, -0.09)\) around which we want to generate a PE reference trajectory. Observe that \( f_j, j \in \{0, 1, 2\} \), in (25) and (26) are twice continuously differentiable and that by (8) and (16),
\[
A = 1.09, \quad B = 0.99,
\]
\[
A_1 = 1, \quad B_1 = 0,
\]
\[
A_2 = -0.09, \quad B_2 = 1,
\]
\[
C_1 = \begin{bmatrix} 1 & -0.09 \end{bmatrix}^T, \quad D_1 = \begin{bmatrix} 1 & 1 \end{bmatrix}^T.
\]
Hence, as \((A, B) = (1.09, 0.99)\) is controllable and \( \lambda(A) = 1.09 \), by Lemma 9, for any positive \( M \) there exists a feasible period-\( M \) reference trajectory. Further, it is easy to see that the McMillan degree \( d_1 = 1 \), and thus, the output reachability matrix
\[
\begin{bmatrix} D_1 & C_1 B \end{bmatrix} = \begin{bmatrix} 0 & 0.99 \\ 1 & -0.09 \end{bmatrix}
\]
which has full rank. As a result, by Proposition 14, it is sufficient to generate an input sequence which satisfies the persistence of excitation condition therein. Consider
\[
\delta u_r(k) = \bar{u} \sin \left( \frac{2\pi k}{M} \right),
\]
where \( \bar{u} = 0.3 \) and let \( M = 4 \). Then, the condition holds since for all \( j \),
\[
\alpha_u \leq \sum_{i=j}^{j+2} \delta u_r(i)^2 \leq \beta_u,
\]
where \( \alpha_u = (\bar{u} \sin(2\pi/M))^2 \) and \( \beta_u = (\bar{u}(M - d_1))^2 \). Thus, the corresponding feasible period-\( M \) sequence \( \{x_r(k), u_r(k)\} \) is PE. By solving (9) numerically, we compute the corresponding \( x_r(0) = 0.91 \).

Having generated a PE period-\( M \) sequence, we next elaborate on how the assumptions of Theorem 22 are satisfied. Twice continuous differentiability trivially holds for all \( f_i, i \in \{1, 2, 3\} \). Assumption 7 holds by letting
\[
\kappa(x_k, x_r(k), u_r(k)) = \frac{1}{\theta_2 x_k + 1} K(x_k - x_r(k)) + u_r(k)(\theta_2 x_r(k) + 1)
\]
\[
V_\delta = |x_k - x_r(k)|^2_p,
\]
where $P$ and $K$ relate to the discrete-time infinite-horizon linear quadratic regulator using common notation. Lastly, Assumption 5 is numerically verified. We subsequently present the simulation of the closed loop driven by the MPC in (6) with weights $Q = 6, R = 0.1$ and horizon $N = 4$. The disturbance has a uniform distribution in the interval $[-0.2, 0.2]$. The figures below are based on an initial estimate $\hat{\theta}_0 = [1 -0.4]^{T}$. Figure 1 depicts a fast convergence of the closed loop to a small neighborhood of the reference trajectory. The error between the reference trajectory and the closed loop can be explained by the initial parameter uncertainty and the noise. Still, the system can be regulated to a neighborhood of the steady tuple $(1, -0.09)$ despite noise and parameter uncertainties. The uncertain parameter estimate is visualized in Figure 2. Akin to the closed-loop trajectory, the estimate converges to a small ball centered on the true parameter, after which the estimates continuously move around within this ball. A similar pattern can be observed in Figure 3 in which the norm of the estimation error is plotted. The estimation error converges exponentially to a neighborhood of the origin and remains there. As the analysis in the previous sections is of local and depends on the selected steady tuple, the assumptions are generally not necessary but sufficient.

8.2 Sufficiency of imposed assumptions

There are various cases when the assumptions are not satisfied, but the reference trajectory is still PE and the closed loop still converges. For example, as in Brügmann and Bitmead (2020a), suppose we want to regulate the system in (24) to the origin, i.e.

$$(x_s, u_s) = (0, 0),$$

and additionally suppose that the true uncertain parameter

$$\theta^T = [\theta_1 \theta_2] = \begin{bmatrix} 1 & 0.1 \end{bmatrix}.$$

The related matrices introduced earlier are

\[
\begin{align*}
A &= 1, & B &= 1, \\
A_1 &= 1, & B_1 &= 0, \\
A_2 &= 0, & B_2 &= 0, \\
C_1 &= \begin{bmatrix} 1 \ 0 \end{bmatrix}^{T}, & D_1 &= \begin{bmatrix} 0 \ 0 \end{bmatrix}^{T}.
\end{align*}
\]

Then, the assumptions of Lemma 9 does not hold as the eigenvalue

$$\lambda(A) = 1.$$ 

Moreover, nor the condition of output reachability holds as with a McMillan degree of $d_1 = 1$,

\[
\begin{bmatrix} D_1 & C_1 B \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}.
\]
has not full rank.

Alternatively, we may generate the PE period-M reference trajectory ad hoc by solving an optimization problem with a PE constraint:

\[
(x_r, u_r) = \arg \min_{\{x_0, x_1\}} \frac{1}{N} \sum_{i=0}^{N-1} |x_i|_Q^2 + |u_i|_R^2,
\]

s.t. \(x_{k+1} = f(x_k, u_k)\)

\(x_N = x_0\)

\(aI \leq \sum_{i=0}^{N-1} \phi_i^\top \phi_i \leq bI,\)

where \(a = 0.1, b = 0.3, Q = 6, R = 0.1, N = 2.\) The associated reference trajectory can be defined by

\[
x_r(k) = \tilde{x}_r(k \mod 2)
\]

\[u_r(k) = \tilde{u}_r(k \mod 2).
\]

We chose \(N = 2\) since it results in a low cost relative to other small integer values. The solution of the minimization problem guarantees a PE period-2 reference trajectory. It also ensures that the reference values are in the neighborhood of the steady state. The optimization problem is solved within seconds on a regular laptop, by the interior point algorithm in MATLAB. Under otherwise equal conditions as in the previous example, the subsequent figures illustrate the closed loop and the related estimates under the influence of the MPC in (6) and the estimator governed by (20) - (21).

Figure 4 shows that the closed loop converges to a small neighborhood around the given reference trajectory. The size of the neighborhood correlates with the bound on the noise. Also notice that the optimization problem in (27) results in a more aggressive reference trajectory with higher amplitudes, which may also be caused by the shorter period

and by the different state tuple targeted for regulation. Similarly to the first example, the estimation error also converges to a neighborhood of zero, whereby the fluctuating distance to the origin may be a result from the measurement noise. As a concluding remark, this example shows that it may still be possible to create a PE feasible periodic reference trajectory, although the assumptions on the system linearized around the steady tuple may prohibit the application of some of our theory. It also stresses that the steady tuple must be chosen carefully in order to meet all sufficient conditions presented in this work.

9 Conclusion

This work presents a constructive proof for the existence of a PE reference trajectory and hence a simple procedure for the creation of such a trajectory. This enables PE closed loop sequence by only looking forward in time despite disturbances, uncertainties and the MPC’s nature of a receding horizon implementation. Additionally, due to computations offline, the online optimization problem does not complicate. The theory is supported by two simulation examples which underpin the sufficient nature of our assumptions. Future work will revolve around the recomputation of the reference trajectory given more accurate estimates over time, and its implications for stability, feasibility and persistence of excitation.
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