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While the observation of the open ocean is well achieved by automated ocean measurement instruments, coastal and shelf seas suffer the lack of sub-surface collection platforms. Commercial fishing gear such as bottom trawls, pots, traps and long lines can act as platforms for sensors, which collect physical oceanographic data concurrently with normal fishing operations. The lack of observed in situ ocean data in coastal and shelf seas limits operational oceanography, weather forecasting, maritime industries, and climate change monitoring. In addition, using fishing gear as an ocean observation platform has auxiliary benefits for fisheries management including stakeholder involvement. This study quantifies and compares the existing sub-surface in situ data coverage with the spatial distribution of fishing activities. The results show that integration with fishing could contribute to filling some of the most pressing gaps in existing ocean observation systems in coastal and shelf seas. There are limitations related to opportunistic data collection, mainly related to spatial and temporal heterogeneity of fishing activities. However, we make the case that fishery-based observations have the potential to complement existing ocean observing systems in areas where oceanographic data are lacking and needed most in order to ensure long term sustainability of ocean monitoring.
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INTRODUCTION

Despite the well documented importance of understanding the physical processes occurring in the ocean, there is a lack of in situ subsurface data to calibrate and constrain ocean models and forecasts in coastal and shelf seas. Recent studies have shown large errors in prior ocean modeling analyses (Cheng et al., 2019; Lozier et al., 2019). For example, models validated and run with insufficient empirical data decrease the accuracy of the Intergovernmental Panel on Climate Change (IPCC) reports (Lozier et al., 2019; Tanhua et al., 2019). Note: All acronyms are defined
in section “Glossary.” Coastal and shelf-seas are of particular importance, as these are the most dynamic ocean regions with the highest ecosystem productivity and biodiversity and value to maritime industries and coastal recreation (Farcy et al., 2019; Jacox et al., 2020). Insufficient empirical data in coastal ocean models can hinder the blue economy and ultimately leads to inaccurate forecasts and un-informed policy decisions (Tanhua et al., 2019).

Collecting subsurface ocean measurements presents numerous challenges and costs. Conductivity, temperature, and depth sensors (CTDs) measure the vertical water column profiles of the baseline physical oceanographic parameters, temperature and salinity, at corresponding depths. Traditionally, most types of subsurface ocean data were collected via dedicated scientific research vessels (R/Vs). On R/Vs, CTDs are often deployed alongside other sensors measuring a variety of parameters, such as oxygen, fluorescence or turbidity. The operating costs associated with R/Vs prohibit data being collected on the spatial and temporal scales necessary for operational oceanographic purposes. Despite costs, R/Vs are an indispensable cornerstone for ocean observations due to their unparalleled data collection capabilities and flexibility, enabling the widest range of simultaneously measured parameters (Schmidt et al., 2019). A variety of technologies and platforms are now being employed for sustained monitoring ocean physics at spatial and temporal scales that would not be possible with R/Vs. EXpendable BathyThermographs (XBTs) are a one-time use temperature recording unit that can be deployed from a range of vessel types, after which they are discarded to the sea floor. XBTs are operable in the majority of seas, from open oceans to coastal waters. From the 1960s, millions of XBTs were deployed, making XBTs the most common subsurface ocean temperature data source (ICDC, 2019). Today the most used platforms for collecting CTD profiles are Argo floats: 4,000 Argo floats operate globally, collecting 2,000 m profiles every 10 days (Argo, 2019). Argo floats have resulted in a step-change in the approach of collecting oceanographic data with fishing gear (Fedak, 2013). Citizen scientists have also been successfully engaged collecting oceanographic data from a variety of activities including surfing, scuba diving and sailing vessels (Wright et al., 2016; Brewin et al., 2017; Astrolabe, 2019). The integration of oceanographic data collection with commercial vessels such as ferries, cargo ships, and fishing vessels is termed “Ship Of OPPortunity” (SOOP) (Goni et al., 2010; Freeman et al., 2017). Some of these commercial vessels, such as ferries, are widely utilized for collecting ocean measurements (Gaughan et al., 2015; Haller et al., 2015).

Coastal and shelf seas that are often associated with high maritime activity and complex oceanographic dynamics are among the areas in the ocean where accurate and up to date empirical data are most needed (OECD, 2016; Puillat et al., 2016; Patel et al., 2018; Farcy et al., 2019). Compared with the deep ocean, the spatial and temporal physical variability of the near coastal ocean and polar regions is higher (Serrze et al., 2000; She et al., 2016; Gawarkiewicz and Malek Mercer, 2019). Furthermore, the variety of processes occurring in, as well as the features of coastal waters (e.g., tidal processes, river plumes, and benthic features), require an increase in observations in order to improve oceanographic models (Gaughan et al., 2015; Lamouroux et al., 2016). Users of ocean data and modeled products, ranging from search and rescue operations to hurricane forecasts, suffer from a lack of empirical data in these coastal and shelf seas (Domíngues et al., 2019; Mateus et al., 2020).

Commercial fishing activity is concentrated in these data-poor coastal and shelf seas. A Gear that is used to catch fish is often set out to the sea floor and then hauled back up, offering a potential platform for sensors to measure the ocean while fishermen are performing their normal fishing operations. In addition, fishing vessels are actively navigated by their captains and crew through the hazards associated with high traffic maritime areas that can destroy autonomous data collection platforms such as autonomous underwater vehicles (AUVs) and buoys (Teng et al., 2009). Several successful programs have used the approach of collecting oceanographic data with fishing gear as a platform. Two examples of sensors mounted on fishing gear are shown (Figure 1).

In Italy, the National Research Council (CNR) founded the Fishery Observing System (FOS) in 2003, upgrading to the Fishery and Oceanography Observing System (FOOS) in 2013 (Falco et al., 2007, 2011; Martinelli et al., 2012; Carpi et al., 2015; Russo et al., 2015, 2016; Aydogdu et al., 2016; Sparnocchia et al., 2016; Lucchetti et al., 2018). FOOS works with various types of fishing vessels including pelagic trawlers, bottom trawlers, and purse seiners to collect both physical oceanographic measurements (CTD) and meteorological observations (weather stations for wind speed and direction, atmospheric pressure, etc.), along with georeferenced catch information (Martinelli et al., 2016; Patti et al., 2016).

The French Institute for Exploitation of the Sea (Ifremer) runs the Recopesca program in cooperation with NKE Instrumentation, with a primary goal of advancing an ecosystem
Van Vranken et al. Fishing Gear as a Data Collection Platform

FIGURE 1 | Left: A temperature and depth sensor on a scallop dredge in the Gulf of Maine. Image: Cooper Van Vranken. Right: A sensor on a trawl net headeorne, Aleutian Islands, Alaska. Image: Lynn Selboe. Sensors: NKE Instrumentation.

approach to fisheries management (Leblond et al., 2010). Starting with 30 vessels in 2009, the project includes trawlers, longlines, pot fishers, and gillnetters, outfitted with sensors (Lamouroux et al., 2016; Karlson et al., 2017). Recently, CNR and Ifremer collaborated with the NKE Instrumentation (France) to extend their water column profile measurement options and include dissolved oxygen and chlorophyll fluorescence (Martinelli et al., 2014, 2017; Sparnocchia et al., 2017).

In the United States, the National Oceanographic and Atmospheric Administration's (NOAA) Northeast Fisheries Science Center, in collaboration with the Gulf of Maine Lobster Foundation, has run the Environmental Monitoring on Lobster Traps and Large Trawlers (eMOLT) program since 2001. The eMOLT program is intended to aid the fisheries science, oceanographic, and weather forecasting communities by mounting temperature sensors on fishing gear (Manning and Pelletier, 2009; Li et al., 2017). In 2015 the addition of real-time telemetry to the project has resulted in more than eleven-thousand hauls reporting bottom temperature.

In New Zealand, there is a new initiative led by MetOcean Solutions (Meteorological Service of New Zealand) as part of the larger, multi-disciplinary Moana Project (MetOcean Solutions, 2020). The ocean observation component of the Moana Project, "Te Tiro Moana," partners with Zebra-Tech Ltd. and the New Zealand fishing community to expand the spatial and temporal coverage of subsurface temperature observations (Beamsley et al., 2020). The Moana Project aims to outfit most commercial fishing vessels operating in New Zealand (hundreds), as well as enabling additional recreational and educational citizen scientists to collect ocean temperature measurements. These data will then be anonymously assimilated into the Moana Project’s hydrodynamic ocean forecasts (Beamsley et al., 2020), with model and forecast products tailored specifically for fishing.

Similar pilot projects have been performed by the Thünen Institute for Baltic Sea Research Warnemünde, Oregon State University (Childress et al., 2010), and NOAA and the North Pacific Research Board (Ianelli et al., 2010). Aarhus University, University of Manitoba, and the Royal Greenland fishing fleet are currently running a pilot project mounting CTDs to the nets of two trawl net fishing vessels of West Greenland (Rysgaard, Personal Communication). Berring Data Collective (BDC) is a new program both outfitting new vessels and working to promote communication and data standardization between existing programs. An example of CTD profile data recorded by BDC in the Kattegat off Denmark is shown (Figure 2). Several additional fishing fleets around the world also record hydrographic data from sensors on their gear, for private data analytics purposes.

Results from these programs demonstrate that collection of oceanographic data via fishing gear can be successfully implemented with a diverse range of vessel types, locations, and fisheries. The operational assimilation of bottom temperature data from eMOLT into the Doppio regional ocean model has started. Doppio is a shelf and coastal focused model covering the Mid-Atlantic Bight and the Gulf of Maine (López et al., 2020). In addition, work has been done to evaluate both empirical data quality and instrument reliability (Martinelli et al., 2016; Möller et al., 2019). Best practice protocols have been produced through several EU projects (Martinelli et al., 2016; Karlson et al., 2017; Möller et al., 2019). A simulated assimilation experiment found that a limited number of fishing vessels in the Adriatic could reduce root mean squared model temperature error in the upper and lower layers by 44 and 36%, respectively (Aydoğdu et al., 2016). In the Bay of Biscay, RECOPSECA fishing vessel profiles are used as the on-shelf complement to Argo data as part of the CORA-IBI (COriolis ocean database for ReAnalysis – Ireland–Biscay–Iberia; Szekely et al., 2017) dataset, linking shelf to open ocean phenomena (Lamouroux et al., 2016; Charria et al., 2017). The uptake and utilization of this data source is still limited, but it is increasing.
The aim of this article is to compare spatial and temporal gaps in today's sub-surface physical oceanographic observation coverage with the distribution of fishing gear deployments. Our focus is on platform distribution, rather than the resulting ocean measurements. Existing observations and fishing events are gridded, mapped, and compared on a global scale, as well as on three regional focus areas: the North Atlantic, Alaska, and New Zealand. Quantification of existing ocean observation distribution on a global scale is a novel extension of prior spatial gap analyses limited by specific region or platform type (Akpinar and Charria, 2018; March et al., 2019). These analyses were inspired and enabled by the array of observation platform metadata available in The European Marine Observation and Data Network (EMODnet) Physics portal (EMODnet, 2019).

In summary, our analyses demonstrate that the spatial distribution and temporal frequency of fishing operations make fishing vessels well suited to contribute to ocean observation systems.

**MATERIALS AND METHODS**

To compare the spatial and temporal distribution of existing oceanographic observation programs with the distribution of fishing effort, we have extracted, as described below, both existing observations and fishing activity data from global data hubs of ocean observations and fishing activity. The analyses cover 2017 and 2018. All included observation platforms measure temperature as it is a core physical oceanographic parameter. R/Vs are excluded from most analyses as the focus is on automated and opportunistic data collection platforms producing data for operational usage available in near real-time only. Historical and delayed mode observations are excluded.

Focus regions were selected based on the authors’ applied producing data for operational usage available in near real-time. The New Zealand focus region is analyzed both with the global proxy datasets for fishing and observations, as well as data available from national New Zealand databases, in order to quantify the degree of validity of the method used for the subsequent data and methods presented. In New Zealand, data were available for both the publicly available observation platform databases used by the Moana Project for local operational modeling, as well as precise fishing activity locations. New Zealand has stringent haul-by-haul fisheries reporting regulations resulting in accurate and precise location data for every fishing operation (Reddy, 2019). These fishing location data were provided in an anonymous, aggregated form on a 0.5 × 0.5 degree latitude-longitude grid for the purposes of this study. These precise local data sources enabled a comparison between the global data sources used in the subsequent analyses in order to evaluate the accuracy of the presented methods (see section “Method Validation”).

**Current Observation Coverage Data**

The global, subsurface observation coverage data have primarily been extracted from the EMODnet Physics data portal (EMODnet, 2019). EMODnet Physics (EASME/EMFF/2016/1.3.1.2 – Lot 3/SII2.749411) provides a gateway to ocean physics data in European seas. EMODnet Physics is strongly federated with the two European data aggregating infrastructures: Copernicus Marine Environment Monitoring Service – *In Situ* Thematic Assembly Centre for operational data flow, while historical validated datasets are organized in collaboration with SeaDataNet and its network of National Oceanographic Data Centers. These data are integrated with other European data hubs (e.g., ICES and PANGAEA) and combined with Supplementary Data from Global Oceans Observing networks such as ARGO, DBCP, GLOSS, GO-SHIP, etc. to make the most comprehensive physical parameter data catalogs available (EMODnet, 2019). Moreover, international collaborations provide access to coastal data in non-European areas (e.g., NOAA platforms for the United States, IAPB platforms for the Arctic area, IMOS/AODN for Australia, SOOS for the Southern ocean, and others). As a result, EMODnet Physics catalogs are going beyond European seas to offer an even more exhaustive entry point to global ocean physical observations.1 A recent spatial gap analysis performed as part of the AtlantOS project used similar methods relying solely on EMODnet platform data (Akpinar and Charria, 2018). Smaller scale data collection programs that take place within the territorial waters of one nation, and are more likely be coastal, may not yet be included in EMODnet. EMODnet is under development, and is continuing to incorporate additional data collection programs and platforms (Calewaert et al., 2016).

The United States Integrated Ocean Observing System (IOOS), as well as its regional nodes Alaska Ocean Observing System (AOOS) and North Eastern Regional Association of Coastal Ocean Observing Systems (NERACOOS), did not include any additional subsurface platforms from those already included in the EMODnet Physics data set (AOOS, 2016; IOOS, 2019; NERACOOS, 2019). Additional platforms were included in our analysis from the Southern Ocean Observing System (SOOS) and the Joint technical Commission for Oceanography and Marine Meteorology *in situ* Observations Program (JCOMMOPS) portals (JCOMMOPS, 2019; SOOS and EMODnet, 2019).

With the exception of New Zealand, R/Vs are excluded from analysis for two reasons. The first reason is that a global database of all research vessel sub-surface profiles does not exist. The second is that the purpose of research vessel measurements is generally not primarily for operational purposes. While these relatively sparse observations can and do make substantial contributions to operational forecasting, many R/Vs do not transmit their collected data in near real-time (Smith et al., 2019).

1Data flows to and from EMODnet Physics include, but are not limited to: WMO/JOC/GOOS/IODE, JCOMMOPS, NOAA and IOOS, AODN and IMOS, EuroGOOS and regional affiliated OOs, ODIN WESTPAC, GLOSS, Argo, Go-Ship, SOOP, Ocean Gliders, DBCP, Ocean Sites, VOS, ASAP, HFR, SOOS, DOOS, SAON, SailDrone, TMEDnet, ICES, CMEMS, and SeaDataNet (EMODnet, 2019). Acronyms defined in section “Glossary.”
In the New Zealand analyses, the relevant research vessel data that was transmitted in near real-time for operational use was included.

For section “Method Validation,” local New Zealand data sources were the data sources as currently used by the Moana Project for operational ocean forecast verification, corresponding to relevant classifications used in the global data selection criteria. While the majority of platforms were duplicated in the New Zealand global and local observation data sets, local data were extracted from their operational sources. Argo profile location data within the bounds of the New Zealand focus region came from the Ifremer-hosted Argo ERDDAP (Argo, 2020). Relevant real-time buoys, gliders, R/V CTDs, XBTs, and instrumented marine mammals were ingested from the INSITU_GLO_NRT_OBSERVATIONS_013_030 datasets (Copernicus in situ TAC, 2019). Additional XBT profiles came from the only regional data source: the Australian IMOS – SOOP XBT real-time dataset (IMOS, 2020).

For the global observations dataset, all platforms recording data at 20 m or below were removed in order to only include platforms that were recording sub-surface data. Setting this depth threshold at less than 20 m resulted in some platforms, such as surface drifters, being falsely included due to a mismatch between depth category metadata and the depth of actual measured data. Fixed platforms, such as moorings, are set in our analyses to contribute to filling a grid cell once per day. As analyses are conducted on a monthly basis, this means that any grid cell with a fixed platform is maximally covered. Platform types included in this analysis are Argo floats, profilers, moored buoys, mini loggers, marine mammals, XBTs, and sub-surface gliders, obtained from the designated metadata categorizations in the EMODnet data. Ifremer’s Recopesca monitored fishing vessels are part of the EMODnet dataset and are included under the broader “mini logger” platform classification. While Berring Data Collective vessels are now included in EMODnet, data collection began after 2018. There is ongoing work to ingest FOOS and eMOLT data into EMODnet.

**Fishing Distribution Data**

Global data on fishing distribution originates from Global Fishing Watch (GFW) in a 0.01° grid. GFW uses two Convolutional Neural Networks (CNN) to identify both fishing locations and fishing gear type from onboard Automatic Identification System (AIS) data (Global Fishing Watch, 2019). A more detailed description of the dataset can be found in Kroodsma et al. (2018). While GFW is the best available proxy, it does not include many fishing activities, as not all fishing vessels have AIS onboard. Generally, the vessels without AIS are smaller than the minimum size to require AIS or from nations with less maritime law enforcement. For example, in the Mediterranean and Black Seas, 83 and 91% of fishing vessels are below the 15 m length at which AIS is required (Food and Agriculture Organization of the United Nations, 2011). Recent analyses show that the majority of fishing vessels are small scale, and approximately 30% of the global fleet is still non-motorized (Rousseau et al., 2019). This means that the majority of fishing vessels in many regions, usually smaller vessels fishing closest to shore and in the developing world, are absent from our analyses. However, small vessels without electrical systems are more difficult to outfit as data collectors and are therefore less likely to be used for ocean measurement purposes.

In this analysis, we have not included all fishing activities, but only those from fishing gear types judged ideal for collecting complete top to bottom oceanographic data profiles, based upon bottom contacting behavior. The following gear types, as defined by GFW, were included in our analysis: fixed gear, pots and traps, trawlers, set longlines, dredge fishing, and set gillnets. Many additional fishing gear types could be, and are, utilized as ocean data collection platforms, such as purse-seines (Martinelli et al., 2012). However, the gear classifications selected are the simplest gear types to integrate sensors with in order to collect complete water column profiles. For the section “Method Validation,” New Zealand gear classifications were matched to the appropriate GFW classifications.

**Mapping of Spatial Distributions and Quantification of Coverage**

Both observations and fishing activity were gridded onto a 0.5° latitude and longitude grid, which is approximately equivalent to 56 km at the equator. A 0.5° degree grid is larger than most ocean modeling grids, but was chosen for visualization purposes to show the intended large-scale patterns of this study. Fishing distribution and observations are quantified as the number of fishing events or transmissions of data from platforms occurring in each grid rectangle over a 1-month period. The resulting maps display the mean of the monthly number of observations or fishing events for 2017 and 2018.

The coverage of both fishing distribution and current observations are grouped into three bottom depth classes: 0 to 200 m, 200 to 500 m, and 500 m and deeper. A depth and corresponding depth class were assigned to each fishing and observational latitude-longitude location. The bathymetric depths were extracted on a 0.1° grid from the ETOPO1 database hosted by NOAA, which was accessed through the marmap package (Pante and Simon-Bouhet, 2013).

The percentage of the total area shown in each map for each depth class that was observed or fished for each month was calculated as follows:

\[ P_\% = \frac{\text{one measuring station is present in the depth class}}{\text{Total number of grid cells} (0.5^\circ) \text{ in the depth class}} \times 100 \]

This method was used for the different regions of interest and globally in 2017 and 2018. The mean percentage covered of each depth class are presented below with bar charts, with error bars quantifying the variability between months. All analyses and visualizations are done using RStudio (RStudio Team, 2015).

In the resulting maps, bathymetry is indicated via contours corresponding to three depth classes going from lighter (shallower) to darker (deeper) blue. These depth color classes, 200 m and shallower (shelf), 200 to 500 m (shelf-break), and 500 m and deeper (deep ocean) are the same depth classifications in both the bar and pie charts. In addition to maps showing...
both ocean observation and fishing coverage and corresponding number of occurrences of each, a third map shows grid cells with at least one ocean observation or fishing event, as well as grid points where there is overlap.

The mean, standard deviation (SD), and coefficient of variation (CV) of the percent coverage for each depth class, are calculated for both fisheries and observations for all focus regions and globally from the 24 monthly bins resulting from all months in 2017 and 2018. For each depth class, the means between fishing and observation percent coverage are compared with a paired $T$-test. $P$-values are the statistical significance assuming a two-tailed normal distribution. The tests were analyzed at a significance level of $\alpha = 0.05$.

RESULTS

Method Validation

The availability of fishing and ocean observation platform data from regional and operational New Zealand data sources enabled a comparison of New Zealand global to regional data sources that were used as a validation of the global proxy results from using GFW and global observation databases (Figure 3).

The GFW fishing distribution map (Figure 3C) shows the same broad spatial pattern as the more precise New Zealand data set shown in Figure 3D. Similarly, the pattern shown by the global observation databases closely matches that shown by the local databases, with the majority of observations occurring in the
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**FIGURE 3** | New Zealand comparison of global (A,C,E) and local data sources (B,D,F). (A) Mean monthly number of sub-surface observations from the global observation databases used in subsequent analyses. (B) Mean monthly number of sub-surface observations from local observation databases. (C) Mean monthly number of fishing events judged suitable for potential data collection from GFW data. (D) Mean monthly number of fishing events judged suitable for potential data collection from local databases. Data were provided by the New Zealand Ministry for Primary Industries (MPI) and prepared by David Middleton of Pisces Research Ltd. Bathymetry is indicated via contours corresponding to three depth classes going from lighter (shallower) to darker (deeper) blue matching the 200 m and shallower, 200 to 500 m, and 500 m and deeper depth classifications in other figures. (E,F) Corresponding to the data sources from the above maps, the grid cells with at least one fishing event or ocean observation, with overlap between the two plotted in purple.
FIGURE 4 | Comparison of mean monthly observation and fishing coverage, divided by depth category, between New Zealand local data sources (top) and the global data sources used in subsequent analyses (bottom). Existing observations (light blue) and Fisheries (dark blue) indicate the percentage of the ocean area within a depth class where data were collected or fishing activity occurred. Standard deviation error bars quantify temporal variability of coverage between months. Note: the secondary for fisheries percent coverage is 10× that for current observations.

TABLE 1 | Summary statistics comparing observation and fisheries coverage in the New Zealand focus region. Standard deviations (SD) correspond to (Figure 4) error bars, and CV is coefficient of variation. Raw, monthly New Zealand fisheries data were not available for T-test comparisons, with mean and SD calculated prior to the data delivery.

| Depth | <200 | 200–500 | >500 |
|-------|------|---------|------|
|       | Mean | SD      | CV   | Mean | SD    | CV   | Mean | SD    | CV   |
| G Observations | 0.16 | 0.56   | 3.59 | 1.27 | 1.01  | 0.80 | 7.53 | 0.99  | 0.13 |
| NZ Observations | 1.06 | 0.44   | 0.41 | 2.08 | 1.08  | 0.52 | 8.02 | 0.83  | 0.10 |
| G Fisheries     | 73.23| 13.14  | 0.18 | 35.57| 6.40  | 0.18 | 4.20 | 0.80  | 0.19 |
| NZ Fisheries    | 67.58| 3.28   | 0.05 | 61.58| 7.65  | 0.12 | 9.73 | 0.94  | 0.10 |
| T-score         |      |        |      |      |        |      |      |        |      |
| P-value         |      |        |      |      |        |      |      |        |      |

The differences between observation and fishing coverage are statistically significant in all depth classes (1), although the raw data was unavailable to use local fishing in T-tests. There are also lower magnitude yet significant differences between both sets of global and local observation data sources. On the observations side, the data set discrepancies are most significant in the deeper open oceans (maps A and B). An exception to this pattern is that there are observations originating from the OceanSites program (red points in map A) that are in the global databases but were not included in the local data bases. Additional exceptions occur from R/V CTD profiles that are included in Figure 3B but not Figure 3A. The coverage percentages divided into depth classes result in similar patterns using both global and local data sources for the New Zealand region (Figure 4).
shallow shelf depth class. One notable factor in this discrepancy is that many of the local shelf observations came from R/Vs (Supplementary Figure 6). However, this coverage difference is less than one percent, with fishing coverage greater by a factor of at least 63. The most notable difference in fishing coverage is in the middle depth shelf-break region (Figure 4 and Table 1), with GFW missing almost half of the fishing activity in this depth class. However, this discrepancy means that the subsequently presented results likely under-estimate the strength of the pattern of fishing activity being concentrated where observations are lacking.

Monthly variability in coverage for both fisheries and current observations is shown by the SD error bars (Figure 4) and CV (1). There is general agreement between the magnitude of the error bars comparing the local and global data sources, with the exception that local shelf fishing is 3.2% standard deviation while global shelf is 13% (Figure 4 and Table 1). This difference in standard deviation is likely related to spatial discrepancies which can be seen in the coastal waters when comparing the global and local fishing maps (Figures 3C,D). The GFW data has more strongly concentrated hotspots of coastal fishing, whereas, the local data shows a more evenly distributed coastal fishing effort. In all depth classes, the CV is lower for local fisheries coverage than from the GFW coverage (Table 1). The pattern shown by the New Zealand fisheries data of more evenly distributed and temporally consistent coverage is superior for integrated ocean observation than the pattern shown by the global GFW data that is used in subsequent analyses.

Additional Focus Regions

The pattern shown in New Zealand is repeated in the other two focus regions: fisheries are concentrated in shallower waters, while physical sub-surface observations are concentrated in the deeper waters.

Alaska

In Alaska, the majority of fishing effort is concentrated on the shallower Bering Shelf and Aleutian Ridge (Figure 5B). Subsurface ocean observations are mainly in the deep waters in the Gulf of Alaska (Figure 5A).

The northernmost observations in the Beaufort Sea are from XBTs. The upper half, latitudinally, of the ocean surface shown in Figure 5 can be covered by sea ice. The observations that are on the continental shelf are from two short-term shallow Argo missions, moored buoys, and marine mammals.
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**FIGURE 5** | (A) Mean monthly number of sub-surface observations for the Alaska region. (B) Mean monthly number of fishing events for judged suitable for potential data collection. (C) Distribution of both fishing events and ocean observations, with overlap between the two plotted in purple. Note: waters north of 60° are often covered by sea ice, making difficult both fishing and ocean observation.
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**FIGURE 6** | The Alaska region monthly mean global data sub-surface observation and fishing coverage per depth category. Existing observations (light blue) and Fisheries (dark blue) indicate the percentage of the ocean area within a depth class where data were collected or fishing activity occurred. Standard deviation is shown with the error bars to quantify temporal variability of coverage between months.
TABLE 2 | Summary statistics comparing observation and fisheries coverage in the Alaska focus region. SD corresponds to (Figure 6) error bars.

| Depth | Observations | Fisheries |
|-------|--------------|-----------|
| <200  | Mean         | SD        | CV       | Mean         | SD        | CV       |
|       | 0.93         | 0.79      | 0.85     | 13.56        | 5.94      | 0.44     |
| 200–500| Mean         | SD        | CV       | Mean         | SD        | CV       |
|       | 0.25         | 0.90      | 3.54     | 14.79        | 5.96      | 0.40     |
| >500  | Mean         | SD        | CV       | Mean         | SD        | CV       |
|       | 4.24         | 0.60      | 0.14     | 3.93         | 1.47      | 0.37     |

T-score | P-value |
Fish vs Obs | 10.537 | 2.82E-10 |
Fish vs Obs | 12.196 | 1.60E-11 |
Fish vs Obs | −0.937 | 0.358 |

FIGURE 7 | (A) Mean monthly number of sub-surface observations for the North Atlantic region. (B) Mean monthly number of fishing events for judged suitable for potential data collection. (C) Distribution of both fishing events and ocean observations, with overlap between the two plotted in purple. Note that Northeast Greenland, above 71° North, is a national park where fishing is not allowed. In addition, much of the water around Greenland and Baffin Island is covered by sea ice for at least part of the year, making difficult both fishing and ocean observation.
Monthly maps for both observations and fisheries for all focus regions, in addition to maps plotting platform types are included in the Supplementary Material (Supplementary Figures 1–4, 7–9, 11–13).

In Alaska, observation coverage is the highest in the deep ocean at 4.2%, where fishing coverage is at its lowest at 3.9% (Figure 6, Table 2). In contrast, on the shelf-break, the observation mean coverage was 0.3%, while fishing coverage was 15%. The difference between observation and fishing event mean coverage percentages in the shelf and shelf-break (Figure 6) is substantial and statistically significant, while in the deep ocean it is not (Table 2).

Alaska exhibited the highest monthly variability in coverage for both fisheries and existing observations, as shown by the SD error bars (Figure 6), CV (Table 2). December has the lowest fishing coverage and June and July the highest (Supplementary Figure 8). Shallow water Argo deployments in the ice-free summer and early fall, as well as significant marine mammal observations, contributed to irregularity in observation coverage in the shallower depth classes in Alaska (Supplementary Figures 7, 9, 10).

**North Atlantic**

In the Northern Atlantic region, the majority of the existing observational network is in the deep ocean in the Labrador Sea, the Greenland Sea, the Norwegian Sea, and the deep areas of the North Atlantic Ocean (Figure 7A). The majority of the fishing effort is concentrated on the shallower shelf regions in the Barents Sea, Norwegian Shelf, and Icelandic Shelf (Figure 7B). The observations that are on the continental shelf include some shallow Argo missions, moored buoys, marine mammals, glider missions, and mini-loggers (Supplementary Figures 13, 14).

The North Atlantic has the highest overlap between observation and fishing distribution of any focus region (Figure 7C). However, highest concentrations of fishing activity are in regions where observation coverage is sparse.

In the North Atlantic focus region, monthly observation coverage is highest in the deep ocean at 6.5%, whereas fishing coverage is at its lowest at 8.8% (Figure 8, Table 3). In contrast, shelf observations had an observation mean coverage of 1.9%, while mean fishing had a coverage of 43%. The difference in mean coverage percentages in the shelf and shelf-break is substantial and statistically significant, while in the deep ocean it is significant but less substantial (Figure 8, Table 3).

The CV, indicative of relative monthly coverage variation, is higher for observations than for fishing, with the exception of the deep ocean (Table 3). The mean fishing coverage in the North Atlantic in the deep ocean of 8.8% is more than twice that of any other focus region, with the exception of New Zealand local data. The North Atlantic deep fishing coverage is associated with more seasonal variation indicated by a larger CV than shallow depth classes. This deep ocean fishing is responsible for the large areas of overlap between observation and fishing coverage (Figure 7C).

**TABLE 3** Summary statistics comparing observation and fisheries coverage in the North Atlantic focus region.

| Depth | <200 | 200–500 | >500 |
|-------|------|---------|------|
|       | Mean | SD      | CV   | Mean | SD      | CV   | Mean | SD  | CV  |
| Observations | 1.94 | 0.32 | 0.17 | 1.02 | 0.30 | 0.29 | 6.50 | 0.76 | 0.12 |
| Fisheries   | 43.31 | 4.25 | 0.10 | 24.98 | 2.91 | 0.12 | 8.84 | 3.59 | 0.41 |

| T-score | P-value | T-score | P-value | T-score | P-value |
|---------|---------|---------|---------|---------|---------|
| Fish vs Obs | 48.127 | 1.36E-24 | 39.933 | 9.48E-23 | 3.347 | 0.003 |
Global Ocean

The patterns of high fishing activity in areas with lower observation coverage shown above for New Zealand, Alaska, and the North Atlantic are repeated in shelf seas around the world (Figure 9).

Inspection of the overlap between fishing events and ocean observations globally (Figure 9C) indicates that the North Atlantic focus region is one of the regions with highest overlap (Figure 7C). For future integration of fishing vessel-based ocean observation it will be important to identify where vessels and fleets operate in order to maximize complementarity with existing observation platform coverages. Notable exceptions to shelf seas being heavily fished can be seen in polar regions often covered by sea ice and the Indonesian archipelago. However, Indonesia is not actually a region of low fishing, but rather an area with low vessel AIS coverage (Kroodsma et al., 2018). Shelf or coastal regions will generally be associated with fishing, unless it is covered with sea ice, or fishing is prohibited.

The observation coverage percentages for the global ocean are similar to those shown in the previous focus regions with monthly observation coverage highest in the deep ocean at 6%. The deep ocean fishing coverage is lower than all focus regions.

![Figure 9](https://example.com/figure9.png)

**FIGURE 9** | (A) Mean monthly number of sub-surface observations for the Global Ocean. (B) Mean monthly number of fishing events for judged suitable for potential data collection. (C) Distribution of both fishing events and ocean observations, with overlap between the two plotted in purple.
Van Vranken et al. Fishing Gear as a Data Collection Platform

FIGURE 10 | The Global Ocean monthly mean global sub-surface observation and fishing coverage per depth category.

TABLE 4 | Summary statistics comparing observation and fisheries coverage for the global ocean.

| Depth | <200 | 200–500 | >500 |
|-------|------|---------|------|
|       | Mean | SD      | CV   | Mean | SD  | CV   | Mean | SD | CV   |
| Coverage (%) |       |         |      |      |     |      |      |     |      |
| Observations | 1.13  | 0.24    | 0.21 | 1.31 | 0.20 | 0.15 | 5.95 | 0.37 | 0.06 |
| Fisheries    | 24.45 | 2.03    | 0.08 | 15.94| 1.05 | 0.07 | 1.45 | 0.22 | 0.15 |

|       | T-score | P-value | T-score | P-value | T-score | P-value |
|-------|---------|---------|---------|---------|---------|---------|
| Fish vs Obs | 59.681  | 1.00E-26 | 66.182 | 9.42E-28 | 57.858 | 2.04E-26 |

FIGURE 11 | Percent contribution by each platform to total observational instances. Note: the number of observations a moored buoy delivers is capped by our methodology at once per day.

at 1.5% (Figure 10, Table 4). In the shelf-break and shelf depth classes, fishing mean coverages are lower than New Zealand and the North Atlantic, but higher than Alaska. The differences in mean coverage percentages in all depth classes (Figure 10) are substantial and statistically significant (Table 4).

When spread across the globe, the monthly variability in coverage for both fisheries and observations shown by the SD error bars (Figure 10), and SD and CV (Table 4), is lower than any of the focus regions. All focus regions have a relatively high degree of seasonality that affects both ocean observation and fishing.

In the deep ocean with highest coverage percentage, sub-surface observation is dominated by Argo floats, while on the shelf and shelf-break there is a mixed contribution from other platform types, with XBTs dominating the shallowest shelf depth class observations; however, Argo floats allow the largest spatial coverage worldwide (Figure 11).

Pie charts for platform types, as well as fishing gear types globally, are included for all focus regions in the Supplementary Material (Supplementary Figures 5, 6, 10, 14, 16). Shallow shelf and coastal regions have less observation coverage due to a lack of Argo floats operating in these regions. Fishing activity well suited
for oceanographic data collection takes place in these regions lacking sub-surface data.

**DISCUSSION**

The spatial distribution of fishing activities that are well suited for sensor integration correspond to gaps in shelf and shelf-break sub-surface observation coverage. The results from New Zealand comparing local and global data sources indicate that estimates of existing observation coverage and fishing activity coverage from GFW is adequately accurate for presenting the intended large-scale coverage patterns when compared to local datasets. Indeed, the true opportunities for integrating ocean observation with fishing are likely underestimated in the presented analyses. When compared with GFW, the patterns shown by the local New Zealand fishing data are more spatially and temporally advantageous for ocean observation purposes.

Globally aggregated multi-platform databases, primarily EMODnet Physics, enable a wide range of large-scale gap analyses similar to those presented. An unexpected result of the global versus local New Zealand observation data was that there were two platforms present in the global data hubs, but not locally (**Figure 3**). Indeed, these two STM and SAM deep-ocean biophysical moorings used to exist (Nodder et al., 2016), but do not appear to have been sustained into 2017 or 2018. This possible false positive from JCOMMOPS is a testament to the importance of keeping meta-data updated for the coordination of global ocean observing.

Another interesting finding from the New Zealand comparison was that including the R/V CTD casts that were transmitted in near real-time did not substantially alter the resultant patterns (**Figure 3**). While these CTD casts did compose a significant fraction of the total shelf and coastal observations (**Supplementary Figure 6**), there were so few total observations here from either data set that they did not significantly alter the broader pattern.

The AIS based GFW data underestimated the fishing activity in both the shelf and deep seas in the New Zealand region (**Figure 4**). The fisheries in all three focus regions are often large scale and well monitored, with the majority of vessels being equipped with AIS. It is likely that the AIS based methods further underestimate fishing coverage in waters from the smaller scale fisheries especially of developing nations, such as Indonesia. Therefore, the presented opportunity of fishing activities to contribute to ocean observation is likely substantially underestimated by analyses based upon GFW data.

The fishing industry varies substantially in scale, economy, and practices based upon location and fishery. Programs ranging from the Adriatic Sea to the Gulf of Maine indicate that using fishing gear as a platform for sensors has the potential to be applied to a diverse set of fisheries and regions. The pattern of coastal and shelf seas lacking *in situ* ocean observations, yet being heavily fished, is repeated beyond the three focus regions presented, throughout the world (**Figure 9**). Collaborative ocean observation systems are successfully demonstrated with a range of fisheries and diversity of locations (Manning and Pelletier, 2009; Leblond et al., 2010; Patti et al., 2016; Roughan et al., 2020).

The spatial overlap of fishing with gaps in observation coverage shows a potential for data collection integrated with fishing to fill spatial gaps and compliment the observations from other platforms. Instrumented fishing vessels that fish close to a higher-resolution moored buoy or CTD could be used for instrument validation. In turn, fishing vessels could increase the effective observation range of higher resolution instruments. Gliders and fishing vessels are both well suited to observe shelf-break zones; however, vessels normally return to port with approaching storms. Coordination between glider and fishing vessel programs could enable gliders to be operated efficiently when their data would have the most impact in hazardous weather.

The spatial and temporal patterns of fishing will depend upon a range of factors including: weather, market forces (Little et al., 2009; Russo et al., 2015), ecosystem and biological factors (Gillis, 2001; Dickey-Collas et al., 2014), as well as management and regulations (Graham et al., 2007). Monthly maps of both fishing and observation coverage are included in the **Supplementary Material** (**Supplementary Figures 1–3, 7, 8, 11, 12**). In line with the conclusions of Kroodsma et al. (2018), we observed less seasonal fluctuation than expected. The relative seasonal consistency, especially in shallower water, was an unexpected finding that requires further vessel-by-vessel analysis to investigate the consistency of individual potential observation platforms.

On a global scale, the spatial distributions of fishing activities are an advantage, concentrating potential collection platforms where needed. Shallow shelf seas and near-coastal waters with variable benthic features and high maritime traffic put autonomous platforms and buoys at risk of bumping into the hazardous bottom (Siiriä et al., 2019). The physical irregularity of bathymetric features such as shelf edges disrupt water mass movement, often triggering mixing zones, oceanographic fronts and local upwelling (Cohen and Wright, 1979). Such areas are associated with high rates of primary production, forming the basis for productive ecosystems, which includes fish (Jennings et al., 2001; Scales et al., 2014). Since fish concentrates on these dynamic shelf seas and coastal waters, fishing efforts are focused here (**Figures 3, 5, 7, 9**). Frontal mixing zones, boundary currents, and other sub-mesoscale phenomena require more observations due to their compact spatial and short temporal scales (Schmidt et al., 2019). Resolving these interfaces is essential for physical ocean models, but a particular challenge in coastal waters (She et al., 2016, 2019).

Fishing vessels come into port at frequent intervals, offering opportunities for servicing and sensor calibration. Argo floats have an operational lifespan of four years, during and after which they are almost never recovered. Maintenance or calibration cannot be performed during deployment. Data accuracy, especially for parameters such as salinity, is problematic due to instrument drift (Ingleby and Huddleston, 2007). While this article has focused on subsurface temperature, regular trips back to ports suggest that fishing vessels and gears could also be suitable platforms for sensors requiring frequent calibration. Opportunities for regular calibration, combined with continued sensor developments, may enable fishing vessels to become cost-effective platforms for measuring biogeochemical parameters, as was examined during the NeXOS project (Martinelli et al., 2014, 2018).
Experiments adding acoustic receivers to lobster traps in the eMOLT project for tagged animal telemetry yielded positive results (Goulette et al., 2014). Combining biogeochemical parameters with both the physical parameters discussed in this document and biological species catch data already recorded on fishing vessels means that fishing vessels can be a multidisciplinary platform for simultaneous observation of parameters in all three categories of Essential Ocean Variables (EOVs) as defined by the Global Ocean Observing System: Physics, Biogeochemistry, and Biology (Farcy et al., 2019). In a recent review, Farcy et al. (2019) identify developing an understanding of the dynamic coupling and feedback mechanisms between ocean physics, biogeochemistry, and biology as a key principle in guiding future coastal ocean observation technologies and programs. Both the FOOS and eMOLT programs add surface weather stations to some vessels, extending the data collection capabilities beyond EOVs to atmospheric Essential Climate Variables (Bojinski et al., 2014; Patti et al., 2016).

Directly coupling ocean data with catch data presents an array of opportunities to advance ecosystem-based fisheries management by correlating species distribution with oceanographic conditions (Carpi et al., 2015; Grüss et al., 2018; Jacox et al., 2020). The eMOLT bottom temperature data has recently been incorporated into lobster stock assessment to correct for temperature dependant changes in lobster catchability (Shank, 2020). Building mechanistic understandings of relationships between physical ocean conditions becomes increasingly important as a changing climate disrupts previous correlations between physics and biology (Schmidt et al., 2019; Litzow et al., 2020).

Integrated and multi-purpose data collection can improve communication and facilitate collaboration between marine sciences and the fishing industry, who despite sharing a range of common interests and goals, do not often directly interact. Commercial fishers live their lives subjected to the ocean conditions and weather and depend upon a healthy ocean ecosystem. Stakeholder involvement in collaborative research achieves a range of benefits beyond that of simply providing in situ marine data. These collaborations accomplish public outreach and education while helping to democratize the scientific process (Gawarkiewicz and Malek Mercer, 2019; Mackenzie et al., 2019). Fishers are often aware of phenomena and changes in the ocean before the scientific community (Gawarkiewicz et al., 2012; Stephenson et al., 2016) and can contribute to the process of developing new observing strategies and/or marine data products. Therefore, the benefits of engaging the fishing industry in the scientific process are not limited to simply using their gears and vessels as data collection platforms. Presented demonstrate that fishing activities are already taking place, not only where data are lacking, but also where it is needed by many ocean model and forecast users: in the dynamic shelf seas and coastal regions. While the deep oceans are best covered by autonomous Argo floats, fishing coverage is often over an order of magnitude higher than today's observation coverage in shallower seas. Collaborative data collection with the fishing industry presents an opportunity to supplement the ocean observation systems of today. Data collection opportunities are not limited to sub-surface physical parameters, but they can be extended to co-locate a range of EOVs. Looking beyond physical oceanography, there are a host of potential multidisciplinary data uses and benefits to collaborative data collection with fisheries. Engaging the fishing industry as an ocean data collector is beneficial to both oceanographic and fisheries communities.
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## GLOSSARY

| Abbreviation/Acronym | Full Name | Brief Description |
|----------------------|-----------|-------------------|
| AIS                  | Automatic Identification System | Vessel tracking system |
| AODN                | Australian Ocean Data Network | Australian program affiliated with IMOS |
| ACOOS               | Alaska Ocean Observing System | Regional node of IOOS |
| ASAP                | Automated Shipboard Aerological Program | Joint IOC/WMO atmospheric profiling program |
| AtlanticOS         | Atlantic Ocean Observing Systems | Project enhancing Atlantic Ocean observing |
| AUV                 | Autonomous Underwater Vehicle | Ocean observation platform |
| BDC                 | Bering Data Collective | Organization promoting fisheries data collection |
| CMEMS               | Copernicus Marine Environment Monitoring Service | European marine data organization |
| CNN                 | Convolutional Neural Network | A machine learning classification method |
| CNR                 | National Research Council of Italy | Italian National Research Council |
| CORA-IBI            | Coastal ocean database for ReAnalysis – Ireland–Biscay–Iberia | In situ temperature and salinity ocean dataset |
| CTD                 | Conductivity Temperature and Depth | Sensor instrument type |
| DBCP                | Data Buoy Cooperation Panel | Joint WMO/IOC buoy initiative |
| DOOS                | Deep Ocean Observing Strategy | GOOS program for deep ocean observing |
| EMOnet              | European Marine Observation and Data Network | EU and Global Marine data portal |
| eMOLT               | Environmental Monitoring on Lobster Traps and Large Trawlers | Fishing ocean observation program in the US |
| EOV                 | Essential Ocean Variable | As defined by GOOS |
| ERDDAP              | Environmental Research Divisions Data Access Program | Flexible data server |
| FAO                 | Food and Agriculture Organization | United Nations organization |
| FOOS                | Fishery & Oceanography Observing System | Fishing ocean observation program in Italy |
| FOS                 | Fishery Observing System | Precursor to FOOS |
| GFW                 | Global Fishing Watch | Organization tracking fishing activity |
| GLOSS               | Global Sea Level Observing System | GOOS component |
| GOOS                | Global Ocean Observing System | Global ocean observation coordinating body |
| GO-SHIP             | Global Ocean Ship-Based Hydrographic Investigation Program | R/V survey coordinating body |
| HFR                 | High Frequency Radar | Radar network for monitoring coastal currents |
| IAPB                | International Arctic Buoy Program | Coordinating body for drifting buoys in the Arctic |
| ICDC                | Integrated Climate Data Center | Climate database for in situ and satellite data |
| ICES                | International Council for Exploration of the Sea | Fisheries assessment and in situ data organization |
| IFREMER             | Institut Français de Recherche pour l’Exploitation de la Mer | French oceanographic institution |
| IMOS                | Integrated Marine Observing System | Australian program associated with AODN |
| IOC                 | Intergovernmental Oceanographic Commission | United Nations organization |
| IODE                | International Oceanographic Data and Information Exchange | IOC/UNESCO program |
| IOOS                | Integrated Ocean Observing System | United States national observing system |
| IPCC                | Intergovernmental Panel on Climate Change | Body of the United Nations |
| JCOMMOPS            | Joint technical Commission for Oceanography and Marine Meteorology in situ Observations Program | In situ coordination program under IOC/UNESCO |
| MPI                 | Ministry for Primary Industries | New Zealand ministry |
| NERACOOS           | North Eastern Regional Association of Coastal Ocean Observing System | Regional node of IOOS |
| NOAA                | National Oceanographic and Atmospheric Administration | United States scientific agency |
| OOI                 | Ocean Observing Network | Full depth global buoy network |
| ODIN WESTPAC       | Ocean Data and Information Network for the Western Pacific | Western Pacific data network |
| OECD                | Organization for Economic Co-operation and Development | Intergovernmental economic organization |
| PANGAEA             | | German library for earth & environmental data |
| R/V                 | Research Vessel | Ocean Observation Platform |
| Recopesca          | | Fishing ocean observation program in France |
| SAON                | Sustaining Arctic Observing Networks | Arctic data organization |
| SOOP                | Ship Of Opportunity | Ocean Observation Platform |
| SOOS                | Southern Ocean Observing System | Scientific Committee on Antarctic Research initiative |
| T-MEDNet            | Temperature-Mediterranean Network | SCUBA diver-based observation network in coastal ecosystems |

(Continued)
### Abbreviation/Acronym  | Full Name                          | Brief Description
---                      | ---                               | ---
VOS                      | Voluntary Observing Ship          | A WMO data collection program
WMO                      | World Meteorological Organization  | United Nations organization
XBT                      | EXpendable Bathy/Thermograph       | Ocean observation platform