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Abstract. Recommendation system have become one of the most well-liked and accepted way to solve overload of information or merchandise. By collecting user's personal data for processing, suitable lists of information or merchandise are provided to the potential consumers. For online business, recommendation systems have become an extremely effective revenue driver and developed rapidly. Although recommendation systems are great beneficial, directly exposing privacy data to the recommender may lead to leakage of privacy and cause risks. Therefore, quality of recommendation and privacy protection are both important metrics in recommendation. In this paper we present a review investigating development in recommendation systems with privacy protection, including the definition of privacy, classification of privacy leakage, taxonomy of privacy, measuring of privacy risk, policies for privacy protection, approaches of privacy protection and models of privacy protection. We also speculate on the future direction.

1. Introduction
Recommender systems have attracted lots of attention since they alleviate the information or merchandise overload problem for users. As it is known, recommender systems aim at recommending information items or social elements that are likely to be of interest to users. By collecting characteristics of the individual, explicitly or implicitly, such as gender, occupation, location, age, click rate, rating of merchandise, and so on. Automated recommendation systems are essential for users to discover information and merchandise they love and for supplier to reach appropriate audience. Meanwhile, improper collection, storage and transmission of data of users, increase the probability of leakage of users’ sensitive data. When sensitive data exposed to the malicious even in a short period of time, bad things were primarily caused and the victims suffered irreversible injury. Therefore, in recent years, a number of researchers had sought to make a better system which could maintain the accuracy of recommendation while preserving user privacy. In this case, there is a clear need for the designer to understand what kind of data should be taken into account as sensitive data, in which way privacy leakage emerge, and how to evaluate the risk.

The rest of this paper is organized as follows. in section 2, basics of structure and techniques of recommendation systems are firstly presented. Then, we propose definitions of privacy in recommendation system and present a classification of privacy. Finally, we list evaluation method for privacy risks, as we try to figure out multiple ways by which such leakage occurs, accordingly. In Section 3, we describe the remarkable work for privacy protection in this field. And this section is divided into two parts: policies, approaches; we describe these parts explicitly. in section 4, we will discuss the future research should be noticed, and in section 5, we conclude the paper.
2. Recommender systems and privacy protection

2.1. Structure and technique for recommender system

Recommendation systems have drawn an increasingly broad range of interest since early 1990s. Nowadays, recommendation systems are widely deployed for online services. Areas where recommendation systems are widely used include e-commerce websites, movies websites, vide websites, music websites, social networking operators, reading websites, location-based services operators, personalized email, and advertising. By collecting characteristics of the individual, explicitly or implicitly, such as gender, occupation, location, age, click rate, rating of merchandise, and so on, automated recommendation systems are essential for users to discover information and merchandise they love and for supplier to reach appropriate audience. Although different websites may use different recommender technologies, in general, almost all recommender applications are composed of three parts: the display page in the foreground, the log system in the background and the recommendation system algorithm. Therefore, this paper tries to focus on these three parts when introducing different personalized recommendation systems. Based on the algorithm, recommender systems can be divided into four categories. The first approach adopted is based on collaborative filtering, which works by evaluating user preference through exploiting user feedback data so as to compare the similarity of new users or users' preference, and give recommendation lists of similar users in history profile. The second one is based on content, by calculating the characteristics of the content or goods that users have browsed, collected or purchased, generate lists of content or goods with similar characteristics. The third method is based on humanistic and social information. By analyzing the information provided by users when they log in or register, a preliminary recommendation list is generated, which is usually used in the case of 'cold start' with few user information. And the last one provides recommendations by learning external knowledge. Recently, motivated by the recent advances in deep learning, we lay out a vision of how deep learning techniques can be used in recommendation system. Although still experimental, deep learning has been found to be particularly useful in recommendation systems. The following Table 1 lists the four types of recommendation systems.

| Names                          | algorithms                                      |
|--------------------------------|-------------------------------------------------|
| Collaborative filtering        | Giving recommendation lists of similar users in history profile for a new one |
| Content-based                  | Generating lists of content or goods with similar characteristics |
| Based on humanistic and social information | Providing recommendations by analyzing the information provided by users when they log in or register |
| Knowledge-based                | Providing recommendations based on external knowledge |

2.2. Definition and classifications of privacy in recommender system

Research on recommendation system has a long tradition, and privacy protection in recommendation system has been of considerable interest to the community in recent years. The word privacy has a subtly various definitions, one of the most widely accepted definition of privacy should be ‘an individual’s claim to control the terms under which personal information identifiable to the individual is acquired, disclosed or used.’ [1] The above definition of privacy emphasizes the control of the information owner over it, rather than the inability to use the complete seal. Therefore, considering the use of information in the network. In the case of use, document [2] defines privacy as a collection of information related to individuals with the right not to be collected, retained or punished by others.
And it is enough to be made public at a given time, in a particular way, to a certain extent, in accordance with the wishes of the owner.

2.3. Evaluations method of privacy risks
The previous section has shown that possibility of privacy leak is very high in the process of recommendation system work, so how to evaluate the severity of privacy leak or the risk of privacy leak? In order to calculate the severity of privacy risk, a lot of work has been made. And most remarkable works related to these methods are showed in Table 2.

| Algorithms                                      | Refs.         |
|------------------------------------------------|---------------|
| Computing and scoring risk                      | [3][4][5][6][7]|
| Computing the leakage of users’ sensitive info  | [8][9][10]   |

2.4. Ways by which privacy leakage occurs
There are three main stages in the process of personalized service that may cause users' privacy concerns.

The first stage is user modeling. In this stage, users' personalized information preferences and needs are acquired and user models are established. The methods of obtaining personalized preferences and needs include explicit ways provided by users actively, such as basic attributes such as user name, user input keywords, user preference feedback, etc. And implicit ways such as tracking user's browsing behavior (such as number of clicks, browsing time, marking bookmarks, etc.) by reasoning after tracking user's behavior. After obtaining personalized information, the user model is obtained. After that, the user's personalized information needs should be represented by appropriate data structure to facilitate system processing and use, and then matching calculation with the model. Then, the user model should be updated according to the change of user's personalized needs.

Privacy concerns that arise during this phase include improper access, collection, monitoring, analysis, merging, transmission, storage data, and so on.

The second stage is calculation. At this stage, similarity calculation should be carried out to make later recommendation. Privacy concerns include [11] improper analysis, improper merging of data, improper transmission of data, identity fraud, etc.

And the last stage is generating results of recommendation. This stage is to get the recommended results after matching calculation. Privacy concerns arising from this stage include improper analysis, improper merging of data, improper transmission of data, and misleading recommendation.

From the above definition, it can be seen that in the three stages of personalized service, personal privacy is involved, such as personal basic information collected, personal interests and preferences, personal browsing behavior and content, and personal information is processed, transmitted, stored and calculated without user permission.

2.5. Approaches and model for privacy protection
Current research on privacy protection can be classified into two groups as strategies and methods[12], and in the following part, they will be discussed individually.

2.5.1. Strategies
Privacy protection strategy is a comprehensive description of the website on the user's personal information collection, use and other aspects of the protection strategy, the purpose is to make users clear about the privacy protection strategy of the website, so the privacy protection strategy of the website usually uses a lengthy text description to present in front of users. The expression of privacy protection strategy is to use machine-readable way to express the privacy protection strategy of the website.
In order to provide a public privacy policy standard for websites, several standards and specifications have been proposed by the World Wide Web Alliance and large companies and widely adopted by the industry. Among them, privacy preference setting strategy P3P [13], enterprise internal privacy strategies EPAL and XACML [14].

P3P enables Web sites to have a standard, machine-readable, XML-described privacy protection policy file, including the description grammar and semantics of privacy information collection, storage and use. Web users can set privacy preference parameters in the P3P software (user agent) according to their personal needs, and the web site visited will send the XML policy reference file to the user agent; User agent can automatically or semi-automatically match the privacy policy of the web site with the user's privacy preference parameters, and if matched, explain the user's privacy preference and the hidden site. Private policy accords with each other, and users can access the web site smoothly; otherwise, users have the right to decide whether to give up access to the web site or to modify their personal privacy preference parameters to continue their access to the web site. This process usually takes the form of dialog boxes to facilitate users to make choices. The P3P strategy can be used for the whole website, or a part of the website.

EPAL is developed by IBM for the purpose of describing the internal privacy policies used to process user data that is mastered by the enterprise. The strategy described in this language can be applied and automatically complied with by enterprise management system, and it is also a document in XML format. EPAL uses rules to describe privacy policies and EPAL vocabulary to describe rules. Each privacy rule includes rules, data users, data usage methods, data categories, use purposes, etc. It may also include rules of use conditions and compliance. Privacy rules are degraded by priority. When in use, the system matches EPAL privacy rules with requests sent, and the matching results determine whether requests are allowed or rejected.

XACML, like EPAL, is a language for describing privacy policies within an enterprise. It also uses XML standard language. However, XACML has good universality, reusability, portability, distributability and extensibility [15]. It makes XAML not only have access to control policies, but also have more privacy policies than EPAL. So it has superiority.

In summary, we can see that the privacy protection policy framework has been developed and widely adopted. However, privacy protection policy framework in the actual use of the process is not well implemented by only through announcement and lack of real technical measures to ensure the smooth implementation. Users also have no measures to determine whether the site can be implemented in accordance with its privacy policy.

2.5.2. Methods
Methods used in privacy protection of recommendation system can be divided into two categories: one is based on statistics, the other is based on cryptography. In recommendation system, statistical method is a practical method which takes account of the calculation cost. By eliminating the sensitive features in data, it can hide the user's privacy. Encryption technology is a more secure but computational resource-consuming method. By using homomorphic encryption technology, data can be completely protected without losing information, which can ensure the recommendation quality of recommendation system.

2.5.2.1. statistical methods
Statistical method is a mature privacy protection method with high computational efficiency. Usually, by removing features, confusion, adding noise and so on, the sensitive information in the data file storing user's behavior is concealed and the cost of malicious data collectors and attacker is increased.

A variety of anonymisation algorithms with dissimilar anonymisation processes have been proposed by different authors. Models like k-anonymity, l-diversity and t-closeness are the most approved and accepted methods that deliver appropriate outcomes in anonymisation. K-anonymity [16-18] and l-diversity [19] are the main accepted models on privacy to quantify the degree of privacy, for sensitive information revelation against record linkage attack and attribute linkage attacks,
respectively. Supplementary secrecy models such as t-closeness[18] and m-invariance [19] are also presented for numerous attack in privacy scenarios. Numerous anonymising processes are applied to maximize the advantage of anonymise data-sets, as well as suppression [20], generalization [21, 22], anatomisation [23], slicing [24], disassociation [25]. And most remarkable works related to these methods are showed in Table 3.

Table 3 A comparison of works by statistics methods

| Techniques          | Methodologies                                                                 | Refs.          |
|---------------------|------------------------------------------------------------------------------|----------------|
| k-anonymity         | It guarantees the information for each individual stays undistinguished for the other k-1 individuals in a data-set | [16][17][18]   |
| l-diversity         | It guarantees that the values of sensitive parameters are dissimilar in each equivalence class. | [19][20]       |
| T-closeness         | They indicate that the sensitive information distribution within each QI compared with its distribution in the original dataset should be close. | [21][22]       |
| Differential privacy| This is done by adding proper noise to a small sample of user’s usage pattern. | [23]           |
| Slicing             | By slicing the dataset.                                                      | [24]           |
| User clustering      | Hiding sensitive information by clustering individuals into group.           | [26][27]       |

2.5.2.2. cryptography methods

The concept of homomorphic encryption is proposed in document [28]. The special nature of homomorphic encryption enables us to directly perform some operations on ciphertext instead of plaintext operations to achieve the same results, which does not affect the confidentiality of plaintext data. Homomorphic encryption methods will play an important role in cloud computing and multi-party secure computing.

Multi-party confidential computing is the core technology of privacy protection in information society and one of the research hotspots in the international cryptography field in recent years. Multi-party confidential computing includes two or more participants, but it is collectively called multi-party confidential computing in academia. For two participants, it is sometimes called bilateral confidential computing. Multi-party confidential computing enables private data to be owned. Many participants can cooperate to use these private data for computation without revealing the confidentiality of their private data, thus enabling people to maximize the use of private data without compromising the privacy of the data. Recommendation system is a typical multi-party computation. And most remarkable works related to these methods are showed in Table 4.

Table 4 A comparison of works by cryptography methods

| Categories                        | Tech.                  | Refs.          |
|-----------------------------------|------------------------|----------------|
| Neighborhood-based collaborative filtering | Partially homomorphic encryption | [29][30][31] |
| Machine learning-based collaborative filtering | Partially homomorphic encryption | [32][33][34][35] |
| Machine learning-based collaborative filtering | Fully homomorphic encryption | [36]           |
| Content-based recommendation       | Partially homomorphic encryption | [37]           |
3. Future directions

(1) Efficiency
The efficiency of recommendation system depends largely on the time complexity and space complexity of the algorithm. Currently, cryptography-based privacy protection methods have advantages in security but consume more computing resources, which can not meet the immediacy of large recommendation systems. Statistical and confusion-based methods are often ineffective in dealing with malicious attackers who hold contextual information. Therefore, improving the system efficiency of cryptography is an important research direction.

(2) Malicious behavior discovery
For all kinds of cyber attacks against privacy, early detection and warning for victims is crucial. It is very useful to analyze and study the various malicious behavior patterns of privacy disclosure, and then to make the corresponding strategies.

(3) Adequacy
At present, most websites are compatible with privacy protection technologies. But privacy protection technologies such as P3P still have some incompleteness, which can not adequately express users' privacy protection needs. At the same time, these privacy protection technologies lack the corresponding technical and legal measures to ensure the implementation of their privacy protection strategies. Whether the expressed privacy protection needs can be realized is uncertain for users. Therefore, it is a future research direction to study the corresponding privacy description language which can fully describe users' privacy requirements and related technical guarantee measures. At the same time, it is also a research direction to study the methods and measures to facilitate users to understand and grasp whether the needs of personal privacy protection can be realized.

4. Conclusions
In this paper, we surveyed the literature related to privacy preserving recommendation services. We first presented the system architecture of personalized recommendation services, commonly adopted recommendation techniques, and privacy issues posed by personalized recommendation services. Then we described existing privacy-preserving techniques for recommendation services, which are classified into two broad categories: privacy-preserving policies and privacy-preserving methods. And a comparison of the existing works on privacy-preserving recommendation was made. Finally, we provided some discussion on future research directions.
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