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Abstract
Warm dense matter (WDM), an exotic, highly compressed state of matter between solid and plasma phases, is of high current interest, in particular for astrophysics and inertial confinement fusion. For the latter, in particular the propagation of compression shocks is crucial. The main unknown in the shock propagation in WDM is the behaviour of the electrons since they are governed by correlations, quantum and spin effects that need to be accounted for simultaneously. Here we describe the shock dynamics of the warm dense electron gas using a quantum hydrodynamic model. From the numerical hydrodynamic simulations, we observe that the quantum Bohm pressure induces shear force that weakens the formation and strength of the shock. In addition, the Bohm pressure induces an electron density response that takes the form of oscillations. This is confirmed by the theoretical analysis of the early stage of the shock formation. Our theoretical and numerical analyses allow us to identify characteristic dimensionless shock propagation parameters at which the effect of the Bohm force is important.
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1 INTRODUCTION

Warm dense matter (WDM), an exotic state on the border of plasma physics and condensed matter physics,[¹–⁴] is currently a very active research field. Among the occurrences are the interior of giant planets,[⁵–¹¹] brown and white dwarf stars,[¹²–¹⁴] and the outer crust of neutron stars.[¹⁵,¹⁶] In the laboratory, WDM is being produced via laser or ion beam compression, or with Z-pinch.[¹⁷] for a recent review. Aside from dense plasmas, also many condensed matter systems exhibit WDM behaviour—if they are subject to strong excitation, for example, by lasers or free electron lasers.[¹⁸,¹⁹] Among the important technological applications of WDM is indirect and direct drive inertial confinement pulsed power driven
fusion\textsuperscript{[20–22]} where electronic quantum effects are important during the initial phase of the target implosion. Laser or X-ray driven ablated plasmas accelerate the shell and produce a set of shock waves that compress and heat the target.

In addition to the role shocks play in laser, X-ray and pulsed power driven fusion targets, shocks play a crucial role in determining the equation of state (EOS) of materials at high pressures and densities. For lower pressures (less than a Megabar), static laboratory techniques such as diamond anvil cells are routinely used to obtain EOS data. Above a Megabar, however, high pressures need to be generated in the target via transient shock or ramp loading. For high pressure EOS experiments, the facilities that are mostly used are the National Ignition Facility, Omega laser at the Laboratory for Laser Energetic and the Z-Machine at Sandia National Laboratories. A well-established technique for obtaining EOS measurements for materials in the solid to WDM regime is based on producing a shock through either a planar or spherical target. Using the Rankine–Hugoniot relations, only the driver and shock velocities are required to obtain a mechanical EOS.\textsuperscript{[23–26]}

Characteristic of all these diverse, WDM systems is the important role of electronic quantum effects, moderate to strong Coulomb correlations and finite temperature effects. Quantum effects of electrons are of relevance at low temperature and/or if matter is very highly compressed, such that the temperature is of the order of (or lower than) the Fermi temperature, for a recent overview.\textsuperscript{[27]} Due to the simultaneous relevance of these effects, a theoretical description of WDM is difficult. Among the actively used approaches are quantum kinetic theory,\textsuperscript{[28–31]} quantum hydrodynamics\textsuperscript{[32–35]} and density functional theory simulations.\textsuperscript{[36–39]} The most accurate results for WDM, so far, were obtained via first principle computer simulations such as quantum Monte Carlo (QMC).\textsuperscript{[4,40–48]}

However, QMC simulations, so far, only describe thermodynamic equilibrium situations, including static and dynamic properties.\textsuperscript{[49,50]} On the other hand, first principles time-dependent approaches, such as quantum kinetic methods and time-dependent DFT (TD-DFT), only capture relatively short periods of time, on the femtosecond to picosecond scale. At the same time, phenomena such as shock propagation and various instabilities (such as Rayleigh–Taylor instability) take place at significantly larger length and time scales that are currently in accessible to the aforementioned ab initio methods. Naturally, due to the large number of involved particles, hydrodynamic modelling is the standard approach for this type of problem and is well established in the realm of classical physics. However, a strong density gradient at the front of the shock, in combination with the quantum degeneracy of the plasma, can require taking into account quantum non-locality, which is neglected in classical hydrodynamics. Therefore, quantum generalizations of hydrodynamics (QHD) are required.

QHD equations can be derived using different approaches. One can derive the many-body QHD equations using, as a starting point, the quantum kinetic equation governing the dynamics of the one-particle distribution in phase space (Wigner function). Similar to the classical case, the QHD equations follow from taking the moments of the distribution function in the kinetic equations.\textsuperscript{[51–53]} For correlated systems, this approach requires to use advanced quantum collision integrals that go beyond perturbation theory (second Born approximation, quantum Landau equation).\textsuperscript{[54–56]} In particular, non-ideality and dynamical screening effects should be included, which is becoming feasible within the recently derived G1–G2 scheme.\textsuperscript{[30,57]} An alternative method is formulated in terms of the orbitals from Kohn–Sham density functional theory (KS-DFT).\textsuperscript{[53,58,59]} In the KS-DFT, electronic non-ideality is included via the Kohn–Sham exchange-correlation (xc) potential, and the accuracy of the approach is solely determined by the quality of this potential.\textsuperscript{[60,61]} Although the KS orbitals are auxiliary quantities, the total density is physical and, in principle, can be calculated with high accuracy using the existing xc functionals that include finite temperature effects.\textsuperscript{[62]} A fourth approach to formulating QHD is based on the orbital-free density functional theory (OF-DFT).\textsuperscript{[32]} The quality of the OF-DFT-based QHD simulations depends on the approximation used for the non-interacting free energy density functional. The strength of this formalism is that it is accurate in the weak perturbation regime due to the connection of the force field to the density–density response function of electrons and the local field correction.\textsuperscript{[32]} The latter is accurately known from recent Quantum Monte-Carlo simulations.\textsuperscript{[63,64]} Additionally, the ongoing development of non-interacting energy density functionals could make OF-DFT-based QHD reliable beyond the linear response regime.\textsuperscript{[65]} Finally, Michta\textsuperscript{[66]} has recently taken the original approach of Madelung and extended the ansatz\textsuperscript{[67]} to many-body fermions by assuming a many-body wave function to consist of a product of anti-symmetrized, uncorrelated electrons in the form of plane-waves, with the density gradient used as an expansion parameter. He was able to obtain a many-body form of the QHD equation that included the Bohm potential for the average density, in addition to Thomas–Fermi and Dirac exchange pressure terms and Hartree effects. For an up-to-date overview of QHD, see the review articles by Manfredi\textsuperscript{[68]} and Bonitz et al.\textsuperscript{[27,59]}

Regardless of the theoretical basis, one common aspect of the various variants of QHD is the Bohm potential that provides an intuitive approach to quantum non-locality effects. Essentially, the Bohm potential represents the machinery behind the quantum tunnelling of electrons to a classically inaccessible region.\textsuperscript{[69]} While the Bohm potential for the single
electron case is known from the original works of Bohm,\cite{bohm1951von, bohm1952von} von Weizsäcker and Madelung,\cite{weizsacker1935,madelung1936} the validity range of the direct transfer,\cite{bohm1951direct, bohm1952direct} of this result to the many-electron case, where the electron probability density is replaced by the mean density, remained open. Only recently a qualitative and quantitative understanding of the Bohm potential for many electrons was achieved, based on ab initio calculations of the microscopic many-electron Bohm potential.\cite{graiani2008} An important conclusion of ref. \cite{graiani2008} is that the force on the electrons generated by the Bohm potential can be of the same order of magnitude as the force generated by the Thomas–Fermi pressure. In the case of a strong density gradient, the Bohm force can even exceed the latter. While ref. \cite{graiani2008} studied the model case of a harmonic density perturbation, here we concentrate on a specific experimentally relevant situation that is important in high-energy-density plasmas—shock waves.

In this work, we present the first results of quantum hydrodynamic modelling with an emphasis on the effect of the Bohm potential on the formation and propagation of a shock wave in WDM and quantum plasmas. The goal of this article is to better understand the role the Bohm potential plays in modifying the spatial structure of the shock. For this reason, even though we show the full QHD equations with many-body Coulomb forces and physical viscosity, the latter effects will be ignored in this paper so we can focus on the effect of the Fermi and exchange pressure terms in the spatial structure of the shock and how the Bohm force adds additional complexity. The Bohm force, which is the gradient of the Bohm pressure on the right-hand side of the QHD momentum equation, involves first-order, second-order and third-order derivatives of density with respect to space. Therefore one may anticipate that the Bohm potential will play a key role, especially in the presence of a density discontinuity. As we will see, this is indeed the case: the higher-order density gradients introduce an oscillatory force term into the momentum equation, which may significantly alter the spatial structure of the shock and, in particular, soften the discontinuity.

The article is organized as follows. Section 2 provides an overview of the QHDequations we will be using and presents a useful set of scaling relations that convert the QHDequations into dimensionless form that are dependent only on the Brueckner parameter. Section 3 summarizes the shock physics of classical fluids and outlines the approach we will take to describe the formation and propagation of shocks within QHD. Section 4 will discuss the theoretical basis for weak shock formation and propagation quasi-analytically. Section 5 will discuss numerical results for a 1D shock tube problem consisting of high density (pressure) and low density (pressure) regions separated by a smooth transition region. We conclude with a discussion in Section 6.

## 2 Quantum Hydrodynamics for Dense Plasmas

We will treat the quantum plasma as an electron fluid immersed in a uniform neutralizing ion background. The quantum plasma will be assumed to be at temperatures where the Fermi energy $E_F$ is dominant over the classical thermal energy, that is, $\Theta = k_B T / E_F \ll 1$. We will assume the QHD equations to be of the Bloch form with an equation of continuity and momentum, with pressure terms coming from Fermi, exchange and Bohm contributions. Even though we write down, for reference, the full QHD equations including the relevant terms coming from physical viscosity and many-body electrostatic forces,\cite{weizsacker1935} we will drop them for the rest of the paper so we can focus on the spatial structure of shock formation and propagation in an electron fluid, with and without the Bohm term.

For completeness, in one space dimension, the QHD equations with the pressure, Bohm, Hartree and viscosity terms included can be written in conservative form as follows.

$$
\frac{\partial n}{\partial t} + \left( \frac{\partial n v}{\partial x} \right) = 0,
$$

$$
\frac{\partial n v}{\partial t} + \left( \frac{\partial n v^2}{\partial x} \right) = - \frac{1}{m} \frac{\partial}{\partial x} (P_e + P_Q + P_X) + \frac{en}{m} \frac{\partial \phi}{\partial x} + \beta \frac{\partial^2 v}{\partial x^2}.
$$

The number density and velocity of the quantum plasma are represented by $n$ and $v$, respectively. In Equation (2), the pressure term ($P_e$) coming from Fermi degeneracy, the Bohm potential contribution\cite{bohm1951weizsacker} ($P_Q$) and the exchange term ($P_X$) have the following forms:

$$
P_e = \hbar^2 \left( \frac{3\pi^2}{2} \right)^{2/3} \frac{n^{5/3}}{5m},
$$
Several comments are in order regarding the form of the QHD equations we have written down. First, as noted previously, the equations we use are of the Bloch form that were subsequently generalized by Ying.\cite{Ying} Second, we include viscosity terms in a manner fashioned after Diaw and Murillo.\cite{Diaw} Using dynamic density functional theory\cite{DFT} Diaw and Murillo generalized the QHD equations to include viscous terms. Third, there is no assumption of incompressibility in spite of the fact that the viscosity term is proportional to the Laplacian of the velocity alone and not the Laplacian plus the gradient of the divergence of the velocity. This is because our QHD equations are in 1D. In 2D or 3D, there are two terms contributing to the viscosity. One term involves a Laplacian and the coefficient of this term is the shear viscosity. The second term is the gradient of the divergence. In general, unless the fluid is incompressible, this term is non-zero. The coefficient in front of this term involves a sum of the bulk and shear viscosities. In 1D, which we consider in the paper, the two terms become simply the second derivative of the velocity with respect to space. The coefficient in front of the term is a sum of both bulk and shear viscosities. Fourth, we have chosen a relatively simple form of the exchange term. We will see in our simulations that the Dirac exchange is a relatively small contribution when compared with the TF pressure and Bohm terms, and hence we do not feel it will have a large effect on our results. Finally, the form of the Bohm potential used in Equation (5) is appropriate for the conserved form of the QHD equations and is equivalent to that used in Moldabekov et al.\cite{Moldabekov} in the case that $\gamma = 1$. In ref.\cite{Moldabekov}, different $\gamma$ values were derived for different limiting cases (frequency-wave number combinations), assuming that the system is near equilibrium. In contrast, the formation and propagation of a shock is a non-equilibrium process that is characterized by a significant density inhomogeneity. Therefore, the analysis performed in ref.\cite{Moldabekov} cannot be directly applied to shock physics. How to extend the analysis of that reference to non-equilibrium is presently an open question. The aim of the present work is to establish the general features of shock propagation in quantum plasmas arising due to the introduction of higher-order spatial derivatives of the density via the Bohm potential. Therefore, we use the standard expression defined by Equation (5). The results will need to be revised when a more accurate potential will be available for the description of the shock formation and propagation.

The Poisson equation, which represents the mean-field $\phi$ in Equation (2) or Hartree energy associated with the many-body electron system, reads:

$$\frac{\partial^2 \phi}{\partial x^2} = -4\pi e (n - n_{\text{ion}}),$$

where $n_{\text{ion}}$ is the ion number density, which for the simulations will be taken to be a uniform background. In Equation (5), $\gamma$ is a constant that is in the range between 0.1 ... 1, an analysis can be found in ref.\cite{Moldabekov} Here we use a fixed value, $\gamma = 1$, which is not critical for the main conclusions of the impact of the Bohm term. A discussion of this choice is given in the conclusion section.

For completeness, we have written down the full set of QHD equations even though we will be ignoring for this study the Hartree and physical viscosity terms. These terms will be addressed in future work. The purpose of this work is to focus on the effects of the Bohm term on the shock front and isolate it.

In order to simplify the numerical simulations, we derive a dimensionless form of the QHD equations by introducing dimensionless variables in time, length, number density and velocity, using the plasma frequency $\omega_p$, Fermi velocity $v_F$, Thomas–Fermi screening length $\lambda_F$ and ion number density, $n_{\text{ion}} = n_0$, as scaling factors. The Brueckner parameter, which serves as the non-ideality parameter, is defined as the ratio of the mean inter-particle distance, $d = (4/3\pi n_0)^{-1/3}$, to the first Bohr radius $a_B$,

$$r_s = \frac{d}{a_B} = \left(\frac{3}{4\pi n_0}\right)^{1/3 \frac{me^2}{\hbar^2}},$$

where

$$a_B = \frac{\hbar^2}{me^2},$$

and $m$ is the electron mass.
We now define the ion density as a function of $r_s$ and $a_B$

$$n_0 = \frac{1}{V_B r_s^3}, \quad (9)$$

where $V_B = \frac{4\pi}{3}a_B^3$ is the Bohr volume. We can now define velocity, length and time scales based on the Fermi velocity, Fermi length and plasma frequency:

$$v_{F0}^2 = a^2 c^2 \left(\frac{9\pi}{4}\right)^{2/3} \frac{1}{r_s^2}, \quad \lambda_{F0}^2 = \frac{1}{4} \left(\frac{4\pi^2}{9}\right)^{1/3} a_B^2 r_s, \quad \omega_{p0}^2 = 3a^2 c^2 \frac{1}{a_B^2 r_s^3}, \quad (10)$$

where $a = 1/137.036$ is the fine structure constant. A useful identity $v_{F0}/\left(\lambda_{F0} \omega_{p0}\right) = \sqrt{3}$ can be easily derived, which helps in deriving the dimensionless form of the QHD equations. Using these scaling factors, we introduce the dimensionless time, length and velocity

$$\xi = x/\sqrt{3} \lambda_{F0}, \quad \tau = t \omega_{p0}, \quad (11)$$

$$\eta(\xi, \tau) = n(x, t) V_B r_s^3, \quad (12)$$

$$\epsilon(\xi, \tau) = v(x, t)/v_{F0}, \quad (13)$$

Using the above scaling relations, we obtain the following dimensionless expressions for the conserved form of the continuity and momentum equations, which will prove useful when we present the numerical simulation of shocks physics in QHD,

$$\frac{\partial \eta}{\partial \tau} + \frac{\partial \eta \epsilon}{\partial \xi} = 0, \quad (14)$$

$$\frac{\partial \eta \epsilon}{\partial \tau} + \frac{\partial (\eta \epsilon^2)}{\partial \xi} = -\frac{\partial}{\partial \xi} \left(\Pi_e + \Pi_Q + \Pi_X\right) + \eta \frac{\partial \Phi}{\partial \xi} + \tilde{\beta} \frac{\partial^2 \epsilon}{\partial \xi^2}, \quad (15)$$

where the dimensionless Fermi, exchange, Bohm pressures and viscosity are given by

$$\Pi_e = \frac{\eta^{5/3}}{5}, \quad \Pi_X = -Cr_s n^{4/3}, \quad \Pi_Q = -A_\gamma r_s \eta \frac{\partial^2 \log(\eta)}{\partial \xi^2}, \quad \tilde{\beta} = \beta \frac{V_B r_s^3}{v_{F0}^2}, \quad (16)$$

with $C = 0.0416$ and $A = 0.0553$ being dimensionless constants.

The scaled Poisson equation for the dimensionless electrostatic potential $\Phi$, defined by $\phi = \frac{B}{r_s} \frac{\xi}{a_B} \Phi$ is given by

$$\frac{\partial^2 \Phi}{\partial \xi^2} = \eta - 1, \quad (17)$$

where $B = 3.68$.

### 3 Hydrodynamics of Shock Formation in the Absence of Quantum Diffraction Effects

Shocks appear in solids, fluids, gases—collisional and collisionless—as the result of being subjected to a pressure drive coming from a piston, laser or high explosive. Shocks induce a sudden transition in the velocity, pressure and density state of the material. The relationship between these states, post- and pre-shock, are given by the Rankine–Hugoniot relations or jump conditions. Mathematically, the Euler equations admit discontinuous solutions in density, velocity and
pressure. The shock solution is a consequence of a singularity in the classical Euler equations that is characterized by a steepening and eventual overtaking of the flow, signalling shock formation. The classical Euler equations can also be cast as a Riemann problem with a set of characteristics describing the trajectories of small amplitude perturbations. In the event that the fluid is undergoing compression, these characteristics eventually intersect at a point. Intersecting characteristics is a signature of a multi-valued flow variables, indicating that a shock has formed.\[76–79\] Recently, there has been interest in the spatial structure of shocks and their formation.\[80–82\] The question arises of how a shock emerges from an initially smooth flow. For the purposes of our study, we adopt the approach of Ryutov\[82\] for both Euler hydrodynamics and QHD.

In order to prepare for the discussion of the formation and propagation of 1D shocks within QHD, we take a step back and consider the non-conservative form of the QHD equations for an ideal Fermi gas without exchange or Bohm terms. This means, we neglect quantum diffraction effects leading to the model of a “semi-classical Fermi gas.” The range of validity of this model will become clear from Equation (51) below. The equations are basically just Euler equations with a Thomas–Fermi EOS (instead of the classical ideal gas EOS) and no energy equation. The question is, do these equations exhibit shocks and if so, how do they form?

The simplified QHD equations read:

$$\frac{\partial n}{\partial t} + \left( \frac{\partial n v}{\partial x} \right) = 0,$$

$$\frac{\partial v}{\partial t} + v \left( \frac{\partial v}{\partial x} \right) = -\frac{1}{m n} \frac{\partial P_e}{\partial x},$$

where the number density and velocity of the Fermi gas are represented by \(n\) and \(v\), respectively. We consider a co-moving frame where the flow is to the left, in the negative \(x\) direction with speed \(c_s\). Similar to Ryutov,\[82\] we consider a uniform sonic flow plus small deviations that lead to an overtaking and formation of a shock. Because the deviations are small, the results shown here pertain to weak shocks. The velocity of the perturbed flow is defined by,

$$v = -c_s + \delta v,$$

$$c_s = \left( \frac{5}{3} \frac{P_t}{m n_t} \right)^{1/2},$$

where \(P_t\) and \(n_t\) are the uniform pressure and number density in the vicinity of the shock transition appropriate for a degenerate Fermi gas given by,

$$P_t = \frac{\hbar^2}{5m} \left( \frac{3\pi^2}{2} \right)^{2/3} n_t^{5/3}.$$

Using equations (18) and (19) expanding about the uniform density and velocity, we obtain to second order in the density and velocity perturbations, the following,

$$\frac{\partial \delta n}{\partial t} - c_s \frac{\partial \delta n}{\partial x} + \delta v \frac{\partial \delta n}{\partial x} + n_t \left( 1 + \frac{\delta n}{n_t} \right) \frac{\partial \delta v}{\partial x} = 0,$$

$$\frac{\partial \delta v}{\partial t} - c_s \frac{\partial \delta v}{\partial x} + \delta v \frac{\partial \delta v}{\partial x} = -\frac{1}{mn_t} \left( 1 - \frac{\delta n}{n_t} \right) \frac{\partial \delta P}{\partial x},$$

$$\delta P = mc_s^2 \delta n \left( 1 + \frac{\delta n}{3n_t} \right).$$

If we ignore the quadratic terms in Equations (23) and (24), they exhibit a steady-state solution corresponding to a linear wave co-moving with the fluid. This approximation effectively describes the fluid flow prior to shock formation occurring since the linearized equations will not support shock solutions. The solution is

$$\delta n = \frac{n_t}{c_s} \delta v,$$

$$\delta n = \frac{n_t}{c_s} \delta v,$$
Note that Equations (26) and (27), when combined, yield the linear contribution to Equation (25), which is the full variation of the pressure due to density perturbations assuming a Thomas–Fermi EOS. It is possible to combine Equations (23)–(25) to obtain a single equation for $\delta v$ to second order in the variations. The derivation requires careful attention to detail. In particular, the order of terms one has to keep or discard. Following Ryutov, we write the equation for the velocity perturbation as,

$$\frac{\partial \delta v}{\partial t} - c_s \frac{\partial \delta v}{\partial x} + \frac{\partial v}{\partial x} \frac{\partial \delta v}{\partial x} + \frac{\partial n}{\partial x} \frac{\partial \delta P}{\partial x} = -\frac{1}{mn_t^2} \frac{\partial \delta P}{\partial x}. \quad (28)$$

Our goal is to replace the $\delta P$ equation in the above equation with terms involving $\delta v$. For the $\delta P$ term on the left-hand side of Equation (28), we only need to use the lowest order linear variation contributing to $\delta P$ since it is already a second order term. Using Equations (25) and (26) to lowest order, we obtain

$$\delta P \approx mc_s^2 \delta n \approx mc_s n_t \delta v. \quad (29)$$

The right-hand side is not as simple to deal with since we want to retain both first- and second-order terms in $\delta v$. We begin by taking the spatial derivative of Equation (25) and obtain,

$$\frac{\partial \delta P}{\partial x} = mc_s^2 \frac{\partial \delta n}{\partial x} + \frac{2mc_s^2}{3 n_t} \frac{\partial n}{\partial x} \frac{\partial \delta n}{\partial x}. \quad (30)$$

To ensure we have taken into all first- and second-order terms in $\delta v$, we use the continuity Equation (23) and re-express $\frac{\partial n}{\partial x}$ as

$$\frac{\partial n}{\partial x} = \frac{1}{c_s} \left( \frac{\partial n}{\partial t} + \delta v \frac{\partial n}{\partial x} + n_t \frac{\partial \delta v}{\partial x} + n_t \frac{\partial \delta v}{\partial x} \right). \quad (31)$$

Substituting Equation (31) into Equation (30) and then into the right-hand side of Equation (28), we obtain

$$\frac{\partial \delta v}{\partial t} + 4 \frac{\partial v}{\partial x} \frac{\partial \delta v}{\partial x} = 0. \quad (32)$$

This is a form of the inviscid Burgers equation and equivalent to Ryutov’s equation\cite{Ryutov} with $\gamma = 5/3$. It is well known that the solution to this equation can be constructed using the method of characteristics, i.e. straight lines determined by the initial data $v(x, 0)$. Under certain initial conditions, this equation admits “wave-breaking” phenomena where the solution for $v$ starts to take on multiple values, signalling shock formation. Therefore, for a uniform sonic-flowing Fermi gas, initial velocity perturbations will evolve according to Equation (32) and shocks will form and propagate as it is illustrated in Figure 1, where we show the evolution of the velocity perturbations on the sonic flow with the initial conditions defined as

$$\delta v = 0.05 + 0.025 [1.0 - \text{tanh}[10.0(x - 1.0)]]. \quad (33)$$

The velocity perturbation described in Equation (33) represents a weak deviation from a uniform flow velocity characteristic of what might be seen in a weak shock.

4 | SHOCK FORMATION IN QHD: THEORY

The presence of the Bohm pressure term has been of interest in the study of hydrodynamic instabilities in quantum plasmas\cite{Bohm} where it was found that the growth rate of the Rayleigh–Taylor instability could be reduced due to the presence of the Bohm term. Here we consider another application where the presence of the Bohm term could have significant impacts on the quantum plasma: a shock travelling in a quantum plasma exhibiting degeneracy, exchange effects and
quantum non-locality. The degeneracy and exchange pressures are associated with dense plasma effects, while the Bohm pressure is a measure of the quantum non-locality being sensitive to local density inhomogeneities and curvature. The Bohm term is of particular interest because of its unusual functional dependence on the electron density. The Bohm pressure term is second order in the spatial derivative, and the corresponding Bohm force term is of third order. It is expected, therefore, that the Bohm contribution to the momentum equation will introduce oscillations whenever there is a discontinuity in the density profile of the quantum plasma. If large enough, the oscillations produced by the Bohm pressure could alter the shock propagation compared with the case when the Bohm term is not present. On the other hand, shocks travelling in a quantum plasma could give experimental evidence of the Bohm term.

Our starting point for developing a theoretical foundation of shock formation within QHD is the non-conservative form of the QHD equations with only the Bohm potential and Fermi electron pressure terms included for simplicity,

$$\frac{\partial n}{\partial t} + \left( \frac{\partial nv}{\partial x} \right) = 0, \quad (34)$$

$$\frac{\partial v}{\partial t} + v \left( \frac{\partial v}{\partial x} \right) = -\frac{1}{mn} \frac{\partial P_e}{\partial x} - \frac{1}{m} \frac{\partial Q}{\partial x}, \quad (35)$$

where we repeat the definition of the Fermi electron pressure (defined previously) and of the Bohm potential as,

$$P_e = \hbar^2 \left( \frac{3\pi^2}{5m} \right)^{2/3} \frac{n^{5/3}}{5m}, \quad (36)$$

$$Q = -\gamma \frac{\hbar^2}{2m} \frac{1}{\sqrt{n}} \frac{\partial^2 \sqrt{n}}{\partial x^2}. \quad (37)$$

There is a hint that the Bohm term could be particularly interesting when considering density discontinuities of the sort that can give rise to shocks. To see this, consider an initial density profile of the form of a regularized density discontinuity,

$$n = 0.5 + 0.25 \{ 1.0 - \tanh [2.0(x - 3.0)] \}. \quad (38)$$

The density described by Equation (38) is an example of a regularized profile in a shock tube where the high density, hence pressure, region transitions to a low density, hence low pressure region. The steepness of the profile can be adjusted through the argument in the tanh function.

The Bohm potential (up to constant factors) has the form shown in Figure 2. It would be expected that, at least initially, this type of forcing function acting on the evolution of the density discontinuity would act as a shearing force centred in an area where the jump discontinuity is the largest, thus countering the steepening of the discontinuity and perhaps
weakening or destroying the shock. Further, along with the numerical studies in the next section, we focus on the effect the Bohm term has on density discontinuities within QHD.

In order to understand the formation of shocks within the QHD formalism in more detail, we again use the Ryutov approach\textsuperscript{[82]} and consider a uniform flow travelling with sonic velocity $c_s$ plus small deviations that lead to an overtaking and formation of a shock. Because the deviations are small, the results shown here pertain to weak shocks. We again define the velocity of the perturbed flow as,

$$v = -c_s + \delta v,$$  \hspace{1cm} (39)

and

$$c_s = \left( \frac{5}{3} \frac{P_t}{m n_t} \right)^{1/2},$$  \hspace{1cm} (40)

where $P_t$ and $n_t$ are the uniform pressure and number density in the vicinity of the shock transition appropriate for a degenerate Fermi gas. Expanding to second order in density and velocity perturbations, we obtain the perturbed density and perturbed velocity equations,

$$\frac{\partial \delta n}{\partial t} - c_s \frac{\partial \delta n}{\partial x} + \delta v \frac{\partial \delta n}{\partial x} + \frac{1}{n_t} \left( 1 + \frac{n}{n_t} \right) \frac{\partial \delta v}{\partial x} = 0,$$  \hspace{1cm} (41)

$$\frac{\partial \delta v}{\partial t} - c_s \frac{\partial \delta v}{\partial x} - \frac{\partial^2 \delta n}{\partial x^2} = -\frac{1}{n_t} \left( 1 - \frac{n}{n_t} \right) \frac{\partial \delta P}{\partial x} - \frac{1}{m} \frac{\partial \delta Q}{\partial x},$$  \hspace{1cm} (42)

$$\delta P = m c_s^2 \delta n \left( 1 + \frac{\delta n}{3 n_t} \right),$$  \hspace{1cm} (43)

$$\delta Q = -\gamma \frac{h^2}{4 m n_t} \frac{\partial^2 \delta n}{\partial x^2} + \gamma \frac{h^2}{4 m n_t^2} \frac{\partial^2 \delta n}{\partial x^2} + \gamma \frac{h^2}{4 m n_t^2} \left( \frac{\partial \delta n}{\partial x} \right)^2.$$  \hspace{1cm} (44)

Before we consider the full second-order equations, we consider the linearized equations, which will hopefully provide insight into the properties of linear waves within QHD. Dropping terms quadratic in $\delta n$ and $\delta v$, we obtain,

$$\frac{\partial \delta n}{\partial t} - c_s \frac{\partial \delta n}{\partial x} + n_t \frac{\partial \delta v}{\partial x} = 0,$$  \hspace{1cm} (45)

$$\frac{\partial \delta v}{\partial t} - c_s \frac{\partial \delta v}{\partial x} = -\frac{\partial^2 \delta n}{\partial x^2}.$$  \hspace{1cm} (46)
FIGURE 3  Dispersion relation (50) as the function of the quantum diffraction parameter $\Gamma_k$ defined by Equation (51). The lines $\omega/k_c = 0$ and $\omega/k_c = 2$ (solid line) correspond to the perturbed velocity equations from semiclassical Fermi gas hydrodynamics without Bohm potential, that is, $\gamma = 0$. The upper branch (dashed line) and lower negative branch (dotted line) correspond to the $\omega_+$ and $\omega_-$ solutions of Equation (50), respectively.

Unlike the case of the QHD equations without the Bohm term, there is no obvious steady-state solution. We can gain additional insight into the nature of linear waves within QHD by looking for solutions of the form

$$\delta n = e^{i\omega t + ikx} A, \quad \delta v = e^{i\omega t + ikx} B.$$  \hspace{1cm} (47)

Substituting Equation (47) into Equations (45) and (46), we obtain a scaling relationship between the density and velocity perturbations and the dispersion relation

$$\delta n = \frac{1}{1 - \frac{\omega}{kc_s}} \frac{n}{c_s} \delta v,$$  \hspace{1cm} (48)

$$\omega^2 - 2\omega k c_s - \frac{\gamma \hbar^2 k^4}{4mc^2} = 0,$$  \hspace{1cm} (49)

with the solution,

$$\frac{\omega_{\pm}}{kc_s} = 1 \pm \sqrt{1 + \frac{\gamma \hbar^2 k^4}{4mc^2c_s^2}} = 1 \pm \sqrt{1 + \Gamma_k},$$  \hspace{1cm} (50)

where we introduced the single-particle quantum diffraction parameter

$$\Gamma_k = \frac{\gamma \hbar^2 k^2}{4mc^2c_s^2} = \frac{\gamma}{4} \frac{\epsilon(k)}{mc^2/2},$$  \hspace{1cm} (51)

which is defined as the ratio of the quantum kinetic energy of a particle, $\epsilon(k) = \hbar^2 k^2/2m$, to the particle’s kinetic energy of collective motion with the flow. From the solution (50), we learn that the parameter $\Gamma_k$ characterizes the relevance of quantum diffraction effects for shock physics.

We observe from Equation (50) that, when $\gamma = 0$, the dispersion relation has two solutions, $\omega = 0$ and $\omega = kc_s$. This describes the semi-classical Fermi gas hydrodynamics we discussed in the previous section. The $\omega = 0$ solution corresponds to the steady state while the solution $\omega = 2kc_s$ describes a sound wave travelling with velocity $2c_s$ in the reference frame of the shock. In this case, we obtain the previously derived scaling relation solution $\delta n = \frac{n}{c_s} \delta v$. For $\gamma \neq 0$, we show in Figure 3 a plot of both branches of the dispersion relation for the velocity perturbations in QHD. We see that the steady-state solution, characterized by $\omega = 0$ is no longer a viable solution except for small wave numbers. However, we will still use the scaling relationship $\delta n = \frac{n}{c_s} \delta v$, assuming it is good enough, as long as $\Gamma_k \ll 1$.

Noticing that $\Gamma_k = (\gamma/4)k^2\Lambda_F^2$ and by making use of the fact that $c_s = v_F/\sqrt{3}$, the magnitude of $\Gamma_k$ under the square root in the right-hand side of Equation (50) can be estimated using a type of Compton wavelength for an electron moving
FIGURE 4  Left: Evolution of the dimensionless velocity perturbations for \( r_s = 0.5 \) (left) and \( r_s = 1.0 \) (right) as a function of scaled time (running from 0 to 30) and scaled length (running from 0 to 8). Note the presence of oscillations coming from the Bohm terms. The wavelength of the oscillations increases with \( r_s \), consistent with the length scale associated with the Bohm term. The units of velocity, distance and time are defined in Equation (10).

with the fluid sound speed:

\[
\Lambda_F = \frac{\hbar}{mc_s} = a_B r_s. \tag{52}
\]

Which is equivalent to the mean particle distance. As we will see in a moment, this term will set the spatial scale for the presence of the Bohm term.

Now that we have a sense of the properties of linear waves in QHD, we consider the perturbation Equations (41)–(44), with quadratic terms included. We first use the continuity equation for the density perturbation to replace \( \delta n_t / \delta x \) in the Fermi pressure and Bohm potential terms and we use the scaling relation from the continuity equation, \( \delta n = n_t \delta v / c_s \)

\[
\frac{\partial \delta n}{\partial x} = \frac{1}{c_s} \left[ \frac{\partial \delta n_t}{\partial t} + \delta v \frac{\partial \delta n}{\partial x} + n_t \left( 1 + \frac{\delta n}{n_t} \right) \frac{\partial \delta v}{\partial x} \right] = 0. \tag{53}
\]

The equation for the velocity perturbations now becomes

\[
\frac{\partial \delta v}{\partial t} + \frac{4}{3} \frac{\partial v}{\partial x} \frac{\partial \delta v}{\partial x} = \gamma \frac{\hbar^2}{8m^2 n_t c_s} \frac{\partial^2 \delta v}{\partial x^2} + \gamma \frac{\hbar^2}{16m^2 c_s^3} \frac{\partial^3 \delta v}{\partial x^3} + \gamma \frac{\hbar^2}{8m^2 c_s^3} \left( \frac{\partial \delta v}{\partial x} \frac{\partial^2 \delta v}{\partial x^2} + \frac{\partial^3 \delta v}{\partial x^3} \right). \tag{54}
\]

We note that in the limit of \( \gamma = 0 \) (i.e., no Bohm potential), we obtain the equation for the velocity perturbations in a semiclassical Fermi gas derived previously. Since all of the terms on the right-hand side of Equation (54) are proportional to \( \hbar^2 \), we can replace \( \partial \delta v / \partial t \) on the r.h.s. of Equation (54) with Equation (32). The only error we are making involves terms that are of higher order in \( \hbar^2 \). Equation (54) can be transformed further into a more transparent form if we define a dimensionless length \( z \), time \( \theta \) and velocity perturbation \( \delta u \)

\[
x = \Lambda_F z, \quad t = \frac{a_B \theta}{c_s}, \quad \delta v = c_s \delta u, \tag{55}
\]

\[
\frac{\partial \delta u}{\partial \theta} + \frac{4}{3} \frac{\partial u}{\partial z} \frac{\partial \delta u}{\partial z} = \frac{7}{16} \gamma f_0 r_s^2 \frac{\partial^2 \delta u}{\partial z^2} + \frac{5}{48} \gamma f_0 r_s^2 \delta u \frac{\partial^3 \delta u}{\partial z^3} + \frac{1}{8} \gamma f_0 r_s^2 \frac{\partial^2 \delta u}{\partial z^3} \tag{56}
\]

We note that the spatial scale for the Bohm term is determined by \( \Lambda_F \) and the strength of the Bohm terms on the right-hand side of Equation (56) is determined by the Brueckner parameter \( r_s \). In Figure 4 we see the numerical solution of Equation (56) for \( r_s = 0.5 \) and \( r_s = 1.0 \). The initial and boundary conditions were identical to those used to solve the perturbed velocity equation in the previous section. We note the presence of oscillations in the perturbed velocity profile coming from the Bohm terms acting on the initial density profile and propagating as the discontinuity evolves. Note also
that, unlike the steepening profile of the discontinuity and shock formation we saw for the semi-classical Fermi gas, no such phenomena occur here. The discontinuity is smeared out, preventing the formation of a shock. These observations will be confirmed in the next section where we solve the QHD equation numerically.

5  | SHOCK FORMATION IN QHD: NUMERICAL RESULTS

In order to better understand the physics of shock formation and propagation in quantum plasmas and to confirm the theoretical work discussed previously, we adapted the Miranda code and its Python interface Pyranda by adding QHD capabilities. Miranda is a multi-component, 1D-2D-3D radiation hydrodynamics code designed for large-eddy simulation of multi-component flows with turbulent mixing. It is capable of solving the multi-component compressible Navier–Stokes equations using adaptive mesh refinement. A variety of physics options are available, including radiation diffusion, magneto-hydrodynamics, self-gravity and thermonuclear fusion. The hydrodynamics package is based on tenth-order compact (Pade) schemes for spatial differencing, combined with fourth-order Runge–Kutta time-stepping. Following standard practice, Miranda adds an artificial viscosity term to the momentum equation to control unphysical behaviour due to approximating the hydrodynamic equations on a mesh.\cite{84,85} The idea is to add purely numerical viscous terms that spread the shock front over several grid spacings, thereby mitigating artificial “ringing” commonly seen in simulations of shock flows. The Miranda code has been used to model inter-facial instabilities (Rayleigh–Taylor, Richtmyer–Meshkov, Kelvin–Helmholtz), ICF implosions, ablation physics, supernovae and classical fluids experiments (e.g., drop tanks, shock tubes, etc.).\cite{86–89} The standard Miranda code was modified to allow for Fermi, exchange and Bohm pressures. In the future, physical viscosity and a Hartree term will be added.

We consider a simple initial 1D density profile spanning a density from $\eta = 1.0$ to $\eta = 2.0$ with a regularized discontinuity given by

$$\eta = 1.0 + 0.5 \left[ 1.0 + \tanh \left[ W (\xi - \xi_0) \right] \right].$$ \(57\)

This profile is used instead of a step function in order to better control numerical oscillations when the Bohm term is introduced. All simulations use the standard artificial viscosity (REF) to control numerical ringing at the steep density gradient. By varying $W$, we can simulate both ramp compression and shock compression experiments. A value of $W = 2.0$ or $W = 5.0$ produces enough of a sharp density drop that shocks form. The steepness $W$ of the initial density profile was varied between 2.0 and 5.0. All simulations, unless mentioned otherwise, used a value of $W = 5.0$. The initial position of the interface was also varied but for the purposes of this paper, it will be fixed and set at $\xi_0 = 7.0$. The hydrodynamic mesh consisted of $N$ zones spanning the 1D dimensionless length from $L = 0.0$ to $L = 12.0$. We ran simulations with $N = 100, 200, 400, 800$ and $1,000$ zones. The simulations shown here will be for $N = 800$. The QHD equations were solved explicitly with a time step control restricted by the Courant condition. Simulations were typically run for over 50,000 cycles, until the initial profile had propagated and a shock had formed and propagated. The boundary conditions were fixed with the left most boundary density $\eta$ set to 1.0 and the right most boundary density set to 2.0. The dimensionless velocity is $\epsilon = 0.0$, at both the left and right boundaries.

In Figure 5, the initial and final density profiles for a standard hydrodynamic simulation of a shock are shown, albeit with Thomas–Fermi pressure. In order to produce these simulations, the Brueckner parameter was set to $r_s = 0$, which effectively turns off Bohm and exchange pressure terms.\(^1\) Unlike the classical simulation for shock phenomena, which uses the classical ideal gas EOS, we emphasize that these shocks form using an ideal EOS for degenerate fermions. In all simulations shown, an artificial viscosity is used to control ringing at sharp density variations.\cite{84,85} The simulation shown in Figure 5 will be our standard baseline for comparison and to assess the impact of the Bohm pressure term.

We now consider a full QHD simulation of a shock without the effects of the self-generated electric fields. We choose $r_s = 0.5$ and $r_s = 2.0$, spanning moderately to strongly coupled regimes. The “classical” case with turned off Bohm potential was discussed above. Figure 6 shows the simulation with the Bohm and exchange terms turned on. We see that initially, the Thomas–Fermi pressure dominates while the Bohm pressure is next in terms of scale, while the exchange pressure is small. Even though small in scale, the presence of the Bohm term has two effects. One is the shear force that the gradient of the Bohm pressure generates which tends to spread the density profile out where it is steepest. This, in turn, tends to reduce the amplitude of the variations of the Bohm pressure. The second effect is due to the initial oscillations

\(^1\)This is not to be confused with the high-density limit.
from the Bohm potential acting as a perturbation term to the momentum hydrodynamic equation. The hydrodynamic equations propagate the disturbance to the density field by creating a non-monotonic density profile. In a feedback process, the modified density profile produces even more oscillations in the Bohm pressure, albeit with reduced amplitude. The overall effect is to weaken the formation and strength of the shock, see Figure 6. As we see in Figure 7, these points are even more apparent in the simulations run with $r_s = 2.0$.

We additionally test the observations that the oscillations we see in the simulations are physical and not generated numerically. For that we consider a test problem where the viscosity is set to zero and the Bohm pressure is replaced by
FIGURE 7  Top left: Initial density profile (green). Top right: Density profile at $t = 0.25 t_s$. Bottom left: $t = 0.62 t_s$, bottom right: $t = 1.00 t_s$. The unit of time is defined as $t_s = (a_B/c_s)$. The run is performed for $r_s = 2.0$. Red lines: Thomas–Fermi pressure, blue: exchange pressure, and purple: the Bohm pressure. Note the oscillation present in the Bohm pressure at the initial moment. The units of the distance and density are defined in Equations (10) and (9), respectively.

FIGURE 8  Hydrodynamic simulation with the Bohm potential replaced by the static potential, Equation (58). Left: Initial state. Right: $t = 0.4 t_s$. The unit of time is defined as $t_s = (a_B/c_s)$. Green lines: density profile, red lines: Thomas–Fermi pressure, blue lines: exchange pressure, and purple lines: static Bohm-type term (58). Note the presence of the non-monotonic density profile while a shock is starting to form. The units of the distance and density are defined in Equations (10) and (9), respectively. $r_s$ is equal to 0.5.

an external perturbation defined by

$$P_Q = 0.05 \cdot \sin[5.0 \cdot \xi] \cdot \exp \left[ -(\xi - \xi_0)^2 \right].$$

(58)

This term mimics the initial oscillation in the Bohm pressure term in the presence of a jump in the density profile. It remains fixed in space for all time so it does not exactly replicate the impact of the Bohm pressure term but it does allow us to isolate the effect a local oscillating pressure term has on the evolution of the density profile. These test run is
essentially just the baseline run discussed previously with the perturbation term $P_Q$ added to the Thomas–Fermi pressure. The results for this case are presented in Figure 8. From Figure 8 we observe that the effect of the fluctuating pressure perturbation on the propagation of the density profile is similar to the impact of the Bohm pressure term presented in Figures 6 and 7. Therefore, the Thomas–Fermi pressure term is driving the shock formation, but the process is convolved with the formation of a non-monotonic density profile generated by the perturbation $P_Q$. Of course, since our perturbation is static, there is no feedback process between the changes in density and the changes in the external perturbation $P_Q$. Nevertheless, this test reveals that the oscillatory perturbation at the initial stage of the shock formation leads to the observed non-monotonic density profile when the Bohm term is taken into account.

6 | DISCUSSION AND CONCLUSIONS

In summary, we have studied the shock propagation in a warm dense electron gas at parameters relevant for WDM and ICF. The main focus of the presented study is the effect of the quantum non-locality, represented by the Bohm potential, on the formation and propagation of the shock front. The analysis, based on the comparison of the results from hydrodynamics simulations performed with and without Bohm potential, shows that the effect of the Bohm potential is in mitigating the shock front. The mechanism behind this effect is the Bohm potential induced shear force, which weakens the formation and strength of the shock. Additionally, density oscillations appear in front of and behind the shock front. To confirm that these effects are not artefacts of numerical simulations, we have theoretically analysed the perturbative solution of the QHD equations with and without Bohm potential taken into account, up to the second order in the velocity perturbation. This analysis has confirmed that the quantum non-locality results in a weaker shock and in the appearance of an oscillatory pattern around the shock front.

In this work, the analysis was based on the standard Bohm potential derived by Bohm,[69,70] von Weizsäcker, and Madelung[67] for the single-electron case and does not take into account many-particle effects. It has recently been shown that this approximation is valid when the density perturbation is weak, $\delta n/n_0 \ll 1$, and breaks down when the density perturbation is strong, $\delta n/n_0 \gtrsim 1$.[58] as is the case for shock propagation. However, it is not clear at the moment whether the modifications observed in ref. [58] will increase or decrease the trends reported in the present study. Nevertheless, the numerical study performed in the present paper is highly valuable since it provides a basic understanding of the effects produced by the presence of higher-order spatial derivatives of the density, due to the Bohm potential in hydrodynamics. Moreover, from the presented numerical and analytical investigation, we identified characteristic shock parameters at which electronic quantum non-locality are expected to become significant.

Based on the findings presented in this work, further extension of the analysis of shock propagation in quantum plasmas is of high interest. This should explicitly take into account also the ionic dynamics and the Hartree mean field. Besides that, an improved Bohm potential for strongly perturbed many-electron systems should be developed and parameterized as a function of density, based on the recent ab initio simulations of ref. [58]. Implementing these results in the existing hydrodynamics codes should allow for an accurate and predictive modelling of shock propagation in quantum plasmas.
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