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In brief
The temperature of a lithium-ion battery energy storage system has a great impact on its safety and performance. Combined with the thermal model of lithium-ion battery and the method of long short-term memory network, a data-model alliance network is established to realize the multi-step-ahead thermal warning of a lithium-ion battery energy storage system, and the accuracy is more than 97%.
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SUMMARY

As an important type of energy storage, battery energy storage systems have been widely used. However, there are frequent cases of battery explosion due to high temperature. To address this issue, researches have been carried out either in the model-driven or the data-driven aspects to predict the temperature of the battery. In this paper, a two-node electrothermal model and a multi-scale long short-term memory network are established formulating a data-model alliance network (DMAN) for surface temperature diffusion. An improved adaptive boosting algorithm is then employed to enhance the bridge of the two models. Integrating a data-model alliance module (DMAM) and multi-step-ahead thermal warning network (MATWN), this DMAN provides an advanced online multi-step-ahead thermal warning structure to achieve early warning of temperature crossing. Experimental results verify the progressiveness of the proposed technique.

INTRODUCTION

Energy storage systems are an important part of energy systems. They are becoming increasingly important with the development of distributed energy sources and electric vehicles, etc. With the deterioration of the environment and the depletion of non-renewable resources, lithium batteries have become one of the most promising energy storage systems.1 This is because lithium batteries have the advantages of high energy density, high power density, and long life.2 However, the application of battery energy storage systems is seriously hindered by inadequate methods and technologies to address battery safety issues.3

The safety of battery energy storage systems includes many aspects, of which temperature is a major issue affecting battery reliability and safety.4 The low temperature will slow down the migration and diffusion rate of ions in the electrolyte. Lithium precipitation may even occur on the surface of the negative electrode, which may lead to diaphragm puncture and other failures.5 High temperature will accelerate the internal side reactions of the battery, such as the decomposition of solid electrolyte interphase (SEI) film and the accelerated rate of diffusion.
irreversible loss of active material. When the temperature rises further, a series of side reactions such as electrolyte decomposition and decomposition of cathode material may occur, even leading to serious faults such as internal short circuit and thermal runaway. Therefore, it is important to monitor and predict the temperature of battery energy storage systems.

At present, the fault diagnosis methods of battery energy storage systems are mainly divided into battery model methods and data-driven methods. The method based on battery model achieves fault diagnosis by comparing the predicted value of the model with the actual measured value of the battery. The premise is to establish a reliable and accurate battery model. Xie et al. proposed an improved three-dimensional thermal model for a pouch battery. Murashko et al. also described a three-dimensional thermal model of lithium batteries.

Although these models can simulate the temperature distribution of the battery, they are too computationally intensive and thus not conducive to online applications. To simplify the model, a multi-node model has been developed. A simple two-node thermal model has been widely used.

A battery is a dynamic and time-varying electrochemical system with nonlinear behavior and complicated internal mechanisms. Due to the complexity and computational difficulty of electrothermal models and with the development of deep learning, many scholars have tried to use data-driven black-box models to predict the temperature of batteries. Among them, Ojo et al. proposed a method to accurately estimate the cell surface temperature, which relies on a long short-term memory neural network (LSTM) in conjunction with an alteration to the walk-forward technique. LSTM is an excellent kind of network that can deal with time series and has been widely used in battery state estimation and fault diagnosis. Hong et al. used LSTM to accurately predict the multi-step voltage of a battery system and further evaluated battery safety. Wang et al. proposed a power consumption predicting and anomaly detection approach based on LSTM. However, few scholars have combined electrothermal models and neural networks.

An advanced cyber hierarchy and interactional network (CHAIN) framework for energy system design and management has been proposed. CHAIN is based on artificial intelligence technology and cloud computing, and it connects the cyber end and vehicle end through wireless communication technology. The structure of the CHAIN framework decomposes a complex system into hierarchical interdependent layers with various functions for full lifetime management of battery systems. This method reduces the requirement of computing power of the vehicle end and is applicable to a wider range of users and scenarios. Similarly, the battery digital twin system plays a revolutionary role in the multi-scale design and intelligent management system of a battery system, but it also faces higher requirements for the multi-physical model, communication network, data security, and so on.

The main work of this paper is as follows. A data-model alliance network (DMAN) is established. First, a data-model alliance module (DMAM) is developed to couple the prediction results of the electrothermal model and multi-scale LSTM network model. The parameters of the electrothermal model are identified and updated by the recursive least-square method. The multi-scale LSTM prediction network has two inputs and two LSTM networks. The electrothermal model and multi-scale LSTM network model are used to predict the surface temperature diffusion of the battery energy storage system at the next two sampling times, and then modified by the improved adaptive boosting method. Interfacing with the DMAM, an online multi-step-ahead thermal warning network (MATWN) for battery energy storage system is established. The online MATWN takes the output of the DMAM as the input to judge whether the temperature exceeds the boundary at the next two sampling times and decides whether to give an early warning signal. The two parts of DMAM and MATWN constitute the DMAN. In this paper, the DMAM is used to improve the prediction accuracy of the surface temperature diffusion of a
battery energy storage system. Then a classification neural network model is established, and the prediction temperature with high accuracy is used as the input to further improve the accuracy of online temperature warning. Finally, the advantages of the proposed model are verified by experiments. We define nomenclature, Greek symbols, subscripts, superscripts, and acronyms separately in Box 1.

Method

Surface temperature prediction for battery energy storage systems

Surface temperature prediction based on electrothermal model. First, the two-node electrothermal model of the batteries is established. Similar to the equivalent circuit model, the battery thermal model consists of a heat source, two thermal resistances, and two thermal capacities, and it concentrates the temperature distribution into three points of temperature, i.e., core temperature, surface temperature, and ambient temperature. The thermal resistance causes a temperature difference at three points. The battery thermal model is shown in Figure 1. Here, Q is the heat generation rate of lithium-ion batteries, R1, R2 and the heat capacity C1, C2 constitute the heat transfer part of the thermal model. Tin, TS, and Tamb represent three concentrated temperature points.

Figure 1. Battery thermal model

The heating rate Q represents the heat generation part of the thermal model of the battery, and the thermal resistance R1, R2 and the heat capacity C1, C2 constitute the heat transfer part of the thermal mode. Tin, TS, and Tamb represent three concentrated temperature points.

Heat Q is generally composed of irreversible heat caused by electrode polarization, reversible heat caused by entropy change, heat generated by concentration gradient, and phase change reaction. Since the input of our model is a large load current, and the main source of heat generation is ohmic heat under a large load current, the simplified heat generation equation is given by

\[ Q = R \cdot i^2 \]  

(Equation 4)

where \( i \) is the battery terminal current, and \( R \) denotes the internal resistance of the battery. \( R \) is assumed to be a function of the battery’s core temperature \( T_{in} \) only. \( R \) is a variable that varies with temperature and state of charge (SOC). Although the effect of SOC on the internal resistance of the battery at low temperatures cannot be ignored, the internal resistance of the battery is almost independent of SOC in the range of 20°C–50°C. And normally the battery is only cycled in a limited range, e.g., 30%–70% SOC or 20%–80% SOC, in which the internal resistance of the battery is not much affected by the change of SOC. The simplified R equation is a function of temperature.

\[ R = f(T_{in}) \]  

(Equation 5)

The correlation curve of internal resistance \( R \) and temperature can be obtained by offline identification method. And the value of \( R \) at the current time can be obtained by the interpolation method when predicting the temperature of the battery energy storage system.

Applying the following discretization. \( T_s \) is the sampling time.

\[ \frac{dT(k)}{dt} = z - 1 \cdot T(k) \]  

(Equation 6)

\[ zT(k) = T(k + 1) \]  

(Equation 7)

and setting \( \Delta t = 1 \), Equations 2 and 3 reduce to

\[ C_1 \cdot \left( T_{in}(k) - T_{in}(k - 1) \right) = Q(k - 1) - K_1 \cdot \left( T_{in}(k - 1) - T_s(k - 1) \right) \]  

(Equation 8)

\[ C_2 \cdot \left( T_s(k) - T_s(k - 1) \right) = K_1 \cdot \left( T_{in}(k - 1) - T_s(k - 1) \right) - K_2 \cdot \left( T_s(k - 1) - T_{amb}(k - 1) \right) \]  

(Equation 9)

We assume that the ambient temperature is constant. Then Equations 8 and 9 are combined to eliminate \( T_{in} \) to obtain the equation of \( T_s \) at the current time.

\[ T_s(k) = aT_s(k - 1) + bT_s(k - 2) + cQ(k - 2) + dT_{amb} \]  

(Equation 10)

\[ a = 1 - \frac{K_1 \cdot C_2}{C_1} + \frac{K_1 - K_2}{C_2} \]  

(Equation 11)

\[ b = \frac{K_2^2}{C_1 C_2} - 1 + \frac{K_1}{C_1} \]  

(Equation 12)
The values of $a$, $b$, $c$, and $d$ can be obtained from Equations 15 and 16. When the model parameters are identified, we can use Equation 10 to predict the surface temperature of the battery at sampling time $k + 1$. Then, using the predicted surface temperature at $k + 1$ and applying Equation 10 again, the surface temperature at sampling time $k + 2$ can be predicted. In practice, parameter identification and temperature prediction are carried out simultaneously. When the parameters of Equation 10 are updated using the RLS method, the surface temperature for the next two consecutive sampling times is immediately derived using Equation 10. Here, the signal we import into the model is the measurement signal with noise. We use the electrothermal model to suppress the noise and accurately predict the real surface temperature of the battery energy storage system.

Surface temperature prediction based on multi-scale LSTM. A recurrent neural network (RNN) is a kind of network that can deal with time series. This is because the standard RNN structure has a chain form of recurrent neural network module. Thus, the output of the network layer at the previous time can be fed back to the input of the same network layer the next time. However, when the gradients are multiplied multiple times in multiple periods, the gradients tend to zero gradually. As a result, RNN stops learning and cannot learn long-term dependence. Schmidhuber et al. proposed a recursive neural network with LSTM in 1997. LSTM is a special recurrent neural network that not only solves the problem of gradient explosion and disappearance during the back-propagation process of RNN, but it also overcomes the long-term dependencies of RNN. The key to overcoming the long-term dependence of LSTM lies in the addition of cell state. The structure of a recurrent LSTM cell is shown in Figure 2. $x_t$, $h_t$, and $C_t$ represent input, output, and cell state respectively. The cell state $C_t$ represents long-term memory. The cell state $C_t$ and output $h_t$ are transitive overtime in an LSTM network. Each LSTM cell is made of input, forget, and output gates. The gate consists of a sigmoid neural network layer and a bitwise multiplication operation. The sigmoid neural network layer can convert the input signal to a value between 0 and 1 to determine how many input signals can pass through. 0 means no signal is allowed to pass, and 1 means all signals are allowed to pass. The first stage is the forgetting gate, which determines the information in the cell state at the last moment to be forgotten. The next stage is the input gate, which determines the new information stored in the cell state.
Finally, the output gate is determined as the output value. LSTM cells update the cell state and generate the input of the next time through the output of the previous time, the cell state, and the current input. The calculation process is shown in Equation 17. W and b represent weight and deviation respectively.

\[
\begin{align*}
    f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \\
    i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \\
    C_t &= \tanh(W_C \cdot [h_{t-1}, x_t] + b_C) \\
    C_t &= f_t \cdot C_{t-1} + i_t \cdot C_t \\
    \tanh(x) &= \frac{e^x - e^{-x}}{e^x + e^{-x}} \\
    o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \\
    h_t &= o_t \cdot \tanh(C_t)
\end{align*}
\] (Equation 17)

First, the forgetting gate works. The output \(h_{t-1}\) of the previous time and the input \(x_t\) of the current time are accepted, and the signal \(f_t\) is output through the sigmoid layer. Then \(f_t\) is a value from 0 to 1, which is multiplied by \(C_{t-1}\) to determine the information retained in \(C_{t-1}\). In the input gate, \(x_t\) and \(h_{t-1}\) are input into the sigmoid layer, and a value \(i_t\) between 0 and 1 is output. At the same time, \(x_t\) and \(h_{t-1}\) create a new state candidate vector \(\overline{C}_t\) with values between \(-1\) and \(1\) through a tanh neural network layer. Then \(i_t\) and \(\overline{C}_t\) are multiplied to determine which information is added to the cell state. Therefore, the forgetting gate and the input gate retain the previous important information and add some new information in the cell state, to get a new cell state \(C_t\). In the output gate, \(x_t\) and \(h_{t-1}\) are input into the sigmoid layer, and a value \(o_t\) between 0 and 1 is output. Then the updated cell state \(C_t\) is converted to a function between \(-1\) and \(1\) by a tanh function. The new output is obtained by multiplying \(o_t\) and \(C_t\).

Due to the different characteristics of multiple inputs and their effects on the output of the neural network, we divide the unique input of the neural network into two parts by adjusting the weight, deviation, and learning rate of the full connection layer. The multi-scale LSTM network for temperature prediction established in this paper is shown in Figure 3. One input layer connects two fully connected layers. The input is divided into two parts by the fully connected layers with learning rate of 0. In this way, the weight and deviation of the fully connected layer will not change. Setting the weight to 1 and the deviation to 0 can ensure that the input will not change through the fully connected layer. The two inputs are then fed into two different integrated LSTM networks. Each integrated LSTM layer consists of two LSTM layers and two dropout layers. Then the two integrated LSTM layers are connected by a concatenation layer, and then the two fully connected layers are connected. The activation function of the fully connected layer containing 32 neurons is tanh, and the activation function of the fully connected layer with four neurons is rule. The features of samples are extracted and learned through the integrated LSTM layer, and then mapped to the output through the fully connected layer. Since deep learning networks often suffer from overfitting,
reduces the generalization ability of the network, a dropout layer is added after the LSTM layer to prevent overfitting.  

The number of neurons in each layer is indicated in brackets in Figure 3. Because the characteristics of battery temperature, heating, and SOC may affect each other and their waveforms are different, these measurements are divided into two inputs in this paper. One input is the surface temperature $T_s$ and ambient temperature $T_{\text{amb}}$, the other input is the $Q$ and SOC. In this paper, the noise measurement signal of 20 consecutive sampling points is used as the input. The outputs of the neural network are the real surface temperature $T_s(k+1)$ and $T_s(k+2)$ of the battery energy storage system in the next two consecutive sampling times.

**Surface temperature prediction based on data-model alliance module.** Adaptive boosting (AdaBoost) is an iterative algorithm. Its core idea is to train different weak classifiers for the same training set, and then combine these weak classifiers to form a strong classifier. AdaBoost can deal with classification and regression problems. The algorithm is realized by changing the data distribution. It determines the weight of each sample according to whether the classification of each sample in each training set is correct and the accuracy of the last overall classification. The new data set with modified weights is sent to the lower classifier for training. Finally, the classifier obtained from each training is fused as the final decision classifier. The improved AdaBoost can be used to solve the regression problem, and the weighted summation is adopted to combine the surface temperature predicted by the two models. Then the DMAM is established.

First, the regression error rate is calculated by Equation 18.

$$e = \frac{1}{n} \sum_{t=1}^{n} \frac{(T_{s,t} - \hat{T}_{s,t})^2}{E^2}$$  

(Equation 18)

Here, $\hat{T}_{s,t}$ is the predicted surface temperature of the model at the time $t$. $T_{s,t}$ is the real surface temperature of the battery energy storage system at the time $t$. $n$ is the number of samples needed for each update of weight. $E$ is the maximum error in the training set.

$$E = \max |T_{s,t} - \hat{T}_{s,t}|$$  

(Equation 19)

The weight is then calculated by

$$a = \ln \left( \frac{1 - e}{e} \right)$$  

(Equation 20)

Then the weights of the model prediction $a_{\text{MOD}}$ and the multi-scale LSTM network prediction $a_{\text{LSTM}}$ are calculated through Equations 18 and 20 respectively. Then, the weights of model prediction and LSTM prediction are modified by Equations 21 and 22, so that the sum of the two weights is 1.

$$a_{\text{MOD}} = \frac{e_{\text{MOD}}}{e_{\text{MOD}} + e_{\text{LSTM}}}$$  

(Equation 21)

$$a_{\text{LSTM}} = \frac{e_{\text{LSTM}}}{e_{\text{MOD}} + e_{\text{LSTM}}}$$  

(Equation 22)

Finally, the coupled surface temperature $T_s$ is predicted by

$$T_s = a_{\text{MOD}} \cdot T_{s,\text{MOD}} + a_{\text{LSTM}} \cdot T_{s,\text{LSTM}}$$  

(Equation 23)

Here, $T_{s,\text{MOD}}$ and $T_{s,\text{LSTM}}$ are the surface temperature predicted by the model and LSTM neural network respectively.

This paper uses the data of ten sampling points to calculate the weight, that is, $a = 10$. It is assumed that the prediction weights of the two models remain unchanged in the next two sampling times. Then, the predicted value of the surface temperature $T_s(k+1)$ and $T_s(k+2)$ in the next two consecutive sampling times is corrected by Equation 23. The weights of model prediction and multi-scale LSTM prediction are continuously updated by the sliding window method, and the surface temperature is predicted while updating the weights.

**Online thermal diagnosis and multi-step-ahead thermal warning based on data-model alliance network**

Because high temperature will seriously affect the operation safety of a battery energy storage system, it is necessary to diagnose and warn in advance whether the temperature exceeds the limit. More accurate prediction of temperature will reduce misjudgment. However, there are deviations between even the most accurate prediction and the real temperature. To further enhance the early warning capability, a multi-step-ahead thermal warning model (MATWM) based on DMAM is developed in this paper as a discriminator to realize the diagnosis and early warning of the surface temperature diffusion of the battery storage system.

Because the multi-scale LSTM network model established in the previous section has a good prediction, the online MATWM developed in this article is basically the same as the model used in the previous paper for surface temperature prediction. The differences are as follows. First, the regression network is transformed into a classification network with cross-entropy as the loss function. The cross-entropy is represented by Equation 24. The probability distribution $p$ is the expected output, and the probability distribution $q$ is the actual output. Cross-entropy represents the distance between the actual output probability and the expected output probability. Second, the input to the

---

Table 1. Comparison of different networks

| Method | MSE of 1 s | MSE of 2 s | Method | Accuracy |
|--------|-----------|-----------|--------|---------|
| The single input temperature prediction network with one LSTM layer | 0.0150 | 0.0119 | The single channel thermal warning network with one LSTM layer | 0.9682 |
| The single input temperature prediction network with two LSTM layers | 0.0208 | 0.0155 | The single channel thermal warning network with two LSTM layers | 0.9692 |
| Multi-scale LSTM prediction network | 0.0105 | 0.0099 | Multi-step-ahead thermal warning network | 0.9712 |

---
network becomes the output of the DMAM developed in the previous section, i.e., the surface temperature at the next two thermal states. Third, the output of the network changes to 0 and 1. A value of 0 means that the surface temperature of the battery storage system does not cross the boundary in the next two thermal states, and 1 means that the temperature may cross the boundary and needs advance warning.

Table 2. MSE of prediction results of different prediction models under 3C current

| MSE                  | Model-based method | Data-based method | DMAN model |
|----------------------|--------------------|-------------------|------------|
| The next thermal state | 0.0062             | 0.0105            | 0.0058     |
| The thermal diffusion of two-step ahead | 0.0135 | 0.0099 | 0.0078 |



\[ H(\rho, q) = - \sum \rho_i \log q_i \]  

(Equation 24)

The MATWM established in this paper is shown in Figure 4. First, the input features are extracted and mapped through the LSTM layer and full connection layer. Then the output of the fully connected layer refracts to the probability between 0 and 1 through the softmax layer. Then the output of softmax and the real output calculate the network loss through cross-entropy and calculate the gradient of loss to update the weight and deviation of each hidden layer.

Table 3. The calculation time of different prediction models

| Method | Model-based method | Data-based method | DMAN model |
|--------|--------------------|-------------------|------------|
| Time/s | 5.62e-6            | 7.46e-5           | 8.40e-5    |
The complete DMAN process for online diagnosis and early warning of temperature overrun is shown in Figure 5. First, the parameters of the electrothermal model are identified by RLS method, and then the surface temperature of the next two sampling times is predicted by the electrothermal model and the previous real-time measurement. At the same time, the multi-scale LSTM network prediction model is used to get the predicted temperature. The results of the two prediction models are modified by DMAM, and a better-coupled prediction temperature is obtained. Finally, the predicted temperature of the DMAM is input into the MATWM to judge whether the temperature will exceed the boundary. Early warning is given if the temperature may exceed the limit.

RESULTS

We use the same hidden layer structure in the multi-scale LSTM prediction model and multi-step-ahead thermal warning network, which is obtained through experiments. The experimental results are shown in Table 1.

It can be seen from Table 1 that the multi-scale LSTM prediction network and multi-step-ahead thermal warning network designed with our multi-scale LSTM network structure have improved prediction ability compared with other networks.

Results of multi-step prediction of surface temperature of a battery energy storage system

For the electrothermal model, the RLS method is used to update the parameters to get $q(k)$, and then the surface temperatures $T_s(k+1)$ and $T_s(k+2)$ are predicted by the model. For the multi-scale LSTM prediction model, there are many hyperparameters. This paper uses MATLAB to train the network. We choose the training parameters to make the network prediction best. This paper sets InitialLearnRate = 0.001, LearnRateDropPeriod = 400, LearnRateDropFactor = 0.2, MaxEpochs = 550, and uses the Adam as the optimizer to train the network. Finally, a multi-scale LSTM network with two input layers is formulated to predict the change of surface temperature obtained. Then, the measured data $T_s$, $Q$, SOC, and $T_{amb}$ of 20 s are input into the trained network to obtain the predicted surface temperature of the next two steps. Finally, the prediction results are corrected by combining the two models through the DMAM. We have carried out the experiment of 3C current. The prediction results and errors for the three models are shown in Figure 6. The mean square error (MSE) of the three methods is calculated, and the results are shown in Table 2. The calculation time of the three models is shown in Table 3.

Figure 6 shows that the DMAM effectively combines the advantages of the electrothermal model and multi-scale LSTM prediction model. The modified prediction temperature not only has a good waveform, but it also reduces the prediction error. It can be seen from Table 1 that the prediction of the electrothermal model for the first step is more accurate than the multi-scale LSTM prediction model. However, for the second step prediction, the accuracy of the multi-scale LSTM prediction model is basically unchanged, whereas the accuracy of the electrothermal model decreases significantly. From the perspective of MSE, the accuracy of the two-step prediction results modified by the DMAM is significantly improved.

And to expand the temperature range, we added a large rate current experiment. In the process of the 10,000 s test, we used the alternating current of 4C square wave and 2C square wave with a period of 200 s. The experimental results are shown in Figure 7 and Table 4. It can be seen from Figure 7 and Table 3 that the proposed DMAM is still effective.

| Table 4. MSE of prediction results of different prediction models under 4C current |
|-----------------|-----------------|-----------------|
| MSE             | Model-based method | Data-based method | DMAM model |
| The next thermal state | 0.0342 | 0.0422 | 0.0240 |
| The thermal diffusion of two-step ahead | 0.0748 | 0.0423 | 0.0328 |
Results of multi-step-ahead thermal warning

The online MATWM built in this paper adopts a hidden layer structure that is basically the same as the multi-scale LSTM prediction model. The input of the network is the result $T_s(k+1)$ and $T_s(k+2)$ predicted by the DMAM. The output of the network is 0 and 1, representing whether the temperature is out of the limit. The MATWM network is also built using MATLAB and trained using the Adam algorithm. This article changes training parameters and the probability of dropout. Then we test different networks. The results of the tests are shown in Figure 8.

Figure 8A shows that the number of iterations and the initial learning rate of the network are interrelated. When both of them are too small, network training is insufficient. But when both of them are too large, there will be overfitting, which will reduce the generalization ability of the network. Only with a reasonable number of iterations and learning rate can we get a network with high accuracy. In Figure 8B, if the dropout probability is too small, the ability to prevent overfitting is weak, and the accuracy of the training network is low. When the dropout probability exceeds the optimal value, there is too much information lost, so the network training is not sufficient and the accuracy is not high.

We choose the training parameters to make the network prediction best. Finally, this article sets InitialLearnRate = 0.0001, LearnRateDropPeriod = 50, LearnRateDropFactor = 0.2, MaxEpochs = 200, MiniBatchSize = 512, and Dropout = 0.2. The training process is shown in Figure 9.

The network established in this article is evaluated by four indexes described in Equations 25, 26, 27, and 28.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad \text{(Equation 25)}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad \text{(Equation 26)}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad \text{(Equation 27)}
\]

\[
F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} = \frac{2TP}{2TP + FP + FN} \quad \text{(Equation 28)}
\]

TP represents the number of samples with the real value of 1 and the predicted value of 1.

TN represents the number of samples with the real value of 0 and the predicted value of 0.

FP represents the number of samples with the real value of 0 and the predicted value of 1.

FN represents the number of samples with the real value of 1 and the predicted value of 0.

Table 5 illustrates the comparison between the network model established in this paper and other networks. Table 6 compares the real-time computing time of these networks.

From Table 5, we can see that the precision of the simple network is higher than that of the complex network; i.e., the accuracy of the simple network in discriminating positive examples is higher. However, its recall is lower, i.e., the ability to discriminate positive cases is poor. The $F1$ index integrates precision and recall, which can better illustrate the effectiveness of the test method. Table 5 shows that the accuracy and $F1$ score of the proposed MATWM are improved. In the 4C current experiment, the accuracy of the proposed MATWN can even reach 99.97%.

**Figure 9. Training process**

The blue curve shows the change of accuracy during training. The red curve shows the change of loss during training.
Network 2 represents a single channel network with two LSTM layers in series.

From Tables 3 and 6, we can see that the time is mainly spent on training the network, and the more complex the network is, the longer will be the training time. But a test takes only about one thousandth of a second. So the real-time thermal warning basically does not take time.

**DISCUSSION**

In this article, a data-model alliance network (DMAN) is established. DMAN consists of a data-model alliance module (DMAM) and an online multi-step-ahead thermal warning network (MATWN). A DMAM is developed by integrating the thermal model and data-driven algorithm. With the convenient interface, the deep neural network with cross-entropy loss serves as the MATWN. From the perspective of MSE, during the prediction of the next thermal state, the experiments show that the MSE of the DMAM is 6.8% less than that of the electro-thermal model, and 44% less than that of the traditional LSTM approach. For the thermal diffusion of two-step ahead, the MSE of the proposed DMAM reduces by 42% and 21% respectively. On the basis of DMAM, an online MATWN also achieves good performance. This model employs the output of the boosted temperatures as the input to assess the diffusion of the battery energy storage system. The experiments show that the proposed model is better than both traditional LSTM network and thermal model in accuracy and F1 score. The accuracy and F1 of the proposed model achieve an improvement of 0.3% and 0.2%, respectively.

**EXPERIMENTAL PROCEDURES**
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**Table 5. Comparison of prediction ability of different networks**

| Index          | Accuracy | Precision | Recall | F1   |
|---------------|----------|-----------|--------|------|
| Proposed Network | 0.9712   | 0.9838    | 0.9796 | 0.9817 |
| Network 1      | 0.9682   | 0.9845    | 0.9749 | 0.9797 |
| Network 2      | 0.9692   | 0.9841    | 0.9766 | 0.9803 |

Network 1 represents a single channel network with one LSTM layer. Network 2 represents a single channel network with two LSTM layers in series.

**Table 6. The calculation time of different networks**

| Method        | Network 1 | Network 2 | Proposed network |
|---------------|-----------|-----------|------------------|
| Time/s        | 9.36e-5   | 7.79e-5   | 1.040e-4         |

Network 1 represents a single channel network with one LSTM layer. Network 2 represents a single channel network with two LSTM layers in series.
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