Adaptive multigrid algorithm for the lattice Wilson-Dirac operator
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Abstract

We present an adaptive multigrid solver for application to the non-Hermitian Wilson-Dirac system of QCD. The key components leading to the success of our proposed algorithm are the use of an adaptive projection onto coarse grids that preserves the near null space of the system matrix together with a simplified form of the correction based on the so-called $\gamma_5$-Hermitian symmetry of the Dirac operator. We demonstrate that the algorithm nearly eliminates critical slowing down in the chiral limit and that it has weak dependence on the lattice volume.

PACS numbers: 11.15.Ha, 12.38.Gc
I. INTRODUCTION

Perhaps the most severe computational challenge facing the lattice approach to quantum chromodynamics is the divergent increase in cost as one approaches the chiral limit required for the experimental values of the up and down quark masses. (Similar difficulties confront field theories conjectured for physics beyond the standard model as well.) The cause is well known: as the fermion mass approaches zero, the Dirac operator becomes singular \( \text{Re}(\lambda_{\min}) \to 0 \), causing “critical slowing down” of the standard Krylov solvers typically used to find the propagators. This is unavoidable for all single-grid solvers. Improving convergence with a suitable preconditioning has been a main topic of research in lattice QCD for many years but has, until recently, met very limited success in practice.

Eigenvector deflation [1, 2] is a popular technique for accelerating solver convergence and is generally successful provided sufficiently many eigenvectors are used in the deflation process; exact deflation approaches are, however, expected to scale as the square of the lattice volume \( O(V^2) \) and, thus, become ineffective for large volumes. An alternative is the local deflation approach of [3].

Here approximate eigenvectors are used in the deflation process, and due to the local coherence (see below) of the low modes of the Dirac operator, only a volume-independent number of low-mode prototypes are required. As a result, an effective deflation of the operator is achieved with a computational effort growing approximately like \( V \) rather than \( V^2 \).

Here we present an adaptive multigrid (MG) solver for the Dirac equation

\[
D(U)\psi = b ,
\]

where

\[
D_{x,y}(U) = (4 + m)\delta_{x,y} - \sum_{\mu=1}^{4} \left( \frac{1 - \gamma_{\mu}}{2} U_{x}^{\mu} \delta_{x+\hat{\mu},y} + \frac{1 + \gamma_{\mu}}{2} U_{x-\hat{\mu}}^{\mu} \delta_{x-\hat{\mu},y} \right)
\]

is the Wilson lattice discretization of the Dirac operator. This is expressed (implicitly) as the tensor product of \( 4 \times 4 \) Dirac gamma matrices \( \gamma_{\mu} \) and \( 3 \times 3 \) \( SU(3) \) gauge matrices \( U_{\mu}(x) \) on the nearest neighbor links \((x, y)\) of a hypercubic spacetime lattice. While this matrix is not Hermitian, it satisfies \( \gamma_5 \)-Hermiticity \( (D^\dagger = 2 \gamma_5 D \gamma_5) \); the corresponding Hermitian
matrix, $H = \gamma_5 D$, is maximally indefinite. The eigenvalues of $D$ are complex and satisfy $Re(\lambda_{min}) > 0$ for physical values of the simulation parameters.

In a previous work \cite{4}, we presented an algorithm for solving the normal equations obtained from the Wilson-Dirac system in the context of 2 dimensions, with a $U(1)$ gauge field. Here, we extend this approach to directly solve the Wilson-Dirac system and apply the resulting algorithm to the full 4-dimensional $SU(3)$ problem.

II. ADAPTIVE MULTIGRID

The “low” modes, eigenmodes with small-in-magnitude eigenvalues of the system matrix, are typically those responsible for the poor convergence suffered by standard iterative solvers (relaxation or Krylov methods). As the operator becomes singular, the error in the iteratively computed solution quickly becomes dominated by these modes. In the free field theory, these slow-to-converge modes are geometrically smooth and, hence, can be well represented on a coarse grid using fewer degrees of freedom. Moreover, these smooth modes on the fine grid now again become rough (high frequency) modes on the coarse grid. This observation motivated the classical geometric MG approach, in which simple local averaging is used to restrict residuals to the coarse grid and linear interpolation is used to transfer corrections (obtained from solving the coarse-grid error equation) to the fine grid. We hereafter denote the interpolation operator by $P$ and restriction operator by $R$.

Given a Hermitian positive definite (HPD) operator $A$, taking the restriction operator as $R = P^\dagger$ and the coarse-grid operator as $A_c = P^\dagger A P$ gives the optimal (in an energy-norm sense) two-grid correction. It is natural to extend this recursively by defining the problem on coarser and coarser grids until the degrees of freedom have been reduced enough to permit an exact solve. When combined with $m$ pre-relaxations (before restriction) and $n$ post-relaxations (after prolongation) on each level, we arrive at the usual $V(m, n)$-cycle. Such an MG process is known to eliminate critical slowing down for discretized elliptic PDE problems, scaling as $O(V)$ \cite{5}.

Explicitly, the error propagation operator for the two-grid solver with a single post-relaxation smoother $S$ is given by

$$E_{TG} = S(I - P(P^\dagger A P)^{-1}P^\dagger A).$$

(3)
The performance of the MG algorithm is related to \( \text{range}(P) \) and how well this approximates the slow-to-converge modes of the chosen relaxation procedure. Given a convergent smoother, the two-grid algorithm can be shown to converge (i.e., \( \|E_{TG}\|_A < 1 \)) provided that \( \text{range}(P) \) approximates eigenvectors with error proportional to the size of their corresponding eigenvalues.

For the Wilson-Dirac system in the interacting theory, the low modes are not geometrically smooth, and so classical MG approaches, which assume the slow-to-converge error is locally constant, fail completely. In such settings, the gauge field is essentially random and causes local oscillations in the low modes. Moreover, the procedure is not inherently gauge invariant and would require finding a suitably “smooth” gauge to fix to. Hence, we must alter the definition of the usual constant-preserving \( P \) so that locally the modes used in defining \( P \) form a basis for the low modes of the system matrix, which for most simple pointwise smoothers are also the modes not effectively treated. This requirement, that a small set of vectors partitioned into local basis functions can approximate the entire lower end of the eigenspectrum of a matrix, is known as the weak approximation property \cite{6}. It is this property that leads to the success of Lüscher’s \cite{3} deflation approach (where it is referred to as local coherence) as well as our MG solver.

If the low modes are known, then the above MG process often yields an optimal solver. However, for the Wilson-Dirac system, these modes are unknown and thus must be computed within the overall MG algorithm. One viable approach, known in the MG literature as adaptive smooth aggregation (\( \alpha \)SA) \cite{7}, is given by iteratively computing the low modes and then adjusting \( P \) to fit them. The general algorithm for computing these prototypes for a given matrix \( A \) proceeds as follows.

In each adaptive step, the current solver\(^1\) is applied to the homogenous system, \( Ax = 0 \), starting with a random initial guess. This tests the performance of the solver and also produces a prototype of the slow-to-converge error. At the \( k \)th step of the adaptive process we obtain \( V^k = [v_1, ..., v_k] \), with the \( v_i \)'s denoting the computed prototypes. As we iteratively augment \( V^k \), we define the (tentative) prolongation operator \( P \) by partitioning the candidate vectors into disjoint local blocks, and compute a \( QR \) decomposition within each of these

\(^1\) At the beginning of the setup, there exists no coarse grid, and so the current solver consists solely of the pre- and post-relaxation applications.
blocks. The global structure of the blocks, or aggregates, determines the coarsening strategy. The matrices $Q$ form the columns of $P$, and $R$ (of the $QR$ decomposition) represents the coefficients in the coarse basis $(V^k_c)$, i.e.,

$$P^\dagger P = I_c \quad \text{and} \quad PV^k_c = V^k.$$  \hfill (4)

Whenever $P$ is updated, the coarse operator is redefined to complete the definition of the new solver. The adaptive process continues, iteratively augmenting $V^k$, until convergence of the evolving solver is deemed sufficient, say, for $k = N_v$ candidate vectors.

### III. FORMULATING AN ALGORITHM

Generally, the two possible approaches for solving the non-Hermitian Wilson system using MG are: (1) applying the adaptive MG approach to the normal equations or (2) formulating the MG algorithm directly for the Wilson-Dirac operator.

In the normal equations approach, the operator in question is HPD, and hence variational MG convergence theory is applicable and the two-level correction is optimal. For the Dirac operator, however, this approach increases the complexity of relaxation and the coarsening. In particular, the coarse operator $(D^\dagger D)c = P^\dagger (D^\dagger D)P$ does not involve only nearest neighbor couplings, leading to loss in operator sparsity on coarse levels.

The direct approach allows one to maintain a nearest neighbor coupling among unknowns on the coarse level and, hence, to retain the sparsity structure of the fine-level system. Further, although the usual MG convergence proofs generally do not apply, significant insight may be obtained by considering the spectral decomposition of $D = |\psi\lambda\rangle \lambda \langle \tilde{\psi}\lambda|$, where $\psi$ and $\tilde{\psi}$ are the right and left eigenvectors, respectively, both having eigenvalue $\lambda$. If we consider using a Petrov-Galerkin oblique projection to deflate the eigenvector with eigenvalue $\lambda$, then we have:

$$\mathcal{P} = \left(1 - D|\psi\lambda\rangle \frac{1}{\lambda} \langle \tilde{\psi}\lambda| \right)$$  \hfill (5)

$$= \left(1 - D|\psi\lambda\rangle \langle \tilde{\psi}\lambda| D|\psi\lambda\rangle^{-1} \langle \tilde{\psi}\lambda| \right)$$  \hfill (6)

$$\rightarrow \left(1 - DP(RDP)^{-1}R\right).$$  \hfill (7)

We thus see that prolongation should be defined using “right null space vectors” and restriction using “left null space vectors.” Naively, this suggests that we define prolongation using
smoothed vectors of $D$ and restriction from smoothed vectors of $D^\dagger$. However, because of the $\gamma_5$ symmetry of the Wilson-Dirac operator, we have $\tilde{\psi}_\lambda = \gamma_5\psi_\lambda$ and, hence, a vector rich in low right eigenvectors can be converted to one rich in low left eigenvectors simply by multiplying by $\gamma_5$.

Given the current residual $r_0$, our coarse-grid correction is thus given by

$$x_c = P(P^\dagger\gamma_5 DP)^{-1}P^\dagger\gamma_5 r_0.$$  \hspace{1cm} (8)

Note that when coarsening the spin degrees of freedom together, the coarse operator may have exactly zero eigenvalues. As an example, consider the free field operator, where the null space vector is constant. Then, $P^\dagger\gamma_5 P = 0$, and our coarse-grid correction is ill-defined. This can be avoided by keeping chirality intact, i.e., by coarsening the upper and lower spin components separately such that $P^\dagger\gamma_5 = \sigma_3 P^\dagger$, where $\sigma_3$ is the coarse space chirality matrix. Hence, each prototype vector corresponds to two degrees of freedom on the coarse lattice, and the $\gamma_5$ factors cancel out in the overall coarse-grid correction, yielding the former "naive" result $R = P^\dagger$.

The original adaptive smoothed aggregation approach introduced in [7] is essentially a black-box method, where the coarsening strategy is chosen using an algebraic strength-of-connection measure. In lattice QCD, the system is discretized on a uniform hypercubic lattice and the link matrices, $U_{x}^\mu$, belong to $SU(3)$. This motivates the use of geometrically uniform coarsening. The resulting coarse-grid operator is nearest neighbor in spacetime, with effective link matrices of dimension $2N_v \times 2N_v$. Recursing this coarsening procedure, with the chiral components kept separate, maintains the sparsity pattern and operator complexity on each of the successive levels.

With the prolongator and coarse-grid operator defined, all that remains is to define a suitable relaxation procedure that effectively damps the eigenvectors of the system matrix with eigenvalues that are large in magnitude. Classical MG methods use either Jacobi or Gauss-Seidel smoothing, which are either inefficient in parallel or cannot be applied directly to non-HPD operators. We have found good results using GMRES as a smoother (with under-relaxation parameter $\omega = 0.9$); this yields a simple parallel approach that reduces the residual in the $D^\dagger D$ norm, ensuring that error components corresponding to eigenvectors with large eigenvalues are damped quickly.

Rather than being used as a stand-alone solver, MG is often employed as a preconditioner
to a Krylov process, thereby further accelerating convergence. The use of a non-stationary relaxation procedure (GMRES) in our MG method requires that we use it as a preconditioner for an appropriate flexible Krylov solver; here we used GCR(8) for the Krylov solver.

IV. NUMERICAL RESULTS

We have applied our MG-GCR solver directly to the Wilson-Dirac system for a wide range of lattice spacings, gauge configurations and masses. Our favored approach is to use 4\(^4\) coarsening\(^2\) together with a 3-level V(0,4)-cycle, i.e., the post-relaxation consists of the application of GMRES(4). Furthermore, a so-called W-cycle method is employed: for every correction to the fine grid, two V-cycles are performed to update the intermediate grid. On the coarsest grid, the system is solved using conjugate gradients (CG) on the normal equations to a relative accuracy of 10\(^{-3}\). With these parameters we find that \(N_v = 20\) vectors is sufficient to capture the null space of the Dirac operator, independent of the lattice volume and lattice spacing.

In Fig. 1 we plot the total number of Wilson-Dirac operator applications until convergence as a function of fermion mass between red-black preconditioned CG, deflated CG (Eig-CG, results adapted from [1]) and our MG-GCR algorithm for three different volumes, where the lattice spacing and anisotropy have been held fixed. For MG-GCR, this counts the work done on the fine grid only. It is evident that both Eig-CG and MG-GCR vastly reduce the mass dependence that is seen with CG. However, while MG-GCR demonstrates close to ideal \(O(V)\) scaling over all three volumes, the number of Eig-CG iterations approximately doubles from the smallest to the intermediate volume. Table I gives the number of outer MG-GCR solver iterations for these same results, clearly demonstrating the close-to-ideal scaling in both mass and volume. For both MG-GCR and Eig-CG, once the mass parameter drops below the critical value that corresponds to zero physical fermion mass (to the left of the vertical line), the prototypes / eigenvectors no longer represent the null space of the

---

\(^2\) The exception being where the lattice geometry restricts us to a less aggressive coarsening strategy, i.e., on the 24\(^3\) × 64 lattice we use 4\(^4\) coarsening in moving from the fine grid to the first coarse grid, but 2\(^3\) × 4 from the first to second coarse grids.
operator, and so the number of iterations increases rapidly.

In terms of raw operation count, MG-GCR is comparable to Eig-CG on the $16^3 \times 64$ lattice, and 50\% more efficient on the $24^3 \times 64$ lattice. In Fig. 2, we plot the total number of floating point operations to reach convergence on the $32^3 \times 96$ lattice for MG-GCR and CG. It can be seen that the use of multigrid reduces the total cost by a factor of three for heavy quark masses, rising to a factor of 15 as the critical mass is approached.

One important issue is the cost of the algorithm setup: the adaptive process described above of sequentially finding prototypes to augment $V^k$ is expensive, since each prototype is found using the then-current MG solver with $k - 1$ prototypes. Noting that relaxation alone will in practice yield a good initial guess for a prototype, we instead adopt the following
two-step process. First, we apply 10 iterations of relaxation to each of 20 random vectors to define an initial $V$. We then divide the 20 resulting prototypes into five groups of four and refine one group at a time by removing it from $V$ and iterating the truncated MG method five times upon the prototypes in the group before reinserting it back into $V$. This setup process need only be done at the critical mass ($m = m_{\text{crit}}$, $\text{Re}(\lambda_{\text{min}}) \approx 0$), since the resulting null space representation can be used for all heavier masses; this feature is independent of volume. The setup cost is equivalent to a single CG solve at an intermediate quark mass (Fig. 2).

V. CONCLUDING REMARKS

In this work, we have introduced a new adaptive multigrid algorithm for the non-Hermitian Wilson-Dirac operator. The main results are the near elimination of critical slowing down as the fermion mass is taken to zero and the optimal scaling of the algorithm with volume. These developments promise to radically reduce the computational cost of lattice field theory calculations. Future work in this area will focus on applying our algorithm in the context of full lattice QCD simulations and developing these techniques for staggered and chiral fermion discretizations of the Dirac operator.
FIG. 2: Number of floating point operations required to reach convergence for CG and MG-GCR on the $V = 32^3 \times 96$ lattice (parameters given in Fig. 1). The horizontal line indicates the number of floating point operations required for the MG setup process.
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