Stability of ionisation-injection-based laser-plasma accelerators
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Laser-plasma acceleration (LPA) is a compact technique to accelerate electron bunches to highly relativistic energies, making it a promising candidate to power radiation sources for industrial or medical applications. We report on the generation of electron beams from an 80 MeV-level LPA setup based on ionisation injection (II) over a duration of 8 hours at a repetition rate of 2.5 Hz, resulting in 72000 consecutive shots with charge injection and acceleration. Over the full operation time the moving averages of the total beam charge of 14.5 pC and the charge between 70–80 MeV did not drift on a detectable level. The largest source of shot-to-shot jitter was in the beam charge (26% standard deviation), which was most strongly correlated with fluctuations in the plasma density (3.6% standard deviation). Particle-in-cell simulations demonstrate that this was chiefly caused by stronger laser self-focusing in higher density plasmas, which significantly increased the ionised charge along with the emittance of the beam. The nonlinearity of this process imposes tight constraints on the reproducibility of the laser-plasma conditions required for a low jitter II-LPA output if self-focusing plays a role in the laser evolution.

I. INTRODUCTION

Laser-plasma acceleration (LPA) enables the acceleration of electron bunches with gradients often exceeding 100 GV m−1 by exploiting the large electric fields of a plasma wave.1 As these fields are around three orders of magnitude stronger than those provided by conventional radio-frequency technology, LPAs have long been proposed as future compact electron accelerators. So far, experiments of applications of these sources have concentrated on secondary radiation such as the production of undulator radiation2, hard x-rays from Thomson or Compton scattering3–6 or bremsstrahlung7,8, and high resolution tomographic imaging9,10 using betatron radiation produced by oscillations of the electron beam within the LPA cavity.11–13 Recently, free electron lasing of LPA produced electron beams was demonstrated for the first time.16

The development of these applications has gone hand-in-hand with progress in realising high quality electron beams via a range of techniques. It has been shown that electron beams with few per-cent energy spread or less can be produced.17–20 Maximum reported energy gains have continued to increase to as high as 8 GeV21–23 while nanocoulomb level beams with ∼ 10 pC MeV−1 at 0.25 GeV have been demonstrated.24 Even micro-coulomb class beams have been derived from highly energetic laser drivers.25 Sub 1 mm-mrad normalised emittance beams have been measured26, while the naturally few tens of micrometers size of the plasma wakefield, in typical conditions for most experiments, ensures an electron beam duration of a few tens of femtosecond,27 to a few femtosecond.28 Combining the above features leads to the generation of beams with an estimated 6D brightness close to those produced at modern large-scale linacs.29 To date, however, there has been relatively little work on high repetition rate operation over long timescales or on reproducibility, which are equally important factors when considering a ‘workhorse’ accelerator to drive secondary sources, as highlighted in the recently published roadmap for the field.30

Almost all studies of LPAs have focused on results ranging from single shots to of order 100 shots with only a handful of exceptions: a 100,000 shot run at 1 Hz with a stabilised laser path,31 electron beam optimisation using active feedback at 5 Hz,31 and experiments with milli-Joule, kHz class lasers producing moderately relativistic electron beams.32,33

In this work we report on the generation and acceleration of highly relativistic electron bunches peaking at an average energy of 78 MeV from an LPA using ionisation injection (II) running at 2.5 Hz for 8 h. Charge was injected on every one of 72,000 consecutive shots and no decrease in beam charge was detected over the run, while the spectral peak dropped gradually by 1 MeV per 10,000 shots. This was achieved with no stabilisation or active feedback, and using a simple gas jet target, in the setup described in section II. The properties of the electron beams are presented and discussed with reference to particle-in-cell simulations in sections III and IV respectively. The charge per shot was the parameter with the largest variance and was strongly correlated with plasma density. The trend was reproduced in PIC simulations which showed that density changes alter the self-focusing of the laser pulse33 and thus the volume from which tightly bound electrons are ionised and injected in to the LPA. In this way small plasma density fluctuations can significantly alter the charge and phase space of the injected beam. While ionisation injection reliably produces electron beams, we show that the plasma density and laser energy should be very tightly controlled for it to be considered to be a low jitter injection platform.
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An immediate consequence of high repetition rate, reproducible beams would be an improvement in the average dose rate of relativistic electrons or energetic photons from secondary sources by multiple orders of magnitude. For the electron energies reported here, this system could (relative to other all-optical set-ups) serve as the foundation for a high flux source of few keV x-rays from bremsstrahlung or sub-100 keV x-rays from Thomson scattering. An additional application for such beams could be very high energy electrons for the treatment of deep-seated tumours, where several nanocoulombs of charge should be delivered in a per-cent level energy bandwidth in an acceptably short time for the patient. The naturally ultra-high peak dose rate from LPAs may prove to be beneficial for treatment via reduced damage to healthy tissue, as shown in FLASH radiography studies\textsuperscript{43,44}. In this case, we will use these electron beams in an all-optical Thomson scattering setup\textsuperscript{36} to produce hard x-rays for use in x-ray fluorescence imaging\textsuperscript{52,53}, an application in which the imaging time is shortened proportionally with repetition rate. Implementations of such high-repetition rate LPA sources at GeV levels would, for example, lead to a reduction of betatron x-ray tomography scan times from a day to minutes, with photon energies of multiple tens of keV. Another important benefit would be a large increase in the signal to noise ratio of data from electron-photon scattering experiments in the nonlinear regime of QED, where more precise statistical studies are required to better discriminate between the available models\textsuperscript{45,51}.

\section{II. EXPERIMENTAL SETUP}

The experimental setup is depicted in Fig. 1. The electrons were accelerated by focusing a high-intensity laser into a pulsed, supersonic jet of gas. The gas jet was opened for 7 ms and the laser was fired 5 ms after the opening to ensure a continuous flow regime. The gas was evacuated by a differentially pumped cone with an opening of 8 mm placed 4 mm above the nozzle. This enabled the ambient pressure in the interaction chamber to remain at a constant level of $2.0 \times 10^{-4}$ mbar and the vacuum compressor at $2.1 \times 10^{-3}$ mbar when pulsing the gas jet at a repetition rate of 2.5 Hz.

To diagnose the electron beam charge a cavity charge monitor (CCM) was used. A CCM is a cavity that non-invasively measures the charge of the electron bunch passing through it from the amplitude of the induced TM01 electromagnetic mode\textsuperscript{52,53}. It was placed 1.1 m behind the gas jet. At the end of the beamline the electron bunch was deflected by a dipole magnet with a length of 0.5 m and a field of 0.14 T. The dispersed electrons were detected using a DRZ-type phosphor screen\textsuperscript{27,55} which was imaged with a camera to measure the energy spectrum of the beam. For further characterisation a DRZ profile screen could be driven into the electron beam 1.25 m from the gas jet to measure the transverse profile and pointing of the electron bunch. A vacuum beam pipe between the LPA chamber and the CCM stopped electrons travelling at angles $|\theta| > 13.3$ mrad from propagating downstream to any of the diagnostics.

The LPA was driven by a high power titanium sapphire laser system delivering 170 mJ pulses centered on 805 nm at 2.5 Hz, with an rms energy variation of 1.3%. To maintain the laser energy at a constant level over the full 8 h run only a single manual increase in the pump laser flashlamp voltage was required around shot number 10,000. This was the only adjustment made during the run. The full width at half maximum (FWHM) pulse duration was $(26.9 \pm 0.2)$ fs. This and all errors here represent the standard deviation unless stated otherwise. The laser was focused with an $f/12$ off-axis parabola resulting in a $1/e^2$ of intensity radius of $(8.0 \pm 0.1)\mu$m. After accounting for the energy not contained in the central focal spot (35.3\% of the energy was contained within the FWHM) the peak normalised vector potential of the pulse was $a_0 = 1.41 \pm 0.03$. The laser was not operated at its maximum repetition rate of 10 Hz to keep the energy deposition on the compressor gratings and beamline optics at a moderate level, as excessive grating heating has been
III. STABLE LONG-TERM ELECTRON ACCELERATION

Before the main run the LPA was optimised for high charge and reliable injection by varying the gas jet backing pressure, the valve opening time, the laser energy and the laser focal position relative to the gas jet. After the optimisation, the LPA was run at a repetition rate of 2.5 Hz for 8 h, totalling 72,000 shots. Electron beams were successfully injected and accelerated on every shot. The average charge of the electron beams measured by the CCM was constant over the entire dataset as shown in Fig. 2. The mean charge was \((14.5 \pm 3.8) \text{ pC}\), corresponding to a flux of approx. 2.2 nC per minute, adding up to more than 1000 nC for the 8 hour run. A linear fit of the charge as a function of shot number shows a negligible increase of the mean charge by 0.55 pC after 72,000 shots. The minimum measured charge of 1.5 pC is well above the noise level of 0.5 pC of the CCM, demonstrating injection on every shot. Note that the CCM measures the charge of all of the electrons passing through it, while the electron spectrometer only detects electrons with a minimum energy of 37 MeV. The number of counts registered on the electron spectrometer screen increased by 2.1% over the whole run.

The 2D electron beam pointing and FWHM divergence were measured using the profile screen in an initial 200 shot run, shown in Fig. 3a. The pointing and divergence were monitored in the horizontal axis via the electron spectrometer throughout the main run, and they are plotted in Fig. 3b and c. The FWHM divergence of the beams was \((6.4 \pm 0.4) \text{ mrad}\) in the horizontal axis and \((12.3 \pm 0.5) \text{ mrad}\) in the vertical axis, which was also the dispersion axis of the electron spectrometer. The divergence was larger in the polarisation axis of the laser, typ-
The pointing stability was found to be almost symmetric with a standard deviation of 1.7 mrad and 1.3 mrad in horizontal and vertical axis respectively. The standard deviation of the horizontal pointing over the entire run was 1.9 mrad with a mean divergence in the same axis of (5.5 ± 0.9) mrad, within the error of the initial measurement. The measured electron energy spectra (dN/dE/E, where N is the number of electrons and E their energy) are plotted as a waterfall in Fig. 4(a). The average spectrum is shown in Fig. 4(b) along with its standard deviation and the standard deviation of the normalised spectra, which is independent of the charge fluctuation. The figure shows that the spectra were broadband ranging from the low energy cut-off of the spectrometer up to approximately 130 MeV. The mean peak energy, defined as the energy at which dN/dE/E is maximised, was (78 ± 7) MeV. A slow drift of the peak electron energy over time towards lower values can be observed in Fig. 4. A linear fit to this shows that the peak energy decreases by 1.3 MeV per 10,000 shots, falling from 82.3 MeV to 72.8 MeV over 72,000 shots, while the jitter remained approximately constant at 8–9% over the run.

While the peak energy, as defined, allows for easy comparison with other works or simulations, it is not necessarily the most important figure of merit for some applications. For most quasi-monochromatic secondary sources or radio-biological studies one may employ an energy selective beam transport system to take the electron beam from the accelerator to the insertion device or target. Thus, one wishes to produce a constant charge within some energy bandwidth, integrated over a number of shots. In this experiment F = 15.1 ± 1.4 % of the total charge per shot lay between 70 and 80 MeV, denoted q. This was constant over the full run and no resolvable evolution was observed over 72,000 shots. Therefore, the deviation in ∑N qN = FQ would be dominated by the fluctuation of the total charge Q, which decreases as 1/√N with the number of integrated shots N. For a single shot q = (2.2 ± 0.6) pC. Increasing to a larger number of shots with a practical example, this system would deliver 1 nC in the range 70-80 MeV in 3 minutes with a dose error of 1.2%. Due to the long term stability of Q and F, this would not change perceptibly over 8 h.

IV. ANALYSIS OF THE INTERACTION

From a large dataset it is possible to create meaningful correlations of outputs against measured inputs. These can be used to identify which parts of a system should be stabilised to improve its precision. In Fig. 5 the measured charge and peak energies are correlated with the plasma density and laser energy. Also shown is the variation in the peak electron energy with charge. To negate the effects of long term drifts these plots are of a subset of the first 3600 consecutive shots (5% of the total). They show that the injected charge was particularly sensitive to the plasma density and to a lesser extent the laser energy. An increase of electron density from 1.4 × 10¹⁹ cm⁻³ doubled the measured charge. The peak electron energy, however, was almost completely unaffected by changes in the plasma density or the laser energy within these ranges. Finally, there is a positive correlation between the peak electron energy and the injected charge. This is the opposite of what one would naively expect from beam loading. Note that this correlation is quite strongly influenced by a small number of exceptionally low charge and peak energy shots. If we exclude all shots more than 2σ below the mean in both charge and peak energy the correlation coefficient reduces from 0.36 to 0.24. Overall it is clear that the main limiting factor to the stability of the system was the plasma density fluctuation impacting the amount of...
accelerated charge per shot.

To further understand these correlations and the physics behind the behaviour of the system a number of particle-in-cell (PIC) simulations were performed using the cylindrical quasi-3D code FBPIC\cite{fbpic}. The window size was 40μm × 30μm with 40 and 10 cells/μm in z and r respectively, and moved in z at the linear group velocity of the laser pulse. Three azimuthal modes were used. The plasma consisted primarily of a pre-ionised species with a longitudinal profile shown in the inset of Fig. 6a, where it is compared to the experimentally measured spectrum. Also shown is the simulated spectrum that has been tracked to the electron spectrometer screen. The entrance aperture of the CCM had a radius of 13.3 mrad, so injected electrons in the simulation travelling at angles larger than this were eliminated. To produce a spectrum a random sample of 4 million unique macroparticles that remained from the injected beam were propagated individually in 3D to a plane representing the electron spectrometer screen via the measured magnetic field of the dipole. Since an imaging spectrometer was not used this allows for a better comparison between the simulation and experimental results, i.e. it includes the effect of the divergence on the measured spectrum. An example of this can be seen in Fig. 6a, where the spiky ‘raw’ spectrum, caused by periodic ionisation in the oscillating laser field, is washed out via the propagation leaving a smooth spectrum similar to the experiment. The propagation algorithm was applied to all further spectral analysis.

To calculate the charge from the simulation, electrons with γβz < 11 ~ γph, the Lorentz factor associated with the wakefield’s phase velocity, were removed to eliminate the electrons that make up the plasma wave, as were electrons with a divergence larger than the CCM aperture. A 15.0 pC bunch remained from the simulation, comprised entirely of II electrons, which is in excellent agreement with the experimental charge measurement. The peak energy of the beam was 82.9 MeV, close to the mean experimental value of 78 MeV. Fig. 6a shows that the simulation overestimates the length of the high energy tail and underestimates the amount of charge at low energies. Note that the spectra in Fig. 6a are normalised to their maximum values, principally because we do not have a dedicated measurement of the charge between 0 and 37 MeV from the experiment.

In parts b, d and e of Fig. 6 the dynamics of the interaction are examined to explain the measured beam properties. Figs. d and e show that the laser quickly self-focuses in the density upramp to a peak 0 of approximately 3 at a short distance into the flat top density region. At this point charge is injected via ionisation injection, which is plotted in Fig. 6e: (note that the charge in this figure is the total II charge trapped in the wakefield, not propagated to the screen). The electron beam mean energy and rms energy spread are plotted in Fig. 6. The rapid initial increase in both energy and energy spread are a result of continuous injection without significant beam-loading. After an initial ‘over-focusing’ 0 stabilises at 2.7 due to a combination of slight defocusing and self-compression. This drop in 0 causes the rate of charge injection to decrease. The electrons that were injected early continue to accelerate while the reduced rate of trapping slows down the increase in the energy spread, beginning the process of reducing the relative energy spread. Once the laser reaches the density rundown it rapidly defocuses and no further trapping occurs. Simultaneously the bunch reaches dephasing, which further reduces the energy spread via phase space rotation.

FIG. 5. Correlations of the data using a subset of 3600 shots (5% of total shots). The sub-plot titles show the correlation coefficients (Pearson’s r). Red markers represent PIC simulation results.

- a) r = 0.50
- b) r = 0.24
- c) r = 0.09
- d) r = 0.04
- e) r = 0.36
At the end of the simulation there is a broadband electron bunch which is nevertheless peaked, with a relative energy spread of approx. 30% compared to its initial 100% spread. The lack of correlation of peak energy with density and laser energy in Fig. 5 is attributed to operating close to dephasing, where the beam is located around the zero-crossing of the wakefield at the end of the plasma, such that slight under-acceleration in lower densities and slight over-acceleration at higher densities, relative to the dephasing length, have a minimising effect.

The physics behind the jitter in the output beam parameters will now be elucidated with a range of PIC simulations. The laser energy $E_{\text{laser}}$ and the plasma density $n_e$ were varied independently of each other by 1 and 2 experimental standard deviations ($\sigma_E = 1.3\%$ and $\sigma_{n_e} = 3.6\%$). The resulting charges and peak energies are overlaid on the experimental correlation data in Fig. 5 b-d and are broadly in good agreement, especially in the case of charge as a function of $n_e$. At the highest density there is a rapid increase in charge in the simulation because 5.5 pC of self-injected (SI) charge passed through the virtual CCM aperture. In general there is a strong scaling of II charge ($Q_I$) with $n_e$, increasing by 1.4 pC (9%) per $\sigma_{n_e}$, 3 times more rapidly than $n_e$. The naive expectation might have been a 1:1 correspondence, assuming there was the same volume of laser ionisation but a higher density of nitrogen atoms.

To explain this observation, the main source of jitter in this experiment, the evolution of $Q_I$ and the laser $a_0$, $w_0$ and duration $\tau$ are plotted in Fig. 6 c-e. Black lines are from simulations at density $n_e$, and the results from simulations at $n_e \pm \sigma_{n_e}$ and $n_e \pm 2\sigma_{n_e}$ are bounded by the dark and pale shaded areas respectively. In all simulations the initially mismatched laser pulse rapidly self-focuses to a similar $w_0$ and $a_0$, which is above the ionisation threshold for both core electrons of nitrogen. Consequently, charge is injected rapidly and at a similar rate for all densities. The critical part of the simulation is between $z = 0.6$ and $0.9$ mm where the $n_e$ fluctuations provide an order 10% correction to the matched spot size, the spot size that drives a stable blown out wake and thus a significant increase in $a_0$ in the high $n_e$ simulations. The effect of a higher density, a smaller matched $w_0$ and a higher $a_0$ is to increase the area of the laser pulse with $a_0$ above the ionisation thresholds, a proxy for the amount of nitrogen being ionised. This is demonstrated in Fig. 6, where from $z = 0.6$ mm the area rapidly diverges between the lowest and highest density
In all simulations, a higher density resulted in a larger area of the laser pulse with an above-threshold $a_0$. This is why the rate of charge injection diverges after $z = 0.6 \text{ mm}$ in Fig. 6, with high $n_e$ simulations injecting charge at a significantly higher rate than those at low $n_e$. Up until $z = 1 \text{ mm}$ there is no large difference in pulse length, and after this point trapping of II charge is terminated as the laser defocuses in the downramp. Changes in the matched spot size are the principal cause of the observed charge jitter. The argument that the charge varies according to the volume of the focused pulse above ionisation threshold would also easily explain the correlation between charge and laser energy in Fig. 5, although we do not examine this in depth here. The volume over which the laser can ionise varies with $n_e$, so do the current profiles and transverse phase spaces of the injected beams. Fig. 6 plots the normalised slice emittances $\epsilon_n$ in $x$ (the laser polarisation plane in the simulation) and $y$ as well as the current profile of the beam at $z = 1 \text{ mm}$, the point at which injection is terminated in all simulations. The laser evolution is clearly imprinted on to the bunch. The first electrons to be injected are expected to be at the front (positive $(z - ct)$) and the last at the rear due to the phase advance of electrons in the wake over time. The longitudinal phase space of the beam is approximately linear and positively chirped in each case, supporting this lemma. The front of the beam has the highest current since it was injected first during the over-focusing of the laser, and it is trailed by the electrons injected during the matched spot phase where there is a large variation in current with density. While the expected behaviour of particularly $\epsilon_{n,x}$ is harder to predict since it is a function of the ionising volume and the field strength where each electron is ionised, it is clear that substantial differences exist in the slice emittance for relatively small density changes. This could, for example, lead to large spot size variations if the electron beam was focused downstream of the plasma.

While the simulations presented here are specific to our experimental set up, the general behaviour is likely to extend to any II based LPA reliant on self-focusing, which are common in the literature. With II it is often the case that the laser intensity in the plasma is close to the ionisation threshold of the dopant species, as this is required to ionise in a small volume around the centre of the wakefield so that a good quality beam can be trapped and accelerated. Our results suggest that to produce a system based on II with per-cent level shot-to-shot charge fluctuations, the plasma density and laser energy must be controlled at the level of a fraction of a per-cent. Otherwise, the nonlinear process of self-focusing and the threshold process of ionisation combine to enhance any fluctuations in the inputs. It is likely that this problem can be mitigated by using a guiding channel based on hollow capillary waveguides or dynamically formed plasma waveguides based on laser or discharge ionisation and heating. Each of these comes at the expense of a more complicated setup and/or increased risk of damage from the LPA driver, and will contain other sources of jitter which should be evaluated in an LPA context.

V. CONCLUSIONS

This work has demonstrated that even with simple targetry and a modest laser energy, that can be produced with a table-top laser system, an ionisation injection based LPA producing $\sim 50 \text{ MeV}$ electrons can be run at repetition rates of multiple Hz and remain stable over 8 hours. This is a significant step towards the use of LPAs as workhorse machines requiring minimal user intervention over full day timescales and we envisage wider adoption of these machines outside the traditional national laboratory or university laser lab environments. 72,000 consecutive shots all demonstrated charge injection and acceleration, and the mean charge was robust against drifts (within the measurement error) over the full run. The peak energy dropped by 1.3 MeV per 10,000 shots, from an initial 82.3 MeV. However, the average charge per shot in selected energy bands, important for future applications, was extremely stable. For example we found that the system accelerated an average of 2.2 pC to energies between 70 and 80 MeV with no drift over the full 8 hours. The largest shot-to-shot fluctuation was in the total beam charge. Correlations of the measured beam properties revealed that the 3.6% fluctuations in the plasma density were the principal driver of the shot-to-shot charge jitter, however they had no discernible effect on the peak electron energy. Particle-in-cell simulations, in agreement with the data, showed that the relative charge fluctuation was $\sim 3$ times the density fluctuation, and was mostly a result of a smaller matched spot size of the laser in the plasma increasing the volume of the (same energy) laser pulse that was able to ionise the core nitrogen electrons. This work suggests that to achieve low jitter systems based on ionisation injection very fine control over the intensity of the laser pulse in the plasma is required, which may be most readily achieved by sub-per-cent level reproducibility of the plasma density and laser energy.
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