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Abstract: Human Action Recognition is a key research direction and also a trending topic in several fields like machine learning, computer vision and other fields. The main objective of this research is to recognize the human action in image of video. However, the existing approaches have many limitations like low recognition accuracy and non-robustness. Hence, this paper focused to develop a novel and robust Human Action Recognition framework. In this framework, we proposed a new feature extraction technique based on the Gabor Transform and Dual Tree Complex Wavelet Transform. These two feature extraction techniques helps in the extraction of perfect discriminative features by which the actions present in the image or video are correctly recognized. Later, the proposed framework accomplished the Support Vector Machine algorithm as a classifier. Simulation experiments are conducted over two standard datasets such as KTH and Weizmann. Experimental results reveal that the proposed framework achieves better performance compared to state-of-art recognition methods.
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I. INTRODUCTION

In recent years, analyzing and understanding the human actions have become one of the major challenges for future technical systems focused over the analysis of human behavior through visual sensors [1]. Acquiring the knowledge about the person’s action is important and it is very crucial at several circumstances [2]. For instance, in automated visual surveillance systems, action analysis is very important which allows helping in the detection of potential threats emanating from a single person or a group of persons. Furthermore, in Human-Computer Interactions (HCI), the computer can analyze the actions to know the intentions and objectives of a user thereby provide an appropriate support, protect the user or guide the user. Action Recognition is a more crucial and important step in the human actions analysis which has vast variety applications in various fields like sports video analysis, intelligent surveillance [3], video retrieval, medical health care, smart home management [4] and 3D video games. In earlier, a significant amount of research has been carried out in the field of Human Action Recognition (HAR) based on two types of sensors such as Wearable sensors [8] and video sensors. In the case of wearable sensor based HAR, the sensors are attached to the human body parts.

Various types of sensors or measuring equipment like gyroscopes, accelerometers and magnetometers are connected to the human body parts to measure the motion features which give prior information regarding the human action or movements [5-7]. However, the main disadvantages are that the wearable sensors can’t be connected to human body for a long time, consequences to a restricted movement due to the wired connections, and also results in more complexity at the device settings.

In order to overcome these problems, video sensor based HAR technology has come into picture in which the human actions are monitored through cameras. With an advancement of imaging technology and the availability of cost-effective cameras, a new paradigm has been started in the HAR based on various types of image sequences acquired through these cameras. Compared to the wearable sensor technology, the images/videos acquired through the cameras reveal more information about the body parts and their movements. In the video sensor technology, the human actions are initially recorded by cameras and then they are fed to an automatic HAR system which analyzes the actions based on computer vision methods. Broadly the automatic HAR system is implemented in two phases, feature extraction and classification. In the feature extraction phase, the input video or image sequence is subjected to extract the features through which the action is represented. In the classification phase, the extracted features are processed for classification through machine learning algorithms.

Several feature extraction techniques are developed in earlier to extract an efficient feature set from an action image. Broadly they are classified as spatial domain techniques and transform domain techniques. In the spatial category, the pixel intensities and their derivatives such as Histogram of Gradients (HOGs) [11], space-time interest points (STIPs) [9,10] are considered as features. In the transform domain, initially the action image is transformed through some transformation techniques like Fourier Transform, Wavelet Transform etc. Both the methods have their individual advantages and disadvantages. To overcome such disadvantages, this paper proposed a hybrid feature extraction technique by combining the Wavelet Filter with Gabor Filter.

For a given input action, this approach extracts both the Gabor feature maps and Wavelet feature maps and fuses them to form a single feature vector called as Fused Feature Vector (FFV), which provides a perfect discrimination between different actions Further, a novel super learning technique, machine Support Vector Machine (SVM) is considered as classifier. Simulation experiments are conducted over two standard benchmark datasets such as KTH dataset and Weizmann dataset. The performance of developed HAR system is analyzed through Recognition Accuracy.
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Rest of the paper is organized as follows; Section II discusses the literature survey details. Section III discusses the complete details of proposed HAR framework. Section IV discusses the simulation experiments and performance analysis details and finally section V concludes the paper.

II. RELATED WORK

Recently, several methods have been developed for HAR based on the Spatio-temporal features of a video sequence and also have been demonstrated to achieve better results in recognizing human actions. Examples of such methods are 3-D speed-up robust features (3-D SURF) [12], 3-D HOGs [13], 3-D scale invariant feature transform (3-D SIFT) [14], and optical flow methods [15]. Further based on the applicability over the action frames, they are categorized as global and local feature extraction techniques. Global feature extraction methods can capture the motion information of the complete human body, provides rich and expressive motion information for recognizing human actions. Generally, the human motion in a video creates a space-time shape in 3-D volume and this shape can capture both the dynamic information of human body and spatial information of human pose at different times. In the case of global representation, the entire human body is treated as single region and hence it can capture the dynamic variations. Motion Energy Image (MEI) and Motion History Image (MHI) [16] are two popular methods through which the human action can be found where and how it is occurring. But they are not robust to view point changes and [17] introduced Motion history Volume (MHV) to remove the view-point dependency. In this approach, Fourier transform is used to create features invariant to rotations and locations. However, the common drawback of Global representation methods is that they are sensitive to noise variations in the action image. These methods capture the motion information in a particular rectangle area, and hence may introduce noise from cluttered background and can also introduce some irrelevant information.

In contrast to the global features, the local features represent the human motion through local Spatio-time regions. Since the information persists in these local regions is more salient and informative than the surrounding regions, they are only focused to detect in local feature representation. After detecting the informative regions, they are represented through various types of features. STIPs [18, 10] and Motion Trajectories [19-23] and are the two local feature representation techniques which had shown a better performance in the action recognition under varying translation and appearances. Laptev [24] applied Harries Corner detector to detect the space-time points and it applied Spatio-temporal separable Gaussian Kernel over a video to find the out the larger changes in Spatio-temporal motions.

Next, one more method is proposed by P. Dollar et al. [18] by considering the 2-D Gaussian Kernel along the spatial dimension and 1-D Gabor filter along the temporal dimension. For every interest point, gradients, optical flow vectors and raw pixels are extracted and formulated as a single feature vector. Further PCA is applied for dimensionality reduction and K-means clustering is applied for codebook construction. Further, Bregonzio e al. [10] accomplished Gabor filter and G. Willems [25] accomplished Hessian Matrix to detect the STIPs. However, the STIPs only acquire the information only for short-time but not capture long-time duration. Motion Trajectory is a better way to track these long-time STIPs [22].

H. Wang and C. Schmid [19] proposed an improved trajectory based action representation by considering the camera motion and to estimate the camera motion, a feature matching is accomplished between the frames using SURF descriptors and dense optical flow vectors. To further improve the recognition performance, Wang et al. [20] accomplished the feature matches to predict the homography. Further, this approach considered the Histogram of Optical Flows (HOF) and Motion Boundary Histograms (MBHs) to layout the spatial information. Furthermore, the concatenation of HOG with HOF and MBH features will give more efficient and continuous trajectories [21, 23]. Though the local feature representations methods has gained a great recognition performance, the computational complexity is more and also might be delivering the more information than the HAR system required.

Recently a simple HAR system has been developed by considering the basic filters and signal processing algorithms as feature extraction methods and machine learning algorithms as classifiers. S. Kanagamalliga and S. Vauski [26] used Gabor and Optical Flow features based contour model for motion estimation and to perform object tracking. This approach applied background subtraction over the obtained optical field through Expectation Maximization based Effective Gaussian Mixture Model and applied Adaboost algorithm for classification. Jin Jiang et al. [27] considered the Wavelet Packet Transform (WPT) as a feature extraction and Support Vector Machine algorithm as a classifier in the proposed Human activity recognition. Moreover, the SVM algorithm is optimized by determining optimal values for two kernel parameters through Improved Adaptive Genetic Algorithm (IAGA). Further, considering the advantages of Gabor filter and Ridgelet Transform, D. K. Vishwakarma et al. [28] proposed a novel action recognition framework. The rotation and scale invariant property of Gabor Wavelet Transform (GWT) and the orientation dependent property of Ridgelet Transform are helped in the determination more discriminant properties between human actions.

M. H Siddiqi et al. [29] proposed to deploy a new dimensionality reduction technique, named as the Stepwise Linear Discriminant Analysis (SLDA) in the Human action recognition system after extracting the features through Wavelet Transform. At wavelet based feature extraction, the ‘Symlet’ called wavelet filter is accomplished to extract the sub bands of action frames and to select most prominent features, SWLDA is applied. Finally, a well-known sequential classifier called hidden Markov model (HMM) [30] is applied to give the appropriate labels to the actions. Two standard datasets such as Weizmann and KTH are used to validate the developed system. Some more variants of Wavelet family are also accomplished as feature extraction techniques in the HAR system.
Manish Khare et al. [31] Applied the Discrete Wavelet Transform (DWT) to extract the features of an action frames at multiple resolutions. Next, E. Mohammadi et al. [32] applied 3D-DWT as a preprocessing step in the feature extraction phase for the HAR system proposed under two SVM kernels such as Sigmoid and Polynomial kernels. Further, DTCWT [33] has better edge representation and approximate shift-invariant properties compared to real-valued wavelet transforms. Considering these facts, Manish Khare et al. [34] proposed a method for human action recognition based on dual tree complex wavelet transform (DTCWT). KTH and MSR datasets are used for simulation validation. Recently, considering the correlation between wavelet coefficients, H. A. Moghaddam and Amin Zare [35] proposed Spatio-temporal wavelet correlogram (SWTC) as a new feature for human action recognition in videos. SWTC utilizes the multi-resolution and multi-scale property of wavelet transform and considered the correlation of wavelet coefficients.

III. PROPOSED HAR FRAMEWORK

A. Overview of framework

This section discusses the complete details of proposed Human Action Recognition framework. The total framework is accomplished in two phases, one is training and another is testing. In the training phase, the HAR system is trained with larger number of videos with different actions. In the next phase, the trained HAR system is subjected to testing through various action videos giving as input one-by-one. In the both phases, the raw videos are not processed. Initially, the video is subjected to feature extraction to extract a set of features through which the action in the video can be represented. After feature extraction, in the training phase, the features of all videos of respective actions are trained and in the testing phase, they are fed to classifier. Here the classifier is the final stage in HAR system which has two inputs and output. One input is from trained dataset and another is from testing. The classifier performs a systematic classification by comparing the features of test action video with the features of trained action videos and produces one class label which denotes the name of action present in the test video.

In this paper, a new feature extraction technique is proposed by combining two different feature extraction techniques, they are Gabor Features and Wavelet Features. For a given action, the Gabor filter to extracts the scale and rotation invariant features and the wavelet filter extracts multi-resolution features. After these two features extraction, a composite feature vector is formulated by integrating them. Once the feature extraction phase is completed for a given action, then it is fed to classifier. This approach used Support Vector Machine as a classifier. The novelty of this approach is the formulation of a composite feature vector which is more efficient and provides a robust classification with scale and rotation invariant features. Unlike the conventional approaches, which accomplished either Gabor filter or Wavelet Filter, this approach combined both of them to achieve more accurate results. Furthermore, this approach also applied Principal Component Analysis to solve the dimensionality problem. The overall architecture of proposed framework is shown in figure.1.

B. Feature Extraction

Feature extraction is most important step in HAR system. Under this feature extraction phase, the input videos are processed to extract a sufficient set of features through which the HAR system can acquire required knowledge about the dynamics of Human action. Further, due to the variations of semantics in the Human actions, the feature set extracted for one action is different from the features extracted from another action. This difference ensures a sufficient discrimination between actions and helps in achieving maximum recognition accuracy. In this paper, the proposed feature extraction technique is a hybrid technique, which is composed of two different feature extraction techniques such as Gabor filter based feature extraction and wavelet filter based feature extraction. The main intention of Gabor filter is to extract the features at multiple orientations and the wavelet filter is for multi-resolution features. Finally, the multi-orientation features and multi-resolution features are formulated into a single feature vector, called as Fused Feature Vector (FFV). The detail about individual feature extraction techniques is illustrated in the following subsections.
a. Gabor Features

Gabor filter is a most popular filter which is generally used in various image oriented applications. The main advantage of Gabor filter is it can represent an image in multiple orientations, i.e., we can analyze an image and the possible dominant features at various angles. Though the Gabor we can study the image variants at multiple angles. In this paper, Gabor filter is applied with eight orientations: \(0^0, 45^0, 90^0, 135^0, 180^0, 225^0, 270^0, \) and \(315^0\) and with six different scales: \(5 \times 5, 7 \times 7, 9 \times 9, 11 \times 11, 13 \times 13, 15 \times 15\) and \(\theta = \{0^0, 45^0, 90^0, 135^0, 180^0, 225^0, 270^0, 315^0\}\). The total feature maps obtained after the accomplishment of Gabor Filter is \(8 \times 6 = 48\). The mathematical response of Gabor filter is defined as;

\[
G(x, y) = \exp \left( \frac{x^2 + y^2}{2\sigma^2} \right) \cos \left( \frac{2\pi}{\theta} x \right)
\]  

Where \(X = x \cos \theta - y \sin \theta\) and \(Y = x \sin \theta + y \cos \theta\)  

According to the mathematical expressions (1) and (2), the \(\theta\) value varies from \(0^0\) to \(315^0\) with an angular deviation of \(45^0\). For instance, let’s consider the scale \(7 \times 7\), initially the action frame is scaled and then the Gabor filter is applied over it for eight orientations. Similarly, the action frame is processed for remaining scales also and hence we obtain totally 48 feature maps. The obtained 48 feature maps are belongs to only one action frame and a video consists of \(N\) number of frames. For example, if a video consist of 100 frames, then the total feature maps obtained for a video sequence is \(100 \times 48 = 4800\), which is a very larger count. This creates a heavy computational overhead at the classification level and also needs more memory to store at the database. Hence, to solve these problems, a max pooling is applied at every scale to extract only key feature maps. Let’s \(S = \{5 \times 5, 7 \times 7, 9 \times 9, 11 \times 11, 13 \times 13, 15 \times 15\}\) and \(\theta = \{0^0, 45^0, 90^0, 135^0, 180^0, 225^0, 270^0, 315^0\}\); the max-pooling at different scales is formulated as;

\[
F_{\text{max}, i} = \max_{i=1}^{\text{length}(\theta)} \{f_{\text{si}}(x, y, \theta_j)\}
\]

Where \(f_{\text{si}}\) represents the feature map at \(i\)th orientation and \(\theta_j\) represents the \(i\)th scale. For \(i = 1\), the orientation \(\theta = 0^0\) is picked up and the feature maps obtained at four scales are chosen and the expression (3) picks up the final feature map with all maximum values. For a given co-ordinate \((x, y)\), the expression (3) searches for maximum value in the total four feature maps obtained at \(i\)th orientation. Hence, finally we obtain totally eight feature maps which cover almost all scale and rotation invariant features for a given action frame. The max-pooling based feature selection has the following advantages. 1) It extracts a key feature map for action recognition and provides a more robust response for an action under cluttered background and occlusions. 2) It reduces the unnecessary computational burden by reducing the feature maps at different orientations. 3) Results in a scale and rotation invariant feature map which is more helpful in the recognition of an actions captured at different angles and scales. The Gabor filtered outputs for a scaled action image is shown in figure.2.

![Figure 2: Gabor filtered outputs for a scaled action image](image)

b. Wavelet Filter

Wavelet transform is an efficient transform technique which provides a simultaneous representation of an action in both spatial and frequency domain. In wavelet transform, this effective representation is possible due to the decomposition of an image over dilated (scale) and translator (time) version of a wavelet. Hence, most of the signal, image oriented applications prefers wavelet transform for feature analysis based on the accomplishment of shifting and scaling through wavelet filters. Wavelet family has number of variants like Discrete Wavelet Transform (DWT), Complex Wavelet Transform (CWT) and Wavelet Packet Transform (WPT) etc. Among those variants, DWT and DTCW have gained much importance due to their hierarchical decomposition structure.

1. DWT

DWT is the most popular wavelet transform which represents the image as a linear combination of its basis functions.
In DWT, the image is decomposed into several frequency bands called as Approximations (CA), Horizontals (CH), Verticals (CV) and Diagonal Details (CD). To obtain these four bands, the action image need to be subjected to decomposition through 2-D DWT where there exists one 2-D scaling function \( \varphi(x, y) \) and three 2-D wavelet functions such as \( \psi^H(x, y) \), \( \psi^V(x, y) \) and \( \psi^D(x, y) \). The scaling function is used to approximate the image at different level of approximations. In DWT, the scaling functions and the wavelet functions are formulated as the product of one scaling function \( \varphi \) and the respective wavelet function \( \psi \) which are modeled as:

\[
\varphi(x, y) = \varphi(x)\varphi(y)
\]  

Where \( \psi^H(x, y) \) evaluates the horizontal variations, \( \psi^V(x, y) \) evaluates the vertical variations and the \( \psi^D(x, y) \) evaluates the variations along the diagonal. The wavelet functions are mainly used to detect the edges in the image. The block diagram of DWT is shown in figure.3 and the obtained output bands after its accomplishment over an action frame is shown in figure.4.

\[
\psi^H(x, y) = \psi(x)\varphi(y) 
\]  

\[
\psi^V(x, y) = \psi(y)\varphi(x) 
\]  

\[
\psi^D(x, y) = \psi(x)\psi(y) 
\]

Figure.3 Block diagram of DWT

![DWT Block Diagram](image)

Figure.4 Two level decomposition of 2-D DWT

2. DTCWT

DTCWT is one of the most important and effective transform in the wavelet family. This was developed to overcome the major problem of DWT, i.e., lack of shift invariance. Though the traditional DWT has gained effective results in the image decomposition, it suffers from several problems and the lack of shift invariance is the most distinct problem due to which the reconstructed signal will have distortions. The main reason behind this problem is the presence of a down sampling module at every stage of DWT implementation. Due to this reason, the shifts in the input signal can’t be analyzed through DWT coefficients. The best solution to overcome this problem is an accomplishment of an un-decimated DWT. But, this solution consequences to a higher computational cost followed by very high redundancy in the obtained sub bands. At this instant, DTCWT has come into picture which can overcome the DWT problem without any removal of down-sampler. By finding complex wavelet coefficients which are \( 90^0 \) out of phase with each other, this problem can be solved and here the DTCWT follows the same procedure which is inspired from the Fourier transform. Because, the Fourier coefficients obtained are of complex sinusoid form and they constitute a Hilbert transform Pair.

![DTCWT Diagram](image)
Further the Fourier transform has no problem of shift invariance, the Fourier coefficients are perfectly shift variant. Considering these facts, the DTCWT employs a complex valued wavelet and scaling functions and they are defined as follows;

\[ \psi_s(x,y) = (\varphi_{rs}(x) + j \varphi_{is}(x))(\varphi_{rs}(y) + j \varphi_{is}(y)) \] (8)

\[ \psi^0_r(x,y) = (\varphi_{rs}(x) + j \varphi_{is}(x))(\psi^0_{rs}(y) + j \psi^0_{is}(y)) \] (9)

\[ \psi^0_i(x,y) = (\psi^0_{rs}(x) + j \psi^0_{is}(x))(\varphi_{rs}(y) + j \varphi_{is}(y)) \] (10)

\[ \psi^0_o(x,y) = (\psi^0_{rs}(x) + j \psi^0_{is}(x))(\psi^0_{rs}(y) + j \psi^0_{is}(y)) \] (11)

Where \( \psi_s(x,y) \) is a wavelet coefficient obtained from the real wavelet coefficient \( \psi_{rs}(x,y) \), and imaginary wavelet coefficient, \( \psi_{is}(x,y) \). Similarly, the term \( \varphi_r(x,y) \) is a scaled coefficient and it is obtained from the real scaled coefficient \( \varphi_{rs}(x,y) \), and imaginary scaled coefficient, \( \varphi_{is}(x,y) \). The DTCWT applies two wavelet filters, one extracts the real part and other extracts the imaginary part. These two filters combination is called as analytical filter. The structure of three level DTCWT is shown in figure.5, where the upper DWT is called as real part of Complex wavelet transform and the lower tree of DWT is called as imaginary part of complex wavelet transform.

In this paper, the DTCWT is accomplished for five levels of decomposition over an action frame from a given action sequence and at every level, only the approximation is considered for further decomposition to construct a wavelet pyramid. Finally, to obtain a wavelet pyramid feature map, the adjacent levels are subtracted, i.e., \( R_u = W_l - W_{l-1} \), where \( W_l \) and \( W_{l-1} \) are the adjacent levels from a wavelet pyramid and \( R_u \) is the final wavelet feature map. After the extraction of Gabor feature maps and wavelet feature maps, they are concatenated and formulated into a single feature vector called as FFV. Since the FFV is composed of larger number of features, to reduce the dimensionality problem, Principal Component Analysis is accomplished and 90% of principal components are considered as required features.

IV. SIMULATION RESULTS

To evaluate the performance of developed HAR system, we used two different and standard benchmark datasets that include KTH dataset and Weizmann Dataset. To simulate the proposed model, this paper used MATLAB software. The details of the two datasets and the results obtained after the deployment of proposed HAR over them are discussed in the following subsections. Furthermore, the comparative analysis between evaluated between proposed and conventional approaches is also described here.

A. Datasets

a. KTH Dataset

This dataset consists of totally six different actions such as Handclapping, Hand waving, Boxing, Running, Jogging and Walking [36]. All these actions are performed under four different environments such as Outdoors, Indoors, Outdoors with several scales and with several clothes. The same actions are performed several times by totally 25 subjects and hence the total number of actions videos present in this dataset are 25 \( \times \) 6 \( \times \) 4 = 600. All the videos are in unique format, i.e., .AVI format and total sequences present in this dataset are 2391. The entire action video set is captured through a static camera with a frame rate of 25 frames per second (fps) with a homogeneous background. The resolution of each frame is 160 \( \times \) 120. Some examples frames of this dataset are shown in figure.6.

b. Weizmann Dataset

This dataset totally consists of totally ten different actions like walking, running, skipping, jumping jack, jump forward on two legs, jump in place on two legs, gallopsideways, handwaving, wave one hand, and bend and totally consist of 90 videos [37].

![Figure 5: Three level DTCWT architecture](image_url)
All the actions are captured with the help of a static camera. The entire action video set is captured through a static camera with a frame rate of 50 frames per second (fps) and the resolution of each frame is 180 × 144. Some examples frames of this dataset are shown in figure.7.

![Figure.6 KTH samples](image)

**Figure.6 KTH samples, (a) Walking, (b) Jogging, (c) Running, (d) Boxing, (e) Handwaving, (f) Handclapping**

![Figure.7 Weizmann samples](image)

**Figure.7 Weizmann samples, (a) Bend, (b) Jump, (c) Run, (d) Boxing, (e) Wave two hands, (f) Walk**

### B. Performance Metrics and Results

To measure the performance of developed HAR system, this paper accomplished several performance metrics like Detection Rate, Precision, F-Measure and Accuracy. These metrics are implemented according to the mathematical expression shown below:

\[
\text{Detection Rate (Recall)} = \frac{TP}{TP+FN} \quad (12)
\]

\[
\text{Precision} = \frac{TP}{TP+FP} \quad (13)
\]

\[
F - \text{Measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \quad (14)
\]

\[
\text{False Negative Rate (FNR)} = \frac{FN}{FN+TP} \quad (15)
\]

\[
\text{False Discovery Rate (FDR)} = \frac{FP}{FP+TP} \quad (16)
\]

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN} \quad (17)
\]

| Predicted Action | Action Class 1 | Action Class 2 |
|------------------|----------------|----------------|
| Actual Action    |                |                |
| Action Class 1   | TP             | FN             |
| Action Class 2   | FP             | TN             |

#### Table.1. Sample Confusion Matrix

| Action | Detection Rate (%) | Precision (%) | F-Measure (%) | FNR (%) | FDR (%) |
|--------|---------------------|--------------|---------------|---------|---------|
| Walking | 95.3647             | 98.4751      | 96.8949       | 4.6353  | 1.5249  |
| Jogging | 88.4178             | 94.7814      | 91.4891       | 11.5822 | 5.2186  |
| Running | 83.7941             | 90.4412      | 86.9909       | 16.2059 | 9.5588  |
| Boxing  | 100.00              | 99.8512      | 99.9255       | 0.0000  | 0.1488  |
| Hand Clapping | 85.4175   | 91.7896      | 88.4890       | 14.5825 | 8.2104  |
| Hand Waving | 92.4147             | 96.4578      | 94.3930       | 7.5853  | 3.5422  |

#### Table.2 Performance Measures of different actions in KTH dataset

| Action | Detection Rate (%) | Precision (%) | F-Measure (%) | FNR (%) | FDR (%) |
|--------|---------------------|--------------|---------------|---------|---------|
| Bend   | 98.1123             | 97.2975      | 97.7032       | 1.8877  | 2.0725  |
| Jumping Jack | 98.5674         | 97.7526      | 98.1583       | 1.4326  | 2.2474  |
| Jump forward | 97.1457            | 96.3309      | 96.7366       | 2.8543  | 3.6691  |
| Jump in space | 100.00            | 99.1852      | 99.5909       | 0.0000  | 0.8148  |
| Running | 88.7419             | 87.9271      | 88.3326       | 11.2581 | 12.0729 |

#### Table.3 Performance Measures different actions in Weizmann dataset
Composite Feature Vector Assisted Human Action Recognition through Supervised Learning

| Dataset          | DWT [31] | DTCWT [34] | Gabor+RT [28] | Gabor+DTCWT |
|------------------|----------|------------|---------------|-------------|
| Gallop side ways | 92.8127  | 91.9979    | 92.4035       | 7.1873      | 8.0021      |
| Skipping         | 85.6631  | 84.8483    | 85.2538       | 14.3369     | 15.1517     |
| Walking          | 94.9987  | 94.1839    | 94.5895       | 5.0013      | 5.8161      |
| Wave one hand    | 100.00   | 99.5610    | 99.7800       | 0.0000      | 0.4390      |
| Wave two hands   | 95.7843  | 94.9695    | 95.3752       | 4.2157      | 5.0305      |

Table 2 and Table 3 reveal the details of performance measures of different actions of KTH and Weizmann datasets respectively. The first measure, detection rate (recall) measures the total number of true positives for a given total number of inputs. For example, let’s consider the walking action, the recall is measured as the ratio of total number of walking action frames detected as walking to the total number of walking action frames given as input for testing process. In this case, the TP is the total number of walking action frames classified correctly and FN is the total number of walking action frames classified incorrectly. This process is applied for all the remaining actions also and the respective Detection rates are measured. Next, the precision is measured as the ratio of TP to the total number of TP and FP. In the above example of walking action as input, the TP is the total number of walking action frames classified correctly and FP is the total number of action frames classified as walking when the input is not a walking action. In this case, the input is not required action but the output is required action.

Next, the F-measure is the harmonic mean of recall and precision. The FNR and FDR are having inverse relation with Recall and Precision respectively. From Table 2 it can be noticed that the maximum recall (100%) and precision (99.8512) is observed for boxing action and minimum recall (83.7941%) and precision (90.4412) for running action. Simultaneously, the maximum FNR (16.2059%) and FPR (9.5588%) are for running action and minimum FNR (0%) and FPR (0.1488%) is for boxing action. The boxing actions have constant movements and also we can observe minor movements in the body, gives a detailed structure of action for the HAR system which results in a more detection rate. In contrast to the boxing action, in the running action we can observe more variations in the movement of human parts which results a more confusion to HAR system, results in less detection rate and precision.

Next, from the Table 3, we can observe that the Wave one hand action and jumping in space action has gained a maximum performance with respect to recall and precision. Compared to the remaining actions, these two actions have less variation in the movement of body parts and hence the HAR system is efficiently detected them. The maximum recall rate observed from Table 3 is 100% and minimum recall rate is 85.6631% for Wave one hand action and jumping in space and skipping actions respectively. Similarly the maximum precision (99.5610%) is observed for Wave one hand action and minimum (84.8483%) is observed for skipping action.

C. Comparative Analysis

To alleviate the performance enhancement, a comparative analysis is performed between the results obtained through proposed approach and conventional approaches such as DWT [31], DTCWT [34] and Gabor transform with Ridgelet Transform [28]. Manish Khare and Moonuguleon [31] used DWT as a feature extraction technique to recognize the human activities. DWT is an effective technique in the extraction of contour features of a human body but due to the non-shift invariant property, the features at different shifts cannot be extracted properly. This is due to the presence of a downsampler at every decomposition level. This problem is solved by M. Khare et al. [34] by using DTCWT. In DTCWT, the action image is simultaneously undergone through the two phase decomposition such as Real part and imaginary part decompositions. Even though the DTCWT has downsamplers, due to the two phases, it will acquire shift invariant features. Though the wavelet family has achieved good recognition results they are not robust for scale and rotation variations in the action image. This drawback is solved by Gabor filter which provides a scale and rotation invariant features. By considering this advantage, D. K. Vishwakarma et al. [28] combined Gabor Transform with Ridgelet Transform to perform human activity recognition. However, compared to RT, DTCWT has more efficiency in the feature representation for shift invariants and hence the proposed approach combined the Gabor transform with DTCWT for action recognition. In the comparative analysis, the proposed approach and conventional approaches are compared through Recall, Precision, F-measures, FNR, FDR and Accuracy for both KTH and weizmann datasets.

Figure 8 shows the comparative analysis between the proposed and conventional approaches through Recall. As it can be observed from the above figure, the Recall of proposed approach (Gabor with DTCWT) is much higher compared to the conventional approaches. Since the proposed approach can find both scale and rotation invariant features of an action, the actions can be discriminated more effectively and hence results in higher recall and it is approximately 93.7618% whereas it is approximately 80.5303%, 90.8203% and 91.8103% for DWT, DTCWT and Gabor with RT respectively. A higher number of TP results in higher recall and this is achieved when the system has classified almost all the input actions correctly.
Figure.9 Precision comparison for various datasets

Figure.9 shows the comparative analysis between the proposed and conventional approaches through Precision. As it can be observed from the above figure, the Precision of the proposed approach (Gabor with DTCWT) is high compared to the conventional approaches. On an average, the precision of proposed approach is observed as 96.1503% whereas it is of 81.4003%, 90.4103% and 93.4203% for conventional approaches DWT, DTCWT and Gabor with RT respectively. A higher number of TPs and lower number of FPs leads to a higher precision. For a given number of action images, the total number of actions classified correctly increases the precision and the proposed approach has achieved a higher precision compared to the conventional approaches.

Figure.10 F-measure comparison for various datasets

F-Measure is the harmonic mean of precision and recall. As the precision and recall are high, the F-Measure is also high. From the above figure, it can be observed that the proposed approach has an average F-measure of 94.9410% and for conventional approaches, it is of 80.9630%, 90.6148% and 92.6083% for DWT, DTCWT and Gabor with RT respectively.

Figure.11 FNR comparison for various datasets

FNR measures the total number of false negatives from the total outputs. For a given N number of action images, the FNR is measured as the total number of actions those are wrongly classified, i.e., the input action is one and the output label is another. For example, for a frame having walking action, if the system had shown it as some other action, then it is considered as FN. FNR is measured by summing up such types of outputs. A system with less FNR is considered as more efficient. According to figure.11, the FNR of the proposed approach is less compared to the conventional approaches. Moreover, FNR obtained by subtracting the Recall from 100 and hence there exists an opposite relation between recall and FNR. From the above figure, on an average, the proposed approach has obtained 6.2382% FNR and for conventional approaches, it is observed as 19.4697%, 9.1797% and 8.1897% for DWT, DTCWT and Gabor with RT respectively.

Figure.12 FDR comparison for various datasets
FDR measures the total number of false discards from the total outputs. For a given N number of action images, the FDR is measured as total number of falsely discovered outputs. For an action, the FDR is measured as total number of instances at which it is obtained as output when the input is other action. A system with less FDR is considered as more efficient. According to figure 12, the FDR of proposed approach is less compared to the conventional approaches. Moreover, FDR obtained by subtracting the Precision from 100 and hence there exists an opposite relation between precision and FDR. From the above figure, on an average, the proposed approach has obtained 3.8497% FNR and for conventional approaches, it is observed as 18.5997%, 9.5897% and 6.5797% for DWT, DTCWT and Gabor with RT respectively.

Next, Figure 13 shows the accuracy comparisons between proposed and conventional approaches over KTH and Weizmann datasets. From this figure, the average accuracy of proposed approach is measured as 97.6949% and for conventional approaches, it is observed as 92.7549%, 96.0849% and 96.2249% for DWT, DTCWT and Gabor with RT respectively. Since the proposed approach combined Gabor features (scale and rotation invariant) and Shift invariant features, the accuracy of proposed approach is high compared to simple DWT [31], DTCWT [34]. Furthermore, the proposed approach also gained an improved accuracy than the method proposed by D. K. Vishwakarma et al. [28] in which the Gabor features are combined with Ridgelet features. The RT has similar characteristics with DWT and DTCWT is more efficient than DWT, the proposed approach achieved a higher recognition accuracy. The main reason is that the proposed features are more effective in the provision of a perfect discrimination between different actions. Moreover, as the feature count increases, a classifier will get more clarity and classifies the given input actions more accurately.

V. CONCLUSION AND FUTURE SCOPE

In this paper, we presented an end-to-end framework for human action recognition. This framework is based on the study of a more distinctive and discriminative features through which the action can be analyzed more perfectly. This method considered the Gabor filter and DTCWT as feature extraction techniques and SVM algorithm as a classifier. These two feature extraction techniques are more effective in the extraction of scale, rotation and shift invariant features of an action image. Based on these features, the classifier got more clarity on the internal motion dynamics of human body and thus resulted in a more accurate recognition results. For simulation purpose, we accomplished two datasets such as KTH and Weizmann and the performance is measured through Recall, Precision and Accuracy. Compared to the existing state-of-art methods, our proposed recognition framework achieved improved recognition Accuracy and less Misclassification rate. Focusing over the further improvisation of recognition accuracy, the future work of this paper can be directed in the reduction of computational time. Due to the more number of features extracted at feature extraction phase, the computational time required for classification will increase and hence the future work is focused over the computational time reduction by detecting the self-similarities between the frames of a single action video.
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