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Abstract

The field of Continual Learning investigates the ability to learn consecutive tasks without losing performance on those previously learned. Its focus has been mainly on incremental classification tasks. We believe that research in continual object detection deserves even more attention due to its vast range of applications in robotics and autonomous vehicles. This scenario is more complex than conventional classification given the occurrence of instances of classes that are unknown at the time, but can appear in subsequent tasks as a new class to be learned, resulting in missing annotations and conflicts with the background label. In this review, we analyze the current strategies proposed to tackle the problem of class-incremental object detection. Our main contributions are: (1) a short and systematic review of the methods that propose solutions to traditional incremental object detection scenarios; (2) A comprehensive evaluation of the existing approaches using a new metric to quantify the stability and plasticity of each technique in a standard way; (3) an overview of the current trends within continual object detection and a discussion of possible future research directions.
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1. Introduction

Deep Neural Networks (DNNs) are computational distributed models able to learn representations from raw data through a structure of hierarchical layers, similar to how the brain handles new information. However, they are a powerful solution only when being used with data that is carefully shuffled, balanced, and standardized\textsuperscript{1}. As real-world data may come in large streams and vary considerably from what was available during the initial training, some necessary assumptions for DNNs might not be met. In this case, they can fail entirely or suffer from a fast decay in performance for early learned tasks, commonly described as catastrophic forgetting or catastrophic interference\textsuperscript{2}.

These circumstances have influenced the introduction of continual learning (CL), in which techniques are mainly refined to deal with different data-dynamic scenarios. Although the interest in this area has grown notably since 2016\textsuperscript{3}, over the years several names have been used to refer to the search for models that continually adapt. Some of them are “incremental learning”, “lifelong learning” and “never-ending learning”. Yet, the recent desiderata assigned to CL models have become broader and involve not only the forgetting aspect, but also the scalability, computational efficiency, and fast adaptability features\textsuperscript{4}.

Within the context of computer vision, the search for strategies able to deal with the modeling of a dynamic world is not new\textsuperscript{5}. Several applications associated with streams of images can benefit from having models able to naturally work with changing and incremental contexts, such as autonomous cars, Unmanned Aerial Vehicles and house robots\textsuperscript{6}. Notwithstanding, most of the current solutions for CL consider the classification task as its main conundrum. In this way, the task of continual object detection, which involves both localization and classification of object samples, is not yet well explored, having its foundational work dating back to 2017\textsuperscript{7}.

Continual Object Detection (COD) is a more complex task than conventional classification, since the predictive model needs to deal with situations where new objects, that were unknown previously, appeared in the previous training data but were not labeled and therefore considered as “background”. This issue affects the notion of “objectness” of the model and may interfere in its performance towards either favoring the detection of only previously known objects or exclusively the new ones. This tradeoff is also in part due to the natural “tug-of-war” effect that each task creates on the model parameters during training\textsuperscript{11}.

This short review aims to provide an overview of the definitions, strategies, and desiderata that involve the field of COD, with the focus on exploring the scenario where object instances are introduced incrementally. To the best of our knowledge, this is the first review to address the topic and provide tools that researchers can use to standardize their research regarding incremental object detectors. In this way, we propose the following contributions:

- A short and systematic review of the main strategies proposed for solving the problem of continually learning and detecting new object instances.
- A comprehensive evaluation of the main proposed methods for class-incremental object detection using a new metric to quantify the stability and plasticity of each technique.
metric properly adapted to identify the stability-plasticity power of a strategy according to its supposed upper-bound.

- An overview of the possible research directions and trends in the field.

2. Technical Background

The field of continual object detection, as previously mentioned, presents the combination of CL strategies to deal with the forgetting and transferability of knowledge between object detection tasks. In this way, a general understanding of both topics is needed to identify opportunities in the field and interpret the findings of this review.

For the scope of CL, we refer to tasks as a description of the type of prediction being made comprising a closed set of classes. For example, we can have a certain detection task \( t_1 \) that predicts the position and label of some classes \( c_1 \) and \( c_2 \), and another detection task \( t_2 \), that predicts the same for some other classes \( c_3 \) and \( c_4 \).

2.1. Continual Learning with Neural Networks

Continual learning, or lifelong learning, has been coined as the ability to learn consecutive tasks without forgetting how to perform on the previously trained ones [8]. Some researchers have pointed out over the years that research on this topic might lead to the development of an artificial general intelligence [9] [10] since such behavior is expected from intelligent agents.

As the amount of data available increases over the years and current machine learning (ML) systems still have poor ability to solve for new tasks without being properly retrained, solutions that involve continual and multi-task learning will become more prevalent [11]. Also, as deep learning techniques are the state-of-the-art for several tasks in areas such as computer vision and natural language processing [12] [13], the adaptation of the ongoing strategies in these fields for the continual paradigm becomes a natural promising research direction.

Despite not being a new research topic [9], there is still no consensus on all the characteristics that a CL model should consider essential (i.e., CL Desiderata) during its optimization process [14] [15]. Most of the definitions favor a specific direction based on the researched topic the author is involved. For example, one may say that constant memory and forward transfer are fundamental for robotics. At the same time, for recommendation systems, one could argue that online learning and fast adaptation are more important features. Following this line of thought, for the continual object detection venue, in especial the class-incremental setting, we argue that the following desiderata should be aimed:

- **Quasi-constant memory**: A CL model should work with bounded memory.
- **Backward Transfer**: A CL model should have the ability to improve the performance of previously learned tasks by learning a new one.

- **Forward Transfer**: A CL model should have the ability to improve the performance of future tasks using previously acquired knowledge.
- **Fast adaptation and recovery**: A CL model should be able to adapt quickly for new tasks, and, in case a class was gracefully forgotten (better described in the work of Ahn et al. [16], the model should recover the previous performance at the same speed.

Also, the ability to identify when a sample object is unknown at test time and decide whether to learn from it during incremental training is of interest for applications in autonomous robots [17]. This scenario, which is related to other different ML paradigms (e.g., out-of-distribution detection, open-set and open-world recognition), might be a pursued direction for having less human interference in the learning process [15] [18].

2.1.1. Scenarios

When working with classical CL benchmarks [19], there are three general situations in which data might be introduced:

- **New Instances (NI)**: New training samples of previously known classes.
- **New Classes (NC)**: Only new training samples of new classes.
- **New Instances and Classes (NIC)**: New training samples from both old and new classes.

When working in classification tasks, the presence of the task ID dictates the space of possible classes and distributions that can be recognized during test time. Thus, it describes whether it is possible to create task-specific solutions or if a more general CL strategy is needed [20]. Following this trend, the CL literature has mostly adopted the convention from Van de Ven and Tolias [21] for three general task scenarios:

- **Task-Incremental Learning**: Assumes the model has information about the task ID during training and testing. The situation allows for task-specific solutions.
- **Domain-Incremental Learning**: Assumes the task ID is not given during test time, but the structure of the task is maintained. Class labels are usually kept, but the data distribution might change.
- **Class-Incremental Learning**: Assumes the task ID is not given during test time, and model needs to infer it. In this way, the model needs to expand its range of predictions and incrementally add new classes.

Additionally, Task-Free or Task-Agnostic CL [22] [23] represents an additional scenario for when the task labels are not given during either training or testing, which makes it the most challenging scheme. For that, the model does not have any information on task boundaries and still needs to deal with data distribution changes. The generality related to each mentioned scenario is described in Figure [1]
2.1.2. Evaluation

For evaluating CL models on incremental benchmarks, metrics should assess the desired characteristics we expect the system to have. To this extent, a CL model, in general, should be evaluated not only on its final performance but also on how transferable its knowledge is and how fast it learns and forgets tasks. The usual procedure adopted by the CL community to comply with this scheme was first introduced by Lopez-Paz and Ranzato [24] with three metrics.

Average Accuracy (ACC) is the average final accuracy over all seen T tasks as described by Equation 1.

\[
ACC = \frac{1}{T} \sum_{t=1}^{T} R_{T,t} \tag{1}
\]

Backward Transfer (BWT), as shown by Equation 2 is the measure of the influence that learning a new task has on the tasks learned so far. A negative value for this metric indicates the forgetting of old classes.

\[
BWT = \frac{1}{T-1} \sum_{t=1}^{T-1} R_{T,t} - R_{t,t} \tag{2}
\]

Forward Transfer (FWT), as demonstrated in Equation 3 represents the impact that learning a new task will have on the consecutive tasks. A positive forward transfer is an indication that the model can perform “zero-shot” learning.

\[
FWT = \frac{1}{T-1} \sum_{t=2}^{T} R_{t-1,t} - b_i \tag{3}
\]

For these metrics, \( R_{t,j} \) stands for the final test accuracy on task \( t \) after observing the samples of task \( t \), and \( b \) the test accuracy of each task when trained with random initialization. The metrics above assume the model has access to all tasks beforehand and can be evaluated on all \( T \) tasks right after it finishes the training in each individual task \( t \).

For measuring how far an incremental model response is from an ideal setting and therefore assessing its overall stability-plasticity, Hayes et al. [25] proposed \( \Omega \) as the ratio between the model’s response and the one from the joint-training equivalent (i.e., a model trained offline with all task data) as shown by Equation 4. We will refer to this metric as the upper-bound ratio.

\[
Upper-bound ratio (\Omega_{all}) = \sum_{t=1}^{T} \frac{R_{T,t}}{R_{\text{joint},t}} \tag{4}
\]

Although there are interesting adaptations of these metrics that account for the performance of a CL model along each timestep in training time, in an application context, a good final performance at test time is usually what is considered. Additionally, some other metrics provide helpful information regarding the CL desiderata, such as computational efficiency and memory size [4], but we will not explore them in the current context of this review.

2.1.3. Strategies

Research to overcome catastrophic forgetting is as old as the own field of neural networks [26], but previously had its focus on solving the problem for shallow networks. When dealing with deep architectures, the main methods have been commonly divided into three families of techniques based on: parameter isolation, regularization, and replay [20].

Parameter isolation techniques

Parameter isolation strategies aim to mitigate forgetting by specifying parameters to deal with each individual task. This setup typically requires the freezing of some network parameters and then either dynamically expanding the network’s capacity [27] when new tasks arrive or learning specific sparse masks [28]. One of the base works for this family was proposed by Rusu et al. [29], where a deep neural network column of layers is trained to execute a single task. When a new task arrives, the previously trained weights are frozen, and a new column of layers with a lateral connection to the first column is added and then trained to execute the new task. Other works also expand on this strategy to deal with the issues caused by the increased final model size by applying network pruning and quantization [30]. For this family of techniques, it is generally guaranteed that the network will perform equally well as if it was trained from scratch at the cost of having a more significant memory footprint. Additionally, models in this group often have the disadvantage of needing a task oracle to reveal the task ID at test time [20].

Regularization-based techniques

Regularization-based methods introduce strategies to prevent the network parameters from deviating too much from the learned values that performed well for the old classes. The Elastic Weight Consolidation (EWC) strategy proposed by Kirkpatrick et al. [31] first finds important parameters for the learned tasks and then penalizes their changes when new tasks are presented. Besides penalty-based regularization, Li and Hoiem [32] proposed the Learning Without Forgetting (LWF) strategy in which a copy of the network trained on the base classes is created and knowledge distillation is applied to transfer the knowledge of the copy to the network trained on the new data.

Figure 1: General scenarios for CL.
For this whole family of methods, there is generally no need for storing old data or changing the current architecture. This is based on the assumption that the task’s knowledge is included on the weights, and can be preserved by either penalizing their change directly or by constraining the updates for new data using the old activations and logits. However, for this group of techniques, performance is often limited when compared to other CL strategies [33][34].

Replay techniques

Methods based on replay, often called rehearsal, store samples from previously seen data or use generative models to create pseudo-samples that follow the previous data distribution. The replay samples are then mixed with the ones of the new task to ensure that the data distribution of the new task does not deviate much from the previously learned data distribution. Following this line, Rebuffi et al. [11] proposed the iCaRL strategy in which the samples that best represent the class means in the feature space are stored and used at test time with a nearest-mean classifier. In a different way, Lopez-Paz and Ranzato [24] proposed the Gradient Episodic Memory (GEM) technique to constrain the model optimization by using replay samples to limit the gradients for the new task in a way that the approximately lost from the previous tasks will not increase.

When working with unstructured data (e.g., images and videos), the required memory buffer to store old samples might be considerably large, making its use impracticable for some real-world scenarios [33]. Techniques based on pseudo-rehearsal, a.k.a. generative replay, were established to overcome this limitation. Shin et al. [35] proposed to train a generative model on the old data distribution and use it to generate fake samples that help in mitigating the forgetting of old classes. Although having the downside of the model’s performance being upper-bounded by the joint-training in all tasks [20], the replay family has been the most consistently used strategy in real-world applications of CL [6][36].

2.1.4. Other Continual Learning Paradigms

Some other learning paradigms have been adjusted to diminish the forgetting of CL systems by allowing the model to learn the desired adaptability and stability directly from the data [37][38].

Meta-Learning for Continual Learning

Meta-learning, a.k.a. “learning-to-learn”, uses knowledge obtained from learning tasks to improve the learning of new ones. Because of the general terminology, there are several perspectives proposed in the literature that relate to the topic, such as transfer learning, AutoML, and multi-task learning [38]. In the context of neural networks, meta-learning has been framed as an end-to-end pipeline with two levels where an outer algorithm adjusts the learning of an inner algorithm so that the outer model objective is improved in the end. In simpler words, it is the search for inductive biases in a neural network that leads to the fulfillment of a meta-level objective. This meta-objective can be applied for diverse goals such as generalization performance, fast adaptation, or even the avoidance of catastrophic forgetting [39].

The application of meta-learning to solve CL meta-objectives has been referred to as meta-continual learning (Meta-CL) [40] and can take different forms. Rajasegaran et al. [41] introduced the use of meta-learning for finding a set of generic weights that can generalize well for all seen tasks by quickly adapting to them at test time with minimum forgetting. Javed and White [42] proposed a meta-objective for finding task-independent network representations that minimize the forgetting of old tasks and accelerate future learning of new ones. Beaulieu et al. [34] presented the ANML strategy which uses a neuromodulatory network to modulate the learning of a base network by gating the neurons in a specific layer during the forward and backward passes.

Self-Supervision for Continual Learning

Self-supervision is the paradigm in which the data generates its own labels and learns to predict them back as a pretext task. Some examples of pretext tasks are colorizing grayscale images, predicting rotation of objects, and matching different augmented views of the same image [43]. The advantage of having the data to generate its own supervision signal is to be able to use large-scale unlabeled datasets and obtain robust representations that can be used for other downstream tasks such as image classification, object detection, and semantic segmentation [44]. Recently, self-supervised pre-trained networks outperformed their supervised counterpart for downstream tasks of classification and detection in large benchmarks [45][46].

In the context of CL, the feature extraction backbone is generally frozen for not allowing gradual changes in the representations during online updates. This inevitably causes the need for networks that can produce more general features, which favors the use of self-supervision in their training. In fact, Gallardo et al. [47] showed empirically that self-supervised pre-trained models provide representations that generalize better for class-incremental learning scenarios. Pham et al. [48] proposed a learning structure based on the human brain complementary learning system, in which a model is optimized via self-supervision on stored samples to produce general representations that are then refined by supervised learning for quick knowledge acquisition on the labeled data. Beyond that, Caccia and Pineau [37] expanded the generality of self-supervised representations to the meta-learning world by having models optimized to match different augmented views of the same image and at the same time generate representations that minimize the forgetting of old classes.

2.2. Object Detection with Neural Networks

Object detection is a computer vision task that involves the localization and classification of items of interest in an image. The goal of an object detector is to predict the coordinates of each bounding box that surrounds the objects of interest and assign a category to it. Previous to 2012, most solutions related to the topic were based on heuristics and hand-crafted visual descriptors [49][50] which limited its application in several domains. After the success that convolutional neural networks (CNNs) had in generating rich features for classification, they started to compose strategies for the more challenging task of object localization and recognition [51][52]. Since then, they
have presented outstanding results in large competitions related to the detection task and became their baseline solution [53].

Object detectors based on DNNs can usually be divided into two modalities: two-stage and one-stage detectors. Both have in common the presence of a backbone network for providing useful feature maps to be used in localization and identification of object categories [43]. These features can be resumed in a single 3D tensor extracted directly from the output of a single layer in a pre-trained architecture (e.g., C4 layer in ResNet-50) or a multi-dimensional tensor resulting from the gathering of the output of several layers from a top-down architecture with lateral pathways as in the work of Lin et al. [54]. The backbones used for detection tasks are generally deep CNNs pre-trained on large image datasets (e.g., ImageNet) intended for classification [55].

2.2.1. Two-Stage Detectors

This class of detectors uses a separate structure to generate a set of “guesses” of where the objects are present in the image. These assumptions on the image, also called region proposals or just proposals, will be then classified into the known categories and have their bounding box refined to correctly identify the object’s limits. R-CNNs [51] were one of the first two-stage strategies for object detection and used Selective Search [56] for selecting its region proposals. The problem with this setup was that every proposal was processed separately by the CNN for feature extraction, which caused the inference process to be too slow. In the following work of the same authors, they propose the Fast-RCNN [52] in which a CNN first processes the image to extract the features maps. Then, the external proposals are used to select the regions within the feature maps through a Region of Interest (RoI) pooling layer, to be processed by the classification and regression heads as illustrated in Figure 2.

2.2.2. One-Stage Detectors

One-stage models, also known as single-stage detectors, are often faster than their two-stage counterparts at the cost of having lower predictive performance [43]. There is no region proposal heuristic or network for this class of models since it usually considers that every position on the image might have an object, leaving the model to classify each position as either background or the target category. The You Only Look Once (YOLO) detector [57] was one of the first successful models to show a good balance between accuracy and speed by dividing the whole image into a set of grid cells and predicting the presence of one or more objects in each of them.

Improving on the inferior ability of the first YOLO architecture for detecting smaller objects, Liu et al. [58] proposed the Single Shot Multibox Detector (SSD), which made use of a more elaborated CNN architecture and a set of pre-defined anchors in multiple scales and aspect-ratios. These additional features helped the model reach a decent performance while still operating in real-time. Building on top of that, Lin et al. [59] RetinaNet focused on dealing with the large number of negative samples that are generated by the pre-defined anchors using their Focal Loss, which weights down the importance of easy negative samples while increasing the focus of the network weight updates on the hard ones. This network also uses FPN in its architecture and has reached results that compare to Faster-RCNN. An illustration of the general pipeline used in the YOLO and RetinaNet detectors is shown in Figure 3.
Later on, several versions of the YOLO architecture, which are commonly referred to as the “YOLO family”, have been proposed and optimized for decreasing the gap against two-stage models regarding mAP performance \[60\] while keeping the real-time characteristic. Moreover, recently a few more elaborated strategies, such as CenterNet \[61\] and FCOS \[62\], that do not make use of either pre-defined anchor boxes or proposals, have raised the bar for the performance in popular detection benchmarks.

2.2.3. Benchmarks

Training large DNNs requires the availability of large datasets since they tend to be more accurate as more data gets processed \[63\]. Considering that detection annotations are harder to be obtained than just labels for the whole image, the most popular benchmarks on the topic have become the ones from competitions organized by resourceful universities or big tech companies. The two most explored are the Pascal VOC \[64\] and MS COCO \[65\]. Although there are different versions of the datasets based on the year of the challenges, researchers have adopted the VOC 2007 and COCO 2014 as references. Table 1 displays some statistics related to these benchmarks.

Table 1: Statistics for the main object detection benchmarks \[66\].

| Dataset          | VOC 2007 | COCO 2014 |
|------------------|----------|-----------|
| Number of classes| 20       | 80        |
| Number of training images (train+val) | 5,011 | 123,287 |
| Number of training instances | 12,608 | 896,782 |
| Number of testing images | 4,952 | 81,434  |
| Mean of bounding boxes per each training image | 2.51 | 7.27    |

Recently, the LVIS dataset \[67\] was released with the promise of being a more complex (and natural) benchmark due to its vast number of categories but a low amount of samples in some of them. The dataset has over 164,000 images with more than 1000 categories and 2.2 million high-quality annotations, making it a tough challenge for generalization on “long-tailed” categories.

2.2.4. Evaluation

The evaluation of object detection models is conducted by assessing how much each predicted bounding box misses or hits a ground truth based on a threshold. The equation that governs this metric is the intersection over union (IOU), also known as the Jaccard Index (Equation \[5\]) in which \(B_{pred}\) is the coordinate of the predicted bounding box and \(B_{gt}\) is the ground truth equivalent \[68\]. An illustration of these terms is shown in Figure 4.

\[
Jaccard\ Index = IOU = \frac{area(B_{pred} \cap B_{gt})}{area(B_{pred} \cup B_{gt})} \tag{5}
\]

The threshold value indicates how much overlap is needed to consider that a prediction was in fact a true positive. Then, the comparison of detection models can be made by calculating the average precision (AP) (i.e., the ratio of true positives over the sum of true positives and false positives) and average recall (AR) (i.e., the ratio of true positives over the sum of true positives and false negatives) for a given threshold. Equations \[6\] and \[7\] describe both metrics.

\[
Precision = \frac{TP}{TP + FP} = \frac{TP}{all\ detections} \tag{6}
\]

\[
Recall = \frac{TP}{TP + FN} = \frac{TP}{all\ ground\ truths} \tag{7}
\]

A common value used for the threshold is 0.5 (e.g.: \(Ap^{50}\)). The standard evaluation procedure is to consider the mean average precision (mAP) at a given threshold for all classes that a detector is able to recognize. Moreover, for better dealing with false negatives, the mAP term is commonly assigned as the area under the curve (AUC) of the precision against the recall curve using the specified threshold \[68\]. In addition to that determination, for some situations, benchmarks may also use the mean over the average precision of each class for several thresholds (e.g., \(mAP@[.5 : .95]\)) \[65\] to indicate a more stable performance.

3. Continual Learning for Object Detection

The general goal of the continual learning paradigm for object detection is to learn a sequence of tasks \([t_1, t_2, t_3, ...]\) and have a model able to successfully localize and identify all the involved classes at test time as illustrated by Figure 5.

The area of applications of continual learning methods to the object detection task is still young and in active development \[7\] \[69\] \[70\]. Strategies are mostly split into two large pools: Class-Incremental Object Detection (CIOD) and Domain-Incremental Object Detection (DIOD). The former looks at problems where the model has learned the representation of base classes and then needs to extend its prediction power over new unknown classes sequentially. The latter is formed by solutions to problems where the classes are fixed, but their distribution can change over time. In this situation, the model needs to be able to identify the classes in both contexts correctly \[71\].

For DIOD, a recent competition \[72\] showed through their winning solutions that general strategies that account mainly for classification might suffice (e.g., simple random replay, using larger networks) \[73\] \[74\] \[75\] even in challenging scenarios. For that, we advise the reader to analyze the general findings and discussions present in related surveys and review papers \[3\] \[1\] \[20\]. Contrastively, the CIOD paradigm needs a more specific treatment due to its inherent challenges and complexity.
The task of incrementally adding classes to a trained detector is considered of substantial importance for several applications that deal with memory and computational constraints [6]. The main issue that makes detection a more difficult task than only classification for class-incremental scenarios is that the same image can have several instances of different objects that are unknown apriori. Since these objects are not identified, the network learns to treat their visual cues as background instances. Later, when images of the unknown instances present before are shown as a new class, the model tends to either not converge to a decent solution or only prioritize the learning of the new category. In other words, this label conflict favors the interference on the weights specific to each task within the network.

Figure 5: A generic class-incremental scenario for object detection.

The task of incrementally adding classes to a trained detector is considered of substantial importance for several applications that deal with memory and computational constraints [6]. The main issue that makes detection a more difficult task than only classification for class-incremental scenarios is that the same image can have several instances of different objects that are unknown apriori. Since these objects are not identified, the network learns to treat their visual cues as background instances. Later, when images of the unknown instances present before are shown as a new class, the model tends to either not converge to a decent solution or only prioritize the learning of the new category. In other words, this label conflict favors the interference on the weights specific to each task within the network.

**Figure 6** exemplifies the process of incrementally learning some classes, after a previous one was already learned. Figures 6a and 6b shows an example of two classes being learned separately, whilst Figure 6c shows the new class for task $t_2$ being learned after $t_1$, at last Figure 6d shows a third class added to the model on the task $t_3$. To exemplify why CIOD is considered a harder task than classification, the class “person” for the first learning task represented on Figure 6a is considered as background on the second and third tasks (Figure 6b). This naturally results in a label conflict that might induce catastrophic forgetting and harm the final detection performance.

Although still in its first steps, the CIOD field has a more established corpus of strategies and some of them can also be applied within the domain-incremental option [73, 71]. The first proposed strategy for CIOD dates back to 2017 in the seminal paper written by Shmelkov et al. [7]. Since then, several methods have been presented with the goal of tackling forgetting while making DNNs localize and recognize classes incrementally. For a more concise way of analyzing all the recent contributions to this field, we performed a systematic review of all the papers that included evaluations within the scope of continual object detection for class-incremental scenarios.

### 3.1. Considerations about the Literature Review

For gathering the most influential work related to the CIOD field, we took advantage of the fact that the initial paper of Shmelkov et al. [7] presented a solid baseline for the problem, which indirectly guided the field to always make comparisons to it. In this way, we chose to perform a snowballing literature review followed by the guidelines described on Wohlin [76]. In this review technique, a paper (or a set of papers) has its citations and references explored in a forward and backward iterative process in order to find all works that deal with the topic of interest. A general description of the review pipeline is described in Figure 7.

Since the research field is reasonably new, some relevant work will certainly be placed first on arXiv as pre-prints. Because of that, we decided to use the Google Scholar database for checking the citations and references since they aggregate all the results from pre-print sources (e.g., arXiv and bioRxiv) to several popular scientific databases such as IEEE Xplore, ACM Digital Library, Scopus, and Science Direct.
3.1.1. Research Questions

With this review, we aimed to answer the following research questions:

**RQ1:** What are the main proposed strategies for CIOD?

**RQ2:** What are the main benchmarks?

**RQ3:** What are the main metrics?

**RQ4:** What is the current state-of-the-art with respect to performance?

3.1.2. Inclusion and Exclusion criteria

For starting the forward and backward process inherent to the snowballing technique, we considered the following inclusion criteria:

- Papers that cited Shmelkov et al. [7] or appeared in its reference list.
- Then, we iteratively checked all the papers that made citations (up to March 2022) or appeared in the reference list of the first pool of gathered papers and proceeded in a loop until no more studies could be considered. At the same time, for selecting the works that mattered to this proposal from this large set, we established the following exclusion criteria:
  - Paper was not written in English.
  - Paper did not propose a technique, benchmark or metric related to the CIOD paradigm.
  - Paper did not go under the peer-review process or, if published as pre-print online, did not have citations.

As stated above, we adopted the requirement for citations as a quality measure only for the works published as pre-prints online. This strategy was adopted considering that the CIOD field is recent (i.e., many papers will be placed as pre-prints before being published), and we value public acceptance as a way to evaluate a paper’s integrity. After analyzing all related work, 26 research papers followed the criteria and provided answers to the aspects indicated by the aforementioned research questions.

3.2. Literature Review Results

In this subsection we proceed with the discussion of the review results and the formulation of answers to each research question.

3.2.1. RQ1: What are the main proposed strategies for CIOD?

For dissecting the contributions of each paper, we evaluated the selected works on the choice of strategy to mitigate forgetting, used architecture and backbone, benchmarks and evaluation methods. The results are presented in Table 2 with some colored cells to aid in the analysis.

**Knowledge Distillation**

As mentioned previously, Shmelkov et al. [7] introduced the first work to deal with the CIOD problem through the use of “vanilla” knowledge distillation. The authors adapted the Fast-RCNN architecture to learn incrementally by using a copy of the network trained on the base classes as the teacher and another as the student. The teacher has its weights frozen and the student has to not only detect the newly introduced categories but also repeat the distribution of responses of the frozen teacher. This behavior is achieved by using an additional regularization loss based on the bounding box predictions and logits produced by both networks, inspired by the work of Li and Hoiem [32]. Since they were the first to propose a strategy for this problem, most consecutive papers built solutions on top of their initial regularization approach and compared them to it.

Hao et al. [79] adapted the Faster-RCNN architecture to the CIOD context with the expansion of the RPN to consider the new class as foreground. They evaluated the classification results using a fully connected network and a nearest prototype classifier. Additionally, they artificially avoided the possibility of background label conflict between old and new data by excluding images that contained objects from multiple class groups, which is unreal for a real-world setting. In a similar strategy, Chen et al. [99] expanded the RPN for dealing with new classes and used knowledge distillation on the outputs of a teacher network to allow the model to detect remote sensing objects incrementally with minimum forgetting using the specific domain datasets proposed by Li et al. [98] and Xia et al. [99]. Zhou et al. [85] applied distillation on the detection heads and RPN outputs along with a supplementary sampling strategy to select proposals that tend to be from the foreground classes. Ramakrishnan et al. [89] hypothesized that the relationship between region proposals and the ground truth annotations encoded the detector’s knowledge. In this way, the authors introduced a strategy to select proposals based on their relation and applied distillation on the filtered samples. ul Haq et al. [94] evaluated distilling knowledge only on the logits for the YOLO-V3 architecture in a setting with two classes and showed better results than other CL strategies.

Beyond the basic distillation of the detector outputs, several methods proposed additionally to distill intermediate features of the base model. Chen et al. [80] presented the first work that made use of this type of distillation through what they named a “hint loss”, but they provided limited results of their approach. Peng et al. [69] made use of the Faster-RCNN and introduced an additional adaptive distillation step on the features and RPN outputs. They additionally investigated the negative impact that having old class objects within the new class images has on the performance of the RPN and concluded that
| References       | Strategy          | Benchmark         | Backbone       | Object Detector         | Evaluation                        |
|------------------|-------------------|-------------------|----------------|-------------------------|-----------------------------------|
| Shmelkov et al. [7] (ILOD) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Fast-RCNN | Multiple Classes, Sequential Classes |
| Li et al. [77] (MMN) | Parameter Isolation | VOC 2007 | VGG-16 | SSD-300 | Multiple Classes, Sequential Classes |
| Guan et al. [78] | Pseudo-Labels | VOC 2007, TSD-MAX | Darknet-19 | Yolo-V2 | Multiple Classes |
| Hao et al. [79] (CIFRCN) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-101, Faster-RCNN + Nearest Neighbor | | Multiple Classes, Sequential Classes |
| Chen et al. [80] | Knowledge Distillation | VOC 2007 | ResNet | Faster-RCNN | Multiple Classes, Sequential Classes |
| Li et al. [81] (RILOD) | Knowledge Distillation | VOC 2007, iKitchen | ResNet-50 | RetinaNet | Multiple Classes, Sequential Classes |
| Hao et al. [82] (FCIOD) | Knowledge Distillation | TGFS | ResNet-101 | Faster-RCNN | Multiple Classes |
| Liu et al. [83] (IncDet) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Acharya et al. [84] (RODEO) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Peng et al. [85] (Faster ILOD) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Zhou et al. [86] (DMC) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Liu et al. [87] (AFD) | Knowledge Distillation | VOC 2007, COCO 2014, Comic / Watercolor | SE-ResNet-50 | Faster-RCNN | Multiple Classes |
| Yang et al. [88] | Pseudo-Labels | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Shieh et al. [89] | Knowledge Distillation | VOC 2007, ITRI-DriveNet-60, VOC 2007 | ResNet-50 | Yolo-V3 | Multiple Classes |
| Ramakrishnan et al. [90] (RKT) | Knowledge Distillation | VOC 2012, KITTI | ResNet | Fast-RCNN | Multiple Classes, Sequential Classes |
| Chen et al. [91] | Knowledge Distillation | DOTA / DIOR | Custom with two stages | Custom with FCOS | Multiple Classes, Sequential Classes |
| Peng et al. [92] (SID) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Joseph et al. [93] (ORE) | Knowledge Distillation | VOC 2007 | ResNet-50 | Faster-RCNN + Nearest Neighbor | Multiple Classes |
| Yang et al. [94] | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Yang et al. [95] | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Kj et al. [96] (Meta-ILOD) | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| ul Haq et al. [97] | Knowledge Distillation | VOC 2007, Darknet-53 | Yolo-V3 | | Sequential Classes |
| Zhang et al. [98] | Parameter Isolation | VOC 2007, Darknet-53 + ResNet | Yolo-V3 | | Sequential Classes |
| Dong et al. [99] | Knowledge Distillation | VOC 2007, COCO 2014 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
| Wang et al. [100] | Knowledge Distillation | VOC 2007 | ResNet-50 | Faster-RCNN | Multiple Classes, Sequential Classes |
it was not that significant, which explains why Faster-RCNN networks generalize better than solutions with external proposals. Peng et al. [91] presented the use of distillation not only on intermediate features, but also on the relations (distances) between features of different samples for anchor-free object detectors. Yang et al. [73] proposed the preservation of channel-wise, point-wise, and instance-wise correlations between some feature maps of the teacher and student networks in order to maintain the performance on the old classes while optimizing for the new ones.

### Pseudo-Labels

Guan et al. [78] showed that when the base classes instances are also present in the images of the incremental categories, self-labeling using the own model could be a good enough strategy for dealing with forgetting. Liu et al. [83] identified that pseudo-labels are an essential step when one wants to regularize the weight of a network with EWC. Moreover, they also introduced a novel Huber regularization loss for constraining the gradients of each parameter based on their relevance to the old classes. Yang et al. [81] presented the use of pseudo-labels on the new classes images along with the application of general feature and output distillation and the learning of a residual model to compensate for the discrepancies between the teacher and student networks. Joseph et al. [17] suggested the application of self-labeling to identify potential unknown objects on an image for open-world object detection. To prevent forgetting, they save a replay buffer with class prototypes and apply contrastive clustering in the feature space so that new classes can be added sequentially.

### External Data

Li et al. [81] used a one-stage detector (RetinaNet) and not only distilled the knowledge of outputs and intermediate features but also idealized a way to automatically collect and annotate new data from search engines such as the Google Image Search tool to be used during the incremental training and testing schemes for improved performance. Zhang et al. [85] proposed the independent training of one-stage networks on the base and new classes and the further transfer of their specific knowledge to a new separate network via knowledge distillation using an external unlabeled dataset. Dong et al. [96] explored the scenario of non co-occurrence of old classes in new classes images. They proposed a blind sampling strategy to select samples from large labeled in-the-wild datasets (e.g., COCO). To prevent forgetting, they designed a distillation strategy based on the remodeled output of the detection head, RoI masks on the image-level, and heatmaps on the instance-level.

### Meta-Learning

Kj et al. [93] produced a hybrid strategy that relied on knowledge distillation, replay, and meta-learning to avoid forgetting. Along with the use of knowledge distillation on the outputs and backbone features, they used the gradient conditioning technique proposed by Flammhag et al. [39] to regularize the weight updates on some layers of the detector RoI head. This technique granted the ability of fast adaptation by fine-tuning with data from new classes and a few samples of old ones from a replay buffer.

### 3.2.2. RQ2: What are the main benchmarks?

Every benchmark designed for general object detection can be adjusted for the class-incremental paradigm. This can be achieved by allowing the model only to see the instances from the classes of interest, making sure to omit the annotations related to the categories that are not part of the current experience. Most of the strategies presented in Table 2 were compared using...
the adaptation of the traditional VOC and COCO benchmarks with some caveats to make them incremental by introducing classes sequentially in single units or pre-defined groups. For the incremental version of the VOC dataset, classes were alphabetically ordered and generally split into four different scenarios, as illustrated by Figure 8.
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Figure 8: Description of some of the adopted incremental scenarios for the Pascal VOC 2007 dataset.

For creating the incremental scheme for the COCO dataset, classes are ordered following the ID of the original labels and split in half to create a unique scenario with 40 classes for training the base model and 40 to be added sequentially as shown in Figure 9.
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Figure 9: Description of an incremental scenario with MS COCO 2014 dataset.

Although not well explored, there were a few datasets designed for evaluating CIOD solutions. Hao et al. [82] introduced a large-scale dataset of vending machine products with 38k images and 24 possible categories called Take Goods from Shelves (TGFS). The benchmark also has three coarse classes that cover the categories and was meant to instigate classifier-incremental detection solutions to retail problems. Wang et al. [97] proposed an egocentric video dataset that focused on capturing objects and scenes present in the daily life of a university student. The benchmark is called Objects Around Krishna (OAK) and was meant to be used for online continual object detection tasks.

3.2.3. RQ3: What are the main metrics?

The evaluation for CIOD has followed the same structure of traditional object detection with the use of mAP@.5 for nearly all benchmarks and mAP@0.5 – 0.95 for COCO like datasets. However, some researchers noticed that directly comparing the mAP performance of techniques on the same benchmark would not assess their real efficiency since changes in the training regime, and even framework could cause the same method to present different results. To comply with that, the difference and the ratio against the upper-bound (i.e., joint-training with all classes at once) have been commonly used for comparisons [83][84] since they represent how the performance would be in case data could be fully accumulated and create a common ground between techniques (i.e., how far we are from the ideal response). Yet, the gap against the joint-training is only meaningful when both methods are implemented within the same training regime and framework since only in this situation it is possible to ascertain which single components really contributed to narrowing the gap. Most researchers do not consider this setting and pick up results from different papers to compare against their joint-training outcomes, which does not give more information than checking their single mAP results.

Beyond that, Chen et al. [80] proposed the use of a \( F_{\text{map}} \) metric, inspired by the \( F_1 - \text{score} \), in which they calculate the harmonic mean between the mAP values of old and new classes as described by Equation 8:

\[
F_{\text{map}} = \frac{2 \cdot \text{mAP}_{\text{old}} \cdot \text{mAP}_{\text{new}}}{\text{mAP}_{\text{old}} + \text{mAP}_{\text{new}}}
\]

Yang et al. [70] introduced a metric called Stability-Plasticity-mAP \( S_{\text{pmAP}} \) that considers how much the incremental learning process affects the average stability and plasticity of a detector. Their metric takes into consideration the mean differences of the incremental model against the upper-bound for the old and new classes as shown by Equation 9:

\[
S_{\text{pmAP}} = \frac{\frac{\text{Stability}}{2} + \text{mAP}_{\text{diff}}}{2}
\]

\[
\text{Stability} = \frac{1}{N_{\text{old\_classes}}} \sum_{i=1}^{N_{\text{old\_classes}}} (\text{mAP}_{\text{joint,i}} - \text{mAP}_{\text{inc,i}})
\]

\[
\text{Plasticity} = \frac{1}{N_{\text{new\_classes}}} \sum_{i=N_{\text{old\_classes}}+1}^{N_{\text{all\_classes}}} (\text{mAP}_{\text{joint,i}} - \text{mAP}_{\text{inc,i}})
\]

\[
\text{mAP}_{\text{diff}} = \frac{1}{N_{\text{all\_classes}}} \sum_{i=1}^{N_{\text{all\_classes}}} (\text{mAP}_{\text{joint,i}} - \text{mAP}_{\text{inc,i}})
\]

We also believe that CIOD models can only be compared when the joint-training results of their architecture are available. However, only looking at the discrepancy between the incremental and joint-training models does not lead to the understanding of which specific aspects of the strategy are failing. The aforementioned metrics are helpful, but they lack the specificity for identifying where the incremental model should pay attention. To circumvent that, we propose two separate metrics that compare and scale the final incremental mAP values for each class against the joint-training separately for the old and new categories. These metrics are defined as the rate of stability (RSD) and plasticity (RPD) deficits as described in Equations 10 and 11:

\[
\text{RSD} = \frac{1}{N_{\text{old\_classes}}} \sum_{i=1}^{N_{\text{old\_classes}}} \frac{\text{mAP}_{\text{joint,i}} - \text{mAP}_{\text{inc,i}}}{\text{mAP}_{\text{joint,i}}} \cdot 100
\]
RPD = \frac{1}{N_{\text{new classes}}} \sum_{i=N_{\text{old classes}}+1}^{N_{\text{new classes}}} \frac{\text{mAP}_{\text{joint},i} - \text{mAP}_{\text{new},i}}{\text{mAP}_{\text{joint},i}} \times 100 \tag{11}

Our metrics allow the direct interpretation of how much an incremental model compares to the upper-bound in remembering old classes and learning the new ones (e.g., the model has a 10% worse performance for recognizing previous classes, but only a 2% deficit for learning new categories when compared to the upper-bound). Therefore, for this context, a CIOD strategy should aim not only to reach a decent final mAP value and high upper-bound ratio but also to keep low and balanced stability and plasticity deficits. Additionally, the ratios can assume negative values, indicating that the incremental model has performed better than joint-training for some classes and reinforcing the relationship with standard CL metrics such as BWT. We applied the rate of plasticity and stability deficits along with the upper-bound difference during the performance analysis of the following section.

3.2.4. RQ4: What is the current state-of-the-art with respect to performance?

For performing an investigation on which strategies have worked better for CIOD, we need to find common ground among them. Yet, there are no standards for frameworks, architecture backbones, and training regimes regarding paper reimplementations. Some papers tried to replicate the number of iterations, learning rates, and procedures used by Shmelkov et al. [7], but there is a clear difference in the obtained results that can be seen mainly for the joint training cases that used the same architecture [69, 79]. In this way, it is difficult to state that some results are better than others because of the proposed policies and not due to the better selection of hyperparameters, which has been shown previously to highly influence generalization in the CL setting [101]. Therefore, using a consistent evaluation procedure is essential for identifying the most promising directions in the field.

Tables 3, 4 and 5 present the results of each paper that was evaluated on the PASCAL VOC 2007 and MS COCO 2014 following the main benchmarks described in Section 3.2.2 for when multiple and single classes are added sequentially. The metrics proposed in Section 3.2.3 are used for evaluating the real impact of each strategy according to their upper-bound. Because our metrics also need access to the mAP of each class for both the incremental and joint-training models, some previously discussed works have a † symbol that indicates that the paper only provided the mean mAP value for the old and new classes in groups for each setting.

In Table 3 by looking at the final mAP and the values of the upper-bound ratios for all incremental scenarios, it is possible to conclude that for the VOC benchmark, as more classes are added at once, the more complex the task becomes for the detectors. Strategies based on pseudo-labels and replay demonstrated consistent results. In contrast, pure knowledge distillation based techniques struggled more and had an average plasticity deficit of more than 10%, which might be an indication that this type of regularization needs to be adjusted carefully for not harming the learning of new categories. Nevertheless, for the settings with 5 and 10 classes added at once, although the initial baseline from Shmelkov et al. [7] presented a final mAP often below its competitors, it also offered a good balance of stability and plasticity according to its upper-bound, which contributes to why this technique is still relevant for comparisons.

Probably due to the increased complexity when working with several online updates, there were not many solutions to the sequential setting compared to its counterpart scenario, as shown in Table 4. For when only five classes were being added sequentially, the parameter isolation strategy of Li et al. [71] demonstrated outstanding performance in the final mAP and stability-plasticity metrics. Also, in their unique participation,
the RODEO method from Acharya et al. [84] confirmed that replay is a suitable tool for dealing with consecutive one-class updates. Interestingly, the IncDet strategy from Liu et al. [83] performed well on the setup of multiple groups being added sequentially but seemed to fail when learning single classes alone. This may be related to how strong the regularization penalty was adjusted to prevent the parameters from deviating much from the previously known distribution. In general, although having the same number of classes, the final \( mAP \) was clearly lower in this setting when compared to adding the multiple categories at once. This corroborates that the “tug-of-war” on the parameters is happening actively in each new class network update.

### 4. Trends and Research Directions

Considering the main takeaways of the previous systematic review, in this section, we briefly discuss some of the observed trends and possible research directions in the CIOD field.

#### Hybrid methods prevent more forgetting

The best performing solutions to the class-incremental problem in object detection involved a combination of techniques to avoid catastrophic forgetting. This outcome agrees with the findings from other computer vision tasks [102] and corroborates with the fact that even the brain has multiple ways to prevent subtle task interference [103]. One key point common to most hybrid methods was the fine-tuning on new classes given the representation of old categories using pseudo-labels or replay samples. This fine-tuning resulted in better results but can require a large buffer of samples and, similarly, an extensive hyperparameter search which might prevent its application in the real-world.

#### Knowledge Distillation: a strong baseline with caveats

It is easy to notice from Table 5 that most proposed strategies in the CIOD field use knowledge distillation as their primary mechanism to mitigate the effects of catastrophic forgetting. Comparing the results of the selected papers on the PASCAL VOC 2007 and MS COCO incremental benchmarks considering the metrics that assess the stability-plasticity of solutions, the differences between a recently proposed distillation technique such as Peng et al. [91] and the first work of Shmelkov et al. [7] are subtle. This either means that researchers might have been overfitting their solutions to the benchmarks or that overall, it is clear that all methods suffered from some aspect of forgetting and were limited to the joint-training baseline in all benchmarks. It is important to mention that this might not always be the case and that some CL strategies may surpass this baseline, which has been the case for some based on parameter freezing mechanisms [27]. The RKT strategy proposed by [89] was the best knowledge distillation method on the benchmarks it participated; however, most of the pure distillation-based techniques presented low plasticity probably due to the constraints imposed on the original weights. The IncDet model, which involved EWC regularization and pseudo-labeling, showed the most consistent results in all evaluated benchmarks. Yet, some strategies based on parameter isolation and replay that did well in individual benchmarks, such as MMN and ORE, demonstrated that there is still room for exploring alternatives and possibly combining them.

This review did not consider other desired characteristics for the CL desiderata, such as the low memory footprint, which usually tends to overthrow parameter isolation strategies and fast adaptability to new categories. The meta-learning hybrid method from Kj et al. [93] presented results slightly superior to other knowledge distillation techniques. Regardless, the method quickly adapted to new tasks using only 10 replay samples for each category during fine-tuning. In this way, considering the CL desiderata for object detection discussed in Section 2.1, meta-learning hybrid methods can play an interesting role in class-incremental scenarios and should be more investigated.

Consider the results for the COCO incremental benchmark exhibited in Table 5 techniques based on Faster-RCNN and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results. Even though the number of classes is higher than in the VOC benchmark, the upper-bound ratio shows that as the network is updated all the number of classes is higher than in the VOC benchmark, and feature distillation presented decent results.
simple logits and bounding box distillation are a strong baseline. We believe the latter to be a more reasonable explanation.

**Working towards the CL Desiderata for object detection:**
The majority of the currently published CL research is done focusing on improving the last 0.01% of performance, sometimes considering unrealistic scenarios (e.g., use of task labels at test time). However, for real-world focused applications, strategies should also contemplate practical implementation aspects such as the computational burden and frequency of updates for the model. For class-incremental detectors, the desiderata described in Section 2.1 give an intuition of the main aspects that future research could focus on in order to increase practical adoption for researchers in academia and industry.

**Working towards the standardization of implementations:** Research in CIOD suffers from poor standardization and has not fully adopted the advent already developed by the CL community for reproducibility, such as Avalance and Continuum libraries [104, 105]. Besides that, there is no standard implementation for most of the discussed solutions to leverage fair comparisons. Although some available implementations are provided using the Detectron2 framework or its old form [69, 17, 93], the interpretation of the changes to the original framework that are needed to reach the same results is often difficult due to the abstract structure of its repository. One step towards improving on this issue is the open-sourcing of the code for the regular baselines evaluated when proposing a new benchmark. Ideally, the implementation should envision using a well-established framework specific to the field (e.g., Avalance), where a better description of the differences and human-readable code can be maintained. Nevertheless, the metrics proposed in this paper are also available as a tool for performing honest comparisons between solutions for the same benchmark.

**Overcoming the overestimation of results:** As also found in the recent survey for few-shot object detection Huang et al. [43], most works evaluated on the VOC and COCO datasets are using their training and validation splits for fitting the models and the testing set for selecting hyperparameters. This can lead to an overestimation of results and generalization problems when selecting techniques for good performance in the real world. A straightforward fix would be to use the original train/val/test splits as indicated by the datasets organizers and not perform contradictory actions to favor the proposed methods. Yet, as most researchers are using this setup to report their performance on the current benchmarks, it is sadly expected that the follow-up papers still keep the same choice of splits. We believe researchers should be more careful when proposing and evaluating their strategies for new incremental benchmarks to ensure a not biased outcome.

5. **Related fields**

Some related computer vision tasks already involve components that deal with incremental object detection in their pipeline. This section discusses a few of them shortly to make it possible for the readers to connect with other fields that can inspire and contribute to the current research of continual object detectors.

5.1. **Open-World Object Detection**
The set of possible objects that a detector can encounter at test time in the wild is limitless. For dealing with the unknown and adapting to it, the field of open-world object detection has emerged as a possible solution to unify the paradigms of open-set and open-world recognition to class-incremental learning with object detectors [17]. The solutions in this category are usually the combination of a structure to detect out-of-distribution samples (i.e., unknown objects) and a specific module to allow learning from them in an incremental manner. By modeling the unknown, researchers believe it is possible to reduce the label conflict and therefore enable more autonomous detection pipelines Joseph et al. [17].

5.2. **Incremental Few-shot object detection**

When learning incrementally in robotics applications, models can be required to learn from data streams with only a few batches and several unseen classes. This scenario makes it difficult to apply the traditional batch learning used with neural networks and therefore needs a particular solution. The field of Incremental Few-Shot Object Detection (iFSD) looks for fast adaptation of a trained network in situations of a low-data regime for learning novel classes [107]. This scenario is naturally more difficult than the plain CIOD paradigm since it assumes no large dataset is provided. Arguably, the current results on their benchmarks show a trend to focus more on the adaption to new classes than on avoiding the forgetting of old ones [108]. This might indicate that research should be directed first at how to solve a less complicated problem (i.e., class-incremental object detection with large batches), which can give hints on how to move forward to more complex scenarios.

5.3. **Continual Semantic Segmentation**

The field of Continual Semantic Segmentation deals with the same difficulties of continual object detection (e.g., background label conflict) but at the pixel level. Most of the current solutions that have excelled in the field involve the techniques described in this review, such as pseudo-labeling [109] and knowledge distillation [110, 111]. Its application has a direct impact on real-world robotics navigation and should always be looked at closely by CIOD researchers for insights.

5.4. **Zero-shot Object Detection**

The Zero-Shot Object Detection paradigm consists of learning to detect new categories that are not present in the training set by using non-visual features that describe them [112]. Specifically, a pre-trained language model was originally used to model the semantics associated with the class labels. These relations were then used to guide the learning and inference of new unseen classes by a detector. The method proposed by Yang et al. [22], which was described in Section 3.2.1, combined a zero-shot strategy with exemplar replay and showed...
decent results not only for open-world recognition (their primary goal) but also for some CIOD benchmarks. This might be an indication that innovations can be appropriately adapted and shared among these fields.

6. Conclusions

This short systematic review investigated how continual learning solutions have been applied to object detection tasks covering the topic’s technical background up to the most explored benchmarks, metrics, and strategies.

For the literature review, we analyzed the reported performance of the leading papers in a popular benchmark for the class-incremental scenario with the lens of a new metric explicitly proposed to look at how well a detector adapts and maintains its internal knowledge. We found out that even though most of the current research appeals to the single use of regularization-based techniques, specifically knowledge distillation, the methods that presented the best overall results on the evaluated benchmarks usually combine such techniques with replay, self-labeling, and meta-learning.

Finally, we discussed some of the main trends in the field, pitfalls and how researchers may avoid them, and a few related tasks that can inspire the proposal of new methods and possible future research intersections.
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