Assessing energy dependence of the transport of relativistic electrons in perturbed magnetic fields with orbit-following simulations
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Abstract

Experimental observations, as well as theoretical predictions, indicate that the transport of energetic electrons decreases with energy. This reduction in transport is attributed to finite orbit width (FOW) effects. Using orbit-following simulations in perturbed tokamak magnetic fields that have an ideal homogeneous stochastic layer at the edge, we quantify the energy dependence of energetic electrons transport and confirm previous theoretical estimates. However, using magnetic configurations characteristic of JET disruptions, we find no reduction in runaway electron transport at higher energies, which we attribute to the mode widths being comparable to the minor radius, making the FOW effects negligible. Instead, the presence of islands and non-uniform magnetic perturbations are found to be more important. The diffusive-advective transport coefficients calculated in this work, based on simulations for electron energies 10 keV–100 MeV, can be used in integrated disruption modelling to account for the transport due to the magnetic field perturbations.
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1. Introduction

Runaway electrons (REs) generated in disruptions are a major concern for future tokamaks with large plasma currents, such as ITER \(^1\). Predictions show that a large fraction of the initial plasma current can be converted into a RE beam with energies of tens of MeV due to the avalanche process \(^2\). The subsequent uncontrolled loss of the RE current could damage the plasma facing components and has to be avoided.

The growth of the RE population can be hindered through mechanisms that lead to radial losses. Substantial radial losses can reduce both the seed runaway population and the avalanche growth rate significantly \(^3\).

Losses due to magnetic perturbations are expected to be present naturally in the early phase of the disruption, when the topology of the magnetic field confining the particles undergoes drastic changes, including the formation of stochastic regions leading to rapid radial transport of the REs. Magnetic field perturbations can also be induced by external field coils. Such perturbations have been tested in several tokamaks, however, while runaways could be suppressed in medium-size tokamaks \(^4\)–\(^6\), the perturbations showed no significant effect

\(^a\) See Joffrin et al 2019 (https://doi.org/10.1088/1741-4326/ab2276) for the JET contributors.
on runaways on JET [7]. The main focus of this paper is to study the transport process of energetic electrons that is caused by magnetic perturbations in disruption scenarios.

Charged particle transport in a toroidal magnetic geometry with broken flux surfaces is often assumed to be diffusive with a diffusion coefficient that scales quadratically with the radial magnetic field perturbation amplitude $\delta B$ [8, 9]:

$$D \approx \frac{1}{\sqrt{2}} v_{\parallel}^2 \lambda_{||} \left( \frac{\delta B}{B} \right)^2. \quad (1)$$

This type of diffusion arises when particles are moving along the stochastic field lines with velocity $v_{\parallel}$ and their orbits become decorrelated after travelling a distance $\lambda_{||}$, the so-called parallel correlation length of the magnetic field.

However, equation (1) has been found to overestimate the transport of REs (see the discussion in reference [10]). Two possible explanations have been put forward: the energy dependence of the transport is different from that implied by equation (1), such that the transport is reduced for more energetic particles, or, the magnetic field is not completely ergodic and the remaining magnetic islands hinder the transport [11]. In this work we focus on the former issue—the energy dependence of the transport.

The non-trivial energy dependency of the diffusion coefficient is introduced via a scaling factor, $\Upsilon$, [10, 12] as

$$D \approx \frac{1}{\sqrt{2}} v_{\parallel}^2 \lambda_{||} \left( \frac{\delta B}{B} \right)^2 \Upsilon. \quad (2)$$

Physically, the scaling factor accounts for the finite orbit width (FOW) effects that arise when energetic particles drift from their initial flux surface, which interfere with the decorrelation process and lead to reduced transport, $\Upsilon \leq 1$. To clarify, FOW effects refer solely to the processes that are present even in a stochastic field with uniform structure; in a non-uniform field there could be additional mechanisms that are energy dependent e.g. electrons with high energy being able to make excursions to a non-ergodic region. The existing theoretical work does not factor these other effects in $\Upsilon$.

The exact form and value of $\Upsilon$ depends on the magnetic perturbations via the parallel and the perpendicular magnetic field correlation lengths, $\lambda_{||}$ and $\lambda_{\perp}$, and on the electron energy through the gyroradius and the orbit width:

$$\rho_g = \frac{\gamma m v_{\perp}}{eB}, \quad \text{and} \quad d_{\text{orb}} = q \frac{\gamma m v}{eB}. \quad (3, 4)$$

Here $q$ is the safety factor and $\gamma$ is the Lorentz factor. For electrons, FOW effects are expected to become important only at relativistic energies, $\gamma \gg 1$. The explicit form of $\Upsilon$ is discussed in section 2 of this paper.

Note that the scenarios that were studied in references [10, 13, 14] were turbulent flat-top scenarios, i.e. the level of magnetic perturbations was considerably lower than the one typical of the thermal quench of a disruptive plasma.

---

Figure 1. Illustration of the expected energy dependence of the transport. Here $\lambda_{\perp} > \lambda$, and the conditions $d_{\text{orb}} > \lambda_{\perp}$ and $\tau_{\perp} < \tau_{||}$ are met simultaneously. The dotted lines include finite gyro-radius effects.

Although the theoretical estimates relevant to flat-top scenarios are not expected to hold in disruptions, they can be used to benchmark the numerical models.

The energy dependence of the RE transport can also be studied numerically using orbit-following simulations. The benefit of such simulations is that they can accurately model motion of particles and their transport due to magnetic perturbations using realistic magnetic fields, if those can be provided. In this work, we use orbit-following simulations to:

- Assess whether significant reduction in RE transport occurs (i.e. $\Upsilon < 1$) at high energy in disruption magnetic fields, or when external coils are used for RE mitigation, for plausible RE energies (section 3).
- Verify the theoretical estimate for the energy-dependence of the transport given in [10] (section 4).

We quantify the cross-field transport of REs by computing the corresponding (energy-dependent) advection and diffusion coefficients. The advantage of this method is that the transport coefficients enable one to introduce 3D magnetic field effects to integrated disruption modelling, which makes it possible to assess the reduction in avalanche growth rate due to the field stochasticity. However, this task is beyond the scope of the present work.

2. Transport in the presence of finite orbit-width effects

Figure 1 illustrates the expected energy dependence of the radial transport. After increasing initially due to increasing velocity, the transport ceases to grow when $v \approx c$, where it would remain flat if FOW effects were not taken into account. At higher energy, the exact behaviour depends on two mechanisms, orbit-averaging and perpendicular decorrelation, that are responsible for FOW effects. These mechanisms are presented in detail in reference [10] and here we only review the main points.
Particles with finite orbits do not trace the same field line exactly due to the radial drift. This oscillation in radius is accompanied by toroidal precession, which is the transit-time averaged drift toroidally. While the particle returns to the same radial position after each poloidal transit, it moves toroidally from the original field line by a distance equal to \( x = v_{\text{prec}} \tau_{\text{orb}} \), where
\[
v_{\text{prec}} = \frac{\gamma \mu v^2}{eBR_0},
\]
is the toroidal precession velocity, \( R_0 \) the major radius, \( \gamma \) the magnetic shear, and
\[
\tau_{\text{orb}} = \frac{2\pi q R_0}{v},
\]
is the transit time. The particle returns to the zone where it still remains correlated with the original perturbation if
\[
\epsilon \equiv \frac{v_{\text{prec}} \tau_{\text{orb}}}{\lambda_{\perp}} < 1.
\]
The parameter \( \epsilon \) is referred as the orbit-averaging validity parameter.

When the particle returns to (or does not leave at all) the zone of correlation, \( \epsilon < 1 \), the transport decreases because the particle experiences effectively smaller perturbation as the fluctuating magnetic perturbation is averaged along the particle trajectory. This effect becomes more prominent as the orbit width becomes comparable to the perpendicular correlation length, eventually leading to a \( \Upsilon \propto \gamma^{-1} \) scaling in transport when \( \lambda_{\text{orb}} \gtrsim \lambda_{\perp} \). The explicit formulae for \( \Upsilon \) are given in reference [10]
\[
\Upsilon \approx \left[ 1 - 2 \left( \frac{d_{\text{orb}}}{\lambda_{\perp}} \right)^2 + \frac{5}{2} \left( \frac{d_{\text{orb}}}{\lambda_{\perp}} \right)^4 \right]^2 \forall d_{\text{orb}} \lesssim \lambda_{\perp},
\]
\[
\Upsilon = \frac{\lambda_{\perp}}{d_{\text{orb}}} \quad \forall d_{\text{orb}} \gtrsim \lambda_{\perp}.
\]

If the electron energy is high enough, the orbit-averaging also happens on the gyromotion scale if \( \rho_e \gtrsim 0.3 \lambda_{\perp} \). This additional scaling is obtained from equations (8) to (9) when \( d_{\text{orb}} \) is replaced with \( \rho_e \). Since the perturbation is averaged both along the poloidal and the gyro orbit, eventually the transport decreases as \( \Upsilon \propto \gamma^{-2} \).

If the particle does not return to the zone of correlation, \( \epsilon > 1 \), the orbit-averaging mechanism is not valid. However, the particle becomes decorrelated during the radial excursion if the orbit width is wide enough, \( d_{\text{orb}} > \lambda_{\perp} \), and the characteristic time-scale for this perpendicular decorrelation
\[
\tau_{\perp} \equiv \frac{\tau_{\text{orb}} \lambda_{\perp}}{2 \pi d_{\text{orb}}},
\]
is smaller than that of the parallel decorrelation
\[
\tau_{\parallel} \equiv \frac{\lambda_{\parallel}}{v_{\parallel}},
\]
i.e. \( \tau_{\perp} < \tau_{\parallel} \). The energy scaling for this process is given in reference [10]
\[
\Upsilon = \frac{\lambda_{\perp}}{\lambda_{\parallel} d_{\text{orb}}} \quad \forall d_{\text{orb}} > \lambda_{\perp}.
\]

The case \( d_{\text{orb}} < \lambda_{\perp} \) is not covered in the literature, but we expect that the transport to remain constant in that case or it might increase to its original level if it was reduced before orbit-averaging becomes invalid (the dashed line in figure 1). The orbit-averaging is still valid for the gyromotion when \( \rho_e \gtrsim 0.3 \lambda_{\perp} \), and, thus, one again observes \( \Upsilon \propto \gamma^{-2} \) at sufficiently high energies.

These scaling laws are based on the small Kabo number approximation, \( \mathcal{K} \equiv (\lambda_{\parallel}/\lambda_{\perp})(\delta B/B) < 1 \). However, this is also the condition for the validity of the quasilinear approximation, equation (1), for the particle transport to be valid, and so we restrict this study to the \( \mathcal{K} < 1 \) regime.

3. Energy scan in perturbed JET and ITER fields

3.1. Magnetic backgrounds

Even though the transport is expected to decrease at sufficiently high energy, a more interesting point is to know whether this happens within plausible range of RE energies. The answer to this question depends on the perpendicular correlation length \( \lambda_{\perp} \), which dictates the scaling laws and whether the orbit-averaging is valid. The value of \( \lambda_{\perp} \) depends on the magnetic field structure and the nature of the perturbation, making it impossible to give a universal answer. Instead, here we assess the energy dependence of the transport by investigating three cases which are relevant for RE dynamics and mitigation in disruptions, each representing a different type of magnetic configuration.

The first case represents a magnetic field that has become fully stochastic, as shown in figure 2(a), during the thermal quench phase in a plasma disruption. The second case is during the pre-thermal quench phase, when the core has not yet become stochastic and some magnetic islands remain at the stochastic edge region (figure 2(b)). These two cases are important because it is during the thermal quench, when the initial seed population for the RE avalanche is born. During the current quench phase following the complete stochasticization, the flux surfaces begin to heal, which can be expected to lead to better RE confinement.

The magnetic field data for the previous two cases are obtained from a JOREK 3D non-linear magnetohydrodynamics (MHD) simulation [15, 16]. The simulated case is a massive injection of Argon gas in JET pulse number 85 943, which led to the formation of a RE current of 1 MA. This simulation has been chosen in particular because a plasma current (\( I_p \)) spike of comparable magnitude to the experimental one is obtained, which we interpret as a likely sign that the level of magnetic stochasticity is well reproduced. Indeed, theoretical work [17] as well as JOREK simulations indicate a correlation between the \( I_p \) spike height and the level of magnetic stochasticity.
The eigenfunctions are Gaussian functions that peaks at the corresponding resonant surface, \( \alpha_{nm}(\rho) = \exp(-((\rho - \rho_{nm})^2/2\sigma^2)) \) where \( q(\rho_{nm}) = m/n \), and the width \( \sigma \) is left as a free parameter. A total of 25 modes were used to create the stochastic layer at the edge, and the mode numbers \( n \) and \( m \) were chosen so that the resonant surfaces were distributed at approximately equal intervals in \( \rho \) (see figure 3). The scaling factor \( \delta_0 \) is chosen so that \( \delta B/B \approx 1 \times 10^{-3} \). Note that reference [12], where the orbit-averaging process was originally presented, used similar perturbations to study the transport in perturbed magnetic fields.

3.2. Transport evaluation

It was found in references [20, 23], that modelling the transport as a purely diffusive process can be inaccurate. Better correspondence between the actual and the modelled transport is obtained by also including an advection component.
to the transport model [20] (that is in addition to the effective advection caused by the gradient in the diffusion coefficient). However, we emphasize that the choice of modelling the transport as an advection-diffusion process was motivated by its numerical practicality for implementation in reduced models and the convenience in evaluating the transport coefficients. The fundamental nature of the transport in mixed field with stochastic regions and islands is likely to be subdiffusive [24, 25].

The transport coefficients are evaluated with the Monte Carlo method from several markers, representing electrons, which are traced in a perturbed magnetic field using the orbit-following code ASCOT5 [26]. The transport coefficients are evaluated by simulating a population of markers that were initially located on the same radial position in the stochastic region. The initial position in each case is displayed in figure 2. The markers were simulated until the time distribution of the cumulative losses saturated, and the distribution was subsequently used to extract the transport coefficients. The approach taken here is in contrast to the orbit-following simulations e.g. in [27–29], where the whole plasma volume is populated with markers to find the volume where REs are lost. The method described here produces transport coefficients that can be included in integrated disruption models that may then solve the electric field and plasma parameter evolution self-consistently.

In effect, the coefficients obtained via this process do not describe transport locally, but they describe what is the effective transport of those electrons that are born in the chosen radial position. We note that neglecting the radial dependence means these coefficients are not sufficient to be used in modelling the transport of runaway population accurately. However, they are suitable for investigating how the transport depends on particle energy. We performed additional simulations with different initial radial positions to confirm that the choice did not affect the conclusions of this work. The details of obtaining transport coefficients from the orbit-following simulation results are explained in appendix A.

In these simulations, all transport will be due to magnetic field perturbations, as the electrons are assumed to be collisionless and the radiation reaction force is ignored. In addition, also the acceleration due to electric field is omitted so the electron energy remains constant, allowing us to scan the transport for different values of electron energy. By isolating the transport due to the magnetic field perturbations, we can supplement the transport coefficients (when also the spatial dependence is included) to integrated disruption models, which account for the physics omitted here. Examples of such tools are the astra-strahl 1.5D transport code [30, 31] that has recently been used to model disruption scenarios in ASDEX Upgrade [32], or the go framework that has been used for modelling disruption scenarios in ITER and SPARC [33, 34].

Since we expect to see a reduction in transport not only due to finite poloidal orbit width effects but also due to finite Larmor radius (FLR), each setting is simulated twice: once solving for the full gyro-motion, and another time solving for the guiding centre motion. FLR effects can be isolated by comparing the results. The point when FLR effects are expected to appear, i.e. when $\rho_k \gtrsim 0.3\lambda_\perp$, depends not only on energy but also on pitch. Therefore, the simulations are also done for different values of pitch to explore this dependence.

The simulations are done for different energies ranging from 10 keV to 100 MeV. Each simulation uses 1000 markers that are identical except for the initial toroidal angle and gyrophase which are randomly sampled from an uniform distribution. The purpose is to observe whether the expected energy dependence (recall figure 1) can be recovered in magnetic fields relevant for RE mitigation. Furthermore, we carry out additional simulations where the field lines themselves are traced instead of electrons, in order to obtain the zero-orbit-width results for comparison.
3.3. Results

The transport coefficients evaluated using the orbit-following simulations are shown in figure 6 for the three cases with realistic magnetic field. The transport in the ITER field with artificial perturbations will be discussed separately in the next section. The results show good agreement between the guiding-centre and gyro-motion simulations, indicating that the FLR effects play only a minor role in the studied cases. The transport does depend on pitch as the results with $\xi \equiv v_\parallel / v = 0.90$ are generally lower than the ones with $\xi = 0.99$. However, the difference is in line with the trivial pitch dependence, $v_\parallel \propto \xi$ which is present even in the Rechester-Rosenbluth diffusion coefficient given in equation (1). The energy dependence of the transport shows the expected behaviour for low energies ($E < 1$ MeV) where the transport is proportional to $v_\parallel$. When $v \approx c$, the transport either peaks or flattens at the level of the field-line transport. For higher energies, the behaviour differs in each case.

The first row: The fully stochastic magnetic field case has both advection and diffusion rising above the field-line transport level at $E > 10$ MeV. This result is inconsistent with with the hypothesis that $\Upsilon \lesssim 1$ in equation (2). A possible explanation for the increased transport at higher energies is that there exists a region with reduced transport between the edge and the initial location of the particles. More energetic electrons would be more able to cross this region if its width is less than the electron orbit width. We will show later on that such a region of reduced transport exists, and the observed $\Upsilon > 1$ can be attributed to it.

The second row: The edge stochasticity case has a drop in both advection and diffusion above a few MeV. There is a simultaneous decrease in the number of markers that are lost within the simulation time. For energies above 20 MeV, the few markers which are lost, do so in groups: the transport has become completely laminar and the coefficients cannot be sensibly evaluated, hence the abruptly ending lines. These effects are caused by the magnetic field topology: the electrons with high energy cross the region where the flux surfaces are intact, and no stochastic field line transport can occur. For example, 100 MeV electrons spend a major part of their orbit within the region with intact flux surfaces, as was illustrated in figure 2(b). The more time is spent within the region with intact flux surfaces, the larger the reduction in transport until it vanishes completely. In other words, the observed reduction in transport is not due to FOW effects, such as orbit-averaging. We can confirm this interpretation by moving the radial position outwards, where the markers are initialized. This increases the energy threshold above which the transport begins to decrease.

The third row: The ITER coil case has markers initialized at the very edge where there are no islands and even the $E = 100$ MeV electrons cannot reach the intact flux surface region initially. Hence, there is no similar cutoff in transport at higher energies as observed in the previous case. However, the transport decreases with increasing energy, which could be attributable to FOW effects. On the other hand, the slope indicates a reduction weaker than the predicted $\Upsilon \propto \gamma^{-1}$.

To summarize, none of the considered JET cases exhibit a reduction of transport with energy compatible with orbit averaging or orbit decorrelation effects. In the fully stochastic case the transport increases as a function of energy for reasons to be clarified. In the case with stochastic edge, the transport decreases but this is due to particles spending more time in their excursion in the healed flux surface region. Only the ITER coil case shows a reduction in transport with increased energy that could be attributable to FOW effects. However, the reduction of the transport at high energy is weaker than expected.

4. Comparison to analytical results

In order to better understand the results obtained using the realistic magnetic fields, we now study the transport in the presence of artificial magnetic perturbations superimposed on the ITER equilibrium, allowing us to adjust the perturbation parameters at will.

Based on the discussion in section 2, FOW effects become apparent when the perpendicular correlation length, $\lambda_\perp$, is comparable to the electron orbit width. The orbit width for a 100 MeV electron in ITER is approximately 0.1 m. To observe FOW effects over the energy range of 10 keV–100 MeV, we therefore seek to have $\lambda_\perp \approx 0.001–0.1$ m ($d_{\text{orb}} \propto \gamma$ when $\gamma \gg 1$). We can make an intuitive guess that the perpendicular correlation length is comparable to the mode width, $\lambda_\perp \sim \sigma$, when the perturbations have Gaussian radial profiles. For the parallel correlation length, we may use the estimate $\lambda_\parallel \approx 2\pi qR / n$.

We choose the toroidal and poloidal mode numbers as $n \lesssim 3$ and $m \lesssim 20$, so that the mode resonant surfaces are evenly spaced radially. In total there are 25 adjacent modes, and the smallest possible width that still allows the modes to overlap and keeps the edge region stochastic is $\sigma = 0.01$ m. We repeat the simulations for three cases where the mode width

---

3 The dominant modes in the realistic cases were $n \leq 3$, but with $n = 3$ there were not enough rational surfaces to enable several adjacent modes.
Figure 6. Transport coefficients evaluated with orbit-following simulations. Each row corresponds to a different case. The thin bright lines correspond to gyro-orbit simulations, i.e. the ones including finite Larmor radius effects. The thick faded lines correspond to the guiding-centre results. Blue colour corresponds to particles with pitch \( v_\parallel / v = 0.99 \) and red colour to \( v_\parallel / v = 0.90 \). Each line is drawn from a simulation with 39 distinct energies. Some visible Monte Carlo noise was present in the results, but this was reduced by taking a moving average of adjacent points before plotting to make comparing lines to one another more effortless. The dashed black line is the magnitude of the field-line transport coefficient, i.e. transport of massless particles travelling at the speed of light along the magnetic field.

Table 1. Magnetic field parameters and threshold energies.

| n = 10 | \( \lambda_\parallel \) [m] | \( \lambda_\perp \) [m] | \( \delta B / B \) | \( K \) | \( D / D_{num} \) | \( \varepsilon > 1 \) | \( d_{orb} > \lambda_\perp \) | \( \rho_g > 0.3 \lambda_\perp \) | \( \tau_\perp < \tau_\parallel \) |
|---|---|---|---|---|---|---|---|---|---|
| \( \sigma = 0.01 \) m | 2 | 0.006 | \( 9 \times 10^{-4} \) | 0.3 | 0.6 | 0.6 | 5 | 10 | 10 |
| \( \sigma = 0.03 \) m | 7 | 0.04 | \( 7 \times 10^{-4} \) | 0.1 | 0.7 | 6 | 30 | 100 | 30 |
| \( \sigma = 0.2 \) m | 2 | 0.3 | \( 1 \times 10^{-3} \) | 0.04 | 0.9 | 20 | 90 | 200 | 100 |
| Full stoc. (JET) | 8 | 0.3 | \( 7 \times 10^{-3} \) | 0.2 | 5 | 50 | 100 | 200 | 50 |
| Edge stoc. (JET) | 5 | 0.3 | \( 2 \times 10^{-3} \) | 0.03 | 100 | 50 | 100 | 200 | 70 |
| Coil (ITER) | 2 | 0.7 | \( 9 \times 10^{-4} \) | 0.003 | 1 | 100 | 600 | \( 2 \times 10^3 \) | \( 2 \times 10^3 \) |

is varied from this smallest possible value to the width of the entire stochastic layer.

With these choices, we estimate that \( \lambda_\parallel \approx 8 \) m and \( \lambda_\perp \approx 0.01–0.2 \) m. Appendix B presents how the correlation lengths are computed numerically. In the following discussion, we rely on the numerically evaluated values.

The magnetic field parameters for each simulated case are listed in Table 1. The first and second columns show the parallel and perpendicular correlation length, respectively, and the third column is the flux surface average of the perturbation magnitude on the initial radial position. The fourth column is the Kubo number evaluated from the aforementioned parameters. In all cases \( K \ll 1 \) making the quasilinear approximation, equation (1), valid. One can confirm this by evaluating the ratio between the numerically evaluated field-line diffusion coefficient, \( D_{num} \), and the analytical estimate, equation (1). This ratio
is tabulated in the fifth column, and it is close to unity in almost all cases, with the exception of the stochastic edge JET case, possibly because there are major magnetic islands present.

Table 1 also lists threshold energies, corresponding to the following situations: the orbit-averaging becomes invalid, the orbit width exceeds the perpendicular correlation length, and when the orbit-averaging occurs on the gyromotion scale. The final column lists the threshold energy for $\tau_\perp < \tau_\parallel$, the third condition for the perpendicular orbit decorrelation mechanism (the two others were $\varepsilon > 1$ and $d_{\text{orb}} > \lambda_\perp$).

We first compare these threshold energies to the calculated transport coefficients in the artificial field (shown in figure 7) before returning to the discussion of the cases with realistic magnetic fields studied earlier. Each case in figure 7 exhibits an increasing transport as $\nu \rightarrow c$, until it saturates and begins to decrease. In each case $\Upsilon \leq 1$, as the theory predicts, but the exact behaviour of the transport varies between the cases.

The first row: Orbit averaging becomes invalid right when $\nu \approx c$ is reached and no transport reduction is observed until $d_{\text{orb}} > \lambda_\perp$. Afterwards there is a slight reduction (when the transport should be constant), which could be caused by a transition in the mechanism driving the transport, from parallel decorrelation to perpendicular decorrelation as $\tau_\parallel \rightarrow \tau_\perp$. The reduction in transport steepens as the perpendicular decorrelation and the gyro-orbit effects become relevant—by a coincidence, almost at the same energy. Here we observe the $\gamma^{-1}$ relation between the transport and the electron energy. However, even though the FLR effects should be present, only a small difference is observed when those are accounted for.

The second row: The orbit-averaging is valid for higher energies than in the previous case. Equation (8) predicts a maximum of 10% reduction until the orbit-averaging becomes invalid. However, no reduction is observed until the point where the perpendicular orbit-decorrelation becomes valid. At the very end of the energy range the FLR effects become valid, and there it appears that the transport begins to decrease more steeply.

The third row: In this case, the orbit averaging is valid for even higher energies, but the notable feature is the valley near $E = 50$ MeV. If the orbit-averaging would be valid at that point, the reduction in transport would be 15%, which is close to the observed value. We suggest that the increase beyond this point is due to the orbit-averaging transitionally becoming invalid and the transport returning to $\Upsilon = 1$. In other words, what is seen here corresponds to the dashed line in figure 1. At the end of the energy range, the transport peaks and begins to decrease again. This is at the threshold when the perpendicular decorrelation becomes valid.

In summary, we observe a good, though not an exact, agreement between the theoretical estimates and the simulations. The differences are mostly related to the orbit-averaging process.
5. Realistic fields revisited

Having verified the theory through the simulations, and vice versa, we can now compare the transport in the realistic magnetic fields to the theoretical predictions.

In the JET cases, recall figure 6, the orbit averaging is valid until $E = 50$ MeV. At this energy, where the electron orbit width is approximately 10 cm, equation (8) predicts a reduction of 35% in transport. However, this reduction is not visible in the results due to the effect of the reduced transport region being dominant in the fully stochastic case and the more energetic electrons becoming confined in the case with the stochastic edge. The perpendicular decorrelation mechanism becomes active at 100 MeV, when $d_{\text{orb}} > \lambda_\perp$, and one can observe a drop in transport in the first row in figure 6 that could be attributed to this.

We can confirm the presence of the edge region where the transport is reduced in the fully stochastic JET case by moving inwards the loss surface, i.e. the boundary beyond which markers are considered lost. Figure 8 shows the energy dependence of the transport when the loss surface has been moved over the region with the reduced transport. Now the reduction in transport is similar to what the theory predicts.

The region with reduced transport appears because $\delta B/B$ is not uniform radially, see figure 9(a), and the perturbation is significantly weaker at the edge. However, the effect of this region is weaker for more energetic electrons because their orbit drift takes them closer to the core where the perturbation is stronger. Therefore, the orbit-averaged value of $\delta B/B$ increases with energy for electrons at the edge. This increases transport the effect being larger than the reduction due to FOW effects. From figure 9(b), we can observe that $\delta B/B$ in the fully stochastic case peaks where the dominant (1, 2) mode has a peak. The modes (1, 3) and (1, 4) that have resonant surface at the edge are comparably lower which explains the drastic reduction in $\delta B/B$.

As for the ITER case, the orbit averaging is valid for the entire energy range. At 100 MeV, the predicted decrease in transport is 10% which is a significantly smaller reduction than what was observed in the simulations. One should note that this case differs from all the others in that the perturbation is localised poloidally; $\delta B/B$ is strongest near the coils at the low-field side. The theory assumes uniform perturbation, which might explain the difference seen here.

As the final point, we note that the numerically evaluated parallel correlation length in the artificial ITER cases is close to the estimate based on the toroidal mode number, and the perpendicular correlation lengths are comparable to the radial width of the modes. In the JET cases, the dominant modes (recall figure 9(b)) have $n = 1$, which gives an estimate $\lambda_{\parallel} \approx 50$ m that is an order of magnitude higher than the numerically evaluated value. On the other hand, the perpendicular correlation length is comparable to the mode width which is roughly half of the minor radius, i.e. 0.6 m. Therefore, one can use the estimate $\lambda_{\perp} \sim$ mode width, in order to make an initial assessment whether FOW effects should be considered.

6. Summary and conclusions

While the orbit-following simulations broadly agree with the theoretical results in reference [10], it was found that...
in disruptions magnetic field structures and non-uniform perturbation may dominate the energy dependence of the transport. In extreme cases, the transport of energetic particles ceases completely when their orbit crosses confined field line regions, or, somewhat unexpectedly, the transport increases above the transport level that would be observed if the particles would follow the field lines exactly.

The evaluation of the radial advection and diffusion coefficients was motivated by the prospect of including them in a reduced kinetic model, in order to capture the effect of the 3D magnetic field on the RE dynamics, self-consistently with the evolution of the electric field and plasma transport. We note, that in the presence of an accelerating electric field, the electron energies increase, which leads to changes in the transport coefficients. It has been noted before, that this self-consistent evolution leads to shrinkage of the runaway beam radius [35]. Based on our results, if the magnetic field is spatially inhomogeneous, it is more appropriate to evaluate the transport coefficients numerically, instead of relying on the analytical model.

Simulation results differ from theory mostly in the orbit-averaging regime. This was especially true in the case where the magnetic field was perturbed with external coils, which could be attributable to the perturbation being poloidally localised in this case. Simulations done within the guiding centre approximation yielded results that were practically identical to those obtained by tracing the complete gyromotion. Only for \( E > 50 \text{ MeV} \) in some cases, the guiding centre results showed higher transport. We note that this is in contrast to reference [36] where it was found that the guiding centre transport is higher already at \( E \approx 1 \text{ MeV} \).

One of the motivations for investigating the energy dependence of the transport was the discrepancy where the RE transport observed in experiments was orders of magnitude lower than that predicted by the Rechester-Rosenbluth diffusion coefficient. However, here FOW effects were found to reduce the transport by an order of magnitude only at \( E = 100 \text{ MeV} \), which is on the high end of plausible RE energy spectra in ITER-like disruptions and is well beyond the energy of seed populations in any runaway scenario. The energy reduction depends on the perpendicular correlation length of the magnetic perturbation, which was found to be of the same order as the radial width of the mode. Importantly, when the stochastic field is caused by MHD activity, such that the mode widths are comparable to minor radius, and not due to microscale turbulence, the transport of REs is not reduced in the energy range of interest.

In our simulations the Rechester-Rosenbluth estimate fared well in the zero orbit-width limit except for one case, the one with major islands present, where it under-estimated the transport by two orders of magnitude. We emphasize that this reduction was not because particles are born inside islands where they remain trapped, as was the case in reference [36], as in this case the markers where initialized within the stochastic region; instead the mere presence of the islands reduced the transport.
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Appendix A. Transport coefficient evaluation

We assume the radial transport of particles is given by the following advection-diffusion equation

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial \rho} K f + \frac{\partial^2}{\partial \rho^2} D f, \tag{A1}
\]

where \( f(\rho, t; \mu, E) \) is the distribution function, and \( K(\rho; \mu, E) \) and \( D(\rho; \mu, E) \) are the advection and diffusion coefficients, respectively. The energy, \( E \), and magnetic moment, \( \mu \), are kept as parameters since they remain invariant in the transport process we consider.

The transport coefficients are likely to have a radial dependence because the magnitude of \( \delta B/B \) may vary and any islands that are present affect the transport. However, the radial dependence is neglected here and, instead, the transport coefficients are evaluated only at a single radial position. At this position, we initialize a population of markers representing electrons. The markers are initialized at the outer mid-plane and their toroidal coordinate is sampled from a uniform distribution.

The markers are traced with ASCOT5 and the transport coefficients are extracted from the results. There are several ways this can be done [20], and here we choose to evaluate the coefficients based on the distribution of loss time, i.e. the time it takes for a marker from the beginning of the simulation to cross the separatrix for the first time. Some markers might be radially confined, e.g. inside islands, and, therefore, the marker population is simulated until this loss-time distribution becomes saturated.

The transport coefficients are extracted from the loss-time distribution by fitting an analytical model to the results; however, the analytical model is based on several simplifications. When one assumes that the transport is uniform radially (i.e. \( K \) and \( D \) do not depend on position), the advection term is positive (i.e. the flow is towards the edge), and the
inner boundary extends to minus infinity\textsuperscript{5}, then the cumulative loss-time distribution obeys the so-called first-passage time distribution [37] which, in probability theory is known as the inverse Gaussian distribution. The corresponding cumulative distribution is

\[
T(t) = \Phi \left( \frac{1}{\sqrt{2Dt}} (Kt - \Delta \rho) \right) + \exp \left( \frac{K\Delta \rho}{D} \right) \Phi \left( -\frac{1}{\sqrt{2Dt}} (Kt + \Delta \rho) \right),
\]

(A2)

where \( \Phi \) is the cumulative normal distribution. The first-passage time refers to the time instant when a random walker launched from a given position first passes through a pre-defined coordinate (separated by a distance \( \Delta \rho \)), which exactly is the case here when the simulations measure the time when a marker crosses the separatrix for the first time. In addition to fitting, the moments of the loss-time distribution can be used to estimate the transport coefficients as \( K = \Delta \rho / \text{Mean}[\xi] \) and \( D = (\Delta \rho)^2 \text{Var}[\xi] / 2 \text{Mean}[\xi]^3 \), although the results are more susceptible to noise.

Even though the approximations behind equation (A2) are drastic, the formula fits the data well: at any time the difference in losses deviate less than 10% from the simulation results. Two example fits are shown in figure A1: the one on the left (faster losses) is for 100 MeV electrons (\( \xi = 0.9 \)) and the one on the right is for 10 keV in the fully stochastic JET case.

The data on the left has a step-like structure at the beginning indicating that multiple markers are lost at the same time. In this laminar transport particles are lost before they have decorrelated, and the advection-diffusion model does not describe this early-time behaviour. Still, the trend is captured by the fit even though the details are not.

\( ^5 \) In reality, the inner boundary is reflective and it is located at the magnetic axis or at the boundary between the confined and stochastic field-line regimes.

For the second case the shape of the fit is slightly different than the data, which is due to the actual transport not being uniform in \( \rho \). We can assess what effect omitting the reflective inner boundary in equation (A2) has, by including one in equation (A1) and solving the equation numerically. We use the coefficients obtained from the fit (second case), an initial radial distribution that is identical to the one used in the orbit-following simulations, and set the reflecting boundary right next to the marker initial position. The cumulative loss-time distribution obtained this way (the orange line) deviates from the earlier results as particles are lost faster due to the reflection. The take-away message here is that since a reflective boundary is inherently present in the data to which equation (A2) is fitted, we can expect that the coefficients we obtain overestimate the actual transport.

Finally, the advection is negative only in the presence of islands but islands are not present in most cases studied in this work.

Appendix B. Correlation length evaluation

The (auto)correlation length is defined as

\[
\lambda \equiv \int_0^\infty C(l)dl,
\]

(B3)

where \( C(l) \) is the (auto)correlation function of the magnetic field perturbation:

\[
C(l) \equiv \frac{\left\langle \int_{-\infty}^{\infty} \tilde{B}(r)\tilde{B}(r+l)dr \right\rangle}{\left\langle \int_{-\infty}^{\infty} \tilde{B}^2(r)dr \right\rangle},
\]

(B4)

where \( \tilde{B} \) is the perturbation component that is perpendicular to the unperturbed field. The brackets are averages over all realizations of \( \tilde{B} \).

In most cases the perturbation is not isotropic; in this paper, for example, the perturbation potential oscillates along the field lines. Therefore, it is customary to consider the parallel and perpendicular correlation lengths and functions separately. For the parallel correlation length (function), the integrals in equations (B3)-(B4), are performed along the field lines.

The correlation function peaks at \( l = 0 \) due to the convolution in the numerator (the denominator is just a normalization factor). It is generally assumed that, in both directions, \( C(l) \) has the form of Eulerian correlation function:

\[
C(l) \sim \exp \left( -\frac{l^2}{2\lambda^2} \right),
\]

(B5)

but this is valid only if \( \tilde{B} \) is a Gaussian random noise.

We evaluate the parallel correlation function numerically by choosing a radial position, and then finding the field-line \((R, \phi, \zeta)\) coordinates in the axisymmetric field. The integrals in equation (B4) are evaluated in the perturbed field along these coordinates, after which we move the toroidal coordinate by a random angle, and repeat the evaluation. The process is repeated until the ensemble average has converged and...
we obtain the correlation function. Figure B2 illustrates how the numerically evaluated correlation function compares to the estimate in equation (B5).
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