Quasi-Helmholtz Decomposition, Gauss’ Laws and Charge Conservation for
Finite Element Particle-in-Cell

Scott O’Connor,1,2 Zane D. Crawford,1,3 O. H. Ramachandran,1,4 John Luginsland,1 and B. Shanker1
Department of Electrical and Computer Engineering, Michigan State University, East Lansing, MI

(Dated: 12 March 2021)

Development of particle in cell methods using finite element based methods (FEMs) have been a topic of renewed interest; this has largely been driven by (a) the ability of finite element methods to better model geometry, (b) better understanding of function spaces that are necessary to represent all Maxwell quantities, and (c) more recently, the fundamental rubrics that should be obeyed in space and time so as to satisfy Gauss’ laws and the equation of continuity. In that vein, methods have been developed recently that satisfy these equations and are agnostic to time stepping methods. While development is indeed a significant advance, it should be noted that implicit FEM transient solvers support an underlying null space that corresponds to a gradient of a scalar potential \( \nabla \Phi(\mathbf{r}) \) (or \( \nabla \Phi(\mathbf{r}) \) in the case of wave equation solvers). While explicit schemes do not suffer from this drawback, they are only conditionally stable, time step sizes are mesh dependent, and very small. A way to overcome this bottleneck, and indeed, satisfy all four Maxwell’s equations is to use a quasi-Helmholtz formulation on a tesselation. In the re-formulation presented, we strictly satisfy the equation of continuity and Gauss’ laws for both the electric and magnetic flux densities. Results demonstrating the efficacy of this scheme will be presented.

I. INTRODUCTION

Simulation of plasma and space charge has many applications in science and technology ranging from particle accelerators to satellites and medicine.1 A popular method for simulation of plasma is particle-in-cell (PIC) which self-consistently evolves particle motion for charge species with Maxwell’s Equations. Traditionally PIC has been based on finite difference time domain with the domain represented by Yee cells.2 The stair stepping nature of a structured grid presents challenges on geometry modeling especially fine features and multi-scale objects. Methods such as cut-cells5 have been developed to alleviate this challenge. Another fundamental bottleneck is that these methods are conditionally stable, with time step size of the field solver dictated by the mesh, and is relatively small so as to satisfy the Courant-Friedrichs-Levy condition. As a result, there has been renewed interest in developing methods that not only better represent the geometry but better capture the underlying physics.

The route taken is to use finite element methods (FEMS); they have an extensive history of use in field solvers due to their ability to better represent the geometry and physics. But more importantly, there is a well developed rigorous body of literature6 on the mathematical foundation of FEM. Indeed, as is to be expected, FEM has made inroads into PIC modeling more of late with some excellent work rubrics of this approach7,8. Of particular note in seminal work in9, wherein rubrics for charge conservation for FEM-PIC where developed. These have been refined and developed further in a series10–12. By and large, these papers follow a similar rubric, use a leap-frog scheme to step through a solution for the field, update position and velocity of the particle and solve for the fields again. In this setting, it was shown that the methodology is charge conserving. While this the classical PIC cycle, a more recent trend has been to solve both the electromagnetic and Newton’s equations self-consistently at the same time step.13 This approach necessary when the motion is close to being relativistic.

In the problems that we address in this paper, our motion is non-relativistic. As a result, we are in the regime where the classic PIC is valid. Even so, being restricted to a time step size that is tightly related to the mesh is undesirable, especially, when there are a number of well established methods that make the field solver conditionally stable.14 Unfortunately, developing a method where Gauss’ laws and equation of continuity is satisfied is not a trivial task. As an aside, in the rest of the paper, we will use the term conservation laws to denote these equations and admit to an abuse of terminology! This problem was solved relatively recently15 with results demonstrating satisfaction of conservation laws to almost machine precision. But this is not really the end of the story. While leap frog FEM is known to not have a null space, implicit time stepping methods do. There are two flavors of time domin FEM-those that discretize Maxwell’s equations directly (MFEM) and those that solve the wave equation (WE-FEM). These equation suffer from a null space that behave as a gradient of a potential and a product time with a gradient of a potential, respectively. As a result, it is possible to add spurious charge into the system corresponding to the divergence of these null-spaces. This is especially true when one uses iterative methods to solve the system of equations where

---
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level of excitation of the null space depends on the error threshold. Given that satisfaction conservation laws is paramount in a PIC solution, we prescribe an alternate solution.

Traditional solution relies on solving for fields via the two curl equations. Gauss’ laws will be satisfied by these fields provided equations of continuity hold and there are no null spaces excited. But this is easier said than done. It follows that perhaps an alternative is to use a Helmholtz decomposition of fields in the construction of field solvers. This would permit solution to all four equations. Means to effect this is the overall thrust of this paper.

It is well known that an exact Helmholtz decomposition is not possible in a discrete setting. Indeed, using an analytical decomposition as a starting point prior to discretization will lead to erroneous results as one needs to ensure that proper mapping on de-Rham spaces are satisfied. What one can achieve is a quasi-Helmholtz decomposition where one of the two conditions are strongly satisfied. The development of quasi-Helmholtz decomposition dates back to the early days of development of magnetostatics. Development of quasi-Helmholtz decomposition can be traced back to tree-cotree decomposition. An analytical decomposition as a starting point and follows the Vlasov equation, where the charge and current density defined as 

\[ \rho(t), \mathbf{J}(t) \]

are Neumann and Dirichlet boundary conditions enclosing the domain are either Neumann or Dirichlet. The excitation of the system comes from electromagnetic field due to moving charges whose position (and velocity) evolve over. The moving charges are assumed to be collisionless and follows the Vlasov equation,

\[ \frac{q}{m} [\mathbf{E}(t, \mathbf{r}) + \mathbf{v} \times \mathbf{B}(t, \mathbf{r})] \cdot \nabla \mathbf{v} f(t, \mathbf{r}, \mathbf{v}) = 0, \]

where \( f(t, \mathbf{r}, \mathbf{v}) \) is a phase space distribution function (PSDF). We follow the conventional definition of the charge and current density defined as 

\[ \mathbf{q} \int_{\Omega} f(t, \mathbf{r}, \mathbf{v}) d\mathbf{v} \quad \text{and} \quad \mathbf{J}(t, \mathbf{r}) = q \int_{\Omega} \mathbf{v} f(t, \mathbf{r}, \mathbf{v}) d\mathbf{v} \]

as moments of the PSDF. The fields, \( \mathbf{E}(t, \mathbf{r}) \) and \( \mathbf{B}(t, \mathbf{r}) \), in Vlasov equation are solutions to the Maxwell’s equations Eq. 2:

\[ \nabla \cdot \mathbf{D}(t, \mathbf{r}) = \rho(t, \mathbf{r}) \]
\[ \nabla \cdot \mathbf{B}(t, \mathbf{r}) = 0 \]
\[ \nabla \times \mathbf{E}(t, \mathbf{r}) = -\partial_t \mathbf{B}(t, \mathbf{r}) \]
\[ \nabla \times \mathbf{H}(t, \mathbf{r}) = \partial_t \mathbf{D}(t, \mathbf{r}) + \mathbf{J}(t, \mathbf{r}) \]

where \( \mathbf{D}(t, \mathbf{r}) = \varepsilon \mathbf{E}(t, \mathbf{r}) \) and \( \mathbf{H}(t, \mathbf{r}) = \mu^{-1} \mathbf{B}(t, \mathbf{r}) \). The boundary conditions enclosing the domain are either Neumann \( \partial \Omega_N \) or Dirichlet \( \partial \Omega_D \),

\[ \hat{n} \times \mathbf{E}(t, \mathbf{r}) = \Psi_D(t, \mathbf{r}) \quad \text{on} \ \partial \Omega_D, \]
\[ \hat{n} \times \mu^{-1} \mathbf{B}(t, \mathbf{r}) = \Psi_N(t, \mathbf{r}) \quad \text{on} \ \partial \Omega_N, \]

where \( \hat{n} \) is an outward pointing normal to \( \partial \Omega_N \) and \( \partial \Omega_D \) and \( \Psi_N(t, \mathbf{r}) \) and \( \Psi_D(t, \mathbf{r}) \) are Neumann and Dirichlet boundary condition functions. In addition, it can be
shown from Maxwell’s equations that the equation of continuity
\[ \nabla \cdot \mathbf{J}(t, \mathbf{r}) + \partial_t \rho(t, \mathbf{r}) = 0. \] (4)
holds. While \( f(t, \mathbf{r}, \mathbf{v}) \) is not solved directly, as it is computationally prohibitive, we use an approach where one approximates the PSDF as a collection of discrete point particles. We follow the usual representation where \( \rho(t, \mathbf{r}) = q \sum_{n=1}^{N_q} \delta(\mathbf{r} - \mathbf{r}_p(t)) \) and \( \mathbf{J}(t, \mathbf{r}) = q \sum_{n=1}^{N_q} \mathbf{v}_p(t) \delta(\mathbf{r} - \mathbf{r}_p(t)) \). Generalization to other shape function (instead of delta functions) is certainly possible\(^{[22]} \), but is beyond the scope of this paper and not pertinent to the central thesis of this paper. As in PIC schemes, the particles are moved using the Lorentz force \( \mathbf{F}(t, \mathbf{r}) = q(\mathbf{E}(t, \mathbf{r}) + \mathbf{v}(t, \mathbf{r}) \times \mathbf{B}(t, \mathbf{r})) \) and Newton’s equations. A self-consistent solution to both evolution of charges and fields constitute a PIC methodology.

B. Helmholtz Decomposition

It is well established via Helmholtz theorem that any sufficiently smooth vector field \( \mathbf{A}(t, \mathbf{r}) = \mathbf{A}_r(t, \mathbf{r}) + \mathbf{A}_t(t, \mathbf{r}) \) can be represented into a rotational (divergence-free) \( \mathbf{A}_r(t, \mathbf{r}) \) and irrotational (curl-free) \( \mathbf{A}_t(t, \mathbf{r}) \) components. This implies that \( \nabla \times \mathbf{A}_r(t, \mathbf{r}) = 0 \) and \( \nabla \cdot \mathbf{A}_t(t, \mathbf{r}) = 0 \). Along this vein, it follows that both the electric and magnetic fields can be decomposed in a similar manner. Parenthetically, we note here that in the PIC context, our point charges are measured on the mesh, thereby smoothing the sources and the resulting vector field. Given this decomposition we can rewrite Maxwell’s equations as,
\[ \nabla \cdot \mathbf{D}_r(t, \mathbf{r}) = \rho(t, \mathbf{r}) \] (5a)
\[ \nabla \cdot \mathbf{B}_r(t, \mathbf{r}) = 0 \] (5b)
\[ \nabla \times \mathbf{E}_r(t, \mathbf{r}) = -\partial_t \mathbf{B}_r(t, \mathbf{r}) \] (5c)
\[ \nabla \times \mathbf{H}_r(t, \mathbf{r}) = \partial_t \mathbf{D}_r(t, \mathbf{r}) + \partial_t \mathbf{D}_t(t, \mathbf{r}) + \mathbf{J}(t, \mathbf{r}) \] (5d)
Additionally the continuity equation is updated as, \[ \nabla \cdot \mathbf{J}_r(t, \mathbf{r}) + \partial_t \rho(t, \mathbf{r}) = 0 \] The main takeaways are the following: (a) the three components of fields that one needs to determine are \( \mathbf{E}_r(t, \mathbf{r}), \mathbf{E}_t(t, \mathbf{r}) \) and \( \mathbf{B}_t(t, \mathbf{r}) \), (b) Maxwell’s equations are sufficient to determining these components, and (c) solving these would ensure that null-spaces do not corrupt conservation laws. Of course, it is well known that it is not possible to construct a complete Helmholtz decomposition in a discrete setting. As result, in what follows, we will develop a quasi-Helmholtz decomposition on discretization of the domain. For simplicity of exposition, we assume that the domain is simply connected.\(^{[8]} \)

C. Discrete Framework

The analysis framework starts with the de-Rham complex\(^{[8]} \) to represent fields and fluxes. To that end, we assume that the domain is represented using a collection of finite elements \( K = \{ N, \mathcal{E}, \mathcal{F}, \mathcal{T} \} \) defined using \( N_n \) nodes, \( N_e \) edges, \( N_f \) faces and \( N_t \) tetrahedron. On these elements one can define Whitney space\(^{[23]} \) \( W^0(N), W^1(N), W^2(N) \) and \( W^3(N) \) to represent quantities on the primal grid. In what follows, we represent electric fields using \( \mathbf{E}(t, \mathbf{r}) = \text{span} \{ W^1(N) \} \) and \( \mathbf{B}(t, \mathbf{r}) = \text{span} \{ W^2(N) \} \). Specifically, \( \mathbf{E}(t, \mathbf{r}) = \sum_{i=1}^{N_e} e_i(t) \mathbf{W}_i^1(\mathbf{r}) \) and \( \mathbf{B}(t, \mathbf{r}) = \sum_{i=1}^{N_f} b_i(t) \mathbf{W}_i^2(\mathbf{r}) \). It follows that these coefficients can be arranged into vector of the form \( \mathbf{E}(t) = [e_1(t), e_2(t), \ldots, e_{N_e}(t)] \), \( \mathbf{B}(t) = [b_1(t), b_2(t), \ldots, b_{N_f}(t)] \); the value at any time \( n\Delta_t \) is denoted using \( \mathbf{E}(n\Delta_t) = \mathbf{E}^n \) (likewise for \( \mathbf{B}(n\Delta_t) = \mathbf{B}^n \) where \( \Delta_t \) is the time step size. Similar notation is adopted for the coefficients of both the magnetic field and electric flux density.

In keeping with this framework, it follows that the electric flux densities and magnetic field lies in the dual space, but can be presented using primal space quantities. But before we do so, we define the following Hodge matrices \( [\star_\epsilon]_{ij} \) and \( [\star_\mu]_{ij} \) that map primal grid quantities to the dual grid:
\[ [\star_\epsilon]_{ij} = (\mathbf{W}_i^1(r), \epsilon \cdot \mathbf{W}_j^1(r)); i, j \in \mathcal{E} \] (6)
\[ [\star_\mu]_{ij} = (\mathbf{W}_i^2(r), \mu^{-1} \cdot \mathbf{W}_j^2(r)); i, j \in \mathcal{F} \] (7)
\[ [\star_\rho]_{ij} = (\mathbf{W}_i^3(r), \mathbf{W}_j^3(r)); i, j \in \mathcal{T} \] (8)
In addition, we define the following
\[ [M_g]_{ij} = (\mathbf{W}_i^1(r), \nabla \times \mathbf{W}_j^0(r)); i \in \mathcal{E}, j \in \mathcal{N} \] (9a)
\[ [M_c]_{ij} = (\mathbf{W}_i^2(r), \nabla \times \mathbf{W}_j^1(r)); i \in \mathcal{F}, j \in \mathcal{E} \] (9b)
\[ [M_d]_{ij} = (\mathbf{W}_i^3(r), \nabla \cdot \mathbf{W}_j^2(r)); i \in \mathcal{T}, j \in \mathcal{F} \] (9c)
\[ [\nabla] = [\star_\epsilon]^{-1} [M_g] \] (9d)
\[ [\nabla \times] = [\star_\mu]^{-1} [M_c] \] (9e)
\[ [\nabla \cdot] = [\star_\rho]^{-1} [M_d] \] (9f)
where \( \nabla \times \) is the discrete curl operator, \( \nabla \cdot \) is the discrete gradient operator, and \( [\nabla] \) is the discrete divergence operator. We note that using this notation, one can obtain the coefficients for the electric flux density as \( D^n = [\star_\epsilon] E^n \). Using this framework, one can write the discretized equations in space as
\[ \begin{bmatrix} [I] & 0 & 0 \\ 0 & [\star_\epsilon] & 0 \\ 0 & [\star_\mu] & 0 \end{bmatrix} \begin{bmatrix} \partial_t \mathbf{B} \\ \partial_t \mathbf{E} \\ [\nabla \times] \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ [-][\nabla \times]^{-1} \end{bmatrix} \begin{bmatrix} \mathbf{B} \\ \mathbf{E} \end{bmatrix} = \begin{bmatrix} 0 \\ -\mathbf{J} \end{bmatrix} \] (10)
where \( \mathbf{J} = [j_1(t), j_2(t), \ldots, j_{N_t}(t)] \) with \( j_i(t) = (\mathbf{W}_i^1(r), \mathbf{J}(t, r)) \), and \( J^n = J(n\Delta_t) \). Likewise, one can arrive at a similar discrete system for the wave equation as
\[ [\star_\epsilon] [\partial_t^2 \mathbf{E} + [\star_\mu] \mathbf{E}] = -\partial_t \mathbf{J} \] (11)
where \( [\star_\mu] = [\nabla \times]^T [\star_\rho] [\nabla \times] \). Using these equations as a backdrop, we next discuss the steps necessary to effect a discrete quasi-Helmholtz decomposition.
III. QUASI-HELMHOLTZ DECOMPOSITION

As noted earlier, it is well known that one cannot develop a complete Helmholtz decomposition of fields. It follows, that we may be able to achieve one condition, viz., either divergence or curl free fields. To this end, prior to developing a numerical framework, we seek what is necessary for the fields to satisfy. In plasma physics, it follows that one must satisfy the condition \( \nabla \cdot \mathbf{D}_r(t, \mathbf{r}) = 0 \) and \( \mathbf{B}_{ns}(t, \mathbf{r}) = 0 \) strongly; in other words, we cannot necessarily ensure \( \nabla \times \mathbf{D}_r(t, \mathbf{r}) = 0 \). As eloquently pointed out by Vecchi\cite{23} the condition that we are strongly imposing is the solenoidal nature of \( \mathbf{D}_r(t, \mathbf{r}) \); i.e., \( \mathbf{D}_r(t, \mathbf{r}) \) is non-solenoidal but not irrotational, i.e., \( \nabla \times \mathbf{D}_r(t, \mathbf{r}) = 0 \). Henceforth, we will use subscripts “s” and “ns” to denote solenoidal and non-solenoidal components, respectively.

To discuss this decomposition, we start with the electric field. The usual starting point of the analysis is the de-Rham diagrams. We focus on the sequence \( W^0 \xrightarrow{\nabla} W^1 \). It is apparent that in the framework being pursued we seek to exploit the representation of the potential \( \phi(t, \mathbf{r}) = \text{span} \{ W^0(\mathbf{r}) \} \). As \( \nabla W^0 \in W^1 \), and we seek a decomposition of the form \( \mathbf{E}(t, \mathbf{r}) = \mathbf{E}_{ns}(t, \mathbf{r}) + \mathbf{E}_s(t, \mathbf{r}) \) it follows that these statements can be made in the discrete setting via

\[
\sum_{i=1}^{N_n} e_i^n W^1_i(\mathbf{r}) = \sum_{j=1}^{N_n} e^n_{j,ns} W^0_j(\mathbf{r}) + \mathbf{E}_s(n \Delta t, \mathbf{r}) \tag{12a}
\]

\[
[x_e] \bar{E}^n = [\varepsilon] \bar{E}_{ns} + \Lambda \bar{E}_s^n \tag{12b}
\]

\[
\bar{D}^n = \Sigma E_{ns}^n + \Lambda E_s^n \tag{12c}
\]

We have chosen not to represent \( \mathbf{E}_s(n \Delta t, \mathbf{r}) \) explicitly, leaving it as the remainder. It follows, that one can choose basis sets (the so called co-tree basis), but that is not quite important right now. It is sufficient to say that there exists a matrix \( \Lambda \) that is an inner product of these basis with \( W^1(\mathbf{r}) \).

In a similar manner, we seek a representation of the magnetic flux density such that \( \mathbf{B}(t, \mathbf{r}) = \mathbf{B}_{ns}(t, \mathbf{r}) + \mathbf{B}_s(t, \mathbf{r}) \). To do so we take recourse again to the de-Rham picture and note that the magnetic field, \( \mathbf{H}(t, \mathbf{r}) \), lies the dual space \( W^1(\mathbf{r}) \), where tilde denotes quantities associated with the dual space. As before, we take recourse to the sequence \( W^0 \xrightarrow{\nabla} W^1 \) and note that \( \nabla \bar{W}^0(\mathbf{r}) \in W^1 \). In spirit of \( (12) \), it follows that one can write

\[
\sum_{i=1}^{N_I} h_i^n W^1_i(\mathbf{r}) = \bar{\nabla} \sum_{j=1}^{N_I} h^n_{j,ns} W^0_j(\mathbf{r}) + \mathbf{H}_s(n \Delta t, \mathbf{r}) \tag{13a}
\]

\[
[x_{\mu}] \bar{H}^n = [\mu] \bar{H}_{ns} + \mu \Lambda_m \bar{H}_s^n \tag{13b}
\]

\[
\bar{B}^n = \Sigma_m \bar{B}_{ns}^n + \Lambda_m \bar{B}_s^n \tag{13c}
\]

where \( [\rho] \bar{H}^n = \bar{B}^n \). In all both \( (12) \) and \( (13) \), we require \( \Sigma^T \Lambda = 0 \) and \( \Sigma^T \Lambda_m = 0 \). This imposes the necessary solenoidal nature of the fields. Parenthetically, we note that \( \Sigma \) and \( \Sigma_m \) can have a one dimensional null space that corresponds to the zero mean constraint on the potentials; as will be evident in the next Section, this depends on boundary conditions.

IV. DECOMPOSITION

As was evident from the discussion thus far, the decomposition that we espouse relies on imposing solenoidal nature of a component. To do so, we have specified \( \Sigma \) and \( \Sigma_m \). Mapping to approaches used in the literature is apparent; \( \Sigma \) and \( \Sigma_m \) are associated with tree’s formed either out of edges or faces respectively. The complement of these are the co-trees (of edges and faces). While we shall return to this concept later, the approach we take is more generalizable along the lines of Ref.\cite{37}.

This follows the observation that in a Helmholtz decomposition in multiply connected domains, both the irrotational component and the harmonic component are divergence free, and it is not important to distinguish between the two. To this end, we introduce projector that effect this decomposition.

A. Projector Matrices

Development of projectors, given \( (12) \) and \( (13) \), is relatively straightforward. In what follows, we will illustrate this for the electric field. As alluded to earlier, \( \Sigma^T \Lambda = 0 \) implies \( \Sigma^T \mathbf{E}_s(n \Delta t, \mathbf{r}) = 0 \). It follows from \( (13c) \) that

\[
\bar{E}_{ns}^n = (\Sigma^T \Sigma)^{\dagger} \Sigma^T \bar{D}^n \tag{14}
\]

where the \( \dagger \) denotes a Morse-Penrose psuedo inverse. We note though that abstraction hides insight; in this case, \( \Sigma^T \mathbf{D}^n \) is related to the Gauss’ law for electric fields and can be used to solve for \( \bar{E}_{ns} \) directly, a tactic we will flesh out in detail in next subsection. Completing the train of thought, one can now define projectors

\[
[\mathbf{P}]_{le}^\Sigma = \Sigma (\Sigma^T \Sigma)^{\dagger} \Sigma^T \tag{15a}
\]

\[
[\mathbf{P}]_{le}^\Sigma = I - [\mathbf{P}]_{le}^\Sigma \tag{15b}
\]

Using these projectors, it follows that \( (13c) \) can be rewritten as

\[
\bar{D}^n = \Sigma \bar{E}_{ns}^n + [\mathbf{P}]_{le}^\Sigma \bar{D}^n \tag{16}
\]

If, \( \bar{E}_{ns}^n \) has already been computed, what remains is to compute the rest of the contributions. Similar approach is possible for the magnetic flux density. Here, the projectors take the form

\[
[\mathbf{P}]_{lb}^\Sigma = I - \Sigma_m (\Sigma_m^T \Sigma_m)^{\dagger} \Sigma_m^T \tag{17}
\]

and the magnetic flux density can be written as

\[
\bar{B}^n = \Sigma_m \bar{B}_{ns}^n + [\mathbf{P}]_{lb}^\Sigma \bar{B}^n \tag{18}
\]
It follows that the magnetic Gauss’ law is trivially satisfied provided we choose \( E_{ns}^c = 0 \). As an aside, the motivation to present ideas in terms of projectors is to lay the foundation for extending these to both higher order and make the decomposition genus free. This extension will be the thrust of another forthcoming paper. The main goal of this paper, is to fully develop and demonstrate these ideas for 0th order Whitney basis and simply connected structures.

B. System of Equations

Identification of both the non-solenoidal and the solenoidal component has been studied for (non)simply connected structures for a long time. In this paper, this forms our starting point. Given any network, one can create a minimum spanning tree as shown in Fig. [1]. From this minimum spanning tree, one can identify both the tree and co-tree edges; specifically, we note that \( \Sigma \) maps \( N \to E \) and \( \Lambda \) maps \( E_c \to E \) where \( E_c \subset E \). In a similar manner, one can construct a tree (and co-tree) of faces; this is illustrated in two-dimensions in Fig. [2]. Here, \( \Sigma_m \) is a map from \( T \to F \), and \( \Lambda_m \) is a map from \( F_c \to F \) where \( F_c \subset F \). Here, and henceforth, the subscript “c” will denote co-tree quantities. It follows that one can define matrices

\[
[C^*_e]_{i,j} = \begin{cases} 
1, & i \in E, j \in E_c \\
0, & \text{otherwise}
\end{cases}
\]  

Likewise,

\[
[C^b_c]_{i,j} = \begin{cases} 
1, & i \in F, j \in F_c \\
0, & \text{otherwise}
\end{cases}
\]  

A word of caution; if Dirichlet boundary conditions are applied the tree must be grounded to the PEC surface as in Fig. [1]. We need one more piece of the puzzle prior to setting up our solution system. As we had noted earlier, the both \( \Sigma \) and \( \Sigma_m \) have a 1-D null space that arises as a result of boundary condition that need to be imposed; this can be related to the appropriate Whitney spaces being closed as well. For \( E_{ns}^c \) it manifest itself as zero mean constraint when Neumann boundary conditions are used and for \( B_{ns}^c \) when Dirichlet boundary conditions as used. To effect these, we introduce a zero mean constraint matrices [C^0_z]

\[
[C^0_z] = \begin{bmatrix} 
1 & 0 & \cdots \\
0 & \ddots & \\
-\frac{\alpha_k^e}{\alpha_k} & \cdots & -\frac{\alpha_k^{n-1}}{\alpha_k}
\end{bmatrix}
\]  

\[
\alpha_k^e = \int_{\Omega} W^k(\mathbf{r})d\mathbf{r}
\]  

for \( q = \{e, b\} \) and \( k = 0 \) when \( q = e \) and \( k = 3 \) when \( q = b \). Note, these matrices become identity if the constraint is not necessary; likewise these need be modified when the net charge is not zero. Using this framework, we now examine projectors and solution to our field equations. We note the following: \( |\nabla|^T A = 0 \) and \( |\nabla| \Lambda_m = 0 \) and more to the point, \( |\nabla|^T D \) and \( |\nabla| \cdot B \) are the discrete analogs of the continuous Gauss’ laws (\( |\nabla|^T \) is a discrete divergence [\( |\nabla| \cdot \) in the dual grid]). This fact allows use to redefine projectors; viz, with a slight abuse of notation

\[
[P]^e_z = \Sigma [C^*_e] (|C^*_e|)^T (|\nabla|^T \Sigma [C^*_e])^{-1} |C^*_e| |\nabla|^T
\]  

\[
[P]^b_z = \Sigma_m [C^b_c] (|C^b_c|)^T (|\nabla| \cdot \Sigma_m [C^b_c])^{-1} |C^b_c| |\nabla| \cdot
\]  

Using these in (15b) and (17) enables us to derive \([P]_e^e \) and \([P]_b^b \) and then using (16) and (18) we have a complete description of the electric and magnetic fields/flux densities. We now have the necessary quantities to prescribe a PIC scheme to consistently evaluate \( E_{ns}^c \), \( \vec{E}_n \), and \( B_{ns}^c \), given \( J^n \). We will, a priori, set \( B_{ns}^c \) = 0. Just to reiterate, there is a slight abuse of notation. Quantities are assumed to evaluated at \( n \Delta t \). We have not specified temporal basis sets used for discretization or how functions are measure in time. We will leave that to later in this section when it is more appropriate.

1. Solution for non solenoidal component \( E_{ns}^c \)

The starting point of the solution is the discrete Ampere’s law at time point \( n \Delta t \) which reads \( \partial_t \vec{D}^n - |\nabla \times|^T [\sigma_{i}^{n-1}] \vec{B}^n = -\vec{J}^n \). Using (16), the constraint \([C]_c^e \), operating both sides by \(|\nabla|^T \), and using the identities prescribed earlier (\(|\nabla|^T [\sigma]_c^e = 0 = |\nabla|^T (|\nabla| \cdot|^T \) results in

\[
|\nabla|^T \Sigma [C^e_z] \partial_t \vec{E}_{ns}^c = -|\nabla|^T \vec{J}^n
\]  

\[
|\nabla|^T [\sigma_{e}]^c |\nabla| [C^e_z] \vec{E}_{ns}^c = -|\nabla|^T \int_0^{n \Delta t} \vec{J}(\tau)d\tau = \vec{\rho}^n
\]  

It is apparent that (24) is the discrete Gauss’ law for the electric fields. The left hand side of this equation is the discrete Laplacian, and coefficients \( \vec{E}_{ns}^c \) are the appropriate values of the potential due to the charge density on the right hand side at that instance of time. Further note, as shown in [22] this equation can be rewritten as

\[
\vec{G}^n_t = \int_0^{n \Delta t} j_i(t)d\tau = \int_{r(0)}^{r(n \Delta t)} \left( W^{(1)}_i(\vec{r}), \vec{J}(t, \vec{r}) \right)d\vec{r}
\]  

It follows that, \( \vec{\rho}^n = -|\nabla|^T \vec{G}^n \). From the equation above, it follows that the integration over time is subsumed in the path integral used to evaluate the charge density. As a result, one obtains the solution to the Laplacian directly. Two points that should be noted: (a) the equation of continuity is analytically satisfied, and (b) the electric flux density is obtained by explicitly solving Gauss’ law. Having obtained \( \vec{E}_{ns}^c \), obtaining the rest is fairly straightforward for both MFEM and WE-FEM.
2. Solution to the solenoidal components

Having obtained the solution to the non-solenoidal components, the solution to the rest is relatively straightforward. We begin with rewriting Maxwell’s equations as

\[
\begin{align*}
[Z]_{11} \partial_t \vec{B}_s^n + [Z]_{12} \vec{E}_s^n &= -[Z]_{13} \vec{E}_{ns}^n \quad (26a) \\
[Z]_{21} \partial_t \vec{E}_s^n - [Z]_{22} \vec{B}_s^n &= -\partial_t \vec{G} - [Z]_{23} \partial_t \vec{E}_{ns}^n \quad (26b)
\end{align*}
\]

where

\[
\begin{align*}
[Z]_{11} &= [C^\alpha_i]^T [P]_{b}^\Lambda [C^\beta_i] \\
[Z]_{12} &= [C^\alpha_i]^T [\nabla \times] [\star_e]^{-1} [P]_{ie}^\Lambda [\star_e] [C^\beta_i] \\
[Z]_{13} &= [C^\alpha_i]^T [\nabla \times] [\star_e]^{-1} \Sigma [C^\beta_i] \\
[Z]_{21} &= [C^\alpha_i]^T [P]_{ie}^\Lambda [\star_e] [C^\beta_i] \\
[Z]_{22} &= [C^\alpha_i]^T [\nabla \times] [\star_{\mu-1}^{-1}] [P]_{bi}^\Lambda [C^\beta_i] \\
[Z]_{23} &= [C^\alpha_i]^T \Sigma [C^\beta_i]
\end{align*}
\]

Since \( \Sigma = [\star_e] [\nabla] \), it is trivial to show that \( [Z]_{13} = 0 \). The above is a re-writing of Maxwell’s equation on the tetrahedral grid. Using the above, the wave equation can be trivially derived using \( [26a] \) in the time derivative of \( [26b] \). Specifically, using the above notation, these can be written as

\[
\begin{align*}
[Z]_{21} \partial_t^2 \vec{E}_s^n + [Z]_{22}[Z]_{11}^{-1}[Z]_{12} \vec{E}_s^n &= -\partial_t^2 \vec{G}^n \\
- [Z]_{23} \partial_t \vec{E}_{ns}^n
\end{align*}
\]

These equations form the backbone of both our Maxwell and wave equation solvers. As presented we have not presented any specific scheme to evolve both the field equation or the particles. In the results presented, we have used Newmark-\( \beta \) to evolve the fields and a fourth order Adams method to map the trajectory and velocity of the particles. These are developed detail in Ref\[31]\ and are not repeated here.

V. NULL SPACED, GAUGING AND OTHER REMARKS

The methodology presented in this paper has several advantages over conventional FEM-PIC; one of the fundamental challenges with time domain FEM is the presence of a null space. It has been shown the leap-frog mixed FEM (MFEM) does not suffer from a null space when its initial conditions are specified. But the downsides of the leapfrog MFEM is that it is conditionally stable with a mesh-dependent time step size. MFEM with Newmark overcomes this fundamental bottleneck; time step size can be arbitrary large (albeit it needs to be chosen to capture the physics). Unfortunately, there is a null space that behaves as \( \nabla \phi(r) \) where \( \phi(r) \) is some scalar function. The level of excitation of this null space depends on methods used to invert the matrices in the time marching system. In both the quasi-static limit and high tolerance of the iterative solver, this is small. Unlike MFEM, the null space for the wave equation FEM (WE-FEM) grows like \( t \sqrt[3]{r} \). The effect of this on charge conservation is evident in Ref\[31]\.

What is abundantly clear from the above, is that null space of both MFEM and WE-FEM play a significant role on the spurious numerical artifacts that manifest themselves in conservation laws. From this perspective, we note the following:

1. The solutions for \( \vec{E}_{ns}^n \) does not depend on a time integrator on the left hand side. This is effected on the RHS when integrating over the path.

2. The resulting equation for \( \vec{E}_{ns}^n \) is exactly the discrete Gauss’ law with the equation of continuity used to create the RHS.

3. The null space of these equation are harmonic solutions that are not excited provided boundary conditions are properly imposed.

4. The solution to both \( \vec{E}_{ns}^n \) and \( \vec{B}_{ns}^n \) have null spaces that are of the form \( \nabla \phi(r) \).

5. Despite the presence of the null space, by design, \( [\nabla \times] \vec{B}_{ns}^n = 0 \) and the divergence of the solenoidal component to the electric flux density \( [\nabla \times] [P]_{ie}^\Lambda [\star_e] [C]_{ie} \vec{E}_s^n = 0 \).

6. As a result, conservation laws are satisfied and not corrupted by null spaces.
Next, we note that the above scheme bears a strong resemblance to the well known $A - \Phi$ formulation. But we note some not-so-subtle differences. Note standard decomposition relies on the electric field. We note that the decomposition in this paper relies on the electric flux density, and is not a complete Helmholtz decomposition (which is not possible in a discrete setting). Decomposition of the flux density induces a mesh based metric in mapping between the primal and dual grids (can thought of simple mesh based anisotropy). Using this is imperative in solving Maxwell’s equations. Gauge condition ($\text{Coulomb}$) are, however, identical; likewise, final system of equations bears a strong similarity to those obtained in an $A - \Phi$ formulation. By virtue of our accuracy in maintaining the continuity equation, the use of the Coulomb gauge does not adversely impact our numerical description of the space-charge and space-current sources.

VI. RESULTS

In what follows, we present a sequence of results to verify the methodology presented earlier. We will show that (a) the solution to (24) does not have a null space provided one imposes a zero mean constraint and the solution to (26) has a null space corresponding to a gradient of a time invariant scalar potential. In the course of this test, we will also show that the solution to (26) is unconditionally stable. Next, we will test the proposed methodology against two test problems and validate the behaviour of the solution.

A. Field Solver Validation

1. Eigenvalues

The temporal solution of (26) utilizes Newmark-beta as a time stepping method. To verify that the resulting system is unconditionally stable and examine its null space, we find the eigenvalues of the discrete system as described in Ref[22]. Our discrete system is obtained from discretizing a cube of side length $1m$ using tetrahedra with average edge length of $0.214m$. Dirichlet boundary condition ($\hat{n} \times \vec{E}(t, \vec{r}) = 0$) is imposed on the walls. The eigenvalues for reduced system in (26) is compared against those obtained for a full MFEM solve. As is evident from Fig. 3 eigenvalues for both systems lie on the unit circle making the system energy conserving and unconditionally stable. Furthermore, the presence of eigenvalues at zero indicate a null space that behaves as a gradient of potential, a feature that both methods share.

7. Parenthetically, we note that the number of degrees of freedom of $\vec{E}^n$ and $\vec{B}^n$ is identical for simply connected domains (via Euler’s relations). These may be useful for some symplectic PIC schemes.

Next, we examine the behavior of the system under Neumann boundary conditions. Recall that one has impose a zero mean constraint on $\vec{E}^n_\text{ns}$. This test validates proper imposition of this condition as well as the solver as a whole. As before, our domain is a cube with side length $1m$. The mesh is discretized with an average edge length of $0.429m$ yielding 133 tetrahedras. Neumann boundary conditions are equivalent to a plane wave polarized along $-\hat{z}$ and propagating along $\hat{x}$ direction, with temporal variation being the derivative of modulated Gaussian with center frequency of $10$ MHz and bandwidth of $5$ Mhz. The explicit formulae is fairly standard and can be obtained from say[22].

We note the following. Given results from a standard MFEM solve, we can use (12) to partition into solenoidal and non-solenoidal components. That is, given coefficients $\vec{E}^n$ we can obtain $\vec{E}^n_\text{ns}$ and $\vec{E}^n_\text{s}$. Alternatively, we can solve (24) for $\vec{E}^n_\text{ns}$ and either (26) or (28) for $\vec{E}^n_\text{s}$. So we compare can both the component wise solution from the reduced system as well as the full solution. First at a random unknown in computational domain, we compared the total electric field from both the quasi-Helmholtz decomposition and MFEM system in Fig. 4. Next, the solutions from the standard MFEM system is decomposed solenoidal and non-solenoidal components and compared with the solenoidal and non-solenoidal components of the quasi-Helmholtz system. In Fig 5 and 6 the non-solenoidal components and solendoidal components are compared.

A couple of points to note: (a) from Fig. 5 the solution of classical MFEM has a null space (as expected) whereas that of (24) does not. (b) The solution of solenoidal components of all three have a null space, in that they do not smoothly go to zero once the excitation vanishes. (c) The agreement between all three is excellent (approximately single precision) in the regime of interest despite all three
B. Particle Beam

Having validated the field solution, we turn our attention to inclusion of particles in the system. We leverage the test bank developed in Ref. [31] for examples. In the first test case electron macro particles are injected into a cylindrical cavity. The electrons repel away from each other and expand. The profile of the trajectories can be compared with other verified methods as well as quasi-analytic solutions [15]. Note, in this case $E_n^\alpha$ will correspond to cavity modes and $E_{ns}^n$ that will be the dominant component. Details of the experiment are provided in [4].

In Fig. (7), the electric field in the radial direction half way down the tube 16 mm in the radial direction is compared with the same run using a Newmark-beta formulation with and without the quasi-Helmholtz decomposition (data for without from [31]). The agreement between all three sets of data is excellent.

Next, we can examine each of the components. To wit, as before, we decompose $E_n^\alpha$ from a full MFEM solve into $E_{ns}^n$ and $E_n^s$ and compare this data against that obtained from the reduced systems presented here (both (26) and (28)).

First, as is evident from Fig. 8 compares the $E_n^s$ components, they contain no DC components and contain all the cavity modes. The $E_{ns}^n$ component can be seen in Fig. 9 is the DC component shown in the total field Fig. 7. Next, the magnetic field shown in Fig. 10 shows excellent agreement between the magnetic field obtained from solution with and without quasi-Helmholtz decomposition.

The removal of the growing in time $t \nabla \Phi(r)$ null space for the wave equation is of considerable interest. In Fig. 11 we compare the MFEM and wave equation error in discrete Gauss’s law without quasi-Helmholtz projectors. As evident, the error grows with time for WE-FEM and thresholds at some value for MFEM. With the quasi-Helmholtz decomposition, the story is very different. As is to be expected, the error for MFEM and WE-FEM is identical and about a order below the results obtained earlier.

C. Adiabatic Expansion of Plasma

The final validation case is the adiabatic expansion of a plasma ball. This test case has analytic solutions and allows for good comparison and validation [49]. In this example, electrons and ions are placed in the center of a mesh with a Gaussian radial distribution. Ions are given a low temperature 1k and the electrons 100k. The system is initially charge neutral. The electrons initially expand outward creating an electric field that pulls the ions outward. The density over time has analytic solutions and is presented along with the measured density from the simulation in Fig. 12. Details of this test example can be different systems.
TABLE I: Expanding Particle Beam Parameters

| Parameter                      | Value                  |
|-------------------------------|------------------------|
| Cavity Radius                 | 20 mm                  |
| Cavity Length                 | 100 mm                 |
| Boundary Conditions           | PEC                    |
| $v_p$                         | $5 \cdot 10^7$ m/s     |
| $v_p/c$                       | 0.1667                 |
| beam radius $r_b$             | 8.00 mm                |
| Number particles per time step| 10                     |
| species                       | electrons              |
| Turn on time                  | 2 ns                   |
| beam current                  | 0.25 A                 |
| macro-particle size           | 52012.58 mm            |
| min edge length               | 1.529 mm               |
| max edge length               | 6.872 mm               |

FIG. 7: Comparison of radial electric field $\vec{E}$ between MFEM, quasi-MFEM, wave equation, and quasi wave equation.

be found in [48] and not repeated here. As is evident, the proposed solution agrees well with analytic data.

VII. CONCLUSION

In this paper, we have taken a step forward in building a FEM-PIC scheme that uses implicit field solvers and is robust to corruption due to null spaces. Our approach has been to define quasi-Helmholtz projectors, and in doing so, we show (a) satisfaction of conservation laws as well as (b) correctness against data obtained earlier. An important item to note is that the dimension of our system, in terms of number of degrees freedom, is slightly smaller than earlier. Of course, this is a foundational paper in that we have not addressed other pressing issues such as complexity, extension to higher order basis, multiply-connected domain, sympletic methods, and so on. Work on some of these topics is underway and will be presented elsewhere.

FIG. 8: Comparison of radial rotational electric field $\vec{E}_s$ between MFEM, quasi-MFEM, wave equation, and quasi wave equation.

FIG. 9: Comparison of radial irrotational electric field $\vec{E}_{ir}$ between MFEM, quasi-MFEM, wave equation, and quasi wave equation.

FIG. 10: Comparison of radial cotree magnetic field between cotree solve and newmark solve.
FIG. 11: Comparison between regular mixed finite element, wave equation, and quasi-Helmholtz wave equation error in the discrete continuity equation. The growing in time DC null space in the wave equation is remedied by the quasi-Helmholtz decomposition.

FIG. 12: Quasi-Helmholtz decomposition adiabatic expansion using quasi-MFEM.
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