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Abstract

Gaussian process regression is a popular method to model data using a non-parametric Bayesian approach. However, the hyperparameters encountered in the Gaussian process prior are often unknown, but they can still have a great influence on the posterior model. This work provides an off-the-shelf method for numerical marginalization of the hyperparameters, thus significantly alleviating the problem. Our method relies on the rigorous framework of sequential Monte Carlo, and is well suited for online problems. We demonstrate its ability to handle high-dimensional problems and compare it to other sampling methods. It is also concluded that our new method is a competitive alternative to the commonly used point estimates, empirical Bayes, both in terms of computational load and its ability to handle multimodal posteriors.

1 Introduction

The Gaussian process (GP) is a non-parametric probabilistic model for modeling an unknown function $f$, based on observed input data $x$ and (noisy) output data $y = f(x)$. No explicit functional form of $f$ is needed, but some assumptions on $f$ are encoded through a mean function $m_\theta(x)$, a covariance function $K_\theta(x, x')$, and their so-called hyperparameters $\theta \in \Theta$. In mathematical terms, the function $f$ is assumed to be distributed according

$$f(x) \sim \mathcal{G}(m_\theta(x), K_\theta(x, x')),$$

an infinite-dimensional Gaussian distribution. See [Rasmussen & Williams (2006)] for a general GP introduction.

The posterior distribution obtained by using the data $(y, x)$ and the prior in (1) is also a GP, which is a result of the conjugacy property inherent in the Gaussian distribution. That is, the prediction of the (noisy) output $y^*$ for the test input $x^*$ is a Gaussian distribution. All in all, the GP offers a flexible tool for probabilistic modeling, where assumptions (such as smoothness and trends) are encoded in the prior.

The GP posterior is often greatly influenced by the prior through the choices of hyperparameters $\theta$. A common approach is to choose $\theta$ as a maximum likelihood estimate of $p(y|x, \theta)$, commonly referred to as empirical Bayes (EB). However, finding a good point estimate may be problematic if the likelihood is multimodal, which, e.g., can happen with few data points. A fully Bayesian approach, where the hyperparameters are marginalized, integrated out, could therefore be beneficial in some situations. The GP posterior obtained by marginalization can be seen as the result of averaging the posterior over the ranges of hyperparameters supported by the data and the prior. A small toy example is given in Figure 1, illustrating the robustness against multimodality and initialization when using marginalization.

\begin{figure}[h]
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\begin{subfigure}{0.49\textwidth}
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\includegraphics[width=\textwidth]{figure1a.png}
\caption{A data set (left) has a multimodal posterior (right).}
\end{subfigure}
\begin{subfigure}{0.49\textwidth}
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\includegraphics[width=\textwidth]{figure1b.png}
\caption{Regression using hyperparameters obtained by EB, with two different initialization points in the optimization routine.}
\end{subfigure}
\begin{subfigure}{0.49\textwidth}
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\includegraphics[width=\textwidth]{figure1c.png}
\caption{Regression with marginalized hyperparameters, using our proposed method.}
\end{subfigure}
\caption{A small GP regression example illustrating the influence of the hyperparameters and the robustness against multimodal hyperparameter posteriors inherent in the proposed approach.}
\end{figure}
1.1 Problem formulation and contribution

The idea in marginalization is to treat \( \theta \) as a random variable with prior \( p(\theta) \) and likelihood \( p(y|x, \theta) \) giving rise to the posterior \( p(\theta|y, x) \propto p(y|x, \theta)p(\theta) \), and then integrate out \( \theta \). For example, the predictive distribution is computed by

\[
p(y^*|x^*, y, x) = \int p(y^*|x^*, y, x, \theta)p(\theta|y, x)d\theta,
\]

where \( N \) (weighted) samples \( \{\omega^{(i)}, \theta^{(i)}\}_{i=1}^{N} \) from \( p(\theta|y, x) \), the predictive distribution \( \hat{p}(y^*|x^*, y, x) \) can be approximated by

\[
\hat{p}(y^*|x^*, y, x) = \sum_{i=1}^{N} w^{(i)} p(y^*|x^*, y, x, \theta^{(i)}),
\]

which unfortunately is analytically intractable. However, with independent samples, this approximation converges to (2) as \( N \to \infty \), according to the weak law of large numbers.

Our contribution is a new method for sampling from the hyperparameter posterior distribution \( p(\theta|y, x) \). Sampling, when used for marginalization, is robust to multimodal hyperparameter posteriors, as illustrated already in the toy example in Figure 1.

Further advantages of the proposed method are a simplified tuning (compared with some other popular alternatives), a competitive computational load, online updating of hyperparameters as the data record grows and the ability to handle problems with many hyperparameters.

We propose a method based on Sequential Monte Carlo (SMC) samplers (Del Moral et al., 2006), a framework closely related to the popular SMC method known as the particle filter (Doucet & Johansen, 2011). SMC samplers have been extensively analyzed and their convergence properties are now well-understood, e.g., Del Moral et al. (2006, 2012), Chopin (2004), Whiteley (2012). It has recently been applied successfully to a number of applications, for instance Bayesian parameter estimation (Nguyen et al., 2013), approximate Bayesian computations (Jasra et al., 2012), medical image analysis (Petersen et al., 2012) and audio signal processing (Basaran et al., 2013).

In detail, we will use an adaptive SMC sampler. We use the adaption with respect to some internal parameters by (Fearnhead & Taylor, 2013), and we also develop an adaption of the number of samples, which possibly might be of interest for other SMC sampler applications as well.

We compare, in a non-trivial high-dimensional problem, our new method to existing state-of-the-art methods. We also apply it to two real-data problems. The first demonstrates that marginalization does not have to be more computationally demanding than EB, not even for large datasets. The second example, which targets a fault detection problem from industry, is possible only with a computationally efficient method for marginalization. Our proposed method (and all examples) are available as Matlab code via the first authors homepage.

1.2 Related work

Several methods for marginalization of the hyperparameters have previously been proposed in the literature. Bayesian Monte Carlo (BMC) was proposed to solve this problem by Osborne et al. (2008). To implement BMC, however, some non-trivial analytical calculations (depending on the hyperparameter prior) and tuning are required, which limits the flexibility. Unless the hyperparameter prior is independent between the dimensions, BMC does not scale well with the dimension.

Slice sampling was proposed by Murray & Adams (2010) as a way to sample hyperparameters \( \theta \) interchangeably with \( f(x^*) \) (\( y^* \) without noise), which indeed is interesting, but solving a slightly different problem. This approach could possibly be adopted to our formulation.

Further, Hamiltonian Monte Carlo has also been proposed; Neal (2010), Saatçi et al. (2010). This Markov chain Monte Carlo (MCMC) method might be cumbersome to setup and tune, but is indeed an alternative.

A simple method is also deterministic griding, used by, e.g., Saatçi et al. (2010). The gridding idea is simple, but suffers from the curse of dimensionality. Another fundamental sampling method is importance sampling, which requires well-designed proposals and is therefore hard to apply to our problem. A remedy to this cumbersome design problem is an adaptive formulation, see Petelin et al. (2014). The simplicity of this algorithm (compared to most other mentioned methods) is appealing, but it appears not to be very efficient for high dimensional problems.

Our proposed approach relies on the SMC sampler framework, which has close connections with the particle learning (PL) framework (Carvalho et al., 2010). PL has been proposed for learning of GP models by Gramacy & Polson (2011). However, Gramacy & Polson (2011) do not target the marginalization of hyperparameters directly, but are making assumptions on conjugate priors and certain model structure. The SMC framework also includes the transition sequences as well as the possibility to formulate the adaptive version (Fearnhead & Taylor, 2013).

Instead of marginalizing the hyperparameters, frequentistic point estimates, EB, may also be used, as discussed by, e.g., Rasmussen & Williams (2006) and MacKay (1999).

2 Sampling hyperparameters using SMC

For the numerical marginalization in (3), we require \( N \) samples, \( \text{particles} \), from the posterior. In this section, we discuss how to make use of particle methods to obtain these \( \hat{\theta}^{(i)} \) by generating a particle system \( \{\hat{\theta}^{(i)}, w^{(i)}\}_{i=1}^{N} \), where \( w^{(i)} \) is the weight of particle \( i \).

We make use of the SMC sampler (Del Moral et al., 2006, Chopin, 2002). The idea is to construct a sequence of probability densities \( \{p_{0}, \ldots, p_{P}\} \), starting in an easy-to-sample diffuse distribution, the prior, and ending up in the posterior. Readers familiar to continuation methods (Richter & DeCarlo, 1983) may recognize the idea. The
particles are then ‘guided’ through the sequence. We detail these two steps in the subsequent sections.

2.1 Constructing a sequence \( \{\pi_0, \ldots, \pi_P\} \)

To construct a sequence \( \{\pi_0, \ldots, \pi_P\} \), we may use the fact that \( p(\theta|y,x) \) depends on the data \((y,x)\). The sequence can be constructed by clustering the data points in \( P \) disjoint batches \( B_n \), and adding them sequentially as \( \pi_n(\theta) \propto p(y|x, \theta) \phi_n p(\theta) \). An example is given in Figure 2 where the sequence evolves over the iterations from a diffuse prior to the posterior in a fairly smooth transition. We refer to this as a data-tempered sequence.

An alternative is a likelihood-tempered transition from the prior to the posterior through a geometric path \( \pi_n(\theta) \propto p(y|x, \theta) \phi_n p(\theta) \), with \( 0 \leq \phi_0 < \cdots < \phi_P = 1 \).

2.2 Guiding the particles

To guide the samples through the smooth sequence \( \{\pi_0, \ldots, \pi_P\} \), we will iteratively apply the three steps weighting, resampling and propagation.

In the weighting, the ‘usefulness’ of each particle is evaluated. To ensure convergence properties the particles can be evaluated as [Del Moral et al. 2006, section 3.3.2]

\[
 w_n^{(i)} = \frac{\pi_n(\theta_n^{(i)})}{\pi_{n-1}(\theta_{n-1}^{(i)})} w_{n-1}^{(i)}. \tag{4}
\]

To avoid that eventually all particles but one have weight 0, the particles have to be resampled based on the particle weights. The idea is to duplicate particle with high weights, and discard particles with low weights. We suggest to use residual resampling, which decreases the variance in the particle system compared to standard multinomial resampling [Chopin 2004].

A MCMC method is used to propagate the particles \( \theta_{n-1} \) from \( \pi_{n-1} \) to \( \pi_n \) by applying a Metropolis-Hastings kernel \( K : \Theta \rightarrow \Theta \) with invariant distribution \( \pi_n \). The procedure of propagating \( \theta_{n-1} \) (a sample of \( \pi_{n-1} \)) to \( \theta_n \) (a sample of \( \pi_n \)) by the kernel \( K \) can be described as follows:

(i) Use a proposal \( q_h(\theta_{n-1}|\theta) \), e.g., a random walk with variance \( h \), to propose a new sample \( \theta' \). (ii) Adjust for the discrepancy between \( \pi_n \) and \( q_h \) by setting \( \theta_n = \theta' \) with probability

\[
 a_h(\theta_n, \theta') = \min \left\{ 1, \frac{\pi_n(\theta') q_h(\theta_n|\theta')}{\pi_n(\theta_n) q_h(\theta'|\theta_n)} \right\}, \tag{5}
\]

and otherwise \( \theta_n = \theta_{n-1} \). This can be repeated \( K \) times to update \( \theta_n \) for each \( n \), to increase the mixing. For this, the notation \( \theta_{n-1} = \theta_0 \rightarrow \theta_1 \rightarrow \cdots \rightarrow \theta_K = \theta_n \) is used.

We now have a machinery, an SMC sampler, to obtain samples from the hyperparameter posterior, as illustrated in Figure 3. Figure 3 shows the suitability to online applications is clear: if another data point is added, the sequence can easily be extended to \( \pi_n \) including the new data point as well, and only the transition from \( \pi_3 \) to \( \pi_4 \) needs to be performed.

(a) The densities in Figure 2 with particles obtained from the SMC sampler.

(b) GP regression with marginalized hyperparameters from the corresponding posterior, obtained as a by-product of the data-tempered transition. The samples used are the one shown in Figure (a) right above. From left to right, 0 data points (i.e., the prior), 3 data points, 6 data points, and 9 data points. As we formulated the problem, only the rightmost figure is of interest. This illustrates, however, how this method can be used in online problem in a natural way.

Figure 2: A data-tempered transition from the prior \( p(\theta) \) to the posterior \( p(\theta|y,x) \) for the data in Figure 1 obtained by adding 3 data points in each step to the likelihood.

Figure 3: Illustration of the SMC sampler, as it evolves from the prior (no data) to the posterior (all data).

2.3 Adaptive SMC sampler

The performance of our proposed method relies on some user-design choices, e.g., the proposal \( q_h \). To decrease the number of design choices, an extension is added to automatically adapt the parameter \( h \) in the proposal [Fearnhead & Taylor 2013].

The aim is to increase the mixing of \( K \) by adapting \( h \) such that a measure of the mixing, \( \Lambda_n \), is maximized. A common measure of the mixing is the expected square jumping distance given by

\[
 \Lambda_n = \frac{1}{K} \sum_{k=0}^{K-1} \| \theta_k - \theta_{k+1} \|^2, \tag{6}
\]

describing how efficiently the Markov chain explores \( \Theta \). The increased mixing of \( K \) is achieved by sampling \( h \) as if it was a part of \( \pi_n \) by introducing the construction

\[
 \tilde{\pi}_n(h) \propto \sum_{i=1}^{M} f(\lambda_i) R(h - h_n^{(i)}), \tag{6}
\]

where \( R(h - h_n^{(i)}) \) is a density in \( h \) centered around \( h_n^{(i)} \), and \( f \) is a function for weighting of \( h_n^{(i)} \). Furthermore, \( \Lambda_n \)

\footnote{The formulation by [Fearnhead & Taylor 2013] concerns both the choice of proposal structure and the proposal parameter tuning. For brevity, we will only focus on the parameter tuning.}
denotes a Rao-Blackwellized estimate of $\Lambda_n$ given by

$$\hat{\Lambda}_n = \frac{1}{K} \sum_{k=0}^{K-1} \alpha_h(\theta_n^{k,(i)}, \theta_n^{k,(i)}) \Lambda_n(\theta_n^{k,(i)}, \theta_n^{k,(i)})$$

(7)

where $\theta_n^{k,(i)}$ is the proposed particle from $\theta_n^{k,(i)}$. As suggested by Fearnhead & Taylor (2013, Section 3), a linear function $f(\hat{\Lambda}) = c + \hat{\Lambda}$, $c \geq 0$, is used.

The adoption of this method in this paper does not fulfill all assumptions of the asymptotic convergence proof in Fearnhead & Taylor (2013), but we have not experienced any practical problems related to this.

Algorithm 1 Hyperparameter posterior sampler

Input: Data $(y, x)$, covariance and mean functions, and hyperparameter prior $p(\theta)$.

Output: $N$ samples $\{\theta(i)\}_{i=1}^N$ from $p(y|x, \theta)p(\theta)$.

All statements with $i$ are for $i = 1, \ldots, N$.

1: Define $\pi_0(\theta) = p(y_n \mid x_n, \theta)p(\theta)$ by clustering the data in $P$ batches $B_1, \ldots, B_P$.

2: Sample $\theta(0)^{(i)}$ from $p(\theta)$ ($= \pi_0(\theta)$).

3: Sample $h_{10}^{(i)}$, e.g., uniformly on $[0,1,1]$, and attach one to each particle randomly.

4: for $n = 1$ to $P$ do

5: Update weights according to (4).

6: if resampling needed then

7: Sample $a_{n1}^{(i)}$ from a categorical distribution $\propto \{w_{n,j}^{(i)}\}_{j=1}^N$ and set $\theta_n^{(i)} = \theta_{n-1}^{(i)}$ and $w_n^{(i)} = \frac{1}{N}$.

8: end if

9: for $k = 1$ to $K$ do

10: Propose $\theta(i)^{(k)}$ from $q_{h_{n-1}^{(i)}}(\theta(i)^{(k-1)}, \theta(i))$.

11: Set $\theta_n^{(i)} = \theta(i)$ with prob. $\alpha(\theta_n^{(i-1)}, \theta(i))$.

12: end for

13: Sample $h_{nn}^{(i)}$ from (6) and attach one to each particle randomly.

14: end for

User design choices:

- See Section 2.1 for alternative choices.
- Sample $h$ from an interval about the ‘size’ of $p(\theta)$.
- To determine need of resampling, the effective sample size from the particle filter literature can be used, or use the method proposed in Section 2.6.
- $q_{h}(\theta(0)) \sim \mathcal{N}(\theta, h)$ is a simple standard choice.
- See Fearnhead & Taylor (2013) for general comments on the choice of $f$ and $K$.

2.4 Final algorithm

We now have all pieces to sample from the posterior distribution $p(\theta | y, x)$. To summarize, the proposed approach is given as Algorithm 1. A Matlab implementation of the algorithm, compatible with the gpml toolbox (Rasmussen & Williams 2006), is provided via the first authors homepage.

2.5 Computational aspects

The computational cost of Algorithm 1 is mainly governed by the number of evaluations of the likelihood $p(y|x, \theta)$. The important parameters are the number of samples $N$, number of SMC steps $P$, and number of MCMC-moves per SMC-step $K$. A sampling based likelihood-tempered transition is possible to do with $NPK$ evaluations of $p(y|x, \theta)$, whereas a data-tempered transition requires $2NPK$, since $p(y|x, \theta)$ is evolving for a data-tempered transition.

The ‘optimal’ choice of $N$, $P$ and $K$ is problem dependent. Higher values are typically required if the number of hyperparameters is high and $p(\theta | y, x)$ is multimodal, for instance. Our practical experience suggests that $N \approx 15 - 30$, $P \approx 5 - 10$ and $K \approx 2 - 5$ often works well.

2.6 Adaptation of $N$

To reduce the computational load of Algorithm 1 an online adaptation of $N$ could be beneficial. Such an adaptation has to be based on the information in the currently available particles, not to introduce more computations. Considering Figure 3 in Fearnhead & Taylor (2013) a decrease in the number of particles representing the prior (leftmost) would probably cause a loss of information. However, the posterior (rightmost) could probably be satisfactory described with just a couple of particles. (The smaller number of dots in that figure, compared to the leftmost, is because many particles are stacked on each other.) Based on this intuition, we introduce a measure $m$ of how well-spread and, hence, ‘important’ the $N$ particles $\{\theta(i), w(i)^{N}\}_{i=1}^N$ are, as

$$m = \sum_{i=1}^{N} \frac{1}{w(i)^{(i)}} \frac{1}{N^2},$$

(8)

with $d(\theta(i)) = \min_{j \neq i} g(||\theta(i) - \theta(j)||)$, where $\| \cdot \|$ denotes the Euclidean distance and $g$ is a monotonically increasing function with $g(0) \geq 0$ and $g(t) \to 1$ as $t \to \infty$. For the situation with well-spread particles with similar weights (each particle is 'carrying a lot of information'), $m$ is close to 1. On the opposite, with clustered particles and/or uneven weights (the same information could probably be carried by fewer particles), $m$ is large.

From this, we propose a thresholding scheme for adapting $N$: when $m > m_1$, decrease $N$, and vice versa when $m < m_1$. However, absolute bounds on $N$, say $N_u$ and $N_l$, are also suggested for implementation and variance reasons. We will now adapt a central limit theorem to theoretically justify a varying number of particles.

Theorem 1: Convergence for SMC sampler with adaptive $N$.

Assume the assumptions of Del Moral et al. (2006, Proposition 2) holds. Let $\varphi$ denote an arbitrary $\pi_n$-integrable test function. Further, let $E_{n^\infty} \{ \cdot \}$ denote the expectation under a $N_n$-particle approximation of $\pi_n$ obtained by $n$ iterations of an SMC sampler with an adaptive number of particles, and let $E_{n^{N_n \text{min}}} \{ \cdot \}$ denote the expectation for an SMC sampler with a fix number of particles.
\[ N_{\text{min}} \leq N_n \text{ for all } n. \] It then follows that
\[ (N_n)^{1/2} \left( \mathbb{E}_{\pi_n} [\varphi] - \mathbb{E}_{\pi_n} [\varphi] \right) \leq \]
\[ (N_{\text{min}})^{1/2} \left( \mathbb{E}_{\pi_{N_{\text{min}}}} [\varphi] - \mathbb{E}_{\pi_n} [\varphi] \right) \overset{D}{\to} \]
\[ N\left(0, \sigma^2_{\text{SMC},n}(\varphi)\right) \quad \text{as } N_{\text{min}} \to \infty \]
(9)

(9) (and, hence, \( N_n \to \infty \))

where \( \sigma^2_{\text{SMC},n} \) is given by Del Moral et al. (2006, eq. (37)).

Proof: For \( N_n = N_{\text{min}} \) (for all \( n \)), the statement is equivalent to Del Moral et al. (2006, Proposition 2). Revisiting the proof by Chopin (2004, Appendix A.1), neither the induction structure nor the separate Lemmas require \( N_n = N_{n-1} \) etc, and the inequality follows.

3 Numerical example with synthetic data

We consider three examples to demonstrate the benefits of our proposed approach. In this section, we compare with four common methods on a synthetic example and then provide two examples with real-world data in the subsequent section.

In the synthetic example, we focus on the performance of different sampling methods, as well as the sensitivity to initialization for EB, and compare it to our proposed method. We consider a small regression problem of 5 data points (with one-dimensional input), an affine mean function (2 hyperparameters), a covariance function being a sum of a constant, a squared exponential and noise covariance function (4 hyperparameters) and a Gaussian measurement noise (1 hyperparameter). The hyperparameter prior is a Gaussian.

For random sampling methods, the variance between consecutive runs of the same algorithm is a performance measure; it is good if repeated runs of the same algorithm (with the random seed as the only difference) give similar results.

We apply Algorithm 1 Bayesian Monte Carlo (BMC) (Osborne et al., 2008), adaptive importance sampling (AIS) (Petelin et al., 2014), and (deterministic) griding, for marginalization of the hyperparameters.

The results for 15 runs are presented in Figure 4. The variations between the runs is clearly decreasing faster (as a function of computational time) for Algorithm 1 than the comparable methods. For problems with lower dimensionality, the AIS and griding might be competitive methods, but they are suffering from the curse of dimensionality. We have not managed to obtain competitive results with BMC for any problem size, and it appears to be very sensible to its tuning parameter. It should, however, be noted that the computational load of BMC can be substantially decreased if the hyperparameter prior is independent between the dimensions (which was not utilized here).

As a reference, also results for the conceptually different EB is presented in Figure 5. The initialization for the optimization algorithm was drawn from the hyperparameter prior. Although it is a deterministic method, it is clearly very sensitive to the initialization. To robustify against the initialization, the algorithm can be run several times with different initialization (as we have done). That would, however, cause a high computational load, whereas our proposed method is a much less initialization-sensitive alternative.

![Figure 4: Comparison between 15 runs of Algorithm 1 (SMC), Bayesian Monte Carlo (BMC), adaptive importance sampling (AIS), and griding. The predictions (mean, solid line, and 3 standard deviations, dashed line) are shown, together with the data points (red dots). There are 7 underlying hyperparameters. The number of particles/samples/grid points is denoted by \( N \), while \( K \) and \( P \) are algorithm specific tuning. The mean computation time (for a standard desktop computer) is shown. All axis are equally scaled.](image-url)
4 Numerical examples with real-world data

We now turn to two industry-relevant applications with real data. First, we use a benchmark data set to illustrate that marginalization using Algorithm 1 indeed is a competitive alternative to EB, even for large data sets with high-dimensional hyperparameter spaces. We then show how we can make use of our solution within a GP-based online change point detection algorithm. The application requires marginalization of the hyperparameters, so an efficient hyperparameter posterior sampler is indeed a key enabler for this. The online nature of the problem also fits well to the possibility to update the samples in Algorithm 1 online, as discussed in Section 2.2.

4.1 Learning a 7 dof robot arm model

We consider the problem of learning the inverse dynamics of a seven degrees-of-freedom (dof) SARCOS anthropomorphic robot arm, a problem introduced by Vijayakumar & Schaal (2000), and used as a benchmark by Rasmussen & Williams (2006). The problem is to model the mapping from 7 joint positions, velocities and accelerations (in total 21 input variables) to joint torques. We use the same setup as reported by Rasmussen & Williams (2006, Section 2.5 and 8.3.7). We consider only the mapping to the first joint torque. To this end we use the squared exponential covariance function with separate length-scale for each input dimension, and a Gaussian distributed noise. This gives the non-trivial setting involving 23 hyperparameters.

The data set consists of 44,484 training data points and 4,449 test data points. To handle the size of the data set, we use two of the methods described by Rasmussen & Williams (2006): (i) Subset of datapoints, simply selecting m training data points at random and ignore the rest, and (ii) Subset of regressors, described by Rasmussen & Williams (2006, Section 8.3.1). To demonstrate the proposed method, we marginalize the hyperparameters by sampling them from the posterior of a subset with m data points using Algorithm 1 instead of using EB.

For the sake of comparability, we have also reproduced the results from Rasmussen & Williams (2006) for our particular random choice of the m data points. The results are reported in Table 1. For Algorithm 1, N = 15 particles, P = 20 transition steps and K = 5 MCMC steps were used. The priors of the logarithms of the length-scale and the signal variance hyperparameters are N(3, 3) (i.e., fairly vague), and the prior for the logarithm of the noise variance hyperparameter is N(1, 1).

Table 1 presents the standardized mean square error (SMSE, the mean square error divided by the variance of the test outputs; only dependent on the predicted mean) and the mean square logarithmic loss (MSLL, a measure also considering the predictive variances). MSLL is approximately 0 if the predictions are not better than the mean and variance of the training data, and negative otherwise. Numerical problems were experienced for subset of regressors (Rasmussen & Williams 2006, eq. (8.15)) for large m, for both methods. Therefore * indicates runs were only one (out of 10) obtained hyperparameters resulted in numerically invertible matrices, and no interval could be reported.

Table 1 indicate no significant difference between the performance of our method and EB. The reason is probably that the posterior is fairly well-peak for this problem and the particles are close to the point estimate. It is, however, interesting to note that the computational load of our proposed method is of the same magnitude as the EB: approximately 400 s for m = 2048 using the provided Matlab implementation of Algorithm 1 and the optimization routine provided by the gpml package (Rasmussen & Williams 2006) on a standard desktop computer. As Algorithm 1 makes an equally good job in finding relevant hyperparameters as the EB optimization, it is a confirmation that our proposed method is not only applicable, but also a good alternative even for large problems.

4.2 Fault detection of oxygen sensors

We consider data from the wastewater treatment plant Käppalaverket, Sweden. An oxygen sensor measures the dissolved oxygen (in mg/l) in a bioreactor, but the sen-

Table 1: Mean and standard deviations over 10 runs for SMSE and MSLL for the SARCOS data using two different approximations to handle the size of the data set.

| Method | m | SMSE (×10⁻²) | MSLL |
|--------|---|-------------|------|
| EB     | 256 | 8.36 ± 0.80 | -1.38 ± 0.04 |
| SMC    | 256 | 8.10 ± 1.32 | -1.38 ± 0.56 |
| EB     | 512 | 6.36 ± 1.13 | -1.51 ± 0.05 |
| SMC    | 512 | 6.13 ± 0.91 | -1.49 ± 0.04 |
| EB     | 1024 | 4.31 ± 0.16 | -1.66 ± 0.02 |
| SMC    | 1024 | 4.54 ± 0.33 | -1.61 ± 0.03 |
| EB     | 2048 | 2.99 ± 0.08 | -1.78 ± 0.03 |
| SMC    | 2048 | 3.33 ± 0.28 | -1.69 ± 0.06 |
| EB     | 256 | 3.67 ± 0.17 | -1.63 ± 0.02 |
| SMC    | 256 | 3.55 ± 0.28 | -1.65 ± 0.05 |
| EB     | 512 | 2.77 ± 0.44 | -1.79 ± 0.07 |
| SMC    | 512 | 2.89 ± 0.20 | -1.77 ± 0.03 |
| EB     | 1024 | 2.03 ± 0.11 | -1.95 ± 0.03 |
| SMC    | 1024 | 2.00* | -1.95* |

© The SARCOS data set is available at http://www.gaussianprocess.org/gpml/data/
sor becomes clogged because of suspended cleaning, see Figure 6. The identification of such events is relevant to the control of wastewater treatment plants [Olsson et al., 2014]. We apply the GP-based online change point detection algorithm by Saatçî et al. (2010), where the hyperparameters are marginalized using our proposed method. Figure 6: Measurements of dissolved oxygen (in mg/l) in a bioreactor with a sampling period of 15 minutes. The regular cleaning of the sensor was suspended for a period, and it was gradually clogged. After slightly more than 7 days, the sensor was cleaned.

The GP-based change point detection presented by Saatçî et al. (2010) can be summarized as follows: If data \( y_{1:T} \) undergoes changes at time \( r \), it is of interest to (online) detect \( r \), i.e., estimate \( p(r | y_{1:t}) \). The algorithmic idea is a recursive message passing scheme, updating the probability \( p(r_t, y_{1:t}) \), where \( r_t \in \{1, \ldots, t\} \) is the last change point at time \( t \):

\[
\gamma(r_t) \quad t = p(r_t, y_{1:t}) = \sum_{r_{t-1}} p(r_t, r_{t-1}, y_{1:t}) = \sum_{r_{t-1}} \text{prior of } r \cdot \text{GP prediction} \cdot \gamma(r_{t-1}). \tag{10}
\]

Although it might not be entirely clear from this very compact description, this algorithm has an online nature. For doing the predictions using a GP model, the hyperparameters either have to be fixed across all data segments, or marginalized. As we will see, it is not relevant to use fixed hyperparameters for this problem, and an efficient sampling algorithm is therefore a key enabler in solving this problem. As the consecutive predictions \( p(y_t | r_{t-1}, y_{r_t:t-1}) \) and \( p(y_{t+1} | r_{t-1}, y_{r_t:t}) \) are both needed, our approach fits this problem well, as discussed in Section 2.2. We also used an adaptive number of particles (Section 2.6), between 5 and 40, with \( q(t) = \frac{1}{3}(1 + 2 \tanh(4t)) \), \( m_l = 1.3 \) and \( m_u = 100 \). On average, sampling the hyperparameters, i.e., one run of Algorithm 1 took 0.47 seconds on a standard desktop computer.

Our results are presented in Figure 7(a). From the data collection, we can expect two change points; the suspension and the resuming of the cleaning of the sensor, which indeed are indicated in the result. An interpretation of the result might be given by converting the obtained probabilities to point estimates by thresholding, and looking at the GP regression for each individual segment, see Figure 7(b).

Note the data-driven nature of the algorithm, as no explicit model of the sensor was used at all. The tuning parameters are the covariance and mean functions, the prior of the change points (taken to be geometrically distributed), and the hyperparameter priors; a mean around 2, a length scale of hours, etc. Also note the different hyperparameters for the different segments in Figure 7(b), illustrating why it is relevant not to fix, but marginalize, them.

![Figure 7: Results for the GP-based change point detection.](image-url)
5 Conclusion

We have proposed a new off-the-shelf method to sample from the hyperparameter posterior in GP problems, which can be used for numerical marginalization of the hyperparameters. Our method relies on the rigorous SMC framework (Del Moral et al., 2006), and it is well suited for online problems. Through several examples, we have demonstrated its ability to handle high-dimensional problems, and its advantages over other sampling methods. We have also shown that it is a competitive alternative also to the commonly used – but theoretically questionable – EB, both in terms of computational load and in ability to handle problems with multimodal posteriors.

There are more developments to the SMC sampler framework than we have mentioned, e.g., Nguyen et al. (2014), Jasra et al. (2008). As a future direction, such improvements could be incorporated into Algorithm 4 and possibly improve its performance. It would also be interesting to analyze the proposed adaption of $N$ (Section 2.6) further, as well as applying our method to a challenging GP optimization problem (Osborne et al., 2009), such as identification of dynamical systems (Dahlin & Lindsten, 2014).
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