Prediction model of sparse autoencoder-based bidirectional LSTM for wastewater flow rate
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Abstract
Sanitary sewer overflows caused by excessive rainfall derived infiltration and inflow is the major challenge currently faced by municipal administrations, and therefore, the ability to correctly predict the wastewater state of the sanitary sewage system in advance is especially significant. In this paper, we present the design of the Sparse Autoencoder-based Bidirectional long short-term memory (SAE-BLSTM) network model, a model built on Sparse Autoencoder (SAE) and Bidirectional long short-term memory (BLSTM) networks to predict the wastewater flow rate in a sanitary sewer system. This network model consists of a data preprocessing segment, the SAE network segment, and the BLSTM network segment. The SAE is capable of performing data dimensionality reduction on high-dimensional original input feature data from which it can extract sparse potential features from the aforementioned high-dimensional original input feature data. The potential features extracted by the SAE hidden layer are concatenated with the smooth historical wastewater flow rate features to create an augmented previous feature vector that more accurately predicts the wastewater flow rate. These augmented previous features are applied to the BLSTM network to predict the future wastewater flow rate. Thus, this network model combines two kinds of abilities, SAE’s low-dimensional nonlinear representation for original input feature data and BLSTM’s time series prediction for wastewater flow rate. Then, we conducted extensive experiments on the SAE-BLSTM network model utilizing the real-world hydrological time series datasets and employing advanced SVM, FCN, GRU, LSTM, and BLSTM models as comparison algorithms. The experimental results show that our proposed SAE-BLSTM model consistently outperforms the advanced comparison models. Specifically, we selected a 3 months period training dataset in our dataset to train and test the SAE-BLSTM network model. The SAE-BLSTM network model yielded the lowest RMSE, MAE, and highest $R^2$, which are 242.55, 179.05, and 0.99626, respectively.
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1 Introduction

Sanitary sewer overflows (SSOs) are one of the major environmental problems faced by the current municipal administration institutions [1]. In addition to waste derived from seasonal production and everyday needs of people, the large-scale gathering of people (such as the Olympic Games, World Expo, etc.) and prolonged epidemics (for example, Coronavirus-19) exist. All of these events flush a large amount of wastewater into sanitary sewer systems, resulting in wastewater levels exceeding processing capacity and sanitary sewer overflows. Rainfall derived inflow and infiltration (RDII) is another significant cause of excessive wastewater, or sanitary sewer overflows in the sanitary sewer system. RDII relates to external rainfall and groundwater entering the sanitary sewer system, either as rain flowing into drains or as groundwater infiltrating by various means into the sanitary sewage system, leading to an excess of wastewater in the sanitary sewage system [2]. Excessive RDII can lead to serious operational problems, both for sewage pipes and the sewage treatment plants themselves. More specifically, it may also increase the cost of sewage treatment, increase the burden on the pipes carrying the sewage, increase the risk of an SSO occurring, and increase the risk of sewer pipe collapse [3]. There are also risks to human health and the ecological environment when too much RDII causes wastewater from sanitary sewer systems to overflow into streets, buildings, and even flood public and private property. If we want to reduce the risk and danger of SSOs caused by excessive RDII into the sanitary sewer system, it is significant to accurately predict the wastewater state of the sanitary sewer system in advance of RDII. Furthermore, the ability to accurately predict the wastewater state of the sanitary sewer system would be an invaluable tool in the spheres of urban management, sewage treatment plant design, planning, and optimization [4].

Given that flow information can accurately assess the inflow and infiltration of sewage in the sanitary sewage system, the use of wastewater flow rates, organized in time series, will allow for RDII to be better estimated. Predicting the wastewater flow rate in the sanitary sewage system is a hydrological time series prediction problem. In the past, researchers have resorted to applying a variety of traditional mathematical models to predict the hydrological time series. These traditional mathematical models can be divided into linear models and nonlinear models according to their types. With regard to the linear models, ARMA (Auto Regressive Moving Average) [5], ARIMA (Auto-Regressive Integrated Moving Average) [6], and SARIMA (Seasonal Autoregressive Integrated Moving Average) were widely utilized to predict the hydrological time series [7–9]. These linear models assume that the data is fixed, the ability to capture nonlinearity is limited, and that a nonlinear process cannot be simulated. In an attempt to address the complex nonlinear hydrological time series prediction problem, some researchers
have applied some nonlinear models. These researchers [10–15] employed SVM (Support Vector Machine) or ANN (Artificial Neural Network) in machine learning algorithms [16] to more accurately predict hydrological time series. Although the prediction results of nonlinear models have been found to be better than linear models, the accuracy and performance of the prediction when confronted with a highly complex non-stationary hydrological time series remains deficient in certain aspects.

In recent years, more and more researchers have begun applying deep learning algorithms to predict hydrological time series. Compared with the aforementioned traditional algorithms, deep learning algorithms have stronger nonlinear simulation capabilities. Thus far, deep learning algorithms have excelled in the areas of CV (Computer Vision) [17, 18] and NLP (Natural Language Processing) [19, 20], where they are playing an increasingly important role. The strength of deep learning algorithms is that they excel at simultaneously processing both complex nonlinear data and big data. The deep learning algorithms can analyze the correlation between multivariable, discover the potential features of their internal structure, compress the amount of the original input feature data and by doing this reduce computational complexity, and so help improve the accuracy of prediction. The Autoencoder (AE) [21] and Sparse Autoencoder (SAE) networks [22] are such deep learning algorithms. Because of this, some researchers [23, 24] adopted AE networks to compress high-dimensional hydrological time series to obtain low-dimensional representations and generate predictions based on low-dimensional representations. Besides, others researchers [25–27] exploited the SAE network to extract features from hydrological time series and generate predictions based on the extracted features. Although both AE and SAE can reduce the dimensionality of high-dimensional features, the features extracted by AE are relatively redundant, and those extracted by SAE are relatively concise. Meanwhile, the deep learning algorithms can handle large-scale datasets and can maintain long-term dependencies between the time series, like the Gate Recurrent Unit (GRU) [28], Long Short-Term Memory (LSTM) [29], and Bidirectional Long Short-Term Memory (BLSTM) [30] networks. For this reason, these researchers [2, 31–35] leveraged the GRU, LSTM, and BLSTM networks to predict hydrological time series. However, GRU can ignore some important information due to its simple structure, LSTM can only consider historical information, and BLSTM can comprehensively consider historical information and future information. In addition to RNNs (Recurrent Neural Networks), CNN (Convolutional Neural Network) [36] was also applied to predict hydrological time series. But, CNN is good at analyzing spatial information and not good at analyzing temporal information. As a result, we combined the SAE network and the BLSTM network to predict our hydrological time series.

In this paper, our ultimate objective is to create a network model that can efficiently extract features, accurately predict wastewater flow rate, and significantly reduce training time. Here, we designed the Sparse Autoencoder-based Bidirectional Long Short-Term Memory (SAE-BLSTM) network model, which is built using both the SAE and the BLSTM networks. The SAE-BLSTM network model can extract sparse potential features from the original previous features of wastewater flow rate and the previous features of related variables, and then concatenate both
the extracted sparse potential features and the smooth previous wastewater flow rate features to create an augmented previous feature vector that accurately predicts the future wastewater flow rate. The SAE-BLSTM network model is divided into two parts: the SAE network and the BLSTM network. The basic principles of our network model are as follows: (1) Due to the characteristics of the SAE network, sparse potential features can be extracted from any high-dimensional multivariate time series. The features extracted by the SAE network are more concise than the original features. We may also reduce the original high-dimensional data’s dimensionality and represent the original high-dimensional input data with the obtained low-dimensional features. Hence, the SAE network not only simplifies computational complexity but also aims to increase prediction accuracy. (2) The LSTM network is a special variation of RNN (Recurrent Neural Network), which can remember previous information, and utilize the previous information, calculate the current output. In this paper, the BLSTM network is applied in the prediction phase, where the created augmented previous feature vector is input into the BLSTM network to predict future wastewater flow rates. The BLSTM network is a network connecting two LSTMs running in opposite directions between the input layer and the output layer, which means that it considers both the past and the future information within a specific range of time series data, something which helps improve prediction accuracy [37]. In general, the SAE network part effectively extracts sparse potential features from the original input data by reducing the dimensionality of the original input data, while the BLSTM network part comprehensively considers the past information and the future information that can improve the accuracy of prediction.

The following sets out the organization of this paper: Sect. 3 introduces the details of the SAE-BLSTM network model. Section 3 deals with the pre-experiment preparation, including the dataset details, the evaluation methods, and the structure of the comparison algorithms. Section 4 displays the results of the experiments. Finally, Sect. 5 outlines the results of the experiments.

2 Methods

2.1 Data preprocessing

We have deployed four types of sensors to obtain four types of data. The four types of data are the wastewater flow level ($H$), the wastewater flow speed ($V$), the wastewater flow rate ($Q$), and the rainfall ($R$), respectively. For simplicity of expression, we use $H$, $V$, $Q$, and $R$ to represent the four data types. Due to noise in the data collected by the sensors, the data waveform is not smooth enough. Thus, we applied a modified Bartlett–Hann window FIR filter as a simple moving average filter to eliminate noise, maintain the data waveform as smooth as possible, and obtain high-quality $H$, $V$, $Q$, and $R$ data. Since each input feature has a different scale, we adopted the Z-Score Normalization approach to normalizing the data, which is dependent on the mean and standard deviation of the data.

After data filtering and normalization, the smooth $H$, $V$, $Q$, and $R$ features need to be divided into the previous feature values and the corresponding labels. In this
procedure, we exploited the sliding window. The length of the sliding window represents the length of a single input feature vector at each time step, which also means that the network model will predict the next time value based on the previous features of window length [38]. In this paper, the length parameter of the sliding window is 12, which means that we used the smooth $H$, $V$, $Q$, and $R$ features in the past 12 time steps as the previous feature values. Because there are four variables in each time step, after concatenating the 12-time steps of previous feature values to create the previous feature vectors, each previous feature vector size is $(48, 1)$. For the corresponding labels, the single feature $Q$ in the $T$ time step is predicted. Besides, the single feature $Q$ in the $T+11$ time steps (11-steps ahead) is predicted.

3 Sparse autoencoder (SAE) network

The AE is a classical unsupervised learning neural network algorithm. The AE network has the functions of data dimensionality reduction and feature extraction [21]. Figure 1 shows the fundamental structure of the AE network. The forward propagation of the AE network can be split into two procedures, namely the Encoding procedure and the Decoding procedure. In the Encoding procedure, the input layer and the hidden layer are used to convert the original input data into the hidden representation code. In the Decoding procedure, the hidden layer and the output layer are used to reconstruct the original input data from the trained hidden representation code.

This AE network displays some disadvantages, such as just copying the original input data from the input layer and storing the original input data in the hidden layer. Although the output layer can perfectly reconstruct the original input data, the extracted features are redundant and meaningless. Using an SAE network can remedy the disadvantages of the AE network. The SAE network is a variant of the AE network. The SAE network adopts the sparse coding idea [39] and append the sparse penalty term based on the AE network. Under the sparse constraint, the hidden layer of the SAE network can learn the sparse and concise feature representation of the original input data from the input layer [40–42]. Adding the sparse constraint
limits the activation value of the hidden layer, thereby limiting the number of neurons in the hidden layer. Under the sparse constraint, some hidden layer neurons are active, while other neurons are inactive. The SAE network can outperform the traditional AE network and has more practical application significance.

Here, sample \( x \) comes from dataset \( X = [x_1, x_2, \ldots, x_n] \), which is composed of \( n \) samples. It is worth noting that \( x_n \) refers to the previous feature vector (48,1) that we concatenated above. The activation value \( h \) in the hidden layer of the SAE network is calculated as follows:

\[
h = f\left( W^{(1)}x + b^{(1)} \right)
\]

where \( W^{(1)} \) is the weight that connects the input and the hidden layer, \( b^{(1)} \) is the bias. \( f \) represents the activation function, and the sigmoid function \( f(x) = 1/(1+e^{-x}) \) is selected in this procedure. Then using the weight that connects the hidden and the output layer to reconstruct the hidden representation code into the original input data of the input layer. The reconstruction data is calculated as follows:

\[
\hat{x} = f\left( W^{(2)}h + b^{(2)} \right)
\]

where \( \hat{x} \) indicates the reconstructed data, \( W^{(2)} \) is the weight that connects the hidden and the output layer, and \( b^{(2)} \) is the bias. \( f \) represents the activation function, and the linear transfer function \( f(x) = x \) is selected in this procedure.

At the beginning of training the SAE network, the weights \( W^{(1)} \) and \( W^{(2)} \), and the biases \( b^{(1)} \) and \( b^{(2)} \) are initialized randomly. After the initialization of the parameters, the SAE network performs the forward propagation, calculates activation values in the hidden layer, and then uses the calculated activation values to reconstruct the original input data in the output layer. For all data \( x_i, i = 1, 2, 3, \ldots, n \) in the dataset, it is necessary to design the overall loss function of the SAE network and calculate the reconstruction error. The overall loss function of the SAE network is described as:

\[
J(W, b) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{2} ||x_i - \hat{x}_i||^2 \right) + \frac{\lambda}{2} \sum_{i=1}^{n} \sum_{j=1}^{s_{l+1}} \left( W_{ij}^{(l)} \right)^2
\]

where the loss function \( J(W, b) \) contains two parameters \( W \) and \( b \), which need to be optimized. \( n \) denotes the number of layers in the neural network, \( l \) means the serial number of the neural network layer. \( s_j \) refers to the number of neurons in the \( l \)th layer of the neural network. \( W_{ij}^{(l)} \) is all of the weight vectors of the connection between the \( l \)th layer and the \( l+1 \)th layer. In Eq. 3, the first part calculates the reconstruction error of the entire dataset and minimizes the reconstruction error. The second part is the regularization weight penalty term, which is used to prevent overfitting. \( \lambda \) indicates the weight decay parameter.

In the hidden layer of the SAE network, the average activation degree of the \( j \)th neuron over the dataset is calculated as:
\[
\rho_j = \frac{1}{n} \sum_{i=1}^{n} h_j(x_i), j = 1, \ldots, s_l
\] (4)

where \(s_l\) denotes the number of neurons in the \(l\)th hidden layer in the SAE network.

By appending a sparse penalty term \(\rho\) to limit the activation degree of each neuron in the hidden layer of the SAE network. The calculation of all node constraints in the \(l\)th hidden layer of the SAE network is:

\[
\sum_{j=1}^{s_l} KL(\rho \rho_j) = \sum_{j=1}^{s_l} \rho \log \frac{\rho}{\rho_j} + (1 - \rho) \log \frac{(1 - \rho)}{(1 - \rho_j)}
\] (5)

where \(KL\) means the Kullback–Leibler (KL) divergence, under this constraint, the activation degree \(\rho_j\) of all neurons in the hidden layer is close to the given sparsity penalty \(\rho\). After adding the sparse constraint, the loss function is redefined as:

\[
J_{\text{sparse}}(W, b) = J(W, b) + \beta \sum_{j=1}^{s_l} KL(\rho \rho_j)
\] (6)

where \(\beta\) refers to the coefficient for the sparsity penalty term, which controls the influence of the sparsity penalty term in the cost function. The loss function needs to be minimized, and the parameters are updated by the Scaled Conjugate Gradient Algorithm [43].

Before the BLSTM network prediction, we applied the SAE network to extract potential features from the original input data and perform data dimensionality reduction on the original input data. The parameters, in particular, the number of neurons and activation functions used in the SAE network, directly affect whether effective features can be extracted, thus affecting the whole experimental result. The appropriate output feature dimensionality of the hidden layer in the SAE network and the appropriate activation function in the SAE network cannot be directly estimated. The number of neurons in the hidden layer and the activation function in the SAE network were determined experimentally to address this problem [44]. After data preprocessing, the shape of the SAE network input feature vector is (48, 1), so the number of neurons of the input layer in the SAE network is 48. To speed up the calculations and reduce reconstruction errors, we only used a hidden layer in the SAE network. When setting up the neurons of the hidden layer in the SAE network, we set up 8, 16, 24, 32, 40, and 48 neurons, respectively. For the activation function in the SAE network, we propose two strategies which are then compared. The first strategy is to use the sigmoid activation function in both the Encoding procedure and the Decoding procedure of the SAE network. The second strategy is to use the sigmoid activation function in the SAE network Encoding procedure, and the linear transfer function in the SAE network Decoding procedure.

For the experiment, we set up a validation set in our dataset. The SAE network is trained for 2000 epochs with the validation set, and the reconstruction error between the original input data and the reconstructed data is calculated using the MSE (Mean Squared Error) [45]. Figure 2 displays the SAE network’s training outcomes in different neurons and different activation functions. For the
activation function in the SAE network, we find that the reconstruction error of the second strategy is significantly lower than the first strategy, so the second strategy is selected. And for the number of neurons of the hidden layer in the SAE network, we find that when 8, 16, or 24 neurons are used, the reconstruction error is in a rapid decline stage. When the number of neurons used exceeds 24, that is, when 32, 40, and 48 neurons are used, the reconstruction error will not change much. In other words, when more than 24 neurons are used, the impact on training results is not much improved. Considered thus comprehensively, we selected 24 neurons.

Fig. 2 The reconstruction error when using different numbers of neurons and different activation functions in the hidden layer.

Fig. 3 Our proposed SAE network’s structure.
Figure 3 presents our proposed SAE network’s structure. The original input data with the shape of \((48, 1)\) is reduced to the representation features the shape of \((24, 1)\) by the Encoder of the SAE network.

### 4 BLSTM network

Compared with the RNN network, the LSTM network can address the problem of gradient vanishing while retaining the influence of the previous feature in the dataset for a longer period of time [46, 47]. However, as the LSTM network can only take the previous information in the dataset into account, it is beneficial to the prediction task if the future information in the dataset can be considered. Therefore, the BLSTM network plays an important role, since it contains two bidirectional LSTM networks, considering not only the previous information in the dataset but also the future information in the dataset.

Figure 4 demonstrates the specific structure of the BLSTM and the LSTM cell. The LSTM network overcomes the problem of gradient vanishing due to its memory cells and the logic gates. As shown in Fig. 4, the LSTM cell contains a memory cell and three logic gates. The three logic gates are the forget gate, the input gate, and the output gate.

The LSTM network is implemented by the following equations:
\[ f_t = \sigma \left( W_{hf}^{h_{t-1}} h_{t-1} + W_f^x x_t + b_f \right) \]  

\[ i_t = \sigma \left( W_{hi}^{h_{t-1}} h_{t-1} + W_i^x x_t + b_i \right) \]  

\[ c_t = f_t \odot c_{t-1} + i_t \odot \tanh \left( W_c^{h_{t-1}} h_{t-1} + W_c^x x_t + b_c \right) \]  

\[ o_t = \sigma \left( W_o^{h_{t-1}} h_{t-1} + W_o^x x_t + b_o \right) \]  

\[ h_t = o_t \odot \tanh(c_t) \]

where \( f_t, i_t, c_t, o_t, \) and \( h_t \) represent the output of the forget gate, input gate, cell state, output gate, and hidden state at the current time \( t \), respectively. \( \sigma \) and \( \tanh \) indicate the element-wise sigmoid and the element-wise hyperbolic tangent activation function. \( \odot \) denotes the element-wise product. \( W_{hf}, W_{hi}, W_c, W_o \) are the weight matrices of the forget gate, input gate, cell state, and output gate for the previous moment hidden state vector \( h_{t-1} \), and the current moment input vector \( x_t \), respectively. It is worth emphasizing that the current moment input vector \( x_t \) of the BLSTM network refers to the augmented feature vector \((36, 1)\) that we create in the following. The forget gate determines what information in the cell state is discarded or retained by Eq. 7. The input gate determines what new information is selected from the input, adds the new information to the cell state, and updates the cell state by Eqs. 8, 9. Finally, the output gate determines the final output information, including our predicted wastewater flow rate and the new hidden state by Eqs. 10, 11.

## 5 SAE-BLSTM network model

Figure 5 illustrates our designed SAE-BLSTM network model. The SAE-BLSTM network model consists of two parts. The first part is data preprocessing. First, we need to filter the multivariate features acquired by the different sensors to obtain smooth multivariate features. Our dataset has four variable features at each time step: the \( H, V, Q, \) and \( R \). After the filtering operation, we can obtain the smooth \( H, V, Q, \) and \( R \), respectively. Then, we divide the smooth multivariate features into the previous feature values and the future prediction values. We use the past 120 min (the past 12 time steps) of smooth \( H, V, Q, \) and \( R \) as previous feature values to predict the future 10 min and 110 min (11-steps ahead) \( Q \). To create the smooth previous feature vectors \((48, 1)\), we finally concatenate the four previous feature values of the past 12 time steps.

Given the smooth previous feature vectors and the future prediction values, the second part trains the hybrid network model built on the SAE and BLSTM networks to predict the wastewater flow rate. First, we input the smooth previous feature...
vectors (48, 1) into the SAE network, and then we only use the hidden layer output of the SAE network as the extracted potential feature vectors (24, 1). The potential feature vector extracted (24, 1) by the SAE network is concatenated with the single previous feature vector (12, 1) of the smooth wastewater flow rate to create an augmented previous feature vector (36, 1). After that, we divide these augmented previous feature vectors (36, 1) and the future prediction values into training, validation, and test sets.

Fig. 5 The wastewater flow rate prediction network model (SAE-BLSTM network model)
For the following BLSTM network, the outputs of the forward LSTM network and the backward LSTM network of the BLSTM network are all connected to a Fully Connected (FC) Layer with only one neuron. This FC Layer is used to compute the Root-Mean-Square Error (RMSE) of the regression output and generate predictions. Once the datasets with augmented previous feature vectors (36, 1) are obtained, we input them into the BLSTM network to predict the future wastewater flow rates. The training set is adopted to train the parameters of the BLSTM network, and the validation set is exploited to adjust the parameters of the BLSTM network and evaluate the generalization ability of the BLSTM network.

The combination of the SAE network and the BLSTM network can not only speed up the training time but also increase the accuracy of prediction.

6 Experiment

6.1 Dataset

The dataset was collected by four different sensors within the NAMBANG-4 sewage sensor point of the Yangju City Wastewater Treatment Plant in Korea. The four different sensors detected the wastewater flow level ($H$), wastewater flow speed ($V$), wastewater flow rate ($Q$), and rainfall ($R$) every 10 min. The $H$, $V$, and $Q$ reflect the level, velocity, and rate of water flow in the wastewater plant sewage pipes, respectively. The $R$ reflects the presence or absence of rain during data collection and the magnitude of rain. Table 1 displays specific details about the input variable names and their corresponding units. The time range of the dataset is 2017.08.08–2018.08.10, with a total of 364 days, and 52,416 input feature data.

7 Comparison of model structure

To measure the performance improvement of our proposed network model, we compare the SAE-BLSTM network model with the advanced machine learning model SVM and the advanced deep learning models FCN [48], GRU, LSTM, and BLSTM. We applied MATLAB R2021a to implement all models, and all deep learning models are trained based on GPU. Table 2 presents the key parameter

| Table 1  | The details of the input variables |
|----------|----------------------------------|
| Input variable names | Units |
| Wastewater flow level ($H$) | mm |
| Wastewater flow speed ($V$) | m/s |
| Wastewater flow rate ($Q$) | m$^3$/day |
| Rainfall ($R$) | mm |
settings of SVM, FCN, GRU, LSTM, BLSTM, and SAE-BLSTM models. Table 3 lists the configuration of our experimental platform.

### 8 Evaluation method

We employ the RMSE (Root-Mean-Square Error), MAE (Mean Absolute Error), and $R^2$ (Coefficient of Determination) as evaluation methods in the experiment. The three evaluation methods are implemented as follows:

\[
RMSE = \left( \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|^2 \right)^{\frac{1}{2}} \quad (12)
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad (13)
\]
here the number of samples in the test set is \( n \), and the true and predicted values of the wastewater flow rate are \( y_i \) and \( \hat{y}_i \), respectively. \( \bar{y} \) represents the mean of all true values in the test set.

**9 Experimental results**

First, we selected about 3 months, 91 days, of data from the dataset, the time range is 2017.08.10 AM 1:00:00–2017.11.08 AM 1:00:00, the number of input feature data is 144 (input feature data/day) \( \times \) 91 (days) = 13104 (input feature data), according to the specified ratio of [8:1:1], which is split into a training set, a validation set, and a test set. Due to the boundary conditions, the number of input previous feature vectors of the training set, validation set, and test set are 10444, 1305, and 1305, respectively.

\[
R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2} \tag{14}
\]

Table 4 The relevant information about the computational complexity includes input dimension and training time for each model in the training and validation process

| Model name   | Input dimension | Training time (S) | Final training loss | Final validation RMSE |
|--------------|-----------------|-------------------|---------------------|-----------------------|
| SVM          | (48, 1)         | 4                 | –                   | –                     |
| FCN          | (48, 1)         | 128               | 0.03410             | 0.26076               |
| GRU          | (48, 1)         | 143               | 0.00927             | 0.13613               |
| LSTM         | (48, 1)         | 154               | 0.00871             | 0.13195               |
| BLSTM        | (48, 1)         | 181               | 0.01976             | 0.19880               |
| SAE-BLSTM    | (36, 1)         | SAE/BLSTM         | 73/158              | 0.00667               | 0.11547               |

Fig. 6  The comparison of the training loss and validation RMSE for each model in the training process

Table 4  The relevant information about the computational complexity includes input dimension and training time for each model in the training and validation process

Here the number of samples in the test set is \( n \), and the true and predicted values of the wastewater flow rate are \( y_i \) and \( \hat{y}_i \), respectively. \( \bar{y} \) represents the mean of all true values in the test set.
Figure 6 displays the comparison of the training loss and validation RMSE for each model in the training process. As shown in Fig. 6, we see that the application of the SAE network and the creation of augmented features contribute to stable and fast convergence.

To evaluate the computational complexity of the SAE-BLSTM network model, Table 4 summarizes the relevant information, including the input dimension and training time for each model in the training and validation process. In Table 4, the original input dimension (48, 1) is converted to (36, 1) due to the application of the SAE network and the creation of augmented features. Therefore, the SAE-BLSTM network model has the advantage of input dimension compared to other models. The SAE-BLSTM network model consists of the SAE network and the BLSTM network, and thus the training time also consists of the SAE network training time and the BLSTM network training time. For a fair comparison, the training time of the BLSTM network part of the SAE-BLSTM network model is only compared with the training time of the original BLSTM network model. As seen in Table 4, compared with the original BLSTM network model, the SAE-BLSTM network model has a smaller input dimension and less training time. Hence, the efficient and compact features can reduce computational complexity, thereby reducing prediction errors and improving prediction accuracy.

Figure 7 demonstrates the comparison of the predicted and true values, the prediction errors, and the correlation coefficients $R^2$ in the test process. As shown in Fig. 7, compared with other models, the RMSE of the SAE-BLSTM network model is decreased by approximately 58%, 46%, 27%, 19%, and 18%, respectively, and the MAE is decreased by approximately 29%, 49%, 19%, 17%, and 10%, respectively. The closer the correlation coefficient $R^2$ is to 1, the better the model prediction performance. We find that the $R^2$ exceeds 0.99 and approaches 1 for all deep learning models except the SVM model. Therefore, the difference in $R^2$ between the deep learning models is insignificant, including the $R^2$ difference between the...
Table 5  The comparison of the training time, RMSE, MAE, and $R^2$ of the test set for 6 models in the different training periods

| Number of days | SVM | FCN | GRU | LSTM | BLSTM | SAEB/LSTM | SVM | FCN | GRU | LSTM | BLSTM | SAEB/LSTM | SVM | FCN | GRU | LSTM | BLSTM | SAEB/LSTM |
|----------------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|
| 90             | 4   | 119 | 131 | 140  | 184   | 72/157    | 572.41 | 312.13 | 314.08 | 294.15 | 283.34 | **159.54** | 251.39 | 211.85 | 220.34 | 198.66 | 196.24 | **180.31** |
| 120            | 5   | 145 | 166 | 173  | 234   | 92/203    | 179.05 | 224.35 | 242.48 | 238.82 | 295.37 | **151.43** | 136.65 | 186.20 | 200.73 | 192.03 | 236.33 | **114.57** |
| 150            | 6   | 234 | 275 | 279  | 371   | 118/290   | 383.92 | 274.33 | 273.66 | 214.39 | 238.29 | **194.65** | 222.60 | 205.45 | 206.54 | 140.38 | 166.30 | **117.49** |
| 180            | 7   | 284 | 331 | 340  | 448   | 142/400   | 483.34 | 214.27 | 207.09 | 204.40 | 165.47 | **142.86** | 189.95 | 173.79 | 144.99 | 165.23 | 120.68 | **104.43** |
| 210            | 8   | 360 | 403 | 422  | 556   | 168/355   | 147.40 | 405.94 | 368.27 | 393.81 | 393.08 | **281.65** | 471.39 | 244.15 | 164.02 | 179.43 | 242.00 | **136.52** |
| 240            | 9   | 391 | 455 | 462  | 617   | 186/570   | 923.84 | 333.22 | 194.22 | 231.16 | 178.18 | **180.37** | 427.37 | 265.42 | 149.82 | 164.49 | 135.69 | **120.63** |
| 270            | 10  | 453 | 520 | 528  | 708   | 215/601   | 2470.15 | 598.97 | 495.52 | 505.22 | 452.25 | **265.79** | 740.83 | 230.45 | 241.71 | 213.04 | 190.50 | **182.18** |
| 300            | 11  | 461 | 533 | 546  | 724   | 234/678   | 4662.68 | 1444.87 | 956.24 | 1150.99 | 1033.96 | **503.67** | 1467.08 | 813.98 | 414.03 | 464.30 | 411.51 | **277.20** |
| 330            | 14  | 496 | 548 | 581  | 768   | 263/720   | 5370.32 | 886.13 | 803.75 | 767.63 | 735.68 | **454.63** | 2110.15 | 503.61 | 379.95 | 384.25 | 376.50 | **272.01** |
| 364            | 19  | 514 | 563 | 592  | 848   | 284/788   | 1999.43 | 855.20 | 826.05 | 527.08 | 512.91 | **437.57** | 797.14 | 609.06 | 552.57 | 287.82 | 292.63 | **272.69** |

The boldface letters represent our best results.
SAE-BLSTM network model and the BLSTM network model. Nevertheless, the SAE-BLSTM network model obtains the highest $R^2$. The experimental results mean that the predicted values of the SAE-BLSTM network model are closest to the true values.

Table 5 demonstrates the training time, RMSE, MAE, and $R^2$ of the test set for 6 models in different training periods of 3–12 months. No matter how many days of data are selected, the RMSE and MAE of the SAE-BLSTM network model are consistently the lowest, and the correlation coefficient $R^2$ is consistently the highest, which indicates that the prediction results of the SAE-BLSTM network model are always the best. Compared with other models, the SAE-LSTM network model not only has the best prediction results but also is the most robust. In this table, we mainly compare the performance difference between the SAE-BLSTM network model and the BLSTM network model. In prediction results, the prediction error between the two network models is relatively significant, and the correlation coefficient $R^2$ is relatively insignificant. In addition, we measured the training time to evaluate the computational complexity of our network model, and we still mainly compare the training time of the BLSTM network part of the SAE-BLSTM network model and the original BLSTM network model. In the training time, the training time of the BLSTM network part in the SAE-BLSTM network model is consistently less than the training time of the original BLSTM network, so our proposed model can always reduce the computational overhead and speed up the training process.

We divided the entire dataset into different 3 months training periods to evaluate the performance of the SAE-BLSTM network model. Table 6 illustrates the training time, RMSE, MAE, and $R^2$ of the test set for 6 models in different 3 months training periods. Regardless of the training period, the SAE-BLSTM network model always has the lowest RMSE and MAE, and the highest $R^2$, which suggests that the prediction accuracy of the SAE-BLSTM network model is always the highest. Compared with other models, the SAE-BLSTM network model consistently exhibits excellent predictive performance. In prediction results, the prediction errors between SAE-BLSTM and BLSTM network models are relatively significant, and the correlation coefficient $R^2$ are relatively insignificant. In training time, our proposed network model always plays a role in reducing computational errors and improving prediction accuracy.

Finally, we analyzed the relationship between the NAMBANG-4 sewage sensor point and the adjacent sewage sensor points. We connected the NAMBANG-4 sewage sensor point data ($H_1, V_1, Q_1, R_1$) with the MAJEON-1 sewage sensor point data ($H_2, V_2, Q_2, R_2$) or the YEYANG-2 sewage sensor point data ($H_3, V_3, Q_3, R_3$) to predict $Q_1$ (The wastewater flow rate of the NAMBANG-4 sewage sensor point). The NAMBANG-4 sewage sensor point is the downstream location, and the MAJEON-1 sewage sensor point and the YEYANG-2 sewage sensor point are the upstream locations, respectively. Figure 8 identifies the locations of the NAMBANG-4 sewage sensor point, the MAJEON-1 sewage sensor point, and the YEYANG-2 sewage sensor point on the map.

When connecting the downstream location A data with the upstream location B data or the upstream location C data, the data dimension increases sharply. The above experiments have completely verified the superior performance of the
Table 6  The comparison of the training time, RMSE, MAE, and $R^2$ of the test set for 6 models in different 3 months training periods

| Time periods           | SVM | FCN | GRU | LSTM | BLSTM | SAE-BLSTM | SVM | FCN | GRU | LSTM | BLSTM | SAE-BLSTM | SVM | FCN | GRU | LSTM | BLSTM | SAE-BLSTM | SVM | FCN | GRU | LSTM | BLSTM | SAE-BLSTM | SVM | FCN | GRU | LSTM | BLSTM | SAE-BLSTM | SVM | FCN | GRU | LSTM | BLSTM | SAE-BLSTM |
|------------------------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|-----|-----|-----|------|-------|-----------|
| 2017.08.10–2017.11.10  | 5   | 119 | 127 | 133  | 185   | 76/172    | 566.19| 352.50| 346.74| 290.31| 325.70| 226.94     | 251.23| 269.58| 201.37| 199.33| 242.21| 159.78     | 0.98010| 0.9557| 0.99280| 0.99500| 0.99440| 0.99670     |
| 2017.11.11–2018.02.11  | 5   | 111 | 128 | 136  | 183   | 76/173    | 199.93| 129.38| 117.90| 122.60| 120.33| 116.49     | 156.73| 99.17 | 89.05 | 92.30 | 91.72 | 87.81      | 0.97000| 0.99471| 0.99888| 0.99979| 0.99880| 0.99993     |
| 2018.02.12–2018.05.12  | 5   | 127 | 148 | 153  | 205   | 72/184    | 1255.84| 247.03| 251.27| 215.24| 226.92| 177.41     | 633.61| 191.35| 162.37| 151.90| 156.59| 137.71     | 0.89411| 0.99776| 0.99624| 0.99717| 0.99725| 0.99984     |
| 2018.05.13–2018.08.08  | 5   | 124 | 145 | 151  | 199   | 70/168    | 403.27| 277.63| 259.23| 209.69| 213.35| 192.67     | 282.89| 223.66| 210.20| 159.65| 161.01| 151.14     | 0.99081| 0.99724| 0.99600| 0.99747| 0.99732| 0.99763     |

The boldface letters represent our best results.
SAE-BLSTM network model. Here, we verified the difference between applying the SAE network and not applying the SAE network before the BLSTM network model, as well as verified whether the prediction of the wastewater flow rate at downstream location A is influenced by the data at upstream locations B or C.

According to the specified ratio of [8:1:1], we still divided the 364 days data into a training set, a validation set, and a test set. We used the previous feature data of the past 120 min to predict the wastewater flow rate ($Q_1$) of 110 min (11-step ahead) the future. Figure 9 illustrates the predicted and true values, RMSE, MAE, and $R^2$ of the test set for 6 experimental methods. In Fig. 9, BLSTM(A), BLSTM(A + B), and BLSTM(A + C) represent the data of location A, location A + B, and location A + C as the input of the BLSTM network, the dimensionality...
of the input data the BLSTM network are (48, 1), (96, 1), (96, 1), respectively. Similarly, the data of location A, location A + B, and location A + C as the input of the SAE-BLSTM network model, the dimensionality of the input data of the SAE-BLSTM network model are (48, 1), (96, 1), (96, 1), respectively. Before the BLSTM network, the SAE network was applied to reduce the dimensionality of the input data. To compare various algorithms fairly, we applied the SAE network to compress the data of A (48, 1), A + B (96, 1), and A + C (96, 1) into (24, 1). Finally, due to the creation of the augmented vector, the dimensions of the input data of the BLSTM network in the SAE-BLSTM network model are (36, 1), (36, 1), (36, 1), respectively.

In Fig. 9, compared with the BLSTM network model, when the SAE-BLSTM network model uses the dataset of sensor point A, the combined dataset of sensor points A and B, and the combined dataset of sensor points A and C to predict the wastewater flow rate at sensor point A, the RMSE decreases by approximately 10%, 61%, and 63%, respectively, the MAE decreases by approximately 10%, 46%, and 43%, respectively, and the $R^2$ increases by approximately 1%, 17%, and 34%. Therefore, the predicted values of the SAE-BLSTM network model are always closest to the true values.

Moreover, we observe that both the BLSTM network model and the SAE-BLSTM network model obtain better prediction results based on the combined dataset of sensor points A and B than those based on the combined dataset of sensor points A and C. The result demonstrates that the data of sensor point A combined with the dataset of the nearby sensor points can help improve the prediction accuracy. In particular, compared with those based on the dataset on only sensor point A, the SAE-BLSTM network model based on the combined dataset of sensor points A and B can help to further improve the prediction accuracy.

We also observe that the SAE-BLSTM network model based on a single dataset or a combined dataset consistently outperforms the BLSTM network model based on a single dataset or a combined dataset. For the explanation of this phenomenon, on the one hand, due to the combination of datasets, the input data dimensionality of the BLSTM network model increases sharply, both the computational complexity and computation time also increase. As a result, the cumulative prediction error increases in the back-propagation calculation, making the prediction results deteriorate. On the other hand, despite the input data's dimensionality increases sharply due to the combination of datasets. However, when we apply the SAE network before the BLSTM network model, the SAE networks can extract potential features from the original input data, reduce the input data dimensionality of the BLSTM network models, and reduce the computational complexity and computation time, while making the prediction results better. This proves that applying the SAE network before the BLSTM network has obvious advantages compared to not applying the SAE network before the BLSTM network.
10 Conclusion

This paper proposed a novel SAE-BLSTM network model to predict wastewater flow rate. Before the SAE-BLSTM network model prediction, we applied a simple moving average filter to filter the original input data, reduce noise, and obtain smooth, high-quality input data. We then input the smooth input data into the SAE network, which can extract potential features from the original input data and reduce the dimensionality of the original input data. The potential features extracted by the SAE network were concatenated with the smooth wastewater flow rate features to create an augmented previous feature vector. Finally, the augmented previous feature vector was fed into the BLSTM network to predict the wastewater flow rate. Subsequently, we performed several experiments based on the SAE-BLSTM network model and selected advanced SVM, FCN, GRU, LSTM, and BLSTM models as comparison models to demonstrate the excellent performance of the SAE-BLSTM network model. The experiment in the 3 months training period dataset demonstrates that the SAE-BLSTM network model provides a stable and fast optimization process that benefits from the augmented feature vector creation. The experiment also indicates that the SAE-BLSTM network model offers the advantages of low computational complexity, fast training speed, low prediction error, and high prediction precision that benefits from the concise and compact augmented feature vector. In the evaluation metrics, the SAE-BLSTM network model obtains the minimum RMSE, MAE, and maximum $R^2$, which are 242.55, 179.05, and 0.99626, respectively. The experiment in the different training period and 3 months training period datasets demonstrate that the SAE-BLSTM network model exhibits good generalization ability and stability in the different scale and interval datasets. The experiment in the connected upstream and downstream sensor datasets demonstrates that applying the SAE network to compress the high-dimensional datasets and extract features before the BLSTM network delivers obvious advantages in predicting results. The experiments also indicate that connecting the target sensor point dataset to an adjacent sensor point dataset, especially the nearby sensor point dataset, can help reduce prediction errors and improve prediction accuracy.

In this work, we introduce an SAE network to process hydrological time series and then generate predictions based on a type of RNN. However, the inconvenience of applying the SAE network is that we demand multiple experiments to determine the best hyper parameters in the SAE network. In general, it presents a reference for dealing with high-dimensional time series. In future, we will incorporate a spatiotemporal attention mechanism into an LSTM network model to further improve prediction accuracy.
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