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Abstract—Simultaneous localization and mapping (SLAM) is a process of concurrent estimation of the vehicle’s pose and feature locations with respect to a frame of reference. This article proposes a computationally cheap geometric nonlinear SLAM filter algorithm structured to mimic the nonlinear motion dynamics of the true SLAM problem posed on the matrix Lie group of \( \text{SLAM}_n(3) \). The nonlinear filter on manifold is proposed in continuous form and it utilizes available measurements obtained from group velocity vectors, feature measurements, and an inertial measurement unit (IMU). The unknown bias associated to velocity measurements is successfully handled by the proposed estimator. Simulation results illustrate the robustness of the proposed filter in discrete form, demonstrating its utility for the six-degrees-of-freedom (6 DoF) pose estimation as well as feature estimation in three-dimensional (3-D) space. In addition, the quaternion representation of the nonlinear filter for SLAM is provided.

Index Terms—Inertial measurement unit (IMU), inertial vision system, nonlinear observer algorithm for SLAM, simultaneous localization and mapping (SLAM), special Euclidean group \([\text{SE}(3)]\), special orthogonal group \([\text{SO}(3)]\).

I. INTRODUCTION

SIMULTANEOUS localization and mapping (SLAM) is a critical task that consists of building a map of an unknown environment while simultaneously pinpointing the unknown pose (i.e., attitude and position) of the vehicle in a three-dimensional (3-D) space. SLAM comes into view when absolute positioning systems, such as global positioning systems (GPS), are impracticable. It is particularly relevant for applications performed indoors, underwater, or under harsh weather conditions. Amongst others, household cleaning devices, security surveillance, mine exploration, pipelines, location of missing terrestrial and underwater vehicles, reef monitoring, and terrain mapping are all examples of applications where accurate SLAM is of the essence. Prior knowledge of vehicle pose, the problem of the environment estimation is commonly defined as a mapping problem that is well researched by the computer science and robotics communities [1]. The reverse problem, of defining vehicle pose within an established map, is referred to as pose estimation that has been comprehensively investigated by the robotics and control community [2]–[4]. SLAM, in turn, constitutes a challenging process of the concurrent estimation of the unknown vehicle pose and unknown environment. The SLAM problem can be tackled taking advantage of a set of measurements available with respect to the body-fixed frame of the moving vehicle. Owing to measurement contamination with uncertain components, robust filters designed specifically for the SLAM problem become crucial. Therefore, SLAM has been one of the core robotics problems for the last three decades and has been widely explored, for instance, [5]–[13].

In robotics, the SLAM problem is traditionally approached using either a Gaussian or a nonlinear filter. For over a decade, the Gaussian approach was preferred. Several SLAM algorithms were developed on the basis of the Gaussian filters to estimate vehicle state along with the surrounding features within the map taking uncertainty into consideration. Examples of the Gaussian filters developed for the SLAM problem include the FastSLAM using scalable approach [14], unscented Kalman filter for visual MonoSLAM [8], incremental SLAM [15], extended Kalman filter (EKF) [16], neuro-fuzzy EKF [17], invariant EKF [18], and others. All of the above approaches are posed in a probabilistic framework. However, it is important to note that the SLAM problem is multifaceted. Commonly addressed aspects of the SLAM problem include consistency [19], high-cost computational complexity [20], poor scalability, environment with nonstatic features, and others. Moreover, when approaching the SLAM problem it is critical to consider: 1) the high complexity of the pose estimation concerned with vehicles moving in the 3-D space; 2) the duality of the problem as it entails both pose and map estimation; and ultimately, 3) its high nonlinearity. In the light of the above three provisions, first, the true SLAM motion dynamics encompass both vehicle pose and feature dynamics. Second, the pose dynamics of a vehicle moving in the 3-D space are highly nonlinear and, therefore, are best modeled on the Lie group of the special Euclidean group \([\text{SE}(3)]\). Finally, feature dynamics rely on the vehicle’s orientation defined with
with respect to the special orthogonal group $SO(3)$. Consequently, owing to the fact that the Gaussian filters are based on the linear approximation and are not an optimal fit for the inherently nonlinear SLAM estimation problem. Nonlinear filters, on the other hand, can be developed to mimic the true nature of the SLAM problem.

Taking into consideration the nonlinear nature of the attitude and pose dynamics, over the past decade, several nonlinear attitude filters evolved directly on the Lie group of $SO(3)$ [21]–[24], and pose filters on $SE(3)$ [2]–[4] have been proposed. This opened the way for the investigation of the utility of the Lie group of $SE(3)$ for the true SLAM problem [25]. In recent years, several researchers have explored nonlinear filters in application to the SLAM problem. The filter proposed in [26] takes a two-stage approach, where the first stage consists of vehicle pose estimation by the means of a nonlinear filter, while the second stage implements a Kalman filter to obtain feature estimates. The main shortcomings of the above-mentioned filter are the complexity of having two stages and inability to explicitly capture the true nonlinear nature of the SLAM problem. A more recent study proposed nonlinear observers for SLAM on the matrix Lie group, which utilize feature and group velocity vector measurements directly [9], [12].

Motivated by the previous attempts to capture the complex nature of the SLAM problem, this work is rooted in the natural nonlinearity of SLAM and the fact that for $n$ features, the SLAM problem is best modeled on the Lie group of $SLAM_n(3)$. Taking advantage of the group velocity vector measurements, availability of $n$ features, and presence of an inertial measurement unit (IMU), the contributions of this work are as follows.

1) A computationally cheap geometric nonlinear deterministic filter for SLAM evolved directly on the Lie group of $SLAM_n(3)$ and explicitly mimicking the true nature of the nonlinear SLAM problem is proposed, unlike [26].

2) The nonlinear filter effectively tackles the unknown bias attached to the group velocity vector.

3) The proposed filter includes gain mapping that allows for cross coupling between the innovation of pose and features.

4) The presented filter provides asymptotic convergence of the error components in the Lyapunov function candidate.

5) The error function associated with attitude is guaranteed to be asymptotically stable from almost any initial condition, unlike [9] and [12].

6) A comparison with respect to the previously proposed SLAM filter on the Lie group of $SLAM_n(3)$ is presented.

The remainder of the article is organized as follows. Section II presents preliminaries and mathematical notation, the Lie group of $SO(3)$, $SE(3)$, and $SLAM_n(3)$. Section III details the SLAM problem, the true motion kinematics, and available measurements. Section IV contains a general nonlinear SLAM filter design followed by the novel design of the proposed nonlinear filter on $SLAM_n(3)$. Section V reveals the effectiveness and robustness of the proposed filter. Finally, Section VI summarizes the work.

II. PRELIMINARIES AND MATH NOTATION

In this article, $[I]$ denotes fixed inertial-frame and $[B]$ denotes body-frame fixed to the moving vehicle. The set of real numbers is denoted by $\mathbb{R}$, the set of nonnegative real numbers is denoted by $\mathbb{R}_+$, while a $p$-by-$q$ real-dimensional space is indicated by $\mathbb{R}^{p \times q}$. $I_p$ refers to a $p$-by-$p$ identity matrix, $0_p$ denotes a zero column vector, and $\|y\| = \sqrt{y^T y}$ stands for an Euclidean norm for all $y \in \mathbb{R}^p$. $O(3)$ represents an orthogonal group that is distinguished by smooth inversion and multiplication such that

$$O(3) = \left\{ A \in \mathbb{R}^{3 \times 3} \mid A^T A = AA^T = I_3 \right\}$$

where $I_3 \in \mathbb{R}^{3 \times 3}$ denotes an identity matrix. $SO(3)$ is a shorthand notation for the special orthogonal group, a subgroup of $O(3)$, defined as [23], [24]

$$SO(3) = \left\{ R \in \mathbb{R}^{3 \times 3} \mid RR^T = R^T R = I_3, \det(R) = +1 \right\}$$

with $\det(\cdot)$ indicating a determinant, and $R \in SO(3)$ denoting orientation, frequently termed attitude, of a rigid body in $[B]$. $SE(3)$ denotes the special Euclidean group defined by [4]

$$SE(3) = \left\{ T = \begin{bmatrix} R & P^T \ 0 & 1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} \mid R \in SO(3), P \in \mathbb{R}^3 \right\}$$

where $P \in \mathbb{R}^3$ denotes position, $R \in SO(3)$ denotes orientation, and

$$T = \begin{bmatrix} R & P^T \ 0 & 1 \end{bmatrix} \in SE(3)$$

denotes a homogeneous transformation matrix, commonly known as pose, with $0_3$ being a zero column vector. The term $T$ incorporates the definitions of the rigid body’s position and orientation in 3-D space. The Lie algebra associated with $SO(3)$ is defined by

$$so(3) = \left\{ [y]_\times \in \mathbb{R}^{3 \times 3} \mid [y]^T_\times = -[y]_\times, y \in \mathbb{R}^3 \right\}$$

where $[y]_\times$ denotes a skew symmetric matrix and its map $[\cdot]_\times : \mathbb{R}^3 \rightarrow so(3)$ as follows:

$$[y]_\times = \begin{bmatrix} 0 & -y_3 & y_2 \\
+ y_3 & 0 & -y_1 \\
- y_2 & y_1 & 0 \end{bmatrix} \in so(3), y = \begin{bmatrix} y_1 \\
y_2 \\
y_3 \end{bmatrix}.$$ 

Also, for $y, x \in \mathbb{R}^3$, one has $[y]_\times x = y \times x$, where $\times$ is a cross product. Analogous to $so(3)$, let us represent the $SE(3)$ Lie-algebra with $se(3)$ defined by

$$se(3) = \left\{ [U]_\lambda \in \mathbb{R}^{4 \times 4} \mid \exists \Omega, V \in \mathbb{R}^3 : [U]_\lambda = \begin{bmatrix} [\Omega]_\times & V \\
0 & 0 \end{bmatrix} \right\}$$

where $[\cdot]_\lambda$ denotes a wedge operator and the wedge map $[\cdot]_\lambda : \mathbb{R}^6 \rightarrow se(3)$ is

$$[U]_\lambda = \begin{bmatrix} [\Omega]_\times & V \\
0 & 0 \end{bmatrix} \in se(3), U = \begin{bmatrix} \Omega \\
V \end{bmatrix} \in \mathbb{R}^6.$$
Define the Lie group \( \text{SLAM} \) and its Lie algebra \( \mathfrak{sl}(\text{SLAM}) \) as follows:

\[ \text{slam}_n(3) = \{ \mathbf{X} \in \mathbb{R}^3 | \mathbf{X} = (\mathbf{T}, \mathbf{p}) \in \text{SLAM}_n(3) \} \]

where \( \mathbf{X} \) represents the position of the rigid body. The Lie algebra \( \mathfrak{sl}(\text{SLAM}) \) is defined by:

\[ \mathfrak{sl}_n(3) = \text{se}(3) \times \mathcal{M}^n \]

where \( \text{se}(3) \) is the Lie algebra of the rigid-body motion and \( \mathcal{M}^n \) is the manifold of \( n \) features. The SLAM estimation problem is illustrated in Fig. 1.

**SLAM Kinematics and Measurements**

The complexity of the SLAM consists in the concurrent estimation of two unknowns: 1) vehicle pose (orientation and position) \( \mathbf{T} \in \mathbb{R}^3 \) and 2) position of the features within the environment \( \mathbf{p} = [\mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_n] \in \mathcal{M}^n \). As such, given a set of measurements, SLAM estimation process is comprised of: 1) vehicle pose estimation relative to the features within the environment, 2) simultaneous estimation of the map (positioning of \( \mathbf{p} \) within the map). Fig. 1 presents a conceptual representation of the SLAM problem.
expressed as
\[
\begin{align*}
T &= T[U], \\
\hat{p}_i &= Rv_i, \forall i = 1, 2, \ldots, n
\end{align*}
\]  
(12)

or to put simply
\[
\begin{align*}
\dot{R} &= R[\Omega], \\
\dot{p}_i &= Rv_i, \forall i = 1, 2, \ldots, n
\end{align*}
\]

where \(U = [\Omega^T, V^T]^T \in \mathbb{R}^6\) denotes the group velocity vector, \(\Omega \in \mathbb{R}^3\) and \(V \in \mathbb{R}^3\) stand for the true angular and translational velocity of the rigid body expressed in the body frame, respectively, while \(v_i \in \mathbb{R}^3\) represents the \(i\)th linear velocity of a feature expressed in the body frame such that \(\Omega, V, v_i \in \{B\}\). As has been previously discussed and in accordance with Fig. 1, \(T \in \mathbb{SE}(3)\) and \(p \in \mathcal{M}\) are unknown. However, the rigid body (vehicle) is equipped with multiple sensors that provide us with measurements. The measurements of angular and translational velocity are given by [2], [4]

\[
\begin{align*}
\Omega_m &= \Omega + b_\Omega + n_\Omega \in \mathbb{R}^3 \\
V_m &= V + b_V + n_V \in \mathbb{R}^3
\end{align*}
\]

with \(b_\Omega\) and \(n_\Omega\) being unknown constant bias and random noise, respectively, associated with the \(\bullet\) element. Let \(U_m = [\Omega_m^T, V_m^T]^T\), \(b_U = [b_{\Omega}, b_V]^T\), and \(n_U = [n_{\Omega}, n_{V}]\) for all \(U_m, b_U, n_U \in \mathbb{R}^6\) and \(U_m, b_U, n_U \in \{B\}\). Under the assumption of a static environment adopted in this article, \(\hat{p}_i = 0_3\), and entails that \(v_i = 0_3\), \(\forall i = 1, 2, \ldots, n\). The body-frame measurements associated with the orientation determination can be expressed as [23], [24]

\[
\begin{align*}
\hat{a}_j &= T^{-1}\hat{r}_j + b_j + n_j \in \mathcal{M}, j = 1, 2, \ldots, n_R
\end{align*}
\]  
or more simply
\[
\begin{align*}
a_j &= R^\top r_j + b_j + n_j \in \mathbb{R}^3
\end{align*}
\]  
(14)

where \(r_j\) is the \(j\)th known inertial-frame vector, \(b_j\) is unknown constant bias, and \(n_j\) is unknown random noise. It can be easily found that the inverse of \(T\) is \(T^{-1} = \begin{bmatrix} R^\top & -R^\top P \end{bmatrix} \in \mathbb{SE}(3)\).

In our analysis, it is assumed that \(b_j = n_j = 0_3\). Both \(r_j\) and \(a_j\) in (14) can be normalized and utilized to extract the rigid body's attitude as

\[
\begin{align*}
v_j' &= \frac{r_j}{\|r_j\|}, \\
v_j'' &= \frac{a_j}{\|a_j\|}
\end{align*}
\]

Let us group the normalized vectors into the following two sets:

\[
\begin{align*}
u' &= [v_1', v_2', \ldots, v_n'] \in \{Z\} \\
u'' &= [v_1'', v_2'', \ldots, v_n''] \in \{B\}
\end{align*}
\]

Remark 1: The orientation of a rigid body can be extracted provided that both sets in (16) have a rank of 3, indicating that at least two noncollinear vectors in \(\{B\}\) and their observations in \(\{Z\}\) are obtainable. The expression in (14) exemplifies two measurements acquired from a low-cost IMU and, while the third data point in both \(\{B\}\) and \(\{Z\}\) can be obtained by means of a cross product \(\nu_2'' = \nu_1'' \times \nu_3''\) and \(\nu_2'' = \nu_1'' \times \nu_3''\), respectively. Obtaining \(n\) features in the body frame can be done through the utility of low-cost inertial vision units where the \(i\)th measurement is defined as

\[
\begin{align*}
\tilde{y}_i &= T^{-1}\hat{p}_i + b_i + n_i \in \mathcal{M}, \forall i = 1, 2, \ldots, n
\end{align*}
\]  
or more simply
\[
\begin{align*}
y_i &= R^\top (p_i - P) + b_i' + n_i' \in \mathbb{R}^3
\end{align*}
\]  
(17)

where the definitions of \(R, P, p_i\) can be found in (12), and \(b_i'\) and \(n_i'\) are unknown constant bias and random noise, respectively, for all \(y_i, b_i', n_i' \in \{B\}\). In our analysis, it is assumed that \(b_i' = n_i' = 0_3\).

Assumption 1: Assume that the total number of features available for measurement is greater than or equal to 3, which is a necessity for an unambiguous definition of a plane with \(y = [y_1, y_2, \ldots, y_n] \in \mathcal{M}\).

IV. NONLINEAR FILTER DESIGN

This section presents two nonlinear filter designs for the SLAM problem. The first nonlinear filter incorporates only the surrounding feature measurements. The second nonlinear filter design considers measurements obtained from a typical low-cost IMU in addition to the surrounding feature measurements.

Let the estimate of the pose be

\[
\begin{align*}
\hat{T} &= \begin{bmatrix} \hat{R} & \hat{p} \\
0_3 & 1
\end{bmatrix} \in \mathbb{SE}(3)
\end{align*}
\]

where \(\hat{R}\) and \(\hat{p}\) denote estimates of the true orientation and position, respectively. Let \(\hat{p}_i\) be the estimate of the true \(i\)th feature \(p_i\). Define the error between \(T\) and \(\hat{T}\) as

\[
\begin{align*}
\tilde{T} &= \hat{T}T^{-1} = \begin{bmatrix} \hat{R} & \hat{p} \\
0_3 & 1
\end{bmatrix} \begin{bmatrix} R^\top & -R^\top P \end{bmatrix} \\
&= \begin{bmatrix} \hat{R} & \hat{p} \\
0_3 & 1
\end{bmatrix}
\end{align*}
\]  
(18)

where \(\hat{R} = RR^\top\) and \(\hat{p} = \hat{R}P\). The objective of the pose estimation is to asymptotically drive \(\tilde{T} \rightarrow 1_4\), which, in turn, would cause \(\hat{R} \rightarrow I_3\) and \(\hat{p} \rightarrow 0_3\). To this end, define the error between \(\hat{p}_i\) and \(p_i\) as follows:

\[
\begin{align*}
\tilde{e}_i &= \hat{p}_i - \hat{T}p_i \in \mathcal{M}
\end{align*}
\]  
(19)

where \(\hat{p}_i = [\hat{p}_i, 1]^T \in \mathcal{M}\). In view of (17), \(\tilde{e}_i = \hat{p}_i - \tilde{T}^{-1}p_i\) can be expressed as

\[
\begin{align*}
\tilde{e}_i &= \hat{p}_i - \hat{T}y_i = \begin{bmatrix} e_i^\top, 0 \end{bmatrix}^T.
\end{align*}
\]  
(20)

Thus, it can be found that

\[
\begin{align*}
\tilde{e}_i &= \hat{p}_i - \hat{R}p_i = \begin{bmatrix} \hat{R} & \hat{p} \\
0_3 & 1
\end{bmatrix} \begin{bmatrix} R^\top (p_i - P) \\
0_3 & 1
\end{bmatrix} \\
&= \begin{bmatrix} \hat{p}_i - \hat{P} \\
0_3 & 1
\end{bmatrix}
\end{align*}
\]  
(21)

where \(\hat{p}_i = \hat{p}_i - \hat{R}p_i\) and \(\hat{P} = \hat{R}P\). Consider \(n_3 = n_V = 0_3\) and for the group velocity in (13), let the estimate of the
unknown bias $b_U$ be $\hat{b}_U = [\hat{b}_\Omega^T, \hat{b}_V^T]^T$. Define the error between $b_U$ and $\hat{b}_U$ as
\[
\begin{align*}
\hat{b}_\Omega &= b_\Omega - \hat{b}_\Omega \\
\hat{b}_V &= b_V - \hat{b}_V
\end{align*}
\] (22)
where $\hat{b}_U = [\hat{b}_\Omega^T, \hat{b}_V^T]^T \in \mathbb{R}^6$. Before proceeding, it is important to emphasize that the true SLAM dynamics in (12) are nonlinear and are modeled on the Lie group of $\text{SLAM}_n(3) \triangleq \text{SE}(3) \times \mathcal{M}$ with a tangent space of $\text{slam}_n(3) = \mathfrak{se}(3) \times \mathcal{M}$ where $X = (\mathbf{T}, \mathbf{p}) \in \text{SLAM}_n(3)$ and $\mathcal{Y} = ([U], \mathbf{\hat{v}}) \in \text{slam}_n(3)$. It thus follows logically that an efficient SLAM filter should be designed to imitate the nonlinearity of the true SLAM problem by modeling it on the Lie group of $\text{SLAM}_n(3)$ with a tangent space $\text{slam}_n(3)$. Accordingly, the proposed filter has the structure of $\hat{X} = (\hat{\mathbf{T}}, \hat{\mathbf{p}}) \in \text{SLAM}_n(3)$ and $\hat{\mathcal{Y}} = ([\mathbf{U}], \mathbf{\hat{v}}) \in \text{slam}_n(3)$ where $\hat{T} \in \text{SE}(3)$ and $\hat{\mathbf{p}} = [\mathbf{p}_1, \ldots, \mathbf{p}_n] \in \mathcal{M}$ are the pose and feature estimates, respectively, while $\hat{U} \in \mathfrak{se}(3)$ and $\mathbf{\hat{v}} = [\mathbf{\hat{v}}_1, \ldots, \mathbf{\hat{v}}_n] \in \mathcal{M}$ are velocities to be designed in the subsequent subsections. Additionally note that $\mathbf{\hat{v}}_i = [\mathbf{v}_i^\top, 0]^\top \in \mathcal{M}$ and $\hat{\mathbf{p}}_i = [\mathbf{p}_i^\top, 1]^\top \in \mathcal{M}$ for all $i = 1, 2, \ldots, n$.

A. Nonlinear Filter Design Without IMU

This section presents a SLAM nonlinear filter design that operates based solely on measurements obtained from the surrounding features along with angular and translational velocities. Consider the following nonlinear filter evolved directly on $\text{SLAM}_n(3)$:
\[
\dot{\hat{X}} = \hat{\mathbf{T}} \left[U_m - \hat{b}_U - W_U\right]^\wedge
\] (23)
\[
W_U = -\sum_{i=1}^n k_n \hat{\mathbf{p}}_i \mathcal{A}\mathbf{d}_F \left[\left[R_{yi} + \hat{\mathbf{p}}\right] \times I_3\right] e_i
\] (24)
\[
\dot{\hat{b}}_U = -\sum_{i=1}^n \Gamma k_i \hat{\mathbf{p}}_i \mathcal{A}\mathbf{d}_F \left[\left[R_{yi} + \hat{\mathbf{p}}\right] \times I_3\right] e_i
\] (25)
\[
\dot{\hat{\mathbf{p}}}_i = -k_1 e_i, \quad i = 1, 2, \ldots, n
\] (26)
where $k_n$, $k_i$, $\Gamma$, and $\alpha_i$ are positive constants, $e_i$ is as defined in (20), and $\mathcal{A}\mathbf{d}_F = \begin{bmatrix} \hat{R} & 0_{3 \times 3} \\ [\hat{\mathbf{p}}]^\top & \hat{R} \end{bmatrix}$ for all $i = 1, 2, \ldots, n$.

Also, $W_U = [W_U^\top, W_U^\top]^\top \in \mathbb{R}^6$ is a correction factor and $\hat{b}_U = [\hat{b}_\Omega^T, \hat{b}_V^T]^T \in \mathbb{R}^6$ is the estimate of $b_U$.

Theorem 1: Consider combining the SLAM dynamics $\dot{X} = (\dot{\mathbf{T}}, \dot{\mathbf{p}})$ in (12) with feature measurements (output $y_i = T^{-1} \mathbf{\hat{p}}_i$) for all $i = 1, 2, \ldots, n$ and the velocity measurements ($U_m = U + b_U$). Let Assumption 1 hold. Let the filter design in (23)–(26) be coupled with the measurements of $U_m$ and $\mathbf{\hat{y}}_i$. Consider the design parameters $k_n$, $k_i$, $\Gamma$, and $\alpha_i$ to be positive constants for all $i = 1, 2, \ldots, n$, and define the set
\[
S = \left\{ (e_1, e_2, \ldots, e_n) \in \mathbb{R}^3 \times \mathbb{R}^3 \times \cdots \times \mathbb{R}^3 \mid e_i = 0_3, \quad \forall i = 1, 2, \ldots, n \right\}.
\] (27)
Then: 1) the error $e_i$ in (19) converges exponentially to $S$; 2) the trajectory of $\dot{\hat{T}}$ remains bounded; and 3) there exist constants $R_c \in \mathbb{S}(3)$ and $P_c \in \mathbb{R}^3$ such that $\dot{R} \rightarrow R_c$ and $\dot{P} \rightarrow P_c$ as $t \rightarrow \infty$.

Proof: Considering the fact that $\dot{T}^{-1} = -T^{-1} \dot{T} T^{-1}$ and coupling it with the adjoint map in (6), the error dynamics of $\dot{T}$ defined in (18) can be expressed as follows:
\[
\dot{\hat{T}} = \dot{T}^{-1} T^{-1} + \dot{T}^{-1}
\] (28)
Hence, the error dynamics of $\dot{e}_i$ in (19) become
\[
\dot{\hat{e}}_i = \frac{\hat{e}_i - \hat{T} \mathbf{\hat{p}}_i - \dot{\hat{T}} \mathbf{\hat{p}}_i}{\mathcal{A}\mathbf{d}_F \left[\left[b_U - W_U\right]^\wedge\right]}
\] (29)
Recalling the adjoint expressions in (6)–(8), one finds
\[
\mathcal{A}\mathbf{d}_F \left[\left[b_U - W_U\right]^\wedge\right] = \left[ [\mathbf{R} \times 0_{3 \times 3}] [b_{W_2} - W_{\mathbf{\hat{v}}}] \right]^\wedge.
\]
According to the above result, one obtains
\[
\mathcal{A}\mathbf{d}_F \left[\left[b_U - W_U\right]^\wedge\right] \langle T \mathbf{p}_i \rangle,
\]
\[
= \left[ [\hat{R}_{yi} + \mathbf{\hat{p}}] \times I_3 \mathbf{0}_3 \right]^\top \mathcal{A}\mathbf{d}_F \left[b_U - W_U\right] \langle \mathbf{p}_i \rangle.
\] (30)
Therefore, one can rewrite the expression in (29) as
\[
\dot{\hat{e}}_i = \frac{\hat{e}_i - \hat{R}_{yi} \mathbf{\hat{p}}_i - \mathbf{\hat{v}}_i}{\mathcal{A}\mathbf{d}_F \left[b_U - W_U\right] \langle \mathbf{p}_i \rangle},
\] (31)
Define the following candidate Lyapunov function $L = L(e_1, e_2, \ldots, e_n, \hat{b}_U)$:
\[
L = \sum_{i=1}^n \frac{1}{2 \alpha_i} e_i^\top e_i + \frac{1}{2} \hat{b}_U^\top \Gamma^{-1} \hat{b}_U.
\] (32)
The time derivative of (32) becomes
\[
\dot{L} = \sum_{i=1}^n \frac{1}{\alpha_i} \dot{e}_i^\top e_i - \hat{b}_U^\top \Gamma^{-1} \hat{b}_U
\]
\[
= -\sum_{i=1}^n \frac{1}{\alpha_i} e_i^\top \left[ [\hat{R}_{yi} + \mathbf{\hat{p}}] \times I_3 \right]^\top \mathcal{A}\mathbf{d}_F \left[b_U - W_U\right] + \sum_{i=1}^n \frac{1}{\alpha_i} e_i^\top \mathbf{\hat{p}}_i - \hat{b}_U^\top \Gamma^{-1} \hat{b}_U.
\] (33)
Substituting $W_U$, $\hat{b}_U$, and $\hat{\mathbf{p}}_i$ with their definitions in (24)–(26), respectively, results in the following expression:
\[
\dot{L} = -\sum_{i=1}^n \frac{k_i}{\alpha_i} ||e_i||^2 - k_n \sum_{i=1}^n ||e_i/\alpha_i||^2
\]
Algorithm 1: Discrete Nonlinear Filter for SLAM Without IMU Described in Section IV-A

Initialization:
1. Set $\hat{R}[0] \in S\mathcal{O}(3)$ and $\hat{P}[0] \in \mathbb{R}^3$. Instead, construct $\hat{R}[0] \in S\mathcal{O}(3)$ using one method of attitude determination, visit [27].
2. Set $\hat{p}_i[0] \in \mathbb{R}^3$ for all $i = 1, 2, \ldots, n$.
3. Set $b_U[0] = 0, \forall i$.
4. Select $k_w, k_1, \Gamma$, and $\alpha_i$ as positive constants, and the sample $k = 0$

while
5. $\tilde{A}_F^{-1} = \left[\begin{array}{ccc} \hat{R}[k] & 0_{3 \times 3} & \hat{R}[k] \end{array}\right]$
6. for $i = 1,n$
7. $e_i[k] = \hat{p}_i[k] - \hat{R}[k]v_i[k] - \hat{P}[k]$ as in (20)
8. end for
9. $W_U[k] = -\sum_{i=1}^{n} k_w e_i[k]$
10. $\dot{\hat{T}}[k + 1] = \hat{T}[k] \exp\left((U_m[k] - \hat{R}[k]v_i[k] - W_U[k])^\top \Delta t\right)$
11. $\dot{b}_U[k + 1] = \hat{b}_U[k] - \sum_{i=1}^{n} \frac{\Delta t}{\alpha_i} \tilde{A}_F^{-1} \left[\begin{array}{c} \hat{R}[k]v_i[k] + \hat{P}[k] \\ \hat{P}[k] \end{array}\right] e_i[k]$
12. for $i = 1,n$
13. $\hat{p}_i[k + 1] = \hat{p}_i[k] - \Delta t k_1 e_i[k]$
14. end for
15. $k = k + 1$

end while

\[
-k_w \left\| \sum_{i=1}^{n} \left[\hat{R}y_i + \hat{P} \times \alpha_i\right] \right\|^2.
\]

Consistently, with the result obtained in (34) the derivative of $L$ is negative definite with $\hat{L}$ being 0 at $e_i = 0$. Therefore, the result in (34) ensures that $e_i$ converges exponentially to the set $S$ defined in (27). On the basis of the Barbalat lemma, $\hat{L}$ is negative, continuous, and converges to 0. Thus, $\hat{T}$ and $b_U$ remain bounded as well as $\hat{e}_i$. Moreover, according to (21), $e_i \to 0$, implies that $\hat{p}_i \to \hat{P}$ to $0_3$, which, in turn, based on (19), leads to $\hat{p}_i - \hat{T}\hat{p}_i \to 0_3$. Therefore, $\hat{T}$ is bounded, while $\hat{R} \to R_c$ and $\hat{P} \to P_c$ as $t \to \infty$. This completes the proof.

Let $\Delta t$ denote a small sample time. Algorithm 1 presents the complete steps of implementation of the continuous filter in (23)–(26) in discrete form. In Algorithm 1 denotes the exponential of a matrix, which is defined in MATLAB as “expm.”

B. Nonlinear Filter Design With IMU

The nonlinear filter design presented in Section IV-A allows $\hat{e}_i \to 0$ due to $\hat{p}_i \to 0$, exponentially. However, $\hat{R} \to R_c$ and $\hat{P} \to P_c$ as $t \to \infty$ such that $R_c \in S\mathcal{O}(3)$ and $P_c \in \mathbb{R}^3$ are constants. Recall that $\hat{P} = \hat{P} + \hat{R}P$ and $\hat{p}_i = \hat{p}_i - \hat{R}p_i$.

Accordingly, if the initial pose of the rigid body $[R(0)$ and $P(0)]$ is not accurately known, despite $\hat{e}_i \to 0$, exponentially, the error between the following pairs of values will be very significant: $\hat{R}(\infty)$ and $R(\infty)$, $\hat{P}(\infty)$ and $P(\infty)$, and $\hat{p}_i(\infty)$ and $p_i(\infty)$. As such, the estimates of pose and feature positions will be highly inaccurate. This is the case in previously proposed solutions, for instance, [9] and [12].

Remark 2: The SLAM problem is not observable [28]. Let $R_c \in S\mathcal{O}(3)$ and $P_c \in \mathbb{R}^3$ be constants. The best achievable result is $\hat{R} \to R_c, \hat{P} \to P_c$, and $\hat{p}_i \to \hat{P} + \hat{R}p_i - \hat{R}P$ as $t \to \infty$. Motivated by the above discussion, this section aims to propose a nonlinear SLAM filter design that demonstrates reasonable performance irrespective of the accuracy of the initial pose and feature locations. The proposed design makes use of the available velocity, IMU, and feature measurements. Recall the body-frame measurements in (14) and their normalization in (15). Let

\[
M = M^\top = \sum_{j=1}^{n_R} s_j v_j (u_j^T)^\top, \forall j = 1, 2, \ldots, n_R
\]

where $s_j \geq 0$ stands for a constant gain and represents the confidence level of the $j$th sensor measurements. According to (35), $M$ is symmetric. In consistency with Remark 1, it is assumed that there are at least two body-frame measurements and their inertial-frame observations are available as well noncollinear. Thereby, rank($M$) = 3. Let the eigenvalues of $M$ be $\lambda(M) = \{\lambda_1, \lambda_2, \lambda_3\}$. Hence, each eigenvalue is positive. Define $\tilde{M} = \text{Tr}(M)I_3 - M$, provided that rank($M$) = 3. Thus, rank($\tilde{M}$) = 3 and it can be concluded that [29, p. 553]:

1. $\tilde{M}$ is positive-definite;
2. $\tilde{M}$ has the following eigenvalues $\lambda(\tilde{M}) = \{\lambda_1 + \lambda_2, \lambda_3 + \lambda_1, \lambda_2 + \lambda_1\}$, where the minimum eigenvalue (singular value) $\tilde{\lambda}(\tilde{M}) > 0$.

The rest of this section assumes that rank($M$) = 3. Also, for $j = 1, 2, \ldots, n_R$, $s_j$ is selected such that $\sum_{j=1}^{n_R} s_j = 3$. This means that $\text{Tr}(M) = 3$. The following lemma will prove useful in the reminder of this section.

Lemma 1: Let $\tilde{R} \in S\mathcal{O}(3)$, $M \neq M^\top \in \mathbb{R}^{3 \times 3}$ with rank($M$) = 3 and $\text{Tr}(M) = 3$. Let $\tilde{M} = \text{Tr}(M)I_3 - M$ and $\tilde{\lambda} = \tilde{\lambda}(\tilde{M})$ denote the minimum singular value of $\tilde{M}$. Then, one has

\[
||\tilde{R}M||_1 \leq 2 \frac{||\text{vec}(P_M(\tilde{R}M))||^2}{\tilde{\lambda}_1 + \text{Tr}(\tilde{R}MM^{-1})}.
\]

Proof: See [24].

Definition 1: Define $U_c$ as a subset of $S\mathcal{O}(3)$, which is a nonattractive and forward invariant unstable set such that

\[
U_c = \{\tilde{R}(0) \in S\mathcal{O}(3) | \text{Tr}(\tilde{R}(0)) = -1\}
\]

with $\tilde{R}(0) = \text{diag}(1, -1, -1)$, $\tilde{R}(0) = \text{diag}(-1, 1, -1)$, or $\tilde{R}(0) = \text{diag}(-1, -1, 1)$ representing the only three possible scenarios for $\tilde{R}(0) \in U_c$.

The objective of this work is to propose a filter design that relies on a set of measurements. Therefore, it is important to introduce the following variables with respect to vector measurements. Recall (14) and (15). Since the true normalized
value of the \( j \)th body-frame vector is equivalent to \( u_j = \dot{R}^\top v_j \), define
\[
\dot{u}_j = \dot{R}^\top v_j, \quad \forall j = 1, 2, \ldots, n_R.
\]

Let the error in the pose be similar to (18) such that \( \ddot{R} = \dot{R}R^\top \). From the identities in (9) and (10), one obtains
\[
\left[ \dot{R} \sum_{j=1}^{n_R} \frac{s_j}{2} \dot{u}_j \times \dot{v}_j \right] = \dot{R} \sum_{j=1}^{n_R} s_j \left( u_j (\dot{v}_j)^\top - \dot{v}_j (u_j)^\top \right) \dot{R}^\top
\]
\[
= \frac{1}{2} \dot{R} R^\top M - \frac{1}{2} M \dot{R} R^\top = \mathcal{P}_a(\dot{RM}).
\]

This implies that \( \text{vex}(\mathcal{P}_a(\dot{RM})) \) may be expressed in terms of vector measurements as
\[
\mathcal{Y}(\ddot{RM}) = \text{vex}(\mathcal{P}_a(\dot{RM})) = \dot{R} \sum_{j=1}^{n_R} \left( s_j \dot{u}_j (\dot{v}_j)^\top \right).
\]

Hence, \( \ddot{R}M \) may be expressed in terms of vector measurements as
\[
\ddot{R}M = \dot{R} \sum_{j=1}^{n_R} \left( s_j \dot{u}_j (\dot{v}_j)^\top \right).
\]

Due to the fact that \( \text{Tr}[M] = 3 \) and in view of the normalized Euclidean distance definition in (5), one finds
\[
||\ddot{RM}||_1 = \frac{1}{4} \text{Tr}[(I_3 - \ddot{R}M)]
= \frac{1}{4} \text{Tr}\left\{ I_3 - \ddot{R} \sum_{j=1}^{n_R} s_j \dot{u}_j (\dot{v}_j)^\top \right\}
= \frac{1}{4} \sum_{j=1}^{n_R} \left( 1 - s_j (\dot{u}_j)^\top \dot{v}_j \right).
\]

According to (5), one obtains
\[
1 - ||\ddot{R}||_1 = 1 - \frac{1}{4} \text{Tr}[(I_3 - \ddot{R})] = 1 - \frac{3}{4} + \frac{1}{4} \text{Tr}[\ddot{R}]
= \frac{1}{4} (1 + \text{Tr}[\ddot{R}]).
\]

From (42), it becomes apparent that
\[
1 - ||\ddot{R}||_1 = \frac{1}{4} \left( 1 + \text{Tr}[\ddot{R}MM^{-1}] \right).
\]

From (43) and (40), one has
\[
\pi(\ddot{R}, M) = \text{Tr}[\ddot{R}MM^{-1}]
= \text{Tr}\left( \sum_{j=1}^{n_R} s_j \dot{u}_j (\dot{v}_j)^\top \right)^\top \left( \sum_{j=1}^{n_R} s_j \dot{u}_j (\dot{v}_j)^\top \right)^{-1}.
\]

Consider the following nonlinear filter evolved directly on \( \text{SLAM}_n(3) \):
\[
\dot{\hat{T}} = \hat{T} \left[ U_m - \hat{b}_U - W_U \right] \quad \text{Ad}_f\left( \hat{b}_U - W_U \right)
\]
Thus, analogous to (31) and in view of (53), the error dynamics of $\hat{e}_i$ can be expressed as

$$\ddot{\hat{e}}_i = \hat{p}_i - \left[ -\dot{\hat{R}}[y_i] \times \hat{R} \right] \left( \hat{b}_U - W_U \right)$$

which means

$$\hat{e}_i = \hat{p}_i - \left[ -\dot{\hat{R}}[y_i] \times \hat{R} \right] (\hat{b}_U - W_U). \quad (54)$$

Define the following candidate Lyapunov function: $L = \mathcal{L}(e_1, e_2, \ldots, e_n, ||\hat{R}M||_1, \hat{b}_U)$

$$L = \sum_{i=1}^{n} \frac{1}{2}\alpha_i e_i^T e_i + ||\hat{R}M||_1 + \frac{1}{2} \hat{b}_U^T \Gamma^{-1} \hat{b}_U. \quad (55)$$

From (52) and (54), the time derivative of (55) becomes

$$\dot{L} = \sum_{i=1}^{n} \frac{1}{\alpha_i} e_i^T \dot{e}_i + ||\hat{R}M||_1 - \hat{b}_U^T \Gamma^{-1} \hat{b}_U$$

$$= \sum_{i=1}^{n} \frac{1}{\alpha_i} e_i^T \hat{p}_i - \sum_{i=1}^{n} \frac{1}{\alpha_i} e_i^T \left[ -\dot{\hat{R}}[y_i] \times \hat{R} \right] (\hat{b}_U - W_U)$$

$$+ \frac{1}{2} \hat{R}(\hat{R})^T \hat{R}(\hat{b}_U - W_U) - \hat{b}_U^T \Gamma^{-1} \hat{b}_U \quad (56)$$

which means

$$\dot{L} = \sum_{i=1}^{n} \frac{1}{\alpha_i} \left[ \left( \hat{Y}(\hat{R})M \right)^T \left[ \frac{\dot{\hat{R}}[y_i]}{\alpha_i} \times \hat{R} \right] \right](\hat{b}_U - W_U)$$

$$+ \sum_{i=1}^{n} \frac{1}{\alpha_i} e_i^T \hat{p}_i - \hat{b}_U^T \Gamma^{-1} \hat{b}_U. \quad (57)$$

With direct substitution of $W_U$, $\hat{b}_U$, and $\hat{p}_i$ with their definitions in (47)–(49), respectively, one obtains

$$\dot{L} = -\sum_{i=1}^{n} \frac{k_1}{\alpha_i} ||e_i||^2 - \frac{k_w}{2\tau_R} \left\| Y(\hat{R}M) \right\|^2 - k_2 \sum_{i=1}^{n} ||e_i/\alpha_i||^2.$$  

As a result of (36) in Lemma 1, one obtains

$$\dot{L} \leq -\sum_{i=1}^{n} \frac{k_1}{\alpha_i} ||e_i||^2 - \frac{k_w}{4} ||\hat{R}M||_1 - k_2 \sum_{i=1}^{n} ||e_i/\alpha_i||^2. \quad (58)$$

According to the result in (58), the derivative of $\dot{L}$ is negative definite, while $\dot{L}$ equals 0 at $e_i = 0_3$ as well as $||\hat{R}M||_1 = 0$. By the definition of the normalized Euclidean distance $||\hat{R}M||_1 = (1/4)\text{Tr}((I_3 - \hat{R}M))$, $||\hat{R}M||_1 = 0$ if and only if $\hat{R} = I_3$. Thus, the result in (58) ensures that $e_i$ as well as $\hat{R}$ converge exponentially to the set $S$ defined in (50) for all $i = 1, 2, \ldots, n$ and $\hat{R}(0) \notin \mathcal{U}_c$. Based on (36) in Lemma 1 along with the definitions in (41) and (39), $||\hat{R}M||_1 \to 0$ implies that $\hat{Y}(\hat{R}M) \to 0$. $\dot{L}$ is negative, continuous, and converges to 0 signifying that $L \in \mathcal{L}_{\infty}$ and that a finite limit $\lim_{t \to \infty} L$ exists. In view of $\hat{b}_U$ definition in (22) and $\hat{b}_U$ in (48), $\hat{b}_U = -\hat{b}_U$ implies that $\hat{b}_U \to 0$ as $e_i \to 0$ and $\hat{Y}(\hat{R}M) \to 0$. Thereby, $\hat{b}_U$ is bounded for all $t \geq 0$. In view of (47), $W_U \to 0$ as $e_i \to 0$ and $\hat{Y}(\hat{R}M) \to 0$.

Moreover, from (49), $\hat{b}_1 \to 0$ as $e_i \to 0$ and $W_U \to 0$. Since $\lim_{t \to \infty} \hat{e}_i = 0$ and considering the above discussion, one has

$$\lim_{t \to \infty} \hat{e}_i = \lim_{t \to \infty} -\left[ \hat{R}y_i + \hat{p} \right] \times \hat{I}_3 = 0.$$

Define

$$N = -\left[ \left[ -\hat{R}y_1 + \hat{p} \right] \times \hat{I}_3 \right]$$

Consistently with Assumption 1, number of features is $n \geq 3$. Accordingly, $N$ is full column rank. It becomes apparent that $\lim_{t \to \infty} \hat{b}_U = 0$ implies that $\lim_{t \to \infty} \hat{b}_U = 0$. Hence, from (58), $\dot{L}$ is bounded. Based on the Barbalat lemma, $\dot{L}$ is uniformly continuous. Due to the fact that $\hat{b}_U \to 0$ and $W_U \to 0$ as $t \to \infty$, $\hat{T} \to 0$ which leads to $\hat{T} \to T_c(I_3, P_c)$ with $T_c(I_3, P_c) \in \mathcal{SE}(3)$ denoting a constant matrix where $P_c \in \mathbb{R}^3$ is a constant vector. Therefore, it can be concluded that $\lim_{t \to \infty} \hat{P} = P_c$, completing the proof.

Remark 3: Selecting $\tau_R = 1$ in (46) will lead to

$$\dot{L} = -\sum_{i=1}^{n} \frac{k_1}{\alpha_i} ||e_i||^2 - \frac{k_w}{2} \left\| Y(\hat{R}M) \right\|^2 - k_2 \sum_{i=1}^{n} ||e_i/\alpha_i||^2$$

such that $e_i \to 0$ and $\hat{R} \to I_3$ asymptotically for all $i = 1, 2, \ldots, n$ and $\hat{R}(0) \notin \mathcal{U}_c$.

The continuous form of the filter proposed in (45)–(49) can be simplified and summarized in terms of vector measurements as follows:

$$\begin{align*}
\dot{\hat{R}} & = \hat{R} \left( \Omega_m - \hat{\Omega}_W - W \right) \\
\dot{\hat{P}} & = \hat{P} (v_m - \hat{b}_V - W_V) \\
\tau_R & = \frac{1}{\tau_R} \left( \hat{\Omega}(\hat{M}) \times (1 + \pi(\hat{R}, M)) \right) \\
W_\Omega & = \frac{k_w}{\tau_R} \hat{R}^T \hat{Y}(\hat{R}M) \\
W_V & = -\sum_{i=1}^{n} \frac{k_2}{\alpha_i} \hat{R}^T e_i \\
\hat{b}_\Omega & = \frac{\Gamma_2}{2} \hat{R}^T \hat{Y}(\hat{R}M) - \sum_{i=1}^{n} \frac{\Gamma_1}{\alpha_i} [y_i] \times \hat{R}^T e_i \\
\hat{b}_V & = -\sum_{i=1}^{n} \frac{\Gamma_2}{\alpha_i} \hat{R}^T e_i \\
\hat{p}_i & = -k_1 e_i + \hat{R}[y_i] \times W_i, \quad i = 1, 2, \ldots, n.
\end{align*}$$

Let $\Delta t$ denote a small sample time. The detailed implementation steps of the discrete form of the filter proposed in (45)–(49) can be found in Algorithm 2. It should be remarked that exp in Algorithm 2 denotes the exponential of a matrix which is defined in MATLAB as “expm.”

V. SIMULATION RESULTS

In this section, the effectiveness of the proposed nonlinear filter for SLAM on the Lie group $\mathcal{SLAM}_n(3)$ is put to the test. Let the angular velocity be $\Omega = [0, 0, 0.3]^{\top}$ (rad/s) and the translational velocity be $V = [2.5, 0, 0.2]^{\top}$ (m/s). Consider
Algorithm 2: Discrete Nonlinear Filter for SLAM
Described in Section IV-B

Initialization:
1. Set \( \hat{R}[0] \in SO(3) \) and \( \hat{P}[0] \in \mathbb{R}^3 \). Alternatively, construct \( \hat{R}[0] \in SO(3) \) using one of the methods of attitude determination, visit [27]
2. Set \( \hat{p}_i[0] \in \mathbb{R}^3 \) for all \( i = 1, 2, \ldots, n \)
3. Set \( b_U[0] = 0_{n\times 1} \)
4. Select \( k_w, k_1, k_2, \Gamma, \) and \( \alpha_i \) as positive constants, and the sample \( k = 0 \)

while (1) do
/* Measurement collection & Filter setup */
5. for \( j = 1:nR \)
6. Measurements and observations as in (14)
7. \( \nu_f^i = \frac{r_j}{r_j} \) \( \nu_f^a[k] = \frac{a_j[k]}{a_j[k]} \) as in (15)
8. \( \hat{\nu}_f^i = \hat{\nu}_f^i[k] = \hat{R}[k] \top \nu_f^i \) as in (38)
9. end for
10. \( M = \sum_{j=1}^{nR} S_j \nu_f^i \top (\nu_f^i) \top \) as in (35) with \( \bar{M} = Tr(M)I_3 - M \)
11. \( \bar{Y} = Y[k] = \hat{R} \sum_{j=1}^{nR} \left( \frac{S_j \nu_f^i \top \nu_f^i}{2} \right) \) as in (39)
12. \( \bar{\pi} = Tr \left\{ \left( \sum_{j=1}^{nR} S_j \nu_f^i \top (\nu_f^i) \top \right) \left( \sum_{j=1}^{nR} S_j \nu_f^i \top \nu_f^i \right)^{-1} \right\} \)
   as in (44) where \( \bar{\pi} = \pi[k] \)
13. for \( i = 1:n \)
14. \( e_i[k] = \bar{p}_i[k] - \hat{R}[k] y_i[k] - \hat{P}[k] \) as in (20)
15. end for
/* Filter design & update step */
16. \( W_U[k] = \frac{W_a[k]}{W_W[k]} = \sum_{i=1}^{n} \frac{1}{\alpha_i} \left[ \frac{k_w \alpha_i}{\tau_R} \hat{R}[k] \top Y - k_2 \hat{R}[k] \top e_i[k] \right] \),
   with \( \tau_R = \frac{1}{\bar{M}} \times (1 + \pi) \)
17. \( T[k + 1] = T[k] \exp \{ [U_m[k] - b_U[k] - W_U[k]] \times \Delta t \} \)
18. \( \hat{b}_U[k + 1] = b_U[k] - \Gamma \Delta t \left[ \frac{\nu_f^a[k]}{\alpha_i} \left[ \frac{2}{\alpha_i} \hat{R}[k] \top \right] - \left[ y_i[k] \right] \right]_{0 \times 3} \times \hat{R}[k] \top \)
19. for \( i = 1:n \)
20. \( \hat{p}_i[k + 1] = \hat{p}_i[k] - \Delta t (k_1 e_i[k] + \hat{R}[k] y_i[k] \times W_a[k]) \)
21. end for
22. \( k = k + 1 \)
end while

the following initial values of the true attitude and position of the vehicle:
\[ R(0) = I_3, \quad P(0) = [0, 0, 6] \top. \]

Let us place the four features fixed in space relative to the inertial frame at \( p_1 = [10, 10, 0] \top, \quad p_2 = [-10, 10, 0] \top, \quad p_3 = [10, -10, 0] \top, \) and \( p_4 = [-10, -10, 0] \top. \) Suppose that unknown bias is corrupting the group velocity vector \( b_U = [b_U^a, b_U^v] \top \) with \( b_U^a = [0.2, -0.2, 0.2] \top \) (rad/s) and \( b_U^v = [0.04, 0.1, -0.02] \top \) (m/s). In addition, let us assume that the group velocity vector is corrupted with noise defined as \( n_U = [n_U^a, n_U^v] \top \) where \( n_U^a = N(0, 0.2)(\text{rad/s}) \) and \( n_U^v = N(0, 0.2)(\text{m/s}). \) Note that \( n_U \) is a shorthand notation for a normally distributed random noise vector with zero mean and a standard deviation of 0.2. Let two noncollinear inertial-frame observations be given as \( r_1 = [1, -1, 1] \top \) and \( r_2 = [0, 0, 1] \top, \) and define the body-frame measurements as in (14). In accordance with Remark 1, let us obtain the third observation and the associated measurements by means of a cross product of the two available observations. Let the initial estimates of attitude and position be set to
\[ \hat{R}(0) = \begin{bmatrix} 0.8112 & -0.5660 & 0.1468 \\ 0.5749 & 0.8179 & -0.0234 \\ -0.1068 & 0.1034 & 0.9889 \end{bmatrix}, \]
\[ \hat{P}(0) = [0, 0, 0] \top, \]
and assume that the initial feature position estimates are set to \( \hat{p}_1(0) = \hat{p}_2(0) = \hat{p}_3(0) = \hat{p}_4(0) = [0, 0, 0] \top. \) Consider the design parameters to be \( \alpha_i = 0.1, \quad \Gamma_1 = 3I_3, \quad \Gamma_2 = 100I_3, \quad k_w = 5, \quad k_1 = 5, \) and \( k_2 = 20, \) with the initial bias estimate being \( \hat{b}_U(0) = 0_{20} \) for all \( i = 1, 2, 3, 4. \)

The illustration of the true angular and translational velocities plotted against their measurements can be seen in Fig. 2 (two of the three components). Fig. 3 demonstrates the evolution of the trajectories estimated by the nonlinear filter for SLAM presented in Section IV-B in its continuous form. Although the trajectory of the vehicle was initialized with a large error, Fig. 3 shows how it was smoothly regulated to the true trajectory, ultimately reaching the desired destination. Likewise, feature estimates initialized at the origin gradually diverged to their true respective positions.

Fig. 4 summaries the asymptotic convergence behavior of \( e_i \) when using the nonlinear SLAM filter with and without IMU for all \( i = 1, 2, 3, 4. \) Recall that \( \hat{R} = \hat{R} \top, \quad \hat{P} = \hat{P} - RP, \quad \hat{p}_i = \hat{p}_i - \hat{R} p_i, \) and \( ||\hat{R}|| = \frac{1}{2} Tr(I_3 - \hat{R}). \) Considering the nonlinear SLAM filter without IMU described in Section IV-A,
Fig. 3. Output trajectories of the proposed nonlinear continuous filter for SLAM described in Section IV-B using velocity, feature, and IMU measurements are plotted against the true vehicle and feature positions in 3-D space (continuous time). The true vehicle trajectory is depicted in black solid-line with its final destination marked as a black circle. The true orientation of the vehicle is depicted as a green solid-line. Additionally, the true fixed features are marked as black circle at $p_1$, $p_2$, $p_3$, and $p_4$. The estimation of the travel trajectory is shown as a blue center-line starting from (0,0,0) and ending at its final destination shown as a blue star $\star$. The vehicle orientation estimation is shown as a red solid-line. The estimation process of the feature positions is shown in orange dash-lines which originate at (0,0,0) and end at their final destinations marked with orange stars $\star$.

Fig. 4. Convergence of the error trajectories of $e_i = [e_{i1}, e_{i2}, e_{i3}]^T$ for $i = 1, 2, 3, 4$ used in the Lyapunov function candidate. The proposed nonlinear filter for SLAM with IMU described in Section IV-B is plotted in blue against the nonlinear filter for SLAM described in Section IV-A plotted in red.

One will notice that since $e_i = \tilde{p}_i - \hat{P}$, the asymptotic convergence of $e_i$ does not imply that $||\dot{R}||_1 \to 0$, $\dot{P} \to 0$, and $\tilde{p}_i \to 0$. Therefore, it follows that $\dot{R}$, $\dot{P}$, and $\tilde{p}_i$ converge to a constant. However, the real objective of the SLAM filter design is to achieve $||\dot{R}||_1 \to 0$, $||\dot{P}||_1 \to 0$, and $||\tilde{p}_i - \hat{p}_i|| \to 0$.

Fig. 5 compares and contrasts the performance of the proposed nonlinear SLAM filter with IMU and the nonlinear filter without IMU, emphasizing the robustness and effectiveness in the presence of IMU. As illustrated in Fig. 5, the nonlinear filter for SLAM without IMU produced poor tracking performance of the error components: $||\dot{R}||_1$, $||\dot{P}||_1$, and $||\tilde{p}_i - \hat{p}_i||$ in consistence with [9]. In contrast, the proposed nonlinear filter with IMU, also depicted in Fig. 5, demonstrates the asymptotic convergence of the attitude error ($||\dot{R}||_1$) as well as a reasonable convergence of the position error ($||\dot{P}||_1$) and the $i$th feature error ($||\tilde{p}_i - \hat{p}_i||$) to the close neighborhood of the origin. Despite the presence of the residual error in $||\dot{P}||_1$ and $||\tilde{p}_i - \hat{p}_i||$, a remarkable difference is observed in the convergence of $||\dot{R}||_1$, $||\dot{P}||_1$, and $||\tilde{p}_i - \hat{p}_i||$ between the filter described in Section IV-A and the novel filter proposed in Section IV-B.

While Figs. 3–5 demonstrate the output performance of the proposed continuous filter described in (45)–(49), Fig. 6 presents its discrete counterpart described in Algorithm 2 implemented with a sample time of $\Delta t = 0.001$ s. The simulation of the discrete filter utilizes the same measurements, initialization, and design parameters introduced at the beginning of Section V with the exception of $V = [2.5, 0, 0]^T$ (m/sec). Analogous to the continuous filter, Fig. 6 demonstrates the superb tracking performance of the proposed discrete nonlinear observer. In addition, Fig. 6 reveals that the filter is computationally cheap and can be successfully implemented using an inexpensive kit.

To summarize, Figs. 3–6 illustrate strong tracking capabilities of the proposed filter to localize the unknown vehicle’s position and simultaneously map the unknown environment.
Localisation & Mapping (Discrete)

Fig. 6. Output trajectories of the proposed nonlinear filter for SLAM described in Algorithm 2. The true vehicle trajectory, and the vehicle and feature final destinations are plotted as a black solid-line, and black circle, respectively. The estimation process of the vehicle’s trajectory, vehicle’s final destination, feature final destinations are shown as a blue center-line, a blue star •, orange center-lines, and orange stars •, respectively. The true vehicle orientation is depicted as a green solid-line, while its estimation is plotted as a red solid-line.

VI. Conclusion

In this article, the SLAM problem has been addressed on the Lie group of $\text{SLAM}_n(3)$ mimicking the nonlinear motion dynamics of the true SLAM problem. The proposed nonlinear filter for SLAM evolved directly utilizes on the Lie group of $\text{SLAM}_n(3)$ utilizes the measurements of translational and angular velocity, as well as feature and IMU measurements. The power of the proposed approach consists in its ability to account for the unknown bias inevitably present in velocity measurements. As has been revealed through extensive simulation, the proposed filter exhibits exceptional results by localizing the unknown pose of the vehicle while simultaneously mapping the unknown environment in both discrete and continuous time.

APPENDIX

QUATERNION REPRESENTATION

Let $Q = [q_0, q^T]^T \in \mathbb{S}^3$ be a unit-quaternion, where $q_0 \in \mathbb{R}$ and $q \in \mathbb{R}^3$ such that $\mathbb{S}^3 = \{ Q \in \mathbb{R}^4 ||Q|| = \sqrt{q_0^2 + q^Tq} = 1 \}$. $Q^{-1} = [q_0 - q^T]^T \in \mathbb{S}^3$ stands for the inverse of $Q$. Define $\odot$ as a quaternion product; hence, the quaternion multiplication of $Q_1 = [q_{10} q_1^T]^T \in \mathbb{S}^3$ and $Q_2 = [q_{20} q_2^T]^T \in \mathbb{S}^3$ can be represented as follows:

$$Q_1 \odot Q_2 = \begin{bmatrix} q_{10} q_{20} - q_1^T q_2 & q_{10} q_2 + q_1^T q_{20} + [q_1] \times q_2 \end{bmatrix}^T$$

The unit-quaternion ($\mathbb{S}^3$) to $\mathbb{SO}(3)$ mapping can be expressed as $\mathcal{R}_Q: \mathbb{S}^3 \to \mathbb{SO}(3)$

$$\mathcal{R}_Q = (q_0^2 - ||q||^2)I_3 + 2qq^T + 2q_0[q]_x \in \mathbb{SO}(3). \quad (60)$$

$Q_t = [\pm 1, 0, 0, 0]^T$ represents the quaternion identity where $\mathcal{R}_{Q_t} = I_3$. More information can be found in [30]. Define the estimate of $\hat{Q} = [\hat{q}_0, \hat{q}^T]^T \in \mathbb{S}^3$ as $\mathcal{Q} = [\hat{q}_0, \hat{q}^T]^T \in \mathbb{S}^3$ with

$$\mathcal{R}_\mathcal{Q} = (\hat{q}_0^2 - ||\hat{q}||^2)I_3 + 2\hat{q}\hat{q}^T + 2\hat{q}_0[\hat{q}]_x \in \mathbb{SO}(3)$$

Recall the map in (60). Define the map

$$\mathbf{Y}(\hat{Q}, x) = \begin{bmatrix} 0 \hat{Q} \odot [0 \hat{q}]_x \odot \hat{Q}^{-1} \\ 0 \hat{Q}^{-1} \odot [0 \hat{q}]_x \odot \hat{Q} \end{bmatrix}$$

with $\mathbf{Y}(\hat{Q}, y_i) \in \mathbb{R}^3$, $x \in \mathbb{R}^3$, and $\hat{Q} \in \mathbb{S}^3$. Let us reformulate the observer in (45), (49), (48), and (47) along with its implementation steps in terms of unit-quaternion.
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