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Abstract
We propose a successive generation of cutting inequalities for binary quadratic optimization problems. Multiple cutting inequalities are successively generated for the convex hull of the set of the optimal solutions \( \subset \{0, 1\}^n \), while the standard cutting inequalities are used for the convex hull of the feasible region. An arbitrary linear inequality with integer coefficients and the right-hand side value in integer is considered as a candidate for a valid inequality. The validity of the linear inequality is determined by solving a conic relaxation of a subproblem such as the doubly nonnegative relaxation, under the assumption that an upper bound for the unknown optimal value of the problem is available. Moreover, the candidates generated for the multiple cutting inequalities are tested simultaneously for their validity in parallel. Preliminary numerical results on 60 quadratic unconstrained binary optimization problems with a simple implementation of the successive cutting inequalities using an 8- or 32-core machine show that the exact optimal values are obtained for 70% of the tested problems, demonstrating the strong potential of the proposed technique.
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1 Introduction
Cutting inequalities \([6, 7, 8, 12, 21]\) and conic relaxations such as linear programming (LP), semidefinite programming (SDP) \([3]\), doubly nonnegative (DNN) \([14, 5]\) have been regarded as the two most basic tools for solving nonconvex and/or combinatorial optimization problems. They have been frequently incorporated in the branch-and-bound and branch-and-cut framework \([10, 11, 17, 18]\) to solve the problems.
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The main purpose of this paper is to propose a successive cutting inequality technique, abbreviated by SCIT, for binary quadratic optimization problems (QOPs, i.e., QOPs in binary variables), and to demonstrate its strong potential to become a very powerful tool for solving binary QOPs, through preliminary numerical results by an experimental method that implements the very basics of SCIT.

To describe the motivation and basic idea of SCIT, we consider a general nonconvex optimization problem:

\[ P: \zeta = \min \{ f(x) : x \in S \}, \]

where \( f \) denotes a real valued function on the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) and \( S \) denotes a closed subset of \( \mathbb{R}^n \). The assumption that \( f \) is a polynomial function in \( x \in \mathbb{R}^n \) and \( S \) is described by polynomial equalities and inequalities \[20\] is required at least for the discussion of a conic relaxation of problem \( P \). While the case where those polynomials are linear or quadratic is mainly dealt with, such assumptions are not so relevant in the discussion below.

Except for LP relaxation, a conic relaxation problem with a linear objective function over a closed convex feasible region \( \hat{S} \) is embedded in a different space \( V \), often called a lifted space, with a higher dimension such as the linear space of symmetric matrices. \( \hat{S} \) is described by linear equalities and inequalities in \( V \) and a closed convex cone \( K \subset V \). In short, when the cone \( K \) used is the nonnegative orthant of the Euclidean space, the positive semidefinite matrix cone or the doubly nonnegative matrix cone, the conic relaxation is called an LP relaxation, an SDP relaxation or a DNN relaxation, respectively. The lifted space \( V \) is identified with the original \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) where problem \( P \) is defined, and \( f \) itself is assumed to be linear, for simplicity of discussion below. Then, it is clear that \( \zeta = \min \{ f(x) : \text{co}(S) \} \), where \text{co}(S) denotes the convex hull of \( S \).

Under the above setting and assumptions, the conic relaxation of \( P \) can be described as a convex optimization problem \( \hat{P} \) with a linear objective function:

\[ \hat{P}: \hat{\zeta} = \min \{ \hat{f}(x) : x \in \hat{S} \}, \]

where \( \hat{S} \) is a closed convex subset of \( V \) (identified with \( \mathbb{R}^n \)) such that \( S \subseteq \text{co}(S) \subseteq \hat{S} \) and \( \hat{f}(x) = f(x) \) for every \( x \in S \). In practice, \( \hat{P} \) is constructed as a numerically tractable convex optimization problem. If \( \text{co}(S) = \hat{S} \) held, we would have the optimal value \( \zeta \) of problem \( P \) by solving the relaxation problem \( \hat{P} \). In most cases, however, \( \text{co}(S) \) is a proper subset of \( \hat{S} \), \( \hat{\zeta} < \zeta \), and an optimal solution \( \bar{x} \) of \( \hat{P} \) is not a feasible solution of \( P \). As a result, an inequality which cuts off \( \bar{x} \) from \( \hat{S} \) but does not remove any \( x \) from \( \text{co}(S) \) is desired to improve the lower bound \( \hat{\zeta} \) of \( \zeta \) and to compute a feasible approximate optimal solution of \( P \). This is a standard role and usage of cutting inequalities. Note that a cutting inequality is chosen from the family of valid inequalities of \( S \). In fact, \( \text{co}(S) \) can be described as the set of points \( x \) which satisfies all the valid inequalities of \( S \). Well-known triangle inequalities, which forms a sub-family of the valid inequalities for the binary polytopes, are frequently used to strengthen the SDP relaxation of binary QOPs \[17\].

In this paper, a cutting inequality plays a more active role under the additional assumption that \( S \subseteq \{0,1\}^n \). We propose to generate a cutting inequality for the convex hull \( \text{co}(S^*) \) of the set \( S^* \) of optimal solutions of \( P \), an inequality which is aimed at cutting off \( x \notin \text{co}(S^*) \) from \( \text{co}(S^*) \) (Recall that the standard cutting inequality is for the convex hull of the feasible region \( S \)). Generating such a cutting inequality is based on the following ideas: Assume that an upper bound \( \eta \) of the unknown optimal value \( \zeta \) is available. Let \( g \) be an arbitrary integer column vector in \( \mathbb{R}^n \). For every integer \( \alpha \), we consider a pair of
subset $S(\alpha) = \{x \in S : g^T x \leq \alpha\}$ and $S(\alpha)^+ = \{x \in S : g^T x \geq \alpha + 1\}$. Since $g^T x^*$ is an integer for every $x^* \in S^* \subset \{0,1\}^n$, it is obvious that $S^*$ is included in the union of $S(\alpha)$ and $S(\alpha)^+$. Hence if $S^* \cap S(\alpha) = \emptyset$, then $S^* \subseteq S(\alpha)^+$, i.e., $g^T x \geq \alpha + 1$ serves as a cutting inequality for $S^*$. To obtain a certificate of $S^* \cap S(\alpha) = \emptyset$, we solve a conic relaxation $\tilde{P}(\alpha)$: 

$$
\tilde{\zeta}(\alpha) = \min \{f(x) : x \in \tilde{S}(\alpha)\}
$$

of a subproblem $P(\alpha)$: 

$$
\zeta(\alpha) = \min \{f(x) : x \in S(\alpha)\},
$$

where $\tilde{S}(\alpha)$ denotes a closed convex subset of $V = \mathbb{R}^n$ containing $S(\alpha)$. If $\eta < \tilde{\zeta}(\alpha)$ holds, then $\zeta \leq \eta < \tilde{\zeta}(\alpha)$; hence $S(\alpha) \cap S^* \subseteq \tilde{S}(\alpha) \cap S^* = \emptyset$. Therefore, the inequality $\eta < \tilde{\zeta}(\alpha)$ is a certificate for $g^T x \geq \alpha + 1$ to be a cutting inequality for $S^*$. The largest $\alpha$ such that $\eta < \tilde{\zeta}(\alpha)$ is most desirable to cut off a larger portion of $S \setminus S^*$. For such an $\alpha$, a 1-dimensional search can be applied over the set of integers with starting $\alpha = -1$ since $g^T x \geq 0$ is a trivial cutting inequality for $S^*$.

In the proposed SCIT, multiple candidates for cutting inequalities in the form $g_j^T x \geq \alpha_j + 1$ ($j = 1, \ldots, m$) are arranged before the iteration starts and set $\alpha_j + 1 = 0$ so that $g_j^T x \geq 0$ becomes a trivial cutting inequality for $S^*$ ($j = 1, \ldots, m$). At each iteration of SCIT, it verifies whether $g_j^T x \geq \alpha_j' + 1$ remains a valid inequality for some $\alpha_j' > \alpha_j$ by solving a conic relaxation problem for all $j = 1, \ldots, m$. If it does, then $\alpha_j$ is updated to $\alpha_j'$, otherwise $\alpha_j'$ is replaced by a smaller $\alpha_j'' \in [\alpha_j, \alpha_j']$ for the next iteration. Notice that these verifications and updates with $j = 1, \ldots, m$ can be simultaneously performed (within one iteration) in parallel.

The effectiveness and efficiency of the performance of SCIT on large scale binary QOPs is dependent on the followings:

(I) A tight upper bound $\eta$ is available for the unknown optimal value $\zeta$.

(II) A strong conic relaxation method that generates a tight lower bound $\tilde{\zeta}(\alpha)$ for $\zeta(\alpha)$ can be utilized.

(III) A powerful computer system can be used for parallel computing.

As an application of SCIT, we consider quadratic unconstrained binary optimization problems (QUBOs) in Section 4. There exist many heuristic methods, which can be used for computing a tight upper bound $\eta$ of the optimal value $\zeta$ of a QUBO, such as the tabu search [10] and the genetic algorithm [22]. For (II), we utilize the Lagrangian-DNN relaxation [14, 5, 4], which is known to be much stronger than the standard SDP relaxation, and NewtBracket [15] (the Newton-bracketing method [16]) as a numerical method to compute its optimal value. For (III), preliminary numerical results with a small scale computer are reported. Inequalities of the form $\sum_{i \in I} x_i \geq \alpha + 1$ for some $I \subseteq \{1, \ldots, n\}$ are considered as the candidates for the cutting inequalities. If the inequality is shown to be a cutting inequality with $I = \{j\}$ and $\alpha + 1 = 1$, then $x_j$ can be fixed to $x_j = 1$ and the size of the QUBO to be solved can be reduced. This is an important feature of SCIT.

We investigate the numerical performance of SCIT through an experimental method on 60 QUBO instances with dimensions up to 250 from BIQMAC [23]. Although the method is just a simple implementation of SCIT, not a well-designed software for solving QUBOs, it attained the exact optimal value within 10 iterations for 70% cases of the 60 instances. This is a remarkable result, which could not be expected. It shows the promising potential of SCIT when it is incorporated into the branch-and-bound method [10, 11, 17, 18]. We mention that theoretical aspects of SCIT including the convergence to the convex hull of $S^*$ are not dealt with here.
In Section 2, we present the fundamental facts which our construction of cutting inequalities build on after introducing notation and symbols. We present some details on SCIT in Section 3, and discuss its application to QUBOs in Section 4. The preliminary numerical results mentioned above are given in Section 4.4. We conclude in Section 5.

2 Preliminaries

2.1 Notation and symbols

Let \( \mathbb{R} \) = the set of real numbers and \( \mathbb{Z} \) = the set of integers. For \( V = \mathbb{R} \) or \( \mathbb{Z} \), \( V^n \) denotes the set of \( n \)-dimensional column vectors \( (v_1, \ldots, v_n) \) with elements \( v_i \in V \) (\( i = 1, \ldots, n \)), and \( V^{\ell \times \ell} \) the set of \( \ell \times \ell \) matrices \( V = [V_{ij}] \) with elements \( V_{ij} \in V \) (\( 1 \leq i,j \leq \ell \)). In particular, \( \mathbb{R}^n \) denotes the \( n \)-dimensional Euclidean space of column vectors. \( v^T \) stands for the transposed row vector of \( v \) for every \( v \in V^n \), and \( u^T v \) the inner product \( \sum_{i=1}^{n} u_i v_i \) of \( u, v \in V^n \). For \( U, V \in V^{\ell \times \ell} \), their inner product is written as \( \langle U, V \rangle = \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} U_{ij} V_{ij} \).

Let \( S^\ell = \) the linear space of \( \ell \times \ell \) symmetric matrices \( X = [X_{ij}] \) (\( 1 \leq i,j \leq \ell \)), \( S^\ell_+ = \) the cone of positive semidefinite matrices in \( S^\ell \).

Throughout the paper, \( \hat{\cdot} \) and \( \check{\cdot} \) (also \( \tilde{\cdot} \) and \( \breve{\cdot} \)) are used for conic relaxation problems such that a conic relaxation problem \( \hat{P} (2) \) of the optimization problem \( P (1) \) and their optimal values \( \hat{\zeta} \) and \( \check{\zeta} \), respectively. We use the subscripts \( a \) and \( b \) for a pair of subproblems obtained from their common parent problem by adding a cutting inequality; for example, a pair of subproblems \( P_a (3) \) and \( P_b (4) \) of \( P (1) \) and their optimal values \( \zeta_a \) and \( \zeta_b \), respectively.

2.2 Basic ideas to generate cutting inequalities

We begin with the following simple facts on which our cutting inequalities are constructed.

Lemma 2.1. Let \( \zeta, \zeta_a, \zeta_b, \eta, \hat{\zeta}_a, \) and \( \hat{\zeta}_b \) be real numbers satisfying \( \zeta = \min \{ \zeta_a, \zeta_b \} \leq \eta, \hat{\zeta}_a \leq \zeta_a \) and \( \hat{\zeta}_b \leq \zeta_b \). Assume that \( \eta < \hat{\zeta}_a \). Then \( \hat{\zeta}_b \leq \zeta_b = \zeta \).

Proof. It follows from \( \zeta = \min \{ \zeta_a, \zeta_b \} \) that at least one of \( \zeta = \zeta_a \) and \( \zeta = \zeta_b \) holds. If \( \zeta_a = \zeta \) held, then we would have \( \zeta_a = \zeta = \zeta = \eta \). This contradicts to the assumption that \( \eta < \hat{\zeta}_a \).

We note that the cutting inequalities in Section 3.3 are constructed by Lemma 2.1. More precisely,

- \( \zeta \) corresponds to the unknown optimal (minimum) value of the optimization problem \( P (1) \), our target problem to solve, and \( \eta \) to a known upper bound of \( \zeta \).
- \( \zeta_a \) and \( \zeta_b \) correspond to optimal values of a pair of subproblems \( P_a (3) \) and \( P_b (4) \), which are generated by adding cut inequalities to the feasible region of \( P (1) \); hence \( \zeta \leq \zeta_a \) and \( \zeta \leq \zeta_b \). The identity \( \min \{ \zeta_a, \zeta_b \} = \zeta \) means at least one of \( P_a \) and \( P_b \) attains the same objective value as \( P (1) \).
• \( \hat{\zeta}_a \) and \( \hat{\zeta}_b \) correspond to the optimal values of \( \hat{P}_a \) (5) and \( \hat{P}_b \) (6), which are conic relaxations of \( P_a \) (3) and \( P_b \) (4), respectively.

**Lemma 2.2.** Let \( \zeta, \eta, \hat{\zeta}, \tilde{\zeta}_a \) and \( \tilde{\zeta}_b \) be real numbers satisfying 
\[ \hat{\zeta} \leq \min \{ \tilde{\zeta}_a \text{ and } \tilde{\zeta}_b \} \leq \zeta \leq \eta. \]
Assume that \( \eta < \tilde{\zeta}_a \). Then, \( \hat{\zeta} \leq \tilde{\zeta}_b \leq \zeta \).

**Proof.** Obvious.

By Lemma 2.2, the cutting inequalities in Section 3.4 are constructed, where

• \( \zeta \) corresponds to the unknown optimal (minimum) value of the optimization problem \( P(1) \), the target problem, and \( \eta \) to a known upper bound of \( \zeta \).
• \( \hat{\zeta} \) corresponds to the optimal values of a conic relaxation problem \( \hat{P}(2) \) of \( P(1) \).
• \( \tilde{\zeta}_a \) and \( \tilde{\zeta}_b \) correspond to the optimal values of a pair of subproblems \( \tilde{P}_a(7) \) and \( \tilde{P}_b(8) \) of \( \hat{P}(2) \), which are generated by adding cutting inequalities to the feasible region of \( \hat{P}(2) \). The inequality \( \min \{ \tilde{\zeta}_a, \tilde{\zeta}_b \} \leq \zeta \) means at least one of \( \tilde{P}_a(7) \) and \( \tilde{P}_b(8) \) acts as a conic relaxation of \( P(1) \).

3 Conic relaxations of optimization problems in binary variable with cutting inequalities

3.1 An optimization problem in binary variables

Throughout this section, we consider the following nonconvex optimization problem in binary variables \( x_i \in \{0, 1\} \) \( (i = 1, \ldots, n) \):

\[
P: \ \zeta = \min \{ f(x) : x \in S \},
\]
where

(a) \( \emptyset \neq S \subset \{0, 1\}^n \),

(b) \( f(x) \in \mathbb{Z} \) for every \( x \in \{0, 1\}^n \).

Under these conditions, problem \( P \) has an optimal solution \( x^* \). The optimal value \( \zeta \) and solution \( x^* \) are unknown. Moreover, we assume that

(c) An upper bound \( \eta \in \mathbb{Z} \) for \( \zeta \) is available.

3.2 A conic relaxation of problem \( P \) in the lifted symmetric matrix space

We first introduce a finite dimensional vector space into which the conic relaxation is embedded. For simplicity of discussion and convenience of presenting an application in Section 4, we focus on the case where the linear space is \( \mathbb{S}^\ell \) of \( \ell \times \ell \) symmetric matrices.

Consider

\[
\hat{P}: \ \hat{\zeta} = \min \left\{ \langle Q, X \rangle : X \in \hat{S} \right\}.
\]

Here
These three conditions characterize problem \( P \) of \( \text{P} \) in the space \( S \).

Let \( \tilde{S} \) be a closed convex subset of \( S \) such that \( \Phi(S) \subseteq \tilde{S} \), i.e., \( \Phi(x) \in \tilde{S} \) for every \( x \in S \).

3.3 A cutting inequality for the feasible region \( S \) of problem \( P \)

Note that \( f(x) \) with \( x_1 = 1 \) can be rewritten as

\[
  f(x) = \sum_{i=2}^{n} \sum_{j=2}^{n} Q_{ij} x_i x_j + 2 \sum_{j=2}^{n} Q_{1j} x_j + Q_{11}.
\]

Thus, \( \min \{ x^T Q x : x \in S \} \) corresponds to a QUBO, and \( \min \{ (Q, X) : X \in \tilde{S} \} \) to the standard SDP relaxation. Conditions (a), (b) and (e) are obviously satisfied with \( \ell = n \). It is also straightforward to see that Conditions (d) and (f) are satisfied.

Remark 3.2. Under Condition (d), problem \( P \) can be reformulated as

\[
  \zeta = \min \{ (Q, \Phi(x)) : x \in S \}.
\]

It is known that if \( f \) is a polynomial function with integer coefficients in \( x \in \{0,1\}^n \), then we can take a matrix \( Q \in S^\ell \cap \mathbb{Z}^\ell \) and a mapping \( \Phi : \mathbb{R}^n \to S^\ell \) for some \( \ell \) such that Conditions (d) and (e) hold. Therefore, all the discussions in this section are valid for polynomial optimization problems in binary variables (See [20, 19]). We mention that the authors’ main interest is to develop a practical numerical method for solving large scale linearly constrained quadratic optimization problems in binary variables by effectively utilizing SCIT, which will be presented in Section 3.5.

3.3 A cutting inequality for the feasible region \( S \) of problem \( P \)

Let \( g \in \mathbb{Z}^n \) and \( \alpha \in \mathbb{Z} \). We consider the following pair of subproblems of \( P \):

\[
  P_a : \zeta_a = \min \{ f(x) : x \in S_a \}, \quad \text{where} \quad S_a = \{ x \in S : g^T x \leq \alpha \},
\]

\[
  P_b : \zeta_b = \min \{ f(x) : x \in S_b \}, \quad \text{where} \quad S_b = \{ x \in S : g^T x \geq \alpha + 1 \}.
\]

Let \( \hat{\zeta}_a \) and \( \hat{\zeta}_b \) denote the optimal values of conic relaxations of \( P_a \) and \( P_b \) such that \( \hat{\zeta}_a \leq \zeta_a \) and \( \zeta_b \leq \hat{\zeta}_b \) hold, respectively. More precisely, the conic relaxations of \( P_a \) and \( P_b \) are written as

\[
  \hat{P}_a : \hat{\zeta}_a = \min \{ (Q, X) : X \in \tilde{S}_a \},
\]

\[
  \hat{P}_b : \hat{\zeta}_b = \min \{ (Q, X) : X \in \tilde{S}_b \},
\]

respectively. Here we assume that condition
Let \( \hat{\zeta} \) be the optimal value of the conic relaxation problem \( \hat{P} \) of \( P \) such that \( \phi(S_a) \subseteq \hat{S}_a \) and \( \phi(S_b) \subseteq \hat{S}_b \) holds in addition to Condition (d) and (e). Hence \( \hat{\zeta} \leq \zeta_a \) and \( \hat{\zeta} \leq \zeta_b \). Since \( g_j^T x^* \in \mathbb{Z} \), \( x^* \in S \) lies in either \( S_a \) or \( S_b \). This implies \( \zeta = \min \{ \zeta_a, \zeta_b \} \). Therefore, we can conclude that if \( \eta < \hat{\zeta} \), where \( \eta \) denotes a known upper bound of \( \zeta \) (See Condition (c)), then \( \hat{\zeta}_b \leq \zeta_b = \zeta \) (Recall Lemma 2.1). In other words, problem \( P_b \) with the cutting inequality \( g_j^T x \geq \alpha + 1 \) shares the same optimal value \( \zeta_b = \zeta \) as the original problem \( P \), and its conic relaxation \( \hat{P}_b \) provides a lower bound \( \hat{\zeta}_b \), which is at least as tight as the original lower bound \( \hat{\zeta} \) for \( P \).

### 3.4 A cutting inequality for the feasible region \( \hat{S} \) of the conic relaxation problem \( \hat{P} \)

Let \( G \in \mathbb{S}^\ell \cap \mathbb{Z}^{\ell \times \ell} \) and \( \alpha \in \mathbb{Z} \). We consider the following pair of subproblems of \( \hat{P} \):

\[
\begin{align*}
\hat{P}_a : \hat{\zeta}_a &= \min \left\{ \langle Q, X \rangle : X \in \hat{S}, \langle G, X \rangle \leq \alpha \right\}. \\
\hat{P}_b : \hat{\zeta}_b &= \min \left\{ \langle Q, X \rangle : X \in \hat{S}, \langle G, X \rangle \geq \alpha + 1 \right\}.
\end{align*}
\]

Obviously, \( \hat{\zeta} \leq \min \{ \hat{\zeta}_a, \hat{\zeta}_b \} \). Since \( \phi(x^*) \in \hat{S} \cap \mathbb{Z}^{\ell \times \ell} \) and \( \langle G, \phi(x^*) \rangle \in \mathbb{Z} \), we have either \( \langle G, \phi(x^*) \rangle \leq \alpha \) or \( \langle G, \phi(x^*) \rangle \geq \alpha + 1 \), which implies

\[
\hat{\zeta}_a \leq \langle Q, \phi(x^*) \rangle = \zeta \text{ or } \hat{\zeta}_b \leq \langle Q, \phi(x^*) \rangle = \zeta.
\]

Thus, \( \min \{ \hat{\zeta}_a, \hat{\zeta}_b \} \leq \zeta \). Consequently, we can conclude that if \( \eta < \hat{\zeta}_a \), then \( \hat{\zeta} \leq \hat{\zeta}_b \leq \zeta \) (See Lemma 2.2). In other words, \( \hat{P}_b \) with the cutting inequality \( \langle G, X \rangle \geq \alpha + 1 \) provides a lower bound \( \hat{\zeta}_b \), at least as tight as the original lower bound \( \hat{\zeta} \), for the unknown optimal value \( \zeta \) of problem \( P \).

### 3.5 Successive cutting inequality technique (SCIT)

The generation of a single cutting inequality for \( S \) presented in Section 3.3 can be extended in a straightforward fashion to simultaneous generation of multiple cutting inequalities. Let \( (g_j, \alpha_j) \in \mathbb{Z}^{n+1} \) \( (j = 1, \ldots, m) \). For each \( j \), we consider the following subproblem of \( P \):

\[
P_{aj} : \zeta_{aj} = \min \{ f(x) : x \in S_{aj} \}, \text{ where } S_{aj} = \{ x \in S : g_j^T x \leq \alpha_j \},
\]

and a conic relaxation of \( P_{aj} \)

\[
\hat{P}_{aj} : \hat{\zeta}_{aj} = \min \left\{ \langle Q, X \rangle : X \in \hat{S}_{aj} \right\}.
\]

Let \( J = \{ j : \eta < \hat{\zeta}_{aj} \} \). Then, by adding the cutting inequalities \( g_j^T x \geq \alpha_j + 1 \) \( (j \in J) \) to problem \( P \), we obtain

\[
P^1 : \zeta = \min \{ f(x) : x \in S^1 \},
\]

where \( S^1 = \{ x \in S : g_j^T x \geq \alpha_j + 1 \ (j \in J) \} \), and its conic relaxation:

\[
\hat{P}^1 : \hat{\zeta}^1 = \min \left\{ \langle Q, X \rangle : X \in \hat{S}^1 \right\}.
\]
Problem $P^1$ shares the same optimal value $\zeta$ and optimal solution $x^*$ with problem $P$, and $\hat{\zeta} \leq \hat{\zeta}^1 \leq \zeta$. Note that problems $\hat{P}_{aj}$ ($j = 1, \ldots, m$) can be solved independently in parallel.

The simultaneous generation of multiple cutting inequalities above can be applied now to the feasible region $S^1$ of problem $P^1$, and a new problem can be constructed as

$$P^2 : \zeta = \{ f(x) : x \in S^2 \},$$

which is equivalent to $P$ and $P^1$, and its conic relaxation problem

$$\hat{P}^2 : \hat{\zeta}^2 = \{ \langle Q, X \rangle : X \in \hat{S}^2 \}.$$  

We continue this process successively to generate a sequence of conic relaxation problems $\{\hat{P}^k : k = 1, 2, \ldots \}$ (of $\{P^k : k = 1, 2, \ldots \}$) and a sequence $\{\hat{\zeta}^k (k = 1, \ldots)\}$ of their optimal values, which serve as lower bounds for $\zeta$ such that $\hat{\zeta} \leq \hat{\zeta}^k \leq \hat{\zeta}^{k+1} \leq \zeta$ ($k = 0, 1, \ldots$). This entire process constitutes SCIT.

For a similar extension of generating a single cutting inequality for $\hat{S}$ presented in Section 3.4 to SCIT, let $G_j \in S^\ell \cap \mathbb{Z}^\ell \times \ell$ and $\alpha_j \in \mathbb{Z}$ ($j = 1, \ldots, m$). We consider

$$\tilde{P}_{aj} : \tilde{\zeta}_{aj} = \min \left\{ \langle Q, X \rangle : X \in \hat{S}, \langle G_j, X \rangle \leq \alpha_j \right\}$$

for each $j = 1, \ldots, m$. Let $J = \{ j : \eta < \tilde{\zeta}_{aj} \}$. Then, the cutting inequalities $\langle G_j, X \rangle \geq \alpha_j + 1$ ($j \in J$) can be applied to problem $\tilde{P}_{1}$:

$$\tilde{P}^1 : \tilde{\zeta}^1 = \min \left\{ \langle Q, X \rangle : X \in \tilde{S}^1 \right\},$$

where $\tilde{S}^1 = \left\{ X \in \hat{S} : \langle G_j, X \rangle \geq \alpha_j + 1 \ (j \in J) \right\}$. As a result, we obtain that $\hat{\zeta} \leq \tilde{\zeta}^1 \leq \zeta$. We note that conic relaxation problems $\tilde{P}_{aj}$ ($j = 1, \ldots, m$) can be solved independently in parallel.

Now, the discussion above is applied to the feasible region $\tilde{S}^1$ of problem $\tilde{P}^1$, and a new conic relaxation problem $\tilde{P}^2$ of problem $P$ is constructed as:

$$\tilde{P}^2 : \tilde{\zeta}^2 = \min \left\{ \langle Q, X \rangle : X \in \tilde{S}^2 \right\}.$$  

Continuing this process, a sequence of conic relaxation problems $\{\tilde{P}^1, \tilde{P}^2, \ldots \}$ and a sequence $\{\tilde{\zeta}^1, \tilde{\zeta}^2, \ldots \}$ of their optimal values are generated such that $\hat{\zeta} \leq \tilde{\zeta}^k \leq \tilde{\zeta}^{k+1} \leq \zeta$ ($k = 1, 2, \ldots$). Thus generating a single cutting inequality for $\hat{S}$ has been extended to SCIT for $\hat{S}$.

4 An application to quadratic unconstrained binary optimization problem (QUBO)

We demonstrate in this section that SCIT presented in Section 3.5 has promising prospects for solving QUBOs. More precisely, we show that the exact optimal values of some QUBO
instances can be obtained by simply applying SCIT, without a well-designed numerical method for solving QUBOs.

It should be mentioned that SCIT needs to be eventually combined with other practical numerical methods, such as the branch-and-bound method [10] [11] [17] [18], heuristic methods including the tabu search [10] and the genetic algorithm [22] to solve QUBOs and other binary QOPs. Before designing a specific numerical method using SCIT and conducting extensive numerical experiments on a parallel machine with a large number of cores, we investigate the performance of SCIT on 60 QUBO instances with dimensions 100 - 250 from BIQMAC [23]. Obviously, a lot of flexibility exists in implementing SCIT and many details should be determined. In the subsequent discussion, we choose some specific values for SCIT to just carry out numerical experiments. Those settings are not to propose a numerical method for solving QUBOs. Nevertheless, the exact optimal values could be attained for 70% of the 60 QUBO instances in 10 iterations (see Section 4.4).

4.1 A QUBO

We consider a QUBO:

\[
\zeta = \min \{ u^T Ru : u \in \{0,1\}^m \},
\]

where \( R \in S^m \). Introducing a slack variable vector \( v \in \{0,1\}^m \), we transform the QUBO to

\[
P: \zeta = \min \{ u^T Ru : x = (u,v) \in S \},
\]

where \( S = \{ x = (u,v) \in \{0,1\}^{2m} : u + v = e \} \) and \( e \) denotes the \( m \)-dimensional column vector of 1’s. It is known that introducing the slack variable vector \( v \in \{0,1\}^m \) is crucial to strengthen the conic relaxation of QUBO [13] (see, for example, [13] Section 6.1). We note that \( (x_1,\ldots,x_m) \) corresponds to \( u \in \mathbb{R}^m \) and \( (x_{m+1},\ldots,x_{2m}) \) to \( v \in \mathbb{R}^m \), and that \( x = (u,v) \in S \) implies the complementarity \( x_ix_{m+i} = u_iv_i = 0 \) between \( x_i = u_i \) and \( x_{m+i} = v_i \) \((i = 1,\ldots,m)\); hence \( \sum_{i=1}^{2m} x_i = m \) holds for every \( x = (u,v) \in S \). Let \( x^* = (u^*,v^*) \) be an unknown optimal solution of QUBO [13], and \( \eta \) a known upper bound of the optimal value \( \zeta \).

4.2 Cutting inequalities in the number of 1’s in \((u,v) \in \{0,1\}^{2m}\)

For each \( I \subset \{1,\ldots,2m\} \) and \( \alpha \in \{0,1,\ldots,|I| - 1\} \) where \(|I|\) denotes the number of elements of \( I \), we consider the following type of cutting inequality for the feasible region \( S \) of QUBO [13]:

\[
\sum_{i \in I} x_i \geq \alpha + 1,
\]

which together with \( x = (u,v) \in S \) requires that the number of 1’s among \( x_i \) \((i \in I)\) is at least \( \alpha + 1 \). In particular, if we take \( I = \{i\} \) with \( i \in \{1,\ldots,m\} \) (or \( i \in \{m+1,\ldots,2m\} \)) and \( \alpha + 1 = 1 \), the cutting inequality \( \sum_{i \in I} x_i \geq \alpha + 1 \) requires \( u_i = 1 \) and \( v_i = 0 \) (or \( u_i = 0 \) and \( v_i = 1 \)). Thus, it is possible to fix \( u_i \) to 1 (or 0) and reduce the size of QUBO if the inequality is shown to be valid for \( x = x^* \).
4.3 An experimental method using SCIT

To initialize the sequence
\[ \{(I, \alpha^k, \beta^k) : I \in \mathcal{I}^k\} : k = 0, 1, \ldots, \] (14)
which is to be generated, set
\[ \mathcal{I}^0 = \text{a family of nonempty subsets of } \{1, \ldots, 2m\}, \]
\[ \alpha^0_I = 0 \quad \text{and} \quad \beta^0_I = \lceil\gamma|I|\rceil \quad \text{for every } I \in \mathcal{I}^0, \]
where \( \gamma = 1/3 \) is used in the preliminary numerical experiment reported in Section 4.4. For each \( k = 0, 1, \ldots, \), we consider
\[ P^k : \zeta^k = \min \left\{ u^T R u : x = (u, v) \in S, \sum_{i \in I} x_i \geq \alpha^k_I (I \in \mathcal{I}^k) \right\}, \] (15)
and its conic relaxation problem \( \tilde{P}^k \) with the optimal value \( \hat{\zeta}^k \).

Let \( k = 0 \). Since \( \alpha^k_I = 0 \) for every \( I \in \mathcal{I}^k \), the inequalities \( \sum_{i \in I} x_i \geq \alpha^k_I (I \in \mathcal{I}^k) \)
obviously hold for every \( x = (u, v) \in S \) and problem \( P^k \) (15) is equivalent to problem \( P^0 \) (13). Hence,
\[ x^* \text{ remains an optimal solution of } P^k \quad \text{and} \quad \hat{\zeta}^k \leq \zeta^k = \zeta. \] (16)
Assuming that (16) holds for some iteration \( k \in \{0, 1, \ldots\} \), we show how to update \( \{(I, \alpha^k, \beta^k) : I \in \mathcal{I}^k\} \) to \( \{(I, \alpha^{k+1}, \beta^{k+1}) : I \in \mathcal{I}^{k+1}\} \) so that
\[ x^* \text{ remains an optimal solution of } P^{k+1} \quad \text{and} \quad \hat{\zeta}^k \leq \hat{\zeta}^{k+1} \leq \zeta^{k+1} = \zeta. \] (17)
In the numerical experiment whose results are reported in Section 4.4, the Lagrangian-DNN relaxation \( \mathcal{P} \) (see also [5, 4]) for \( P^k \) and \( \tilde{P}^k(I') \) described below was employed, and NewtBracket \( [15] \) (the Newton-bracketing method [16]) was applied to them for their optimal values \( \hat{\zeta}^k \) and \( \hat{\zeta}^{k}(I') \), respectively.

For simplicity of discussion, we first deal with the case where \( \mathcal{I}^{k+1} = \mathcal{I}^k \). For each \( I' \in \mathcal{I}^k \), we consider the following problem:
\[ P^k_a(I') : \zeta^k(I') = \min \left\{ u^T R u : x = (u, v) \in S, \sum_{i \in I'} x_i \geq \alpha^{k}_{I'} (I' \in \mathcal{I}^k \setminus I'), \right\}, \]
and solve its conic relaxation \( \tilde{P}^k_a(I') \) to compute its optimal value \( \hat{\zeta}^k_a(I') \). If \( \eta < \hat{\zeta}^k_a(I') \), let
\[ \alpha^{k+1}_{I'} = \alpha^{k}_{I'} + \beta^{k}_{I'}, \quad \text{and} \quad \beta^{k+1}_{I'} = \min \{ \beta^{k}_{I'}, |I'| - \alpha^{k+1}_{I'} - 1 \}. \]
Otherwise, let
\[ \alpha^{k+1}_{I'} = \alpha^{k}_{I'} \quad \text{and} \quad \beta^{k+1}_{I'} = \lceil \beta^{k}_{I'}/2 \rceil. \]
Thus \( \{(I, \alpha^k, \beta^k) : I \in \mathcal{I}^k\} \) has been updated to \( \{(I, \alpha^{k+1}, \beta^{k+1}) : I \in \mathcal{I}^{k+1}\} \). From the discussion in Sections 3.3 and 3.5, we see that (17) holds.
4.3.1 An algorithm for generating $\mathcal{I}^0$

If $\mathbf{x}^*$ were known in advance, it would be easy to construct an ideal cutting inequality of the form $\sum_{i \in I} x_i \geq \alpha$ such that $\{\mathbf{x} = (\mathbf{u}, \mathbf{v}) \in S : \sum_{i \in I} x_i \geq \alpha\} = \{\mathbf{x}^*\}$. In fact, we could take $I = \{i : x_i^* = 1\}$ and $\alpha = m$, which is impossible. If a branch-and-bound method, for instance, is applied to solve QUBO (13), then more accurate information on the location of optimal solutions becomes available as it proceeds. In such a case, it is reasonable to incorporate such information into $\{(I, \alpha^k_I, \beta^k_I) : I \in \mathcal{I}^k\}$. This will be discussed in Section 4.3.2.

For the case where no information on the location of the optimal solutions of QUBO (13) is available, we propose ‘to distribute the cutting inequalities uniformly’. There still remains a great deal of flexibility in choosing $\mathcal{I}^0$ to initialize the sequence (14). In general, as the members of $\mathcal{I}^0$ increase, a tighter lower bound $\zeta^k$ for the optimal value $\zeta$ of $P$ (13) at each $k$th iteration can be expected.

Let us show a simple example of $\mathcal{I}^0$ below, which may provide an idea for a general choice of $\mathcal{I}^0$.

Step 0: Let $r = 0$. $\mathcal{J}^0 = \{1, \ldots, m\}$.

Step 1: If $|J| = 1$ for all $J \in \mathcal{J}^r$ then let

$$\mathcal{J} = \bigcup_{p=0}^r \mathcal{J}^p, \quad \mathcal{I}^0 = \mathcal{J} \bigcup \{m + j : j \in J : J \in \mathcal{J}\},$$

and stop.

Step 2: Let $\mathcal{J}^{r+1} = \emptyset$. For every $J \in \mathcal{J}^r$ with $|J| \geq 2$, choose two subsets $J_1$ and $J_2$ of $J$ (randomly) such that $J_1 \cup J_2 = J$ and $|J_1| = |J_2| = \lfloor |J|/2 \rfloor$ (then $|J_1 \cap J_2| \leq 1$), and add them to $\mathcal{J}^{r+1}$.

Step 3: Let $r = r + 1$ and go to Step 1.

If $n = 4$, the above algorithm generates

$$\mathcal{J}^0 = \{\{1, 2, 3, 4\}\}, \quad \mathcal{J}_1 = \{\{1, 3\}, \{2, 4\}\}, \quad \mathcal{J}_2 = \{\{1\}, \{2\}, \{3\}, \{4\}\},$$

$$\mathcal{J} = \bigcup_{p=1}^2 \mathcal{J}^p = \{\{1, 2, 3, 4\}, \{1, 3\}, \{2, 4\}, \{1\}, \{2\}, \{3\}, \{4\}\},$$

$$\mathcal{I}^0 = \mathcal{J} \bigcup \{\{5, 6, 7, 8\}, \{5, 7\}, \{6, 8\}, \{5\}, \{6\}, \{7\}, \{8\}\}.$$

4.3.2 Adding more cutting inequalities at each iteration

We now consider the case where some information of the location of the optimal solutions of $P$ (13) is available, and discuss how it can be used in the construction of $\mathcal{I}^{k+1}$. Suppose that we have generated $\{(I, \alpha^k_I, \beta^k_I) : I \in \mathcal{I}^k\}$ at which (16) holds. Assume that the information is given as an $\mathbf{x} = (\mathbf{u}, \mathbf{v}) \in [0, 1]^{2m}$ but necessary $\mathbf{x} \in \{0, 1\}^{2m}$, which is obtained from an optimal solution of a conic (SDP and DNN) relaxation of $P^k$ (15). We note that $\mathbf{x} = (\mathbf{u}, \mathbf{v})$ satisfies $\mathbf{u} + \mathbf{v} = \mathbf{e}$ approximately, but may not satisfy the complementarity
The important features of this branching are:

Then, $P(13)$ is branched into $1 + m$ subproblems

Remark 4.1.: For the case above, a branching can be used instead of cutting inequalities to efficiently solve $P(13)$ to optimality. More precisely, for each $\alpha = 0, 1, \ldots, m$, let

$$S(\alpha) = \left\{ \mathbf{x} = (\mathbf{u}, \mathbf{v}) \in S : \sum_{i \in I} x_i = \alpha \right\}.$$  

Then, $P(13)$ is branched into $1 + m$ subproblems

$$P(\alpha) : \zeta(\alpha) = \{ \mathbf{u}^T \mathbf{R} \mathbf{u} : \mathbf{x} = (\mathbf{u}, \mathbf{v}) \in S(\alpha) \} \ (\alpha = 0, 1, \ldots, m).$$

The important features of this branching are:

- As $\alpha$ increases from 0 to $m$, $|S(\alpha)|$ decreases to $|S(m)| = 1$, so that subproblem $P(\alpha)$ with a larger $\alpha$ is easier to solve.
• As $\alpha$ decreases from $m$ to 0, the optimal value $\zeta(\alpha)$ of subproblem $P(\alpha)$ is expected to increase, larger than $\eta$. As a result, the possibility that $P(\alpha)$ is pruned by the lower bounding procedure using its conic relaxation is increased. Further investigation of this branching is beyond the scope of the paper. It will be investigated in our future work.

4.4 Preliminary numerical results

An experimental method on QUBOs has been described in Section 4.3 for evaluating the performance of SCIT presented in Section 3.5. We applied the method to 60 QUBO instances from BIQMAC [23]:

$bqp100-1, \ldots, bqp100-10, be120.3.1, \ldots, be120.3.10, be120.8.1, \ldots, be120.8.10, be150.3.1, \ldots, be150.3.10, be150.8.1, \ldots, be150.8.10, bqp250-1, \ldots, bqp250-10.$

The experiments were performed on iMac Pro with Intel Xeon W CPU (3.2 GHZ), 8 cores and 128 GB memory for the instances with dimensions 100, 120 and 150, and Intel Xeon 4216 2 CPUs with 32 cores and 128 GB memory for the instances with dimension 250.

As the optimal value $\zeta$ of each instance above is known, its upper bound $\eta$ was set to $\zeta$ to ensure the best performance of SCIT. Recall that $\eta$ is used in the certificate $\eta < \hat{\zeta}_i$ for $g^T_i x \geq \alpha_i + 1$ to be a cutting plane, where $\hat{\zeta}_i$ denotes the optimal value of $\hat{P}_a$ [7]. As a smaller $\eta \geq \zeta$ is chosen (or $\eta$ closer to $\zeta$), more inequalities can become valid cutting inequalities. Thus, $\zeta$ is the best choice in our experiment. In the case where $\zeta$ is not known, $\eta$ is usually obtained by a heuristic method as it needs to be the best known upper bound of the optimal value $\zeta$.

For the conic relaxation $\hat{P}^k$ of $P^k$ and $\hat{P}^k_{a}(I')$ of $P^k_a(I') (I' \in I^k)$, the Lagrangian-DNN relaxation [14, 5, 4] of $P^k$ and $P^k_a(I') (I' \in I^k)$ was employed, respectively, and NewtBracket [15] (the Newton-bracketing method [16]) as a numerical method to compute their optimal values $\hat{\zeta}^k$ and $\hat{\zeta}^k_a(I') (I' \in I^k)$. $I^0$ was constructed as described in Section 4.3.1. An approximate optimal solution $\hat{X}$ of $\hat{P}^k$ was also computed, and an $\hat{x} \in [0, 1]^m$ described in Section 4.3.2 from $\hat{X}$ was obtained for the information on the location of the optimal solutions $P^k$. We used $q = 10$ for the additional cut inequalities associated with $I^0$. $I^0$ contains about 4 $m$ subsets of $\{1, \ldots, 2m\}$, so that approximately $4m$ valid inequalities of the form $\sum_{i \in I} x_i \geq \alpha$ were prepared prior to the 0th iteration, and $|I^0| = 10$ inequalities were added prior to the $k$th iteration ($k = 1, 2, \ldots$).

Each $k$th iteration consists of two phases: the first one for solving $\hat{P}^k$ and the second one for solving $\hat{P}^k_a(I') (I' \in I^k)$. After solving the second problems, $\{(I, \alpha^k_i, \beta^k_i) : I \in I^k\}$ was updated to $\{(I, \alpha^k_{i+1}, \beta^k_{i+1}) : I \in I^{k+1}\}$ as described in Sections 4.3. Since $I^0$ contains a singleton $I = \{i\}$ ($i = 1, \ldots, 2m$), the variable $x_i$ was fixed to 1 when the inequality $x_i \geq 1$ became valid cutting inequality, and the number of free variables was reduced among $u_1 = x_1, \ldots, u_m = x_m (= \text{the dimension of subQUBO denoted by } d^k$ in Table 1) as well as the redundant cutting inequalities were removed.

The iteration terminated when $\hat{\zeta}^k$ attained the optimal value $\zeta$ in 10 iterations $k = 0, 1, \ldots, 9$ or $k$ reached 9. Among 60 QUBO instances, 42 cases attained the optimal value within 10 iterations, i.e., $\hat{\zeta}^k = \zeta$ for some $k <= 9$. The other 18 cases failed to obtain the exact optimal value. Table 1 shows the numerical results on 42 successful instances.

The following two aspects are crucial for evaluating the performance of SCIT:
(i) How many variables \( u_1 = x_1, \ldots, u_m = x_m \) are fixed to either 0 or 1, which can be measured by the decrease of \( d_k \) \((k = 0,1,\ldots)\).

(ii) Improvement in the lower bound of optimal value \( \zeta \), which can be observed by the increase of \( \hat{\zeta}^k \) \((k = 0,1,\ldots)\).

Overall, the method worked effectively in terms of the two aspects, but less effectively for larger dimensional cases; it took more iterations to attain a smaller \( d^k \) and a tighter \( \hat{\zeta}^k \) to \( \zeta \). In practice, (i) is an important aspect of SCIT when it is combined with a numerical method for solving QUBOs. For the QUBO instance bqp250-2 in our numerical experiment, 237 \((= 250 - 13)\) variables among \( u_1, \ldots, u_{250} \) of QUBO \([13]\) were fixed to 0 or 1 after 10 iterations, so the resulting subQUBO with 13 variables was easy to solve.

The 18 instances where \( \hat{\zeta}^k \) could not attain \( \zeta \) in 10 iterations \((or \ k \leq 9)\) are not included in Table 2. As mentioned before, SCIT alone cannot be a numerical method for solving QUBOs. To successfully solve the 18 instances, a numerical method combining SCIT with other methods should be implemented.

We want to highlight that the exact optimal values of the 42 QUBO instances, 70 \% of the 60 instances to which the method was applied, could be obtained in the numerical experiments. The numerical results reported here, though limited, present the promising potential of SCIT, especially when it is combined with the branch-and-bound method \([10, 11, 17, 18]\) and heuristic methods \([10, 22]\) for solving QUBOs.

5 Concluding Remarks

We have presented SCIT, a very flexible framework, to generate effective cutting inequalities for strengthening conic relaxations for computing lower bounds of the optimal value of a binary QOP. To be able to combine the experimental method with the branch-and-bound method, there remain many issues to be studied. In particular, the initial setting of the family of valid inequalities of the form \( \sum_{i \in I} x_i \geq a^0_i \) \((I \in \mathcal{I}^0)\) \((\text{Section 4.3.1})\) should be designed more carefully. Another important issue is to investigate how to effectively utilize the optimal solution information of the conic relaxation problem \((\text{Section 4.3.2})\). In addition, extensive numerical experiment is necessary.

The authors’ future interests include applying SCIT to the quadratic assignment problem \((\text{QAP})\), which is known to be one of the most difficult combinatorial problems. They have participated in the joint project for solving large scale QAPs by the branch-and-bound method. See \([9]\) for an intermediate report on the project. For the lower bounding procedure, the Lagrangian doubly nonnegative (DNN) relaxation \([14, 15, 4]\) and the Newton-bracketing method \([16, 15]\), which were used in the numerical results reported in Section 4.5, have been employed in the project. For the first time, tai30a and sko42 from QAPLIB \([1, 2]\) were solved using their method. Although there still remain many unsolved instances in QAPLIB, approximate optimal solutions which are likely to be optimal are known in all of those instances. The additional cutting inequalities discussed in Section 4.3.2 are expected to work effectively to prove that they are truly optimal. The branching rules mentioned in Remark \([4.1]\) can be also used to prove their optimality.
Table 1: Numerical results on SCIT applied to 42 QUBO instances from BIQMAC [23].

| QUBO    | Opt.Val | $d^k$ (Dim. of subQUBO $P^k$ whose L-DNN relaxation $P^k$ to be solved) | $\zeta^k$ (the optimal value of $P^k$) |
|---------|---------|-------------------------------------------------|-------------------------------------------------|
| bqp100-1| -7970   | 100, -8036                                      | 100, -8036                                      |
| bqp100-2| -11036  | 100, -11036                                     | 100, -11036                                     |
| bqp100-3| -12723  | 100, -12723                                     | 100, -12723                                     |
| bqp100-4| -10368  | 100, -10368                                     | 100, -10368                                     |
| bqp100-5| -9083   | 100, -9083                                      | 100, -9083                                      |
| bqp100-6| -10210  | 100, -10341                                     | 100, -10159                                     |
| bqp100-7| -10125  | 100, -10159                                     | 100, -10159                                     |
| bqp100-8| -11435  | 100, -11435                                     | 100, -11435                                     |
| bqp100-9| -11455  | 100, -11455                                     | 100, -11455                                     |
| bqp100-10| 12565   | 100, -12565                                     | 100, -12565                                     |
| be120.1 | -13067  | 120, -13343                                     | 38, -10270                                      |
| be120.2 | -13046  | 120, -13163                                     | 27, -10248                                      |
| be120.3 | -12418  | 120, -12609                                     | 17, -10220                                      |
| be120.4 | -13967  | 120, -14039                                     | 12, -10210                                      |
| be120.5 | -11403  | 120, -11558                                     | 6, -10157                                       |
| be120.6 | -12915  | 120, -13022                                     | -6, -10094                                      |
| be120.7 | -14068  | 120, -14128                                     | 46, -12202                                      |
| be120.8 | -11701  | 120, -14912                                     | 46, -12202                                      |
| be120.9 | -12201  | 120, -12413                                     | 46, -12202                                      |
| be120.10| -18827  | 120, -19351                                     | 102, -19271                                     |
| be120.11| -19032  | 120, -19791                                     | 102, -19655                                     |
| be120.12| -20755  | 120, -21063                                     | 56, -19083                                      |
| be120.13| -20417  | 120, -20677                                     | 50, -18903                                      |
| be120.14| -18182  | 120, -18554                                     | 19, -18396                                      |
| be120.15| -18195  | 120, -18658                                     | 29, -18287                                      |
| be120.16| -18049  | 120, -19380                                     | 29, -18287                                      |
| be120.17| -18889  | 150, -19202                                     | 117, -19098                                     |
| be150.3 | -17816  | 150, -18200                                     | 110, -18069                                     |
| be150.4 | -17314  | 150, -17510                                     | 110, -17314                                     |
| be150.5 | -19884  | 150, -20080                                     | 110, -19884                                     |
| be150.6 | -16817  | 150, -17216                                     | 110, -16817                                     |
| be150.7 | -18001  | 150, -18385                                     | 110, -18001                                     |
| be150.8 | -26911  | 150, -27685                                     | 110, -26911                                     |
| be150.9 | -28017  | 150, -28634                                     | 110, -28017                                     |
| be150.10| -23734  | 150, -29071                                     | 110, -28017                                     |
| bgl250-1| -46007  | 250, -46244                                     | 110, -45927                                     |
| bgl250-2| -44130  | 250, -45585                                     | 110, -45927                                     |
| bgl250-3| -49367  | 250, -49457                                     | 110, -45927                                     |
| bgl250-4| -41274  | 250, -42009                                     | 110, -45927                                     |
| bgl250-5| -47961  | 250, -48315                                     | 110, -45927                                     |
| bgl250-7| -46757  | 250, -47378                                     | 110, -45927                                     |
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