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ABSTRACT With the emergence of cloud computing, large amounts of private data are stored and processed in the cloud. On the other hand, data owners (users) may not want to reveal data information to cloud providers to protect their privacy. Therefore, users may upload encrypted data to the cloud or third-party platforms, such as Google Cloud, Amazon Web Service, and Microsoft Azure. Conventionally, data must be decrypted before being analyzed in the cloud, which raises privacy concerns. Moreover, decryption of big data such as images requires enormous computation resources, which is unsuitable for energy-constrained devices, particularly Internet of Things (IoT) devices. Data privacy in most popular applications, such as image query or classification, can be preserved if encrypted images can be directly classified on the cloud or IoT devices without decryption. This paper proposes a high-speed double random phase encoding (DRPE) technique of encrypting images into white-noise images. DRPE-encrypted images are then uploaded and stored in the cloud. Images that are encrypted without being decrypted are classified using deep convolutional neural networks in the cloud. The simulation results indicated the feasibility and good performance of the proposed approach. The proposed privacy-preserving image classification method can be useful in data-sensitive fields, such as medicine and transportation.

INDEX TERMS Double random phase encoding, information security, image encryption, deep learning, privacy preserving

I. INTRODUCTION

With the development of the Internet of Things (IoT), several wearable devices, home appliances, agriculture and transportation tools, and other devices are connected to the Internet. These devices generate large amounts of data every day, which are primarily stored in the cloud [1–5]. These data are also mostly processed in the cloud using cloud computing services from third-party platforms, such as Google, Amazon, and Microsoft because they can provide sufficient storage space and processing power. Although IoT and cloud computing techniques have made it easier to work and live, studies have shown that most consumers lack confidence in the data security of IoT devices and cloud computing [6–9]. An individual may not want unauthorized entities to have access to their tour photos, including family information. A patient does not want their medical records and diagnostic reports to be shared with others. A driver may not want to leak their private information, such as license plate, location, and driving habits, to outsiders. Security is a significant concern for data generated by IoT devices or data stored in the cloud because there is a high probability that some personal information would be included in this digital information [6–10]. Therefore, many privacy-preservation approaches, such as data encryption, have been proposed to make data transmission, storage, and extraction safe [11–14]. On the other hand, data encryption in the cloud can decrease the data processing efficiency for some applications, such as image classification and retrieval, because decrypting and then classifying or querying a large number of encrypted images may necessitate considerable computation resources. In addition, decryption processing within the cloud will reveal original images to unauthorized parties, such as...
cloud provider companies. Consequently, data processing based on encrypted information is promising and has become critical [15–24]. Image data are typically large, and image encryption with methods, such as data encryption standard (DES) or advanced encryption standard (AES), may be time-consuming and unsuitable for low-computing devices, with limited power and computation capability, in IoT systems. By contrast, the double random phase encoding (DRPE) algorithm, which was proposed in [25], is an optical encryption algorithm with inherent parallel computing ability that be implemented efficiently. The DRPE can encrypt an input image into a white noise image that will not reveal any information about the original data. The original DRPE technique is achieved in the Fourier domain, whereas several other variations are implemented in different domains, such as the Fresnel domain, fractional Fourier domain, and gyrator transform domain [26–28]. The DRPE algorithm has been studied extensively and used widely in image encryption, authentication, and watermarking [29–32]. A previous study [33] claimed that the DRPE algorithm could be a good encryption algorithm in an IoT system for energy-constrained devices, while a secure key exchange scheme is proposed for image cryptography. Therefore, the DRPE approach would be a suitable scheme for image encryption for large-scale image datasets. The efficiency of image encryption is crucial, particularly for large data transmitted between devices and cloud servers. With advances in computing power, such as graphic processing units, big datasets, such as ImageNet [34], and advanced training schemes, deep learning (DL) methods have become a hot research field in recent years [35]. Because AlexNet [36] achieved good performance in the ImageNet Large-Scale Recognition Challenge, several DL architecture variants have been proposed. For example, ResNet [37], DenseNet [38], and Inception Net [39], are good classification convolutional neural networks (CNNs). U-Net [40], DeepLab [41], and Gated-SCNN [42] are DL models proposed for semantic segmentation. The Faster RCNN [43], single-shot detector [44], and You Only Look Once [45] are robust neural networks (NNs) for object detection. BERT [46] and GPT [47] are robust natural language processing (NLP) models. Traditional ML approaches typically require users to design and discover useful features themselves. Thus, domain knowledge may be critical for feature extraction. By contrast, DL methods can automatically extract the relevant features from data by optimizing a target function, e.g., minimizing a loss function [48]. Moreover, DL models are more robust to images with illumination variations, color differences, and target location offset. DL models are used widely in image analysis, audio processing, and NLP [48, 49]. They are also used extensively in the classification of encrypted images because deep NNs have a great ability to automatically extract good features from data, even encrypted data, whereas manual extraction of the good features from encrypted data is difficult because encryption may cause the encrypted data to have few discriminative patterns to identify a specific category.

This paper proposed an image classification method based on encrypted image data. The proposed method can be crucial for cloud computing and IoT systems. First, the images are encrypted using the DRPE method. The encrypted images are then transmitted to the cloud owned by a third-party company. DRPE-encrypted images are white-noise images that will not reveal the clients’ sensitive information in the cloud. Without decrypting the images in the cloud to train an ML algorithm, DL models have been developed and trained directly using the encrypted data, increasing computation efficiency because the decryption of many images in the cloud is highly time and resource consuming. This study developed two types of DL models for encrypted data classification. One is a CNN, with a similar architecture to the conventional CNN, which is used mainly for classification. The other is an encoder–decoder structure with a CNN as an additional branch. The second model can achieve image classification and decryption simultaneously. The remaining part of this paper is organized as follows. Section II reports the related works. Section III describes DRPE. Section IV presents the procedure of the encrypted image classification. Section V presents experimental results, and the conclusions are drawn in Section VI.

II. RELATED WORKS

Data processing based on encrypted information provides a good way for privacy preservation. Several studies have evaluated information retrieval and classification using encrypted data stored in the cloud to protect sensitive information. In [17], images were captured using roadside units, and the vehicles in those images were segmented through edge detection. Furthermore, segmented images are encrypted using a suitable algorithm using a selected mode of operation, and the encrypted data were classified based on the convolutional neural networks. As a result, the encrypted image provides a way of protecting the drivers’ sensitive information in intelligent transportation systems. In [22], a deep learning model was designed to automatically extract the useful features from encrypted traffic data for traffic identification and classification to preserve the users’ privacy. In [18], they proposed a privacy-preserving algorithm for classifying images, which are encrypted using a pixel-based image encryption method. This algorithm could achieve image augmentation in the encryption domain during the algorithm-training phase. In [15], a block encryption algorithm, such as DES and AES [23], was used for image encryption, and encrypted images were classified using a trained multilayer extreme learning machine to achieve data security. In [24], the researchers proposed deep CNNs with a novel activation function to classify encrypted image data generated using a homomorphic encryption method. Their results highlighted the robustness of the approach proposed.
in the study over encrypted data. In [16], image data are also encrypted using a homomorphic encryption algorithm, and encrypted data were classified using a non-linear support vector machine. The original data were encrypted, and machine learning (ML) algorithms were trained and inferred based on encrypted images, providing a good way to protect sensitive information among these methods. On the other hand, encrypted data based on optical encryption approaches with inherent parallel properties have not been researched. This paper reports the feasibility of encrypted image classification based on DRPE-encrypted data.

Figure 1. Schematic diagram of double random phase encoding in the Fourier domain

III. DOUBLE RANDOM PHASE ENCODING

DRPE, as a popular optical security approach, has been researched extensively because of the easy configuration and parallel processing properties [26–28]. DRPE has also been widely used in image authentication, information hiding, and watermarking [29–33]. Figure 1 presents a graphic diagram of a DRPE method in the Fourier domain. In the DRPE scheme, the input image \( I(x,y) \) is encoded into a stationary white-noise image \( E(\xi,\eta) \) using two random phase masks, \( m_1 = \exp(j2\pi m(x,y)) \) and \( m_2 = \exp(j2\pi n(u,v)) \), where each element within \( m(x,y) \) and \( n(u,v) \) is distributed uniformly between 0 and 1. \( \exp(j) \) represents the natural exponential function, and \( j \) represents the imaginary unit. For DRPE implementation in the Fourier domain, the first random phase mask \( m_1 \) is located in the input image plane. The second random phase mask, \( m_2 \), is positioned in the Fourier domain. For DRPE implemented in other domains, such as the Fresnel, Gyrator, and Fractional Fourier domains, the random phase mask \( m_1 \) remains in the input image plane, whereas the second random phase mask, \( m_2 \), is placed at the corresponding domain [30]. The computational implementation of DRPE in the Fourier domain can also be written mathematically as:

\[
E(\eta,\xi) = FT^{-1}[FT[O(x,y)\exp(j2\pi m(x,y))]\times\exp(j2\pi n(u,v))],
\]

(1)

where \( FT \) and \( FT^{-1} \) represent the 2D Fourier and inverse Fourier transforms, respectively. By contrast, the implementation of DRPE decryption in the Fourier domain is the inverse operation of DRPE in encryption processing. DRPE decryption can be expressed mathematically as follows:

\[
D(x,y) = \left| FT^{-1}[FT[E(\eta,\xi)\text{conj}(\exp(j2\pi n(u,v)))]] \right|,
\]

(2)

where \( D(x,y) \) is the decrypted image from DRPE, and \( |\cdot| \) is the modulus operation, \( \text{conj} \) is the complex conjugate.

Equation (2) does not include the first random phase mask, \( m_1 \), because the intensity of the decrypted image \( D(x,y) \) will not be affected because of the modulus operation [25].

Figure 2. Procedure of encrypted image classification

IV. CLASSIFICATION OF DOUBLE RANDOM PHASE ENCRYPTED IMAGES

The first step in the encrypted image classification process is to encrypt input images before transmitting them to the cloud. Consequently, in the cloud, there are only encrypted images, and no image information is revealed. In this study, all images were encrypted with DRPE algorithms. The elements of the DRPE-encrypted images are complex values, and both real and imaginary parts are used as inputs in training a DL model. Figure 2 presents the procedure for DRPE-encrypted image classification. As illustrated in Figure 2, the trained model was tested for encrypted image classification after training the DL model. In the testing phase, the same random phase mask keys as those used in the training step were adopted in the DRPE algorithm, and the encrypted images with both real and imaginary parts are the inputs of the trained model for prediction.

Figure 3. CNN architecture for the DRPE-encrypted image classification

This paper proposed two DL models for DRPE-encrypted image classification. The first is a CNN that is referred to as the CNN algorithm in the following description. The second one is a fully connected CNN with an auxiliary branch for encrypted image classification. The second DL structure is expressed as FCN_{Aux} in the following context. Figure 3 shows the CNN method used here. In this CNN approach, the input image size was \( 32 \times 32 \times 2 \), and there were 10 categories in the output layer. In Figure 3, the Conv 3 x 3 is a convolutional operation with a kernel size of \( 3 \times 3 \). BN represents batch normalization. ReLu is the rectified linear unit activation function. Max pooling \( 2 \times 2 \) means max-
pooling operation with a stride value of 2 in both the x and y directions in the feature map. The max-pooling layer may extract the largest element from the 2 × 2 regions in the feature map, and the resolution was reduced by a factor of 2 × 2 at each max-pooling 2 × 2 block. FC denotes the fully connected operation, whereas Softmax is a normalized exponential function that can normalize the output of an NN to a probability distribution over the predicted output classes [49, 50]. The number above each block in Figure 3 is the size of the feature map of that layer. Typically, the convolutional operation in NNs can preserve the spatial relationship among pixels and learn the image features within the receptive field [49, 50]. An activation function, such as ReLu, can introduce non-linearity into the models and enhance the ability to extract complex features [49, 50]. Max pooling can reduce feature map dimensionality and is beneficial to the models’ computation. This also makes the DL models more robust to target translation within the images [49, 50]. BN can mitigate the internal covariate shift problem and reduce the gradient vanishing problem during algorithm training [51].

![FCNAux architecture for DRPE-encrypted image classification](image)

**FIGURE 4.** FCNAux architecture for DRPE-encrypted image classification

Figure 4 presents the FCNAux architecture. Compared to the DL structure in Figure 3, there is an additional decoder part in the FCNAux structure in Figure 4. The decoder operation in FCNAux can be considered a decryption operation and can help modulate the NNs to learn features that are helpful for both classification and decryption. In Figure 4, the Up-Conv 2 × 2 means an up-pooling operation, which can increase the feature map resolution by a factor of 2 × 2. The Sigmoid function is an activation function that can scale the output values to a range of 0–1. For both CNN and FCNAux models, the cross-entropy (CE) loss is used for encrypted image classification and is expressed as the following equation [48, 50]:

\[
CE = -\frac{1}{N} \sum_{i=1}^{M} y_{oc} \log(p_{oc}),
\]

where N is the size of the dataset, and M is the number of classes; \(y_{oc}\) is the binary indicator (0 or 1), which is 1 when the class label \(c\) is the correct classification for the observation sample \(o\); otherwise, \(y_{oc}\) is 0. \(p_{oc}\) is the predicted probability for observation \(o\) with class \(c\). The mean absolute error (MAE) is used as the regression loss function for the decoder branch in the FCNAux model, as shown in Figure 4, and it is mathematically given as follows:

\[
MAE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} |P(i, j) - G(i, j)|.
\]

where \(M\) and \(N\) are the sizes of an image along the \(x\) and \(y\) directions, respectively. \(G(i, j)\) is the ground truth pixel value at the image location \((i, j)\), and \(P(i, j)\) is the predicted image pixel value at the image location \((i, j)\). The \(|\cdot|\) denotes the absolute operation.

**V. EXPERIMENTAL RESULTS**

The Fashion-MNIST dataset [52] is used to demonstrate the proposed approach. The dataset contained 70,000 images, of which 50,000 are used for training; 10,000, for validation; and 10,000, for testing. The original size of the images in the Fashion-MNIST dataset was 28 × 28, and they were resized to 32 × 32, and then encrypted using the DRPE algorithm. There are 10 categories within this dataset: T-shirt, Trouser, pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot. The models were developed on a server with 48 central processing units (CPUs) (Inter(R) Xeon(R) CPU E5-2650, Ubuntu 16.04 operating system, and one P100 NVIDIA GPU). The DL algorithms were implemented with PyTorch, a Python DL framework [53]. Both training and testing were performed through GPU parallel computing. Figure 5 presents a DRPE-encrypted image. There are real and imaginary parts of the DRPE-encrypted image in the figure because the element of the encrypted image is a complex number. The real and imaginary parts of the encrypted image were concatenated to form a 32 × 32 × 2 tensor, which serves as the input to the DL models.

![Illustration of a DRPE-encrypted image. (a) Original image, (b) real part of the encrypted image, and (c) imaginary part of the encrypted images](image)

**FIGURE 5.** Illustration of a DRPE-encrypted image. (a) Original image, (b) real part of the encrypted image, and (c) imaginary part of the encrypted images

![Epoch number versus loss value for the CNN algorithm](image)

**FIGURE 6.** Epoch number versus loss value for the CNN algorithm
To train the CNN algorithm, the batch size was set to 64; the learning rate was given as 0.01, which decreased by a factor of 10 every 40 epochs; the number of epochs was set to 120. L2 regularization [50] was used in this study, and its value was given as 0.0005. The momentum gradient descent method was used as the optimization approach, which was set to 0.9. An image augmentation technique was used in algorithm training, including image flipping, random image rotation, random noise addition, and random pixel exclusion. The overfitting problem was mitigated by performing the early-stop technique on the training and validation datasets.

Figure 6 presents the epoch number versus loss value curve on the training and validation datasets. As shown in Figure 6, the loss difference between the training and validation datasets begins to enlarge at the epoch number of 82. Therefore, the trained model at epoch number 82 was used for testing.

After training the CNN algorithm, the trained model was evaluated using 10,000 test images. The accuracy of the CNN algorithm for DRPE-encrypted image classification was 0.8972. Table I lists the corresponding confusion matrix.

### TABLE I

| Predicted Class | T-shirt | Trouser | Pullover | Dress | Coat | Sandal | Shirt | Sneaker | Bag | Ankle boot |
|-----------------|---------|---------|----------|-------|------|--------|-------|---------|-----|------------|
| T-shirt         | 820     | 1       | 15       | 20    | 3    | 1      | 130   | 0       | 10 | 0          |
| Trouser         | 0       | 978     | 4        | 16    | 0    | 2      | 0     | 0       | 0   | 0          |
| Pullover        | 15      | 1       | 815      | 8     | 82   | 0      | 76    | 0       | 3  | 0          |
| Dress           | 15      | 9       | 18       | 894   | 36   | 0      | 24    | 0       | 4  | 0          |
| Coat            | 1       | 1       | 80       | 23    | 847  | 0      | 43    | 0       | 5  | 0          |
| Sandal          | 0       | 0       | 0        | 0     | 967  | 0      | 23    | 2       | 8  | 0          |
| Shirt           | 105     | 4       | 56       | 18    | 64   | 1      | 746   | 0       | 6  | 0          |
| Sneaker         | 0       | 0       | 0        | 0     | 13   | 0      | 959   | 0       | 28 | 0          |
| Bag             | 5       | 0       | 0        | 3     | 4    | 3      | 3     | 4       | 978| 0          |
| Ankle boot      | 0       | 0       | 0        | 0     | 4    | 1      | 27    | 0       | 968| 0          |

### TABLE II

| Predicted Class | T-shirt | Trouser | Pullover | Dress | Coat | Sandal | Shirt | Sneaker | Bag | Ankle boot |
|-----------------|---------|---------|----------|-------|------|--------|-------|---------|-----|------------|
| T-shirt         | 843     | 1       | 18       | 17    | 3    | 0      | 112   | 0       | 6  | 0          |
| Trouser         | 3       | 983     | 0        | 11    | 1    | 0      | 1     | 0       | 1  | 0          |
| Pullover        | 12      | 1       | 828      | 6     | 100  | 0      | 53    | 0       | 0  | 0          |
| Dress           | 12      | 2       | 7        | 902   | 35   | 0      | 39    | 0       | 2  | 1          |
| Coat            | 2       | 0       | 34       | 21    | 913  | 0      | 30    | 0       | 0  | 0          |
| Sandal          | 0       | 0       | 0        | 0     | 1    | 0      | 984   | 0       | 14 | 0          |
| Shirt           | 93      | 1       | 54       | 26    | 101  | 0      | 722   | 0       | 3  | 0          |
| Sneaker         | 0       | 0       | 0        | 0     | 4    | 0      | 983   | 0       | 13 | 0          |
| Bag             | 3       | 0       | 6        | 2     | 0    | 1      | 2     | 1       | 985| 0          |
| Ankle boot      | 0       | 0       | 1        | 0     | 6    | 0      | 38    | 0       | 955| 0          |

**FIGURE 7.** Illustration of partial pixel loss attack. (a) An original image in the Fashion-MNIST test dataset, (b) real part of a DRPE-encrypted image, (c) encrypted image with 20% of pixels excluded, (d) an encrypted image with 40% of pixels excluded, and (e) encrypted image with 60% of pixels excluded.

For comparison, the same CNN structure was used to classify the original images without DRPE encryption. That is, the CNN algorithm was trained and tested using the original images without applying any encryption algorithm. In this case, the input image size for the CNN algorithm was $32 \times 1$. An accuracy of 0.9098 was obtained on the 10,000 test images. Table I lists the corresponding prediction confusion matrix. Prediction results in Tables I and II have indicated that the trained CNN algorithm obtained similar classification accuracy for both DRPE-encrypted images and the original images (i.e., without DRPE encryption).

Some attacks were used to assess the robustness of the CNN algorithms. Data can easily suffer from noise contamination or pixel value loss during data transmission on the Internet. Therefore, the ability of the proposed CNN architecture for encrypted image classification was tested in terms of partial pixel loss and noise attack. Partial pixel loss attack was simulated by randomly excluding 20%, 40%, and 60% of pixels from an encrypted image. Figure 7 presents the
encrypted image with some pixels being excluded randomly. Only the real part image in the encrypted image is presented in Figure 7, whereas the same operation was performed on the imaginary part. The excluded pixel locations were given a value of zero in the partial pixel loss attack. Table III lists the encrypted image classification accuracy of the proposed CNN model for images with some pixels excluded randomly. The simulation for the noise attack is based on additive noise. The adding noise operation is expressed in the following equation [54]:

\[ E_{\text{noise}} = E \times (1 + w \times m), \]

where \( E \) and \( E_{\text{noise}} \) are the DRPE-encrypted image and DRPE-encrypted image with additive noise, respectively; \( w \) is the weight of noise; \( m \) is the matrix with the same size as the encrypted image \( E \), with the element value chosen at random between 0 and 1. The additive noise attack test was performed with three different weight values: 0.25, 0.5, and 1. Figure 8 illustrates the encrypted image with the addition of the noise attack. Similarly, Figure 8 shows only the real part of the DRPE-encrypted image. The CNN classification results for DRPE-encrypted images under the noise attack are presented in Table III. As shown in Table III, the proposed CNN algorithm can achieve good DRPE-encrypted image classification performance under partial pixel loss and noise attacks.

To test the performance of the FCNAux model, the same hyperparameters, as used to test the CNN model, were configured, and the same early stop technique was used to reduce the overfitting problem. Figure 9 shows the epoch number versus loss value curve. The final epoch number selected was 81 because the loss value begins to increase for the validation dataset, whereas that for the training dataset decreases. Consequently, the trained model at epoch number 81 evaluated the DRPE-encrypted image classification performance of the model. The accuracy of the FCNAux algorithm on 10,000 test images was calculated to be 0.8944. Table IV lists the confusion matrix. The FNCAux model can achieve classification results and output regression images. Figure 10 presents the regressed images generated by FCNAux. As illustrated in Figure 10, the FCNAux model can generate images similar to the original images, even though some details in the regressed images are missing.

**TABLE III**

| ENCRYPTED IMAGE CLASSIFICATION OF CNN BASED ON AN ATTACK |
|----------------------------------------------------------|
| Partial pixel exclusion attack | Adding noise attack |
| 20% exclusion | 40% exclusion | 60% exclusion | Weight | Weight | Weight | Weight |
| Accuracy | 0.8855 | 0.8755 | 0.8729 | 0.8929 | 0.8814 | 0.8262 |

**TABLE IV**

| CONFUSION MATRIX OF FCNAUX PREDICTION RESULTS BASED ON DRPE-ENCRYPTED IMAGES |
|--------------------------------------------------------------------------------|
| Predicted Class | T-shirt | Trouser | Pullover | Dress | Coat | Sandy | Shirt | Sneaker | Bag | Ankle boot |
| True class | 864 | 4 | 22 | 1 | 0 | 0 | 137 | 0 | 6 | 1 |
| T-shirt | 1 | 16 | 33 | 2 | 3 | 0 | 74 | 0 | 0 | 0 |
| Trouser | 976 | 0 | 14 | 3 | 0 | 3 | 0 | 10 | 0 | 0 |
| Pullover | 836 | 10 | 55 | 0 | 71 | 0 | 4 | 0 | 0 | 0 |
| Dress | 1 | 34 | 775 | 0 | 68 | 0 | 2 | 0 | 0 | 0 |
| Coat | 921 | 27 | 0 | 9 | 0 | 8 | 0 | 0 | 0 | 0 |
| Sandy | 115 | 0 | 0 | 0 | 978 | 0 | 16 | 0 | 0 | 0 |
| Shirt | 30 | 43 | 0 | 709 | 0 | 10 | 0 | 0 | 0 | 0 |
| Sneaker | 0 | 0 | 0 | 0 | 19 | 0 | 961 | 0 | 20 | 0 |
| Bag | 6 | 4 | 4 | 6 | 1 | 3 | 972 | 0 | 0 | 0 |
| Ankle boot | 1 | 0 | 0 | 0 | 9 | 0 | 38 | 0 | 952 | 0 |
The same attacks, partial pixel exclusion and noise attack, are applied to the FCNAux to test its robustness. For partial pixel loss attack, the exclusion pixel percentages were set to 0.2, 0.4, and 0.6. The weight value for the noise attack was 0.25, 0.5, and 1.0. Figure 11 shows the predicted images from the decoder branch in the FCNAux algorithm under the partial pixel loss attack, whereas those under the noise attack are given in Figure 12. The corresponding prediction accuracy values are included in Table V. Table V indicates that the FCNAux model is robust to partial pixel loss and noise attacks.

The proposed CNN and FCNAux algorithms were also trained and tested on the MNIST dataset [55], which was encrypted using the DRPE technique. The accuracy for the proposed CNN and FCNAux methods based on 10,000 MNIST test images was 0.9237 and 0.9278, respectively. The accuracy of the CNN algorithm using the original images (i.e., without encryption) in the MNIST dataset is calculated to be 0.9303. These results using the MNIST dataset also confirmed that the proposed CNN and FCNAux models could perform well for DRPE-encrypted image classification.

The proposed methods were also compared with those in [15,16,18], where images are encrypted with AES [15], homomorphic encryption [16], and a pixel-based encryption approach [18]. Here, 16 pixels which have a total of 128 bits are viewed as a block to be used as the input of AES and homomorphic encryption. Table VI lists the encrypted image classification results from these approaches based on 10000 testing Fashion-MNIST datasets. The method in [18] showed similar classification accuracy in the present and much better than those in [15] and [16]. This study did not focus on the classification accuracy and mainly demonstrated that encrypted data from optical encryption methods, such as DRPE, can be classified using a deep learning approach so that privacy can be preserved in the cloud. Compared to other encryption methods, such as AES in [15], homomorphic encryption in [16], and pixel-based encryption in [18], DRPE as an optical encryption method has a potential advantage in parallel computing. The computational complexity of the optical encryption algorithm was O(1) in Big-O notation [33]. They were O(n^3) for AES in [15], homomorphic encryption in [16], and pixel-based encryption in [18] for encrypting an n x n image when only “+”,”-”, “x”, “/”, and modulo operations were considered.

VI. CONCLUSIONS
This paper proposed a privacy-preserving image classification method based on DRPE and DL. Unstructured data, such as images, were first encrypted using the DRPE method. The encrypted images have a white noise appearance, which reveals no information to third parties. The parallel computing ability of the DRPE approach
improved the speed of big data encryption, which is important for edge devices, such as smartphones, sensors, and other portable devices. Image classification is a popular ML task that has always been performed on original images. On the other hand, this task raises data privacy/security concerns for users in cloud computing and IoT systems. In this study, the classification approach was established, whereby DL models were applied to DRPE-encrypted and unencrypted images. No sensitive information was leaked in training because the models were trained using encrypted images. In addition, the performance of the models in two cases (i.e., DRPE-encrypted and unencrypted images) were compared. The results suggested that the DL models achieved good performance on the DRPE-encrypted images. The proposed method can be useful for storing and processing data in the cloud because it ensures data privacy. This method is also useful in IoT systems.
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