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Abstract—In comparison to classical shallow representation learning techniques, deep neural networks have achieved superior performance in nearly every application benchmark. But despite their clear empirical advantages, it is still not well understood what makes them so effective. To approach this question, we introduce deep frame approximation: a unifying framework for constrained representation learning with structured overcomplete frames. While exact inference requires iterative optimization, it may be approximated by the operations of a feed-forward deep neural network. We indirectly analyze how model capacity relates to frame structures induced by architectural hyperparameters such as depth, width, and skip connections. We quantify these structural differences with the deep frame potential, a data-independent measure of coherence linked to representation uniqueness and stability. As a criterion for model selection, we show correlation with generalization error on a variety of common deep network architectures and datasets. We also demonstrate how recurrent networks implementing iterative optimization algorithms can achieve performance comparable to their feed-forward approximations while improving adversarial robustness. This connection to the established theory of overcomplete representations suggests promising new directions for principled deep network architecture design with less reliance on ad-hoc engineering.
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1 INTRODUCTION

REPRESENTATION LEARNING has become a key component of computer vision and machine learning. In place of manual feature engineering, deep neural networks have enabled more effective representations to be learned from data for state-of-the-art performance in nearly every application benchmark. While this modern influx of deep learning originally began with the task of large-scale image recognition [1], new datasets, loss functions, and network configurations have expanded its scope to include a much wider range of applications. Despite this, the underlying architectures used to learn effective image representations have generally remained consistent across all settings. This can be seen through the quick adoption of the newest state-of-the-art deep networks from AlexNet [1] to VGGNet [2], ResNets [3], DenseNets [4], and so on. But this begs the question: why do some deep network architectures work better than others? Despite years of groundbreaking empirical results, an answer to this question still remains elusive.

Fundamentally, the difficulty in comparing network architectures arises from the lack of a theoretical foundation for characterizing their generalization capacities. Shallow machine learning techniques like support vector machines [5] were aided by theoretical tools like the VC-dimension [6] for determining when their predictions could be trusted to avoid overfitting. The complexity of deep neural networks, on the other hand, has made similar analyses challenging. Theoretical explorations of deep generalization are often disconnected from practical applications and rarely provide actionable insights into how architectural hyper-parameters contribute to performance. Without a clear theoretical understanding, progress is largely driven by ad-hoc engineering and trial-and-error experimentation.

Building upon recent connections between deep learning and sparse approximation [7], [8], [9], we introduce deep frame approximation: a unifying framework for representation learning with structured overcomplete frames. These problems aim to optimally reconstruct input data through layers of constrained linear combinations of components from architecture-dependent overcomplete frames. As shown in Fig. 1, exact inference in our model amounts to finding representations that minimize reconstruction error subject to constraints, a process that requires iterative

Fig. 1. (a) Deep frame approximation is a unifying framework for multi-layer representation learning where inference is posed as the constrained optimization of a multi-layer reconstruction objective. (b) The problem structure allows for effective feed-forward approximation with the activations of a standard deep neural network. (c) More accurate approximations can be found using an iterative optimization algorithm with updates implemented as recurrent feedback connections.
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optimization. However, the problem structure allows for efficient approximate inference using standard feed-forward neural networks. This connection between the complicated nonlinear operations of deep neural networks and convex optimization provides new insights about the analysis and design of different real-world network architectures.

Specifically, we indirectly analyze practical deep network architectures like residual networks (ResNets) [3] and densely connected convolutional networks (DenseNets) [4] which have achieved state-of-the-art performance in many computer vision applications. Often very deep and with skip connections across layers, these complicated network architectures typically lack convincing explanations for their specific design choices. Without clear theoretical justifications, they are instead driven by performance improvements on standard benchmark datasets like ImageNet [10]. As an alternative, we provide a novel perspective for evaluating and comparing these network architectures via the global structure of their corresponding deep frame approximation problems, as shown in Fig. 2. Here, the additive optimization objective from Fig 1a is equivalently expressed within a single system where all intermediate latent activation vectors are concatenated and all network parameters are combined within a global frame matrix with block-sparse structure determined by layer connectivity. More details may be found later in Sec. 3.2.

Our approach is motivated by sparse approximation theory [11], a field that studies shallow representations using overcomplete frames [12]. In contrast to feed-forward representations constructed through linear transformations and nonlinear activation functions, techniques like sparse coding seek parsimonious representations that efficiently reconstruct input data. Capacity is controlled by the number of additive components used in sparse data reconstructions. While adding more parameters allows for more accurate representations that better represent training data, it may also increase input sensitivity; as the number of components increases, the distance between them decreases, so they are more likely to be confused with one another. This may cause representations of similar data points to become very far apart, leading to poor generalization performance. This fundamental tradeoff between the capacity and robustness of shallow representations can be formalized using similarity measures like mutual coherence—the maximum magnitude of the normalized inner products between all pairs of components—which are theoretically tied to representation sensitivity and generalization [13].

Deep representations, on the other hand, have not shown the same correlation between model size and sensitivity [14]. While adding more layers to a deep neural network increases its capacity, it also simultaneously introduces implicit regularization to reduce overfitting. Attempts to quantify this effect are theoretically challenging and often lack intuition towards the design of architectures that more effectively balance memorization and generalization. From the perspective of deep frame approximation, however, we can interpret this observed phenomenon simply by applying theoretical results from shallow representation learning. Additional layers induce overcomplete frames with structures that increase both capacity and effective input dimensionality, allowing more components to be spaced further apart for more robust representations. Furthermore, architectures with denser skip connections induce structures with more nonzero elements, providing additional freedom to further reduce mutual coherence with fewer parameters as shown in Fig. 3. From this perspective, we interpret deep learning through the lens of shallow learning to gain new insights towards understanding its unparalleled performance.

1.1 Contributions
In order to unify the intuitive and theoretical insights of shallow representation learning with the practical advances made possible through deep learning, we introduce the deep frame potential as a cue for model selection that summarizes the interactions between parameters in deep neural networks. As a lower bound on mutual coherence, it is tied to the generalization properties of the related deep frame approximation inference problems. However,
for networks with fixed connectivity, its minimizers depend only on the frame structures induced by the corresponding architectures. This enables a priori model comparison across disparate families of deep networks by jointly quantifying the contributions of depth, width, and layer connectivity. Instead of requiring expensive validation on a specific dataset to approximate generalization performance, architectures can then be chosen based on how efficiently they can reduce mutual coherence with respect to the number of model parameters. While these general principles are widely applicable to many architecture components, they cannot be directly applied to networks with data-dependent connectivity such as the self-attention mechanisms of Transformers [15] where the minimum frame potential would depend on the underlying data distribution.

In the case of fully-connected chain networks, we derive an analytic expression for the minimum achievable deep frame potential. We also provide an efficient method for frame potential minimization applicable to a general class of convolutional networks with skip connections, of which ResNets and DenseNets are shown to be special cases. Experimentally, we demonstrate correlation with validation error across a variety of network architectures.

This paper expands upon our original work in [9], which introduced the deep frame potential as a criterion for data-independent model selection for feed-forward deep network architectures. Here, we provide a more thorough background of shallow representation learning with overcomplete tight frames to better motivate the proposed framework of deep frame approximation. While [9] only considered feed-forward approximations, we propose an iterative algorithm for exact inference extending our work in [8]. This allows us to construct recurrent versions of networks like ResNets and DenseNets that achieve similar generalization performance. We also include more extensive examples building on our work in [16] to demonstrate the improved adversarial robustness of these recurrent optimization networks. Experimentally, we compare minimum deep frame potential with generalization error on a variety of networks and datasets, including CIFAR-100 and ImageNet, further demonstrating its ability to predict generalization capacity without requiring training data.

1.2 Related Work

In this section, we present a brief overview of shallow representation learning techniques, deep neural network architectures, some theoretical and experimental explorations of their generalization properties, and the relationships between deep learning and sparse approximation theory.

1.2.1 Component Analysis and Sparse Coding

Prior to the advent of modern deep learning, shallow representation learning techniques such as principal component analysis [17] and sparse coding [18] were widely used due to their superior performance in applications like facial recognition [19] and image classification [20]. Towards the common goal of extracting meaningful information from high-dimensional images, these data-driven approaches are often guided by intuitive goals of incorporating prior knowledge into learned representations. For example, statistical independence allows for the separation of signals into distinct generative sources [21], non-negativity leads to parts-based decompositions of objects [22], and sparsity gives rise to locality and frequency selectivity [23].

Even non-convex formulations of matrix factorization are often associated with guarantees of convergence [18], generalization [24], uniqueness [25], and even global optimality [26]. Linear autoencoders with tied weights are guaranteed to find globally optimal solutions spanning principal eigenspace [27]. Similarly, other component analysis techniques can be equivalently expressed in a least squares regression framework for efficient learning with differentiable loss functions [28]. This unified view of undercomplete shallow representation learning has provided insights for characterizing certain neural network architectures and designing more efficient optimization algorithms for nonconvex subspace learning problems.

1.2.2 Deep Neural Network Architectures

Deep neural networks have since emerged as the preferred technique for representation learning in nearly every application. Their ability to jointly learn multiple layers of abstraction has been shown to allow for encoding increasingly complex features such as textures and object parts [29].

Due to the vast space of possible deep network architectures and the computational difficulty in training them, deep model selection has largely been guided by ad-hoc engineering and human ingenuity. Despite slowing progress in the years following early breakthroughs [30], recent interest in deep learning architectures began anew because of empirical successes largely attributed to computational advances like efficient training using GPUs and rectified linear unit (ReLU) activation functions [1]. Since then, numerous architectural modifications have been proposed. For example, much deeper networks with residual connections were shown to achieve consistently better performance with fewer parameters [3]. Building upon this, densely connected convolutional networks with skip connections between more layers yielded even better performance [4].

1.2.3 Deep Model Selection

Because theoretical explanations for effective deep network architectures are lacking, consistent experimentation on standardized benchmark datasets has been the primary driver of empirical success. However, due to slowing progress and the need for increased accessibility of deep learning techniques to a wider range of practitioners, more principled approaches to architecture search have gained traction. Motivated by observations of extreme redundancy in the parameters of trained networks [31], techniques have been proposed to systematically reduce the number of parameters without adversely affecting performance. Examples include sparsity-inducing regularizers during training [32] or through post-processing to prune the parameters of trained networks [33]. Constructive approaches to model selection like neural architecture search [34] instead attempt to compose architectures from basic building blocks through tools like reinforcement learning. Efficient model scaling has also been proposed to enable more effective grid search for selecting architectures subject to resource constraints [35]. Automated techniques can match or even surpass manually engineered alternatives, but they require a validation
dataset and rarely provide insights transferable to other settings.

1.2.4 Deep Learning Generalization Theory
To better understand the implicit benefits of different network architectures, there have also been theoretical explorations of deep network generalization. These works are often motivated by the surprising observation that good performance can still be achieved using highly over-parametrized models with degrees of freedom that surpass the number of training data. This contradicts many commonly accepted ideas about generalization, spurring new experimental explorations that have demonstrated properties unique to deep learning. Examples include the ability of deep networks to express random data labels [14] with a tendency towards learning simple patterns first [36].

Some promising directions towards explaining the generalization properties of deep networks are founded upon the natural stability of learning with stochastic gradient descent [37]. While this has led to explicit generalization bounds that do not rely on parameter count, they are typically only applicable for unrealistic special cases such as very wide networks [38]. Similar explanations have also arisen from the information bottleneck theory, which provides tools for analyzing architectures with respect to the optimal tradeoff between data fitting and compression due to random diffusion [39]. However, they are not causally connected to generalization performance and similar behaviors can arise even without the implicit randomness of minibatch stochastic gradients [40].

While exact theoretical explanations are lacking, empirical measurements of network sensitivity such as the Jacobian norm have been shown to correlate with generalization performance across different datasets [41]. Similarly, Parseval regularization [42] encourages robustness by constraining the Lipschitz constants of individual layers. This also promotes parameter diversity within layers, but unlike the deep frame potential, it does not take into account global interactions between layers.

1.2.5 Sparse Approximation
Because of the difficulty in analyzing deep networks directly, other approaches have instead drawn connections to the rich field of sparse approximation theory. The relationship between feed-forward neural networks and principal component analysis has long been known for the case of linear activations [27]. More recently, nonlinear deep networks with ReLU activations have been linked to multilayer sparse coding to prove theoretical properties of deep representations [7]. This connection has been used to motivate new recurrent architecture designs that resist adversarial noise attacks [43], improve classification performance [44], or enforce prior knowledge through output constraints [8]. We further build upon these relationships to instead provide novel explanations for networks that have already proven to be effective while providing a novel approach to selecting efficient deep network architectures.

2 Shallow Representation Learning
Shallow representations are typically defined in terms of what they are not: deep. In contrast to deep neural networks composed of many layers, shallow learning techniques construct latent representations of data using only a single hidden layer. In neural networks, this layer typically consists of a learned linear transformation followed by an activation function. Specifically, given a data vector $x \in \mathbb{R}^d$, a matrix of learned parameters $B \in \mathbb{R}^{d \times k}$, and a fixed nonlinear activation function $\phi : \mathbb{R}^d \rightarrow \mathbb{R}^d$, a $k$-dimensional shallow representation can be found as $f(x) = \phi(B^T x)$. However, shallow representation learning also encompasses a wide range of other methods such as principal component analysis and sparse coding that are often better suited to certain tasks. Unlike neural networks, these techniques are often equipped with simple intuition and theoretical guarantees. In this section, we survey some of these methods to elucidate the fundamental limitations of shallow representations and motivate our unifying framework for deep learning.

2.1 Undercomplete Bases
Due to the inefficiency of learning in high dimensions, alternative data representations are often employed for dimensionality reduction. While high-dimensional data such as images consist of a large number of individual features (e.g. pixels), they are often highly correlated with one another. More efficient encoding schemes can disentangle this structure while preserving the information contained in data. For example, image compression algorithms often take advantage of the band-limited nature of images by representing them not as individual pixels, but as compact linear combinations of different low-frequency components from a truncated basis. In shallow representation learning, these components are instead tuned to optimize performance on a specific dataset.

2.1.1 Representation Inference by Best Approximation
Dimensionality reduction techniques approximate data points $x \in \mathbb{R}^d$ as linear combinations of $k \leq d$ fixed component vectors $b_j$ for $j = 1, \ldots, k$ which form the columns of the undercomplete parameter matrix $B \in \mathbb{R}^{d \times k}$:

$$ x \approx \sum_{j=1}^{k} w_j b_j = Bw $$

(1)

The vectors of reconstruction coefficients $w \in \mathbb{R}^k$ serve as lower-dimensional representations found by minimizing approximation error. In the typical case of squared Euclidean distance, representations $f(x)$ are inferred by solving the following optimization problem as:

$$ f(x) = \arg \min_w \frac{1}{2} \| x - Bw \|_2^2 $$

(2)

Because the number of component vectors is lower than their dimensionality, this problem is strongly convex and admits a unique global solution given in closed form by simple matrix operations as $B^+ x$ where $B^+ = (B^T B)^{-1} B^T$ is the pseudoinverse of the rectangular matrix $B$. In the special case of orthogonal components where $B^T B = I$, the parameters $B$ form a basis that spans a $k$-dimensional subspace of $\mathbb{R}^d$. Furthermore, when $k = d$, $B$ is complete and acts as a rotation that simply aligns data to different coordinate vectors. From Parseval’s identity, this preserves the magnitudes of representations so that $\| B^T x \|_2 = \| x \|_2$. 
While the representation \( f(x) = B^T x \) now takes the form of a neural network layer with a linear activation function, it has a clear geometric interpretation as the optimal projection onto a subspace.

### 2.2 Overcomplete Frames

For many supervised applications, dimensionality reduction is not an effective goal for representation learning. On the contrary, higher-dimensional representations may be necessary to accentuate discriminative details by encouraging linear separability. In place of undercomplete bases, data may be represented using overcomplete frames with more components than dimensions. While subspace representations necessitate the loss of information, frames can span the entire space allowing for the exact reconstruction of any data point.

A frame is defined as a sequence \( \{b_j\}_{j \in I} \) of components from a Hilbert space that satisfy the following property for any \( x \) and some frame bounds \( 0 < A \leq B < \infty \) [12]:

\[
A\|x\|^2 \leq \sum_{j \in I} |\langle x, b_j \rangle|^2 \leq B\|x\|^2 \tag{3}
\]

In other words, the sum of the squared inner products between \( x \) and every \( b_j \) does not deviate far from the squared norm of \( x \) itself. While frequently employed in the analysis of infinite dimensional function spaces, we consider finite frames in \( \mathbb{R}^d \) with the index set \( I = \{1, \ldots, k\} \). In this case, we can concatenate the frame components \( b_j \) as the columns of \( B \in \mathbb{R}^{d \times k} \) where \( k > d \).

#### 2.2.1 Tight Frames

If \( B \) is a complete orthogonal basis with \( k = d \), then it is also a frame with frame bounds \( A = B = 1 \) [45] so that:

\[
A\|x\|_2^2 = \sum_{j=1}^{k} |\langle x, b_j \rangle|^2 = \|B^T x\|_2^2 \quad \tag{4}
\]

More generally, a rich family of overcomplete frames with \( k > d \) also satisfy this property for other \( A = B \) and are denoted as tight frames. These frames are of particular interest because they behave similarly to complete orthogonal bases in that the frame operator matrix \( F = BB^T \) is the rescaled identity matrix \( A^{-1} \). Thus, a higher-dimensional representation \( f(x) = B^T x \) completely preserves information and allows for efficient exact reconstructions \( x = AB f(x) \). The redundancy provided by these overcomplete frame representations also enables theoretical robustness guarantees that are beneficial for certain applications such as data transmission [46].

#### 2.2.2 The Frame Potential

Tight frames are useful in practice and can be constructed efficiently by considering the Gram matrix \( G = B^T B \) with rank \( r \leq d \), which contains the inner products between all combinations of frame elements. Note that for normalized frames with magnitudes constrained to have unit norm, the diagonal contains all ones and so its trace, the sum of its \( r \) nonzero eigenvalues \( \lambda_i \), is fixed to be \( k \). For tight frames, the nonzero eigenvalues are uniform with the value \( A^{-1} \), the same as for the frame operator matrix \( F = BB^T \). Thus, in order to have a fixed trace with uniform eigenvalues, the Gram matrix of normalized tight frames must have the minimum possible Frobenius norm. This quantity, which can be equivalently expressed as the sum of squared eigenvalues, is referred to as the frame potential [47] and is given as:

\[
FP(B) = \sum_{i=1}^{\ell} \lambda_i^2 = \sum_{j=1}^{k} \sum_{j'=1}^{k} |\langle b_j, b_{j'} \rangle|^2 = \|G\|_F^2 \quad \tag{5}
\]

Minimizers of the frame potential completely characterize the set of all normalized tight frames. Furthermore, despite its nonconvexity, the frame potential can be effectively optimized using gradient descent [48]. For our purposes, this allows it to be naturally integrated into backpropagation training pipelines as a criterion for model selection or as a regularizer.

### 2.3 Nonlinear Constrained Approximation

While tight frames admit feed-forward representations that can be efficiently decoded to reconstruct input data, inference for general overcomplete frames again requires solving the approximation error minimization problem in Eq. 2. However, because the number of components is greater than the dimensionality, there may be an infinite subspace of coefficients \( w \) that all exactly reconstruct any data point as \( x = Bw \). In order to guarantee uniqueness and facilitate the effective representation of data in applications like classification, additional constraints or penalties must be included in the optimization problem. This yields nonlinear representations \( f(x) \) that can not be computed solely using linear transformations.

#### 2.3.1 Constraints, Penalties, and Proximal Operators

Constraints and penalties restrict the space of possible solutions and introduce nonlinearity that increases representation capacity. In addition to practical considerations, they can be used to encode prior knowledge for encouraging representation interpretability. For example, consider the simplex constraint set \( S \) that consists of coefficient vectors that are nonnegative with low \( \ell_1 \) norms:

\[
S = \{ w : w \geq 0, \|w\|_1 \leq \delta \} \tag{6}
\]

Nonnegativity ensures that learned components can have only additive effects on the data reconstruction. This is commonly used as a matrix factorization constraint to encourage learning more interpretable parts of objects without
supervision [22]. The \( \ell_1 \) norm constraint, a convex surrogate to the \( \ell_0 \) “norm” that counts the number of nonzero coefficients, encourages sparsity. This gives data approximations that consist of relatively few components, resulting in the emergence of patterns resembling simple-cell receptive fields when trained on natural images [23]. The orthogonal projection onto this constraint, as visualized in Fig. 4a, can be found by solving the following optimization problem:

\[
P_S(x) = \arg \min_w \frac{1}{2} \| x - w \|_2^2 \text{ s.t. } w \in S
\]  

We can also equivalently describe this constraint set as the penalty function \( \Phi : \mathbb{R}^d \to \mathbb{R} \) defined as:

\[
\Phi(w) = \mathbb{1}_{\geq 0}(w) + \lambda \| w \|_1
\]  

Here, the convex characteristic function \( \mathbb{1}_{\geq 0} \) is defined to be zero when each component of its argument is nonnegative and infinity otherwise. The \( \ell_1 \) constraint radius \( \delta \) is also replaced with a corresponding penalty weight \( \lambda \).

Analogous to the projection operator of a constraint set, the proximal operator of a penalty function is given by the following optimization problem:

\[
\phi(x) = \arg \min_w \frac{1}{2} \| x - w \|_2^2 + \Phi(w)
\]  

Within the field of convex optimization, these operators are used in proximal algorithms for solving nonsmooth optimization problems [49]. Essentially, these techniques work by breaking a problem down into a sequence of smaller problems that can often be solved in closed-form.

For example, the proximal operator corresponding to the penalty function in Eq. 8 is the projection onto a simplex and is given by the nonsmooth soft thresholding operator:

\[
\phi(x) = P_S(x) = (x - \lambda 1)_+
\]  

Visualized in Fig. 4b, this nonlinear function uniformly shrinks the input and clips nonnegative values to zero, resulting in a sparse output. Note that this is equivalent to the rectified linear unit (ReLU), a nonlinear activation function commonly used in deep learning, with a negative bias of \( \lambda \). Many other nonlinearities can also be interpreted as proximal operators, including parametric rectified linear units, inverse square root units, arctangent, hyperbolic tangent, sigmoid, and softmax activation functions [50]. This connection forms the basis of the close relationship between approximation-based shallow representation learning and feed-forward neural networks.

### 2.3.2 Iterative Optimization

The optimization problem from Eq. 2 can be adapted to include the sparsity-inducing constraints from Eq. 6 as:

\[
f(x) = \arg \min_{w \geq 0} \frac{1}{2} \| x - Bw \|_2^2 + \lambda \| w \|_1
\]  

Unlike feed-forward alternatives that construct representations in closed-form via independent feature detectors, penalized optimization problems like this require iterative solutions. One common example is proximal gradient descent, which separates the smooth and nonsmooth components of an objective function for faster convergence. Specifically, the algorithm alternates between gradient descent on the smooth reconstruction error term and application of the nonnegative soft-thresholding proximal operator from Eq. 10. Given an initialized representation \( w^{[0]} \) and an appropriate step size \( \gamma \), repeated application of the update equation in Eq. 12 below is guaranteed to converge to a globally optimal solution [51].

\[
w^{[t]} = \phi(w^{[t-1]} + \gamma B^T (x - B w^{[t-1]}))
\]  

When \( w^{[0]} = 0 \) and \( \gamma = 1 \), truncating this algorithm to a single iteration results in the standard shallow feed-forward neural network representation \( f(x) = \phi(B^T x) \). Here, the proximal operator \( \phi \) takes on the role of a nonlinear activation function. When the parameters \( B \) are orthogonal, this feed-forward computation, which is commonly referred to as thresholding pursuit [7], gives the exact solution of Eq. 11. More generally, parameters that are close to orthogonal lead to faster convergence and more accurate feed-forward approximations.

In this case, additional iterations introduce conditional dependence between features to represent data using redundant frame components. This phenomenon is commonly referred to as “explaining away” within the context of graphical models [52]. An example of this effect is shown in Fig. 5, which compares sparse representations constructed using a feed-forward neural network layer with those given by iterative optimization. When components in an overcomplete set of features have high-correlation with an image, constrained optimization introduces competition between them resulting in more parsimonious representations.
minimum coherence and frame potential are closely related. The frame coherence and frame potential are essentially ensuring that none of its columns are too similar.

If certain conditions are met, however, the result of these two seemingly different approaches can yield very similar results. At the same time, they can also enable theoretical guarantees such as uniqueness and robustness, which are beneficial for effective representation learning.

2.4 Sparse Approximation Theory

Sparse approximation theory concerns the properties of data representations given as sparse linear combinations of components from overcomplete frames. While the number of components \( k \) is typically far greater than the dimensionality \( d \), the \( \ell_0 \) “norm” \( \|w\|_0 \) of the representation is restricted to be small. Because this quantity is nonconvex and difficult to optimize directly, sparsity is often achieved in practice using greedy selection algorithms like orthogonal matching pursuit [53] or convex sparsity-inducing constraints like the \( \ell_1 \) norm [13] or nonnegativity [54].

Through applications like compressed sensing [55], sparsity has been found to exhibit theoretical properties that enable data representation with efficiency far greater than what was previously thought possible. Central to these results is the requirement that the frame be “well-behaved,” essentially ensuring that none of its columns are too similar. For undercomplete frames with \( k \leq d \), this is satisfied by enforcing orthogonality, but overcomplete frames require other conditions. Specifically, we focus our attention on the mutual coherence \( \mu \), the maximum magnitude normalized inner product of all pairs of frame components. This is the maximum magnitude off-diagonal element in the Gram matrix \( G = \mathbf{B}^T \mathbf{B} \) where the columns of \( \mathbf{B} \) are normalized:

\[
\mu(\mathbf{B}) = \max_{i \neq j} \frac{\|b_i^T b_j\|}{\|b_i\| \|b_j\|} = \max_{i,j} |(G - I)_{ij}|
\]

Fig. 6 visualizes the mutual coherence of different overcomplete frames compared alongside an orthogonal basis.

Because they both measure pairwise interactions between the components of an overcomplete frame, mutual coherence and frame potential are closely related. The frame potential of a normalized frame can be used to compute the root mean square off-diagonal element of the Gram matrix, which provides a lower bound on the mutual coherence, the maximum magnitude off-diagonal element:

\[
\mu(\mathbf{B}) \geq \sqrt{\frac{\text{FP}(\mathbf{B}) - \text{Tr}(G)}{N(G)}}
\]

Here, \( N(G) \) is the number of nonzero elements in the Gram matrix and \( \text{Tr}(G) = k \) is constant since the columns of \( \mathbf{B} \) are normalized. Equality between mutual coherence and this averaged frame potential is met in the case of normalized equiangular tight frames, where all off-diagonal elements in the Gram matrix are equivalent.

2.4.1 Uniqueness and Robustness Guarantees

A model’s capacity for low mutual coherence increases along with its capacity for both memorizing more training data through unique representations and generalizing to more validation data through robustness to input perturbations. If representations from a mutually incoherent frame are sufficiently sparse, then they are guaranteed to be optimally sparse and unique [13]. Specifically, if the number of nonzero coefficients \( \|w\|_0 < \frac{1}{2}(1 + \mu^{-1}) \), then \( w \) is the unique, sparsest representation for \( x \). Furthermore, if \( \|w\|_0 < (\sqrt{2} - 0.5)\mu^{-1} \), then it can be found efficiently by convex optimization with \( \ell_1 \) regularization. Thus, minimizing the mutual coherence of a frame increases its capacity for uniquely representing data points.

Sparse representations are also robust to input perturbations [56]. Specifically, given a noisy datapoint \( x = x_0 + z \) where \( x_0 \) can be represented exactly as \( x_0 = \mathbf{B}w_0 \) with \( \|w_0\|_0 \leq \frac{1}{2}(1 + \mu^{-1}) \) and the noise \( z \) has bounded magnitude \( \|z\|_2 \leq \epsilon \), then \( w_0 \) can be approximated by solving the \( \ell_1 \)-penalized LASSO problem:

\[
\arg \min_w \frac{1}{2} \|x - \mathbf{B}w\|^2 + \lambda \|w\|_1
\]

Its solution is stable and the approximation error is bounded from above in Eq. 16, where \( \delta(x, \lambda) \) is a constant.

\[
\|w - w_0\|_2^2 \leq \frac{(\epsilon + \delta(x, \lambda))^2}{1 - \mu(4 \|w_0\|_0 - 1)}
\]

Thus, minimizing the mutual coherence of a frame decreases the sensitivity of its sparse representations for improved robustness. This is similar to evaluating input sensitivity using the Jacobian norm [41]. However, instead of estimating the average perturbation error over validation data, it bounds the worst-case error over all possible data.

While most theoretical results rely on explicit sparse regularization, coherence has also been found to play a key role in other overcomplete representations. For example, nonnegativity can be sufficient to guarantee unique solutions of incoherent underdetermined systems [54], formulations of overcomplete independent component analysis often minimize coherence to promote parameter diversity [57], and similar regularizers have been employed to encourage orthogonality in deep neural network layers for reduced Lipschitz constants and improved generalization [42]. This suggests that coherence control may be important even in cases when the sparsity levels required by known theoretical guarantees are not met in practice.

2.4.2 The Welch Bound

The uniqueness and robustness of overcomplete representations can both be improved with lower mutual coherence. Thus, one way of approximating a model’s capacity for representations with effective memorization and generalization properties is through a lower bound on its minimum
achievable mutual coherence. While this minimum value may not be necessary for effective representation learning with a particular dataset, it does provide a worst-case, data-agnostic means for comparison.

Recall that mutual coherence and frame potential both attain minimum values of zero in the case of orthogonal frames. For normalized overcomplete frames with more components than dimensions, the minimum frame potential is a positive constant that provides a lower bound on the minimum mutual coherence where equality is met in the case of equiangular frames. This value, typically denoted as the Welch bound, was originally introduced in the context of bounding the effectiveness of error-correcting codes [58].

To derive this tight lower bound on the mutual coherence of a normalized frame $B \in \mathbb{R}^{d \times k}$, we first apply the Cauchy-Schwarz inequality to find a lower bound on the frame potential, the sum of the the squared eigenvalues $\lambda_i$ of the positive semidefinite Gram matrix $G = B^T B$:

$$\text{FP}(B) = \sum_{i=1}^{d} \lambda_i^2 \geq \frac{1}{d} \left( \sum_{i=1}^{d} \lambda_i \right)^2 = \frac{\text{Tr}(G)^2}{d} = \frac{k^2}{d} \quad (17)$$

For normalized frames, $\text{Tr}(G) = k$. Furthermore, the number of nonzero off-diagonal elements is $N(G) = k(k-1)$. From Eq. 14, the Welch bound is then given as:

$$\mu(B) \geq \sqrt{\frac{kd^{-1} - 1}{k - 1}} \quad (18)$$

Note that for a fixed input dimensionality $d$, as the number of parameters increases with additional components $k$, the minimum achievable mutual coherence also increases.

### 2.4.3 Structured Convolutional Frames

For complicated, high-dimensional images, sparse representation with overcomplete frames is generally not possible. Instead, data can be broken into smaller overlapping patches that are represented using shared parameters with localized spatial support. These local representations may then be concatenated together to form global image representations. This is accomplished in convolutional sparse coding by replacing the frame matrix multiplication in Eq. 11 with a linear operator that convolves a set of filters over coefficient feature maps to approximately reconstruct images [59]. This operator can equivalently be represented as multiplication by a matrix with repeating implicit structures of nonzero parameters as visualized in Fig. 7.

Due to the repeated local structure of convolutional frames, more efficient inference algorithms are possible [60] and theoretical guarantees similar to those in Sec. 2.4.1 can be derived requiring only local sparsity independent of input dimensionality [61]. The frame potential, mutual coherence, and Welch bound may also be computed efficiently by considering only local interactions as shown in Fig. 7.

Consider the 2-dimensional convolution of a $p \times p$ input with $d$ channels using $k$ filters of size $f \times f$ with $q < p$. Padding the input with a border of zeros is used to ensure size consistency while a convolution stride of $s \geq 1$ gives filter overlaps of $\sigma = [f/s]$ for an output of size $q \times q$ where $q = \lceil p/s \rceil$. The normalized convolutional frame $B \in \mathbb{R}^{dp^2 \times kq^2}$ has a Gram matrix with trace $\text{Tr}(G) = kq^2$.

Due its sparse repeating structure, the total number of nonzero off-diagonal elements is:

$$N(G) = k ( k (q^{-2} - q^2) - q^2 ) \quad (19)$$

Using the lower bound from Eq. 17, the frame potential can be bounded as $\text{FP}(B) \geq q^{4k^2}d^{-1} - 1$. By plugging these values into Eq. 14, a lower bound on the mutual coherence can be found as:

$$\mu(B) \geq \sqrt{\frac{kd^{-1}s^{-2} - 1}{k ((2-s^{-1})(s^{-2} - 1) - 1)}} \quad (20)$$

While this bound depends on the size of the input $p$ and the convolution stride $s$, the limit with increasing spatial dimensionality $p \to \infty$ for $s = 1$ is the standard multichannel aperiodic bound from [58]:

$$\mu(B) \geq \sqrt{\frac{kd^{-1} - 1}{k (2f^{-1}) - 1}} \quad (21)$$

While the minimum mutual coherence of a convolutional frame is greater than that of a dense frame with the same size due to parameter sharing and its fixed structure of zeros, far fewer parameters are required. This allows overcomplete representations of high-dimensional images to be more effectively learned from data. However, these representations are still fundamentally limited since mutual coherence must increase as the number of filters increases.

### 3 Deep Representation Learning

Deep representations are constructed simply as the composition of multiple feed-forward shallow representations. For a simple chain-structured deep network with $l$ layers, an image $x \in \mathbb{R}^d$ is passed through a composition of alternating linear transformations with parameters $B_j \in \mathbb{R}^{k_{j-1} \times k_j}$ with $k_0 = d$ and fixed nonlinear activation functions $\phi_j$ for layers $j = 1, \ldots, l$ as follows:

$$f(x) = \phi_l(B_l^T \phi_{l-1}(B_{l-1}^T \phi_{l-2}(B_{l-2}^T (\cdots (\phi_1(B_1^T x)) \cdots ))) \quad (22)$$

Fig. 7. A visualization of a one-dimensional convolutional frame with two input channels, five output channels, and a filter size of three. (a) The filters are repeated over eight spatial dimensions resulting in (b) a block-Toeplitz structure that is revealed through row and column permutations. (c) The corresponding gram matrix can be efficiently computed by (d) repeating local filter interactions.
By allocating parameters across multiple nonlinear layers, representational capacity can be increased without sacrificing generalization performance. These parameters may then be learned from data with arbitrary loss functions using stochastic gradient descent and backpropagation.

More complicated architectures such as ResNets and DenseNets can also be constructed by adding or concatenating previous outputs together, which introduces skip connections between layers. Despite their straightforward construction, analyzing the implicit regularization provided by different deep network architectures to prevent overfitting has proven to be challenging.

3.1 Multilayer Convolutional Sparse Coding

Building upon the connection between feed-forward shallow representations and thresholding pursuit for approximate sparse coding, deep neural network analysis may be simplified by accumulating the behavior of individual layers as discussed in further detail by Panyan et al. [7]. Inference is then considered as the solution of a sequence of shallow sparse coding problems instead of the feed-forward inference function \( f(x) \) from Eq. 22. Specifically, the analogous multilayer sparse coding problem is:

\[
\text{Find } \{w_j\}_{j=1}^l \text{ s.t. } \|w_{j-1} - B_j w_j\|_2^2 \leq \varepsilon_{j-1}, \quad \Psi(w_j) \leq \delta_j, \quad \forall j = 1, \ldots, l
\]

(23)

Here, \( w_0 = x \) and \( w_j \) for \( j = 1, \ldots, l \) are inferred latent variables corresponding to layers parameterized by \( B_j \). The inference problem amounts to jointly finding the outputs of each layer \( w_j \) such that the error in approximating the previous layer is at most \( \varepsilon_{j-1} \) and they are sufficiently sparse as measured by the function \( \Psi \) with a threshold \( \delta_j \). For convolutional sparse coding, the sparsity function may be locally relaxed to allow for invariance to input size [61].

Assuming that the parameters have been learned such that solutions exist for a particular dataset, the final layer output representations \( f(x) = w_l \) satisfy certain uniqueness and robustness guarantees given sufficiently low mutual coherence at each layer [7].

3.1.1 Approximate Inference

The problem in Eq. 23 may be approximated by the composition of layered thresholding pursuit algorithms with feed-forward deep neural network operations:

\[
w_j := \phi_{\lambda_j}(B_j^T w_{j-1}), \quad \forall j = 1, \ldots, l
\]

(24)

Here, nonlinear activation functions \( \phi \) are interpreted as proximal operators corresponding to sparsity-inducing penalty functions \( \Phi \). Because the sparsity constraint functions \( \Psi \) from Eq. 23 used in theoretical analyses are difficult to optimize directly, convex surrogates like those from Eq. 2.3.1 may be used instead as long as the penalty weights \( \lambda_j \) are chosen to satisfy the required sparsity level. This allows standard convolutional networks with sparsity-inducing activation functions like ReLU to be analyzed under the framework of multilayer sparse coding.

Other optimization algorithms may also be used to better approximate the solution to Eq. 23. In layered basis pursuit, inference is posed as a sequence of shallow sparse coding problems. Specifically, a deep representation is given by composing the solutions for each layer \( j = 1, \ldots, l \):

\[
w_j := \arg\min_{w_j} \frac{1}{2} \|w_{j-1} - B_j w_j\|_2^2 + \lambda_j \Phi(w_j)
\]

(25)

As discussed in Sec. 2.3.2, these shallow problems may be solved by iterative optimization algorithms like proximal gradient descent implemented using neural network operations. In comparison to standard feed-forward networks, these recurrent architectures provide improved theoretical robustness guarantees and reduced sensitivity to adversarial input perturbations [43].

Interpreting deep networks as compositions of approximate sparse coding algorithms provides some insights into their robustness and generalization properties, but the theory does not apply to models typically used in practice. The error accumulation used in the analysis applies only to chain-structured compositions of layers, and it does not effectively explain the empirical successes of increasingly deeper networks. Furthermore, discriminative training often leads to networks with good generalization performance despite relatively high mutual coherence and low sparsity.

3.2 Deep Frame Approximation

Deep frame approximation is an extension of multilayer sparse coding where inference is posed not as a sequence of layer-wise problems, but as a single global problem with structure induced by the corresponding network architecture. This formulation was first introduced in Deep Component Analysis with the motivation of iteratively enforcing prior knowledge with optimization constraints [8]. From the perspective of deep neural networks, it can be derived by relaxing the implicit assumption that layer inputs are constrained to be the outputs of previous layers. Instead of being computed in sequence, the latent variables \( w_j \in \mathbb{R}^{k_j} \) representing the outputs of all layers \( j = 1, \ldots, l \) are inferred jointly as shown in Eq. 26 below, where \( w_0 = x \).

\[
\arg\min_{\{w_j\}} \sum_{j=1}^l \frac{1}{2} \|w_{j-1} - B_j w_j\|_2^2 + \Phi_j(w_j)
\]

(26)

While we only consider the non-negative sparsity-inducing penalties \( \Phi_j \) from Sec. 2.3.1 corresponding to ReLU activation functions, other convex regularizers may also be used. The compositional constraints between adjacent layers from Eq. 25 have been relaxed and the reconstruction error penalties are combined into a single convex, nonnegative sparse coding problem. By combining the terms in the summation of Eq. 26 together, this problem can be equivalently represented as the structured problem in Eq. 27 below. The latent variables \( w_j \) for each layer are stacked in the vector \( w \), the regularizer \( \Phi(w) = \sum_j \Phi_j(w_j) \), and the input \( x \) is augmented by padding it with zeros. The layer parameters \( B_j \in \mathbb{R}^{k_{j-1} \times k_j} \) are blocks in the induced global frame \( B \), which has \( \sum_j k_{j-1} \) rows and \( \sum_j k_j \) columns.

\[
\arg\min_{w} \frac{1}{2} \|B w - x\|_2^2 + \Phi(w)
\]

(27)
The frame $\mathbf{B}$ has a structure of nonzero elements that summarizes the corresponding feed-forward deep network architecture wherein off-diagonal identity matrices represent connections between adjacent layers. Because the data is augmented with zeros increasing its dimensionality, the feed-forward shallow thresholding pursuit approximation is ineffective, always giving $w_j = 0$ for $j > 1$. However, due to its lower-block-triangular structure, Eq. 27 can be effectively approximated by considering each layer in sequence using the same feed-forward operations from Eq. 24.

From the perspective of deep frame approximation, deep neural networks approximate shallow structured sparse coding problems in higher dimensions. Model capacity can be increased both by adding parameters to a layer or by adding layers, which implicitly pads the input data $x$ with more zeros. By increasing dimensionality, this can actually reduce mutual coherence by expanding the space between frame components. Thus, depth allows model complexity to scale jointly alongside effective input dimensionality so that the induced frame structures have the capacity for low mutual coherence and representations with improved memorization and generalization.

### 3.2.1 Architecture-Induced Frame Structure

This model formulation may be extended to accommodate more complicated network architectures with skip connections. This allows for the direct comparison of problem structures induced by different families of architectures such as ResNets and DenseNets via their capacity for achieving incoherent global frames.

Mutual coherence is computed from normalized frame components, so it can be lowered simply by increasing the number of nonzero elements, which reduces their pair-wise inner products. This may be interpreted as providing more degrees of freedom to spread out by removing implicit lower-dimensional subspace constraints. In Eq. 28 below, we replace the identity connections of Eq. 27 with blocks of nonzero parameters:

$$
\mathbf{B} = \begin{bmatrix}
\mathbf{B}_{11} & 0 & \cdots & 0 \\
-\mathbf{B}_{21} & \mathbf{B}_{22} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
-\mathbf{B}_{l1} & \cdots & -\mathbf{B}_{l(l-1)} & \mathbf{B}_{ll}
\end{bmatrix}
$$

This frame structure corresponds to the global deep frame approximation inference problem:

$$
\arg\min_{\{w_j\}} \frac{1}{2} \|x - \mathbf{B}_{11} w_1\|_2^2 + \sum_{j=1}^{l} \mathbf{B}_{jj} w_j - \sum_{k=1}^{j-1} \mathbf{B}_{jk}^T w_k \|_2^2 + \sum_{j=2}^{l} \mathbf{B}_{jj} w_j - \sum_{k=1}^{j-1} \mathbf{B}_{jk}^T w_k \|_2^2
$$

Because of the block-lower-triangular structure, following the first layer activation $w_1 := \phi_1(\mathbf{B}_{11}^T x)$, inference can again be approximated by the composition of feed-forward thresholding pursuit activations:

$$
w_j := \phi_j \left( \mathbf{B}_{j1}^T \sum_{k=1}^{j-1} \mathbf{B}_{jk}^T w_k \right) \quad \forall j = 2, \ldots, l
$$

In comparison to Eq. 26, additional parameters introduce skip connections between layers so that the activations $w_j$ of layer $j$ now depend on those of all previous layers $k < j$.

### 3.2.2 Residual Networks

These connections are similar to the identity mappings in residual networks [3], which introduce dependence between the activations of alternating pairs of layers. Specifically, after an initial layer $w_1 := \phi_1(\mathbf{B}_{11}^T x)$, the residual layers are defined as follows for even $j = 2, 4, \ldots, l - 1$:

$$
w_j := \phi_j (\mathbf{B}_{j1}^T w_{j-1}) + \phi_{j+1}(w_{j-1} + \mathbf{B}_{j+11}^T w_j)
$$

In comparison to chain networks, no additional parameters are required; the only difference is the addition of $w_{j-1}$ in the argument of $\phi_{j+1}$. As a special case of Eq. 30, we interpret the activations in Eq. 31 as approximate solutions to the deep frame approximation problem:

$$
\arg\min_{\{w_j\}} \frac{1}{2} \|x - \mathbf{B}_{11} w_1\|_2^2 + \sum_{j=1}^{l} \mathbf{B}_{jj} w_j - \sum_{k=1}^{j-1} \mathbf{B}_{jk}^T w_k \|_2^2 + \sum_{j=2}^{l} \mathbf{B}_{jj} w_j - \sum_{k=1}^{j-1} \mathbf{B}_{jk}^T w_k \|_2^2
$$

This results in the induced frame structure of Eq. 28 with $\mathbf{B}_{jj} = \mathbf{I}$ for $j > 1$, $\mathbf{B}_{jk} = \mathbf{0}$ for $j > k + 1$, $\mathbf{B}_{jk} = \mathbf{0}$ for $j > k$ with odd $k$, and $\mathbf{B}_{jk} = \mathbf{I}$ for $j > k$ with even $k$.

### 3.2.3 Densely Connected Convolutional Networks

Building upon the empirical successes of residual networks, densely connected convolution networks [4] incorporate skip connections between earlier layers as well. This is shown in Eq. 33 where the transformation $\mathbf{B}_j$ of concatenated variables $[w_k]_{k=1}^{j-1}$ is equivalently written as the summation of smaller transformations $\mathbf{B}_{jk}$.

$$
w_j := \phi_j \left( \mathbf{B}_j^T [w_k]_{k=1}^{j-1} \right) = \phi_j \left( \sum_{k=1}^{j-1} \mathbf{B}_{jk}^T w_k \right)
$$

These activations again provide approximate solutions to the problem in Eq. 30 with the induced frame structure of Eq. 28 where $\mathbf{B}_{jj} = \mathbf{I}$ for $j > 1$ and the lower blocks $\mathbf{B}_{jk}$ for $j > k$ are all filled with learned parameters.

Skip connections enable effective learning in much deeper networks than chain-structured alternatives. While originally motivated from the perspective of improving optimization by introducing shortcuts [3], adding more connections between layers was also shown to improve generalization performance [4]. As compared in Fig. 3, denser skip connections induce frame structures with denser Gram matrices allowing for lower mutual coherence. This suggests that architectures’ capacities for low validation error can be quantified and compared based on their capacities for inducing frames with low mutual minimum coherence.

### 3.2.4 Global Iterative Inference

As with multilayer sparse coding, inference approximation accuracy for deep frame approximation can be improved with recurrent connections implementing an optimization algorithm. However, instead of composing the solutions for each layer in succession, the latent variables of all
layers must be jointly inferred by solving a single global optimization problem. In deep component analysis [8], the alternating direction method of multipliers was used, but this required unrealistic assumptions for efficient iterations. While standard proximal gradient descent could be applied to the concatenated variables with the global frame, this would be inefficient since it does not take advantage of the lower-block-triangular structure.

Instead, we use prox-linear block coordinate descent [62], which cyclically updates subsets of variables corresponding to each layer. Viewed as a recurrent neural network, these operations implement feedback connections to ensure consistency between layers. This algorithm was successfully applied to a similar problem for chain-structured networks in Chodosh et al. [63].

A single iteration of this algorithm incrementally updates the latent variables for each layer as:

$$w_j^{[t]} = \phi_j(w_j^{[t-1]} - \gamma_j g_j^{[t]}), \quad \forall j = 1, \ldots, l$$

These updates take the same form as proximal gradient descent with step sizes $\gamma_j$, where the $g_j^{[t]}$ is defined for networks with skip connections using the general global structured frame from Eq. 28 as:

$$g_j^{[t]} = \frac{\partial}{\partial w_j} \ell(w_1^{[t]}, \ldots, w_l^{[t]}, w_j, w_{j+1}^{[t]}, \ldots, w_l^{[t-1]})$$

$$= B_j^T (B_j w_j - \sum_{k=1}^{j-1} B_{jk}^T w_k^{[t]} + \sum_{j' = j+1}^{l} B_{jj'} B_{jj'}^T w_j$$

$$+ \sum_{k' = 1}^{j-1} B_{jk'}^T w_k^{[t]} + \sum_{j' = j+1}^{l} B_{jj'}^T w_{j'}^{[t-1]} - B_{jj'} w_j^{[t-1]})$$

This is the partial gradient of the smooth reconstruction error term $\ell$ of the loss function from Eq. 27. Variables from previous layers are updated immediately in the current iteration facilitating faster convergence. The step sizes $\gamma_j$ may be selected automatically by bounding the Lipschitz constants of the corresponding gradients [63]. Inference can be further accelerated by learning less conservative step sizes as trainable parameters and using extrapolation [62].

This optimization algorithm is unrolled to a fixed number of iterations for improved inference approximation accuracy. The resulting recurrent networks achieve similar performance to feed-forward approximations when trained on discriminative tasks like image classification. This suggests similar representational capacities and motivates the indirect analysis of deep neural networks with the framework of deep frame approximation. In addition, while the computational overhead of recurrent inference may be impractical in these cases, it can more effectively enforce other constraints [8] and improve adversarial robustness [16].

### 3.3 The Deep Frame Potential

We propose to use lower bounds on the mutual coherence of induced structured frames for the data-independent comparison of feed-forward deep network architecture capacities. Note that while one-sided coherence is better suited to nonnegativity constraints, it has the same lower bound [54]. Directly optimizing mutual coherence from Eq. 13 is difficult due to its piecewise structure. Instead, we consider a tight lower by replacing the maximum off-diagonal element of the deep frame Gram matrix $\mathbf{G}$ with the mean. This gives the lower bound from Eq. 14, a normalized version of the frame potential $FP(\mathbf{B}) = ||\mathbf{G}||_F^2$ from Eq. 5 that is strongly-convex and can be optimized more effectively [47]. Due to the block-sparse structure of the induced frames from Eq. 28, we evaluate the frame potential in terms of local blocks $G_{jj'} \in \mathbb{R}^{k_j \times k_{j'}}$ that are nonzero only if layer $j$ is connected to layer $j'$.

To compute the Gram matrix, we first need to normalize the global induced frame $\mathbf{B}$ from Eq. 28. By stacking the column magnitudes of layer $j$ as the elements in the diagonal matrix $C_j = \text{diag}(c_j) \in \mathbb{R}^{k_j \times k_j}$, the normalized parameters can be represented as $B_jB_j^T = C_j^{-1}$. Similarly, the squared norms of the full set of columns in the global frame $\mathbf{B}$ are $N_j^2 = \sum_{i \neq j} C_{ij}^2$. The full normalized frame can then be found as $\mathbf{B} = B N^{-1}$ where the matrix $\mathbf{N}$ is block diagonal with $N_j$ as its blocks. The blocks of the Gram matrix $\mathbf{G} = B^T B$ are then given as:

$$G_{jj'} = \sum_{i,j'} N_i^{-1} B_{ij} B_{ij'} N_j'^{-1}$$

For chain networks, $G_{jj'} \neq 0$ only when $j' = j + 1$, which represents the connections between adjacent layers. In this case, the blocks can be simplified as:

$$G_{jj} = (C_j^2 + 1)^{-\frac{1}{2}} (B_j B_j^T + I)(C_j^2 + 1)^{-\frac{1}{2}}$$

$$G_{jj+1} = -(C_j^2 + 1)^{-\frac{1}{2}} B_{j+1} (C_j^2 + 1)^{-\frac{1}{2}}$$

$$G_{ii} = B_i^T B_i$$

Because the diagonal is removed in the deep frame potential computation, the contribution of $G_{jj}$ is simply a rescaled version of the local frame potential of layer $j$. The contribution of $G_{jj+1}$, on the other hand, can essentially be interpreted as rescaled $\ell_2$ weight decay where rows are weighted more heavily if the corresponding columns of the previous layer’s parameters have higher magnitudes. Furthermore, since the global frame potential is averaged over the total number of nonzero elements in $\mathbf{G}$, if a layer has more parameters, then it will be given more weight in this computation. For general networks with skip connections, the summation from Eq. 36 has additional terms that introduce more complicated interactions. In these cases, it cannot be evaluated from local properties of layers.

Essentially, the deep frame potential summarizes the structural properties of the global frame $\mathbf{B}$ induced by a deep network architecture by balancing interactions within each individual layer through local coherence properties and between connecting layers.

#### 3.3.1 Theoretical Lower Bound for Chain Networks

While the deep frame potential is a function of parameter values, its minimum value is determined only by the architecture-induced frame structure. Furthermore, we know that it must be bounded by a nonzero constant for overcomplete frames. In this section, we derive this lower bound for the special case of fully-connected chain networks and provide intuition for why skip connections increase the capacity for low mutual coherence.
First, observe that a lower bound for the Frobenius norm of $G_{j(j+1)}$ from Eq. 38 cannot be readily attained because the rows and columns are rescaled independently. This means that a lower bound for the norm of $G$ must be found by jointly considering the entire matrix structure, not simply through the summation of its components. To accomplish this, we instead consider the matrix $F = BB^T$, which is full rank and has the same norm as $G$:

$$
\|G\|_F^2 = \|F\|_F^2 = \sum_{j=1}^{l} \|F_{jj}\|_F^2 + 2 \sum_{j=1}^{l-1} \|F_{j(j+1)}\|_F^2
$$

We can then express the individual blocks of $F$ as:

$$
F_{11} = B_1(C_j^2 + I_{k_j})^{-1}B_1^T
$$

$$
F_{jj} = B_j(C_j^2 + I)^{-1}B_j^T + (C_{j-1}^2 + I)^{-1}
$$

$$
F_{j(j+1)} = -B_j(C_j^2 + I)^{-1}
$$

In contrast to $G_{j(j+1)}$ in Eq. 38, only the columns of $F_{j(j+1)}$ in Eq. 43 are rescaled. Since $B_j$ has normalized columns, its norm can be exactly expressed as:

$$
\|F_{j(j+1)}\|_F^2 = \sum_{n=1}^{k_j} \left( \frac{c_{jn}}{c_{jn}^2 + 1} \right)^2
$$

For the other blocks, we find lower bounds for their norms through the same technique used in deriving the Welch bound in Sec. 2.4.2. Specifically, we can lower bound the norms of the individual blocks as:

$$
\|F_{11}\|_F^2 \geq \frac{1}{k_0} \left( \sum_{n=1}^{k_j} \frac{c_{jn}^2}{c_{jn}^2 + 1} \right)^2
$$

$$
\|F_{jj}\|_F^2 \geq \frac{1}{k_{j-1}} \left( \sum_{n=1}^{k_{j-1}} \frac{c_{jn}^2}{c_{jn}^2 + 1} + \sum_{p=1}^{k_{j-1}} \frac{1}{c_{(j-1)p}^2 + 1} \right)^2
$$

In this case of dense shallow frames, the Welch bound depends only on the data dimensionality and the number of frame components. However, due to the structure of the architecture-induced frames, the lower bound of the deep frame potential depends on the data dimensionality, the number of layers, the number of units in each layer, the connectivity between layers, and the relative magnitudes between layers. Skip connections increase the number of nonzero elements in the Gram matrix over which to average and also enable off-diagonal blocks to have lower norms.

### 3.3.2 Model Selection by Empirical Minimization

For more general architectures that lack a simple theoretical lower bound, we instead bound the mutual coherence of the architecture-induced frame through empirical minimization of the deep frame potential in the lower bound from Eq. 14. The lack of suboptimal local minima allows for effective optimization using gradient descent. Because it is independent of data and parameter instantiations, this provides a way to compare different architectures without training. Instead, model selection is performed by choosing the candidate architecture that achieves the lowest deep frame potential subject to desired modeling constraints such as limiting the total number of parameters.

### 4 Experimental Results

We experimentally validate the deep frame approximation framework on the MNIST [30], CIFAR-10/100 [64], and ImageNet-1k [10] datasets across a wide variety of chain, residual, and densely connected network architectures. For our ImageNet experiments, we adapt the standard ResNet-18 architecture [3] scaling depth and width by varying both the number of residual blocks in each group between 1 and 5 and the base number of filters between 16 and 96. For our smaller MNIST and CIFAR experiments, we adapt the simplified ResNet architecture from [65], which consists of a single convolutional layer followed by three groups of residual blocks with activations given by Eq. 31. We modify their depths by changing the number of residual blocks in each group between 2 and 10 and their widths by changing the base number of filters between 4 and 32. For our experiments with densely connected skip connections [4], we adapt the simplified DenseNet architecture from [66]. Like with residual networks, it consists of a convolutional layer followed by three groups of the activations from Eq. 33 with decreasing spatial resolutions and increasing numbers of filters. Network depth and width are modified by increasing the number of layers per group and the base growth rate both between 2 and 12. Batch normalization [67] was also used in all convolutional networks.

### 4.1 Iterative Deep Frame Approximation

We begin by experimentally validating our motivating assumption that feed-forward deep networks may be analyzed indirectly as approximate techniques for deep frame approximation. We show in Fig. 8 that recurrent networks that explicitly optimize the inference objective function from Eq. 29 are able to achieve generalization capacities that are comparable to feed-forward alternatives. The need for multiple iterations makes learning more challenging and inference less efficient, especially for deeper networks, but the acceleration techniques from Sec. 3.2.4 speed up convergence so that fewer iterations are required.

While the multiple iterations of recurrent inference have little effect on validation error, they can substantially improve robustness to adversarial attacks. For the sake of brevity, we refer the reader to [16] for details on the
adversarial attacks themselves. Fig. 13c shows that additional iterations reduce adversarial error for both with and without residual connections. For chain networks, we see an iteration threshold after which adversarial robustness significantly improves. For residual networks, however, we immediately see large performance gains with just a few iterations due to the added skip connections.

4.2 Feed-Forward Analysis with Deep Frame Potentials

Next, we show consistent correlations between validation error and minimum deep frame potential across different families of architectures and datasets. This validates the use of deep frame approximation as a proxy for analyzing feed-forward deep neural networks.

In Fig. 9, we visualize a scatter plot of trained fully-connected networks with three to five layers and 16 to 4096 units in each layer. The corresponding architectures are shown as a list of units per layer for a few representative examples. The minimum deep frame potential of each architecture is compared against its validation error after training, and the total parameter count is indicated by color. In Fig. 9a, some networks with many parameters have unusually high error due to the difficulty in training very large fully-connected networks. In Fig. 9b, the addition of a deep frame potential regularization term overcomes some of these optimization difficulties for improved parameter efficiency. This results in high correlation between minimum deep frame potential and validation error. Furthermore, it emphasizes the diminishing returns of increasing the size of fully-connected chain networks; after a certain point, adding more parameters does little to reduce both validation error and minimum frame potential.

Even without additional parameters, residual connections reduce both validation error and minimum deep frame potential. Fig. 10 compares validation errors and minimum deep frame potentials of residual networks and chain networks with residual connections removed. In Fig. 10a, chain network validation error increases for deeper networks while that of residual networks is lower and consistently decreases. This emphasizes the difficulty in training very deep chain networks. In Fig. 10b, residual connections are shown to enable lower minimum deep frame potentials following a similar trend with respect to model size.

In Fig. 11, we compare chain networks and residual networks with exactly the same number of parameters, where color indicates the number of residual blocks per group and connected data points have the same depths but different widths. The addition of skip connections reduces both validation error and minimum frame potential, as visualized by consistent placement below the diagonal line indicating lower validation errors for residual networks than comparable chain networks. This effect becomes even more pronounced with increasing depths and widths.

Validation error correlates with minimum deep frame potential even across different families of architectures, as shown in Fig. 12. Because MNIST is a much simpler dataset, validation error saturates much quicker with respect to model size. Despite these dataset differences, minimum deep frame potential is still a good predictor of generalization error and DenseNets with many skip connections once again achieve superior performance. Furthermore, it remains a good predictor of performance when extended to larger-scale datasets like CIFAR-100 and ImageNet.

Aside from validation error, lower deep frame potentials are also indicative of improved adversarial robustness. As we know from Fig. 10b, minimum deep frame potential decreases alongside increasing depth and dense layer connectivity. In Fig. 13a-b we see that added depth and the inclusion of residual connections in feed-forward networks also correlates with improved adversarial robustness.
In Fig. 14, we compare the parameter efficiency of chain networks, residual networks, and densely connected networks of different depths and widths. We visualize both validation error and minimum frame potential as functions of the number of parameters, demonstrating the improved scalability of networks with skip connections. While chain networks demonstrate increasingly poor parameter efficiency with respect to increasing depth in Fig. 14a, the skip connections of ResNets and DenseNets allow for further reducing error with larger network sizes in Figs. 14b,c. Considering all network families together as in Fig. 3d, we see that denser connections also allow for lower validation error with comparable numbers of parameters. This trend is mirrored in the minimum frame potentials of Figs. 14d,e,f shown together in Fig. 3e. Despite fine variations in behavior across different families of architectures, minimum deep frame potential is correlated with validation error across network sizes and effectively predicts the increased generalization capacity provided by skip connections.

5 Conclusion

In this paper, we introduced deep frame approximation, a general framework for deep learning that poses inference as global multilayer constrained approximation problems with structured overcomplete frames. Solutions may be approximated using convex optimization techniques implemented by feed-forward or recurrent neural networks. From this perspective, the compositional nature of deep learning arises as a consequence of structure-dependent efficient approximations to augmented shallow learning problems.

Based upon theoretical connections to sparse approximation and deep neural networks, we demonstrated how architectural hyper-parameters such as depth, width, and skip connections induce different structural properties of the frames in corresponding sparse coding problems. We compared these frame structures through their minimum frame potentials: lower bounds on their mutual coherence, which is theoretically tied to their capacity for uniquely and robustly representing data via sparse approximation. A theoretical lower bound was derived for chain networks and the deep frame potential was proposed as an empirical optimization objective for constructing bounds for more complicated networks. While these techniques can be applied generally across many families of architectures, analysis of dynamic connectivity mechanisms like self-attention is complicated due to the added data dependency and is left as a promising direction for future work.

Experimentally, we observed correlations between minimum deep frame potential and validation error across different datasets and families of architectures, including residual networks and densely connected convolutional networks. This motivates future research towards the theoretical analysis and practical construction of deep network architectures derived from connections between deep learning and overcomplete representations.
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