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Abstract
We propose a new method that uses tensor completion to estimate causal effects with multivariate longitudinal data—data in which multiple outcomes are observed for each unit and time period. Our motivation is to estimate the number of COVID-19 fatalities prevented by government mandates such as travel restrictions, mask-wearing directives, and vaccination requirements. In addition to COVID-19 fatalities, we observe related outcomes such as the number of fatalities from other diseases and injuries. The proposed method arranges the data as a tensor with three dimensions—unit, time, and outcome—and uses tensor completion to impute the missing counterfactual outcomes. We first prove that under general conditions, combining multiple outcomes using the proposed method improves the accuracy of counterfactual imputations. We then compare the proposed method to other approaches commonly used to evaluate COVID-19 mandates. Our main finding is that other approaches overestimate the effect of mask-wearing directives and that mask-wearing directives were not an effective alternative to travel restrictions. We conclude that while the proposed method can be applied whenever multivariate longitudinal data are available, we believe it is particularly timely as governments increasingly rely on longitudinal data to choose among policies such as mandates during public health emergencies.
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1 Introduction
This paper proposes a new approach to estimating causal effects with multivariate longitudinal data. Our motivation is to evaluate government mandates adopted during the pandemic, such as travel restrictions, mask-wearing directives, and vaccine requirements. Our evaluation follows Rubin, Holland, and Neyman [1, 2] in that we regard estimating the effect of a mandate as tantamount to predicting the number of COVID-19 fatalities that would have occurred had a government not adopted it. In other words, we observe the number of fatalities that occur in a jurisdiction while a mandate is in place, and this paper is concerned with predicting the number of fatalities that would have occurred had the mandate not been in place. The main difference between our approach and other COVID-19 analyses is that we use multiple outcomes to make these predictions—not just the number of COVID-19 fatalities from other jurisdictions and time periods. These additional outcomes are not of direct interest themselves, but they provide valuable information about COVID-19 fatalities.

Our main insight is that tensor completion provides a simple and effective framework for combining multiple outcomes across multiple jurisdictions. The proposed approach generalizes matrix completion, which has proven to be a versatile tool for making predictions with matrix-oriented data, such as univariate longitudinal data. An analysis with the proposed approach works like most longitudinal analyses: It leverages the staggered adoption of a mandate to borrow from the experience of control jurisdictions, whose governments did not contemporaneously adopt the mandate.
However, unlike most longitudinal analyses, it also borrows from the experience of control outcomes that would not otherwise be of interest.

The approach is particularly useful when there are few time periods, when one jurisdiction adopts a mandate for many time periods, or when many jurisdictions adopt a mandate in the same time period. These cases are not uncommon—all three occur when evaluating COVID-19 mandates—and when they occur, traditional approaches can fail because a single outcome provides insufficient overlap between jurisdictions and time periods. In order to borrow correctly from the experience of control jurisdictions, univariate analyses rely on strong parametric assumptions that cannot be validated from the data.

By including additional control outcomes, we increase the overlap between jurisdictions and time periods, reducing the reliance on untestable parametric assumptions. The additional outcomes are not of direct interest themselves. Rather, they are informative of unobserved factors that influence the outcome of interest. For example, many U.S. states adopted travel restrictions early in the pandemic to reduce tourism, a factor contributing to the spread of COVID-19. A univariate longitudinal analysis would borrow from the experience of control states that did not reduce tourism through the use of travel restrictions. But tourism in the states that elected to restrict travel is not the same as tourism in states that did not, and the pandemic has not been observed over enough seasons to establish the difference. In contrast, a multivariate longitudinal analysis might borrow from the experience of other diseases spread by tourism, like influenza, which, unlike COVID-19, have been observed over many seasons, and thus can help account for the differential impact of tourism across states.

The idea of comparing multiple causes of death dates back to the seventeenth century [3, 4], suggesting it is perhaps obvious that additional outcomes improve predictions when included judiciously. Yet multivariate longitudinal data have not become widely utilized, we suspect, because it is often not obvious how to include additional outcomes judiciously. Policymakers cannot fix outcomes like the conditions of an experiment. Rather, outcomes are measured together with error or influenced by similar unobserved factors, and thus they should be treated as jointly random. This is problematic when the joint distribution of the outcomes is unknown or intractable, and a reasonable parametric model cannot be specified easily. Such is the case when studying the government mandates adopted during the COVID-19 pandemic.

It is for this reason that we propose researchers arrange multivariate longitudinal data as a tensor and use tensor completion to estimate causal effects. We argue the approach does not make as strong parametric assumptions about the relationship between jurisdictions and time periods, can more accurately measure the effect of the government mandates adopted during the COVID-19 pandemic, and therefore should be considered as an additional tool for studying the pandemic. We present our argument in three sections. Section 2 introduces the proposed approach, provides a theoretical justification, and outlines inference. Section 3 reevaluates three mandates adopted by U.S. states during the COVID-19 pandemic. Section 4 concludes with a discussion. The proof of the main theorem and a simulation study are provided in the Appendix. Our main conclusion is that while the proposed approach can be applied whenever multivariate longitudinal data are available, we believe it is particularly timely as governments increasingly rely on longitudinal data to choose among policies such as mandates during public health emergencies.

2 Tensor Completion for Causal Inference with Multivariate Longitudinal Data

Matrix completion problems have received considerable attention in machine learning, optimization, and high-dimensional statistics [5, 6, 7, 8, 9, 10, 11, 12]. While much of the attention comes from applications in collaborative filtering and recommendation systems—following the now famous solution to the "Netflix problem"—matrix completion has proven versatile—solving missing data problems in a wide variety of settings [13, 14, 15, 16, 17, 18]. The potential outcome framework initiated by Rubin, Holland, and Neyman [1, 2] reduces causal inference to a missing data problem in which the researcher imputes missing counterfactual outcomes. This suggests matrix completion may prove equally versatile for evaluating policies such as COVID-19 mandates.

To fix ideas, consider the $N \times T$ matrix $Y_{\text{obs}}$, depicted in the top left panel of Figure 1. Each row represents a location (e.g. a U.S. state), each column represents a time period (e.g. a season such as Spring 2020), and each entry denotes the outcome (e.g. the number of fatalities on the log scale). Blue entries denote fatalities that occurred while the policy of interest was in place, and pink entries denote fatalities that occurred while the policy of interest was not in place.

One might wonder what $Y_{\text{obs}}$ would have looked like had the policy never been in place and all entries were pink. We denote this hypothetical matrix $Y^0$ and assume $Y^0$ would agree with $Y_{\text{obs}}$ on the pink entries but may disagree on the blue entries. Therefore, we proceed as though $Y^0$ is partially observed, with incomplete entries obtained by discarding the blue entries of $Y_{\text{obs}}$ as depicted in the bottom left panel of Figure 1. Matrix completion refers to the reconstruction of the missing entries using the observed entries to form the complete matrix, $\hat{Y}^0$, depicted in the bottom right panel.
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Figure 1: Illustration of the matrix completion approach to causal inference (top left) and the tensor generalization (top right). Counterclockwise from the top left: We observe a univariate longitudinal data matrix where units (rows) adopt treatment in different time periods (columns). Blue elements represent the outcome under treatment, and pink elements not under treatment. Bottom left: Of interest is \( \mathbf{Y}_0 \), the matrix of outcomes that would have been observed had treatment never been adopted. \( \mathbf{Y}_0 \) is only partially observed (incomplete) because the entries are missing for the units and time periods during which treatment was adopted. Bottom right: Completion of \( \mathbf{Y}_0 \) allows estimation of causal estimands like the average treatment effect among the treated (ATT). Top right: tensor completion using a multivariate longitudinal data tensor can better impute the missing outcomes by borrowing information across outcomes. These additional outcomes improve the accuracy of imputations, but they are not otherwise of interest.

If the completed matrix reflects the outcome that would have been observed had the policy not been in place, any differences between the completed matrix, \( \tilde{\mathbf{Y}}_0 \), and the originally observed matrix, \( \mathbf{Y}_{\text{obs}} \), can be attributed to the policy.

Matrix completion could refer to any algorithm that fills the entries of the incomplete matrix, \( \mathbf{Y}_0 \). In this paper, matrix completion refers to "low-rank" matrix completion, which assumes \( \mathbf{Y}_0 \) has approximately low rank. The two most popular approaches to low-rank matrix completion is low-rank factorization [6, 12] and regularized estimation, which enforces low rank structure for example by using a nuclear norm penalty [7, 8, 11, 9, 10]. Of these two methods, low-rank factorization is computationally simpler, but it suffers from the fact that the objective function is not convex and the rank of the underlying matrix is assumed to be known. Regularized estimation using the nuclear norm penalty avoids these drawbacks. Furthermore, the accuracy of the completed matrix is supported by rigorous statistical guarantees.

Tensor completion relies on the same principles as matrix completion, but it has a greater chance of recovering missing entries in the sense that the required fraction of observed entries can be significantly less than in the matrix case [19, 20, 21, 22]. Consider the \( N \times T \times K \) tensor shown in the top right panel of Figure 1. The tensor can be thought of as a data cube storing data along three dimensions (e.g. unit, time, and outcome), or alternatively, as a sequence of matrices (e.g. unit and time) recorded along a single dimension (e.g. outcome). Each matrix can be completed separately using the observed entries only if there is enough information within each matrix to do so. But if the entries are related across matrices, the matrices may be able to borrow the information they need when it does not exist within.

Our work extends Athey et al. [23], which uses matrix completion to estimate causal effects with univariate longitudinal data. Athey et al. extend the synthetic control approach of Abadie et al. [24] and explicitly connect matrix completion to the factor models that underlie synthetic controls. The extension is natural because factor models are a class of low-rank linear models for univariate longitudinal data, and matrix completion relies on a more general low-rank assumption. The extension to tensor completion that we propose in this paper allows for information sharing across matrices. To demonstrate this, we first consider a factor model in Subsection 2.1. We then consider tensors generally in Subsections 2.2 and 2.3. Tensor completion is particularly useful when \( N \gg \max\{T, K\} \). That is, the number of observations is much larger than the number of time periods or outcomes. We make this assumption throughout the paper as it characterizes the COVID-19 data discussed in Section 3.
2.1 Combining multiple outcomes from a factor model

Consider a factor model of the form

\[ \mathbb{E}[Y] = AB^T = \sum_{j=1}^{r} a_j b_j^T, \quad A = [a_1 \ldots a_r], \quad B = [b_1 \ldots b_r], \]

where \( Y \) is an \( N \times T \) random matrix, \( A \) is an \( N \times r \) matrix with column vectors \( a_1, \ldots, a_r \), \( B \) is an \( T \times r \) matrix with column vectors \( b_1, \ldots, b_r \), and \( r \) denotes the number of factors. Note that this model includes two-way fixed effects as a special case: Define \( 1_N \) to be the 1-vector of length \( N \) and \( 1_T \) the 1-vector of length \( T \). Setting \( A = [\alpha \ 1_N] \) and \( B = [1_T \ \beta] \) yields the two-way fixed effects model with row effect \( \alpha \) and column effect \( \beta \).

The parameters \( A \) and \( B \) can be estimated from the data \( Y \) without additional outcomes (under suitable identifying constraints), but we will show that under general conditions incorporating an additional \( K - 1 \) random matrices, \( \{Z^{(k)}\}_{k=1}^{K-1} = Z^{(1)}, \ldots, Z^{(K-1)} \), produces a more accurate estimator. For intuition, we consider the case where the outcome of interest and the additional outcomes are linearly dependent and no outcomes are missing. We will relax these assumptions in the following subsection. Linear dependence occurs under the model

\[ \mathbb{E}[Z^{(k)}] = \Lambda \Gamma^{(k)} B^T, \quad k = 1, \ldots, K-1, \]

where \( \{\Gamma^{(k)}\}_{k=1}^{K-1} = \Gamma^{(1)}, \ldots, \Gamma^{(K-1)} \) is a set of \( r \)-by-\( r \) matrices. The matrices \( Y \) and \( \{Z^{(k)}\}_{k=1}^{K-1} \) form an \( N \times T \times K \) tensor, which we denote \( Y \), and \( \{Z^{(k)}\}_{k=1}^{K-1} \) produces a more accurate estimator. For intuition, we consider the case where the outcome of interest and the additional outcomes are linearly dependent and no outcomes are missing. We will relax these assumptions in the following subsection. Linear dependence occurs under the model

\[ \mathbb{E}[Y] = \mathcal{G} \times_1 A \times_2 B \times_3 I_K, \]

where \( \mathcal{G} \) is the \( r \)-by-\( r \)-by-\( K \) tensor stacking the matrices \( I_r \) and \( \{\Gamma^{(k)}\}_{k=1}^{K-1} \), and \( I \) denotes an identity matrix whose dimension is specified in the subscript. See Appendix B for a summary of relevant tensor linear algebra.

Estimating \( A, B \), and \( \{\Gamma^{(k)}\}_{k=1}^{K-1} \) from \( Y \) amounts to estimating approximately \( (N + T + K \cdot r) \cdot r \) parameters with a total of \( N \cdot T \cdot K \) observations. The ratio of the number of parameters to the number of observations is thus

\[ \frac{(N + T + K \cdot r)}{N \cdot T \cdot K} = \frac{r}{T \cdot K} + \frac{r}{N \cdot K} + \frac{r^2}{N \cdot T} \lesssim \frac{r}{T \cdot K}, \]

where we assume \( N \geq T \cdot K \) and \( \lesssim \) denote upper and lower bounds up to absolute constants. In other words, we assume \( N \cdot T \) and \( N \cdot K \) is sufficiently large relative to \( T \cdot K \) that the ratio of parameters to observations is approximately \( r/(T \cdot K) \). By contrast, estimating \( A \) and \( B \) from the outcome of interest without the inclusion of additional outcomes results in a ratio of approximately \( r/T \). It follows that multiple outcomes accommodate factors with approximately \( K \) times more factors than a single outcome model.

Linear dependence is unlikely to hold in practice. However, we show that the benefit of multiple outcomes extends to the case where the outcomes are not linearly dependent but the rank of the associated tensor increases slowly with the number of additional outcomes. We prove in Theorem 1 that the mean squared error (MSE) in estimating \( \mathbb{E}[Y] \) scales proportional to the right hand side of (2), whereas in the corresponding problem of estimating \( \mathbb{E}[Y] \), the MSE scales proportional to \( r/T \). This means that when few time periods are available, as is the case with COVID-19 data, only extremely low rank matrices can be recovered reliably without additional outcomes. Before discussing Theorem 1, however, we briefly review the proposed tensor completion approach.

2.2 Combining multiple outcomes using tensor completion

Let \( Y = \{Y_{itk}\} \) denote the \( N \times T \times K \) tensor obtained by stacking \( Y \) and additional outcomes \( \{Z^{(k)}\}_{k=1}^{K-1} \), and let \( O = \{(i,t,k) : Y_{itk} \text{ is observed}\} \) denote the set of observed indices. For example, \( Y \) could be the partially observed matrix \( Y^0 \), described at the beginning of this section. Consider the associated Frobenius (semi)-norm with respect to \( O \) on the space \( \mathbb{R}^{N \times T \times K} \) of the \( N \times T \times K \) tensor:

\[ \|A\|_{O,F} = \left( \sum_{(i,t,k) \in O} A_{itk}^2 \right)^{1/2}, \quad A = (A_{itk}). \]

and the optimization problem

\[ \min_{A \in \mathbb{R}^{N \times T \times K}} \left\{ ||Y - A||_{O,F}^2 + \lambda \Omega(A) \right\}, \quad \lambda > 0, \]

where

\[ \Omega(A) = \sum_{(i,t,k) \in O} \sum_{j=1}^{r} (a_j - b_j)^2, \quad \forall a_j, b_j \in \mathbb{R}^r. \]
where $\Omega : \mathbb{R}^{N \times T \times K} \rightarrow \mathbb{R}_+$ is a regularizer that encourages low-rank solutions. Unfortunately choosing $\Omega$ to be the tensor rank function makes problem (3) computationally intractable, as does convex surrogates such as the tensor nuclear norm (the analog to the nuclear norm for matrices) [21, 25, 26]. A tractable approach is matricization (a.k.a. matrix unfolding, see B.1, [27, 28]) in which the regularizer $\Omega$ is the convex combination of matrix nuclear norms associated with each mode of the tensor. Matricization yields the convex optimization problem

$$
\min_{\mathbf{A} \in \mathbb{R}^{N \times T \times K}} \left\{ \| \mathbf{Y} - \mathbf{A} \|^2_{\mathcal{O},F} + \lambda \sum_{j=1}^{3} \alpha_j \| \mathbf{A}_{(j)} \|_* \right\},
$$

where $\| \cdot \|_*$ denotes the matrix nuclear norm, $\{ \mathbf{A}_{(j)} \}_{j=1}^3$ denotes the modes of $\mathbf{A}$, and the $\{ \alpha_j \}_{j=1}^3$ are non-negative weights that sum to one. In our setting, the three modes are of dimension $N \times (T \cdot K)$, $T \times (N \cdot K)$, and $K \times (N \cdot T)$. Since we assume $N \gg \max\{T, K\}$ as discussed above, we consider only the first mode; the rank of the two other modes are bounded above by $T$ and $K$, respectively. Accordingly, we use the weights $\alpha_1 = 1$, $\alpha_2 = \alpha_3 = 0$, yielding the optimization problem

$$
\min_{\Theta \in \mathbb{R}^{N \times (T \cdot K)}} \left\{ \| \mathbf{Y} - \Theta \|^2_{\mathcal{O},F} + \lambda \| \Theta \|_* \right\},
$$

where $\Theta = \mathbf{A}_{(1)}$.

We now show that when $N \gtrsim T \cdot K$, solving equation (5) yields optimal rates up to logarithmic factors.

### 2.3 Tensor completion improves the mean squared error bound relative to matrix completion

We present a non-asymptotic bound on the mean squared error of the estimator that minimizes (5). Our result follows established techniques from the literature on high-dimensional statistics as summarized in the monograph [29]. We start by listing the underlying assumptions.

**Assumption (A1).** The three-way tensor $\mathbf{Y}$ of dimensions $N$, $T$, and $K$ is generated according to the model

$$\mathbf{Y} = \mathbf{A}^* + \mathbf{E},$$

where the tensor $\mathbf{E} = (\epsilon_{i,t,k})$ contains independent random variables with zero mean satisfying the Bernstein moment condition $\max_{i,t,k} \mathbb{E}[\epsilon_{i,t,k}^m] \leq \frac{1}{2} (2m)! \beta^{2m-2} \nu^2$ for all $m \geq 1$, for absolute constants $\beta, \nu > 0$.

**Assumption (A2).** Let $\mathcal{O}_1$ denote the set of observed entries in the matrix for the outcome of interest $\mathbf{Y}$, and let $\mathcal{O}_2, \ldots, \mathcal{O}_K$ denote the set of observed entries for the $K - 1$ additional outcomes $\{ \mathbf{Z}^{(k)} \}_{k=1}^{K-1}$. Let $n_k = |\mathcal{O}_k|$, $k = 1, \ldots, K$. We assume that the $\{ \mathcal{O}_k \}_{k=1}^{K}$ are sampled independently and uniformly at random from $\{1, \ldots, N\} \times \{1, \ldots, T\}$. Moreover, we assume that

$$n_1 \geq C_1 q_1^2 r [(N + T) \log(N + T)],$$

$$n_k \geq (1 - \sigma) (N \cdot T) \vee C_2 q_{2:K}^2 r [(N + T) \log(N + T)], \quad k = 2, \ldots, K,$$

for $r = \text{rank}(\mathbf{A}^*_{(1)})$, $q_1 = \frac{\max_{i,t} |A^*_{i,t1}|}{\sqrt{\sum_{i,t} A^*_{i,t1}^2 / \sqrt{N \cdot T}}}$, $q_{2:K} = \frac{\max_{i,t,k \geq 2} |A^*_{i,tk}|}{\sqrt{\sum_{i,t,k \geq 2} A^*_{i,tk}^2 / \sqrt{N \cdot T \cdot (K - 1)}}}$, where $C > 0$ and $0 \leq \sigma < 1$.

**Assumption (A3).** The dimensions of the tensor are sufficiently large in the sense that $N \vee (T \cdot K) \geq C_\beta, \nu \log \left[ N \vee (T \cdot K) \right]$.

Assumption (A1) corresponds to an additive error model with i.i.d. errors having sub-exponential tails, which facilitates the use of the Matrix Bernstein inequality. Assumption (A3) requires a mild lower bound on the dimensions of the tensor. Assumption (A2) specifies the sampling model for the observed entries in the tensor $\mathbf{Y}$: For the outcome of interest, we assume the number of observed entries is proportional to the underlying degrees of freedom (rank $r$ times the sum of the dimensions $N + T$), modulo a logarithmic factor. For each of the remaining outcomes, we assume the proportion observed is at least $\sigma$. The required number of observed entries also depends on the “spikiness” constants $q_1$ and $q_{2:K}$.

Assumption (A2) or similar assumptions are commonly used in the matrix completion literature [9, 10, 7, 8, 22]. It can be relaxed at the expense of weaker recovery results or increased technical sophistication in the proofs. For example, the analysis in [23] covers sampling models such as the staggered adoption setting in Figure 1. These extensions apply equally to our setting. However, since the primary purpose of our paper is to justify the use of multivariate outcomes in Section 3, we do not pursue these extensions in this paper.
Theorem 1  Let \( \hat{\Theta} \) denote any minimizer of (5) with corresponding back-folded tensor \( \hat{\Theta}^{(1)} \). Under assumptions (A1) through (A3) for any \( \lambda \geq 2\lambda_0 \) with \( \lambda_0 = 4\nu\sqrt{C_1(N \vee (T \cdot K))} \), it holds that
\[
\frac{1}{\sqrt{N \cdot T \cdot K}} \| A^\ast - \hat{\Theta}^{(1)} \|_F \leq 6\lambda \sqrt{\frac{2r}{N \cdot T \cdot K}}. \tag{6}
\]
with probability at least
\[
1 - \frac{1}{2^{[N \vee ((T \cdot K)]}} - 2 \exp(-N \log(N + T)) - 2 \exp \left( - \left( N + (T \cdot (K - 1)) \right) \log \left( N + (T \cdot (K - 1)) \right) \right),
\]
where \( C_1 = \frac{2}{1 - \pi} \) is a positive constant.

We briefly discuss the meaning of Theorem 1; the proof is contained in the Appendix. The Theorem can be best unpacked by replacing \( \lambda \) in (6) by the “optimal” choice \( 2\lambda_0 \propto \sqrt{N \vee (T \cdot K) \log(N \vee (T \cdot K))} \), which yields the root mean square error bound
\[
\frac{1}{\sqrt{N \cdot T \cdot K}} \| A^\ast - \hat{\Theta}^{(1)} \|_F \lesssim \sqrt{\frac{r}{N \vee (T \cdot K)}} \cdot \sqrt{\log(N \vee (T \cdot K))},
\]
which is proportional to \( \sqrt{r / (T \cdot K)} \) when \( N \geq T \cdot K \), modulo a logarithmic factor. The rate \( \sqrt{r / (T \cdot K)} \) reflects the improvement that can be achieved by including additional outcomes relative to matrix completion (where \( K = 1 \)), and the finding is in exact correspondence to (2), up to a logarithmic factor.

This result is easily extended to a model with covariates:
\[
\mathbb{E}[Y] = A^\ast + X_N B^\ast X_T,
\tag{7}
\]
where \( A^\ast = (A^\ast_{ij}) \) is the top layer of an underlying low-rank tensor, \( A^\ast \), \( X_N \in \mathbb{R}^{N \times d_N} \) is a matrix of \( d_N \) subject-specific covariates, \( X_T \in \mathbb{R}^{d_T \times T} \) is a matrix of \( d_T \) time-specific covariates, and the coefficient matrix \( B^\ast \in \mathbb{R}^{d_N \times d_T} \) is an additional unknown parameter. Note that in the absence of time-specific covariates, we may simply use \( X_T = I_T \) (and analogously \( X_N = I_N \) for the absence of subject-specific covariates). The parameter \( B^\ast \) can be estimated by a simple modification of the data fitting term in the objective (5); the resulting modified objective in \( \Theta^\ast \) and \( B^\ast \) remains (jointly) convex and can be solved easily with established methods in convex optimization. Under the assumption that \( \min(d_N, d_T) \) is small, the matrix \( X_N B^\ast X_T \) is of fixed (low) rank, which aligns with the low-rank/factor model assumption for \( \mathbb{E}[Y] \) overall. Consequently, there is also no need in general to add a separate regularization term for the estimation of \( B^\ast \).

2.4 Generalizing inference from matrix completion to tensor completion

We conclude this section by presenting three methods for constructing uncertainty intervals. All three methods—resampling, rotation-debiasing, and a full Bayesian approach—have been proposed for matrix completion (cf. [23], [30], [31]), and we describe how they can be generalized to the tensor completion setting described in the previous subsections. Note that we consider uncertainty intervals for treatment effects, \( \tau^\ast \), that can be written as a fixed linear combination of the entries of \( \Theta^\ast = A^\ast_{(1)} \). This includes the average effect of treatment on the treated (ATT), which we use in Section 3.

Athey et al. propose conducting inference via resampling after cross-validating the tuning parameter \( \lambda \). In our generalization, we use leave-one-out cross-validation to identify the optimal value of \( \lambda \). After selecting \( \lambda \), we randomly permute the residuals of the observed entries associated with the outcome \( Y \). The residuals for the additional outcomes are not permuted. Let \( \tilde{\tau}_{\pi}^{(1)} \) denote the permuted residuals matrix, \( \pi = 1, \ldots, \Pi \). For each permutation \( \pi \), we generate a new outcome \( \tilde{Y}_{\pi}^{(1)} = \tilde{\Theta} + \tilde{\tau}_{\pi}^{(1)} \) and solve (5) to obtain \( \tilde{\Theta}_{\pi} \), from which we derive an estimate of \( \tau^\ast \), \( \tilde{\tau}_{\pi} \). The inner quantiles of \( \{ \tilde{\tau}_{\pi} \}_{\pi = 1}^{\Pi} \) form an uncertainty interval for \( \tau^\ast \).

Chernozhukov et al. [30] propose a rotation-debiasing method that yields asymptotically normal estimators for linear combinations of rows of \( \Theta^\ast \). In our generalization, we follow [32] and choose \( \lambda \propto \max \{ \sqrt{N}, \sqrt{T \cdot K} \} \). Then we alternate between nuclear-norm penalized estimation and ordinary least squares regression: For a given row index \( i \in \{ 1, \ldots, N \} \), we randomly partition \( \{ 1, \ldots, N \} \setminus \{ i \} \) into sets \( \mathcal{I} \) and \( \mathcal{I}^c \) with sizes \( |\mathcal{I}| = N/2 - 1 \) and \( |\mathcal{I}^c| = N/2 \), and obtain intermediate estimates \( \tilde{\Theta}_\mathcal{I} \) and \( \tilde{\Theta}_\mathcal{I}^c \) of \( \Theta^\ast \cdot \mathcal{I} \) and \( \Theta^\ast \cdot \mathcal{I}^c \) using \( \tilde{Y}_\mathcal{I}^{(1)} \) and \( \tilde{Y}_\mathcal{I}^c \), respectively, by solving a separate instance of (5) each. Then we obtain debiased estimates of the left and right singular vectors of \( \Theta^\ast \cdot \mathcal{I} \) and \( \Theta^\ast \cdot \mathcal{I}^c \)
We assume \( \Theta^* \) through ordinary least squares rotation-debiasing steps, resulting in the debiased estimator for the \( i \)-th row of \( \Theta^* \) and the standard error. We use the estimates to construct the confidence interval \( \hat{\tau}_i^{\text{low}}, \hat{\tau}_i^{\text{up}} \) for \( \tau_i^* \), which represents the contribution of row \( i \) to the average treatment effect \( \tau^* \). These steps are repeated for each \( i \), spanning from 1 to \( N \); see Algorithm 2.1 in [30] for details. The debiased confidence interval for \( \tau^* \) is obtained by averaging the sum of \( \{ \hat{\tau}_i^{\text{low}} \} \) and \( \{ \hat{\tau}_i^{\text{up}} \} \).

Zhai and Gutman [31] propose a full Bayesian low-rank matrix completion algorithm, which modifies the Bayesian SVD model proposed by [33]. Our generalization follows the Gibbs Sampler described in Algorithm 3 [31], which assumes that the entries of the error matrix \( E_{(1)} = Y_{(1)} - \Theta^* \) are independent normal random variables with mean zero and variance \( 1/\omega \) and assigns a gamma prior to \( \omega \). We also put uniform priors on the left and right singular vectors of \( \Theta^* \) and double exponential priors on the singular values, as well as standard normal priors on the coefficients of the covariates. We sample from the posterior distribution of \( \Theta^* \), from which we approximate the distribution of \( \tau^* \).

3 A Reevaluation of COVID-19 Mandates

We use the tensor completion approach outlined in Section 2 to estimate the effect of three different COVID-19 mandates: travel restrictions, mask-wearing directives, and vaccination requirements. Our application is motivated by a meta-analysis that failed to identify a single study of COVID-19 mask-wearing directives in which the risk of confounding was low [34, see Figure 2]. Concerns of confounding have been raised by a number of researchers, see for example [35].

Our reevaluation of COVID-19 data uses additional control outcomes not otherwise of interest to stand in for confounding factors, a strategy discussed by [36, Section 3.2], see also [37, Chapter 21]. As mentioned in Subsection 2.1, our work extends methods for causal inference with univariate longitudinal data proposed by Athey et al. [23] and Abadie et al. [24]. Those methods use control units (e.g. control jurisdictions) to adjust for confounding factors. They work by leveraging the staggered adoption of a policy to borrow from the experience of control jurisdictions, whose governments did not contemporaneously adopt the policy. The proposed tensor completion approach works by using control outcomes to increase the amount of information available for making fair comparisons between jurisdictions. This additional information can prove crucial when there are few time periods.

In Section 2, we provide a theoretical argument for why the addition of control outcomes improves the accuracy of counterfactual imputations. In this Section, we demonstrate the importance of this accuracy by reevaluating the effect of COVID-19 mandates. We present the details of our analysis in three parts: In Subsection 3.1, we define the estimand; in Subsection 3.2, we summarize the data; and in Subsection 3.3, we present the results of our reevaluation. Our main finding is that the models traditionally used to evaluate COVID-19 policies appear to overestimate the benefit of masking-wearing directives relative to travel restrictions. The proposed tensor completion approach suggests mask-wearing directives were not an effective alternative to travel restrictions.

3.1 We estimate the percent increase in fatalities that would have occurred had a mandate not been implemented

Following the notation in Section 2, let \( i = 1, \ldots, N = 50 \) denote the \( i \)-th U.S. state and \( t = 1, \ldots, T = 8 \) the \( t \)-th season. Let \( Y_{\text{obs}} \) denote the observed \( N \times T \) matrix of COVID-19 fatalities. We consider two sets of state-season pairs, \( \mathcal{O} \) and \( \mathcal{M} \). The set \( \mathcal{O} \) refers to the state-season pairs during which a given mandate was not in effect, and \( \mathcal{M} \) refers to the state-season pairs for which the mandate was in effect.

We also define two additional \( N \times T \) matrices of potential outcomes: Let matrix \( Y^1 \) have entries \( Y_{it}^1 \), denoting the number of COVID-19 fatalities that would occur were a given mandate adopted in state \( i \) during season \( t \), and let matrix \( Y^0 \) have entries \( Y_{it}^0 \), denoting the number of COVID-19 fatalities that would occur had the mandate not been adopted. We assume \( Y_{\text{obs}} \) has entries \( Y_{it}^0 \) if \( (i, t) \in \mathcal{O} \) and \( Y_{it}^1 \) if \( (i, t) \in \mathcal{M} \).

We are interested in the following estimand,

\[
\Delta = \frac{1}{|\mathcal{M}|} \sum_{(i, t) \in \mathcal{M}} \frac{Y_{it}^0 - Y_{it}^1}{Y_{it}^1}.
\]

\( \Delta \) measures the average relative effect of treatment on the treated—the average percent increase in fatalities that would have occurred had states not implemented the given mandate (in the states and seasons for which the mandate was in fact implemented). Dividing by \( Y_{it}^1 \) accounts for the fact that states vary considerably in the observed number of fatalities; if we did not divide by \( Y_{it}^1 \) and computed the absolute effect, two states would dominate the average.
Figure 2: Weekly COVID-19 Deaths for the two most populous and two lease populous U.S. states. Colors represent whether a mask-wearing directive was in effect (pink - not in effect, blue - was in effect. Sources: OxCGRT [38] and CDC Case Task Force

The problem is that we only observe $Y_{\text{obs}}$, and the entries of $Y_0$ are missing when $(i, t) \in M$—an impediment called the “fundamental problem of causal inference” [1, 2]. In the following subsections, we will compare methods, like tensor completion, that impute the missing entries of $Y_0$ from the non-missing entries so that $\Delta$ can be estimated,

$$\hat{\Delta} = \frac{1}{|M|} \sum_{(i, t) \in M} \frac{\hat{Y}_{it} - Y_{it}^{\text{obs}}}{Y_{it}^{\text{obs}}}.$$

We make the stable unit treatment value assumption (see [37]): we assume there is only one version of a given mandate and the number of fatalities in any state and time period is unaffected by whether a mandate is adopted in a different state or time period. We believe this assumption is reasonable and consistent with the majority of longitudinal analysis of COVID-19 mandates as we discuss in Subsection 3.2 after summarizing the data.

3.2 We estimate the effect of mandates using eight seasons of COVID-19 fatalities across fifty U.S. states

The main outcome of interest is the number of COVID-19 fatalities reported by each U.S. state in the first two years of the pandemic as recorded by OxCGRT, the Oxford COVID-19 Government Response Tracker. Part of the data are visualized in four histograms in Figure 2. The top two histograms correspond with the two largest states (by population) and the bottom two histograms correspond with the two smallest. The dates are binned by week, and the ticks on the horizontal axis denote the seasons. The colors match Figure 1, representing whether a mandate was in effect: pink indicates that a mask-wearing directive was not in effect, and blue indicates that a mask-wearing directive was in effect.

The second part of SUTVA is that there is only one version of treatment. In this paper, treatment is understood to be the intention of a state to influence behavior through legislation or executive order, such as by requiring masking. The mechanisms by which states chooses to influence behavior, such as the amount of enforcement or compliance, do not
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represent alternative treatments but rather the effect of the state’s intention to influence behavior that we seek to measure. Studying the so-called intent to treat is important because policymakers typically choose which behavior to influence (e.g., masking or travel) but cannot guarantee enforcement or compliance. However, the effect of a mask-wearing directive estimated in this paper should not be confused as the effect of wearing a mask.

3.3 The proposed method fits the data better than five comparison methods and suggests mask-wearing directives were less effective

We compare the proposed tensor completion approach to five other methods, which represent popular models used by researchers to study government mandates implemented during the pandemic. We find the proposed approach fits the data best as measured by mean squared error (estimated by leave-one-out cross validation, see Appendix for simulations). The proposed approach also indicates mask-wearing directives were between 2.5 and 7.5 times less effective than indicated by the comparison methods. In particular, the proposed method suggests mask-wearing directives prevented a minority of the fatalities that would have occurred had they not been implemented, whereas travel restrictions prevented the majority.

The first three comparison methods are log-linear models, the second two are matrix completion methods, and the last model is the proposed tensor completion method. The methods differ according to whether additional outcomes are (1) excluded, (2) included as covariates, or (3) included as additional outcomes. The three additional outcomes we consider in our analysis are the number of flu fatalities two years earlier (i.e., the seasons Winter 2017 to Fall 2019) as reported by the Center for Disease Control, and the average temperature and rainfall from all stations in the Global Historical Climatology Network (i.e., the seasons Winter 2019 to Fall 2021). All models also include three "baseline" covariates: the log-number of vaccinated residents at the start of the season, the log-number of vaccinated residents at the end of the season, and the log-population (as determined by the 2020 decennial census) as an offset.

The three log-linear models assume $Y_{it}^0$ follows a negative binomial distribution (NB) with mean $\exp(\mu_{it})$ and size $\phi^{-1}$. In Log-linear Model (1), $\mu_{it}$ is decomposed into a state effect, $\theta_i$, a season effect, $\eta_t$, and a linear combination of covariates, $\sum_{p=1}^P \gamma_p X_{it}^p + \log n_i$; Log-linear Model (2) augments Log-linear Model (1) by adding the additional outcomes as covariates on the log-scale; and Log-linear Model (3), augments Log-linear Model (1) by adding them as (conditionally) independent outcomes, offset by a factor $\delta_k^t$, which varies by season but not state:

Log-linear Model (1):

$$Y_{it}^0 \sim \text{NB}(\exp(\mu_{it}), \phi)$$
$$\mu_{it} = \theta_i + \eta_t + \sum_{p=1}^P \gamma_p X_{it}^p + \log n_i$$

Log-linear Model (2):

$$Y_{it}^0 \sim \text{NB}(\exp(\mu_{it}), \phi)$$
$$\mu_{it} = \theta_i + \eta_t + \sum_{p=1}^P \gamma_p X_{it}^p + \sum_{k=1}^{K-1} \gamma_k^t \log Z_{it}^{(k)} + \log n_i$$

Log-linear Model (3):

$$Y_{it}^0 \sim \text{NB}(\exp(\mu_{it} = \theta_i + \eta_t + \sum_{p=1}^P \gamma_p X_{it}^p + \log n_i), \phi)$$
$$Z_{it}^{(k)} \sim \text{NB}(\exp(\mu_{it} = \theta_i + \delta_k^t + \sum_{p=1}^P \gamma_p X_{it}^p + \log n_i), \phi)$$

We follow Section 2 in that the additional outcomes are denoted by the $N \times T$ matrix $Z^{(k)}$, $k \in \{1, \ldots, K-1 = 3\}$ with entries $Z_{it}^{(k)}$, and the baseline covariates are denoted by the $N \times T$ matrix $X$, $p \in \{1, \ldots, P = 2\}$ with entries $X_{it}^p$. The population offset is denoted by $n_i$.

The parameters of all three log-linear models are estimated by maximum likelihood from the observed entries of $Y^0$. The missing entries of $Y^0$ are then imputed using the conditional expectation $\hat{Y}_{it}^0 = \exp(\hat{\mu}_{it})$, and $\Delta$ is calculated as described in Subsection 3.1. Confidence interval are calculated with 99% asymptotic coverage by deriving the multivariate normal approximation to the parameters of each model and applying the delta method.

The two matrix completion approaches and the proposed tensor completion approach were used to estimate $\Delta$ as described in Section 2. These three approaches correspond loosely with the three log-linear models, but instead of
maximizing the negative binomial likelihood, they solve the objective function (5), where the outcome is measured on the log-scale. In addition, the model Matrix Completion (1) includes baseline covariates; the second model, Matrix Completion (2), includes both baseline covariates and the additional outcomes as covariates; and the third model, Tensor Completion, adds baseline covariates but combines the outcomes as a tensor. Confidence intervals are calculated for the first two models using the resampling method, while confidence intervals for the third model are calculated with 99% asymptotic coverage using the rotation-debiasing method, both described in Section 2.4.3

We apply all six methods to the data, yielding an estimate \( \hat{\Delta} \) for each of the three mandates: mask-wearing directives, travel restrictions, and vaccine requirements. A summary of the results are displayed in Table 1. Overall, we find that the proposed method (Tensor Completion) had the lowest mean squared error (MSE), estimated by leave-one-out cross validation, where MSE is calculated for the outcome of interest only, as measured on the log-scale. (Improved accuracy is also demonstrated in simulation, see Appendix for details.) We also find that the five comparison methods estimate the effect of mask-wearing directives to be 2.5 to 7.5 times greater than that estimated by Tensor Completion. In contrast, Tensor Completion largely agrees with the comparison methods that travel restrictions had a treatment effect of around 2.3 (covered by all confidence intervals except one) and vaccine requirements had a treatment effect of around .79 (covered by all confidence intervals).

We interpret our findings as follows: The fact that the methods largely agree on the effect of travel restrictions and vaccine requirements provides greater evidence that the estimated effect is not due to unobserved confounding, while the fact that tensor completion disagrees with other estimates on the effect of mask-wearing directives provides evidence that these estimated effects are the result of unobserved confounding. In particular, most of the comparison methods suggest mask-wearing directives were an effective alternative to travel restrictions, while Tensor Completion suggests mask-wearing directives were not an effective alternative.

| Method                      | Mask-Wearing Directives | Travel Restrictions | Vaccine Requirements |
|-----------------------------|-------------------------|---------------------|----------------------|
|                            | \( \Delta \) | CI   | MSE | \( \Delta \) | CI   | MSE | \( \Delta \) | CI   | MSE |
| Log-linear Model (1)       | 3.38       | (0.03, 6.72) | 0.64 | 2.34       | (1.37, 3.30) | 0.59 | 1.22       | (0.41, 2.03) | 0.63 |
| Log-linear Model (2)       | 4.09       | (0.02, 8.16) | 0.62 | 2.25       | (1.34, 3.17) | 0.57 | 1.38       | (0.55, 2.22) | 0.63 |
| Log-linear Model (3)       | 2.10       | (1.32, 2.88) | 1.08 | 9.83       | (7.44, 12.20) | 0.79 | 1.29       | (0.51, 2.06) | 1.10 |
| Matrix Completion (1)      | 4.29       | (2.95, 7.49) | 1.94 | 1.70       | (1.39, 2.47) | 0.41 | 0.43       | (0.35, 0.79) | 0.40 |
| Matrix Completion (2)      | 6.23       | (4.60, 10.41) | 2.10 | 2.54       | (1.94, 4.21) | 0.43 | 0.58       | (0.44, 0.95) | 0.47 |
| Tensor Completion          | 0.83       | (0.42, 1.23) | 0.49 | 2.29       | (2.26, 5.50) | 0.31 | 0.89       | (0.50, 1.26) | 0.33 |

Table 1: Tensor Completion fits the data better than five comparison methods and suggests mask-wearing directives were less effective.

We choose rotation-debiasing confidence intervals for Tensor Completion in Table 1 because we believe the methodology is closest to the maximum likelihood-based intervals used for the log-linear models and thus allows for the fairest comparisons. Rotation-debiasing was not used for the matrix completion models because there were not enough time periods. We note that inference using the other approaches described in Subsection 2.4 yield different results—with resampling producing the smallest intervals and Bayesian SVD producing the largest. The intervals are summarized in Table 2. We do not believe one interval is necessarily preferable; each conveys a notion of uncertainty that could be of interest to policymakers.

| Method                  | Mask-Wearing Directives | Travel Restrictions | Vaccine Requirements |
|-------------------------|-------------------------|---------------------|----------------------|
| Resample                | (0.74, 1.06)            | (2.25, 2.33)        | (0.81, 0.99)         |
| Rotation-Debiasing      | (0.42, 1.23)            | (2.26, 5.50)        | (0.50, 1.26)         |
| Bayesian SVD            | (0.47, 3.83)            | (3.07, 12.04)       | (0.06, 2.80)         |

Table 2: Three different uncertainty intervals for the effect of mandates, estimated by Tensor Completion.

4 Discussion

We propose a new approach to causal inference with multivariate longitudinal data that uses tensor completion to impute missing counterfactual outcomes. Our motivation is to evaluate government mandates adopted during the pandemic

---

3 Rotation-debiasing was possible for Tensor Completion but not Matrix Completion (1) and Matrix Completion (2) because, without the inclusion of additional outcomes, the outcome matrix \( \mathbf{Y}^{\text{obs}} \) has too few columns. We believe the ability to calculate intervals via rotation-debiasing when there are few time periods is an additional benefit of the proposed approach.
such as travel restrictions, mask-wearing directives, and vaccine requirements. In Section 2, we establish the general conditions under which the proposed method improves the accuracy of counterfactual imputations. We then show in Section 3 that the proposed approach does in fact fit longitudinal data on COVID-19 fatalities better than traditional methods. We also show that the improved accuracy yields an important insight: mask-wearing directives were not the effective alternative to travel restrictions suggested by more traditional methods. We conclude that the proposed approach should be considered as an additional tool for studying policies such as government mandates, particularly when the number of time periods is small. In this section, we discuss several extensions that may be of interest to researchers considering this approach.

We estimate the effect of a mandate for the states and seasons during which the mandate was adopted (the so-called effect of treatment on the treated). This estimate is useful for discussing the amount of fatalities that were prevented by a mandate. However, policymakers may also be interested in the additional number of fatalities that could have been prevented had all states adopted the mandate in all seasons. The approach outlined in this paper can be used to estimate this so-called effect of treatment on the untreated, with the only modification being that a different set of observations would be considered missing.

In Section 3, the additional outcomes were chosen because their values did not depend on whether a state adopted the mandate. That is, $Z_{it}^{(k)}$ takes the same value regardless of whether $(i, t) \in \mathcal{O}$ or $(i, t) \in \mathcal{M}$. As a result, none of the entries of $Z^{(k)}$ are considered missing. However, the approach we outline in Section 2 is not limited to such outcomes. We could have included additional outcomes that were affected by the mandate, and these outcomes would be considered missing for the states and seasons during which the mandate was adopted. For example, we could include the number of flu deaths during the pandemic.

We assume in this paper that the additional outcomes are not of direct interest and are added in order to more accurately impute a single outcome of interest. However, in many cases the researcher is interested in more than one outcome. For example, policymakers may wish to choose mandates that reduce the number of COVID-19 fatalities, as well as the number of COVID-19 hospitalizations, the number of COVID-19 cases, and the number of COVID-19 positive tests. The approach we outline in Section 2 can accommodate multiple outcomes of interest, and these outcomes would be considered missing in the states and periods during which the mandate was adopted.

We conclude our discussion with a final thought on the inclusion of additional outcomes. Ultimately whether a variable should be treated as an outcome or as a covariate—or whether it should be excluded entirely—depends on the data generating process. Our work is based on the observation that the additional variables considered in Section 3 should be treated as outcomes because they are influenced by similar unobserved factors (in the case of flu fatalities) or are surrogates for important unobserved factors, and thus should be considered as measured with error (in the case of average temperature and rain, which stand in for seasonal factors that influence human behavior). We believe the data support this observation: We find that by treating these variables as outcomes, the proposed method produces more accurate counterfactual imputations than traditional methods that treat these variables as covariates. This additional accuracy is important because governments increasingly rely on longitudinal data to choose among policies such as mandates during public health emergencies. Inaccurate methods can create the illusion that some policies are more effective than they actually are, leading governments to make suboptimal decisions that cost lives.
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We start by expanding the model $\mathcal{Y}$ where $\Theta(y)$. Accordingly, the objective function in (5) can be expressed as

$$
\min_{\Theta} \mathbb{E} \left[ \sum_i (y_i - \Theta_{r(i),c(i)})^2 + \lambda \| \Theta \|_* \right]
$$

where $n = \sum_{k=1}^K n_k$ denotes the total number of observed entries including both the outcome of interest and the $K - 1$ control outcomes, $\{r(i)\}_{n=1}^n \subset \{1, \ldots, N\}$, $\{c(i)\}_{n=1}^n \subset \{1, \ldots, K \cdot T\}$ denote the row and column indices of the $n$ observed entries in the matricized tensor $\mathcal{Y}_{(1)}$, and the $\{\xi_i\}_{i=1}^n$ denote the corresponding random error terms contained in $\mathcal{E}$.

Expanding the square on the left hand side and re-arranging terms yields

$$
\| \mathcal{X}(\Theta^*) - \mathcal{X}(\hat{\Theta}) \|^2 + \lambda \| \hat{\Theta} \|_* \leq 2(\hat{\Theta} - \Theta^*, \mathcal{X}^*(\xi)) + \lambda \| \Theta^* \|_*, \quad \xi = (\xi_i)_{i=1}^n.
$$

Expanding the square on the left hand side and re-arranging terms yields

$$
\| \mathcal{X}(\Theta^*) - \mathcal{X}(\hat{\Theta}) \|^2 + \lambda \| \hat{\Theta} \|_* \leq 2(\hat{\Theta} - \Theta^*, \mathcal{X}^*(\xi)) + \lambda \| \Theta^* \|_*, \quad \xi = (\xi_i)_{i=1}^n.
$$

where $\mathcal{X} : \mathbb{R}^N \rightarrow \mathbb{R}^n$ denotes the linear operator defined by $\Theta \mapsto (\Theta_{r(i),c(i)})_{i=1}^n$ and $\mathcal{X}^* : \mathbb{R}^n \rightarrow \mathbb{R}^{N \times (T - K)}$ denotes the adjoint operator given by $v \mapsto \sum_{i=1}^n v_i e_{r(i)} f_{c(i)}^T$ with $\{e_i\}_{i=1}^N$ and $\{f_i\}_{i=1}^{T-K}$ denoting the canonical basis vectors of $\mathbb{R}^N$ and $\mathbb{R}^{T-K}$, respectively.
Let the singular value decomposition of \( \Theta^* \) be given by \( \Theta^* = U \Sigma V^T \) with \( U \in \mathbb{R}^{N \times r}, V \in \mathbb{R}^{(T-K) \times r}, \) and \( \Sigma \in \mathbb{R}^{r \times r}, \) and consider the associated matrix subspace
\[
\mathbb{M}^\perp = \{ A \in \mathbb{R}^{N \times (T-K)} : A = U_\perp \Gamma V^T_\perp, \quad \Gamma \in \mathbb{R}^{(N-r) \times ((T-K)-r)} \},
\]
where the columns of \( U_\perp \in \mathbb{R}^{N \times (N-r)} \) and \( V_\perp \in \mathbb{R}^{(T-K) \times r} \) span the orthogonal complement of the column spaces of \( U \) and \( V \), respectively. Denote by \( \mathbb{M} \) the orthogonal complement of \( \mathbb{M}^\perp \). Then the following properties hold true (cf. [29], §10.2.1).

(S1) Any element of \( \mathbb{M} \) has rank at most \( 2r \).

(S2) For any \( \Theta \in \mathbb{R}^{N \times (T-K)} \), we have \( \| \Theta \|_* = \| \Theta_M \|_* + \| \Theta_M^\perp \|_* \), where the superscripts \( \mathbb{M} \) and \( \mathbb{M}^\perp \) indicate the orthogonal projections of \( \Theta \) onto these subspaces.

Denote \( \widehat{\Delta} = \widehat{\Theta} - \Theta^* \). It then follows from (8) and the triangle inequality that
\[
\lambda \| \Delta_{M^\perp} \|_* \leq 2 \langle \widehat{\Delta}, \mathcal{X}^* (\xi) \rangle + \lambda \| \Delta_M \|_* ,
\]
where we have used that \( \Theta_{M^\perp}^* = 0 \). The Von Neumann trace inequality yields
\[
\lambda \| \Delta_{M^\perp} \|_* \leq \| \Delta \|_* \| 2 \mathcal{X}^* (\xi) \|_{op} + \lambda \| \Delta_M \|_* ,
\]
where \( \| \cdot \|_{op} \) denotes the operator norm. As a result, conditional on the event
\[
E = \{ \| 2 \mathcal{X}^* (\xi) \|_{op} \leq \lambda_0 \},
\]
we have for any \( \lambda \geq 2 \lambda_0 \)
\[
\widehat{\Delta} \in \mathcal{C}(\mathbb{M} ; \lambda, \lambda_0) := \left\{ \Delta \in \mathbb{R}^{N \times (T-K)} : \| \Delta_{M^\perp} \|_* \leq \frac{\lambda + \lambda_0}{\lambda - \lambda_0} \| \Delta_M \|_* \right\} \subseteq \left\{ \Delta \in \mathbb{R}^{N \times (T-K)} : \| \Delta_{M^\perp} \|_* \leq 3 \| \Delta_M \|_* \right\}
\]
Consequently, conditional on \( E \), with the same reasoning that led to (9), we obtain from (8)
\[
\| \mathcal{X}^* (\widehat{\Delta}) \|_F^2 = \| \mathcal{X}^* (\Theta^*) - \mathcal{X}^* (\widehat{\Theta}) \|_F^2 \leq \lambda_0 \| \widehat{\Delta} \|_* + \lambda \| \Delta_M \|_*
= \lambda_0 \left( \| \widehat{\Delta} \|_* + \| \widehat{\Delta}_{M^\perp} \|_* \right) + \lambda \| \Delta_M \|_*
\leq 3 \lambda \| \widehat{\Delta}_{M^\perp} \|_* \leq 3 \sqrt{2r} \lambda \| \widehat{\Delta} \|_F ,
\]
where we have used property (S1) above in the last inequality.
Conditional on the event
\[
\text{RSC} = \{ \| \mathcal{X}^* (\widehat{\Delta}) \|_F^2 > \kappa \| \widehat{\Delta} \|_F^2 \}
\]
for some constant \( \kappa > 0 \), we then obtain the following bound from (11):
\[
\frac{\| \widehat{\Delta} \|_F}{\sqrt{N \cdot T \cdot K}} \leq \frac{3 \sqrt{2} \lambda}{\kappa} \sqrt{\frac{r}{N \cdot T \cdot K}}.
\]
In order to conclude the proof of the theorem, we elaborate on the events (10) and (12) in part II and part III, respectively.

Part II: Empirical process control
In order to obtain a suitable bound \( \lambda_0 \) in (10), we shall invoke assumption (A1) and the matrix Bernstein inequality [40]. We have
\[
\mathcal{X}^* (\xi) = \sum_{i=1}^{n} R_i , \quad R_i := \xi_i e_{c(i)} e_{c(i)}^T ,
\]
for i.i.d. random matrices \( \{ R_i \}_{i=1}^{n} \). Consider the corresponding symmetric matrices
\[
Q_i = \begin{bmatrix}
0 & \xi_i e_{c(i)} e_{c(i)}^T \\
\xi_i e_{c(i)} e_{c(i)}^T & 0
\end{bmatrix}, \quad 1 \leq i \leq n.
\]
Observe that \( \mathbb{E}[Q_i^m] = 0 \) for all odd integers \( m \geq 1, 1 \leq i \leq n \). Moreover,
\[
\mathbb{E}[Q_i^{2m}] = \mathbb{E}[\xi_i^{2m}] \begin{bmatrix}
\mathbb{E}[e_{r(i)} e_{r(i)}^T] & 0 \\
0 & \mathbb{E}[e_{c(i)} e_{c(i)}^T]
\end{bmatrix}, \quad 1 \leq i \leq n.
\]
Now note that since the \( \{ \xi_i \}_{i=1}^n \) satisfy the Bernstein condition specified in (A1), the following property holds:

\[
\mathbb{E}[Q_i^{2m}] \leq \frac{1}{2} (2m!) \beta^{2m-2} \nu^2 \left[ \mathbb{E}[e^T_{r(i)} e^{(T)}_{r(i)}] \right]^{1/2} \mathbb{E}[e^T_{c(i)} e^{(T)}_{c(i)}] \], \quad \nu^2 = \mathbb{E}[\xi_i^2], \quad 1 \leq i \leq n,
\]

where \( \preceq \) denotes positive semidefinite ordering, i.e. \( A \preceq B \) for symmetric matrices \( A \) and \( B \) iff \( B - A \) is positive semidefinite.

In light of property (15), we are in position to apply the matrix Bernstein inequality in the form of Theorem 6.17 in [29], which states that for any \( \delta \geq 0 \)

\[
P \left( \left\| \sum_{i=1}^n Q_i \right\|_{\text{op}} \geq \delta \right) \leq 2 \cdot \text{rank} \left( \sum_{i=1}^n \mathbb{E}[Q_i^2] \right) \exp \left( -\frac{\delta^2}{2(\sigma^2 + \beta \delta)} \right), \quad \sigma^2 := \left\| \sum_{i=1}^n \mathbb{E}[Q_i^2] \right\|_{\text{op}},
\]

and \( \beta \) as in (15). In the sequel, we shall derive an upper bound on \( \sigma^2 \).

By assumption (A2), we have

\[
\left[ \mathbb{E}[e^T_{r(i)} e^{(T)}_{r(i)}] \quad 0 \right]
\left[ \mathbb{E}[e^T_{c(i)} e^{(T)}_{c(i)}] \right]
= \frac{1}{N} I_N + \frac{n_1}{\sum_{k=1}^K n_k} \frac{1}{T} I_T \left[ \sum_{k=1}^{n_2} \frac{1}{n_k} \frac{1}{T} I_T \right] \cdots \frac{1}{\sum_{k=1}^{n_K} \frac{1}{n_k} \frac{1}{T} I_T}
\]

Moreover, note that again by assumption (A2), \( n_k / \sum_{k=1}^K n_k \leq \frac{1}{(1 - \pi)(K - 1)} \), \( k = 1, \ldots, K \). It follows that

\[
\left\| \left[ \mathbb{E}[e^T_{r(i)} e^{(T)}_{r(i)}] \quad 0 \right] \right\|_{\text{op}} \leq C_1 \left\{ \frac{1}{N} \vee \frac{1}{T \cdot K} \right\}, \quad C_1 := \frac{1}{1 - \pi} K \leq \frac{2}{1 - \pi}
\]

This implies that the quantity \( \sigma^2 \) in (15) can be bounded as \( \sigma^2 \leq \overline{\sigma^2} := C_2 \{ N \vee (T \cdot K) \} \) with \( C_2 = \nu^2 C_1 \). Invoking (15) with the choice

\[
\delta = \sqrt{8\sigma^2 \log\{2 [N \vee (T \cdot K)]\}}
\]

and using the assumption (A3) that

\[
N \vee (T \cdot K) \geq 8 \left( \frac{\beta}{\nu^2} \right)^2 \log\{2 [N \vee (T \cdot K)]\}
\]

(which implies that \( \beta \delta \leq \overline{\sigma^2} \)), we obtain after collecting all terms

\[
P \left( \left\| \sum_{i=1}^n Q_i \right\|_{\text{op}} \geq \nu \sqrt{8C_1 \{ N \vee (T \cdot K) \} \log\{2 [N \vee (T \cdot K)]\}} \right) \leq \frac{1}{2 [N \vee (T \cdot K)]^2}.
\]

Combining (13), (14) and (17) yields that the event \( \mathcal{E} \) in (10) holds with probability at least \( 1 - \frac{1}{2 [N \vee (T \cdot K)]^2} \) with the choice \( \lambda_0 = 4 \nu \sqrt{2C_1 \{ N \vee (T \cdot K) \} \log\{2 [N \vee (T \cdot K)]\}} \).

**Part III: Verification of restricted strong convexity**

We finally turn to the restricted strong convexity condition specified in event RSC in (12). Let us structure \( \tilde{\Delta} = [\tilde{\Delta}_1 \ \tilde{\Delta}_{2:K}] \), where \( \tilde{\Delta}_1 \) and \( \tilde{\Delta}_{2:K} \) denote the column submatrices of \( \tilde{\Delta} \) containing the first \( T \) and the remaining \( T \cdot (K - 1) \) columns, respectively, and accordingly define operators \( \mathcal{Y}_1 : \mathbb{R}^{N \times T} \to \mathbb{R}^{n_1} \) and \( \mathcal{Y}_{2:K} : \mathbb{R}^{N \times (T \cdot (K - 1))} \to \mathbb{R}^{n_1} \) extracting entries corresponding to \( O_1 \), and \( \cup_{k=2}^K O_k \). We then have

\[
\mathcal{Y}(\tilde{\Delta}) = \begin{bmatrix}
\mathcal{Y}_1(\tilde{\Delta}_1) \\
\mathcal{Y}_{2:K}(\tilde{\Delta}_{2:K})
\end{bmatrix}.
\]

\[\text{Strictly speaking, the matrix Bernstein inequality requires the distribution of the noise } \{ \xi_i \}_{i=1}^n \text{ to be symmetric around the origin; non-symmetric distributions can be accommodate at the expense of slightly worse constants using the symmetrization argument detailed in [29]. For brevity, we do not reproduce this argument here.}\]
as well as  
\[ \| \mathcal{X}(\hat{\Delta}) \|_2^2 = \| \mathcal{X}_1(\hat{\Delta}_1) \|_2^2 + \| \mathcal{X}_{2:K}(\hat{\Delta}_{2:K}) \|_2^2. \]

Consider the events  
\[ \text{RSC}_1 = \{ \| \mathcal{X}_1(\hat{\Delta}_1) \|_2^2 \geq \kappa \| \hat{\Delta}_1 \|_2^2 \}, \quad \text{RSC}_{2:K} = \{ \| \mathcal{X}_{2:K}(\hat{\Delta}_{2:K}) \|_2^2 \geq \kappa \| \hat{\Delta}_{2:K} \|_2^2 \}, \]

and observe that \( \text{RSC}_1 \cap \text{RSC}_{2:K} \) implies \( \text{RSC} \), hence it suffices to show that the intersection of these two events occurs with the stated probability.

Using Assumption (A2), Theorem 10.17 in [29] implies that the events in (18) hold with \( \kappa = 1/2 \) with probability at least  
\[ 1 - 2 \exp(-((N + T) \log(N + T))) \]

and  
\[ 1 - 2 \exp(-(N + (T \cdot (K - 1))) \log(N + (T \cdot (K - 1)))) \]

This concludes the proof of the theorem.

\section{Tensor Algebra}

In order to keep this paper self-contained, we here review selected notions concerning computations with tensors (of order three, for simplicity). For a more detailed account, we refer to the excellent survey [41].

\subsection{Preliminaries}

A real-valued tensor of order three with dimensions \((d_1, d_2, d_3) \in \mathbb{N}^3\) is given by  
\( \mathcal{T} = (T_{ijk}) \) with \( T_{ijk} \in \mathbb{R} \),  
\( 1 \leq i \leq d_1, 1 \leq j \leq d_2, \) and \( 1 \leq k \leq d_3. \)

The \( \ell \)-th mode (or \( \ell \)-th unfolding) of \( \mathcal{T} \), \( 1 \leq \ell \leq 3 \), is denoted by \( \mathcal{T}_\ell \), a matrix of dimension \( d_\ell \times \prod_{m=1,m\neq \ell}^3 d_m \) whose entries are given by  
\[ (\mathcal{T}_\ell)_qs = T_{qs(k|s)}, \quad j(s) = s \div d_2, \quad k(s) = \lfloor s/d_2 \rfloor, \quad q = 1, \ldots, d_1, \quad s = 1, \ldots, d_2 \cdot d_3, \]

\[ (\mathcal{T}_\ell)_qs = T_{i(s)q(k|s)}, \quad i(s) = s \div d_1, \quad k(s) = \lfloor s/d_1 \rfloor, \quad q = 1, \ldots, d_2, \quad s = 1, \ldots, d_1 \cdot d_3, \]

\[ (\mathcal{T}_\ell)_qs = T_{i(s)j(q|s)}, \quad i(s) = s \div d_1, \quad k(s) = \lfloor s/d_1 \rfloor, \quad q = 1, \ldots, d_3, \quad s = 1, \ldots, d_1 \cdot d_2, \]

where \( \lfloor \cdot \rfloor \) denotes the ceiling operation and \( \div \) denotes modulo division, with the modification that zero rest is replaced by the divisor, \( i.e. \) for any integer \( k \geq 1 \), we have \( (k \cdot d_1) \div d_1 = d_1 \).

The reverse operation to unfolding is referred to as back-folding: specifically, for a matrix \( \mathcal{M} \) of dimension \( d_\ell \times \prod_{m=1,m\neq \ell}^3 d_m \), we define a tensor \( \mathcal{M}^{(\ell)} \) of dimensions \((d_1, d_2, d_3)\) by \( (\mathcal{M}^{(\ell)})_qs = \mathcal{M}_{i(s)j(k|s)} \).

\subsection{CP decomposition and tensor rank}

Consider vectors \( a^{(\ell)} \in \mathbb{R}^{d_\ell}, 1 \leq \ell \leq 3 \). The outer product of these vectors is expressed as  
\[ a^{(1)} \circ a^{(2)} \circ a^{(3)} \]

which yields a tensor of dimension \((d_1, d_2, d_3)\) with entries \( T_{ijk} = a_i^{(1)} \cdot a_j^{(2)} \cdot a_k^{(3)}, 1 \leq i \leq d_1, 1 \leq j \leq d_2, 1 \leq k \leq d_3 \) (note that this generalizes the usual outer product of two vectors \( u \) and \( v \) given by \( uv^\top = (u_i v_j) \)).

The CP decomposition decomposes a tensor into a sum of outer products (with a minimum number of summands), \( i.e. \)

\[ \mathcal{T} = \sum_{m=1}^r a_m^{(1)} \circ a_m^{(2)} \circ a_m^{(3)}, \]

where \( r \) is called the (CP)-rank (or simply rank) of the tensor \( \mathcal{T} \).

\subsection{\( \ell \)-mode product and Tucker decomposition}

The \( \ell \)-mode product of a tensor \( \mathcal{T} \) of dimensions \((d_1, d_2, d_3)\) with matrix \( \mathcal{M} \) of dimension \( m \times d_\ell \), denoted by \( \mathcal{T} \times_\ell \mathcal{M} \), yields a tensor \( \mathcal{U} \) of dimension  
\[ \begin{cases} (m, d_2, d_3), & \ell = 1, \\ (d_1, m, d_3), & \ell = 2, \\ (d_1, d_2, m), & \ell = 3, \end{cases} \]

such that its \( \ell \)-th mode is given by the matrix \( \mathcal{U}_{(\ell)} = \mathcal{M} \mathcal{T}_{(\ell)}, \ell = 1, 2, 3. \)
The Tucker decomposition decomposes the tensor $\mathcal{T}$ as

$$
\mathcal{T} = \mathcal{G} \times_1 A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)},
$$

where the $A^{(\ell)}$ are (usually orthonormal) matrices of dimension $d_{\ell} \times m_{\ell}, \ell = 1, \ldots, 3$, and $\mathcal{G}$ is a tensor of dimension $(m_1, m_2, m_3)$, the so-called core tensor. We note that the CP decomposition in the previous subsection is a specific Tucker decomposition in which the core tensor is diagonal, i.e. $G_{ijk} = 0$ unless $i = j = k$, $1 \leq i \leq d_1$, $1 \leq j \leq d_2$, $1 \leq k \leq d_3$.

Given the above Tucker decomposition, the three modes of $\mathcal{T}$ can be expressed as (cf. [41], p. 462).

$$
\mathcal{T}_{(1)} = A^{(1)} \mathcal{G}_{(1)} (A^{(3)} \otimes A^{(2)}), \quad \mathcal{T}_{(2)} = A^{(2)} \mathcal{G}_{(2)} (A^{(3)} \otimes A^{(1)}), \quad \mathcal{T}_{(3)} = A^{(3)} \mathcal{G}_{(3)} (A^{(2)} \otimes A^{(1)}),
$$

where $\otimes$ denotes the Kronecker product of matrices: for matrices $M$ and $M'$ of dimensions $n \times m$ and $n' \times m'$, respectively, $M \otimes M'$ is a matrix of dimensions $(n \cdot n') \times (m \cdot m')$ that can be represented compactly as the block matrix $(M_{ij}M'_{jk})$ consisting of $n \cdot m$ blocks.

### C Simulations

The main insight of this paper is that tensor completion provides a simple and flexible approach for combining multiple outcomes that does not rely on strong parametric assumptions. In comparison, traditional methods that rely on a univariate outcome or combine multiple outcomes using strong parametric assumptions may not be sufficiently flexible to study the effect of COVID-19 mandates. To test this insight, we conduct a series of simulation studies.

In our simulations, we denote the primary outcome as $Y = (Y_{it})$. We only consider one additional outcome $Z = (Z_{it})$, and we do not consider covariates and offsets. (More complicated simulations produce similar results.) Let $\mu_{it}$ denote the log-mean of the Negative Binomial distribution (NB) and $\phi^{-1}$ represent the size. We conduct simulations based on the following three distributions, with parameters specified below:

#### Simulation 1:

$$
Y_{it} \sim \text{NB} (\exp(\mu_{it} = \theta_i + \eta_t), \phi),
$$

$$
Z_{it} \sim \text{NB} (\exp(\mu_{it} = \theta_i + \eta_t + \delta), \phi)
$$

#### Simulation 2:

$$
Y_{it} \sim \text{NB} (\exp(\mu_{it} = \theta_i + \eta_t + \zeta_{it}), \phi),
$$

$$
Z_{it} \sim \text{NB} (\exp(\mu_{it} = \theta_i + \eta_t + \zeta_{it} + \delta), \phi)
$$

#### Simulation 3:

$$
Y_{it} \sim \text{NB} (\exp(\mu_{it} = \theta_i + \eta_t + \zeta_{it}), \phi),
$$

$$
Z_{it} \sim \text{NB} (\exp(\mu_{it} = \theta_i + \eta_t + \zeta_{it} + \delta), \phi)
$$

$$
Z' = ZD
$$

In Simulation 1, we draw samples from a log-linear model with row effects $\theta_i$ and column effects $\eta_t$. We assume that $\theta_i \sim \eta_t \sim \text{Normal}(4, 1)$, and we set $\delta = -1$ and $\phi = 0.01$. In Simulation 2 and 3, we introduce additional complexity to the log-linear model by incorporating interactions $\zeta_{it} \sim \text{Normal}(-(i+t)/30, 0.1)$. In Simulation 3, we also randomly shuffle the columns of the additional outcome to simulate the fact that the additional outcome may lag or lead the outcome of interest. Here, $D$ is a $T \times T$ shuffle matrix that permutes the order of the columns of the additional outcome matrix $Z$. We set $N = 50$ and $T = 8$, and we assume that $10\%$ of the entries in primary outcome are missing at random. To evaluate the model’s performance, we use the mean squared error (MSE) where the outcome is measured on the log scale

$$
\frac{1}{|M|} \sum_{(i,t) \in M} \left( \log(\hat{Y}_{it}) - \log(Y_{it}) \right)^2,
$$

where $\hat{Y}_{it}$ is the estimator of $Y_{it}$.

We apply the six methods described in Subsection 3.3 to the simulated data. The accuracy of all six methods in all three simulation studies is summarized in Table 3.

The simulations reveal that all methods perform well when the data follows a log-linear model with row and column effects (Simulation 1). However, when we introduce interactions (Simulation 2), the error of the methods that only use univariate outcomes are more than two times higher than those that use both outcomes. When we shuffle the columns of
| Method                  | Simulation 1 | Simulation 2 | Simulation 3 |
|------------------------|--------------|--------------|--------------|
| Log-linear Model (1)   | 0.013        | 0.142        | 0.142        |
| Log-linear Model (2)   | 0.013        | 0.118        | 0.135        |
| Log-linear Model (3)   | 0.024        | 0.031        | 1.980        |
| Matrix Completion (1)  | 0.014        | 0.140        | 0.140        |
| Matrix Completion (2)  | 0.014        | 0.034        | 0.140        |
| Tensor Completion      | 0.018        | 0.050        | 0.057        |

Table 3: MSE for Tensor Completion and five comparison methods under three different simulation settings.

the additional outcome (Simulation 3), all methods have more than twice the error of the proposed method, Tensor Completion.

We conclude that univariate longitudinal methods, such as the Log-linear Model (1) and Matrix Completion (1), are sensitive to row-column interactions, which represent unobserved confounders that vary by both row and column. It is not sufficient to model the outcome using row effects, column effects, and the additional variable as a covariate. Modeling the additional variable as an outcomes can account for the interaction, but Simulation 3 demonstrates that strong parametric assumptions can produce more error than simply ignoring the additional variable. (i.e. Compare Log-linear Model (3) with Log-linear Model (1) and (2) in Simulation 3.) The proposed tensor completion approach allows the researcher to model an additional outcome without making strong parametric assumptions.