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Abstract

Electrochemical and equivalent-circuit modelling are the two most popular approaches to battery simulation, but the former is computationally expensive and the latter provides limited physical insight. A theoretical middle ground would be useful to support battery management, on-line diagnostics, and cell design. We analyse a thermodynamically consistent, isothermal porous-electrode model of a discharging lead-acid battery. Asymptotic analysis of this full model produces three reduced-order models, which relate the electrical behaviour to microscopic material properties, but simulate discharge at speeds approaching an equivalent circuit. A lumped-parameter model, which neglects spatial property variations, proves accurate for C-rates below 0.1C, while a spatially resolved higher-order solution retains accuracy up to 5C. The problem of parameter estimation is addressed by fitting experimental data with the reduced-order models.

1. Introduction

The popular equivalent-circuit approach to battery modelling [1] is efficient, but has limited physical detail and extrapolates poorly. Electrochemical models [2–10] require far more computational power, but
include detailed descriptions of physical mechanisms, which presumably enhances predictive capability. Battery management could be improved if there existed easily-solved models with greater mechanistic detail. To that end, this paper puts forward several reduced-order models of lead-acid battery discharge, each derived from a mechanistic description based on an extension of Newman’s porous-electrode theory [11], which we developed in part I.

Several authors have simplified mechanistic lead-acid-battery models to improve their computational efficiency. Newman and Tiedemann [7] recognise that spatial gradients can be ignored at low current; they state a ‘lumped parameter model’ (LPM) that depends only on time, but do not show how it derives from a porous-electrode model. Gandhi et al. [12] propose a LPM to underpin an analytical current/voltage relation. Knauff [13] simplifies a porous-electrode model by assuming, without justification, that current is linear in space, and acid molarity, quadratic.

We deploy perturbation methods [14] to produce a hierarchy of increasingly complex models. After nondimensionalization, a diffusional C-rate, $C_d$—the C-rate scaled with the diffusion time-scale—is found to control how simply the full model can be approximated. Three reduced-order models are derived, validated against the full model, and applied to experiments for parameter estimation.

A leading-order expansion in the diffusional C-rate produces a LPM of the Newman–Tiedemann type, found to be accurate for C-rates below 0.1C. The first-order expansion accounts for quasi-static spatial heterogeneity within the electrode sandwich. As well as improving the fit of the full model, this correction has a computationally efficient closed-form expression. Finally, the first-order solution is improved by accounting for diffusion transients. This composite model includes just one linear partial differential equation, but matches the full model well up to 5C.

2. Dimensionless model

Battery configuration and chemistry. Typically, a valve regulated lead-acid battery comprises six 2 V cells wired in series. Figure 1 depicts one such cell, which consists of five lead (Pb) electrodes and four lead dioxide (PbO$_2$) electrodes, sandwiched alternatingly around a porous, electrically insulating separator to produce eight electrode pairs, wired in parallel at the top edge of the electrode pile. The layers repeat periodically, allowing the whole pile to be modelled via analysis of one electrode pair. We assume an isothermal system for simplicity.

The electrodes are porous, permeated by an aqueous sulfuric acid (H$_2$SO$_4$) electrolyte that also permeates the separator. The negative and positive half-reactions are

$$\text{Pb} + \text{HSO}_4^- \xrightarrow{\text{discharge}} \text{PbSO}_4 + \text{H}^+ + 2 e^- \quad \text{and}$$

$$\text{PbO}_2 + \text{HSO}_4^- + 3 \text{H}^+ + 2 e^- \xrightarrow{\text{discharge}} \text{PbSO}_4 + 2 \text{H}_2\text{O},$$

(1)
Figure 1: Geometry of a lead-acid cell. (a) macroscopic shape and dimensions; (b) (half-)widths of electrodes and separator; (c) schematic of a volume element of the porous electrode. The total width of the cell is $8L + l_n + l_p$, because $l_n$ and $l_p$ are electrode half-widths. Dimensional quantities $L$ and $l_k$, $k \in \{n, s, p\}$, are non-dimensionalised to 1 and $\ell_k$ respectively. Photograph by Ashley Grealish (BBOXX).

respectively. In both reactions, bisulfate anions ($\text{HSO}_4^-$) leave the liquid and solid lead sulfate ($\text{PbSO}_4$) is created.

Model. In part I, we proposed a general three-dimensional, thermodynamically consistent, isothermal porous-electrode model of a discharging lead-acid battery. The detailed model was simplified slightly on the basis of dimensional analysis to allow solution in a one-dimensional setting.

After nondimensionalization, we obtained the following dimensionless system governing the electrolyte concentration $c$, porosity $\varepsilon$, current density $i$ and potential $\Phi$, electrode current density $i_s$ and potential $\Phi_s$, and interfacial current density $j$:

$$\frac{\partial}{\partial t} (\varepsilon c) = \frac{1}{\mathcal{C}_d} \frac{\partial}{\partial x} \left( D_{\text{eff}} \frac{\partial c}{\partial x} \right) + sj, \quad (2a)$$
$$\frac{\partial \varepsilon}{\partial t} = -\beta_{\text{surf}} j, \quad (2b)$$
$$\frac{\partial i}{\partial x} = j, \quad (2c)$$
$$\mathcal{C}_d i = \kappa_{\text{eff}} \left( \chi \frac{\partial \ln(c)}{\partial x} - \frac{\partial \Phi}{\partial x} \right), \quad (2d)$$
$$\frac{\partial i_s}{\partial x} = -j, \quad (2e)$$
$$i_s = -t_s \frac{\partial \Phi_s}{\partial x}, \quad (2f)$$
$$j = 2 j_0 \sinh (\Phi_s - \Phi - U(c)) + \gamma_{\text{dl}} \frac{\partial}{\partial t} (\Phi_s - \Phi), \quad (2g)$$
with boundary conditions

\[ \Phi_s = \frac{\partial c}{\partial x} = i = 0, \quad i_s = i_{\text{cell}} \quad \text{at } x = 0, 1, \]  
\[ i_s = 0 \quad \text{at } x = \ell_n, 1 - \ell_p, \]

(2h)

and initial conditions

\[ c = q^0, \]  
\[ \varepsilon = \varepsilon^\text{max} - \varepsilon^\Delta (1 - q^0), \]  
\[ \Phi = -U_{\text{PB}} (q^0), \]  
\[ \Phi_s = \begin{cases} 0, & 0 < x < \ell_n \\ U_{\text{Pb}O_2} (\varepsilon^0) - U_{\text{PB}} (\varepsilon^0), & 1 - \ell_p < x < 1. \end{cases} \]

Equation (2e) with the boundary conditions (2h) and (2i) also implies the integral condition

\[ \int_0^{\ell_n} j_0 \, dx = - \int_{1 - \ell_p}^1 j_p \, dx = i_{\text{cell}}, \]

(2n)

where property values in the negative and positive electrode are designated with subscripts n and p, respectively. Typical values of the dimensionless parameters \( C_d, \eta_s, \beta^\text{surf}, \gamma_{\text{dl}}, \ell, s, q^0, \varepsilon^\text{max} \) and \( \varepsilon^\Delta \) are given in Table 1, while concentration-dependent functions \( D, \kappa, \chi, j_0 \) and \( U \) are given in Table A.1. The dimensionless applied current is \( i_{\text{cell}}(t) = I_{\text{circuit}}(t) / 8 \, A_{\text{cs}} \), where \( I_{\text{circuit}}(t) \) is the applied current in the external circuit and \( A_{\text{cs}} \) is the electrode cross-sectional area. We define \( i \) to be the maximum value of \( i_{\text{cell}}(t) \) with respect to time.

The key parameter is the diffusional C-rate, \( C_d \), which is the C-rate as measured on the diffusion timescale (or alternatively, the ratio of the applied current scale to the scale of the limiting current).

In the Results section, we will take \( q^0 \) to be unity (the battery starts from a fully charged state) unless explicitly stated.

3. Solutions

We now derive three analytical, approximate solutions to the model system (2), and compare these to the numerical solution of the full model computed in part I, which we treat as ‘ground truth’. To do this, we note that the diffusional C-rate, \( C_d \), is small for most practical (low C-rate) applications, and perform an asymptotic analysis near the limit of small \( C_d \).

3.1. Leading-order quasi-static solution

In this section, we will derive the quasi-static solution in the limit of small \( C_d, \gamma_{\text{dl}} \) and \( 1/\eta_s \). Since \( \gamma_{\text{dl}} \) and \( 1/\eta_s \) are much smaller than one (Table 1), we only take the leading-order terms in their expansions. In contrast, \( C_d \) can sometimes be close to one, so we will consider both the leading order and first order in \( C_d \).
To leading order in $1/\iota_s$, (2f) becomes

$$\frac{\partial \Phi_s}{\partial x} = 0$$  \hspace{1cm} (3)

in each electrode, and so $\Phi_s$ can be approximated as a function of time only. Applying the boundary condition (2h) and defining $V(t) = \Phi_s|_{x=1}$, we can now replace (2f) with

$$\Phi_{s,n} = 0, \quad \Phi_{s,p} = V(t).$$  \hspace{1cm} (4)

We use the integral condition (2n) so that we do not need to solve for $i_s$ to find the voltage, $V(t)$. Hence (2f) is only necessary if we want to find $i_s$ having found $j$. We also take the leading order in $\gamma_{dl}$, so that the time derivatives in (2g) disappear.

In summary, we simplify the system (2) to the following equations for $c(x,t)$, $\varepsilon(x,t)$, $j(x,t)$, $\Phi(x,t)$ and $V(t)$:

\begin{align}
\frac{\partial}{\partial t} (\varepsilon c) &= \frac{1}{C_d} \frac{\partial}{\partial x} \left( D_{\text{eff}}^c \frac{\partial c}{\partial x} \right) + sj, \quad (5a) \\
\frac{\partial \varepsilon}{\partial t} &= -\beta_{\text{surf}} j, \quad (5b) \\
C_d j &= \frac{\partial}{\partial x} \left[ \kappa_{\text{eff}} \left( \lambda \frac{\partial \ln(c)}{\partial x} - \frac{\partial \Phi}{\partial x} \right) \right], \quad (5c) \\
j_n &= 2j_{0,n} \sinh (-\Phi - U_{Pb}(c)), \quad (5d) \\
j_p &= 2j_{0,p} \sinh (V - \Phi - U_{PbO_2}(c)), \quad (5e)
\end{align}

with boundary conditions

\begin{align}
\frac{\partial c}{\partial x} = \frac{\partial \Phi}{\partial x} &= 0 \quad \text{at } x = 0, 1, \quad (5f) \\
\int_0^{\ell_n} j_n \, dx &= -\int_1^{1-\ell_p} j_p \, dx = i_{\text{cell}}, \quad (5g)
\end{align}

and initial conditions (2j).
As shown in Table 1, the diffusional C-rate, \( C_d \), is equal to 0.6\( C \), where \( C \) is the C-rate. Most practical applications have a C-rate below 0.25\( C \), so the diffusional C-rate is usually small. Hence we perform an asymptotic expansion in the limit \( C_d \rightarrow 0 \) and assume that we can expand all variables in (5) in powers of \( C_d \):

\[
f(x,t) = f^{(0)}(x,t) + C_d f^{(1)}(x,t) + C_d^2 f^{(2)}(x,t) + \mathcal{O}(C_d^3),
\]

(6)

where \( f = c, \varepsilon, \Phi, j \) and \( V \). Hence (5) becomes to leading order

\[
0 = \frac{\partial}{\partial x} \left( D^{\text{eff},(0)} \frac{\partial c^{(0)}}{\partial x} \right),
\]

(7a)

\[
\frac{\partial \varepsilon^{(0)}}{\partial t} = -\beta^{\text{surf}} j^{(0)},
\]

(7b)

\[
0 = \frac{\partial}{\partial x} \left[ \kappa^{\text{eff},(0)} \left( \chi^{(0)} \frac{\partial \ln (c^{(0)})}{\partial x} - \frac{\partial \Phi^{(0)}}{\partial x} \right) \right],
\]

(7c)

\[
j_n^{(0)} = 2 j_{0,n}^{(0)} \sinh \left( -\Phi^{(0)} - U_{\text{Pb}} \left( c^{(0)} \right) \right)
\]

(7d)

\[
j_p^{(0)} = 2 j_{0,p}^{(0)} \sinh \left( V^{(0)} - \Phi^{(0)} - U_{\text{PbO}_2} \left( c^{(0)} \right) \right).
\]

(7e)

The leading-order diffusivity is \( D^{\text{eff},(0)} = D \left( c^{(0)} \right) \left( \varepsilon^{(0)} \right)^{3/2} \), and similarly for \( \kappa^{\text{eff},(0)}, \chi^{(0)} \) and \( c_w^{(0)} \). The boundary conditions are

\[
\frac{\partial c^{(0)}}{\partial x} = \frac{\partial \Phi^{(0)}}{\partial x} = 0 \quad \text{at} \quad x = 0, 1,
\]

(7f)

\[
\int_0^{l_n} j_n^{(0)} \, dx = -\int_{l_p}^1 j_p^{(0)} \, dx = i_{\text{cell}},
\]

(7g)

and the initial conditions are

\[
c^{(0)} = c_0, \quad \varepsilon^{(0)} = \varepsilon_0.
\]

(7h)

At first order, equating coefficients of \( C_d \) in (5) gives

\[
\frac{\partial}{\partial t} \left( \varepsilon^{(0)} c^{(0)} \right) = \frac{\partial}{\partial x} \left( D^{\text{eff},(0)} \frac{\partial c^{(1)}}{\partial x} \right) + s j^{(0)},
\]

(8a)

\[
\frac{\partial \varepsilon^{(1)}}{\partial t} = -\beta^{\text{surf}} j^{(1)},
\]

(8b)

\[
j^{(0)} = \frac{\partial}{\partial x} \left[ \kappa^{\text{eff},(0)} \left( \chi^{(0)} \frac{\partial c^{(1)}}{\partial x} - \frac{\partial \Phi^{(1)}}{\partial x} \right) \right],
\]

(8c)

\[
j_n^{(1)} = 2 j_{0,n}^{(1)} \sinh \left( \eta_n^{(0)} \right) + j_{0,n}^{(0)} \eta_n^{(1)} \cosh \left( \eta_n^{(0)} \right),
\]

(8d)

\[
j_p^{(1)} = 2 j_{0,p}^{(1)} \sinh \left( \eta_p^{(0)} \right) + j_{0,p}^{(0)} \eta_p^{(1)} \cosh \left( \eta_p^{(0)} \right),
\]

(8e)
where

\[
\eta_n^{(0)} = -\left(\Phi^{(0)} + U_{\text{Pb}}(c^{(0)})\right), \quad (8f)
\]
\[
\eta_p^{(0)} = V^{(0)} - \Phi^{(0)} - U_{\text{PbO}_2}\left(c^{(0)}\right), \quad (8g)
\]
\[
\eta_n^{(1)} = -\left(\Phi^{(1)} + c^{(1)}U'_{\text{Pb}}(c^{(0)})\right), \quad (8h)
\]
\[
\eta_p^{(1)} = V^{(1)} - \Phi^{(1)} - c^{(1)}U'_{\text{PbO}_2}\left(c^{(0)}\right), \quad (8i)
\]

with boundary conditions

\[
\frac{\partial c^{(1)}}{\partial x} = \frac{\partial \Phi^{(1)}}{\partial x} = 0 \quad \text{at} \quad x = 0, 1, \quad (8j)
\]
\[
\int_0^\ell n j^{(1)} \, dx = -\int_1^{1-\ell_p} j^{(1)} \, dx = 0, \quad (8k)
\]

and initial conditions

\[
c^{(1)} = \varepsilon^{(1)} = 0 \quad \text{at} \quad t = 0. \quad (8l)
\]

**Leading-order quasi-static solution.** We now seek the solution to the lowest order problem. Integrating (7a) with boundary conditions (7f), then integrating again, gives \(c^{(0)} = c^{(0)}(t)\). We then integrate (7c), use boundary conditions (7f), and integrate again, to find that \(\Phi^{(0)} = \Phi^{(0)}(t)\). Hence \(j_n^{(0)}\) and \(j_p^{(0)}\) as defined by (7d) and (7e) are functions of time only; the boundary conditions (7g) give

\[
j_n^{(0)} = \frac{i_{\text{cell}}}{\ell n}, \quad j_p^{(0)} = -\frac{i_{\text{cell}}}{\ell p}. \quad (9)
\]

Finally, by (7b), \(\varepsilon_n^{(0)}\), \(\varepsilon_{\text{sep}}^{(0)}\) and \(\varepsilon_p^{(0)}\) are functions of time only (in particular, \(\varepsilon_{\text{sep}}^{(0)} \equiv \varepsilon_{\text{sep}}^{\text{max}}\)). Hence to leading order, the whole problem is quasi-static. To determine \(c^{(0)}\), we need to consider the first-order problem (8a) for \(c^{(1)}\). Integrating (8a) from \(x = 0\) to \(x = 1\) and using (9) and the boundary conditions (8j) gives a solvability condition that determines \(c^{(0)}\). We can combine this with (7b), (7d) and (7e) to obtain a nonlinear differential-algebraic equation system governing \(c^{(0)}, \varepsilon_n^{(0)}, \varepsilon_p^{(0)}, \Phi^{(0)}\) and \(V^{(0)}\),

\[
\frac{dc^{(0)}}{dt} = \frac{1}{\ell n \varepsilon_n^{(0)} + \ell_{\text{sep}} \varepsilon_{\text{sep}}^{\text{max}} + \ell p \varepsilon_p^{(0)}} \times \left[ (s_n - s_p) i_{\text{cell}}
\right.
\]
\[
\left. -c^{(0)} \frac{d}{dt} \left( \ell n \varepsilon_n^{(0)} + \ell_{\text{sep}} \varepsilon_{\text{sep}}^{\text{max}} + \ell p \varepsilon_p^{(0)} \right) \right], \quad (10a)
\]
\[
\frac{d\varepsilon_n^{(0)}}{dt} = -\frac{\beta_{\text{surf}} i_{\text{cell}}}{\ell n}, \quad (10b)
\]
\[
\frac{d\varepsilon_p^{(0)}}{dt} = -\frac{\beta_{\text{surf}} i_{\text{cell}}}{\ell p}, \quad (10c)
\]
\[
i_{\text{cell}}/\ell n = 2j_{n,0}^{(0)} \sinh \left( -\Phi^{(0)} - U_{\text{Pb}}\left(c^{(0)}\right) \right), \quad (10d)
\]
\[
i_{\text{cell}}/\ell p = 2j_{p,0}^{(0)} \sinh \left( V^{(0)} - \Phi^{(0)} - U_{\text{PbO}_2}\left(c^{(0)}\right) \right), \quad (10e)
\]
with initial conditions (7h). Integrate (10a-c) and rearrange (10d,e) to find the final leading-order solution,

\[
c^{(0)} = \frac{\left( \ell_n e_n^0 + \ell_{sep} e_{sep}^{max} + \ell_p e_p^0 \right) q^0 + (s_n - s_p) \int_0^1 i_{cell} \, ds}{\ell_n e_n^{(0)} + \ell_{sep} e_{sep}^{max} + \ell_p e_p^{(0)}} , \tag{11a}
\]

\[
\varepsilon_n^{(0)} = \varepsilon_n^0 - \frac{\varepsilon_{surf}}{\ell_n} \int_0^t i_{cell} \, ds , \tag{11b}
\]

\[
\varepsilon_p^{(0)} = \varepsilon_p^0 + \frac{\varepsilon_{surf}}{\ell_p} \int_0^t i_{cell} \, ds , \tag{11c}
\]

\[
\Phi^{(0)} = -U_{Pb} \left( e^{(0)} \right) - \sinh^{-1} \left( \frac{i_{cell}}{2 j^{(0)}_{0,n} \ell_n} \right) , \tag{11d}
\]

\[
V^{(0)} = U_{PbO_2} \left( e^{(0)} \right) - U_{Pb} \left( e^{(0)} \right) - \sinh^{-1} \left( \frac{i_{cell}}{2 j^{(0)}_{0,n} \ell_n} \right) - \sinh^{-1} \left( \frac{i_{cell}}{2 j^{(0)}_{0,p} \ell_p} \right) . \tag{11e}
\]

We compare our leading-order model with existing models in the literature, and provide an equivalent-circuit interpretation, at the end of this section.

### 3.2. First-order quasi-static solution

We now solve the first-order system, (8), to find the \( O(C_d) \) correction to the voltage. We solve (8) as follows: (i) find \( c^{(1)} \) using (8a), up to an arbitrary constant, \( k(t) \); (ii) find \( k \) using a solvability condition on \( c^{(2)} \), the \( O(C_d^2) \) correction to \( c \); (iii) find \( \Phi^{(1)} \) using (8c) up to an arbitrary constant, \( A_n(t) \); (iv) find \( A_n \) using (8d); (v) find \( V^{(1)} \) using (8e). Firstly, with known \( c^{(0)} \) and \( \varepsilon^{(0)} \), we can integrate (8a) with respect to \( x \) twice and use (8j) to find an explicit equation for \( c^{(1)} \) (given in Appendix B).

Having found \( c^{(1)} \), we integrate (8c), using (9) and continuity of \( \Phi^{(1)} \), to find

\[
\Phi^{(1)} = \frac{\chi^{(0)} c^{(1)}}{c^{(0)}} + A_n \left\{ \begin{array}{ll}
\frac{i_{cell} x^2}{2 \ell_n \kappa_{n,eff}^{(0)}} , & 0 < x < \ell_n , \\
- \frac{i_{cell} x}{2 \kappa_{n,eff}^{(0)}} + \frac{x-\ell_n}{\kappa_{n,eff}^{(0)}} , & \ell_n < x < 1 - \ell_p , \\
i_{cell} \left( \frac{\ell_p}{2 \kappa_{n,eff}^{(0)}} + \frac{\ell_p - (1-x)^2}{2 \kappa_{p,eff}^{(0)}} \right) , & 1 - \ell_p < x < 1 ,
\end{array} \right. \tag{12}
\]

where \( A_n \) is an arbitrary constant.

We can now integrate (8d) from \( x = 0 \) to \( x = \ell_n \) and integrate (8e) from \( x = 1 - \ell_p \) to \( x = 1 \), using (8k) each time, to find the correction term \( V^{(1)} \):

\[
A_n = \frac{\gamma^{(1)}_{0,n} \tanh \left( \eta^{(0)}_n \right)}{\gamma^{(0)}_{0,n}} - c^{(1)}_n U_{Pb} \left( e^{(0)} \right) - \frac{\chi^{(0)} c^{(1)}}{c^{(0)}} + \frac{i_{cell} \ell_n}{6 \varepsilon_n^{(0)}} , \tag{13a}
\]
\[ V^{(1)} = \Phi^{(1)}_p + \epsilon^{(1)}_p U_{p\text{HeO}_2} \left( c^{(0)} \right) - \frac{\eta^{(1)}_{0,p} \tanh \left( \eta^{(0)}_{0,p} \right)}{J^{(0)}_{0,p}}, \]

where we have introduced the averages
\[ \bar{n} = \frac{1}{\ell_n} \int_0^{\ell_n} \cdot dx, \quad \bar{p} = \frac{1}{\ell_p} \int_{1-t_p}^1 \cdot dx. \] 

### 3.3. Composite solution

The quasi-static solution developed in the ‘Leading-order quasi-static solution’ and ‘First-order quasi-static solution’ sections is valid when the current varies slowly, but fails to capture transient behaviour when the current changes more rapidly, such as a jump. To capture such transients, we could rescale time with \( \tau = (t - t^*) / C_d \), where \( t^* \) is the time of the jump in the current, define \( C(t) = c(t) \) (and likewise for other variables) and expand in powers of \( C_d \). We give the details of such an approach in Appendix C.

Such a transient solution is valid at short times after a jump time \( t^* \), but breaks down at times long after the jump time. To obtain a solution that is valid both at short times after a jump in current and at long times, without having to repeatedly ‘reset’ the transient solution, we use a ‘composite’ solution, which we now develop here.

We consider the lowest order and first order correction for the concentration by taking \( \tilde{c} = c^{(0)} + C_d c^{(1)} \).

We then consider the PDE
\[ \varepsilon^{(0)} \frac{\partial \tilde{c}}{\partial t} = \frac{D_{\text{eff}}^{(0)}}{C_d} \frac{\partial^2 \tilde{c}}{\partial x^2} + \left( s + \beta^{\text{surf}} c^{(0)} \right) j^{(0)}, \]

where \( c^{(0)} \) and \( \varepsilon^{(0)} \) are given by the quasi-static problem (11) and \( j^{(0)} \) is given by (9). We note that for long times, \( C_d \partial c^{(1)}/\partial t \) is a higher-order term and we retrieve the quasi-static problem (8a), while for short times, re-scaling \( \tau = (t - t^*) / C_d \), \( c^{(0)} \) is constant and we have the transient problem (C.3a) for \( c^{(1)} \). Hence (15) is valid uniformly at both short times and long times.

The composite solution then consists of solving (15) for \( \tilde{c} \), then computing
\[ c^{(1)} = \frac{\tilde{c} - c^{(0)}}{C_d}, \]

and finally finding \( V^{(1)} \) through (12) and (13) with \( c^{(1)} \) given by (16).

### 3.4. Comparison with existing models

**Leading-order model.** Our leading-order model (10) is similar to the Lumped Parameter Model (LPM) developed by Newman and Tiedemann [7]. Although their model includes secondary reactions to account for hydrolysis, our model could easily be extended using the framework presented here (this will be the subject of future work). In its algebraic form (11), our LOQS model is also very similar to the one developed by Gandhi et al. [12]. Finally, our model reinforces the sensitivity analysis performed by van Rensburg [15], which suggests that parameters relating to kinetics (which appear at leading order in our models) are more important than those relating to transport (which appear at first order in our models).
In different chemistries, similar reduced-order models have been derived for discharges at low C-rates. The well-known Single-Particle Model (SPM) for lithium-ion batteries [16–20] is similar in nature to our leading-order model, with some differences due to the different underlying chemistries. In lithium-ion batteries, the porosity and average electrolyte concentration are constant, and so our equations (10a-c) do not appear in the SPM. However, the SPM includes PDEs for the concentration of lithium in the particles, which is not necessary here as no intercalation occurs. The only comparison that we can make between our model and the SPM is in the kinetic equations. By comparing our (10a-c) against (5) in [18], we find exact agreement once the differing roles of electrolyte and solid concentration are accounted for.

By virtue of the different chemistry, our leading-order model is simpler than the SPM as it consists only of ODEs, and hence can be interpreted directly as an equivalent-circuit model (see below). Hence our model is more directly comparable with the ‘Single Particle Model-Electrode Averaged Model’ (SPM-EAM) of Moyles et al. [21, 22], which consists of a system of ODEs and is developed by considering the limit of fast lithium diffusion in the particles.

First-order models. Fewer reduced-order models in the literature consider first-order corrections. For lead-acid batteries, Knauff [13] assumes without systematic justification that the electrolyte concentration profile is quadratic in $x$; this claim is supported by our first-order quasi-static solution (B.1). In different chemistries, our composite model can be compared to the Single Particle Model with electrolyte (SPMe) for lithium-ion batteries [23–28]. In the SPMe, corrections to the SPM occur only in the model in the electrolyte, and so can be compared directly with our lead-acid model. The most systematic derivation of the SPMe is performed by Moura et al. [25], who make several assumptions that can be justified by our asymptotic analysis. Our equation for the composite concentration (15) agrees exactly with (25-27) in [25], and the first-order forms of the voltage (our (13) versus (32) in [25]) are qualitatively similar, with some quantitative differences. These differences will be explored in more detail in future work specific to lithium-ion batteries.

3.5. Equivalent-circuit model formulation

Our leading-order model (11) can be interpreted as an equivalent circuit model with three State-of-Charge variables, $z_1$, $z_2$ and $z_3$, which represent $c^{(0)}$, $\varepsilon_n^{(0)}$ and $\varepsilon_p^{(0)}$ respectively. The equivalent-circuit formulation is

\[
\begin{align*}
\frac{dz_1}{dt} &= f(z_2(t), z_3(t), \text{icell}(t)), \\
\frac{dz_2}{dt} &= k_2 \text{icell}(t), \\
\frac{dz_3}{dt} &= k_3 \text{icell}(t), \\
V^0(t) &= \text{OCV}(z_1(t)) - R^0(z_1(t), \text{icell}(t)),
\end{align*}
\]
where the non-linear functions $f$, OCV and $\mathbf{R}^0$ and the constants $k_2$ and $k_3$ can easily be determined from (10) and (11). At high SOCs, $j_0^{(0)}$ is close to one (since $c^{(0)}$ is close to one) and so we can linearise the arcsinh terms in (11e), and hence linearise $R$ in (17d). However, the linearisation is inaccurate at lower SOCs, when $j_0^{(0)}$ becomes small.

The composite model can also be represented as an equivalent circuit, albeit a more complex one. The PDE (15) can be modeled as a Warburg impedance element [29], which is usually approximated as a multiple resistor-capacitor pairs, with current $x_k(t)$, $k = 1, ..., n$, in series\(^1\). Additional first-order physical effects all appear as terms that depend \textit{linearly} on the ‘RC currents’ $x_k$ and cell current $i_{cell}$ (and non-linearly on $z_1$, $z_2$ and $z_3$, which are all known from the leading order). Hence the equivalent-circuit formulation of the composite model consists of (17) and the system

\[
\frac{dx_k}{dt} = \sum_{j=k-1}^{k+1} g^k_j [z_1(t), z_2(t), z_3(t)] x_j(t) i_{cell}(t), \quad k = 1, ..., n, \quad (18a)
\]

\[
V = V_0(t) + \sum_{k=1}^{n} h_k [z_1(t), z_2(t), z_3(t)] x_k(t)
\]

\[
+ R^1 [z_1(t), z_2(t), z_3(t)] i_{cell}(t), \quad (18b)
\]

where $g^k_j$, $h_k$ and $R^1$ are non-linear functions of $z_1$, $z_2$ and $z_3$ that can be determined from (12) and (13).

4. Results

In the Solutions section, we derived four systems that are approximately equivalent to the full dimensionless system (2) with varying degrees of accuracy:

1. Numerical – part I
2. Leading-order quasi-static (LOQS) – (11)
3. First-order quasi-static (FOQS) – (B.1), (12) and (13)
4. Composite – (15), (12) and (13)

The code used to solve the models and generate the results below is available publicly on GitHub [30]. Note that to obtain either the first-order quasi-static solution or the composite solution, we must first solve the leading-order quasi-static problem.

\(^1\) This is conceptually equivalent to the Method of Lines approach to solving the PDE, presented in part I
Figure 2: Comparing voltages for a constant-current discharge using the parameters from literature (Tables 1 and A.2), for a range of C-rates.

4.1. Reduced-order solutions

We now compare results from the four models. We treat the full numerical model as ‘ground truth’, and investigate the speed and accuracy of the three other models compared to the numerical model.

The most important output from the model is the voltage, since this is the variable that we can compare to experimental data (treating current as a known input). In Figure 2, we compare the voltage during a complete constant-current discharge at a range of C-rates. The discharge is deemed to be finished either when the concentration reaches zero anywhere in the cell, or when the voltage reaches a cut-off voltage of 10.5V.

We observe that all three reduced-order solutions agree well with the numerical solution at very low C-rates (Figure 2a). As we increase the C-rate (Figures 2b-d), only the first-order solutions (FOQS and composite) agree with the numerical solution; further, a discrepancy appears between the FOQS solution and the numerical solution at early times. Finally, for very high C-rates (Figures 2e-f) the composite solution still agrees very well with the numerical solution, but the FOQS solution does not, and terminates early, for reasons that we explain below.
Figure 3: Comparing concentrations at various States of Charge (SOCs) for a constant-current discharge using the parameters from literature (Tables 1 and A.2), for a range of C-rates. Opacity increases with decreasing SOC. In (c), we only show the curves down to 50% SOC, as the numerical, composite and LOQS solutions terminate before 25% SOC.

To explain the behaviour observed in the voltages, we investigate internal variables, such as the concentration at various states of charge (Figure 3). At a very low C-rate of 0.1C (Figure 3a), the concentration remains almost uniform throughout the discharge; hence the LOQS solution, which does not take into account any spatial variations, provides a good fit to the numerical solution. At a higher C-rate of 0.5C (Figure 3b), the concentration in the numerical solution is no longer spatially homogeneous; this non-uniformity is captured well by the FOQS and composite solutions, but not by the LOQS solution. However, even with the FOQS and composite solutions, there is a discrepancy in the concentration profiles in the positive electrode (Figures 3b,c, right-hand side of the spatial domain). This is because the solutions from the asymptotic methods assume a uniform interfacial current density, but in the numerical solution the interfacial current density is non-uniform.

Finally, at high C-rates (2C, Figure 3c), there is a diffusion transient at the start of the discharge; this is only captured by the composite solution, and not the FOQS solution. This initial diffusion transient also explains the discrepancy between the FOQS and numerical solutions at early times in Figure 2d. In addition to this, we can now see that the FOQS solution terminates early in Figure 2f because the concentration quickly reaches zero.

In Figure 4, we show the relative errors of the voltage obtained from reduced-order models compared to the voltage obtained from the numerical model. Then, in Table 2, we compare the time taken to solve the various models. We see that the composite solution, first-order quasi-static and leading-order quasi-static solutions are respectively roughly one, two and three orders of magnitude faster than the full numerical solution. Coupled with the errors shown in Figure 4, the speeds shown in Table 2 suggest that in order to solve the model accurately and as quickly as possible, we should use the LOQS model for C-rates below
Figure 4: Relative error of the reduced-order models compared to the numerical model, for a constant-current discharge using the parameters from literature (Tables 1 and A.2), for a range of currents.

Table 2: Speed comparison for the four models for a constant-current discharge using the parameters from literature (Tables 1 and A.2). Time is CPU time in seconds, obtained on an AMD FX(tm)-4350 Quad-Core Processor, and averaged over 100 runs; speed-up is ratio of numerical time to own time.

0.1C, the FOQS model for C-rates of 0.1-1C, and the composite model for C-rates above 1C.

The time taken for the leading-order quasi-static model is independent of grid size, while the time taken for the other models scales linearly with grid size. Note that we can expect to obtain a faster numerical solution by using a different spatial discretisation scheme than Finite Volumes, such as Chebyshev orthogonal collocation [31], and the relative speed-up of the composite solution by using the same discretisation would be similar.

4.2. Voltage breakdown

As well as obtaining a faster solution to the model, the composite solution allows us to identify the individual overpotentials that contribute to the total drop in voltage from full charge. We write the total dimensional voltage as the sum of the initial voltage,

\[
\hat{V}^0 = U_{PbO_2}^{\odot} - U_{Pb}^{\odot} + \frac{RT}{F} \left( U_{PbO_2}(c^0) - U_{Pb}(c^0) \right),
\]  

(19)
Figure 5: Split of voltage drop into dimensional components, as given by (20) and (21a), for a constant-current discharge using the parameters from literature (Tables 1 and A.2).

\[ \dot{V} = \dot{V}^0 + \frac{RT}{F} (V_{U,n} + V_{U,p} + V_{k,n} + V_{k,p} + V_c + V_o) , \]  

where \( V_{U,i}, i = n, p \) are the open-circuit voltages; \( V_{k,i}, i = n, p \) are the kinetic overpotentials, accounting for losses due to the reactions at the electrode-electrolyte interfaces; \( V_c \) is the concentration overpotential, accounting for losses due to concentration gradients; and \( V_o \) is the Ohmic overpotential in the electrolyte, accounting for losses due to the electric resistance of the electrolyte. Equation 20 would usually include a term to account for Ohmic losses in the solid electrodes, but in our reduced-order models this term is zero since \( \epsilon_s \) is large (c.f. equation 3).

Combining (11e), (12) and (13), we identify

\[ V_{U,n} = -U_{Pb} \left( \epsilon^{(0)} \right) - C_d \xi_{n}^{(1)} \varepsilon_{Pb} \left( \epsilon^{(0)} \right) , \]  
\[ V_{U,p} = U_{PbO_2} \left( \epsilon^{(0)} \right) + C_d \xi_{p}^{(1)} \varepsilon_{PbO_2} \left( \epsilon^{(0)} \right) , \]  
\[ V_{k,n} = - \sinh^{-1} \left( \frac{i_{cell}}{2j_{0,n}^{(0)} \kappa_{n}} \right) + C_d \zeta_{n}^{(1)} \frac{j_{0,n}^{(0)}}{j_{0,n}} \tanh \left( \eta_{n}^{(0)} \right) , \]  
\[ V_{k,p} = - \sinh^{-1} \left( \frac{i_{cell}}{2j_{0,p}^{(0)} \kappa_{p}} \right) - C_d \zeta_{p}^{(1)} \frac{j_{0,p}^{(0)}}{j_{0,p}} \tanh \left( \eta_{p}^{(0)} \right) , \]  
\[ V_c = C_d \frac{\chi^{(0)}}{\epsilon^{(0)}} \left( \xi_{p}^{(1)} - \xi_{n}^{(1)} \right) , \]  
\[ V_o = -C_d i_{cell} \left( \frac{\ell_n}{3\kappa_{n} \varepsilon_{eff}^{(0)}} + \frac{\ell_{scp}}{\kappa_{g} \varepsilon_{eff}^{(0)}} + \frac{\ell_p}{3\kappa_{p} \varepsilon_{eff}^{(0)}} \right) , \]  

Together with the quasi-static formulas (11a) for \( \epsilon^{(0)} \) and (B.1) for \( \epsilon^{(1)} \), equations (20) and (21a) give an exact formula for the voltage that is valid for most operating C-rates (below 0.5C). For higher C-rates, we must solve (15) and use (16), instead of (B.1), to find \( \epsilon^{(1)} \).

In Figure 5, we show the relative contribution from each of the terms in (21a). At low C-rates (Figure 5a), the drop in voltage is almost entirely due to the change in the OCV of the two electrodes as the concentration
changes, $V_{U,n}$; this is why the LOQS solution is accurate enough in this regime. As we increase the C-rate (Figure 2b), the first non-OCV effects to become important are the kinetic overpotentials, $V_{k,n}$ and $V_{k,p}$, with the kinetic overpotential in the positive electrode being greater. Finally, at very high C-rates (Figure 2c), we see that the sharp initial drop in voltage is due to both kinetic overpotentials and the ohmic overpotential in the electrolyte in roughly equal measures.

The breakdown of voltages given by (20) could be used to help guide any optimisation of a battery design. For example, the behaviour observed in Figure 5b suggests that an effective way to improve the power capacity of the battery (by reducing the voltage drop) might be to target reduction of the kinetic overpotential in the positive electrode. Alternatively, this allows us to explore the trade-off between energy capacity and power capacity of the battery, and hence optimise the behaviour of the battery for specific applications. For example, increasing the total width, $L$, of an electrode pair would increase the energy capacity of the battery. However, increasing $L$ would also increase the diffusional C-rate (Table 1), and so increase the contributions to the voltage drop in (21a), decreasing the power capacity of the battery. It becomes evident that we need to consider first-order effects in order to fully understand the trade-off between energy capacity and power capacity; the LOQS model would naively suggest that increasing $L$ is always the optimal strategy. A third option could be to fix the total width $L$ (i.e. fix the energy capacity) and optimise the relative widths of the negative electrode, separator and positive electrode in order to minimise the voltage drop given by (20), and hence maximise the power capacity of the battery. In all three examples suggested, a quantitative optimisation could be done very efficiently using the formulas given in this paper.

4.3. Parameter fitting

Another potential application for our reduced-order models is in parameter fitting. This is an important challenge when comparing models to experimental data, as many parameters in the model cannot be identified individually \textit{a priori}. To demonstrate how our model can be useful for parameter fitting, we fit each model to six constant-current discharges of a 17 Ah BBOXX Solar Home battery at intervals of 0.5 A from 3 A to 0.5 A. Each constant-current discharge is followed by a two-hour rest period during which the current is zero.

In order to use as few fitting parameters as possible, we take standard values for all parameters (given in Tables 1 and A.2) except for the following:

(i) the maximum electrode porosities, $\varepsilon_{n,max}$ and $\varepsilon_{p,max}$, which we assume to be equal;

(ii) the separator porosity, $\varepsilon_{sep,max}$;

(iii) the exchange current-density for the negative electrode, $j_{n}^{ref}$ (we assume that $j_{p}^{ref} = j_{n}^{ref}/10$);

(iv) a ‘resistance in the wires’, $R_{circuit}$, which accounts for ohmic losses outside the battery within the BBOXX Solar Home (we take away $I_{circuit}R_{circuit}$ from the voltage output by the model before fitting.
Figure 6: Comparing data (dots) with results from full numerical model (lines) for a range of currents, with parameters fitted using DFO-GN (Tables 1 and A.2, except $\varepsilon_{\text{max}}$, $j_{\text{ref}}$, and $q^0$ from Table D.1).

(v) an initial SOC, $q^0$, for five of the curves (we assume that the first discharge, at 3A, starts from full SOC);

This gives a total of nine fitting parameters for six curves.

To fit our model to the data, we minimise the root-mean-square of the voltage prediction error. We do this in Python with both a derivative-based (least squares [33]) or derivative-free (DFO-GN [34]) optimisation algorithm.

Since the highest discharge current is quite low (3A corresponds to a C-rate of 0.18C), both the first-order quasi-static model and composite model agree well with the full numerical model. These three models give a very good fit to the data except near the start of the discharge, and during the short rest period afterwards, as shown in Figure 6. In Table 3, we compare the final root-mean-square error, as well as the time taken to find the minimum when starting from the parameters from literature of Tables 1 and A.2, for each optimisation algorithm/model combination. As expected, the quasi-static models are faster than the composite model, with the numerical model being by far the slowest. However, this is compounded by the fact that the derivative-based algorithm from SciPy cannot find the best fit for the composite and numerical models, and so we must resort to derivative-free models. Thus optimising the first-order quasi-static model is thirty times faster than optimising the full numerical model.

As shown in Table 4, the optimal parameters found by SciPy with the FOQS model are almost the same as those found by DFO-GN with the numerical model, with the exception of the exchange current-density, $j_{\text{ref}}$. Hence one could first fit all the parameters using SciPy and the FOQS model, and then only need to
Table 3: Performance of fitting algorithms for each model. RMSE is the root-mean-square of voltage prediction errors, in millivolts; time is CPU time in seconds, obtained on an AMD FX(tm)-4350 Quad-Core Processor.

| Algorithm        | LOQS  | FOQS  | Composite | Numerical |
|------------------|-------|-------|-----------|-----------|
|                  | RMSE  | Time  | RMSE      | Time      | RMSE  | Time  |
| SciPy leastsquares | 51    | 36    | 50        | 48        | 245   | 122   |
| DFO-GN           | 51    | 74    | 50        | 184       | 55    | 96    |

Table 4: Parameters obtained from SciPy with the FOQS model, and DFO-GN with the Numerical model. All algorithms given Tables 1 and A.2 as initial data. A full version of this table is given in Appendix D.

fit $j_n^{\text{ref}}$ with DFO-GN and the numerical model.

The discrepancy at early times may be due to effects from charging: we assume that the discharge starts from equilibrium, but this might not be the case following a charge. The final relaxation timescale is much longer than the two timescales in our model – the diffusion timescale ($\sim 15$ minutes) and the capacitance timescale ($\sim 5$ seconds) – which suggests that there is an extra physical effect that we have not considered. In particular, non-uniformities in the $y$- and $z$-dimensions may be important for both early time and relaxation behaviour.

5. Conclusions

The asymptotic methods developed in this paper allow us to simulate a discharge of a lead-acid battery with the low complexity and high speed of equivalent-circuit models, while retaining the accuracy and physical insights of electrochemical models. Further, these methods give important physical insight into the structure of the problem that is not obvious from numerical solutions of the full model. In particular, we observe that at low C-rates, the voltage drop from open-circuit potential is mainly due to kinetic effects; ohmic and concentration overpotentials are relatively very small. It is also important to note that our models are tunable: for discharges at low C-rate, we should choose the leading-order quasi-static model, while for high C-rates we can use the composite model, which still provides a significant speed-up compared to the full model.

There are many exciting applications for the models resulting from our asymptotic methods. Firstly, these models can be used in Battery Management Systems to replace equivalent-circuit models without introducing the complexity of full electrochemical models. We expect to find significant advantages from doing this, as the parameters will be much more robust to different states of charge than less physically based resistances and capacitances. Secondly, as demonstrated in this paper, the asymptotic models can be used to estimate parameter values, and compare results to experimental data, much more quickly than using the full electrochemical models; we have found that models are often not compared to experimental
data due to the prohibitively large cost of the full electrochemical models. Thirdly, since the voltage is given in an explicit form, we can easily perform a parameter sensitivity analysis. Fourthly, by analysing the individual voltage drops from open-circuit potential, we can optimise battery design for specific applications, for example trading off between power and capacity.

An important extension for this work is to apply asymptotic methods to more complex models, for example including side reactions occurring during overcharge, or other long-term degradation mechanisms for lead-acid batteries such as corrosion and irreversible sulfation. We expect the ideas developed here to continue to apply in these more complex settings.

Finally, the ideas explored in this paper can be applied to other battery chemistries. In particular, our leading-order quasi-static model is very similar to the Single-Particle Model for lithium-ion batteries [16–20], and our composite model is very similar to the Single-Particle Model with electrolyte [23–28]. However, different chemistries and geometries may lead to different parameter sizes, and hence different distinguished limits.
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List of symbols

Variables

\( c \)  concentration  \( \text{mol m}^{-3} \)
\( \varepsilon \)  porosity
\( j \)  interfacial current density  \( \text{A m}^{-2} \)
\( i \)  current density in \( x \)-direction  \( \text{A m}^{-2} \)
\( p \)  pressure  \( \text{Pa} \)
\( \Phi \)  potential  \( \text{V} \)

Subscripts

\( n \)  in negative electrode
\( \text{sep} \)  in separator
Appendix A. Parameters

The concentration-dependent functions are given in Table A.1.

Appendix B. Concentration in the first-order quasi-static solution

\[
 c^{(1)}(x) = k(t) + \begin{cases} 
  \tilde{c}_n^{(1)}, & 0 < x < \ell_n, \\
  \tilde{c}_{sep}^{(1)}, & \ell_n < x < 1 - \ell_p, \\
  \tilde{c}_p^{(1)}, & 1 - \ell_p < x < 1.
\end{cases}
\] (B.1a)
where \( k \) is an arbitrary function of \( t \) and

\[
\begin{align*}
\tilde{c}_n^{(1)} &= \frac{x^2}{2D_{n}^{\text{eff}(0)}} \left( \frac{d}{dt} \left( \tilde{c}_n^{(0)}(c_0^{(0)}) \right) - \frac{s_n \ell_{n \text{cell}}}{\ell_n} \right) , \\
\tilde{c}_{\text{sep}}^{(1)} &= \frac{(x - \ell_n)^2}{2D_{\text{eff}(0)}^{\text{sep}} c_{\text{sep}}^{(0)}} \frac{dc_{\text{sep}}^{(0)}}{dt} \\
&+ \left( \frac{d}{dt} \left( \tilde{c}_{\text{sep}}^{(0)}(c_0^{(0)}) \right) - \frac{s_n \ell_{n \text{cell}}}{\ell_n} \right) \frac{\ell_n(x - \ell_n)}{D_{n}^{\text{eff}(0)}} , \\
\tilde{c}_p^{(1)} &= \frac{(x - 1)^2 - \ell_n^2}{2D_{p}^{\text{eff}(0)}} \left( \frac{d}{dt} \left( \tilde{c}_p^{(0)}(c_0^{(0)}) \right) + \frac{s_p \ell_{p \text{cell}}}{\ell_p} \right) \\
&+ \left( \frac{c_{\text{sep}}^{\text{max}}}{2D_{\text{eff}(0)}^{\text{sep}}} \frac{dc_{\text{sep}}^{(0)}}{dt} \right) \\
&+ \left( \frac{\ell_n}{D_{n}^{\text{eff}(0)}} \frac{d}{dt} \left( \tilde{c}_n^{(0)}(c_0^{(0)}) \right) - \frac{s_n \ell_{n \text{cell}}}{D_{n}^{\text{eff}(0)}} \right) \ell_{\text{sep}}.
\end{align*}
\]

Table A.1: Functions of concentration, \( c \). References available in part I, and relevant parameters in Table A.2. \( (\dagger) \) \( \alpha = -(2V_w - \tilde{V}_e) c_\text{max}. \) \( (\ddagger) \) \( m(\tilde{c}) = \tilde{c}V_w/[(1 - \tilde{c}V_w)M_w]. \)

We note that the piece-wise quadratic form of (B.1) justifies the assumption of Knauff [13]. To find \( k(t) \), we expand (2a) to second-order in \( C_d \):

\[
\frac{\partial}{\partial t} \left( \tilde{c}^{(0)} c^{(1)} + \tilde{c}^{(1)} c^{(0)} \right) = \frac{\partial}{\partial x} \left( D_{\text{eff}(1)} \frac{\partial \tilde{c}^{(1)}}{\partial x} \right) + D_{\text{eff}(0)} \frac{\partial^2 \tilde{c}^{(2)}}{\partial x^2} + s_j^{(1)}. \quad (B.2)
\]

Integrating (B.2) from \( x = 0 \) to \( x = 1 \) and using the fact that \( \partial \tilde{c}^{(1)}/\partial x = \partial \tilde{c}^{(2)}/\partial x = 0 \) at \( x = 0, 1 \), together with (8b) and (8k), we find that

\[
\frac{\partial}{\partial t} \left( \int_0^1 \tilde{c}^{(0)} c^{(1)} \, dx \right) = 0, \quad (B.3)
\]
Table A.2: Relevant dimensional parameters from the literature, for Table A.1. Parameters with several values indicate different values in negative electrode (n), separator (sep) and positive electrode (p). References are available in part I.

and so, by (8l), \( \int_0^1 \varepsilon(0) c(1) \, dx \equiv 0 \). Hence

\[
k = -\frac{\int_0^{t_n} \varepsilon_n(0) \varepsilon_n(1) \, dx + \int_{t_n}^{t_{sep}} \varepsilon_{sep}(0) \varepsilon_{sep}(1) \, dx + \int_{t_{sep}}^1 \varepsilon_p(0) \varepsilon_p(1) \, dx}{\ell_n c_n(0) + \ell_{sep} c_{sep}^{max} + \ell_p c_p(0)} \quad (B.4)
\]

Appendix C. Transient solution

Denoting the time of the jump by \( t^* \), we rescale time with \( \tau = (t - t^*)/C_d \), and define \( C(x, \tau) = c(x, t) \), \( E(x, \tau) = \varepsilon(x, \tau) \), \( J(x, \tau) = j(x, t) \), \( P(x, \tau) = \Phi(x, t) \) and \( V(\tau) = V(t) \). Then (5) becomes

\[
\frac{\partial}{\partial \tau} (EC) = \frac{\partial}{\partial x} \left( D_{eff} \frac{\partial C}{\partial x} \right) + C_d s J, \quad (C.1a)
\]

\[
\frac{\partial E}{\partial \tau} = -C_d \beta_{surf} J, \quad (C.1b)
\]

\[
C_d J = \frac{\partial}{\partial x} \left[ \kappa_{eff} \left( \chi \frac{\partial \ln(C)}{\partial x} - \frac{\partial P}{\partial x} \right) \right], \quad (C.1c)
\]

\[
J_n = 2 J_{0,n} \sinh \left( -P - U_{Pb}(C) \right), \quad (C.1d)
\]

\[
J_p = 2 J_{0,p} \sinh \left( V - P - U_{PbO_2}(C) \right), \quad (C.1e)
\]
We now expand the variables in powers of $C_d$, as done in (6). Then (C.1) becomes, to leading order in $C_d$,

$$\frac{\partial}{\partial \tau} \left( E^{(0)}(0) C^{(0)}(0) \right) = D_{\text{eff},(0)} \frac{\partial^2 C^{(0)}}{\partial x^2},$$  \hspace{1cm} (C.2a)

$$\frac{\partial E^{(0)}}{\partial \tau} = 0,$$ \hspace{1cm} (C.2b)

$$0 = \frac{\partial}{\partial x} \left[ \kappa_{\text{eff},(0)} \left( \chi^{(0)} \frac{\partial \ln(C^{(0)})}{\partial x} - \frac{\partial P^{(0)}}{\partial x} \right) \right],$$ \hspace{1cm} (C.2c)

$$J_n^{(0)} = 2 J_{0,n}^{(0)} \sinh \left( -P^{(0)} - U_{Pb} \left( C^{(0)} \right) \right),$$ \hspace{1cm} (C.2d)

$$J_p^{(0)} = 2 J_{0,p}^{(0)} \sinh \left( V^{(0)} - P^{(0)} - U_{PbO_2} \left( C^{(0)} \right) \right),$$ \hspace{1cm} (C.2e)

and to first order in $C_d$,

$$\frac{\partial}{\partial \tau} \left( E^{(0)}(1) C^{(1)}(1) \right) = D_{\text{eff},(0)} \frac{\partial^2 C^{(1)}}{\partial x^2} + s J^{(0)} - \frac{\partial}{\partial \tau} \left( C^{(0)} E^{(1)} \right),$$ \hspace{1cm} (C.3a)

$$\frac{\partial E^{(1)}}{\partial \tau} = -\beta_{\text{surf}} J^{(0)},$$ \hspace{1cm} (C.3b)

$$0 = \frac{\partial}{\partial x} \left[ \kappa_{\text{eff},(0)} \left( \chi^{(0)} \frac{\partial C^{(1)}}{\partial x} - \frac{\partial P^{(1)}}{\partial x} \right) \right],$$ \hspace{1cm} (C.3c)

$$J_n^{(1)} = 2 \left( J_{0,n}^{(1)} \sinh \left[ H_n^{(0)} \right] + J_{0,n}^{(0)} H_n^{(1)} \cosh \left[ H_n^{(0)} \right] \right),$$ \hspace{1cm} (C.3d)

$$J_p^{(1)} = 2 \left( J_{0,p}^{(1)} \sinh \left[ H_p^{(0)} \right] + J_{0,p}^{(0)} H_p^{(1)} \cosh \left[ H_p^{(0)} \right] \right),$$ \hspace{1cm} (C.3e)

where

$$H_n^{(0)} = -P^{(0)} - U_{Pb} \left( C^{(0)} \right),$$ \hspace{1cm} (C.3f)

$$H_p^{(0)} = V^{(0)} - P^{(0)} - U_{PbO_2} \left( C^{(0)} \right),$$ \hspace{1cm} (C.3g)

$$H_n^{(1)} = - \left( P^{(1)} + C^{(1)} U_{Pb} \left( C^{(0)} \right) \right),$$ \hspace{1cm} (C.3h)

$$H_p^{(1)} = V^{(1)} - P^{(1)} - C^{(1)} U_{PbO_2} \left( C^{(0)} \right).$$ \hspace{1cm} (C.3i)

The boundary conditions follow from (7f,g) and (8e,f):

$$\frac{\partial C^{(0)}}{\partial x} = \frac{\partial P^{(0)}}{\partial x} = \frac{\partial C^{(1)}}{\partial x} = \frac{\partial P^{(1)}}{\partial x} = 0 \quad \text{at} \quad x = 0, 1,$$ \hspace{1cm} (C.4a)

$$\int_0^{\ell_n} J_n^{(0)} \, dx = - \int_1^{\ell_n} J_n^{(0)} \, dx = i_{\text{cell}},$$ \hspace{1cm} (C.4b)

$$\int_0^{\ell_n} J_n^{(1)} \, dx = \int_1^{\ell_n} J_n^{(1)} \, dx = 0,$$ \hspace{1cm} (C.4c)

and the initial conditions are given by the states at the jump time $t^*$.

Equations (C.2) decouple: we first solve (C.2b) for $E^{(0)}$, then (C.2a) with (C.4a) for $C^{(0)}$, then (C.2c) for $P^{(0)}$ up to an additive constant $A$, and finally use (C.2d) and (C.4b) to find $A$ and (C.2e) and (C.4c) to find $V^{(0)}$. Similarly, having found the leading-order solution, equations (C.3) decouple and can be solved in the same order as (C.2). Hence we solve (C.2) and (C.3) more easily than the full system (C.1).
However, we note that (C.2), (C.3) and the boundary conditions (C.4) imply that \( \int_0^1 C^{(0)} \, dx \) is constant, but \( |C^{(1)}| \) grows with time. Hence the asymptotic expansion breaks down for long times since, when \( \tau \sim O(1/C_d) \), \( |C_d C^{(1)}| \sim |C^{(0)}| \).

Appendix D. Parameters from fit to data

| SciPy + LOQS  | SciPy + FOQS  | SciPy + Composite | SciPy + Numerical | DFO-GN + LOQS  | DFO-GN + FOQS  | DFO-GN + Composite | DFO-GN + Numerical |
|---------------|---------------|-------------------|-------------------|---------------|---------------|-------------------|-------------------|
| \( q_{max} \) | \( q_{sep} \) | \( J_n \) | \( R_{Circuit} \) | \( q_{1,5A}^{0} \) | \( q_{2A}^{0} \) | \( q_{1,5A}^{1} \) | \( q_{1A}^{1} \) | \( q_{0.5A}^{1} \) |
| 0.55          | 0.81          | 0.19              | 0.08              | 1.00          | 0.98          | 0.95              | 0.90              | 0.89              |
| 0.55          | 0.81          | 0.19              | 0.08              | 1.00          | 0.98          | 0.95              | 0.90              | 0.89              |
| 0.60          | 0.90          | 0.07              | 0.13              | 1.00          | 1.00          | 1.00              | 0.98              | 1.00              |
| 0.60          | 0.90          | 0.08              | 0.15              | 1.00          | 1.00          | 1.00              | 0.98              | 1.00              |
| 0.75          | 0.53          | 0.19              | 0.08              | 1.00          | 0.98          | 0.95              | 0.90              | 0.89              |
| 0.51          | 0.88          | 0.32              | 0.07              | 1.00          | 0.98          | 0.95              | 0.90              | 0.89              |
| 0.60          | 0.78          | 0.12              | 0.06              | 1.00          | 0.98          | 0.96              | 0.90              | 0.89              |
| 0.74          | 0.55          | 0.24              | 0.07              | 1.00          | 0.98          | 0.95              | 0.90              | 0.89              |

Table D.1: Parameters obtained from optimisation algorithms/model combinations. All algorithms were given the values in Tables 1 and A.2 as initial data for the parameters.

The full list of parameters obtained from each combination of fitting algorithm (SciPy or DFOGN) and model (LOQS, FOQS, Composite or Numerical) is given in Table D.1.
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