On using sinc collocation approach for solving a parabolic PDE with nonlocal boundary conditions

Mohamed El-Gamel*, Mahmoud Abd El-Hady

Department of Mathematical Sciences, Faculty of Engineering, Mansoura University, Egypt.

Abstract

This work suggests a simple method based on a sinc approximation at sinc nodes for solving parabolic partial differential equations with nonlocal boundary conditions. Sinc approximation are typified by errors of the form $O\left(e^{-k/h}\right)$, where $k > 0$ is a constant and $h$ is a step size. Some numerical examples are utilized to reveal the efficaciousness and precision of this method. The suggested method is flexible, easy to programme and efficient.
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1. Introduction

In the last decades, the development of numerical techniques for the solution of the nonlocal boundary value problems has been an important research topic in many branches of science and engineering. Particularly in viscoelasticity, it has been the subject of some recent works [10–12]. The nonlocal problems are very important in the transport of reactive and passive contaminates in aquifer, an area of active interdisciplinary research of mathematicians, engineers, and life scientists. We refer the reader to [13, 14] for the derivation of mathematical models and for the precise hypothesis and analysis.

Mathematical formulation of this kind also arises naturally in various engineering models, such as nonlocal reactive transport in underground water flows in porous media [13, 15], heat conduction, radioactive nuclear decay in fluid flows [34], non-Newtonian fluid flows, semiconductor modelling [2], and biotechnology. Also, the number of physical phenomena modeled by partial differential equations (PDEs) involving nonlocal integral terms is constantly increasing. Certain problems arising in thermodynamics, in the quasistatic theory of thermoelasticity [16, 17, 26], heat conduction [5–7, 9, 29], and plasma physics [35], can be reduced to the nonlocal problems with integral condition. The above mentioned papers consider problems with parabolic equations. However, some problems concerning the dynamic of ground waters are described in terms of hyperbolic equations [31, 42].
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The numerical treatment for PDEs with different kinds of nonlocal conditions has a great interest such as Finite difference algorithms [18], finite element approximations [25, 33], spectral collocation method [3], Galerkin techniques [8], collocation approaches [27], Tau schemes [44] and sinc-collocation method [45]. Existence, uniqueness and some properties of the solution to these problems were established in [16, 17, 28].

Sinc methods are highly efficient numerical methods developed by Stenger [37, 39], El-Gamel [19, 20, 23, 24] and others [4, 32, 36, 43].

Using collocation method based on sinc function we introduce the solution to parabolic equations given by
\[
\begin{align*}
\frac{\partial u}{\partial t} = u_{xx} + \mu_1(x) u_x + B(x) u + q(x, t), & \quad 0 < x < 1, \quad 0 < t \leq 1, \\
\text{subject to the initial condition} \quad u(x, 0) = f(x), & \quad 0 < x < 1,
\end{align*}
\]
subject to nonlocal boundary conditions
\[
\begin{align*}
\alpha_0(t) u(0, t) + \alpha_1(t) u_x(0, t) + \alpha_2(t) u(1, t) + \alpha_3(t) u_x(1, t) \\
&+ \sum_{j=0}^{p} \alpha_j(t) u(\epsilon_j, t) + \int_{0}^{1} k_1(x, t) u(x, t) \, dx = g_1(t), \\
\beta_0(t) u(0, t) + \beta_1(t) u_x(0, t) + \beta_2(t) u(1, t) + \beta_3(t) u_x(1, t) \\
&+ \sum_{j=0}^{p} \beta_j(t) u(\xi_j, t) + \int_{0}^{1} k_2(x, t) u(x, t) \, dx = g_2(t),
\end{align*}
\]
where \( x \) and \( t \) are the spatial and time coordinates, respectively, \( u(x, t) \) is unknown function to be determined, \( q, f, k_1, k_2, g_1, g_2, \alpha_i, \beta_i, \) \( i = 0, 1, 2, 3, \alpha_i, \beta_i, \) \( i = 0, 1, \ldots, p \) are known functions and \( \epsilon_i, \xi_i \in (0, 1), i = 0, 1, \ldots, p \).

This paper has the following organization. In Section 2, an excellent summary of sinc methods and their proofs is briefly referenced. In Section 3, the sinc collocation method is introduced and developed to solve parabolic partial differential equations with nonlocal conditions. Some numerical results are presented in Section 4 to show the efficiency of the proposed method. Finally, a conclusion of the study is presented in Section 5.

2. Preliminaries

As was already mentioned in the above introduction, a general review of sinc function approximation is given in [30, 38] and the recent papers (see [1, 21, 22] for excellent surveys).

3. Description of the sinc-collocation scheme

A first step is to discretize the time variable at \( t = t_i := i \Delta t \), where \( \Delta t \) is a time step and \( i = 0, 1, 2, \ldots \). Letting \( u_i(x) := u(x, t_i) \), then we have the following finite difference approximation to \( \partial_t u \):
\[
\frac{\partial u}{\partial t} \approx \frac{u_i - u_{i-1}}{\Delta t}.
\]
By substituting Eq. (3.1) into Eq. (1.1), we obtain the following linear ordinary differential equation at \( t = t_i \)
\[
L u_i = \sum_{j=0}^{2} \mu_j(x) \frac{d^2 u_i}{dx^j} = M(x, t_i),
\]
where
\[ \mu_2(x) = 1, \quad \mu_0(x) = B(x) - \frac{1}{\Delta t}, \quad \text{and} \quad M(x, t_i) = -q(x, t_i) - \frac{u_{i-1}}{\Delta t}. \]

Also, hence, the initial condition from equation (1.2), we have
\[ u_0 = u(x, 0) = f(x) \quad (3.3) \]

and the boundary condition from equation (1.3) and (1.4), we have
\[ a_0(t_i) u_i(0) + a_1(t_i) u'_i(0) + a_2(t_i) u_i(1) + a_3(t_i) u''_i(1) \]
\[ + \sum_{j=0}^{p} \alpha_j(t_i) u_i(\epsilon_j) + \int_{0}^{1} k_1(x, t_i) u_i \, dx = g_1(t_i), \]
\[ b_0(t_i) u_i(0) + b_1(t_i) u'_i(0) + b_2(t_i) u_i(1) + b_3(t_i) u''_i(1) \]
\[ + \sum_{j=0}^{p} \beta_j(t_i) u_i(\xi_j) + \int_{0}^{1} k_2(x, t_i) u_i \, dx = g_2(t_i). \quad (3.4) \]

Let the solution \( u(x, t_i) \) of the problem (3.2) be approximated by
\[ u_{i,m}(x) = c_{-N-2}^{i} \Phi_1(x) + c_{-N-1}^{i} \Phi_3(x) + u_m^{i}(x) + c_{N+1}^{i} \Phi_4(x) + c_{N+2}^{i} \Phi_2(x), \quad A = 2N + 5, \quad (3.5) \]

where
\[ u_{i,m}(x) = \sum_{j=-N}^{N} S_j(x) \Phi'(x) c_j^i, \quad (3.6) \]

where \( S_j(x) \) is the function \( S(j, h) \circ \phi(x) \) for some fixed step size \( h \) and the boundary basis functions \( \Phi_1, \Phi_2, \Phi_3 \) and \( \Phi_4 \) are cubic Hermite functions given by
\[ \Phi_1(x) = (2x + 1)(1 - x)^2, \quad \Phi_2(x) = (-2x + 3)x^2, \quad \Phi_3(x) = x(1 - x)^2, \quad \Phi_4(x) = -x^2(1 - x), \]

via the identities
\[ \Phi_1(0) = 1, \quad \Phi_2(0) = 0, \quad \Phi_3(0) = 0, \quad \Phi_4(0) = 0, \]
\[ \Phi_1'(0) = 0, \quad \Phi_2'(0) = 0, \quad \Phi_3'(0) = 1, \quad \Phi_4'(0) = 0, \]
\[ \Phi_1(1) = 0, \quad \Phi_2(1) = 1, \quad \Phi_3(1) = 0, \quad \Phi_4(1) = 0, \]
\[ \Phi_1'(1) = 0, \quad \Phi_2'(1) = 0, \quad \Phi_3'(1) = 0, \quad \Phi_4'(1) = 1, \]

and
\[ u_{i,m}(0) = u_{i,m}(1) = 0, \quad \text{where} \quad \Phi'(x) = \frac{1}{x(1 - x)}. \]

Substituting (3.5) into (3.2), we get
\[ Lu_{i,m}(x) = \sum_{j=0}^{2} \mu_j(x) \frac{d^j u_{i,m}}{dx^j} = \tilde{M}(x, t_i), \quad (3.7) \]

where
\[ \tilde{M}(x, t_i) = M(x, t_i) - c_{-N-2}^{i} L \Phi_1(x) - c_{-N-1}^{i} L \Phi_3(x) - c_{N+1}^{i} L \Phi_4(x) - c_{N+2}^{i} L \Phi_2(x), \]

and
\[ u_{i,m}'(x) = \sum_{j=-N}^{N} \left[ \frac{\phi''(x) S_j(x) + S_j^{(1)}(x)}{|\Phi'(x)|^2} c_j^i \right], \]
\[ u_{i,m}''(x) = \sum_{j=-N}^{N} \left[ \frac{(\phi''(x))^2 - \phi'''(x) \phi'(x)}{|\Phi'(x)|^3} S_j(x) - \frac{\phi''(x)}{\Phi'(x)} S_j^{(1)}(x) + \frac{\phi'(x)}{h^2 S_j^{(2)}(x)} \right] c_j^i. \quad (3.8) \]
Theorem 3.1. If the assumed approximate solution of parabolic PDE with nonlocal boundary conditions (1.1) is (3.5), then the discrete sinc-collocation system is given by

\[
\sum_{j=-N}^{N} \left[ \sum_{p=0}^{2} g_p(x_k) \frac{\delta^{(p)}_j}{h^p} \right] c^j_i = \tilde{M}(x_k, t_i), \quad k = -N - 1, -N, \ldots, N + 1, \quad (3.9)
\]

where

\[
\begin{align*}
\alpha_0(x_k) &= \left[ \frac{1}{\phi''(x_k)} \right] \mu_0(x_k) - \left[ \frac{\phi''(x_k)}{[\phi'(x_k)]^2} \right] \mu_1(x_k) + \left[ \frac{2 [\phi''(x_k)]^2 - \phi'''(x_k) \phi'(x_k)}{[\phi'(x_k)]^3} \right] \mu_2(x_k), \\
\alpha_1(x_k) &= \mu_1(x_k) - \left[ \frac{\phi''(x_k)}{\phi'(x_k)} \right] \mu_2(x_k), \\
\alpha_2(x_k) &= \phi'(x_k) \mu_2(x_k).
\end{align*}
\]

Proof. We replace each term of (3.7) with its corresponding approximation given by (3.6) and (3.8) and substituting \(x = x_k\),

\[
x_k = \phi^{-1}(kh) = \frac{e^{kh}}{1 + e^{kh}},
\]

where the mesh size, \(h\) is given by

\[
h = \sqrt{\frac{\pi d}{\alpha N}}, \quad 0 < \alpha \leq 1, \quad d \leq \frac{\pi}{2},
\]

where \(N\) is suitably chosen and \(\alpha\) depends on the asymptotic behavior of \(u(x, t)\) and applying the collocation to it.

We use the boundary condition (3.4) and the quadrature formula of \(F(x)\) given by

\[
\int_a^b F(x) \, dx = h \sum_{k=-N}^{N} \frac{F(x_k)}{\phi'(x_k)} + O \left( e^{-(\pi \alpha d N)^{1/2}} \right).
\]

We get two equations

\[
\begin{align*}
&\left[ a_0(t_1) + \sum_{k=0}^{p} \alpha_k(t_1) \Phi_1(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_1) \Phi_1(x_j)}{\phi'(x_j)} \right] c^1_i - N - 2 \\
+ &\left[ a_1(t_1) + \sum_{k=0}^{p} \alpha_k(t_1) \Phi_3(\epsilon_j) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_1) \Phi_3(x_j)}{\phi'(x_j)} \right] c^1_i - N - 1 \\
+ &\sum_{j=-N}^{N} \left[ h \frac{k_1(x_j, t_1)}{[\phi'(x_j)]^2} + \sum_{k=0}^{p} \alpha_k(t_1) \frac{S_j(\epsilon_k)}{\phi'(\epsilon_k)} \right] c^1_i \\
+ &\left[ a_3(t_1) + \sum_{k=0}^{p} \alpha_k(t_1) \Phi_4(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_1) \Phi_4(x_j)}{\phi'(x_j)} \right] c^1_i - N + 1 \\
+ &\left[ a_2(t_1) + \sum_{k=0}^{p} \alpha_k(t_1) \Phi_2(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_1) \Phi_2(x_j)}{\phi'(x_j)} \right] c^1_i + N + 2 = g_1(t_1),
\end{align*}
\]
and

\[
\begin{bmatrix}
    b_0(t_1) + \sum_{k=0}^{p} \beta_k(t_1) \Phi_1(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_1)}{\Phi'(x_j)} \Phi_1(x_j) \\
    b_1(t_1) + \sum_{k=0}^{p} \beta_k(t_1) \Phi_3(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_1)}{\Phi'(x_j)} \Phi_3(x_j) \\
    \vdots \\
    b_{N-2}(t_1) + \sum_{k=0}^{p} \beta_k(t_1) \Phi_{N-2}(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_1)}{\Phi'(x_j)} \Phi_{N-2}(x_j)
\end{bmatrix}
\begin{bmatrix}
    c_{-2}^i \\
    c_{-1}^i \\
    c_{-N}^i \\
    \vdots \\
    c_{N}^i \\
    c_{N+1}^i \\
    c_{N+2}^i
\end{bmatrix}
+ \begin{bmatrix}
    b_2(t_1) + \sum_{k=0}^{p} \beta_k(t_1) \Phi_2(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_1)}{\Phi'(x_j)} \Phi_2(x_j) \\
    b_3(t_1) + \sum_{k=0}^{p} \beta_k(t_1) \Phi_4(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_1)}{\Phi'(x_j)} \Phi_4(x_j)
\end{bmatrix}
\begin{bmatrix}
    c_{N+1}^i \\
    c_{N+2}^i = g_2(t_1)
\end{bmatrix}
\]

Adding equations (3.10)-(3.11) to equation (3.9), then the discrete system for equations (3.2)-(3.4) is represented as

\[\Lambda_i \mathbf{C}_i = \Theta_i,\]

where

\[
\mathbf{C}_i = \begin{bmatrix}
    c_{-2}^i \\
    c_{-1}^i \\
    c_{-N}^i \\
    \vdots \\
    c_{N}^i \\
    c_{N+1}^i \\
    c_{N+2}^i
\end{bmatrix}
\quad \text{and} \quad
\Theta_i = \begin{bmatrix}
    g_1(t_1) \\
    M(x_{-N-1}, t_1) \\
    M(x_{-N}, t_1) \\
    \vdots \\
    M(x_{N}, t_1) \\
    M(x_{N+1}, t_1) \\
    g_2(t_1)
\end{bmatrix},
\]

\[
\Lambda_i = \begin{bmatrix}
    k_{i,1} : & k_{i,2} : & \mathbf{M}_1^T : & k_{i,3} : & k_{i,4} \\
    \vdots : & \vdots : & \vdots : & \vdots : & \vdots : & \vdots : & \vdots \\
    \vdots : & \vdots : & \vdots : & \vdots : & \vdots : & \vdots : & \vdots : \\
    k_{i,5} : & k_{i,6} : & \mathbf{M}_2^T : & k_{i,7} : & k_{i,8}
\end{bmatrix},
\]

where

\[
k_{i,1} = \left[ a_0(t_1) + \sum_{k=0}^{p} \alpha_k \Phi_1(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_1)}{\Phi'(x_j)} \Phi_1(x_j) \right],
\]
whose kj-th entry is given by [30]

\[ k_{i,2} = \begin{bmatrix} a_1(t_i) + \sum_{k=0}^{p} \alpha_k \Phi_3(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_i)}{\phi'(x_j)} \Phi_3(x_j) \end{bmatrix}, \]

\[ k_{i,3} = \begin{bmatrix} a_3(t_i) + \sum_{k=0}^{p} \alpha_k \Phi_4(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_i)}{\phi'(x_j)} \Phi_4(x_j) \end{bmatrix}, \]

\[ k_{i,4} = \begin{bmatrix} a_2(t_i) + \sum_{k=0}^{p} \alpha_k \Phi_2(\epsilon_k) + h \sum_{j=-N}^{N} \frac{k_1(x_j, t_i)}{\phi'(x_j)} \Phi_2(x_j) \end{bmatrix}, \]

\[ k_{i,5} = \begin{bmatrix} b_0(t_i) + \sum_{k=0}^{p} \beta_k \Phi_1(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_i)}{\phi'(x_j)} \Phi_1(x_j) \end{bmatrix}, \]

\[ k_{i,6} = \begin{bmatrix} b_1(t_i) + \sum_{k=0}^{p} \beta_k \Phi_3(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_i)}{\phi'(x_j)} \Phi_3(x_j) \end{bmatrix}, \]

\[ k_{i,7} = \begin{bmatrix} b_3(t_i) + \sum_{k=0}^{p} \beta_k \Phi_4(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_i)}{\phi'(x_j)} \Phi_4(x_j) \end{bmatrix}, \]

\[ k_{i,8} = \begin{bmatrix} b_2(t_i) + \sum_{k=0}^{p} \beta_k \Phi_2(\xi_k) + h \sum_{j=-N}^{N} \frac{k_2(x_j, t_i)}{\phi'(x_j)} \Phi_2(x_j) \end{bmatrix}, \]

and \( M_{i,1} \) is \((2N+1)\)-vector with entries

\[ h \frac{k_1(t_i, x_j)}{[\phi'(x_j)]^2} + \sum_{k=1}^{p} \alpha_k \frac{S_j(\epsilon_k)}{\phi'(\epsilon_k)}, \quad j = -N, \ldots, N, \]

and \( M_{i,2} \) is \((2N+1)\)-vector with entries

\[ h \frac{k_2(t_i, x_j)}{[\phi'(x_j)]^2} + \sum_{k=1}^{p} \beta_k \frac{S_j(\xi_k)}{\phi'(\xi_k)}, \quad j = -N, \ldots, N, \]

also, \( V_{i,v}, v = 1, \ldots, 4 \) is a \((2N+3)\)-vector with entries \([L\Phi_v(x_k)]\). The \((2N+3) \times (2N+1)\) non-square matrix \( A \) is given by

\[ A_i = \sum_{p=0}^{2} \frac{1}{h^p} D (g_p) \mathbf{I}^{(p)}, \]

where the matrices \( \mathbf{I}^{(p)}, 0 \leq p \leq 2 \) are given by

\[ \mathbf{I}^{(p)} = \begin{bmatrix} \delta^{(p)}_{jk} \end{bmatrix}, \]

whose kj-th entry is given by [30]

\[ \delta^{(0)}_{jk} = \begin{cases} 1, & j = k, \\ 0, & j \neq k, \end{cases} \quad \delta^{(1)}_{jk} = \begin{cases} 0, & j = k, \\ \frac{(-1)^{k-j}}{(k-j)^2}, & j \neq k, \end{cases} \quad \delta^{(2)}_{jk} = \begin{cases} \frac{-n^2}{3}, & j = k, \\ \frac{-2(-1)^{k-j}}{(k-j)^2}, & j \neq k. \end{cases} \]

We have a linear system of \((2N+5)\) equations for the \((2N+5)\) unknown coefficients. By solving this linear system by the Q-R method, the solution \( C_i \) gives the coefficients in the approximate sinc-collocation solution \( u_{i,A}(x) \) of \( u(x, t) \).
4. Numerical examples

Four test examples from the open literature [18, 40, 45] are constructed so as to clarify the accomplishment sinc-collocation method in finding a solution for parabolic PDE with nonlocal boundary conditions. For all examples, we take \( d = \pi/2 \) and \( \alpha = 0.5 \) and a sequence of runs for \( N = 5, 10, 20 \) and 40 is reported. We measure the performance of sinc-collocation method by the maximum absolute error, \( \| E_{\text{sinc}} \| \), which is defined as

\[
\| E_{\text{sinc}} \| = \max |u_{\text{exact}}(x_i, t_j) - u_A(x_i, t_j)|.
\]

**Example 4.1 ([18, 40]).** Consider the equation

\[
u_t = u_{xx} - e^{-t} \left(x^2 - x + \frac{\delta^2}{6(1 + \delta^2)} + 2\right),
\]

subject to the boundary conditions

\[
u(0, t) + \delta^2 \int_0^1 u(x, t) \, dx = 0, \quad \nu(1, t) + \delta^2 \int_0^1 u(x, t) \, dx = 0,
\]

and the initial condition

\[
u(x, 0) = x^2 - x + \frac{\delta^2}{6(1 + \delta^2)},
\]

whose the exact solution is

\[
u(x, t) = \exp(-t) \left(x^2 - x + \frac{\delta^2}{6(1 + \delta^2)}\right),
\]

where \( \delta = 0.12 \). Table 1 presents maximum absolute error, \( \| E_{\text{sinc}} \| \), at different times with \( \Delta t = 0.0001 \) for different \( N \).

| N  | \( T = 0.0001 \)     | \( T = 0.001 \)    | \( T = 0.01 \)   | \( T = 0.1 \)    |
|----|----------------------|---------------------|------------------|------------------|
| 5  | 2.072E-06            | 2.3441E-06          | 2.3520E-06       | 1.3153E-05       |
| 10 | 2.0190E-08           | 1.7473E-07          | 1.8518E-06       | 1.3710E-05       |
| 20 | 1.2370E-09           | 1.7538E-07          | 1.8598E-06       | 1.3736E-05       |
| 40 | 1.9686E-08           | 1.9430E-07          | 1.8795E-06       | 1.3752E-05       |

**Example 4.2 ([45]).** Consider the equation

\[
u_t = u_{xx},
\]

subject to the boundary conditions

\[
u(0, t) - \int_0^1 (x + t) u(x, t) \, dx = g_1(t), \quad \nu(1, t) - \int_0^1 t \exp(-x) u(x, t) \, dx = g_2(t),
\]

where

\[
g_1(t) = \frac{1}{2} - t - \exp(-t) [\cos 1 + \sin 1 + t \sin 1 - 2], \quad g_2(t) = 1 + \exp(-t) \cos 1 - \frac{t}{2e} [2(e - 1) + \exp(-t)(e - \cos 1 + \sin 1)],
\]

and the initial condition

\[
u(x, 0) = 1 + \cos(x),
\]

whose the exact solution is

\[
u(x, t) = 1 + \exp(-t) \cos(x).
\]

Table 2 displays maximum absolute error, \( \| E_{\text{sinc}} \| \), for different \( N \) at different times with \( \Delta t = 0.0001 \).
Table 2: $\|E_{\text{sinc}}\|$ for Example 4.2.

| N  | $T = 0.0001$ | $T = 0.001$ | $T = 0.01$ | $T = 0.1$  |
|----|-------------|-------------|-------------|------------|
| 5  | 4.3205E-04  | 4.6601E-04  | 4.8697E-04  | 6.7730E-04 |
| 10 | 4.2164E-05  | 4.2431E-05  | 4.3557E-05  | 5.7325E-05 |
| 20 | 6.9375E-07  | 8.2340E-07  | 8.3762E-07  | 3.0581E-06 |
| 40 | 4.9533E-09  | 4.9354E-08  | 4.7111E-07  | 3.3727E-06 |

Example 4.3 ([45]). We consider the equation

$$u_t = u_{xx} + (\pi^2 - 1) \exp(-t) [\sin(\pi x) + \cos(\pi x)], \quad 0 < x < 1, \quad 0 < t < 1,$$

subject to the boundary conditions

$$t^2 u(0, t) + u_x(0, t) = \exp(-t) (t^2 + \pi), \quad t u(1, t) + u_x(1, t) = -\exp(-t) (t + \pi),$$

and the initial condition

$$u(x, 0) = \sin(\pi x) + \cos(\pi x),$$

whose the exact solution is

$$u(x, t) = \exp(-t) [\sin(\pi x) + \cos(\pi x)].$$

Table 3 introduces maximum absolute error, $\|E_{\text{sinc}}\|$, at different times.

Table 3: $\|E_{\text{sinc}}\|$ for Example 4.3.

| N  | $T = 0.0001$ | $T = 0.001$ | $T = 0.01$ | $T = 0.1$  |
|----|-------------|-------------|-------------|------------|
| 5  | 7.3909E-05  | 3.2724E-04  | 1.1537E-03  | 3.4481E-03 |
| 10 | 7.3355E-06  | 3.5886E-05  | 1.2458E-04  | 2.2470E-04 |
| 20 | 2.7744E-07  | 1.1029E-06  | 3.0855E-06  | 7.8614E-06 |
| 40 | 8.1663E-09  | 7.8325E-08  | 6.8562E-06  | 5.5275E-06 |

Example 4.4 ([40]). We consider the equation

$$u_t = u_{xx} + [2 \exp(-t) - t \exp(-t) - 1] [1 + x], \quad 0 < x < 1, \quad 0 < t < 1,$$

subject to the boundary conditions

$$u(0, t) - 6 \int_0^1 x u(x, t) dx = 0, \quad u(1, t) - 4 \int_0^1 u(x, t) dx = 0,$$

and the initial condition

$$u(x, 0) = 0,$$

whose the exact solution is

$$u(x, t) = [1 - \exp(-t) - t + t \exp(-t)] (1 + x).$$

Table 4 displays maximum absolute error, $\|E_{\text{sinc}}\|$, at different times with $\Delta t = 0.0001$.

Table 4: $\|E_{\text{sinc}}\|$ at different times for Example 4.4.

| N  | $T = 0.0001$ | $T = 0.001$ | $T = 0.01$ | $T = 0.1$  |
|----|-------------|-------------|-------------|------------|
| 5  | 1.7365E-07  | 1.4629E-06  | 1.5220E-05  | 2.2710E-04 |
| 10 | 4.1473E-08  | 2.2598E-07  | 2.5054E-06  | 1.8095E-05 |
| 20 | 3.0220E-08  | 2.3751E-07  | 2.8946E-06  | 2.7668E-05 |
| 40 | 2.9998E-08  | 2.3980E-07  | 2.9200E-06  | 2.8021E-05 |
5. Conclusions

In this paper, we presented a simple-to-implement yet accurate method using sinc-collocation scheme. In view of the aforementioned numerical results, the accuracy of this method is considerably manifest. As a consequence, the suggested method is effective in solving this problem. We believe that the current method can be further developed to treat the more realistic physical models where the system has more than one space variable.
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