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Abstract—Person-tracking robots have many applications, such as in security, elderly care, and socializing robots. Such a task is particularly challenging when the person is moving in a Uniform crowd. Also, despite significant progress of trackers reported in the literature, state-of-the-art trackers have hardly addressed person following in such scenarios. In this work, we focus on improving the perceptivity of a robot for a person following task by developing a robust and real-time applicable object tracker. We present a new robot person tracking system with a new RGB-D tracker, Deep Tracking with RGB-D (DTRD) that is resilient to tricky challenges introduced by the uniform crowd environment. Our tracker utilizes transformer encoder-decoder architecture with RGB and depth information to discriminate the target person from similar distractors. A substantial amount of comprehensive experiments and results demonstrate that our tracker has higher performance in two quantitative evaluation metrics and confirms its superiority over other SOTA trackers.

I. INTRODUCTION

In the recent decade, there has been a growing demand for mobile robots for a person following in the human-robot collaboration works such as assisting robots in industry, healthcare, surveillance, elderly care, and monitoring [1]. Conventional robot tracking systems used lasers, which provide a cluster of distance measurements, to perceive the environment as well as to detect and track the target person [1]. However, laser data are usually noisy and difficult to use for re-identification of the target. With the advent of deep learning, there has been a rapid growth of visual tracking algorithms [2]–[6], which makes robot person following using vision-based trackers one of the popular and intelligent approaches [7], [8]. The primary challenge is to accurately localize the target person of interest and take necessary control action to follow. Inherently, the task is quite challenging because it has to continuously recognize the target person in the presence of occlusion, scale change, rotation, etc. Also, it has to carefully adapt to the changes in appearances of the target persons due to the lighting variations.

Currently, the prominent and intelligent trend in the vision-based person following is using robust visual object trackers, which are integrated into the robots to provide them with perception ability. So, the performance of a person following robot highly depends on the robustness and speed of the object tracker. Several object trackers are available in the literature that has made tremendous progress by leveraging the expressive power of the deep learning algorithms [9]–[15]. Furthermore, their progress has been fueled by several popular benchmark datasets that are well established in covering diverse real-world tracking challenges like rotation, occlusion, low-resolution, small-scale objects, etc [16]–[19].

The currently available benchmark datasets rarely cover scenarios of person tracking in uniform crowd scenarios, i.e. tracking the specific person while people nearby him are wearing similar clothes. This is commonly seen in the places like industries, sports stadiums, and schools as shown in Fig. 1. These scenarios are also vastly found in the Gulf region and many Asiatic countries. Tracking a person in these environments based on the RGB image is a challenging task for the state-of-the-art (SOTA) visual trackers as they perceive the surroundings based on appearance features. Hence, tracking a person wearing the same garment in a uniform crowd becomes a difficult task compromising the performance of the person-tracking robot. To address this challenge, we present a new tracking system that uses an attention-based module to learn deeper representative features from color and depth information.

We argue that in person tracking in the uniform crowd, the color information is not enough because the target and the non-targets all look the same. In addition, the problem becomes more challenging when the target is occluded by a similar-appearing distractor. Thus, to address these common problems and to come up with a robust person-following robot system, we integrate depth information into the robust tracking architecture [14]. The addition of extra depth information in the tracking pipeline allows the best segregation of the background and the foreground irrespective of high similarity [20]. In summary, this work has three contributions:

- **We propose a fully autonomous robot person following system with our new RGB-D tracker.** It can track the person under the challenges like uniform crowd and occlusion with similar-appearing people.
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We conducted intensive experiments to evaluate different SOTA trackers’ performance for a person following in a uniform crowd environment.

We introduce a new person tracking dataset that includes the challenges of a uniform crowd.

II. METHODOLOGY

This section describes the pipeline and components of our designed robot person following system as shown in Figure 2. Our proposed robot person following system is a fully autonomous system containing two main components: the perception module (which includes face identification, person detection, and tracking) and motion control of the robot. Section II-A explains the process of how the robot continuously perceives the target person of interest, and Section II-B illustrates the motion control of the robot.

A. Robot Perception

The perception module enables a robot to perceive the environment and identify its objective continuously. The main aim of the module is to allow visual servoing to work autonomously with minimal wrong behavior. Several individual components work together to allow robotic perception to work seamlessly. They are an identification module that initially identifies the specific target person’s body based on face recognition and the tracking module, which tracks the target person in the crowd.

1) Person Identification: The faces are visible initially thus to recognize the target person’s body in the scene, the overall algorithm involves three parts, face identification, person detection, and face-person matching. To achieve fast and robust person identification, we employed a pre-trained yoloV5Face [21] to detect the faces and a mobile facenet [22] for feature extraction. The mobile facenet embeds the face region into the 128-dimensional feature vector. Face verification is achieved by finding the smallest euclidean distance between the feature vectors of the known target face and detected faces with a threshold of 0.9.

Lastly, for locating the whole body of the target person in the scene, we have used a pre-trained yoloV5 detector [23] as a person detector to detect the people and then computed the Intersection Over Union between the regions of the detected person and the identified target face. The body with the highest IOU is considered the target person’s body and is used for tracking.

2) Tracking: For effective person tracking in the uniform crowd environment, we utilize depth information along with RGB. We argue that RGB only is not sufficient to discriminate the visual features in a uniform crowd environment. We propose a new tracker model, which is named Deep Tracking with RGB-D (DTRD), that fuses the RGB and depth images for tracking. The tracker finds discriminative features from RGB and depth together to enhance its ability to distinguish the foreground target from the highly similar background distractors. Also, the tracker architecture adds a transformer module to enhance the feature learning and give attention to a specific target of interest as shown in Fig. 3. The model contains three main components: a convolutional backbone for feature extraction, a transformer module for attention-based feature learning, and a bounding box regression head to predict the location of the target.

Backbone: The backbone adopts widely used vanilla ResNet [24] convolutional layers for feature extraction for its expressivity and generality. The input of the trackers contains two pairs of images: template image $z$ and search image $s$ both containing an RGB and depth image. The pair of RGB and depth images are merged into a 4 channel image, $z \in \mathcal{R}^H_z \times W_z \times 4$, $s \in \mathcal{R}^H_s \times W_s \times 4$ and then passed through the backbone. After the backbone, the input images are projected to two feature maps $f_z \in \mathcal{R}^{H_z \times s \times W_z \times s \times C}$ and $f_s \in \mathcal{R}^{H_s \times s \times W_s \times s \times C}$ where $s, C, H, W$ are the stride, number of feature channel, height and width respectively.

Transformer: The transformer contains six encoder-decoder blocks and a positional embedding layer. Before being fed into the transformer module, the feature maps are flattened and concatenated into a feature vector with a length of $H_z/s \times W_z/s + H_s/s \times W_s/s$ and a dimension of $C$. The transformer embeds the feature vector into a one-dimensional vector with a length of $d$.

Regression Head: The regression head is three fully connected layers to predict the four coordinates of the bounding box. The regression head directly predicts the top-left corner and the bottom-right corner of the target bounding box.

B. Motion Control

The designed robot-person following system is a visual servoing system in which the object tracker plays the most...
important role in locating the target. Thus, to keep the robot following the target person in an adaptive manner we have utilized a simple PI controller as the robot’s motion controller. Also, we argue that a good object tracker should be able to compensate for the controller to improve the robot’s motion. The PI controller is defined in equation [1]
\[ u(t) = K_p e(t) + K_i \int e(t) dt \] (1)

Where the \( K_p \), \( K_i \) are the control gains, \( e(t) \) is the error between the current measure and required measure, and \( u(t) \) is the velocity output. For both the linear velocity and angular velocity, two PI controllers have been used.

III. EXPERIMENT

In this section, we detail the developed dataset, tracker training, and intensive experiments performed to compare and evaluate the robot’s behavior following systems in a uniform crowd environment in real-time. Section II-A presents the developed dataset and our tracker training detail. Section II-B explains the real-time robot person tracking experimentation setup. Section III-C and III-D wraps up the results of the experiment with an insightful observation.

A. Dataset and Training Detail

The primary problem for our proposed tracker was the lack of a uniform crowd tracking dataset(a similar-appearing distractor keeps on distracting in the view) that also contains depth data. Therefore, 45 uniform crowd videos (avg. 1891 frames/video) with synchronized RGB and depth data were collected and properly annotated initially with CVAT[1] shown in 2nd row of Fig. 1. The dataset records several scenarios such as occlusion, illumination variations, motion blur, etc.

We trained our tracker with 70% of the dataset with initial weights from the STARK [14] spatial model. To properly embed depth, the first convolution layer of the backbone was modified to take four-channel image input and was trained from scratch. The training was done for 10 epochs with IOU and L1 loss using an ADAMW optimizer with a learning rate of 0.0001 for the model and 0.00001 for the backbone. The trained tracker was evaluated on the remaining 30% of the dataset to confirm tracking ability.

B. Real-time Tracking

To compare the system following the target, we selected 2D SOTA trackers(DiMP [25], ATOM [26], SiamBAN [11], STARK [14], KeepTrack [10]) that only use color image and our proposed 3D tracker that uses color and depth image.

1) Experiment Setup: We used the pioneer3 AT robot as the mobile platform with ZEDm RGB-D camera placed one meter above the robot and a laptop with GPU as the control unit. We used an OptiTrack system[2] to measure the actual positions of the robot and people in the scene.

To make an effective and fair comparison between different trackers, we set a predefined rectangular path of the target person’s movement as shown in Fig. 4a and 4b and a trial is complete once the person reaches its initial position. The initial positions of the robot and target person are fixed at the left bottom corner (of the Fig. 4a) with the robot placed at the corner and the person is 2 meters in front of it.

For studying the impact of different levels of the uniform crowd on a person following system, we conducted experiments by adding a different number of distractors in the scene to examine the system performance with different trackers. Designed experiments include no distractor scene which provides a baseline evaluation of the system; One distractor scene where distractor walk cross to occlude the target as shown in Fig. 4b. Two distractor scenes where distractors walk cross or parallel to intervene the robot as shown in Fig. 4c and 4d.

To avoid discrepancies during metric evaluation the distractor stops once the robot starts following him while the target person continues its path. A complete experiment protocol has been conducted as in Algorithm 1 to robustly and fairly examine the system’s ability to follow the target.

Algorithm 1 : Real-time experiment protocol

1: for subject = A, B do
2: for tracker = DiMP, ATOM, SiamBAN, STARK, KeepTrack, DTRD do
3: for distractor = 0, 1, 2 do
4: for trial = 1, 2, 3 do
5: Perform robot person tracking experiment
6: end for
7: end for
8: end for
9: end for

2) Experiment Evaluation Metric: In previous research, we found the majority of work used distances error and trajectory matching to quantitatively and qualitatively evaluate person following. These metrics are insufficient to evaluate the systems’ performance, especially in the case of the intervention from the distractors. Hence, we also add a new metric, following success, in the experiment for robust and quantitative evaluation as listed in Table 1.

C. Results

We report results on four evaluation metrics based on intensive experimentation.

DE Result: DE quantifies how well the tracker predicts the target’s state and signifies the error in distance measured from the tracker to the actual distance measured from the OptiTrack. From Fig. 5a, we can see that the overall DE is around 0.5m when there is no distractor in the field. But for all the SOTA trackers the errors have increased significantly with distractor presented scenarios making an average distance error greater than 1.2m. However, in our proposed DTRD tracker, it is around 0.6m only for the two-distractor(cross) scenario. Whereas for two-distractor(parallel) it is slightly higher than other scenarios but still has the lowest error compared to all other trackers.

FS Result: FS evaluates how well the tracker can drive the robot following the target person. This metric is calculated

\[ FS = \frac{\sum_{t=1}^{n} d(t)}{n} \]

where \( d(t) \) is the distance error at time \( t \) and \( n \) is the total number of frames.

1 https://cvat.org/  2 https://optitrack.com/
by comparing the distances traveled by the robot and the target person. The metric is derived based on the fact that, if the robot losses the target early, the distance traveled by the robot is short resulting in a lower $FS$ value. However, a higher $FS$ value signifies that the tracker is providing a robust perception to the robot despite any distractions. In Fig. 5b, when there are no distractors the $FS$ value for all the trackers is very high. However, when there are distractors all the 2D trackers have an $FS$ value of around 0.2 indicating they lost the target very early. But our proposed tracker has a higher $FS$ value than other trackers, showcasing robustness to the distractor.

**FPS Result:** This metric reveals the frame processing time of trackers which has a great impact on the response time and stability of the robot in real-time ($FPS$ should be above 20). From Fig. 5c, we can see that all of the trackers fulfilled the constrained, except for KeepTrack (avg $FPS$ 13).

### D. Discussion

From the experimental results, it is evident that the visual-based robot person following system is able to keep track of the target person, referring to the reported higher performance of all trackers in the no-distractor scenario. However, the system performance significantly degrades when the distractors intervene. But our proposed tracker provides better perception ability than other 2D trackers. The reasons are two folds. Firstly, all the SOTA 2D trackers are only relying on appearance thus failing in uniform crowd scenarios and our DTRD tracker improved performance by exploiting the depth as well as using an attention-based module to learn better features from the images. Secondly, we observed that our DTRD tracker performs well in the uniform crowd when there is some distance between the target and distractors, but can get distracted otherwise. This is evidenced by the $FS$ value (around 0.6) of the DTRD in two-distractor scenarios showing the DTRD resisted the distractor’s first intervention but failed at the second one because the gap was small.

Nevertheless, a more advanced design of trackers is required in the future to overcome the challenges of a uniform crowd environment. Also, trajectory prediction using visual cues is needed to make the robot handle the target out-of-view situation. It is to note that there is a great potential for depth to solve the challenges of tracking.

### IV. Conclusion

In this work, we present a new person tracking method exploiting the RGB and depth data that can overcome the deceptive challenge introduced by similar-appearing distractors. The proposed system is robust to different challenges of occlusion and distraction by the uniform crowd and thus provides resilient perception ability to the robot. Our tracking method also outperforms the SOTA 2D trackers in three different robust quantitative evaluation metrics.
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