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Abstract

In this work we analyze the latency of the simplified successive cancellation (SSC) decoding scheme for polar codes proposed by Alamdar-Yazdi and Kschischang. We show that, unlike conventional successive cancellation decoding, whose latency is linear in the block length, the latency of SSC decoding is sublinear. More specifically, we show that the latency of SSC decoding is $O(N^{1-1/\mu})$, where $N$ is the block length and $\mu$ is the scaling exponent of the transmission channel, which captures the speed at which the rate tends to capacity. We also provide numerical results demonstrating the tightness of the bound and the fact that asymptotically most of the savings in latency comes from the parallel decoding of the constituent codes comprising the polar code.

I. INTRODUCTION

Polar codes are a family of codes that provably achieves capacity for any binary memoryless symmetric (BMS) channel with low encoding and decoding complexity [1]. Because of their attractive properties, polar codes have been recently adopted for the enhanced mobile broadband (eMBB) control channel of the fifth generation (5G) wireless communications standard [2]. For a polar code of block length $N$, the encoding and decoding complexity is $O(N \log_2 N)$; the code construction can be performed with complexity $O(N)$ [3], [4] and, by exploiting a partial order between the synthetic channels, the construction complexity becomes sublinear in $N$ [5]. In addition, the error probability under successive cancellation (SC) decoding scales with the block length roughly as $2^{-\sqrt{N}}$ [6]. Moreover, polar codes are not affected by error floors [7].
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The speed at which the rate tends to capacity has also been extensively studied \[7\]–\[12\]. These works demonstrate that the gap to capacity scales with the block length as \(N^{-1/\mu}\). Equivalently, the smallest block length needed to achieve an assigned gap to capacity scales as

\[ N \sim \frac{1}{(I(W) - R)^\mu}, \quad (1) \]

where \(R\) is the rate of the code and \(I(W)\) is the capacity of the BMS channel \(W\). The parameter \(\mu\) is called the scaling exponent, and it depends on the transmission channel \(W\). For any \(W\), we have the following universal upper and lower bounds on \(\mu\): \(3.579 \leq \mu \leq 4.714\). Furthermore, when \(W\) is a binary erasure channel (BEC), we have that \(\mu \approx 3.63 \) \[7\], \[8\]; when \(W\) is a binary additive white Gaussian noise channel (BAWGNC), we have that \(\mu \approx 4\) \[13\]; and when \(W\) is a binary symmetric channel (BSC), it is conjectured that \(\mu \approx 4.2\). The introduction of any finite-size list does not improve the scaling exponent under optimal MAP decoding and genie-aided SC decoding \[11\]. However, by using large polarization kernels, polar codes are able to approach the optimal scaling exponent \(\mu = 2\) \[12\]. The moderate deviations regime, in which both the error probability and the gap to capacity jointly vanish as the block length grows large, has also been a subject of recent investigation \[7\], \[14\]–\[16\].

In order to improve the error correction performance of the SC decoder, an SC list (SCL) decoder with space complexity \(O(LN \log_2 N)\) and time complexity \(O(LN)\) is introduced in \[17\], where \(L\) is the size of the list. SCL decoding keeps a list of the most likely codewords by running \(L\) coupled SC decoders in parallel. Empirically, the error probability of the SCL decoder is close to that of the optimal MAP decoder with practical values of the list size \(L\). Furthermore, by adding a few extra bits of cyclic redundancy check (CRC) precoding, the performance is comparable to state-of-the-art low-density parity-check (LDPC) codes. One disadvantage of SCL decoding is the large area required in hardware since multiple coupled SC decoders need to be implemented. Partitioned SCL decoders have been proposed to address this issue \[18\]–\[20\].

Another problem associated with SC-based decoding algorithms, such as SC and SCL, is their high latency. In fact, SC decoding is a serial algorithm, in the sense that decoding proceeds bit by bit. In order to address the problem, a simplified SC (SSC) decoder was proposed in \[21\], which identifies smaller constituent codes in the polar code and decodes them in parallel. As a result, the latency is reduced with no penalty in the error correction performance. In \[22\], \[23\], more constituent codes were identified and low-complexity parallel decoders were designed to increase
the throughput and reduce the latency even further. In [24], [25], these results were extended to SCL decoding. In this extension, a simplified SCL (SSCL) algorithm was introduced that decodes the constituent codes in parallel while keeping the same error correction performance as the standard SCL decoding. Recently, a variant of polar codes with log-logarithmic time complexity per information bit has been introduced in [26]. This improves upon the logarithmic time complexity per information bit for SC decoding of standard polar codes. However, the time complexity per information bit is a different metric from the decoding latency, which represents the time complexity of the overall decoding process.

In this paper, we quantify the latency of the SSC decoder proposed in [21]. In particular, we prove that the number of time steps needed by the SSC decoder is $O(N^{1-1/\mu})$, which results in sublinear latency. As a benchmark, the decoding latency of the standard SC decoder with a fully parallel architecture is $2N-1$ time steps [1], thus the SSC decoder yields a (multiplicative) latency gain of $N^{1/\mu}$, where $\mu$ is the aforementioned scaling exponent. To be concrete, this means that the latency of SSC decoding of polar codes scales roughly as $N^{3/4}$ (more precisely, it scales as $N^{0.72}$ for the BEC and as $N^{0.76}$ for the BSC). As demonstrated by numerical simulations, our bound is tight and it also captures the dependence on the transmission channel via the scaling exponent.

The remainder of the paper is organized as follows. In Section II, we provide some preliminaries which include the formal definition of scaling exponent, the construction rule, and the SC and SSC decoding algorithms. In Section III, we state and prove that the latency of SSC decoding is $O(N^{1-1/\mu})$, deferring the proofs of two intermediate lemmas to Appendix A. In Section IV, we present some numerical results that demonstrate the tightness of the upper bound. Our numerical experiments also show that most of the savings comes from pruning constituent codes that are either rate 0 or rate 1: pruning additional constituent codes provides some latency gain at moderate block lengths, but the numerical results suggest that the latency still scales as $N^{1-1/\mu}$ for large $N$.

II. Polar Coding Preliminaries

A. Channel Polarization

Let $W$ be a BMS channel with input alphabet $\mathcal{X} = \{0, 1\}$, output alphabet $\mathcal{Y}$, and transition probabilities $\{W(y | x) : x \in \mathcal{X}, y \in \mathcal{Y}\}$. Denote by $Z(W) \in [0, 1]$ the Bhattacharyya parameter
of $W$, which is defined as

$$Z(W) = \sum_{y \in \mathcal{Y}} \sqrt{W(y \mid 0)W(y \mid 1)}.$$  

Note that $Z(W)$ is a measure of the reliability of $W$ in the sense that (i) if $Z(W) \approx 0$, then the channel is almost noiseless (e.g., its capacity $I(W) \approx 1$), and (ii) if $Z(W) \approx 1$, then the channel is very noisy (e.g., its capacity $I(W) \approx 0$). The basis of channel polarization consists in mapping two identical copies of the channel $W : \mathcal{X} \rightarrow \mathcal{Y}$ into the pair of channels $W^0 : \mathcal{X} \rightarrow \mathcal{Y}^2$ and $W^1 : \mathcal{X} \rightarrow \mathcal{X} \times \mathcal{Y}^2$, defined as [1, Section I-B], [8, Section I-B],

$$W^0(y_1, y_2 \mid x_1) = \sum_{x_2 \in \mathcal{X}} \frac{1}{2} W(y_1 \mid x_1 \oplus x_2)W(y_2 \mid x_2),$$

$$W^1(y_1, y_2, x_1 \mid x_2) = \frac{1}{2} W(y_1 \mid x_1 \oplus x_2)W(y_2 \mid x_2).$$

Then, the idea is that $W^0$ is a “worse” channel and $W^1$ is a “better” channel than $W$. This statement can be quantified by the following bounds among the Bhattacharyya parameters of $W$, $W^0$ and $W^1$:

$$Z(W) \sqrt{2 - Z(W)^2} \leq Z(W^0) \leq 2Z(W) - Z(W)^2,$$

$$Z(W^1) = Z(W)^2,$$

which follow from Proposition 5 of [1] and from Exercise 4.62 of [27]. By repeating $n$ times the operation (2), we map $2^n$ identical copies of $W$ into the synthetic channels $W_n^{(i)}$ ($i \in \{1, \ldots, 2^n\}$), defined as

$$W_n^{(i)} = (((W_{b_1}^{(i)})_{b_2}^{(i)})^{\cdots}_{b_n}^{(i)},$$

where $(b_1^{(i)}, \ldots, b_n^{(i)})$ is the binary representation of the integer $i - 1$ over $n$ bits. Furthermore, define a random sequence of channels $W_n$, as $W_0 = W$, and

$$W_n = \begin{cases} W_{n-1}^0, & \text{w.p. } 1/2, \\ W_{n-1}^1, & \text{w.p. } 1/2. \end{cases}$$

Let $Z_n(W) = Z(W_n)$ be the random process that tracks the Bhattacharyya parameter of $W_n$. Then, from (3) and (4) we deduce that, for $n \geq 1$,

$$Z_n \begin{cases} \in \left[Z_{n-1} \sqrt{2 - Z_{n-1}^2}, 2Z_{n-1} - Z_{n-1}^2\right], & \text{w.p. } 1/2, \\ = Z_{n-1}^2, & \text{w.p. } 1/2. \end{cases}$$
The synthetic channels $W_n^{(i)}$ are “polarized” in the sense that, as $n$ grows large, they become either completely noisy or completely noiseless. Then, we put information bits in the noiseless synthetic channels, and we “freeze” to a fixed value the remaining ones. Formally, as $n \to \infty$, $Z_n$ converges almost surely to a random variable $Z_\infty$ such that

$$Z_\infty = \begin{cases} 
0, & \text{w.p. } I(W), \\
1, & \text{w.p. } 1 - I(W).
\end{cases} \quad (8)$$

**B. Scaling Exponent**

The fact that the synthetic channels $W_n^{(i)}$ are “polarized” implies that polar codes achieve capacity. The scaling exponent captures the speed at which this phenomenon takes place.

**Definition 1** (Upper bound on scaling exponent): We say that $\mu$ is an upper bound on the scaling exponent if there exists a function $h(x) : [0, 1] \to [0, 1]$ such that $h(0) = h(1) = 0$, $h(x) > 0$ for any $x \in (0, 1)$, and

$$\sup_{x \in (0,1), y \in [x \sqrt{2-x^2}, 2x-x^2]} \frac{h(x^2) + h(y)}{2h(x)} < 2^{-1/\mu}. \quad (9)$$

**Definition 2** (Upper bound on scaling exponent of BEC): We say that $\mu$ is an upper bound on the scaling exponent of the BEC if there exists a function $h(x) : [0, 1] \to [0, 1]$ such that $h(0) = h(1) = 0$, $h(x) > 0$ for any $x \in (0, 1)$, and

$$\sup_{x \in (0,1)} \frac{h(x^2) + h(2x-x^2)}{2h(x)} < 2^{-1/\mu}. \quad (10)$$

The definitions above are motivated by [7, Theorem 1], where it is shown that if $\mu$ is an upper bound on the scaling exponent according to Definition 1 then the gap to capacity $I(W) - R$ scales with the block length as $N^{-1/\mu}$. Note that, when the transmission channel is a BEC, a less restrictive condition $\mu$ is needed, which is captured by Definition 2. Valid choices of upper bounds on the scaling exponent are $\mu = 4.714$ and $\mu = 3.639$ for the special case of the BEC, as shown in [7, Theorem 2].

**C. Construction**

**Definition 3** (Polar code construction): Let $p_e \in (0, 1)$, $W$ be a BMS channel, and $N = 2^n$ be the polar code block length. Then the polar code $C_{polar}(p_e, W, N)$ is obtained by placing the information bits into the positions corresponding to all the synthetic channels whose Bhattacharyya parameter is less than $p_e/N$ and by freezing the remaining positions.
The construction rule of Definition 3 ensures that the error probability under SC decoding is at most $p_e$. In fact, the error probability can be upper bounded by the sum of the Bhattacharyya parameters of the synthetic channels associated with the information bits (cf. Proposition 2 of [1]), and each of them is at most $p_e/N$. Furthermore, this construction rule also ensures that the rate $R$ of the code tends to capacity at a speed captured by the scaling exponent. In particular, by using [7, Theorem 1], we immediately have that the gap to capacity $I(W) - R$ is $O(N^{-1/\mu})$, where $\mu$ is an upper bound on the scaling exponent according to Definition 1 (for the special case of the BEC, see Definition 2).

D. Successive Cancellation Decoding

SC decoding can be equated to passing messages on a binary tree as shown in Figure 1 with priority given to the left branches. Two kinds of messages are passed between the nodes at the binary tree: the logarithmic likelihood ratio (LLR) values which are passed from the top to the bottom of the tree, and the hard bit estimations which are passed from the bottom to the top of the tree. At each node at level $s$ of the SC decoding tree, the LLR values $\alpha = \{\alpha_1, \ldots, \alpha_{2^{s+1}}\}$ are received from a parent node at level $s+1$. The LLR values $\alpha$ are used to calculate the LLR values of the left child node $\alpha^l = \{\alpha_1^l, \ldots, \alpha_{2^s}^l\}$ and the right child node $\alpha^r = \{\alpha_1^r, \ldots, \alpha_{2^s}^r\}$. Furthermore, the hard bit estimations $\beta = \{\beta_1, \ldots, \beta_{2^{s+1}}\}$ are calculated based on the hard bit estimations that are received from the left child node $\beta^l = \{\beta_1^l, \ldots, \beta_{2^s}^l\}$ and the right child node $\beta^r = \{\beta_1^r, \ldots, \beta_{2^s}^r\}$ in accordance with

$$\alpha_i^l = f_s^l(\alpha_i, \alpha_{i+2^s}),$$  \hspace{1cm} (11)

$$\alpha_i^r = f_s^r(\alpha_i, \alpha_{i+2^s}, \beta_i^l),$$  \hspace{1cm} (12)

$$\beta_i = \begin{cases} 
\beta_i^l \oplus \beta_i^r & \text{if } i \leq 2^s, \\
\beta_{i-2^s}^r & \text{otherwise},
\end{cases}$$  \hspace{1cm} (13)

where $\oplus$ is the XOR operator and the functions $f_s^l$ and $f_s^r$ are defined as

$$f_s^l(a, b) = \ln \frac{1 + e^a + e^b}{e^a + e^b},$$  \hspace{1cm} (14)

$$f_s^r(a, b, c) = b + (1 - 2c)a.$$  \hspace{1cm} (15)
Figure 1: SC decoding tree for a polar code with $N = 8$ and $R = 1/2$. The white nodes represent Rate-0 nodes, the black nodes represent Rate-1 nodes, and the gray nodes are neither Rate-0 nodes nor Rate-1 nodes.

At a leaf node of the SC decoding tree, each bit $\hat{u}_i$ is estimated as

$$
\hat{u}_i = \begin{cases} 
0 & \text{if } u_i \text{ is a frozen bit or } \alpha_i^0 > 0, \\
1 & \text{otherwise},
\end{cases}
$$

(16)

where $\alpha_i^0$ is the calculated LLR value of $u_i$. The value of $\hat{u}_i$ is used to update the hard bit estimations at the higher levels of the decoding tree.

SC has a sequential structure in the sense that the decoding of each bit is dependent on the decoding of its previous bits. More formally, while the function $f_s^\ell$ at level $s$ is only dependent on the LLR values that are received from a parent node $(\alpha_i$ and $\alpha_{i+2}^0)$, the function $f_s^r$ is also dependent on a hard bit estimation $(\beta_i^r)$ that is a result of estimating the previous bits (see (11) and (12)). As a result, SC decoding proceeds by traversing the binary tree such that the nodes at level $s = 0$ are visited from left to right. For example, in the SC decoding tree of Figure 1 for a polar code of length $N = 8$, the following schedule in performing $f_s^\ell$ and $f_s^r$ will complete the decoding process:

channel $\rightarrow f_2^\ell \rightarrow f_1^\ell \rightarrow f_0^\ell \rightarrow f_1^r \rightarrow f_0^r \rightarrow f_2^r \rightarrow f_1^r \rightarrow f_0^r \rightarrow f_1^r \rightarrow f_0^r \rightarrow f_0^r$, (17)

where “channel” refers to the time step needed to retrieve channel LLR values. In a fully parallel SC decoder architecture [1], the scheduling in (17) for a polar code of length $N$ results in $2N - 1$ time steps. This corresponds to the number of nodes in the SC decoding tree.
E. Simplified Successive Cancellation Decoding

The sequential decoding nature of SC decoding results in high latency and low throughput when used to decode polar codes. A SSC decoding algorithm was proposed in [21] by identifying two types of nodes in the SC decoding tree that can be decoded efficiently without traversing their child nodes:

- **Rate-0 node**: A Rate-0 node at level $s$ of the SC decoding tree is such that all its leaf nodes at level 0 are frozen bits. Since the values of frozen bits are known to the decoder, there is no need to traverse the decoding tree below Rate-0 nodes and the hard bit estimations can be directly calculated at level $s$ where the Rate-0 node is located. For a Rate-0 node at level $s$ we have
  \[ \beta_i^s = 0, \]  
  where $\beta_i^s$ is the hard bit estimation of the $i$-th bit.

- **Rate-1 node**: A Rate-1 node at level $s$ of the SC decoding tree is such that all its leaf nodes at level 0 are information bits. It was shown in [21] that there is no need to traverse the decoding tree below Rate-1 nodes and the hard bit estimations can be directly calculated at level $s$ where the Rate-1 node is located. For a Rate-1 node at level $s$ we have
  \[ \beta_i^s = \begin{cases} 
  0 & \text{if } \alpha_i^s > 0, \\
  1 & \text{otherwise},
  \end{cases} \]  
  where $\beta_i^s$ is the hard bit estimation and $\alpha_i^s$ is the LLR value.

In fact, SSC decoding can decode Rate-0 and Rate-1 nodes in a single time step. In a binary tree representation of SC decoding, this corresponds to pruning all the nodes that are the children of a Rate-0 node or a Rate-1 node. This is illustrated in Figure 2 for the same example as in Figure 1. The SSC decoding schedule for decoding the example in Figure 2 is:

\[ \text{channel} \to f_2^\ell \to f_1^\ell \to f_1^r \to f_0^\ell \to f_2^r \to f_1^\ell \to f_0^r \to f_1^r, \]  

which requires four fewer time steps in comparison with the required number of time steps for SC decoding in (17). For practical code lengths, SSC has significantly lower latency than SC decoding [21]. This is due to the fact that the number of nodes in the SSC decoding tree is significantly less than the number of nodes in the SC decoding tree.
III. UPPER BOUND ON THE LATENCY OF SSC DECODING

Theorem 1 (Sublinear latency with SSC decoding): Let \( p_e \in (0, 1) \), \( W \) be a BMS channel, and \( N = 2^n \) be the polar code block length. Consider the polar code \( C_{\text{polar}}(p_e, W, N) \) constructed according to Definition \[3\]. Let \( \mu \) be an upper bound on the scaling exponent according to Definition \[1\]. Then the latency of the SSC decoder is \( O(N^{1-1/\mu}) \).

Remark 1 (Sublinear latency with SSC decoding for BEC): For the special case of the BEC, the latency of the SSC decoder is \( O(N^{1-1/\mu}) \), where \( \mu \) is an upper bound on the scaling exponent of the BEC according to Definition \[2\].

The proof relies on two intermediate results, which are stated below and proved in Appendix \[A\].

The first intermediate result provides an accurate bound on the fraction of synthetic channels that are un-polarized in the sense that their Bhattacharyya parameter is not too small and not too large. A tighter result holds for the BEC, see Remark \[2\] in Appendix \[A\].

Lemma 1 (Number of un-polarized channels): Let \( W \) be a BMS channel and let \( Z_n(W) = Z(W_n) \) be the random process that tracks the Bhattacharyya parameter of \( W_n \). Let \( \mu \) be an upper bound on the scaling exponent according to Definition \[1\]. Then, for \( n \geq 1 \) and \( \nu > 1 \),

\[
P(Z_n \in [2^{-\nu n}, 1 - 2^{-\nu n}]) \leq c \cdot 2^{-n/\mu},
\]

where the constant \( c \) depends uniquely on \( \nu \) and it does not depend on \( n \) or \( W \).

Note that if the transmission channel is almost noiseless or very noisy, then the rate of the
corresponding polar code is 1 or 0, respectively. The second intermediate result quantifies this statement by providing sufficient conditions on the Bhattacharyya parameter of the channel so that the polar code has either rate 0 or rate 1.

**Lemma 2** (Sufficient condition for Rate-0 and Rate-1 nodes): Let $p_e \in (0, 1)$, $W$ be a BMS channel, and $N = 2^n$ be the polar code block length. Consider the polar code $C_{\text{polar}}(p_e, W, N)$ constructed according to Definition 3. Then there exists an integer $n_0$ such that for $n \geq n_0$, the following holds:

1) If $Z(W) \leq 1/N^3$, then the polar code $C_{\text{polar}}(p_e, W, N)$ has rate 1.
2) If $Z(W) \geq 1 - 1/N^3$, then the polar code $C_{\text{polar}}(p_e, W, N)$ has rate 0.

At this point, we are ready to prove Theorem 1.

**Proof of Theorem 1**: From the discussion in Section II-E, it suffices to show that the number of nodes of the SSC decoding tree is $O(N^{1-1/\mu})$. As the block length of the code is $N = 2^n$, the synthetic channels go through $n$ steps of polarization, or equivalently, the depth of the decoding tree is $n$. We divide these $n$ steps of polarization in $K$ rounds. For $k \in \{1, \ldots, K\}$, the $k$-th round contains $\delta_k n$ polarization steps. The idea is that, at the end of each round, the number of un-polarized synthetic channels is given by Lemma 1. The remaining synthetic channels are polarized in the sense that their Bhattacharyya parameter is very close to 0 or to 1. Thus, by Lemma 2, these remaining synthetic channels lead to Rate-0 or Rate-1 nodes, which can be pruned.

More formally, after $\delta_1 n$ steps of polarization, there are a total of $N^{\delta_1}$ synthetic channels. By applying Lemma 1 with $\nu = 3/\delta_1$, we have that $c(\delta_1) N^{\delta_1}$ of these channels have a Bhattacharyya parameter that belongs to the interval $[N^{-3}, 1 - N^{-3}]$. Note that $c(\delta_1)$ is a constant that depends uniquely on $\delta_1$ (and not on $N$ or $W$). The Bhattacharyya parameter of the remaining synthetic channels is either smaller than $1/N^3$ or larger than $1 - 1/N^3$. Thus, by Lemma 2 these remaining synthetic channels are Rate-0 or Rate-1 nodes, and they can be pruned. After pruning, the remaining number of nodes is

$$O(N^{\delta_1} + N^{\delta_1(1-1/\mu)+1-\delta_1}).$$

In fact, the term $O(N^{\delta_1})$ in (22) comes from the fact that no pruning takes place in the first $\delta_1 n - 1$ steps of polarization; and the term $O(N^{\delta_1(1-1/\mu)+1-\delta_1})$ comes from the fact that, after pruning, we have $O(N^{\delta_1(1-1/\mu)})$ remaining nodes at depth $\delta_1 n$, and each of these nodes is the
root of a tree containing $2N^{1-\delta_1} - 1$ nodes.

At this point, we can repeat the same procedure with each of the $O(N^{\delta_1(1-1/\mu)})$ remaining nodes at depth $\delta_1 n$. Consider one of these nodes. After $\delta_2 n$ steps of polarization, there are a total of $N^{\delta_2}$ synthetic channels. By applying Lemma 1 with $\nu = 3/\delta_2$, we have that $c(\delta_2) N^{\delta_2}$ of these channels have a Bhattacharyya parameter that belongs to the interval $[N^{-3}, 1 - N^{-3}]$. The Bhattacharyya parameter of the remaining synthetic channels is either smaller than $1/N^3$ or larger than $1 - 1/N^3$. Thus, by Lemma 2 these remaining synthetic channels are Rate-0 or Rate-1 nodes, and they can be pruned. The remaining number of nodes is given by

$$O(N^{\delta_1} + N^{\delta_1(1-1/\mu)+\delta_2} + N^{(\delta_1+\delta_2)(1-1/\mu)+1-\delta_1-\delta_2}).$$  (23)

In fact, the term $O(N^{\delta_1})$ in (23) is the same as in (22); the term $O(N^{\delta_1(1-1/\mu)+\delta_2})$ comes from the fact that we have $O(N^{\delta_1(1-1/\mu)})$ remaining nodes at depth $\delta_1 n$, and no pruning takes place in the following $\delta_2 n - 1$ steps of polarization; and the term $O(N^{(\delta_1+\delta_2)(1-1/\mu)+1-\delta_1-\delta_2})$ comes from the fact that, after pruning, we have $O(N^{(\delta_1+\delta_2)(1-1/\mu)})$ remaining nodes at depth $(\delta_1 + \delta_2) n$, and each of these nodes is the root of a tree containing $2N^{1-\delta_1-\delta_2} - 1$ nodes.

By doing $K$ rounds of this pruning procedure, the remaining number of nodes is given by

$$O \left( \sum_{k=0}^{K-1} N^{(1-1/\mu) \sum_{j=1}^{k} \delta_j + \delta_{k+1}} \right).$$  (24)

In fact, the term $O(N^{\delta_1})$ in (24) comes from the fact that no pruning takes places in the first $\delta_1 n - 1$ steps of polarization; and, for $k \in \{1, \ldots, K - 1\}$, the term $O(N^{(1-1/\mu) \sum_{j=1}^{k} \delta_j + \delta_{k+1}})$ comes from the fact that we have $O(N^{(1-1/\mu) \sum_{j=1}^{k} \delta_j})$ remaining nodes at depth $n \cdot \sum_{j=1}^{k} \delta_j$, and no pruning takes place in the following $\delta_{k+1} n - 1$ steps of polarization.

Note that the remaining number of nodes is given by (24) for any choice of $\{\delta_k\}_{k=1}^{K}$ such that

$$\sum_{k=1}^{K} \delta_k = 1,$$  (25)

as the total number of polarization steps is $n$. Thus, we choose the $\delta_k$’s so that the quantity in (24) is minimized. To do so, we need that the exponents of $N$ in the various terms of the sum are all equal, which gives that

$$\delta_{k+1} = \delta_k/\mu, \quad \forall k \in \{1, \ldots, K - 1\}.$$  (26)
By combining (26) with (25), we conclude that the optimal choice for the $\delta_k$’s is

$$\delta_k = \frac{1}{\mu^{k-1} \sum_{i=0}^{K-1} \frac{1}{\mu^i}},$$  \hspace{1cm} (27)$$

which specializes the bound in (24) to

$$O \left( N^{1/\sum_{i=0}^{K-1} \frac{1}{\mu^i}} \right).$$  \hspace{1cm} (28)$$

Note that

$$\sum_{i=0}^{\infty} \frac{1}{\mu^i} = 1 - 1/\mu.$$  \hspace{1cm} (29)$$

Thus, by taking $K$ sufficiently large, we conclude that the number of nodes of the SSC decoding tree is $O(N^{1-1/\mu+\epsilon})$, for any $\epsilon > 0$.

Define $\mu'$ such that $1/\mu' = 1/\mu + \epsilon$, and note that the inequality (9) in Definition 1 is strict. Then, for $\epsilon$ sufficiently small, $\mu'$ is also an upper bound on the scaling exponent according to Definition 1 and the number of nodes of the SSC decoding tree is $O(N^{1-1/\mu'})$. By using the same argument, we can assume without loss of generality that $\mu$ is a rational number. This implies that, when $n$ is sufficiently large, $\delta_k n \in \mathbb{N}$ for any $k \in \{1, \ldots, K\}$, and the proof is complete.

IV. Numerical Experiments

In this section, we evaluate numerically the latency savings guaranteed by SSC decoding. To this end, polar codes are constructed according to Definition 3 and the latency $L$ of the underlying decoding algorithm is calculated by counting the number of nodes in the corresponding decoding tree. In Figures 3, 4, and 5, we plot the logarithm of the latency ($\log_2 L$) of SC and SSC decoding as a function of $n = \log_2 N$ for $0 \leq n \leq 27$. We consider three different families of channels: the BEC in Figure 3, the BAWGNC in Figure 4, and the BSC in Figure 5. For each family of channels, in the plot on the left, we fix the channel capacity $I(W)$ to 0.5 and compare the latency savings of SSC decoding for two values of $p_e$, namely, $p_e = 10^{-3}$ and $p_e = 10^{-10}$. In the plot on the right, we fix $p_e = 10^{-3}$ and compare the latency savings of SSC decoding for three values of $I(W)$, namely, $I(W) = 0.1$, $I(W) = 0.5$, and $I(W) = 0.9$.

It can be seen that the asymptotic slope of the line corresponding to the logarithm of the latency of SC decoding is 1. In fact, the latency of SC decoding of a polar code of length $N$ is
Figure 3: Latency of SC and SSC decoding of polar codes constructed according to Definition 3 when $W$ is a BEC.

given by $2N - 1$. Conversely, the asymptotic slope of the line that corresponds to the logarithm of the latency of SSC decoding is lower than 1. Furthermore, in all the settings taken into account, this asymptotic slope is close to $1 - 1/\mu$. Recall that $\mu \approx 3.63$ (and $1 - 1/\mu \approx 0.72$) for the BEC, $\mu \approx 4$ (and $1 - 1/\mu \approx 0.75$) for the BAWGN [13], and it is conjectured that $\mu \approx 4.2$ (and $1 - 1/\mu \approx 0.76$) for the BSC. These asymptotic slopes are represented in the dashed blue lines in the plots. Consequently, the numerical experiments of Figures 3, 4, and 5 suggest that the bound of Theorem 1 is tight. Let us point out that the latency tends to be smaller for smaller values of $p_e$ and of $I(W)$ when the block length is not too large. However, the difference between the curves computed for different values of $p_e$ and $I(W)$ tends to vanish as the block length increases.

We also evaluated the effect of using Fast-SSC decoding [22]. This is a pruning technique of the SC decoding tree where two additional constituent codes are introduced; these constituent
codes can be decoded in parallel in a single time step. As a result, the nodes in the SC decoding tree which correspond to these two nodes can also be pruned. These additional nodes are:

- **Repetition (Rep) node**: A Rep node in the SC decoding tree is such that all its leaf nodes at level 0 are frozen bits except for the rightmost leaf node which is an information bit.
- **Single parity-check (SPC) node**: A SPC node in the SC decoding tree is such that all its leaf nodes at level 0 are information bits except for the leftmost leaf node which is a frozen bit.

Figure 6 shows the logarithm of the latency for Fast-SSC decoding in comparison with that of SC decoding and SSC decoding. Similar to the previous numerical experiment, we consider the cases in which $W$ is a BEC, a BAWGNC, and a BSC. For all three channels it can be seen that, at finite code lengths, Fast-SSC decoding brings significant latency savings compared to SSC decoding. However, the asymptotic slope of $\log_2 L$ for Fast-SSC decoding is close to that
of SSC decoding. Therefore, we conjecture that asymptotically most of the savings in latency comes from pruning Rate-0 and Rate-1 nodes.

V. CONCLUSIONS

This paper proves that the latency of the simplified successive cancellation decoder proposed in [21] is sublinear in the block length. More specifically, we show that the latency scales at most as $N^{1-1/\mu}$, where $N$ is the block length and $\mu$ is the scaling exponent of the transmission channel. This is significantly better than the latency of the standard successive cancellation decoder, which scales linearly in the block length. Numerical simulations show that our proposed bound is tight and that pruning additional constituent codes does not improve much the latency for large $N$. Proving rigorous lower bounds on the latency is an interesting avenue for future research. As shown in [26], changing the code construction has proved beneficial to reduce the time complexity per information bit. Thus, another interesting direction for future work is to allow
Figure 6: Latency of SC, SSC, and Fast-SSC decoding of polar codes constructed according to Definition 3 with $p_e = 10^{-3}$ and $I(W) = 0.5$. for variants in the construction of the polar code, in order to further reduce the latency of the decoding process.

**ACKNOWLEDGMENTS**

M. Mondelli was partially supported by grants NSF DMS-1613091, CCF-1714305, IIS-1741162 and ONR N00014-18-1-2729. S. A. Hashemi is supported by a Postdoctoral Fellowship from the Natural Sciences and Engineering Research Council of Canada (NSERC) and by a Stanford SystemX token from Huawei.
Proof of Lemma [1]: We follow a strategy similar to the proof of [1] Theorem 1. Let \( h(x) \) be the function of Definition [1] and define

\[
\rho_1 = \min \left( \frac{1}{2} - \log_2 \sup_{x \in (0,1), y \in [x\sqrt{2-x^2}, 2x-x^2]} \frac{h(x^2) + h(y)}{2h(x)} \right). \tag{30}
\]

Set

\[
\gamma = \frac{1}{\nu} \log_2 \left( 1 + \frac{2^{-1/\mu} - 2^{-\rho_1}}{2^{-1/\mu} + 2^{-\rho_1}} \right). \tag{31}
\]

By using (9) and the fact that \( \mu > 2 \), we immediately realize that \( 2^{-1/\mu} - 2^{-\rho_1} > 0 \), hence that \( \gamma > 0 \). In addition, it is easy to check that \( \gamma < 1 \). Then, by [1] Lemma 6, for \( n \geq 1 \) and for any \( \delta > 0 \),

\[
\mathbb{E} [(Z_n(1 - Z_n))^\gamma] \leq \frac{1}{\delta} \left( 2^{-\rho_1} + \sqrt{2} \frac{\delta}{1 - \delta} c_1 \right)^n, \tag{32}
\]

where \( c_1 \) is a constant that depends only on \( \nu \) (and not on \( n, W \)). Set

\[
\delta = \frac{2^{-1/\mu} - 2^{-\rho_1}}{2\sqrt{2} c_1 + 2^{-1/\mu} - 2^{-\rho_1}}. \tag{33}
\]

Since \( 2^{-1/\mu} - 2^{-\rho_1} > 0 \), (33) is a valid choice for \( \delta \). By combining (32) and (33), we deduce that

\[
\mathbb{E} [(Z_n(1 - Z_n))^\gamma] \leq c_2 \left( \frac{1}{2} (2^{-1/\mu} + 2^{-\rho_1}) \right)^n, \tag{34}
\]

where \( c_2 \) is a constant that depends only on \( \nu \) (and not on \( n, W \)). The proof follows from the chain of inequalities below:

\[
\mathbb{P} \left( Z_n \in [2^{-\nu n}, 1 - 2^{-\nu n}] \right) \overset{(a)}{=} \mathbb{P} \left( (Z_n(1 - Z_n))^\gamma \geq (2^{-\nu n}(1 - 2^{-\nu n}))^\gamma \right) \overset{(b)}{\leq} \mathbb{E} [(Z_n(1 - Z_n))^\gamma] \overset{(c)}{\leq} \frac{c_2 \left( \frac{1}{2} (2^{-1/\mu} + 2^{-\rho_1}) \right)^n}{(2^{-\nu n}(1 - 2^{-\nu n}))^\gamma} \overset{(d)}{\leq} 2 c_2 \left( \frac{1}{2} (2^{-1/\mu} + 2^{-\rho_1}) 2^{\nu \gamma} \right)^n \overset{(e)}{=} 2 c_2 2^{-n/\mu},
\]

where the equality (a) uses the concavity of the function \( f(x) = (x(1 - x))^\gamma \); the inequality (b) follows from Markov inequality; the inequality (c) uses (34); the inequality (d) uses that \( 1 - 2^{-\nu n} \geq 1/2 \) for any \( n \geq 1 \) and \( \nu > 1 \); and the equality (e) uses the definitions (31) and (33).
Remark 2 (Number of un-polarized channels for BEC): For the special case in which $W$ is a BEC, the result (21) holds, where $\mu$ is an upper bound on the scaling exponent of the BEC according to Definition 2. This is proved by setting
\[
\rho_1 = \min \left( \frac{1}{2}, -\log_2 \sup_{x \in (0,1)} \frac{h(x^2) + h(2x - x^2)}{2h(x)} \right),
\]
and by following the same argument of the proof above.

Proof of Lemma 2: We start by proving the first result and by assuming that $Z(W) \leq 1/N^3$. Then, by using (7), we have that, for any $i \in \{1, \ldots, N\}$,
\[
Z(W_n^{(i)}) \leq 1 - \left( 1 - \frac{1}{N^3} \right)^N.
\]
Furthermore, the following chain of inequalities holds:
\[
1 - \left( 1 - \frac{1}{N^3} \right)^N = 1 - e^{N \ln(1-1/N^3)} \leq 1 - e^{-N/(N^3-1)} \leq 1 - \left( 1 - \frac{N}{N^3 - 1} \right) = \frac{N}{N^3 - 1},
\]
where in (a) we use that $\ln(1-x) \geq -x/(1-x)$ for any $x \in (0,1)$ and in (b) we use that $e^{-x} \geq 1-x$ for any $x < 1$. By combining (37) and (38), we conclude that, for sufficiently large $N$, $Z(W_n^{(i)}) \leq p_e/N$ for any $i$. Thus, the polar code $C_{\text{polar}}(p_e, W, N)$ has rate 1.

Let us now prove the second result and assume that $Z(W) \geq 1 - 1/N^3$. Then, by using (7) and (38), we have that, for any $i \in \{1, \ldots, N\}$,
\[
Z(W_n^{(i)}) \geq \left( 1 - \frac{1}{N^3} \right)^N \geq 1 - \frac{N}{N^3 - 1}.
\]
Consequently, for sufficiently large $N$, $Z(W_n^{(i)}) > p_e/N$ for any $i$, and the polar code $C_{\text{polar}}(p_e, W, N)$ has rate 0.
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