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The concern that China is well-positioned to overtake current U.S. leadership in artificial intelligence in the coming years has prompted a simply stated but challenging question. How should democracies effectively compete against authoritarian regimes in the AI space?

Policy researchers and defense strategists have offered possible paths forward in recent years, but the task is not an easy one. Particularly challenging is the possibility that authoritarian regimes may possess structural advantages over liberal democracies in researching, designing, and deploying AI systems. Authoritarian states may enjoy easier access to data and an ability to coerce adoption of technologies that their democratic competitors lack. Authoritarians may also have stronger incentives to prioritize investments in machine learning, as the technology may significantly enhance surveillance and social control. No policy consensus has emerged on how the United States and other democracies can overcome these burdens without sacrificing their commitments to rights, accountability, and public participation.

This paper offers one answer to this unsettled question in the form of a “terrain strategy.” It argues that the United States should leverage the malleability of the AI field and shape the direction of the technology to provide structural advantages to itself and other democracies. This effort involves accelerating the development of certain areas within machine learning (ML)—the core technology driving the most dramatic advances in AI—to alter the global playing field.

This “terrain” approach is somewhat novel in literature on AI, national strategy, and geopolitical competition. However, the framework presented
here adopts an established, time-tested approach taken by the U.S. government in structuring investments in other domains of scientific research. From the National Science Foundation to Project Apollo, the United States has played a major role in advancing progress on scientific problems relevant to the national interest but lacking sufficient support from industry.

An examination of these issues through a “terrain” lens suggests democracies should invest their resources in three critical domains:

- **Reducing a dependence on data.** Authoritarian regimes may have structural advantages in marshaling data for ML applications when compared to their liberal democratic adversaries. To ensure better competitive parity, democracies should invest in techniques that reduce the scale of real-world data needed for training effective ML systems.

- **Fostering techniques that support democratic legitimacy.** Democracies may face greater friction in deploying ML systems relative to authoritarian regimes due to their commitments to public consent. Enhancing the viability of the technology in a democratic society will require investing in ML subfields, including work in interpretability, fairness, and privacy.

- **Challenging the social control uses of ML.** Recent advances in AI appeal to authoritarian regimes in part because they promise to enhance surveillance and other mechanisms of control. Democracies should advance research eroding the usefulness of these applications.

This paper makes the case for the terrain strategy in two parts. The first proposes a strategic framework for thinking about global competition in AI and argues for shaping the research field to give the United States and other democracies an advantage in deploying the technology. The second fleshes out this framework, recommending specific, promising technical domains that the United States should accelerate in order to execute on this strategy.
Leadership in technological innovation has long been a crucial national security asset to the United States. From atomic energy and stealth technology to the internet and genetic engineering, the United States has led the way in nearly all the major breakthroughs of the last decades. This has served its interests not just on the battlefield but economically as well.

The potential loss of this national technological lead serves as a powerful motivating force and locus of discussion in national security circles. The Soviet Union’s launch of Sputnik in 1957 triggered a major surge of investment and coordination activity to ensure the United States was not left behind in aerospace technology. Numerous, less popularly known examples pop up in other domains, including security concerns around a perceived loss of superiority in developing supercomputers and green technology, as well as more conventional fears over new weapons technology such as hypersonic missiles. Commentators worry too about the decline of science and technology education in the United States and its long-term impact on the nation’s global dominance.

In recent years, China has stoked these fears perhaps most among U.S. security analysts. Chinese technology firms seem well poised to compete, if not outcompete, their U.S. counterparts. The Chinese government has made several major announcements signaling an aggressive campaign to invest in and quickly advance a range of critical technologies. To the extent that U.S. political and economic dominance hinges on technological dominance, the two global powers seem poised to settle in for an extended period of competition.
Recent breakthroughs in artificial intelligence—specifically in the subfield of AI known as machine learning (ML)—have become wrapped up in this broader concern around a loss of the U.S. technological edge. China has made AI a key priority, announcing a raft of new initiatives that signal major investment and state interest in becoming a global leader in ML. In July 2017, the Chinese government announced its “Next Generation Artificial Intelligence Development Plan,” a detailed and specific agenda designed to position China as the world’s premier AI innovation center by 2030. Chinese cities and states have pledged billions of dollars to support AI development in their regions. Chinese universities train massive numbers of engineers and researchers in the field, and Chinese products powered by AI have proven wildly successful both at home and abroad. By October 5, 2018, China boasted 14 “unicorn” AI companies—private companies valued at $1 billion or more. Mobile application unicorn ByteDance, which owns TikTok, credits its successful expansion beyond the Chinese market to the broad applicability of user data collected and processed with technologies developed in ByteDance’s AI lab. Commercial drone manufacturer DJI, based in Shenzhen, has partnered with Microsoft to build out a suite of AI capabilities to enhance its hugely popular remote-controlled robots.

The United States, which has made AI a core part of its defense strategy and whose leading companies have made AI a key differentiator in their products and services, perceives these developments as a major national security risk. Some commentators have dubbed the competition between the United States and China a new “arms race” in AI. Congress has also taken action, creating and funding in 2018 the National Security Commission on Artificial Intelligence, tasked with reviewing developments in AI to address the national and economic security needs of the United States and seek out “opportunities to advance U.S. leadership.”

The concern that China is well positioned to overtake current U.S. leadership in AI has prompted policymakers to question how the United States should most effectively compete in the AI space. Policy researchers and defense strategists have offered a number of different possible paths forward. But this has not been an easy task. One particularly thorny challenge has been the possibility that authoritarian regimes may possess structural advantages over liberal democracies in researching, designing, and deploying AI systems. Authoritarian states may enjoy easier access to data and more effective tools to coerce adoption of technologies that their democratic competitors do not. Authoritarians may also have stronger incentives to prioritize investments in ML as the technology may significantly enhance their systems of surveillance and social control.
This paper offers one answer in the form of a “terrain strategy.” It argues that the United States should leverage the malleability of the field of AI and work to shape the direction of research in ways that provide structural advantages to itself and other democracies. This involves accelerating the development of certain areas within ML—the core technology driving the most dramatic advances in AI—to alter the global playing field of the technology. Such an approach would prioritize investments in research that reduces dependence on large corpora of real-world training data, improves the technology’s democratic viability, and attacks the social control uses of high value to authoritarian states.

In essence, the terrain strategy seeks to empower democracies to effectively compete in the technology by reshaping the nature of the technology itself. Competing in AI without engaging with the technology in this way will leave the United States in particular and democracies in general at a structural disadvantage against their authoritarian competitors. Even worse, democracies may be in the unenviable position of having to compromise on core values like privacy in an effort to preserve their technological lead. The terrain strategy offers one path whereby democracies might effectively compete without having to make such sacrifices.

It is easy to assume that AI is a monolithic, single technology whose applications, research ecosystem, and future directions are already settled. This picture does not reflect reality. ML is both highly multi-faceted and deeply malleable. Rather than a single monolith, the technology is better understood as a broad family of related but distinct techniques, each with unique strengths and weaknesses.

The competitive strategy around AI must take these characteristics into account. It is not just a matter of whether or not to invest in ML, but specifically what provides the greatest national benefit within the domain of ML. Failing to examine these details may prevent the national security community from identifying important opportunities that enable the United States to retain its edge and even outpace competitors like China in the mid- to long-term.

The first part of this paper proposes a strategic framework for thinking about global competition in AI and argues for shaping the research field to give the United States and its allies the advantage in the technology. The second fleshes out this framework, recommending specific, promising technical domains that the United States should accelerate in order to execute on this strategy.
he current state of play in ML favors authoritarian societies over democratic ones. To win, democracies must work to re-shape the competitive dynamics of ML in order to retain their leadership. This section outlines why these structural advantages exist and how AI might be reshaped to rectify this imbalance, then argues that democratic governments should play a role in addressing private underinvestment in certain areas of ML research.

ACCESS TO INPUTS DEFINE COMPETITIVE ADVANTAGE IN ML

Viewing ML as a technology whose success depends on the availability of a specific set of resources enables us to think concretely about the kinds of actors and entities that are best positioned to obtain the benefits of these technologies.

It is worthwhile to take a step back from the intense hype around ML to think for a moment about what the technology actually is. Simply stated, ML is the subfield of AI studying computer systems that improve through processing data. This improvement process is called “training.” The training process generates a piece of code—known in the field as a “model”—which ideally can then accomplish the trained task.

Consider the example of teaching a computer to recognize a cat in a photo. ML requires a large corpus of training data to do this: images of cats that are manually labeled by annotators as depicting a cat. These are processed through a learning algorithm, whereby a model is generated that associates the visual of the cat with the label “cat.” This training process, in effect, is a large number of mathematical operations enabling the machine to infer a set of rules that accomplish the task: detecting a
cat in an image effectively. If the process is successful, the resulting model can then accomplish this task with novel images it has not seen before.

From even this rudimentary example, it is clear that the successful use of ML relies on a few core inputs.\textsuperscript{12} Specifically, it requires (1) \textit{training data}, which are the examples that the algorithm learns from; (2) \textit{learning algorithms}, the algorithms that execute the training process; (3) \textit{computational power}, the computers necessary to run the many calculations needed to generate a model; and (4) \textit{talent}, the human expertise necessary to set up these systems and assess the quality of the resulting model. For the vast portion of ML applications used today, the absence of one of these resources will result in poor quality models or an inability to create ML systems at all.

It is possible to look to these inputs to make concrete predictions about the relative advantages and disadvantages that different actors bring to the competitive landscape. Imagine for a moment the marketplace for cat detection technologies. Who in the market is well poised to offer an ML-driven cat detection system? Will it be one of the existing, established players in the space, or an upstart? Among upstarts and incumbents, who will have the strongest chance at building the highest-performance systems?

The business running an online cat lover community may already have access to a large number of cat images; this access places it at a cost advantage against a business that needs to purchase this training dataset from a third party or hire photographers to go out and collect many photos of cats. Similarly, an upstart company with extensive expertise building ML models in other domains might come to the market with an established team of experts, allowing it to outcompete an incumbent cat photo sorting giant with a lower capacity to recruit specialists to build the technology.

Of course, none of these assessments is definitive in determining who might emerge as the dominant business in a sector. A wily competitor able to market effectively their subpar AI systems might still prevail over a company offering a technically superior product. Whether or not a competitor with more relevant data but less technical expertise triumphs over a rival with less data but more technical expertise will be highly dependent on the context. Non-technical factors, such as organizational effectiveness in integrating the technology into existing processes, the costs of training personnel, and the quality of software development practices will play a major role.\textsuperscript{13} Inputs set the stage, but there is no law that makes them determine the final outcome.

Nonetheless, it is indisputable that the relative distribution of access to ML inputs exerts a powerful influence over the competitive dynamics between actors and shapes the strategies they might bring to the field. Such a lens allows us to make
some structured conjectures around the structural advantages and disadvantages that different actors face in attempting to leverage the benefits of ML.

AN AUTHORITARIAN ADVANTAGE

The relationship between inputs and competitive dynamics in ML can be generalized beyond commercial competition between businesses in next-generation cat detection. The effectiveness of an ML system is based on the ability to marshal relevant data, computing power, learning architectures, and expertise. That applies regardless of whether the task is to create ML systems for sorting cat images or piloting a military drone.

This analysis can be expanded to ask a far broader question: are certain societies or governance structures more or less able to leverage the benefits of ML? More to the point, are centralized autocracies better or worse than liberal democracies in building, training, and deploying AI, particularly for forwarding the interests of a state?

There are three reasons to believe that authoritarian regimes have a relative advantage. For one, they may have an easier time acquiring data for training ML applications, in part because they may already maintain an existing infrastructure for ubiquitous surveillance that enables easy data collection. Moreover, there may be no strong legal mechanisms to protect citizen privacy or prevent the state from compelling companies to provide access to their data.

In contrast, liberal democracies may impede the collection of data through relatively robust privacy regimes. To the extent that these societies have large-scale systems of data collection, these datasets may be centralized within private corporations with legal protections, rather than in an institution immediately accessible by the state.

Second, authoritarian regimes can more effectively force the deployment of novel ML technologies, allowing these systems to be rolled out and fine-tuned through subsequent data collection without needing to obtain the consent of the general public.

Democratic commitments to public consent mean citizens have comparatively more mechanisms for resisting unwanted deployments of ML technology. Individuals and civil society organizations can protest or bring lawsuits to prevent the adoption of certain ML systems. Media freedoms allow journalists to expose and rally public opinion against objectionable uses of the technology. Key communities of technical specialists can refuse to work on certain applications of ML, and discourage their employers from doing so, as well.

Third, the surveillance and control interests that authoritarians bring to their investments in ML may also make it challenging for liberal democracies to make the comparable financial commitments necessary to retain their lead on the cutting
edge of the technology. For authoritarian regimes, refining and perfecting ML may go directly to a core priority of sustaining and protecting the state, whereas democratic societies may face more conflicting incentives around whether or not to prioritize and coordinate their investment.

Authoritarian regimes, therefore, may be able to train, deploy, and improve ML systems more effectively than democratic societies. Facial recognition technology provides a concrete illustration of these authoritarian advantages. Companies specializing in building facial recognition models such as SenseTime have benefitted significantly from collaborations with the Chinese government on surveillance applications. These collaborations have yielded access to extensive face data for training ML models and provided opportunities to test their technology at scale without the need for public consent.

Training and deploying facial recognition systems has not been as easy in the United States. Academic researchers have criticized companies marketing these technologies, highlighting the gender and racial biases that facial recognition systems might perpetuate. Journalists have aggressively exposed unscrupulous practices that some startups have engaged in to gather training data. Civil society organizations have successfully lobbied for municipal bans on the use of the technology throughout the country. Industry leaders in ML such as Google have spoken out in favor of a moratorium on the use of facial recognition technologies. Driven by the public concern around facial recognition, Congress is considering laws that would require consent before collecting or sharing face data.

The result is that the U.S. government and companies contend with a more difficult environment for collecting data to train facial recognition capabilities and have less freedom to deploy these systems once trained. While this resistance works to protect civil liberties in the United States, the outcome is that Chinese companies will likely continue to lead in ML-based facial recognition technologies for the foreseeable future.

These structural advantages do not automatically determine the winner in AI competition. Autocratic rollouts of ML-driven surveillance and social control mechanisms have occasionally been far less successful than some commentators have made them out to be. Moreover, citizens of autocratic regimes have found numerous ways to defend their privacy and subvert state surveillance even in the absence of formal legal mechanisms. Governments may acquire a cutting-edge technology, only to find that bureaucratic politics thwarts its usefulness in practice. The specifics will matter. But all else being equal, autocracies have an edge when it comes to building and deploying AI systems.

This raises an important question: given the structural advantages that more autocratic regimes bring to competition around AI, how can democracies retain and expand their edge in the technology?
The national security community has leaned heavily on a relatively small set of tools to answer this question. Frequently cited proposals include streamlining the process for government funding of non-defense companies, increasing AI R&D budgets, developing private sector incentives—namely generous tax breaks—and recruiting talent from other countries. While these policies would improve democratic competitiveness in AI, they do not directly address the core structural advantages authoritarian regimes can bring to the table in advancing the state of the art in ML. Democracies are left fighting an uphill battle, contending with headwinds their competitors do not face.

Perhaps more troubling, democracies such as the United States may choose to compromise on their values in order to compete effectively in ML. Executive orders have already been issued to lower barriers to accessing citizen data in order to increase the availability of training data for ML systems. Policies like these erode privacy protections for the sake of accelerating AI development. Democracies should seek to compete effectively while preserving their core values, rather than move in a more autocratic direction to preserve some semblance of technological parity.

Democracies can do better than this. The shape of AI is not fixed, but in flux. The United States can strategically rewrite the underlying competitive dynamics of the technology, working to offset the structural advantages that autocracies enjoy while mitigating the structural challenges that democracies face.

**THE MALLEABILITY OF ARTIFICIAL INTELLIGENCE**

Most popular reporting on breakthroughs in ML tends to emphasize the advancement of the technology: a new performance milestone passed, a new level of investment reached, or a new application of the technology discovered. Less frequently spotlighted is that the practice of ML itself has rapidly morphed over the past decade of rapid progress. Democracies can take advantage of this malleability to offset autocratic advantage.

ML has not merely improved; it has fundamentally changed. Some of these changes concern the practical ecosystem of engineering in ML systems. For one, the high-profile nature of the technology has encouraged a massive influx of talent into the field, from highly specialized researchers working in the field and advancing the state of the art to an increasing pool of yeoman software engineers familiar with the basics of the technology. The universe of practical techniques, tools, and resources available for building ML systems has also expanded. This includes the development of open-source software packages for using ML, such as TensorFlow and PyTorch, and a range of training and educational resources for learning techniques in the field.

Other changes concern the research field of ML itself: the last decade of activity has led to shifts in what is being done with the technology—and how. Progress has
been made in the subdomain of research focusing on “few shot” learning—the challenge of developing ML systems that can perform a task effectively with significantly less training data than typically required.\textsuperscript{29} Adversarial examples—the subdomain of research focusing on the creation of and defense against seemingly innocuous inputs that can manipulate the behavior of ML systems—have also become a major area of activity in the past few years.\textsuperscript{30}

These changes are important because they modify the strategic landscape around AI. For example, the rapidly increasing pool of available global talent working in ML makes it more challenging for an actor to gain a robust strategic advantage by monopolizing key personnel. In the early 2010s, by contrast, ML had not yet received mainstream attention and the number of leading researchers focused on these technical problems was comparatively small.\textsuperscript{31}

Overcoming specific technical hurdles may be even more strategically significant. For example, major breakthroughs in “one shot” and “few shot” learning might reconfigure the competitive landscape. These techniques lower the requisite quantity of data needed to train a high-performance ML system. Democracies could leverage these techniques to produce effective AI systems despite having more limited access to data than their authoritarian counterparts. In this sense, “one shot” and “few shot” learning can work to offset a key authoritarian advantage in AI competition.

The reasons for these technical breakthroughs are not mysterious: progress on a given problem will depend in part on researchers and technologists deciding to focus their energies on solving that problem. This makes the field and the shape of ML malleable insofar as an actor can influence how the technical community prioritizes its efforts.

Democracies can use this malleability to their advantage. They can work to encourage progress on technical challenges that, if resolved, would mitigate the structural advantages that authoritarians currently bring to AI competition. Failing to do so may mean that democracies perpetually compete on uneven terrain.

**THE ROLE OF GOVERNMENT IN SHAPING THE AI TERRAIN**

ML is multifaceted, and a state might potentially invest in a wide range of targets in an attempt to shape the strategic terrain of the technology. How should governments identify the opportunities that will yield the greatest impact?

Governments do not act alone in investing in ML. Quite the opposite, the funding and support flowing from states is just one part of a vast ecosystem of corporations and other funders that are financing AI around the world. This funding constitutes a set of market forces pushing and pulling the field of ML in different directions.
Some of these directions might make it more likely for liberal democracies to excel in the technology, while others might make it less so.

For each potential area of investment, one can ask if the existing ecosystem of financial and human capital will work to systematically shift the field toward ensuring that democracies can compete on even-footing or at an advantage. Is the field making it easier over time for democracies to overcome their limitations in obtaining training data? Is the field expanding the ability for ML engineers to meet requirements for public consent in the rollout of these systems?

Where the market produces underinvestment in certain problem areas, the state can shape incentives to change the level of activity in that domain. For areas with sufficient private investment, governments can allow the market to shape the field. In other words, governments might act as an effective “gap filler” in the space by accelerating and fostering work on problems that otherwise would receive insufficient support due to the market incentives facing the private sector.

This method does not require a substantial change in how liberal democracies engage in scientific research. It instead applies an existing, long-standing approach. Vannevar Bush, whose seminal 1945 report *Science—the Endless Frontier* “entrenched the concept of government patronage of scientific research in policy discourse” and inspired the creation of the National Science Foundation, recommended a similar framework. As he wrote, “[t]here are areas of science in which the public interest is acute but which are likely to be cultivated inadequately if left without more support than will come from private sources. These areas … should be advanced by active Government support.” This should continue to be an organizing principle even in today’s dynamic ML research environment.

This “gap filler” approach suggests that democracies should place their resources into advancing ML along three dimensions: data efficiency, democratic viability, and subversion of social control.

First, democracies should invest in solving a set of technological problems that reduce or replace the reliance of ML systems on massive datasets. Liberal democracies will face a comparatively harder environment for acquiring data than authoritarian regimes due to their commitments to privacy and private enterprise. Reducing the data requirements needed to create effective ML systems will help eliminate a hard tradeoff between acquiring data and maintaining democratic values. It will also allow democracies to better compete at parity with their authoritarian competitors in training a range of AI systems. Leading industrial labs often assume plentiful access to data, limiting their incentives to make solving these types of data-scarce technical challenges a top priority. Investing in this area may offer great promise.
Second, democracies should invest in advancing state-of-the-art techniques to ensure the technology is democratically viable. Liberal democracies will face challenges in unilaterally imposing technologies on their publics and in forcing collaborations between private industry and the state. Advancing methods and know-how that improve transparency, ensure fairness, and protect privacy will raise the possibility of consensual adoption of ML systems. This will work to offset the authoritarian advantage of being able to deploy AI systems unilaterally. Democracies can rally fragmented research efforts on these topics, helping to speed innovation and foster global norms around values that should be embedded in ML systems.

Finally, democracies should invest in a set of methods that actively undermine and raise the risks of using these technologies for social control. This prong focuses on eroding the advantages authoritarian regimes may enjoy from developments in ML, rather than eliminating the structural disadvantages that liberal democracies may face. Investing in technologies that attack these applications will reduce their value to authoritarian regimes, potentially reducing investment by these regimes in the field over time and allowing democratic investment to more easily keep pace. This space is likely to see under-investment from the private sector. Although corporations have strong interests in building defenses against attacks on ML systems, they do not have similar incentives to commoditize and distribute tools to enable those attacks in the first place.

The second part of this report examines each of these prongs in greater detail. For each, this paper argues the case for these priorities, highlights a series of specific technical areas in which investment might make a major impact, and examines the strategic implications if successful.
Democratic societies should invest in advancing the field of ML in ways that offset authoritarian advantages in creating and deploying AI systems. Three research areas are likely to produce the highest impact on this front: improvement of data efficiency, enhancement of democratic viability, and subversion of social control.

REDUCING DATA DEPENDENCE
ML has traditionally relied upon access to a large corpus of data, which is used to train the statistical models solving the problem at hand. Detecting objects in images requires access to many images that have already been tagged with the objects of interest. Creating a translation system between two languages requires access to a large existing body of bilingual texts. Conversely, failure to acquire data relevant to the training task has imposed a hard limit on the level of performance of ML systems.

This technical hurdle advantages authoritarian societies over democratic ones. Privacy protections and a fragmented data landscape in democracies may make it more challenging to acquire the datasets needed to produce effective ML systems. Even when private companies—platforms such as Google or Facebook—possess access to massive amounts of data, governments in democratic societies may have difficulty accessing this data freely. Authoritarians therefore possess a “data advantage”—not in the aggregate amount of data they hold, but in their ease of accessing plentiful training data when needed.

Liberal democracies could take a heavy-handed approach of working to eliminate these privacy protections and expand the ease of government and corporate access to training data. This is a high-cost, time-consuming
endeavor, in some cases requiring a sacrifice of strongly held democratic values to obtain the benefits of the technology.

Such compromises may not be necessary. Rather than concede that ML will forever require large, real-world datasets, targeted investments in the technical field could potentially erode the authoritarian benefit of relatively frictionless data collection. This may allow democratic societies to better benefit from the technology and produce ML systems that perform at similar parity without expansive data collection, significantly leveling the playing field.

This area may be a particularly promising one for acceleration and support in part because it is likely that the market will systematically underinvest in their development over time. One of the main motivations underlying major investments in ML and AI by companies like Google and Facebook is that these technologies leverage the massive datasets that these businesses already possess to enable next-generation products and services.\textsuperscript{35} To that end, many industrial labs have invested aggressively toward advancing ML techniques where an abundance of data is presumed.

Some investment into research on making ML methods work in data-limited environments does exist. Indeed, government research agencies like DARPA already support such research.\textsuperscript{36} However, pressures to prioritize this work will remain limited so long as the primary use case of the technology remains situations in which data is plentiful.

**Investment Opportunities**

Three subdomains of technical research could reduce the dependence of ML techniques on access to massive corpora of data: “few shot” or “one shot” learning, simulation learning, and self-play. These are promising areas for investment.

First, “few shot” or “one shot” learning techniques seek to enable ML systems to effectively train on a task with a significantly smaller quantity of data than typically necessary. These improvements can occur in many places throughout the design of an ML system, restructuring everything from the training data to the model itself in an effort to make training more efficient.\textsuperscript{37} More ambitious in this context, “zero shot” learning seeks to enable an ML system to generalize to a task it has not previously been trained on.\textsuperscript{38}

Second, simulation learning focuses not on reducing the overall amount of data necessary for the training process, but on sourcing that data virtually and thus potentially more cheaply. A classic illustration of this approach’s data advantage is in the problem of training a robot arm to successfully grasp an object. Applying ML to this task could mean physically assembling a bank of robotic arms repeatedly attempting to grasp different objects.\textsuperscript{39} While this method does enable robotic arms
to learn to manipulate three-dimensional objects, the physical costs of setting up and maintaining such a system to collect data can be expensive.

Simulation bypasses the cost and complexity of maintaining physical robots. Instead, a simulated robotic arm in virtual space repeatedly attempts to pick up virtual objects. With an accurate simulation of the physical world, the machine is able to learn how to grasp an object in a real robot. This reduces the need to draw the data from the real world, and in some contexts, may offer cheaper sourcing of relevant data than physical collection.

Finally, self-play refers to methods in which reinforcement learning agents are set to compete with one another to improve their performance. In some contexts, this can reduce or eliminate entirely the need to draw on real world data to train a system. One striking illustration of this technique is in the transition from AlphaGo—DeepMind’s system for playing the game of Go, which bested 18-time world champion Lee Sedol in 2016—to AlphaZero, a successor system introduced in late 2017. The earlier AlphaGo system was trained initially on 30 million moves of Go drawn from games played by humans to gain an understanding of the rules. Its successor, AlphaZero, entirely eliminated the need for any real-world data, replacing it with successive rounds of play against itself to achieve expert performance. The result is similar to simulation learning: the creation of highly proficient systems of AI without a reliance on real-world data.

These research areas are noteworthy because they reduce the potential advantage of a competitor who either enjoys low-cost access to relevant data, or who already possesses significant endowments of data. Advancements in basic research could reduce the barrier to entry for training “data scarce” ML systems with comparable performance to those trained on larger datasets. This development may aid democratic governments in keeping pace with more autocratic competitors and may even help businesses and researchers in democratic societies keep up with counterparts in competitor nations.

**Strategic Implications: Narrow Parity**
Reducing the dependence of ML systems on immense, real-world datasets would encourage competitive parity between democratic states and authoritarian ones. However, there is an important caveat to this analysis.

Even if democracies make strong investments in reorienting ML toward research on achieving high performance in low data situations, they are likely to see only a narrow form of parity with their authoritarian competitors. Many of the identified areas of opportunity are effective only in particular circumstances. Even with major breakthroughs around some of these research challenges, existing trends do not suggest that these developments would cause the data barrier to entry to fall across all potential applications of ML at once.
Simulation learning is a good example of this limited form of strategic parity. The success of simulation learning depends on the level of similarity between the simulation and the eventual real-world operational environment an ML system will be deployed in. For example, training an ML agent to fly a drone in a virtual environment without wind may lead to poor performing systems in actual flight if windy conditions exist.

Simulation learning is particularly applicable to environments where many of the underlying principles are understood. Training robots to move through physical space and complete tasks like grasping demonstrates some of the most impressive applications of simulation learning because these simulations approximate real-world conditions. Simulation learning may prove less effective in creating models to accomplish tasks in domains where the underlying rules are less well understood or less conducive to quantification. Developing accurate proxy simulations for the expression of human emotions or group behavior, for instance, may prove challenging. In these conditions, it may be challenging to train as successfully models on virtual data as ones trained on real-world data.

To that end, investments to accelerate progress in these data reduction technologies may enable democracies to more effectively compete at parity with authoritarian regimes, but not categorically across all potential applications. Instead, a narrow parity will be achieved under the specific circumstances where these techniques significantly change the data needed to achieve a high level of performance.

Moreover, realizing the full benefits of advancing these data-minimization techniques may require more than simply accelerating basic research. One common theme among many “few shot” simulation learning and self-play techniques is that they reduce the need for collecting real-world data while simultaneously increasing the need for computational power.

Rather than a physical robot navigating the world and collecting data from numerous trials, simulation learning generates this data from the actions of a virtual robot in virtual space. Self-play generates training data through the interaction of an agent with itself, rather than with some outside environment. Simulation learning and self-play methods free the designer of an ML system from the cost and complexity of real-world data acquisition in exchange for running simulations or contests between agents. These tasks all require access to high-performance computational power.

Democratic societies aiming to reduce the level of real-world data required to create competitive ML systems must ensure access to high-performance computational power. Universities, companies, and other actors advancing the state of the art in this domain will require plentiful and affordable computational power to make progress on these research problems and in the training and deployment of actual systems. This may require securing affordable access to corporate clouds, which can
provide computational infrastructure as a service, and a greater investment in creating secure computational infrastructure for training models on certain applications.

ENSURING DEMOCRATIC VIABILITY
Once ML systems are built, democratic commitments to public consent and civic participation require a core set of concerns to be addressed before the technology can be deployed in the field.

Although ML has enabled computers to accomplish an impressive range of tasks that they previously were unable to do, the technology still falls short in several important respects. For one, many modern ML systems lack what is referred to in the field as interpretability. Researchers have a somewhat limited understanding of how and why these systems produce the outputs that they do. While it is clear, for instance, that a computer vision system can successfully recognize an object like a cat in an image, the process by which it arrives at this outcome is not always so clear. Even more challenging, in some cases, attempts to make models more explainable will also reduce their performance.

Second, ML systems are prone to learning spurious correlations during the training process. Such correlations cause them to exhibit “algorithmic bias,” producing discriminatory and inequitable results when applied to people. For instance, in 2018, Amazon discovered an ML model the company used for filtering through resumes to identify promising job candidates discriminated against women. The model was trained on historical resumes and hiring decisions disproportionately representing men. As a result, the model “penalized resumes that included the word ‘women’s’ as in ‘women’s chess club captain,’ and downgraded graduates of two all-women’s colleges.”

Finally, many ML applications are privacy invasive. Training high-performance ML systems requires large datasets, and that data must be centralized to enable effective training. This tends to place power in the hands of a single entity such as a government or corporation, who might use this data for purposes beyond its original intent.

Lack of interpretability, algorithmic bias, and data centralization are all potent reasons for democratic publics to reject the deployment of AI systems. For example, consider how interpretability shapes public debate around the potential use of an ML system designed to predict crime and more efficiently allocate law enforcement resources. Limits around interpretability can create practical issues in explaining how such a system actually comes to predict that crime will happen in a specific location. ML may only have limited tools available to conduct effective audits and identify the areas in which the system might make an error, or when it fails to work
at all. Moreover, a lack of understanding around how the system renders decisions can make it challenging to fix when errors emerge.

ML is adoptable only with a murky understanding of its inner-workings, reducing trust and making public consensus around the technology harder to build. This limitation hinders support for the use of ML in applications not just in the context of state functions like national defense, but throughout society. Legal requirements mandating a citizen’s right to access a decision explanation may also prevent the technology’s adoption. At the very least, this opacity continually opens ML systems up to claims of bias, regardless of the actual impact of these systems in practice.

Authoritarian states enjoy the relative advantage of being able to mandate the deployment of ML technologies throughout the economy and society in spite of these problems. Democratic states, in their preservation of an independent civil society and commitment to civic participation, have numerous mechanisms for citizens to push back on use of undesired ML technologies.

As a result, autocratic states can be “first to market” by forcing the deployment of these technologies through society. This advantage may provide economic and social benefits of ML systems earlier than states that must wait for buy-in from a hesitant public.

Similar to the challenge of immense datasets, one way to circumvent the limitations of democratic norms is to enact legal and policy reforms that smooth adoption of ML. This might include allowing the state and companies to deploy ML-driven technologies more aggressively without requiring public assent and adoption. But democracies should think twice before doing so: public consent may impose practical costs on the speed of adoption of ML technologies, but these costs are desirable in a broader sense. Like the erosion of privacy protections to make ML systems easier to train, these reforms would compromise democratic values in some degree to enable better competition.

An alternative approach is to consider ways in which ML may be made more democratically viable, such that requiring public consent does not hold back the technology. Might ML be reshaped to make it more amenable to public accountability and review? Might ML systems be deployed in ways that can ensure fairness, or avoid the problems of data centralization? Enabling ML to earn public consent and the political legitimacy that consent confers will be critical to ensuring that democracies can benefit from these technological breakthroughs. The approach of forcing AI-driven systems on the public or hiding its deployment risks a backlash that may hinder the implementation of the technology.

Questions of political legitimacy might seem entirely beyond the scope of technical ML research. Certainly, achieving a democratically viable form of ML will
require non-technical reforms in governance and regulation that offer the public a say in the development, design, and deployment of the technology. These reforms will play a major role in facilitating adoption of ML in democratic societies at large, even if the public chooses at moments to reject particular applications.

At the same time, technical details will exert a major influence over the democratic legitimacy of AI. In certain high-stakes arenas like healthcare or government administration, current ML systems may simply not be able to provide the degree of interpretability, fairness, and privacy protection demanded by the public in a democratic society. This poses a dilemma for the adoption of certain applications of AI, as they require either the wholesale rejection of the technology or its acceptance with a host of significant drawbacks.

**Investment Opportunities**

Democratic adoption will depend on advancing the ML field to meet public demands for interpretability, fairness, and privacy protection. Significant progress in these research areas would supply ways of meeting these concerns that were not previously possible. The end result would be to improve the practice of ML to better win the consent of a democratic public.

First, democratic governments should invest in the subfield of ML focused on the problem of interpretability. Broadly speaking, interpretability research seeks to uncover the internal processes governing how ML systems make decisions while retaining a high level of performance. More ambitiously, researchers seek to translate these internal processes into something useable by a non-expert.\(^{52}\)

Expanding the range and sophistication of interpretability techniques would provide the public a better window into the processes by which ML systems automate decision-making. This would improve trust and create oversight options that may speed adoption. Government involvement could take a number of forms. Most obviously, it might take a role in directing funding toward research in interpretability, significantly augmenting existing programs working to advance “explainable artificial intelligence.”\(^{53}\) States could also play an important role in spearheading public challenges that raise the profile of certain key problems and incentivize targeted work on them.

Second, democratic governments should invest in advancing the subfield of fairness in ML, which seeks in part to find technical means of ensuring that AI systems can be designed to avoid the discriminatory and inequitable behaviors that may emerge during the training process.\(^{54}\) For example, an ML system used to make credit and lending decisions may learn spurious correlations from the historical data the model is trained on.\(^{55}\) The resulting model may systematically disfavor borrowers from certain minority groups based on racially discriminatory patterns of previous lending.
Researchers have developed a range of algorithmic definitions of fairness that can be subsequently implemented into ML models to avoid these kinds of discriminatory behaviors.\textsuperscript{56} ML fairness research has also explored the application of a family of techniques known as causal modeling, which seek to extract causal relationships from observational data. Rather than simply predict, say, the recidivism of an offender in the criminal justice system, causal systems may suggest interventions to reduce the rate of crime going forwards—an arrangement more amenable to democratic publics and consistent with protecting the rights of the individual.\textsuperscript{57}

Finally, democratic societies may also demand that the benefits of ML be obtained without undue harm to privacy. This might be made possible by reducing the overall data required for training through advancing the “few shot,” simulation-based, and self-play learning methods previously described. But democracies might also secure privacy by advancing the state of the art of privacy preserving ML, which seeks to train systems without the need to directly access the raw data itself.

A few promising techniques are emerging in the research field for accomplishing this task. Researchers have been exploring a group of techniques known as homomorphic encryption that would enable ML systems to be effectively trained even on fully encrypted data.\textsuperscript{58} This method might make democratic publics more willing to consent to their data being used, secure in the knowledge that their personal information remains inaccessible to those training models on that data.

More radically, the subfield of research into federated learning seeks to effectively train ML systems on data that is widely dispersed across many devices and anonymized through a method known as differential privacy.\textsuperscript{59} Breakthroughs in this research may make ML more acceptable to democracies by unlocking different architectures for the technology which do not require centralizing massive corpora of data in a single location, regardless of whether or not it is encrypted.

Such techniques enhance the democratic viability of ML by providing the public and policymakers with an array of concrete options to ensure these technologies reflect democratic values.

**Strategic Implications: Democratically Viable Artificial Intelligence**

Resources are flowing to the research areas discussed above, driven by a mixture of commercial interest, public pressure, and researcher priorities. Interest in applying ML in high-stakes arenas has expanded the need to create more interpretable systems.\textsuperscript{50} For instance, ML use in medicine promises to provide an early warning system to doctors about life-threatening conditions like kidney failure.\textsuperscript{61} However, medical professionals have hesitated to adopt these systems in practice due to their “black box” nature, prompting companies to invest in interpretability research.\textsuperscript{62}
High-profile failures of ML systems that highlight their tendency to reproduce bias have also encouraged companies to invest in creating more diverse datasets and to support research on fairness in the technology. In one recent incident, IBM received significant public criticism for its ML-based facial recognition system, which was found to significantly underperform on faces with darker skin tones. This prompted IBM to release a “Diversity in Faces” (DiF) dataset in 2019. DiF provided a “more balanced distribution and broader coverage of facial images compared to previous datasets,” enabling ML researchers and engineers to address these problems in building future facial recognition technologies.

Despite this work, no organized attempt has emerged to marshal work on the problems of interpretability, fairness, and privacy toward a broader geopolitical objective. This vacuum provides an opportunity for democratic states to build alliances and lead. States can play a role in articulating a unified vision of “democratically viable” AI and funding work in support of this research agenda, helping organize otherwise disparate efforts among researchers and encouraging greater collaboration. Companies may be particularly keen to engage in such an agenda, as it creates an outlet to engage with the government on ML development while avoiding more controversial work in the national security and military domains. Democracies also could play a role in fostering the development of training materials, which help to more rapidly percolate know-how about these techniques throughout the research and engineering communities.

Significant advances in these areas would help level the playing field with authoritarian regimes in the multi-faceted competition around AI. These tools would aid in the creation of high-performance ML systems with the capability to meet demands for transparency, accountability, and protection of social values. Citizens and businesses are more likely to trust these systems and consider them legitimate, enabling speedier integration of the technology and acquisition of its benefits by democratic societies.

Beyond the direct benefit of enabling easier ML adoption, fostering a democratically viable approach to AI offer collateral strategic impacts from a geopolitical perspective. Importantly, this strategy may raise expectations of publics globally that ML will be interpretable, fair, and privacy protecting.

Much of the competition around AI will be for market share: private companies based in various countries will compete aggressively to acquire users for their products and services both domestically and abroad. Widespread awareness about technical breakthroughs in subfields like interpretability, for instance, could cause consumers to demand that ML-driven products and services incorporate certain
transparency features as a default. This is especially the case if these advances overcome the long-standing sacrifice of system performance required to create systems with higher levels of interpretability.

Companies in markets that expect features like interpretability might enjoy a competitive edge over those in markets without the same demands. In this sense, advancing techniques for interpretability, fairness, and privacy might raise the barriers to entry into the markets of democracies, creating a kind of bulwark that favors home-grown products and services.

Moreover, large markets in democratic states with strong preferences for “democratically viable” ML products might force companies and states to invest more in these features than they otherwise would to access these users. Even markets with weak commitments to democratic values may prefer to work with foreign companies that can deliver transparent AI, as these systems may be easier to monitor and trust. The result may impose a cost on authoritarian states—who otherwise do not benefit strongly from advancements in these techniques—while creating know-how beneficial to the accelerated adoption of AI in democratic societies.

Liberal democracies face an unpalatable choice should they fail to invest in research on interpretability, fairness, and privacy. On one hand, democracies may need to slow technological adoption, delaying the economic and social gains that might otherwise be obtained through ML. This approach may put them behind authoritarian competitors that can more speedily force deployment and reap the benefit. On the other, democracies can proceed without regard for public consent, sparking significant resistance from citizens and sacrificing their values in the process.

**SUBVERTING SOCIAL CONTROL APPLICATIONS**

Recent breakthroughs in ML may be particularly attractive to authoritarian regimes in part because many applications seem well suited for expanding surveillance and enabling systems of social control. Democracies should invest in technologies that will hinder and thwart the use of ML for these purposes.

AI is well suited for applications that suppress dissent and sustain autocratic regimes. Advances in computer vision enable ever better tracking of individuals and relationships through surveillance footage.\(^6^6\) Algorithms that predict social behavior may eventually work to enhance the effectiveness of “social credit” arrangements incentivizing and disincentivizing the public in ways that align with a regime’s motives.\(^6^7\) Natural language processing models can be leveraged to streamline and enhance regimes of censorship.\(^6^8\) Even when these techniques replicate existing tools of surveillance and punishment, ML may efficiently automate and otherwise lower the costs of effectively implementing these systems of control.
These high-tech applications will soon “trickle down” to less technologically sophisticated autocrats. Leading companies in the deployment of ML for domestic social control purposes are beginning to market their services to aligned regimes around the world. These tools are becoming commodified, lowering the financial resources and technical expertise needed to wield them.

Technologies for social control are critical to authoritarians, as such systems help neutralize dissent and enforce their policies. Autocrats will prioritize investments in developing and deploying ML in part because the technology promises to significantly enhance social control, thereby promoting regime stability and longevity. In contrast, democracies may not have such clear and urgent needs to advance AI, making it more difficult for them to keep pace over time.

How might democracies erode the strong authoritarian incentives to prioritize investment in ML? Democratic states may have an opportunity to go on the offensive by undermining the effectiveness of ML systems when authoritarian regimes deploy them. ML enhances states’ ability to exert control over their populations, but ML research can simultaneously play a role in the creation of techniques that subvert these applications and make them more difficult to use effectively.

By giving populations knowledge about and tools for defeating the social control applications of AI, democratic societies could work to raise the floor of resistance to these uses globally. If successful, surveillance and social control uses would prove not just ineffectual but risky for a regime because citizens could easily exploit the vulnerabilities of the technology to evasion and manipulation.

Eroding the usefulness of AI for social control purposes would counter an important benefit the technology confers upon autocratic regimes. Accordingly, this strategy would work to reduce the attractiveness for authoritarian regimes to invest monetary and human capital in advancing the technology. These dynamics would aid democratic societies in maintaining their lead in the technology and in disproportionately benefiting from its development. While the economic opportunities ML offers mean that it is unlikely that these regimes would entirely halt their investments, this strategy may work to significantly suppress investment.

In the very least, authoritarian regimes might be compelled to allocate a greater portion of their resources toward ensuring that their systems are sufficiently resilient against attacks and advancing research on the topic. This would impose a cost they might not otherwise face, and potentially advance the field by improving the safety and security of the technology generally.

**Investment Opportunities**

Ongoing research has revealed the extent to which various ML systems are vulnerable to attacks causing them to produce faulty or otherwise undesired outputs.
Perhaps the most dramatic and widely reported example of this vulnerability has been the phenomenon of “adversarial examples.” These inputs, when fed to an ML system, cause it to render inaccurate outputs. In one prominent example, a computer vision system was fooled into recognizing a panda as a gibbon. These inputs can look innocuous to a trained eye since the attacks involve changing only a few pixels in an image, raising the possibility that these kinds of manipulations might happen under the noses of human operators. These attacks also take place elsewhere in the “lifecycle” of an ML system. For example, researchers have highlighted the problem of “data poisoning,” in which the data leveraged for training a system introduces systematic biases subsequently exploitable by an attacker. Adversarial examples have also been used to manipulate the tools researchers and engineers rely on to diagnose issues and examine the internal functioning of ML systems, potentially allowing attackers to hamper attempts to fix faulty systems in the future.

This research presents a tantalizing opportunity for democracies to undermine the social control applications authoritarians stand to gain from leveraging ML. A surveillance system designed to analyze video footage for political dissidents might be tricked into missing a person of interest, or erroneously identifying regime loyalists as malefactors. Adversarial examples might make automated censorship systems highly “leaky,” allowing prohibited news stories and political expression to flow through. Democracies should invest in accelerating the discovery of such vulnerabilities to erode or eliminate the usefulness of this technology in exerting social control.

Researchers have been working on a variety of approaches to fix or mitigate the risk from these potential vulnerabilities as they have been exposed. The most prominent approach involves a technique known as adversarial training, which incorporates adversarial inputs into the training process to enable the system to successfully overcome these attacks. Other approaches include “feature squeezing,” a set of processes applied to suspected adversarial inputs that can help identify the use of these tactics.

Still, no categorical solution to the problem of adversarial examples appears to be on the horizon. Authoritarian regimes could not “patch” their systems to create resiliency against adversarial examples. As the authors of one survey article summarized the current state of the art, a “theoretical model of the adversarial example crafting process is very difficult to construct...[it is hard] to make any theoretical argument that a particular defense will rule out a set of adversarial examples.” Similar to developments in the realm of computer security, the cat-and-mouse game of discovering vulnerabilities and then repairing them will likely continue for the foreseeable future, if not indefinitely.
Strategic Implications: Managing Unintended Consequences

What specific role might the government take in attacking the effectiveness of social control applications of ML? How might democracies avoid having these methods of attack harm desirable uses of AI?

There is a great deal of ongoing research in this space. Companies deploying new products and services driven by AI have strong interests in securing these technologies from manipulation by malicious actors. Industrial labs accordingly have invested in recruiting top talent around these challenges, and the technical community at large has rallied around the topic. The number of prominent workshops and papers presented at major technical conferences testifies to the prioritization of this topic in the collective research agenda.

In this respect, it is unclear if democratic states can play a strong role in significantly accelerating basic research activity in the space. Considerable energy on many of these topics within the ML field already exists. As a result, this may be an arena in which no serious underinvestment exists—government agencies, industrial labs, and academic institutions readily prioritize research on these topics. Vulnerabilities in these systems will be exposed rapidly, particularly as ML systems are increasingly trialed in high-stakes domains.

But this does not necessarily mean the state has no role to play. Quite the opposite, there may be a few arenas in which democratic governments might make a major impact in mobilizing the burgeoning field of ML security toward subverting the social control applications of the technology.

The primary challenge is that most vulnerabilities can be used to undermine both desirable and undesirable uses of ML. The techniques for subverting a computer vision system designed to suppress political dissidents can be identical to those recognizing cancerous cells.

The question, then, is whether it is possible to limit the unintended negative consequences. Democracies will benefit only insofar as they can ensure that the distribution of vulnerabilities hinders social control applications while mitigating the negative impact on other applications. Democratic governments can work to do this in two ways.

First, governments might simply work to highlight discoveries in this subdomain of security research, using their platform to bring attention to the fragile state of many of the ML systems that could be used to exert social control. This low-cost information campaign may erode the perceived value for autocratic regimes of developing and deploying these systems for surveillance and other purposes. Highlighting high-profile failures and the existence of persistent vulnerabilities might reduce regimes’ trust in vendors attempting to sell them AI solutions. In the best pos-
sible case, the host of potential vulnerabilities may convince regimes to retain their higher-cost, legacy security infrastructure rather than bet on an untested technology.

Second, democratic governments might invest in shepherding technical discoveries about ML vulnerabilities into practical software that citizens could subsequently turn on oppressive systems of AI. While certain technical vulnerabilities might be demonstrated in a research setting, they may not be easily leveraged by populations likely to be subject to these technologies in autocratic regimes. The knowledge about these vulnerabilities remains largely relegated to specialized conferences or contained in dry technical literature that is inaccessible to the non-expert reader. There are also relatively low incentives for researchers and consumer web companies leading in ML to “productize” these vulnerabilities into user-friendly applications. The result is that those who are potentially most affected by ML enhanced surveillance or control cannot practically access the discoveries within the research community.

This gap may provide a means by which the impact of these discoveries may be more effectively targeted against specific social control uses of the technology. For example, democratic states might adapt research about adversarial examples into freely available clothing patterns that defeat gait and facial recognition systems, eroding the effectiveness of ML enhanced surveillance. Similarly, democracies might invest in creating easy-to-use software that allows citizens to spread faulty data about themselves online, making it more challenging to create ML systems that accurately predict their behavior.

Beyond the creation of software, spreading know-how and building connections globally may be equally important. Democratic governments might set up knowledge sharing and similar programs to spread awareness about these techniques and build ties between the ML research community and activists resisting regimes on the ground. The coordination of activists to specifically thwart ML-driven surveillance in recent protests in Hong Kong suggests both awareness and demand for these practices among grassroots groups.

By shaping global perceptions around the reliability of the technology for surveillance and control, and helping to translate these discoveries from the lab to actual use, democratic societies can take the lead in influencing the outcome of basic research in ML security as it diffuses more widely. This type of selective involvement might help to mitigate some of the double-edged nature of this research, and places governments in a position to complement existing activity in the research field.
ow can democracies effectively compete against authoritarian regimes in the development and deployment of AI systems? The present state of ML imposes limitations on the ability of liberal democracies to do so effectively. Restrictions limiting the collection of training data, commitments to an independent civil society and press, and requirements for public consent all constrain how quickly ML systems can be trained and deployed. Authoritarian competitors do not face such constraints, and have strong incentives to prioritize ML investment in order to enhance systems of social control.

These factors give authoritarians an edge over democracies in AI competition. To keep up, democracies need to find a way to compete on more even footing without slowing technological adoption or sacrificing their values.

This paper offers one way through this dilemma. Democratic societies should work to achieve technical breakthroughs that mitigate the structural disadvantages that they face, while attacking the benefits that authoritarian regimes stand to gain with ML. This includes investments in three domains:

- **Reducing a dependence on data.** Authoritarian regimes may have structural advantages in marshaling data for ML applications when compared to their liberal democratic adversaries. To ensure better competitive parity, democracies should invest in techniques that reduce the scale of real-world data needed for training effective ML systems.

- **Fostering techniques that support democratic legitimacy.** Democracies may face greater friction in deploying ML systems
relative to authoritarian regimes due to their commitments to public participation, accountability, and rights. This requires them to invest in subfields of ML that enhance the viability of the technology in a democratic society, including work in interpretability, fairness, privacy, and causality.

- **Challenging the social control uses of ML.** Recent advances in AI appeal to authoritarian regimes in part because they promise to enhance surveillance and other mechanisms of control. Democracies should advance research eroding the usefulness of these applications, seeking to suppress investment by autocratic regimes and encourage research on robustness.

Targeted investments in these technical areas will work to level the playing field between democracies and their authoritarian competitors. Proposals to simply increase funding, expand the pool of talent, or free up datasets are laudable, but apply resources to AI as a broad, undifferentiated category. Without a close examination of the technical trends within ML, these strategies will expend significant resources ineffectually, redundantly, or most likely, in a diffuse way that fails to make any real difference from a geopolitical standpoint.

In shaping the terrain of AI competition, democracies may be able to achieve the best of both worlds: a future where democratic societies are able to fully obtain the social and economic benefits of AI while simultaneously preserving their core values in a rapidly changing technological landscape.
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