Constraint Waveform Design for Spectrum Sharing Under Coexistence of Radar and Communication Systems
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ABSTRACT Waveform design and spectrum sharing between Multiple Input Multiple Output (MIMO) radar and MIMO communication system is an optimization problem that has been typically addressed in literature with two-dimensional formalism involving radius and azimuth angles. In this paper, we address the problem and associated spectrum sharing constraints by the inclusion of an additional elevation angle. The design uses Finite Alphabet Constant Envelope (FACE) Binary Phase Shift Keying (BPSK) waveforms to formulate the covariance matrices. Through machine learning, a nonlinear optimization problem with constraints is converted to an optimization problem without constraints. The design criteria for the radar waveform does not interfere with the communication system. This is done by carefully selecting the base station (BS) and steering nulls towards it, which guarantees the least degradation in the radar’s performance. We designed BPSK waveforms for spectral coexistence between MIMO radar and MIMO cellular communication system through different relaying protocols. Probability of detection and signal to noise ratio is formulated for different relaying protocols. The radar is capable of detecting a target in the air through azimuth as well as by elevation angle. We also showed that the desired covariance matrix is positive semi definite and radar can share the spectrum while detecting the target. We also showed a minimum square error for both angles based on the algorithm.

INDEX TERMS Minimum square error, spectrum sharing techniques, cognitive radio cellular system, probability of detection.

I. INTRODUCTION

Typically, the limited spectrum is allocated for commercial applications in contrast to the government or federal agencies [1]. According to the National Telecommunications and Information Administration (NTIA), commercial operators are assigned 7% of overall bandwidth [2]. The radio frequency spectrum is utilized for many aspects which include mobile communication, satellite communication, broadcasting, surveillance, federal aviation administration and many more. Commercial operators hence are facing bandwidth problem due to increasing number of users using smart phones and gadgets, creating the demand for high bandwidth [2]. With the increasing demand for broadband data over the last few years, there is a need for additional spectrum resources for cellular systems.

Mobile traffic will cross over from 7 Exabytes to 49 Exabytes by the end of 2021 [2]. This increase will be 47% of the compound annual growth rate. Bandwidth provided to federal agencies is underutilized compared to bandwidth provided to commercial systems. This inefficiency leads to the idea of sharing spectrum between different systems with minimal degradation to each other [3], [4]. As per [5], [6], different radars working at 3.4 GHz and 5.6 GHz can share the spectrum with LTE and WIFI systems in the near future. For spectrum sharing between radar and communication system, Electro Magnetic Interference (EMI) should be mitigated. Communication systems can cope with EMI but radar
systems need more care due to sensitive receiver antennas. Four types of interference mitigation techniques are used for cancellation of the radar interference on the communication system, i.e., frequency, time, space, and system-level modification [7]. Practically, radar systems are more sensitive as they need to detect objects far away and hence, are more affected with interference from the communication system. For this purpose, a single antenna communication system should transmit a signal on the low power scale so that interference on a single radar system is minimal [8], [9], and [10].

Single radar technology has been changed to Multiple Input Multiple Output (MIMO) radars, and they are now more resilient to handle interference due to the knowledge of their Radio Environment Map (REM). Estimating the interference channel between MIMO radar and MIMO communication systems is carried out through search and track mode. The radar and communication systems are uncoordinated, and Base Station (BS) has to acquire Interference Channel State Information (ICSI) through radar probing waveforms. Both Line Of Sight (LOS) and Non-Line Of Sight (NLOS) channels are modelled through hypothesis testing techniques [11]. This advancement in radar systems created beam configuration approach to reduce the interference of MIMO radar communication system [12]. Different algorithms involving spatial domain is opted to avoid interference between different systems. The radar’s signal is projected on the null space of MIMO communication system interfering single-channel, and zero interference is showed to occur in communication systems while pressuring radar performance [13].

Instead of a single interference channel, multiple channels can be considered between MIMO radar and communication systems. A new projection algorithm is used for the minimum degradation of performance between both systems [13], [14]. The optimization problem in [14] is termed as beam matching problem in which the designed beams are matched with the desired beams. The problem is solved by the synthesis of the covariance matrix of the waveform. Constant Envelop (CE) waveforms are desired for the spectrum sharing [15]. This research problem is extended to CE Multi-Carrier modulation waveforms [16], [17] and CE-OFDM waveforms [18]. These waveforms can be extended to CE-BPSK waveforms [19] and CE-QPSK waveforms [20]. CE Waveforms need to have FACE property, such that to have equal power for all transmit antenna elements. New waveforms are designed based on finite alphabet considering CE-BPSK and CE-QPSK spectrum sharing constraint [21], [22] and [23]. The work is based on static and time varying interference channels and proved zero interference between radar and communication system. However, this results in loss in the radar performance as the beamforming is no more optimal for target estimation and detection. Performance tradeoff between radar-communications can be gained by relaxing the zero-forcing precoder to restrict controllable interference levels on the communication system [24], which guarantees a high realistic co-existence approach. Another approach is the usage of relays between the primary user and secondary user, which is an active research area in the cognitive area network. Relays are used to sense the primary user signal and then allow the secondary user to do spectrum sharing. The performance is analyzed through the SNR and probability of detection as before for both primary user and secondary user through Rayleigh fading channels [25], [26].

Researchers in [27], has utilized optimization methods to perceive Communication Radar Spectrum Sharing (CRSS). To increase the Signal-to-Interference-plus-Noise-Ratio (SINR) of the radar, a joint design of communication covariance matrix and radar beamforming is discussed keeping capacity and power constraints for communication’s side. Identical work has been adopted for co-existence among the point-to-point MIMO communication system and MIMO-matrix completion radar [28], [29], keeping radar sub sampling matrix as the optimization variable. For practical coexistence concern, assumptions on vigorous beamforming design with inferior Channel State Information (CSI) on the communication side, where the probability of detection of radar is increased subject to the constraint on SINR of the users in downlink and the Base Station (BS) power budget [30]. Further enhancement of the method is carried out, in which innovative beamforming design has been shown in [31], where the interference is exploited as meaningful power source. It shows power savings magnitude. All above mentioned approaches of coexistence are well generated, but a major problem is the communication devices and the radar need to transfer side information to study radar waveforms, CSI and formats of communication modulation. Practically, side information is retrieved from the backhaul system, but it is difficult to implement a complicated system [29].

A novel architecture is proposed for ensuring the power budget and the SINR of the communication applications for the transmitted beamforming methods of the merged Radar Communication (RadCom) systems. Using shared and separate models for the radar and communication systems, weighted optimization is used for keeping SINR as constraint as a penalty term in the objective function. Through weighted optimization, performance is matched with the original beamforming design with lower complexity [32], [33]. The work done by [32] is extended and a new algorithm is proposed for a MIMO radar communication dual function in [34] for concurrent detection of target and down link communication between the systems. Single transmitters with multiple antennas having multiple down link cellular users are considered, which detect targets in parallel. Dual methods are designed for waveforms with respect to total and pre-antenna power optimization constraints based on branch and bound framework is used. The work done has a tradeoff between performance of radar and communication system.

On the other hand, different algorithms are discussed to comprehend a given covariance matrix based on different constraints to solve beam pattern matching problem for MIMO radars and MIMO communication systems. For optimizing the problem of beam pattern, the waveforms using an arbitrary cross correlation matrix have been suggested in [35],
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They showed their work for constant modulus constraint. [36] worked on waveforms focussing on total power as a constraint over a function of least square. The waveforms based on omnidirectional beam pattern and antenna lobes with specific threshold values are suggested in [37]. Waveforms focussing on ripple energy, and bandwidth is done in [38]. Synthesis of antenna array via flat top patterns using random drift particles swarm optimization techniques have been implemented in [39].

All these works did not consider FACE property. BPSK waveforms with FACE property have been suggested in [19]. QPSK waveforms with FACE property have also been shown. However, the suggestion of using QPSK waveforms does not satisfy FACE property. A mathematical model for the creation of the desired covariance matrix of QPSK waveform with FACE property has been suggested in [20]. The mathematical proof and implementation through the algorithms to create a covariance matrix with FACE property have been implemented in [23]. Constant modulus work is done by [15], working on waveform design for target detection as well as for cellular transmission. This approach is carried for minimizing the download multi-user interference as well as for the non-orthogonality of the transmitted waveform. They have solved the optimization through singular value decomposition and by Riemannian conjugate gradient algorithm. The work is extended to Dual Functional Radar Communication (DFRC) systems, which are used in millimeter-wave band using the Hybrid Analog Digital (HAD) beam forming technique [40].

Transmit beamforming with spectrum sharing along with FACE property is a contemporary research problem. BPSK and QPSK waveforms under the spectrum sharing constraint have been presented in [20]. They showed the spectrum sharing scenario for radar with a communication system over a single channel. They also showed that the waveforms are designed in such a way that they do not interfere with each other. The approach to multiple channels for MIMO radar and MIMO communication system has been extended in [22], [23]. The above works have considered and formulated waveforms using a single angle only.

A. CONTRIBUTION
The work in this paper is an extension based on [14]. The additional elevation angle is added with the existing azimuth angle. With this addition, the target can be located with respect to two dimensions, i.e., with respect to azimuth angle and elevation angle. With the addition of elevation angle, the radar can detect the target in the air with certain probability “p” while previously the radar can detect an object on the ground plane under spectrum sharing constraints.

The covariance matrix is created using BPSK beam pattern designed based FACE property using two angles. Along with this, it is proved that the BPSK covariance matrix is positive semi-definite. The waveforms are designed in such a manner that the constrained optimization problem is converted to unconstrained optimization problem. Also, the radar shares the available spectrum with the cellular system through different relaying protocols and guarantees that the cellular system experiences zero interference. The design is based on a static interference channel. The work is considered for the case of stationary maritime with MIMO radars where the interference channel is slow moving or almost stationary.

Table 1 shows the summary of notations used in this paper. The rest of the paper is organized as follows: Section II describes the system model, Section III describes simulation setup and in Section IV, the paper is concluded.

II. SYSTEM MODEL
A. WAVEFORM DESIGN FOR RADAR IN COEXISTENCE WITH CELLULAR COMMUNICATION SYSTEM
In this section, architecture for the spectrum sharing and waveform design with an algorithm for the 3 GHz band is discussed. The spectrum is shared by the radar and cellular system through different relay systems. Fading effect is reduced due to the cooperative communication amongst MIMO radar and communication systems, making the network more reliable. Different two-hop and three-hop relaying protocols are used to achieve cooperative diversity.

Figure 1 below shows the co-existence scenario of static MIMO radar and cellular systems through different two-hop relaying protocols. The radar is considered on top of the static ship, keeping channel to be static. Relays are placed at the edge of the range of radar, to detect the energy signal of the radar (presence of the primary/radar signal), which is calculated through Signal to Noise Ratio (SNR). Specific threshold “γ” is set for sharing spectrum between two systems. If the energy calculated is lower than the threshold, the relay will not allow communication system for the spectrum sharing. Projection of signal is done through the Singular Value Decomposition (SVD), which is performed after the SNR is above the threshold level. Whereas, Figure 2 below shows three-hop relaying protocol for the co-existence scenario of static MIMO radar and MIMO cellular system.

| Notation | Description |
|----------|-------------|
| $\hat{X}(n)$ | BPSK Transmitted Radar Waveform |
| $a(\theta, \phi)_k$ | Steering vector to steer signal to target angle $(\theta, \phi)_k$ |
| $R_k(n)$ | Received radar waveform from target at $(\theta, \phi)_k$ |
| $L$ | Correlation matrix of BPSK waveforms |
| $L^i$ | Total number of user equipments (UEs) in the $i$th cell |
| $C$ | Total Number of BSs |
| $M$ | T/R Radar Antennas |
| $\text{Ns}$ | T/R BS antennas |
| $H_i$ | $i$th interference channel |
| $H_n$ | Hermite Polynomial |
| $y(n)$ | Signal Received at the $n$th BS |
| $P_1$ | Projection matrix |
| $\odot$ | Hadamard Product |
| $\text{vec}$ | Operator that stores the column of a matrix in one column vector |
In both cases, the radar needs to detect the target and also share interference channels with the communication system.

Waveform design for MIMO radar targeting \( K \) number of targets in air is considered. Since, collocated antennas give better performance in terms of target parameter estimation. Therefore, two orthogonal Uniform Linear Arrays (ULA), each having \( M \) transmit and receive collocated antennas are used.

Now considering MIMO communication system, which has \( K \) base stations, each having \( N_{BS} \) antennas. The \( j \)th Base Station (BS) supports \( L_j \) user equipment’s (UEs). The signal received at the \( i \)th base station is given in equation (1) as,

\[
y_j(n) = \sum_j H_{ij} \hat{x}(n) + w(n)
\]

for \( 1 \leq i \leq K \) and \( 1 \leq j \leq L_i \) (1)

where \( y_j(n) \) is the estimated signal at the receiver.

Where \( H_{ij} \) is defined as the channel matrix, and \( w(n) \) is the additive white Gaussian noise. Since the spectrum is shared between radar and cellular system; therefore defining the \( j \)th interference channel between radar and on a cellular system as shown in equation (2),

\[
H_i \triangleq \begin{bmatrix}
    h_{i(1,1)}^{(1)} & \cdots & h_{i(1,M)}^{(1)} \\
    \vdots & \ddots & \vdots \\
    h_{i(N_{BS},1)}^{(N_{BS},M)} & \cdots & h_{i(N_{BS},M)}^{(N_{BS},M)}
\end{bmatrix} (N_{BS} \times M) \tag{2}
\]

where \( i = 1, 2, \ldots, K \), and \( h_{ij}^{(m,k)} \) represents the channel coefficients from the \( m \)th antenna element of the \( i \)th BS to the \( k \)th antenna element of MIMO radar. The Rayleigh probability density function of the interference channel \( H_i \) is given as,

\[
f(h | \rho) = \frac{h}{\rho^2} e^{-\frac{h^2}{2\rho^2}} \tag{3}
\]

where \( \rho \) is the mode of the Rayleigh distribution.

1) AMPLIFY AND FORWARD RELAYING PROTOCOL

Considering the Amplify and Forward (AF) relaying protocol shown in Figure 1, the signal received from the primary source radar to relay, is amplified only and forwarded to the secondary source communication system. The relay does not regenerate the signal. Noise added in the channel is also amplified during amplification process and forwarded to the destination. This technique is called as a non-regenerative relaying protocol. The amplified signal \( "x_r(n)" \) from the AF relay to the communication system is written as,

\[
x_r(n) = x_t(n) \cdot \beta \tag{4}
\]

where "\( x_r(n) \)" is received signal from transmitted radar signal and scaling factor "\( \beta \)" is given as,

\[
\beta = \sqrt{\frac{P_t}{P_r|h|^2 + \sigma^2}} \tag{5}
\]

where "\( P_t \)" is the radar power, "\( P_r \)" is the relay power, "\( \sigma^2 \)" is the variance of noise and "\( h \)" defines coefficient between relay and radar.

2) DECODE AND FORWARD RELAYING PROTOCOL

For the case of Decode and Forward (DF) relaying protocol shown in Figure 1, the signal is decoded first and then forwarded to the destination. The regenerated signal is approximate of the transmitted signal. The forwarded signal "\( x_{r,d}(n) \)" from the relay to the destination is given as,

\[
x_{r,d}(n) = \sqrt{\frac{P_r}{P_t}} x_t(n) \tag{6}
\]

where as "\( \tilde{x}_t(n) \)" is the decoded (estimated) signal.

3) DECODE, AMPLIFY AND FORWARD RELAYING PROTOCOL

Considering Decode, Amplify and Forward (DAF) relaying protocol shown in Figure 1, the data is first decoded and then amplified. The destination gets the amplified signal. The forwarded signal from the DAF relay to the destination is given as,

\[
x_{r,d}(n) = x_{r,s}(n) \cdot \beta \tag{7}
\]
where \( x_{r,s}(n) \) is the decode and forward equation, which is multiplied by scaling factor \( \beta \). The radar waveform is designed in such a way that it is in the null space of the channel matrix, i.e., \( H \tilde{x}(n) = 0 \). A projection matrix is designed which satisfies the condition \( H \tilde{x}(n) = 0 \). In this paper, for sharing of spectrum, the projection is based on the energy detection method. The energy is detected from an energy detector for a specific time period to measure the presence or absence of the radar signal, which is considered as the primary user. The detection is based on a specific defined threshold level. Figure 3 shows the mechanism for the detection of the radar’s signal. Figure 4 shows the system model for the encoding and decoding of the Alamouti coding scheme.

The projection matrix is expressed as in equation (8)

\[
P_i = V_i \tilde{\Sigma}_i^{-1} V_i^H .
\]

Figure 5 shows a conceptual view of the target detection at the location \( (\theta, \phi) \). The target can be located from two directions, i.e., through azimuth angle and elevation angle. After discussing the co-existence scenario, we now formulate the waveform design.

**B. FACE BEAMPATTERN DESIGN FOR TARGET DETECTION**

In this paper, BPSK waveforms have been designed which have FACE property that can detect a target in both azimuth and elevation plane. \( \tilde{M} \) transmit antennas are selected in a linear array with half-wavelength spacing. The transmitted BPSK signal from the antenna is given as,

\[
\tilde{x}(n) = [\tilde{x}_1(n) \quad \tilde{x}_2(n) \quad \cdots \quad \tilde{x}_m(n)]^T
\]

where \( \tilde{x}_m(n) \) is a BPSK signal and \( m^{th} \) represents the transmit element at time index \( n \). Assuming the target \( K \) at location \( (\theta, \phi) \), the signal received from the target is given as,

\[
\tilde{r}_k(n) = a^H(\theta, \phi) \tilde{x}(n)
\]

where \( a(\theta, \phi) \) is the steering vector for the azimuth angle \( (\theta) \) and elevation angle \( (\phi) \) and is defined as

\[
a(\theta, \phi)_k = \text{vec} \left( Z_k \odot [u(\theta, \phi)]^T \right)
\]

and

\[
u(\theta, \phi) = [1 \quad e^{j2\pi d_\phi \sin \theta \cos \phi} \quad \cdots \quad e^{j2\pi (M-1)d_\phi \sin \theta \cos \phi}]^T
\]

where

\[
u(\theta, \phi)_k = [1 \quad e^{j2\pi d_\phi \sin \theta \sin \phi} \quad \cdots \quad e^{j2\pi (N-1)d_\phi \sin \theta \sin \phi}]^T
\]

The actual received power for the target \( K \) at \( (\theta, \phi) \) location is as follows,

\[
P(\theta, \phi)_k = \mathbb{E}[a^H(\theta, \phi) \tilde{x}(n) \tilde{x}^H(n) a(\theta, \phi)_k]
\]

Using cost function expressed in 15, the required BPSK waveform \( \varphi(\theta, \phi) \) is generated by reducing the square of the error between \( P(\theta, \phi)_k \) and \( \varphi(\theta, \phi)_k \).

\[
J(\tilde{R}) = \frac{1}{K} \sum_{k=1}^{K} \left( a^H(\theta, \phi)_k \tilde{R} a(\theta, \phi)_k - \varphi(\theta, \phi)_k \right)^2
\]
where \( \mathbf{R} \) is the transmitted signal covariance matrix which should be positive semi-definite. Also, for constant envelop property, all antennas must have same transmit power. The optimization problem shown in equation (15) has constraints; therefore, it can not be chosen freely. The constraints are as,

\[
C_1 : \mathbf{v}^H \mathbf{R} \mathbf{v} \geq 0, \quad \forall \mathbf{v},
\]
\[
C_2 : \mathbf{R}(i, i) = \text{constant}, \quad i = 1, 2, \ldots, M.
\]

Positive semi-definite constraint is fulfilled by \( C_1 \) and constant envelop constraint is fulfilled by \( C_2 \). Writing the optimization problem with constraints as,

\[
\min_R \frac{1}{K} \sum_{k=1}^{K} \left( \mathbf{a}^H(\theta, \phi)_k \mathbf{R} \mathbf{a}(\theta, \phi)_k - \varphi(\theta, \phi)_k \right)^2
\]
subject to \( \mathbf{v}^H \mathbf{R} \mathbf{v} \geq 0, \quad \forall \mathbf{v}, \)
\[
\mathbf{R}(i, i) = \text{constant}, \quad i = 1, 2, \ldots, M.
\]

(16)

It is possible to transfer the non-linear optimization problem with constraints to an optimization without constraints. The waveform matrix \( \tilde{\mathbf{X}} \) in equation (18) having \( N \) samples is obtained by synthesizing \( \mathbf{R} \).

\[
\tilde{\mathbf{X}} = \begin{bmatrix} \tilde{x}(1) & \tilde{x}(2) & \cdots & \tilde{x}(N) \end{bmatrix}^T.
\]

(17)

This can be grasped as,

\[
\tilde{\mathbf{X}} = \mathbf{X} \mathbf{A}^{1/2} \mathbf{W}^H
\]

(18)

where \( \mathbf{A} \) and \( \mathbf{W} \) are matrices containing eigenvalues and eigenvectors respectively, while \( \mathbf{X} \) represents a zero mean and unit variance matrix.

### C. FACE BASED BPSK WAVESFORMS FOR TARGET DETECTION

Considering real Gaussian Random Variable (RV) \( \tilde{z}_m \) with zero mean and unit variance, which is mapped to a BPSK RV \( \tilde{z}_m \) as in equation 19,

\[
\tilde{z}_m = \frac{1}{\sqrt{2}} \left[ \text{sign}(\tilde{z}_m) \right].
\]

(19)

Equation (20) describes the \((p, q)\)th element of the gaussian RV,

\[
\mathbb{E}\{\tilde{z}_p \tilde{z}_q\} = \gamma_{pq} = \gamma_{q,p}
\]

(20)

where \( \gamma_{pq} \) are the real parts of \( \gamma_{pq} \). If, Gaussian RVs \( \tilde{x}_p, \tilde{x}_q \), are chosen correctly, then

\[
\gamma_{pq} = \mathbb{E}\{\text{sign}(\tilde{x}_p)\text{sign}(\tilde{x}_q)\}
\]

(21)

The real \((p, q)\)th Gaussian random variable is stated in equation (22) as,

\[
\mathbb{E}\{\tilde{z}_p \tilde{z}_q\} = \frac{2}{\pi} \sin^{-1}\left( \mathbb{E}\{\tilde{x}_p \tilde{x}_q\} \right).
\]

(22)

The real Gaussian covariance matrix \( \tilde{\mathbf{R}}_g \) is stated as,

\[
\tilde{\mathbf{R}}_g \triangleq \mathfrak{N}((\mathbf{R}_g))
\]

(23)

where \( \mathfrak{N}((\mathbf{R}_g)) \) is real Gaussian covariance matrix, therefore we can write equation (23) as,

\[
\tilde{\mathbf{R}} = \frac{2}{\pi} \sin^{-1}\left( \mathfrak{N}(\mathbf{R}_g) \right).
\]

(24)

A real Gaussian covariance matrix is obtained through \( \tilde{\mathbf{R}}_g = \tilde{\mathbf{U}}^H \tilde{\mathbf{U}} \) transform. Equation (29) represents \( \tilde{\mathbf{U}} \). Real component of \( \tilde{\mathbf{U}} \) is written as,

\[
\tilde{\mathbf{U}} = \mathfrak{N}(\tilde{\mathbf{U}})
\]

(25)

where \( \mathfrak{N}(\tilde{\mathbf{U}}) \) is given by equation (32). Alternately, \( \tilde{\mathbf{R}}_g \) can also be expressed as,

\[
\tilde{\mathbf{R}}_g = \left[ \mathfrak{N}(\tilde{\mathbf{U}})^H \mathfrak{N}(\tilde{\mathbf{U}}) \right].
\]

(26)

\[
\mathfrak{N}(\tilde{\mathbf{U}}) = \mathfrak{N}(\tilde{\mathbf{U}}) \cdot \mathfrak{N}(\tilde{\mathbf{U}})
\]

(32)

### D. COVARIANCE/CORRELATION MATRIX SYNTHESIS FOR DESIRED BPSK BEAMPATTERN

In this section, it is proved that the covariance matrix \( \tilde{\mathbf{R}}_g \) can be used to design the desired BPSK beampattern and \( M \) BPSK waveforms are generated with finite alphabet constant envelop property. The real component of BPSK RV can be shown in equation (33).

\[
\tilde{\mathbf{R}} = \frac{2}{\pi} \sin^{-1}\left( \mathfrak{N}(\mathbf{R}_g) \right).
\]

(33)

Through equation (16), the optimization problem can be rewritten using equation (33) in (34), as shown at the bottom of the next page.

In this paper, \( \tilde{\mathbf{U}} \) and \( \tilde{\mathbf{R}}_g \) are functions of “\( \xi \)” and “\( \varrho \)” which are the unknown variables of \((\theta)\) and \((\phi)\). Equation (35) and (36) shows alternate form of cost function,

\[
\mathbf{c} = \begin{bmatrix} \xi^T & \xi^T & \alpha \end{bmatrix}^T,
\]

(35)

and

\[
\nu^T = \begin{bmatrix} \xi_21 & \xi_21 & \cdots & \xi_21 \end{bmatrix}^T,
\]

\[
\nu^T = \begin{bmatrix} \xi_21 & \xi_21 & \cdots & \xi_21 \end{bmatrix}^T.
\]

(36)

Writing equation (35) and equation (36) as a cost function for equation (34) as,

\[
J(\mathbf{c}) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{2}{\pi} \mathbf{u}^H(\theta, \phi)_k \sin^{-1}\left( \mathfrak{N}(\mathbf{R}_g) \right) \mathbf{u}(\theta, \phi)_k \right]
\]

(37)

\[
J(\mathbf{c}) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{2}{\pi} \mathbf{v}^H(\theta, \phi)_k \sin^{-1}\left( \mathfrak{N}(\mathbf{R}_g) \right) \mathbf{v}(\theta, \phi)_k \right]
\]

(38)
Using value of $\tilde{R}_x$ from equation (26) and rewriting equations (37) and (38) as,

$$ J(\xi) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{2}{\pi} u^H(\theta, \phi)_k \sin^{-1}\left( \hat{n}(\tilde{U})^H \hat{n}(\tilde{U}) \right) \times u(\theta, \phi)_k - \alpha \phi(\theta, \phi)_k \right]^2 $$  

$$ J(\varrho) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1}\left( \hat{n}(\tilde{U})^H \hat{n}(\tilde{U}) \right) \times v(\theta, \phi)_k - \alpha \phi(\theta, \phi)_k \right]^2 $$  

For the unknown parameters shown in equation (35), the partial derivative of $J(\xi)$ with respect to $\zeta_{mn}$ can be found as,

$$ \frac{\partial J(\xi)}{\partial \zeta_{mn}} = \left[ \frac{2}{K} \sum_{k=1}^{K} \left\{ \frac{2}{\pi} u^H(\theta, \phi)_k \sin^{-1}\left( \hat{n}(\tilde{R}_x) \right) u(\theta, \phi)_k - \alpha \phi(\theta, \phi)_k \right\} \times \frac{\partial}{\partial \zeta_{mn}} \left( \frac{2}{\pi} u^H(\theta, \phi)_k \sin^{-1}\left( \hat{n}(\tilde{R}_x) \right) \right) \right] \times u(\theta, \phi)_k $$

$$ \hat{R} = \left( \begin{array}{cccc} e^{i\xi_1} \sin(\zeta_{11}) & e^{i\xi_2} \sin(\zeta_{21}) & \cdots & e^{i\xi_M} \cos(\zeta_{M1}) \\ 0 & e^{i\xi_2} \cos(\zeta_{12}) & \cdots & e^{i\xi_M} \sin(\zeta_{M1}) \cos(\zeta_{M1M}) \\ 0 & 0 & \cdots & e^{i\xi_M} \sin(\zeta_{M1}) \cos(\zeta_{M1M}) \\ \vdots & \vdots & \ddots & e^{i\xi_M} \sin(\zeta_{M1}) \cos(\zeta_{M1M}) \\ 0 & 0 & \cdots & e^{i\xi_M} \sin(\zeta_{M1}) \cos(\zeta_{M1M}) \\ \end{array} \right) $$

$$ \bar{U} = \hat{U} \cdot U = \left( \begin{array}{cccc} \cos(\zeta_{11}) & \cos(\zeta_{21}) \sin(\zeta_{12}) & \cos(\zeta_{31}) \sin(\zeta_{22}) \sin(\zeta_{13}) & \cdots & \cos(\zeta_{M1}) \cos(\zeta_{M1M}) \\ 0 & \cos(\zeta_{21}) \cos(\zeta_{12}) & \cos(\zeta_{31}) \sin(\zeta_{22}) \cos(\zeta_{13}) \sin(\zeta_{23}) & \cdots & \cos(\zeta_{M1}) \sin(\zeta_{M1M}) \cos(\zeta_{M1M}) \\ 0 & 0 & \cos(\zeta_{31}) \cos(\zeta_{22}) \cos(\zeta_{13}) \cos(\zeta_{23}) \cos(\zeta_{14}) \sin(\zeta_{24}) & \cdots & \cos(\zeta_{M1}) \sin(\zeta_{M1M}) \cos(\zeta_{M1M}) \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & \cos(\zeta_{M1}) \cos(\zeta_{M1M}) \cos(\zeta_{M1M}) \\ \end{array} \right) $
Now, taking the partial derivative of \( J(\xi) \) with respect to \( \xi_i \) can be found as,

\[
\frac{\partial J(\xi)}{\partial \xi_i} = \left[ \frac{2}{K} \sum_{k=1}^{K} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] \times \left[ \frac{\partial}{\partial \xi_i} \left\{ \frac{2}{\pi} u^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] (42)
\]

Again, taking the partial derivative of \( J(\xi) \) with respect to \( \alpha \), which can be found as,

\[
\frac{\partial J(\xi)}{\partial \alpha} = -2\varphi(\theta, \phi)_k \left[ \sum_{k=1}^{K} \left\{ \frac{2}{\pi} u^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] \times \left[ \frac{\partial}{\partial \xi_i} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] (43)
\]

Similarly, the partial derivative of \( J(\varphi) \) with respect to any element of \( \xi \), i.e. \( \xi_{mn} \), can be obtained as,

\[
\frac{\partial J(\varphi)}{\partial \xi_{mn}} = \left[ \frac{2}{K} \sum_{k=1}^{K} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] \times \left[ \frac{\partial}{\partial \xi_{mn}} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] (44)
\]

The partial derivative of \( J(\varphi) \) with respect to any element of \( \xi \), say \( \xi_i \), can be obtained as,

\[
\frac{\partial J(\varphi)}{\partial \xi_i} = \left[ \frac{2}{K} \sum_{k=1}^{K} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] \times \left[ \frac{\partial}{\partial \xi_i} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] (45)
\]

Lastly, the partial differentiation of \( J(\varphi) \) with respect to \( \alpha \) is,

\[
\frac{\partial J(\varphi)}{\partial \alpha} = -2\varphi(\theta, \phi)_k \left[ \sum_{k=1}^{K} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] \times \left[ \frac{\partial}{\partial \alpha} \left\{ \frac{2}{\pi} v^H(\theta, \phi)_k \sin^{-1} \left( \theta(\mathbf{R}_k) \right) \right\} \right] (46)
\]

### E. OPTIMUM NULL SPACE PROJECTION

For the design, beam pattern optimization problem is considered and FACE BPSK waveforms are designed in 2D with the addition of elevation angle. It is proven that such waveforms are positive semi-definite and have constant envelope. After waveform design for \( K \) number of targets at the location \( (\theta, \phi) \), new constraint of spectrum sharing is considered.
designed beam pattern. We generated a Rayleigh interference channel of dimension $N_{BS} \times M$ for each Monte Carlo trial. For spectrum sharing, we use different relaying protocols amongst MIMO radar and communication systems. We use energy detection mechanism for detecting the presence of the radar signal, which is the primary user (PU) and then allows the communication system, which is the secondary user (SU) to use the spectrum of PU. After this the null space is calculated, which is based on our algorithm 1. In the end, the optimization problem is solved for the stationary ship with MIMO radar system.

## A. WAVEFORM FOR RADAR

Transmit beam pattern for a stationary MIMO radar in $(\theta, \phi)_k$ direction are designed with having $K$ number of targets in the air. The desired beam pattern has two main lobes from $-55^\circ$ to $-35^\circ$ and from $35^\circ$ to $55^\circ$ in $(\theta_k)$ direction, whereas two main lobes $-40^\circ$ to $-35^\circ$ and from $35^\circ$ to $40^\circ$ in $(\phi_k)$ direction. BPSK transmit beam forming is performed by solving equation (47). Different threshold ($\sigma$) levels are used to get the null space, so that communication system can share the spectrum with the radar system. Figure 5 shows the target at the location $(\theta, \phi)$, for which we designed the beam pattern at the desired location $(\theta, \phi)_k$. Figure 5 shows the desired beam pattern at $-55^\circ$ to $-35^\circ$ and from $35^\circ$ to $55^\circ$ in $(\theta_k)$ direction. The designed beam pattern is achieved by using threshold values set to 1, 2 and 3 used in algorithm 1. The designed beam pattern is close to the desired beam pattern.

Singular Value Decomposition (SVD) is computed, which is based on an algorithm (1). If no null space is available for the spectrum sharing between radar and communication system, we assign different threshold ($\sigma$) values for our spectrum sharing scenario so as to get null space required for the spectrum sharing. By setting threshold values, null spaces are obtained for the spectrum sharing. Figure 7 shows that the waveform design closely matches with the desired waveform. The higher the threshold, better the waveform design. There is a trade-off between designing waveform in the desired direction as well as spectrum sharing with the other system.

The lower threshold ($\sigma = 1$) has higher nulls and can share more bandwidth more as compared to the higher threshold ($\sigma = 3$). In general, we can say higher the nulls, higher the bandwidth for spectrum sharing, while lower the

\[
\min_{\zeta, \xi, \xi_\perp, \xi_\parallel} \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{2}{\pi} \mathbf{a}_H(\theta, \phi)_k \mathbf{P}_i \left\{ \sin^{-1} \left( \mathbf{H}(\mathbf{U}_H) \mathbf{U}_H \right) \right\} x \mathbf{P}_i^H \mathbf{a}(\theta, \phi)_k - a \varphi(\theta, \phi)_k \right]^2 \tag{47}
\]
nulls, less bandwidth is available for spectrum sharing. This clearly shows the basic requirement of spectrum sharing with minimum degradation to performance. Figure 8 shows the Minimum Square Error (MSE) between desired beam pattern at $-50^\circ$ to $-30^\circ$ and from $30^\circ$ to $50^\circ$ in ($\theta_k$) direction.

Figure 9 shows the desired beam pattern at $-40^\circ$ to $-35^\circ$ and from $35^\circ$ to $40^\circ$ in ($\phi_k$) direction. The designed beam pattern is achieved by using threshold values set to 1, 2 and 3 used in algorithm 1. The designed beam pattern is close to the desired beam pattern. Using the same procedure of waveform design for elevation angle which is used for azimuth angle. Figure 10 shows the Minimum Square Error (MSE) between desired beam pattern at $-40^\circ$ to $-20^\circ$ and from $20^\circ$ to $40^\circ$ in ($\phi_k$) direction.

**B. SPECTRUM SHARING BETWEEN RADAR AND COMMUNICATION SYSTEM THROUGH RELAY SYSTEMS**

Considering the system model shown in Figure 1 and Figure 2. In the first case, the simulation results of SNR versus BER for two-hop DAF and three-hop (DF & AF) are compared. In the second case, the probability of detection for two-hop AF or DF or DAF with different relay positions between MIMO radar and MIMO communication systems are compared. In the third case, the probability of detection for three-hop (DF & AF) with different relay positions between MIMO radar and MIMO communication systems are also compared.

1) **CASE1: TWO-HOP DAF AND THREE-HOP (DF & AF)**

Two-hop DAF relaying protocol and three-hop (DF & AF) relaying protocol are compared. The three-hop relaying protocol is implemented as DF in the first-hop and AF in the second-hop. The positioning of the relay in three-hop are in equal place from radars and communication system. Figure 11 and Figure 12 shows the simulation results for $2 \times 2$ and $2 \times 4$ two-hop DAF and three-hop (DF & AF) MIMO technique, respectively. The results are based on SNR in db versus BER. The results clearly show in both figures that the three-hop (DF & AF) have less BER as compared to two-hop DAF. The three-hop relaying protocol, in first-hop decodes and forwards the received signal from radar and sends the decoded signal to the other relay. The other relay of second-hop on receiving signal, just amplifies and sends to the communication system. Two-hop relaying
TABLE 2. Comparison of our proposed model with the state-of-the-art waveform design methods.

| S.NO | Authors       | Covariance matrix matching problem                                                                 | FACE property proved | Azimuth angle used | New additional elevation angle |
|------|---------------|-------------------------------------------------------------------------------------------------|----------------------|--------------------|-------------------------------|
| 1    | Puhrmann et al. | Suggested constant modulus waveforms through cross correlation matrix                            | Not proved           | Yes                | No                            |
| 2    | Aittomaki et al. | Suggested waveforms under total power constraint                                                | Not proved           | Yes                | No                            |
| 3    | Gong et al.    | Suggested omnidirectional beam pattern focusing on higher value for predetermined threshold values for main lobes | Not proved           | Yes                | No                            |
| 4    | Hua et al.     | Suggested waveforms for energy focusing with a constraint on the energy of ripples             | Not proved           | Yes                | No                            |
| 5    | Ahmed et al.   | Suggested waveforms using BPSK & QPSK waveforms                                                 | Proved but did not satisfy the constant Envelop Property Method Provided | Yes                | No                            |
| 6    | Sodagari et al. | Suggested mathematical proof for the covariance matrix of QPSK waveforms                        | Proved and satisfied | Yes                | No                            |
| 7    | Khawar et al.  | Proved FACE property of QPSK waveforms                                                          | Proved and satisfied | Yes                | No                            |
| 8    | Liu et al.     | Constant modulus waveform design using singular value decomposition                             | Not proved           | Yes                | No                            |
| 9    | liu2018mu      | Joint waveform design for all antennas shared by radar and communication systems               | Not proved           | Yes                | Yes                           |
| 10   | Our contribution | Target detection is improved through elevation angle and different relaying protocols used for spectrum sharing | Proved               | Yes                | Added                         |

protocol has higher path-loss compared to three-hop, due to the positioning of the relay between radar and communication systems.

2) CASE2: PROBABILITY OF DETECTION FOR TWO-HOP AF, DF, DAF WITH DIFFERENT RELAY POSITIONS
Figure 13 and Figure 14 shows the simulation results of two-hop network for probability of detection for sensing of the radars signal with two different relays positions. In Figure 13, the relays are at equal positions i.e., 0.5:0.5, whereas in Figure 14, the relays are at a distance of 0.7:0.3 from MIMO radar and MIMO communication systems.

3) CASE3: PROBABILITY OF DETECTION FOR THREE-HOP (DF & AF) WITH DIFFERENT RELAY POSITIONS
Figure 15 and Figure 16 shows the simulation results of three-hop network for probability of detection for sensing of the radars signal with two different relays positions. In Figure 15, the relays are at a distance of 0.2:0.4:0.4, whereas in Figure 16, the relays are at a distance of 0.4:0.4:0.2 from MIMO radar and communication systems.
We formulate the probability of detection for the radars signal as,

\[
P_d \propto \text{Number of hops, Number of relays}^{-1}
\]

(52)

\[
P_d \propto \text{distance of relay from PU}^{-1}
\]

(53)

Table 2 shows the comparison for the waveform design approach carried out by different researchers. The waveform design is carried on a covariance matrix matching problem, which is based on FACE property. All of the researchers either have not proven the FACE property or have proved through the azimuth angle only. Our contribution in waveform design approach is the addition of an elevation angle, which in addition can detect the target in the air while previously the target could be detected in ground plane only.

IV. CONCLUSION

The work presented in this paper has resolved the problem of detecting the target involving two angles which includes the azimuth and elevation angles, while keeping the constraint of FACE beam pattern design. Radar can detect a target in air through azimuth and elevation angles with some probability “p” as it was zero in previous work in the literature. Besides waveform design, the radar is also capable of sharing its available spectrum with the communication system. SNR versus BER is computed for the efficient performance of the system. The results show that three-hop (DF & AF) has lower BER compared to two-hop relaying protocols. Furthermore, the probability of detection of three-hop (DF & AF) is higher compared to two-hop systems by keeping a minimum distance of relays from the PU.
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