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Abstract—In video surveillance, pedestrian retrieval (also called person reidentification) is a critical task. This task aims to retrieve the pedestrian of interest from nonoverlapping cameras. Recently, transformer-based models have achieved significant progress for this task. However, these models still suffer from ignoring fine-grained, part-informed information. This article proposes a multidirection and multiscale Pyramid in Transformer (PiT) to solve this problem. In transformer-based architecture, each pedestrian image is split into many patches. Then, these patches are fed to transformer layers to obtain the feature representation of this image. To explore the fine-grained information, this article proposes to apply vertical division and horizontal division on these patches to generate different-direction human parts. These parts provide more fine-grained information. To fuse multiscale feature representation, this article presents a pyramid structure containing global-level information and many pieces of local-level information from different scales. The feature pyramids of all the pedestrian images from the same video are fused to form the final multidirection and multiscale feature representation. Experimental results on two challenging video-based benchmarks, MARS and iLIDS-VID, show the proposed PiT achieves state-of-the-art performance. Extensive ablation studies demonstrate the superiority of the proposed pyramid structure. Data is available on-line at https://git.openi.org.cn/zangxh/PiT.git.
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I. INTRODUCTION

PEDESTRIAN retrieval is a critical task in intelligent surveillance [1]–[3]. Given a pedestrian image as the query, pedestrian retrieval aims to find the right images in a large gallery. The query image and the matched gallery images must be from different cameras. Pedestrian retrieval has important practical applications in both society and industry, such as finding criminal suspects and tracking the pedestrian movement. Compared to the image-based pedestrian retrieval, the video-based one can provide much more gait and view information of pedestrians and alleviate the negative effects of occlusion situations. Therefore, the video-based pedestrian retrieval is getting more attention from researchers [4].

For convolution neural network (CNN)-based pedestrian retrieval, dividing the feature map into multiple horizontal stripes and individually training each one are general operations. After the training is complete, all the stripe features are assembled to generate the convolution descriptor for each image, which provides the model a rich feature representation [5]. Based on the horizontal division strategy, a pyramid of stripes is proposed to exploit the partial information of each pedestrian [6]. Although these methods above improve the model performance, the direction of division strategy is limited.

Recently, the transformer structure has achieved incredible progress in computer vision. The transformer structure is a popular model in natural language processing (NLP) and can handle the sequence data effectively. In computer vision, the input image is split into many patches. These patches are regarded as tokens similar to the words in the NLP task. A sequence of feature embedding of these patches is fed to the transformer layers. With the help of the multihead self-attention module, the transformer can obtain global-level relationships among all the patches without losing information. Meanwhile, the CNN convolution kernel can only perceive limited scope, and the down-sampling operation inevitably loses much information. Moreover, the transformer structure has achieved competitive performance compared with CNN [7]. Although the transformer has a global perception, the fine-grained information may be neglected, which results in a limited performance.

This article proposes a multidirection and multiscale Pyramid in Transformer (PiT) for video-based pedestrian retrieval, as illustrated in Fig. 1. The pyramid contains four layers, which adopt "no division," vertical, horizontal, and patch-based division strategies, respectively. The first layer includes a global-level feature of the pedestrian image. The second, third, and fourth layers contain $D_v$, $D_h$, and $D_p$ part-level features. In this way, the proposed PiT applies multidirection division strategies in the pedestrian image and extracts a multiscale feature representation for each pedestrian image.
The four layers have division strategies. After the process of transformer layer, part-informed pedestrian retrieval. Different layers employ different-direction division strategies. The four layers have $D_h$, $D_v$, and $D_p$ features, respectively.

Concretely, each pedestrian image is split into many patches. A class token and the feature embeddings of all patches are flattened and fed to multiple transformer layers. Then, the processed patch tokens are rearranged into a 2-D structure according to their original positions. Different division strategies are applied to this 2-D structure, which generates different-direction parts. The class token and patch tokens within the same part are flattened to form a new token sequence. After the process of the last transformer layer, the class token learns the multidirection part-informed information. A feature pyramid for each pedestrian image is obtained by combining all the features with different scales from different layers. The corresponding features of all the images within the same video are fused to generate the final multidirection and multiscale feature pyramid.

The traditional CNN-based methods usually apply horizontal division to feature map [5], which is reasonable because each horizontal stripe usually contains the head, torso, or legs. However, the vertical division can divide the human body into the right limb, head and torso, and the left limb, which introduces part-informed clues with more dimensions. Applying vertical and horizontal divisions simultaneously, which forms the patch-based division, can also provide more fine-grained information. Combining these multidirection and multiscale features can effectively improve the model performance. Experiments on two challenging video-based benchmarks, MARS [8] and iLIDS-VID [9], show that the proposed PiT achieves state-of-the-art performance. Extensive ablation studies also demonstrate the superiority of the proposed multidirection and multiscale pyramid structure.

The main contributions of this article can be summarized as follows.

1) Multidirection: The proposed vertical and horizontal division strategies in transformer introduce fine-grained, part-informed information from different directions.

2) Multiscale: The global and local-level features with different scales form a feature pyramid. This multiscale combination makes the feature representation rich and discriminative.

3) Performance: The proposed PiT achieves state-of-the-art performance on two challenging video-based benchmarks, and extensive ablation studies demonstrate the superiority of the proposed multidirection and multiscale pyramid structure.

The rest of this article is organized as follows. The related works are reviewed and analyzed in Section II, and then the proposed method is introduced in Section III. Experimental results and analysis are presented in Section IV. Finally, Section V concludes the article.

II. RELATED WORK

A. Video-Based Pedestrian Retrieval

An early method for image-based pedestrian retrieval fused various features, such as RGB, HSV, HoG, and LOMO, to achieve the multifeature fusion and overcome the challenge from pedestrian appearance changes [10], whereas video-based pedestrian retrieval has multiple images for each pedestrian. These consecutive pedestrian images can provide abundant temporal and spatial information, which can alleviate the negative effects of appearance change, occlusion, pose variation, etc. [11]. Therefore, existing methods focus on exploiting both spatial and temporal clues from pedestrian video. Global-guided reciprocal learning (GRL) [12] employed video-level features to guide the generation of correlation map and disentangled the frame-level features into high-correlation and low-correlation features. Bilateral complementary network with temporal kernel selection (BiCnet-TKS) [13] introduced a bilateral complementary network to mine the divergent body parts of each pedestrian and proposed a temporal kernel selection module to explore temporal relations adaptively. Spatial-temporal correlation and topology learning framework (CTL) [14] employed a key-point estimator to extract multiscale semantic features to form a topology graph. Then, a 3-D graph convolution is used to capture the hierarchical spatial and temporal dependencies. Besides, Ye et al. [15] employed a frame-level average pooling for video feature representation, which is simple but effective. These methods above mainly utilized CNN to extract spatial and temporal clues. However, the CNN convolution kernel cannot capture long-range relationships, and the CNN downsampling operation results in inevitable information loss.

B. Vision Transformer

Recently, transformer architecture has become a de-facto standard for natural language processing. Vision transformer (ViT) [7] introduced this architecture to computer vision and achieved better performance than many state-of-the-art methods on the image classification task. Following this improvement, many works were proposed to improve the performance of the transformer-based framework. For the video-based classification task, Liu et al. [16] proposed a hierarchical structure and utilized shifted windows to solve the nonoverlapping patch division problem. A 3-D shifted window is also proposed to preprocess video data.

These abovementioned methods demonstrated that the transformer structure could perform well for the video classification.
task. However, the video-based pedestrian retrieval is very different from the video classification task. The video-based pedestrian retrieval task depends highly on appearance information rather than motion information. Therefore, the transformer structure with the ability to perceive more fine-grained information is needed for the video-based pedestrian retrieval task.

C. Division Strategies for Pedestrian Retrieval

For the pedestrian retrieval task, dividing the feature map into multiple stripes is a typical operation. Part-based convolutional baseline (PCB) [5] proposed to horizontally divide the feature map into multiple stripes and achieved significant performance improvement compared with the original model. Spatial pyramid pooling (SPP) [17] divided the feature map into equal patches and assembled the multiscale feature patches into a pyramid structure. Horizontal pyramid pooling (HPP) [6] employed the horizontal division to form a multiscale pyramid and improved the model performance for this task.

Although the models above utilized different division strategies, performance comparison among different division strategies in a unified framework has not been conducted, thus the differences between these strategies remain to be explored.

III. MULTIDIRECTION AND MULTISCALE PiT

A. Transformer-Based Framework

The Vision Transformer (ViT) [7] is employed to construct the framework, as illustrated in Fig. 2. Given some pedestrian videos \( \{V_1, V_2, \cdots \} \) and pedestrian IDs \( \{y_1, y_2, \cdots \} \), each video \( V \) contains \( K \) pedestrian images \( I \), as \( V = \{I_1, I_2, \ldots, I_K\} \). A convolution layer is used to embed the pedestrian image into multiple feature embeddings. Concretely, after applying convolution operation on the pedestrian image, a feature map \( f \in \mathbb{R}^{h \times w \times c} \) is obtained. Then, the feature map is flattened to generate \( N \) features, where \( N = h \cdot w \) and the size of each feature is \( 1 \times c \). In this way, each feature can be treated as the feature embedding of each image patch, and the size of each image patch is the same as convolution kernel size \( k \). The convolution stride \( s \) determines the interval of the adjacent image patches.

The feature embedding of each image patch from the image \( I \) is also called patch token \( p \). A class token \( \phi_{\text{cls}} \) with the size of \( 1 \times c \) is also introduced to represent the feature embedding of the whole image. After flattening class and patch tokens into a sequence \( \{\phi_{\text{cls}}; p_1; \ldots; p_N\} \), the patch tokens lose the location information in original pedestrian image. Therefore, a position embedding \( \phi_{\text{pos}} \in \mathbb{R}^{(N+1) \times c} \) is employed to retain this location information. A camera embedding \( \phi_{\text{view}} \) is also introduced to keep the camera information. Since the class token and all the patch tokens belong to the same camera, the size of \( \phi_{\text{view}} \) is set to \( 1 \times c \). Then, \( \phi_{\text{view}} \) is copied \( N + 1 \) times to form a new embedding \( \phi_{\text{view}} \in \mathbb{R}^{(N+1) \times c} \). After these operations, the token sequence \( z^0 \) from the pedestrian image \( I \) is calculated as follows:

\[
\begin{align*}
    z^0 &= [\phi_{\text{cls}}; p_1; \ldots; p_N] + \lambda_1 \phi_{\text{pos}} + \lambda_2 \phi_{\text{view}} \\
    &= [\phi_{\text{cls}}^0; p_1^0; \ldots; p_N^0]
\end{align*}
\]

(1)

where \( \lambda_1 \) and \( \lambda_2 \) are tradeoff parameters. Then, \( m \) transformer layers are employed to learn the relationship between the class token and all patch tokens. Each transformer layer is composed of a Multi-head Self-Attention (MSA) block and a Multi-Layer Perception (MLP) block. A LayerNorm (LN) layer is applied before MSA and MLP blocks, and a shortcut connection is also employed as follows:

\[
\begin{align*}
    z' &= z^{d-1} + \text{MSA}(\text{LN}(z^{d-1})), \\
    z^d &= z' + \text{MLP}(\text{LN}(z')).
\end{align*}
\]

(2)

After \( m \) transformer layers, the vector sequence \( z^m \) is obtained as follows:

\[
    z^m = [\phi_{\text{cls}}^m; p_1^m; p_2^m; \cdots; p_N^m] := [\phi_{\text{cls}}^m; \text{P}^m].
\]

(3)
In (3), \( N \) patch tokens \( \{p_i^m\}_{i=1}^N \) are denoted as \( P^m \)
\[
P^m = \begin{bmatrix} p_1^m; p_2^m; \cdots; p_N^m \end{bmatrix}.
\] (4)

**B. Multidirection and Multiscale Pyramid**

To explore the fine-grained, part-informed information, the patch tokens \( P^m \) are rearranged into a new form \( \tilde{P} \) according to their original positions in pedestrian image
\[
\text{rearrange} \begin{bmatrix} p_1^m; p_2^m; \cdots; p_N^m \end{bmatrix} \rightarrow \begin{bmatrix} p_1^m; p_2^m; \cdots; p_m^m; p_{m+1}^m; \cdots; p_{m+w-1}^m \cdots; p_{m+w}^m \cdots; p_{m+w+2}^m \cdots; p_{m+w+2}^m \cdots; p_N^m \end{bmatrix}.
\] (5)

The rearranged patch tokens \( \tilde{P} \) have the same size as the feature map \( f \in \mathbb{R}^{h \times w \times c} \). We learn from the division strategies in CNN and apply similar strategies to patch tokens \( \tilde{P} \).

**1) Multidirection Division Strategies:** The rearranged tokens \( \tilde{P} \) are copied four times. Multidirection division strategies are applied to these four copies.

For the first copy, "no division" is applied to the tokens \( \tilde{P} \). Then, the class token \( \phi_{\text{cls}}^m \) along with \( \tilde{P} \) is flattened to a new token sequence \( z_{\text{global}} \in \mathbb{R}^{(N+1)\times c} \), which equals \( z^m \)
\[
z_{\text{global}} = \begin{bmatrix} \phi_{\text{cls}}^m; p_1^m; p_2^m; \cdots; p_N^m \end{bmatrix} \leftrightarrow z^m.
\] (6)

The transformer layer \( L_q \) receives this sequence and outputs a new sequence \( z_{\text{global}} \in \mathbb{R}^{(N+1)\times c} \). We follow the general operation in [7] and [16], which discard all the patch tokens and only keep the class token for the following operations. Therefore, only the class token \( \phi_{\text{cls}}^{\text{global}} \in \mathbb{R}^{1 \times c} \) is kept as the feature representation of the whole pedestrian image \( I \).

For the second copy, "vertical division" is applied to the patch tokens \( \tilde{P} \) along the vertical direction to generate \( D_h \) parts. Each part has \( N/D_h \) patch tokens. The class token is copied \( D_h \) times, and each one is assigned to one part. Then, the class token and all the patch tokens in the corresponding part are flattened along the vertical direction to form a new vector sequence \( z_{\text{vertical}} \in \mathbb{R}^{(N/D_h+1)\times c} \). There are \( D_h \) sequences in total. For example, the first sequence \( z_{\text{vertical},1} \) is shown as follows:
\[
z_{\text{vertical},1} = \begin{bmatrix} \phi_{\text{cls}}^{\text{global}}; p_1^m; p_{w+1}^m; \cdots; p_N^m \end{bmatrix}.
\] (7)

Each sequence \( z_{\text{vertical},i} \) is followed by the parameter-sharing transformer layer \( L_v \). In this way, the relationship between the class token and a specific vertical part is explored. After the process of the transformer layer \( L_v \), \( D_h \) class tokens \( \{\phi_{\text{cls}}^{\text{vertical}}\}_{i=1}^{D_h} \) are kept and denoted as \( \phi_{\text{cls}}^{\text{vertical}} \). Moreover, this article first proposes the "vertical division" strategy, which extracts fine-grained feature representation and also introduces significant performance improvement.

For the third copy, "horizontal division" is applied by dividing the patch tokens \( \tilde{P} \) into \( D_v \) parts. Horizontal division strategy is applied along the horizontal direction, and each part has \( N/D_v \) patch tokens. After the division operation, the class token is copied \( D_v \) times. Each one and its corresponding patch tokens are flattened along the horizontal direction to form the token sequence \( z_{\text{horizontal}} \in \mathbb{R}^{(N/D_v+1)\times c} \). The first sequence \( z_{\text{horizontal},1} \)
\[
z_{\text{horizontal},1} = \begin{bmatrix} \phi_{\text{cls}}^m; p_1^m; p_2^m; \cdots; p_N^m \end{bmatrix}.
\] (8)

All the sequences \( \{z_{\text{horizontal},i}\}_{i=1}^{D_v} \) are followed by the parameter-sharing transformer layers \( L_h \) and \( D_h \) class tokens \( \{\phi_{\text{horizontal},i}\}_{i=1}^{D_h} \) are obtained and denoted as \( \phi_{\text{horizontal}} \). The "horizontal division" was proposed for CNN in a previous work [6]. However, we propose a manner to apply this strategy to the new structure, i.e., vision transformer, which is proven to be effective.

For the fourth copy, the vertical and horizontal division strategies are applied simultaneously to the rearranged patch tokens \( \tilde{P} \) to form "patch-based division". Each part has \( N/D_p \) patch tokens and has a more fine-grained receptive field. After the division operation, the class token and all patch tokens in the corresponding part are flattened along the horizontal direction to form \( D_p \) token sequences \( z_{\text{patch}} \in \mathbb{R}^{(N/D_p+1)\times c} \), where \( D_p = D_v \times D_h \). The first sequence \( z_{\text{patch},1} \) is shown as an example:
\[
z_{\text{patch},1} = \begin{bmatrix} \phi_{\text{cls}}^m; p_1^m; p_2^m; \cdots; p_N^m \end{bmatrix}.
\] (9)

Each token sequence \( z_{\text{patch},i} \) is followed by the transformer layers \( L_p \), which generate \( D_p \) class tokens \( \{\phi_{\text{patch}}^{\text{global}}\}_{i=1}^{D_p} \). These class tokens are denoted as \( \phi_{\text{cls}}^{\text{patch}} \). A similar patch-based division strategy was proposed in CNN structure [17]. However, this article proposes multidirection division strategies, which are very different from the previous model.

After the transformer layer, each class token has the perception within its corresponding global/vertical/horizontal/patch-based part, making it obtain more fine-grained local information.

**2) Multiscale Pyramid Structure:** The rearranged \( \tilde{P} \) is divided using different scales, which generates multiscale feature representations. These features are concatenated to form a pyramid structure \( z_{\phi} \in \mathbb{R}^{(1+D_v+D_h+D_p)\times c} \) for each pedestrian image \( I \) as follows:
\[
z_{\phi} = \begin{bmatrix} \phi_{\text{cls}}^{\text{global}}; \phi_{\text{cls}}^{\text{vertical}}; \phi_{\text{cls}}^{\text{horizontal}}; \phi_{\text{cls}}^{\text{patch}} \end{bmatrix}
\] (10)

where \( \phi_{\text{cls}}^{\text{global}}, \phi_{\text{cls}}^{\text{vertical}}, \phi_{\text{cls}}^{\text{horizontal}}, \) and \( \phi_{\text{cls}}^{\text{patch}} \) are in the space of \( \mathbb{R}^{1\times c}, \mathbb{R}^{D_v\times c}, \mathbb{R}^{D_h\times c}, \) and \( \mathbb{R}^{D_p\times c} \), respectively.

There are \( K \) images in each pedestrian video \( V \), and each image is represented by \( z_{\phi} \). The feature pyramid \( z_{\phi} \) of the video \( V \) is generated as illustrated in Fig. 3. Each feature of the video \( V \) is the corresponding average feature within it. For example, the class token \( \phi_{\text{cls}}^{\text{patch}} \) is calculated as follows:
\[
\phi_{\text{cls}}^{\text{patch}} = \frac{1}{K} \sum_{k=1}^{K} \phi_{\text{cls}}^{\text{patch},k}.
\] (11)

The feature pyramid \( z_{\phi} \in \mathbb{R}^{(1+D_v+D_h+D_p)\times c} \) of video \( V \) is expressed as follows:
\[
z_{\phi} = \begin{bmatrix} \phi_{\text{cls}}^{\text{global}}; \phi_{\text{cls}}^{\text{vertical}}; \phi_{\text{cls}}^{\text{horizontal}}; \phi_{\text{cls}}^{\text{patch}} \end{bmatrix}
\] (12)

The CNN-based methods usually design various fusion strategies to combine pedestrian image features within the same video. The feature map from CNN contains rich spatial and temporal information, and a sophisticated fusion strategy can effectively
combine these features. However, in a transformer-based framework, the class token is not generated from the input image directly. In other words, these class tokens do not contain spatial and temporal information explicitly. Therefore, each feature of the video \( V \) is obtained in an average manner as (11).

The multiscale pyramid structure \( \bar{z}_\phi \in \mathbb{R}^{(1+D_v+D_h+D_p) \times c} \) contains part-informed information of different scales, which is more rich and discriminative than the original global-level feature representation. The ablation study in the latter section demonstrates the superiority of this multiscale pyramid structure.

C. Model Training and Testing

This section describes the details of model training and testing. To simplify the expression, the class token \( \phi^\theta_{\text{cls}} \in \mathbb{R}^{1 \times c} \) is used to represent each element in \( \bar{z}_\phi \). Each class token \( \phi^\theta_{\text{cls}} \) is followed by a BatchNorm layer and a classifier layer to generate the final probability \( p^\theta \), as illustrated in Fig. 3. There are \( 1+D_v+D_h+D_p \) classifier layers to train each token \( \phi^\theta_{\text{cls}} \) individually. The classification loss \( \mathcal{L}_{\text{cls}} \), and triplet loss \( \mathcal{L}_{\text{tri}} \), are used to supervise this model by averaging the losses of these independent branches

\[
\mathcal{L}_{\text{cls}} = -\frac{1}{TN_c} \sum_{i=1}^{T} \sum_{j=1}^{N_c} y_j \log p^\theta_{i,j} \quad (13)
\]

\[
\mathcal{L}_{\text{tri}} = \frac{1}{BT} \sum_{i=1}^{T} \sum_{a \in [b_i]} \ln \{ 1 + \exp[\max d(\phi^\theta_{i,a}, \phi^\theta_{i,p}) - \min d(\phi^\theta_{i,a}, \phi^\theta_{i,n})] \} \quad (14)
\]

where \( T = 1 + D_v + D_h + D_p \); \( N_c \) is the class number for a specific benchmark; \( b_i \) represents the \( i \)th minibatch; \( B \) is the number of pedestrian images in this minibatch; and \( a, p, \) and \( n \) are anchor, positive, and negative samples, respectively. Function \( d(\cdot, \cdot) \) calculates the Euclidean distance between two features. The overall loss function \( \mathcal{L} \) is calculated as follows:

\[
\mathcal{L} = \mathcal{L}_{\text{cls}} + \mathcal{L}_{\text{tri}}. \quad (15)
\]

In the testing process, the multidirection and multiscale feature pyramid \( \bar{z}_\phi \in \mathbb{R}^{(1+D_v+D_h+D_p) \times c} \) is used to represent the feature representation of the pedestrian video \( V \).

IV. EXPERIMENTS

A. Experimental Setting

1) Benchmarks: The proposed PiT is evaluated in two challenging benchmarks: 1) MARS [8] and 2) iLIDS-VID [9]. There are also two other popular benchmarks: 1) DukeMTMC-ReID and 2) PRID2011. Existing methods [12], [13], [34] have achieved more than 0.95 in terms of Rank-1 metric on these two benchmarks. However, there is still much room for improvement on the challenging MARS and iLIDS-VID benchmarks.

1) MARS is the largest video-based pedestrian retrieval benchmark and captured by six cameras on a university campus. It contains 20 478 videos from 1261 identities. These videos are generated by employing the DPM detector and GMMCP tracker, which results in many videos with poor quality.

2) iLIDS-VID is captured by two cameras in an airport hall. It contains 600 videos from 300 identities. This benchmark is very challenging because of the pervasive background clutter, mutual occlusions, and lighting variations.

2) Evaluation Protocol and Metrics: For MARS benchmark, the standard training and testing split provided by [8] is used for training the proposed PiT. The cumulative matching characteristic (CMC) curve and mean Average Precision (mAP) are employed for evaluation. For iLIDS-VID benchmark, the whole set of videos is randomly divided into two halves. Then, the trials are repeated ten times, and the CMC curve is used to evaluate the average results. For convenience, Rank-1, Rank-5, Rank-10, and Rank-20 are employed to represent the CMC curve.

3) Implementation Details: The proposed PiT is implemented using Pytorch. The transformer ViT-B16 [7], pretrained on ImageNet, is employed as the backbone. We follow the operation in [35] to preprocess all the videos. Specifically, each video is divided equally into \( K \) snippets, where \( K \) equals 8. The first pedestrian image in each snippet is selected as the keyframe, and \( K \) images are used to represent this video. Each pedestrian image is resized to 256 \( \times \) 128. The batch size and parameter \( m \) are set to 16 and 11. The kernel size \( k \) and stride \( s \) of the convolution layer are set to 16 and 12. The dimension \( h \times w \times c \) of feature embedding outputted by convolution layer is 21 \( \times \) 10 \( \times \) 768. The tradeoff parameters \( \lambda_1 \) and \( \lambda_2 \) are set to 1.0 and 1.5, respectively. The division parameters \( D_v, D_h, \) and \( D_p \) are 2, 3, and 6, respectively. The standard stochastic gradient descent with momentum and an initial learning rate of 0.01
is used to train these models 120 epochs for each benchmark. Cosine annealing is employed to schedule the learning rate. The convolution layer and transformer layers are frozen in the first five epochs to train the classifier layers. After these five epochs, the whole network is trained.

B. Comparison With State-of-the-Art Methods

Table I shows the comparison between the proposed PiT and 20 other state-of-the-art methods in terms of mAP score and CMC accuracy. These state-of-the-art methods are all within three years and employed ResNet50 as their backbone to explore the spatial and temporal information among pedestrian images. They used attribute information [18], [24], attention mechanism [20], [27], graph convolution [14], [28], [29], 3-D convolution [32], [34], relation-guided models [12], [22], [23], generative adversarial networks (GANs) [30], and new network architectures [13], [15], [19], [21], [25], [26], [31], [33], respectively, to generate the feature representation of each pedestrian video. Meanwhile, the proposed PiT employs a transformer-based framework and utilizes the simple average fusion to obtain the multidirection and multiscale feature pyramid.

1) Performances on MARS: Compared with other state-of-the-art methods, the proposed PiT achieves the best mAP score and competitive CMC accuracy. The best competitor, CTL [14], utilized a key-point estimator to extract human body local features as graph nodes and achieved topology learning for video-based pedestrian retrieval. In comparison, the proposed PiT does not explore the relationship among different pedestrian images within the same video and reaches a better mAP value. This demonstrates the proposed feature pyramid containing more fine-grained local information has a better generalization performance.

2) Performances on iLIDS-VID: Compared with other methods, the proposed PiT achieves state-of-the-art performance. The best competitor, GRL [12], used global correlation estimation to disentangle features into high-correlation and low-correlation features. Then, GRL proposed temporal reciprocating learning to enhance the high-correlation semantic clues and accumulate the low-correlation subcritical clues for the final feature representation. Meanwhile, the proposed PiT has a concise network structure and achieves 1.67% performance improvement on the metric of Rank-1 than GRL.

C. Ablation Study

Different division strategies in a unified framework are compared in this section. In this article, each image is split into 210 patches. They are then further divided into 2, 3, 5, 6, and 7 parts. In other words, the optional values of parameters \( D_v \) and \( D_h \) are 2, 3, 5, 6, and 7. To explicitly show the division details, 105 \( \times \) 2, 105 \( \times \) 3, 105 \( \times \) 5, 105 \( \times \) 6, and 105 \( \times \) 7 are used.
TABLE III
PERFORMANCE COMPARISON BETWEEN DIFFERENT COMBINATIONS

| Type                  | Parameter                        | MARS | iLIDS-VID |
|-----------------------|----------------------------------|------|-----------|
|                       |                                  | Rank-1 | mAP | Rank-1 | mAP |
| Four Layers           | Vertical Division                 | 1×210_105×2_42×5_30×7          | 89.34 | 83.30 | 91.13 |
|                       | Horizontal Division               | 1×210_2×105_5×42_7×30          | 89.56 | 83.32 | 91.40 |
|                       | Patch-based Division              | 1×210_6p_14p_15p               | 89.51 | 85.96 | 90.47 |
|                       | Proposed PiT                      | 1×210_105×2_3×70_6p            | 90.22 | 86.80 | 92.07 |

The best results are shown in bold.

Fig. 4. mAP score changes of different-direction division strategies on MARS benchmark. The values in this figure follow the data in Table II.

70×3, 42×5, 35×6, and 30×7 are used to represent the division parameters using vertical division. The parameters 2×105, 3×70, 5×42, 6×35, and 7×30 are denoted as division parameters using horizontal division. Applying 105×2 vertical division and 3×70 horizontal division simultaneously forms a patch-based division and generates six parts. The parameters 105×2 and 7×30 generate 14 parts, and 42×5 and 3×70 generate 15 parts (i.e., the optional values of parameter Dp are 6, 14, 15). These patch-based division strategies are denoted as 6p, 14p, and 15p. “No division” is denoted as 1×210.

1) Effectiveness of Different-Direction Division Strategies:
This section compares different-direction division strategies in the transformer-based framework. The proposed pyramid with only one layer is used to compare the performances, as illustrated in Table II. Compared with the baseline method, this table shows that using different-direction division strategies improves the performance. Two conclusions can be made. First, although horizontal division is a commonly used strategy, the vertical and patch-based division strategies can also improve the performance effectively. Second, the best division strategy and the number of parts are different for different benchmarks. These conclusions demonstrate the need to adopt a strategy based on the practical scene.

To allow for the performance analysis visually, the mAP scores of different division strategies on MARS benchmark are illustrated in Fig. 4. In this figure, increasing the number of parts can improve the performance gradually. However, more number of parts also introduces more computation complexity. For different division strategies, dividing the patch tokens into six parts achieves a better tradeoff between the performance and computation complexity. Therefore, the parameter of the proposed PiT is 1×210_105×2_3×70_6p, and its fourth layer splits the patch tokens into six parts.

2) Effectiveness of Multiscale Pyramid Structure:
This section shows the performances of pyramid structures with different layers, as illustrated in Table IV. In this table, the proposed pyramid with one layer only employs “no division.” The proposed pyramid with two layers additionally uses the vertical division strategy. Then, the horizontal division and patch-based division strategies are added one by one. Each layer contains part-informed information with different scales. As the number of layers increases, the performance improves gradually. These improvements demonstrate that fusing multiscale feature representations can improve performance effectively.

3) Effectiveness of Multidirection Pyramid Structure:
This section compares the performances between multidirection and single-direction pyramid structures, as illustrated in Table III. All the pyramids in this table have four layers, and the differences between them are dependent upon which division strategy is employed. The type “Vertical Division” only employs vertical division strategies. The types “Horizontal Division” and “Patch-based Division” have the same meanings. For vertical and horizontal division strategies, the part numbers 2, 5, and 7 are chosen to form the bottom three layers. For patch-based division, 6p, 14p, and 15p are employed to form the bottom three layers.

Compared with other single-direction pyramids, the proposed PiT achieves the best performance. Table III demonstrates fusing multidirection division strategies provides more improvement.

TABLE IV
PERFORMANCE COMPARISON BETWEEN THE PROPOSED PYRAMID WITH DIFFERENT NUMBERS OF LAYERS

| Number of Layers | Parameter | MARS | iLIDS-VID |
|------------------|-----------|------|-----------|
|                  |           | Rank-1 | mAP | Rank-1 | mAP |
| 1                | 1×210     | 87.33 | 84.00 | 89.87 |
| 2                | 1×210_105×2 | 88.59 | 85.65 | 90.20 |
| 3                | 1×210_105×2_3×70 | 88.75 | 85.72 | 91.13 |
| 4                | 1×210_105×2_3×70_6p | 90.22 | 86.80 | 92.07 |

The best results are shown in bold.

TABLE V
PERFORMANCE COMPARISON BETWEEN PROPOSED PiT WITH DIFFERENT PARAMETERS

| Parameter                  | MARS | iLIDS-VID |
|---------------------------|------|-----------|
|                           | Rank-1 | mAP | Rank-1 | mAP |
| Four Layers               |       |     |       |     |
| 1×210_105×2_3×70_6p       | 90.22 | 86.80 | 92.07 |
| Layers                    |       |     |       |     |
| 1×210_105×2_3×70_14p_15p  | 89.24 | 85.13 | 91.20 |
| 1×210_105×2_3×70_6p_14p_15p | 89.24 | 85.82 | 90.40 |

The best results are shown in bold.
On the other side, the type “Horizontal Division” performs better than the “Vertical Division”. This shows the horizontal division strategy is more suitable for the pedestrian retrieval task. In conclusion, the proposed PiT fusing multidirection and multiscale feature representations is the best combination.

4) Performances of Proposed Pyramid With Different Parameters: The proposed PiT contains four layers, and each layer adopts different division strategies. The performances of the proposed PiT with different parameters are presented in Table V. For example, the parameter $1 \times 210 \times 105 \times 2 \times 3 \times 70 \times 6p$ represents “no division” ($1 \times 210$), vertical division ($105 \times 2$), horizontal division ($3 \times 70$), and patch-based division ($6p$) are employed.

As illustrated in Table V, the proposed PiT with parameter $1 \times 210 \times 105 \times 2 \times 3 \times 70 \times 6p$ achieves the best performance. The other two pyramids introduce more fine-grained parts, yet their performances become poor. On the other side, the pyramid with the parameter $1 \times 210 \times 42 \times 5 \times 3 \times 70 \times 15p$ splits the patch tokens into more horizontal parts than using the parameter $1 \times 210 \times 105 \times 2 \times 3 \times 70 \times 15p$ and achieves better performance. Although their fourth layers have a close number of parts, more horizontal parts introduce more performance improvement.

5) Qualitative Analysis: The retrieval examples are illustrated in Fig. 6. One pedestrian image is selected to represent the video for convenience, and the top eight retrieval results for each query are illustrated in this figure. We select the query pedestrian video from MARS benchmark according to the average precision (AP) value. Fig. 6(a)–(d) shows the successful cases where the proposed PiT has a better AP than the baseline method, and Fig. 6(e) and (f) shows the failed cases where the baseline method performs better.

For the successful case in Fig. 6(a) and (b), the proposed PiT retrieves many correct videos in the gallery. In contrast, the baseline method retrieves many incorrect results, including a man in a blue shirt in Fig. 6(a) and a road sign in the second and third places in Fig. 6(b). For the failed case in Fig. 6(d), the baseline method puts the correct videos in the top two places. However, the proposed PiT also retrieves pedestrians with similar appearances. In Fig. 6, we employ the AP value to determine whether the proposed method is successful or not. For practical application, people usually look for the person of interest from the top-k results, not just the top-1 result. Therefore, the proposed PiT can be utilized effectively for Fig. 6(e) and (f).

To explore the difference between the proposed PiT and the baseline method, the attention maps of the query pedestrian image are illustrated in Fig. 5. With the same input image, the proposed PiT and the baseline method have different attention maps. The baseline method cannot extract the fine-grained local features. Therefore, it cannot reduce the unfavorable impacts from the man in a blue shirt in Fig. 5(a) and the road sign in Fig. 5(b). Therefore, more fine-grained feature representation can help the model recognize the pedestrian of interest.

6) Computation Complexity and Running Time: Table VI adopts Multiply-ACcumulate operations (MACs) and trainable parameters to show the computation complexity. We use one 24 G NVIDIA TITAN RTX GPU to conduct the experiments. For the MARS benchmark, the training and testing processes of the proposed PiT take 5 h, including training 8298 videos from 625 pedestrian IDs and testing another 11 310 videos for evaluation. For the iLIDS-VID benchmark, the experiments include ten trials to ensure statistical stability, and the total running time takes 10.70 h. Each trial contains training 300 videos from 150 pedestrian IDs and testing another 300 videos. In Table VI, the proposed PiT has acceptable MACs, trainable parameters, and running time, which have the same order of magnitude as the baseline method. The superiority of the proposed method can be seen from the performance improvement in terms of the Rank-1 metric.
Fig. 6. Retrieval examples. Each video is represented by one pedestrian image within it. The query video is selected from MARS benchmark, and the top eight retrieval results for each query are illustrated in this figure. (a)–(d) The successful cases. (e) and (f) The failed cases. The correct results are shown in green boxes.

V. CONCLUSION

This article proposed a multidirection and multiscale PiT for video-based pedestrian retrieval. The proposed PiT contained four layers, and each layer applied different division strategies on the patch tokens to generate different-direction parts. The class token and the patch tokens in each generated part were fed to the corresponding transformer layer. In this way, the class token perceived the fine-grained, part-informed features. Then, the multidirection and multiscale features were combined to form a feature pyramid for each pedestrian image. The feature pyramids of pedestrian images belonging to the same video were fused to generate the final feature pyramid. Experimental results on two challenging benchmarks, MARS and iLIDS-VID, showed the proposed PiT achieves state-of-the-art results. The comprehensive ablation studies demonstrated the superiority of the proposed multidirection and multiscale pyramid structure.
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