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Abstract. Homomorphic secret sharing (HSS) allows multiple input clients to secret-share their data among multiple servers such that each server is able to locally compute a function on its shares to obtain a partial result and all partial results enable the reconstruction of the function’s value on the outsourced data by an output client. The existing HSS schemes for high-degree polynomials either require a large number of servers or lack verifiability, which is essential for ensuring the correctness of the outsourced computations. In this paper, we propose a two-server verifiable HSS (VHSS) model and construct a scheme that supports the computation of high-degree polynomials. The degree of the outsourced polynomials can be as high as a polynomial in the system’s security parameter. Despite of using only 2 servers, our VHSS ensures that each single server learns no information about the outsourced data and no single server is able to persuade the client to output a wrong function value. Our VHSS is significantly more efficient. When computing degree-7 polynomials, our scheme could be 3-10 times faster than the previously best construction.
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1 Introduction

In the context of outsourcing computations, the outsourced data may be leaked and the servers may be hijacked or return incorrect results for economic reasons (such as saving the computing resources). How to ensure the privacy of the outsourced data and the integrity of the outsourced computations are two top security issues.

A general method of protecting the privacy of the data in outsourcing computation is by using the homomorphic encryption (HE), which allows the cloud servers to compute a function $f$ on the ciphertexts $\text{Enc}(x_1), \ldots, \text{Enc}(x_n)$ to get a ciphertext of the function value $y = f(x_1, \ldots, x_n)$. The early HE schemes\cite{19,26} only support degree-1 computations on the encrypted data. Gentry\cite{18} proposed
the first fully homomorphic encryption (FHE) scheme that allows the computation of any boolean circuits on encrypted data. Although the efficiency of FHE has been significantly improved in \cite{Gentry2009, Brakerski2014} during the past years, FHE is still impractical from the performance perspective \cite{van2011fully}. As a multi-server counterpart of HE that is more efficient, the HSS of Boyle et al. \cite{Boyle2014} allows the input clients to secret-share their data among multiple servers such that upon request each server is able to compute a partial result and all partial results suffice to reconstruct the correct function value by an output client. Most of the existing HSS schemes are designed for computing specific functions, such as the affine functions \cite{Boyle2018}, the point functions \cite{Boyle2016}, the selection functions \cite{Liu2015, Liu2017}, and the depth-2 boolean circuits \cite{Bassalygo1972}. Recent works \cite{Bassalygo1972, Boyle2014, Boyle2015, Boyle2016, Boyle2018} have focused on the construction of HSS schemes that support high-degree polynomial computations.

While HE and HSS provide easy solutions to the data privacy problem in outsourcing of computations, they cannot help the output client verify whether the servers have done their computations correctly. Tsaloli et al. \cite{Tsakalou2019} proposed the notion of verifiable HSS (VHSS) which additionally add verifiability of the servers’ results to the HSS schemes. Unfortunately, their construction only supports the product computations over a multiplicative Abelian group and has been proved to be insecure \cite{Gentry2019}. Yoshida and Obana \cite{Yoshida2019} constructed verifiably multiplicative secret sharing schemes that enable the computation of polynomials over the shared data. However, the degrees of their polynomials cannot exceed the number of servers.

Therefore, if we restrict our attention to HSS schemes for high-degree polynomial computations, the state of the art offers either the construction \cite{Tsakalou2019} that has no verifiability or the constructions \cite{Yoshida2019} that require a very large number of servers. In this paper, we shall focus on the construction of two-server verifiable HSS schemes that allow high-degree polynomial computations.

1.1 Our Contributions

In this paper, we propose a two-server verifiable homomorphic secret sharing (2SVHSS) model. Our model involves three kinds of parties: a set of input clients, a set of servers, and an output client. Each input client uses a public key to encrypt its data as shares to the servers; upon the request of computing a function on the outsourced data, each server performs a computation on its own shares and produces a partial result; finally, the output client reconstructs the function value from all partial results. A 2SVHSS scheme in our model should satisfy the properties of correctness, semantic security, verifiability, context hiding and compactness. The correctness property requires that whenever the scheme is correctly executed, the output client will always reconstruct the correct function value. The semantic security requires that each server learns no information about the outsourced data. The verifiability requires that no malicious server is able to persuade the output client to reconstruct a wrong function value. The context hiding property requires that the output client learns no more information about the outsourced data than what is implied by the function value. This property is specifically interesting when the output client is not one of the input
clients. The compactness property requires that the output client’s workload in a protocol execution should be substantially less than that required by the native computation of the function. This property is essential for HSS’s applications in outsourcing computation. In the proposed model we construct a 2SVHSS scheme that allows the computation of polynomials over the outsourced data. The degrees of these polynomials can be as high as a polynomial in the system’s security parameter. Achieving verifiability in two-server HSS for high-degree polynomials allows us to distinguish between this work and the existing ones.

1.2 Our Techniques

Our construction is based on the HSS of [9]. The core technique of the HSS scheme of [9] is a public-key encryption scheme supporting nearly linear decryption (PKE-NLD). Let $R = \mathbb{Z}[X]/(x^N + 1)$, where $p, q \in \mathbb{N}$, $p | q$ and $1 \ll p \ll q$. Informally, a public-key encryption scheme supports nearly linear decryption for a message $x \in R_p$ if the secret key is $s = (s_1, s_2) = (1, s) \in R^2_q$, and for any ciphertext $c \in R^2_q$ encrypting $x$, $(s, c) = (q/p \cdot x + e \mod q$ for some “small” noise $e \in R$. The input clients use PKE-NLD and the public key $pk$ to encrypt $x \cdot s$ as $C^x = (c^{x-1}, c^x) \in R^2_q$, without knowing the secret key $s$. In order to implement homomorphic computation on the ciphertext, they randomly split the secret key $s$ into a pair of evaluation keys $(ek_1, ek_2) \in R^2_q$ such that $s = (ek_1 + ek_2) \mod q$. For every $b \in \{1, 2\}$, the server $b$ uses $ek_b$ to compute a share $t^x_b$ of $x \cdot s$, and returns it to the output client. It is clear that for $i \in \{1, 2\}$, $(t^x_0, c^{x \cdot s_i}) + (t^x_1, c^{x \cdot s_i}) = (x \cdot s, c^{x \cdot s_i}) \approx (q/p \cdot x x' \cdot s_i$ over $R_q$. The HSS of [9] supports the computation of restricted multiplication straight-line programs [6][14]. To enable the computation of polynomials, we added homomorphic multiplication by known constants to [9] as follows. For every $b \in \{1, 2\}$, the server $b$ computes the secret share $t^x_b$ (in fact, $t^x_b = c \cdot t^x_b$) of $c \cdot x \cdot s$ (where $c \in R_p$) by using $c \cdot ek_b$. The correctness of the computation can be established as follows: $t^x_1 + t^x_2 = c \cdot (t^x_1 + t^x_2) = (c x \cdot 1 + c x \cdot s)$. To achieve verifiability, we add a verification key and a pair of additional evaluation keys. More precisely, the verification key $vk = (\hat{s}, \hat{s} \cdot s)$ is obtained by multiplying the secret key $s = (1, s)$ with a randomly chosen value $\hat{s} \in R_p$; and the additional evaluations keys $(ek_1, ek_2)$ are additive shares of $vk$, i.e., $vk = (ek_1 + ek_2) \mod q$. With the additional evaluation keys, the servers can manage to compute $\tau = \hat{s} \cdot f(x_1, \ldots, x_n)$. The output client can decide whether $f(x_1, \ldots, x_n)$ is computed correctly by verifying the equation $\tau = \hat{s} \cdot f$. A successful attack of the verifiability by a malicious server requires that server to guess $\hat{s}$ correctly. However, that will happen with at most a negligible probability, because $\hat{s}$ is randomly split into two additive shares and sent to two servers respectively, a single server cannot obtain effective information about $\hat{s}$. Our verification process only needs to perform a fixed number of additions and multiplications on $R$ and does not need to perform decryption (including modular exponentiation) like [4][13][21]. Therefore, our verification process consumes few resources which is very friendly to the output clients with limited computing power.
1.3 Applications

Our scheme has interesting applications in many scenarios such as secure computation \cite{3, 6}, private manipulation of remote databases \cite{12}, and generating correlated random variables \cite{3}. In addition, it can be used in industry.

**Deep Neural Networks:** The scheme of \cite{31} has been using FHE to enable the evaluation of deep neural networks over the private data. Our scheme can provide an efficient alternative to FHE, and our scheme is verifiable and ensures the users to get the correct results from untrusted servers.

**Smart Grid Network:** Smart grid networks are envisioned to be the next generation power supply networks. The smart grid deploys sensors on the consumers to collect real-time data which will be uploaded to the servers. The control center requires the servers to perform some computations on the collected data for further analysis, such as regulating the supply of power. Khurana et al. \cite{23} pointed out that the data stored on the servers will reveal their private information. A more serious problem is that the servers may be hijacked which will cause the control center to make a wrong judgment and cause catastrophic consequences. Such security problems can be solved by our scheme, which can preserve the privacy of the consumers by encrypting the collected data and allow the control center to verify the result.

Our scheme can be used to provide both data privacy, results verification and efficient computation in many other systems such as the healthcare systems \cite{27} and the industrial control systems \cite{28}.

1.4 Related Work

Recent works \cite{4, 13, 21} are to transform the level-k HE scheme to support the computation of high-degree polynomials. Informally, if an HE scheme can support computations of degree $\leq k$, we call it a level-k HE scheme. Although \cite{4, 13, 21} achieve the purpose of computing polynomials through level-k HE, their constructions do not support verification and are only effective for low-degree polynomials. Some works \cite{16, 30} constructed multi-server schemes with verifiability. However, the degree of their polynomials can not exceed the number of servers.

| Table 1. Comparisons with Existing HSS Schemes |
|-----------------------------------------------|
| $n$ $m$ $d$ semantic security | verifiability | context hiding | compactness |
|\cite{13} * 2 2k | ✓ | ✗ | ✓ | ✓ |
|\cite{4} 1 1 2k | ✓ | ✗ | ✓ | ✗ |
|\cite{21} * $m$ $(k + 1)m - 1$ | ✓ | ✗ | ✓ | ✓ |
|\cite{30} * $m$ $< m$ | ✓ | ✓ | ✓ | ✓ |
|\cite{16} 1 $m$ $m$ | ✓ | ✓ | ✓ | ✗ |
|Ours * 2 poly($\lambda$) | ✓ | ✓ | ✓ | ✓ |
Table 1 shows the comparisons between our scheme and some existing representative schemes for \( n \) input clients, \( m \) servers, and degree-\( d \) polynomials, where “\( n = * \)” means that the number of allowed input clients is unbounded. Compared with these representative works, our scheme satisfies all properties in comparison and supports polynomials of highest degree.

1.5 Organization

In Section 2 we introduce the techniques that will be used in our construction. In Section 3 we formally define 2SVHSS. In Section 4 we give both construction and analysis of our 2SVHSS. In Section 5 we implement our scheme and compare with the best existing schemes in terms of efficiency. Finally, Section 6 contains our concluding remarks.

2 Preliminaries

We denote with \( \lambda \in \mathbb{N} \) a security parameter, and use \( \text{poly}(\lambda) \) to denote any function bounded by a polynomial in \( \lambda \). We say that a function is negligible in \( \lambda \) if it vanishes faster than the inverse of any polynomial in \( \lambda \), and denote a negligible function by \( \text{negl} \). We use \( \text{PPT} \) for probabilistic polynomial-time. For a positive integer \( n \), we denote by \( [n] \) the set \( \{1, 2, \ldots, n\} \). For a real number \( x \in \mathbb{R} \), by \( \lfloor x \rfloor \in \mathbb{Z} \) we denote the integer closest to \( x \). Let \( R = \mathbb{Z}[X]/(X^N + 1) \), where \( N \in \mathbb{N} \) with \( N \leq \text{poly}(\lambda) \) is a power of 2. For \( x \in R \) with coefficients \( x_1, \ldots, x_N \), the infinity norm of \( x \) is defined as \( \|x\|_\infty := \max_{i=1}^{N} |x_i| \). For \( p \in \mathbb{N} \), by \( R_p \) we denote \( R/pR \). We agree that the coefficients of any element in \( R_p \) are in the interval \( (-\lceil p/2 \rceil, \ldots, \lfloor (p-1)/2 \rfloor) \). We define the size of a polynomial as the total number of multiplication and addition operations it contains. The size of the polynomial \( f \) is denoted as \( \text{size}(f) \).

2.1 Public-Key Encryption with Nearly Linear Decryption

Boyle et al. [9] gave an instantiation of PKE-NLD that satisfies the following properties: First, it allows anyone to encrypt certain key-dependent messages without the secret key. Second, it allows distributed decryption of ciphertexts. The PKE-NLD of [9] was instantiated with Ring-LWE [10,22] and parametrized by modulus values \( p, q \in \mathbb{N} \), and bounds \( B_{sk}, B_{ct} \in \mathbb{N} \), where \( p/q, p \geq \lambda^{\omega(1)} \), \( q/p \geq \lambda^{\omega(1)} \) and \( B_{sk}, B_{ct} \leq \text{poly}(\lambda) \), as well as a ring \( R = \mathbb{Z}[X]/(X^N + 1) \), where \( N \) is a power of 2. The secret key \( s \) satisfies \( \|s\|_\infty \leq B_{sk} \). The error \( e \) satisfies \( \|e\|_\infty \leq B_{ct} \).

In the PKE-NLD instantiation of [9], \( D_{sk} \) is a secret-key distribution such that each coefficient of the secret key \( s \) is uniformly distributed over \( \{0, \pm 1\} \), subject to the constraint that \( h_{sk} \) out of the coefficients of \( s \) are non-zero. \( D_{err} \) is an error distribution where each coefficient is a rounded Gaussian with a parameter \( \sigma \),
which gives $B_{\text{err}} = 8\sigma$ as a high-probability bound on the $l_\infty$ norm of samples from $D_{sk}$, with failure probability about $2^{-49}$. The instantiation of PKE-NLD can be described as follows:

- **PKE.Gen(1^\lambda)**: Sample $a \leftarrow R_q$, $s \leftarrow D_{sk}$, $e \leftarrow D_{\text{err}}$ and compute $b = a \cdot s + e$ in $R_q$. Let $s = (1, s)$ and output $pk = (a, b)$, $sk = s$.
- **PKE.Enc(pk, m)**: To encrypt $m \in R_p$, sample $v \leftarrow D_{sk}$, $e_0, e_1 \leftarrow D_{\text{err}}$. Output the ciphertext $(c_0, c_1) \in R_q^2$, where $c_1 = av + e_0$ and $c_0 = bv + e_1 + (q/p) \cdot m$.
- **PKE.OKDM(pk, m)**: Compute $e^0 = \text{PKE.Enc}(0)$ and $e^m = \text{PKE.Enc}(m)$. Output the tuple $(e^m, e^0 + (0, (q/p) \cdot m))$ as an encryption of $m \cdot s$.
- **PKE.DDec(b, t_b, c^x)**: Given $b \in [2]$, a ciphertext $c^x = (c_0, c_1)$ and a share $t_b = (t_{b,0}, t_{b,1})$ of $m \cdot s$. Output $d_b = \{(p/q) \cdot (c_0 \cdot t_{b,0} + c_1 \cdot t_{b,1}) \mod p\}$ mod $q$.

Without accessing the secret key, anyone can compute the encryption of any linear function of the secret key through key-dependent message (KDM) oracle. 

**Nearly linear decryption to the message** $x \cdot s_j$: for any $\lambda \in \mathbb{N}$, for any $(pk, sk) \leftarrow \text{PKE.Gen}(1^\lambda)$, and for any $c_j \leftarrow \text{PKE.OKDM}(pk, x, j)$, it holds $(s, c_j) = (q/p) \cdot (x \cdot s_j) + e$ mod $q$ for some $e \in R$ with $\|e\| \leq B_{ct}$, where $j \in [2]$.

**Security**: for any $\lambda \in \mathbb{N}$ and any PPT adversary $A$, $\text{Adv}^{\text{kdm-ind}}_{A,\text{PKE.OKDM}}(\lambda) := \text{Pr}[\text{Exp}_{A,\text{PKE.OKDM}}(\lambda) = 1] - 1/2 \leq \text{neg}(\lambda)$, where $\text{Exp}^{\text{kdm-ind}}_{A,\text{PKE.OKDM}}(\lambda)$ is defined as follows:

\begin{align*}
\text{Exp}^{\text{kdm-ind}}_{A,\text{PKE.OKDM}}(\lambda) : \\
(pk, sk) \leftarrow \text{PKE.Gen}(1^\lambda) \\
\beta \leftarrow \{0, 1\} \\
\beta' \leftarrow A^{\text{OKDM}(.\cdot)(1^\lambda, pk)} \\
\text{If } \beta = \beta' \text{ return } 1. \\
\text{Else return } 0.
\end{align*}

By $\text{PKE.OKDM}(pk, x)$ we denote the KDM oracle that returns a componentwise encryption of $x \cdot s$, i.e. the matrix $(\text{PKE.OKDM}(pk, x, 1), \text{PKE.OKDM}(pk, x, 2)) \in R_q^{2 \times 2}$.

The second property that PKE-NLD needs to satisfy is that it allows two non-communicating servers to perform decryption distributively. 

**Distributed decryption of sums of ciphertexts**: Let $B_{\text{add}} \in \mathbb{N}$ be a polynomial in $\lambda$. Then there exists a deterministic polynomial time decryption procedure $\text{PKE.DDec}$ with the following properties: for all $x \in R_p$ with $p/\|x\|_{\infty} \geq \lambda^{\omega(1)}$ and $q/(p/\|x\|_{\infty}) \geq \lambda^{\omega(1)}$, for all $(pk, sk)$, for all messages $m_1, \ldots, m_{B_{\text{add}}} \in R_p$, for all encryption $c_i$ of $m_i$ that are either output of $\text{PKE.Enc}$ or $\text{PKE.OKDM}$ (in that case we have $m_i = x_i \cdot s_j$ for some $x_i \in R_p$ and $j \in [2]$), for the shares $t_1, t_2 \in R_q^2$ that were randomly chosen subject to $t_1 + t_2 = x \cdot s$ mod $q$, for $c := \sum_{i=1}^{B_{\text{add}}} c_i$ and $m := \sum_{i=1}^{B_{\text{add}}} m_i$, $\text{PKE.DDec}(1, t_1, c) + \text{PKE.DDec}(2, t_2, c) = x \cdot m$ mod $q$ with probability at least

$$1 - N \cdot (N - B_{\text{add}}) \cdot \|x\|_{\infty} \cdot B_{ct} \cdot p/q + \|x \cdot m\|_{\infty}/p + p/q + 1/p) \geq 1 - \lambda^{-\omega(1)}$$
over the randomly choice of the shares \( t_1, t_2 \). For \( C = (c_1|c_2) \in \mathbb{R}_{p}^{2 \times 2} \) by \( m \leftarrow \text{PKE.DDec}(b, t_0, C) \), we denote the componentwise decryption \( m \leftarrow (\text{PKE.DDec}(b, t_0, c_1), \text{PKE.DDec}(b, t_0, c_2)) \in \mathbb{R}_{p}^2 \).

### 3 Two-Server Verifiable Homomorphic Secret Sharing

A two-server verifiable homomorphic secret sharing (2SVHSS) scheme involves three kinds of parties: multiple input clients, two non-communicating servers and an output client. In a 2SVHSS scheme, any client that gets the public key can encrypt input value as ciphertexts and share between the two servers. The output client asks servers to compute the result and uses the verification key to verify the result.

**Definition 1 (Two-server verifiable homomorphic secret sharing)** A 2SVHSS scheme 2SVHSS for a function family \( \mathcal{F} \) over a ring \( \mathbb{R} \) with input space \( \mathcal{I} \subseteq \mathbb{R} \) consists of four PPT algorithms (2SVHSS.Gen, 2SVHSS.Enc, 2SVHSS.Eval, 2SVHSS.Ver) with the following syntax:

- **2SVHSS.Gen(1^\lambda)**: On input a security parameter \( 1^\lambda \), the key generation algorithm outputs a public key \( \text{pk} \), a verification key \( \text{vk} \) and a pair of evaluation keys \( (\text{ek}_1, \text{ek}_2) \).
- **2SVHSS.Enc(pk, x)**: On input a public key \( \text{pk} \) and an input value \( x \in \mathcal{I} \), the encryption algorithm outputs a ciphertext \( \text{ct} \in \mathcal{C} \), where \( \mathcal{C} \) is the cipher space.
- **2SVHSS.Eval(b, ek, (ct^1, ..., ct^n), f)**: On input a server index \( b \in [2] \), an evaluation key \( \text{ek}_b \), a vector of \( n \) ciphertexts, a function \( f \in \mathcal{F} \) with \( n \) input values, the homomorphic evaluation algorithm outputs a partial result \( y_b \).
- **2SVHSS.Ver(vk, (y_1, y_2))**: On input a verification key \( \text{vk} \), a pair of partial results \( (y_1, y_2) \), the verification algorithm outputs a result \( y \) (which is believed to be the correct computation result) or an error symbol \( \bot \) (to indicate that one of the servers is cheating).

All parties run the 2SVHSS scheme as follows. First, the output client runs 2SVHSS.Gen(1^\lambda) to generate \( (\text{pk}, \text{vk}, (\text{ek}_1, \text{ek}_2)) \). Next, the input clients will run 2SVHSS.Enc(pk, x_i) to generate ciphertext \( \text{ct}^{(i)} \) of \( x_i \) and upload \( \text{ct}^{(i)} \) to all servers. Then, in order to evaluate a function \( f(x_1, ..., x_n) \), the output client simply sends \( f \) to all servers, and the server \( b \) runs 2SVHSS.Eval(b, \text{ek}_b, (\text{ct}^{(i)}), f) to generate a partial result \( y_b \) and returns it to the output client. Finally, the output client runs 2SVHSS.Ver(vk, (y_1, y_2)) to reconstruct and verify the value of \( f(x_1, ..., x_n) \).

A 2SVHSS scheme should satisfy the following properties: correctness, semantic security, verifiability, context hiding and compactness.

**Definition 2 (Correctness)** The scheme 2SVHSS is said to correctly evaluate a function family \( \mathcal{F} \) if for all honestly generated keys \( (\text{pk}, \text{vk}, (\text{ek}_1, \text{ek}_2)) \leftarrow 2SVHSS.Gen(1^\lambda) \), for all \( x_1, ..., x_n \in \mathcal{I} \), for all ciphertexts \( \text{ct}^{(1)}, ..., \text{ct}^{(n)} \in \mathcal{C} \), where \( \text{ct}^{(i)} \leftarrow 2SVHSS.Enc(pk, x_i) \) for \( i \in [n] \), for any function \( f \in \mathcal{F} \),
Definition 3 (Semantic Security) We define the experiment $\text{Exp}_{\mathcal{A},2SVHSS}^{SS}(1^\lambda)$ with a security parameter $\lambda \in \mathbb{N}$ and a PPT adversary $\mathcal{A}$ as follows:

$$
\text{Exp}_{\mathcal{A},2SVHSS}^{SS}(1^\lambda) : (b, x_0, x_1, \text{state}) \leftarrow \mathcal{A}(1^\lambda); \beta \leftarrow \{0, 1\}
$$

$$(pk, vk, (ek_1, ek_2)) \leftarrow 2SVHSS.\text{Gen}(1^\lambda)$$

$ct \leftarrow 2SVHSS.\text{Enc}(pk, x_\beta)$

$\text{input}_b := (\text{state}, pk, ek_6, ct)$

$\beta' \leftarrow \mathcal{A}(\text{input}_b)$

If $\beta' = \beta$ return 1. Else return 0.

We define the advantage of $\mathcal{A}$ as $\text{Adv}_{\mathcal{A},2SVHSS}^{SS}(\lambda) := \Pr[\text{Exp}_{\mathcal{A},2SVHSS}^{SS}(1^\lambda) = 1]$.

Then we say that $2SVHSS$ is semantically secure if for all PPT adversary $\mathcal{A}$ it holds $\text{Adv}_{\mathcal{A},2SVHSS}^{SS}(\lambda) \leq \text{negl}(\lambda)$.

Definition 4 (Verifiability) We define the experiment $\text{Exp}_{\mathcal{A},2SVHSS}^{Ver}(1^\lambda)$ with a security parameter $\lambda \in \mathbb{N}$ and a PPT adversary $\mathcal{A}$ as follows:

- Setup. The challenger runs the $2SVHSS.\text{Gen}(1^\lambda)$ to generate a public key $pk$, a verification key $vk$, a pair of evaluation keys $(ek_1, ek_2)$, and gives $pk$ to $\mathcal{A}$. If $\mathcal{A}$ plays the role of a malicious server $b$ the challenger gives $ek_6$ to $\mathcal{A}$.
- Verification Queries. $\mathcal{A}$ adaptively issues verification queries. Let $(f, (x_i)_i, (ct(i)_i, y'_i)_i)$ be a query from $\mathcal{A}$, where $y'_i$ is a modified partial result and $ct(i)_i \leftarrow 2SVHSS.\text{Enc}(pk, x_i)$ for all $i \in [n]$. Given the verification query, the challenger proceeds as follows: for each $i \in [n]$ compute $y_{3-b} \leftarrow 2SVHSS.\text{Eval}(3-b, ek_{3-b}, (ct(i)_i, f))$; compute and respond with $y' \leftarrow 2SVHSS.\text{Ver}(vk, (y'_0, y_{3-b}))$. In the process of verification queries, if the event $y' \not\in \{f(x_1, \ldots, x_n), \perp\}$ occurs, $\mathcal{A}$ terminates the queries and the experiment outputs 1. If the event never occurs, the experiment outputs 0.

We define the advantage of $\mathcal{A}$ as $\text{Adv}_{\mathcal{A},2SVHSS}^{Ver}(\lambda) := \Pr[\text{Exp}_{\mathcal{A},2SVHSS}^{Ver}(1^\lambda) = 1]$.

We say that $2SVHSS$ is verifiable under adaptive chosen message and query verification attack, if for all PPT adversary $\mathcal{A}$ it holds $\text{Adv}_{\mathcal{A},2SVHSS}^{Ver}(\lambda) \leq \text{negl}(\lambda)$.

Definition 5 (Context Hiding) We say that the scheme $2SVHSS$ satisfies context hiding for a function family $\mathcal{F}$ if there exists a PPT simulator Sim such that the following holds: for any $\lambda \in \mathbb{N}$, any $(pk, vk, (ek_1, ek_2)) \leftarrow 2SVHSS.\text{Gen}(1^\lambda)$, any function $f \in \mathcal{F}$, any input values $x_1, \ldots, x_n \in \mathbb{I}$, any ciphertexts $ct(1)_i, \ldots, ct(n)_i \in \mathbb{C}$, where $ct(i)_i \leftarrow 2SVHSS.\text{Enc}(pk, x_i)$ for $i \in [n]$, and $y_b \leftarrow 2SVHSS.\text{Eval}(b, ek_b, (ct(i)_i, f))$ for $b \in [2]$, it holds $\text{SD}((y_1, y_2), \text{Sim}(1^\lambda, vk, pk, f(x_1, \ldots, x_n))) \leq \text{negl}(\lambda)$.

Definition 6 (Compactness) We say that the scheme $2SVHSS$ compactly evaluates a function family $\mathcal{F}$ if the running time of $2SVHSS.\text{Ver}$ is bounded by a fixed polynomial in $\lambda$. 

$$
\Pr_{\mathcal{A},2SVHSS}^{SS}(x_i)_i, f(\lambda) := \Pr[2SVHSS.\text{Ver}(vk, (y_1, y_2)) = f(x_1, \ldots, x_n)] \geq 1 - \lambda^{-\omega(1)},
$$

where $y_b \leftarrow 2SVHSS.\text{Eval}(b, ek_b, (ct(i)_i, f))$ for $b \in [2]$ and the probability is taken over all the algorithms’ random choices.
4 A Construction of 2SVHSS

In this section, we present a construction of 2SVHSS scheme, which allows the clients to outsource the computation of any polynomials \( f(x_1, \ldots, x_n) \) with \( \text{poly}(\lambda) \) degree, where \( \lambda \) is the security parameter. We use the PKE-NLD instantiation in Section 2 to encrypt input values and perform homomorphic computation.

In our construction, an evaluation key consists of two parts: one part is the additive share of the secret key \( sk \), and the other part is the additive share of the verification key \( vk = \hat{s} \cdot sk \) (where \( \hat{s} \) is randomly choose from the secret key distribution). The evaluation algorithm uses the additive share of \( sk \) to compute the additive share of the output \( y \), and uses the additive share of \( vk \) to compute the additive share of the authentication tag \( \tau \) of the output \( y \). The verification algorithm uses these additive shares to reconstruct the output \( y \) and its tag \( \tau \), and then use \( \hat{s} \) to verify the output \( y \) by checking the equation \( \tau = \hat{s} \cdot y \).

In our construction, the evaluation algorithm consists of 6 subroutines: Load, Add1, Add2, cMult, Mult, Output. To compute \( f \) the servers need to execute these subroutines \( \text{poly}(\lambda) \) times, and each time these subroutines are executed, there is a unique identifier \( id \in \mathbb{N} \) corresponding to this execution.

Our scheme \( 2SVHSS = (2SVHSS.\text{Gen}, 2SVHSS.\text{Enc}, 2SVHSS.\text{Eval}, 2SVHSS.\text{Ver}) \) can be described as follows:

\begin{itemize}
  \item \( 2SVHSS.\text{Gen}(1^\lambda) \): Generate a key pair \((pk, sk) \leftarrow \text{PKE.\text{Gen}}(1^\lambda)\) for encryption where \( sk = s = (1, s) \in \mathbb{R}_q^2 \). Randomly choose \( \hat{s} \leftarrow D_{\mathbb{R}} \) and let verification key \( vk = \hat{s} \cdot s = (\hat{s}, \hat{s} \cdot s) \). Randomly choose \( s_{1,1} \leftarrow \mathbb{R}_q^2 \) and \( s_{1,2} \leftarrow \mathbb{R}_q^2 \). Define \( s_{2,1} = sk - s_{1,1} \mod q \) and \( s_{2,2} = vk - s_{1,2} \mod q \). Draw two keys \( K_1, K_2 \leftarrow \mathbb{K}^2 \) for a pseudorandom function \( \text{PRF} : \mathbb{K} \times \mathbb{N} \rightarrow \mathbb{R}_q^2 \). Output \( pk, vk, sk \) and \((ek_1, ek_2)\), where \( ek_0 = (K_1, K_2, s_{1,1}, s_{1,2}) \) for \( b = 1, 2 \).
  
  \item \( 2SVHSS.\text{Enc}(1^\lambda, pk, x) \): Compute and output \( C^x \leftarrow \text{PKE.\text{OKDM}}(pk, x) \).
  
  \item \( 2SVHSS.\text{Eval}(b, ek_b, C^{x_1}, \ldots, C^{x_n}, f) \):
    \begin{itemize}
      \item Load: On input \((id, C^x)\) compute \( t_b^x \leftarrow \text{PKE.\text{DDec}}(b, s_{b,1}, C^x) + (3 - 2b) \cdot \text{PRF}(K_1, id) \mod q \). \( t_b^x \leftarrow \text{PKE.\text{DDec}}(b, s_{b,2}, C^x) + (3 - 2b) \cdot \text{PRF}(K_2, id) \mod q \) and return \( T_b^x = (t_b^x, \tau_b^x) \in \mathbb{R}_q^2 \).
      
      \item Add1: On input \((id, T_b^x, T_b^{x'})\) compute \( t_b^{x+x'} = t_b^x + t_b^{x'} + (3 - 2b) \cdot \text{PRF}(K_1, id) \mod q \). \( \tau_b^{x+x'} = \tau_b^x + \tau_b^{x'} + (3 - 2b) \cdot \text{PRF}(K_2, id) \mod q \), and return \( T_b^{x+x'} = (t_b^{x+x'}, \tau_b^{x+x'}) \).
      
      \item Add2: On input \((id, C^x, C^{x'})\) compute \( C^{x+x'} \leftarrow C^x + C^{x'} \mod q \) and return \( C^{x+x'} \).
      
      \item cMult: On input \((id, c, C^x)\) compute \( t_b^{x \cdot x} \leftarrow \text{PKE.\text{DDec}}(b, c \cdot s_{b,1}, C^x) + (3 - 2b) \cdot \text{PRF}(K_1, id) \mod q \). \( \tau_b^{x \cdot x} \leftarrow \text{PKE.\text{DDec}}(b, c \cdot s_{b,2}, C^x) + (3 - 2b) \cdot \text{PRF}(K_2, id) \mod q \) and return \( T_b^{x \cdot x} = (t_b^{x \cdot x}, \tau_b^{x \cdot x}) \).
      
      \item Mult: On input \((id, T_b^x, C^{x'})\) compute \( t_b^{x \cdot x'} \leftarrow \text{PKE.\text{DDec}}(b, t_b^x, C^{x'}) + (3 - 2b) \cdot \text{PRF}(K_1, id) \mod q \). \( \tau_b^{x \cdot x'} \leftarrow \text{PKE.\text{DDec}}(b, t_b^{x'}, C^x) + (3 - 2b) \cdot \text{PRF}(K_2, id) \mod q \) and return \( T_b^{x \cdot x'} = (t_b^{x \cdot x'}, \tau_b^{x \cdot x'}) \).
      
      \item Output: On input \((id, T_b^x)\) parses \( \hat{t}_b^x = (t_b^x, \tau_b^x) \) for some \( t_b, t_\hat{b}, \tau_0 \in \mathbb{R}_q \) and output partial result \( y_b = (t_b, \tau_0) \mod r \).
    \end{itemize}
\end{itemize}
– 2SVHSS.Ver(vk, (y_0, y_1)): On input verification key vk = (\hat{s}, \hat{s} \cdot s) and two partial results (y_1, y_2), compute y = t_1 + t_2 \mod r and \tau = \tau_1 + \tau_2 \mod r. If \tau = \hat{s} \cdot y, output y, otherwise, output \perp.

Theorem 1 For all \lambda \in \mathbb{N}, for all inputs x_1, \ldots, x_n \in R_r, for all polynomials f which satisfy: f is of size size(f) ≤ poly(\lambda); the plaintexts upper bound B_{\max} with B_{\max} ≥ r, p/ B_{\max} ≥ \lambda^{ω(1)} and q/(B_{\max} \cdot p) ≥ \lambda^{ω(1)}; f has maximum number of input addition instructions P_{\text{inp}}, for (pr, vk, (ek_1, ek_2)) \leftarrow 2SVHSS.Gen(1^\lambda), for C^x \leftarrow 2SVHSS.Enc(1^\lambda, pk, x_i), there exists a PPT adversary B on the pseudorandom function PRF such that Pr_{\text{2SVHSS}(x_i), f}^c(\lambda) ≥ 1 - \text{Adv}_{\text{PRF,B}}^p(\lambda) - N \cdot (B_{\max} + 1)/q - 4 \cdot \text{size}(f) \cdot N^2 \cdot P_{\text{inp}} + B_{\max} \cdot (B_{\max} \cdot p/q + B_{\max}^2/p) - 4 \cdot \text{size}(f) \cdot N \cdot (p/q + 1/p).

Proof. First, let \epsilon_0 = Pr_{\text{2SVHSS}(x_i), f}^c(\lambda). Our goal is to prove that for all inputs x_1, \ldots, x_n \in R_r and for all polynomials f, the probability |1 - \epsilon_0| ≤ \text{negl}(\lambda). And, let \epsilon_1 = Pr_{\text{2SVHSS}(x_i), f}^c(\lambda) denote the probability that evaluation yields the correct output, where we replace every evaluation of the PRF by inserting a value r \leftarrow R_r^2 chosen at random. Boyle et al. [3] proved that |\epsilon_0 - \epsilon_1| ≤ \text{Adv}_{\text{PRF,B}}^p(\lambda).

Next, we give a lower bound of the probability \epsilon_1. It is for this reason that we prove that with overwhelming probability over the choice of r \leftarrow R_r^2 all shares (T_1^x, T_2^x) computed during homomorphic evaluation of f satisfy t_1^x + t_2^x = x \cdot s = (x \cdot x \cdot s) \mod q (1), \tau_1^x + \tau_2^x = x \cdot \hat{s} \cdot s = (x \cdot \hat{s}, x \cdot \hat{s} \cdot s) \mod q (2). For m \in R and z_1, z_2 \in R_q be random, z_1 + z_2 = m \forall R_r with probability at least 1 - N \cdot (B_{\max} + 1)/q ≥ 1 - \lambda^{-\omega(f)}, which has proved in [3]. Therefore assuming (1) and (2) are true, t_1 + t_2 = x and \tau_1 + \tau_2 = x \cdot \hat{s} \cdot s \forall R_r with probability at least 1 - N \cdot (B_{\max} + 1)/q. It is left to prove that indeed (1) and (2) hold true during homomorphic evaluation of f. PKE.DDec is the procedure for distributed decryption. Under the assumption that distributed decryption is always successful, we prove that the subroutines of evaluation algorithm and verification algorithm preserves correctness. Because addition of input values and the output of a memory value does not affect share, we ignore them.

– Consider input (id, C^x) for b \in [2]. We have t_1^x + t_2^x = PKE.DDec(1, s_1, 1, C^x) + \hat{r} + PKE.DDec(2, s_2, 1, C^x) - r \mod q = x \cdot s \mod q, \tau_1^x + \tau_2^x = PKE.DDec(1, s_1, 2, C^x) + \hat{r} \mod q = x \cdot \hat{s} \cdot s \mod q.

– Consider input (id, T_1^x, T_2^x) for b \in [2]. We have t_1^{x+x'} + t_2^{x+x'} = t_1^x + \hat{r} + t_2^x + \hat{r} - r \mod q = (x \cdot x') \cdot s \mod q, \tau_1^{x+x'} + \tau_2^{x+x'} = \tau_1^x + \tau_2^x + \hat{r} + \tau_1^{x'} + \tau_2^{x'} \mod q = (x \cdot \hat{s} \cdot s + x' \cdot \hat{s} \cdot s) \mod q.

– Consider input (id, C^x) for b \in [2]. We have t_1^{x} + t_2^{x} = PKE.DDec(1, c \cdot s_1, 1, C^x) + \hat{r} + PKE.DDec(2, c \cdot s_2, 1, C^x) - r \mod q = (c \cdot s \cdot x) \mod q, \tau_1^{x} + \tau_2^{x} = PKE.DDec(1, c \cdot s_1, 2, C^x) + \hat{r} + PKE.DDec(2, c \cdot s_2, 2, C^x) - r \mod q = (c \cdot \hat{s} \cdot s \cdot x) \mod q = (c \cdot x) \cdot \hat{s} \cdot s \mod q.

– Consider input (id, C^x) for b \in [2]. Assuming correctness holds for shares (T_1^x, T_2^x) and distributed decryption it holds t_1^{x-x'} + t_2^{x-x'} = PKE.DDec(1, t_1^x, t_2^x, C^x) + \hat{r} + PKE.DDec(2, t_2, C^x) - r \mod q = (x \cdot s) \cdot x' \mod q = (x \cdot x') \cdot s
mod $q$, $\tau_1^x \cdot \tau_2^{x'} = \text{PKE.DDec}(1, \tau_1^x, C^{x'}) + r + \text{PKE.DDec}(2, \tau_2, C^{x'}) - r$

mod $q = (x \cdot \hat{s} \cdot s) \cdot x' \mod q = (x \cdot x') \cdot \hat{s} \cdot s \mod q$.

From above all, for verification algorithm output $y_b = (t_b, \tau_b)$ mod $r$ ($b \in [2]$) it holds $\tau = \tau_1 + \tau_2 = \hat{s} \cdot t_1 + \hat{s} \cdot t_2 = \hat{s} \cdot (t_1 + t_2) = \hat{s} \cdot y$. As the equality $\tau = \hat{s} \cdot y$ is always satisfied, the verification algorithm will output $y = f(x_1, \ldots, x_n)$ with probability $1$.

Last, we need to bound the probability that distributed decryption fails. By Section 2.1, the distributed decryption fails with probability at most $N^2 \cdot P_{\text{inp}+} \cdot ||x||_\infty \cdot B_{\text{ct}} \cdot p/q + N \cdot ||x \cdot m||_\infty / p + N \cdot (p/q + 1/p)$. Throughout the evaluation of $f$ we are guaranteed $||x|| \leq B_{\text{max}}$ for all intermediary values $x \in R$. We need to give the upper bound of $||x \cdot m||_\infty$. For the messages $m_i = x_i \cdot s_j$, we have $||x \cdot \sum_{i=1}^{P_{\text{inp}+}} x_i \cdot s_j||_\infty \leq \sum_{i=1}^{P_{\text{inp}+}} ||x \cdot x_i \cdot s_j||_\infty \leq P_{\text{inp}+} \cdot N \cdot B_{\text{max}} \cdot B_{\text{sk}}$. For the messages $m_i = \hat{s} \cdot s_j$, we have $||x \cdot \sum_{i=1}^{P_{\text{inp}+}} x_i \cdot \hat{s} \cdot s_j||_\infty \leq \sum_{i=1}^{P_{\text{inp}+}} ||x \cdot x_i \cdot \hat{s} \cdot s_j||_\infty \leq P_{\text{inp}+} \cdot N \cdot B_{\text{max}} \cdot B_{\text{sk}}^2$.

Finally, applying a union bound over all $4 \cdot \text{size}(f)$ decryptions (one homomorphic multiplication corresponds to 4 decryptions) yields $\epsilon_1 \geq 1 - N \cdot (B_{\text{max}} + 1)/q - 4 \cdot \text{size}(f) \cdot N^2 \cdot P_{\text{inp}+} \cdot B_{\text{max}} \cdot (B_{\text{ct}} \cdot p/q + B_{\text{sk}}^2/p) - 4 \cdot \text{size}(f) \cdot N \cdot (p/q + 1/p)$. \hfill $\square$

**Theorem 2** The scheme 2SVHSS is semantically secure.

The proof for the semantic security of our 2SVHSS is quite similar to that of [9]. In order to avoid duplication we only provide a proof sketch.

**Proof Sketch.** We prove that for every PPT adversary $A$ on the semantic security of 2SVHSS there exists a PPT adversary $B$ on the security of PKE.OKDM such that $\text{Adv}_{A,2SVHSS}^s(\lambda) \leq \text{Adv}_{B,PKE,OKDM}^{kdm-ind}(\lambda)$. Boyle et al. [9] have proved $\text{Adv}_{A,HSS}^s(\lambda) \leq \text{Adv}_{B,PKE,OKDM}^{kdm-ind}(\lambda)$. Next we will explain that $\text{Adv}_{A,2SVHSS}^s(\lambda) = \text{Adv}_{A,HSS}^s(\lambda)$. The ciphertexts of 2SVHSS are generated in the same way as HSS of [9]. But the information obtained by the adversary $A$ in 2SVHSS is different from HSS, because the evaluation key in 2SVHSS is not exactly the same as the evaluation key in HSS, more specifically, the latter has more random numbers than the former. But the extra random numbers in the evaluation key of 2SVHSS does not provide any additional information about the input value to the adversary $A$, therefore we have that $\text{Adv}_{A,2SVHSS}^s(\lambda) = \text{Adv}_{A,HSS}^s(\lambda) \leq \text{Adv}_{B,PKE,OKDM}^{kdm-ind}(\lambda)$. \hfill $\square$

**Theorem 3** The scheme 2SVHSS is verifiable.

**Proof.** Let $A$ be the event that $\text{Exp}_{A,2SVHSS}^V(1^\lambda)$ outputs $1$. Let $A_j$ be the event that the $\text{Exp}_{A,2SVHSS}^V(1^\lambda)$ outputs $1$ after $j$ verification queries. Let $Q$ be the upper bound on the number of verification queries requested by the adversary. To prove the theorem we only need to prove $\Pr[A] \leq \text{negl}(\lambda)$.

We first give the probability of event $A_j$ happening. In the $j$-th verification query, the adversary $A$ sends $(f_i, (x_i), (ct^{(i)}, y_b^i))$ (where $b \in [2]$, if $A$ plays the role of a malicious first server $b = 1$, otherwise $b = 2$) to the challenger, where $y_b^i = (t_b, \tau_b^i)$. The challenger computes $y_{3-b} \leftarrow 2SVHSS.Eval(3-$
result is to guess $\hat{s}$ non-zero, then there are $P$ uniform in \{1, 2\}.

Denote $y$ and $\tau$ as the correct value when all participants honestly evaluate $f$, and let $\Delta_y = y' - y$ and $\Delta_\tau = \tau' - \tau$. Then the event $A_1$ occurs if $\Delta_y \neq 0$ and $\tau' = \hat{s} \cdot y'$, that is, $\hat{s} \cdot \Delta_y = \Delta_\tau$. $A$ can choose $\Delta_y$ and $\Delta_\tau$ by modifying $y_b' = (t_b', \tau_b')$. Hence, the only way for $A$ to let the challenger accept a wrong result is to guess $\hat{s}$. Since $\hat{s}$ is a polynomial of degree $N$ and its coefficients are non-zero, then there are
\[
P = 2^{\text{hash}} \left( \begin{array}{c} N \\ \text{hash} \end{array} \right) = 2^{\text{hash}} \prod_{1 \leq j < \text{hash}} \frac{N!}{(N-j)!} = 2^{\text{hash}} \prod_{i=0}^{\text{hash}} \frac{N-i}{\text{hash}-i} \geq 2^{\text{hash}} \prod_{i=0}^{\text{hash}-1} \frac{N}{\text{hash}} = 2^N \text{ possible values for } \hat{s}.
\]
After $j - 1$ queries $A$ can exclude $j - 1$ impossible values of $\hat{s}$, which means the number of possible values for $\hat{s}$ is $P - (j - 1)$. So $\Pr[A_1] = \frac{2^{\text{hash}}}{P - (j - 1)} = \frac{1}{P - j + 1}$.

From above all, we have $\Pr[A] = \Pr[\bigcup_{j=1}^{Q} A_1] \leq \sum_{j=1}^{Q} \Pr[A_1] = \sum_{j=1}^{Q} \frac{1}{P - j + 1} \leq \frac{Q}{P - Q}$. Because $N > \lambda$ when choosing parameters (see Table 2 for more information), $P \geq 2^N > 2^\lambda$, and $Q = \text{poly}(\lambda)$, $\frac{Q}{P - Q} \leq \text{negl}(\lambda)$. \hfill $\square$

**Theorem 4** The scheme 2SVHSS satisfies context hiding.

**Proof.** We show how to construct a simulator $\text{Sim}$ that can generate $(y_1', y_2')$ with negligible statistical distance from $(y_1, y_2)$, where $y_b = (t_b, \tau_b)$ for $b \in [2]$.

We give the description of simulator $\text{Sim}$: on input the security parameter $1^\lambda$, the verification key $\text{vk} = (\hat{s}, \hat{s} \cdot s)$, the public key $\text{pk}$ and the $y = f(x_1, \ldots, x_n)$, the simulator $\text{Sim}$ chooses $t_1' \leftarrow R_q$ and $\tau_1' \leftarrow R_q$ at random, and let $t_2' = y - t_1' \mod q$, $\tau_2' = \hat{s} \cdot y - \tau_1' \mod q$. The simulator $\text{Sim}$ outputs $(y_1', y_2')$, where $y_b' = (t_b', \tau_b')$ for $b \in [2]$. It is straightforward to see that $(y_1, y_2)$ is indistinguishable from $(y_1', y_2')$. \hfill $\square$

## 5 Performance Analysis

In this section, we implemented our scheme and got the running time of our scheme, and compared our scheme with the LMS scheme \cite{21} in terms of efficiency.

### 5.1 Evaluating 2SVHSS

We have implemented the scheme 2SVHSS in a Ubuntu 18.04.2 LTS 64-bit operating system with Intel® Xeon(R) Gold 5218 2.30GHZ×64 processors and 160GB RAM. We choose the PRF as the standard AES with 128-bit secret key from the library OpenSSL 1.0.2g and realize all large integer related mathematical computations based on the C libraries GMP 6.1.2 and FLINT 2.5.2.

According to the method of selecting parameters provided by \cite{9}, we first choose the plaintexts upper bound $B_{\text{max}}$ and let $r = B_{\text{max}}$. $r$ can take any integer in $[2, B_{\text{max}}]$, in order to maximize the input space $I = R_r$, we let $r = B_{\text{max}}$. Next we choose $B_{\text{err}} = \sigma \sigma$, $\sigma = 8$ for the noise distribution, a statistical security
parameter $\kappa = 40$, the number non-zero entries in the secret key $h_{sk} = N/2$, the number of homomorphic additions of inputs $P_{inp} = 1$, and $B_{sk} = 1$. We choose the parameters so that each multiplication has a failure probability no more than $2^{-\kappa}$. To ensure this holds we set $p = N \cdot B_{max} \cdot h_{sk} \cdot 2^{\kappa+2}$ and $q \geq 2^{-\kappa+3} \cdot p \cdot N^2 \cdot B_{max} \cdot B_{ct}$, where $B_{ct} = B_{err}(2h_{sk} + 1)$ proved by [9]. The security parameters are obtained through the LWE estimator tool [32] by Albrecht et al. [1]. The parameters corresponding to different $B_{max}$ and the running time of 6 subroutines in 2SVHSS Eval algorithm are listed in Table 2.

### Table 2. The Running Time (in milliseconds) of 6 Subroutines in 2SVHSS.Eval

| $B_{max}$ | $N$  | $\lg p$ | $\lg q$ | Security | Load | Add$_1$ | Add$_2$ | cMult | Mult | Output |
|-----------|------|---------|---------|----------|------|--------|--------|------|------|--------|
| 2         | 4096 | 66      | 153     | 117.1    | 106  | 13     | < 1    | 105  | 105  | < 1    |
| $2^{16}$  | 4096 | 81      | 183     | 86.5     | 114  | 13     | < 1    | 115  | 114  | < 1    |
| $2^{32}$  | 8192 | 99      | 220     | 198.7    | 276  | 29     | < 1    | 275  | 274  | < 1    |
| $2^{64}$  | 8192 | 131     | 284     | 128.9    | 315  | 29     | < 1    | 320  | 318  | < 1    |
| $2^{128}$ | 16384| 197     | 417     | 214.0    | 1623 | 67     | < 1    | 1633 | 1630 | < 1    |
| $2^{256}$ | 16384| 325     | 673     | 2049     | 2049 | 69     | < 1    | 2016 | 2012 | < 1    |

5.2 Comparisons with LMS [21]

We compare the efficiency of the scheme 2SVHSS with the LMS scheme [21] which supports polynomials of highest degree among all existing works, when the same number of servers are used. Because LMS is based on the $k$-HE assumption, we choose the homomorphic encryption scheme $SH$ [10] to implement LMS. The reason for choosing the scheme $SH$ is to achieve a fair comparison, because the scheme $PKE$ in 2SVHSS is also based on $SH$. Under different $B_{max}$ and the degree of the polynomials to be computed, the parameters $N$, $q$ and security parameters of LMS are different. We set those parameters according to the method of [24], and use the LWE estimator tool [1][32] to estimate the corresponding security parameters. The parameters of 2SVHSS and LMS [21] are shown in Table 3. It is fair to compare the two schemes under the same security parameters. But in the case of using LWE estimator tool to estimate the safety parameters, it is difficult to ensure that the safety parameters are exactly the same. To avoid the suspicion of deliberately exaggerating the efficiency of 2SVHSS we let the security parameters of 2SVHSS larger than those of LMS under the same $B_{max}$.

**Theoretical Analysis.** On the server-side, to compute a degree-$d$ term, LMS needs two servers to compute $2^{d-1}$ degree-$d$ terms respectively, which will cause LMS to be very slow when computing high degree polynomials. 2SVHSS does not have this problem. On the client-side, for LMS, as the polynomial degree increases, the ciphertext size will also become larger (Table 3 shows this intuitively), which makes the time spent by LMS in decryption will increase as the degree of polynomials increases. 2SVHSS does not have the problem of ciphertext size increase, so the time spent by 2SVHSS is fixed.
Table 3. The Parameters of LMS and 2SVHSS

| $B_{\text{max}}$     | $N$   | $\lg q$ | Security | $B_{\text{max}}$     | $N$   | $\lg q$ | Security |
|---------------------|-------|---------|----------|---------------------|-------|---------|----------|
| LMS deg-5           | 4096  | 151     | 119.5    | LMS deg-5           | 8192  | 441     | 62.8     |
| LMS deg-7           | 4096  | 202     | 73.5     | LMS deg-7           | 8192  | 589     | 42.3     |
| $2^{32}$            | LMS deg-9 | 8192   | 258     | $2^{128}$          | LMS deg-9 | 16384  | 742     | 82.6     |
| LMS deg-11          | 8192  | 311     | 111      | LMS deg-11          | 16384 | 892     | 62       |
| 2SVHSS              | 8192  | 220     | 198.7    | 2SVHSS              | 16384 | 417     | 214.0    |
| LMS deg-5           | 4096  | 246     | 53.6     | LMS deg-5           | 16384 | 827     | 69.5     |
| LMS deg-7           | 8192  | 334     | 99       | LMS deg-7           | 16384 | 1104    | 46.1     |
| $2^{64}$            | LMS deg-9 | 8192   | 417     | $2^{256}$          | LMS deg-9 | 32768  | 1387    | 92.2     |
| LMS deg-11          | 8192  | 502     | 128.9    | LMS deg-11          | 32768 | 1665    | 69.5     |
| 2SVHSS              | 8192  | 284     | 128.9    | 2SVHSS              | 16384 | 673     | 96.7     |

Table 4. The Running Time (in seconds) of LMS and 2SVHSS

| The degree | deg-5 | deg-7 | deg-9 | deg-11 |
|------------|-------|-------|-------|--------|
| $B_{\text{max}}$ | LMS   | 2SVHSS | LMS   | 2SVHSS | LMS   | 2SVHSS | LMS   | 2SVHSS |
| $2^{32}$   | 0.458 | 1.145 | 6.230 | 1.710  | 124.592| 2.295  | 1016.660| 2.831  |
| $2^{64}$   | 0.588 | 1.152 | 19.230| 1.849  | 159.609| 2.700  | 1618.510| 3.256  |
| $2^{128}$  | 2.288 | 2.931 | 58.317| 4.559  | 874.877| 5.683  | 7620.583| 6.905  |
| $2^{256}$  | 14.941| 10.761| 214.354|14.392 | 3787.569|18.532 | 31097.442|22.527 |

Experimental Results. Table 4 shows the server-side and client-side running time of LMS and 2SVHSS computing one degree-$d$ term for $d \in \{5,7,9,11\}$, where server-side time is the average running time of the two servers to execute the evaluation algorithm.

It is easy to find out from Table 4 that when computing low-degree polynomials with a small $B_{\text{max}}$, LMS has trivial advantage on server-side. But 2SVHSS has a enormous advantage when computing polynomials higher than degree-7. A large amount of server-side running time of LMS causes the client to wait a long time to obtain the result, which makes LMS difficult to apply in practice.

The advantage of 2SVHSS on the client-side is obvious. The cost of computing the degree-5 term LMS scheme is about 54 times that of 2SVHSS. And as the degree of polynomial increases, this advantage becomes more obvious, which consistent with our theoretical analysis.

6 Concluding Remarks

In order to solve the problem that the clients cannot compute and verify high-degree polynomial functions over outsourced data on a small number of servers, we proposed a two-server verifiable secret sharing model and constructed a scheme in this model. Our scheme allows the clients to efficient compute and verify the value of polynomials that may have a degree as high as a polynomial
in the security parameter. In addition, 2SVHSS can protect outsourced data from leaking to the servers and the output client. In practical applications, 2SVHSS is better than the current best scheme LMS in computing high-degree polynomial functions.

Acknowledgments. The research was supported by Singapore Ministry of Education under Research Grant RG12/19 and National Natural Science Foundation of China (No. 61602304).

References

1. Albrecht, M.R., Player, R., Scott, S.: On the concrete hardness of learning with errors. J. Math. Crypt. 9(3), 169–203 (2015).
2. Benelux, J.: Secret sharing homomorphism: keeping shares of a secret secret. Crypt'86. LNCS. 263, 251–260 (1986).
3. Boyle, E., Couteau, G., Gilboa, N., Ishai, Y., Orrú, M.: Homomorphic secret sharing: optimizations and applications. In: ACM CCS 2017. ACM Press, October/November 2017.
4. Barbosa, M., Catalano, D., Fiore, D.: Labeled homomorphic encryption: scalable and privacy-preserving processing of outsourced data. IACR Cryptol. ePrint Arch. 2017, 326 (2017).
5. Boyle, E., Gilboa, N., Ishai, Y.: Function secret sharing. In: Oswald, E., Fischlin, M. (eds.) EUROCRYPT 2015. LNCS, vol. 9057, pp. 337–367. Springer, Heidelberg (2015).
6. Boyle, E., Gilboa, N., Ishai, Y.: Breaking the circuit size barrier for secure computation under DDH. In: Robshaw, M., Katz, J. (eds.) CRYPTO 2016. LNCS, vol. 9814, pp. 509–539. Springer, Heidelberg (2016).
7. Brakerski, Z., Gentry, C., Vaikuntanathan, V.: (Leveled) fully homomorphic encryption without bootstrapping. TOCT 6(3), 13 (2014). Preliminary version in ITCS 2012.
8. Beimel, A., Ishai, Y., Kushilevitz, E., Orlov, I.: Share conversion and private information retrieval. In: IEEE Conference on Computational Complexity 2012, pp. 258–268 (2012).
9. Boyle, E., Kohl, L., Scholl, P.: Homomorphic secret sharing from lattices without FHE. In: Ishai, Y., Rijmen, V. (eds.) EUROCRYPT 2019. LNCS, vol. 11477, pp. 3–33. Springer, Cham (2019).
10. Brakerski, Z., Vaikuntanathan, V.: Fully Homomorphic Encryption from Ring-LWE and Security for Key Dependent Messages. In: Rogaway, P. (ed.) CRYPTO 2011. LNCS, vol. 6841, pp. 505–524. Springer, Heidelberg (2011).
11. Brakerski, Z., Vaikuntanathan, V.: Efficient fully homomorphic encryption from (standard) LWE. In: 2011 IEEE 52nd Annual Symposium on Foundations of Computer Science, pp. 97–106, October 2011
12. Corrigan-Gibbs, H., Boneh, D., Mazières, D.: Riposte: an anonymous messaging system handling millions of users. In: Symposium on Security and Privacy (2015).
13. Catalano, D., Fiore, D.: Using linearly-homomorphic encryption to evaluate degree-2 functions on encrypted data. In: CCS 2015 (2015).
14. Cleve, R.: Towards optimal simulations of formulas by bounded-width programs. Computational Complexity 1(1), 91–105 (1991).
15. Cachin, C., Micali, S., Stadler, M.: Computationally Private Information Retrieval with Polylogarithmic Communication Eurecrypt 1999 (1999).
16. Chen X., Zhang L. F.: Two-Server Delegation of Computation on Label-Encrypted Data. IEEE Transactions on Cloud Computing, 2019.
17. Efremenko, K.: 3-query locally decodable codes of subexponential length. In: Proc. of STOC 2009, pp. 39–44 (2009).
18. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: STOC 2009, pp. 169–178. ACM, New York (2009).
19. Goldwasser, S., Micali, S.: Probabilistic encryption. J. Comput. Syst. Sci. 28(2), 270–299 (1984).
20. He, Y., Zhang, L. F.: Cheater-identifiable homomorphic secret sharing for outsourcing computations. J Ambient Intell Human Comput (2020).
21. Lai R., Malavolta G., Schröder D.: (2018) Homomorphic secret sharing for low degree polynomials. In: Proceedings of ASIACRYPT 2018, Springer, Berlin, pp 279–309.
22. Lyubashevsky, V., Peikert, C., Regev, O.: A toolkit for ring-LWE cryptography. In: Johansson, T., Nguyen, P.Q. (eds.) EUROCRYPT 2013. LNCS, vol. 7881, pp. 35–54. Springer, Heidelberg (2013).
23. Khurana H., Hadley M., Lu N., et al.: Smart-grid security issues. IEEE Symposium on Security and Privacy, 2010, 8(1): 81-85.
24. Lauter, K., Naehrig, M., Vaikuntanathan, V.: Can homomorphic encryption be practical? In: CCSW, pp. 113–124. ACM (2011).
25. Martins, P., Sousa, L., Mariano, A.: A survey on fully homomorphic encryption: an engineering perspective. ACM Comput. Surv. 50(6), 83:1–83:33 (2017).
26. Paillier, P.: Public-key cryptosystems based on composite degree residuosity classes. In: Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592, pp. 223–238. Springer, Heidelberg (1999).
27. Sharma, S., Chen, K., and Sheth, A., Towards practical privacy-preserving analytics for iot and cloud based healthcare systems[J]. IEEE Internet Comput. PP(99):1–1, 2018.
28. Sadeghi, A.R., Wachsmann, C., Waidner, M.: Security and privacy challenges in industrial internet of things. In: Annual Design Automation Conference. ACM (2015).
29. Tsaboli, G., Liang, B., Mitrokotsa, A.: Verifiable homomorphic secret sharing. In: ProvSec 2018, pp. 40-55.
30. Yoshida, M., Obana, S.: Verifiably multiplicative secret sharing. In: Shikata, J. (ed.) ICITS 2017. LNCS, vol. 10681, pp. 73–82. Springer, Cham (2017).
31. Zheng L., Chen C., Liu Y., et al: Industrial scale privacy preserving deep neural network. arXiv preprint arXiv:2003.05198, 2020.
32. LWE estimator tool Homepage, https://bitbucket.org/malb/lwe-estimator. Last accessed 8 Jul 2020.