Finite-dimensional output feedback regulator for a mono-tubular heat exchanger process
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Abstract: In this work, we consider the output tracking and disturbance rejection problems of a mono-tubular heat exchanger process and a novel finite-dimensional output feedback regulator is developed. In the proposed output feedback regulator design, measurements available for the regulator do not belong to the set of controlled outputs. In other words, design emphasizes that other than controlled output is used as input signal to the regulator. The proposed output feedback regulator with only plant measurement \( y_m(t) \) can realize the exosystem state estimation, disturbance rejection and reference signal tracking, simultaneously. Finally, the results are demonstrated by a mono-tubular heat exchanger process with specific parameters via the computer simulation.
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1. INTRODUCTION

The dynamics of many relevant chemical, petrochemical, pharmaceutical processes can be described by transport-reactions models that take the mathematical form given by partial differential equations (PDEs) (see Ray (1981), Laabissi et al. (2001), Christofides (2001), Winkin et al. (2000)). The majority of control related research efforts dealing with PDEs have been based on control methods for distributed parameter systems (DPS) which inevitable include the infinite-dimensional nature of these systems (see Curtain and Zwart (1995), Bensoussan et al. (2007), Alizadeh Moghadam et al. (2013), Deutscher (2013)). The complexity of infinite dimensional system setting is limiting factor for various controller design and realizations, and in particular needs to be addressed in the framework of fundamental and essential control problems such as problem of stabilization and/or servo-problem.

One classical control problem is the output regulation problem or servo-problem. The problem is formulated as design of controller for fixed plant such that the output can track desired reference signal (and/or reject disturbance) generated by an exosystem. In the past, significant efforts have been made to solve regulator design problems for infinite-dimensional systems: the seminal geometric methods developed in Francis (1977) in finite-dimensional systems were extended to infinite-dimensional systems (see Byrnes et al. (2000), Natarajan et al. (2014)). Recently, the generalized geometric methods were introduced for the first order hyperbolic systems in Xu and Dubljevic (2015). Along the same line, the robust regulation problem for infinite-dimensional systems driven by infinite-dimensional exosystems was studied by Pohjolainen in Pohjolainen (1982) and more recently in Hamalainen and Pohjolainen (2010), Paunonen and Pohjolainen (2010), Paunonen and Pohjolainen (2014). Moreover, for the class of non-spectral systems, Ole Morten Aamo generalised the results based on the backstepping method to deal with boundary disturbances rejection problems and arbitrary-point disturbance rejection problems for linear \( 2 \times 2 \) hyperbolic systems (see Aamo (2013); Anfinsen and Aamo (2015)).

In general, there are mainly two versions of the regulator problems: state feedback regulator problem and error feedback regulator problem. In the first problem, the full state information of the plant and exosystem is available to the regulator, while in the second problem, the error signal is measured for the regulator (see e.g., Byrnes et al. (2000) and the references therein), i.e., the regulator design utilizes the knowledge of the plant controlled output and reference signal. Recently, Deutscher (2011) introduced the finite-dimensional output feedback regulator solving the regulation problem for Riesz-spectral system. In the regulator design given by Deutscher (2011) the measurement output and the controlled output are non-collocated, but it is necessary that the plant measurement and the reference signal generated by the exosystem are given and available for the regulator design.

In this work, we consider the output regulation problem of a mono-tubular heat exchanger process. A finite-dimensional output feedback regulator design, where only the plant measurement \( y_m(t) \) is available for the regulator design and the measurement \( y_m(t) \) is different from the controlled output \( y(t) \). In particular, the regulator parameters can be easily configured by applying the separation principle. This work is organized to provide the sufficient conditions for the solvability of the output regulation problem. In Section 2, the mono-tubular heat exchanger process, the exosystem and the control objective as well are introduced. In Section 3, based on the feedforward regula-
tor design, the proposed output feedback regulator design utilizes the solution of an auxiliary Sylvester equation. In Section 4, the process parameters are specified to verify the main results. Finally, the remark is made in Section 5.

2. PROBLEM FORMULATION

We shall consider the following type of mono-tubular heat exchanger equation on domain \( \{ t \in \mathbb{R}_+, \, z \in [0, 1] \} \):

\[
\frac{\partial x(z, t)}{\partial t} = - \frac{\partial x(z, t)}{\partial z} + g(z) x(z, t) + b(z) u(t) \tag{1a}
\]

\[
x(0, t) = 0, \, x(z, 0) = x_0 \in H \tag{1b}
\]

\[
y(t) = x(z_1, t), \, y_m(t) = x(z_0, t) \tag{1c}
\]

where \( x(z, t) \in \mathbb{C} \) is the temperature variation at the time \( t \) and at the point \( x \in [0, 1] \) with respect to an equilibrium point. \( u(t) \in \mathbb{C} \) is the control input. \( y(t), \, y_m(t) \in \mathbb{C} \) are the controlled output and the measurement, respectively. \( g(z) : [0, 1] \rightarrow \mathbb{R} : z \rightarrow g(z) \) is a bounded measurable function, i.e. \( g(z) \in L^\infty(0, 1) \) and \( b(z) = \gamma e^{-bz} \) denotes the actuator influence function, where \( b, \gamma \) are strictly positive constants.

The equivalent linear infinite-dimensional representation of the system (1) on the state space \( H = L^2(0, 1) \) is given by

\[
\dot{x}(t) = Ax(t) + Bu(t), \, x(0) \in H \tag{2}
\]

\[
y(t) = Cx(t), \, t \geq 0 \tag{3}
\]

\[
y_m(t) = C_m x(t), \, t \geq 0 \tag{4}
\]

with the linear system operator \( A \) defined on the domain:

\[
D(A) = \{ x \in L^2(0, 1) : x(0) = 0 \}
\]

as:

\[
A = -\frac{d}{dz} + g(z) \cdot I \tag{5}
\]

The input operator is given by \( B = b(z) \cdot I \), where \( I \) is the identity operator and the controlled output operator is given by \( Cx(z, t) = x(z_1, t) \) and the measured output operator is expressed by \( C_m x(z, t) = x(z_0, t) \). Here \( u(t) \) is element of the input space \( U \subset \mathbb{C} \). \( y(t), \, y_m(t) \) are elements of the output spaces \( Y, \, Y_m \subset \mathbb{C} \).

**Definition 1.** A linear operator \( C \) is called \( A \)-bounded if \( D(A) \subset D(C) \) and if there exist nonnegative constants \( a \) and \( b \) such that, for all \( x(t) \in D(A) \),

\[
\| Cx \| \leq a \| Ax \| + b \| x \|
\]

**Definition 2.** A linear operator \( C \) is called \( A \)-admissible if it is \( A \)-bounded and for some \( t_f > 0 \) and \( x \in D(A) \) there is a positive constant \( M_{t_f} \) such that

\[
\int_0^{t_f} |CT_m(t)| x|^2 dt \leq M_{t_f}^2 \| x \|^2
\]

From Aksikas et al. (2009), we know that \( A \) is exponentially stable. From the definition of the input and output operators \( B, \, C \) and \( C_m \) above, we know that \( B \in \mathcal{L}(U, H), \, C \in \mathcal{L}(H_1, Y) \) and \( C_m \in \mathcal{L}(H_1, Y_m) \), i.e. \( B \) is bounded and \( C, \, C_m \) are unbounded on \( H \). The space \( H_1 \) is a smaller space: \( D(A) \) with the norm \( \| x \|_1 = \| (\beta I - A) x \| \), where \( \beta \in \rho(A) \), i.e. resolvent set of \( A \). According to Tucsnak and Weiss (2014), the operator \( C \) is \( A \)-admissible and the system (2) and (3) is regular. In the same way, it is easy to prove that \( C_m \) is \( A \)-admissible and the system (2) and (4) is regular. Therefore, the system (2)-(4) can be redefined as

\[
\dot{x}(t) = Ax(t) + Bu(t), \, x(0) \in H \tag{6}
\]

\[
y(t) = C\lambda x(t), \, t \geq 0 \tag{6}
\]

\[
y_m(t) = C_m \lambda x(t), \, t \geq 0 \tag{6}
\]

where \( \lambda \in \mathcal{L}(H, Y) \) and \( C_m \lambda \in \mathcal{L}(H, Y_m) \) are extension of the operators \( C \) and \( C_m \) on \( H \), respectively (see Tucsnak and Weiss (2009) or Def.5.1 in Tucsnak and Weiss (2014)), defined by

\[
C\lambda x = \lim_{\lambda \rightarrow +\infty} \mathcal{C}\lambda(\lambda I - A)^{-1} x, \, x \in H
\]

\[
C_m\lambda x = \lim_{\lambda \rightarrow +\infty} C_m\lambda(\lambda I - A)^{-1} x, \, x \in H
\]

where \( \lambda \in \rho(A) \) and \( \rho(A) \) is the resolvent set of \( A \).

We now consider the linear plant (6) with disturbance \( d(t) \):

\[
\dot{x}(t) = Ax(t) + Bu(t) + Bd(t), \, x(0) \in H \tag{7}
\]

where the disturbance is \( d(t) \in U_d \) and \( U_d \) is a real Hilbert space. The disturbance location operator \( B_d \in \mathcal{L}(U_d, H) \) are bounded on \( H \). Since the operators \( C \in \mathcal{L}(H_1, Y) \) and \( C_m \in \mathcal{L}(H_1, Y_m) \) are \( A \)-admissible for \( e^{At} \), the system (7) is well-posed and for some (hence, for every) \( \tilde{s} \in \rho(A) \), \( C\tilde{s}(I - A)^{-1} B, \, C\tilde{s}(I - A)^{-1} B_d, \, C_m\tilde{s}(I - A)^{-1} B \) and \( C_m\tilde{s}(I - A)^{-1} B_d \) exist.

The disturbance \( d(t) \) and the reference trajectory \( y_r(t) \) are generated by a known autonomous finite-dimensional signal process (exogenous system) described by

\[
w(t) = Sw(t), \, w(0) \in W \tag{8}
\]

\[
d(t) = Fw(t) \tag{9}
\]

\[
y_r(t) = Qw(t) \tag{10}
\]

where \( S \) is a diagonalizable and skew-hermitian matrix having all its eigenvalues on the imaginary axis, i.e. \( iw_k \) with \( i = \sqrt{-1} \), \( F \) and \( Q \) are matrices of appropriate dimensions. \( w(t) \in W \) is the state of exosystem and the space \( W \) is a \( n \)-dimensional complex Euclidean space, i.e., \( W \subset \mathbb{C}^n \). Therefore, we have

\[
Sw = \sum_{k=1}^{n} iw_k \langle w, \psi_k \rangle \psi_k \tag{11}
\]

where \( \langle \psi_k \rangle_{k \in \mathbb{N}} \) is an orthonormal basis of \( \mathbb{C}^n \). By assigning the different values of the eigenvalues of \( S \) and appropriate \( Q \), the exosystem can generate steplike, harmonic and ramp trajectories.

Let \( X_c = H \oplus W \) be the composite state-space, consisting of the states of plant (7) and exosystem (8), and we obtain the composite system

\[
\dot{x}_c(t) = Ax_c(t) + B_c u(t), \, t > 0, \, x_c(0) \in X_c \tag{12}
\]

\[
y(t) = Cx_c(t) \tag{13}
\]

\[
y_m(t) = C_y x_c(t) \tag{14}
\]

with the composite state \( x_c(t) = x_c(t) = [x(t)^T \, w(t)^T]^T \), where the composite system operator is given by

\[
A_c = \begin{bmatrix} A & P \end{bmatrix} \begin{bmatrix} 0 & S \end{bmatrix} \text{ with } P = B_d F
\]
where \(D(A_c) = D(A) \oplus W \subset X_c\), the operators \(C_c \in \mathcal{L}(X_c, Y)\), \(C_y \in \mathcal{L}(X_c, Y_m)\) and \(B_r \in \mathcal{L}(U, X_c)\) are given by
\[
C_c = \begin{bmatrix} C_A & -Q \end{bmatrix}, \quad C_y = \begin{bmatrix} C_{Am} & 0 \end{bmatrix}, \quad B_r = \begin{bmatrix} B \\ 0 \end{bmatrix}.
\]

It is evident that the system generator \(A_c\) generates a \(C_0\)-semigroup on \(X_c\).

In this work, we propose to design finite-dimensional output feedback regulator such that
\[
\lim_{t \to \infty} (y(t) - y_r(t)) = 0, \quad \forall x(0) \in H, \quad w(0) \in W
\]
in the sense of exponential tracking error \(e(t) = y(t) - y_r(t)\) decay.

3. OUTPUT FEEDBACK REGULATOR PROBLEM

We now first demonstrate the design of the finite-dimensional feedforward regulator on the space \(W\):
\[
\dot{r}_w(t) = Sr_w(t) \quad w(t) = \Gamma r_w(t)
\]
with initial condition \(r_w(0) = r_w \in W\) and \(\Gamma \in \mathcal{L}(W, U)\).

By applying the feedforward regulator, the composite system (12) tracks the linear function
\[
x_c(t) = \tilde{\Pi} r_w(t)
\]
where \(\tilde{\Pi} = \begin{bmatrix} \Pi \\ I \end{bmatrix}\) with the bounded operator \(\Pi \in \mathcal{L}(W, H)\) with \(\Pi D(S) \subset D(A)\), if the initial condition is given by
\[
x_c(0) = \tilde{\Pi} r_w(0)
\]
(18)

The following theorem provides conditions such that (16) solves output regulation problem.

**Theorem 1.** For the system (7), the feedforward regulator (16) achieves exponentially stable tracking in the sense of (15) for initial values (18), if there exist operators \(\Pi \in \mathcal{L}(W, H)\) defined in (17) and \(\Gamma \in \mathcal{L}(W, U)\) satisfying the Sylvester equations:
\[
\dot{\Pi} S - \Pi \Gamma = B \Gamma + P \quad (19)
\]
where the eigenvalues of \(S\) do not coincide with an invariant zero of the plant (2)-(4).

In this case, the feedforward regulator (16) has the form:
\[
\dot{r}_w(t) = Sr_w(t) \quad w(t) = \Gamma r_w(t)
\]
(21)

**Proof.** The dynamics of \(x_c(t) - \tilde{\Pi} r_w(t)\) are described by the autonomous abstract differential equation \(\dot{x}_c(t) - \tilde{\Pi} \dot{r}_w(t) = A_c[x_c(t) - \tilde{\Pi} r_w(t)]\) with the initial value \(x_c(0) - \tilde{\Pi} r_w(0) \in X_c\), if there exists a bounded linear operator \(\Pi\) such that the following Sylvester operator equation holds:
\[
\begin{bmatrix} A & P \\ 0 & S \end{bmatrix} \tilde{\Pi} - \tilde{\Pi} S = - \begin{bmatrix} B \\ 0 \end{bmatrix} \Gamma \quad (22)
\]

Since \(A_c\) is the generator of an infinitesimal \(C_0\)-semigroup, the initial value problem has a unique solution. If (18) holds, the solution of \(\dot{x}_c(t) - \tilde{\Pi} \dot{r}_w(t) = A_c[x_c(t) - \tilde{\Pi} r_w(t)]\) is \(x_c(t) - \tilde{\Pi} r_w(t) = 0\). Then, the plant state \(x(t)\) and the state of exosystem \(w(t)\) can be expressed by \(x(t) = \Pi r_w(t)\) and \(w(t) = r_w(t)\), so that the tracking error in (15) takes the form \(y(t) - y_r(t) = C_A \Pi r_w(t) - \tilde{Q} r_w(t)\). Therefore, in order to achieve output regulation (15), the operator \(\Pi\) has in addition to satisfy \(C_A \Pi - Q = 0\) since \(S\) is anti-Hurwitz matrix. A direct calculation shows that the equation (19) is equivalent to the equation (22). In Byrnes et al. (2000), it is shown that there exists a solution \((\Pi, \Gamma)\) of the Sylvester equation (19)-(20), if the eigenvalues of \(S\) do note coincide with an invariant zero of the plant (2)-(4).

Since in general case the state of exosystem cannot be measured, the initial values \(r_w(0)\) of feedforward controller (16) cannot be chosen such that (18) holds. Therefore, in general the initial error \(x_c(0) - \Pi r_w(0) \neq 0\) may result so that output regulation is not achieved. However, the exponentially decaying tracking error in (15) can be obtained by stabilizing the dynamics of \(x_c(t) - \tilde{\Pi} r_w(t)\). Therefore, in this section, we propose a output feedback regulator.

Following internal model principle, we design the following regulator by including the internal model of exosystem:
\[
\dot{r}_w(t) = Sr_w(t) + L_y \left[ y_m(t) - C_y \tilde{\Pi} r_w(t) \right] \quad (23)
\]
\[
u(t) = \Gamma r_w(t) + k \left[ y_m(t) - C_y \tilde{\Pi} r_w(t) \right] \quad (24)
\]
with \(C_y = \begin{bmatrix} C_{Am} & 0 \end{bmatrix}\).

The output feedback regulator (23)-(24) is an extension of the feedforward regulator (16). First of all, we investigate the dynamics of \(x_c(t) - \tilde{\Pi} r_w(t)\) as the following:
\[
\dot{x}_c(t) - \tilde{\Pi} \dot{r}_w(t) = \left( A_c + k B C_y - \tilde{\Pi} L y C_y \right) x_c(t) - \tilde{\Pi} S B_c \Gamma + k B_c C_y \tilde{\Pi} - \tilde{\Pi} L y C_y \tilde{\Pi} \right) r_w(t) = \left( A_c + k B C_y - \tilde{\Pi} L y C_y \tilde{\Pi} \right) x_c(t) - \tilde{\Pi} S B_c \Gamma + k B_c C_y \tilde{\Pi} - \tilde{\Pi} L y C_y \tilde{\Pi} \right) r_w(t) = \left( A_c + k B C_y - \tilde{\Pi} L y C_y \tilde{\Pi} \right) x_c(t) - \tilde{\Pi} r_w(t) \quad (25)
\]

where we have used the equation (22). From Theorem 1 and (25), it is easy to conclude the following lemma.

**Lemma 1.** For the plant (2)-(4) and the exosystem (8)-(10) defined in Section 2, the finite-dimensional regulator (23)-(24) solves the output regulation problem (15) if the operators \(\Pi \in \mathcal{L}(W, H)\) with \(\Pi D(S) \subset D(A)\) and \(\Gamma \in \mathcal{L}(W, U)\) satisfy the Sylvester equations (19)-(20) and if there exist controller parameters \(L_y\) and \(k\) such that the operator \(A_c\) in (25) is the infinitesimal generator of an exponentially stable \(C_0\)-semigroup.

Consequently, we investigate the choice of the regulator parameters \(L_y\) and \(k\) such that the operator \(A_c\) generates an exponentially stable \(C_0\)-semigroup and thus the output regulation problem is solved.

**Theorem 2.** The controller (23)-(24) stabilizes the operator \(A_c\), provided that \(L_y\) and \(k\) are chosen as follows: We assume \(k = k_1 + k_2\). Choose \(k_1\) such that the operator \(A + k_1 B C_{Am}\) generates an exponentially stable \(C_0\)-semigroup. \(L_y\) can be chosen such that \(S + L_y C_{Am} \Pi_0\) is exponentially stable, where \(\Pi_0 \in \mathcal{L}(W, H)\) is the following solution of the following auxiliary Sylvester equation
\[
\Pi_0 S - (A + k_1 B C_{Am}) \Pi_0 = -P
\]
(26)
with \(\Pi_0 D(S) \subset D(A)\). Finally, we choose \(k_2 = \frac{n L_y + \Pi_0 L_y}{b(z)}\), since \(b(z)\) is nonzero spatially varying function.
Proof: With the bounded similarity transformations, the operator $A_c$ is transformed into block lower triangular form, where diagonal blocks can be stabilized by choosing appropriate regulator parameters. By assuming $k = k_1 + k_2$, we rewrite $A_c$ as:

$$\dot{A}_c = \begin{bmatrix} A & P \\ 0 & S \end{bmatrix} + \begin{bmatrix} kB - \Pi y \\ -L_y \end{bmatrix} [C_{Am} 0]$$

$$= \begin{bmatrix} A & k_1B \\ 0 & 0 \end{bmatrix} [C_{Am} 0]$$

$$+ \begin{bmatrix} k_2B \\ 0 \end{bmatrix} [C_{Am} 0] + \begin{bmatrix} -\Pi L_y \\ -L_y \end{bmatrix} [C_{Am} 0]$$

$$= \begin{bmatrix} A + k_1BC_{Am} P \\ 0 \end{bmatrix} + \begin{bmatrix} k_2B - \Pi L_y \\ -L_y \end{bmatrix} [C_{Am} 0]$$

By applying the following similarity transformation:

$$T = \begin{bmatrix} I & I \\ \Pi_0 & 0 \end{bmatrix}, \quad T^{-1} = \begin{bmatrix} I & -\Pi_0 \\ 0 & I \end{bmatrix}$$

we transform $\dot{A}_c$ into the form:

$$T \dot{A}_c T^{-1} = \begin{bmatrix} I & I \\ \Pi_0 & 0 \end{bmatrix} \begin{bmatrix} A + k_1BC_{Am} P \\ 0 \end{bmatrix} + \begin{bmatrix} I & -\Pi_0 \\ 0 & I \end{bmatrix}$$

$$+ \begin{bmatrix} k_2B - \Pi L_y \\ -L_y \end{bmatrix} [C_{Am} 0]$$

$$= \begin{bmatrix} A + k_1BC_{Am} P + \Pi_0S \\ 0 \end{bmatrix} + \begin{bmatrix} I & -\Pi_0 \\ 0 & I \end{bmatrix}$$

$$+ \begin{bmatrix} k_2B - \Pi L_y - \Pi_0L_y \end{bmatrix} [C_{Am} -C_{Am}\Pi_0]$$

let $k_2B - \Pi L_y - \Pi_0L_y = 0$

$$= \begin{bmatrix} A + k_1BC_{Am} P + \Pi_0S - A\Pi_0 - k_1BC_{Am}\Pi_0 \\ S + L_yC_{Am}\Pi_0 \end{bmatrix}$$

(27)

For specified $k_1$, if we let $\Pi_0$ satisfy the following auxiliary Sylvester equation:

$$\Pi_0S - A\Pi_0 - k_1BC_{Am}\Pi_0 + P = 0$$

with $\Pi_0 D(S) \subset D(A)$, then $\dot{A}_c$ can be written as block lower triangular form:

$$T \dot{A}_c T^{-1} = \begin{bmatrix} A + k_1BC_{Am} & 0 \\ -L_yC_{Am} & S + L_yC_{Am}\Pi_0 \end{bmatrix}$$

From above equation, we choose $k_1$ and $L_y$ such that $A + k_1BC_{Am}$ generates an exponentially stable $C_0$-semigroup, $S + L_yC_{Am}\Pi_0$ is stable and thus $\dot{A}_c$ generates an exponentially stable $C_0$-semigroup. Once $k_1$, $L_y$ and $\Pi_0$ are obtained, $k_2$ can be easily calculated from:

$$k_2B - \Pi L_y - \Pi_0L_y = 0$$

Since $B = b(z) \cdot I \neq 0$, $k_2 = \frac{\Pi L_y + \Pi_0L_y}{B}$. Therefore, we can choose $k = k_1 + \frac{\Pi L_y + \Pi_0L_y}{b(z)}$.

Remark 1. It can be noticed that for the construction of the output feedback regulator, only the measured output $y_m(t)$ is utilized and the reference signal $y_r(t)$ is not necessary. From previous section, we know that the proposed regulator has the form (23)-(24) because our target is to drive the composite state $x_r(t)$ tracks the function $\Pi y(t)$.

More precisely, the mission of the output feedback regulator is to drive $w(t)$ tracking $r_u(t)$ and $x(t)$ tracking $\Pi r_w(t)$, which indicates that $x(t)$ finally tracks $\Pi w(t)$. Therefore, the measured output $y_m(t) = C_{Am}x(t)$ tracks $C_{Am}\Pi w(t)$. This implies that $y_m(t)$ contains the state information of the exosystem approximately. Moreover, (23) is actually an observer of the exosystem. In particular, since the reference signal $y_r(t)$ is not available, it is necessary that disturbance is nonzero, i.e., $d(t) \neq 0$ and $B_d \neq 0$ in (7).

4. NUMERICAL SIMULATION

Let us set $q(z) = 0.4z, \gamma = 1$ and $b = 0.5$ in system (1). We assume that the controlled output $y(t)$ is the evolution of the state at point $z_1 = 0.5$ and the measured output $y_m(t)$ is the evolution of the state at boundary point $z_0 = 1$. Obviously, the controlled output and the measured output are different.

In this section, our objective is to design a finite-dimensional output feedback regulator such that the controlled output $y(t)$ tracks a given reference signal of the form $y_r(t) = \Upsilon \sin(\alpha t)$ and rejects the disturbance $d(t) = \Upsilon \cos(\alpha t)$ as well. The disturbance $d(t)$ and the reference signal $y_r(t)$ are generated by the exosystem if the form of (8)-(10):

$$\begin{bmatrix} w_1(t) \\ w_2(t) \end{bmatrix} = \begin{bmatrix} 0 & \alpha \\ -\alpha & 0 \end{bmatrix} \begin{bmatrix} w_1(t) \\ w_2(t) \end{bmatrix}, \quad \begin{bmatrix} w_1(0) \\ w_2(0) \end{bmatrix} = \begin{bmatrix} 0 \\ \Upsilon \end{bmatrix}$$

(28)

We can computer the solution of the exosystem system with the parameter values: $\alpha = 2$ and $\Upsilon = 5$. In terms of notation defined in (9) and (10), we set $Q = [0 1]$ and $F = [0 1]$. Then, the disturbance $d(t) = 5\cos(2t)$ and the reference signal $y_r(t) = 5\sin(2t)$. From the form of $S$:

$$S = \begin{bmatrix} 0 & 2 \\ -2 & 0 \end{bmatrix},$$

it is easy to calculate its eigenvalues and orthonormal eigenvectors:

$$\psi_1 = \begin{bmatrix} i \omega_1 = 2i \\ 0.7071i \end{bmatrix}, \quad \psi_2 = \begin{bmatrix} -0.7071i \\ 0 \end{bmatrix}$$

According to the content in Section 2, we know the plant (1) is regular. The input operator $B \in \mathcal{L}(U, L^2(0, 1))$ and disturbance location operator $B_d \in \mathcal{L}(U_d, L^2(0, 1))$, where $U, U_d \subset \mathbb{R}$, are defined by:

$$B = b(z)I = e^{-0.5z}I, \quad B_d = 0.2$$

Fig. 1. The controlled output $y(t)$ driven by the disturbance $d(t) = 5\cos(2t)$ with $u(t) = 0$.

We now carry on solving the constrained Sylvester equation (19)-(20) with $P = B_dF = [0 0.2]$ in Theorem 2. In this example, we construct the operators: $\Gamma = [\gamma_1 \gamma_2] \in$
$\mathcal{L}(C^2, U)$ and $\Pi = [\Pi_1(z) \Pi_2(z)] \in \mathcal{L}(C^2, L^2(0, 1))$. According to Byrnes et al. (2000), Natarajan et al. (2014) and Xu and Dubljevic (2015), the solution of constrained Sylvester equation (19)-(20) is given by:

$$\Pi \psi_1 = (2iI - A)^{-1} (B^* + P) \psi_1$$

The straightforward calculation shows that

$$\Pi_1(z) - (2iI - A)^{-1} B \gamma_1, \Pi_2(z) = (2iI - A)^{-1} (B \gamma_2 + 0.2)$$

and we obtain the identity

$$\Pi_2(z) - \Pi_1(z) i = (\gamma_2 - \gamma_1 i) (2iI - A)^{-1} b(z) + 0.2 (2iI - A)^{-1}$$

Moreover, the equation (20) reduces to

$$C_A \Pi_1(z) = 1, \quad C_A \Pi_2(z) = 0$$

Now we apply $C_A$ to the equation (29), then we obtain

$$- i = (\gamma_2 - \gamma_1) G(2i) + 0.2 \gamma_1$$

Theorem 2, one can first set $i = 0$ and conclude that the input $u(t)$ is impulse input $\delta(t)$. In this case, the boundary condition (32c) is necessary such that $\gamma_1$ and $\gamma_2$ lie in the domain of $A: D(A)$. Obviously, the equation (32a-c) can be solved off-line numerically.

Now we carry on the construction of output feedback regulator of form (23)-(24). Under the control of the regulator (23)-(24), we show that the controlled output $y(t)$ tracks the reference signal $y_r(t) = 5 \sin(2t)$ in spite of the existence of disturbance $d(t) = 5 \cos(2t)$. We assume that only the measured output of the plant: $y_m(t)$ is available to the regulator and the controlled output $y(t)$ and the measured output $y_m(t)$ are different, i.e., $y(t) = x(0, 5, t)$ and $y_m(t) = x(1, t)$.

In this part, the key is to calculate $k$ and $L_y$. According to Remark 2, we substitute impulse input $u(t) = \delta(t)$ into (1) and take Laplace transform on both side of (1) in time by setting zero initial condition.

$$\frac{\partial x(z, s)}{\partial z} = (0.4z - s) x(z, s) + e^{-0.5z} U(s)$$

with $U(s) = L_y u(t)(s) = 1$. Our goal is to compute the value of $G(2i) = Y(2i) = x(0.5, 2i)$. Therefore, one can directly solve (31) with $s = 2i$, by numerical method, e.g. finite difference. It is easy to get:

$$G(2i) = x(0.5, 2i) = 0.3611 - 0.2021i$$

In the same way, to calculate $G_1(2i)$, one just needs to set $b(z) = 1$ in (31) and obtains,

$$G_1(2i) = 0.4121 - 0.2183i$$

With the values of $G(2i)$ and $G_1(2i)$, one can calculate,

$$\gamma_1 = 2.114, \quad \gamma_2 = 0.9549$$

We write the equation (19),

$$\Pi_1(z) - g(z) \Pi_1(z) - 2 \Pi_2(z) = b(z) \gamma_1$$

The boundary condition (32c) is necessary such that $\Pi_1$ and $\Pi_2$ lie in the domain of $A: D(A)$. Obviously, the equation (32a-c) can be solved off-line numerically.
and $y_m(t)$ are pointed out. Therefore, we conclude that in this part, an output feedback regulator is constructed with the measured output $y_m(t)$ as its input, such that the controlled output $y(t)$ of the plant tracks the reference signal $y_r(t)$ despite of the disturbance $d(t)$.

5. CONCLUSION

In this paper, the output regulation problem of a mono-tubular heat exchanger process is considered. Based on the fact that the considered system is exponentially stable when the input variable is identically zero, a type of finite-dimensional output feedback regulator is constructed and the parameters are easily configured by applying the separation principle. Notably, for the output feedback regulator, only the measurement $y_m(t)$ and the controlled output $y(t)$ are allowed to be different. Finally, the mono-tubular heat exchanger process with the specified parameters is utilized to verify the main results and the performance of the proposed regulator is shown via the computer simulation.
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