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Abstract

Low-light image enhancement is a key technique to overcome the quality degradation of photos taken under scotopic vision illumination conditions. The degradation includes low brightness, low contrast, and outstanding noise, which would seriously affect the vision of the human eye recognition ability and subsequent image processing. In this paper, we propose an approach based on deep learning and Retinex theory to enhance the low-light image, which includes image decomposition, illumination prediction, image reconstruction, and image optimization. The first three parts can reconstruct the enhanced image that suffers from low-resolution. To reduce the noise of the enhanced image and improve the image quality, a super-resolution algorithm based on the Laplacian pyramid network is introduced to optimize the image. The Laplacian pyramid network can improve the resolution of the enhanced image through multiple feature extraction and deconvolution operations. Furthermore, a combination loss function is explored in the network training stage to improve the efficiency of the algorithm. Extensive experiments and comprehensive evaluations demonstrate the strength of the proposed method, the result is closer to the real-world scene in lightness, color, and details. Besides, experiments also demonstrate that the proposed method with the single low-light image can achieve the same effect as multi-exposure image fusion algorithm and no ghost is introduced.
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1. Introduction

Low-light images are captured under dim lighting conditions due to inevitable environmental or technical constraints, which degenerate the performance of algorithms and the visual effects of images[1]. The essential goal of digital photography is responsible for reproducing the natural scene with minimal artifacts from the RAW data. High-quality images can be used for many high-level visual tasks, such as image segmentation[2], object tracking[3, 4], object detection[5-7], and image classification[8-10]. However, weak illumination or low-light images have low visibility, intensive noises, low dynamic range, low signal-to-noise ratio (SNR), and color distortion, which hinders the above visual tasks. Hence, increasing number of researchers have expressed their keen interest in low-light image enhancement[11].

Traditional single image contrast enhancement techniques include Histogram equalization (HE) [12, 13], Retinex [12, 13], and High dynamic range (HDR) [14, 15]. HE methods enhance the low-light images by adjusting the contrast of the image, but it inevitably brings undesirable illumination. Besides, the methods of HE without considering the image brightness degradation mechanism, which amplifies the image noise of the results and not suitable for complex low-light scenes. Retinex is divided into single scale Retinex (SSR) [16] and multi-scale Retinex (MSR) [17], the former is based on the Gabor filter to enhance the image, while the latter may result in the color distortion of the enhanced image and often looks unnatural. Existing low-light image HDR enhancement methods attempt to expand the range of luminance and enhance the lightness of the images. However, there will be artifacts in the saturated areas, which is not acceptable in high-quality computer vision.

Recently, deep learning-based approaches have achieved a remarkable traction, which also motivate the development of new deep learning-based approaches [18-21] for low-level image processing tasks, including super-resolution [22, 23], rain removal [24, 25], hyperspectral image [26, 27], and so on. Shen et al. [28] proposed the MSR-net to enhance the low-light image by learning a mapping from the low-light images to normal-light images. Chen et al. [29] introduced a low-light raw images dataset (SID) and developed an algorithm for processing these low-light raw images based on a deep learning network.

Inspired by Retinex theory and deep learning, in this paper, a novel deep learning approach is proposed, which learns a mapping from illumination to illumination based on the Retinex theory, to enhance the low-light images. To improve the quality and dynamic range of the image, a super-resolution algorithm is introduced based on the Laplacian pyramid network [30] to optimize the enhanced image. Besides, combination loss function is introduced during the training. We analyze the performance of the proposed algorithm with different datasets and different algorithms, such as Histogram Equalization (HE), Gray World Algorithm (GWA), Automatic White Balance (AWB), Gamma adjustment (GA), Dong et al. [31], low-light enhancement methods LIME [32], RetinexNet [33], and KinD [34]. Several distinct metrics are utilized to evaluate and compare the enhanced image, such as Peak Signal-to-Noise Ratio (PSNR), Entropy, Structural SIMilarity (SSIM), Natural image quality evaluator (NIQE) [35], Perception based Image Quality Evaluator (PIQE) [36], and Runtime. The experimental results show that the proposed algorithm achieves superior performance than existing methods.

We highlight our main contributions as follows:

- A new extreme low-light image dataset with 1331 images are constructed for the network training, which consists of three parts: 347 images of the LOL [33] dataset, 735 images of the SICE [37], and 249 images are captured by our camera, each low-light image has a corresponding normal-light image.
• A novel low-light image enhancement algorithm is designed, which firstly learns an illumination component to illumination component mapping to produce a predicted illumination component, then the predicted illumination component and the reflectance component of the normal-light are fused to reconstruct the enhanced image.

• A super-resolution algorithm is developed based on the Laplacian pyramid network, which reduces the noise of the images and enhances the image contrast effectively.

• We explore a combination loss function during network training, which consists of reconstruction loss, image perception loss, and color loss. Qualitatively and quantitatively experiment results demonstrate that our method outperforms existing methods at improving the lightness and color of the images, restoring the detailed information and runtime.

2. Related works

Image enhancement has an abundant history in computer vision fields, which has been extensively studied before. A short review of existing methods is provided as follows:

**Conventional Methods.** Low-light image enhancement has been solved with all kinds of techniques. One of the most widely used technique is HE, which is the earliest low-light enhancement method. Its limitation is obvious that by globally adjusting the contrast in the entire image and lack of processing in image details. Another is gamma correction, which enhances the brightness of the low-light area by compressing bright pixels[29]. Subsequently, Li et al.[38] proposed a novel united low-light image enhancement framework by applying dehazing methods for both image contrast enhancement and denoising. Celik et al.[39] proposed an algorithm that uses a mutual relationship between each pixel and its neighboring to enhance the input image. Those methods suppress noise and increase the contrast of the image, but bring detail blurriness inevitably.

Later on, Retinex-based methods via decomposing the image into illumination component and reflectance component and then adjusting them adaptively achieved illumination adjustment and noise suppression [40]. Jobson et al.[16] described the trade-off between rendition and image dynamic range compression, and find the best rendition of the gain or offset. Later, Jobson et al.[41] presented single-scale center Retinex, which achieves the lightness rendition and color correction. The above methods have been popularly employed, but the ground truth is not given. Ying et al.[42] designed an approach using the response characteristics of cameras, the textural details are successfully restored, but the enhanced image is still exists noise.

**Low-light enhancement via CNNs.** Compared with traditional methods, CNNs have better feature extraction ability, which has yielded promising results due to the powerful calculating capacity[43]. Yang et al.[44] proposed a method to enhance the low-light images using coupled dictionary learning. Lore et al.[45] utilized auto-encoder network to learn contrast enhancement and denoising at the same time. However, no recent developments in deep learning are used in the above methods. In recent years, Wei et al.[33] proposed a Retinex-Net, in which the Decom-Net is utilized for image decomposition and the Enhance-Net is utilized for illumination adjustment. Cai et al.[37] proposed a single image contrast enhancement (SICE) method from multi-exposure image sequences. Ren et al.[46] proposed an encoder-decoder hybrid network to enhance the input low-light image. Although these methods achieve considerable success, performing in extremely dark images is still challenging, the generated images are often blurry and noisy.
3. Our Approach

In this section, the proposed method of low-light image enhancement based on deep learning and the Retinex model will be described in detail. We illustrate our motivations at first, and then the network architecture and loss function are introduced in detail. Besides, a super-resolution method based on the Laplacian pyramid network is described to optimize the enhanced result.

3.1 Motivation

The Retinex theory is exploited by Land and McCann\cite{47}, which is come from the human visual system's perception of image color and brightness values. The reflection of light by an object is an inherent property and does not change with the change of light. Motivated by the Retinex theory, we design a deep image enhancement approach that performs the illumination component and reflectance component of the inputs to light up the dark regions. Retinex theory regards an image as the product of a reflectance map and an illumination map, as shown in (1):

\[
I(x, y) = R(x, y) \circ L(x, y)
\]  

Where \((x, y)\) represents the position of the pixel, \(I(x, y)\) is the real-word image, \(R(x, y)\) and \(L(x, y)\) denote the reflectance map and the illumination map of the image, respectively.

3.2 Network Architecture

Our method can be divided into four steps, which include decomposition, illumination estimation, reconstruction, and image optimization. The paired images with different light conditions are utilized as the inputs of the network during the training stage. The network framework is shown in Fig. 1.

![Fig. 1. The CNN network architecture of proposed method.](image-url)
The input low-light image is decomposed into reflectance map and illumination map based on Decom-Net in the decomposition step. Decom-Net can learn the decomposition from the input low-light and normal-light image pairs, which has five 3\times 3 convolutional layers with the ReLU layer that is utilized to extract features from the input images and a Sigmoid layer is utilized to constrain reflectance map and the illumination map in the range of [0,1].

In the illumination estimation step, the illumination component of low-light images can be predicted by learning the mapping from the illumination components of low-light images to the corresponding illumination component of normal exposure images. The illumination predicting network includes nine 3\times 3 convolutional layers with ReLU and a fully connected layer. Different from KinD network, which adjusts the illumination component by the ratio of a source light $L_s$ to a target one $L_t$, we adopt the mapping of illumination-to-illumination to generate the predicted illumination component $\hat{I}_{\text{pre}}$, which can be expressed as (2):

$$\hat{I}_{\text{pre}} = F\left(\hat{I}_{\text{low}}, \hat{I}_{\text{normal}}\right)$$

Where $F$ is the map function, $\hat{I}_{\text{low}}$ and $\hat{I}_{\text{normal}}$ represent the illumination component of the input low-light image and the illumination component of the corresponding normal-light image, respectively.

In the image reconstruction step, the predicted illumination component and the reflectance component of the normal-light image are fused by element-wise multiplication to produce the enhanced image.

The enhanced image usually suffers from noise and low-resolution, to enhance image details and have a better visual effect, a Laplacian pyramid super-resolution network[48] is introduced in the image optimization step, which extracts the low-resolution features from the enhanced image by convolutional layer, and then four times up-sample the extracted features by two transposed convolutional layers to generate the residual image. The 4\times SR image is generated by fusing the reconstruction image and the residual image. Similarly, it can achieve eight times up-sample by three transposed convolutional layers and generate an 8\times SR image. The Laplacian pyramid has five levels and each level shares weights across and within pyramid levels, which decreases the network calculation and promotes the efficiency of the network.

### 3.3 Loss Function

During the network training, we design a combination loss function $\mathcal{L}$, which includes three components: reconstruction loss function $\mathcal{L}_{\text{recon}}$, image perception loss function $\mathcal{L}^p$, and color loss function $\mathcal{L}^c$:

$$\mathcal{L} = \mathcal{L}_{\text{recon}} + \lambda_p \mathcal{L}^p + \lambda_c \mathcal{L}^c$$

Where $\lambda_p$ and $\lambda_c$ denote the corresponding weights of $\mathcal{L}^p$ and $\mathcal{L}^c$, respectively. To obtain the reconstruction image, the reconstruction loss function $\mathcal{L}_{\text{recon}}$ can be expressed as (4):

$$\mathcal{L}_{\text{recon}} = \sum_{i=\text{low},\text{normal}} \sum_{j=\text{low},\text{normal}} \lambda_{r,i,j} \left\| R_{r,j} \circ \hat{I}_{\text{pre}} - S_j \right\|_2$$
Where $R_i$ is the reflectance component, $S_j$ denotes the input low-light image, and $\lambda_{i,j}$ is the reconstruction coefficient.

The illumination in natural images is usually locally smooth, reconstruction loss function $L_{\text{recon}}$ might lead to the generated images lack of high frequency information and appear over-smooth issues. Hence, an image perception loss function $L^p$ is introduced into the network, which compares the illumination difference between the illumination component of the input image and the corresponding normal-light image. Optimizing the prediction loss function $L^p$ can make the generated predicted illumination component $\tilde{I}_{\text{pre}}$ closer to the normal-image light component $I_{\text{normal}}$, to effectively reconstruct the high-frequency image information and make the generated image contain more detailed information. The perception loss function $L^p$ can be expressed as (5):

$$L^p = \frac{1}{WH} \sum_{x=1}^{W} \sum_{y=1}^{H} \left( I_{\text{normal}}(x,y) - \tilde{I}_{\text{low}}(x,y) \right)^2$$

(3)

Where $W$ and $H$ represent the width and the height of the illumination component separately.

To make the output image $I_{\text{output}}$ more vivid in the color space, the color loss function $L^c$ is utilized to formulate the color loss between the output image $I_{\text{output}}$ and normal-image $I_{\text{normal}}$, which can be expressed as (6):

$$L^c = \sum_p \angle(I_{\text{output}}(p), I_{\text{normal}}(p))$$

(4)

Where $(\cdot)_p$ represents a pixel of the image, $\angle(\cdot, \cdot)$ is utilized to calculate the angle between two of the RGB colors.

4. Experiments results

In this section, we analyze the performance of the proposed algorithm qualitatively and quantitatively. Different datasets are utilized for training and testing processing in our experiments. The proposed method based on Tensorflow framework and CNN model to train 2000 iterations, the learning rate is 0.0001. To maintain the fairness of the experiments, all the experiments are performed on a PC running Windows 10 OS with 32G RAM and 3.6GHz CPU, NVIDIA GeForce RTX 2080 Ti 11GB GPU.

4.1 Image Dataset

To learn the parameters of the proposed network, we assemble a new extreme low-light image training dataset with 1331 images for the network training, including 347 images of the LOL dataset[33], 735 images of the multi-exposure images dataset[37], and 249 images are captured by our camera, each of them has a corresponding normal-light image. As shown in Fig. 2, our dataset has a broad range of lighting conditions and scenes. Besides, we also verify the effectiveness of our method on synthetic dataset[49], of which 50 low-light images are selected for the test set in our experiment.
4.2 Qualitative analysis

To evaluate the enhancing effect of the proposed method, we perform the visual comparisons on low-light images, as shown in Fig. 3 and Fig. 4. By checking the details, such as the white cloud in Fig. 3(a), our method not only has the better optical effects in image color and contrast, but also has fewer artifacts. While the conventional algorithms HE, GWA, AWB, GA, Dong[31], LIME[32], and deep learning-based methods RetinexNet[33], KinD[34] cannot recover the cloud clearly. HE and RetinexNet produce serious halo and blur in Fig. 4(b) and Fig. 4(g), separately.

We also process low-light images of the synthetic dataset [49] by different methods to quantify the subjective visual quality. The results are shown in Fig. 5 and Fig. 6, from which we can observe clearly that our method improves the lightness and color of the images, restore the detailed information and make the enhanced image closer to the real-world scene. As we can see, the result of LIME[32] tends to be over-exposure in some areas and the algorithm proposed by Dong[31] usually produces inconceivable black halo.

Fig. 2. Several examples of low-light images in our dataset.

Fig. 3. The enhanced results based on the proposed dataset. (a)Input, (b)HE, (c)GA, (d)GWA, (e)AWB, (f)LIME, (g)RetinexNet, (h)Dong, (i)KinD, (j)Ours.
Fig. 4. The enhanced results based on the proposed dataset. (a)Input, (b)HE, (c)GA, (d)GWA, (e)AWB, (f)LIME, (g)RetinexNet, (h)Dong, (i)KinD, (j)Ours.

Fig. 5. The enhanced results based on the synthetic dataset. (a)Input, (b)HE, (c)GA, (d)GWA, (e)AWB, (f)LIME, (g)RetinexNet, (h)Dong, (i)KinD, (j)Ours.
4.3 Quantitative analysis

We have also quantitatively compared our method with several existing enhancement algorithms on the proposed dataset and synthetic dataset, respectively. For full-reference image quality assessment, we choose the metrics of PSNR and SSIM to compare the performance of different methods on the proposed dataset and synthesized dataset, while for no-reference image quality assessment, the metrics of Entropy, NIQE, and PIQE are utilized to analyze the result image. Besides, the runtime is used to evaluate the efficiency of our algorithm and the compared methods. The higher value of PSNR, SSIM, and Entropy illustrates the better quality of the enhanced image. However, for NIQE and PIQE, the lower the better.

Table 1 and Table 2 report the average value of the 50 low-light test images on the above metrics. As shown in Table 1, we can observe that our method significantly has an advantage over all the compared methods on the proposed dataset, especially in PSNR, NIQE, and PIQE. For the synthesized dataset, our method seems to fall behind many methods in NIQE, as shown in Table 2. But in the rest of metrics, our method is obviously superior to other methods. Nonetheless, this also could validate that our method has an advantage approximately over the existing algorithms.
Table 1. Quantitative measurement results on proposed dataset.

| Methods | PSNR | SSIM | Entropy | NIQE | PIQE |
|---------|------|------|---------|------|------|
| Input   | 14.7427 | 0.5568 | 6.4555 | 9.2593 | 14.6555 |
| HE      | 21.2506 | 0.8223 | 7.2423 | 8.9002 | 9.0236 |
| GA      | 21.1117 | 0.8449 | 6.8298 | 9.1659 | 3.2921 |
| GWA     | 15.6147 | 0.5668 | 6.5462 | 9.0244 | 5.3316 |
| AWB     | 15.1022 | 0.5701 | 6.4957 | 9.1535 | 5.3208 |
| LIME    | 15.3246 | 0.5648 | 7.2571 | 8.9383 | 6.3721 |
| RetinexNet | 18.4833 | 0.7038 | 6.8832 | 8.4565 | 13.1942 |
| Dong    | 19.1371 | 0.8057 | 7.3227 | 8.8565 | 7.0358 |
| KinD    | 19.3758 | 0.8587 | 7.1299 | 8.7971 | 4.8046 |
| Ours    | 23.3022 | 0.8609 | 7.3495 | 8.0543 | 2.5063 |

Table 2. Quantitative measurement results on synthesized dataset.

| Methods | PSNR | SSIM | Entropy | NIQE | PIQE |
|---------|------|------|---------|------|------|
| Input   | 10.6371 | 0.3548 | 6.2288 | 38.1411 | 15.6813 |
| HE      | 14.7750 | 0.5450 | 6.9173 | 38.8760 | 5.3573 |
| GA      | 17.4984 | 0.7098 | 6.9778 | **26.7685** | 4.2634 |
| GWA     | 12.4151 | 0.4362 | 6.3097 | 38.5346 | 5.6290 |
| AWB     | 13.7412 | 0.4519 | 6.3819 | 34.7400 | 5.1418 |
| LIME    | 17.5467 | 0.5397 | 6.7526 | 35.8605 | 14.8080 |
| RetinexNet | 18.9449 | 0.5077 | 7.3716 | 30.2212 | 9.2818 |
| Dong    | 18.3064 | 0.5067 | 6.1954 | 32.7264 | 5.4544 |
| KinD    | 17.6217 | 0.6219 | 7.2776 | 31.9095 | 3.4873 |
| Ours    | **21.1833** | **0.7881** | **7.5049** | 30.8951 | **3.0863** |

To highlight the advantages of the proposed algorithm more intuitively, Fig. 7 reveals the average runtime of the 50 low-light test images based on the two datasets with different algorithms. The red line denotes the runtime of each method on the proposed dataset, while the black line represents the runtime of each method on the synthesized dataset. It is clear that our method acquires the optimal results on both datasets from Fig. 7, especially obviously superior to KinD. The advantages of our method are explains based on the above all experiments not only in qualitative but also in quantitative.

![Fig. 7. The runtime comparison of each method based on the proposed dataset and the synthesized dataset.](image)
Table 3 shows the detail comparison of the enhanced results and fusion result with the standard multi-exposure image sequence, which contains 16 images with different exposure time (seconds) of 32, 16, 8, 4, 2, 1, 1/2, 1/4, 1/8, 1/16, 1/32, 1/64, 1/128, 1/256, 1/512 and 1/1024. In Table 3, the different enhanced images are obtained by utilizing the image with an exposure time of 1/4 as the input, while the fusion result is produced by fusing the above 16 images with different exposure time. Each enhanced image has a corresponding difference image, which is generated by taking the absolute value of the difference between the fusion result and the enhanced image.

To highlight the advantages of the proposed algorithm, the mesh of corresponding difference images is also shown in Table 3. For the difference images, the darker of which indicates the result closer to the fusion result, while for the mesh figure, the lower the surface
height of the difference image, the closer to the fusion result. We can observe that our method preserves more details compared with other algorithms from Table 3, which demonstrates that the proposed method can achieve the same effect by using single low-light image as the input instead of multi-exposure image sequence. Hence, our method can achieve the better results with the least number of images and improve the efficiency of the algorithm compared with the multi-exposure image fusion methods.

5. Conclusion

The paper proposes a single low-light image enhancement method based on deep learning and Retinex, which firstly captures an illumination component to illumination component mapping to produce a predicted illumination component, and then the predicted illumination component and the reflectance component of the normal-light are fused to reconstruct the enhanced image. Meanwhile, the introduced super-resolution algorithm also enhances the details information of the images and reduce the artifacts of the result images, which achieves a better visual effect. Finally, a combination loss function is introduced to boost the effectiveness of the algorithm. Qualitatively and quantitatively experiment results on different datasets prove that our method is superior to existing methods at improving the lightness and color of the images, restoring the detailed information and runtime.
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