Characterisation of dielectric 3D-printing materials at microwave frequencies
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ABSTRACT
3D-printer materials are becoming increasingly appealing, especially for high frequency applications. As such, the electromagnetic characterisation of these materials is an important step in evaluating their applicability for new technological devices. We present a measurement method for complex permittivity evaluation based on a dielectric loaded resonator (DR). Comparing the quality factor of the DR with a disk-shaped sample placed on a DR base, with Q obtained when the sample is substituted with an air gap, allows a reliable determination of the loss tangent.

1. INTRODUCTION
In recent years, the fast development and improvement of 3D-printing technologies has had a significant impact on many areas of human activity [1]-[5]. Printed materials are now utilised in high-frequency applications such as telecommunication technologies and microwave frequencies [6]-[12]. Thus, a reliable and handy electromagnetic (e.m.) characterisation of these materials is increasingly required [13].

In this work, the microwave characterisation of plastic 3D-printing materials is performed using a resonant perturbative technique. The physical quantity under investigation is the permittivity ε, which is defined as the quantity (in a more general sense, the tensor) that describes the proportionality between the electric displacement vector D and the electric field strength vector E in a medium, D = ε₀εE. With ε₀ being the vacuum permittivity. In the case of the materials studied here, after one accounts for the isotropic, homogeneous and linear limits, then ε = ε₀ is a scalar quantity that does not depend on positioning. The scalar complex relative permittivity is defined as ε = ε’ + iε”, where the real part ε’ is a measure of the energy storage properties of the medium, while the imaginary part ε” is related to the e.m. losses, and i = √−1. Since ε is a complex quantity, it is often represented on the complex plane, where the angle δ between ε and the real axis is known as a loss angle. Thus, the ratio ε”/ε’ = tanδ is called the loss tangent.

In this work, a microwave (~12.9 GHz) measurement method based on a resonant technique is proposed. The dielectric loaded resonator (DR) presented here was designed considering the e.m. properties of the dielectric materials usually used in 3D-printing and exploiting the possibility, given by 3D-printers, of shaping the samples in almost every desired shape. In the paper, an in-depth uncertainty analysis shows how the designed resonator is optimized to provide the best accuracy for this kind of material [14]. However, it is clear that its use is not limited only to 3D-printing plastics but to every kind of material electromagnetically and mechanically similar to them.

Moreover, to improve the repeatability of the measurement, the DR was specially designed to measure ε by placing the dielectric sample on one of its flat bases, removing the need to disassemble and reassemble the whole structure for each measurement and thus reducing the uncertainties involved. DRs are well known for their high sensitivity [15] but also for poor measurement repeatability [16], [17], particularly in relation to resonant frequency. Thus, a closed structure is especially useful for characterising samples as it reduces the systematic errors inevitably introduced by each mounting procedure. Moreover, since it is not necessary to reassemble the resonator for each measurement, the measurement time is reduced.
A part of the volume of the resonating structure is substituted with the dielectric material under study. Comparison of the changes induced by the insertion of the sample on the unloaded quality factor $Q$ and the resonant frequency $f_0$ can be used to evaluate the electric/magnetic properties of the sample. If the changes to the distribution of the e.m. field caused by the insertion of the sample are ‘small’, the resonant medium perturbation method [15] can be used.

Dielectric printed materials are already used for high frequency applications, and some works have explored their dielectric permittivity. Of particular note is the result obtained in [18], where acrylonitrile butadiene styrene (ABS) doped with different quantities of BaTiO$_3$ microparticles gave $2.6 < \varepsilon' < 8.7$ and $0.005 < \tan \delta < 0.027$, thus opening up the possibility of engineering these materials for specific uses. The measurements were performed at 15 GHz with a split post dielectric resonator obtaining $u(\tan \delta)/\tan \delta = 0.4 \%$. The split post resonator is a very sensitive measurement instrument but does have some critical issues related to its assembly procedure [15]. The resonator presented in this work is tuned to a similar frequency ($\approx 12.9$ GHz) and has a somewhat reduced sensitivity compared with the split post resonator but a much improved ease of operation – a useful feature in view of the routine measurements required.

In Sec. 2, the measurement method and system are presented. Then, in Sec. 3, a detailed uncertainties analysis is provided, while the results are shown in Sec. 4. Finally, conclusions are given in Sec. 5, comparing the obtained results to those given by a standard waveguide transmission/reflection method and to other relevant scientific works [13], [18], [19].

2. DESCRIPTION OF THE METHOD

A special configuration of a Hakki–Coleman dielectric loaded resonator [20] was designed to guarantee enhanced measurement repeatability at room temperature. The two physical quantities that characterise the response of the resonator are the unloaded quality factor $Q$ and the resonant frequency $f_0$. $Q$ is defined as $Q = \omega_0 W/P$, where $W$ is the energy stored in the resonator at the resonant angular frequency $\omega_0 = 2 \pi f_0$ and $P$ is the power dissipated at the same frequency. Thus, as will be shown below, one can obtain information about the dielectric losses of the material under study (i.e. $\tan \delta$) from the $Q$ measurement.

$P$ is the sum of all the power losses $P = P_S + P_\Omega + P_V$, where the subscripts $S, \Omega, V$ indicate the quantities related, respectively, to the sample, to the metal surfaces and to all the other dielectric materials inside the resonator volume. Hence:

$$\frac{1}{Q} = \frac{P_S + P_\Omega + P_V}{\omega_0 W} = \frac{1}{Q_S} + \frac{1}{Q_\Omega} + \frac{1}{Q_V},$$

with:

$$\frac{1}{Q_S} = \frac{1}{2W} \int V \epsilon_S' \epsilon_0 |E|^2 dV = \frac{\epsilon_S' \int V \epsilon_0 |E|^2 dV}{2W} = \frac{\epsilon_S'}{\epsilon_S} = \eta_s \tan \delta_s,$$

$$\frac{1}{Q_\Omega} = \sum_i \frac{1}{2W} \int S |H_i|^2 dS = \sum_i \frac{R_i}{G_i},$$

$$\frac{1}{Q_V} = \frac{1}{2W} \int V \epsilon_v' \epsilon_0 |E|^2 dV = \eta_v \tan \delta_v,$$

where $E$ is the electric field and $H_i$ is the magnetic field tangential to the $i$-th metallic surface $S_i$ with surface resistance $R_i$ and geometrical factor $G_i$. $\eta_S$ and $\eta_v$ are the filling factors of the sample and of the dielectric elements inside the resonator, respectively. Thus:

$$\frac{1}{Q} = \eta_s \tan \delta_s + \sum_i \frac{R_i}{G_i} + \eta_v \tan \delta_v. \quad (5)$$

Since $W$ and the field configuration depend on $\varepsilon'$ of all the dielectric elements inside the resonator, both $\eta$ and $G$ are also functions of $\varepsilon'_s$. Therefore, to evaluate $\tan \delta_s$ of the dielectric sample placed in the resonator from Eq. (5), $\varepsilon'_s$ must be measured. To achieve this aim, one can exploit $f_0$ of the resonator as a second measurand. However, it is known that the absolute value of $f_0$ is strongly affected by many intrinsic (e.g. the electromagnetic properties of the elements inside the resonator) and extrinsic (e.g. temperature, pressure, humidity) factors, meaning it is very difficult to utilise it in practice. However, the variation $\Delta f_0/f_0\text{ref}$ of $f_0$, with respect to the reference value $f_0\text{ref}$, is much more reliable due to the change of one or more parameters [15]. In this case, $\Delta f_0$, as caused by the insertion of the dielectric sample, is measured. Then, with electromagnetic simulations, $\Delta f_0$ is evaluated as a function of $\varepsilon'_s$. Thus, $\varepsilon'_s$ is determined as the value at which the simulated $\Delta f_0$ coincides with the measured one. Thus, $\varepsilon'_s$ is evaluated with the aid of e.m. simulations of the resonator.

After $\varepsilon'_s$ is evaluated, the factors $\eta$ and $G$ in Eq. (5) can be analytically or numerically (with simulators) calculated. Following this, Eq. (5) can be inverted to obtain $\tan \delta_s$ from the $Q$ measurements if all the $R_i$ and $\tan \delta_v$ of the resonator are known from previous measurements or calibration procedures.

It must be mentioned that the unloaded $Q$ in Eq. (5) differs in principle from the measured $Q_i$ because of the coupling of the resonator with the external lines. However, with very small coupling (i.e. $P_{\text{ext}}/P < 0.01$, with $P_{\text{ext}}$ being the losses in the external transmission lines), as in our set up, one has $Q_i \approx Q$ and $u(Q) \approx u(Q_i)$ [15].

The use of Eq. (5) can give unacceptably large uncertainties since, at microwave frequencies, the accuracy with which all the quantities in Eq. (5) are known is poor when compared to dc or low frequency measurements. In fact, in our case, $R = 92 \text{ m} \Omega$ with $u(R)/R \approx 15 \%$ and $\tan \delta_v = 4 \cdot 10^{-5}$ with $u(\tan \delta_v)/\tan \delta_v \approx 50 \%$.

In order to reduce the effects of these uncertainties on $\tan \delta_s$, a perturbative approach is proposed here. The difference $\Delta(Q^{-1})$ between the measured quality factors $Q^{-1}_S$ and $Q^{-1}_A$, obtained with the sample into the resonator (subscript $S$) or with a gap of air in its place (subscript $A$), respectively, can be written as:

$$\Delta(Q^{-1}) = \eta_s \tan \delta_s + \sum_i R_i \Delta(G_i^{-1}) + \Delta(\eta_v) \tan \delta_v,$$ \quad (6)

where it is clear that the smaller $\Delta(G_i^{-1})$ and $\Delta(\eta_v)$ are, then the smaller their contributions to the uncertainties of $R_i$ and $\tan \delta_v$ are.

2.1. Measurement system and procedure

The resonator used for this study is depicted in Figure 1. The single sapphire crystal is a cylinder (height $h = (5.0 \pm 0.1)$ mm,
diameter \( \varnothing = (8.0 \pm 0.1) \text{ mm} \). A K-type coaxial transmission line, ending with coupling loops, is used to excite and sense (in transmission mode) the e.m. field configuration in the resonator. The dielectric samples are supported by a brass mask with a central hole \( \varnothing = (13.00 \pm 0.01) \text{ mm} \) and closed with a brass cap in order to prevent energy radiation, as depicted in Figure 1. The DR is excited in the TE\(_{011}\) mode, and thus, the \( E \) field is oriented parallel to the bases of the resonator. It is important to underline the orientation of the \( E \) field because the layered deposition techniques typical of most of the 3D printers can generate anisotropic effects on the e.m. properties of the printed samples. A uniaxial anisotropy factor of almost 7\% was measured for \( \varepsilon ' \) at 40 GHz for polyactide (PLA) samples using the waveguide reflection method [19]. In the method presented here, the \( E \) field is almost parallel to the deposition layers of the sample; thus, our results probe the direction along the layer deposition without significant mixing of the perpendicular component.

The resonator transmission complex scattering parameter \( S_{12} \), from which \( Q \) and \( f_0 \) are evaluated, is measured with an Anritsu 37269D Vector Network Analyzer (VNA) in the following way:

- The VNA is calibrated using the Short Open Load Through (SOLT) method, and the 12-errors parameters are applied to the frequency range in which the measurements are performed;
- The transmission scattering parameter \( S_{12}(f) \) is acquired with 1601 points evenly distributed in a frequency range width \( 7\Delta f_{-3dB} \), where \( \Delta f_{-3dB} \) is the width of the resonance curve at half power. Each data point is averaged with 10 acquisitions to reduce the noise contribution;
- The absolute value of the acquired points \( |S_{12}(f)| \), which have the uncertainty \( u(S_{21}(f)) \), given by the VNA after the calibration [21], is fitted to the Fano resonance curve [22, 23]:

\[
|S_{12}(f)| = \left| \frac{S_{12}(f_0)}{1 + 2iQ f/f_0} + S_0 \right|,
\]

where the complex constant \( S_0 \) represents the cross-coupling contribution. For each resonance curve, \( Q \) and \( f_0 \) are evaluated with their uncertainties \( u(Q), u(f_0) \). The uncertainties of the fitted parameters are obtained by standard statistical methods starting with the fitting residuals variance \( \sigma_f^2 \) [24];
- For each mounting, 10 resonance curves are acquired. Then, the mean values of \( Q \) and \( f_0 \) are evaluated with their standard deviation: \( u(Q)/Q \sim 0.05 \% \) and \( u(f_0)/f_0 \sim 1 \text{ ppm} \);
- For each sample, 5 mountings are performed, disassembling and resetting the sample in its position. Then, the mean value of \( Q \) and \( f_0 \) with their standard deviation are evaluated. The final uncertainties \( u(Q)/Q \sim 1 \% \) and \( u(f_0)/f_0 \sim 20 \text{ ppm} \) exist mainly due to the repeatability of the assembly.

### 3. UNCERTAINTIES ANALYSIS

In this section, the behaviour of the measurement technique is explored for the whole sample parameter space in order to establish the best working condition and its boundaries as a function of \( \varepsilon ' \), \( \tan \delta_\varepsilon \) and sample thickness \( t \).

First, the sensitivity of the resonator to \( \tan \delta_\varepsilon \) variations is analysed. The sensitivity is evaluated from Eq. (5) as:

\[
c = \frac{\partial Q}{\partial \tan \delta_\varepsilon} = -\frac{\eta_s}{(\eta_s \tan \delta_\varepsilon + l_r)^2} = -\eta_s Q^2,
\]

with \( l_r = \sum_i \frac{\eta_i}{\varepsilon_i} \tan \delta_i \), which, as a first approximation, in this analysis is assumed to be independent from the sample properties; in the small perturbation limit, the changes in the e.m. field configuration due to the sample are small and practically negligible, meaning the conduction/volume losses given by the resonator components do not change appreciably. In our case, \( l_r \sim 5000 = Q_A^2 \).

In Figure 2, \( |c(\tan \delta_\varepsilon, \eta_s)| \) is reported for \( 10^{-5} < \tan \delta_\varepsilon < 10^6 \) and \( \eta_s = \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\} \). One can notice a different log \( |c| \) slope \( m \) at high \( \tan \delta_\varepsilon \) values (\( m = -2 \)) and at low \( \tan \delta_\varepsilon \) (\( m = 0 \)) in the log–log plot (Figure 2). The \( m = -2 \) behaviour is due to the losses inside the dielectric samples when the following holds: \( \eta_s \tan \delta_\varepsilon \gg l_r \), and, from Eq. (8), \( c \sim -\eta_s^{-1}(\tan \delta_\varepsilon)^{-2} \). Conversely, when \( \eta_s \tan \delta_\varepsilon \ll l_r \), \( c \sim -\eta_s l_r^{-2} \); as such, \( c \) is no longer dependent on \( \tan \delta_\varepsilon \). As expected, the higher \( \eta_s \), the higher \( |c| \), as long as the sample losses are small. Thus, for low \( \tan \delta_\varepsilon \) samples, a higher \( \eta_s \) is preferable, while at higher \( \tan \delta_\varepsilon \), a lower \( \eta_s \) gives better performances.

At a fixed \( \tan \delta_\varepsilon \) value, the maximum sensitivity is obtained at the crossover of \( c \) (see Figure 2); thus, \( \eta_s = \eta_s^{\text{opt}} = l_r/\tan \delta_\varepsilon \) and \( |c|_{\text{max}} = (4l_r \tan \delta_\varepsilon)^{-1} \). \( \eta_s^{\text{opt}} \) is the optimum sample filling factor and gives the maximum sensitivity for \( Q \) measurements. As such, the geometry of the samples under
The loss tangent measurement uncertainty $u(\tan \delta_s)$ is evaluated as follows [20]:

$$u^2(\tan \delta_s) = \frac{1}{\eta^2} \left[ u(\Delta(Q^{-1}))^2 + \sum_i (\Delta(G^{-1})u(R_i))^2 + (\Delta \nu \tan(\Delta(\eta V_i)))^2 + (\Delta(\eta V_i)u(\tan \delta_V))^2 \right],$$

with:

$$u^2(\Delta(Q^{-1})) = \left( \frac{u(Q_S)}{Q_S^2} \right)^2 + \left( \frac{u(Q_A)}{Q_A^2} \right)^2,$$

$$u^2(\Delta(G^{-1})) = \left( \frac{u(G_{IS})}{G_{IS}^2} \right)^2 + \left( \frac{u(G_{IA})}{G_{IA}^2} \right)^2 - 2r_gG_{IS}G_{IA}G_{LA},$$

$$u^2(\Delta(\eta V)) = u^2(\eta V_S) + u^2(\eta V_A) - 2r_g(\eta V_S)u(\eta V_A).$$ (12)

The correlation factors $r_G$ and $r_\eta$ are supposed to be almost 1 since the evaluation of $G_1$ and $\eta_V$ is performed with the same algorithm and with the same settings. Conversely, the $Q$ measurements are not strongly correlated, since the different mountings can introduce different uncorrelated error contributions.

Next, $u(\tan \delta_s)$ is explored in the space $(1 < \varepsilon' < 10, 10^{-5} < \tan \delta_s < 10^6, 0.5 \text{ mm} < t < 2 \text{ mm})$ to establish the operative limits of this technique. $u(\tan \delta_s)$ is evaluated using Eq. (9) with geometrical $G$ factors and filling $\eta$ factors obtained through e.m. simulations. Using e.m. simulations, it has been verified that $\tan \delta_s$ variations (in the studied space) do not alter the e.m. field configuration. Therefore, for the evaluation of $G$ and $\eta$, $\tan \delta_s$ is fixed (i.e. $\tan \delta_s = 10^{-2}$). Both $u(G)$ and $u(\eta)$ are obtained with Monte Carlo e.m. simulations randomly varying all the physical dimensions and the e.m. properties of the materials from which the resonator is made in their uncertainty space [25].

It should be noted that $u(Q)/Q$ is ideally constant for every $Q$ value if the measurement frequency span is kept proportional to $f_2/Q$ and the number of points constant [26]. Yet, because of the mounting repeatability limitation, the presence of other resonance modes and other unideal factors (e.g. a complex background signal on the transmission parameter and a cross-coupling contribution), $u(Q)$ is somehow limited even at low $Q$. As such, its absolute value is assumed constant, i.e. $u(Q) \sim 40$. In Figure 3, $u(\tan \delta_s)/\tan \delta_s$ is evaluated in the plane $(\varepsilon', \tan \delta)$, and it is reported for samples with $t = 1.5 \text{ mm}$ and $t = 0.5 \text{ mm}$. $u(\tan \delta_s)/\tan \delta_s$ strongly depends on the sample thickness $t$ and, thus, on $\eta_V$, as expected from Figure 2. $u(\tan \delta_s)$ sharply increases with thinner samples, particularly at low $\tan \delta_s$ values: with $\tan \delta_s \sim 10^{-2}$ and $\varepsilon' \sim 2$, $u(\tan \delta_s)/\tan \delta_s \sim 100\%$ for a $0.5 \text{ mm}$ thick sample, while $u(\tan \delta_s)/\tan \delta_s \sim 10\%$ in the same conditions but $t = 1.5 \text{ mm}$. In Figure 3, the $\varepsilon'_s(\tan \delta_s)$ curve corresponding to $|c|_{\text{max}}$ is reported; it agrees to a fair extent with the lowest $u(\tan \delta_s)/\tan \delta_s$ level.

Once the maximum $u(\tan \delta_s)$ threshold level is fixed, taking what is shown in Figure 3, the space $(\varepsilon', \tan \delta)$ where the proposed technique can be reliably used is defined. However, two other limiting factors must be considered. The first is related to the impossibility to discriminate small $\Delta Q \sim Q_A - Q_S$ variations because of the measurement noise. Thus, where $\Delta Q < \Delta Q_{\text{min}}$, this technique is no more sensitive. In our case, with $Q_A \sim 5000$, $\Delta Q_{\text{min}} \sim 40$. In Figure 3, the $\Delta Q_{\text{min}}$ curve is reported; however, one can notice that it crosses the $(\varepsilon', \tan \delta)$ plane where $u(\tan \delta_s)/\tan \delta_s > 100\%$. The second limit is set where the losses of the sample are so high as to make $Q_2$ too small to be reliably measured. Due to the $S_{12}(f)$ background, we set this minimum value $\min(Q_2) \sim 100$. In Figure 3, the dotted line represents this limit: above this curve no $\tan \delta_s$ measurements are possible.

The presented technique can be easily optimized for the characterization of these materials. In fact, the position of the minimum $u(\tan \delta_s)/\tan \delta_s$ shown in Figure 3 arises in the region of the expected values of $\varepsilon'_s$ and $\tan \delta_s$ of 3D-printer materials, and it can be tuned with $\eta_V$. 

Figure 3. Relative loss tangent uncertainty $u(\tan \delta_s)/\tan \delta_s$ contour plot in the plane $(\varepsilon', \tan \delta)$ for samples of thickness $t = 0.5 \text{ mm}$ (upper panel) and $t = 1.5 \text{ mm}$ (lower panel). The thicker solid line represents the points of maximum sensitivity $|c|_{\text{max}}$ as evaluated from Figure 2. The dashed line corresponds to the minimum quality factor appreciable variation $\Delta Q_{\text{min}} = Q_A - Q_S \sim 40$ and the dotted line to the minimum evaluable $Q_{2,\text{min}} \sim 100$. 
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4. RESULTS AND DISCUSSION

The measurements were performed on four dielectric samples, which were of different thickness values \( \bar{t} \) as reported in Table 1, made of a photopolymer material printed using the PolyJet™ deposition technique. The thicknesses and flatnesses of the samples were checked with a micrometre. The mean values \( \bar{t} \) and their standard deviation \( \sigma_t \) have been obtained by \( N = 10 \) different measurements of the thickness by probing the surfaces of the samples. Thus, \( \sigma_t \) can be read as a measure of the flatness of the samples.

To achieve a sufficiently sensitive method of evaluating \( \varepsilon' \), the frequency repeatability of the setup needs to be reliable to allow the accurate measurement of the differences between \( f_{0S} \) (measured with the dielectric samples mounted) and \( f_{0,\varepsilon} \) (measured without the sample and leaving an air gap of the same sample thickness). This is achieved using 3D-printed rings prepared in the same way and of the same thickness as the dielectric samples. The data are presented in Figure 4, from which one can then evaluate \( \varepsilon_S = 2.9 \pm 0.2 \).

Once \( \varepsilon_S' \) is estimated with its uncertainty, the geometrical and filling factors of the resonator components (with their uncertainties) are evaluated from the simulations as shown in the previous section.

Then, \( \tan\delta_S \) is evaluated through Eq. (6) from the measured \( \Delta(Q^{-1}) = Q_S^{-1} - Q_A^{-1} \). The quality factors \( Q \) are reported in Table 2.

In Figure 5, the measured \( \tan\delta_S \) is shown with the error bars evaluated with Eq. (9) using the uncertainties for the measured quantities and simulated parameter shown previously. Figure 5 shows the best estimate: \( \tan\delta_S = (1.8 \pm 0.2) \cdot 10^{-2} \) as calculated with \( \varepsilon_S = 2.9 \pm 0.2 \). The evaluation of \( \tan\delta_S \) is performed taking as best value the centre point in the common confidence interval of all the experimental points (the light blue band in Figure 5). Then, the uncertainty is the half width of that common interval. One can note that the uncertainty bars rapidly increase in size when the sample thickness becomes small due to a lack of sensitivity, as expected from the analysis presented in Sec. 3. This effect is present also in Figure 4, where the simulated curves for small thickness values tend to coalesce. Conversely, samples with a large thickness can cause c.m. field radiation from the structure, thereby significantly changing the resonant mode and adding further losses. The method presented here, in our geometry, is then most suitable for samples of thickness between 1 and 2 mm.

5. CONCLUSIONS

In this work, a dielectric loaded-resonator-based technique was developed and presented for the measurement of the complex permittivity \( \varepsilon' \) of 3D-printing materials. We exploited the possibility of shaping the sample into appropriate shapes (disks, in our case) and the excellent frequency repeatability of our setup to reliably measure the quality factor \( Q \) and the resonance frequency \( f_0 \) both with and without the sample loaded into the cavity. From the variations of \( Q \) and \( f_0 \) given by the sample insertion, \( \varepsilon \) is obtained using the perturbation approach. The measurement technique performances were deeply analysed in terms of sensitivity and accuracy in the whole parameter space in order to establish the sample geometry, as a function of its c.m. properties, for the best measurement accuracy.

The technique was tested by measuring photopolymer material printed using PolyJet™ deposition. With the presented technique here, it was obtained that \( \varepsilon_S = 2.9 \pm 0.2 \) and \( \tan\delta_S = 0.018 \pm 0.002 \).

The obtained result agrees well with other studies. In particular, using a combined technique, a broad band (1 MHz+11 GHz) characterisation of 3D-printed materials was presented in [13]. The high frequency range (8.2 GHz+11 GHz)

---

Table 1. The mean thickness \( \bar{t} \) of the samples and its standard deviation \( \sigma_t \).

| Sample | \( \bar{t} \) (mm) | \( \sigma_t \) (mm) |
|--------|------------------|------------------|
| 1      | 0.522            | 0.003            |
| 2      | 1.002            | 0.004            |
| 3      | 1.512            | 0.005            |
| 4      | 2.063            | 0.004            |

Table 2. The inverse of the measured quality factors when the four samples, S1-S4, are inserted. \( Q_S^{-1} \) and \( Q_A^{-1} \) refer to the measurement with the sample or an air gap of equal thickness, respectively.

| Sample | \( Q_S^{-1} \) \( \cdot 10^4 \) | \( Q_A^{-1} \) \( \cdot 10^4 \) |
|--------|-------------------------------|-------------------------------|
| 1      | 2.15                          | 1.95                          |
| 2      | 2.48                          | 1.96                          |
| 3      | 3.06                          | 1.98                          |
| 4      | 4.25                          | 2.00                          |

---

Figure 4. Differences between the resonant frequencies \( f_{0S} \) (with the samples mounted) and \( f_{0,\varepsilon} \) (with the sample substituted by an air gap of the same thickness). The red dots are the experimental data and the blue lines the simulations results.

Figure 5. The measured loss tangent of the dielectric 3D-printed material \( \tan\delta_S \). The error bars are evaluated with Eq. (9) and the green area represents the confidence interval.
was studied through a waveguide in reflection mode, although an uncertainty study was lacking in this frequency range. The reported values at 11 GHz were $2.5 < \varepsilon' < 3.29$ and $0.005 < \tan \delta < 0.037$, perfectly in agreement with our results.

In order to check the accuracy of the DR technique shown in this paper, $\varepsilon$ of the studied materials was also measured with a standard reflection/transmission method. A WR90 waveguide was used with a PNA Network Analyzer (model E8363C, Agilent Technologies) with the Agilent 85071E software and the ‘NIST precision’ method [27]. To perform this measurement, parallelepipeds of 22.8 - 101.1 mm$^3$ and different thicknesses (4, 5, 6, 7, 8 mm) were printed. $\varepsilon' \sim 3.1$ was measured by extrapolating the value at 12.9 GHz, and no significant sample variations can be seen (Figure 6). This value compares well with the one obtained using the proposed DR technique and the $f_0$ variation.

Then, the imaginary part $\varepsilon'' \sim 0.23$ is obtained with the waveguide method, which yields $\tan \delta \sim 0.074$ with a significative inter-sample scattering. This value is about 4 times higher than the one obtained with the DR method. However, it must be mentioned that the ‘NIST precision’ method was developed to solve the accuracy problems of the Nicholson–Ross–Weir technique (NRW) near the sample resonances [15], [27]. The ‘NIST precision’ and the NRW give comparable results out of the resonances. It is well known that the NRW is not a reliable method for the $\varepsilon''$ evaluation of low-loss materials. In fact, the same measurement fixture was tested with a Polytetrafluoroethylene sample obtaining $\varepsilon''_{PTFE} \sim 1.5 \times 10^{-2}$. However, from the literature [28], this is expected to be about two orders of magnitude smaller. Also, for materials with higher losses, NRW accuracy is limited; the comparison presented in [29] between the NRW and other methods shows some discrepancies, even at $\tan \delta \sim 10^{-2}$ values (e.g. with nylon samples), as in our case. Thus, the disagreement between the DR $\tan \delta$ measurement and that obtained in waveguide, which was somewhat expected, will be studied in further works.

In summary, a new measurement technique was presented for the e.m. characterisation of dielectric materials, with interesting potential applicability to industrial fields due to its simple conceptual approach and high accuracy.
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