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1. Introduction

The usual task in quantum tomography is to determine an unknown quantum state from measurement outcome statistics. There are two obvious ways to vary this setting. First, our task need not be the determination of any possible input state but only some states belonging to a restricted subset of all states. Second, we typically have some prior information, or premise, which tells us that the input state belongs to some subset of states. It is clear that with this additional information and restricted task, this problem should be easier than the problem of determining an unknown quantum state without any prior information. As an example, consider the usual optical homodyne tomography of a single mode electromagnetic field \cite{1,2}. If the state is completely unknown, then, in principle, one needs to measure infinitely many rotated field quadratures \cite{3}. However, as soon as one knows that the state can be represented as a finite matrix in the photon number basis, then already finitely many quadratures are enough, the exact number depending on the size of the matrix \cite{4}. It should be emphasized that the premise is not merely a mathematical assumption but carries also physical meaning. Indeed, it simply means that the probability of detecting energies above a certain bound is zero. Since one might expect that also in general a given task and premise leads to the requirement of less or worse resources, an immediate question is the characterization of these resources.

The task and the premise can be described as subsets of the set of all states, hence this modified setting is specified by two subsets $\mathcal{T}$ (task) and $\mathcal{P}$ (premise) of all states. Clearly, we must have $\mathcal{T} \subseteq \mathcal{P}$ to make the formulation meaningful. Smaller $\mathcal{T}$ means less demanding determination task and smaller $\mathcal{P}$ means better prior knowledge. In this work we study the previously explained question from the point of view of quantum observables, mathematically described as positive operator valued measures (POVMs). A quantum observable is called informationally complete if the measurement outcome probabilities uniquely determine each state \cite{5}, and this clearly relates to the usual task in quantum tomography. The previously described generalized setting leads to the concept of $(\mathcal{T}, \mathcal{P})$-informational completeness. We present a general formulation of this property, and then concentrate on some interesting special cases.

Our main results are related to situations when the premise tells that the rank of the input state is bounded by some number $p$, and the task is then to determine all states with rank $t \leq p$ or less. We show, in particular, that if there is no premise and the task is to determine all states with rank less than or equal to $\frac{d}{2}$, where $d$ is the dimension of the Hilbert space of the quantum system, then we actually need an informationally complete observable.

Perhaps the most important informationally complete observables are covariant phase space observables. These are widely used in both finite- and infinite-dimensional quantum mechanics. However, not all covariant phase space observables are informationally complete, and for instance noise can easily destroy this desired property. We will show that even if a covariant phase space observable fails to be informationally complete, it can be $(\mathcal{T}, \mathcal{P})$-informationally complete for some meaningful sets $\mathcal{T}$ and $\mathcal{P}$.

1.1. Notation

We denote by $\mathbb{N}$ the set of natural numbers (containing 0) and $\mathbb{N}_* = \mathbb{N} \cup \{\infty\}$. We use the conventions $\infty \pm k = \infty + \infty = \frac{\infty}{k} = \infty$ for all nonzero $k \in \mathbb{N}$. For every $x \in \mathbb{R}$, we denote by $[x]$ the largest integer not greater than $x$, and we define $[\infty] = \infty$. If not specified, $\mathcal{H}$ is a finite-dimensional or separable infinite-dimensional complex Hilbert space. We denote $d = \dim \mathcal{H} \in \mathbb{N}_*$. We denote by $\mathcal{L}(\mathcal{H})$ the complex Banach space of bounded linear operators on $\mathcal{H}$ endowed with the uniform norm, and by $\mathcal{L}_r(\mathcal{H}) \subseteq \mathcal{L}(\mathcal{H})$ the real Banach subspace of
self-adjoint operators. If $\mathcal{X} \subseteq \mathcal{L}(\mathcal{H})$ is a complex linear space such that $A^* \in \mathcal{X}$ whenever $A \in \mathcal{X}$, we denote by $\mathcal{X}_r = \mathcal{X} \cap \mathcal{L}_r(\mathcal{H})$ the self-adjoint part of $\mathcal{X}$, and regard it as a real linear space. Then $\mathcal{X} = \mathcal{X}_r + i\mathcal{X}_r$; in particular, $\dim_{\mathbb{R}} \mathcal{X}_r = \dim_{\mathbb{C}} \mathcal{X}$. We write $T(\mathcal{H})$ for the complex Banach space of the trace class operators on $\mathcal{H}$ endowed with the trace class norm, and $T_r(\mathcal{H}) = T(\mathcal{H}) \cap L_r(\mathcal{H})$. Clearly, if $\dim \mathcal{H} < \infty$, then $L(\mathcal{H}) \equiv T(\mathcal{H})$ as linear spaces.

We denote by $S = \{\rho \in T(\mathcal{H}) | \rho \succeq 0 \text{ and } \text{tr}[\rho] = 1\}$ the set of all states (i.e., density operators) on $\mathcal{H}$, and by $S^1 = \{\rho \in S | \rho^2 = \rho\}$ the set of all pure states (i.e., one-dimensional projections).

### 2. Observables

In this section we generalize the linear algebra framework for quantum tomography as introduced in [6] to a wider setting, also covering infinite-dimensional Hilbert spaces and arbitrary measurable spaces.

Let $(\Omega, \mathcal{A})$ be a measurable space. An observable on $\Omega$ is a map $M : \mathcal{A} \to \mathcal{L}(\mathcal{H})$ such that

1. each $M(X)$ is a positive operator;
2. for all finite or denumerably infinite partitions $(X_i)_{i \in I}$ of $\Omega$ into disjoint measurable sets $X_i \in \mathcal{A}$, we have $\sum_{i \in I} M(X_i) = 1$, the sum converging in the weak operator topology.

If $M$ is an observable on $\Omega$ and $\rho \in S$, we can define the associate measurement outcome probability distribution $\rho^M$ on the measurable space $(\Omega, \mathcal{A})$, given by $\rho^M(x) = \text{tr}[\rho M(X)]$ for all $X \in \mathcal{A}$. When $\Omega$ is a finite or denumerable set, we will take $\mathcal{A} = \mathcal{P}(\Omega)$, the set of all subsets of $\Omega$, and denote $M(x) = M(\{x\})$ and $\rho^M(x) = \rho^M(\{x\})$ for all $x \in \Omega$ for short.

A weak*-closed real operator system on $\mathcal{H}$ is a weak*-closed real linear subspace $\mathcal{R} \subseteq L_r(\mathcal{H})$ such that $1 \in \mathcal{R}$. (Note that $\mathcal{R}$ is a real operator system if and only if $\mathcal{R}_C = \text{span}_{\mathbb{C}} \mathcal{R}$ is an operator system in the standard sense of operator theory, and then we have $\mathcal{R} = (\mathcal{R}_C)_r$ [7]). If $\mathcal{R}$ is a weak*-closed real operator system on $\mathcal{H}$, then its annihilator is the following closed subspace of $T_r(\mathcal{H})$

$$\mathcal{R}^\perp = \{T \in T_r(\mathcal{H}) | \text{tr}[TA] = 0 \forall A \in \mathcal{R}\}.$$  

Since $1 \in \mathcal{R}$, we have $\text{tr}[T] = 0$ for all $T \in \mathcal{R}^\perp$.

Any observable $M : \mathcal{A} \to \mathcal{L}(\mathcal{H})$ generates a weak*-closed real operator system on $\mathcal{H}$ as the weak*-closure of the real linear span of its range; we denote

$$\mathcal{R}(M) = \text{span}_\mathbb{R} \{M(X) | X \in \mathcal{A}\}.$$  

Note that

$$\mathcal{R}(M) = \{T \in T_r(\mathcal{H}) | \text{tr}[TM(X)] = 0 \forall X \in \mathcal{A}\}. \quad (1)$$  

Conversely, we have the following facts.

**Proposition 1.**

(a) Suppose $\mathcal{R}$ is a weak*-closed real operator system on $\mathcal{H}$. Then there exists a finite or denumerable set $\Omega$ satisfying $\#\Omega = \dim \mathcal{R}$ and an observable $M$ on $\Omega$ such that $\mathcal{R} = \mathcal{R}(M)$.

(b) Suppose $\mathcal{X} \subseteq T_r(\mathcal{H})$ is a closed subspace such that $\text{tr}[T] = 0$ for all $T \in \mathcal{X}$. Then $\mathcal{X} = \mathcal{R}(M)^\perp$ for some observable $M$.  

Proof.

(a) If \( \dim \mathcal{R} < \infty \), then this is proved in [6, proposition 1] (note that the proof is not affected if \( \dim \mathcal{H} = \infty \)). For \( \dim \mathcal{R} = \infty \), we use the following slight modification of the proof of [8, theorem 2.2]. We define the set

\[ \mathcal{R}_0 = \{ A \in \mathcal{R} \mid A \geq 0 \text{ and } \|A\| \leq 1 \} . \]

Then, \( \mathcal{R}_0 \) is weak*-compact and metrizable, being a weak*-closed subset of the unit ball of \( \mathcal{L}(\mathcal{H}) \). In particular, it is separable. Let \( (A_n)_{n \in \mathbb{N}} \) be a weak*-dense subset of \( \mathcal{R}_0 \), and define an observable \( M : \mathcal{P}(\mathbb{N}_+) \rightarrow \mathcal{L}(\mathcal{H}) \) by

\[ M(\infty) = 1 - \sum_{n=0}^{\infty} \frac{1}{2^{n+1}} A_n, \quad M(n) = \frac{1}{2^{n+1}} A_n \quad \text{for } n \geq 0. \]

The series converges in norm, thus also in the weak*-topology. Since \( \mathcal{R}_0 \) is weak*-closed, we have \( M(\infty) \in \mathcal{R}_0 \). Each \( A \in \mathcal{R} \) can be written in the form

\[ A = (\|A\| \pm A)/2 - (\|A\| \pm A)/2. \]

Since \( (\|A\| \pm A)/(2\|A\|) \in \mathcal{R}_0 \), we conclude that \( \mathcal{R} = \text{span}_R \mathcal{R}_0 \). By this fact and weak*-density of the set \( (A_n)_{n \in \mathbb{N}} \) in \( \mathcal{R}_0 \), it follows that \( \mathcal{R} = \mathcal{R}(M) \).

(b) Let \( \mathcal{R} = \{ A \in L_r(\mathcal{H}) \mid \text{tr}[TA] = 0 \forall T \in \mathcal{X} \} \). It is straightforward to check that \( \mathcal{R} \) is a weak*-closed real operator system, hence \( \mathcal{R} = \mathcal{R}(M) \) for some observable \( M \) by item (a). Moreover, \( \mathcal{X} = \mathcal{R}^\perp = \mathcal{R}(M)^\perp \) by the bipolar theorem; see e.g. [9, V.1.8].

\( \square \)

3. \((\mathcal{T},\mathcal{P})\)-informationally complete observables

We recall that an observable \( M \) is called informationally complete if for any two different states \( \varrho_1, \varrho_2 \in \mathcal{S} \), the measurement outcome distributions \( \varrho^M_1 \) and \( \varrho^M_2 \) are different [5]. In other words, each state leads to a unique measurement outcome distribution. In the following we generalize this concept of informational completeness.

Suppose that two nonempty subsets \( T \subseteq \mathcal{P} \subseteq \mathcal{S} \) are given. (They may also be equal.) The larger subset \( \mathcal{P} \) corresponds to a certified premise, so we know that the initial state belongs to \( \mathcal{P} \) with certainty. The smaller subset \( T \) specifies the given state determination task; we are required to determine the state whenever it belongs to \( T \). Therefore, we can fulfill the given task if we are able to differentiate every state in \( T \) from every state in \( \mathcal{P} \).

This additional aspect leads to the following generalization of informational completeness.

**Definition 1.** Let \( \varnothing \neq T \subseteq \mathcal{P} \subseteq \mathcal{S} \). An observable \( M \) is \((\mathcal{T}, \mathcal{P})\)-informationally complete if \( \varrho^M_1 \neq \varrho^M_2 \) for any two different states \( \varrho_1 \in T \) and \( \varrho_2 \in \mathcal{P} \).

Clearly, an observable is informationally complete in the usual sense if and only if it is \((\mathcal{S}, \mathcal{S})\)-informationally complete. This obviously corresponds to the most demanding state determination task without having any prior information. We note that the smaller the set \( \mathcal{P} \) is, the more informative the premise is. Likewise, the smaller the set \( T \) is, the less demanding the task is.

For all nonempty subsets \( T \subseteq \mathcal{P} \subseteq \mathcal{S} \), we denote

\[ T - \mathcal{P} = \{ \varrho_1 - \varrho_2 \mid \varrho_1 \in T, \varrho_2 \in \mathcal{P} \} \subseteq \mathcal{T}(\mathcal{H}) \]

and

\[ \mathbb{R}(T - \mathcal{P}) = \{ \lambda T \mid T \in T - \mathcal{P}, \lambda \in \mathbb{R} \} \subseteq \mathcal{T}(\mathcal{H}) \].

Every \( T \in \mathbb{R}(T - \mathcal{P}) \) satisfies \( \text{tr}[T] = 0 \).
Proposition 2. Let $\emptyset \neq T \subseteq \mathcal{P} \subseteq S$. For an observable $M$, the following conditions are equivalent:

(i) $M$ is $(T, \mathcal{P})$-informationally complete.
(ii) $\mathcal{R}(M)^\perp \cap (T - \mathcal{P}) = \{0\}$.
(iii) $\mathcal{R}(M)^\perp \cap \mathbb{R}(T - \mathcal{P}) = \{0\}$.

Proof. Let $\varrho_1 \in T$ and $\varrho_2 \in \mathcal{P}$. Then, using (1),

$$\varrho_1^M = \varrho_2^M \iff \forall X \in \mathcal{A} : \text{tr}[\varrho_1 M(X)] = \text{tr}[\varrho_2 M(X)]$$

$$\iff \forall X \in \mathcal{A} : \text{tr}(\varrho_1 - \varrho_2) M(X)] = 0$$

$$\iff \varrho_1 - \varrho_2 \in \mathcal{R}(M)^\perp.$$ 

Thus, $M$ is $(T, \mathcal{P})$-informationally complete if and only if $\mathcal{R}(M)^\perp \cap (T - \mathcal{P}) = \{0\}$. Since $\mathcal{R}(M)^\perp$ is a linear space, the equivalence of (ii) and (iii) follows. \hfill $\Box$

A well-known mathematical characterization of informationally complete observables is that $\mathcal{R}(M) = \mathcal{L}_+(\mathcal{H})$ [10, 11]. As an application of proposition 2 we give a short derivation of this fact.

Corollary 1. An observable $M$ is informationally complete if and only if $\mathcal{R}(M)^\perp = \{0\}$.

Proof. Each nonzero element $T \in \mathcal{R}(M)^\perp$ decomposes as $T = T_+ - T_-$, where $T_\pm \geq 0$ are the positive and negative parts of $T$ [9, p 241]. Since $\text{tr}[T] = 0$, we have $\text{tr}[T_+] = \text{tr}[T_-] = c$, and $c \neq 0$ as otherwise $T_+ = T_- = 0$. Setting $\varrho_\pm = T_\pm/c \in \mathcal{S}$, we have $T = c(\varrho_+ - \varrho_-) \in \mathbb{R}(\mathcal{S} - \mathcal{S})$. Thus, $\mathcal{R}(M)^\perp = \mathcal{R}(\mathcal{M})^\perp \cap \mathbb{R}(\mathcal{S} - \mathcal{S})$, and the claim follows by proposition 2. \hfill $\Box$

4. Characterization of $(T, \mathcal{P})$-informational completeness in various cases

The rank of an operator $A \in \mathcal{L}(\mathcal{H})$ is the dimension of its range: $\text{rank}(A) = \dim(A\mathcal{H}) \in \mathbb{N}$. For each $r \in \mathbb{N}$ such that $1 \leq r \leq d$, we denote by $\mathcal{S}^{<r}$ the set of all states $\varrho \in \mathcal{S}$ satisfying $\text{rank}(\varrho) \leq r$. Clearly, $\mathcal{S}^{<1} = \mathcal{S}^1$ and $\mathcal{S}^{<d} = \mathcal{S}$. Moreover, if $d = \infty$, we denote by $\mathcal{S}^{\text{fin}}$ the set of states with finite rank. In this section we investigate observables that are $(T, \mathcal{P})$-informationally complete when $T = \mathcal{S}^{<t}$ and $\mathcal{P} = \mathcal{S}^{<p}$ for some $t \in \mathbb{N}$, $p \in \mathbb{N}$, with $1 \leq t \leq p \leq d$, or $T = \mathcal{S}^{\text{fin}}$ and $\mathcal{P} = \mathcal{S}$, or $T = \mathcal{P} = \mathcal{S}^{\text{fin}}$.

4.1. Mathematical characterization

By the spectral theorem each $T \in \mathcal{T}_r(\mathcal{H})$ has a spectral decomposition; there exists an orthonormal basis $\{\psi_j\}_{j=1}^d$ of $\mathcal{H}$ such that

$$T = \sum_{j=1}^d \lambda_j |\psi_j\rangle\langle \psi_j|,$$

where $\lambda_j \in \mathbb{R}$ and $\sum_j \lambda_j = \text{tr}[T]$. (In the infinite-dimensional case the sum in the right hand side is infinite, in which case it converges in the trace class norm and is independent of the order of the terms.) Each $\lambda_j$ is an eigenvalue of $T$, and every eigenvalue of $T$ appears in this decomposition as many times as is its multiplicity. Clearly, $\text{rank}(T)$ is the number of nonzero eigenvalues of $T$ counted with their multiplicities.
In addition to \( \text{rank}(T) \), we will also need the following other characteristic numbers of \( T \):

- \( \text{rank}_+(T) \) = number of strictly positive eigenvalues of \( T \) counted with their multiplicities;
- \( \text{rank}_-(T) \) = number of strictly negative eigenvalues of \( T \) counted with their multiplicities;
- \( \text{rank}_+(T) = \max(\text{rank}_+(T), \text{rank}_-(T)) \);
- \( \text{rank}_1(T) = \min(\text{rank}_+(T), \text{rank}_-(T)) \).

We clearly have

\[
\text{rank}_+(T) + \text{rank}_-(T) = \text{rank}_1(T) + \text{rank}_1(T) = \text{rank}(T) \leq d. \tag{2}
\]

Note also that \( \text{rank}_\pm(-T) = \text{rank}_\pm(T) \) while \( \text{rank}_+(T) \) and \( \text{rank}_-(T) \) are such that \( \text{rank}_+(T) \leq \text{rank}_1(T) \).

We will be interested in subspaces \( X \subseteq \mathcal{T}_s(\mathcal{H}) \) that are annihilators of certain weak*-closed real operator systems. By Proposition 1 these subspaces consist of operators \( T \in \mathcal{T}_s(\mathcal{H}) \) with \( \text{tr}[T] = 0 \). The following lemma will be used later several times.

**Lemma 1.** Let \( T \in \mathcal{T}_s(\mathcal{H}) \) be a nonzero operator with \( \text{tr}[T] = 0 \). We then have the following facts.

(a) The inequalities

\[
1 \leq \text{rank}_1(T) \leq \text{rank}_1(T) \leq \text{rank}(T) - 1 \leq d - 1 \tag{3}
\]

hold.

(b) There are \( \varrho_+, \varrho_- \in S \) and \( \lambda > 0 \) such that

\[
T = \lambda (\varrho_+ - \varrho_-),
\]

and

\[
\text{rank}(\varrho_+) = \text{rank}_1(T), \quad \text{rank}(\varrho_-) = \text{rank}_1(T).
\]

(c) If \( \varrho_1, \varrho_2 \in S \) and \( \lambda > 0 \) are such that

\[
T = \lambda (\varrho_1 - \varrho_2),
\]

then

\[
\text{rank}(\varrho_1) \geq \text{rank}_1(T), \quad \text{rank}(\varrho_2) \geq \text{rank}_1(T). \tag{5}
\]

**Proof.**

(a) Since \( T \neq 0 \), it must have a nonzero eigenvalue. Further, since \( \text{tr}[T] = 0 \), it must have both strictly positive and strictly negative eigenvalues, i.e., \( \text{rank}_1(T) \geq 1 \). The third inequality in (3) now follows from (2), and the remaining inequalities are clear.

(b) Let \( T = \sum \lambda_j |\psi_j\rangle \langle \psi_j| \) be the spectral decomposition of \( T \). We denote by \( T_+ = \sum_{\lambda_j > 0} \lambda_j |\psi_j\rangle \langle \psi_j| \) and \( T_- = -\sum_{\lambda_j < 0} \lambda_j |\psi_j\rangle \langle \psi_j| \) the positive and negative parts of \( T \) respectively. We define \( \lambda = \sum_{\lambda_j > 0} \lambda_j > 0 \) and \( \varrho_\pm = \frac{1}{\lambda} T_\pm \). Since \( \text{tr}[T] = 0 \), we have \( \lambda = -\sum_{\lambda_j < 0} \lambda_j \) and \( \varrho_\pm \) thus satisfy the required conditions.

(c) We recall the following consequence of Fan’s theorem [12, theorem 1.7]: if two operators \( A, B \in \mathcal{T}_s(\mathcal{H}) \) satisfy \( A \preceq B \), then \( \alpha_j \preceq \beta_j \) for every \( j = 1, 2, \ldots \), where \( \{\alpha_j\}, \{\beta_j\} \) are the eigenvalues of \( A \) and \( B \), respectively, ordered in the decreasing order and repeated according to their multiplicities. From (4) it follows that \( T \preceq \lambda \varrho_1 \) and \( -T \preceq \lambda \varrho_2 \). By Fan’s theorem, \( T \) cannot have more strictly positive eigenvalues than \( \lambda \varrho_1 \) and thus \( \text{rank}_+(T) \leq \text{rank}_+(\lambda \varrho_1) = \text{rank}(\varrho_1) \). Similarly, \( -T \) cannot have more strictly positive eigenvalues than \( \lambda \varrho_2 \) and thus \( \text{rank}_+(\lambda \varrho_2) = \text{rank}(\varrho_2) \). Since \( \text{rank}_+(\lambda \varrho_1, \lambda \varrho_2) \leq \text{rank}_+(\lambda \varrho_1) \), we obtain (5).
Lemma 2. We have the following facts.

(a) \( \mathbb{R}(S^{\leq t} - S^{\leq p}) = \{ T \in T_t(\mathcal{H}) \mid \text{tr}[T] = 0, \text{rank}_+ (T) \leq t \text{ and } \text{rank}_- (T) \leq p \} \) for all \( t, p \in \mathbb{N}_+ \) with \( t \leq p \leq d \).

If \( d = \infty \), then
(b) \( \mathbb{R}(S^{\text{fin}} - S^{\text{fin}})^{\perp} = \{ T \in T_t(\mathcal{H}) \mid \text{tr}[T] = 0 \text{ and } \text{rank}_+ (T) < \infty \} \).
(c) \( \mathbb{R}(S^{\text{fin}} - S) = \{ T \in T_t(\mathcal{H}) \mid \text{tr}[T] = 0 \text{ and } \text{rank}_+ (T) < \infty \} \).

Proof.

(a) If \( m, n \in \mathbb{N}_+ \), then
\[
\mathbb{R}_+(S^{\leq m} - S^{\leq n}) = \{ T \in T_t(\mathcal{H}) \mid \text{tr}[T] = 0, \text{rank}_+ (T) \leq m \text{ and } \text{rank}_- (T) \leq n \}
\]
as an immediate consequence of lemma 1(b),(c). Since
\[
\mathbb{R}(S^{\leq t} - S^{\leq p}) = \mathbb{R}_+(S^{\leq t} - S^{\leq p}) \cup \mathbb{R}_+(S^{\leq p} - S^{\leq t})
\]
the claim follows.

(b) We have \( \mathbb{R}(S^{\text{fin}} - S^{\text{fin}})^{\perp} = \bigcup_{m, n \in \mathbb{N}_+} \mathbb{R}(S^{\leq m} - S^{\leq n}) \), hence the claim follows from (a).
(c) Similarly, \( \mathbb{R}(S^{\text{fin}} - S) = \bigcup_{m, n \in \mathbb{N}} \mathbb{R}(S^{\leq m} - S^{\leq n}) \), which by (a) and triviality of the condition \( \text{rank}_+ (T) \leq d \) implies the claim.

The following theorem characterizes \((S^{\leq t}, S^{\leq p})\)-informational completeness and \((S^{\geq t}, S^{\leq p})\)-informational completeness for all values of \( t \) and \( p \) in both cases \( d < \infty \) and \( d = \infty \).

Theorem 1. Let \( M \) be an observable and \( t \in \mathbb{N} \) with \( 1 \leq t \leq d \).

(a) The following conditions are equivalent.
(i) \( M \) is \((S^{\leq t}, S)\)-informationally complete.
(ii) Every nonzero \( T \in \mathcal{R}(M)^{\perp} \) has \( \text{rank}_+ (T) \geq t + 1 \).

(b) If \( p \in \mathbb{N} \) with \( t \leq p \leq d \), then the following conditions are equivalent.
(i) \( M \) is \((S^{\leq t}, S^{\leq p})\)-informationally complete.
(ii) Every nonzero \( T \in \mathcal{R}(M)^{\perp} \) has \( \text{rank}_+ (T) \geq t + 1 \text{ or } \text{rank}_+ (T) \geq p + 1 \).

Proof. These are all immediate consequences of proposition 2 and lemma 2(a). For (a), note that, if \( p = d \), then the condition \( \text{rank}_+ (T) \leq p \) in lemma 2(a) is trivial.

If \( d = \infty \), then we can also consider \((S^{\text{fin}}, S)\)-informational completeness and \((S^{\text{fin}}, S^{\text{fin}})\)-informational completeness. The following theorem characterizes these two properties.

Theorem 2. Let \( M \) be an observable and \( d = \infty \).

(a) The following conditions are equivalent.
(i) \( M \) is \((S^{\text{fin}}, S^{\text{fin}})\)-informationally complete.
(ii) Every nonzero \( T \in \mathcal{R}(M)^{\perp} \) has \( \text{rank}_+ (T) = \infty \).

(b) The following conditions are equivalent.
(i) \( M \) is \((S^{\text{fin}}, S)\)-informationally complete.
(ii) Every nonzero \( T \in \mathcal{R}(M)^{\perp} \) has \( \text{rank}_+ (T) = \infty \).
Proof. These are all immediate consequences of proposition 2 and lemma 2(b),(c).

With certain choices of \( t \) and \( p \) the conditions in theorem 1 become simpler. In the following we list some special cases.

Since every nonzero \( T \in T(H) \) with \( \text{tr}[T] = 0 \) satisfies

\[
2 \, \text{rank}_1(T) \geq \text{rank}(T) \geq \text{rank}_1(T) + 1 \geq \text{rank}_1(T) + 1,
\]

(the second inequality following from lemma 1(a)) we recover the following two consequences of theorem 1, first presented in [6].

**Corollary 2.** Let \( M \) be an observable. The following conditions are equivalent.

(i) \( M \) is \((S^1, S^1)\)-informationally complete.

(ii) Every nonzero \( T \in \mathcal{R}(M)^\perp \) satisfies \( \text{rank}(T) \geq 3 \).

**Corollary 3.** Let \( M \) be an observable and \( t \in \mathbb{N} \) such that \( 1 \leq t \leq d \). The following conditions are equivalent.

(i) \( M \) is \((S^{\leq t}, S^{\leq p})\)-informationally complete.

(ii) Every nonzero \( T \in \mathcal{R}(M)^\perp \) has \( \text{rank}_1(T) \geq t + 1 \).

A necessary condition for these equivalent conditions is that every nonzero \( T \in \mathcal{R}(M)^\perp \) satisfies \( \text{rank}(T) \geq t + 2 \), and a sufficient condition is that every nonzero \( T \in \mathcal{R}(M)^\perp \) satisfies

\[
\text{rank}(T) \geq 2t + 1.
\]

4.2. Equivalent and inequivalent properties

Obviously, the set \( S^{\leq t_1} \) contains \( S^{\leq t_2} \) whenever \( t_1 \geq t_2 \). It follows that a \((S^{\leq t_1}, S^{\leq p_1})\)-informationally complete observable is also \((S^{\leq t_2}, S^{\leq p_2})\)-informationally complete for all \( t_2 \leq t_1 \) and \( p_2 \leq p_1 \). Physically speaking, smaller \( t \) means easier task while smaller \( p \) means stronger premise, hence the relation between the above properties is easy to understand. Moreover, if \( d = \infty \), then \((S^{\text{fin}}, S)\)-informational completeness implies \((S^{\text{fin}}, S^{\text{fin}})\)-informational completeness, and for the different kinds of informational completeness we have the following implications:

\[
(S^{\leq t}, S) \quad \Rightarrow \quad (S^{\leq t}, S) \quad \Rightarrow \quad (S^{\leq t}, S)
\]

\[
(S, S) \quad \Rightarrow \quad (S^{\text{fin}}, S) \quad \Rightarrow \quad (S^{\leq t}, S^{\leq p}) \quad \Rightarrow \quad (S^{\leq t}, S^{\leq t})
\]

\[
(S^{\text{fin}}, S^{\text{fin}})
\]

for \( t, p \in \mathbb{N} \) with \( 1 \leq t \leq p \leq d \).

For a fixed dimension \( d < \infty \), there are \( \frac{1}{2}d(d + 1) \) pairs \((t, p)\) consisting of integers with \( 1 \leq t \leq p \leq d \). We would thus expect to have \( \frac{1}{2}d(d + 1) \) different properties of \((S^{\leq t}, S^{\leq p})\)-informational completeness. But as we will see, for some values of \( t_1, p_1 \) and \( t_2, p_2 \) the corresponding properties are equivalent. We will derive a complete classification of the inequivalent properties and it turns out that there are only

\[
\left\lfloor \frac{d}{2} \right\rfloor \left( d - \frac{1}{2} - \frac{1}{2} \right) \left( \frac{d}{2} \right)
\]

inequivalent forms of \((S^{\leq t}, S^{\leq p})\)-informational completeness.
Proposition 3 (Equivalence of different premises). Let \( 2 \leq d < \infty \). Let \( t \in \mathbb{N} \) be such that \( 1 \leq t \leq d - 1 \). The following properties are equivalent.

(i) \((S^{\leq t}, S^{\leq d-1})\)-informational completeness.
(ii) \((S^{\leq t}, S)\)-informational completeness.

Proof. It is clear that (ii)⇒(i). To show that (i)⇒(ii), assume that \( M \) is a \((S^{\leq t}, S^{\leq d-1})\)-informationally complete observable. By theorem 1(b) this means that every nonzero \( T \in \mathcal{R}(M)^\perp \) has \( \text{rank}_1(T) \geq t + 1 \) or \( \text{rank}_1(T) \geq d \). But the second condition cannot hold since \( \text{rank}_1(T) \leq d - 1 \) by lemma 1(a). Therefore, every nonzero \( T \in \mathcal{R}(M)^\perp \) has \( \text{rank}_1(T) \geq t + 1 \). Then, theorem 1(a) shows that \( M \) is \((S^{\leq t}, S)\)-informationally complete. \( \square \)

Proposition 4 (Equivalence of different tasks). Let \( 2 \leq d < \infty \). Let \( t, p \in \mathbb{N} \) be such that \( \lfloor \frac{d}{2} \rfloor \leq t \leq p \leq d \). The following properties are equivalent.

(i) \((S^{\leq t}, S^{\leq p})\)-informational completeness.
(ii) \((S^{\leq t}, S^{\leq p})\)-informational completeness.
(iii) \((S^{\leq p}, S^{\leq p})\)-informational completeness.

Proof. It is clear that (iii)⇒(ii)⇒(i). To show that (i)⇒(iii), assume that \( M \) is a \((S^{\leq t}, S^{\leq p})\)-informationally complete observable. By theorem 1(b) this means that every nonzero \( T \in \mathcal{R}(M)^\perp \) has \( \text{rank}_1(T) \geq \lfloor \frac{d}{2} \rfloor + 1 \) or \( \text{rank}_1(T) \geq p + 1 \). But the first condition cannot hold since \( \text{rank}_1(T) \leq \lfloor \frac{d}{2} \rfloor \) for every nonzero self-adjoint operator \( T \). Therefore, every nonzero \( T \in \mathcal{R}(M)^\perp \) has \( \text{rank}_1(T) \geq p + 1 \). Then, by corollary 3 \( M \) is \((S^{\leq p}, S^{\leq p})\)-informationally complete. \( \square \)

Example 1 (Dimension 2). Let \( d = 2 \). By propositions 3 and 4 the property of \((S^{\leq t}, S^{\leq p})\)-informational completeness is equivalent to informational completeness for all of the three possible pairs \((t, p)\): \((2, 2), (1, 2), (1, 1)\).

Proposition 5 (Inequivalence of different premises.). Let \( 3 \leq d \leq \infty \). Let \( t, p_1, p_2 \in \mathbb{N} \) be such that \( 1 \leq t \leq p_1 < p_2 \leq d - 1 \). The following properties are not equivalent.

(i) \((S^{\leq t}, S^{\leq p_1})\)-informational completeness.
(ii) \((S^{\leq t}, S^{\leq p_2})\)-informational completeness.

Proof. Fix an orthonormal basis \( \{\psi_j\}_{j=1}^d \) and define an operator \( T \) by

\[
T = \frac{1}{p_1 + 1} \sum_{j=1}^{p_1+1} \langle \psi_j | (\psi_j - |\psi_{p_1+2}\rangle \langle \psi_{p_1+2}|) \rangle.
\]

It follows from \( p_1 < p_2 \leq d - 1 \) that \( p_1 \leq d - 2 \), hence, as we are also assuming \( p_1 \in \mathbb{N} \), this definition makes sense. Since \( T^* = T \) and \( \text{tr}[T] = 0 \), we conclude from proposition 1 that there exists an observable \( M \) such that \( \mathcal{R}(M)^\perp = \mathbb{R} T \). As \( \text{rank}_1(\lambda T) = p_1 + 1 \) and \( \text{rank}_1(\lambda T) = 1 \) for every \( \lambda \neq 0 \), it follows from theorem 1(b) that \( M \) is \((S^{\leq t}, S^{\leq p_1})\)-informationally complete, but not \((S^{\leq t}, S^{\leq p_2})\)-informationally complete by theorem 1(b) (if \( p_2 \in \mathbb{N} \)) or theorem 1(a) (if \( p_2 = d = \infty \)). \( \square \)
Example 2 (Dimension 3). Let $d = 3$. Using propositions 3 and 4 we see that the property of $(S^{d_t}, S^{d_p})$-informational completeness is equivalent to informational completeness for five choices of $(t, p)$: $(3, 3)$, $(2, 3)$, $(1, 3)$, $(2, 2)$ and $(1, 2)$. The remaining property, namely $(S^1, S^1)$-informational completeness, is not equivalent to $(S^1, S^{<3})$-informational completeness (and hence not to any other) by proposition 5.

Proposition 6 (Inequivalence of different tasks). Let $4 \leq d \leq \infty$. Let $t_1, t_2 \in \mathbb{N}$ and $p \in \mathbb{N}_+$ such that $1 \leq t_1 < t_2 \leq p \leq d$ and $t_2 \leq \frac{d}{2}$. The following properties are not equivalent.

(i) $(S^{<t_1}, S^{<p})$-informational completeness.

(ii) $(S^{<t_2}, S^{<p})$-informational completeness.

Proof. Fix an orthonormal basis $\{\psi_j\}_{j=1}^d$ and define an operator $T$ by

$$T = \frac{1}{t_1 + 1} \sum_{j=1}^{t_1+1} |\psi_j\rangle\langle\psi_j| - \frac{1}{t_2 + 1} \sum_{j=t_1+2}^{2t_2+2} |\psi_j\rangle\langle\psi_j|.$$ 

It follows from $t_1 < t_2 \leq \frac{d}{2}$ that $t_1 \leq \frac{d}{2} - 1$, hence $2t_1 + 2 \leq d$ and, as we are also assuming $t_1 \in \mathbb{N}$, this definition makes sense. Since $T^* = T$ and $\text{tr}[T] = 0$, we conclude from proposition 1 that there exists an observable $M$ such that $\mathcal{R}(M) = \mathbb{R}$. We have $\text{rank}_\lambda(\lambda T) = \text{rank}_\lambda(\lambda T) = t_1 + 1$ for every $\lambda \neq 0$. By theorem 1(b) (if $p \in \mathbb{N}$) or theorem 1(a) (if $p = d = \infty$), $M$ is $(S^{<t_1}, S^{<p})$-informationally complete but not $(S^{<t_2}, S^{<p})$-informationally complete.

Example 3 (Dimension $d = 4$). Let $d = 4$. Using propositions 3 and 4 we see that the property of $(S^{d_t}, S^{d_p})$-informational completeness is equivalent to informational completeness for five choices of $(t, p)$: $(4, 4)$, $(3, 4)$, $(2, 4)$, $(3, 3)$ and $(2, 3)$. We also see that the properties corresponding to $(1, 4)$ and $(1, 3)$ are equivalent but inequivalent to informational completeness. By propositions 5 and 6, the remaining properties corresponding to $(2, 2)$, $(1, 2)$ and $(1, 1)$ are not equivalent to any other choices of $(t, p)$.

A moment’s thought shows that propositions 3–6 give a complete classification of the $(S^{d_t}, S^{d_p})$-informational completeness properties into equivalent and inequivalent collections in all finite dimensions. This is summarized in figure 1. One of the most interesting consequences of this classification is the following.

Corollary 4 (Equivalence to informational completeness). Let $2 \leq d < \infty$. For integers $1 \leq t \leq p \leq d$, $(S^{d_t}, S^{d_p})$-informational completeness is equivalent to informational completeness if and only if $p \geq d - 1$ and $t \geq \frac{d}{2}$. 

This result is implying, in particular, that if there is no premise and the task is to determine all states with rank less or equal to $\frac{d}{2}$, then we actually need an informational complete observable.

When $d = \infty$, the infinite-dimensional state space has also proper subsets that do not exist in the finite-dimensional case, hence leading to new kinds of tasks and premises. For example, we can have a premise that the system has finite rank but we do not know any upper bound for its rank, i.e., $P = S^{\infty}$. Similarly, we could be interested in the task of determining all states with finite rank, i.e., $T = S^{\infty}$, when $P = S$. We already characterized $(S^{\infty}, S^{\infty})$- and $(S^{\infty}, S)$-informational completeness in theorem 2. The next proposition shows that these two properties are not the same.
Figure 1. In this picture \( d < \infty \). Each \((t, p)\) represents the property of \((S^t, S^p)\)-informational completeness. One property implies another one if the latter can be reached from the first by moving down and right. Equivalent properties are in the same box. The box with thick boundary is the set of all properties that are equivalent to informational completeness.

**Proposition 7.** Let \( d = \infty \). The following properties are all inequivalent.

(i) \((S^\text{fin}, S^\text{fin})\)-informational completeness.

(ii) \((S^\text{fin}, S)\)-informational completeness.

(iii) Informational completeness.

**Proof.** Clearly, (iii) \(\Rightarrow\) (ii) \(\Rightarrow\) (i). Hence we need to show that (i) \(\not\Rightarrow\) (ii) and (ii) \(\not\Rightarrow\) (iii). There clearly exist \(T_1, T_2 \in \mathcal{T}(\mathcal{H})\) such that \(\text{tr}[T_1] = 0\), \(\text{rank}_+(T_1) < \infty\) and \(\text{rank}_-(T_1) = \text{rank}_+(T_2) = \infty\). By proposition 1, there exist two observables \(M_1\) and \(M_2\) such that \(\mathcal{R}(M_1)^\perp = \mathbb{R}T_1\). As in the proofs of propositions 5 and 6, we have \(\text{rank}_+(T'_1) < \infty\) and \(\text{rank}_+(T'_1) = \infty\) for all nonzero \(T'_1 \in \mathcal{R}(M_1)^\perp\), and \(\text{rank}_+(T'_2) = \text{rank}_+(T'_2) = \infty\) for all nonzero \(T'_2 \in \mathcal{R}(M_2)^\perp\). Thus, by theorem 2 the observable \(M_1\) is \((S^\text{fin}, S^\text{fin})\)-informationally complete but not \((S^\text{fin}, S)\)-informationally complete. Similarly, by theorem 2 and corollary 1 the observable \(M_2\) is \((S^\text{fin}, S)\)-informationally complete but not informationally complete.

The content of proposition 7 is, essentially, that knowing that the unknown state has finite rank is useful information for state determination.

5. **Minimal number of outcomes**

In this section we assume that \(d < \infty\) and \(#\Omega < \infty\).
5.1. General formulation of the problem

By a minimal \((T, \mathcal{P})\)-informationally complete observable we mean a \((T, \mathcal{P})\)-informationally complete observable with minimal number of outcomes. More precisely, an observable \(M\) with an outcome space \(\Omega\) is minimal \((T, \mathcal{P})\)-informationally complete if any other \((T, \mathcal{P})\)-informationally complete observable \(M'\) with an outcome space \(\Omega'\) satisfies \(\#\Omega \leq \#\Omega'\).

Since \(\mathcal{H}\) is finite-dimensional, the real vector spaces \(L_2(\mathcal{H})\) and \(T_2(\mathcal{H})\) are the same and \(\dim R + \dim R^\perp = \dim L_2(\mathcal{H}) = d^2\). (6)

We then see that a \((T, \mathcal{P})\)-informationally complete observable \(M\) with \(n\) outcomes exists if and only if there is a \((d^2 - n)\)-dimensional subspace \(\mathcal{X} \subseteq T_2(\mathcal{H})\) satisfying

\begin{enumerate}
\item \(\text{tr}[T] = 0\) for all \(T \in \mathcal{X}\);
\item \(\mathcal{X} \cap \mathbb{R}(T - \mathcal{P}) = \{0\}\).
\end{enumerate}

Indeed, in this case by proposition 1 we can find an observable \(M\) with \(R(M)^\perp = \mathcal{X}\) and having \(d^2 - \dim R(M)^\perp = n\) outcomes. Such an observable is \((T, \mathcal{P})\)-informationally complete by proposition 2. We thus conclude that seeking a minimal \((T, \mathcal{P})\)-informationally complete observable is equivalent to looking for a real subspace \(\mathcal{X} \subseteq T_2(\mathcal{H})\) satisfying (1) and (2), and having maximal dimension among all subspaces of \(T_2(\mathcal{H})\) with the properties (1) and (2). Once such a maximal subspace \(\mathcal{X}\) is found, then the minimal number of outcomes for a \((T, \mathcal{P})\)-informationally complete observable is \(d^2 - \dim \mathcal{X}\).

5.2. Review of some known bounds

If \(d = 2\), then all \((S^{\leq 1}, S^{<p})\)-informational completeness properties are equivalent (see example 1), hence the minimal number of outcomes is \(d^2 = 4\) in all of them.

If \(d = 3\), then only \((S^1, S^1)\)-informationally completeness is inequivalent to informational completeness (see example 2). In the latter case the minimal number is \(d^2 = 9\), while in the first case a simple argument shows that the minimal number of outcomes is 8; see proposition 5 in [6].

Let us then assume \(4 \leq d < \infty\) and recall some bounds for the minimal number of \((S^{\leq t}, S^{<\rho})\)- and \((S^{\leq t'}, S)^\)-informationally complete observables. In these cases we need to find subspaces \(\mathcal{X}\) such that every nonzero \(T \in \mathcal{X}\) satisfies \(\text{tr}[T] = 0\) and \(\text{rank}_1(T) \geq t + 1\) (corollary 3) or \(\text{rank}_1(T) \geq t + 1\) (theorem 1(a)), respectively. To find a good upper bound for the minimal number of outcomes, we need to find as large \(\mathcal{X}\) as possible. A useful method for constructing these kind of subspaces was presented in [13]. Using this method the following upper bounds (a) and (b) were proved in [6] and [14], respectively.

**Proposition 8.** Let \(1 \leq t < d/2\). There exists

\begin{enumerate}
\item \((S^{\leq t'}, S^{<\rho})\)-informationally complete observable with \(4t(d-t)\) outcomes
\item \((S^{\leq t'}, S)\)-informationally complete observable with \(4t(d-t) + d - 2t\) outcomes.
\end{enumerate}

In the case of \((S^{\leq t'}, S^{<\rho})\)-informationally complete observables, it is possible to obtain lower bounds from known non-embedding results for Grassmannian manifolds [6]. In some cases the obtained lower bounds agree or are very close with the upper bounds written in proposition 8(a). In particular, it was proved in [6] that in the case of \((S^1, S^1)\)-informational completeness, the minimal number of outcomes is not a linear function of \(d\) but differs from the upper bound \(4d - 4\) at most \(2 \log_2(d)\). Also a slightly better upper bound was derived, and these results give the exact answer for many \(d\). For instance, for the dimensions between 2 and 100, the results of [6] give the exact minimal number in 45 cases.
In the case of \((S^1, S^i)-\)informational completeness, the upper bound for the minimal number of outcomes is \(5d - 6\) [14]. Obviously, the known lower bound for minimal \((S^1, S^i)-\)informational completeness is also a lower bound for minimal \((S^1, S^i)-\)informational completeness. We are not aware of any better lower bound. In the following subsection we prove that the minimal number of outcomes for \(d = 4\) is 11. This means that \(5d - 6\) is generally just an upper bound for the minimal number of outcomes, not the exact answer. Our result for \(d = 4\) also implies that, as in the case of \((S^1, S^i)-\)informational completeness, the minimal number is not a linear function of \(d\).

5.3. Dimension 4

In this subsection we concentrate on minimal observables in dimension 4. A minimal informationally complete observable has \(d^2 = 16\) outcomes. Further, it was shown in [6] that a minimal \((S^1, S^i)-\)informationally complete observable has ten outcomes. In proposition 10 below we give the minimal numbers for the remaining three inequivalent properties (see example 3). These results are summarized in figure 2. Before deriving the minimal numbers we characterize these properties in convenient forms.

**Proposition 9.** Let \(d = 4\). An observable \(M\) is

(a) \((S^1, S)-\)informationally complete if and only if every nonzero \(T \in \mathcal{R}(M)\perp\) satisfies \(\det[T] > 0\)

(b) \((S^i, S^i)-\)informationally complete if and only if every nonzero \(T \in \mathcal{R}(M)\perp\) satisfies \(\det[T] < 0\)

(c) \((S^1, S^i)-\)informationally complete if and only if every nonzero \(T \in \mathcal{R}(M)\perp\) satisfies \(\det[T] \neq 0\).

If an observable is \((S^1, S^i)-\)informationally complete, then it is either \((S^1, S)-\)informationally complete or \((S^i, S^i)-\)informationally complete.

**Proof.** By lemma 1(a) every nonzero \(T \in \mathcal{R}(M)\perp\) has \(1 \leq \text{rank}_\perp(T) \leq 3\). Since \(\det[T]\) is the product of eigenvalues, we conclude that every nonzero \(T \in \mathcal{R}(M)\perp\) satisfies
(a) \( \det[T] > 0 \) if and only if every nonzero \( T \in \mathcal{R}(M) \) satisfies \( \text{rank}_1(T) = 2 \)
(b) \( \det[T] < 0 \) if and only if every nonzero \( T \in \mathcal{R}(M) \) satisfies \( \text{rank}_1(T) = 3 \)
(c) \( \det[T] \neq 0 \) if and only if every nonzero \( T \in \mathcal{R}(M) \) satisfies \( \text{rank}_1(T) = 2 \) or \( \text{rank}_1(T) = 3 \).

The claims (a), (b) and (c) in proposition 9 now follow from theorem 1(a), corollary 3 and theorem 1(b), respectively.

To prove the last claim, suppose \( \mathcal{X} \subseteq T_r(H) \) is a subspace such that every nonzero \( X \in \mathcal{X} \) satisfies \( \det[X] \neq 0 \). We need to prove that the sign of \( \det[X] \) is constant for all nonzero \( X \in \mathcal{X} \). If \( \dim \mathcal{X} = 1 \), then this is clearly true. So assume that \( \dim \mathcal{X} \geq 2 \). We make a counter assumption: \( X, Y \in \mathcal{X} \) are two linearly independent matrices with \( \det[X] < 0 \) and \( \det[Y] > 0 \). Then \( tX + (1-t)Y \in \mathcal{X} \setminus \{0\} \) for every \( t \in \mathbb{R} \), and \( \det[t_0X + (1-t_0)Y] = 0 \) for some \( 0 < t_0 < 1 \) by the intermediate value theorem.

**Proposition 10.** Let \( d = 4 \).

(a) A minimal \( (S^1, S) \)-informationally complete observable has 11 outcomes.
(b) A minimal \( (S^{<2}, S^{<2}) \)-informationally complete observable has 15 outcomes.
(c) A minimal \( (S^3, S^{<3}) \)-informationally complete observable has 11 outcomes.

**Proof.** (a) For all \( n \in \mathbb{N} \), denote by \( M_n(\mathbb{C}) \) the complex linear space of \( n \times n \) complex matrices, and by \( M_n(\mathbb{C})_s \), the real space of self-adjoint elements in \( M_n(\mathbb{C}) \). By proposition 9 we need to look for subspaces \( \mathcal{X} \subseteq M_4(\mathbb{C})_s \) such that

1. \( \text{tr}[X] = 0 \) for every \( X \in \mathcal{X} \);
2. \( \det[X] > 0 \) for every nonzero \( X \in \mathcal{X} \).

Indeed, if \( \mathcal{X} \) has maximal dimension among all subspaces of \( M_4(\mathbb{C})_s \), satisfying these two conditions, then any observable \( \mathcal{M} \) with \( \mathcal{R}(M) = \mathcal{X} \) and \( d^2 - \dim \mathcal{X} \) outcomes (which exists by proposition 1 and (6)) is minimal \( (S^1, S) \)-informationally complete. It was shown in [15] that the maximal dimension of a real subspace \( \mathcal{X} \subseteq M_4(\mathbb{C})_s \), satisfying item (2) is 5. We show that if the additional requirement in item (1) is added, this maximal dimension remains the same, and thus the minimal number of outcomes is \( 4^2 - 5 = 11 \). To do this, we introduce four \( 2 \times 2 \) matrices

\[
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},
\]

\[
\sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^4 = \begin{pmatrix} i & 0 \\ 0 & i \end{pmatrix},
\]

and define the following linear map \( N : \mathbb{R}^4 \to M_2(\mathbb{C}) \)

\[
N(\vec{a}) = \sum_{i=1}^{4} a_i \sigma^i \quad \forall \vec{a} = (a_1, a_2, a_3, a_4) \in \mathbb{R}^4.
\]

Note that

\[
N(\vec{a})^* N(\vec{a}) = N(\vec{a})^* N(\vec{a})^* = ||\vec{a}||^2 \mathbb{1} \quad \forall \vec{a} \in \mathbb{R}^4.
\]

Next, we define five \( 4 \times 4 \) self-adjoint matrices

\[
A_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad A_i = \begin{pmatrix} 0 & \sigma^i \\ \sigma^{i*} & 0 \end{pmatrix} \quad \text{for } i \in \{1, 2, 3, 4\}
\]

and the following linear map \( N' : \mathbb{R}^5 \to M_4(\mathbb{C})_s \)

\[
N'(a_0, \vec{a}) = \sum_{i=0}^{4} a_i A_i = \begin{pmatrix} a_0 1 & N(\vec{a})^* \\ N(\vec{a}) & -a_0 \mathbb{1} \end{pmatrix}.
\]
Clearly, $\text{tr}[N'(a_0, \vec{a})] = 0$ for all $(a_0, \vec{a})$. Moreover, it is easy to verify that the matrices $A_0, \ldots, A_4$ are linearly independent. It follows that the map $N'$ is injective, hence the image $N'(\mathbb{R}^5)$ of $N'$ is a five-dimensional subspace of $M_2(\mathbb{C})$. Finally, using the formula for the determinant of square block matrices [16, theorem 3] we obtain
\[ \det[N'(a_0, \vec{a})] = \det[-a_0^2 \mathbb{I} - N(\vec{a})N(\vec{a})^*] = (a_0^2 + \|\vec{a}\|^2)^2 \geq 0 \]
and $\det[N'(a_0, \vec{a})] = 0$ if and only if $a_0 = 0$ and $\vec{a} = 0$. Thus, $\mathcal{X} = N'(\mathbb{R}^5)$ has the required properties.

(b) Suppose $\mathcal{X} \neq \{0\}$ is a real subspace of $T_s(\mathcal{H})$ such that $\det[T] < 0$ for all nonzero $T \in \mathcal{X}$. We claim that $\dim \mathcal{X} = 1$. To prove this, let us first make a counter assumption that $\dim \mathcal{X} \geq 2$. We fix two linearly independent $X, Y \in \mathcal{X}$, and then the map
\[ r : \text{span}_{\mathbb{R}}[X, Y] \setminus \{0\} \to \mathbb{Z} \]
\[ r(T) = \text{rank}_+(T) - \text{rank}_-(T) = \text{tr}[T^{-1}|T|] \]
is continuous by the continuity of each map $T \mapsto T^{-1}$ and $T \mapsto |T|$. Since the set $\text{span}_{\mathbb{R}}[X, Y] \setminus \{0\}$ is connected, this would imply that $r$ is constant, hence $r(T) = r(-T)$. It follows that $\text{rank}_+(T) = \text{rank}_-(T) = 2$ for all $T \in \text{span}_{\mathbb{R}}[X, Y] \setminus \{0\}$, but this is impossible as $\det[T] < 0$. Thus, the counter assumption is false.

We still need to prove that there exists a one-dimensional subspace of $T_s(\mathcal{H})$ such that $\det[T] < 0$ and $\text{tr}[T] = 0$ for all nonzero $T \in \mathcal{X}$. Fix an orthonormal basis $|\psi_j\rangle_{j=1}^{3}$ of $\mathcal{H}$, and set
\[ T = \frac{1}{3} \sum_{j=1}^{3} |\psi_j\rangle\langle \psi_j| - |\varphi_4\rangle\langle \varphi_4|. \]
Then, $\mathcal{X} = \mathbb{R}T$ is a one-dimensional subspace of $T_s(\mathcal{H})$ such that $\det[T] < 0$ and $\text{tr}[T] = 0$ for all nonzero $T \in \mathcal{X}$. Thus, there exists an observable $\mathcal{M}$ with $4^2 - 1 = 15$ outcomes such that $\mathcal{X} = \mathbb{R} \mathcal{M}^{1/2}$, and such observable is minimal $(S^{\leq 2}, S^{< 2})$-informationally complete by propositions 1 and 9.

(c) This follows from proposition 9 combined with items (a) and (b) above. □

6. Covariant phase space observables

We now turn our attention to covariant phase space observables. After introducing these observables in the general case of a phase space defined by an Abelian group, we treat the finite- and infinite-dimensional cases separately. As an application we study the effect of noise on the observable’s ability to perform the required state determination tasks.

6.1. General formalism

Let $\mathcal{G}$ be a locally compact and second countable Abelian group with the dual group $\hat{\mathcal{G}}$. The composition laws of $\mathcal{G}$ and $\hat{\mathcal{G}}$ will be denoted by addition, and the canonical pairing of $x \in \mathcal{G}$ and $\xi \in \hat{\mathcal{G}}$ will be denoted by $\langle \xi, x \rangle$. We fix Haar measures $dx$ and $d\xi$ on $\mathcal{G}$ and $\hat{\mathcal{G}}$, respectively. If $\mu$ is any bounded measure on $\mathcal{G} \times \hat{\mathcal{G}}$, the symplectic Fourier transform of $\mu$ is the bounded continuous function $\hat{\mu}$ on $\mathcal{G} \times \hat{\mathcal{G}}$ given by
\[ \hat{\mu}(x, \xi) = \int \overline{\langle \xi, x \rangle} \mu(y, \zeta) \, dy \mu(y, \zeta). \]
This definition clearly extends to any integrable function: if \( f \in L^1(\hat{G} \times \hat{G}) \), we define
\[
\hat{f}(x, \xi) = \int \overline{\langle \xi, x \rangle \psi(\xi, y)} f(y, \xi) \, dy \, d\xi.
\]
For the rest of this section, we will assume that the Haar measures \( dx \) and \( d\xi \) are normalized so that \( (\hat{f})^\vee(x, \xi) = f(x, \xi) \) whenever also \( \hat{f} \in L^1(\hat{G} \times \hat{G}) \).

Let \( \mathcal{H} = L^2(\hat{G}) \). We define the following two unitary representations \( U \) and \( V \) of \( \mathcal{G} \) and \( \hat{\mathcal{G}} \) on \( \mathcal{H} \)
\[
[U(x)\psi](y) = \psi(y - x), \quad [V(\xi)\psi](y) = \langle \xi, y \rangle \psi(y).
\]
Note that
\[
V(\xi)U(x) = \langle \xi, x \rangle U(x)V(\xi),
\]
so that the following Weyl map
\[
W : \mathcal{G} \times \hat{\mathcal{G}} \to \mathcal{L}(\mathcal{H}) \quad W(x, \xi) = U(x)V(\xi)
\]
is a projective square integrable representation of the direct product group \( \mathcal{G} \times \hat{\mathcal{G}} \) on \( \mathcal{H} \) (for square integrability of \( W \), see e.g. [17] in the case \( \mathcal{G} = \mathcal{G} = \mathbb{R}^n \), and [18, theorem 6.2.1] and [19] for the general case). The Weyl map has the useful properties
\[
W(x, \xi)W(y, \xi) = \langle \xi, y \rangle W(x + y, \xi + \xi)
\]
and
\[
W(-x, -\xi) = \overline{\langle \xi, x \rangle W(x, \xi)^*}.
\]
For any set \( X \subset \mathcal{G} \times \hat{\mathcal{G}} \), we denote
\[
W(X) = \overline{\text{span}_\mathbb{C}\{W(x, \xi) \mid (x, \xi) \in X\}^{\text{sa}}}
\]
If \( X \) is a symmetric set, i.e.,
\[
X \equiv -X = \{(x, \xi) \in \mathcal{G} \times \hat{\mathcal{G}} \mid (-x, -\xi) \in X\},
\]
then from (8) it follows that \( W(X)^* = W(X) \), and we can thus consider the self-adjoint part \( W(X) \) of \( W(X) \). If in addition \( (0, 0) \in X \), then \( W(X) \) is a weak* closed real operator system on \( \mathcal{H} \).

Let \( B(\mathcal{G} \times \hat{\mathcal{G}}) \) be the Borel \( \sigma \)-algebra of the locally compact and second countable space \( \Omega \equiv \mathcal{G} \times \hat{\mathcal{G}} \). For any state \( \tau \in S \), a covariant phase space observable with the fiducial state \( \tau \) is the following observable \( C_{\tau} \) on \( \mathcal{G} \times \hat{\mathcal{G}} \)
\[
C_{\tau}(X) = \int_X W(x, \xi) \tau W(x, \xi)^* \, dx \, d\xi \quad \forall X \in B(\mathcal{G} \times \hat{\mathcal{G}})
\]
(see [17] or [20] for the case \( \mathcal{G} = \mathcal{G} = \mathbb{R}^n \), and [21, proposition 2.1, p 166] and [22, theorem 3.4.2] for the general form of covariant phase space observables). The integral in the definition of \( C_{\tau} \) is understood in the weak*-sense, i.e., for all \( S \in T(\mathcal{H}) \),
\[
\text{tr}[SC_{\tau}(X)] = \int_X \text{tr}[SW(x, \xi)\tau W(x, \xi)^*] \, dx \, d\xi \quad \forall X \in B(\mathcal{G} \times \hat{\mathcal{G}}).
\]

More generally, the map \((x, \xi) \mapsto \text{tr}[SW(x, \xi)TW(x, \xi)^*] \) is continuous and integrable for all \( S, T \in T(\mathcal{H}) \), with
\[
\int_X \text{tr}[SW(x, \xi)TW(x, \xi)^*] \, dx \, d\xi = \text{tr}[S] \text{tr}[T]
\]
(see [17, lemma 3.1] for the case \( \mathcal{G} = \mathcal{G} = \mathbb{R}^n \), and [19] for the general case).
For any $T \in T(\mathcal{H})$, the inverse Weyl transform of $T$ is the continuous function $\hat{T}$ on $\mathcal{G} \times \hat{\mathcal{G}}$ given by

$$\hat{T}(x, \xi) = \text{tr}[TW(x, \xi)].$$

The zero-level set of $T$ is the closed set

$$Z(T) = \{(x, \xi) \in \mathcal{G} \times \hat{\mathcal{G}} \mid \hat{T}(x, \xi) = 0\}.$$

As usual, $\text{supp} \{\hat{T}}$ stands for the support of $\hat{T}$, that is,

$$\text{supp} \hat{T} = \{(x, \xi) \in \mathcal{G} \times \hat{\mathcal{G}} \mid \hat{T}(x, \xi) \neq 0\}.$$

By injectivity of the inverse Weyl transform [17, 19], we have $T = 0$ if and only if $Z(T) = \mathcal{G} \times \hat{\mathcal{G}}$ or, equivalently, $\text{supp} \hat{T} = \emptyset$. Since $\hat{T}^*(x, \xi) = \langle \xi, x \rangle \hat{T}(-x, -\xi)$, if $T \in T_0(\mathcal{H})$, then the sets $Z(T)$ and $\text{supp} \hat{T}$ are symmetric. Moreover, if $T$ is such that $\text{tr}[T] \neq 0$, then $(0, 0) \notin Z(T)$, since $\hat{T}(0, 0) = \text{tr}[T]$.

**Proposition 11.** For any covariant phase space observable $C$, we have

$$R(C_T) = W(\text{supp} \hat{T})_s \quad (10)$$

and

$$R(C_T^\perp) = \{S \in T_0(\mathcal{H}) \mid \text{supp} \hat{S} \subseteq Z(S)\} = \{S \in T_0(\mathcal{H}) \mid \text{supp} \hat{S} \subseteq Z(\tau)\}. \quad (11)$$

**Proof.** Note that $S \in R(C_T)^\perp$ if and only if $\text{tr}[SW(x, \xi) \tau W(x, \xi)^*] = 0$ for all $(x, \xi) \in \mathcal{G} \times \hat{\mathcal{G}}$.

In this case, using (7) and (9), we obtain the symplectic Fourier transform

$$\int \langle x, y \rangle W(y, \xi)^* \text{tr}[SW(x, \xi) \tau W(y, \xi)^*] dy d\xi = \hat{S}(x, \xi) \tau(x, \xi) = 0$$

so that $Z(\tau)^\perp \subseteq Z(S)$, but since $Z(S)$ is closed, this implies that $\text{supp} \hat{\tau} \subseteq Z(S)$. On the contrary, if $S \in T_0(\mathcal{H})$ is such that $\text{supp} \hat{\tau} \subseteq Z(S)$, then by the injectivity of the symplectic Fourier transform we have $\text{tr}[SW(x, \xi) \tau W(x, \xi)^*] = 0$ for all $(x, \xi) \in \mathcal{G} \times \hat{\mathcal{G}}$ so that $S \in R(C_T)^\perp$.

This shows the first equality in (11). For the second, note that, if $T_1, T_2 \in T(\mathcal{H})$ are such that $\text{supp} \hat{T}_1 \subseteq Z(T_2)$, then

$$\text{supp} \hat{T}_2 = Z(T_2)^\perp \subseteq (\text{supp} \hat{T}_1)^\perp \subseteq Z(T_1).$$

Therefore, $\text{supp} \hat{T}_1 \subseteq Z(T_2)$ if and only if $\text{supp} \hat{T}_2 \subseteq Z(T_1)$, hence the second equality in (11) holds.

In order to complete the proof, we note that

$$R(C_T)_s^\perp = \{S \in T_0(\mathcal{H}) \mid \text{tr}[SW(x, \xi)] = 0 \forall (x, \xi) \in \text{supp} \hat{T}\} = \{S \in T_0(\mathcal{H}) \mid \text{supp} \hat{S} \subseteq Z(S)\}.$$

Comparing this with (11), (10) follows by the bipolar theorem. 

It follows from proposition 11 that, vaguely speaking, the larger the support of the inverse Weyl transform of the fiducial state is, the better the corresponding observable is from the state determination point of view. In particular, the extreme case $\text{supp} \hat{\tau} = \mathcal{G} \times \hat{\mathcal{G}}$, if any, must yield an informationally complete observable. The next proposition shows that this is indeed a necessary and sufficient condition for informational completeness. The proof (taken from [19]) is a straightforward generalization of the corresponding result for the case $\mathcal{G} \times \hat{\mathcal{G}} = \mathbb{R}^2$ proved in [23].
Proposition 12. The following conditions are equivalent:

(i) \( C_r \) is informationally complete

(ii) \( \text{supp} \bar{\tau} = \mathcal{G} \times \mathcal{G} \).

Proof. If (ii) holds, then by proposition 11 and injectivity of the inverse Weyl transform we have \( \mathcal{R}(C_r)^\perp = \{0\} \), so that \( C_r \) is informationally complete by corollary 1.

Suppose then that (ii) does not hold. In order to complete the proof, by (11) we need to show that there exists a nonzero \( S \in \mathcal{T}_r(\mathcal{H}) \) such that \( \text{supp} \bar{\tau} \subseteq \mathbb{Z}(S) \). The set \( U = (\text{supp} \bar{\tau})^c \) is nonempty, symmetric, open, and does not contain the identity \((0, 0)\). Let \((x_0, \xi_0) \in U\). Then we can find a symmetric open neighbourhood \( V \) of \((0, 0)\) such that \( V + V \subseteq (U - (x_0, \xi_0)) \cap (U + (x_0, \xi_0)) = U_0 \) and the measure \(|V|\) of \( V \) is finite. The function \( f = \chi_V^* \chi_V \) (convolution in \( \mathcal{G} \times \mathcal{G} \)) is then of positive type \([24, \text{corollary 3.16}] \), so by Bochner’s theorem \([24, \text{theorem 4.18}] \) there exists a positive bounded measure \( \mu : \mathcal{B}(\mathcal{G} \times \mathcal{G}) \to [0, \infty) \) such that \( \tilde{\mu} = f \).

Let \( S_0 \in \mathcal{T}_r(\mathcal{H}) \), \( S_0 \geq 0 \), be nonzero and define

\[ S_1 = \int W(x, \xi)S_0W(x, \xi)^* \, d\mu(x, \xi) \]

so that \( S_1 \geq 0 \) and \( \hat{S}_1(x, \xi) = \tilde{\mu}(x, \xi) \hat{S}_0(x, \xi) \). Now, \( V \cap ((x, \xi) + V) = \emptyset \) for all \((x, \xi) \notin U_0\), since \( (y, \xi) \in V \cap ((x, \xi) + V) \) implies \( (x, \xi) = (y, \xi) + ((x, \xi) - (y, \xi)) \in V - V \subseteq U_0 \). Therefore, \( \tilde{\mu}(x, \xi) = |V \cap ((x, \xi) + V)| = 0 \) for all \((x, \xi) \notin U_0\) so that \( \hat{S}_1(x, \xi) = 0 \) for all \((x, \xi) \notin U_0\), but \( S_1 \neq 0 \) since \( \hat{S}_1(0, 0) = |V| \text{tr}[S_0] \neq 0 \). Finally, define \( S_+ = \hat{W}(x_0, \xi_0)S_1 + S_1\hat{W}(x_0, \xi_0)^* \) and \( S_- = \hat{W}(x_0, \xi_0)S_1 - S_1\hat{W}(x_0, \xi_0)^* \), so that at least one of \( S_+ \), \( S_- \) is nonzero and

\[ \hat{S}_\pm(x, \xi) = \langle \xi, x_0 \rangle \hat{S}_1(x + x_0, \xi + \xi_0) \pm \langle \xi_0, x_0 - x \rangle \hat{S}_1(x - x_0, \xi - \xi_0) = 0 \]

for all \((x, \xi) \notin U \). Hence, \( \text{supp} \bar{\tau} = U^c \subseteq \mathbb{Z}(S_\pm) \) and, as \( S_+, iS_- \in \mathcal{T}_r(\mathcal{H}) \), the proof is complete.

6.2. Finite dimension

For any nonzero \( d \in \mathbb{N} \), we denote by \( \mathbb{Z}_d \) the cyclic group with \( d \) elements, and let \( e^{2\pi i/d} \). Then, \( \mathbb{Z}_d \equiv \mathbb{Z}_d \), the pairing of \( x \in \mathbb{Z}_d \) and \( \xi \in \mathbb{Z}_d^\times \) being \( \langle \xi, x \rangle = \omega^{x\xi} \). Moreover, the Haar measures of \( \mathbb{Z}_d \) and \( \mathbb{Z}_d^\times \) are just \( d^{-1} \times \mathbb{R} \) times the respective counting measures. Let \( \mathcal{H} \) be a \( d \)-dimensional Hilbert space, and choose an orthonormal basis \( \{\psi_j\}_{j \in \mathbb{Z}_d} \) of \( \mathcal{H} \). The Weyl map \( W : \mathbb{Z}_d \times \mathbb{Z}_d \to \mathcal{L}(\mathcal{H}) \) is then given by

\[ W(x, \xi)\psi_j = \omega^{x\xi} \psi_{j + x} \]

Since \( \text{tr}[W(x, \xi)^*W(y, \eta)] = d\delta_{x,y}\delta_{\xi,\eta} \) for all \((x, \xi), (y, \eta) \in \mathbb{Z}_d \times \mathbb{Z}_d \), the set \( \{d^{-1/2}W(x, \xi)\}_{(x,\xi) \in \mathbb{Z}_d \times \mathbb{Z}_d} \) is an orthonormal basis of the linear space \( \mathcal{L}(\mathcal{H}) \) endowed with the Hilbert–Schmidt inner product \( \langle A | B \rangle = \text{tr}[A^*B] \).

Proposition 11 now reduces to

\[ \mathcal{R}(C_r) = \text{span}_C \{W(x, \xi) \mid (x, \xi) \in \mathbb{Z}(\tau)^c \} \cap \mathcal{L}_\tau(\mathcal{H}) \]  \hspace{1cm} (12)

\[ \mathcal{R}(C_r)^\perp = \text{span}_C \{W(x, \xi) \mid (x, \xi) \in \mathbb{Z}(\tau) \} \cap \mathcal{L}_\tau(\mathcal{H}) \]  \hspace{1cm} (13)

so that the real operator system is completely characterized by the zero set \( \mathbb{Z}(\tau) \). Therefore the essential question is the characterization of possible zero sets. This is done in the next proposition.
Proposition 13. For any state \( \tau \in \mathcal{S} \), we have \(-Z(\tau) = Z(\tau)\) and \((0, 0) \notin Z(\tau)\). Conversely, if \( X \subset \mathbb{Z}_d \times \mathbb{Z}_d \) is such that \(-X = X\) and \((0, 0) \notin X\), then there exists a state \( \tau \) such that \( Z(\tau) = X \).

Proof. We have already observed that \( \tau \in \mathcal{T}_S(\mathcal{H}) \) and \( \text{tr}[\tau] > 0 \) implies the first part of the proposition.

For the second part, suppose first that \( X = \emptyset \). Then one may choose \( \tau = |\psi\rangle\langle\psi| \) with \( \psi = C \sum_{j=0}^{d-1} \alpha^j \psi_j \), where \( 0 < |\alpha| < 1 \) and \( C > 0 \) is a normalization constant, which gives \( \hat{\tau}(x, \xi) = C^2 (\alpha \xi)^{-\frac{1}{2}} (1 - |\alpha|^2 \xi^2) \) and hence \( Z(\tau) = \emptyset \). Suppose now that \( X = \emptyset \).

For any \((x, \xi) \in X^c\) define the function

\[
 f_{(x, \xi)}(y, \zeta) = \frac{1}{d} \left( 1 + \cos(2\pi (\xi y - \zeta x)/d) \right).
\]

By taking the symplectic Fourier transform we have for \((x, \xi) \neq (0, 0)\)

\[
 \hat{f}_{(x, \xi)}(z, \eta) = \frac{1}{d} \sum_{y, \xi = 0}^{d-1} e^{2\pi i (\eta y - \zeta x)/d} f_{(x, \xi)}(y, \zeta) = \begin{cases} 1 & \text{if } (z, \eta) = (0, 0) \\ 1/2 & \text{if } (z, \eta) = \pm(x, \xi) \\ 0 & \text{otherwise}, \end{cases}
\]

and \( \hat{f}_{(0, 0)}(0, 0) = 2 \) and \( \hat{f}_{(0, 0)}(z, \eta) = 0 \) otherwise. Now define \( f = \sum_{(x, \xi) \in X^c} f_{(x, \xi)} \) which then satisfies

\[
 \hat{f}(z, \eta) = 0 \iff \hat{f}_{(x, \xi)}(z, \eta) = 0 \forall (x, \xi) \in X^c \iff (z, \eta) \in X.
\]

Let \( \tau_0 \in \mathcal{S} \) be such that \( \tau_0(x, \xi) \neq 0 \) for all \((x, \xi) \in \mathbb{Z}_d \times \mathbb{Z}_d\), and define

\[
 \tau = \frac{1}{d(\#X^c + 1)} \sum_{y, \xi = 0}^{d-1} f(y, \xi) W(y, \xi) \tau_0 W(y, \xi)^*.
\]

Then \( \tau \in \mathcal{S} \) since \( f \geq 0 \) and \( \sum_{y, \xi = 0}^{d-1} f(y, \xi) = d(\#X^c + 1) \), and moreover \( \hat{f}(x, \xi) = (\#X^c + 1)^{-1} \hat{f}_{(x, \xi)}(x, \xi) \equiv 0 \) if and only if \( \hat{f}_{(x, \xi)}(x, \xi) = 0 \). That is, \( Z(\tau) = X \).

Since in the finite-dimensional setting no topological considerations are needed, proposition 12 takes the following simple and well-known form.

Proposition 14. The following conditions are equivalent.

(i) The observable \( C_t \) is informationally complete.

(ii) \( Z(\tau) = \emptyset \).

The next result shows that for covariant phase space observables in dimensions 2 and 3 all of the notions of informational completeness are equivalent. For \( d = 2 \), indeed this is true for arbitrary observables (example 1); but the fact that in dimension 3 all the notions of informational completeness are equivalent is specific to covariant phase space observables (compare with example 2).

Proposition 15. Let \( d = 2 \) or \( d = 3 \). Then the following conditions are equivalent.

(i) The observable \( C_t \) is \((S^{\leq t}, S^{\leq p})\)-informationally complete for some \( t, p \in \mathbb{N} \) such that \( 1 \leq t \leq p \leq d \).

(ii) The observable \( C_t \) is informationally complete.
Proof. We already remarked that, in the case $d = 2$, all the properties of $(S_{\leq t}^{\xi}, S_{\leq t}^{\mu})$-informational completeness are equivalent by example 1. If $d = 3$, then by example 2 we still have to show that, for the observable $C_{\tau}$, $(S^{3}, S^{1})$-informational completeness implies informational completeness. Now, the observable $C_{\tau}$ is $(S^{3}, S^{1})$-informationally complete if and only if either $R(C_{\tau})^{\perp} = \{0\}$, in which case we are done, or $R(C_{\tau})^{\perp} = \mathbb{R}T$ for some invertible $T \in T(H)$ with $tr[T] = 0$ by [6, proposition 5]. In particular, $dim R(C_{\tau})^{\perp} = 1$. In order to complete the proof we only need to show that this is not possible. By (13) and linear independence of the set $[W(x, \xi)]_{(x, \xi) \in \mathbb{Z}_{d} \times \mathbb{Z}_{d}}$, we have $dim R(C_{\tau})^{\perp} = \#Z(\tau)$. But since $Z(\tau)$ is symmetric, $(0, 0) \notin Z(\tau)$ and the dimension $d = 3$ is odd, $Z(\tau)$ must contain an even number of points, hence $dim R(C_{\tau})^{\perp}$ is even. 

As we have noted before, by increasing the size of the zero set $Z(\tau)$ the observable becomes less capable of performing state determination tasks. The next proposition shows that already in the simplest case of an informationally incomplete observable, namely, one having a zero set consisting of a single point, certain tasks become impossible.

**Proposition 16.** Suppose $d \geq 4$. The condition $\#Z(\tau) = 1$ can hold for some fiducial state $\tau$ only if $d$ is even. If $\tau$ is a fiducial state with $\#Z(\tau) = 1$, then the observable $C_{\tau}$ is

(a) $(S_{\leq t}^{\xi}, S)$-informationally complete for all $t < \frac{d}{2}$

(b) not $(S_{\leq t}^{\xi}, S_{\leq t}^{\mu})$-informationally complete for any $t \geq \frac{d}{2}$.

**Proof.** Let $Z(\tau) = \{(x, \xi)\}$ with $(x, \xi) \neq (0, 0)$. Since $Z(\tau)$ is symmetric, we have $(x, \xi) = (-x, -\xi)$, and this implies that $d$ is even and $x = d/2$ or $\xi = d/2$. In particular, $(-x, -\xi) \in \{(1, -1)\}$. We fix a square root of $(x, \xi)$ and denote it by $\sigma$. Then the operator $T \equiv \sigma W(x, \xi)$ is self-adjoint (by (8)) and generates $R(C_{\tau})^{\perp}$ (by (13)). Since $T^{2} = 1$ and $tr[T] = 0$, we have $rank_{+}(T) = rank_{-}(T) = d/2$. The rest of the claim then follows from theorem 1.

For the next possible case, i.e., a zero set consisting of two points, we can give the following characterization, analogous to proposition 16, in odd prime dimensions.

**Proposition 17.** Suppose $d$ is an odd prime number and $\tau$ is a fiducial state with $\#Z(\tau) = 2$. The observable $C_{\tau}$ is

(a) $(S_{\leq t}^{\xi}, S)$-informationally complete for all $t < \lfloor \frac{d}{2} \rfloor$

(b) not $(S_{\leq t}^{\xi}, S_{\leq t}^{\mu})$-informationally complete for any $t \geq \lfloor \frac{d}{2} \rfloor$.

**Proof.** We have $Z(\tau) = \{(x, \xi), (-x, -\xi)\}$ for some nonzero $(x, \xi) \in \mathbb{Z}_{d} \times \mathbb{Z}_{d}$. As $d$ is odd, 2 has a multiplicative inverse in the ring $\mathbb{Z}_{d}$ and we can define the following projective representation $W'$ of $\mathbb{Z}_{d} \times \mathbb{Z}_{d}$ on $H$

$W'(y, \zeta) = \alpha^{x \cdot y} z^{\zeta} W(y, \zeta)$.

Note that, as $W'(x, \xi)^{*} = W'(x, -\xi)$, the operators

$T_{\alpha} \equiv \alpha W'(x, \xi) + \overline{\alpha} W'(x, -\xi)$

are self-adjoint for all $\alpha \in \mathbb{C}$, and $R(C_{\tau})^{\perp} = \{T_{\alpha} | \alpha \in \mathbb{C}\}$ by (13). For all $(y, \zeta) \in \mathbb{Z}_{d} \times \mathbb{Z}_{d} \setminus \{(0, 0)\}$, the map

$W_{y, \zeta} : \mathbb{Z}_{d} \rightarrow L(H), \quad W_{y, \zeta}(t) = W'(ty, t\zeta)$

is actually a unitary representation of $\mathbb{Z}_{d}$, which is equivalent to the representation $V$ [25]. So, there is a Hilbert basis $\{|\phi_{\theta}\rangle\}_{\theta \in \mathbb{Z}_{d}}$ such that $W'(ty, t\zeta)\phi_{\theta} = \alpha^{\theta} \phi_{\theta}$ for all $t \in \mathbb{Z}_{d}$. In particular, for $\alpha = r e^{i\theta}/2$ with $r \in \mathbb{R}_{+}$ and $\theta \in [0, 2\pi)$, the eigenvalues of $T_{\alpha}$ are $\{r \cos(2\pi \eta/d + \theta)\}_{\eta=0}^{d-1}$.
We thus see that the following three possibilities occur:
(1) \( \text{rank}_+\left(T_\alpha\right) = \text{rank}_-\left(T_\alpha\right) = (d - 1)/2; \)
(2) \( \text{rank}_+\left(T_\alpha\right) = (d + 1)/2, \text{rank}_-\left(T_\alpha\right) = (d - 1)/2; \)
(3) \( \text{rank}_+\left(T_\alpha\right) = (d - 1)/2, \text{rank}_-\left(T_\alpha\right) = (d + 1)/2. \)
In all three cases we see that \( \text{rank}\left(T_\alpha\right) \geq (d - 1)/2, \) and thus \( C_\tau \) is \( (S^G, S) \)-informationally complete for \( t = (d - 1)/2 - 1 \) by theorem 1. Moreover, choosing \( T_\alpha \) as in item (1), by the same theorem we see that \( C_\tau \) is not \( (S^G, S^G) \)-informationally complete for \( t = (d - 1)/2. \)

We remark that if the dimension \( d \) is not an odd prime, then in the case \( \#Z(\tau) = 2 \) the observable \( C_\tau \) need not be \( (S^1, S^1) \)-informationally complete. Indeed, fix \( d = 4 \) and let \( Z(\tau) = \{(0, 1), (0, 3)\}. \) Then
\[
\mathcal{R}(C_\tau)^\perp = \{\alpha W(0, 1) + \beta W(0, 3) \mid \alpha, \beta \in \mathbb{C}\} \cap \mathcal{L}_s(\mathcal{H}),
\]
and the elements of \( \mathcal{R}(C_\tau)^\perp \) are thus
\[
A(\alpha) = \begin{pmatrix}
\alpha + \overline{\alpha} & 0 & 0 & 0 \\
0 & i(\alpha - \overline{\alpha}) & 0 & 0 \\
0 & 0 & -(\alpha + \overline{\alpha}) & 0 \\
0 & 0 & 0 & -i(\alpha - \overline{\alpha})
\end{pmatrix}, \quad \alpha \in \mathbb{C}.
\]
Now, for instance any \( \alpha \in \mathbb{R}, \alpha \neq 0, \) will give rank \( A(\alpha) = 2 \) which implies that \( C_\tau \) is not \( (S^1, S^1) \)-informationally complete by corollary 2.

As a final result concerning the finite-dimensional phase space, we show that there is an upper bound on the size of the zero set after which the observable fails to be even \( (S^1, S^1) \)-informationally complete.

**Proposition 18.** Let \( d \geq 4 \) and denote by \( \alpha \) the number of 1s in the binary expansion of \( d - 1. \) If

(a) \( \#Z(\tau) \geq (d - 2)^2 + 2\alpha - 1, \) or

(b) \( \#Z(\tau) \geq (d - 2)^2 + 2\alpha - 3, \) \( d \) is odd and \( \alpha = 3 \mod 4, \) or

(c) \( \#Z(\tau) \geq (d - 2)^2 + 2\alpha - 2, \) \( d \) is odd and \( \alpha = 2 \mod 4, \)

then \( C_\tau \) is not \( (S^1, S^1) \)-informationally complete.

**Proof.** If \( \#Z(\tau) \) is as in the statement, then by (12) we have
\[
\dim \mathcal{R}(C_\tau) \leq \begin{cases}
4d - 3 - 2\alpha & \text{in case (a)} \\
4d - 1 - 2\alpha & \text{in case (b)} \\
4d - 2 - 2\alpha & \text{in case (c)}.
\end{cases}
\]
and \( C_\tau \) is not \( (S^1, S^1) \)-informationally complete by [6, theorem 6]. \( \square \)

6.3. **Infinite dimension**

Let \( \hat{G} = \mathbb{R}^n, \) with dual group \( \hat{\hat{G}} = \mathbb{R}^n, \) pairing \( \langle \xi, x \rangle = e^{i\xi x} \) and Haar measures on \( G \) and \( \hat{G} \) coinciding with \((2\pi)^{-d/2} \times \) the Lebesgue measure. Then, the Weyl map acts on the Hilbert space \( \mathcal{H} = L^2(\mathbb{R}^n) \) and is given by \( W(x, \xi) = e^{-ix\xi} e^{i\xi \xi} \) for all \( x, \xi \in \mathbb{R}^n, \) where \( Q \) and \( P \) are the usual \( n \)-dimensional position and momentum operators. In this case, by (10) it is the support of \( \hat{\tau} \) that is relevant for \( \mathcal{R}(C_\tau). \) The characterization of the possible supports is a difficult task, but for the possible zero sets \( Z(\tau) \) this can be done.
Proposition 19. For any state $\tau \in \mathcal{S}$, $Z(\tau)$ is a closed set such that $-Z(\tau) = Z(\tau)$ and $(0, 0) \notin Z(\tau)$. Conversely, if $X \subseteq \mathbb{R}^{2n}$ is a closed set such that $-X = X$ and $(0, 0) \notin X$, then there exists a state $\tau \in \mathcal{S}$ such that $Z(\tau) = X$.

Proof. We already remarked that $Z(\tau)$ is closed and symmetric, and $\text{tr}[\tau] > 0$ implies $(0, 0) \notin Z(\tau)$. In order to prove the converse statement, suppose first that $X = \emptyset$. Choosing $\psi(x) = \pi^{-n/4} e^{-|x|^2/2}$ and defining $\tau = |\psi\rangle \langle \psi|$, it is easy to check that $Z(\tau) = \emptyset$. Now let $X \subseteq \mathbb{R}^{2n}$ be a closed nonempty set such that $-X = X$ and $(0, 0) \notin X$. By [26], there exists a probability measure $\mu : \mathcal{B}(\mathbb{R}^{2n}) \rightarrow [0, 1]$ such that

$$\mu(x, \xi) = 0 \quad \text{if and only if} \quad (x, \xi) \in X.$$ 

Let $\tau_0 \in \mathcal{S}$ be such that $\tau_0(x, \xi) \neq 0$ for all $(x, \xi) \in \mathbb{R}^{2n}$, and define

$$\tau = \int W(x, \xi) \tau_0 W(x, \xi)^* \, d\mu(x, \xi).$$

Then $\tau$ is positive, nonzero, and satisfies $\tau(x, \xi) = \widehat{\mu}(x, \xi) \tau_0(x, \xi) \equiv 0$ if and only if $(x, \xi) \in X$. $\square$

In the finite-dimensional setting we saw that the cardinality $\#Z(\tau)$ provides a natural way to characterize the state determination properties of the corresponding observables. In particular, observables having a small zero set are able to perform more tasks than those having larger zero sets. We see from the next proposition that in the infinite-dimensional case a similar natural property is the compactness of the set.

Proposition 20.

(a) $\text{supp} \, \widehat{\tau} = \mathbb{R}^{2n}$ if and only if $\mathcal{C}_r$ is informationally complete.

(b) If $Z(\tau)$ is compact, then $\mathcal{C}_r$ is $(S^m, S^m)$-informationally complete.

(c) If $\text{supp} \, \widehat{\tau}$ is compact, then $\mathcal{C}_r$ is not $(S^1, S^1)$-informationally complete.

(d) If neither $Z(\tau)$ nor $\text{supp} \, \widehat{\tau}$ is compact, then $\mathcal{C}_r$ may or may not be $(S^1, S^1)$-informationally complete.

Proof. Part (a) is just a restatement of proposition 12.

Suppose then that $Z(\tau)$ is compact. By [27, theorem 2.2], any $S \in \mathcal{T}_r(\mathcal{H})$ such that $\widehat{S}$ is compactly supported, is necessarily of infinite rank. In particular, by (11) and compactness of $Z(\tau)$ every $S \in \mathcal{R}(\mathcal{C}_r)^+$ has rank, $(S) = \infty$. Item (b) then follows from theorem 2(a).

Assume next that $\text{supp} \, \widehat{\tau}$ is compact and let $R > 0$ be such that $\text{supp} \, \widehat{\tau} \subseteq B_R^R = \{(x, \xi) \in \mathbb{R}^{2n} : \|x\|^2 + \|\xi\|^2 < R^2\}$. Let $x_0 \in \mathbb{R}^n$ be such that $\|x_0\| = 2R$, and denote $X = x_0 + B_R^R = \{x \in \mathbb{R}^n : \|x - x_0\|^2 < (R/4)^2\}$. Now define the unit vectors

$$\psi_{\pm} = C(\chi \pm \chi_X)$$

where $\chi_X$ denotes the characteristic function of the set $X$ and $C$ is the normalization constant. If $(x, \xi) \in \text{supp} \, \widehat{\tau}$, then $\|x\| < R$ and we have

$$\langle \chi_{-X}|W(x, \xi)\chi_X\rangle = \langle \chi_X|W(x, \xi)\chi_{-X}\rangle = e^{-i\xi \cdot x} \int e^{i\xi \cdot z}\chi_X(z - x) \, dz = 0.$$ 

Therefore, if $\varrho_{\pm} = |\psi_{\pm}\rangle \langle \psi_{\pm}|$, then for $(x, \xi) \in \text{supp} \, \widehat{\tau}$ we have

$$\varrho_{\pm}(x, \xi) = |C|^2(\langle \chi_X|W(x, \xi)\chi_X\rangle + \langle \chi_{-X}|W(x, \xi)\chi_{-X}\rangle),$$

hence

$$\varrho_{+}(x, \xi) - \varrho_{-}(x, \xi) = 0.$$ 

By (11), $\varrho_{+} - \varrho_{-} \in \mathcal{R}(\mathcal{C}_r)^{\perp}$, hence (c) holds by proposition 2.
For part (d) we will give two examples in the case $n = 1$. For the first one, let $R > 0$ and choose $Z(\tau) = (-6R, -R] \cup [R, 6R]) \times \mathbb{R}$. Then a similar argument as before shows that $\varrho^+ - \varrho^- \in \mathcal{R}(C, \gamma)$, hence $C_\tau$ is not $(S^1, S^1)$-informationally complete by proposition 2. For the second example, we refer to [23, proposition 9] where the authors constructed a state $\tau$ such that $Z(\tau)$ is nowhere dense but of infinite Lebesgue measure. In other words, $C_\tau$ is informationally complete but neither $Z(\tau)$ nor $\text{supp} \hat{\tau}$ is compact. □

6.4. An application: noisy measurements

In any realistic measurement one needs to take into account the effect of noise originating from various imperfections in the measurement setup. This typically results in a smearing of the measurement outcome distribution which appears in the form of a convolution: if $\varrho C_\tau_0$ is the probability distribution corresponding to the ideal measurement of $C_\tau_0$, the actually measured distribution is $\mu * \varrho C_\tau_0$ for some probability measure $\mu$ modelling the noise. The convolution does not affect the covariance properties of the observable and hence the general structure of the observable remains the same. That is, the actually measured observable is a covariant phase space observable $C_\tau$ with the smeared fiducial state

$$\tau = \int W(x, \xi) \tau_0 W(x, \xi)^* d\mu(x, \xi).$$

The inverse Weyl transform of $\tau$ now gives $\hat{\tau}(x, \xi) = \hat{\mu}(x, \xi) \tau_0(x, \xi)$. In particular, we have $Z(\tau) = Z(\mu) \cup Z(\tau_0)$ where we have defined analogously $Z(\mu) = \{(x, \xi) \in G \times \hat{G} | \hat{\mu}(x, \xi) = 0\}$.

Consider next the special case where $Z(\tau_0) = \emptyset$ so that $C_\tau_0$ is informationally complete. For instance, one may think of the measurement of the Husimi $Q$-function of a state, in which case $\mathcal{H} = L^2(\mathbb{R})$ and $\tau_0 = |\psi_0\rangle \langle \psi_0|$ is the vacuum, i.e., the ground state of the harmonic oscillator $\psi_0(x) = \frac{\pi^{-1/4}}{\sqrt{\pi}} e^{-x^2/2}$. Now the overall observable’s ability to perform any state determination task is completely determined by the support of $\hat{\mu}$. In the specific example with the $Q$-function we immediately see, e.g., that any Gaussian noise has no effect on the success of the task at hand. However, from proposition 20 we know that any $\mu$ with $\text{supp} \hat{\mu} \neq \mathbb{R}^2$ but with compact $Z(\mu)$ results in an observable which is not informationally complete but still allows one to determine any finite rank state under the premise that the rank is bounded by some arbitrarily high finite number $p$. Finally, if $\text{supp} \hat{\mu}$ is compact, then even the simplest task of determining pure states among pure states fails.

Acknowledgments

TH acknowledges financial support from the Academy of Finland (grant no 138135). JS and AT acknowledge financial support of the Italian Ministry of Education, University and Research (FIRB project RBFR10COAQ).

References

[1] Vogel K and Risken H 1989 Determination of quasiprobability distributions in terms of probability distributions for the rotated quadrature phase Phys. Rev. A 40 2847–9
[2] Smithey D T, Beck M, Raymer M G and Faridina A 1993 Measurement of the Wigner distribution and the density matrix of a light mode using optical homodyne tomography: application to squeezed states and the vacuum Phys. Rev. Lett. 70 1244–7
[3] Kiukas J and Schultz J 2013 Informationally complete sets of Gaussian measurements J. Phys. A: Math. Theor. 46 485303
[4] Leonhardt U and Munroe M 1996 Number of phases required to determine a quantum state in optical homodyne tomography Phys. Rev. A 54 3682–4
[5] Prugovečki E 1977 Information-theoretical aspects of quantum measurements Int. J. Theor. Phys. 16 321–31
[6] Heinosaari T, Mazzarella L and Wolf M M 2013 Quantum tomography under prior information Commun. Math. Phys. 318 355–74
[7] Paulsen V 2003 Completely Bounded Maps and Operator Algebras (Cambridge: Cambridge University Press)
[8] Stulpe W 1997 Classical Representations of Quantum Mechanics Related to Statistically Complete Observables (Berlin: Wissenschaft und Technik Verlag)
[9] Conway J B 1990 A Course in Functional Analysis 2nd edn (Berlin: Springer)
[10] Busch P 1991 Informationally complete sets of physical quantities Int. J. Theor. Phys. 30 1217–27
[11] Singer M and Stulpe W 1992 Phase-space representations of general statistical physical theories J. Math. Phys. 33 131–42
[12] Simon B 2005 Trace Ideals and their Applications (Mathematical Surveys and Monographs vol 120) 2nd edn (Providence, RI: American Mathematical Society)
[13] Cubitt T, Montanaro A and Winter A 2008 On the dimension of subspaces with bounded Schmidt rank J. Math. Phys. 49 022107
[14] Chen J, Dawkins H, Ji Z, Johnston N, Kribs D, Shultz F and Zeng B 2013 Uniqueness of quantum states compatible with given measurement results Phys. Rev. A 88 012109
[15] Adams J F, Lax P D and Phillips R S 1965 On matrices whose real linear combinations are nonsingular Proc. Am. Math. Soc. 16 318–22
[16] Adams J F, Lax P D and Phillips R S 1966 Proc. Am. Math. Soc. 17 945–7 (erratum)
[17] Silvester J R 2000 Determinants of block matrices Math. Gaz. 84 460–7
[18] Werner R 1984 Quantum harmonic analysis on phase space J. Math. Phys. 25 1404–11
[19] Gröchenig K 1998 Aspects of Gabor analysis on locally compact abelian groups Gabor Analysis and Algorithms (Applied and Numerical Harmonic Analysis) (Boston, MA: Birkhäuser Boston) pp 211–31
[20] Kiukas J, Schultz J and Werner R F Quantum harmonic analysis on locally compact abelian groups in preparation
[21] Carmeli C, Cassinelli G, De Vito E, Toigo A and Vacchini B 2004 A complete characterization of phase space measurements J. Phys. A: Math. Gen. 37 5057–66
[22] Holevo A.S. 1982 Probabilistic and Statistical Aspects of Quantum Theory (Amsterdam: North-Holland)
[23] Toigo A 2005 Positive operator measures, generalised imprimitivity theorem, and their applications PhD Thesis Università di Genova, Genova arXiv:math-ph/0505080
[24] Kiukas J, Lahti P, Schultz J and Werner R F 2012 Characterization of informational completeness for covariant phase space observables J. Math. Phys. 53
[25] Folland G B 1995 A Course in Abstract Harmonic Analysis (Boca Raton, FL: CRC Press)
[26] Carmeli C, Heinosaari T and Toigo A in preparation
[27] Rubin H and Sellke T M 2004 Zeroes of infinitely differentiable characteristic functions A Festschrift for Herman Rubin (IMS Lecture Notes Monograph Series vol 45) (Beachwood, OH: Institute of Mathematical Statistics) pp 164–70
[28] Narayanan E K and Ratnakumar P K 2010 Benedicks’ theorem for the Heisenberg group Proc. Am. Math. Soc. 138 2135–40