A multiscale approach to predict the binding mode of metallo beta-lactamase inhibitors
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Abstract
Antibiotic resistance is a major threat to global public health. β-lactamases, which catalyze breakdown of β-lactam antibiotics, are a principal cause. Metallo β-lactamases (MBLs) represent a particular challenge because they hydrolyze almost all β-lactams and to date no MBL inhibitor has been approved for clinical use. Molecular simulations can aid drug discovery, for example, predicting inhibitor complexes, but empirical molecular mechanics (MM) methods often perform poorly for metalloproteins. Here we present a multiscale approach to model thiol inhibitor binding to IMP-1, a clinically important MBL containing two catalytic zinc ions, and predict the binding mode of a 2-mercaptomethyl thiazolidine (MMTZ) inhibitor. Inhibitors were first docked into the IMP-1 active site, testing different docking programs and scoring functions on multiple crystal structures. Complexes were then subjected to molecular dynamics (MD) simulations and subsequently refined through QM/MM optimization with a density functional theory (DFT) method, B3LYP/6-31G(d), increasing the accuracy of the method with successive steps. This workflow was tested on two IMP-1: MMTZ complexes, for which it reproduced crystallographically observed binding, and applied to predict the binding mode of a third MMTZ inhibitor for which a complex structure was crystallographically intractable. We also tested a 12-6-4 nonbonded interaction model in MD simulations and optimization with a SCC-DFTB QM/MM approach. The results show the limitations of empirical models for treating these systems and indicate the need for higher level calculations, for example, DFT/MM, for reliable structural predictions. This study demonstrates a reliable computational pipeline that can be applied to inhibitor design for MBLs and other zinc-metalloenzyme systems.
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INTRODUCTION

The spread of antimicrobial resistance (AMR) threatens our capability to treat infectious disease. Microorganisms have developed several resistance mechanisms including efflux pump production, target alteration, decreased drug uptake and drug inactivation. The latter mechanism is one of the most important and is most often seen in the form of the hydrolysis of β-lactam antibiotics, catalyzed by serine-β-lactamases (SBLs) and metallo-β-lactamases (MBLs). One effective strategy to overcome this resistance mechanism is to inhibit β-lactamases. However, while for the SBLs several compounds of different classes have already been approved for clinical use, no MBL inhibitor has yet been approved.

MBLs can be divided into three subclasses: B1, B2, and B3, with B1 as the most clinically significant because they catalyze the hydrolysis of a broad spectrum of β-lactams and several family members, notably the NDM, IMP and VIM enzymes, are disseminating among Gram-negative bacterial pathogens (e.g., Escherichia coli, Pseudomonas aeruginosa) on mobile genetic elements. MBLs contain two catalytic zinc ions within the active site which participate in the reaction mechanism by coordinating the substrate and activating a bound water/hydroxide molecule to undergo nucleophilic attack upon the carbonyl carbon of the scissile amide (Figure 1). Thus, efforts have been made to design inhibitors that coordinate one or both the zinc ions and compete with substrate for binding to the active site, which could potentially be co-administered with β-lactams to restore their efficacy against MBL-producing strains.

In silico drug discovery to identify MBL inhibitors is more challenging than for SBLs because of the presence of zinc ions. Zinc ions possess d orbitals that participate in chemical bonding and, compared to s or p orbitals, have more complicated shapes. Furthermore, zinc ions can have multiple coordination numbers and different coordination geometries. In molecular mechanics (MM) approaches, metal ions are often represented only as point charges with van der Waals geometries. Polarizable force fields include terms to account for the polarization effect, but so far are computationally expensive. Finally, in typical MM nonbonded approaches, interactions are evaluated by the sum of the Coulomb and Lennard-Jones terms (Equation 1). However, this type of simple model tends to underestimate the strength of the coordination, and does not represent coordination geometry preferences and other electronic effects. For this reason, other nonbonded interaction models have been proposed, such as the restrained nonbonded model or the LJ12-6-4 model (Equation 2), which has been tested for both Mg2+ and Zn2+ ions and contains an r−4 term that is included to describe the ion-induced dipole interaction.

\[
U_{ij}(r_{ij}) = \frac{Q_i Q_j}{r_{ij}} + \frac{C_{12}^i}{r_{ij}^{12}} + \frac{C_{6}^i}{r_{ij}^{6}} \tag{1}
\]

\[
U_{ij}(r_{ij}) = \frac{Q_i Q_j}{r_{ij}} - \frac{C_4^i}{r_{ij}^4} + \frac{C_{12}^i}{r_{ij}^{12}} + \frac{C_{6}^i}{r_{ij}^{6}} \tag{2}
\]

In this study, we investigate the binding of inhibitors to imipenemase (IMP)-1, a B1 MBL that is frequently found on mobile genetic elements that facilitate its spread through bacteria. The primary host, Pseudomonas aeruginosa, is a Gram-negative

![Figure 1](image-url) Possible mechanism of β-lactam ring hydrolysis by subclass B1 metallo-β-lactamases. (A) Reaction initiates with coordination of the zinc ions by the β-lactam (carbapenem shown here), with a hydroxide ion bridging the two metal ions. (B) The carbonyl carbon of the β-lactam ring undergoes nucleophilic attack by the hydroxide ion, leading to formation of a transient tetrahedral species; (C) cleavage of the C–N bond leads to the accumulation of an anionic intermediate; and (D) this may be resolved by protonation of the nitrogen.
bacterial pathogen responsible for a variety of opportunistic infections of immunocompromised patients, and notably associated with infections of burn wounds and the lungs of individuals with cystic fibrosis. In the continued absence of new antibacterial agents with anti-Gram-negative activity, infections by resistant *P. aeruginosa* strains are very difficult to treat. Various compound classes have been investigated as potential MBL inhibitors (as reviewed); we here focus on thiol-containing compounds which exploit the high affinity of zinc for sulfur ligands and have been extensively investigated.

In consequence, relatively extensive structural data exist for complexes of IMP-1 with thiol compounds that may be exploited for development and assessment of approaches to model inhibitor binding. Accordingly, we have developed a multiscale approach to investigate the binding of thiolate anions to IMP-1, in which successive docking, molecular dynamics (MD) and quantum mechanics/molecular mechanics (QM/MM) simulations provide for stepwise refinement of complex models. This has been applied to study a recently characterized series of 2-mercaptomethyl thiazolidine (MMTZ) inhibitors (Figure 2), first successfully replicating two known crystal structures of IMP-1 complexes with two different MMTZs (D-syn-1b and L-anti-1b), and subsequently predicting the mode of binding for a third MMTZ (D-anti-1a) known to inhibit IMP-1 but for which the crystal structure of its complex with the protein could not be obtained. This approach could be applied to design other potential metallo-β-lactamase inhibitors to predict their binding mode and optimize their interactions with enzyme, aiding their development as potential pharmaceutical leads. Moreover, it could also be applied to model other similar metalloprotein systems: an example is represented by di-zinc metalloenzyme human carnosinase CN1, where Pavlin et al. adopted a similar workflow (i.e., docking, MD and DFT/MM) to simulate the binding mode of the substrate carnosine.

2 | MATERIALS AND METHODS

2.1 | Molecular docking

Different docking procedures were tested for crystal structures of IMP-1 (see below) complexed with thiol-containing inhibitors (Figure S1) to find the docking setting that best reproduced their interactions. In each case the inhibitor was modeled and docked as its thiolate anion. The region of the protein included in docking was selected by considering whole residues within a 10 Å radius around the two zinc ions of the IMP-1 active site, which comprises the whole catalytic pocket. Docking with PLANTS (see below) applied distance restraints between the sulfur atom of the ligand and the zinc ions with a weight of −7.5 kcal/mol, and a maximal and minimal distance of 3 and 1.30 Å, respectively. A σ value of 5 was applied to increase the number of search iterations of the ant colony optimization (ACO) algorithm and 10 000 clusters were produced, using the ChemPLP scoring function and the speed option equal to 1. Furthermore, we tested both the flexible (designated Opt1) and rigid (Opt2, Opt3) binding pocket, and we also included the water molecules present in the binding site of the crystal structures (Opt3). In Opt1 the side chains of Val31, Phe51, Lys161, Leu165, Asn167, Asp170, Trp176, and Ser198 were treated as flexible. For docking with AutoDock Vina, we considered the binding pocket as rigid and tested the procedure with and without crystallographic water molecules (Opt5 and Opt4, respectively). Other parameters used in the AutoDock Vina docking are given in the Supporting Information (Figure S2). The results of docking experiments were evaluated by computing RMSD values between binding poses identified by docking and the corresponding crystal structure.

2.2 | Molecular dynamics simulations

Amber was used for MD simulations. Complexes derived from docking were solvated in a box of TIP3P water molecules, with 10 Å between the protein and the edges of the box. The systems were neutralized with Na+ and Cl− ions at an ionic concentration of 0.15 M, and periodic boundary conditions were applied using the particle-mesh Ewald method for long range electrostatics. A cutoff of 8 Å was chosen for the evaluation of the nonbonded interactions. The energy output and the frames of the trajectories were printed every 2 ps. The ligands were prepared in Antechamber with AM1-BCC charges and GAFF as force field, for which benchmarking in agreement with quantum calculation has been reported, while the protein was parameterized using the ff14SB force field. Given the challenges associated with evaluating the interactions between the zinc ions and their coordinating atoms, we tested two different nonbonded models. First, the restrained nonbonded model (LJ12-6-R), which combines a

![Figure 2](image_url) Structures of 2-mercaptomethylthiazolidine (MMTZ) inhibitors (A) D-syn-1b, (B) L-anti-1b, and (C) D-anti-1a. Note, the thiolate anion is drawn.
nonbonded model (Equation 1) with distance restraints of 30 kcal/mol Å between the two zinc ions and their coordinating protein atoms (Figure S3), and equilibrium distances as in the respective crystal structures (PDB ids 6ZYS for D-syn-1b and 6ZYR for L-anti-1b, respectively) (Table 1). Second, a 12-6-4 nonbonded model (LJ12-6-4) (Equation 2) in which an extra term is added to the Lennard-Jones equation to represent the charge-induced dipole interaction, and for which no distance restraints were applied.

We applied the SHAKE algorithm and a time step of 2 fs. The simulation protocol included energy minimization of the hydrogen atoms followed by minimization of the water molecules, and finally of the whole complexes, using 100 steps of steepest descent and 2900 steps of the conjugate gradient algorithm. The system was then heated to 300 K using the Langevin thermostat for 20 ps. Equilibration was performed at a pressure of 1 atm with the Berendsen barostat for 240 ps. Finally, we computed the production run using the NVT ensemble over 100 ns.

2.3 | QM/MM optimization

For QM/MM calculations we tested an approximate DFT-based method, SCC-DFTB (self-consistent charge-density functional tight binding, abbreviated here as DFTB, in particular DFTB3 that is a third order expansion of DFTB) and a DFT method. The latter originates from the Kohn–Sham formulation. SCC-DFTB is in turn derived from DFT by approximation and parameterization of multicenter electron integrals, resulting in a significant increase in speed of calculation at the expense of accuracy. The SCC-DFTB/MM geometry optimization was performed with DFTB3 for the QM region and the ff14SB force field for the MM region using Amber. DFT QM/MM optimization was carried out using ChemShell, which combines MM and QM software: in detail, the MM portion of the system was handled by DL-Poly using the Amber ff14SB force field, while Gaussian09 handled the QM portion, with electrostatic embedding. In both DFT/MM and DFTB3/MM optimizations, the QM region was defined as the zinc ions, the ligand, any water molecule coordinated to the zinc ions, the side chains of the zinc coordinating residues (His77, His79, Asp81, His139, Cys158, Lys161, and His197), and the side chain of the conserved residue Lys161 that interacts with the ligands (Figure S4). In the DFT optimization, a sphere of 8 Å around the QM region was considered as the active portion, while the remaining residues were fixed to decrease the computational cost. For the QM portion, we tested both the B3LYP and PBE0 hybrid functionals with the 6-31G(d) basis set and the DFT-D2 Grimme dispersion correction, which can be important for predicting accurate structures. We considered the zinc ions as closed shells. Covalent C-C bonds between the MM and the QM regions were capped with hydrogen atoms.

3 | RESULTS

3.1 | Method validation

We envisaged a workflow for developing models of IMP complexes with thiol-based inhibitors that involved successive steps (docking, MD, QM/MM), of higher levels of theory, to improve the accuracy of the final model. As described in Methods, for each step we tested multiple settings, in order to find the best combination to describe the structure and interactions with the metal ions.

We first tested docking options and scoring functions for thiol-containing inhibitors (Table 1). Molecular docking predicts the binding mode of a ligand to a target molecule, usually a receptor or an enzyme. The resulting poses are generated by the combination of the conformational sampling algorithm, which explores the conformers of the ligand, and the scoring function that ranks those poses. When metal ions are included in the docking region, the scoring function needs to address a further level of complexity that can lead to the failure of the prediction of the correct binding mode. We tested two docking tools that use two different search algorithms: the ant colony optimization (ACO) and the genetic algorithm (GA), namely PLANTS and AutoDock Vina respectively. Moreover, these docking tools apply different scoring functions: ChemPLP from PLANTS derives from the combination of ChemScore and Piecewise Linear Potential (PLP) and includes a specific term to evaluate the coordination interaction, while the AutoDock Vina Energy was calculated from the AutoDock4 scoring function and does not include specific terms for metal coordination. Both these tools were tested with different settings in order to determine the setup that most reliably reproduced the crystal structures of protein-ligand complexes.

| Table 1 | Distance restraints of the LJ12-6-R model |
|---|---|---|---|---|
| Residue number | Residue name | Atom name | Zinc ion | Distance |
| 139 | His | NE2 | ZN1 | 2.1 |
| 77 | His | NE2 | ZN1 | 2.1 |
| 79 | His | ND1 | ZN1 | 2.0 |
| 81 | Asp | OD2 | ZN2 | 2.0 |
| 197 | His | NE2 | ZN2 | 2.1 |
| 158 | Cys | SG | ZN2 | 2.3 |

Note: Equilibrium distances of the restrained nonbonded model between the zinc ions and the protein coordinating atoms are reported in Å.
Literature and database searches identified crystal structures of IMP complexes with seven different thiols (Figure S1), to which we added our own recently determined structures of IMP complexes with two different MMTZ stereoisomers/diastereomers. These nine thiol-based inhibitors were modeled as their thiolate anions and redocked into the corresponding (ligand-free) IMP-1 crystal structures using either PLANTS or AutoDock Vina and alternative treatments for the protein binding pocket, with the aim of obtaining an average ligand RMSD to the experimental crystal structure of <2 Å. Table 2 reports the RMSD values computed for the docking poses with the best score (i.e., lowest energy). RMSD values for the 20 best docking poses (numbered in order of increasing energy) for each docking protocol (from Opt1 to Opt5) are reported in Figure S5. While there is no clear correlation between RMSD values and energy/rank order of a specific pose, in general the first (lowest energy) pose is associated with RMSD values that are at or close to the lowest in the set. Our data (Table 2) show that using flexible side chains in the binding pocket (Opt1) resulted in relatively high RMSD values (mean RMSD 4.47 Å). Indeed, lower RMSD values were generally obtained using a rigid binding pocket (Opt2, Opt4), and these further improved (for six out of nine thiolate ligands) when PLANTS was used with crystallographic water molecules added to the binding pocket (Opt3). This highlights the important role of interactions involving the water network in the binding sites of ligands. However, with one exception (PDB id: 2DOO), improvement was generally not observed when AutoDock Vina was used with water molecules included. Comparing the average RMSD values (2.74 Å) we identified the Opt3 approach as providing the best results, with six out of nine ligands reaching the target RMSD of <2 Å with respect to the crystal structure. Redocking of the mercaptopropionamide ligand to 2DOO was significantly worse, probably due to the large size and flexibility of the ligand compared to the others tested here, but also to the low resolution of the crystal structure, and it performed poorly in all the docking settings.

**Table 2** RMSD values of the ligands between the crystal structure and redocked pose

| IMP-1 PDB Code | Resolution (Å) | Inhibitor | PLANTS Opt1a | PLANTS Opt2b | PLANTS Opt3c | AutoDock Vina Opt4d | AutoDock Vina Opt5e |
|----------------|----------------|-----------|--------------|--------------|--------------|--------------------|--------------------|
| 6ZYR39         | 1.87           | MMTZ (L-anti-1b) | 5.56 | 4.27 | 1.91 | 4.1 | 4.25 |
| 6ZYS39         | 1.87           | MMTZ (D-syn-1b) | 4.74 | 3.49 | 4.57 | 4.25 | 4.32 |
| 1DD658         | 2              | Mercaptocarboxylate | 9.46 | 2.34 | 1.7  | 4.17 | 4.58 |
| 1VGN59         | 2.63           | Ethanethiolate | 8.41 | 2.94 | 2.94 | 5.24 | 5.18 |
| 2DOO60         | 2.43           | Mercaptopropionamide | 4.39 | 4.3  | 7.68 | 11.08 | 5.1 |
| 4ClF38         | 2.01           | L-captopril    | 2.13 | 5.18 | 1.18 | 3.91 | 3.91 |
| 4ClG38         | 1.71           | D-captopril    | 2.01 | 2.07 | 1.73 | 4.46 | 4.46 |
| 5EV861         | 2.3            | D-bithiazolidine | 2.13 | 1.09 | 1.63 | 3.52 | 3.52 |
| 5EWA61         | 2.3            | L-bithiazolidine | 1.37 | 1.23 | 1.29 | 2.94 | 2.95 |
| Mean RMSD      |                |             | 4.47 | 2.99 | 2.74 | 4.85 | 4.25 |
| Mean RMSD excluding 2DOO | | | 4.48 | 2.83 | 2.12 | 4.07 | 4.15 |

Note: All the RMSD values are reported in Å.
aOpt1: S-Zn distance restraints, flexible binding pocket.
bOpt2: S-Zn distance restraints, rigid binding pocket.
cOpt3: S-Zn distance restraints, rigid binding pocket, crystallographic water molecules.
dOpt4: rigid binding pocket.
eOpt5: rigid binding pocket, crystallographic water molecules.

**Table 3** Average RMSD (Å) between the crystal structures of L-anti-1b and D-syn-1b complexes, MD simulated (upper panel) and B3LYP/6-31G(d)/MM optimized complexes (lower panel)

| MD model | D-syn-1b | L-anti-1b |
|----------|----------|-----------|
| Binding-sitea |          | L12-6-R | 1.9 ± 0.7 | 1.8 ± 0.3 |
|           | L12-6-4 | 1.2 ± 0.3 | 1.6 ± 0.2 |
| Ligand   |          | L12-6-R | 1.1 ± 0.2 | 1.2 ± 0.2 |
|           | L12-6-4 | 1.2 ± 0.1 | 1.2 ± 0.1 |
| QM/MM optimization |          | From L12-6-R | 1.3 | 1.2 |
| Binding-sitea |          | From L12-6-4 | 1.2 | 1.4 |
| Ligand   |          | From L12-6-R | 0.7 | 1.4 |
|           |         | From L12-6-4 | 1.1 | 1.3 |

aBinding site residues: Glu23, Val25, Trp28, Val31, Phe51, Ala53, His77, His79, Ser80, Asp81, His139, Thr140, Cys158, Lys161, Gly166, Asn167, Ser196, His197, HO2, ZN1, ZN2.
The results of the best docking runs (Opt3) for the two MMTZ compounds for which complex structures were available were then subjected to molecular dynamics (MD) simulations to improve the quality of the models obtained. These were run using either the restrained nonbonded (LJ12-6-R) model or the LJ12-6-4 model; averaged RMSD values for the production run frames are reported in Table 3. In the two MD simulations the average RMSD values (compared to crystal structures) of the binding site residues for the LJ12-6-4 model are consistently lower than those for the LJ12-6-R, although in the latter the inhibitor RMSD is slightly smaller, suggesting slightly greater stability of the complex. In general, for both treatments, the difference in coordination bond lengths compared to the crystal structure is small (Figure 3).

In the crystal structures of both MMTZ complexes the two zinc ions are each in a tetrahedral geometry, with the first (ZN1) coordinated by three histidine residues (His77, His79, His139) and by the thiol moiety of the inhibitor, while the second (ZN2) is coordinated by Cys158, Asp81, His197, and by the inhibitor thiol, which, as in other crystallographic complexes of IMP-1 with thiol-based inhibitors, replaces the zinc-bridging hydroxide present in unliganded structures. However, during MD simulations using either model, the coordination number of the zinc ions tends to increase, through addition of extra water molecules, up to a limit of six. This tendency is enhanced when the LJ12-6-4 model is used. It is worth noting that in general the distance between the two zinc ions did not change significantly (i.e., the largest difference was 0.77 Å, found in the L-anti-1b LJ12-6-4 simulation).

Finally, we refined the inhibitor complex models with QM/MM geometry optimization. In the refinement step we tried two different methods: DFTB3 and DFT, and in the latter tested two functionals (B3LYP and PBE0). The DFTB3/MM method was tested to establish whether it could improve structures from MM MD (e.g., whether it would decrease the RMSD and recover the tetrahedral geometry of the zinc ions that was observed in the crystal structures). Thus, the complexes underwent a DFTB3/MM geometry optimization. We found no or only slight improvement in RMSD values (a decrease of 0.43 Å in the RMSD of the binding site in D-syn-1b) (Table S1, Figure S6), but the geometry of the zinc ions was not recovered: they remained octahedrally coordinated (Figure S7), even if DFTB3 was parameterized considering tetrahedral zinc-proteins as well. Accordingly, DFTB3/MM was applied for other zinc tetrahedral complexes, but with further refinement with DFT.

DFT methods were then employed to provide a more accurate description of the metal ions, with application of the hybrid functionals B3LYP and PBE0 which are commonly used in QM/MM studies of zinc-containing proteins. Both functionals gave similar results: there are only very small differences between calculations carried out with the two functionals (Tables 3 and S1). We present the results obtained with the B3LYP/MM treatment. Final RMSD values, with respect to the experimental crystal structures, are reported in Table 3. Compared to MD treatments, with QM/MM optimization the RMSD values decreased, in particular when starting from the last frame of the LJ12-6-R MD simulation. Moreover, in this case, the zinc coordination distances after DFT/MM optimization are almost identical to those measured in the crystal structure (Figure 4) and the additional zinc-coordinating water molecules that were introduced during MD simulations moved away from the zinc ion, with the result that the starting (crystallographic) coordination geometry was restored. In contrast, in DFT/MM calculations starting from the last frame of the MD simulation using the LJ12-6-4 model, the zinc ions remain in the octahedral geometry. The distance between the two zinc ions also changed significantly using the LJ12-6-4 model, and the QM/MM optimization was unable to relocate the two ions at the correct separation distance. This demonstrates the need to apply restraints in MM MD simulations to maintain active site structure and metal ion coordination.

The results indicate that QM/MM optimization of MD simulations, carried out using the LJ12-6-R model, leads to restoration of the inhibitor binding mode observed in the crystal structure, with correct coordination geometry of the zinc ions. This approach
successfully replicates the crystallographically observed binding modes of both D-syn-1b and L-anti-1b.

3.2 Prediction of D-anti-1a MMTZ inhibitor binding mode to IMP-1

Previous study identified that a range of MMTZs, including, but not limited to, D-syn-1b and L-anti-1b, act as micromolar inhibitors of IMP-1. However, in some cases crystal structures of inhibitor complexes with IMP-1 could not be obtained, even though biochemical data indicated that potency was comparable to that of compounds whose IMP-1 complexes could be structurally characterized. Accordingly, we sought to apply the approach developed here to model interactions of an additional MMTZ inhibitor, D-anti-1a, with IMP-1. D-anti-1a is, respectively, a diastereoisomer and enantiomer of D-syn-1b and L-anti-1b. As it was unclear which of these complexes was likely to better accommodate the binding of D-anti-1a, docking experiments were carried out using IMP-1 conformations derived from both the D-syn-1b and L-anti-1b crystal structures, and subsequent simulations were undertaken in parallel.

Based upon the results above, molecular docking of D-anti-1a into IMP-1 in both conformations (i.e., from the D-syn-1b and L-anti-1b complexes) used the Opt3 approach described above. Figure 5 shows the binding modes obtained using the two crystal structures. The orientations of the D-anti-1a ligand differ significantly between the two models, with the inhibitor carboxylate group oriented towards the Lys161 side chain in the model based upon the D-syn-1b structure.

![Figure 4](image1.png)  
**FIGURE 4** Differences in coordination bond length between crystal structures and B3LYP/6-31G(d) QM/MM optimized complexes. QM/MM optimization started from the last frame of MD simulations using the LJ12-6-R (blue) and the LJ12-6-4 (red) models. A D-syn-1b complex, B L-anti-1b complex. Water molecules coordinating the zinc ions are also reported.

![Figure 5](image2.png)  
**FIGURE 5** Superimposition of docked poses of the MMTZ inhibitor D-anti-1a (gray) on MMTZ complex crystal structures. (A) Docked D-anti-1a (gray) overlaid on D-syn-1b crystal structure (cyan). (B) Docked D-anti-1a (gray) overlaid on L-anti-1b crystal structure (green). Ligands are represented as sticks. The interaction between the ligand carboxylate group and Lys161 is highlighted with a dotted line.
(with a distance of 3 Å between the carboxylate group and the lysine amino group), while in that based upon the L-anti-1b structure the inhibitor thiazolidine core is reoriented ~180° compared to crystal structures and the interaction with Lys161 is lost. Therefore, further simulations tested which of the two conformations generated stable binding of the inhibitor to the IMP-1 active site.

To this end, we analyzed MD simulations on both the modeled structures using both the LJ12-6-R and LJ12-6-4 models. The averaged RMSD values of the binding site of all the MD frames are reported in Table 4. We obtained higher RMSD values (of both the ligand and the binding site) when docking was based on the L-anti-1b structure, suggesting that, in this structure, the protein was not in the optimal conformation to accommodate and establish interactions with D-anti-1a. In contrast, when based on the D-syn-1b structure, lower RMSD values of the binding site were obtained and the ligand remained more stable, with an RMSD along the trajectory that fluctuated around 0.5 Å (Figure S8). These values were little changed after QM/MM optimization using the B3LYP hybrid functional with the 6-31G(d) basis set (Table 4). Inspection of coordination distances (Table S2) showed that interactions of the inhibitor thiolate anion with both zinc ions were maintained under the different simulation conditions, with the exception of simulations starting from the L-anti-1b complex structure using the LJ12-6-R model, where coordination of ZN1 was lost after QM/MM treatment.

As observed for the simulations described above, the use of the LJ12-6-4 model resulted in increased coordination numbers for the active site zinc ions, and B3LYP/6-31G(d)/MM optimization did not restore the tetrahedral coordination geometry present in the crystal structures of either the D-syn-1b or L-anti-1b complexes. Figure 6 illustrates the differences in the coordination bond lengths with respect to the starting crystal structures in simulations using the LJ12-6-R model. During MD simulations based upon both starting structures an additional water molecule (H2O(1)) in Figure 6) coordinates the first zinc ion, changing the original tetrahedral coordination into pentahedral geometry. Moreover, in simulations based upon the L-anti-1b structure, residue Asp81 moved from the starting position and coordinated both zinc ions, which contrasts with the architecture reported in published crystal structures of IMP-1 and its complexes.38-61 Notably, however, after QM/MM optimization of simulations starting from the D-syn-1b structure, the additional water molecule (H2O(1)) that coordinated ZN1 moved away (from 2.1 to 2.5 Å, where we did not consider it to be coordinated), restoring the tetrahedral geometry of ZN1. In contrast, in simulations starting from the L-anti-1b structure, both the additional water molecule (H2O(1)) and Asp81 maintained coordination with ZN1 even after the QM/MM optimization. These results suggest that the structure of the complex obtained from simulations based upon the L-anti-1b structure is

Table 4  RMSD values of the D-anti-1a ligand binding site (Å) compared to L-anti-1b and D-syn-1b crystal structures

|                     | MD model | D-syn-1b crystal structure | L-anti-1b crystal structure |
|---------------------|----------|----------------------------|----------------------------|
| MD simulation       | LJ12-6-R | 1.2 ± 0.2                  | 2.2 ± 0.6                  |
|                     | LJ12-6-4 | 1.4 ± 0.2                  | 1.5 ± 0.1                  |
| QM/MM optimization | From LJ12-6-R | 1.3                      | 2.6                        |
|                     | From LJ12-6-4 | 1.5                        | 1.7                        |

Note: Values were averaged from all frames of MD simulations (upper rows) and the B3LYP/6-31G(d)/MM optimized complexes (lower rows) using the LJ12-6-R and LJ12-6-4 models as indicated.

Figure 6  Differences in coordination bond lengths between crystal structures and modeled complexes of D-anti-1b. Values for models based upon L-anti-1b structure shown in red, values for models based upon D-syn-1b structure are shown in blue. (A) models derived from last frame of the LJ12-6-R MD simulation and (B) models derived from the B3LYP/6-31G(d) QM/MM optimization. H2O(1) is the additional water molecule that coordinates ZN1 (see text)
unlikely to be reliable, given the major changes in the coordination sphere of the metal center. On the other hand, the final complex derived from simulations based upon the D-syn-1b structure is consistent with crystallographically determined coordination distances and geometries for complexes of zinc metalloproteins and other thiol inhibitors reported in the literature.15

Given these data, we considered the final reliable model for D-anti-1a binding to be the complex obtained by using the D-syn-1b structure as the initial template, in which the inhibitor was docked using the Opt3 treatment, and subsequent MD simulation using the LJ12-6-R model and finally B3LYP QM/MM optimization.

The final predicted binding mode for the MMTZ inhibitor D-anti-1a is illustrated in Figure 7, with the thiolate anion coordinating both zinc ions. Notably, the conformation of Trp28 is changed, compared to its position in the crystal structure of the D-syn-1b complex. Conformational flexibility of this residue and the extended loop (sometimes termed the L3 loop) upon which it sits, has been previously described in multiple studies.51,71,72 Furthermore, there is significant movement away from the MMTZ of residues 165–172, part of loop L10, which forms the active site wall with loop L3. This contains Asn167 which weakly interacts with the MMTZ carboxylate in the D-syn-1b crystal structure. Here this interaction is lost, with D-anti-1a instead stabilized through interaction of this carboxylate with the amino group of the Lys161 side chain, that is also part of loop L10.

During the MD simulation rearrangement of the loop L3, which contains Trp28, is observed, as well as of loop L10. This flexibility has been described in other studies and is consistent with the experimental evidence. However, in contrast to the behavior of these loops, the binding site of the enzyme remained stable for the entire trajectory, with average RMSD values below 2 Å. This is clearly evident from inspection of the RMSF values for these systems (Figure S9) in which high RMSF values were obtained for loop L3 (residues 21–32) and loop L10 (residues 162–172), while low values were obtained for the binding site (residues: Phe51, His77, His79, Ser80, Asp81, His139, Thr140, Cys158, Ser196, His197).

4 | DISCUSSION

The drug discovery process often relies upon molecular docking and MD simulations, which can usefully be combined.75–77 However, when considering metalloproteins, docking approaches suffer from important limitations due to the functional forms used to describe interactions of metal ions and related difficulties in their interactions, for which, for example, polarization is important.78 It is well known that scoring functions struggle to correctly rank docking poses in metalloproteins.79,80 Similarly, despite several efforts to develop non-bonded parameters for metal ions,81,82 MD simulations with typical empirical MM forcefields also often fail to maintain protein-ligand complexes with correct metal ion coordination numbers and geometries.24,28,83 We found that the LJ12-6-4 nonbonded model led to changes from the original tetrahedral coordination into an octahedral geometry through addition of water molecules to the coordination spheres of both zinc ions. This incorrect coordination could not be reversed, even with QM/MM calculations. This variability of coordination geometry, which is an important contributor to the versatility and biological activity of metalloprotein zinc centers, thus compromises the stability of models of the binding site, and the reliability of predictions of ligand binding. In this study, we tested workflows to predict the binding mode of thiolate anion-containing inhibitors to metallo β-lactamases, in which the accuracy of the method increases with the application of MD simulations followed by QM/MM modeling, and tested its ability to reproduce inhibitor binding modes seen in crystal structures. The overall approach has potential for application to drug discovery/design for zinc-containing proteins.

The best docking results were achieved by including the crystallographic water molecules, considering the protein as rigid and increasing the contribution of the interaction of the thiolate anion with the zinc ions, through addition of distance restraints to the ChemPLP scoring function.84 This approach underlines the difficulty in producing docking poses in good agreement with experimental structures for these metalloenzymes. Empirical forcefields, current docking methods and even approximate quantum chemical methods fail to provide accurate structural predictions. It is because of these limitations that a rigid active site has to be used for reliable predictions. Inclusion of water molecules is also important. Our aim here was to test current methods and suggest practical routes to predict the structures of
bound complexes. While fully flexible docking would, in principle, be preferable, in practice it produces poor structures, because of the failings of currently available approximate methods. An additional consideration is the continuing challenge of accurately scoring docked structures, with none of the five approaches tested here readily differentiating between docked poses that more or less accurately reproduce the target crystal structures. However, the approach presented here was able to successfully reproduce crystal structures of our two test MMTZ inhibitors, even when, as in the case of D-syn-1b, the RMSD of the initial docked structure was relatively high. Docking methods alone cannot be used reliably to predict structures of bound metalloenzyme structures. Our conclusion is that, at present, reliable prediction of structures is only possible with density functional or high-level ab initio calculations, for example, in a combined quantum mechanics/molecular mechanics (QM/MM) framework.

MD simulations were used as a first step in refining the docked poses, with the lowest RMSD values observed using a restrained nonbonded model. As in docking experiments, restraints were necessary in MD simulations to maintain active site structure, demonstrating the limitations of empirical forcefields for modeling zinc sites. In MD, restraints were applied to the coordination distances between each zinc ion and the coordinating protein atoms. These MD simulations produced protein-ligand complexes in which the coordination number of the zinc ions still increased compared to crystal structures, though to a lesser extent in simulations using the LJ12-6-R as opposed to the LJ12-6-4 model because of the restraints added in the former. Further QM/MM calculations showed that the approximate SCC-DFTB3 method was unable to restore the experimentally observed coordination geometries of the metal ions, while use of more accurate DFT methods (i.e., B3LYP/6-31G(d)) enabled recovery of the tetrahedral geometries of the zinc ions present in the crystal structures as well as a significant reduction in RMSD. Our results thus demonstrate that this last step is of particular importance in obtaining correct coordination geometries that cannot be maintained using solely MM MD simulations. QM/MM optimization, with reasonable levels of DFT QM treatment, is required to generate reliable geometries for these complexes. The parameterization of the ligand is a further crucial point. In this study, the ligand was parameterized using Antechamber with AM1-BCC charges and GAFF as the force field, which is a standard and well tested approach. The methodological limitations of empirical forcefields, and of approximate DFTB methods, which our results highlight, mean that different molecular mechanics parameters for the ligands are not expected to improve performance overall. For predicting structures of metalloprotein complexes in general, there is a need for methods capable of the accuracy of good quality density functional or ab initio methods, but with significantly reduced computational cost, to allow for extensive docking of large numbers of compounds, conformational sampling and simulation. Machine learning from experimental data and quantum chemistry calculations, is a promising approach for developing empirical potentials and other computationally cheap models, that combine efficiency with accuracy.

In this study, we used RMSD values between the experimental structures of the protein complexes and the modeled ones (obtained with the combination of docking, MD simulation and QM/MM optimization) as a measure of the error/agreement with experiment. High RMSD values (i.e., above 2–2.5 Å) are clear signs of errors in the structure of the simulated system. At this high RMSD level, the model should not be considered as being predictive. Here, the final RMSD values are below 2 Å in the binding site, which is the region of interest. This indicates that the error in the final structure is low and that the approach is reasonable and suitable for application to simulate similar systems. However, we would also stress that, for zinc (and other metal) centers such as those explored here, RMSD values alone do not provide a sufficient criterion for accuracy (although they can be sufficient to demonstrate failure of a method) and, as detailed above, nonphysiological geometries such as octahedral zinc coordination and/or adoption of metal-bridging by Asp81 can occur even when overall RMSD values are low. These factors should be considered in general in assessing the quality of predicted zinc metalloprotein complexes.

Notwithstanding these considerations, our workflow (Figure S10) produced a model for an inhibitor complex that is biochemically realistic both with respect to zinc coordination and interactions with active site residues (Lys161) known to be important to ligand binding by IMP-1.61,86,87 Involvement of Lys161 in our model of D-anti-1a binding by IMP-1 is notable given that such interactions are not observed in the crystal structures of either the D-syn-1b or D-anti-1b complexes. We have proposed that S–π interactions involving the thiazolidine ring sulfur and conserved aromatic residues at position 51 contribute to the affinity of MMTZs for subclass B1 MBLs such as IMP-1.39 However, the displacement of Trp28 and reorientation of the MMTZ thiazolidine observed in our model suggests that these may not be maintained in the IMP-1:D-anti-1a complex. In this case, the loss of S–π interactions is then compensated for by the addition of a hydrogen bond to Lys161, ensuring that comparable inhibition potency is retained.39

5 | CONCLUSIONS

In this study, we tested several techniques and their ability to reproduce inhibitor binding modes observed in crystal structures. However, we also identified methods that failed to correctly handle the metal coordination sphere. In detail, docking without the inclusion of crystallographic water molecules was not able to produce ligand binding poses with RMSD values lower than 2 Å compared with the corresponding original crystal structure. The results also demonstrate the limitations of standard MM models for MD simulations of these systems. In particular, MD simulations using a LJ12-6-4 model increased the coordination number of the zinc ions to six; this model may be well suited for use with zinc sites with octahedral coordination geometry,25,88 but appears less so for other architectures. Application of coordination restraints with a standard LJ12-6 model gave better results. Finally, we could not obtain the correct coordination geometry for the zinc ions when complexes from MD simulations were subjected to geometry optimization with the semi-empirical SCC-DFTB3/MM method. In contrast,
QM/MM geometry optimization with DFT methods restored the experimentally observed coordination. The results indicate the need for a high level/quantum chemical treatment for accurate modeling of zinc metalloenzyme active sites and their interactions, and demonstrate that such treatments can restore coordination geometries that may have been modified by previous procedures such as docking and/or MM treatments. Finally, we applied the workflow to predict the binding mode for an MMTZ MBL inhibitor for which the crystal structure of the complex with IMP-1 could not be obtained.

In summary, this study presents a validated, multiscale approach for the computational prediction of IMP-1 interactions with thiolate inhibitors. This approach is also suitable for application to studies of other MBL inhibitors, and other zinc-containing proteins.
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