The AMP-activated protein kinase Snf1 regulates transcription factor binding, RNA Polymerase II activity and mRNA stability of glucose-repressed genes in *Saccharomyces cerevisiae*
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**Background:** The role of Snf1 in Adr1-dependent transcription is incompletely understood.

**Results:** Adr1 and RNA Pol II remain at the promoter but are inactive and mRNA decay is accelerated when Snf1<sup>as</sup> is inhibited after glucose depletion.

**Conclusion:** Snf1 is important for Adr1 binding, RNA Pol II activity, and mRNA stability.

**Significance:** Snf1 has an unanticipated role in promoting mRNA stability.

**SUMMARY**

AMP-activated protein kinase (AMPK), the “energy sensor of the cell”, responds to low cellular energy stores by regulating enzymes and transcription factors that allow the cell to adapt to limiting nutritional conditions. Snf1, the yeast ortholog of AMPK, has an essential role in respiratory metabolism in *Saccharomyces cerevisiae* that includes activating the transcription factor Adr1. How Snf1 regulates Adr1 activity is poorly understood. We used an analog sensitive allele, *SNF1<sup>as(I132G)</sup>* that is inhibited by 2NM-PP1 to study the role of Snf1 in transcriptional regulation of glucose-repressible genes. When Snf1<sup>as</sup> was inhibited at the time of glucose depletion, there was a promoter-specific response with some Snf1-dependent genes being activated by low levels of inhibitor while all Snf1-dependent genes were inhibited at high levels. Transcript accumulation was more sensitive to Snf1<sup>as</sup> inhibition than Adr1 or RNA Pol II binding or acetylation of promoter nucleosomes. When Snf1<sup>as</sup> was inhibited after gene activation, Adr1 and RNA Pol II remained at promoters, and RNA Pol II remained in the ORF with associated nascent transcripts. However, cytoplasmic mRNAs were lost at a rapid rate compared to their decay following chemical or genetic inactivation of RNA Pol II. In conclusion Snf1 appears to affect multiple steps in gene regulation including transcription factor binding, RNA polymerase II activity, and cytoplasmic mRNA stability.

Yeast cells respond to altered levels of glucose in their environment by dramatic changes in their transcriptional program. Glucose represses the expression of genes required for oxidative metabolism during the fermentative phase of yeast growth, a phenomenon called glucose catabolite repression or simply glucose repression. During the diauxic transition, a switch from fermentative to oxidative metabolism occurs and is accompanied by a major reprogramming of gene expression at both the transcriptional (1) and post-transcriptional levels (2). Oxidative metabolism requires increased synthesis of mitochondrial respiratory chain and tricarboxylic acid cycle enzymes, as well as activation of gluconeogenesis and the glyoxylate cycle. In addition, genes are activated that encode enzymes required for breakdown of fatty acids and uptake and metabolism of amino acids, ethanol, acetate, lactate, and glycerol.

The AMP-activated protein kinase (AMPK, known as Snf1 in yeast) is an important regulator of metabolism (3) and plays a major role in the release from glucose repression (4-7). *SNF1* encodes the catalytic subunit of the trimeric kinase complex that responds to glucose starvation by phosphorylating key enzymes in metabolism and transcription. In the presence of glucose Snf1 is maintained in a mostly non-phosphorylated, inactive form by the Glc7 protein phosphatase in association with its regulatory subunit Reg1 (8). When glucose is exhausted, Snf1 is activated by phosphorylation of Thr210 by three upstream kinases (9) and the down-regulation of Reg1-Glc7 protein phosphatase activity (10). Recent evidence suggests that Snf1 activation may also involve ADP (11-13).

Snf1 regulates transcription in numerous ways, including transcription factor activation and inactivation (14-19), modification of chromatin (20-22), and perhaps by acting directly on the transcription apparatus (23). Snf1 also has a role in post-transcriptional regulation of gene expression.
Snf1 transcriptionally down-regulates expression of genes encoding amino acid biosynthetic enzymes (24) by inhibiting translation of the master regulator, Gcn4 (14).

Adr1 and Cat8 are DNA binding transcription factors that are activated by Snf1 when glucose is exhausted (7). Snf1 activates Cat8 by direct phosphorylation but activates Adr1 by promoting its dephosphorylation (6,18). Together they activate over 300 target genes involved in metabolic pathways that allow growth in the absence of a fermentable carbon source (25-27). Many of these genes are regulated directly by binding of Adr1 and/or Cat8 to their promoters (28).

*ADR1* regulation is primarily post-translational. *ADR1* is transcribed constitutively and the Adr1 protein is present but inactive during growth in the presence of high levels of glucose or other fermentable sugars (29,30). Relief from glucose repression (derepression) is accompanied by promoter binding of Adr1 in a Snf1-dependent fashion (31) and requires Snf1-dependent histone H3 hyperacetylation of promoter nucleosomes (20,32). Chromatin remodeling precedes and is required for gene activation and requires Snf1, Adr1 and Cat8 which recruit the Swi/Snf chromatin remodeling complex as well as the SAGA (Spt-Ada-Gen5-acetyl transferase) and NuA4 histone acetyl transferase complexes (33,34). Impaired histone deacetylase (HDAC) activity, or deletion of the histone H3 or histone H4 tail allows Adr1 binding and preinitiation complex (PIC) formation in the presence of glucose (32,35,36). However, transcription is defective in the *hdacΔ* mutant despite the presence of a PIC, suggesting that a step subsequent to PIC formation is inhibited by the presence of glucose. Activating Snf1, and the presence of a constitutive, non-phosphorylatable allele of Adr1 (*ADR1c*, eg *ADR1-S230A*) can activate the “poised”, inactive PIC in the presence of glucose (35). Activation by Adr1<sup>c</sup> is due to the inability of 14-3-3 (known as Bmh in yeast) proteins to inhibit the constitutive activators, presumably because Bmh binding requires phosphorylation of S230 (37). Snf1 has a role in overcoming Bmh-mediated inhibition because it promotes dephosphorylation of Ser230 (18). However, Snf1 has a second role in activating the poised complex because the two effects, constitutively active Adr1<sup>c</sup> and activated Snf1, are synergistic with regard to gene expression (38).

Activation of the glucose-inhibited PIC by Snf1 in an *hdacΔ* mutant suggests that Snf1 might also have a role in gene activation subsequent to promoter binding. However, because Adr1 does not bind target promoters in the absence of Snf1, whether Snf1 has a role in PIC formation or activation independent from activator binding, or in post-transcriptional processes of gene regulation has not been investigated.

The development of conditional kinase alleles that are specifically and efficiently inhibited by ATP analogs has greatly facilitated the study of protein kinases in yeast (39). Analog-sensitive (as) alleles have mutations in the gate-keeper residue of the active site that allow binding of non-hydrolyzable ATP analogs and block the kinase activity. A *SNF1<sup>as</sup>* allele, I132G, has been used to identify an inhibitory role of Snf1 in Gcn4-dependent gene activation (24) and to study the interaction of Snf1 with other nutrient-regulated pathways in yeast (40). If there were multiple inter-dependent steps in a pathway, such as we envision for Snf1, chemical inhibition would allow the individual steps to be distinguished. Specifically, chemical inhibition can be used to investigate whether Snf1 has a role in gene expression subsequent to transcription factor binding.

We used an analog-sensitive allele of Snf1 to study the regulation of expression of glucose-repressible genes, particularly those that are targets of Adr1 and Cat8. Inhibiting Snf1 before derepression had an unexpected promoter specific effect on gene expression. Derepression of weakly expressed genes was enhanced at low concentrations of the inhibitor while the expression of highly expressed genes was inhibited at all concentrations. When Snf1 was inhibited during derepression, mRNA accumulation immediately ceased and the level of Snf1-dependent mRNAs decreased at a rapid rate. In contrast, Adr1 and RNA Pol II binding, as
well as hyperacetylation of histone H3, persisted. Thus, Snf1 appears to have an epigenetic effect, due to Snf1-dependent histone hyperacetylation, that allows Adr1 and RNA Pol II to remain associated with DNA at the promoter after Snf1\textsuperscript{ac} is inactivated. Even though RNA Pol II persists in the ORF with associated nascent transcripts, transcription appears to be inhibited and the loss of Snf1\textsuperscript{ac} activity is associated with rapid cytoplasmic decay of transcripts from glucose-repressible genes.

**EXPERIMENTAL PROCEDURES**

**Yeast strains and growth of cultures**  
*S. cerevisiae* strains used in this study are listed in Table 1. *S. cerevisiae* cultures were grown with shaking at 30°C in either yeast extract-peptone medium (YP) or in synthetic medium lacking the appropriate amino acid or nucleotide for plasmid selection (SM; (41)). To maintain selection for plasmids containing *TRP1* the synthetic selective medium contained 0.2% casamino acids rather than the standard dropout solution. Deletion and tagging of chromosomal genes used published methods and plasmids (42,43). For growth in repressing conditions (R), with high glucose, the medium contained 3% glucose. Derepressing (DR) medium contained 0.05% glucose. In a typical experiment the cells were grown in repressing medium to an A\textsubscript{600}=0.7-1.0, pelleted by centrifugation, and resuspended in 1 ml of cold TBS containing protease and phosphatase inhibitors. The phosphatase inhibitors were prepared in two 100-fold concentrated solutions. Solution 1 contained 200mM imidazole, 100 mM NaF, 400 mM NaTartrate, 115 mM Na\textsubscript{2}S\textsubscript{2}O\textsubscript{7}, and 100 mM β-glycerol phosphate. Solution 2 contained NaOrthoVanadate prepared as a separate solution because a basic pH (~10) is required to maintain the active form of orthovanadate. After transfer to a microfuge tube the cells were pelleted by brief centrifugation, frozen on dry ice, and stored at -80°C. For cell breakage the pellet was thawed on ice, 0.40 ml of ChIP lysis buffer (50 mM Hepes-KOH, pH 7.5, 140 mM NaCl, 1% Triton X-100, 0.1% sodium deoxycholate) containing protease and phosphatase inhibitors was added, and the cells were broken with glass beads in a FastPrep machine with two disruption cycles of 45 sec at a speed setting of 4.5. The unbroken cells and debris were pelleted by centrifugation at 4°C in a microfuge at 13000 RPM for 10 min. The clarified extract was collected in a fresh microfuge tube containing 1mM PMSF. Immunoprecipitation (IP) was performed for 4-16 hr in ChIP lysis buffer containing 0.5-2 mg of protein extract (35) with constant nutation at 4°C. In some experiments denatured salmon sperm DNA at a final concentration of 10 µg/ml was included. The antibodies used were anti-cMyc (9E10; Santa Cruz Sc40), anti-Pol II (8WG16;ChIP grade, Abcam Ab817), anti-Pol II carboxy terminal domain (CTD) pSer2 (Abcam, Ab5095), anti-Pol II CTD pSer5 (Abcam, Ab5195), and anti-histone H3-K9,14 (Millipore 06599). After IP, 20-60 µl of Protein A-coated MagSepharose beads from...
GE Healthcare (cat no.#28-9670-62) were added and nutation was continued for 2-4 hr at 4°C. After separating the beads, 10µl of the supernatant was added to 150µl of ChIP elution buffer (50 mM Tris-HCl, pH 8.0, 1% SDS, 10 mM EDTA) for measuring the amount of input DNA. The beads were processed by washing twice with ChIP lysis buffer containing 10 µg/ml denatured salmon sperm DNA, twice with high salt ChIP lysis buffer (ChIP lysis buffer with 0.5 M NaCl), twice with ChIP wash buffer (10 mM Tris-HCl, pH 8.0, 250 mM LiCl, 10 mM EDTA, 0.5% NP40, 0.5% Nadeoxycholate), and twice with ChIP TE (0.01M Tris-HCl, pH 7.5, 0.1 mM EDTA). The bound DNA was eluted at 65°C for 10 min with 50µl elution buffer. The eluted and input DNA were incubated for 12-16 h at 65°C and then purified using a Qiagen PCR purification kit according to the manufacturer’s protocol. The eluted and input DNA were diluted 10- and 100-fold, respectively, and quantification of specific sequences was performed by qPCR using Power SYBR Green master mix (Applied Biosystems) in a PTC-200 Thermocycler coupled to a Chromo 4 continuous fluorescence detector (MJ-Research). Opticon 3 software (MJ-Research) was used for the data analysis. Occupancy of a protein is expressed as fold-increase of the IP to input ratio of the amount of the specific amplicon for the gene sequence over the IP to input ratio corresponding to the amplicon for the telomeric sequence TEL-VI-R. Primers used for ChIP analysis are available upon request.

mRNA isolation and quantitative real-time reverse transcriptase PCR (RT-qPCR)-mRNA was isolated from strains grown in either repressing or derepressing medium using the acid phenol method described in Collart and Oliviero (44) or using an RNeasy kit from Qiagen. Residual DNA in the RNA preparation was reduced by treatment with DNase I (Ambion) following the manufacturer’s recommendations. cDNA synthesis was performed using 1 µg of total RNA with SuperScript III (Invitrogen) following the manufacturer’s protocol. In most experiments oligodT alone was used as a primer; in later experiments both oligodT and random hexamer primers were used. RT-qPCR was performed using a 1:50 - 1:300 dilution of the cDNA, depending on the experiment. A standard curve was generated using ACT1 primers and used to quantify all of the RNA levels. Specific mRNA levels are expressed as a ratio to the amount of ACT1 mRNA present. ACT1 mRNA levels are relatively insensitive to the carbon source in the medium and were unaffected by inhibiting Snf1α (Supplementary Figure 2). Samples were prepared from biological duplicate or triplicate cultures and analyzed by qPCR in duplicate or triplicate. Primers used for RNA expression analysis are available upon request.

Measurement of mRNA half-lives- RNA synthesis was inhibited either with 1,10-phenanthroline (0.1 mg/ml final concentration) or by raising the temperature of a culture of a strain containing the rpb1-1 allele of the largest subunit of RNA Pol II (45). 1,10-phenanthroline was dissolved at a 100 X concentration in 95% ethanol and used the same day. The temperature of a rpb1-1 culture was raised rapidly from 25°C to 36.5°C by adding the desired volume of culture to a flask immersed in a beaker of 70°C water and swirling vigorously until the temperature reached 37°C as measured by a thermometer in the flask. Subsequently the culture flask was agitated in a water bath at 36.5°C. mRNA was quantitated by RT-qPCR as described above and plotted after normalization to the amount of a 18S ribosomal RNA reference. The ribosomal RNA was converted to cDNA using random hexamers. The 50% intercept of the decay curve, log[%mRNA] versus time, was taken as the half-life. To determine the apparent half-lives of mRNAs after adding glucose or the Snf1α inhibitor 2NM-PP1 to a culture growing in derepressing conditions the same procedure was followed except ACT1 was generally used as a reference.

β-galactosidase assays- β-galactosidase assays were performed as described by Guarente (46) after growing the cells at 30°C in selective medium containing 3% glucose for R cultures and 0.05% glucose for DR
cultures. The values in Miller units are the averages of three transformants.

RESULTS

2-naphthylmethyl pyrazolopyrimidine 1 (2NM-PP1) is a potent and specific inhibitor of Snf1\textsuperscript{as} (SNF1-I132G). To determine the concentration of 2NM-PP1 needed to inhibit expression of a highly transcribed, Adr1-, Snf1-dependent gene we measured derepression of an ADH2-lacZ reporter gene containing the ADH2 regulatory region and promoter with the first 23 amino acids of the ADH2 ORF fused to the E. coli lacZ gene encoding β-galactosidase (pBGM23; (47)). Inhibition of β-galactosidase activity was detected at 0.1 µM 2NM-PP1 and greater than 97% inhibition occurred at 10 µM so this concentration range was used for subsequent experiments (Supplementary Figure 1). Shirra et al (22) used a concentration of 25 µM 2NM-PP1 in their studies and found a strong reduction of SUC2 mRNA levels after 40 min of treatment of S. cerevisiae strain S288C.

To test for non-specific effects in our strain, we assayed the expression of several Snf1-independent genes in a SNF1\textsuperscript{as} strain (TYY1077) treated with 2NM-PP1 (ADH1, ACT1, TAF1), and also measured the expression of Snf1-dependent genes in a wt SNF1 strain treated with 2NM-PP1(ADH2, ADY2, CTA1). We did not detect any off-target effects of the inhibitor on the expression of Snf1-dependent or Snf1-independent genes (Supplementary Figure 2).

The Snf1\textsuperscript{as} inhibitor 2NM-PP1 has a differential affect on gene expression- We analyzed the dose-response curve of 2NM-PP1 inhibition of Snf1\textsuperscript{as} using quantitative RT-qPCR to analyze expression of Snf1-dependent genes. 2NM-PP1 was added to separate cultures at the time of glucose depletion to provide a 200-fold range of final concentrations and mRNA levels were determined 4 hr later. Expression of all the Snf1-dependent genes we assayed was strongly inhibited at 20 µM 2NM-PP1. At intermediate concentrations we found a surprisingly large variation in the response to 2NM-PP1, ranging from strong inhibition to ten-fold activation of gene expression. Figure 1A shows the data for ADH2, ICL1, and POX1 mRNAs and Supplementary Figure 3 shows the mRNA levels of these and 17 additional Snf1-dependent genes.

There was a positive correlation between sensitivity to the inhibitor and the level of a Snf1-dependent mRNA in its absence (Figure 1B). The expression of the most active genes, such as ADH2 and ALD4, was inhibited at the lowest concentration of 2NM-PP1 while the least active genes such as FAA2, POX1, and FOX2 were the most resistant to inhibition and were activated up to ten-fold at low concentrations of inhibitor. Genes involved in gluconeogenesis and the glyoxylate cycle, such as FBP1, ICL1 and MLS1, had an intermediate sensitivity. The differential sensitivity to Snf1\textsuperscript{as} inhibition might explain why Žaman et al (40) found relatively few transcripts that were Snf1-dependent in their microarray analysis of nutrient regulated genes compared to earlier work (25). The differential response to Snf1\textsuperscript{as} inhibition was unexpected and suggests that different genes require different levels of Snf1 for optimal expression.

In summary, the response to Snf1\textsuperscript{as} inhibition under DR conditions did not produce a simple dose-response relationship as expected. ADH2, ACS1, and POX1 represent Adr1-bound and -dependent genes spanning this spectrum of sensitivities. Therefore, we assayed expression and binding of these three genes in most of the subsequent studies.

Low levels of active Snf1\textsuperscript{as} suffice for Adr1 binding- One possible explanation for the differential effect of inhibiting Snf1\textsuperscript{as} on gene expression is that Adr1 binding at different promoters may require different levels of Snf1 activity. Adr1 was tagged with 13 Myc epitopes in a SNF1\textsuperscript{as} strain (TYY1077) and binding was measured by chromatin immunoprecipitation (ChIP) followed by qPCR. Surprisingly, Adr1-Myc binding was relatively resistant to inhibition of Snf1\textsuperscript{as} (Figure 2A). The level of binding of ADR1 showed a poor correlation with the mRNA levels for ADH2, ACS1, and POX1. For example at the ADH2 promoter...
Adr1 binding was reduced only 40% at 1 µM 2NM-PP1 but ADH2 mRNA levels had been reduced to 1% at the same concentration of inhibitor. This discrepancy was also observed for CTA1, ICL1, and POT1 (data not shown).

Adr1 was detected at ADH2prm, ACS1prm, and POX1prm at the highest concentration of Snf1as inhibitor used whereas in a snf1Δ strain binding cannot be detected (31). This result suggests either that a low level of active Snf1 in repressed cells allows Adr1 to bind during derepression in the presence of 2NM-PP1 or that inhibition is incomplete and that Snf1 is activated during derepression in the presence of 2NM-PP1. The latter explanation is probably correct. When Snf1as was inhibited before glucose depletion and the cells were derepressed in the presence of inhibitor for 4 hr, there was a higher level of Adr1 binding than in repressed cells (Supplementary Figure 4). Thus, it appears that a small amount of Snf1as, activated after derepression despite the presence of the inhibitor, suffices for binding of Adr1 after glucose is depleted. In addition the amount of active Snf1as required for Adr1 binding was promoter-dependent, being higher for ADH2 than for POX1. Both experiments (Figure 2A and Supplementary Figure 4) suggest that promoter-bound Adr1 is unable to efficiently activate transcription when Snf1as is inhibited, and that there is a subsequent Snf1-dependent step(s) in gene expression that requires a higher level of Snf1 activity than Adr1 binding.

RNA Pol II recruitment is more sensitive to Snf1as inhibition than is Adr1 binding- Although Adr1 is associated with promoter DNA after inhibiting Snf1as, it may be unable to recruit RNA Pol II and this may explain the low level of target mRNAs. To determine the importance of Snf1as activity for RNA Pol II recruitment we used ChIP to measure RNA Pol II occupation of Snf1-dependent promoters at different inhibitor concentrations (Figure 2B). RNA Pol II binding was more sensitive to Snf1as inhibition than was Adr1 binding, but it was less sensitive than ADH2 mRNA accumulation. This can be seen by comparing the data in

Figures 1A, 2A and 2B. For example, when an intermediate concentration of inhibitor was added (1.0 µM) at the time of glucose depletion, the amount of RNA Pol II at the ADH2 promoter was reduced about 10-fold. At this concentration of inhibitor ADH2 mRNA levels and Adr1 binding were reduced about 30- and ~2-fold, respectively.

Snf1-dependent Histone H3-K9,14 hyperacetylation is partially refractory to Snf1as inhibition- Adr1 binding requires Snf1-dependent hyperacetylation of promoter nucleosomes. Therefore, we performed ChIP for histone H3 acetylated on K9 and K14 to assess the possible involvement of acetylation on Adr1 and RNA Pol II binding at the ADH2, POX1, and ACS1 promoters regions when Snf1as was inhibited (Figure 2C). All three promoters had a low level of H3-K9,14 acetylation in repressing growth conditions that increased dramatically after derepression in the absence of inhibitor. The response to 2NM-PP1 addition was complex. At 10 µM 2NM-PP1 acetylation was reduced nearly to the level observed in repressed cells at all three promoters. However, at 0.1 µM 2NM-PP1 acetylation increased at ADH2prm and ACS1prm. There was a reduced level of acetylation at 1 µM 2NM-PP1 at all three promoters. When the inhibitor was added 3.5 hr after glucose depletion and H3-K9,14 levels were measured 30 min later, acetylation at several Adr1-dependent promoters was unchanged compared to the untreated culture (Figure 2C). Therefore, continuous Snf1as activity is not needed to maintain a high level of H3-K9,14 acetylation at these promoters.

Figure 2D compares the relative level of Adr1 and RNA Pol II binding, gene expression, and H3-K9,14 acetylation for ADH2 (data from Figures 1A, 2A, 2B, and 2C). Adr1 binding and H3-K9,14 acetylation had similar responses to Snf1as inhibition, suggesting that high acetylation levels are important for binding and that a low level of active Snf1as suffices for histone acetylation and for Adr1 binding. RNA Pol II binding is more sensitive to Snf1as inhibition than is Adr1 binding or H3-K9,14 acetylation, and all three processes are more resistant to Snf1as inhibition than is target mRNA accumulation.
Based on these observations Snf1\textsuperscript{as} appears to be important for a step or steps in mRNA accumulation that occurs after formation of a PIC. In addition the gene expression and histone H3 acetylation data suggest that the normal level of Snf1 may not be optimal for maximum activation and H3 acetylation of some promoters. However, the increased mRNA levels that were observed at intermediate levels of Snf1\textsuperscript{as} inhibition for the peroxisomal and β-oxidation genes, such as CTA1, POT1, and POX1, was not associated with increased Adr1 or RNA Pol II binding to those promoters. Instead, it seems likely that the increased mRNA levels are due to post-transcriptional processes, as described below. Snf1 activity is needed continuously for mRNA accumulation during derepression. Because Snf1 is essential for promoter binding of Adr1(31), whether it has a role subsequent to activator binding has not been investigated. Chemical inhibition of Snf1\textsuperscript{as} allowed us to assess the importance of Snf1 activity after transcription had commenced by depleting cells of glucose to allow derepression to occur, and then adding 2NM-PP1 to inhibit Snf1\textsuperscript{as} activity. We first measured β-galactosidase activity derived from an ADH2-lacZ gene fusion nine hours after depleting the cells of glucose. Inhibitor was added at various times between glucose depletion (0 hr) and nine hours. Accumulation of β-galactosidase activity ceased abruptly when 2NM-PP1 was added (Supplementary Figure 5) indicating that Snf1 activity is needed continuously for expression of ADH2-lacZ but does not distinguish which step(s) in gene expression is Snf1-dependent, continued activator binding, PIC formation, or mRNA stability.

To determine which step(s) in gene expression was inhibited we first measured, mRNA levels during derepressing growth conditions after adding 2NM-PP1 at 4 hours. As shown in Figure 3A, accumulation of ADH2 and POX1 mRNAs stopped abruptly and the amount of mRNA began to decline rapidly after Snf1\textsuperscript{as} was inhibited. The amount of FBP1 mRNA was already decreasing and its decline was accelerated by inhibiting Snf1\textsuperscript{as}. A similar effect was observed for twelve other SNF1-dependent transcripts (data not shown). These genes are transcribed by various transcription factors including Adr1, Cat8, Hap1, Oaf1/Pip2 and Ino2/4 so the effect is not restricted to any one activator. As a control, the effect of inhibiting Snf1\textsuperscript{as} on ADH1 expression was measured. Rather than being inhibited, ADH1 expression was stimulated by inhibiting Snf1\textsuperscript{as} 4 hours after glucose depletion (Supplementary Figure 2D), as occurs for many genes expressed in glucose-replete conditions (24,25,40). The positive effect on ADH1 expression confirms that inhibiting Snf1\textsuperscript{as} does not cause a global inhibition of transcription in glucose-depleted conditions.

Re-establishing glucose repression had a similar effect as inhibiting Snf1\textsuperscript{as}. As shown in Figure 3B, when 2NM-PP1, glucose, or 2NM-PP1 plus glucose was added, a similar rapid decrease in ADH2 mRNA accumulation was observed in all three situations, suggesting that glucose addition and inhibiting Snf1\textsuperscript{as} may affect the same process leading to rapid disappearance of ADH2 mRNA. Glucose-triggered mRNA decay has been reported for several glucose-repressible genes (2,48,49) but the involvement of Snf1 in the mechanism of glucose-induced decay has not been reported. Snf1 activity is not needed to maintain promoter occupancy of Adr1. The cessation of target mRNA accumulation and its subsequent decrease could be due to dissociation of Adr1 and RNA Pol II from the promoter with attendant arrest of transcription and normal mRNA decay. To see if Adr1 requires continuous Snf1\textsuperscript{as} activity to remain promoter-bound, 2NM-PP1 or glucose was added 2 hours post-glucose depletion and samples were taken for ChIP and mRNA analyses at the same time and 0.5, 1, and 2 hr later. Surprisingly, Adr1 remained at ADH2prm for up to two hours post-Snf1\textsuperscript{as} inhibition (Figure 4A). Similar Adr1 occupancy was observed for four other Adr1-dependent promoters (POX1, ACS1, ADY2, and POT1; Supplementary Figure 6A and data not shown). In striking contrast, glucose addition caused a complete loss of Adr1 occupation at all of these promoters within 30 min (Figure 4A; Supplementary Figure 6A and data not shown).
levels in this experiment confirmed that accumulation was arrested by inhibiting Snf1\textsuperscript{as} and by adding glucose (data not shown). Thus, mRNA accumulation but not Adr1 binding requires continuous Snf1 activity during glucose-depleted, derepressing growth conditions, and glucose can rapidly reverse the function of Snf1 that is needed for Adr1 binding. These data demonstrate that glucose repression of gene expression is not equivalent to inhibiting Snf1\textsuperscript{as}.

Persistent histone H3-K9,14 hyperacetylation is more refractory to Snf1\textsuperscript{as} inhibition than to glucose addition—A possible explanation for the loss of promoter-bound Adr1 after addition of glucose to derepressed cultures is that histone H3-K9,14 hyperacetylation has been reversed. ChIP analysis for acetylated histone H3-K9,14 at ADH2\textsubscript{pr}m confirmed this explanation (Figure 4B). Similar results were observed for four other Adr1-dependent promoters (POX1, ACS1, ADY2, and POT1; Supplementary Figure 6B and data not shown). After glucose depletion, H3-K9,14 acetylation increased eight- and 25-fold at the ADH2 and POX1 promoters, respectively, and within 30 min after adding glucose back it had decreased nearly to the level observed in the repressed cells. H3-K9,14 acetylation in DR cultures decreased more slowly in the culture treated with 2NM-PP1 than in the glucose-treated culture, and more slowly still in the untreated (no glucose, no inhibitor) control culture. Thus, the epigenetic mark on the nucleosomes that is Snf1-dependent can be erased in thirty minutes of glucose repression but is more stable when Snf1\textsuperscript{as} is inhibited.

In conclusion, although Snf1 is required for the initial binding of Adr1, its activity is dispensable once Adr1 has bound to the promoter, apparently because H3-K9,14 acetylation is relatively stable in the absence of active Snf1. In contrast, glucose leads to rapid H3-K9,14 de-acetylation and Adr1 eviction, showing that nutrient conditions, specifically low glucose, can lead to rapid loss of an epigenetic mark. Moreover, rapid deacetylation in the presence of glucose does not appear to act through inactivation of Snf1.

RNA Pol II remains at the promoter and in the ORF after inhibiting Snf1\textsuperscript{as}— Although Adr1 remains bound to the promoter after inhibiting Snf1\textsuperscript{as}, its ability to retain or recruit RNA pol II might be lost, resulting in an arrest of transcription. The ChIP data, however, appear to refute this interpretation. RNA Pol II remained bound at ADH2\textsubscript{pr}m and POX1\textsubscript{pr}m and in their ORFs for at least 2 hours post-2NM-PP1 addition whereas it was reduced to a very low level one hour post-glucose addition (Figure 4C–4F; Supplementary Figure 6C–6F).

Analysis of ADH2 mRNA levels after Snf1\textsuperscript{as} was inhibited following 2 hours of derepression indicated that transcription had been inhibited before a significant amount of mRNA had accumulated (data not shown). Thus, RNA Pol II was more abundant than would be predicted by the level ADH2 mRNA, suggesting that the polymerase was either inactive or that inhibiting Snf1\textsuperscript{as} had enhanced mRNA decay, or both.

Ser5 and Ser2 phosphorylation of the C-terminal domain (CTD) of RNA Pol II are associated with promoter escape and elongation, respectively. To see if these modifications were still present after inhibiting Snf1\textsuperscript{as}, promoter occupancy by CTD-Ser5- and CTD-Ser2 phosphorylated RNA Pol II was investigated by ChIP. A strong signal at ADH2\textsubscript{pr}m and POX1\textsubscript{pr}m in the ORFs was observed in DR cells 4 hr after inhibiting Snf1\textsuperscript{as} (Figure 4E and 4F; Supplementary Figure 6E and 6F). After inhibiting Snf1\textsuperscript{as} there was a two-fold depletion of Ser5- and Ser2-modified RNA Pol II in the 3' region of the ORF compared to the transcription start site, but the decrease was no greater than when total RNA Pol II was assayed by ChIP in the same samples (data not shown), indicating that RNA Pol II that is present in the ORF has the same relative level of CTD modification as in the uninhibited control. As a negative control, extracts were prepared from cells that had been derepressed for 2 hours and then shifted to high glucose medium. The ChIP signal was near the background level using these extracts (Figure 4E and 4F; Supplementary Figure 6E and 6F). In summary CTD-phosphorylated RNA Pol II is still present at ADH2\textsubscript{pr}m and POX1\textsubscript{pr}m and in their ORFs after Snf1\textsuperscript{as} is inhibited, indicating
that an apparent absence of mRNA synthesis is not due to lack of CTD phosphorylation.

RNA Pol II has nascent transcripts associated with it after inhibiting Snf1<sup>ts</sup>- If the RNA Pol II that is associated with Snf1-dependent genes is transcriptionally active after Snf1<sup>ts</sup> inhibition, it should have nascent transcripts associated with it. To detect such transcripts, ChIP for RNA Pol II was performed followed by extensive DNase treatment of the purified DNA, removal of the DNase, and cDNA synthesis using reverse transcriptase and random primers. Specific cDNAs were assayed by qPCR using gene-specific primers. Nascent ADH2 and ACS1 transcripts were detected using this approach (data not shown). The signal was reduced about five-fold when reverse transcriptase was not included during cDNA synthesis, showing that 80% of the templates were derived from ADH2 mRNA, not from genomic ADH2 DNA. These results demonstrate that RNA Pol II in the ADH2 and ACS1 ORFs have nascent transcripts associated with them after inhibiting Snf1<sup>ts</sup>, and suggest that they are, or were, transcriptionally active. However, whether the transcripts were initiated and elongated before or after Snf1<sup>ts</sup> inhibition is not distinguished by this experiment.

Inhibiting Snf1<sup>ts</sup> enhances the rate of mRNA decay uniquely from glucose-repressible genes-The abrupt cessation of mRNA accumulation and its rapid decline after inhibiting Snf1<sup>ts</sup> could involve enhanced mRNA decay, analogous to the glucose-induced mRNA decay that has been documented for SDH2 (50), JEN1 (48), GAL (2), and PCK1 (49) mRNAs. The apparent half-life of a mRNA can be estimated by the time required to reach a new steady state level (51). Based on this calculation and previous studies of ADH2 derepression (30) the half-life for ADH2 mRNA is 1-2 hr. Its apparent half-life after adding glucose or inhibiting Snf1<sup>ts</sup>, assuming that transcription had been arrested, was about 5 min (Figures 3A and 3B). If transcription continues after inhibiting Snf1<sup>ts</sup>, the actual half-life would be even shorter. Thus, it appears that ADH2 is also subject to glucose-induced mRNA decay and that inhibiting Snf1<sup>ts</sup> causes a similar effect.

To serve as a base-line for subsequent analysis of mRNA stability in the absence of active Snf1 we measured the mRNA half-lives of 30 glucose-repressible mRNAs after inhibiting transcription with 1,10-o-phenanthroline or by shifting a temperature-sensitive RNA Pol II mutant, <i>rpb1-1</i>, to the restrictive temperature. The cultures were derepressed for 4 hours before adding 1,10-o-phenanthroline (strain TYY1077) or before shifting the <i>rpb1-1</i> strain (KBY108) to the restrictive temperature. Samples were removed and RNA was prepared 20, 40, and 60 min after inhibitor addition or inactivation of RNA Pol II at 36.5°C. No inhibitor of Snf1<sup>ts</sup> was added to these cultures so the values represent the half-lives of mRNAs that were synthesized and degraded in the presence of active Snf1. These results showed an average half-life of 12 and 16 min after RNA Pol II inhibition by 1,10-o-phenanthroline or inactivation by shifting the <i>rpb1-1</i> strain to the restrictive temperature, respectively (Supplementary Table 1).

We also attempted to measure half-lives of Snf1-dependent transcripts by inhibiting transcription with 1,10-o-phenanthroline, or by inactivating RNA Pol II in the ts mutant in the presence of the Snf1<sup>ts</sup> inhibitor. For reasons that are not understood when both Snf1<sup>ts</sup> and RNA Pol II were inhibited, ADH2 mRNA levels failed to show the rapid decline associated with inhibition of Snf1<sup>ts</sup> alone (data not shown). In other words, mRNA instability in the absence of active Snf1 appeared to depend on transcription. Therefore, other less invasive methods for measuring mRNA half-lives, such as labeling with 4-thiouracil (2,52) will be used to pursue this question in future studies.

Adding glucose to a derepressed culture resulted in a dramatic reduction of RNA Pol II from glucose-repressible genes (Figures 4C-F; Supp. Figures 6E and 6F). Thus, these conditions should be equivalent to inhibiting transcription in the absence of active Snf1<sup>ts</sup> because glucose rapidly inactivates Snf1 (51). Adding glucose or inhibiting Snf1<sup>ts</sup> during derepressing growth conditions caused a decrease of mRNA levels at a more rapid rate than inhibiting.
transcription with 1,10-o-phenanthroline or by inactivating RNA Pol II in the rpb1-1 ts mutant, yielding half-lives averaging 4-6 and 6-8 min after glucose addition or Snf1as inhibition, respectively, assuming that transcription had been completely inhibited (Supplementary Table 1). Importantly, the average half-lives of Snf1-dependent mRNAs in transcription-inhibited DR cultures in the presence of active Snf1as was significantly longer than the apparent half-lives measured after inhibiting Snf1as or adding glucose to DR cultures.

Inhibiting Snf1as enhanced the average rate of decay of 30 glucose-repressible gene transcripts 2- to 4-fold, but the effect was more dramatic for some mRNAs. Figure 5 compares the mRNA levels of YIL057C, FDH, PCK1, and FBP1 in DR cultures after RNA Pol II inactivation (in the rpb1-1 ts strain) with their levels after Snf1as inhibition or glucose addition without inhibiting RNA Pol II. FDH mRNA, for example, had a half-life of greater than 60 min when measured by RNA Pol II inactivation but an apparent half-life of only 5 min after Snf1as inhibition or addition of glucose. However, for some glucose-repressible genes, such as FBP1, the rate of decay after RNA Pol II inactivation was similar to the rate of decay after glucose or Snf1as inhibition. Several Snf1-independent, non-glucose repressible mRNAs were analyzed as well including ACT1, ADH1, TAF1, and BAP2. Their stability was unaffected by inhibiting Snf1as (Supplementary Table 1).

Active Snf1 increases ADH2 and POX1 mRNA levels after addition of glucose to a derepressed culture—If the absence of active Snf1 enhances mRNA decay when glucose is added to a derepressed culture, providing active Snf1 in these conditions might ameliorate the effect. We tested this hypothesis using a reg1Δ SNF1as strain. Reg1 is part of the Glc7 protein phosphatase complex that dephosphorylates Snf1–pT210 and inactivates Snf1 in the presence of glucose. Thus, in the absence of Reg1 dephosphorylation of Snf1 is incomplete and it retains partial activity (53).

The results were consistent with our expectation. When glucose repression was re-established, there was a slower loss of mRNAs from three SNF1-dependent genes, ADH2, POX1, and ACS1, in the reg1Δ SNF1as strain compared to the REG1 SNF1as strain (Figure 6 and Supplementary Figure 7). This effect is likely due to the presence of active Snf1as in the reg1Δ SNF1as strain because adding 2NM-PP1 in addition to glucose enhanced the apparent rate of decay. The apparent rate of mRNA decay when only 2NM-PP1 was added was similar to that observed when glucose was present, although for ADH2 and ACS1 mRNAs there was a lag before rapid decay occurred, for unknown reasons.

One contributing factor to the slower decline in mRNA levels after glucose addition in the reg1Δ SNF1as strain could be continued transcription. However, when transcription was inhibited by adding 1,10-o-phenanthroline to the reg1Δ SNF1as culture there was a slower loss of mRNA than when Snf1as was inhibited by adding 2NM-PP1, glucose, or both (Figure 6 and Supplementary Figure 7), suggesting that transcription plays a minor role in regulating the level of these mRNAs after inhibiting Snf1as.

In the REG1 SNF1as strain in DR conditions the apparent half-lives of ADH2, ACS1, and POX1 mRNAs were 16, 10, and 10 min, respectively, when transcription was inhibited with 1,10-o-phenanthroline (Supplementary Table 1). In the reg1Δ SNF1as strain their apparent half-lives were 30, 20, and 60 min, respectively, when transcription was inhibited in the same way. Slower mRNA turnover in the reg1Δ SNF1as strain provides additional evidence that increased levels of active Snf1as can decrease mRNA turnover.

The analysis of mRNA stability suggests that post-transcriptional regulation of glucose-repressible genes is a common occurrence and implicates Snf1 in the process. In addition, the data suggest that Snf1as inhibition blocks transcription as completely as adding glucose to a derepressed culture without evicting Adr1 and RNA Pol II, as occurs when glucose repression is imposed.
DISCUSSION

Snf1 is essential for the initial but not for the persistent binding of Adr1. Our results indicate that Snf1 regulates the expression of glucose-repressed genes at both transcriptional and post-transcriptional levels. A model depicting our interpretation of these studies is presented in Figure 7. At the transcriptional level, promoter binding of Adr1 is regulated by Snf1-dependent histone hyperacetylation that occurs when glucose is depleted (20,32). Adr1 binding is also regulated by inhibitory phosphorylation of Ser98 within its DNA binding domain, the reversal of which is Snf1-dependent (18). Together, these Snf1-dependent modifications allow Adr1 to bind the promoter and recruit RNA Pol II when glucose is depleted.

After a PIC has been formed histone acetylation may be less important because histone H3-K9,14 acetylation decreased when Snf1 as was inhibited without a concomitant loss of Adr1 or RNA Pol II from the promoter. In contrast glucose-induced deacetylation was more rapid and was associated with loss of Adr1 from the promoter and loss of RNA Pol II from the promoter and the ORF. Because inactivating Snf1 as did not lead to as rapid a loss of acetylation as was observed when glucose was added, and Adr1 and RNA Pol II remained bound, glucose must act through a Snf1-independent pathway to stimulate histone H3 deacetylation, as well as Adr1 and RNA Pol II eviction.

The addition of glucose to a yeast culture growing in its absence activates the GLC7- and SIT4-encoded protein phosphatases (54). The effect of glucose on their activation is rapid, occurring in less than 1 min and acts through a G-protein-coupled receptor. An equally rapid inactivation of Snf1 occurs (54). However, inactivating Snf1 does not explain the loss of Adr1 binding when glucose is added because inhibiting Snf1 as does not result in rapid Adr1 eviction. Our hypothesis is that a protein phosphatase, activated by glucose addition, rapidly dephosphorylates a Snf1 substrate that is required for Adr1 binding. The phosphatase could be Gcl7, Sit4, both or another unidentified enzyme. When that substrate is dephosphorylated, Adr1 is evicted from the promoter, resulting in loss of RNA Pol II and cessation of transcription. Our data predict that inactivation of Snf1 as leads to a slower loss of phosphorylation of the putative substrate(s) than glucose addition, and thus leads to a slower loss of Adr1 from the promoter. A histone acetyl transferase (HAT) is shown in the model as the activity activated by Snf1. Alternatively a histone deacetylase (HDAC) could be inactivated by Snf1-dependent phosphorylation, or the histones themselves could be the putative Snf1-regulated substrate (22,55).

Snf1 may inhibit transcription at a step subsequent to PIC recruitment-Snf1 appears to influence the activity of RNA Pol II at a step after its recruitment by Adr1. The evidence for this is the observation that RNA Pol II is found at Adr1-dependent promoters and at the 3’ end of the ORFs after inhibiting Snf1 as, and has nascent transcripts associated with it, yet transcript accumulation is not observed. It is possible that accelerated mRNA decay alone accounts for the rapid decline in transcript levels and that transcription is continuing after inhibiting Snf1 as. We think that this is unlikely, however, because mRNA levels decline at about the same rate as after glucose addition, which causes RNA Pol II loss from the promoter and ORF. In particular, in Figure 3B the absolute value of the rate of accumulation of ADH2 mRNA in the absence of inhibition is about the same as the absolute value of the rate of ADH2 mRNA loss in the presence of either glucose or 2NM-PP1. Therefore, the rate of synthesis in the presence of glucose or 2NM-PP1 must be much smaller than it is in the absence of inhibition. However, we have been unable to resolve this issue experimentally and further work is needed to confirm the level of transcription after inhibiting Snf1 as.

Snf1 promotes mRNA stability—Another level of Snf1 regulation of gene expression is post-transcriptional and appears to stabilize Snf1-dependent mRNAs against cytoplasmic decay. Addition of a fermentable
carbon source to cells growing oxidatively leads to the rapid decay of transcripts derived from the glucose-repressible genes CYC1 (56), SUC2, SDH1, SDH2 (50, 57-60), FBP1, PCK1 (49, 61), and JEN1 (48). In addition GAL mRNAs respond to a shift from galactose-to-glucose metabolism by a dramatic shortening of their half-lives (2, 62). GAL7 mRNA made in the presence of glucose (using a constitutive promoter) was as stable as that made in the presence of the inducer galactose, suggesting that mRNA stability is influenced by an acute change in carbon source rather than by the growth medium itself. The authors suggested that this result implied “...the existence of a coupling mechanism between transcription inhibition in the nucleus and enhanced decay in the cytoplasm” (2). Our experiments demonstrate that inhibiting Snf1 as induces a rapid and specific enhanced decay of mRNAs representing 30 glucose-repressible, SNF1-dependent genes. Snf1 was previously indirectly implicated in regulating gluconeogenic and SDH1 mRNA levels post-transcriptionally because they were stabilized when REG1 was deleted (57). However, SDH1 gene expression was reported to be Snf1-independent, implying that REG1 was acting in a Snf1-independent pathway to stabilize its mRNA (57).

How might Snf1 enhance mRNA stability in a transcript-specific manner? Because constitutive mRNAs such as those derived from ACT1, TAF1, and ADH1 were not affected, Snf1 must exert its protective effect in a sequence-specific manner. The 5’-UTRs of the affected mRNAs are possible targets. However, a search of the 5’-UTRs of SDH1, SDH2, and SUC2 mRNAs did not identify a common sequence that might be responsible for their enhanced decay after glucose addition (59). Our identification of a large number of Snf1-dependent transcripts whose degradation was enhanced by imposing glucose repression might aid in identifying common features of the 5’UTRs.

Recent studies have identified antisense non-coding, regulatory RNA (ncRNA) expressed throughout the yeast genome (63). Interestingly, a coding-strand transcript was implicated in regulating the stability of the glucose-repressible JEN1 mRNA (48). Thus, both sense and antisense transcripts have been implicated in control of mRNA stability. However, the promoters of many glucose-repressible genes have been extensively characterized and shown to be necessary and sufficient for glucose-regulated expression. In particular, as illustrated in Supplementary Figures 1 and 5, an ADH2-lacZ gene fusion, which lacks the ADH2 ORF, is regulated appropriately. This observation suggests that if antisense ncRNA plays a role in glucose repression of ADH2 expression it must be subsidiary to, or in addition to the regulation that is promoter-dependent.

An alternative possibility is promoter-mediated mRNA decay. Recent studies have suggested that transcription in the nucleus can be coupled with mRNA decay in the cytoplasm. Rap1 binding sites in a promoter were shown to be sufficient to enhance mRNA decay in the cytoplasm (64). The same group reported that cytoplasmic mRNA decay is accelerated by association with a sub-complex of RNA Pol II. This sub-complex, Rpb4/7, shuttles with mRNAs between the nucleus and cytoplasm, thus apparently linking transcription with mRNA stability (65-68). Another study reported that glucose sensing involves coordinated transcriptional repression and mRNA decay (69). A recent report found that cell cycle regulation of SWI5 and CLB2 involves transcription-coupled mRNA decay in the cytoplasm (70). In this case, it appears that the mRNAs are bound by a protein kinase, Dbf2, during transcription and this association marks the mRNAs for cell-cycle-regulated degradation in the cytoplasm.

Transcription-coupled mRNA degradation might explain the rapid decay of Snf1-dependent transcripts. We hypothesize that Snf1-dependent transcription factors such as Adr1 and Cat8 recruit a protein complex to promoters of glucose-repressible genes. The putative complex could either remain associated with the transcript, or modify it in an unknown manner, and thus allow the cytoplasmic mRNA to be recognized as Snf1-dependent and confer protection from decay. In our model this activity is represented by a phosphorylated diamond protecting the 5’ cap
on the mRNA although we have no evidence that this occurs. Alternatively, Snf1-dependent phosphorylation could inactivate a component of the cytoplasmic mRNA decay pathway that specifically recognizes and degrades glucose-repressed mRNAs in an unknown manner. The model further assumes that the putative Snf1-dependent alteration is unstable because inactivating Snf1\textsuperscript{as} leads to rapid decay of the mRNA. The recent finding that glucose addition to a derepressed culture very rapidly activates the PP1 and PP2A protein phosphatases suggests that the latter assumption is plausible (54).

We have identified a new mechanism of Snf1-dependent gene regulation that acts at the post-transcriptional level to specifically stabilize transcripts made from glucose-repressible genes. This mechanism is super-imposed on Snf1-dependent transcriptional processes that includes regulation of Adr1 binding and activation of RNA Pol II activity. Snf1 enhances histone H3 acetylation, allowing Adr1 binding and recruitment of RNA Pol II. The histone modification is more stable than the post-transcriptional alteration that stabilizes mRNAs. Thus, Adr1 and RNA Pol II remain at the promoter after inactivation of Snf1, but mRNA stability is immediately compromised. Together, these mechanisms ensure that expression of glucose repressible genes will be rapidly shut-off when the activity of Snf1 is reduced but allows the promoter to be held in a state of readiness for the next round of nutrient starvation. Important future goals are to identify Snf1 substrates that influence these activities and to determine the molecular mechanisms underlying Snf1-dependent mRNA stabilization and its reversal by glucose.
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FIGURE LEGENDS

Figure 1. Inhibition of gene expression by the Snf1as inhibitor 2NM-PP1. Cultures of strains TYY923, TYY924, and TYY925 (all Snf1as) were grown in 200 ml YPD medium to an A600=0.8 at 30°C. Duplicate samples of 10 ml were removed for RNA isolation and the cells in the remainder of the culture were pelleted and resuspended in 200 ml YP medium containing 0.05% glucose and subsequently treated as described below. Each culture was divided into six equal portions after resuspension in low glucose and agitated vigorously at 30°C. One portion received DMSO, the solvent for 2NM-PP1 as a control. The remaining five cultures received an amount of 2NM-PP1 to make the final concentration shown in the figure. Triplicate samples of 10 ml were collected for RNA isolation 4 hr after resuspending the cells in low glucose medium (derepressing conditions). (A) Differential effects of Snf1as inhibition on gene expression. mRNA levels were measured by RT-qPCR and normalized against ACT1 mRNA which was unaffected by the inhibitor (Supplementary Figure 2B) and are expressed as the percentage of the mRNA amount measured in the absence of inhibitor. The control culture is represented in the figure as having 0.01 µM 2NM-PP1 in order to display the data on a log scale. The error bars represent the standard deviations from three biological replicates. The experiment was repeated twice with similar results. (B) Snf1as inhibition is correlated with promoter strength. The concentration of 2NM-PP1 that caused a 50% reduction in mRNA levels at 4 hr was plotted against the relative level of mRNA (normalized to ACT1) at 4 hr in the absence of inhibitor. The data are from Supplementary Figure 3 and similar data.

Figure 2. Chromatin immunoprecipitation analysis of Adr1 and RNA Pol II binding and histone H3-K9,14 acetylation. Triplicate cultures of Snf1as strain TYY1077 were grown in YPD containing 3% glucose. At A600~1.0 the cells were pelleted, resuspended in YP plus 0.05% glucose with the indicated amounts of 2NM-PP1, or with DMSO (final concentration 0.05%) in the control culture lacking 2NM-PP1. After 4 hr of derepression samples were collected for ChIP and RNA analysis. (A) Adr1-myc binding. Adr1-Myc binding was measured by qPCR after ChIP performed as described in Experimental Procedures. The binding value represents the ratio of (ChIP(geneX)/input(geneX))/(ChIP(tel)/input(tel)). The control sample lacking 2NM-PP1 was set to 100%. The error bars represent the standard deviation of three biological replicates. (B) RNA Pol II binding. ChIP was performed using the extracts described above. ChIP grade anti-Pol II antisera 8WG16 was used and binding was determined as described in Experimental Procedures. (C) Histone H3-K9,14 acetylation. Strain TYY1077 was grown in YPD and derepressed in the presence of the indicated concentrations (in µM) of the Snf1as inhibitor 2NM-PP1, or 0.05% DMSO (0 inhibitor) for 4 hr. Another culture was derepressed for 3.5 hr in the absence of inhibitor and then inhibitor was added for 30 min before a sample was prepared for ChIP. Levels of histone H3-K9,14 acetylation were measured by ChIP as described in Experimental Procedures. H3-K9,14 acetylation at the indicated genes (transcription start sites, TSS) is expressed relative to acetylation at the ACT1 TSS. (D) Comparison of Adr1 and RNA Pol II binding, histone H3-K9,14 acetylation, and transcript levels of ADH2. The data are from Figures 2A, B, and C. The transcript levels for ADH2 were determined using aliquots from the same cultures that were sampled for ChIP analysis.

Figure 3. Snf1 activity is needed continuously during derepression to maintain high transcript levels for ADH2, FBP1, and POX1. (A) mRNA accumulate stops abruptly when Snf1as is inhibited. Strain TYY925 (Snf1as) was grown in 200 ml of YPD with 3% glucose. After removing 2-10 ml aliquots for RNA isolation representing repressing growth conditions, the remaining cells collected by centrifugation and resuspended in 200 ml YP with 0.05% glucose. After a subsequent 4 hr incubation in derepressing conditions with vigorous shaking 2NM-PP1 was added to a final concentration of 10 µM to a 100 ml portion of the culture. Another 100 ml
portion of the culture received DMSO, the 2NM-PP1 solvent, at a final concentration of 0.05% to serve as the “no inhibitor” control. Samples of 10 ml were pipetted into 50 ml Falcon centrifuge tubes containing 10 g of ice at 0, 20, 30, 45 and 60 min after inhibitor (or DMSO) addition and the cells were collected for RNA isolation and analysis. Triplicate samples were collected at 4 hr and the average of these values was used to calculate the relative mRNA level for each gene (compared to ACT1), expressed as the percentage of the transcript level present at 4 hr.  

**B** Glucose addition and Snf1as inhibition affect ADH2 mRNA levels similarly. Strain TYY1077 was grown and derepressed as described above. After 4 hr of derepression cultures received 2NM-PP1 (final 10 µM), glucose (final 3%), or 2NM-PP1 and glucose (10 µM and 3% final concentrations, respectively), or DMSO (0.05% final concentration). Samples of 10 ml were removed at the indicated times and RNA was isolated and analyzed by RT-qPCR. Duplicate samples were prepared after 4 hr of derepression and the average of these values was used to calculate the relative mRNA level (compared to ACT1) after inhibitor addition, expressed as the percentage of the transcript level present at 4 hr.

**Figure 4.** Continuous Snf1 activity is not needed for Adr1 and RNA Pol II binding, histone H3-K9,14 acetylation or RNA Pol II CTD phosphorylation  

**(A) Adr1-myc binding after inhibiting Snf1as and adding glucose.** Adr1-Myc binding in strain TYY1077 was measured by ChIP after derepression as described in the legend to Figure 2, but the cultures were derepressed for only 2 hr in low glucose medium. The final concentration of 2NM-PP1 was 10 µM. Duplicate 60 samples were removed at the times indicated. A 10 ml portion of this sample was used for RNA preparation and analysis. The remaining 50 ml was used for ChIP analysis for Adr1-Myc13 as described in Experimental Procedures. The data are expressed as the ratio of ChIP/input without normalizing to the level of acetylation at the TEL region which changed less than 2-fold with any of the treatments.  

**(B) Histone H3-K9,14 acetylation after inhibiting Snf1as or adding glucose.** Strain TYY1077 was grown and treated as described in the Figure 2 legend. ChIP for K9,14 acetylated histone H3 was performed using anti-histone H3-K9,14 antisera from Santa Cruz as described in Experimental Procedures. The data are expressed as binding (ChIP/input) for ADH2prm relative to ChIP/input at the TEL region used as a reference.  

**(C, D)** RNA Pol II remains bound to the ADH2 transcription start sites (tss) and ORFs after inhibiting Snf1as. Growth and treatment of the cells is described in the Figure 2 legend. RNA Pol II binding was measured by ChIP as described in Experimental Procedures using ChIP-grade Abcam anti-Pol II antibody 8WG16. The data are expressed as binding (ChIP/input) for ADH2tss and POX1tss relative to ChIP/input at the TEL region used as a reference.  

**(E, F)** RNA Pol II CTD associated with ADH2 is phosphorylated on Ser2 and Ser5 after Snf1as inhibition. The cultures for ChIP analysis were derepressed for 6 hr (none) and 2NM-PP1 (+I) or glucose (+D), was added after 2 hr of derepression. Abcam anti-pSer5 and anti-pSer2 polyclonal antisera were used as described in Experimental Procedures. The data are expressed as binding (ChIP/input) for ADH2tss and ORF relative to ChIP/input at the TEL region used as a reference.

**Figure 5.** Stability of selected glucose repressible mRNAs in derepressing growth conditions after inhibiting Snf1as, addition of glucose, or inactivating RNA Pol II (rpb1-1) at 36.5°C. Strain TYY1077 (SNF1as) was grown in YPD medium and derepressed in YP containing 0.05% glucose as described in Experimental Procedures. Either glucose (final concentration 3%) or 2NM-PP1 was added 4 hr after initial glucose depletion and samples were removed 5 and 15 min after glucose addition or 7.5 and 22 min after 2NM-PP1 addition. For inactivation of RNA Pol II, strain KBY108 (rpb1-1 SNF1as) was grown a 25°C and the temperature was rapidly raised to 36.5°C as described in Experimental Procedures. Aliquots were removed for mRNA analysis 20, 40 and 60 min later. RT-qPCR was performed described in Experimental Procedures. The RNA was converted to cDNA using random hexamers and quantified by qPCR. The mRNA values...
were normalized to the amount of 18S ribosomal RNA (measured as cDNA) and are expressed relative to the amount of mRNA present in the absence of 2NM-PP1 or glucose for TYY1077, or relative to the amount of mRNA present immediately before heat inactivation of RNA Pol II for strain KBY108 (*rpb1-1 ts*).

**Figure 6.** Active Snf1 as protects glucose repressible mRNAs from glucose-induced rapid decay. Strain TYY1085 (*reg1Δ SNF1 as*) was grown in YPD medium and derepressed in YP containing 0.05% glucose as described in Experimental Procedures. Additions were made 4 hr after initial glucose depletion and samples were removed for RNA preparation 7.5, 30 and 60 min later. The additions were 2NM-PP1 (10 µM final concentration), glucose (3% final concentration), 2NM-PP1 plus glucose (10 µM and 3%, final concentrations, respectively), 1,10-phenanthroline (100 µg/ml final concentration) or DMSO (0.05% final concentration). Messenger RNAs were quantified by RT-qPCR as described in Experimental Procedures. Triplicate zero-min samples were prepared and their average was used as the initial time-point. The decay of *ADH2* mRNA in a *REG1 SNF1 as* strain after depletion and subsequent re-addition of glucose at 4 hr in a separate experiment is shown for reference. The error bars represent the standard deviation from five separate experiments for the *REG1 SNF1 as* strain. The data are expressed relative to *ACT1* mRNA levels.

**Figure 7.** Model of Snf1 regulation of Adr1-dependent gene expression. Activation of and by Snf1 is indicated by green arrows; red arrows indicate pathways or functions that inactivate Snf1 and Snf1-dependent functions. In brief, activation of Snf1 occurs through phosphorylation of Snf1 on Thr 210 a process that is reversed in the presence of glucose through the action of two protein phosphatases, Glc7 and Sit4. The model depicts active Snf1 stimulating acetylation of nucleosomal histones, a process that could occur by directly stimulating a HAT (as shown), by inactivating a HDAC, or by phosphorylation-dependent acetylation of histones. Once bound Adr1 and Cat8 stimulate promoter nucleosome remodeling and PIC recruitment. A subsequent step in PIC activation is Snf1 dependent as is stabilization of cytoplasmic mRNA stability. The latter process could occur through protection of the 5’ end of glucose-repressed mRNAs, by altering cytoplasmic mRNA decay processes, or through some other unknown mechanism. The protection is represented by a phosphorylated diamond protecting the 5’ cap of a mRNA. Snf1 may also affect transcription elongation because RNA Pol II is engaged in the ORF but transcript accumulation is not observed after Snf1 is inhibited. The green arrow showing Snf1 affecting this process has a question mark because we have not directly demonstrated an effect on transcript elongation.
| Strain                        | Description                                      | Origin          |
|-------------------------------|--------------------------------------------------|-----------------|
| W303-1a aka CKY19             | MATα ade2-1 can1-100 ura3-1 leu2-3,112 trp1-1  | K. Dombek       |
|                               | his3-11,15                                       |                 |
| CKY20                         | MATα ade2-1 can1-100 ura3-1 leu2-3,112 trp1-1  | K. Dombek       |
|                               | his3-11,15                                       |                 |
| CKY18                         | CKY20 snf1Δ::kanmx                                | K. Dombek       |
| TYY923, TYY924, TYY925        | CKY18 ura3-1::pSH47::SNF1as (URA3)               | This work       |
| TYY1077, TYY1078             | TYY923 ADR1-Myc13                                | This work       |
| CKY10                         | CKY19 snf1Δ::kanmx regΔ::natmx                    | This work       |
| TYY1085                       | CKY10 ura3-1::pSH47::SNF1as (URA3)               | This work       |
| KBY108                        | MATα rpb1-1 ura3-1::pSH47::SNF1as (URA3)         | This work       |
|                               | snf1Δ::kanmx ADR1-Myc13::natmx                    |                 |
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