TOPOLOGICAL RAMSEY SPACES OF EQUIVALENCE RELATIONS AND A DUAL RAMSEY THEOREM FOR COUNTABLE ORDINALS

JAMAL K. KAWACH AND STEVO TODORCEVIC

ABSTRACT. We define a collection of topological Ramsey spaces consisting of equivalence relations on \( \omega \) with the property that the minimal representatives of the equivalence classes alternate according to a fixed partition of \( \omega \). To prove the associated pigeonhole principles, we make use of the left-variable Hales-Jewett theorem and its extension to an infinite alphabet. We also show how to transfer the corresponding infinite-dimensional Ramsey results to equivalence relations on countable limit ordinals (up to a necessary restriction on the set of minimal representatives of the equivalence classes) in order to obtain a dual Ramsey theorem for such ordinals.

1. INTRODUCTION

Recall that the infinite Ramsey theorem [8] says that for every \( k < \omega \) and every finite colouring of the collection of \( k \)-element subsets of \( \omega \), there is an infinite \( X \subseteq \omega \) such that the colouring is constant on the \( k \)-element subsets of \( X \). To obtain an analogous result for finite colourings of the collection \( [\omega]^{\omega} \) of all infinite subsets of \( \omega \), one needs to impose a topological restriction on the fibres of the colouring, where \( [\omega]^{\omega} \) is equipped with its standard metrizable topology. Galvin and Prikry [4] showed that Borel colourings of \( [\omega]^{\omega} \) have the desired property; Silver [9] then extended this to analytic colourings of \( [\omega]^{\omega} \).

In [2] Carlson and Simpson prove the following “dual” version of the infinite Ramsey theorem, which involves colouring partitions of \( \omega \) instead of subsets and which can be seen as an infinite version of the finite dual Ramsey theorem of Graham and Rothschild [5]. To state it, we establish some notation: Given \( k < \omega \), let \( \mathcal{E}_k \) be the set of all equivalence relations on \( \omega \) with exactly \( k \)-many equivalence classes. We also let \( \mathcal{E}_\infty \) be the set of all equivalence relations on \( \omega \) with infinitely many equivalence classes. Given \( X \in \mathcal{E}_\infty \) and \( \alpha \in \omega \cup \{\infty\} \), we write \( \mathcal{E}_\alpha \upharpoonright X \) for the set of all \( Y \in \mathcal{E}_\alpha \) which are coarsenings of \( X \) in the sense that each equivalence class of \( Y \) is a union of equivalence classes of \( X \). Carlson and Simpson proved the following result for Borel colourings, but we state it in its stronger form as found in [11, Chapter 5.6].
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**Theorem 1.1 (Dual Ramsey theorem).** For every finite Souslin measurable colouring \( c \) of \( E_k \), there is \( X \in E_\infty \) such that \( c \) is constant on \( E_k \restriction X \).

The topology on the space of equivalence relations and the notion of Souslin measurability will be defined in the next few sections.

Carlson and Simpson also proved a dual version of the Galvin-Prikry theorem. As above, we state the following result in its optimal form from [11].

**Theorem 1.2 (Dual Silver theorem).** For every finite Souslin measurable colouring \( c \) of \( E_\infty \), there is \( X \in E_\infty \) such that \( c \) is constant on \( E_\infty \restriction X \).

The main goal of this paper is to obtain similar results for any countable limit ordinal in place of \( \omega \), up to a restriction on the placement of the minimal representatives of each equivalence relation. To do so, we use topological Ramsey spaces and code equivalence relations on a countable limit ordinal via certain “alternating” equivalence relations on \( \omega \). This general machinery is then used to obtain the following versions of the dual Silver theorem, which correspond to Corollary 3.6 and Corollary 5.5, respectively. (The definitions of the spaces of equivalence relations and their associated topologies will be given later.)

**Theorem 1.3.** For every \( l \geq 1 \) there is an optimal collection \( E_\infty(\omega \cdot l) \) of equivalence relations on \( \omega \cdot l \) with infinitely many equivalence classes such that the following holds: For every finite Souslin measurable colouring of \( E_\infty(\omega \cdot l) \) and every \( E \in E_\infty(\omega \cdot l) \), there is a coarsening \( F \in E_\infty(\omega \cdot l) \) of \( E \) such that the family \( E_\infty(\omega \cdot l) \restriction F \) is monochromatic.

**Theorem 1.4.** Let \( \alpha \geq \omega^2 \) be a countable limit ordinal and suppose \( \beta \) is an ordinal such that \( \alpha = \omega \cdot \beta \). Then for every bijection \( f : \omega \to \beta \) there is an optimal collection \( E_\infty(\alpha) \) of equivalence relations on \( \alpha \) with infinitely many equivalence classes such that the following holds: For every finite Souslin measurable colouring of \( E_\infty(\alpha) \) and every \( E \in E_\infty(\alpha) \), there is a coarsening \( F \in E_\infty(\alpha) \) of \( E \) such that the family \( E_\infty(\alpha) \restriction F \) is monochromatic.

This paper is organized as follows: Section 2 contains a brief overview of the theory of topological Ramsey spaces together with the statement of the left-variable Hales-Jewett theorem, which is the main pigeonhole principle that will be needed later. In Section 3, we extend the dual Ramsey and dual Silver theorems to the ordinals \( \omega \cdot l \) by considering topological Ramsey spaces of equivalence relations on \( \omega \) which alternate (in a sense that will be made precise later) with respect to a finite partition of \( \omega \). In Section 4, we obtain a version of the left-variable Hales-Jewett theorem for infinite alphabets. We then use this pigeonhole principle in Section 5 to prove dual Ramsey and dual Silver theorems for any countable limit ordinal \( \alpha \geq \omega^2 \) by developing topological Ramsey spaces of equivalence relations which alternate over an infinite partition of \( \omega \).

**Acknowledgements.** We are grateful to Jordi López-Abad for many useful conversations on the subject matter and for comments on an earlier version of this paper. We also thank the referee for many helpful comments and suggestions.

2. Preliminaries

2.1. Topological Ramsey spaces. The exposition in this subsection closely follows that of [11] Chapter 5 and we refer the reader there for more information. Let
\( \mathcal{R} \) be a set which we will think of as a collection of infinite sequences of objects. We equip \( \mathcal{R} \) with a quasiorder \( \leq \) and a restriction map \( r : \mathcal{R} \times \omega \to \mathcal{AR} \) where

\[
\mathcal{AR} = \bigcup_{n < \omega} \mathcal{AR}_n
\]

and where \( \mathcal{AR}_n \) (which we think of as the collection of \( n \)-th approximations to elements of \( \mathcal{R} \)) is the range of \( r_n = r | \mathcal{R} \times \{ n \} \). We will be interested in structures \( (\mathcal{R}, \leq, r) \) of the above form which moreover satisfy the following four axioms. The relevant notation will be explained after the statement of the axioms.

**A.1.** For all \( A, B \in \mathcal{R} \) we have:

1. \( r_0(A) = \emptyset \).
2. \( A \neq B \) implies \( r_n(A) \neq r_n(B) \) for some \( n \).
3. \( r_n(A) = r_m(B) \) implies \( n = m \) and \( r_k(A) = r_k(B) \) for all \( k < n \).

**A.2.** There is a quasiorder \( \leq_{\text{fin}} \) on \( \mathcal{AR} \) such that:

1. \( \{ a \in \mathcal{AR} : a \leq_{\text{fin}} b \} \) is finite for all \( b \in \mathcal{AR} \).
2. For all \( A, B \in \mathcal{R} \) we have

\[
A \leq B \text{ iff } (\forall n)(\exists m) r_n(A) \leq_{\text{fin}} r_m(B).
\]
3. For all \( a, b \in \mathcal{AR} \),

\[
a \subseteq b \wedge b \leq_{\text{fin}} c \rightarrow (\exists d \subseteq c) a \leq_{\text{fin}} d.
\]

**A.3.** Let \( A, B \in \mathcal{R} \) and \( a \in \mathcal{AR} \) be such that \( d = \text{depth}_B(a) < \infty \). Then:

1. \( [a, A'] \neq \emptyset \) for all \( A' \in [r_d(B), B] \).
2. If \( A \leq B \) and \( [a, A] \neq \emptyset \), then there is \( A' \in [r_d(B), B] \) such that \( [a, A'] \subseteq [a, A] \).

**A.4.** If \( [a, B] \neq \emptyset \) and \( d = \text{depth}_B(a) < \infty \), then for every \( O \subseteq \mathcal{AR}_{|a|+1} \) there exists \( A \in [r_d(B), B] \) such that \( r_{|a|+1}[a, A] \subseteq O \) or \( r_{|a|+1}[a, A] \subseteq O^c \).

Above, we use the notation \( |a| \) to denote the length of \( a \in \mathcal{AR} \), which is the unique integer \( n \) such that \( a = r_n(A) \) for some \( A \in \mathcal{R} \). We also write \( a \subseteq b \) whenever there is \( B \in \mathcal{R} \) and \( n \leq m < \omega \) such that \( a = r_n(B) \) and \( b = r_m(B) \). For \( a \in \mathcal{AR} \) and \( B \in \mathcal{R} \), we define

\[
[a, B] = \{ A \in \mathcal{R} : A \leq B \text{ and } (\exists n) r_n(A) = a \}.
\]

Also recall that the depth of \( a \) in \( B \), for \( a \in \mathcal{AR} \) and \( B \in \mathcal{R} \), is defined by

\[
\text{depth}_B(a) = \begin{cases} 
\min\{ n < \omega : a \leq_{\text{fin}} r_n(B) \} & \text{if } (\exists n) a \leq_{\text{fin}} r_n(B), \\
\infty & \text{otherwise}.
\end{cases}
\]

We equip \( \mathcal{AR} \) with the discrete topology, \( \mathcal{AR}^\omega \) with the corresponding product topology, and \( \mathcal{R} \) with the subspace topology from \( \mathcal{AR}^\omega \). We say \( (\mathcal{R}, \leq, r) \) is closed if \( \mathcal{R} \) is closed when viewed as a subspace of \( \mathcal{AR}^\omega \). The Ellentuck topology on \( \mathcal{R} \) is the topology generated by basic open sets of the form \( [a, B] \) for \( a \in \mathcal{AR}, B \in \mathcal{R} \). Note that this topology refines the metrizable topology on \( \mathcal{R} \) when considered as a subspace of \( \mathcal{AR}^\omega \).

**Definition 2.1.** Let \( \mathcal{X} \subseteq \mathcal{R} \).
(i) \( \mathcal{X} \) has the property of Baire if \( \mathcal{X} = O \triangle M \) for some Ellentuck open \( O \subseteq \mathcal{R} \) and some Ellentuck meagre \( M \subseteq \mathcal{R} \).

(ii) \( \mathcal{X} \) is Ramsey if for every non-empty basic set \( [a, B] \) there is \( A \in [a, B] \) such that \( [a, A] \subseteq \mathcal{X} \) or \( [a, A] \cap \mathcal{X} = \emptyset \). If the second alternative always holds, then \( \mathcal{X} \) is Ramsey null.

**Theorem 2.2** (Abstract Ellentuck Theorem). Suppose \((\mathcal{R}, \leq, r)\) is closed and satisfies axioms A.1 to A.4. Then \( \mathcal{X} \subseteq \mathcal{R} \) has the property of Baire if and only if it is Ramsey. Furthermore, \( \mathcal{X} \subseteq \mathcal{R} \) is Ellentuck meagre if and only if it is Ramsey null.

A structure of the above form which satisfies the conclusion of the Abstract Ellentuck Theorem is called a topological Ramsey space.

Recall that a **Souslin scheme** is a family of subsets \((X_s)_{s \in \omega} \subseteq \mathcal{R}\) of some underlying set which is indexed by finite sequences of non-negative integers. The **Souslin operation** turns a Souslin scheme \((X_s)_{s \in \omega} \subseteq \mathcal{R}\) into the set

\[
\bigcup_{x \in \mathcal{N}} \bigcap_{n < \omega} X_{\lambda n}
\]

where \( \mathcal{N} \) denotes the Baire space, i.e., the set of all infinite sequences in \( \omega \). Then \( \mathcal{X} \subseteq \mathcal{R} \) is **Souslin measurable** if it belongs to the minimal field of subsets of \( \mathcal{R} \) which contains all Ellentuck open sets and is closed under the Souslin operation. In particular, every analytic or coanalytic subset of \( \mathcal{R} \) is Souslin measurable. Finally, we say finite colouring \( c : \mathcal{R} \rightarrow n \) is Souslin measurable if each set \( c^{-1}\{i\}, \ i < n \) is Souslin measurable.

We make note of the following useful consequence of the Abstract Ellentuck Theorem. From now on, all topological notions will refer to the Ellentuck topology on \( \mathcal{R} \).

**Corollary 2.3.** Suppose \((\mathcal{R}, \leq, r)\) is closed and satisfies axioms A.1 to A.4. Then for every finite Souslin measurable colouring of \( \mathcal{R} \) and every \( B \in \mathcal{R} \), there is \( A \leq B, A \in \mathcal{R} \) such that the set \( \{ A' \in \mathcal{R} : A' \leq A \} \) is monochromatic.

### 2.2. The left-variable Hales-Jewett theorem

The **Hales-Jewett theorem**, originally proved in [6], is a powerful combinatorial result which involves colouring finite words over an alphabet. We will be concerned with a particular infinitary version of the Hales-Jewett theorem which we now proceed to describe. Let \( L \) be a finite set which we refer to as an **alphabet**, and let \( v \) be a symbol distinct from all members of \( L \). We let \( W_L \) denote the set of all **words** formed from \( L \), i.e., all functions \( w : n \rightarrow L \) where \( n < \omega \). Similarly, we let \( W_{Lv} \) denote all **variable words**, i.e., functions \( x : n \rightarrow L \cup \{v\} \) where \( n < \omega \) and \( v \in \text{range}(x) \). We will often write \( |w| \) for the domain (or length) of the word \( w \). For two words \( x \) and \( y \) we write \( x \frown y \) for the word obtained by concatenating \( x \) and \( y \). If \( x \) is a variable word and \( \lambda \in L \cup \{v\} \), we write \( x[\lambda] \) for the element of \( W_L \) or \( W_{Lv} \) obtained by replacing every occurrence of the variable \( v \) in \( x \) by \( \lambda \). Given a sequence \( X = (x_n)_{n < \omega} \) of variable words over an alphabet \( L \), we write \( [X]_L \) for the **partial subsemigroup** of \( W_L \) generated by \( X \), which consists of all words of the form

\[
x_{n_0}[\lambda_0] \frown \cdots \frown x_{n_k}[\lambda_k]
\]

where \( k < \omega, n_0 < \cdots < n_k < \omega \) and \( \lambda_i \in L \) for each \( i \leq k \). The partial subsemigroup \( [X]_{Lv} \) of \( W_{Lv} \) is defined similarly.

We will make use of the following version of the infinite Hales-Jewett theorem originally considered in [2] and obtained in the form below in [7]; another proof can
be found in [11] Chapter 2]. First, let us say that \( x \in W_L \) is a left-variable word if the first letter of \( x \) is \( v \).

**Theorem 2.4** (Left-variable Hales-Jewett Theorem). Suppose \( L \) is a finite alphabet. Then for every finite colouring of \( W_L \) there is a sequence \( X = (x_n)_{n<\omega} \) of left-variable words together with a variable-free word \( w_0 \) such that the translate \( w_0^{-}[X]_L \) is monochromatic.

### 3. \( \mathcal{P} \)-alternating equivalence relations for finite partitions of \( \omega \)

Let \( \mathcal{P} \) be a partition of \( \omega \) into finitely many infinite sets \( P_0, \ldots, P_{l-1} \) such that \( \min P_i < \min P_j \) whenever \( i < j \). Let \( \mathcal{E}_\omega^\mathcal{P} \) denote the set of all \( \mathcal{P} \)-alternating equivalence relations on \( \omega \), i.e. equivalence relations \( E \) on \( \omega \) such that:

(a) \( E \) has infinitely many equivalence classes.
(b) If \( (p_k(E))_{k<\omega} \) is an increasing enumeration of the set of minimal representatives of the equivalence classes of \( E \), then \( p_k(E) \in P_n \) for some \( n \equiv k \mod l \).

Given \( E \in \mathcal{E}_\omega^\mathcal{P} \), a \( P_n \)-class is an equivalence class \( X \) of \( E \) such that \( \min X \in P_n \). Note that condition (b) implies that each \( E \in \mathcal{E}_\omega^\mathcal{P} \) has infinitely many \( P_n \)-classes for each \( n < \omega \).

Before proceeding, we establish some notation and terminology which will be used throughout the paper when working with equivalence relations. For any two equivalence relations \( E \) and \( F \) on the same set, write \( E \leq F \) whenever every class of \( E \) is a union of \( F \)-classes. In this case we also say that \( E \) is a coarsening of \( F \), or that \( E \) is coarser than \( F \). For any equivalence relation \( E \) on a well-ordered set, \( p(E) \) will denote the set of all minimal representatives of the classes of \( E \). The \( n \)-th approximation of an equivalence relation \( E \) on \( \omega \) is given by

\[
\rho_n(E) = E \downharpoonright p_n(E)
\]

where \( p_n(E) \) is the \( n \)-th element of \( p(E) \) when the latter set is enumerated in increasing order. Let \( \mathcal{AE}_\omega^\mathcal{P} \) denote the set of all finite approximations of elements of \( \mathcal{E}_\omega^\mathcal{P} \). For \( a \in \mathcal{AE}_\omega^\mathcal{P} \), let \( |a| \) denote the length of \( a \), which is defined as the unique integer such that \( a = \rho_n(E) \) for some \( E \); equivalently, \( |a| \) is the number of equivalence classes of \( a \). \((\mathcal{AE}_\omega^\mathcal{P})_n \) will denote all approximations of length \( n \). The domain of an approximation \( a \) is the set

\[
\text{dom}(a) = \{0, 1, \ldots, p_{|a|}(E) - 1\} = p_{|a|}(E)
\]

where \( E \) is such that \( a = \rho_n(E) \). The relation \( \leq \) admits a finitization obtained by setting \( a \leq \text{fin} b \) if and only if \( \text{dom}(a) = \text{dom}(b) \) and \( a \) is coarser than \( b \).

**Theorem 3.1.** \((\mathcal{E}_\omega^\mathcal{P}, \leq, r)\) is a topological Ramsey space.

**Proof.** As in [11] Chapter 5.6], it is routine to check that \((\mathcal{E}_\omega^\mathcal{P}, \leq, r)\) is closed and satisfies the Ramsey space axioms A.1, A.2 and A.3. Hence it is enough to prove A.4: we follow the proof of [11] Lemma 5.69. So let \([a, E] \neq \emptyset \) be a basic set, \( n = |a| \) and \( \mathcal{O} \subseteq (\mathcal{AE}_\omega^\mathcal{P})_{n+1} \). Note that we may assume \([a, E] \) has the property that \( a = \rho_n(E) \), since then the arbitrary case follows from A.3(2) by taking an appropriate coarsening of \( a \). Assuming \( a = \rho_n(E) \), it follows that \( \text{depth}_{\mathcal{P}}(a) = n \) and so we want to find \( F \in [a, E] \) such that \( \rho_{n+1}[a, F] \subseteq \mathcal{O} \) or \( \rho_{n+1}[a, F] \subseteq \mathcal{O}^\circ \).
Consider an arbitrary end-extension \( b \in r_{n+1}[a, E] \). Then \( b \) is an equivalence relation on a set of the form
\[
p_m(E) = \{0, 1, \ldots, p_m(E) - 1\}
\]
for some \( m > n \), such that \( b \) has one more equivalence class with minimal representative \( p_n(E) \). Thus \( b \) joins the classes of \( E \) with minimal representatives among \( p_{n+1}(E), \ldots, p_{m-1}(E) \) to a class with minimal representative \( \leq p_n(E) \). Note that if \( n \equiv k \mod l \) then \( m \equiv k + 1 \mod l \) because of our condition for being a member of \( \mathcal{E}_\infty \). Let \( \lambda := \frac{m-n-1}{l} \). Then any such \( b \) can be coded as a word \( w^b \) in the alphabet
\[
L = (n+1)^l
\]
such that \( w^b \) has length \( \lambda \): If we let \( \pi_j(w^b(i)) \) denote the \( j \)th coordinate of the letter \( w^b(i) \), then for each \( i < \lambda \) and \( j < l \), we set \( \pi_j(w^b(i)) = k \) where \( p_{(n+1)+i+j}(E) \) is joined to \( p_k(E) \) via \( b \). In other words, each block of the form
\[
(p_{n+i+1}(E), p_{n+i+2}(E), \ldots, p_{n+(i+1)l}(E)), \ i < \lambda
\]
is associated to the letter
\[
(k_0, \ldots, k_{l-1}) \in L
\]
where \( p_{k_j}(E) \) is joined to \( p_{(n+1)+i+j}(E) \). Conversely, any word \( w \in W_L \) which has length \( \lambda \) corresponds to a unique \( b = b(w) \in r_{n+1}[a, E] \) where \( \text{dom}(b) = r_{n+1}[\lambda', E] \): For each \( i < \lambda' \) and \( j < l \), join the class \( p_{(n+1)+i+j}(E) \) to \( p_{\pi_j(w(i))}(E) \) and let \( b(w) \) be the corresponding equivalence relation on the set
\[
p_m(E) = \{0, 1, \ldots, p_m(E) - 1\}.
\]

Define a colouring \( c : W_L \to 2 \) by setting \( c(w) = 0 \) if and only if \( b(w) \in \mathcal{O} \), and apply the left-variable Hales-Jewett theorem to obtain a variable-free word \( w_0 \) together with a sequence \( X = (x_i)_{i<\omega} \) of left-variable words such that the translate \( w_0\downarrow [X]_L \) is monochromatic for the above colouring. In other words, either
\[
(1) \ b(w) \in \mathcal{O} \text{ for every } w \in w_0\downarrow [X]_L, \text{ or}
\]
\[
(2) \ b(w) \notin \mathcal{O} \text{ for every } w \in w_0\downarrow [X]_L.
\]
For each \( i < \omega \), the left-variable word \( x_i \) determines a variable word \( y_i \) of length \( l \cdot |x_i| \) in the alphabet \( \{0, \ldots, n\} \) which is obtained by replacing each letter \( (k_0, \ldots, k_l) \in L \) with the string
\[
k_1 \ldots k_l
\]
and replacing the variable \( v \) with the string
\[
0 \ldots 0 \uparrow v 0 \ldots 0
\]
of length \( l \) where \( v \) occurs in the \( (i \mod l) \)th place. Similarly, \( u_0 \) corresponds to a word \( u_0 \) of length \( l \cdot |w_0| \) in the alphabet \( \{0, \ldots, n\} \). Now form the infinite word
\[
y = u_0 \downarrow y_0 \downarrow y_1 \downarrow \cdots \downarrow y_k \downarrow \cdots
\]
out of \( u_0 \) and \( (y_i)_{i<\omega} \). To define \( F \), it suffices to say how it acts on \( p(E) \). If at place \( i \) of \( y \) we find a letter \( k \in \{0, \ldots, n\} \), we let \( p_{n+i+1}(E) \) and \( p_k(E) \) be \( F \)-equivalent. If we find a variable at places
\[
i, j' \in \{|u_0| + |y_0| + \cdots + |y_{j-1}|, |u_0| + |y_0| + \cdots + |y_{j-1}| + |y_j|\}
\]
(where we set \( y_{-1} = \emptyset \)) then we let \( p_{n+i+1}(E) \) and \( p_{n+i+j'}(E) \) be \( F \)-equivalent, with no other connections. In this way, the sequence of minimal representatives \( (p_i(F))_{i<\omega} \) of \( F \) is a subsequence of \( (p_i(E))_{i<\omega} \) obtained by removing blocks which have length a multiple of \( l \), and so \( F \) is \( \mathcal{P} \)-alternating.
It remains to check that $F$ satisfies the conclusion of axiom A.4. It is clear that $F \in [a, E]$. Now take an arbitrary end-extension $b \in r_{n+1}[a, F]$. By our condition for being a member of $\mathcal{E}_\infty^P$, $b$ must be an equivalence relation on a set of the form $p_m(F)$ where $m \equiv n + 1 \mod l$. In particular, this implies that $b$ can be obtained from a word of the form

$$w_0 \sim y_0[\lambda_0] \sim \ldots \sim y_k[\lambda_k]$$

for some $k < \omega$ and $\lambda_0, \ldots, \lambda_k \in \{0, \ldots, n\}$, and so $b$ corresponds to a word

$$w_0 \sim x_0[\lambda'_0] \sim \ldots \sim x_k[\lambda'_k]$$

for some $\lambda'_0, \ldots, \lambda'_k \in L$. Thus $F$ satisfies the conclusion of A.4.

\[ \square \]

**Corollary 3.2.** Suppose $c$ is a finite Souslin measurable colouring of $\mathcal{E}_\infty^P$. Then for every $E \in \mathcal{E}_\infty^P$ there is $F \leq E$ such that the family $\mathcal{E}_\infty^P \upharpoonright F$ of all coarsenings of $F$ is c-monochromatic.

In the above space we only prescribed conditions on the minimal representatives associated to an equivalence relation. We can also prescribe conditions on all of elements belonging to an equivalence class rather than just the minimal representatives. One relevant instance of this will be the following: Let $\mathcal{P}$ be a partition of $\omega$ into finitely many sets $P_0, \ldots, P_{l-1}$ such that $\min P_i < \min P_j$ whenever $i < j$ and let $\mathcal{E}_\infty^{P'}$ denote the set of all $\mathcal{P}$-alternating equivalence relations $E$ on $\omega$ which also satisfy:

(c) If $X$ is a $P_n$-class, then $X \subseteq \bigcup_{m \geq n} P_m$.

**Theorem 3.3.** $(\mathcal{E}_\infty^{P'}, \leq, \tau)$ is a topological Ramsey space.

**Proof.** As in the proof of Theorem 3.1, it is enough to check axiom A.4. So we let $[a, E] \neq \emptyset$ be a basic set, $n = |a|$ and $\mathcal{O} \subseteq (\mathcal{A}\mathcal{E}_\infty^{P'})_{n+1}$. As before, we assume $a = r_n(E)$ so and we aim to find $F \in [a, E]$ such that $r_{n+1}[a, F] \subseteq \mathcal{O}$ or $r_{n+1}[a, F] \subseteq \mathcal{O}^c$. Consider an arbitrary end-extension $b \in r_{n+1}[a, E]$. Then $b$ is an equivalence relation on a set of the form

$$p_m(E) = \{0, 1, \ldots, p_m(E) - 1\}$$

for some $m > n$, such that $b$ has one more equivalence class with minimal representative $p_n(E)$. Thus $b$ joins the classes of $E$ with minimal representatives among $p_{n+1}(E), \ldots, p_{m-1}(E)$ to a class with minimal representative $\leq p_n(E)$. Note that if $n \equiv k \mod l$ then $m \equiv k + 1 \mod l$ because of condition (b) in the definition of $\mathcal{P}$-alternating. Furthermore, condition (c) implies that each $P_j$-class can only be joined to an earlier $P_i$-class where $j < i$.

Exactly as in the proof of Theorem 3.1, any end-extension $b$ as above can be coded as a word $w^b$ in the alphabet

$$L = (n + 1)^l$$

such that $w^b$ has length $\lambda := \frac{m - n - 1}{l}$. Conversely, any word $w \in W_L$ which has length $\lambda'$ corresponds to a unique $b = b(w) \in r_{n+1}[a, E]$ where $\text{dom}(b) = r_{n+1+\lambda'}[a, E]$. To describe this assignment, we first define for each $w \in W_L \cup W_{L^c}$ a word $\tilde{w}$ of the same length as follows: If the $i^{th}$ position of $w$ is occupied by the variable $v$, then we let $\tilde{w}(i) = v$. Otherwise, $w(i) \in L$ and we define $\tilde{w}(i)$ by setting...
the $j^{th}$ coordinate of $\bar{w}(i)$ to be

$$\pi_j(\bar{w}(i)) = \begin{cases} 
\pi_j(w(i)) & \text{if } p_{(n+1)i+il+j}(E) \text{ can be joined to } p_{\pi_j(w(i))}(E), \\
0 & \text{otherwise}
\end{cases}$$

for each $j < l$. Then, given $w \in W_L$ as above, for each $i < \lambda'$ and $j < l$ join the class with minimal representative $p_{(n+1)i+il+j}(E)$ to $p_{\pi_j(w(i))}(E)$ and let $b(w)$ be the corresponding equivalence relation on the set

$$p_m(E) = \{0, 1, \ldots, p_m(E) - 1\}.$$  

Define a colouring $c : W_L \to 2$ by setting $c(w) = 0$ if and only if $b(w) \in \mathcal{O}$, and apply the left-variable Hales-Jewett theorem to obtain a variable-free word $w_0$ together with a sequence $X = (x_n)_{n<\omega}$ of left-variable words such that either

1. $b(w) \in \mathcal{O}$ for every $w \in w_0 \sim [X]_L$, or
2. $b(w) \notin \mathcal{O}$ for every $w \in w_0 \sim [X]_L$.

Using $w_0$ and $X$, construct (exactly as in the proof of Theorem 3.1) a variable-free word $u_0$ and a sequence of left-variable words $(y_i)_{i<\omega}$ over the alphabet $\{0, \ldots, n\}$ and then form the infinite variable word

$$y = u_0 \sim y_0 \sim y_1 \sim \ldots \sim y_k \sim \ldots$$

over the alphabet $\{0, \ldots, n\}$. Define an infinite variable word $\bar{y}$ by setting the $i^{th}$ letter to be

$$\bar{y}(i) = \begin{cases} 
y(i) & \text{if } p_{n+1+i}(E) \text{ can be joined to } p_{y(i)}(E), \\
v & \text{if } y(i) = v, \\
0 & \text{otherwise.}
\end{cases}$$

and use it to define an equivalence relation $F$ exactly as in the proof of Theorem 3.1. The placement of the variables in the infinite word $\bar{y}$ (which are the same as that of $y$) ensures that $F$ is $\mathcal{P}$-alternating, while condition (c) in the definition of $\mathcal{E}_\text{P'}^\omega$ is satisfied by the fact that we replaced $y$ with $\bar{y}$. Then each end-extension $b \in r_{n+1}[a, F]$ can be obtained as $b = b(w)$ for some word

$$w = u_0 \sim x_0[\lambda'_0] \sim \ldots \sim x_k[\lambda'_k]$$

where $\lambda'_0, \ldots, \lambda'_k \in L$. It then follows from our choice of $w_0$ and $X$ that $F$ satisfies the conclusion of A.A. \hfill \Box

**Corollary 3.4.** Suppose $c$ is a finite Souslin measurable colouring of $\mathcal{E}_\text{P'}^\omega$. Then for every $E \in \mathcal{E}_\text{P'}^\omega$ there is $F \leq E$ such that the family $\mathcal{E}_\text{P'}^\omega \upharpoonright F$ of all coarsenings of $F$ is $c$-monochromatic.

To conclude this section, we apply Corollary 3.4 to prove an analogue of the dual Ramsey theorem for ordinals of the form $\omega \cdot l$. In this setting it is natural to work with equivalence relations whose equivalence classes are precisely the fibres of a rigid surjection $\omega \cdot l \to \omega \cdot l$, i.e. a surjection $f : \omega \cdot l \to \omega \cdot l$ such that

$$\min f^{-1}(\alpha) < \min f^{-1}(\beta) \text{ for all } \alpha < \beta < \omega \cdot l.$$  

When $l = 1$ there is a natural bijective correspondence between rigid surjections and equivalence relations, but for $l > 1$ this is no longer the case; in particular, it is easy to check that a rigid surjection $f : \omega \cdot l \to \omega \cdot l$ corresponds uniquely to an equivalence relation $E$ on $\omega \cdot l$ such that $p(E)$ has infinite intersection with each
copy of \( \omega \). Thus, we will work exclusively with equivalence relations on \( \omega \cdot l \) which arise from rigid surjections.

Working with any partition \( P \) of \( \omega \) as above, we view each \( P_i \), \( i < l \) as the \( i \)th copy of \( \omega \) in \( \omega \cdot l \), i.e. \( P_i \) is identified with \( \omega \times \{ i \} \). In order to obtain a Ramsey theorem in this setting, we need to prescribe conditions on the set of minimal representatives of an equivalence relation on \( \omega \cdot l \); in particular we need to ensure that there is only one possible “pattern” for the set of minimal representatives of an equivalence relation. A natural requirement is to ask that these representatives cycle between the different copies of \( \omega \) when ordered according to the lexicographical ordering \( \preceq \) on \( \omega \cdot l \), i.e. \((n, i) \preceq (m, j)\) if and only if \( n < m \), or \( n = m \) and \( i < j \). Additionally, it is necessary to ask that the minimal representatives (under the standard ordering on \( \omega \cdot l \)) agree with the \( \preceq \)-minimal representatives. Thus, we let \( \mathcal{E}_\infty(\omega \cdot l) \) be the set of all equivalence relations \( E \) on \( \omega \cdot l \) such that the following conditions hold:

(a) If \((p_k)_{k < \omega} \) is a \( \preceq \)-increasing enumeration of \( p(E) \), then

\[
p_k \in \omega \times \{ k \mod l \}
\]

for each \( k \).

(b) If \((q_k)_{k < \omega} \) is a \( \preceq \)-increasing enumeration of the set of \( \preceq \)-minimal representatives of \( E \), then \( q_k = p_k \) for all \( k \).

In order to transfer equivalence relations from \( \omega \) to \( \omega \cdot l \) (and vice versa) we first define a mapping \( \phi : \omega \to \omega \cdot l \) as follows: Given \( n < \omega \), let \( \theta(n) \) be the unique integer such that \( n \in P_{\theta(n)} \), and define a mapping \( \psi : \omega \to \omega \) by setting \( \psi(n) = m \) if and only if \( n \) is the \( m \)th element of \( P_{\theta(n)} \). Then let

\[
\phi(n) = (\psi(n), \theta(n))
\]

and note that \( \phi \) is a bijection between \( \omega \) and \( \omega \cdot l \). Given \( E = (E_n)_{n < \omega} \in \mathcal{E}_\infty^\omega \), define an equivalence relation on \( \omega \cdot l \) by setting

\[
\Phi(E) = (\phi'' E_n)_{n < \omega}.
\]

The following lemma summarizes the main properties of \( \Phi \) that we will need.

**Lemma 3.5.** \( \Phi \) is a bijective mapping between \( \mathcal{E}_\infty^\omega \) and \( \mathcal{E}_\infty(\omega \cdot l) \) which has the property that \( F \leq E \) if and only if \( \Phi(F) \leq \Phi(E) \).

**Proof.** The second part of the lemma is immediate from the fact that \( \phi \) is a bijection, while the first part will follow once we show that the image of \( \Phi \) is contained in \( \mathcal{E}_\infty(\omega \cdot l) \). To prove the latter it is enough to show that \( \Phi \) preserves the set of minimal representatives of each equivalence relation \( E \in \mathcal{E}_\infty^\omega \) in the sense that \( \phi(p(E)) = p(\Phi(E)) \). To this end, fix \( E = (E_n)_{n < \omega} \in \mathcal{E}_\infty^\omega \). Then, for each \( n < \omega \), \( p_n = \min E_n \) belongs to \( P_{\sigma(n)} \) where \( \sigma(n) \equiv n \mod l \), and so the definition of \( \phi \) implies that \( \phi(p_n) \in \omega \times \{ \sigma(n) \} \). Since \( E_n \subseteq \bigcup_{m \geq \sigma(n)} P_m \) it follows that for each \( x \in E_n \) we have \( \phi(x) \in \omega \times \{ m \} \) for some \( m \geq \sigma(n) \). If \( m > \sigma(n) \) then \( \phi(x) > \phi(p_n) \) in the usual ordering on \( \omega \cdot l \), so assume \( m = \sigma(n) \). By definition of \( P_n \), we know \( p_n \leq x \) in the ordering on \( \omega \) and so \( \psi(p_n) \leq \psi(x) \). Thus \( \phi(p_n) \leq \phi(x) \) for any \( x \in E_n \). Hence \( \phi(p_n) = \min \phi'' E_n \) and so

\[
p(\Phi(E)) = \{ \phi(p_n) : n < \omega \} = \phi(p(E)).
\]

Since \( \phi(p_n) \in \omega \times \{ \sigma(n) \} \) for each \( n \), this implies \( \Phi(E) \in \mathcal{E}_\infty(\omega \cdot l) \). Thus the image of \( \mathcal{E}_\infty^\omega \) under \( \Phi \) is contained in \( \mathcal{E}_\infty(\omega \cdot l) \). The fact that \( \Phi : \mathcal{E}_\infty^\omega \to \mathcal{E}_\infty(\omega \cdot l) \) is a bijection is now straightforward. \( \square \)
We can equip $\mathcal{E}_\omega(\omega \cdot l)$ with the topology inherited from $\mathcal{E}_\omega^\prime$ via $\Phi$, where the latter set is equipped with either the Ellentuck topology or the standard metrizable topology. Note that both of these topologies refine the topology induced from $2^{(\omega \cdot l)^2}$ when each equivalence relation in $\mathcal{E}_\omega(\omega \cdot l)$ is identified with a subset of $(\omega \cdot l)^2$ in the standard way, e.g. as in [2]. Thus, the notion of Souslin measurability in the next result can refer to either of these three topologies. The following is the extension of the dual Silver theorem to ordinals of the form $\omega \cdot l$.

**Corollary 3.6.** Suppose $c$ is a finite Souslin measurable $n$-colouring of $\mathcal{E}_\omega(\omega \cdot l)$. Then for every $E \in \mathcal{E}_\omega(\omega \cdot l)$ there is $F \leq E$ such that the family $\mathcal{E}_\omega(\omega \cdot l) \upharpoonright F$ of all coarsenings of $F$ is $c$-monochromatic.

**Proof.** Fix $c$ and $E$ as in the statement of the corollary. Let $\tilde{c} = c \circ \Phi$; then $\tilde{c}$ is Souslin measurable and so by Corollary 3.4 there are extensions. While the natural extension of the left-variable Hales-Jewett theorem to $\mathcal{E}_\omega(\omega \cdot l)$ is a $\mathcal{E}_\omega(\omega \cdot l)$-increasing enumeration of the set of $\mathcal{E}_\omega(\omega \cdot l)$-coarsenings of $E$. Thus, the notion of Souslin measurability in the next result can refer to either of these three topologies. The following is the extension of the dual Silver theorem to ordinals of the form $\omega \cdot l$.

**Corollary 3.7.** Suppose $c$ is a finite Souslin measurable colouring of $\mathcal{E}_\omega(\omega \cdot l)$. Then for every $E \in \mathcal{E}_\omega(\omega \cdot l)$ there is $F \leq E$ such that the family $\mathcal{E}_\omega(\omega \cdot l) \upharpoonright F$ of all $k$-coarsenings of $F$ is $c$-monochromatic.

**Proof.** Define a mapping $\pi : \mathcal{E}_\omega(\omega \cdot l) \to \mathcal{E}_\omega(\omega \cdot l)$ by letting $\pi(E')$, for $E' \in \mathcal{E}_\omega(\omega \cdot l)$, be the equivalence relation obtained by joining each equivalence class with minimal representative $p_n(E')$, $n \geq k$ to the class with minimal representative 0. Then $\pi$ is continuous and so $c \circ \pi$ is a finite Souslin measurable colouring of $\mathcal{E}_\omega(\omega \cdot l)$. Thus, by the previous result there is $F \in \mathcal{E}_\omega(\omega \cdot l), F \leq E$ such that $c \circ \pi$ is constant on $\mathcal{E}_\omega(\omega \cdot l) \upharpoonright F$. Let $F^*$ be a coarsening of $F$ such that every equivalence class of $F^*$ contains infinitely many classes of $F$. Then every $F' \in \mathcal{E}_\omega(\omega \cdot l) \upharpoonright F^*$ can be expressed as $F' = \pi(G)$ for some $G \in \mathcal{E}_\omega(\omega \cdot l) \upharpoonright F$, and so it follows that $\mathcal{E}_\omega(\omega \cdot l) \upharpoonright F^*$ is $c$-monochromatic.

4. **An extension of the left-variable Hales-Jewett theorem to infinite alphabets**

In order to extend the results of the previous section to the case where $\mathcal{P}$ is an infinite partition of $\omega$, we will need access to an infinite alphabet $L$ when coding end-extensions. While the natural extension of the left-variable Hales-Jewett theorem to
an infinite alphabet is false (see, e.g., [11, Remark 2.38]), for our purposes we only need a weak version of such a result which we will prove in this section (Theorem 4.2). To do so, we make use of the theory of idempotent ultrafilters; a brief overview is included below, but we refer the reader to the first few sections of [11, Chapter 2] for more details.

Suppose \(L = \bigcup_{n < \omega} L_n\) is an infinite alphabet given as an increasing chain of finite subsets \(L_n\). Let \(S = W_L \cup W_{Lv}\) and consider the semigroup \((S, \sim)\) and its extension \((S^*, \sim)\), where \(S^* = \beta S \setminus S\) and where \(\beta S\) is the Stone-Čech compactification of \((S, \sim)\). We view \(S^*\) as the collection of all non-principal ultrafilters on \(S\).

Each \(U \in S^*\) corresponds to an ultrafilter quantifier in the following way: Given a first-order formula \(\varphi(x)\) with a free variable \(x\) ranging over elements of \(S\), we write \((U x) \varphi(x)\) iff \(\{x \in S : \varphi(x)\} \in U\).

It is easy to check that ultrafilter quantifiers commute with conjunction and negation of first-order formulas. Using these quantifiers, the extensions of the operations of concatenation and substitution to \(S^*\) can be characterized as follows: For \(A \subseteq S\) and \(\lambda \in L\),

\[
A \in U \sim V \text{ iff } (U x)(V y) x \sim y \in A,
\]

\[
A \in U[\lambda] \text{ iff } (U x)[\lambda] \in A.
\]

An ultrafilter \(U \in S^*\) is idempotent if \(U \sim U = U\). Given two idempotent ultrafilters \(U, V \in S^*\), we write \(U \leq V\) whenever

\[
U \sim V = V \sim U = U.
\]

Finally, we say that an idempotent ultrafilter \(U \in I \subseteq S^*\) is minimal if it is minimal in \(I\) with respect to the partial order \(\leq\). We will make use of the following standard facts about minimal idempotents in compact semigroups, which we state in our specific context; the reader is referred to [11, Chapter 2.1] for the general proofs, and to [1] or [3] for more details on the use of idempotent ultrafilters in Ramsey theory.

Below, a subset \(I\) of \(S^*\) is a left-ideal if \(I\) is non-empty and \(U \sim V \in I\) for every \(U \in S^*\) and every \(V \in I\). The notions of right-ideal and two-sided ideal are defined similarly.

**Lemma 4.1.**

1. Every closed subsemigroup of \(S^*\) contains a minimal idempotent.
2. For every two-sided ideal \(I \subseteq S^*\) and every idempotent \(U\), there is an idempotent \(V \in I\) such that \(V \leq U\).
3. For every minimal idempotent \(V\) and every right-ideal \(J \subseteq S^*\), there is an idempotent \(U \in J\) such that \(V \sim U = V\) and \(U \sim V = U\).

For a sequence \(X = (x_n)_{n < \omega}\) in \(W_{Lv}\), let \([X]_L^*\) denote the set of all words in \(W_L\) of the form

\[
x_0[\lambda_0] \sim \ldots \sim x_k[\lambda_k]
\]

where \(k < \omega\) and \(\lambda_i \in L_i\) for each \(i \leq k\). We then have the following version of the left-variable Hales-Jewett theorem for infinite alphabets.

**Theorem 4.2.** For every finite colouring of \(W_L\) there is a variable-free word \(w_0\) together with an infinite sequence \(X = (x_n)_{n < \omega}\) of left-variable words such that the translate \(w_0 \sim [X]_L^*\) is monochromatic.
Proof. We follow the proof of [11] Theorem 2.37. Using the previous lemma, let \( W \) be a minimal idempotent belonging to the closed subsemigroup \( \{ X \in S^* : W_L \in X \} \) and let \( V \subseteq W \) be a minimal idempotent belonging to the two-sided ideal \( \{ X \in S^* : W_{Lv} \in X \} \). Since \( v \wedge W_{Lv} \) is a right-ideal of \( S \), the collection
\[
J = \{ X \in S^* : v \wedge W_{Lv} \in X \}
\]
is a right-ideal of \( S^* \) and so we can choose an idempotent \( U \in J \) such that
\[
V \wedge U = V \quad \text{and} \quad U \wedge V = U.
\]
Note that since each substitution mapping \( X \mapsto X[\lambda] \) (\( \lambda \in L \)) is a homomorphism, it follows that each ultrafilter \( V[\lambda] \) is an idempotent of \( S^* \) such that
\[
V[\lambda] \leq W[\lambda] = W,
\]
where the equality comes from the fact that the mapping \( x \mapsto x[\lambda] \) is the identity on \( W_L \). Thus \( V[\lambda] = W \) by minimality of \( W \); in particular, this implies
\[
W \wedge U[\lambda] = W \quad \text{and} \quad U[\lambda] \wedge W = U[\lambda]
\]
for all \( \lambda \in L \).

Let \( P \) be the colour of the given colouring which belongs to \( W \). By recursion on \( n < \omega \), we will build a sequence \( (x_n) \) of left-variable words from \( W_{Lv} \) and a sequence \( (w_n) \) of variable-free words from \( W_L \) such that
\[
w_0 \wedge x_0[\lambda_0] \wedge x_1[\lambda_1] \wedge \cdots \wedge x_{k-1}[\lambda_{k-1}] \wedge w_k \in P
\]
for all \( k < \omega \) and \( \lambda_i \in L_i, i \leq k \). Then taking \( x'_{n+1} = x_n \wedge w_{n+1} \) for each \( n \) will give the required sequence \( X \) of left-variable words.

For arbitrary \( Q \subseteq W_L, w \in W_L \) and \( n < \omega \), define
\[
Q/w = \{ t \in W_L : w \wedge t \in Q \}
\]
and
\[
\partial_n Q = \{ w \in Q : Q/w \in W \quad \text{and} \quad Q/w \in U[\lambda] \quad \text{for all} \quad \lambda \in L_n \}.
\]
Using the equations \( W \wedge W = W \) and \( W \wedge U[\lambda] = W \) for all \( \lambda \in L \), we see that \( \partial_n Q \subseteq W \) whenever \( Q \subseteq W \) since each \( L_n \) is finite.

To start the recursive construction, we use the fact that \( P \subseteq W \) to get \( \partial_0 P \subseteq W \); in particular \( \partial_0 P \) is non-empty and so there is \( w_0 \in W_L \) such that
\[
(Ux)(\forall \lambda \in L_0) x[\lambda] \in P/w_0.
\]
Combining this with the fact that \( U[\lambda] \wedge W = U[\lambda] \) for all \( \lambda \in L \), we can find a left-variable word \( x_0 \) from \( W_{Lv} \) (since \( U \) concentrates on \( v \wedge W_{Lv} \)) and sets \( P_{0, \lambda} \in W (\lambda \in L_0) \) such that \( x_0[\lambda] \in P/w_0 \) and \( x_0[\lambda] \wedge w \in P/w_0 \) for all \( w \in P_{0, \lambda} \). Let
\[
P_0 = \bigcap \{ P_{0, \lambda} : \lambda \in L_0 \}.
\]
Since \( P_0 \in W \), we also have \( \partial_1 P_0 \subseteq W \); in particular \( \partial_1 P_0 \) is non-empty and so there is \( w_1 \in W_L \) such that, for all \( \lambda \in L_0 \),
\[
P_{0} \wedge (w_0 \wedge x_0[\lambda] \wedge w_1) \in W \quad \text{and} \quad (\forall \mu \in L_1) P_{0} \wedge (w_0 \wedge x_0[\lambda] \wedge w_1) \in U[\mu].
\]
Rewriting this fact in terms of \( U \), this means
\[
(Ux)(\forall \mu \in L_1)(\forall \lambda \in L_0) x[\mu] \wedge (Ux)(\forall \lambda \in L_0) x[\mu] \wedge (w_0 \wedge x_0[\lambda] \wedge w_1)
\]
and so, combining this with the fact that \( U[\lambda] \wedge W = U[\lambda] \) for all \( \lambda \in L \), we can find a left-variable word \( x_1 \) in \( W_{Lv} \) and sets \( P_{1, \mu} \in W (\mu \in L_1) \) such that \( x_1[\mu] \in \)}
\( P/(w_0 \sim x_0[\lambda] \sim w_1) \) and \( x_1[\mu] \sim w \in P/(w_0 \sim x_0[\lambda] \sim w_1) \) for all \( w \in P_{1, \mu} \) and for all \( \lambda \in L_0 \). Now let

\[
P_1 = \bigcap \{ P_{1, \mu} : \mu \in L_1 \}
\]

and continue inductively to construct the required sequences \((x_n)\) and \((w_n)\).

5. \( \mathcal{P} \)-alternating equivalence relations for infinite partitions of \( \omega \)

In this section we will prove an analogue of Theorem 3.4 in the case where \( \mathcal{P} \) is partitioned into infinitely many pieces. Let \( \mathcal{P} = \{ P_n : n < \omega \} \) be a partition of \( \omega \) into infinite sets such that \( \min P_i < \min P_j \) whenever \( i < j \). In what follows, we use the same notation as in the case where \( \mathcal{P} \) is a finite partition of \( \omega \), as it will be clear from context which partition \( \mathcal{P} \) (and hence which space of equivalence relations) we are considering. Let \( \mathcal{E}_\infty^\mathcal{P} \) denote the set of all equivalence relations \( E \) on \( \omega \) such that:

(a) \( E \) has infinitely many equivalence classes.

(b) If \( (p_k(E))_{k<\omega} \) is an increasing enumeration of \( p(E) \), then \( p_k(E) \in P_n \) if and only if there is \( m < \omega \) such that \( k = 2^n + 2^{n+1} \cdot m - 1 \). Equivalently, \( p_k(E) \in P_n \) if and only if \( n < \omega \) is maximal such that \( 2^n \) divides \( k + 1 \).

(The sequence defined by this condition corresponds to sequence number A007814 in the On-Line Encyclopedia of Integer Sequences.)

Note that condition (b) implies that each \( E \in \mathcal{E}_\infty^\mathcal{P} \) has infinitely many \( P_n \)-classes for each \( n < \omega \). (Recall that these are equivalence classes \( X \) such that \( \min X \in P_n \).) As before, we will say that such an equivalence relation is \( \mathcal{P} \)-alternating. Letting \( p_k = p_k(E) \), condition (b) merely states that the first few minimal representatives of \( E \) must satisfy

\[
\begin{align*}
p_0, p_2, p_4, \ldots & \in P_0, \\
p_1, p_5, p_9, \ldots & \in P_1, \\
p_3, p_{11}, p_{19}, \ldots & \in P_2, \\
& \vdots
\end{align*}
\]

and so on, so that in general we have \( p_k \in P_{\sigma(k)} \) where \( \sigma \) is the sequence defined by the condition in (b), i.e. \( \sigma(k) \) is the largest power of 2 which divides \( k + 1 \). Note that condition (b) implies that for any \( q < \omega \) and any two minimal representatives \( p_n, p_m \in P_q \) such that \( n > m \), the difference \( n - m \) is always a multiple of \( 2^{q+1} \). Also, any interval \( I \subseteq \omega \) of length at least \( 2^{q+1} \) contains an integer \( n \) such that \( p_n \in P_q \).

**Theorem 5.1.** \( (\mathcal{E}_\infty^\mathcal{P}, \leq_r) \) is a topological Ramsey space.

**Proof.** It is enough to check axiom A.4. Let \([a, E] \neq \emptyset\) be a basic set, \( n = |a| \) and \( \mathcal{O} \subseteq (\mathcal{AE}_\infty^\mathcal{P})_{n+1} \). We can assume \( a = r_n(E) \) and we aim to find \( F \in [a, E] \) such that \( r_{n+1}[a, F] \subseteq \mathcal{O} \) or \( r_{n+1}[a, F] \subseteq \mathcal{O}^c \). As before, consider an arbitrary end-extension \( b \in r_{n+1}[a, E] \). Then \( b \) is an equivalence relation on a set of the form

\[
p_m(E) = \{0, 1, \ldots, p_m(E) - 1\}
\]

for some \( m > n \), such that \( b \) has one more equivalence class with minimal representative \( p_m(E) \). Thus \( b \) joins the classes of \( E \) with minimal representatives among \( p_{n+1}(E), \ldots, p_{m-1}(E) \) to a class with minimal representative \( \leq p_n(E) \). Suppose
$p_m(E) \in P_q$ (and note that $q$ only depends on $n$). By our condition for being a member of $E^{\omega}_\lambda$, there is $\lambda < \omega$ such that $m = n + 1 + 2^{q+1} \cdot \lambda$.

Let $(q_i)_{i<\omega}$ be the sequence satisfying $p_{n+1+i} \in P_{q_i}$ for all $i$; in particular $q_0 = q$. Define a sequence $(t_i)_{i<\omega}$ recursively by

$$t_0 = 2^{q_0+1},$$

$$t_i = t_{i-1} \cdot 2^{q_i+1} \quad (i > 0)$$

and use this to define a nested sequence of finite alphabets $L_i$ as follows:

$$L_0 = (n+1)^{t_0},$$

$$L_i = L_{i-1} \cup (n+1)^{t_i} \quad (i > 0).$$

Then let $L = \bigcup_{i<\omega} L_i$. Each $b \in r_{n+1}[a, E]$ of the above form can be coded by a word $w^b \in W_L$ of length $\lambda$, by associating each block of the form

$$(p_{n+i+t_0+1}(E), p_{n+i+t_0+2}(E), \ldots, p_{n+i+t_0}(E)), \; i < \lambda$$

to the letter

$$(k_0, \ldots, k_{t_0-1}) \in L_0$$

where $p_{k_i}(E)$ is joined to $p_{n+i+t_0+j}(E)$.

Conversely, any word $w \in W_L$ determines an end-extension $b(w) \in r_{n+1}[a, E]$ as follows: First, for each $i < \omega$ let $m_i$ be chosen such that $t_i = t_0 \cdot m_i$. Then each letter $l \in (n+1)^{t_i}$ of $w$ determines a word $z_l \in W_{L_0}$ of length $m_i(t_i)$, where the $j$th letter of $z_l$ is the sequence

$$(\pi_{j-t_0}(l), \pi_{j-t_0+1}(l), \ldots, \pi_{j-t_0+(t_0-1)}(l)).$$

By concatenating all such words $z_l$, $w$ determines a word $z \in W_{L_0}$ of length

$$\lambda' = \sum_{l \; \text{is a letter of} \; w} m_i(t_i).$$

Now, for each $i < \lambda'$ and $j < t_0$, join the class $p_{n+1+i+t_0+j}(E)$ to $p_{\pi_j(z(t_i))}(E)$ and let $b(w)$ be the corresponding equivalence relation on the set $p_m(E)$, where $m = n + 1 + t_0 \cdot \lambda'$.

Define a colouring $c : W_L \to 2$ by setting $c(w) = 0$ if and only if $b(w) \in \mathcal{O}$, and apply Theorem 1.2 to obtain a variable-free word $w_0$ together with a sequence $X = (x_i)_{i<\omega}$ of left-variable words such that the translate $w_0 \sim [X]_L^*$ is monochromatic for $c$. In other words, either

1. $b(w) \in \mathcal{O}$ for every $w \in w_0 \sim [X]_L^*$, or
2. $b(w) \notin \mathcal{O}$ for every $w \in w_0 \sim [X]_L^*$.

For each letter $l \in L$, write $\text{dom}(l)$ for the domain of $l$, i.e. for the unique integer $t_j$ such that $l \in (n+1)^{t_j}$. For each occurrence of $v$ in $x_i$ for some $i < \omega$, then we set $\text{dom}(v) = t_i$ (note that the domain depends on $i$). Define a variable-free word $u_0$ together with a sequence of variable words $(y_i)_{i<\omega}$ as follows: First, let $u_0$ be the variable-free word of length

$$\sum_{j<|w_0|} \text{dom}(w_0(j))$$

in the alphabet $\{0, \ldots, n\}$ obtained by replacing each letter $(k_1, \ldots, k_{t_j}) \in (n+1)^{t_j}$ from $w_0$ with the string

$$k_1 \ldots k_{t_j}.$$
Then, assuming we have defined $u_0$ and $y_0, \ldots, y_{i-1}$, let $y_i$ be the variable word of length
\[
\sum_{j < |x_i|} \text{dom}(x_i(j))
\]
in the alphabet $\{0, \ldots, n\}$ which is obtained as follows:

(i) Replace each letter $(k_1, \ldots, k_j) \in (n + 1)^j$ in $x_i$ with the string
\[
k_1 \ldots k_j.
\]

(ii) Replace the left-most variable $v$ in $x_i$ with the string
\[
0 \ldots 0v0 \ldots 0
\]
of length $t_i$, where $v$ occurs in the least place $N < t_i$ such that $q_s$ is equal to $q_i$, where
\[
s = |u_0| + |y_0| + \cdots + |y_{i-1}| + N.
\]
Note that such an $N$ exists since $t_i \geq 2^{n+1}$ and so the interval
\[
|[u_0] + |y_0| + \cdots + |y_{i-1}|, [u_0] + |y_0| + \cdots + |y_{i-1}| + t_i)
\]
must contain an index $s$ such that $q_s = q_i$ by definition of the sequence $\sigma$.

(iii) Assume inductively that we have defined the first $j$ letters of $y_i$, and consider the least occurrence of the variable $v$ in $x_i$ which has not been replaced. Then replace $v$ with the string
\[
0 \ldots 0v0 \ldots 0
\]
of length $t_i$, where $v$ occurs in the least place $N < t_i$ such that $q_s$ is equal to $q_i$, where
\[
s = |u_0| + |y_0| + \cdots + |y_{i-1}| + j + N.
\]
As before, such $N$ exists since the interval
\[
|[u_0] + |y_0| + \cdots + |y_{i-1}| + j, [u_0] + |y_0| + \cdots + |y_{i-1}| + j + t_i)
\]
has length $t_i \geq 2^{n+1}$.

Now form the infinite word
\[
y = u_0 \ldots y_0 \ldots y_1 \ldots y_k \ldots
\]
out of $u_0$ and $(y_i)_{i<\omega}$. To define $F$, it suffices to say how it acts on $p(E)$. If at place $i$ of $y$ we find a letter $k \in \{0, \ldots, n\}$, we let $p_{n+1+i}(E)$ and $p_k(E)$ be $F$-equivalent. If we find a variable at places
\[
i, i' \in [[u_0] + |y_0| + \cdots + |y_{j-1}|, [u_0] + |y_0| + \cdots + |y_{j-1}| + |y_j|]
\]
(where we set $y_{-1} = 0$) then we let $p_{n+1+i}(E)$ and $p_{n+1+i'}(E)$ be $F$-equivalent, with no other connections. Then, by our placement of each of the variables, it follows that $F$ is $P$-alternating. As in the proof of Theorem A.4 $F$ satisfies the conclusion of A.4. □

**Corollary 5.2.** Suppose $c$ is a finite Souslin measurable colouring of $E_\infty^P$. Then for every $E \in E_\infty^P$ there is $F \leq E$ such that the family $E_\infty^P \upharpoonright F$ of all coarsenings of $F$ is $c$-monochromatic.

We can also impose conditions on the elements of each class of an equivalence relation: Given a sequence $I = (I_n)_{n<\omega}$ of subsets of $\omega$ such that $n \in I_n$ for all $n < \omega$, let $E_\infty^P I$ be the set of all $P$-alternating equivalence relations on $\omega$ which also satisfy:
If $X$ is a $P_n$-class, then $X \subseteq \bigcup \{ P_m : m \in I_n \}$.

Modifying the proof of Theorem 5.3 in the natural way (as in the proof of Theorem 3.3) yields the following results.

**Theorem 5.3.** $(\mathcal{E}_\infty^P, \leq, r)$ is a topological Ramsey space.

**Corollary 5.4.** Suppose $c$ is a finite Souslin measurable colouring of $\mathcal{E}_\infty^P$. Then for every $E \in \mathcal{E}_\infty^P$ there is $F \leq E$ such that the family $\mathcal{E}_\infty^P | F$ of all coarsenings of $F$ is $c$-monochromatic.

Our next goal is to apply Corollary 5.4 to obtain dual Ramsey results for countable limit ordinals above or equal to $\omega^2$. Unless otherwise specified, for the rest of this section we fix a countable limit ordinal $\alpha \geq \omega^2$. Using left division of ordinals, we find a countable ordinal $\beta \geq \omega$ such that $\alpha = \omega \cdot \beta$. (The fact that the remainder is 0 follows from the assumption that $\alpha$ is a limit.) Fix a bijection $f : \omega \rightarrow \beta$ such that $f(0) = 0$. Let $P$ be any partition of $\omega$ as above, and identify each $P_n$ with the $f(n)^{th}$ copy of $\omega$ in $\alpha$, i.e. the set $\omega \times \{ f(n) \}$. We remark that unlike the case for the ordinals $\omega \cdot \ell$, in general there is no natural way to “order” the copies of $\omega$ in $\alpha$ via a bijection $f$. However, for an ordinal $\alpha < \varepsilon_0$, there is a “default” choice for $f$ given by first constructing a canonical bijection between $\omega$ and $\varepsilon_0$ using the Cantor normal form and then restricting to $\alpha$. Since we will not make use of this canonical bijection, we leave the details to the interested reader.

As before, we work with equivalence relations on $\alpha$ which arise from rigid surjections $\alpha \rightarrow \alpha$, and so it is necessary to prescribe conditions on the set of minimal representatives of such an equivalence relation. In this case, we ask that the representatives behave according to the sequence used to define the space $\mathcal{E}_\infty^P$ introduced above. To formalize this requirement, let $\sigma$ be the sequence used in the part (b) of the definition of the space $\mathcal{E}_\infty^P$ and consider the bijection $\omega \rightarrow \alpha$ defined by

$$n \mapsto \{ \{ m < n : \sigma(m) = \sigma(n) \}, f(\sigma(n)) \}.$$ 

Then $\alpha$ inherits a linear ordering $\preceq_f$ via this bijection in such a way that $(\alpha, \preceq_f)$ has order type $\omega$. If we enumerate the elements of $\alpha$ as $(\gamma_n)_{n<\omega}$ in $\preceq_f$-increasing order, then

$$\gamma_0, \gamma_2, \gamma_4, \cdots \in \omega \times \{ f(0) \},$$

$$\gamma_1, \gamma_5, \gamma_9, \cdots \in \omega \times \{ f(1) \},$$

$$\gamma_3, \gamma_11, \gamma_19, \cdots \in \omega \times \{ f(2) \},$$

etc., and in general $\gamma_n \in \omega \times \{ f(\sigma(n)) \}$, so that $(\alpha, \preceq_f)$ is ordered according to the sequence $\sigma$. Let $\mathcal{E}_\infty^P(\alpha)$ denote the set of all equivalence relations $E$ on $\alpha$ such that:

(a) If $(p_k)_{k<\omega}$ is a $\preceq_f$-increasing enumeration of $p(E)$, then $p_k \in \omega \times \{ f(\sigma(k)) \}$ for each $k$.

(b) If $(q_k)_{k<\omega}$ is a $\preceq_f$-increasing enumeration of the set of $\preceq_f$-minimal representatives of $E$, then $q_k = p_k$ for all $k$.

For each $n$, let

$$I_n = \{ m < \omega : f(m) \geq f(n) \}$$

and $\mathcal{I} = (I_n)_{n<\omega}$. As in the case for $\mathcal{E}_\infty(\omega \cdot \ell)$, we can define bijections

$$\varphi : \omega \rightarrow \alpha$$

and $\Phi : \mathcal{E}_\infty^P \rightarrow \mathcal{E}_\infty^P(\alpha)$.
which allows us to transfer equivalence relations on \( \omega \) to equivalence relations on \( \alpha \). Note that condition (c) ensures that \( \phi(p(E)) = p(\Phi(E)) \) for each \( E \in \mathcal{E}_\infty^T \).

Below, the notion of Souslin measurability can refer to either the topology on \( \mathcal{E}_\infty^f(\alpha) \) inherited from \( \mathcal{E}_{2\alpha}^T \) via \( \Phi \) (where the latter set is equipped with the Ellentuck topology or the metrizable topology), or the topology induced from \( 2^{\alpha^2} \) when each equivalence relation in \( \mathcal{E}_\infty^f(\alpha) \) is identified with a subset of \( \alpha^2 \). The following results extend the dual Silver and dual Ramsey theorems to the ordinal \( \alpha \). The proofs are exactly as in the previous section.

**Corollary 5.5.** Suppose \( c \) is a finite Souslin measurable colouring of \( \mathcal{E}_{\infty}^f(\alpha) \). Then for every \( E \in \mathcal{E}_{\infty}^f(\alpha) \) there is \( F \leq E \) such that the family \( \mathcal{E}_{\infty}^f(\alpha) \restriction F \) of all coarsenings of \( F \) is c-monochromatic.

To state the corresponding dual Ramsey theorem for \( \alpha \), fix \( k < \omega \) and a bijection \( f \) as above. Let \( \mathcal{E}_k^f(\alpha) \) denote the set of all equivalence relations \( E \) on \( \alpha \) with exactly \( k \) equivalence classes such that if \( (p_i)_{i<k} \) is a \( \preceq_f \)-increasing enumeration of \( p(E) \), then \( p_i \in \omega \times \{f(\sigma(i))\} \) for all \( i < k \), and if \( (q_i)_{i<k} \) is a \( \preceq_f \)-increasing enumeration of the set of \( \preceq_f \)-minimal representatives of \( E \), then \( q_i = p_i \) for all \( i < k \). Equip \( \mathcal{E}_k^f(\alpha) \) with the topology inherited from \( 2^{\alpha^2} \) by identifying each equivalence relation in \( \mathcal{E}_k^f(\alpha) \) with a subset of \( \alpha^2 \).

**Corollary 5.6.** Suppose \( c \) is a finite Souslin measurable colouring of \( \mathcal{E}_k^f(\alpha) \). Then for every \( E \in \mathcal{E}_\infty^f(\alpha) \) there is \( F \leq E \) such that the family \( \mathcal{E}_k^f(\alpha) \restriction F \) of all \( k \)-coarsenings of \( F \) is c-monochromatic.

At this point, the reader will note that we have only been concerned with the establishment of dual Ramsey theorems for countable limit ordinals. However, it is not difficult to verify that the methods of this paper can also be used to obtain similar results for a countable successor ordinal \( \alpha \) if one is willing to work with surjections \( f : \alpha \to \alpha \) which are rigid on the “limit” part of \( \alpha \); that is, writing \( \alpha = \beta + n \) for a limit ordinal \( \beta \) and \( n < \omega \), we require \( f \restriction \beta : \beta \to \beta \) to be a rigid surjection. On the other hand, any rigid surjection \( f : \beta + n \to \beta + n \) is necessarily equal to the identity when restricted to the interval \( [\beta, \beta + n) \) and so the corresponding rigid surjection version of the dual Ramsey theorem follows from the dual Ramsey theorem for \( \beta \).

We conclude by noting that the results of this paper can be seen more generally as part of a program which studies the linear orderings for which a version of the dual Ramsey theorem holds. (It is worth mentioning here that some results along these lines are known regarding the dual Ramsey behaviour of trees; see, for instance, \( \cite{10, 12} \)). While the classical versions (corresponding to the infinite Ramsey theorem and the Galvin-Prikry theorem) of this problem have been well-studied, much remains unknown in the dual context, where one works with an appropriate notion of rigid surjection in place of the order-preserving injections which appear in the formulation of classical Ramsey-theoretic results on linear orderings. In this paper we have seen that this is possible for countable ordinals, but it is unclear if the methods can be extended to study the dual Ramsey behaviour of a wider class of linear orderings. Hence, the following general problem remains open:

**Problem 5.7.** Find and characterize linear orderings for which a version of the dual Ramsey theorem holds.
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