Fractional boundary charges with quantized slopes in interacting one- and two-dimensional systems
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We study fractional boundary charges (FBCs) for two classes of strongly interacting systems. First, we study strongly interacting nanowires subjected to a periodic potential with a period that is a rational fraction of the Fermi wavelength. For sufficiently strong interactions, the periodic potential leads to the opening of a charge density wave gap at the Fermi level. The FBC then depends linearly on the phase offset of the potential with a quantized slope determined by the period. Furthermore, different possible values for the FBC at a fixed phase offset label different degenerate ground states of the system that cannot be connected adiabatically. Next, we turn to the fractional quantum Hall effect (FQHE) at odd filling factors $\nu = 1/(2l + 1)$, where $l$ is an integer. For a Corbino disk threaded by an external flux, we find that the FBC depends linearly on the flux with a quantized slope that is determined by the filling factor. Again, the FBC has $2l + 1$ different branches that cannot be connected adiabatically, reflecting the $(2l + 1)$-fold degeneracy of the ground state. These results allow for several promising and strikingly simple ways to probe strongly interacting phases via boundary charge measurements.

**Introduction.** The emergence of fractional charges in topologically nontrivial systems is a recurring theme in modern condensed matter physics that has been discussed in several different contexts. In the fractional quantum Hall effect (FQHE), for example, strong electron-electron interactions lead to the emergence of exotic quasiparticles carrying only a fraction of the electronic charge $e$. On the other hand, well-defined fractional charges can also emerge in the ground state of topological insulators. Early examples include the Jackiw-Rebbi5,6 and Su-Schrieffer-Heeger7,8 models, where domain walls between topologically non-equivalent phases bind fractional charges that are quantized due to symmetry. Generally, fractional boundary charges (FBCs) can accumulate at the boundaries of an insulator. Importantly, the possible presence of edge states influences the total boundary charge only by an integer number, while the fractional part of the boundary charge contains contributions from all extended states and is directly related to bulk properties via the Zak-Berry phase.9,10 FBCs of this type have been studied in a large variety of systems, including different types of one-dimensional (1D) models,11–13 topological crystalline insulators,14–17 higher-order topological insulators,18–21 and the integer quantum Hall effect (IQHE).22 While the presence of symmetries leads to a quantization of the FBC in rational units,23 certain universal features of the FBC persist even in the absence of symmetries. For generic 1D tight-binding models with periodically modulated on-site potentials, it was shown that the FBC is a sharp quantity that changes linearly with the phase offset of the modulation with a universally quantized slope even in the presence of disorder.15–17,23–25 Furthermore, this slope can be directly related to the Hall conductance in the 2D IQHE.26

Motivated by these results on noninteracting systems, the aim of this work is to study the universal properties of the FBC in strongly interacting systems. First, we consider a 1D nanowire with a periodic potential of the form $V_m(x) = 2V_m \cos(2mk_Fx + \alpha)$, where $k_F$ is the Fermi momentum, $m$ an integer, and $\alpha$ a phase offset. For $m = 1$, it is well-known that a charge density wave (CDW) gap is opened at the Fermi level with an FBC that depends linearly on $\alpha$ with a quantized slope $1/2\alpha$.26,31 In the presence of strong interactions, additional gaps can be opened for $m > 1$. We show that in this case the FBC de-
pends again linearly on $\alpha$ with a fractional slope $1/2\pi m$. Perhaps even more interestingly, we find that there are now $m$ degenerate ground states labeled by $m$ different branches of the FBC that cannot be connected under adiabatic evolution of $\alpha$.

Next, we extend our considerations to a two-dimensional electron gas (2DEG) in the FQHE regime at odd filling factors $\nu = 1/(2l + 1)$, where $l$ is an integer. For a Corbino disk threaded by an external flux $\Phi$ as shown in Fig. [1] we find that the FBC depends linearly on $\Phi$ with a slope determined by the filling factor. From this the standard Hall conductance follows. Further, the FBC has $2l + 1$ distinct branches labeling $2l + 1$ degenerate ground states that cannot be adiabatically connected unless fractional charges are allowed to tunnel between the two boundaries due to, e.g., a constriction, see again Fig. [1].

We outline how these results open up a strikingly simple way to probe strongly interacting systems via boundary charge measurements.

**FBC in one dimension.** We first study the FBC in a 1D nanowire of spinless electrons subjected to a spatially modulated potential $V_m(x)$. The single-particle Hamiltonian reads

$$H = \int dx \Psi^\dagger(x) \left[ -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + V_m(x) \right] \Psi(x), \quad (1)$$

where $\Psi^\dagger(x) \vert \Psi(x) \rangle$ creates [annihilates] a spinless electron of mass $m^*$ at the position $x$. Without interactions, the onsite potential opens a CDW gap at the Fermi level only for $m = 1$. To study the more general case of an interacting system, we linearize the spectrum around the Fermi points and write $\Psi(x) = R(x)e^{ik_Fx} + L(x)e^{-ik_Fx}$, where $R(x)$ and $L(x)$ are slowly varying right- and left-moving fields, respectively. Next, we introduce chiral bosonic fields $R(x) \propto e^{i\phi(x)}$ and $L(x) \propto e^{i\overline{\phi}(x)}$ satisfying standard commutation relations $[\phi_r(x), \phi_{r'}(x')] = i\pi \delta_{rr'} \text{sgn}(x - x')$. This ensures the correct anticommutation relation between fermionic operators of the same species, while the remaining commutation relations can be ensured by Klein factors, which we do not include explicitly. It is also useful to define local conjugate fields $\phi = (\phi_1 - \phi_\overline{1})/2$ and $\theta = (\phi_1 + \phi_\overline{1})/2$ with $[\phi(x), \theta(x')] = \frac{\hbar}{m} \text{sgn}(x - x')$. Small-momentum interactions are now included via the standard kinetic term $H_0 = \frac{\hbar^2}{2m} \int dx \{[K[\partial_x \theta(x)]^2 + \frac{\kappa}{m} [\partial_x \phi(x)]^2\}$, where $v$ is the velocity and $K$ the Luttinger liquid parameter. Furthermore, momentum-conserving multi-electron processes involving backscatterings can lead to the opening of gaps when relevant in the renormalization group (RG) sense. In our case, to lowest order in the interaction, the corresponding term reads

$$H_{\text{CDW}} = \tilde{V}_m \int dx \{[R^\dagger L]m e^{i\alpha} + \text{H.c.}\}, \quad (2)$$

where we have neglected rapidly oscillating contributions. Here, $\tilde{V}_m \propto V_m g_B^{-1}$, where $g_B$ is the strength of the backscattering term induced by interactions and $V_m > 0$.

In terms of the bosonic fields, the CDW term takes the form $H_{\text{CDW}}^m = \int dx \mathcal{H}_{\text{CDW}}^m(x)$ with

$$\mathcal{H}_{\text{CDW}}^m(x) = -\frac{2V_m}{(2\pi m)^m} \cos(2m\phi(x) + \alpha - \alpha_0), \quad (3)$$

where $a$ is a short-distance cutoff and $\alpha_0$ an irrelevant phase shift. The above term is of sine-Gordon form and opens a full gap at the Fermi level whenever relevant in the RG sense. This can be achieved if $K < 2/m^2$ (which generally requires long-range interactions) or if the bare coupling constant is already of order one compared to the Fermi energy. From now on, we therefore focus on the case where $H_{\text{CDW}}^m$ is relevant.

We now consider a semi-infinite system with a single boundary at $x = 0$. In the semiclassical limit of infinitely strong pinning, the bosonic field $\phi$ takes a constant bulk value in order to minimize the cosine term. Explicitly, we find $-\phi(\infty) = (\alpha - \alpha_0)/2m + p\pi/m$, where $p$ is an integer. At the edge of the system at $x = 0$, on the other hand, we impose vanishing boundary conditions by demanding $R(0) + L(0) = 0$. This implies $\phi(0) - \phi(0) = -2\phi(0) = \pi \mod 2\pi$. We then define the FBC $Q_B$ as the excess charge at the boundary of the system as compared to a constant bulk contribution. Using that the electron density is $\rho(x) = -\partial_x \phi(x)/\pi$, we have $Q_B = -[\phi(\infty) - \phi(0)]/\pi$ in units of the electron charge $e$. Plugging in the bulk and edge values for $\phi$ found above, we obtain for $Q_B^D = Q_B$ (up to an irrelevant constant)

$$Q_B^D = \frac{\alpha}{2\pi m} + \frac{p}{m} \mod 1. \quad (4)$$

This result has several interesting features: Firstly, we see that the FBC is a linear function of $\alpha$ with a slope $1/2\pi m$. For $m = 1$, this agrees with the result that was previously obtained for noninteracting systems, but the derivation presented here also holds in the presence of interactions. Secondly, for fixed $\alpha$, there are $m$ different values for the FBC, $Q_B^D - \alpha/2\pi m \in \{0, 1/m, ..., (m - 1)/m\}$. For $m > 1$, we therefore find that the ground state is $m$-fold degenerate. Thirdly, these different ground states cannot be connected to one another under adiabatic evolution of $\alpha$. As such, a given branch of the FBC is $2\pi m$-periodic, while the Hamiltonian is $2\pi$-periodic. Finally, we emphasize that these results are independent of the exact value of $K$ but hold whenever $H_{\text{CDW}}^m$ is relevant.

In fact, Eq. (4) can also be understood from more general arguments without the use of the bosonization formalism. To see this, let us assume that the bulk is fully gapped by the backscattering mechanism discussed above. If we shift the origin of the system by $\pi/mk_F \equiv \lambda_F/2m$, the FBC cannot change. Furthermore, any shift of the lattice by $d$ can always be compensated by shifting $\alpha$. Thus, the FBC is a function of both of them and necessarily has the form $Q_B(\alpha, d) \equiv Q_B(\alpha/2\pi + 2md/\lambda_F)$. This is nothing but a form of ‘Galilean invariance’ in $\alpha$ and $d$. On the other hand, a shift by $d$ changes $Q_B$ by...
For sufficiently large $m$ with Eq. (4), we consider the following tight-binding model ground state and the phase dependence of the FBC [see Eq. (4)], we find that the slope of the phase dependence is $1/2m$. Simultaneously, there must be $m$ different branches of the FBC [corresponding to $m$ values $C = 0, 1/m, ..., (m - 1)/m$] since $H$ is $2\pi$-periodic.

**Effective model.** To illustrate the $m$-fold degenerate ground state and the phase dependence of the FBC [see Eq. (4)], we consider the following tight-binding model with $N_s$ sites

$$H = -t \sum_{n=1}^{N_s-1} (a_n^\dagger a_{n+1} + \text{H.c.}) + \sum_{l=1}^{r} \sum_{n=1}^{N_s-l} U_l \hat{n}_n \hat{n}_{n+l}$$

$$+ \sum_{n=1}^{N_s} v_{ex} \cos \left( \frac{2\pi}{Z} n \alpha + \alpha \right) \hat{n}_n,$$

where $\hat{n}_n = a_n^\dagger a_n$, $t$ is the hopping amplitude, $v_{ex}$ the amplitude of the potential modulation with period $Z$ and phase $\alpha$, and $U_l$ the electron-electron interaction with range $r$, which is required to be sufficiently long-ranged. We choose $U_l = U$ and $r = Z(m - 1)$, where $\bar{\rho}_B = \frac{1}{m\bar{\rho}}$ is the average bulk density (corresponding to filling $\nu \approx \frac{1}{m}$). For sufficiently large $v_{ex}$ or $U$, this means that every $m$th minimum is occupied in the thermodynamic limit (see Fig. 2). The ground state is then $m$-fold degenerate because one could shift all particles simultaneously to the next minimum.

Next, we investigate the evolution of the FBC with $\alpha$, see Fig. 3. We calculate $Q_B$ with perturbation theory for $U \gg v_{ex} \gg t$, see Appendix B for details, and compare these results with results obtained from a numerically exact density matrix renormalization group (DMRG) approach. For an open system of finite size one gets a larger degeneracy of the ground state as one can also shift single particles close to the boundaries. Thus, we do not use an integer number of filling unit cells of size $Z \cdot m$ but cut some sites at the boundary. The ground state of the system is then nondegenerate and we can perform a variational ground state search. For more details we refer to Appendix A.

We confirm, in accordance with Eq. (4), that $Q_B$ shows a linear slope $1/2\pi m = 1/6\pi$ up to a $2\pi/Z$-periodic function (with $Z = 3$). The inset of Fig. 3 shows a false color plot demonstrating for which values of $v_{ex}$ and $U$ this linear slope is observed for relatively small $v_{ex}$ and intermediate $U$. The general phenomenology of fractionally quantized slopes in the FBC of this 1D model is therefore quite general and does not require fine tuning. The additional modulation by a $2\pi/Z$-periodic function that was not present in Eq. (4) is a consequence of commensurability between the lattice constant and the Fermi wavelength and vanishes in the continuum limit. In Appendices D and E we show that our results are stable against disorder of the hoppings and the on-site potentials and that a quantized slope is also present in the case of long ranged interactions $U_l \propto l^{-\beta}$ or $U_l \propto \exp(-\gamma l/l^2)$.

**FBC in two dimensions - FQHE.** Next, we study the FBC in a 2DEG in the FQHE regime at odd filling factors $\nu = 1/(2l + 1)$ for an integer $l$. To facilitate the analytical treatment of strong interactions, we make use of a coupled-wire construction of the FQHE. We consider an array of $N$ parallel nanowires, where the individual wires are oriented along the $x$ axis and the wires are stacked along the $y$ axis. We assume periodic boundary conditions along the latter, realizing the cylinder geometry shown in Fig. 4. The kinetic term is $H_0 = \sum_n H_0, n$ with $H_0, n = -\frac{k^2}{2m^*} \int dx \Psi_n^\dagger(x) \partial_x^2 \Psi_n(x)$, where $\Psi_n^\dagger(x) \left[ \Psi_n(x) \right]$ creates [annihilates] a spinless electron of
mass $m^*$ at the position $x$ in the $n$th wire. A magnetic field $B$ ($B'$) is applied perpendicular to the surface (along the axis) of the cylinder and the vector potential is chosen as $A = Bx\hat{y}$ $[A' = (B'R/2)\hat{y}]$, where $R = N a_y/2\pi$ is the radius of the cylinder and $a_y$ denotes the interwire distance. Finally, the tunneling between neighboring nanowires is described by $H_T = \sum_n H_{T,n+1/2}$ with

$$H_{T,n+1/2} = t e^{i\varphi} \int dx \, e^{ik_Bx} \Psi_{n+1/2}^\dagger \Psi_n + \text{H.c.} \quad (6)$$

Here, $k_B = eB a_y/h$ and $\varphi = \frac{\Phi}{N\pi}$, with the total flux through the cylinder given by $\Phi = \pi R^2 B'$. To treat interactions, we again linearize the spectrum around the Fermi points, $\Psi_n(x) = R_n(x)e^{i k_F x} + L_n(x)e^{-i k_F x}$, and switch to a bosonized language by writing $R_n(x) \propto e^{i\phi_n(x)}$, $L_n(x) \propto e^{i\phi_n(x)}$ with $[\phi_n(x), \phi_{n'}(x')] = i\pi\delta_{x,x'}\delta_{nn'}\text{sgn}(x-x')$. Small-momentum interactions can then be included in the standard way and lead to a gapless sliding Luttinger liquid phase\cite{31} that we will not characterize here. For our purposes, it suffices to note that if $k_F$ becomes commensurable with $k_B$ such that $2k_F/k_B = \nu$, an additional momentum-conserving multi-electron process can be constructed such that a gap is opened at the Fermi level and the FQHE at filling $\nu$ is realized\cite{31}. Explicitly, the term that opens the gap is $H_{T,n+1/2} = \int dx \, H_{T,n+1/2}$ with\cite{25}

$$H_{T,n+1/2} = t e^{i\varphi} R_{n+1/2}^\dagger L_n(R_{n+1}^\dagger L_{n+1})^\dagger (R_n^\dagger L_n)^\dagger + \text{H.c.} \quad (7)$$

Here, $t \propto t q_{2\nu}^2$. Introducing the fields $\eta_{n+1} = (l+1)\phi_n - t\phi_{n+1}$, Eq. (7) becomes

$$H_{T,n+1/2} = \frac{-2t|l|}{(2\pi\eta)^{l+1}} \cos(\eta_{n+1} - \eta_n - \varphi + \varphi_0), \quad (8)$$

where $\varphi_0$ is an irrelevant phase shift. In this representation, it is evident that all fields are pinned pairwise, such that the system is indeed fully gapped given that $H_{T,n+1/2}$ is the leading relevant term. This can always be achieved for a suitable set of interaction parameters\cite{25}

The case $l = 0$ corresponds to the IQHE with $\nu = 1$, where the gap is open even without interactions.

We now calculate the FBC in dependence on $\Phi$. At low energies, the argument of the cosine term in Eq. (8) is pinned. Taking the sum over $N$, this implies $-\sum_n \phi_n(\infty) = N\nu(\varphi - \varphi_0)/2 + p\nu\pi$ in terms of the local fields $\phi_n = (\phi_{n+1} - \phi_n)/2$. Here, $p$ is an integer. On the other hand, imposing vanishing boundary conditions at $x = 0$ leads to $\sum_n \phi_n(0) = -N\pi/2 \mod \pi$. Writing the 2D FBC as $Q_{B}^{2D} = \sum_n Q_{B,n}^{2D}$, where $Q_{B,n}^{2D}$ is the FBC in the $n$th wire, we get (up to an irrelevant constant)

$$Q_{B}^{2D} = \Phi \varphi e^{2\pi \frac{h}{\nu} + p\nu \mod 1}. \quad (9)$$

Thus, the FBC has a linear slope in $\Phi$ which is quantized in units of $\nu e/h$. At fractional filling $\nu = 1/(2l+1)$ with $l > 0$, this slope is $(2l+1)$ times smaller than in the IQHE case $l = 0$. Furthermore, there are $2l+1$ different branches of the FBC that cannot be connected under adiabatic evolution of $\Phi$. Finally, the Hall conductance can be obtained from the FBC following Ref. [31] yielding $\sigma_{xy} = e Q_{B}^{2D}/\Phi = e\nu^2/h$ as expected\cite{52}.

Importantly, this result holds for arbitrary changes of $\Phi$ and therefore extends the well-known Laughlin argument, where it is assumed that $\Phi$ is changed by an integer multiple of $h/e$.

**Experimental signatures.** The sample geometry described above can be realized by a Corbino disk\cite{55,56} see Fig. 1. The FBC is then accessible in a rather straightforward way using, e.g., STM techniques\cite{57,52} to measure the charge located at the boundary of the disk. This allows for several interesting ways to probe the FQHE: Firstly, observing the slope of the linear flux dependence allows one to probe the filling factor, see Eq. (9). This can further be corroborated by observing the evolution of the FBC as $\Phi$ is varied adiabatically. The FBC will then be $(2\nu/\nu)$-periodic in $\Phi$, with a jump of size unity occurring at a particular value of $\Phi$. Secondly, the different branches of the FBC can be connected if fractional charges are allowed to tunnel between opposite boundaries due to, e.g., a constriction, see again Fig. 1. By measuring the FBC repeatedly in the presence of a constriction, one finds that it can take $2l+1$ different values, reflecting the $(2l+1)$-fold ground state degeneracy. Similarly, if one now observes the evolution of the FBC with $\Phi$, also jumps of fractional size $s/(2l+1)$, where $s = 1, \ldots, 2l$ is another integer, can be observed when the system switches from one ground state to another.

We note that due to translational invariance it suffices to measure the FBC along a small part of the boundary rather than along the entire circumference, see Fig. 1. In this case, instead of measuring the absolute values of the slopes and jumps of the FBCs, one should measure their ratios for different filling factors, which again become universal. Thus, boundary charge measurements open up a direct way to probe the fractionalization of charges in the FQHE and, most importantly, allow for a direct experimental verification of the ground state degeneracy. We note that the FBC could alternatively be

**FIG. 4.** An array of nanowires tunnel-coupled by $t$ arranged to a cylinder threaded by an external flux $\Phi$. A magnetic field $B$ perpendicular to the cylinder surface drives the system into an FQHE phase. The FBC $Q_{B}^{2D}$ is calculated in the red region and shown to vary linearly with $\Phi$, see Eq. (9).
studied in cold-atom setups with tunable interactions.

Conclusions. We studied FBCs in strongly interacting CDW-modulated nanowires and in Corbino disks in the FQHE regime at odd filling factors threaded by an external flux. In both cases, the FBC displays universal features that do not depend on microscopic details of the models such as the exact values of the interaction parameters. In the nanowire (FQHE) case, the FBC depends linearly on the phase offset (flux) with a quantized slope that is determined by the filling factor. Furthermore, the different possible values of the FBC at a fixed phase offset (flux) label different degenerate ground states that cannot be adiabatically connected. The observation of these features is well within experimental reach and opens up a promising route to probe strongly interacting phases via FBCs.

As an outlook, we note that our findings can readily be extended to more general filling factors \( \nu = k / (2l + 1) \), where \( k \) is an integer that is coprime to \( 2l + 1 \). A given branch of the FBC will be \( 2\pi(2l + 1) \)-periodic under adiabatic evolution of \( \Phi \) with \( k \) jumps of size unity occurring at specific values of \( \Phi \).
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Appendix A: Ground State for Finite and Open System

When calculating the ground state of the effective one-dimensional model [Eq. (5) of the main text] for an open and finite system with a fixed number of particles \( N_p \), one gets a huge degeneracy due to the missing particles at the system boundaries. To avoid this degeneracy we cut the system and take only \( N_s = mZN_p - (m - 1)Z = 9N_p - 6 \) sites instead of \( N_s = 9N_p \) sites (for \( Z = 3 \) and \( m = 3 \)). The degeneracy is then lifted and there is only one possible ground state. This procedure corresponds to forcing the last 6 sites to be empty. The other two possible ground states that would occur in the thermodynamic limit can then be found by putting either 3 or all 6 empty sites to the other boundary of the chain. We will use this procedure for our DMRG calculations as well as for the analytical calculations of the boundary charge.

Using this ground state search, one gets a periodicity of \( 2\pi \). To get the periodicity of \( 6\pi \), we calculate all three ground states. We expect these states to evolve into each other when executing an adiabatic time evolution in the grand-canonical ensemble with the chemical potential located in the charge gap. One then gets the periodicity of \( 6\pi \) which we show in the main text. For convenience, we choose the chemical potential in such a way that the jumps of the adiabatic time evolution and the ones of the ground state search occur at the same position. The positions of the jumps in the adiabatic time evolution may change slightly when changing the chemical potential within the gap.

The average of the FBC is given by

\[
Q_B = \sum_{n=1}^{N_s} f_n(\rho_n - N_p/\tilde{N}_s),
\]

where \( \tilde{N}_s \) is the number of sites including the 6 empty sites, \( N_p \) is the number of particles, and \( \rho_n = \langle a_n^\dagger a_n \rangle \).

Appendix B: Analytical Calculation of the FBC

In this section we calculate the FBC for the effective one-dimensional model in dependence of the phase \( \alpha \) analytically. We focus on the case of \( Z = 3 \) and \( m = 3 \) (other cases can be treated analogously) and consider the atomic limit with strong electron-electron (Coulomb) interaction \( U_j = U \gg v_{\text{ex}} \gg t \). We introduce an effective unit cell of \( Z_{\text{eff}} = Zm = 9 \), so that the average bulk density is \( \bar{\rho}_B = \frac{1}{Z_{\text{eff}}} = \frac{1}{9} \).

In the atomic limit the problem of finding the FBC in the given strongly interacting model can be reduced to an effective single-particle model, in which a particle can occupy one of the first \( Z \) sites of the effective unit cell with \( Z_{\text{eff}} \) sites. As shown in Ref. 85 the FBC in this limit is dominantly given by the polarization contribution deep in the bulk, which has the form

\[
Q_B \approx Q_P = -\frac{1}{Z_{\text{eff}}} \sum_{j=1}^{Z_{\text{eff}}} j(\rho_j^\text{bulk} - \bar{\rho}_B)
\]

\[
= -\frac{1}{Z_{\text{eff}}} \sum_{j=1}^{Z} j\rho_j^\text{bulk} + \frac{Z_{\text{eff}} + 1}{2Z_{\text{eff}}}
\]

\[
= -\frac{1}{9} \sum_{j=1}^{Z} j\rho_j^\text{bulk} + \frac{5}{9}.
\]

Depending on the minima of the cosine potential (see Fig. 5), a particle can sit either on site \( j = 1 \) (for \( 0 <
\( \pi \), or on \( j = 2 \) (for \( \frac{4\pi}{3} < \alpha < 2\pi \)), or on \( j = 3 \) (for \( \frac{2\pi}{3} < \alpha < \frac{4\pi}{3} \)). We thus get three plateaus,

\[
Q_B \left( 0 < \alpha < \frac{2\pi}{3} \right) \approx -\frac{1}{9} + \frac{5}{9} = \frac{4}{9},
\]

\[
Q_B \left( \frac{4\pi}{3} < \alpha < 2\pi \right) \approx \frac{2}{9} + \frac{5}{9} = \frac{7}{9},
\]

\[
Q_B \left( \frac{2\pi}{3} < \alpha < \frac{4\pi}{3} \right) \approx \frac{3}{9} + \frac{5}{9} = \frac{2}{3}.
\]

### 1. Vicinity of \( \alpha = 0, \frac{2\pi}{3}, \frac{4\pi}{3} \)

At \( \alpha = 0, \frac{2\pi}{3}, \frac{4\pi}{3} \) the minima contain two sites with the same on-site potential. Therefore we consider the first order degenerate perturbation theory in \( t \) in the three different intervals around these values.

1) \( \frac{\pi}{3} < \alpha < \pi \): \( |\psi_0\rangle \approx c_1^{(1)} |1\rangle + c_3^{(1)} |3\rangle \). Then we find

\[
Q_B \left( \frac{\pi}{3} < \alpha < \pi \right) \approx -\frac{1}{9} \left( |c_1^{(1)}|^2 + 3|c_3^{(1)}|^2 \right) + \frac{5}{9} \approx -\frac{1}{9} \left( -|c_1^{(1)}|^2 + |c_3^{(1)}|^2 \right) + \frac{7}{9}.
\]

However, this formula is incorrect, because the hybridization between \( |1\rangle \) and \( |3\rangle \) is in \( O(t) \) impossible, and we need to revise the above result.

Consider the two subintervals 1a) \( \frac{\pi}{3} < \alpha < \frac{2\pi}{3} \); 1b) \( \frac{2\pi}{3} < \alpha < \pi \).

1a) For \( \frac{\pi}{3} < \alpha < \frac{2\pi}{3} \), the density is mostly located on \( |1\rangle \), with a small admixture of \( |0\rangle \), which replaces \( |3\rangle \) in Eq. [B8]. Thus the correct expression reads

\[
Q_B \left( \frac{\pi}{3} < \alpha < \frac{2\pi}{3} \right) \approx -\frac{1}{9} \left( |c_1^{(1)}|^2 + 0|c_3^{(1)}|^2 \right) + \frac{5}{9} \approx -\frac{1}{18} \left( |c_1^{(1)}|^2 - |c_3^{(1)}|^2 \right) + \frac{1}{2}.
\]

1b) For \( \frac{2\pi}{3} < \alpha < \pi \) the density is mostly located on \( |3\rangle \), with a small admixture of \( |4\rangle \), which replaces \( |1\rangle \) in Eq. [B8]. Thus the correct expression reads

\[
Q_B \left( \frac{2\pi}{3} < \alpha < \pi \right) \approx -\frac{1}{9} \left( 4|c_1^{(1)}|^2 + 3|c_3^{(1)}|^2 \right) + \frac{5}{9} \approx -\frac{1}{18} \left( |c_1^{(1)}|^2 - |c_3^{(1)}|^2 \right) + \frac{1}{6}.
\]

Comparing Eqs. [B9] and [B10] and taking into account that \( |c_1^{(1)}|^2 - |c_3^{(1)}|^2 \) is a continuous function of \( \alpha \) (see below) vanishing at \( \alpha = \frac{2\pi}{3} \), we observe that at this value of \( \alpha \) the boundary charge value jumps from \( \frac{1}{2} \) to \( \frac{1}{6} \), such that the jump value is \( \frac{1}{2} - \frac{1}{6} = -\frac{1}{3} \).

2) \( \pi < \alpha < \frac{5\pi}{3} \): \( |\psi_0\rangle \approx c_3^{(2)} |3\rangle + c_2^{(2)} |2\rangle \). This gives us

\[
Q_B \left( \pi < \alpha < \frac{5\pi}{3} \right) \approx -\frac{1}{9} \left( 3|c_3^{(2)}|^2 + 2|c_2^{(2)}|^2 \right) + \frac{5}{9} \approx -\frac{1}{18} \left( |c_3^{(2)}|^2 - |c_2^{(2)}|^2 \right) + \frac{5}{18}.
\]

3) \( \frac{\pi}{3} < \alpha < \frac{2\pi}{3} \): \( |\psi_0\rangle \approx c_2^{(3)} |2\rangle + c_1^{(3)} |1\rangle \), leading to

\[
Q_B \left( \frac{\pi}{3} < \alpha < \frac{2\pi}{3} \right) \approx -\frac{1}{9} \left( 2|c_2^{(3)}|^2 + |c_1^{(3)}|^2 \right) + \frac{5}{9} \approx -\frac{1}{18} \left( |c_2^{(3)}|^2 - |c_1^{(3)}|^2 \right) + \frac{7}{18}.
\]

The coefficients \( c_a \) and \( c_b \) are found from the eigenvalue problem

\[
\begin{bmatrix}
\frac{v_a - v_b}{2} & -t \\
-t & \frac{v_a - v_b}{2}
\end{bmatrix}
\begin{bmatrix}
c_a \\
c_b
\end{bmatrix}
= -\sqrt{\left( \frac{v_a - v_b}{2} \right)^2 + t^2}
\begin{bmatrix}
c_a \\
c_b
\end{bmatrix}
\]

and it follows

\[
c_b = \frac{\left( \frac{v_a - v_b}{2} \right)^2 + t^2}{\left[ \frac{v_a - v_b}{2} + \sqrt{\left( \frac{v_a - v_b}{2} \right)^2 + t^2} \right]^2},
\]

\[
c_a^2 = \frac{\left( \frac{v_a - v_b}{2} \right)^2 + t^2}{\left[ \frac{v_a - v_b}{2} + \sqrt{\left( \frac{v_a - v_b}{2} \right)^2 + t^2} \right]^2},
\]

\[
c_a^2 - c_b^2 = \frac{\left( \frac{v_a - v_b}{2} + \sqrt{\left( \frac{v_a - v_b}{2} \right)^2 + t^2} \right)^2}{\left[ \frac{v_a - v_b}{2} + \sqrt{\left( \frac{v_a - v_b}{2} \right)^2 + t^2} \right]^2}.
\]
FIG. 6. States that are ground states at \( t = 0 \) but can be neglected at \( t \neq 0 \). Two of the particles have only a distance of \( (m - 1) \) minima. The energy is higher than for the states where every \( m \)th minimum is occupied as the coupling of the green particle to the right and of the blue one to the left is much smaller in these cases.

The results are shown in Fig. 7 for certain parameters, where we also compare them to DMRG data.

When we made the ansatz that we only need one particle in a cell of \( Z_{\text{eff}} = 9 \) sites, we assumed that there are always two empty minima between the particles due to the repulsive electron-electron interaction. However, it is possible to have configurations where there is only one empty minimum between two particles. Then, both particles need to be located on the outer site of their minimum as shown in Fig. 6. In this case they also do not ‘see’ each other’s Coulomb interaction and it would be a ground state for \( t = 0 \). However, we do not need to consider them for the case with \( t \neq 0 \). Indeed, the neglected states are not coupled to the used ones in the orders that we look at. So there are no neglected couplings. Additionally, all states that have a contribution of those new states should have a larger energy than the calculated ground state because the coupling to the adjacent site is much smaller for the configurations shown in Fig. 6 due to the Coulomb interaction. Therefore, these states cannot contribute to the ground state for \( t \neq 0 \).

Using this degenerate perturbation theory, we find some discontinuities at \( \alpha = \frac{\pi}{4}, \frac{3\pi}{4}, \) and \( \frac{5\pi}{4} \) (see Fig. 7) because in the vicinity of these points, there are not two sites in the minimum. In the next section we will remove these discontinuities by treating the vicinities of these points in second order in \( t \) with a non-degenerate perturbation theory.

2. Vicinity of \( \alpha = \frac{\pi}{4}, \frac{3\pi}{4}, \frac{5\pi}{4} \)

In the vicinity of these points we can use non-degenerate perturbation theory where, up to first order in the perturbation, the ground state is given by

\[
|\Psi\rangle = |n\rangle + \sum_{m \neq n} \frac{V_{mn}}{E_n - E_m} |m\rangle .
\]

(B18)

Here, \(|n\rangle\) denotes the ground state for \( t = 0 \), and \( V_{mn} \) are the matrix elements between the ground state and the excited states \( m \), which are given by the hopping in our model.

In the given regions there is one site in each minimum of the on-site potential. We will call this site \( b \), while the two adjacent sites will be called \( a \) and \( c \). We then get

\[
|\Psi_0\rangle = |b\rangle + \frac{t}{v_c - v_b} |c\rangle + \frac{t}{v_a - v_b} |a\rangle
\]

for the ground state. Taking into account that this state is not normalized, we get

\[
|c_b|^2 = 1 - \left( \frac{t}{v_a - v_b} \right)^2 - \left( \frac{t}{v_c - v_b} \right)^2 + \mathcal{O}(t^3),
\]

(B20)

\[
|c_a|^2 = \left( \frac{t}{v_a - v_b} \right)^2 + \mathcal{O}(t^3),
\]

(B21)

\[
|c_c|^2 = \left( \frac{t}{v_c - v_b} \right)^2 + \mathcal{O}(t^3).
\]

(B22)

The boundary charge in the three different regions can then be calculated as follows:

\[
Q_B \left( 0 < \alpha < \frac{2\pi}{3} \right) \\
\approx -\frac{1}{9} \left( 0 |c_3^{(3)}|^2 + |c_1^{(1)}|^2 + 2 |c_2^{(1)}|^2 \right) + \frac{5}{9}
\]

\[
\approx \left( -|c_3^{(1)}|^2 + |c_2^{(1)}|^2 \right) + \frac{4}{9}.
\]

(B23)

\[
Q_B \left( \frac{4\pi}{3} < \alpha < 2\pi \right) \\
\approx -\frac{1}{9} \left( 2 |c_2^{(2)}|^2 + 3 |c_3^{(2)}|^2 + 4 |c_1^{(2)}|^2 \right) + \frac{5}{9}
\]

\[
\approx \left( -|c_2^{(2)}|^2 + |c_1^{(2)}|^2 \right) + \frac{2}{9}.
\]

(B24)

\[
Q_B \left( \frac{2\pi}{3} < \alpha < \frac{4\pi}{3} \right) \\
\approx -\frac{1}{9} \left( |c_1^{(3)}|^2 + 2 |c_2^{(3)}|^2 + 3 |c_3^{(3)}|^2 \right) + \frac{5}{9}
\]

\[
\approx \left( -|c_1^{(3)}|^2 + |c_2^{(3)}|^2 \right) + \frac{3}{9}.
\]

(B25)

We then insert

\[
|c_c|^2 - |c_a|^2 \approx \left( \frac{t}{v_c - v_b} \right)^2 - \left( \frac{t}{v_a - v_b} \right)^2
\]

(B26)

to get the final result that is shown in Fig. 7 together with the results of the first order perturbation theory calculated above.

3. Uniting the results

In the previous sections we calculated the behavior of the boundary charge in different regimes of \( \alpha \). To get a
The other parameters are \( m = 3, Z = 3, t = 1, v_{\text{ex}} = 5 \) and \( U_l = U = 10 \) for \( l = 1, \ldots, 6 \). We used \( N_s = 174 \) and \( L_p = 90 \), \( l_p = 90 \) for the envelope function to get the DMRG results. The dashed line shows the results calculated in the vicinity of \( \alpha = \pi/3, 2\pi/3 \), while the dashed line was calculated in the vicinity of \( \alpha = 0, 2\pi/3, 4\pi/3 \).

As one can see, both results fit a certain part of the numerical curve quite well while there are other parts where they show useless behavior like jumps and divergences. Nevertheless they coincide very well in the intermediate regions between the regimes where they were calculated. To get one final analytical curve the method of calculation was changed at the points where both curves cross each other. The final result can be seen in Fig. 8. The numerical and analytical results lie nearly perfectly on top of each other. Fig. 8 corresponds to a zoom into Fig. 3 of the main text, where we show all three ground states with their periodicity of \( 6\pi \). There, we find a jump of unity for each of the ground states because a particle leaves the system at that point. In Fig. 8 we see only a jump by \( 1/3 \) because the system changes to another ground state as indicated by the colors. Thereby, all particles are shifted by one minimum to get into the new real ground state of our system. As already mentioned above, the other two ground states can be found by forcing other sites to have zero occupation. For the analytical calculation this means that sites 4, 5, 6 or 7, 8, 9 are occupied instead of sites 1, 2, 3. The boundary charge is then changed by \(-1/3\) or \(-2/3\).

4. Limits of our perturbation theory

As we performed the perturbation theory in the regime \( U \gg v_{\text{ex}} \gg t \), we expect it to fail when \( U \) and \( v_{\text{ex}} \) are not large enough. In Fig. 9 we calculate the boundary charge in dependence of \( \alpha \) for different \( U \) and \( v_{\text{ex}} \) with constant \( U/v_{\text{ex}} = 2 \). For large values of \( U \) and \( v_{\text{ex}} \) the results coincide very well with our numerical DMRG results. For smaller values of \( U \) and \( v_{\text{ex}} \) the curves start to differ. When \( U \) and \( v_{\text{ex}} \) are of the order of \( t \) the perturbation theory does not even give us a smooth curve. For those parameters the results of the different regimes of \( \alpha \) do not agree in the intermediate region and cannot be united in a satisfying way.
FIG. 10. $Q_B(2\pi) - Q_B \left(\frac{2\pi}{3}\right)$ for different system sizes and different envelope functions. $N_s = N_s + (m - 1)Z = N_s + 6$ describes the system size including the blocked sites where the density is forced to be zero. For $N_s \to \infty$ all curves tend to 1/9. The other parameters are $t = 1$, $v_{ex} = 3$, and $U = 3$.

Appendix C: Dependence on Envelope Function

In the thermodynamic limit the boundary charge needs to be independent of the details of the envelope function. However, the boundary charge can slightly depend on the envelope function for finite system sizes as shown in Fig. 10. To be as close as possible to the thermodynamic limit, we choose the envelope function with $L_p = \bar{N}_s/2$ and $l_p = \bar{N}_s/2$ (orange curve in Fig. 10) for our calculations, where $\bar{N}_s = N_s + 6$ denotes the system including the sites that were forced to be empty. With this choice already systems of relatively small size give us a value of $Q_B(2\pi) - Q_B \left(\frac{2\pi}{3}\right)$ that coincides with the one in the thermodynamic limit.

Appendix D: Disorder

To prove that our results are stable against disorder, we investigate small random perturbations of the on-site potential and the hopping terms. Therefore, we study the boundary charge in dependence of the phase $\alpha$ averaged over different disorder configurations. The added terms are of the form

$$- \sum_{n=1}^{N_s-1} w_n(a_n a_{n+1} + \text{H.c.}) + \sum_{n=1}^{N_s} z_n \hat{\rho}_n$$

for hopping and on-site disorder, respectively. Either the parameter $w_n$ or $z_n$ is uniformly distributed in $[-d/2, d/2)$, while the other ones are set to zero. The results for a certain set of parameters and 20 disorder configurations are shown in Fig. 11. For small disorder strengths $d = 0.1$ the curve lies on top of the non-disordered one. The quantized slope is therefore stable against small perturbations. Even for stronger disorder $d = 0.5$ the average still coincides well with the results of the clean system although there are some differences visible. We see that the jump by $-1/3$ gets smoother because its exact position now depends on the disorder configuration. Therefore the standard deviation around the mean value of the disorder average is also larger in that region. At transitions between different plateaus, we also find an enhancement of the standard deviation, while within each plateau the standard deviation is small.

Appendix E: Other Long Ranged Interactions

In the main text and in the previous sections we always considered a constant interaction $U_l = U$ which drops to zero after $l = (m - 1)Z$ sites. Here, we will show that we find the same results for other long ranged interactions. Thereby, we will investigate a power law of the form $U_l = U_0 l^{-\beta}$ (as experimentally realized in Ref. 80) and a Yukawa potential of the form $U_l = U_0 \exp(-\gamma l) l^{-2}$. We approximate these long ranged interactions by using a sum of exponential functions $\left(\sum_{i=1}^{N} \alpha_i \beta_i^l\right)$. The parameters are fitted by minimizing

$$\sum_{l=1}^{L_{\text{max}}} \left( \ln \left( \sum_{i=1}^{N} \alpha_i \beta_i^l \right) - \ln \left( U_l \right) \right)^2.$$  \hspace{1cm} (E1)

Using the logarithm in corresponds to changing the weights of the different data points in the fitting procedure. This assures that the approximation works well even at larger ranges as we know that an interaction is needed on the first $Z(m - 1)$ sites. For all functions we only fit the parameters once and rescale them with the prefactor $U_0$. We show the approximations compared to the exact functions in Fig. 12.

The results of the power law interaction are shown in Fig. 13 for $Z = m = 3$. With a sufficiently large $U_0$ and $v_{ex}$ we find the fractional slope of $1/2\pi m$ up to a $2\pi/Z$-periodic function as shown in Fig. 13a. In Fig. 13b a false color plot is shown, where the region with $\delta Q_B = 1/9$ (white) is where one finds the quantized fractional
slope. We find a similar phase boundary compared to the case discussed in the main text. The phase transition occurs at a large prefactor \( U_0 \) due to the rapid decay of the power law function.

In Fig. 14 we show false color plots for the Yukawa potential at different values of the screening \( \gamma \). Again, we see a phase transition similar to the cases discussed so far. For larger \( \gamma \), the phase boundary is situated at larger \( U_0 \) because the Yukawa potential decays faster.

**Appendix F: Interface between two CDWs**

In this section, we show how the analytical arguments presented in the main text can be extended to describe the charge located at the interface between two CDWs in a 1D nanowire.

We consider an interface between two CDWs described by a spatially modulated potential of the form

\[
V_m(x) = \begin{cases} 
2V_m \cos(2mk_Fx + \alpha_<), & x < 0, \\
2V_m \cos(2mk_Fx + \alpha_>), & x > 0,
\end{cases}
\]

where \( \alpha_< (\alpha_> \) ) describes the phase offset of the CDW in the domain \( x < 0 \) (\( x > 0 \)). We can now follow the same arguments as in the main text for \( x \in (-\infty, 0) \) and \( x \in (0, +\infty) \) separately. In terms of the conjugate bosonic fields \( \phi \) and \( \theta \), the CDW term then takes the form \( H_{CDW}^m = \int dx \mathcal{H}_{CDW}^m(x) \) with

\[
\mathcal{H}_{CDW}^m(x) = \begin{cases} 
-\frac{2V_m}{(2\pi\alpha_m)} \cos(2m\phi(x) + \alpha_< - \alpha_0), & x < 0, \\
-\frac{2V_m}{(2\pi\alpha_m)} \cos(2m\phi(x) + \alpha_> - \alpha_0), & x > 0,
\end{cases}
\]

where \( \alpha_0 \) is again an irrelevant overall phase shift. The CDW term is minimized for the pinning values

\[
\phi(x) = \begin{cases} 
-(\alpha_< - \alpha_0)/2m + l\pi/m, & x < 0, \\
-(\alpha_> - \alpha_0)/2m + n\pi/m, & x > 0,
\end{cases}
\]

where \( l \) and \( n \) are integers. Therefore, the charge located at the interface is given by

\[
Q_D = -\int_{-\infty}^{+\infty} dx \frac{\partial_x \phi(x)}{\pi} = -\frac{1}{\pi} [\phi(+\infty) - \phi(-\infty)] \\
= (l - n)/m + (\alpha_> - \alpha_<)/2\pi m \mod 1.
\]

We thus find that the fractional charge changes linearly with the phase difference \( \alpha_> - \alpha_< \) with a slope of \( 1/2\pi m \).

Finally, we note that analogous considerations allow us to recover the fractional charge of the excitations in the 2D case. Indeed, a bulk excitation in the 2D FQHE corresponds to a kink (domain wall) in the pinned combination of the fields \( \eta_{1(n+1)} - \eta_{1n} \) for a given \( n \), see Eq. (8) in the main text, while the uniform phase \( \varphi \) drops out. By using \( \sum_n (\eta_{1(n+1)} - \eta_{1n}) = -2(2l + 1) \sum_n \phi_n \) and using that the charge density of a single wire is given by \( \rho_n = -\partial_x \phi_n(x)/\pi \) in units of the electron charge \( e \), we find that a kink between two adjacent minima of the cosine carries the charge \( e/(2l + 1) \).

**FIG. 13.** Results for an interaction of \( U_l = U_0 l^{-6} \) and \( Z = m = 3 \). (a) Boundary charge in dependence on the phase \( \alpha \) with \( U_0 = 60000 \) and \( v_{ex} = 3 \). (b) False color plot of \( \delta Q_B = Q_B(2\pi) - Q_B(\frac{4\pi}{3}) \) as a function of \( v_{ex} \) and \( U_l \). The fractional slope is stabilized for large \( U_0 \) and intermediate \( v_{ex} \) (white region).

**FIG. 14.** False color plots showing \( \delta Q_B = Q_B(2\pi) - Q_B(\frac{4\pi}{3}) \) for an interaction of \( U_l = U_0 \exp(-\gamma l) l^{-2} \) with (a) \( \gamma = 0.1 \), (b) \( \gamma = 0.3 \), and (c) \( \gamma = 0.5 \). The other parameters are \( Z = m = 3 \). The phase transition is located at larger \( U_0 \) for larger values of \( \gamma \).
teraction, see Ref. 54.

For sufficiently long-ranged interactions we expect our result to also hold when including small perturbations in the filling or the modulation period, leading to small deviations of \( m \) or \( Z \).
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