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Abstract
Numerous sufficient conditions for adiabaticity of the evolution of a driven quantum system have been known for quite a long time. In contrast, necessary adiabatic conditions are scarce. Recently a practicable necessary condition well suited for many-body systems has been proved. Here we tailor this condition for estimating run times of adiabatic quantum algorithms. As an illustration, the condition is applied to the adiabatic algorithm for searching in an unstructured database (adiabatic Grover search algorithm). We find that the thus obtained lower bound on the run time of this algorithm reproduces \( \sqrt{N} \) scaling (with \( N \) being the number of database entries) of the explicitly known optimum run time. This is in contrast to the poor performance of the known sufficient adiabatic conditions, which guarantee adiabaticity only for a run time on the order of \( O(N) \), which does not constitute any speedup over the classical database search. This observation highlights the merits of the new adiabatic condition and its potential relevance to adiabatic quantum computing.
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1. Preliminaries and Motivation

Consider a quantum system with a Hamiltonian \( \hat{H}_\lambda \), where \( \lambda = \lambda(t) \) is a time-dependent parameter. For each \( \lambda \), one can define an instantaneous ground state, \( \Phi_\lambda \), which is the lowest eigenvalue solution to the Schrödinger stationary equation,

\[
\hat{H}_\lambda \Phi_\lambda = E_\lambda \Phi_\lambda.
\]

Here \( E_\lambda \) is the instantaneous ground state energy. We assume that the ground state is nondegenerate for any \( \lambda \). The dynamics of the system is governed by the Schrödinger equation, which can be written in a rescaled form,

\[
i \lambda \partial_\lambda \Psi_\lambda = \hat{H}_\lambda \Psi_\lambda.
\]

Here \( \lambda \equiv \partial_\lambda \lambda(t) \) and \( \Psi_\lambda \) is the state vector of the system, which depends on time through the time-dependent parameter \( \lambda \). Initially the system is prepared in the instantaneous ground state,

\[
\Psi_0 = \Phi_0.
\]
The functional dependence of $\lambda$ over $t$ is called a schedule. We define a schedule on some finite time interval, $t \in [0, t_f]$. Without loss of generality, we take

$$\lambda(0) = 0 \quad \text{and} \quad \lambda(t_f) = 1.$$  \hspace{1cm} (4)

Time $t_f > 0$ is called the run time of the schedule. We assume that $\lambda(t)$ is smooth. We further assume that $\lambda$ is nondecreasing, which implies that

$$\lambda_t \leq 1, \quad t \in [0, t_f].$$  \hspace{1cm} (5)

Any schedule can be rescaled, i.e., a new schedule $\tilde{\lambda}(t) = \lambda(\eta t)$ can be defined, where $\eta > 0$ is the scaling factor and $\tilde{t}_f = t_f/\eta$ is the run time of the rescaled schedule. We will refer to all possible rescalings of a given schedule as a path. The commonly accepted convention is to define a schedule up to all possible rescalings. In other words, a path is a family of schedules which can be transformed one into another by rescaling the time. Notice that we allow only linear rescalings in this definition. Obviously, for a given path, picking a specific schedule $\lambda(t)$ amounts to fixing the run time, $t_f$, and vice versa.

The evolution is called adiabatic as long as the state of the system, $\Psi_{\lambda}$, stays close to the instantaneous ground state, $\Phi_{\lambda}$. The celebrated quantum adiabatic theorem [1–3] states that for however small allowance $\varepsilon \in [0, 1]$ and arbitrary path there exists a run time $t_f$ large enough that

$$1 - F(1) < \varepsilon,$$  \hspace{1cm} (6)

where the adiabatic fidelity,

$$F(\lambda) \equiv |\langle \Phi_{\lambda} | \Psi_{\lambda} \rangle|^2,$$  \hspace{1cm} (7)

quantifies how close $\Psi_{\lambda}$ and $\Phi_{\lambda}$ are.

Much of the practical value of the adiabatic theorem depends on the availability of estimates on the adiabatic run time, $t_f$, which do not require explicitly solving the time-dependent Schrödinger equation. In fact, the adiabatic theorem is proved by deriving a sufficient condition on the run time, $t_f$, which ensures that the Eq. (6) is satisfied for a given allowance $\varepsilon$. Numerous sufficient adiabatic conditions have been proved since the quantum adiabatic theorem was introduced; see e.g., [4] for a review.

Clearly, it is highly desirable to complement sufficient adiabatic conditions by necessary adiabatic conditions, i.e., lower bounds on $t_f$ provided inequality (6) holds. Quite remarkably, practical necessary adiabatic condition are scarce. In fact, to the best of our knowledge, the only known way to get such conditions is to use some form of a quantum speed limit, which is an advanced rigorous version of the time–energy uncertainty relation [5–7].

A necessary condition of this type well suited for many-body systems has been proved recently in [17]. This condition has been successfully applied to two adiabatically

\*A number of necessary adiabatic conditions of different nature have also been reported [8–11]; however, we believe that they lack either convincing justification or practicability. A condition of [8] (see also its generalization in [9]) has triggered a debate [12–14], and we agree with [12] that unjustified omission of certain terms undermines the result of [8]. Difficulties of the approach of [8] are clearly exposed in [15], where a rigorous bound of the type [8] is obtained, which, however, lacks practicability since it requires knowledge of $\Psi_{\lambda}$. A lower bound on $(t_f \Delta)$, where $\Delta$ is the minimum energy gap between the ground state and the rest of the spectrum along the path, has been reported in [10]. We remark, however, that one can easily construct a simple example where this bound is violated but the quantum evolution is adiabatic [16]. To this end, one can introduce an auxiliary eigenstate which is dynamically decoupled from the ground state (e.g., due to some symmetry) but has energy separated from the ground state energy by an arbitrarily small gap (more sophisticate counterexamples can also be constructed [16]). Thus, the result of [10] does not constitute a valid necessary adiabatic condition. The result of [11] does not provide a lower bound on $t_f$ for a given path and a given allowance $\varepsilon$ and thus, in our view, is of limited utility.
driven systems. The first one is the topological Thouless pump [18], where a necessary condition for the transport quantization in a continuous mode of operation has been established [17]. The second one is a mobile impurity driven through a one-dimensional fluid, where a necessary condition for adiabatic quasi-Bloch oscillations [19] has been derived [20], thus resolving a long-standing controversy [21–23].

The above-mentioned previous applications of the necessary adiabatic condition [17,20] concern problems in condensed matter physics. The purpose of the present paper is to tailor this condition for estimating the run time of an adiabatic quantum algorithm and to illustrate how it works for a paradigmatic quantum algorithm — the adiabatic Grover search [24].

The rest of the paper is organized as follows.

In the next section, we briefly review the central result of [17] and shape it in the form of the lower bound on the run time of a quantum adiabatic algorithm. Then we apply this bound to the adiabatic Grover search algorithm. We conclude by discussing how the established bound compares to the exact result for the Grover search.

2. Necessary Adiabatic Condition

The central result of [17] is an inequality which binds the adiabatic fidelity, $F_\lambda$, to the overlap between the instantaneous eigenstates,

$$C_\lambda \equiv |\langle \Phi_\lambda | \Phi_0 \rangle|^2. \quad (8)$$

Here we quote this inequality for a special form of the Hamiltonian important for the adiabatic quantum computing,

$$\hat{H}_\lambda = \hat{H}_0 + \lambda (\hat{H}_1 - \hat{H}_0). \quad (9)$$

For this Hamiltonian, the inequality reads [17]

$$|F_\lambda - C_\lambda| \leq \delta V_N \int_0^{t_f} \lambda(t) \, dt, \quad (10)$$

where $\delta V_N$ is the uncertainty of the driving term, $\hat{V} \equiv \hat{H}_1 - \hat{H}_0$, with respect to the initial state of the system, $\Phi_0$,

$$\delta V_N \equiv \sqrt{\langle \hat{V}^2 \rangle_0 - \langle \hat{V} \rangle_0^2}; \quad (11)$$

with $\langle \ldots \rangle \equiv \langle \Phi_0 | \ldots | \Phi_0 \rangle$. The subscript $N$ in $\delta V_N$ emphasizes that $\delta V_N$ in general depends on the system size, $N$.

Inequality (10) along with Eqs. (5) and (6) leads to the following necessary condition for adiabaticity with the allowance $\varepsilon$:

$$t_f \geq \frac{1 - \varepsilon - C(1)}{\delta V_N}; \quad (12)$$

it is the first main result of this paper.

We should note that the above bound is somewhat different from the necessary adiabatic condition established in [17,20]. The reason is that the properties of $C_\lambda$ were exploited in addition to inequality (10) in [17,20]. This became possible since $C_\lambda$ quantifies the generalized orthogonality catastrophe, which is well understood in the many-body context. However, no such additional information is in general available in the adiabatic quantum computing context.
3. Adiabatic Grover Search

The idea of the adiabatic quantum computing is to translate the input of a certain problem into couplings of a physically realizable Hamiltonian, $\hat{H}_1$, in such a way that the ground state of this Hamiltonian encodes the solution to the problem, and then to prepare this unknown ground state starting from another known and easily preparable ground state of another Hamiltonian, $\hat{H}_0$, by adiabatically interpolating between the two Hamiltonians [4,25,26]. The later step can be realized with a time-dependent Hamiltonian of the form (9).† The specific forms of $\hat{H}_0$, $\hat{H}_1$, and $\lambda(t)$ are referred to as a quantum adiabatic algorithm. In this context, $t_f$ stands for the run time of the algorithm, $\mathcal{F}_1$ for the success probability of the computation, and $\varepsilon$ for the upper bound on the probability of an error.

Here, we consider a particularly well-studied quantum adiabatic algorithm aimed at the search for a marked element in an unstructured database with $N$ entries (adiabatic Grover search) [24]. It can be realized with the Hamiltonians

$$\hat{H}_1 = \mathbb{1} - |m\rangle\langle m| \quad \text{and} \quad \hat{H}_0 = \mathbb{1} - |\chi\rangle\langle \chi|$$

(13)

acting in $N$-dimensional Hilbert space, where $\mathbb{1}$ is the unit operator, $\{|j\rangle\}, j = 1 \ldots N$ is an orthonormal basis, $m$ is the number of the marked database entry to be searched for, and

$$|\chi\rangle \equiv \frac{1}{\sqrt{N}} \sum_{j=1}^{N} |j\rangle.$$  

(14)

We refer the reader to the original paper [24] and the review [4] for the quantum information context of the problem and focus here on conditions for adiabatically preparing the ground state of $\hat{H}_1$. In fact, the central question in the field of adiabatic quantum computing is how the run time of an adiabatic algorithm, $t_f$, scales with the size of the input, $N$, in the best case (i.e., for an optimum schedule $\lambda(t)$ which provides the minimum $t_f$ for a given error $\varepsilon$). For many quantum adiabatic algorithms, this question is a matter of debate [4]. For the adiabatic Grover algorithm, however, the answer is known and reads [4,24]

$$t_{f_{\text{min}}} = O\left(\sqrt{N}\right).$$

(15)

Here, we demonstrate that the lower bound (12) reproduces this scaling.

Indeed, a straightforward calculations gives

$$\delta V_N = \frac{1}{\sqrt{N}} \sqrt{1 - \frac{1}{N}}, \quad C(1) = \frac{1}{N}.$$  

(16)

Substituting these results into Eq. (12), one obtains the lower bound for the run time of the adiabatic Grover search performing with the error below $\varepsilon$,

$$t_f \geq \sqrt{N} (1 - \varepsilon) \frac{1 - N^{-1}(1 - \varepsilon)^{-1}}{\sqrt{1 - N^{-1}}}.$$  

(17)

This bound is the second main result of the paper. Clearly, it scales as $\sqrt{N}$ in the limit of large $N$.

†For the description of the former step, we refer the reader to the review [4] and references therein.
4. Discussion

The fact that the scaling of the lower bound (17) coincides with the optimum scaling is quite remarkable. It should be contrasted to the poor performance of the sufficient adiabatic conditions, which guarantee adiabaticity only for $t_f = O(N)$ (this does not constitute any speedup over the classical database search) [4, 24]. While the exact optimum scaling has been obtained in [24] by thoroughly examining the spectrum of the parameter-dependent Hamiltonian (9), the same scaling is recovered here from the necessary adiabatic condition with much less technical effort and without any knowledge of the spectrum (and, in particular, the minimum gap). The latter fact is of particular importance since the spectrum of $\hat{H}_\lambda$ is not known for a typical quantum algorithm. We conclude that the necessary adiabatic condition (12) has a potential to become an efficient tool in evaluating the performance of quantum adiabatic algorithms.$^4$
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