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Abstract
In order to improve the classical Bohr inequality, we explain some refined versions for a quasi-subordination family of functions in this paper, one of which is key to build our results. Using these investigations, we establish an improved Bohr inequality with refined Bohr radius under particular conditions for a family of harmonic mappings defined in the unit disk $\mathbb{D}$. Along the line of extremal problems concerning the refined Bohr radius, we derive a series of results. Here, the family of harmonic mappings has the form $f = h + \bar{g}$, where $g(0) = 0$, the analytic part $h$ is bounded by 1 and that $|g'(z)| \leq k|h'(z)|$ in $\mathbb{D}$ and for some $k \in [0, 1]$.
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1 | INTRODUCTION

Throughout the paper, $B$ denotes the set of all analytic functions $f$ in the unit disk $\mathbb{D} = \{z \in \mathbb{C} : |z| < 1\}$ such that $|f(z)| \leq 1$ for all $z \in \mathbb{D}$. As with the standard decomposition of complex-valued harmonic functions (cf. [21, 23, 44]), let $H$ and $H_k$ denote the set of harmonic mappings defined by

$$H = \{f = h + \bar{g} : h \text{ and } g \text{ are analytic in } \mathbb{D} \text{ with } g(0) = 0\}$$

and

$$H_k = \{f = h + \bar{g} \in H : h \in B \text{ and } |g'| \leq k|h'| \text{ in } \mathbb{D} \text{ for some } k \in [0, 1]\}.$$
respectively. Clearly, $H_0 \equiv B$. Let us recall a few basic notions about harmonic mappings. A function $f = h + \overline{g} \in H$ is sense-preserving whenever $J_f = |h'|^2 - |g'|^2 > 0$ in $D$, or equivalently $h'(z) \neq 0$ and $|g'(z)| < |h'(z)|$ for all $z \in D$. Further, if its dilatation $\omega_f = g'/h'$ satisfies $|\omega_f| \leq k < 1$ in $D$, then $f$ is called a $K$-quasiregular mapping, where $K = (1 + k)/(1 - k)$. For more details of the importance, background, development and results, we refer to the monograph of Duren [23] and the survey article of Ponnusamy and Rasila [44].

Let us recall the classical theorem of Herold Bohr.

**Theorem 1.1** ([16]). Suppose that $f \in B$ and $f(z) = \sum_{n=0}^{\infty} a_n z^n$. Then the following sharp inequality holds:

$$\sum_{n=0}^{\infty} |a_n| r^n \leq 1 \quad \text{for } r \leq 1/3.$$  

In recent years, a number of researchers revisited the work of Bohr—improving and extending this work to more general setting. Bohr’s original proof had the above-mentioned inequality only for $r \leq 1/6$, which was later improved independently by M. Riesz, I. Schur, F. Wiener, and some others. We call the sharp constant $1/3$ in Theorem A the Bohr radius for the family $B$. Later proofs were given by Sidon [52] and Tomic [53]. See also [43, 45, 46] and the recent survey chapters [6] and [25, Chapter 8]. In addition, if $|a_0|$ in Bohr inequality is replaced by $|a_0|^p$, where $1 \leq p \leq 2$ then the constant $1/3$ could be replaced by $p/(2 + p)$, see [14, Proposition 1.4]. In [48, Remark 1], this result was shown to be true in refined form even for the extended range $0 < p \leq 2$. Moreover, if $a_0 = 0$ in Theorem A then the sharp Bohr radius is improved to be $1/\sqrt{2}$, which was shown by Bombieri [17] in 1962. See also [29, 32], [43, Corollary 2.9], and the recent paper of Ponnusamy and Wirths [49] where one can find this result as a special case of each of theirs.

Astonishingly, various generalizations of the classical Bohr inequality have been investigated in different branches of mathematics. For instance, Hardy spaces [11, 22], Bloch spaces [34, 38], harmonic mappings [1, 2, 9, 24, 30, 34, 40, 42], Dirichlet series [10], logarithmic power series [13], functions in Banach space [14], and holomorphic functions of several variables [3–5, 11, 15, 19, 20, 22].

To prove or improve the classical Bohr inequality, one mainly relies on the sharp coefficient inequalities. In fact, Theorem A can be easily deduced from the classical result $|a_n| \leq 1 - |a_0|^2$ ($n \geq 1$, $f \in B$). As mentioned for example in [49], this inequality follows quickly from a result on subordination due to Rogosinski. However, its sharpness cannot be obtained in the extremal case $|a_0| < 1$, which was pointed out in [29]. Therefore, on one hand, the sharp version of Theorem A has been achieved for any individual function from $B$ (see [8] and some subclass of univalent functions (see [1, 2])). On the other hand, through a refined version of the coefficient inequalities found by Carlson (see [18]), Bohr’s inequality was refined and improved in the following way (see also [48]).

In what follows, we let $\|f\|^2 = \sum_{n=1}^{\infty} |a_n|^2 z^{2n}$ whenever $f(z) = \sum_{n=1}^{\infty} a_n z^n$ converges for $|z| < 1$ and $r < 1$.

**Theorem 1.2** ([47, Theorem 2]). Suppose that $f \in B$, $f(z) = \sum_{n=0}^{\infty} a_n z^n$ and $f_0(z) = f(z) - f(0)$. Then for $p = 1, 2$, we have the following sharp inequality

$$|a_0|^p + \sum_{n=1}^{\infty} |a_n| r^n + \frac{1}{1 + |a_0|} \left( \frac{1 + |a_0|}{1 - r} \right) \|f_0\|^2 \leq \frac{1}{1 + (1 + |a_0|)^{2-p}}.$$  

Besides these results, there are a number of works about Bohr inequality for the family $B$. One is to consider Bohr inequality for functions of the form $f_{p,m}(z) = \sum_{n=0}^{\infty} a_{pn+m} z^{pn+m}$ in $B$ (see [7, 29, 30, 37]). In particular, $f_{p,1}$ is called $p$-symmetric function and $f_{2,1}$ is called odd function. The other is to study the Bohr–Rogosinski inequality (see [9, 33, 37]), which was introduced by Kayumov and Ponnusamy in [33] based on the notion of Rogosinski inequality investigated in [36, 50, 51]. Another aspect of it is to build different Bohr type inequalities associated with alternating series, area, modulus of $f$ or $f - a_0 f$, and higher order derivatives of $f$ in part or in whole etc. These include the works of [7, 9, 27, 31, 37, 41]. Some other related topics may be found in [40, 42]. As mentioned above, there exist Bohr’s theorems to more general domains or higher dimensional spaces, holomorphic functions defined on bounded complete Reinhardt domain in $\mathbb{C}^n$, and operator-theoretic Bohr radius. See for example, [3–5, 15, 26].

There are few harmonic extensions concerning Bohr inequality for the family $H_k$. It was first considered in [34] for $H_k$ ($k \neq 1$) and a couple of problems on Bohr’s inequality for its subclass. Here, it should be mentioned that this work
was motivated by the work from [1, 2]. The problems proposed in [34] were solved in [12, 40] (see also [42]) using quasi-subordination with special forms, which was generalized in order to get more results of Bohr inequality for $H_k$ in [8]. It is emphasized that their proofs largely depend on Theorem A. Let us now recall the following.

**Definition 1.3.** For any two analytic functions $f$ and $g$ in $\mathbb{D}$, we say that the function $f$ is quasi-subordinate to $g$ (relative to $\Phi$), denoted by $f(z) \prec_q g(z)$ in $\mathbb{D}$ if there exist two functions $\Phi \in \mathcal{M}$, $\omega \in \mathcal{M}$ with $\omega(0) = 0$ such that $f(z) = \Phi(z)g(\omega(z))$.

There are two special cases of particular interest. The choice $\Phi(z) = 1$ corresponds to subordination that is denoted by $f \prec g$, whereas $\omega(z) = z$ gives majorization, i.e., reduces to the form $f(z) = \Phi(z)g(z)$, which is equivalent to $|f(z)| \leq |g(z)|$ in $\mathbb{D}$. Note that $g'$ is majorized by $kh'$ in the definition of $H_k$. Along the lines of works on Bohr inequality for the family $\mathcal{B}$ in [31], a few different formulations of improved Bohr inequalities for $H_1$ and $H_k$ were obtained in [24] and [9], respectively. For more recent advances on Bohr’s inequality for the family $\mathcal{H}$, the reader may refer for example, [28, 30, 35, 38–40, 42].

Now, a variety of Bohr radii exist because of different formulations and refinements (cf. [30, 31], and [47, Theorem 2], i.e., Theorem B) of the classical Bohr inequality, and thus it becomes more and more complex in some situation as you see in our investigation in this paper, especially when studying the extension of Bohr inequality from $B$ to $H_k$.

For the family $B$, we know that the classical Bohr radius is a constant, which is improved to be a function of the modulus of the constant term (see Theorem B). For the family $H_k$, the expression of sharp Bohr radius is either a constant or a function of the variable $k$. Furthermore, it is worth pointing out that there is only one result related to both the constant $k$ and the modulus of the constant term of its analytic part, but such result holds with additional assumptions (cf. [8, Theorem 2.9]).

In view of these reasonings, some interesting questions emerge. In the process of harmonic extension, it is natural to ask whether the formulation of Bohr inequality is complex so that it can cover or improve some known results or not? Equivalently, we ask under what conditions, the Bohr radius will be depending on $k$ or the modulus of the constant term of its analytic part, or both? Another natural question is to improve Bohr inequality or Bohr radius, and to integrate some of the known results into simplified forms. In this paper, we try to answer these questions partly.

The paper is organized as follows. In Section 2, we improve the classical Bohr inequality and obtain some refined versions for a quasi-subordination family of functions in Section 3. In view of these investigations, improved Bohr type inequalities for $H_k$ are established in Section 4.

The proofs of our results rely on a couple of lemmas that we recall now.

**Lemma 1.4** ([29, Proof of Theorem 1] and [30]). Suppose that $f \in B$ and $f(z) = \sum_{n=0}^{\infty} a_n z^n$. Then we have

$$\sum_{n=1}^{\infty} |a_n|r^n \leq \begin{cases} A(r) := r \frac{1 - |a_0|^2}{1 - r|a_0|} & \text{for } |a_0| \geq r, \\ B(r) := r \sqrt{1 - |a_0|^2} / \sqrt{1 - r^2} & \text{for } |a_0| < r. \end{cases}$$

**Lemma 1.5** ([47, p.107, Proof of Theorem 1]). Suppose that $f \in B$, $f(z) = \sum_{n=0}^{\infty} a_n z^n$ and $f_0(z) = f(z) - f(0)$. Then we have

$$\sum_{n=1}^{\infty} |a_n|r^n + \frac{1}{1 + |a_0|} \left( \frac{1 + |a_0|r}{1 - r} \right) \|f_0\|^2 \leq (1 - |a_0|^2) \frac{r}{1 - r} \quad \text{for } r \in [0, 1).$$

**Lemma 1.6** (Schwarz–Pick lemma). Suppose that $f \in B$. Then we have

$$|f(z)| \leq \frac{|z| + |f(0)|}{1 + |f(0)||z|} \quad \text{and} \quad |f'(z)| \leq \frac{1 - |f(z)|^2}{1 - |z|^2} \quad \text{for } z \in \mathbb{D}.$$  

Equality holds at some point $z_0 \in \mathbb{D}$ either in the first inequality or in the second inequality, if and only if $f(z) = e^{\frac{z + \alpha}{1 + \bar{\alpha}z}}$, $z \in \mathbb{D}$, for some $c$ with $|c| = 1$ and $\alpha \in \mathbb{D}$.
2 | IMPROVED VERSIONS OF THE CLASSICAL BOHR INEQUALITY

In what follows, for the sake of simplicity, we denote three functions as following:

\[ \omega_a(z) = \frac{z + a}{1 + az} = a + (1 - a^2) \sum_{k=1}^{\infty} (-a)^{k-1} z^k, \quad z \in \mathbb{D}, \quad a \in [0, 1), \]

\[ t_p(x) = \frac{1 - x^2}{1 - x^p}, \quad x \in [0, 1), \]

and

\[ r_p(x) = \begin{cases} \frac{1 - x^p}{\sqrt{1 - x^2 + (1 - x^p)^2}} & \text{for } x \in [0, C(p)), \\ \frac{1 - x^p}{1 - x^2 + x(1 - x^p)} & \text{for } x \in [C(p), 1), \\ \frac{p}{2 + p} & \text{for } x = 1, \end{cases} \]

where \( p > 0 \) and \( C(p) \) is the unique solution of the equation \( 1 - x - x^p = 0 \) in the interval \((0, 1)\). Clearly, \( r_p(0) = 1/\sqrt{2} \) for all \( p > 0 \). We observe that

\[ r_p(x) \leq 1 / \left( x + \frac{1 - x^2}{x} \right) = x < 1, \quad \text{for } x \in [C(p), 1), \]

which implies \( r_p(x) < 1 \) for \( x \in [0, 1] \). Clearly, \( C(1) = 1/2 \) and

\[ r_1(x) = \begin{cases} \sqrt{\frac{1 - x}{2}} & \text{for } x \in [0, \frac{1}{2}), \\ \frac{1}{1 + 2x} & \text{for } x \in [\frac{1}{2}, 1]. \end{cases} \quad (2.1) \]

The following properties of \( t_p \) and \( r_p \) will be always used later and we leave it as an exercise.

**Lemma 2.1.** For the functions \( t_p \) and \( r_p \) defined as above, we have the following:

(a) The function \( t_p \) (respectively \( r_p \)) is continuous in the interval \([0, 1)\) (respectively \([0, 1]\)).

(b) For each \( p \in (0, 2) \) (respectively \( p > 2 \)), the function \( t_p \) is strictly increasing (respectively decreasing) in \([0, 1)\) and \( t_p \in [1, 2/p) \) (respectively \( t_p \in (2/p, 1] \)).

In particular, the function \( r_p \) is strictly decreasing from \( 1/\sqrt{2} \) to \( p/(2 + p) \) in \([0, 1]\) when \( p \in (0, 2] \).

**Theorem 2.2.** Suppose that \( p > 0 \) and \( f \in B \) with \( f(z) = \sum_{k=0}^{\infty} a_k z^k \). Then

\[ D^p_f(z) := |a_0|^p + \sum_{k=1}^{\infty} |a_k|r^k \leq 1 \quad \text{for } r = |z| \leq r_p(|a_0|), \]

and \( r_p(|a_0|) \) cannot be improved for each \( p > 0 \) if \( |a_0| \in [C(p), 1) \cup \{0\} \).

**Proof.** Fix \( p > 0 \) and set \( a = |a_0| \). Clearly, \( a \leq 1 \). The proof is trivial if \( a = 1 \), since \( f(z) = ae^{i\theta} \) for some \( \theta \in \mathbb{R} \). We only consider the case of \( a \in [0, 1) \). Note that \( r_p(a) \leq a \) when \( a \in [C(p), 1) \). It follows from Lemma C that

\[ D^p_f(z) \leq a^p + A(r) \leq a^p + A(r_p(a)) = 1 \quad \text{for } r \leq r_p(a) \text{ and } a \in [C(p), 1). \]
For $a \in [0, C(p))$, we observe that $1 - a^p > a$ so that $(1 - a^p)^2 > a^2$, which means that $a < r_p(a)$. It follows from Lemma C again that

$$D_f^p(z) \leq a^p + A(r) \leq a^p + A(a) = a^p + a < 1 \quad \text{for } r \leq a \text{ and } a \in [0, C(p)),$$

and

$$D_f^p(z) \leq a^p + B(r) \leq a^p + B(r_p(a)) = 1 \quad \text{for } a < r \leq r_p(a) \text{ and } a \in [0, C(p)).$$

It remains to show the sharpness part. If $|a_0| \in [C(p), 1)$, then the extremal function can be chosen as $\omega_a$ with $a \in [C(p), 1)$. For this function, simple computations show that

$$D_{\omega_a}^p(z) = a^p + (1 - a^2) \sum_{k=1}^{\infty} a^{k-1}r^k = a^p + \frac{(1 - a^2)r}{1 - ar},$$

which is bigger than 1 is equivalent to the condition $r > r_p(a)$.

If $a_0 = 0$, then we consider the function $f(z) = z\omega_b(z)$ with $b = 1/\sqrt{2}$ and obtain by elementary calculations that

$$D_f^p(z) = br + (1 - b^2) \sum_{k=1}^{\infty} b^{k-1}r^{k+1} = br + \frac{(1 - b^2)r^2}{1 - br} = \frac{br}{1 - br},$$

which is bigger than 1 is equivalent to the condition $r > 1/\sqrt{2}$. This completes the proof of the theorem.

**Corollary 2.3** (See [48, Remark 1] in refined form). Suppose that $p \in (0, 2]$ and $f \in B$ with $f(z) = \sum_{k=0}^{\infty} a_k z^k$. Then the following sharp inequality holds:

$$|a_0|^p + \sum_{k=1}^{\infty} |a_k|r^k \leq 1 \quad \text{for } r \leq r_p(1) = \frac{p}{2 + p}.$$

We would like to point out that Corollary 2.3 was obtained in [14, Proposition 1.4] for $p \in [1, 2]$, which was generalized to the case $0 < p \leq 2$ in a refined form in [48]. Moreover, the constant $p/(2 + p)$ in Corollary 2.3 is the minimum of the function $r_p(x)$ in the interval $[0,1]$, which is difficult to compute in the case $p > 2$. In fact, the monotonicity of $r_p$ is very complex when $p > 2$. For instance, simple computations show that

$$r_4(1/2) > r_4(1/3) > r_4(0) > r_4(1) > 1/2.$$  

### 3.1 REFINED VERSIONS FOR A QUASI-SUBORDINATING FAMILY OF FUNCTIONS

In this section, based on Theorem 2.2, we obtain a refined version of [8, Theorem 2.1] for a quasi-subordinating family of functions. In order to present its proof, we need precise relationships concerning quasi-subordination and this is done using the approach of [8, Proof of Theorem 2.1]. Moreover, for the proof of Theorem 3.1 and its corollaries that follow, it has become necessary to indicate the major steps in brief.

**Theorem 3.1.** Let $f(z)$ and $g(z)$ be two analytic functions in $D$ with the Taylor series expansions $f(z) = \sum_{k=0}^{\infty} a_k z^k$ and $g(z) = \sum_{k=0}^{\infty} b_k z^k$. If there exist two analytic functions $\Phi \in B$ and $\omega \in B$ with $\omega(0) = 0$ such that $f(z) = \Phi(z)g(\omega(z))$ in $D$. Then

$$\sum_{k=0}^{\infty} |a_k|r^k \leq \sum_{k=0}^{\infty} |b_k|r^k \quad \text{for } r \leq \min\{r_1(|\Phi(0)|), r_1(|\omega'(0)|)\},$$

where $r_1(x)$ is defined by (2.1).
Proof. Let $\omega(z) = \sum_{n=1}^{\infty} \alpha_n z^n$. Then, for $k \in \mathbb{N}$, we can write

$$\omega^k(z) = \sum_{n=k}^{\infty} \alpha_n^{(k)} z^n = z^k (\alpha_1^k + \cdots).$$

Since $\omega \in B$ with $\omega(0) = 0$, we have $|\alpha_1|^k \leq |\alpha_1| = |\omega'(0)| \leq 1$ for all $k \in \mathbb{N}$. It follows from Theorem 2.2 that

$$\sum_{n=k}^{\infty} |\alpha_n^{(k)}| r^{n-k} \leq 1 \quad \text{for} \quad r \leq r_1(|\alpha_1|) \quad \text{and} \quad k \in \mathbb{N},$$

and, because $r_1(x)$ is decreasing monotonically in $[0,1)$ by Lemma 2.1, this implies

$$\sum_{n=k}^{\infty} |\alpha_n^{(k)}| r^{n-k} \leq 1 \quad \text{for} \quad r \leq r_1(|\omega'(0)|) \quad \text{and} \quad k \in \mathbb{N}. \quad (3.1)$$

Writing $\Phi(z) = \sum_{m=0}^{\infty} \phi_m z^m$, by Theorem 2.2, we have

$$\sum_{m=0}^{\infty} |\phi_m| r^m \leq 1 \quad \text{for} \quad r \leq r_1(|\Phi(0)|). \quad (3.2)$$

For simplicity, we introduce $\omega^0(z) = 1 = \sum_{n=0}^{\infty} \alpha_0^{(n)} z^n$, where $\alpha_0^{(0)} = 1$, $\alpha_0^{(n)} = 0$ for $n \geq 1$. Then, as in [8, Theorem 2.1], we can rewrite the relation $f(z) = \Phi(z)g(\omega(z))$ equivalently in terms of power series as

$$\sum_{k=0}^{\infty} a_k z^k = \sum_{k=0}^{\infty} \left( \sum_{m+j=k} \phi_m B_j \right) z^k, \quad a_k = \sum_{m+j=k} \phi_m B_j \quad \text{for each} \quad k \geq 0,$$

where $B_k = \sum_{n=0}^{k} b_n \alpha_k^{(n)}$. Applying the triangle inequality, we easily have

$$\sum_{k=0}^{\infty} |a_k| r^k \leq \left( \sum_{n=0}^{\infty} |\phi_m| r^m \right) \left( \sum_{k=0}^{\infty} |B_k| r^k \right) \leq \sum_{k=0}^{\infty} |B_k| r^k \quad \text{for} \quad r \leq r_1(|\Phi(0)|), \quad (by \ (3.2)).$$

Also, because $|B_k| \leq \sum_{n=0}^{k} |b_n| |\alpha_k^{(n)}|$, we obtain that

$$\sum_{k=0}^{\infty} |B_k| r^k \leq \sum_{k=0}^{\infty} \sum_{n=0}^{k} |b_n| |\alpha_k^{(n)}| r^k = \sum_{k=0}^{\infty} |b_k| \sum_{n=k}^{\infty} |\alpha_n^{(k)}| r^n \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{for} \quad r \leq r_1(|\omega'(0)|), \quad (by \ (3.1)),$$

and hence,

$$\sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |B_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{for} \quad r \leq \min\{r_1(|\Phi(0)|), r_1(|\omega'(0)|)\}. \quad$$

The proof of Theorem 3.1 is complete. \qed
Corollary 3.2. Suppose that \( f < g \), where \( f \) and \( g \) are defined as in Theorem 3.1. Then, we have

(a) \( \sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \) for \( r \leq r_1(|a_1/b_1|) \), when \( b_1 \neq 0 \).

(b) \( \sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \) for \( r \leq 1/3 \), when \( b_1 = 0 \).

Moreover, \( r_1(|a_1/b_1|) \) cannot be improved if \( |a_1/b_1| \in [1/2, 1) \cup \{0\} \), and the constant 1/3 in (b) cannot be improved.

Proof.

(a) Let \( b_1 \neq 0 \) and \( f < g \). Then \( f(z) = \Phi(z)g(\omega(z)) \) in \( \mathbb{D} \), where \( \Phi(z) = 1 \) and \( \omega \in B \) with \( \omega(0) = 0 \). Now \( f'(z) = g'(\omega(z))\omega'(z) \), which implies that \( \omega'(0) = f'(0)/g'(0) = a_1/b_1 \). As \( \Phi(z) = 1 \), from the proof of Theorem 3.1, the desired result follows with the replacement of \( r \leq r_1(|\Phi(0)|) \) in (3.2) by \( r < 1 \).

For the sharpness part, we first let \( |a_1/b_1| \in [1/2, 1) \) and consider \( g(z) = b_1z \) and \( f(z) = b_1z \omega_a(z) \) with \( a = |a_1|/|b_1| \). Then \( f < g \) and it is easy to see that

\[
\sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{if and only if} \quad r \leq r_1(a) = \frac{1}{1+2a}.
\]

Next, we let \( a_1 = 0 \). In this case, choose \( g(z) = b_1z \) with \( b_1 \neq 0 \) and \( f(z) = b_1z^2 \omega_a(z) \) with \( a = 1/\sqrt{2} \). Again \( f < g \) and it is easy to see that

\[
\sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{if and only if} \quad r \leq r_1(0) = \frac{1}{\sqrt{2}}.
\]

(b) Note that \( b_1 = 0 \) and \( g(z) \not\equiv 0 \). Again \( f(z) = g(\omega(z)) \) in \( \mathbb{D} \) for some \( \omega \in B \) with \( \omega(0) = 0 \). The result follows from Theorem 3.1 with \( \Phi(z) = 1 \), since \( r_1(x) \geq 1/3 \) for \( x \in [0, 1] \).

Next, we will show the part of sharpness. Let us consider the function

\[
f(z) = z^2 \left( \frac{z-a}{1-az} \right)^2 = z^2 \sum_{k=0}^{\infty} A_k z^k,
\]

where \( a \in (0, 1) \), \( A_0 = a^2 \) and \( A_k = (1-a^2)a^{k-2}(k-1-(k+1)a^2) \). Then \( f(z) < z^2 \) in \( \mathbb{D} \).

To search for the upper bound of \( r \) in the inequality \( r^2 \sum_{k=0}^{\infty} |A_k| r^k \leq 1 \), it suffices to consider that of \( r \) in the inequality \( \sum_{k=0}^{\infty} |A_k| r^k \leq 1 \). We observe that if \( \frac{N-1}{N+1} < a^2 < \frac{N}{N+2} \) for some \( N \in \mathbb{N} \), then \( A_k \leq 0 \) for \( k \leq N \), and \( A_k > 0 \) for \( k > N \), and hence, we can write

\[
S_{a,N}(r) = \sum_{k=0}^{N} |A_k| r^k = a^2 - \sum_{k=1}^{N} A_k r^k + \sum_{k=N+1}^{\infty} A_k r^k = \left( \frac{r-a}{1-ar} \right)^2 - 2 \sum_{k=1}^{N} A_k r^k.
\]

We denote the upper bound of \( r \) in the inequality \( S_{a,N}(r) \leq 1 \) by \( r(a, N) \). Next, we will show

\[
\inf_{a \in (1/\sqrt{2}, 1)} r(a, N) = 1/3.
\]

It follows from Theorem 3.1 that \( r(a, N) \geq r_1(a^2) \geq 1/3 \). Note that \( N \) increases to +\( \infty \) when \( a \) approaches 1. To certify our assertion, we introduce

\[
S_a(r) = \left( \frac{r-a}{1-ar} \right)^2 - 2 \sum_{k=1}^{\infty} A_k r^k
\]
\[
= \left( \frac{r-a}{1-ar} \right)^2 + 2(1-a^2) \sum_{k=1}^{\infty} a^{k-2}((k+1)a^2 - (k-1)) r^k.
\]
By computation, we get that for \( a > 1/\sqrt{2} \),

\[
S_a(r) = \left( \frac{r-a}{1-ar} \right)^2 + 2(1-a^2) \left( \frac{ar(2-ar)}{(1-ar)^2} - \frac{r^2}{(1-ar)^2} \right)
\]

\[
= 1 - \frac{1-a^2}{(1-ar)^2}((1+2a^2)r^2 - 4ar + 1)
\]

\[
= 1 - \frac{(1-a^2)(1+2a^2)}{(1-ar)^2}(r - \alpha_+)(r - \alpha_-), \quad \alpha_\pm = \frac{1}{2a \pm \sqrt{2a^2 - 1}}.
\]

In the above sum, we have used the formula

\[
\sum_{k=N}^{\infty} k z^{k-1} = \frac{z^{N-1}}{(1-z)^2}(N + (1-N)z) \quad \text{for } N \in \mathbb{N}.
\]

It is easy to see that \( S_a(r) \leq 1 \) if and only if \( r \leq \alpha_+ \) or \( \alpha_- \leq r < 1 \). We observe that \( S_{a,N}(r) \geq S_a(r) \) for all \( a \in (1/\sqrt{2}, 1) \), and thus, \( r(a, N) \leq \alpha_+ \) for \( a \in (1/\sqrt{2}, 1) \). We find that

\[
\inf_{a \in (1/\sqrt{2}, 1)} \alpha_+ = \frac{1}{3},
\]

which yields

\[
\inf_{a \in (1/\sqrt{2}, 1)} r(a, N) = \frac{1}{3}.
\]

The proof of Corollary 3.2 is finished.

Corollary 3.3. Suppose that \( |f(z)| \leq |g(z)| \) for all \( z \in \mathbb{D} \), where \( f \) and \( g \) are defined as in Theorem 3.1 with \( b_k \neq 0 \) for some non-negative integer \( k \). Then, we have

\[
\sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{for} \quad r \leq r_1(|a_q/b_q|),
\]

where \( q \) is the order of the zero of \( g \) at 0. Moreover, \( r_1(|a_q/b_q|) \) cannot be improved if \( |a_q/b_q| \in [1/2, 1) \cup \{0\} \).

Proof. Suppose that \( |f(z)| \leq |g(z)| \) for all \( z \in \mathbb{D} \). Then \( f \) can be written as \( f(z) = \Phi(z)g(\omega(z)) \) in \( \mathbb{D} \), where \( \omega(z) = z \) and \( \Phi = f/g \) is an analytic function with \( \Phi(z) \leq 1 \) in \( \mathbb{D} \), and \( \Phi(0) = a_q/b_q \). By the method of the proof of Theorem 3.1, the desired result follows with the replacement of \( r \leq r_1(\omega'(0)) \) in (3.1) by \( r < 1 \).

For the sharpness part, if \( |a_q/b_q| \in [1/2, 1) \), then we consider \( g(z) = b_qz^q \) and \( f(z) = b_qz^q \omega_0(z) \) with \( a = |a_q|/|b_q| \), where \( q \) is a non-negative integer. Clearly, \( |f(z)| \leq |g(z)| \) for all \( z \in \mathbb{D} \), and it is easy to see that

\[
\sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{if and only if} \quad r \leq r_1(\Phi(0)) = r_1(a) = \frac{1}{1+2a}.
\]

If \( \Phi(0) = 0 \), i.e., if \( a_q = 0 \), then we choose \( g(z) = b_qz^q \) with \( b_q \neq 0 \) and \( f(z) = b_qz^{q+1} \omega_0(z) \) with \( a = 1/\sqrt{2} \). It is easy to see that \( |f(z)| \leq |g(z)| \) for all \( z \in \mathbb{D} \) and

\[
\sum_{k=0}^{\infty} |a_k| r^k \leq \sum_{k=0}^{\infty} |b_k| r^k \quad \text{if and only if} \quad r \leq r_1(0) = \frac{1}{\sqrt{2}}.
\]

The proof of Corollary 3.3 is finished.

Remarks 3.4. Recall that \( r_1(x) \geq 1/3 \) for all \( x \in [0, 1] \). Thus, Theorem 3.1, Corollary 3.2 and Corollary 3.3 are refined versions of Theorem 2.1, Corollary 2.2 ([12, Lemma 1]) and Corollary 2.3 in [8], respectively.
In this section, in order to improve some Bohr inequalities for the family $H_k$, we need a key lemma. For simplicity, we introduce some notations. Suppose that
\[ f(z) = h(z) + g(z) = \sum_{n=0}^{\infty} a_n z^n + \sum_{n=1}^{\infty} b_n z^n \]  \hspace{1cm} (4.1)

is a harmonic mapping in $D$. Without special statement, let $h$ be not identically a constant and $h_0(z) = h(z) - h(0)$. We define the quantity $E_f(k, r)$ by
\[ E_f(k, r) = \sum_{n=1}^{\infty} |a_n| r^n + \sum_{n=1}^{\infty} |b_n| r^n + \frac{1}{1+|a_0|} \left( 1 + |a_0| r \right) \left( ||h_0||_r^2 + c(k)||g||_r^2 \right), \]

where $k \in [0, 1]$, $r = |z| \in [0, 1)$ and
\[ c(k) = \begin{cases} 
0 & \text{for } k = 0, \\
1/k & \text{for } k \in (0, 1]. 
\end{cases} \]

**Lemma 4.1.** Suppose that $f = h + g$ is a harmonic mapping in $D$ with the form of (4.1) such that $f \in H_k$. Then for $k \in (0, 1]$, we have
\[ E_f(k, r) \leq (1 - |a_0|^2)(1 + k) \frac{r}{1 - r}, \quad \text{for } r = |z| \leq r_1(|b_q|/(k|a_q|)), \]
where $q$ is the order of zero of $h_0$ at 0. For $k = 0$, the above inequality holds for $r < 1$. Furthermore, equality holds in the above inequality if $f = h + g$ with $h = \omega a$ and $g = k(\omega a - a)$.

**Proof.** For $k = 0$, the conclusion is a direct consequence of Lemma D. Now, we only consider the case of $k \in (0, 1]$. If $q$ is the order of zero of $h_0$ at 0, then $h$ can be rewritten as
\[ h(z) = h(0) + \sum_{n=q}^{\infty} a_n z^n \]  \hspace{1cm} (a_q \neq 0).

Clearly, $kh'(z) = k \sum_{n=q}^{\infty} na_n z^{n-1}$. Since $|g'(z)| \leq k|h'(z)|$ in $D$, $g'$ takes the form $g'(z) = \sum_{n=q}^{\infty} nb_n z^{n-1}$. Thus, it follows from Corollary 3.3 that
\[ \sum_{n=q}^{\infty} n|b_n| r^{n-1} \leq \sum_{n=q}^{\infty} k n|a_n| r^{n-1} \text{ for } r \leq r_1(|b_q|/(k|a_q|)) \]
and integrating this with respect to $r$ gives
\[ \sum_{n=q}^{\infty} |b_n| r^n \leq k \sum_{n=q}^{\infty} |a_n| r^n \text{ for } r \leq r_1(|b_q|/(k|a_q|)). \]  \hspace{1cm} (4.2)

In addition, integrating inequality $|g'(z)|^2 \leq k^2|h'(z)|^2$ over the circle $|z| = r$, we get (cf. [34, Lemma 2.1])
\[ \sum_{n=q}^{\infty} n^2|b_n|^2 r^{2n-2} \leq k^2 \sum_{n=q}^{\infty} n^2|a_n|^2 r^{2n-2} \text{ for } r < 1, \]
from which we obtain by integration with respect to $r^2$ that
\[ ||g||_r^2 = \sum_{n=q}^{\infty} |b_n|^2 r^{2n} \leq k^2 \sum_{n=q}^{\infty} |a_n|^2 r^{2n} = k^2||h_0||_r^2 \text{ for } r < 1. \]  \hspace{1cm} (4.3)
Combining (4.2), (4.3) and the inequality in Lemma D, the desired result follows easily. The remaining part of the proof can be easily obtained by computation (cf. [47, p. 107]). This completes the proof.

□

Theorem 4.2. Assume the hypotheses of Lemma 4.1 and \( p \in (0, 2] \). Let \( m \in \mathbb{N}, |h(0)| = a, \) and \( q \) be the order of the zero of \( h_0 \) at 0. If \( |b_q| \leq 1/(2k|a_q|) \), then we have

\[
F^p_f(z) := |h(z^m)|^p + E_f(k, r) \leq 1 \quad \text{for} \quad |z| \leq r^p_{m,k}(a),
\]

where \( r^p_{m,k}(a) \) is the unique positive root in \((0,1)\) of the equation

\[
\lambda^p_{m,k}(a, r) = 0
\]

with

\[
\lambda^p_{m,k}(a, r) = \left\{ [(1 + k)(1 - a^2) + 1]r - 1 \right\} (1 + ar^m)^p + (1 - r)(r^m + a)^p.
\]

Moreover, for \( k = 0, 1 \) or if \( r^p_{m,k}(a) \leq 1/3 \) for \( k \in (0, 1) \), then the condition \( |b_q| \leq 1/(2k|a_q|) \) can be removed and the constant \( r^p_{m,k}(a) \) cannot be improved.

Proof. Let us first consider the case of \( |b_q| \leq 1/(2k|a_q|) \) and \( k \neq 0 \). Fix \( a \in [0, 1) \), and observe that the function \( \lambda^p_{m,k}(a, r) \) shown in (4.5) can be rewritten as

\[
\lambda^p_{m,k}(a, r) = (1 + ar^m)^p(1 - r)\Lambda^p_{m,k}(a, r),
\]

where

\[
\Lambda^p_{m,k}(a, r) = \left( \frac{r^m + a}{1 + ar^m} \right)^p + (1 + k)(1 - a^2) \frac{r}{1 - r} - 1.
\]

It is easy to see that \( \Lambda^p_{m,k}(a, r) \) is a strictly increasing function of \( r \) in \([0,1)\). Note that

\[
\lambda^p_{m,k}(a, 0) = a^p - 1 < 0 \quad \text{and} \quad \lambda^p_{m,k}(a, 1) > 0.
\]

Clearly, there is a unique positive root \( r^p_{m,k}(a) \) in \((0,1)\) of the equation \( \lambda^p_{m,k}(a, r) = 0 \). Further, we have

\[
r^p_{m,k}(a) \leq r^2_{m,k}(a) \quad \text{for each} \quad p \in (0, 2],
\]

since \( \Lambda^p_{m,k}(a, r) \geq \Lambda^2_{m,k}(a, r) \) for all \( r \in [0, 1) \). Simple computation shows that

\[
\lambda^2_{m,k}(a, r) = (1 - a^2)(1 + k)r(1 + ar^m)^2 - (1 - r)(1 - r^2m),
\]

and thus we have

\[
\lambda^2_{m,k}(a, 1/(2 + k)) > (1 - a^2)(1 + k)r - (1 - r)|_{r=1/(2+k)} = 0,
\]

which implies \( r^2_{m,k}(a) < 1/(2 + k) \). If \( |b_q| \leq 1/(2k|a_q|) \), then we get

\[
1/(2 + k) \leq 1/2 \leq r_1(|b_q|/(k|a_q|)).
\]

By Lemmas E and 4.1, one can obtain that for \( |z| = r \leq r_1(|b_q|/(k|a_q|)) \),

\[
F^p_f(z) \leq \left( \frac{r^m + a}{1 + ar^m} \right)^p + (1 + k)r \frac{1 - a^2}{1 - r} = 1 + \frac{\lambda^p_{m,k}(a, r)}{(1 + ar^m)^p(1 - r)},
\]

where \( \lambda^p_{m,k}(a, r) \) is defined by (4.5). We see that \( F^p_f(z) \leq 1 \) if \( \lambda^p_{m,k}(a, r) \leq 0 \), which holds for \( r \leq r^p_{m,k}(a) \), where \( r^p_{m,k}(a) \) is the unique positive root of the equation \( \lambda^p_{m,k}(a, r) = 0 \). This proves the inequality (4.4) if \( |b_q| \leq 1/(2k|a_q|) \) for \( k \neq 0 \).

For the case of \( k = 0 \), the inequality (4.4) still holds on the basis of two observations. One of them is that \( g(z) \equiv 0 \) and so the condition \( |b_q| \leq 1/(2k|a_q|) \) trivially holds and thus may be omitted from the theorem. The other observation is that the inequality (4.7) holds for \( r < 1 \).
Before checking the sharpness part, we will show a fact, which will be used at later stages as well. The fact is that if \( r_{m,k}(a) \leq 1/3 \) for \( k \neq 0 \), then the condition \( |b_q| \leq 1/(2k|a_q|) \) is not necessary since \( r_1(|b_q|/(k|a_q|)) \geq 1/3 \). Note that \( r_{m,1}(a) \leq r^2_{m,1}(a) < 1/3 \) for all \( p \in (0,2] \) and all \( m \in \mathbb{N} \). By choosing \( f_{a,k} = \omega_a + k(\omega_a - a) \) and \( z = r \), we get equality in (4.7) and thus,\n
\[
F^p_{f,a,k}(r) = \left( \frac{m + a}{1 + ar^m} \right)^p + (1 + k)(1 - a^2) \frac{r}{1 - r} = 1 + \frac{\lambda^p_{m,k}(a,r)}{(1 + ar^m)^p(1 - r)}. \]

We see that \( F^p_{f,a,k}(r) \geq 1 \) if and only if \( \lambda^p_{m,k}(a,r) \geq 0 \), which holds if and only if \( r \geq r_{m,k}(a) \). This shows the sharpness part under the particular conditions in theorem. This completes the proof of the theorem.

The condition \( r_{m,k}(a) \leq 1/3 \) in Theorem 4.2 is feasible under some simple assumptions, for instance, \( p \in (0,1] \) and \( k \geq \frac{1-a}{1+a} \). Indeed, it follows from the proof of Theorem 4.2 that \( r_{m,k}(a) \leq r^1_{m,k}(a) \) when \( p \in (0,1] \). Direct computations yield

\[
\lambda^k_{1,m,k}(a,r) = (1-a)((1+k)(1+a)r(1+ar^m) - (1-r)(1-r^m))
\]

and

\[
\lambda^k_{1,m,k}(a,1/R_k(a)) > [(1+k)(1+a)r - (1-r)]|_{r=1/R_k(a)} = 0,
\]

which implies \( r^k_{m,k}(a) < 1/R_k(a) \), where \( R_k(a) = (1+k)(1+a) + 1 \). If \( k \geq \frac{1-a}{1+a} \), then we have \( r^p_{m,k}(a) \leq r^1_{m,k}(a) \leq 1/3 \) for \( p \in (0,1] \). Further analysis leads the following result.

**Corollary 4.3.** Assume the hypotheses of Lemma 4.1 and \( p \in (0,2] \). Let \( m \in \mathbb{N} \) and \( q \) be the order of the zero of \( h_0 \) at 0. If \( |b_q| \leq 1/(2k|a_q|) \), then the inequality \( F^p_j(z) \leq 1 \) holds for \( r \leq r^p_{m,k} \), where \( F^p_j(z) \) is defined by (4.4), and \( r^p_{m,k} \) is the unique positive root in \((0,1)\) of the equation

\[
\lambda^p_{m,k}(r) = 0,
\]

where

\[
\lambda^p_{m,k}(r) = 2(1+k)r(1+r^m) - p(1-r)(1-r^m).
\]

Moreover, for \( k = 0, 1 \) or \( p \in (0,1], \) or if \( r_{m,k}^p \leq 1/3 \) for \( k \in (0,1) \) and \( p \in (1,2] \), then the condition \( |b_q| \leq 1/(2k|a_q|) \) can be removed and the constant \( r^p_{m,k} \) cannot be improved.

**Proof.** It is easy to see that \( \lambda^p_{m,k}(0) < 0, \lambda^p_{m,k}(1) > 0 \) and \( \lambda^p_{m,k}(r) \) is a strictly increasing function of \( r \) in \((0,1)\). Thus, Equation (4.8) has a unique solution \( r^p_{m,k} \) in the interval \((0,1)\). Simple calculation gives

\[
\lambda^p_{m,k} \left( \frac{p}{2(1+k) + p} \right) > \left[ 2(1+k)r - p(1-r) \right]|_{r=\frac{p}{2(1+k)+p}} = 0,
\]

which implies

\[
r^p_{m,k} \leq \frac{p}{2(1+k) + p} \leq \frac{1}{2+k} \quad \text{for all } p \in (0,2].
\]

If \( p \in (0,2] \) and \( |b_q| \leq 1/(2k|a_q|) \) for \( k \neq 0 \) (resp. \( k = 0 \)), it follows from (4.7) that we have \( F^p_j(z) \leq 1 + \Lambda^p_{m,k}(a,r) \) for \( r \leq 1/2 \leq r_1(|b_q|/(k|a_q|)) \) (respectively \( r < 1 \)), where \( \Lambda^p_{m,k}(a,r) \) is defined by (4.6). Now, to show that \( F^p_j(z) \leq 1 \), it suffices to prove the inequality \( \Lambda^p_{m,k}(a,r) \leq 0 \) for all \( a \in (0,1) \), which will be certified whenever \( r \leq r^p_{m,k} \) and \( p \in (0,2] \). This proves the inequality \( F^p_j(z) \leq 1 \) for \( r \leq r^p_{m,k} \).
Next, for each \( r \leq r_{m,k}^p \) and \( p \in (0, 2] \), we will prove that \( \Lambda_{m,k}^p (a) := \Lambda_{m,k}^p (a, r) \) is an increasing function of \( a \in [0, 1] \) so that \( \Lambda_{m,k}^p (a) \leq \Lambda_{m,k}^p (1) = 0 \) for all \( a \in [0, 1] \). Elementary calculations provide that

\[
(\Lambda_{m,k}^p)'(a) = p(1 - r^{2m}) \frac{(r^m + a)^{p-1}}{(1 + r^ma)^{p+1}} - \frac{2(1 + k)ar}{1 - r}
\]

and

\[
(\Lambda_{m,k}^p)''(a) = p(1 - r^{2m}) \frac{(r^m + a)^{p-2}}{(1 + r^ma)^{p+2}} T_{m}(a, r) - \frac{2(1 + k)r}{1 - r},
\]

where

\[
T_{m}(a, r) = (p - 1)(1 + ar^m) - (p + 1)r^m(r^m + a).
\]

Clearly, \((\Lambda_{m,k}^p)''(a) \leq 0\) for all \( a \in [0, 1] \), whenever \( p \in (0, 1] \). Hence, for \( r \leq r_{m,k}^p \),

\[
(\Lambda_{m,k}^p)'(a) \geq (\Lambda_{m,k}^p)'(1) = -\lambda_{m,k}^p(r) \frac{(1 + r^m)(1 - r)}{1 - r} \geq 0 \quad \text{when} \quad p \in (0, 1],
\]

where \( \lambda_{m,k}^p(r) \) is defined by (4.9). In fact, the assertion \((\Lambda_{m,k}^p)'(a) \geq 0\) for \( r \leq r_{m,k}^p \) is also true when \( p \in (1, 2] \), which means that \( \Lambda_{m,k}^p (a) \) is an increasing function of \( a \in [0, 1] \) whenever \( 0 < p \leq 2 \). For this, we introduce a function

\[
\Phi(r) = r \left( \frac{1 + r}{1 + ar} \right)^2 \left( \frac{r + a}{1 + ar} \right)^{p-1} = (\phi_a(r))^2(\varphi_a(r))^{p-1}, \quad r \in [0, 1).
\]

Simple observations show that no matter \( \phi_a(r) \) or \( \varphi_a(r) \) for each \( a \in [0, 1] \), it is an increasing non-negative function of \( r \) in (0,1), so does \( \Phi(r) \) when \( p > 1 \). Thus, \( \Phi(r) \geq \Phi(0) = a^{p-1} \) for all \( r \in [0, 1] \) and for \( a \in [0, 1] \). This observation is helpful to derive that for \( r \leq r_{m,k}^p \),

\[
(\Lambda_{m,k}^p)'(a) = p \left( \frac{1 - r^m}{1 + r^m} \right) \Phi(r^m) - \frac{2a(1 + k)r}{1 - r}
\]

\[
\geq a^{p-1} \left[ \frac{p}{1 + r^m} \left( \frac{1 - r^m}{1 + r^m} \right) - \frac{2a^{2-p}(1 + k)r}{1 - r} \right]
\]

\[
\geq a^{p-1} \left[ \frac{p}{1 + r^m} \left( \frac{1 - r^m}{1 + r^m} \right) - \frac{2(1 + k)r}{1 - r} \right] = a^{p-1}(\Lambda_{m,k}^p)'(1) \geq 0,
\]

since \( 0 \leq a^{2-p} \leq 1 \) for \( 1 < p \leq 2 \).

It remains to show the sharpness part. We choose \( f_{a,k} = \omega_a + k(\omega_a - a) \) and \( z = r \), so we get

\[
F_{f_{a,k}}^p(z) = \left( \frac{r^m + a}{1 + ar^m} \right)^p + (1 + k)r \frac{1 - a^2}{1 - r} = 1 + (1 - a)\Psi_{m,k}^p(a, r) \frac{(1 + k)r}{(1 + ar^m)^p(1 - r)},
\]

where

\[
\Psi_{m,k}^p(a, r) = (1 - r)(1 + ar^m)^p \left[ (1 + a) \frac{(1 + k)r}{1 - r} - \frac{1}{1 - a} \left( \frac{r^m + a}{1 + ar^m} \right)^p \right].
\]

It is easy to see that \( F_{f_{a,k}}^p(r) \geq 1 \) if and only if \( \Psi_{m,k}^p(a, r) \geq 0 \). In fact, for \( r > r_{m,k}^p \) and \( a \) close to \( 1 \), we see that

\[
\lim_{a \to 1} \Psi_{m,k}^p(a, r) = (1 - r)(1 + r^m)^p \left[ 2 \frac{(1 + k)r}{1 - r} - p \left( \frac{1 - r^m}{1 + r^m} \right) \right] > 0,
\]

which means that the number \( r_{m,k}^p \) cannot be improved under particular conditions in the corollary. Note that \( r_{m,k}^p \leq 1/3 \) for \( p \in (0, 2] \) if \( k \geq p - 1 \) from (4.10). This finishes the proof of the corollary.
Remarks 4.4. Set $|a_0| = a$ and let $q$ be the order of the zero of $h_0(z) = h(z) - h(0)$ at $0$.

(1) The result in Theorem 4.2 (resp. Corollary 4.3) is still true if the condition $|b_q| \leq 1/(2k |a_q|)$ is replaced by $k = 0$ or $r_{m,k}^p(a) \leq r_1(|b_q|/(k|a_q|))$ (respectively $r_{m,k}^p \leq r_1(|b_q|/(k|a_q|))$) for $k \neq 0$. However, the compact expression of $r_{m,k}^p(a)$ (respectively $r_{m,k}^p$) is difficult to state in most cases.

(2) The result in Theorem 4.2 still holds for $p > 2$ when $k = 0$. This can be seen from the fact that the function $\Lambda_{m,k}^p$ defined by (4.6) is also increasing monotonically in $[0,1)$ when $p > 2$. Moreover, the sharpness can be obtained if we choose the function $\omega_a$. Therefore, Theorem 4.2 for $k = 0$, $m = 1$ and $p > 0$ coincides with [39, Lemma 3], which is a generalization of [37, Theorem 2].

(3) Corollary 4.3 for $p = 1$ is an improved version of [9, Theorem 5]. Therefore, Theorem 4.2 for $p = 1$ is an improved and refined version of [9, Theorem 5] under the condition $|b_q| \leq 1/(2k |a_q|)$. Note that

$$r_{1,0}^p = \frac{p}{\sqrt{4p + 1} + p + 1}.$$ 

Thus, Corollary 4.3 for $k = 0$ and $m = 1$ leads to [39, Lemma 2] (i.e. [39, Lemma 1] with $N = 1$), which is a generalization of [37, Theorem 1] with $N = 1$ (an improved version of [33, Theorem 1]).

If we allow $m \to \infty$ in Theorem 4.2 and Corollary 4.3 in turn, then we obtain the following two results.

**Corollary 4.5.** Assume the hypotheses of Lemma 4.1 and $p \in (0,2]$. Let $q$ be the order of the zero of $h_0$ at $0$, and $a = |h(0)|$. If $|b_q| \leq 1/(2k |a_q|)$, then the following inequality holds:

$$a^p + E_f(k,r) \leq 1 \quad \text{for} \quad r \leq r_{k}^p(a) := \frac{1 - a^p}{1 - a^p + (1 + k)(1 - a^2)}. \tag{4.11}$$

Moreover, for $k = 0$, $1$ or $p \in (0,1)$ (respectively for $k \in (0,1)$ and $p \in (1,2)$), the condition $|b_q| \leq 1/(2k |a_q|)$ can be removed (respectively is replaced by $k \geq \frac{1+2^2-2a^2}{1-a^2}$), then the above inequality is sharp.

**Corollary 4.6.** Assume the hypotheses of Lemma 4.1 and $p \in (0,2]$. Let $q$ be the order of the zero of $h_0$ at $0$. If $|b_q| \leq 1/(2k |a_q|)$, then the following inequality holds:

$$|h(0)|^p + E_f(k,r) \leq 1 \quad \text{for} \quad r \leq r_{p}^k(a) = \frac{p}{2(1 + k) + p}. \tag{4.12}$$

Moreover, for $k = 0$, $1$ or $p \in (0,1)$ (respectively for $k \in (0,1)$ and $p \in (1,2)$), the condition $|b_q| \leq 1/(2k |a_q|)$ can be removed (respectively is replaced by $k \geq p - 1$), then the above inequality is sharp.

It follows from Lemma 2.1 that for $p \in (0,2)$ and $a = |a_0| \in [0,1)$,

$$\inf_{a \in [0,1)} \frac{1 + a^2 - 2a^p}{1 - a^2} = p - 1 \quad \text{and} \quad \sup_{a \in [0,1)} \frac{1 + a^2 - 2a^p}{1 - a^2} = 1.$$ 

This means that the condition $k \geq \frac{1+2^2-2a^2}{1-a^2}$ in Corollary 4.5 is reasonable, and thus $r_{k}^p(a)$ in (4.11) is no more than $1/3$ under the condition. Again, it follows from Lemma 2.1 that for $p \in (0,2]$ and $a = |a_0| \in [0,1)$,

$$\inf_{a \in [0,1)} r_{p}^k(a) = \inf_{a \in [0,1)} \frac{1}{1 + (1 + k)t_p(a)} = \frac{p}{2(1 + k) + p},$$

which implies that (4.12) can be deduced from (4.11), where $r_{k}^p(a)$ is given by (4.11). It is mentioned that the condition $k \geq p - 1$ is derived from the inequality $p/[2(1 + k) + p] \leq 1/3$. 

5 | CONCLUDING REMARKS

(1) Corollaries 4.5 and 4.6 for $k=0$ and $p \in (0, 2]$ correspond to [48, Remark 1], which improves Corollary 2.3 and [14, Proposition 1.4].

(2) In view of the second item in the above remarks, Corollary 4.5 continues to hold for $p > 2$ when $k = 0$ by applying Lemma 4.1. It follows from Lemma 2.1 again that for $p > 2$ and $a \in [0, 1)$,

$$\inf_{a \in [0, 1)} r^p_k(a) = \frac{1}{2 + k},$$

where $r^p_k(a)$ is listed in (4.11). Hence, the upper bound of $r$ in Corollary 4.6 is $1/2$ if $k = 0$ and $p > 2$.

(3) Note that

$$k = \frac{K-1}{K+1} \quad \text{and} \quad \frac{p}{2(1+k)+p} = \frac{(K+1)p}{(4+p)K+p}.$$

Thus, Corollary 4.6 for $p = 1$ improves [34, Theorem 1.1]. However, Corollary 4.6 for $p = 2$ improves [34, Theorem 1.2] under the condition $|b_q| \leq 1/(2k|a_q|)$.

(4) Inequality (4.12) in Corollary 4.6 for $k = 1$ and $p = 1, 2$ is an improved version of [34, Corollary 1.4]. Thus, inequality (4.11) in Corollary 4.5 for $k = 1$ and $p = 1, 2$ is an improved and refined version of [34, Corollary 1.4].

(5) If $p \in (0, 2]$ in (4.12) is replaced by $p > 2$ when $k = 1$, then the upper bound of $r$ is $1/3$. In fact, it follows from Lemma 4.1 that for $r \leq 1/3$,

$$|h(0)|^p + E_f(1, r) \leq a^p + (1-a^2) \frac{2r}{1-r} \leq 1 \quad \text{if} \quad r \leq r^p_k(a),$$

where $a = |h(0)|$ and $r^p_k(a)$ is given by (4.11) with $k = 1$. If we let $k = 1$ in (5.1), then it is easy to see that the inequality $|h(0)|^p + E_f(1, r) \leq 1$ for $r \leq 1/3$ when $p > 2$. To see its sharpness, we can consider the function $f(z) = z + \bar{z}$. A direct computation gives

$$|h(0)|^p + E_f(1, r) = r + r + \frac{1}{1-r}(r^2 + r^2) = \frac{2r}{1-r} \geq 1$$

if and only if $r \geq 1/3$.

ACKNOWLEDGMENTS
The authors thank the referees for their valuable comments. The research of the first author was partly supported by NSFs of China (No. 12071116), the Hunan Provincial Natural Science Foundation of China (No. 2021JJ30057), the Science and Technology Plan Project of Hunan Province (No. 2016TP1020), and the Application-Oriented Characterized Disciplines, Double First-Class University Project of Hunan Province (Xiangjiaotong [2018]469).

ORCID
Saminathan Ponnusamy https://orcid.org/0000-0002-3699-2713

REFERENCES
[1] Y. Abu Muhanna, Bohr’s phenomenon in subordination and bounded harmonic classes, Complex Var. Elliptic Equ. 55 (2010), no. 11, 1071–1078.
[2] Y. Abu Muhanna, R. M. Ali, Z. C. Ng, and S. F. M. Hasni, Bohr radius for subordinating families of analytic functions and bounded harmonic mappings, J. Math. Anal. Appl. 420 (2014), no. 1, 124–136.
[3] L. Aizenberg, Multidimensional analogues of Bohr’s theorem on power series, Proc. Amer. Math. Soc. 128 (2000), no. 4, 1147–1155.
[4] L. Aizenberg, Generalization of Carathéodory’s inequality and the Bohr radius for multidimensional power series, in: Selected Topics in Complex Analysis (Joseph A. Ball et al., eds), Oper. Theory Adv. Appl., vol. 158, Birkhäuser, Basel, 2005, pp. 87–94.
[5] L. Aizenberg, Generalization of results about the Bohr radius for power series, Stud. Math. 180 (2007), 161–168.
[6] R. M. Ali, Y. Abu Muhanna, and S. Ponnusamy, On the Bohr inequality, in: Progress in Approximation Theory and Applicable Complex Analysis (N. K. Govil et al., eds), Springer Optimization and Its Applications, vol. 117, 2016, pp. 269–300.
[7] R. M. Ali, R. W. Barnard, and A. Yu. Solynin, A note on the Bohr’s phenomenon for power series, J. Math. Anal. Appl. 449 (2017), no. 1, 154–167.
[50] W. Rogosinski, Über Bildschranken bei Potenzreihen und ihren Abschnitten, Math. Z. 17 (1923), 260–276.
[51] I. Schur and G. Szegö, Über die Abschnitte einer im Einheitskreise beschränkten Potenzreihe, Sitz.-Ber. Preuss. Acad. Wiss. Berlin Phys.-Math. Kl. (1925), 545–560.
[52] S. Sidon, Über einen Satz von Herrn Bohr, Math. Z. 26 (1927), 731–732.
[53] M. Tomic, Sur un theoreme de H. Bohr, Math. Scand. 11 (1962), 103–106.

How to cite this article: G. Liu and S. Ponnusamy, Improved Bohr inequality for harmonic mappings, Math. Nachr. 296 (2023), 716–731. https://doi.org/10.1002/mana.202000408