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Abstract—Despite the tremendous progress made by deep learning models in image semantic segmentation, they typically require large annotated examples, and increasing attention is being diverted to problem settings like Few-Shot Learning (FSL) where only a small amount of annotation is needed for generalisation to novel classes. This is especially seen in medical domains where dense pixel-level annotations are expensive to obtain. In this paper, we propose Regularized Prototypical Neural Ordinary Differential Equation (R-PNODE), a method that leverages intrinsic properties of Neural-ODEs, assisted and enhanced by additional cluster and consistency losses to perform Few-Shot Segmentation (FSS) of organs. R-PNODE constrains support and query features from the same classes to lie closer in the representation space thereby improving the performance over the existing Convolutional Neural Network (CNN) based FSS methods. We further demonstrate that while many existing Deep CNN-based methods tend to be extremely vulnerable to adversarial attacks, R-PNODE exhibits increased adversarial robustness for a wide array of these attacks. We experiment with three publicly available multi-organ segmentation datasets in both in-domain and cross-domain FSS settings to demonstrate the efficacy of our method. In addition, we perform experiments with seven commonly used adversarial attacks in various settings to demonstrate R-PNODE’s robustness. R-PNODE outperforms the baselines for FSS by significant margins and also shows superior performance for a wide array of attacks varying in intensity and design.

Index Terms—Few-shot segmentation, Neural-ODEs, adversarial robustness, medical image segmentation.

I. INTRODUCTION

Deep learning-based methods are widely successful [1], [2] in image segmentation having dense pixel-level annotations. The fully-supervised methods perform extremely well with a large number of annotated examples. It may be quite straightforward for existing approaches to employ techniques like transfer learning and fine-tuning when well-organized large-scale datasets with natural images are easily available. This is not the case for medical image segmentation. In medical domains [3], it is not always feasible to collect dense pixel-level annotations, specifically when the medical images vary in image features or characteristics depending upon the location from where the images are collected, camera characteristics, modality (CT, MRI, X-Ray etc.) and the task (type of organ to segment) at hand.

While for some organs, the 3D scans may be available in abundance for analysis and learning, a few body organs need sophisticated costly medical devices to capture them thereby rendering the fully-supervised approaches mostly ineffective due to over-fitting with abundantly labelled examples and poor generalization on scarce classes/organisms. Also, fully supervised methods would need to directly rely on a significant amount of annotations of these scarce or novel target organs to be able to perform well. Even transfer learning or fine-tuning methods won’t be effective due to the unavailability of generic large-scale medical datasets and the presence of significant domain shifts between base/seen classes and novel/unseen classes.

Few-Shot Segmentation (FSS) comes to the rescue by leveraging approaches like metric learning [4], [5], [6], [7] (e.g. Prototypical Learning) to segment novel or rare classes/organisms...
with examples varying from one to five per class. One of the major challenges arising from the implementation of screening and diagnosis programs is the enormous amount of CT images that must be analysed by medical practitioners. Automated systems are intended to make the interpretation of CT images faster and more accurate, thereby improving the cost-effectiveness of the screening program. Advanced computer-aided diagnosis systems (implemented with ML/Deep learning) have the potential to expedite this process and motivate the research community to effectively design such cost-effective automated systems like FSS that have the ability to learn well even with few annotated examples. An FSS model has the ability to segment novel classes by learning support and query image relationships from a completely disjoint set of base classes with an ample number of annotated examples that are freely available. During testing on novel classes, the model uses the learnt metric to segment unseen regions present in the query images with the help of a few labelled support images.

Past few years, many FSS methods on both natural [4], [5] and medical [6], [8], [9], [10], [11], [12] images are proposed that employ CNN based feature extractors. These methods are devoid of the capability to explicitly force prototypes of support images to lie closer to query image features that may lead to poor performance. This is further aggravated in medical domains where the novel/test query images can be slightly different from the images in the base classes due to variations in data modality, texture, tissue appearance and orientation, camera characteristics, colour intensity and size and shape of the target organs. These additional test query image characteristics can be regarded as perturbations of the query features and the learnt metric in prototypical FSS fails to capture these subtle variations. Further, due to a lack of well-annotated data, these models are vulnerable to several kinds of white and black-box adversarial attacks [13], [14], [15].

Medical diagnosis is often a safety-critical task, where a small mistake can cost a human life. In [16], the authors discuss how the activities of certain startups indicate that deep learning-based medical imaging systems are potentially applicable for clinical diagnosis in the near future. If indeed complete automation is to be achieved here, the entire pipeline should be able to either handle or at least detect any possible malicious attacks. Although still relatively under-explored, there are quite a few studies working on this problem. Some studies work on improving adversarial robustness [17], [18], some propose new benchmarking or testing strategies catered for the medical domain [19] and some work on detecting these adversarial attacks [16]. A survey done recently [20] discussed how a lack of a sufficient amount of high-quality images and labelled data in the medical domain is one of the main reasons for the weaknesses of adversarial defence mechanisms. In a few-shot setting, where the amount of labelled data is extremely low, these weaknesses are bound to be prominent.

ML practitioners employ FSS to learn patterns using well-annotated base classes, and finally to transfer the knowledge to scarcely annotated novel classes. This knowledge transfer is severely impacted in the presence of adversarial attacks when the support and query samples from novel classes are injected with adversarial perturbations and models fail to recognize organs, important clinical landmarks etc., present in the image thereby questioning the credibility of these FSS methods for medical image segmentation.

Common Adversarial Training mechanisms [13], [15], [21] require adversarially perturbed examples shown to the model during training. Reference [22] introduced standard adversarial training (SAT) procedure for semantic segmentation. These methods do not guarantee defence when the type of attack differs from the adversarially perturbed examples [23], [24], and it is impractical to expose the model to different kinds of adversarial examples during training. Also, a common method that handles attacks both on support and query examples of novel classes, is non-existent. To the best of our knowledge, the adversarial attacks on few-shot segmentation (FSS) with Deep Neural models and their defence mechanisms have not yet been explored and the need for such robust models is inevitable.

To this end, we propose Regularized Prototypical Neural Ordinary Differential Equation (R-PNODE), a novel prototypical few-shot segmentation method based on Neural-ODEs [25] that provides robustness against slight variations in query image features and defence against different kinds of adversarial attacks in different settings. Owing to the fact that the integral curves of Neural-ODEs are non-intersecting, perturbations in the input lead to small changes in the output as opposed to existing FSS models with CNN-based feature extractors where the output is unpredictable. For a stable dynamical system, if an example \( x \) is slightly perturbed with \( \epsilon \) such that the initial state of the example is \( x_0 = x + \epsilon \), then at time \( t \to \infty \), \( x_t \to x \). This property is desirable for robustness against input perturbations, and to help promote stability in R-PNODE, we employ additive and multiplicative perturbations with Gaussian noise [26], [27], [28], [29], [30] that help to learn robust class-wide prototypes and query features. Additionally, we apply cluster loss that enforces prototypes perturbed with Gaussian noise and their non-perturbed counterparts to lie closer in the representation space, enabling R-PNODE to be robust against adversarially attacked support examples in novel classes. Similarly, we apply consistency loss between predictions of perturbed query features and the ground-truth labels of their corresponding non-perturbed (or clean) query inputs that render R-PNODE robust against various perturbations (adversarial/non-adversarial) of query sets.

Thus, R-PNODE forces query features to be constrained by the integral curves of support features belonging to the same class as that of the query and hence they lie closer in the representation space as shown in Fig. 1. This explicit constraining of features along with the proposed losses is absent in Neural-ODEs. In this paper, we make the following contributions:

1) We propose a novel prototypical FSS method, R-PNODE, that leverages Neural-ODEs regularized with cluster and consistency losses to outperform existing few-shot organ segmentation methods by large margins.
2) We extend Standard Adversarial Training to the FSS domain and handle attacks on both support and query.
3) We demonstrate how our method is adversarially robust, with the ability to handle adversarial attacks like FGSM [13], PGD [15], BIM [14], CW [31], Auto-Attack [32], DAG [33] and SMIA [34] differing in intensity and design when applied to support or query image. We show R-PNODE’s efficacy by repeating these experiments on three publicly available multi-organ segmentation datasets BCV [35], CT-ORG [36] and DECATHLON [37] for both in-domain and cross-domain settings on novel classes.

II. RELATED WORKS

A. Neural-ODEs

Deep learning models such as ResNets [38] learn a sequence of transformations by mapping input $x$ to output $y$ by composing a sequence of transformations to a hidden state. In a ResNet block, computation of a hidden layer representation can be expressed using the following transformation:

$$h(t + 1) = h(t) + f_\theta(h(t), t)$$

(1)

where $t \in \{0, \ldots, T\}$ and $h : [0, \infty) \to \mathbb{R}^n$. As the number of layers is increased and smaller steps are taken, the limit, the continuous dynamics of the hidden layers are parameterized using an ordinary differential equation (ODE) [25] specified by a neural network,

$$\frac{dh(t)}{dt} = f_\theta(h(t), t)$$

(2)

where $f : \mathbb{R}^n \times [0, \infty) \to \mathbb{R}^n$ denotes the non-linear trainable layers parameterized by weights $\theta$. These layers define the relation between the input $h(0)$ and output $h(T)$, at time $T > 0$, by providing a solution to the ODE initial value problem at terminal time $T$. Neural-ODEs are the continuous equivalent of ResNets where the hidden layers can be regarded as discrete-time difference equations. The time here is a dummy variable loosely corresponding to the equivalent of layer number in ResNets, though it may not have a physical interpretation. The curve $h(t)$, obtained by solving Eq. 2, is termed as an integral curve and denotes the $n$-dimensional features at any intermediate time $t$. Different initial values $h(0)$ lead to different particular solutions which can be thought of as different integral curves obtained as different inputs are passed through the Neural-ODE.

B. Intrinsic Robustness of Neural-ODEs:

Multiple works have tried to explain the intrinsic robustness of Neural-ODEs. Reference [25] argues that the non-intersecting property of the Neural-ODE’s integral curves allows the model to be intrinsically robust. Because the integral curves are governed by differential equations of the form shown in Eq. 2, it follows that if two integral curves intersect, their slopes at the point of intersection must be identical. Following the curves back to the $y$-axis (Fig. 2), it can be proved that any two intersecting integral curves have to be identical, or equivalently, distinct integral curves cannot intersect. As can be seen in Fig. 2, this leads to restrictions on the possible integral curves and this consequently improves robustness as illustrated in Fig. 1. We elaborate on this property, its proof and its consequences on robustness with a supplementary video presentation.

As an alternate theory to account for this intrinsic robustness, [39] shows that adaptive stepsize ODE solvers commonly used in Neural-ODEs tend to have a gradient-masking effect, and this allows the model to be robust to gradient-based attacks. Multiple studies [25], [40], [41] have applied Neural-ODEs to defend against adversarial attacks. Reference [42] proposes time-invariant steady Neural-ODE that is more stable than conventional convolutional neural networks (CNNs) in the classification setting. Reference [41] design a Neural-ODE such that the equilibrium points of the ODE solution have Lyapunov-stability, thereby suppressing input perturbations. Reference [40] explores the equivalents of different regularising noise injection techniques like dropout and gaussian smoothing in Neural-ODEs, and argues how these techniques lead to better, more stable equilibrium points. Reference [43] describe a framework that guarantees exponential convergence and improved adversarial robustness by using a novel Lyapunov loss, which they approximately optimise using a practical Monte Carlo approach.

C. Few-Shot Segmentation (FSS)

Few-shot segmentation (FSS) [4], [8], [10], [11], [12], [44], [45] aims to perform pixel-level classification for novel classes in a query image when trained on only a few labelled support images. A commonly adopted approach for FSS is based on prototypical networks [4], [5], [7], [46] that employ prototypes to represent typical information for foreground objects present in the support images. The prototype is subsequently compared with the query images pixel-wise via cosine similarity, leading to the segmentation mask. In addition to the prototype-based setting, [44] incorporates ‘squeeze & excite’ blocks that avoid the need for pre-trained models for medical image segmentation. Reference [45] uses a relation network and introduced the FSS-1000 dataset that is significantly smaller as compared to contemporary large-scale datasets for FSS. The data-scarce medical domain has a unique requirement for specialized FSS algorithms [46], [47]. One common problem setting in this
domain is that of organ segmentation, with openly available organ segmentation datasets [35], [36], [37] and specialized methods [6], [48] addressing their unique challenges. Reference [48] used a bidirectional gated recurrent unit (GRU) to capture relationships of features across slices. Reference [6] uses an interleaved segmentation network for organ segmentation on a multi-institution dataset from prostate cancer patients. Many other methods [49], [50], [51] addressing different unique challenges can be found in literature, but we focus more on the commonly used prototypical networks. MetaNODE [52] was one of the first works to use Neural-ODEs in the Few-shot domain. Our work is quite different to MetaNODE as the latter addresses prototype bias reduction. Also, the core technique varies in these two cases. MetaNODE uses ODEs for meta-optimization on mean prototypes while we use ODEs for generating a representative prototype for each class.

D. Adversarial Robustness

Adversarial attacks for natural image classification have been extensively explored, and interest is turning towards the effects of adversarial attacks in the medical domain [18], [53]. FGSM [13] and PGD [15] generate adversarial examples based on the CNN gradients. Besides image classification, several attack methods have also been proposed for semantic segmentation [33], [34], [54], [55]. Reference [33] introduced Dense Adversary Generation (DAG) that optimizes a loss function over a set of pixels for generating adversarial perturbations. Recently, [34] proposed an adversarial attack (SMA) for images in the medical domain that employs a loss stabilization term to exhaustively search the perturbation space. While adversarial attacks expose the vulnerability of deep neural networks, adversarial training [13], [15], [17] is effective in enhancing the target model by training it with adversarial samples. However, none of the existing methods has explored SAT procedure for few-shot semantic segmentation. In addition to the explicit use of adversarial samples during training, many methods have also explored the use of simple and fast Gaussian perturbations [26], [27], [28], [29], [30] as effective regularisation mechanisms for boosting adversarial robustness. Augmenting the training set with examples perturbed using Gaussian noise is considered as initial states for the Neural-ODEs [25], [39], [40], [41], [43] in order to capture relationships of features across slices. Reference [6] uses a bidirectional gated recurrent unit (GRU) to capture relationships of features across slices. Reference [6] uses an interleaved segmentation network for organ segmentation on a multi-institution dataset from prostate cancer patients. Many other methods [49], [50], [51] addressing different unique challenges can be found in literature, but we focus more on the commonly used prototypical networks. MetaNODE [52] was one of the first works to use Neural-ODEs in the Few-shot domain. Our work is quite different to MetaNODE as the latter addresses prototype bias reduction. Also, the core technique varies in these two cases. MetaNODE uses ODEs for meta-optimization on mean prototypes while we use ODEs for generating a representative prototype for each class.

III. PROPOSED METHOD

The objective is to build a highly accurate few-shot organ segmentation model that is also robust to adversarial attacks. After formalising the problem setting, our methodology focuses primarily on two aspects. First, we describe our proposed method R-PNODE and discuss why it should perform better than existing baselines. Next, we describe and extend SAT for FSS to serve as a strong baseline for comparing adversarial robustness, while also highlighting subtle differences that R-PNODE has from these traditional methods and how this help alleviates some of their drawbacks.

A. Problem Setting

FSS setting includes train \( D_{\text{train}} \) and test \( D_{\text{test}} \) datasets having non-overlapping class sets. Each dataset consists of a set of episodes with each episode containing a \( N \)-way \( K \)-shot task \( T_i = (S_i, Q_i) \) where \( S_i \) and \( Q_i \) is support and query sets for the \( i \)-th episode having a class set \( C_i \). Formally, \( D_{\text{train}} = \{(S_i, Q_i)\}_{i=1}^{m_{\text{train}}} \) and \( D_{\text{test}} = \{(S_i, Q_i)\}_{i=1}^{m_{\text{test}}} \) where \( m_{\text{train}} \) and \( m_{\text{test}} \) denote the number of episodes during training and testing. The support set \( S_i \) has \( K \) image \( (I_S) \), mask \( (L_S) \) pairs per class with a total of \( N \) semantic classes i.e. \( S_i = \{(I_S, L_S)\}_{j \in C_i} \) where \( L_S \) is the ground-truth mask for \( k \)-th shot corresponding to class \( j \), \( \mid C_i \mid = N \) and \( k = 1, 2, \ldots, K \). The query set \( Q_i \) has \( N_Q \) image \( (I_Q) \), mask \( (L_Q) \) pairs. The FSS model \( F(.) \) is trained on \( D_{\text{train}} \) across the episodes with support sets and query images as inputs, and predicts the segmentation mask \( M_Q = F(S_i, I_Q) \) in the \( i \)-th episode for query image \( I_Q \). During testing, the trained model \( F(.) \) is used to predict masks for unseen novel classes with the corresponding support set samples and query images as inputs from \( D_{\text{test}} \). Further, the trained FSS model is adversarially attacked to record the drop in performance. An adversarial version of a clean sample can be generated by exploiting gradient information from the model \( F(.) \). Specific to the case of FSS, the prediction of query masks not only depends on the query image but also the information from the support set. This enables the attacks to be designed in such a way that either attacked query or support can deteriorate the query prediction. These perturbations are specifically chosen so that the loss between ground truth and the predicted masks of the query increases.

B. Regularized Prototypical Neural-ODE (R-PNODE)

The proposed R-PNODE is based on existing prototypical few-shot segmentation models [4], [7]. Given an episode \( i \) with task \( T_i = (S_i, Q_i) \), the feature extractor \( f_\theta \) generates intermediate feature representations \( Z_S^k \) and \( Z_Q \) for the support and query images \( I_S^k, I_Q \). The outputs from the feature extractor \( f_\theta \) are considered as initial states for the Neural-ODE block at time \( t = 0 \), denoted as \( Z_S^0(0) \) and \( Z_Q(0) \) respectively. From each support and query image, an additional image is
generated by applying multiplicative H×W dimensional i.i.d. Gaussian noise, denoted mathematically by:
\[ T^G_S = T^S_S + T^S_S \odot M \text{ where } M \sim N_{H \times W}(0, \sigma^2) \] (3)
\[ T^G_Q = T^Q_Q + T^Q_Q \odot M \text{ where } M \sim N_{H \times W}(0, \sigma^2) \] (4)
where \( \odot \) is the Hadamard operator, for element-wise multiplication. The standard deviation \( \sigma \) is a hyperparameter. Similar to the clean images, their corresponding Gaussian samples are also passed through the feature extractor to obtain intermediate features \( Z^G_S(0) \) and \( Z^G_Q(0) \). The Neural-ODE block consists of hidden layers \( h_\theta \) parameterized by \( \phi \) and its dynamics are governed by \( h_\phi \) which control how the intermediate state changes at any given time \( t \). The output representation at fixed terminal time \( T (T > 0) \) for query features \( Z_Q \) is given by:
\[ Z_Q(T) = Z_Q(0) + \int_0^T h_\phi(Z_Q(t), t) dt \]
where \[ \frac{dZ_Q(t)}{dt} = h_\phi(Z_Q(t), t) \] (5)

Similarly, the output representation at fixed terminal time \( T (T > 0) \) for support features \( Z^G_S \) are generated. The support feature maps \( Z^G_S(T) \) from the Neural-ODE block of spatial dimensions (\( H' \times W' \)) are upsampled to the same spatial dimensions of their corresponding masks \( L_S \) of dimension \((H \times W)\). Inspired by late fusion [4] where the ground-truth labels are masked over feature maps, we employ Masked Average Pooling (MAP) between \( Z^G_S(T) \) and \( L^S_S(\eta) \) to form a \( d \)-dimensional prototype \( p(\eta) \) for each foreground class \( \eta \in C_i \) as shown:
\[ p(\eta) = \frac{1}{K} \sum_k \frac{\sum_{x,y}(Z^G_S(x,y)^{(x,y)} \cdot \mathbb{1}[L^S_S(\eta)]^{(x,y)} = \eta]}{\sum_{x,y}(L^S_S(\eta)}^{(x,y)} = \eta]} \] (6)
where \((x,y)\) are the spatial locations in the feature map and \( \mathbb{1}(.) \) is an indicator function. The background is also treated as a separate class and the prototype for it is calculated by computing the feature mean of all the spatial locations excluding the ones that belong to the foreground classes. The probability map over semantic classes \( \eta \) is computed by computing the cosine similarity \( \text{cossim} \) between each of the spatial locations in \( Z_Q(T) \) with each prototype \( p(\eta) \) as given by:
\[ M_Q^{(x,y)}(\eta) = \frac{\exp(\text{cossim}(Z_Q(T))^{(x,y)}, p(\eta))}{\sum_{\eta' \in C_i} \exp(\text{cossim}(Z_Q(T))^{(x,y)}, p(\eta'))} \] (7)
The denominator involves a summation over all foreground classes \( \eta' \in C_i \). The predicted mask \( M_Q \) is generated by taking the argmax of \( M_Q(\eta) \) across semantic classes. We use Binary Cross Entropy loss \( \mathcal{L}_{CE} \) between \( M_Q \) and the ground-truth mask for training.

R-PNODE is further optimized using two additional losses. Eq. 5 and Eq. 7 hold for the corresponding features of the gaussian perturbed images as well to get \( Z^G_S(T) \) and \( M^G \) for the support and query respectively. The cluster loss \( \mathcal{L}_{CL} \) maximises the cosine similarity between each feature \( Z \) extracted from clean support samples and their corresponding Gaussian samples as shown below:
\[ \mathcal{L}_{CL} = 1 - \frac{1}{K} \sum_{k=1}^K d_k \text{ where } d_k = \text{cossim}(Z^G_S(T), Z^G_S(T)) \] (8)

The cluster loss helps to bring the support features and their corresponding gaussian perturbations closer in the representation space which generates robust prototypes that are more representative of the class. This helps to learn better relationships between support and query examples which results in better mask predictions. This technique of augmenting the support images with different gaussian perturbations is not explored by the previous methods. It improves both
generalizability and robustness as observed from the results in Table VIII. Further, to make the query features robust, we employ consistency loss ($L_{CON}$) to minimize the difference between Gaussian perturbed query images ($M^G_Q$) and their corresponding ground-truth labels ($L_Q$). For the sake of uniformity, we extend the same loss $L_{CE}$ as the objective function.

$$L_{CON} = -\frac{1}{N} \sum_{x,y} \sum_{\eta' \in C} [L_Q(\eta')^{(x,y)} = \eta'] \log M^G_Q(\eta')$$

(9)

$L_{CL}$ helps to predict more realistic masks as predicted masks are dependent on the quality of the prototypes and aids $L_{CON}$ in matching the predicted masks from gaussian perturbed query images with the ground-truth masks which further improves robustness and generalizability.

For the overall procedure, refer to Algorithm 1 and Fig. 3. R-PNODE’s superior performance for few-shot segmentation is attributed primarily to two factors. First is the fact that the integral curves learnt by a Neural-ODE are always non-intersecting. We expect a good model to be such that the query and support features of the same class are close to each other. The non-intersecting properties of Neural-ODEs essentially lead to explicit constraints on the features learnt.

### Algorithm 1 Regularized Prototypical Neural-ODEs for FSS

**Require:** Clean training data $D_{train} = \{(S_i, Q_i)^{F_{seg}}\}$, segmentation network $F(\cdot)$.

1. for $i \in \{1, \ldots, E_{train}\}$ do
   2. Sample episode $E_{seg} = \{(S_i, Q_i)\}$ from $D_{train}$.
   3. Get gaussian perturbed samples $S_i^G$ and $Q_i^G$.
   4. Get prototypes $p(\eta)$ and features $Z_s^G(T)$ from $S_i$. Use prototypes to get predictions $M^G_Q$ and $M^G_S$.
   5. Apply $L_{CE}$ on mask predictions $M^G_Q$ and $L_{CON}$ on $M^G_S$ using Eq. 9.
   6. Extract features $Z^G_s(T)$ for each perturbed support sample and compare with clean $Z_s(T)$ to get $L_{CL}$ by Eq. 8.
   7. Backpropagate losses $L_{CE} + \alpha L_{CON} + \beta L_{CL}$ and update parameters of $F(\cdot)$.
   8. end for

The query features are constrained by the surrounding integral curves of those support prototype features that belong to the same class. Thus, the query features tend to be closer to the prototype features in the representation space. This leads to the accurate classification of query features which ultimately leads to the accurate segmentation of the query images. Fig. 1 tries to demonstrate this very process.

The second factor contributing to the performance of R-PNODE is the addition of cluster and consistency losses. As shown in Fig. 1, the gaussian samples serve as additional reference points in the feature space, and by bringing the final features of these closer to the original, the final features of all samples within this larger space are essentially constrained to be very close to each other.

Extending the reasoning for the superior FSS performance of R-PNODE, the adversarial robustness is again attributed to the intrinsic property of non-intersecting curves of Neural-ODEs along with the proposed losses. As the integral curves of the support features imposed constraints on the features of the query, in a similar way, the clean features also impose constraints on the features of adversarially perturbed images. Thus, features for perturbed support and query tend to lie closer to the features of the clean ones giving rise to adversarial robustness.

An important difference from the usual adversarial perturbation methods is how the support is perturbed here. Although the ground-truth masks for support images are also available, it makes more sense in the FSS task to take the loss of query prediction using the corresponding support samples. Thus, in Eq. 10, the loss is between the query mask and query label, but the gradients are calculated w.r.t the support image. We take batches of either the query or the support perturbed, but not both together. Generating gaussian perturbations is not computationally expensive when compared to generating adversarial perturbations using gradient-based methods like PGD, SMIA or even FGSM. Thus, R-PNODE has a much smaller computational overhead than SAT. Note that the purpose of the Gaussian samples in R-PNODE is not the same as the adversarial samples in SAT. While SAT uses the perturbations to learn better features on the expected test adversarial distribution, R-PNODE uses gaussian perturbations to populate the training input feature space with more samples thereby having more constrained integral curves. Additionally, note that R-PNODE is attack-agnostic, and thus, its robustness should generalize well to multiple attack strategies. Thus, R-PNODE is able to overcome many of the limitations prevalent in adversarial training methods.

### IV. IMPLEMENTATION DETAILS

The proposed R-PNODE consists of a CNN-based feature extractor followed by a Neural-ODE block consisting of 3 convolutional layers as its hidden dynamics. The architecture of R-PNODE (Fig. 4) consists of a total of 14.7M trainable parameters, while the baseline models PANet and FSS-1000 have 14.7M and 18.6M parameters, respectively. Taking motivation from [4, 48], we use a hidden dimension of $d = 512$ (output from VGG). The higher order Runge-Kutta solver [25] is used as the black-box approximate solver for the Neural-ODE block. All noises are added at the input level from a $H \times W$ dimensional normal distribution with mean 0 and standard deviation $\sigma = 0.1$. Although we perform our experiments on 1-way {1,3}-shot setting, the same approach may be extended to the general n-way k-shot setting as well. To understand the effect of adversarial training on prototypical networks, we employ SAT with PANet [4] and name it AT-PANet (Adversarially Trained PANet). AT-PANet is trained with FGSM attack of intensity $\epsilon = 0.025$. To test all the trained models, we perturb the support and query images by setting $\epsilon = 0.02, 0.01$ and 0.04 for FGSM, PGD and SMIA, respectively. For the iterative adversarial attacks SMIA and PGD, we take 10 iterations each. For BIM, CW and DAG, we choose $\epsilon = 0.02$. We take motivation from [19] for the implementation of Auto-Attack and set 0.1 as the dice threshold and 0.01 as the $\epsilon$. These hyperparameters for the attacks were chosen so as to limit the perturbations to human perceptibility. The same set of attack hyperparameters is used for both support and query attacks. The loss weighting parameters $\alpha$ and $\beta$ as mentioned in Algorithm 1 are set to 0.001 ad 0.01 respectively, using grid search. All the baselines
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are trained using the exact same setting as in R-PNODE. The train, validation and test sets are exactly identical for all the baselines and R-PNODE. The attack’s intensities and crop settings are consistent across the baselines. We have used a comparable feature extractor to R-PNODE for all the baselines. We use one A100 GPU to conduct our experiments. For statistical significance, we run each experiment twice and report mean and standard deviations. Our implementations, trained models and processed data can be found here.

V. EXPERIMENTS AND RESULTS

A. Dataset Description

We experiment on three publicly available multi-organ segmentation datasets, BCV [35], CT-ORG [36], and Decathlon [37] to evaluate the generalisability of our method. For the in-domain setting, we split BCV into the train (seen) and test (novel) classes. Of the total BCV dataset available, we use half of the dataset for training (6506 slices), 1/4th for validation (1779 slices) and 1/4rd for testing (3873 slices). It is to be noted that the dataset splits are done according to the subjects. All slices of any subject will belong to either of the train, validation or test subset. So, the model will not be tested on a slice of any subject it has seen during training. For the cross-domain FSS, we train on the BCV dataset (with seen classes) and use novel classes from CT-ORG and Decathlon to test. To have a more uniform size of the test set, we sample 500 random slices per organ from the much larger CT-ORG dataset. We sample 500 and 325 slices from the Liver and Spleen test organs respectively, in the Decathlon dataset. For the 3D volumes in all three datasets, we extract slices with non-empty masks and divide them into the fixed train, test, and validation splits. [48] cropped the slices based on the ROI for each organ using available masks. We follow a more challenging setting, where no such cropping is applied (Fig. 5), thereby depriving any unfair advantage due to leakage of localisation information. Of the available organs, we report results on the Liver and Spleen (as novel classes) due to their medical significance and availability across datasets.

B. Choice of Baselines

For baseline comparisons on few-shot organ segmentation, we experiment with traditional FSS methods, PANet [4], FSS-1000 [45] and SENet [44]. We compare with the recently proposed BiGRU [48], achieving state-of-the-art results on the selected datasets (in the ROI-cropped setting). Additionally, we compare with a recently proposed Neural-ODE based method SONet [39].1 To provide a fair comparison, we use skew-symmetric and input-output stable Neural-ODE blocks of SONet and extend the model to have VGG-like architecture. Finally, to demonstrate adversarial robustness, we compare with AT-PANet, which is PANet [4] trained with the modified adversarial training procedure described in section V-B.

Adversarial Training: To effectively demonstrate the adversarial robustness of R-PNODE, we experiment with Standard Adversarial Training (SAT) as a competitive baseline. Reference [59] recently proposed Adversarial Querying to handle adversarial attacks on the query in few-shot learning. Here, in every task, the query was adversarially perturbed and then standard meta-learning based training was performed with the perturbed query. We first extend this method to segmentation with prototypical FSS models. Next, we modify it to handle both query and support attacks while also focusing on preserving clean accuracy. To accomplish this, we extend D_{train} for each batch during training with two additional batches using the update rule from [13] as follows:

1) generate adversarial example \( I_{S}^{adv} \) for support image \( I_S \):
\[
I_{S}^{adv} = I_S + \epsilon \cdot \text{sign}(\nabla_{I_S} \mathcal{L}(F(S, I_Q), L_Q(\eta))) \quad (10)
\]

2) generate adversarial example \( I_{Q}^{adv} \) for query image \( I_Q \):
\[
I_{Q}^{adv} = I_Q + \epsilon \cdot \text{sign}(\nabla_{I_Q} \mathcal{L}(F(S, I_Q), L_Q(\eta))) \quad (11)
\]

\( \epsilon \) bounds the \( L_\infty \) (L-infinity) norm of the perturbation. ‘sign’ is the Signum function. \( \nabla_{I} \) is the gradient of the loss function \( \mathcal{L} \) with respect to the input image \( I \). While the original batch focuses on training the model for clean samples, the batch from Eq. 10 will improve robustness against support attacks and the batch from Eq. 11 will improve robustness against query attacks.

C. Choice of Attacks

We experiment on 6 different attacks, some traditional and some state-of-the-art. We first use FGSM [13], one of the most commonly used traditional single-step attack methods. While BIM [14] and PGD [15] are some basic iterative methods that extend single-step attacks, CW [31] is a more

1SONet was requiring exorbitant amounts of time for each experiment, so we perform only one run for it.
TABLE I

FEW-SHOT ORGAN SEGMENTATION RESULTS (HIGHER IS BETTER) ON 1-SHOT SETTING FOR BCV IN-DOMAIN AND CROSS-DOMAIN (BCV → CT-ORG AND BCV → DECATHLON) SETTINGS FOR LIVER AND SPLEEN ORGANS (NOVEL CLASSES). THE DICE SCORES ARE ROUNDED OFF TO TWO DECIMALS

| Method       | Venue | BCV → BCV | BCV → CT-ORG | BCV → Decathlon |
|--------------|-------|-----------|--------------|-----------------|
|              |       | Liver     | Spleen       | Liver           | Spleen         |
| PANet[4]     | CVPR’19 | 0.61 ± 0.01 | 0.38 ± 0.03 | 0.52 ± 0.01 | 0.53 ± 0.01 | 0.43 ± 0.04 |
| FSS-1000[45] | CVPR’20 | 0.37 ± 0.04 | 0.41 ± 0.02 | 0.29 ± 0.04 | 0.37 ± 0.06 | 0.39 ± 0.01 |
| RNet[44]     | ModIA’20 | 0.61 ± 0.01 | 0.57 ± 0.01 | 0.47 ± 0.01 | 0.50 ± 0.01 | 0.53 ± 0.01 |
| RGRU[48]     | AAAI’21 | 0.51 ± 0.01 | 0.56 ± 0.01 | 0.43 ± 0.05 | 0.46 ± 0.05 | 0.46 ± 0.05 |
| SOnet[39]    | MSMI’22 | 0.36 ± 0.00 | 0.32 ± 0.00 | 0.28 ± 0.00 | 0.51 ± 0.00 | 0.31 ± 0.00 |
| Level Set[60] | -     | 0.57 ± 0.00 | 0.19 ± 0.00 | 0.64 ± 0.00 | 0.72 ± 0.00 | 0.07 ± 0.00 |
| CRF[61]      | -     | 0.14 ± 0.00 | 0.03 ± 0.00 | 0.16 ± 0.00 | 0.12 ± 0.00 | 0.03 ± 0.00 |
| AF-PANet     | -     | 0.65 ± 0.01 | 0.46 ± 0.01 | 0.56 ± 0.01 | 0.57 ± 0.01 | 0.45 ± 0.01 |
| R-PNODE      | -     | 0.79 ± 0.01 | 0.64 ± 0.02 | 0.67 ± 0.01 | 0.79 ± 0.01 | 0.57 ± 0.01 |

Fig. 6. 3-shot FSS results for BCV → BCV (in-domain), BCV → CT-ORG and BCV → Decathlon for Liver organ (novel class).

sophisticated one. Auto-Attack [32] is an adaptive method involving an ensemble of four diverse attacks to reliably evaluate robustness. While these attacks were originally proposed for classification, we extend them to segmentation in our experiments. DAG [33] was one of the first methods for adversarial attacks specific to segmentation. SMIA [34] was another segmentation attack proposed quite recently, that focuses on the medical domain, and is shown to perform better than many other methods. With this broad spectrum of attacks covering the most important categories, we are able to effectively demonstrate the efficacy of our proposed approach.

D. Results and Discussion

1) Few-Shot Organ Segmentation: We report the results for 1-shot organ segmentation in Table I and those for 3-shot in Fig. 6. R-PNODE outperforms all compared baselines by significant margins across all organs both for in-domain and cross-domain settings. On average, R-PNODE outperforms all baselines by at least 29%, 20% and 33% for BCV in-domain, BCV → CT-ORG cross-domain and BCV → Decathlon cross-domain, respectively. R-PNODE outperforms the baselines in the 3-shot setting as well, as evident from Fig. 6. It is able to outperform PANet, AT-PANet and SONet, even though they have an almost identical number of parameters. R-PNODE learns a better representation space of support and query samples owing to the continuous dynamics of the Neural-ODE, resulting in superior performance.

Since the Liver organ had a significant number of annotations in the BCV dataset, we tried an experiment training Liver in a fully supervised manner. With the same backbone as R-PNODE and a U-Net style architecture, we observed that even with full supervision, the dice score was 0.84, which is not too high compared to our FSS result of 0.79 (in-domain setting in Table I) considering the amount of supervision used. Given that we want to automate the segmentation process, this tradeoff is justifiable. Hence, there is a significant scope of methods like ours in the wide spectrum between fully automated and fully manual. We also compare with feature-based methods like Level Set [60] and CRF [61] as shown in Table I. It can be seen that although Level Set [60] performs well for the Liver organ, both perform quite poorly for the smaller and harder-to-segment Spleen organ.

2) Adversarial Robustness: As can be seen in Table II and Table III, R-PNODE outperforms all of our baselines by at least 15%, 25%, 17%, 16%, 16%, 45% and 10% on FGSM, PGD, SMIA, BIM, CW, DAG and Auto-Attack query attacks respectively for the BCV in-domain Spleen setting. We report results on the cross-domain setting in Table IV and Table V. As is evident from these tables, similar to distribution shifts between clean and perturbed samples, R-PNODE is also robust to cross-domain distribution shifts.

We also evaluate R-PNODE on support attacks and compare its performance with other prototypical networks. The results of these experiments are reported in Table VI and Table VII. We observed much lower deterioration of performance with non-prototypical networks with the support attacks and believe that the support attack strategy used by us is not suitable for them. R-PNODE outperforms other prototypical baselines in most settings and improves by a considerable margin in many. Thus, it is adversarially robust to perturbations in the support images too. The improvements for different attacks are much more skewed for support attacks when compared to query attacks. For example, while Liver BCV in-domain improves by over 100% for PGD attacks, it shows only 9% improvement.
TABLE II
QUERY ATTACK RESULTS (HIGHER IS BETTER) FOR BCV → BCV 1-SHOT IN-DOMAIN FOR LIVER ORGAN (NOVEL CLASS). THE DICE SCORES ARE ROUNDED OFF TO TWO DECIMALS

| Method     | FGSM | PGD | SMIA | BIM | CW | DAG | Auto-Attack |
|------------|------|-----|------|-----|----|-----|-------------|
| PANet[4]   | 0.29 ± 0.01 | 0.21 ± 0.01 | 0.20 ± 0.01 | 0.20 ± 0.01 | 0.29 ± 0.04 | 0.19 ± 0.03 | 0.08 ± 0.01 |
| FSS-1000[45] | 0.10 ± 0.03 | 0.04 ± 0.02 | 0.18 ± 0.01 | 0.05 ± 0.04 | 0.33 ± 0.06 | 0.06 ± 0.04 | 0.01 ± 0.01 |
| SENet[44] | 0.30 ± 0.06 | 0.22 ± 0.02 | 0.12 ± 0.02 | 0.19 ± 0.02 | 0.33 ± 0.01 | 0.32 ± 0.01 | 0.07 ± 0.01 |
| BiGRU[44] | 0.16 ± 0.12 | 0.05 ± 0.05 | 0.35 ± 0.01 | 0.16 ± 0.01 | 0.08 ± 0.02 | 0.01 ± 0.01 | 0.02 ± 0.02 |
| BiGRU[43] | 0.19 ± 0.00 | 0.11 ± 0.00 | 0.06 ± 0.00 | 0.09 ± 0.00 | 0.00 ± 0.00 | 0.06 ± 0.00 | 0.03 ± 0.01 |
| AT-PANet | 0.35 ± 0.03 | 0.27 ± 0.02 | 0.36 ± 0.01 | 0.28 ± 0.04 | 0.11 ± 0.06 | 0.31 ± 0.06 | 0.08 ± 0.02 |
| R-PNODE  | 0.41 ± 0.02 | 0.27 ± 0.01 | 0.53 ± 0.03 | 0.29 ± 0.06 | 0.55 ± 0.07 | 0.34 ± 0.04 | 0.10 ± 0.03 |

Fig. 7. t-SNE plots for query attack on AT-PANet (left) and R-PNODE (right). The clean query samples are connected to their corresponding perturbed samples using green arrows. The query pixels are sampled randomly from the set of available pixels across all query images. The prototypes are extracted across different episodes from the BCV dataset in the 1-way 1-shot in-domain Liver setting.

TABLE III
QUERY ATTACK RESULTS (HIGHER IS BETTER) FOR BCV → BCV 1-SHOT IN-DOMAIN FOR SPLEEN ORGAN (NOVEL CLASS). THE DICE CORES ARE ROUNDED OFF TO TWO DECIMALS

| Method     | FGSM | PGD | SMIA | BIM | CW | DAG | Auto-Attack |
|------------|------|-----|------|-----|----|-----|-------------|
| PANet[4]   | 0.16 ± 0.01 | 0.11 ± 0.01 | 0.07 ± 0.01 | 0.12 ± 0.01 | 0.03 ± 0.01 | 0.02 ± 0.01 | 0.06 ± 0.01 |
| FSS-1000[45] | 0.19 ± 0.01 | 0.08 ± 0.01 | 0.17 ± 0.01 | 0.05 ± 0.02 | 0.19 ± 0.10 | 0.04 ± 0.04 | 0.04 ± 0.01 |
| SENet[44] | 0.04 ± 0.01 | 0.21 ± 0.04 | 0.01 ± 0.01 | 0.25 ± 0.05 | 0.25 ± 0.03 | 0.12 ± 0.04 | 0.01 ± 0.01 |
| BiGRU[45] | 0.19 ± 0.01 | 0.03 ± 0.01 | 0.15 ± 0.01 | 0.19 ± 0.01 | 0.01 ± 0.01 | 0.01 ± 0.01 | 0.01 ± 0.01 |
| BiGRU[45] | 0.21 ± 0.00 | 0.08 ± 0.00 | 0.14 ± 0.00 | 0.09 ± 0.00 | 0.00 ± 0.00 | 0.01 ± 0.00 | 0.05 ± 0.01 |
| AT-PANet | 0.32 ± 0.08 | 0.19 ± 0.03 | 0.11 ± 0.01 | 0.16 ± 0.02 | 0.02 ± 0.02 | 0.06 ± 0.04 | 0.10 ± 0.07 |
| R-PNODE  | 0.37 ± 0.02 | 0.28 ± 0.03 | 0.20 ± 0.02 | 0.29 ± 0.05 | 0.29 ± 0.02 | 0.22 ± 0.01 | 0.11 ± 0.02 |

on SMIA. In other settings as well, the performance improvement on SMIA is considerably small. The performance on other attacks is so good that they even outperform the clean performance of some baselines. For example, the dice scores on Liver in-domain setting of R-PNODE for FGSM and PGD (Table VI) are higher than that for PANet and AT-PANet for clean data in the same setting (Table I). Another interesting observation is that while AT-PANet outperforms PANet for all the in-domain experiments, this trend is not followed for the cross-domain ones. This hints towards possible drawbacks of the SAT defence mechanism. In addition to these experiments for the 1-shot setting, we also test the performance in the 3-shot setting. The results in Fig. 8 demonstrate that R-PNODE performs better than our baselines in this setting as well.

We visualise the features (ZQ(T) and ZS(T)) learnt by R-PNODE and the baseline AT-PANet using t-SNE plots in Fig. 7 for query attacks. Here, the d-dimensional support prototypes are directly visualised, but for the query, the features of each pixel of an image are shown separately. It can be seen that while both models have query pixels that are significantly perturbed, the number of such perturbations is much smaller in the case of R-PNODE. Also, here most query pixels stayed closer to the same prototype cluster after perturbation than

TABLE V
QUERY ATTACK RESULTS (HIGHER IS BETTER) FOR BCV → DECATHLON 1-SHOT FOR LIVER. DICE CORES ARE ROUNDED OFF TO TWO DECIMALS

| Method     | FGSM | PGD | SMIA |
|------------|------|-----|------|
| PANet[4]   | 0.18 ± 0.03 | 0.13 ± 0.01 | 0.22 ± 0.01 |
| FSS-1000[45] | 0.09 ± 0.05 | 0.03 ± 0.02 | 0.12 ± 0.02 |
| SENet[45] | 0.18 ± 0.06 | 0.13 ± 0.02 | 0.14 ± 0.07 |
| AT-PANet | 0.35 ± 0.04 | 0.19 ± 0.04 | 0.29 ± 0.01 |
| R-PNODE  | 0.40 ± 0.01 | 0.25 ± 0.04 | 0.45 ± 0.01 |

TABLE VI
SUPPORT ATTACK RESULTS (HIGHER IS BETTER) WITH PROTOTYPICAL NETWORKS FOR BCV → BCV 1-SHOT IN-DOMAIN FOR LIVER AND SPLEEN AS NOVEL CLASSES

| Organ | Method     | FGSM | PGD | SMIA |
|-------|------------|------|-----|------|
| Liver | PANet[4]   | 0.17 ± 0.06 | 0.39 ± 0.01 | 0.11 ± 0.01 |
|       | AT-PANet   | 0.19 ± 0.07 | 0.30 ± 0.15 | 0.11 ± 0.01 |
|       | R-PNODE    | 0.67 ± 0.01 | 0.68 ± 0.08 | 0.12 ± 0.01 |
| Spleen| PANet[4]   | 0.17 ± 0.02 | 0.10 ± 0.02 | 0.03 ± 0.01 |
|       | AT-PANet   | 0.42 ± 0.03 | 0.32 ± 0.06 | 0.03 ± 0.01 |
|       | R-PNODE    | 0.38 ± 0.01 | 0.40 ± 0.02 | 0.04 ± 0.02 |
they were before. Consequently, the perturbation would not cause their misclassification.

We visualise the predictions by each of these models for the different attacks in Fig. 9. On the left is the query sample being tested and on the right is its corresponding ground-truth label for BCV → BCV in-domain setting for the Spleen organ.

We perform further experiments to understand the relative contributions of the various components in R-PNODE. We use the Spleen BCV in-domain setting to perform these experiments and report the results in Table VIII. If the cluster and consistency losses are removed, the performance with different attacks drops by roughly 5-10%. R-PNODE is inherently robust due to the intrinsic robustness provided by Neural-ODEs. The two losses then further improve robustness by regularizing it, leading to the improvements reflected here. Adding each loss gives some improvement in particular attacks and both losses together give the best overall performance. They give an improvement of 6 absolute points on clean samples (from 58 to 64) on a scale of 0 to 100. Similarly, we get an improvement of 5 absolute points for FGSM (32 to 37), 4 absolute points for PGD (24 to 28) and 1 absolute point for SMIA (19 to 20). We also added these losses to PANet [4] and observed 1.6 and 7 absolute points improvement for Clean and PGD test queries, respectively over the baseline with the cluster loss. With consistency loss, we got 3 and 8 absolute points improvement for FGSM and PGD test queries, respectively over the baseline. We perform an experiment where we removed the Neural-ODE block, gaussian perturbations and losses from R-PNODE that resulted in an FSS model with only a vanilla CNN block which we refer to as Vanilla CNN method in Table VIII. As can be seen, there is a significant drop from R-PNODE’s original performance and thus, adding the Neural-ODE and losses helped improve the method’s performance.

While generating the gaussian samples, if additive gaussian noise is used instead of multiplicative, the performance drops severely. The subtle difference between additive and multiplicative noise lies in the fact that in the additive case, images of different scales are perturbed by the same absolute magnitude, while in the multiplicative case, the perturbation has a relative magnitude. This may lead to lower performance since an image with a relatively smaller pixel intensity is perturbed by the same amount as another with a larger pixel magnitude.
intensity. Noise that may be ideal for the latter may be too much for the former. On the other hand, using a larger $\sigma$ ($\sigma \geq 0.3$) for multiplicative noise also leads to a slight decrease in performance. Thus, it may be inferred that an ideal choice of the type and strength of noise is important for the model’s performance. While the overall theoretical utility may not change much, the subtle differences in its nature can become important.

### VII. Conclusion

The existing FSS methods may misclassify query image pixels, even if the query image features are slightly perturbed. There is a lack of an explicit mechanism in these methods to constrain support and query image features of the same class to lie close in the representation space. Further, defence against adversarial attacks on FSS models is of utmost importance as these models are data-scarce. Although adversarial training may alleviate the risk associated with these attacks, the training procedure’s computational overhead and poor generalizability render it less favourable, and sometimes impractical, as a robust defence strategy. We overcome limitations in existing FSS methods by employing Neural-ODEs to propose regularised and adversarially robust prototypical FSS method R-PNODE that stabilizes the model against various support and query perturbations. While the Neural-ODE block provides intrinsic robustness to the model, regularisation using cost-effective Gaussian samples further improves this robustness. With extensive experimentation, R-PNODE is shown to have better generalization abilities and adversarial robustness. To the best of our knowledge, we are the first to study the effects of different adversarial attacks on FSS models and provide a robust defence strategy.
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