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Abstract

This paper is concerned with data-driven unsupervised domain adaptation, where it is unknown in advance how the joint distribution changes across domains, i.e., what factors or modules of the data distribution remain invariant or change across domains. To develop an automated way of domain adaptation with multiple source domains, we propose to use a graphical model as a compact way to encode the change property of the joint distribution, which can be learned from data, and then view domain adaptation as a problem of Bayesian inference on the graphical models. Such a graphical model distinguishes between constant and varied modules of the distribution and specifies the properties of the changes across domains, which serves as prior knowledge of the changing modules for the purpose of deriving the posterior of the target variable \(Y\) in the target domain. This provides an end-to-end framework of domain adaptation, in which additional knowledge about how the joint distribution changes, if available, can be directly incorporated to improve the graphical representation. We discuss how causality-based domain adaptation can be put under this umbrella. Experimental results on both synthetic and real data demonstrate the efficacy of the proposed framework for domain adaptation.

1 Introduction

Over the past decade, various approaches to unsupervised domain adaptation (DA) have been pursued to leverage the source-domain data to make prediction in the new, target domain. In particular, we consider the situation with \(n\) source domains in which both the \(d\)-dimensional feature vector \(X\), whose \(j\)th dimension is denoted by \(X_j\), and label \(Y\) are given, i.e., we are given \((x^{(i)}, y^{(i)}) = (x_k^{(i)} , y_k^{(i)})_{k=1}^{m_i}\), where \(i = 1, \ldots, n\), and \(m_i\) is the sample size of the \(i\)th source domain. We denote by \(x_j^{(i)}\) the value of the \(j\)th feature of the \(k\)th data point (example) in the \(i\)th domain. Our goal is to find the classifier for the target domain, in which only the features \(x^* = (x_k^*)_{k=1}^{m}\) are available. Because the distribution may change across domains, clearly the optimal way of adaptation or transfer depends on what information is shared across domains and how to do the transfer.

In the covariate shift scenario, the distribution of the features, \(P(X)\), changes, while the conditional distribution \(P(Y|X)\) remains fixed. A common strategy is to reweight examples from the source domain to match the feature distribution in the target domain—an approach extensively studied in machine learning; see e.g., \([10, 56, 21, 52, 3, 9]\). A common prerequisite for such an approach is that the support for the source domain include the target domain, but of course this is often not the case. Another collection of methods learns a domain-invariant feature representation that has identical distributions across the target and source domains \([35, 11, 15, 28, 12]\).

In addition, it has been found that \(P(Y|X)\) usually changes across domains, in contrast to the covariate shift setting. For the purpose of explaining and modeling the change in \(P(Y|X)\), the
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problem was studied from a generative perspective one can make use of the factorization of the joint distribution corresponding to the causal representation and exploit how the factors of the joint distribution change, according to commonsense or domain knowledge. The settings of target shift and conditional shift assume only \( P(Y) \) and \( P(X|Y) \) change, respectively, and their combination, as generalized target shift, was also studied, and the corresponding methods clearly improved the performance on a number of benchmark datasets. The methods were extended further, by learning feature representations with invariant conditionals given the label and matching joint distributions, and it was shown how methods based on domain-invariant representations can be understood from this perspective.

How are the distributions in different domains related? Essentially, DA aims to discover and exploit the constraints in the data distribution implied by multiple domains and make prediction that adapts to the target domain. To this end, we assume that the distributions of the data in different domains were independent and identically distributed (I.I.D.) drawn from some “mother” distribution. The mother distribution encodes the uncertainty in the domain-specific distributions, i.e., how the joint distribution is different across the domains. Suppose the mother distribution is known, from which the target-domain distribution is drawn. Furthermore, the target domain contains data points (without \( Y \) values) generated by this distribution. It is then natural to leverage both the mother distribution and the target-domain feature values to reveal the property of the target-domain distribution for the purpose of predicting \( Y \). In other words, DA is achieved by exploiting the mother distribution and the target-domain feature values to derive the information of \( Y \).

Following this argument, we have several questions to answer. First, is there a natural, compact description of the constraints on the changes of the data distribution (to describe the mother distribution)? Such constraints include which factors of the joint distributions can change, whether they change independently, and the range of changes. (We represent the joint distribution as a product of the factors.) Second, how can we find such a description from the available data? Third, how can we make use of such a description as well as the target-domain data to make optimal prediction? Traditional graphical models have provided a compact way to encode conditional independence relations between variables and factorize the joint distribution. We will use an extension of Directed Acyclic Graphs (DAGs), called augmented DAGs, to factorize the joint distribution and encode which factors of the joint distribution change across domains. The augmented DAG, together with the conditional distributions and changeability of the changing modules, gives a augmented graphical model as a compact representation of how the joint distribution changes. Predicting the \( Y \) values in the target domain is then a problem of Bayesian inference on this graphical model given the observed target-domain feature values. This provides a natural framework to address the problem of DA in an automated, end-to-end manner.

It is worth noting that the graphical model we use to describe the mother distribution is not necessarily a causal model. The observed data were generated by the underlying generating (causal) process and then the sampling process (which samples data from the population to produce the observed data). Recovering the underlying causal structure from the observed data is in general rather challenging; on the other hand, as long as the property of the mother distribution regarding how the joint distribution changes across domains can be recovered and applied to the target domain, DA can be achieved. Our graphical model simply provides a compact representation of the mother distribution, which can be estimated from data in different domains in a rather straightforward way. In many tasks such as estimating causal effects or determining transportability of experimental findings, one has to use causal models. However, for our purpose it suffices to use our graphical model; As discussed in Section 2.2 our graphical structure may be very different from the causal structure.

## 2 DA and Inference on Graphical Models

We start with a brief review of existing methods for unsupervised DA and then present the proposed idea of performing DA as an inference problem on graphical models. In this section we assume that the graphical model for describing the distribution change across domains is given, and how to
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implement the idea from the given domain data is discussed in the next section.

2.1 Domain Adaptation

Unsupervised DA aims to construct the classifier for the target domain, on which only the features \(x^* = (x^*_k)_{k=1}^s\) are available, by making proper use of the data in \(s\) source domains \((x^{(i)}, y^{(i)}) = (x^{(i)}_k, y^{(i)}_k)_{k=1}^m, i = 1, ..., s\). Here we are concerned with the scenario where no labeled point is available in the target domain, known as unsupervised DA. To make successful prediction in the target domain, there must exist relevant knowledge to transfer to the target domain. Various assumptions on how distribution changes were proposed to make successful knowledge transfer possible. For instance, a classical setting assumed that \(P(X)\) changes but \(P(Y|X)\) remains the same, i.e., the covariate shift situation; see, e.g., \([46, 21, 52, 3]\). It is also known as sample selection bias (particularly on the features \(X\)) in \([50]\). The correction of shift in \(P(X)\) can be achieved by re-weighting source domain examples using importance weights as a function of feature \(X\) \([46, 52, 21, 9]\), based on certain distribution discrepancy measures such as Maximum Mean Discrepancy (MMD) \([19]\). Another collection of methods learns a domain-invariant representation by applying suitable linear transformation or nonlinear transformation or by properly sampling, which has identical distributions across the target and source domains \([35, 1, 15, 28, 12]\).

In practice it is very often that both \(P_X\) and \(P_{Y|X}\) change simultaneously across domains. For instance, both of them are likely to change over time and location for a satellite image classification system. If the data distribution changes arbitrarily across domains, clearly knowledge from the sources may not help in predicting \(Y\) in the target domain \([44]\). One has to find what type of information should be transferred from sources to the target. A number of works are based on the factorization of the joint distribution as \(P_{XY} = P_{X|Y}P_Y\), in which either change in \(P_Y\) or in \(P_{X|Y}\) will cause changes in both \(P_X\) and \(P_{Y|X}\) according to the Bayes rule. One possibility is to assume the change in both \(P_X\) and \(P_{Y|X}\) is due to the change in \(P_Y\), while \(P_{X|Y}\) remains the same, as known as prior probability shift \([51, 41]\) or target shift \([60]\). Similarly, one may assume conditional shift, in which \(P_Y\) remains the same but \(P_{X|Y}\) changes \([60]\). In practice, target shift and conditional shift may both happen, which is known as generalized target shift.

Various methods have been proposed to deal with the above situations. Target shift can be corrected by re-weighting source domain examples using an importance function of \(Y\), which can be estimated by density matching \([60, 22, 20]\). Conditional shift is in general ill-posed because without further constraints on it, \(P^*(X|Y)\) is generally not identifiable given the source-domain data and the target-domain feature values. It has been shown to be identifiable when \(P(X|Y)\) changes in some parametric ways, e.g., when \(P_{X|Y}\) changes under location-scale transformations of \(X\) \([60]\). In addition, the invariant representation learning methods originally proposed for covariate shift can be adopted to achieve invariant causal mechanism \([16]\). Pseudo labels in the target domain may be exploited to refine the matching of conditional distributions \([29, 55]\). Finally, generalized target shift has also been addressed by joint learning of domain-invariant representations and instance weighting function; see, e.g., \([60, 18, 7]\).

For the purpose of discover what to transfer in a automated way, in this paper we mainly consider DA with at least two source domains, although the method can be applied to the single-source case if proper additional constraints are known—for instance, in DA from the MNIST data (a single source code) to the USPS data, as studied in Subsection 5.1 we know that the distribution of the class label, \(P(Y)\), remains unchanged, which makes it possible to do the transfer with a single source domain. Generally speaking, the availability of multiple source domains provides more hints helpful to find \(P^*_t(X|Y)\) as well as \(P^*_t(Y|X)\). Several algorithms have been proposed to combine knowledge from multiple source domains. For instance, they combine source hypotheses with a distribution weighted rule to form the target hypothesis \([33]\), or combine the predictions made by the source hypotheses with the weights determined in different ways \([13, 11, 6]\). As one may see, existing methods mainly assume the properties of the distribution shift and utilize the assumptions for DA; furthermore, the involved assumptions are usually rather strong. Violation of the assumptions may lead to negative transfer.

An essential question then naturally arises—is it possible to develop a data-driven approach to
automatically figure out what information to transfer from the sources to the target and make optimal prediction in the target domain, under mild conditions? This paper aims at an attempt to answer this question, by representing the properties of distribution change with a graphical model, estimating the graphical model from data, and treating prediction in the target domain as a problem of inference on the graphical model given the target-domain feature values. Below we present the used graphical models and how to use them for DA.

2.2 Describing Distribution Change Properties with Augmented Graphical Models

In the target domain, the $Y$ values are to be predicted, and we aim at their optimal prediction with respect to the join distribution. To find the target-domain distribution, one has to leverage source-domain data and exploit the connection between the distributions in different domains. It is then natural to factorize the joint distribution into different components or modules—it would facilitate recovering the target distribution if as few components as possible change across the domains (i.e., as many components as possible remain invariant). Furthermore, in estimation of the changing domains, while $P$ values of the $\theta$ variables are mutually independent, and take the same value across all data points within each domain and may take different values across domains. They indicate the property of distribution change–for any variable with a $\theta$ variable directly into it, its conditional distribution given its parents (implied by the DAG over $X_i$ and $Y$) depends on the corresponding $\theta$ variable, and hence may change across domains. In other words, the distributions across domains differ only in the values of the $\theta$ variables. Once their values are given, the domain-specific joint distribution is given by $P(X,Y,\theta)$, which can be factorized according to the augmented DAG. In the example given in Figure 1, distribution factors $P(X_i)$, $P(Y|X_1)$, and $P(X_3|Y,X_2)$, among others, change across domains, while $P(X_5|Y)$ and $P(X_7|X_3)$ are invariant. The joint data distribution in the $i$th domain can be written as

$$P(X,Y,\theta^{(i)}) = P(X_1|\theta_1^{(i)})P(Y|X_1,\theta_Y^{(i)})P(X_5|Y)P(X_2|Y,X_4,\theta_2^{(i)})P(X_3|Y,X_2,\theta_3^{(i)})\times P(X_4)P(X_6,X_4,\theta_6^{(i)})P(X_7|X_3).$$

We have several remarks to make on the used augmented graph. First, since the $\theta_i$ are independent, the corresponding conditional distributions change independently across domains. Because of such a
independence property, one can model and learn the changes in the corresponding factors separately. Second, we note that each node in the augmented graph may be a set of variables, as a “supernode” instead of a single one. (In the terminology of chain graphs, which have both directed and undirected edges, such a “supernode” can be considered as a chain component of the chain graph [24], and the joint distribution can be factorized as a “DAG of chain components”.) For instance, for the digit recognition problem, one can view the pixels of the digit image as such a “supernode” in the graph. Finally, as discussed above, for the purpose of predicting \(Y\), we only need to exploit the conditional distributions of \(Y\) and its children. Hence, in practice one may not need to find the whole graph over all features and \(Y\). This observation may accelerate the procedure of learning the augmented graph, which will be discussed in Section 3.1.

2.2.1 Relation to Causal Graphs

If the causal graph underlying the observed data is known, there is no confounder (hidden common cause of two variables), and the observed data are perfect random samples from the populations implied by the causal model, then one can directly benefit from using the causal model for transfer learning, as shown in [36, 60, 32]. If fact, in this case our graphical representation encodes the same conditional independence relations as the original causal model.

However, we emphasize that the graph we use for domain adaptation is not necessarily a causal graph. It is worth noting that the causal model, on its own, might not be sufficient to explain the properties of the data, for instance, because of selection bias [2]. Furthermore, it is notoriously difficult to find causal relations based on observational data; to achieve it, one often has to make rather strong assumptions on the causal model (such as faithfulness [49]) and sampling process. On the other hand, it is relatively easy to find the graphical model purely as a description of conditional independence relationships in the variables as well as the properties of changes in the distribution modules.

The underlying causal structure may be very different from the augmented DAG we adopt. Here we give two simple examples to illustrate the possible difference between the underlying causal structure and the graph we use for domain adaptation. In Example 1, let \(Y\) be disease and \(X\) the corresponding symptoms. It is natural to have \(Y\) as a cause of \(X\). Suppose we have data collected in different clinics, each of which corresponds to a domain. Further assume that subjects are assigned to different clinics in a probabilistic way according to how severe the symptoms are. Figure 2(a) gives the causal structure together with the sampling process to generate the data in each domain. \(S\) is a selection variable, and a data point is selected if and only \(S\) takes value 1. \(P(S = 1|X)\) depends on \(\eta_S\), which may take different values across domains, reflecting different sampling mechanisms (e.g., subjects go to different clinics according to their symptoms). In this case, according to data in different domains, \(P(X)\) changes. But \(P(Y|X)\) will stay the same because according to the process given in (a), \(Y\) and \(S\) are conditionally independent given \(X\) and, as a consequence, \(P(Y|X, S) = P(Y|X)\). The graphical model for describing the distribution change across domains is given in Figure 2(b)–they are apparently inconsistent, and the direction between \(Y\) and \(X\) is reversed; however, for the purpose of DA, the graph in (b) suffices and, furthermore, as shown later, it can be directly learned from data from multiple domains.

Example 2 follows the causal structure given in Figure 2(c), where \(X\) and \(Y\) are not directly causally related but have a hidden direct common cause (confounder) \(L\) and the generating process
We now aim to predict the value (or the distribution) of \( Y \) given the observed features \( x^\tau \) in the target domain, which is about \( P(Y^\tau | x^\tau) \), where \( Y^\tau \) is the concatenation of \( Y \) across all data points in the target domain. To achieve so, we have several issues to address. First, which features should be included in the prediction/inference procedure? Second, as illustrated in Figure 1, a number of variables take the same value. Third, for all data in the same domain the \( \theta \) variables take the same value. It is then necessary to properly take into account this “parameter sharing” property in the inference procedure.

Let us first show the general results on calculation of \( P(Y^\tau | x^\tau) \), based on which prediction in the target domain is made. We then discuss how to simplify the estimator, thanks to the specific procedure.

For computational efficiency, we make prediction separately for different data points based on

\[
P(y^\tau_k | x^\tau_k) = \sum_{y^\tau_{k'}} P(y^\tau | x^\tau) = \int P(y^\tau_k | x^\tau_k, \theta) \frac{\prod_k \left[ \sum_{y^\tau_k} P(x^\tau_k, y^\tau_k | \theta) \right] P(\theta)}{\prod_k \left[ \sum_{y^\tau_k} P(x^\tau_k, y^\tau_k | \theta) \right] P(\theta)} d\theta. \tag{1}
\]

In the above expression, \( P(\theta) \) is given in the augmented graphical model, \( P(y^\tau_k, x^\tau_k | \theta) \) can be calculated by making use of the chain rule on the augmented graphical model, and \( P(y^\tau_k | x^\tau_k, \theta) \) can be estimated by training a probabilistic classifier on the generated data from our model.
The work [36] considered the transportability of a particular quantity, the causal effects of one variable $Y$ and $X$, and $(X, \theta)$ controls the conditional distribution of $Y$ given its parents is $P(V_j | \mathcal{PA}(V_j), \theta_{V_j})$, where $\theta_{V_j}$ is the empty set if this conditional distribution does not change across domains. Let

$$C_{jk} := P(v^T_{jk} | \mathcal{PA}(v^T_{jk}), \theta_{V_j})$$

be shorthand for the conditional distribution of $V_j$ taking value $v^T_{jk}$ conditioning on its parents taking the $k$th value in the target domain and the value of $\theta_{V_j}$. $P(x^T_k, y^T_k | \theta)$ can be factorized as

$$P(x^T_k, y^T_k | \theta) = \prod_{V_j \in \mathcal{V}} C_{jk} \cdot \prod_{W_j \notin \mathcal{V}} P(w^T_{jk} | \mathcal{PA}(w^T_{jk}), \theta_{W_j}).$$

Substituting the above expression into Eq. [1] one can see that $N_k$, defined above, will not appear in the final expression, so finally

$$P(y^T_k | x^T) = \int P(y^T_k | x^T, \theta) \prod \left[ \sum_{y^T_j} \prod_{V_j \in \mathcal{V}} C_{jk} \right] \prod_{V_j \in \mathcal{V}} P(\theta_{V_j}) d\theta_{V_j}$$

It is natural to see from the above final expression of $P(y^T_k | x^T)$ that 1) only the conditional distributions for $Y$ and its children (variables in $\mathcal{V}$) need to be adapted (their corresponding $\theta$ variables are involved in the expression) and that 2) among all features, only those in the MB of $Y$ are involved in the expression. Practical implementations of the estimation method will be discussed in Section 3.3.

### 2.3.1 Benefits from a Bayesian Treatment

Many traditional procedures for unsupervised DA are concerned with the identifiability of the joint distribution, or more specifically, the conditional distribution of the target given the features, in the target domain, where only feature values are given [36, 60]. If the joint distribution is identifiable, a classifier can be learned by minimizing the loss with respect to the target-domain joint distribution. The work [36] considered the transportability of a particular quantity, the causal effects of one variable on another in a causal model, with graphical criteria. In the context of domain adaptation, it was shown that additional parametric constraints on the conditional distributions, e.g., the assumptions of location-scale transformations for the features given the label $Y$, help improve the identifiability of the target-domain joint distribution [60]. Without the identifiability of the relevant distributional information, successful DA is not guaranteed.

However, we note that even in the situation where the target-domain joint distribution is not identifiable, the Bayesian treatment, by incorporating the prior distribution of $\theta$ and inferring the posterior of $Y$ in the target domain, may provide very informative prediction—the prior distribution of $\theta$ constrains the changeability of the distribution modules, and such constraints may enable “soft” identifiability of $Y$. We use an example to illustrate it. For clarity purposes, we use simple parametric models and a single feature $X$ for the conditional distributions: $Y \sim N(0, \theta_Y)$, $X = Y + E$, where $E \sim N(0, \theta_X)$, i.e., $X|Y \sim N(Y, \theta_Z)$. So $\theta_Y$ controls the distribution of $Y$, and $\theta_X$ controls the conditional distribution of $X$ given $Y$. The marginal distribution of $X$ is then $X \sim N(0, \theta_Y + \theta_X)$, which is what we can observe in the target domain. Clearly, from $P(X)$ in the target domain, $P(Y)$ or $P(X|Y)$ is not identifiable because $P(X)$ gives only $\theta_Y + \theta_X$. Now suppose we have prior distributions for $\theta_Y$ and $\theta_X$: $\theta_Y \sim \Gamma(3, 1) \text{ and } \theta_X \sim \Gamma(1.5, 1)$, where the two arguments are the shape and scale parameters of the gamma distribution, respectively. Figure 3(a) shows their prior distributions, and (b) gives the corresponding posterior distribution of $\theta_Y$ given the variance of $X$, whose empirical version is observed in the target domain. One can see that although $\theta_Y$ as well as
θ_X is not theoretically identifiable, P(θ_Y | Var(X)) is informative as to the value that θ_Y may take. Especially when Var(X) is relatively small, the posterior distribution is narrow. The information we have about θ_Y and X then allows non-trivial prediction of the target-domain joint distribution and the Y values from the values of X.

Figure 3: An illustration of the benefit of Bayesian treatment of the changeability of distribution modules (represented by the θ variables).

3 Implementation of Data-Driven DA

In practice we are given data and the graphical model is not available. For DA, we then need to learn (the relevant part of) the augmented graphical model from data, which includes the augmented DAG structure, the conditional distribution of each variable in CH(Y) ∪ {Y} given its parents, and the prior distribution of the relevant θ variables, and then develop computational methods for inferring Y on it given the target-domain data.

3.1 Learning the Augmented DAG

For wide applicability of the proposed DA procedure, we aim to find a nonparametric method to learn the augmented DAG, instead of assuming restrictive conditional models such as linear ones. We note that in the causality community, finding causal relations from nonstationary or heterogeneous data has attracted some attention in recent years. In particular, under a set of assumptions, a nonparametric method to tackle this causal discovery problem, called Causal Discovery from Nonstationary/heterogeneous Data (CD-NOD) [58, 20], was recently proposed. The method is an extension of the PC algorithm [50] and consists of 1) figuring out where the causal mechanisms (or the corresponding conditional distributions) change, 2) estimation of the skeleton of the causal graph (i.e., edges of the causal graph but without directionality), and 3) determination of causal directions based on not only the orientation rules of the PC algorithm, but also the independent change property of causal modules (corresponding to distribution factors). Here we adapt their method for learning the portion of the augmented DAG that is needed for DA, without resorting to the assumptions made in their work. Denote by S the set of Y and all X_i. The adapted method has the following three steps.

Step 1 (Finding changing distribution factors and estimating undirected graph) Let C be the domain index. Apply the first stage of the PC algorithm to S ∪ {C} (the domain index C is
added to the variable set to capture the changeability of the conditional distributions); it starts with an undirected, fully connected graph, removes the edge between two variables that are conditionally independent given some other variables, and finally determines the skeleton. It is interesting to note that if variable $S_i \in S$ is adjacent to $C$, then $S_i$ is conditionally dependent on $C$ given any subset of the remaining variables, and hence, there exists two different values of $C$, $c_1$ and $c_2$, such that $P(S_i | P\alpha(S_i), C = c_1) \neq P(S_i | P\alpha(S_i), C = c_2)$, meaning that $P(S_i | P\alpha(S_i))$ must change across domains. Also add variable $\theta_{S_i}$ in the graph, which points to $S_i$.

**Step 2 (Determining edge direction with additional constraints)** We then find $v$-structures in the graph and do orientation propagation, as in the PC algorithm [50], but we benefit from additional constraints implied by the augmented DAG structure. In this procedure, we first make use of the constraint that if variable $S_i$ is adjacent to $C$, then there exists a $\theta$ variable, $\theta_{S_i}$, pointing to $S_i$; given this direction, one may further determine the directions of other edges [58]. In particular, suppose $S_j$ is adjacent to $S_i$ but not to $C$. Then if it is conditionally independent from $C$ given a variable set that does not include $S_i$, orient the edge between them as $S_j \rightarrow S_i$; if it is conditionally independent from $C$ given a variable set that includes $S_i$, orient it as $S_j \leftarrow S_i$. Second, if $S_i$ and $S_j$ are adjacent and are both adjacent to $C$, use the direction between them which gives independent changes in their conditional distributions, $P(S_i | P\alpha(S_i))$ and $P(S_j | P\alpha(S_j))$ [20]. If the changes are dependent in both directions, merge $S_i$ and $S_j$ as (part of) a “supernode” in the graph, and merge their corresponding $\theta$ variables.

**Step 3 (Instantiating a DAG)** Step 2 produces a partially directed acyclic graph (PDAG), representing an Markov equivalence class [24]. All augmented DAGs in this equivalence class have the same (conditional) independence relations, so finally, we instantiate from the equivalence class a DAG over $Y$ and the variables in its MB. (It was shown in Section 2.3 that inferring the posterior of $Y$ involves only the conditional distributions of $Y$ and its children, not necessarily the conditional distribution of every feature.)

Two remarks are worth making on this procedure. First, to avoid strong assumptions on the forms of the conditional distributions, we make use of a nonparametric test of conditional independence, namely, kernel-based conditional independence test [59], when learning the augmented DAG. Second, given that the final inference for $Y$ in the target domain, given by (3), depends only on the conditional distributions of $Y$ and its children, one may extend some form of local graph structure discovery procedure (see, e.g., [8, 14]), to directly find the local graph structure involving $Y$ and variables in its MB. This will be particularly beneficial on the computational load if we deal with high-dimensional features.

### 3.2 Latent-Variable CGAN for Modeling Changing Conditional Distributions

The second practical issue to be addressed is how to represent and learn the conditional distributions involved in (3). In light of the power of the Generative Adversarial Network (GAN) [17] in capturing the property of high-dimensional distributions and generating new random samples and the capacity of Conditional GAN (CGAN) [42] in learning flexible conditional distribution, we propose an extension of CGAN, namely, Latent-Variable CGAN (LV-CGAN), to model and learn a class of conditional distributions $P(S_i | P\alpha(S_i), \theta_{S_i})$, with $\theta_{S_i}$ as a latent variable.

As an example, Figure 4 shows the structure of the LV-CGAN to model the conditional distribution of $P(X_3 | Y, X_2)$ across domains implied by the augmented DAG given in Figure 1. The whole network, including its parameters, is shared, and only the value of $\theta_3$ may vary across domains. Hence, it explicitly models both changing and invariant

![Figure 4: LV-CGAN for modeling $P(X_3 | Y, X_2, \theta_3)$ implied by the graph given in Figure 1](image-url)
portions in the conditional distribution; the former is captured by different values of $\theta_3$ across domains, and the latter is implied by the fact that the whole network except the value of $\theta_3$ is shared across domains. In the $i$th domain, $\theta_3$ takes value $\theta_3^{(i)}$ and encodes the domain-specific information. The network specifies a model distribution $Q(X_3|Y,X_2,\theta_3)$ by the generative process

$$X_3 = g_3(Y,X_2,E_3,\theta_3),$$  \hspace{1cm} (4)

which transforms random noise $E_3$ to $X_3$, conditioning on $Y$, $X_2$, and $\theta_3$. $E_3$ is independent of $Y$ and $X_2$, and its distribution is fixed (we used the standard Gaussian distribution). $g_3$ is a function represented by a neural network (NN) and shared by all domains. $Q(X_3|Y,X_2,\theta_3^{(i)})$ is trained to approximate the conditional distribution $P(X_3|Y,X_2)$ in the $i$th domain. For invariant conditional distributions such as $P(X_3|Y)$, the $\theta$ input vanishes and it becomes a CGAN.

To estimate the LV-CGAN as well as the $\theta$ values, for which an example is, from empirical data, we adopt the adversarial training strategy [17, 25], which minimizes the distance between the empirical distributions in all source domains and the empirical distribution of the data sampled from model (4). Note that the $\theta$ variables are independent and, as a consequence, we can learn the LV-CGAN for each conditional distribution separately. It is clear that the values of the $\theta$ variables are not uniquely identifiable, but any estimated value would suffice as long as the conditional distributions across domains are properly modeled.

For the brevity of notation, suppose we aim to learn the conditional distribution $P(W|U,\theta)$, where $U$ is the parent set of $W$; then the corresponding LV-CGAN generative process is $W = g(U,E,\theta)$. For the example given in Figure 4, $W$, $U$, $E$, and $\theta$ correspond to $X_3$ and $(Y,X_2)$, $E_3$, and $\theta_3$, respectively. Because our model involves an unknown $\theta$ variable whose distribution is unknown, we cannot directly sample data from the model. To enable adversarial training, we reparameterize $\theta$ by a linear transformation of the one-hot representation $1_i$ of domain index $i$, i.e., $\theta = \Theta^T 1_i$, where $\Theta$ can be learned by adversarial training.

We aim to match distributions in all source domains. In particular, in the $i$th source domain, we estimate the model by matching the joint distributions $P_{W,U}^{(i)}$ and $Q_{W,U}^{(i)}$, where $Q_{W,U}^{(i)}$ is the joint distribution of the LV-CGAN output $W = g(U,E,\theta)$ and input $U$. Specifically, we use the Maximum Mean Discrepancy (MMD) [21, 48, 25] to measure the distance between the true and model distributions:

$$J^{(i)} = \left\| E_{(W,U)\sim P_{W,U}^{(i)}}[\phi(W)\otimes\psi(U)] - E_{(W,U)\sim Q_{W,U}^{(i)}}[\phi(W)\otimes\psi(U)] \right\|^2_{H_w \otimes H_u},$$  \hspace{1cm} (5)

where $H_w$ denotes a characteristic Reproducing Kernel Hilbert Space (RKHS) on the input feature space $W$ associated with kernel $k(\cdot,\cdot) : W \times U \rightarrow \mathbb{R}$, $\phi$ the associated mapping such that $\phi(w) \in H_w$, and $H_u$ the RKHS on the label space $U$ associated with kernel $l(\cdot,\cdot) : U \times U \rightarrow \mathbb{R}$ and mapping $\psi$. In practice, given a mini-batch of size $n$ consisting of $(w_{j}^{(i)},u_{j}^{(i)})_{j=1}^{n}$ sampled from the source domain data and $((\hat{w}_{q}^{(i)},\hat{u}_{q}^{(i)}))_{q=1}^{n}$ sampled from the generator, we need to estimate the empirical MMD for gradient evaluation and optimization:

$$j^{(i)} = \frac{1}{n^2} \sum_{j}^{n} \sum_{q}^{n} k(w_{j}^{(i)},w_{q}^{(i)})l(u_{j}^{(i)},u_{q}^{(i)}) - \frac{2}{n^2} \sum_{j}^{n} \sum_{q}^{n} k(w_{j}^{(i)},\hat{w}_{q}^{(i)})l(u_{j}^{(i)},\hat{u}_{q}^{(i)}) + \frac{1}{n^2} \sum_{j}^{n} \sum_{q}^{n} k(\hat{w}_{j}^{(i)},\hat{w}_{q}^{(i)})l(\hat{u}_{j}^{(i)},\hat{u}_{q}^{(i)}).$$

Given $s$ source domains, we learn all parameters in the neural network $g$ and $\{\theta^{(i)}\}_{i=1}^{s}$ by minimizing the total cost $\sum_{i=1}^{s} j^{(i)}$. Clearly $\theta$ is not identifiable from the empirical data; for instance, for any invertible function $h$, we can change $\theta$ to $\theta' = h(\theta)$ and change the LV-CGAN $W = g(U,E,\theta)$ to $W = g(U,E,h^{-1}(\theta'))$ at the same time, while they imply the same conditional distribution of $W$ given $U$ across domains. The non-identifiability of $\theta$ is not our concern. It suffices as long as the conditional distributions across domains are properly modeled.
In the single-source setting, we assume $P(Y)$ does not change, and learn LV-CGAN on both source and target domains. We match the conditional in the source domain (as in the multiple-source case) and $P(X)$ in the target domain (as it has only unlabeled data) to learn LV-CGAN and domain-specific values of $\theta$.

We note that in the causality field, some recent methods represent functional causal models using neural networks [18], and leverage different complexities of the factorizations of a fixed data distribution in different directions to learn causal direction. In contrast, our LV-CGAN aims to encode the difference in the conditional distribution across domains, as indicated by different values of $\theta$.

### 3.3 Inference on the Graphical Models

Finally, to apply the inference rule [3], which gives the posterior of $Y$ in the target domain, we need make use of the marginal distributions $P(\theta_{V_j})$ and conditional distributions $C_{jk}$, given in (2), for each $V_j$ that is $Y$ or any of its children. For the former, we use a smoothed version of the estimated values in the source domains, $\hat{\theta}_{V_j}^{(1)},...,\hat{\theta}_{V_j}^{(s)}$. That is, a prior $p(\theta_{V_j})$ is obtained using kernel density estimation: $\hat{P}(\theta_{V_j} = a) = \frac{1}{s} \sum_{i=1}^{s} K_h(a - \hat{\theta}_{V_j}^{(i)})$, where $K_h$ is the Gaussian kernel. We use Silverman’s rule of thumb to set the kernel width [47].

For the latter, one need estimate the conditional distribution implied by the LV-CGAN. We use a straightforward procedure based on sampling and kernel density estimation to estimate the conditional distribution $C_{jk} = P(V_j = v_{jk}^\tau | PA(v_{jk}^\tau), \theta_{V_j})$. To this end, in the LV-CGAN corresponding to this conditional distribution, we let $PA(V_j)$ take its $k$th value in the target domain, and for each value of $\theta_{V_j}$, we generate a number of random samples for $V_j$ by sampling random points from $Q(E_{V_j})$ and feed them into the LV-CGAN. (In our experiments we used 100 random samples.) The (conditional) distribution of $V_j$ is then estimated by kernel density estimation from these 100 samples.

Now all quantities involved in inference rule [3], including the structure of the augmented DAG over $Y$ and the members of its MB, the prior distribution of the relevant $\theta$ variables, and the conditional distributions $C_{jk}$, are available. One can then apply the rule to find the posterior of $Y$ for the $k$th point in the target domain.

Regarding the computational complexity of the whole algorithm, the complexity of graph learning (a modification of the PC algorithm) is generally polynomial in the dimensionality, but it will roughly depend on the size of the Markov blanket of $Y$ if one uses a suitable local structure learning method; the complexity of the inference phase is linear in the size of the Markov blanket, but in practice it might be costly because of sampling, and improving its efficiency in light of recent advances in Bayesian inference is under exploration.

### 4 Simulations

We simulated binary classification data from the graph on Figure 1, where we varied the number of source domains between 2, 4 and 9. We modeled each module in the graph with 1-hidden-layer MLPs. In each replication, we randomly sampled the MLP parameters and domain-specific $\theta$ values from $N(0, I)$. We sampled 500 points in each source domain and the target domain. We compared our approach, denoted by Infer, against alternatives. We include a hypothesis combination method, denoted simple adapt [33], linear mixture of source conditionals [37] denoted by weigh sample and comb classif respectively. We also compare to the pooling SVM (denoted pool SVM), which merges all source data to train the SVM, as well as domain-invariant component analysis (DICA) [34], and Learning marginal predictors (LMP) [4]. The results are presented in Table 1. From the results, it can be seen that the proposed method outperforms the baselines by a large margin. Regarding significance of the results, we compared our method with the two other most powerful methods (DICA and LMP) using Wilcoxon signed rank test. The the p-values are 0.074, 0.009, 0.203 (against DICA) and 0.067, 0.074, 0.074 (against LMP), for 2, 4, and 9 source domains, respectively.
Table 1: Accuracy on simulated datasets for the baselines and proposed method. The values presented are averages over 10 replicates for each experiment. Standard deviation is in parentheses.

Table 2: Accuracy on the Wi-Fi data. The values presented are averages over 10 replicates for each experiment. Standard deviation is in parentheses.

5 Results on Real Data

5.1 MNIST-USPS

Here we use MNIST-USPS dataset to demonstrate whether LV-CGAN can successfully learn distribution changes and generate new domains. We also test the classification accuracy in the target domain. MNIST and USPS are two digit recognition datasets with 10 classes. We used $Y \rightarrow X$ (as in previous work such as [16]), where $X$ is the image, as the graph for adaptation. There exists a slight scale change between the two domains. In this task there is only a single source domain, so we make some modification of the proposed approach to accommodate the single source setting. Specifically, we assume $P(Y)$ does not change and match the marginal distribution of generated images from LV-CGAN to that of the target domain images.

Following CoGAN [27, 5], we use the standard training-test splits for both MNIST and USPS. We compare our method with CORAL [53], DAN [28], DANN [12], DSN [5], and CoGAN [27]. We adopt the discriminator in CoGAN for classification by training on the generated labeled images from our proposed model, and choose baselines according to [27]. The quantitative results are shown in Table 3. It can be seen that our method achieves slightly better performance than CoGAN and outperforms the other methods.

In addition, we provide qualitative results to demonstrate our model's ability to generate new domains. As shown in Figure 5, we generate a new domain in the middle of MNIST and USPS. The images on the new domain have slightly larger scale than those on MNIST and slightly smaller scale than those on USPS, indicating that our model understands how the distribution changes.
Although the slight scale change is not easily distinguishable by human eyes, it causes a performance degradation in terms of classification accuracy. The proposed LV-CGAN successfully recovers the joint distribution in the target domain and enables accurate prediction in the target domain.

### 5.2 Wi-Fi Localization Dataset

We then perform evaluations on the cross-domain indoor WiFi location dataset [61]. The WiFi data were collected from a building hallway area, which was discretized into a space of grids. At each grid point, the strength of WiFi signals received from $D$ access points was collected. We aim to predict the location of the device from the $D$-dimensional WiFi signals.

For the multiple-source setting, we cast it as a classification problem, where each location is assigned with a discrete label. We only consider the task of transfer between different time periods, because the distribution of signal strength changes with time while the underlying graphical model is rather stable, which satisfies our model assumption. The WiFi data were collected by the same device during three different time periods $t_1$, $t_2$, and $t_3$ in the same hallway. Three sub-tasks including $t_2 \rightarrow t_1$, $t_1 \rightarrow t_2$, and $t_1 \rightarrow t_3$ are taken for performance evaluation. We thus obtained 19 possible labels, and in each domain we sampled 700 points in 10 replicates. We learn the graphical model, changing modules, and the LV-CGAN from the two source domains, and perform Bayesian inference in the target domain. The graph learned from the WiFi data is given in Figure 6.

We implement our LV-CGAN by using Multi-Layer Perceptions (MLPs) with one hidden layer (32 nodes) to model the function of each module and set the dimension of input noise $E$ and $\theta$ involved in each module to 1. The reported result is classification accuracy of location labels. We used the same baselines as in the simulated dataset, and we present the results in Table 2. The results show that our method outperforms all baselines by a large margin.

![Figure 6: The causal structure learned by CD-NOD on the WiFi t1 and t2 datasets. Pink nodes denote the changing modules and green ones denote the constant modules whose conditional distribution does not change across domains.](image)
6 Conclusion and Discussions

In this paper we proposed a framework to deal with unsupervised domain adaptation with multiple source domains by considering domain adaptation as an inference problem on a particular type of graphical model over the target variable and features or their combinations as super-nodes, which encodes the change properties of the data across domains. The graphical model can be directly estimated from data, leading to an automated, end-to-end approach to domain adaptation. As future work, we will study how the sparsity level of the learned graph affects the final prediction performance and, more importantly, aim to improve the computational efficiency of the method by resorting to more efficient inference procedures. Dealing with transfer learning with different feature spaces (known as heterogeneous transfer learning) by extending our approach is also a direction to explore.
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