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Figure 1: Examples of super-resolved CT images from the Coltea-Lung-CT-100W data set, for an upscaling factor of 4×. The HR images produced by two baselines (bicubic interpolation and EDSR [1]) are compared with the images given by two enhanced versions of EDSR [1], one based on our single-contrast attention module (MHCA), and another based on our multimodal attention module (MMHCA).

1. Additional Qualitative Results

In Figure ¹ we illustrate qualitative results obtained by two baselines (bicubic and EDSR [1]) versus two enhanced versions of EDSR [1], namely EDSR [1] + MHCA and EDSR [1] + MMHCA, for an upscaling factor of 4×. We observe that our EDSR [1] + MMHCA model is able to create sharper reconstructions and to improve the contrast levels.
Figure 2: Views (top row) of a tensor computed for an example from NAMIC, which is given as input to MMHCA, and the corresponding attention maps (middle row) along the spatial (first six columns) and channel (last two columns) dimensions, showing that MMHCA performs joint channel and spatial attention. Views with superimposed attention maps are displayed on the bottom row. Best viewed in color.

2. Attention Visualization

In Figure 2 we show various perspectives along the spatial and channel dimensions of a tensor given as input to MMHCA. Looking at the attention corresponding to individual activation maps (first six columns), we observe that our module attends to salient contours and edges, or even full organs. Analyzing the attention along the channel axis (last two columns), we observe that, in this example, our module tends to mainly focus on the first LR input, naturally because the first LR input is the modality (contrast type) that corresponds to the HR output, containing the most relevant information to super-resolve the image. In contrast, the second modality is scarcely attended by our module. Overall, we observe that MMHCA performs both spatial and channel attention, confirming that our attention module works as intended.
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