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A New Method for Predicting the Permeability of Sandstone in Deep Reservoirs
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Capillary pressure curve data measured through the mercury injection method can accurately reflect the pore throat characteristics of reservoir rock; in this study, a new methodology is proposed to solve the aforementioned problem by virtue of the support vector regression tool and two improved models according to Swanson and capillary parachor parameters. Based on previous research data on the mercury injection capillary pressure (MICP) for two groups of core plugs excised, several permeability prediction models, including Swanson, improved Swanson, capillary parachor, improved capillary parachor, and support vector regression (SVR) models, are established to estimate the permeability. The results show that the SVR models are applicable in both high and relatively low porosity-permeability sandstone reservoirs; it can provide a higher degree of precision, and it is recognized as a helpful tool aimed at estimating the permeability in sandstone formations, particularly in situations where it is crucial to obtain a precise estimation value.

1. Introduction

In the process of exploring and developing oil and gas fields, permeability has been recognized as one of the key parameters to understand the characteristics of reservoir percolation and to evaluate the productivity of oil and gas wells [1–3]. However, the pore structure of a reservoir is complex, particularly in a reservoir with a high degree of heterogeneity. The accurate prediction of permeability has always been a difficult problem in reservoir evaluation and oil and gas exploration. The research results of Leverett [4] show that mercury injection can be used to generate capillary pressure curves of core samples, which is significant in terms of studying the reservoir pore structure. Thus, a large amount of research has been carried out by scholars for prediction of the reservoir permeability based on mercury injection capillary pressure (MICP) data. Purcell [5] initially proposed that MICP data are useful for estimation of the permeability. If it is assumed that numerous parallel bundles of capillary tubes constitute the porous media, Poiseuille’s equation and Darcy’s law can estimate the permeability. In addition, there are a large number of methods and corresponding models for the sake of estimating the permeability as accurately as possible, including correlating the permeability with MICP parameters. For predicting the permeability from MICP data, there exist certain common models, such as the Swanson parameter-based model [6], the capillary parachor parameter-based model [7], R35- (the pore throat radius corresponding to 35.0% of mercury injection saturation-) based model, R50- (the pore throat radius corresponding to 50.0% of mercury injection saturation-), and so forth.
saturation-) based model, and R10- (the pore throat radius corresponding to 10.0% of mercury injection saturation-) based model [8–10]. By analyzing the mercury pressure data of cores with different levels of permeability, the parameters reflecting the characteristics of reservoir pore throats are proposed, and a statistical model for the permeability is established [11]. Generally, as is true for researchers who study the permeability estimation by virtue of mercury injection capillary pressure information, the models have only one goal: improvement of the prediction accuracy to meet the needs of reservoir evaluation and oil and gas exploration.

Recently, according to an increasing number of studies, intelligent systems are superior to practical and statistical methods with regard to the relative problems of geosciences and petroleum [12–14]. Therefore, it has been observed that most scholars tend to exploit artificial intelligence techniques to solve their problems in different fields of research and application [15–18]. This paper will attempt to apply artificial intelligence technology to permeability estimation research. Indeed, the SVR method exploits structural risk minimization (SRM) combined with empirical risk minimization (ERM). Under these circumstances, much more reliable results are produced by the SVR method compared to those of neural networks that focus on using the ERM principle. Therefore, the SVR method is used to estimate the permeability from MICP data. In addition, the classical methods proposed by previous researchers have also been improved in this study. Finally, the SVR method is superior to other methods based on comparison results.

2. Theory and Methodology

2.1. The Analysis of Mercury-Injection Capillary Pressure (MICP) Curves. Mercury injection capillary pressure (MICP) curves are primarily utilized for several purposes, including the classification of rock types, calculation of the oil saturation according to the height above free water level (HAFWL) method, evaluation of the rock quality, and estimation of the relative permeability [10]. Purcell [5] initially suggested that the permeability estimation could be achieved through MICP data. Once it is assumed that numerous parallel bundles of capillary tubes constitute the porous medium, Poiseuille’s equation and Darcy’s law can be used to estimate the permeability, which is expressed as follows:

$$K = 2g(\sigma \cos \theta)² \frac{\phi}{P_c} \int_0^{\infty} \frac{dS_{nw}}{P_c^2},$$

(1)

where $g$ is a lithologic parameter; $\sigma$ represents the interfacial tension of the two-phase fluid, mN/m; $\theta$ denotes the surface contact angle; $P_c$ refers to the capillary pressure, MPa; and $S_{nw}$ is the nonwetting phase fluid saturation, %.

Throughout field applications, it can be challenging to estimate the permeability with equation (1) from MICP data in that there are numerous input parameters that need to be obtained first. There are numerous methods and corresponding models for estimating the permeability as accurately as possible, including correlating the permeability with MICP parameters. For predicting the permeability from MICP data, there exist certain common models, such as the capillary parachor parameter-based model and the Swanson parameter-based model.

In most cases, semilog coordinates are employed to plot MICP curves; the linear coordinates of the x-axis represent the mercury injection saturation ($S_{Hg}$), and the logarithmic coordinates of the y-axis represent the mercury injection pressure ($P_c$). Nevertheless, according to Rahul et al. [19], it is said that while saturation data and capillary pressures become marked on a log-log scale, a smooth curve that relatively fits all points and resembles a hyperbola can be described mathematically as follows:

$$\log \left(\frac{P_c}{P_d}\right) \times \log \left(\frac{S_{Hg}}{S_{Hg_{max}}}\right) = -C^2,$$

(2)

where $P_c$ refers to the pressure of mercury intrusion, MPa; $P_d$ denotes the displacement pressure, MPa; $S_{Hg}$ is the mercury saturation, %; $S_{Hg_{max}}$ refers to the intrusion mercury saturation at infinite capillary pressure, %; and $C^2$ is the pore geometry factor.

As shown in Figure 1(a), the inflection point A in the capillary pressure curve necessarily refers to the vertex of the hyperbola on a log-log scale, which is closely related to the situation where part of the effective pore space, which controls the fluid flow, in effect becomes greatly dominated by the nonwetting phase.

The ($S_{Hg}/P_c$) A value of point A is called the Swanson parameter [6]. According to Guo et al. [7], under steady state conditions, equation (2) is decomposed, and it has been observed that once a chart is designed that uses $S_{Hg}$ as the abscissa and $S_{Hg}/P_c^2$ as the ordinate, the capillary parachor parameter can be regarded as the highest point, ($S_{Hg}/P_c^2_{max}$) at which the pore structure of the reservoir can also be reflected. Figure 1(b) shows typical curves of the relations of $S_{Hg}/P_c$ and $S_{Hg}/P_c^2$ versus the intrusion mercury saturation $S_{Hg}$; it is observed that the curves share similarities with the parabolic curves with a maximum.

2.2. Methodology of Support Vector Regression (SVR). Vapnik [20] proposed that support vector regression could be regarded as a machine learning technique. Attributed to its superior ability with regard to successfully dealing with many nonlinear regression problems, the SVR method is regarded as a kind of arresting tool featuring promising applications. In addition to the supplementary empirical risk minimization principle that traditionally uses neural networks for the development of accurate models, the structural risk minimization principle is exploited by the SVR method [20–23]. The underlying structure of the SVR method is elaborated on in the following section. Actually, as for SVR regression, the final aim should be that the linear relation is determined between $n$-dimensional input vectors $x \in \mathbb{R}^n$ and variables $y \in \mathbb{R}$, which is expressed in the following way:

$$f(x) = w^T x + b,$$

(3)
where \( w \) and \( b \) are the slope and offset of the regression line, respectively. To determine the values of \( w \) and \( b \), the minimization of the following equation is necessary:

\[
R = \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} |y_i - f(x_i)|_\varepsilon.
\]

(4)

Introduced by Vapnik (1995), the loss function employed in the SVR method can be \( \varepsilon \)-insensitive and is expressed as follows:

\[
|y_i - f(x_i)|_\varepsilon = \begin{cases} 
0, & |y_i - f(x_i)| \leq \varepsilon \\
|y_i - f(x_i)| - \varepsilon, & \text{otherwise}
\end{cases}
\]

(5)

A dual space can be used to reformulate this problem, which is expressed as follows: to maximize

\[
L_p(\alpha_i, \alpha_i^*) = -\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*)x_i^Tx_j \\
- \varepsilon \sum_{i=1}^{l} (\alpha_i + \alpha_i^*) + \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)y_i,
\]

(6)

and subject to

\[
\begin{cases} 
\sum_{i=1}^{l} (\alpha_i - \alpha_i^*) = 0, \\
0 \leq \alpha_i \leq C, & i = 1, 2, \ldots, l, \\
0 \leq \alpha_i^* \leq C, & i = 1, 2, \ldots, l,
\end{cases}
\]

(7)

where \( \alpha_i \geq 0, \alpha_i^* \geq 0 \) refers to the positive Lagrange multipliers. \( C \) denotes a regulated positive parameter to determine the trade-off between the approximation error and the weight vector norm \( ||w|| \). After calculating the Lagrange multipliers \( \alpha_i \) and \( \alpha_i^* \), training data points that satisfy \( \alpha_i - \alpha_i^* \neq 0 \) can be employed to define the function of decision. Therefore, the most appropriate linear hyper surface regression can be provided as follows:

\[
f(x) = w_0^Tx + b = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)x_i^Tx + b.
\]

(8)

The desired weight vector of the regression hyper plane can be provided by:

\[
w_0 = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)x_i^Tx + b.
\]

(9)

In nonlinear regression, the input data are mapped onto a higher dimensional feature space through a kernel function, such that a linear regression hyper plane is generated. In the SVR method, some of the common kernel functions include the radial basis function (RBF), polynomial function, and sigmoid function. Under the condition of nonlinear regression, the identical approach is employed in the linear case to formulate the learning problem again; that is, the nonlinear hyperplane regression function is obtained as follows:

\[
f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)K(x_i, x) + b,
\]

(10)
where $K(x_i, x_j)$ refers to the kernel function, which can be expressed as follows:

$$

\begin{align*}
\begin{cases}
  k(x_i, x_j) &= \phi^T(x_i)\phi(x_j), i, j = 1, 2, \ldots, l \\
  \phi^T(x_i)\phi(x_j) &= \exp \left(-\frac{1}{2\gamma^2} \|x_i - x_j\|^2\right)
\end{cases}
\end{align*}

\tag{11}
$$

where $\phi(x_i)$ and $\phi(x_j)$ refer to the projections of $x_i$ and $x_j$ in the feature space, respectively. Through research, the Gaussian radial basis function was selected as the kernel function for the SVR model construction. In the above equation, $\gamma$ refers to the width of the kernel function.

Table 1: Data for the thirty core samples that have been studied in this work (Liu et al. [35]).

| Core no. | Porosity (%) | Permeability (mD) | Swanson parameter | Capillary parachor parameter | $P_d$ (MPa) | $P_{d,50}$ (MPa) | $R_m$ (μm) |
|----------|--------------|-------------------|------------------|-------------------------------|-------------|----------------|------------|
| 1        | 32           | 81.9              | 105.1            | 352.4                         | 0.1512      | 1.004          | 1.799      |
| 2        | 35.1         | 56.3              | 273.9            | 2039.7                        | 0.0523      | 0.332          | 4.425      |
| 3        | 39.3         | 8846.5            | 1402.8           | 44,158.20                     | 0.0127      | 0.038          | 20.009     |
| 4        | 35.1         | 1285.1            | 430.2            | 6485.6                        | 0.0412      | 0.139          | 6.979      |
| 5        | 36.4         | 3473              | 780.3            | 16,743.70                     | 0.0218      | 0.076          | 11.395     |
| 6        | 35.3         | 6997.7            | 1373.8           | 44,489.80                     | 0.0126      | 0.039          | 19.125     |
| 7        | 34.4         | 240.2             | 224.2            | 1182.3                        | 0.1019      | 0.275          | 3.102      |
| 8        | 30.2         | 43.6              | 70               | 233.7                         | 0.1551      | 3.159          | 1.36       |
| 9        | 37.7         | 1988.8            | 510.7            | 6886.2                        | 0.0425      | 0.102          | 7.796      |
| 10       | 35.9         | 625.7             | 286              | 1940.5                        | 0.0521      | 0.208          | 4.484      |
| 11       | 31.8         | 702               | 257.4            | 2543.5                        | 0.042       | 0.286          | 4.935      |
| 12       | 38.8         | 6639.1            | 1429.1           | 40,714.00                     | 0.0126      | 0.037          | 18.811     |
| 13       | 36.8         | 9567.3            | 1787.5           | 58,607.90                     | 0.0077      | 0.03           | 22.27      |
| 14       | 33.1         | 1887.2            | 585              | 10,048.10                     | 0.0323      | 0.15           | 7.833      |
| 15       | 28.7         | 31.4              | 59               | 172                           | 0.1589      | 1.694          | 1.157      |
| 16       | 36           | 1710.9            | 643.4            | 15,318.50                     | 0.0122      | 0.105          | 10.323     |
| 17       | 35.5         | 1654.2            | 641.5            | 9574                           | 0.0081      | 0.098          | 11.533     |
| 18       | 37.3         | 3363.7            | 914.8            | 17,107.70                     | 0.008       | 0.059          | 13.284     |
| 19       | 37.8         | 1024.5            | 353.1            | 2968.7                        | 0.0321      | 0.149          | 5.509      |
| 20       | 31           | 39.4              | 22.9             | 202                           | 0.1577      | 1.694          | 1.225      |
| 21       | 26.3         | 294               | 397.2            | 4092.3                        | 0.0494      | 0.144          | 5.015      |
| 22       | 27.2         | 455               | 438.7            | 4514.1                        | 0.0492      | 0.128          | 5.627      |
| 23       | 27.5         | 677               | 581.6            | 7925.2                        | 0.0354      | 0.093          | 7.29       |
| 24       | 22           | 48.1              | 144.8            | 1046.7                        | 0.0767      | 1.671          | 2.007      |
| 25       | 19.4         | 7.3               | 75.9             | 189.3                         | 0.2123      | 0.93           | 1.129      |
| 26       | 25.6         | 122               | 277.7            | 2467                           | 0.0628      | 0.465          | 3.379      |
| 27       | 27.4         | 274               | 355.6            | 3516.5                         | 0.0628      | 0.247          | 4.021      |
| 28       | 25.3         | 216               | 293.9            | 2751.7                        | 0.0628      | 0.461          | 3.428      |
| 29       | 24.6         | 347               | 466.6            | 4975.1                        | 0.0492      | 0.114          | 6.056      |
| 30       | 27           | 470               | 451.9            | 5448.4                        | 0.049       | 0.128          | 5.958      |

3. Data Processing and Analysis

3.1. Data Preparation. In mercury injection capillary pressure (MICP) data, several parameters exist that can represent the pore structure, such as the quality coefficient of the reservoir, displacement pressure $P_d$, capillary pressure midvalue $P_{c,50}$, and mean value of the pore throat radius $R_m$. The seepage capacity of the pore can be characterized. The displacement pressure $P_d$ can be seen as the capillary pressure, which is related to the maximum interrelated pore throat in the pore system. Moreover, the displacement pressure may be closely connected with the rock permeability [28]. To a certain extent, if the rock specimen has a higher permeability, the value of the displacement pressure will decrease and vice versa. In addition, the displacement pressure belongs to a group of the key parameters by which the reservoir property of reservoir rocks is classified [29–31]. When the mercury saturation becomes 50%, the $P_{c,50}$ regarded as the main calculation parameter of the capillary pressure distribution trend, refers to the median capillary pressure. The overall
average pore throat size can be calculated according to the mean value of the pore throat radius [32–34].

Liu et al. [35] analyzed the MICP data, and the porosity and permeability of thirty core samples, as well as the Swanson parameter and capillary parachor parameter of every core sample, were calculated based on the method mentioned, as shown in Figure 1. Table 1 summarizes the results. It can be clearly observed that the 30 core samples are high porosity and permeability rock samples.

3.2. Data Analysis. To evaluate the simple relationships between the quality coefficient of the reservoir and MICP parameters, this paper exploited an analysis technique to highlight the sensitivity of the quality coefficient of the reservoir in the MICP data. This process could also be useful to select input variables in that many unrelated MICP parameters could be eliminated. In addition, the number of input parameters of the model is rather large, which may overwhelm the model and potentially generate
a certain amount of noise rather than the signal. Furthermore, the simple linear regression test (cross plotting) was used, of which the correlation coefficient ($R^2$) is regarded as a significant parameter of investigation concerning the influence of various MICP parameters on the laboratory-calculated permeability results. The ratio of overall variance is represented by $R^2$ as calculated for the model, which is obtained as follows:

$$ R^2 = 1 - \frac{\sum_{i=1}^{n} (f(x_i) - y_i)^2}{\sum_{i=1}^{n} (f(x_i) - 1/n \sum_{i=1}^{n} y_i)^2}. $$ (12)

Cross plots of the MICP parameters of the 30 core samples are presented in Figure 2. It is observed from the linear regression that there was a positive relation between the capillary parachor parameter and permeability, which possessed the highest correlation coefficient of 0.9685. In addition, it seemed that the Swanson parameter, $R_m$, and porosity had a positive relation with the permeability, and the relations had different correlation coefficients of 0.9169, 0.9092, and 0.3314, respectively. However, it seemed that $P_d$ and $P_{C50}$ exhibited a negative relationship with the permeability. In addition, both accordingly had poor correlation coefficients of 0.2587 and 0.1088, respectively (see Figure 2).

### 4. Input Selection by Sensitivity Analysis

By virtue of a back-propagation neural network, a stable method was proposed by Dutta and Gupta [36] based on the partial derivative of the output in terms of the input, which was aimed at capturing the related effort of every input in estimating the output. The equation below is exploited for evaluation of the partial derivative of the output in terms of the $i$th input:

$$ \frac{\partial K}{\partial x_i} = \sum_j w_{ij} (1 - h_j^2) w_{jp}, $$ (13)

where $\partial K/\partial x_i$ is a partial derivative of the permeability in terms of the $i$th input, $W_{ij}$ refers to the weight between the output neuron and the $j$th hidden neuron, and $h_j$ refers to the $j$th neuron of the hidden layer. The sum of squares of the partial derivatives ($S$) is used for calculating the related effort of back-propagation neural network inputs, which can be expressed as follows:

$$ S_i = \sum_{j=1}^{N} \left( \frac{\partial K}{\partial x_i} \right)^2. $$ (14)

The contribution of each input variable is given by:

$$ RC_i = \frac{S_i}{\sum S_i} \times 100, $$ (15)

where $RC_i$ is the relative contribution of the $i$th input variable. The variable with the highest $RC$ affects the output the most.

An improved approach was proposed, and the optimal number of inputs was calculated. First, as shown in Table 2, all of the available MICP parameters were used for the construction of a feed forward back-propagation neural network. Meanwhile, the $RC$ value for every input could be computed by virtue of the sensitivity analysis. Despite the correlation coefficient that had been regarded as the qualitative standard with which to illustrate the relation between inputs and outputs, the sensitivity results represented quantitative standards that tended to be more dependable. The inputs were then ranked according to their $RC$ values.

### Table 2: Related effort of every input in estimating the permeability according to the sensitivity analysis and correlation coefficient notion.

| Input variables | Parameters          | Correlation coefficient ($R^2$) | Relative contribution (%) | Rank no. |
|-----------------|---------------------|---------------------------------|---------------------------|----------|
| $X_1$           | Porosity            | 0.3314                          | 4.5097                    | 4        |
| $X_2$           | Swanson parameter   | 0.9169                          | 27.5106                   | 2        |
| $X_3$           | Capillary parachor parameter | 0.9685                      | 39.1604                   | 1        |
| $X_4$           | $P_d$               | 0.2587                          | 2.5836                    | 6        |
| $X_5$           | $P_{C50}$           | 0.1088                          | 2.9899                    | 5        |
| $X_6$           | $R_m$               | 0.9092                          | 23.2458                   | 3        |

Figure 3: Comparison of the RMSE and correlation coefficient ($R^2$) for the SVR models with different numbers of membership inputs.
The optimal number of introduced inputs was an important parameter influencing the design of the SVR model. Thus, on the basis of their RC values, MICP parameters were introduced into the SVR model one by one, and the performance of the SVR model was assessed for every group of inputs. As shown in Figure 3, the results indicated that the optimal SVR model was realized when the top 4 inputs with the highest relative contribution values were used, including the capillary parachor parameter, Swanson parameter, Rm, and porosity.

As shown in Figure 4, the flowchart summarizes the aforementioned procedure. In this work, we omitted the detailed introduction of the theory of back-propagation neural networks (BP-NNs). Readers who are unfamiliar with BP-NNs can learn about the networks in detail with the help of the BP-NN results achieved by Mohaghegh.

5. Results and Discussion

In terms of the evaluation and comparison of the performance of the suggested SVR model, certain earlier methods, such as the capillary parachor parameter-based model and Swanson parameter-based model, were employed to estimate permeability values by using the same dataset.

According to Swanson [6], the Swanson parameter has a suitable relationship with the absolute permeability of a core sample according to analysis of 58 excised core specimens that had common combinations of high porosity and high permeability. A relationship between the absolute permeability and the Swanson parameter was established by Swanson. Meanwhile, the following model satisfies the permeability equation as suggested by Swanson:

\[ K = a \left( \frac{S_{Hg}}{P_c} \right)_\text{max}^b, \tag{16} \]

where \( K \) refers to the permeability, mD; \( S_{Hg} \) denotes the mercury intrusion saturation, %; \( P_c \) represents the mercury intrusion pressure, MPa; \( (S_{Hg}/P_c)_{\text{max}} \) is the Swanson parameter, MPa\(^{-1}\); and \( a \) and \( b \) are statistically undetermined constants, which can be standardized through the use of data sets from mercury injection experiments with core specimens.

As mentioned before, the capillary parachor parameter refers to the maximum of the cross plot of the mercury injection saturation \( S_{Hg} \) versus the capillary pressure squared ratio of \( S_{Hg}/P_c^2 \). Figure 1(b) shows the rule of deciding the capillary parachor parameter from the MICP data. By virtue of mercury injection experimental data from eleven core specimens once presented by Purcell [5], a model for estimating the permeability was developed by Guo et al. [7] based on the capillary parachor parameter, which is expressed as follows:

\[ K = 0.00007 \times \left( \frac{S_{Hg}}{P_c^2} \right)_{\text{max}}^2, \tag{17} \]

where \( (S_{Hg}/P_c^2)_{\text{max}} \) refers to the capillary parachor parameter, MPa\(^{-2}\).

Furthermore, resorting to the method suggested by Guo et al. [7], Xiao et al. [37] analyzed the MICP data from 157 core samples covering three different oil fields, and absolute permeability ranges from 0.002 to 1150.0 mD. Moreover, a common formula for estimating the permeability from MICP data was proposed by Xiao et al. [37] that was in line with the capillary parachor parameter. As such, the proposed equation can be expressed as follows:

\[ K = c \left( \frac{S_{Hg}}{P_c} \right)_\text{max}^d, \tag{18} \]

where \( c \) and \( d \) refer to statistical model parameters, which are standardized through the usage of data from mercury injection experiments with core specimens.

Recently, Liu et al. [35] improved the permeability estimation model based on the capillary parachor parameter.
parameter by adding a porosity factor, and the reconstructed model is as follows:

\[
K = c \phi \frac{d_1}{S_{\text{Hg}} \left( \frac{P_c}{P_c^2} \right)_{\text{max}}^d} \tag{19}
\]

where \(\phi\) refers to the porosity, \%; \(K\) is the permeability, mD; \(S_{\text{Hg}}\) represents the mercury intrusion saturation, \%; \(P_c\) is the mercury intrusion pressure, MPa; \(\left( S_{\text{Hg}} / P_c^2 \right)_{\text{max}}\) is the capillary parachor parameter, MPa\(^{-2}\); and \(c, d_1,\) and \(d_2\) are undetermined parameters.

To construct a model aimed at the estimation of the permeability from the MICP data, an epsilon support vector regression (\(\varepsilon\)-SVR) algorithm was exploited, which included the capillary parachor parameter, Swanson parameter, \(R_m\), and porosity. To optimize the performance of kernel functions and enhance the ultimate precision of the estimation, all data, including inputs and outputs, were normalized within the range of \([-1, 1]\) before the SVR model construction.

Model construction primarily relied on data from the group of 30 core samples (Table 1) mentioned before. Previous studies had demonstrated that the kernel function could be approximated by radial basis functions (RBFs) because of fewer parameters that required tuning and lower computational costs (Keerthi and Lin, 2003). Thus, an RBF served as a kernel function to construct the SVR model. The relevant parameters within the SVR model and kernel function (\(C, \gamma,\) and \(\varepsilon\)) greatly influenced the performance of the SVR model. Thus, it was important to thoroughly examine these parameters. It had been proposed by You et al. [35] that an appropriate way to conduct this survey was to combine the grid search method with pattern search techniques on the grounds that the area within the optimal points would be determined by the grid search and the global optimal point would be found by a pattern search of the area discovered through
grid searching. The particular search range for $C$, $\gamma$, and $\varepsilon$ was [0.05, 500000], [0.000005, 20], and [0.0005, 50], respectively, whereas the extracted optimal scope parameters were 2.8284, 0.2537, and 0.0051173, respectively.

The predictive performance of the three models was evaluated through the correlation coefficient ($R^2$) and RMSE, which is shown in Figure 5. Figures 5(b) and 5(c) present the cross plots of the model-derived permeability and core assessment results. Among the three different methods employed for permeability estimation, the lowest error and highest correlation coefficient were provided by the SVR model. Furthermore, the Swanson parameter-based model had the largest error and lowest correlation coefficient. Finally, Figure 5(d) shows the relative errors, from which could be observed that the SVR model proposed in this paper outperformed all the other models, while the capillary parachor parameter-based model with the influencing porosity parameter was superior to the Swanson parameter-based model with regard to predicting the permeability. In addition, as shown in Figure 5(d), there is one sample which has maximum relative error for three methods which may be caused by the poor prediction correlation of this point.

As shown in Figure 5, the MICP data in a normal sandstone reservoir with a high porosity-permeability could be used to accurately estimate the permeability. To investigate the performance of the suggested models in predicting the permeability in detail, an additional group of 22 core samples excised from well X4 in the Xujiahe gas sandstone formation with low porosity-permeability values in the central Sichuan Basin, southwest China, were employed for assessment of the models proposed in this study.

Analysis was conducted with mercury injection capillary pressure (MICP), porosity, and permeability data of 22 core plugs. In addition, the method mentioned in Figure 6(b) was employed to calculate the Swanson and capillary parachor parameters of every core plug. Finally, the obtained data are shown in Table 3.

In the latter stage of this study, the well-known Swanson and capillary parachor models were improved by adding porosity information since preceding studies had indicated that the porosity had a significant influence on predicting the permeability [19, 36, 38]. By using the data sets obtained from the 22 core samples, the Swanson and capillary parachor parameter-based models and their improved models were established. The final results of the four models constructed are visualized in Figure 7. At the same time, Figures 7(a) and 7(b) depict the Swanson and improved Swanson model, respectively. Figures 7(c) and 7(d) show the capillary parachor and improved capillary parachor model, respectively.

The following equations show the established model functions.

Swanson model:

$$K = 0.001138 \times \left( \frac{S_{Hg}}{P_c} \right)_{\text{max}}^{1.806},$$

(20)

Improved Swanson model:

$$K = 0.001892 \times \phi^{0.1374} \left( \frac{S_{Hg}}{P_c} \right)_{\text{max}}^{1.662},$$

(21)

Capillary parachor model:

$$K = 0.0002791 \times \left( \frac{S_{Hg}}{P_c^2} \right)_{\text{max}}^{1.448},$$

(22)
Table 3: Data sets of 22 core samples, including the experimental data and model predicted permeability data.

| Core no. | Porosity (%) | Permeability (mD) | Swanson parameter | Capillary parameter | Swanson model results (mD) | Improved Swanson model results (mD) | Capillary parachor parameter | Improved capillary parachor model results (mD) | SVR model results (mD) |
|----------|--------------|-------------------|-------------------|---------------------|---------------------------|--------------------------------------|-----------------------------|-----------------------------------------------|----------------------|
| 1        | 4.06         | 18.89             | 285.6             | 3171.4              | 30.8                      | 27.55                                | 32.72                       | 23.81                          | 18.69               |
| 2        | 7.89         | 4.56              | 87.6              | 729.2               | 3.66                      | 4.25                                 | 3.9                         | 6.49                           | 4.26                |
| 3        | 15.47        | 9.73              | 198.2             | 383.8               | 15.95                     | 18.07                                | 1.54                        | 4.31                           | 9.18                |
| 4        | 9.34         | 7.32              | 170.4             | 1385.5              | 12.12                     | 13.09                                | 9.87                        | 13.84                          | 11.37               |
| 5        | 4.96         | 23.84             | 243.7             | 3270.5              | 23.09                     | 21.72                                | 34.21                       | 26.73                          | 24.98               |
| 6        | 3.86         | 10.73             | 219.5             | 1597.9              | 19.14                     | 17.66                                | 12.13                       | 11.18                          | 11.59               |
| 7        | 17.11        | 5.51              | 92.2              | 442.6               | 4.01                      | 5.15                                 | 1.89                        | 5.24                           | 5.39                |
| 8        | 10.45        | 2.84              | 64.5              | 1125.4              | 2.11                      | 2.66                                 | 7.3                         | 11.61                          | 4.02                |
| 9        | 3.97         | 27.11             | 245.3             | 3260.4              | 23.44                     | 21.36                                | 34.06                       | 24.29                          | 27.61               |
| 10       | 11.08        | 3.77              | 89.2              | 632.2               | 3.78                      | 4.59                                 | 3.17                        | 6.41                           | 4.31                |
| 11       | 7.14         | 25.11             | 198.1             | 1597.9              | 15.95                     | 16.25                                | 12.13                       | 14.43                          | 19.22               |
| 12       | 15.09        | 94.69             | 487.9             | 5260.4              | 81.02                     | 80.37                                | 68.07                       | 70.6                           | 76.92               |
| 13       | 15           | 5.81              | 179.6             | 1201.3              | 13.3                      | 15.22                                | 8.02                        | 14.46                          | 7.41                |
| 14       | 11.8         | 22.84             | 297.2             | 1842.8              | 33.18                     | 34.16                                | 14.91                       | 20.71                          | 22.87               |
| 15       | 12.39        | 30.35             | 255.1             | 2451.2              | 25.19                     | 26.69                                | 22.53                       | 28.69                          | 31.65               |
| 16       | 13.29        | 48.76             | 297.6             | 4242.8              | 33.18                     | 34.72                                | 49.87                       | 53.19                          | 48.27               |
| 17       | 6.44         | 2.58              | 61.5              | 106.3               | 1.93                      | 2.3                                  | 0.24                        | 0.76                           | 1.39                |
| 18       | 7.56         | 2.35              | 107.2             | 510.5               | 5.25                      | 5.89                                 | 2.32                        | 4.35                           | 3.19                |
| 19       | 5.18         | 6.06              | 243.4             | 1842.8              | 23.09                     | 21.85                                | 14.91                       | 14.72                          | 6.36                |
| 20       | 23.27        | 138.35            | 681.6             | 8544.7              | 148.43                    | 148.9                                | 137.4                       | 142.12                         | 140.75              |
| 21       | 16.43        | 95.69             | 495.8             | 7144.7              | 83.44                     | 83.54                                | 106.04                      | 101.54                         | 100.63              |
| 22       | 8.24         | 5.01              | 113.3             | 2687                | 5.8                       | 6.53                                 | 0.92                        | 2.26                           | 3.79                |
Improved capillary parachor model:

\[ K = 0.002348 \times \phi^{0.4149} \left( \frac{S_{\text{Hg}}}{P_c} \right)_{\text{max}}^{1.072} \]

where \( K \) denotes the permeability, mD; \( \phi \) is the porosity, \%; \( \left( \frac{S_{\text{Hg}}}{P_c} \right)_{\text{max}} \) represents the Swanson parameter, MPa\(^{-1}\); and \( \left( \frac{S_{\text{Hg}}}{P_c} \right)_{\text{max}} \) is the capillary parachor parameter, MPa\(^{-2}\).

After model construction, the obtained predicted permeability results for each model are presented in Table 3. Figure 8 shows the relation between the predicted permeability and measured permeability of the core specimens; Table 4 presents a set of relative errors of all models.

To assess the models’ performance, two significant concepts were used, including the correlation coefficient \( (R^2) \) and RMSE (root mean square error). Figures 8(a) and 8(b) show the results of the cross plots of the model-derived permeability and core assessment results; it was observed that the correlation coefficient between the predicted and measured permeability values was 0.9418 for the Swanson model and 0.9475 for the improved Swanson model, which demonstrated that the performance of the Swanson model had barely been improved by adding porosity information. Figures 8(c) and 8(d) show the results of the cross plots of the model-derived permeability and core assessment results, where the correlation coefficient between the predicted and measured permeability values was 0.9401 for the capillary parachor model and 0.9593 for the improved capillary parachor model; these results indicated that the performance of the capillary parachor model had improved by adding porosity information.
Once the $R^2$ value was greater than 0.9, the model performance was considered premium. Generally, the Swanson and capillary parachor models and their improved models had correlation coefficients that were greater than 0.9, demonstrating that permeability prediction had been successfully achieved. Moreover, according to the comprehensive analysis.
of Figures 5(b), 8(c), and 8(d), it was observed that the improved capillary parachor model could provide improved prediction accuracy compared to those of the previous Swanson and capillary parachor models, particularly in a high porosity-permeability sand formation. From Figure 8, it was observed that the prediction accuracy varied among all proposed models, yet the SVR model could provide the lowest error (RMSE = 4.3151) and highest correlation coefficient ($R^2 = 0.9855$) among the five different models aimed at estimating the permeability. In addition, according to the results of the relative error of all models shown in Figure 8(f), the SVR model predicted permeability values had very low relative errors with regard to the measured values, which verified the robustness of the SVR model.

Finally, Figure 9 shows the statistical analysis results of the proposed models’ performance through error distribution information. From Figure 9(e), it could be observed that the lowest mean absolute error (0.3659) and standard deviation (4.4007) belonged to the SVR model, indicating that the SVR model resulted in an improved prediction performance compared to the other models. Figures 8(a) and 8(b) show that the improved Swanson model was not suitable for the permeability estimation of low porosity-permeability sand formations due to the reduced precision in predicting the permeability; the latter is confirmed by its mean absolute error value of 0.9373 and standard deviation value of 8.3921, compared to the mean absolute error value of 0.7255 and standard deviation value of 8.5486 of the Swanson model. The mean absolute error and standard deviation values were 0.625 and 8.9007, respectively, for the capillary parachor parameter-based model, while the mean absolute error and standard deviation values of the improved capillary parachor parameter-based model were 0.4473 and 7.3365, respectively, which were lower than those of the capillary parachor parameter-based model. Thus, it was concluded that the improved capillary parachor parameter-based model had a higher accuracy than the capillary parachor parameter-based model; the latter illustrated that the improved capillary parachor parameter-based model was suitable for the permeability estimation of a low porosity-permeability sand formation.

As illustrated in Figures 5(c) and 8(e), by comparing the measured and SVR model predicted permeability for both high porosity-permeability and relatively low porosity-permeability core samples, it was demonstrated that the SVR model was capable of estimating permeability values with a considerable degree of accuracy. Practical results have verified that the SVR model achieved better results than all other models and can be considered a method aimed at estimating the permeability in sandstone formations, particularly in situations where it is crucial to estimate precisely.

6. Conclusions

The permeability, as one of the most significant quality parameters of reservoirs, is capable of providing meaningful

| Core no. | Swanson model relative error (%) | Improved Swanson model relative error (%) | Capillary parachor model relative error (%) | Improved capillary parachor model relative error (%) | SVR model relative error (%) |
|----------|----------------------------------|------------------------------------------|-------------------------------------------|-------------------------------------------------|-----------------------------|
| 1        | 63.01                            | -19.68                                   | 26.01                                     | -1.06                                           |
| 2        | -19.68                           | 64.00                                    | -14.52                                    | 42.34                                           |
| 3        | 64.00                            | -6.74                                    | -55.71                                    | -5.59                                           |
| 4        | 65.11                            | 85.77                                    | 34.77                                     | 89.08                                           |
| 5        | 85.77                            | -14.52                                   | 12.14                                     | 8.07                                            |
| 6        | 78.40                            | -8.86                                    | 4.17                                      | 4.81                                            |
| 7        | 64.58                            | -6.58                                    | -4.95                                     | 2.06                                            |
| 8        | -25.76                           | -6.37                                    | 309.19                                    | 41.66                                           |
| 9        | -13.54                           | -21.21                                   | 157.41                                    | 41.66                                           |
| 10       | 0.31                             | 21.71                                    | -5.95                                     | 69.96                                           |
| 11       | -36.46                           | -35.28                                   | -51.70                                    | -42.54                                          |
| 12       | -14.43                           | -28.79                                   | -28.10                                    | -18.76                                          |
| 13       | 128.96                           | 162.02                                   | 38.17                                     | 27.52                                           |
| 14       | 45.28                            | 89.58                                    | 34.71                                     | 9.32                                            |
| 15       | -16.99                           | -12.05                                   | -25.75                                    | -4.29                                           |
| 16       | -31.96                           | -28.79                                   | 2.27                                      | 9.08                                            |
| 17       | -25.10                           | -11.02                                   | -90.71                                    | -46.15                                          |
| 18       | 123.83                           | 151.04                                   | -0.94                                     | 85.29                                           |
| 19       | 281.34                           | 260.89                                   | 146.21                                    | 35.98                                           |
| 20       | 7.28                             | 6.22                                     | -0.69                                     | 2.72                                            |
| 21       | -12.80                           | -12.69                                   | 10.82                                     | 5.16                                            |
| 22       | 15.69                            | 30.27                                    | -81.68                                    | -24.25                                          |
data for characterizing reservoirs and petrophysical studies when used in combination with the porosity. In fact, certain researchers have attempted to determine the formation permeability by virtue of empirical correlations based on related experiments. Numerous studies have estimated the permeability based on mercury injection capillary pressure (MICP) data due to the significance of the called-for permeability knowledge. However, the estimation requires methods with great precision. Throughout the paper, the support vector regression method and two improved models based on the Swanson model and capillary parachor parameter-based model were utilized in response to this requirement. The MICP data and porosity information were utilized in the SVR model, including the Swanson parameter, capillary parachor parameter, mean pore throat radius ($R_m$), and porosity, for permeability estimation. All of the models proposed in this study were established based on experimental analysis data from two sets of rock samples, one consisting of 30 core samples with high porosity-permeability values and the other consisting of 22 core samples with relatively low porosity-permeability values. The results implied that the performance of the SVR model was satisfactory and that the SVR model could extract the implied permeability knowledge from the MICP data and porosity information. A comparison between the SVR model and the other four models, including the Swanson model, improved Swanson model, capillary parachor model and improved capillary parachor parameter model, verified the superiority of the SVR model in terms of the permeability estimation for high porosity-permeability and relatively low porosity-permeability formations. Through the

Figure 9: Error distribution statistics for all models proposed in this study aimed at predicting the permeability. Low values of the mean standard deviation (STD) indicate the exceptional performance of the SVR model: (a) Swanson parameter-based model, (b) improved Swanson parameter-based model, (c) capillary parachor parameter-based model, (d) improved capillary parachor parameter model, and (e) SVR-based model.
comparison, it was observed that the SVR model had a higher correlation coefficient and lower root mean square error, mean absolute error, and standard deviation. In addition, for relatively low porosity-permeability core samples, the improved capillary parachoer model outperformed the capillary parachoer model, while the improved Swanson model did not perform better than the Swanson model. The improved capillary parachoer model was better than the Swanson and capillary parachoer model. To summarize the comparative analysis, although the improved capillary parachoer model had been greatly improved in accuracy, the SVR model achieved better results than all the other models and was recognized as a significant tool for estimating the permeability of sandstone formations, particularly in situations where it was crucial to estimate with high degree of precision.
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