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Abstract

Modified Hamiltonians are used in the field of geometric numerical integration to show that symplectic schemes for Hamiltonian systems are accurate over long times. For nonlinear systems the series defining the modified Hamiltonian usually diverges. In contrast, this paper constructs and analyzes explicit examples of nonlinear systems where the modified Hamiltonian has a closed-form expression and hence converges. These systems arise from the theory of discrete integrable systems. We present cases of one- and two-degrees symplectic mappings arising as reductions of nonlinear integrable lattice equations, for which the modified Hamiltonians can be computed in closed form. These modified Hamiltonians are also given as power series in the time step by Yoshida’s method based on the Baker–Campbell–Hausdorff series. Another example displays an implicit dependence on the time step which could be of relevance to certain implicit schemes in numerical analysis. In light of these examples, the potential importance of integrable mappings to the field of geometric numerical integration is discussed.
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1. Introduction

This paper combines ideas from discrete integrable systems and geometric numerical integration. Geometric numerical integrators are numerical methods that preserve geometric
properties of the flow of a differential equation. They have relatively small error propagation in long time integrations, even for simple integration algorithms, see [12]. Backward error analysis is the key to explaining this phenomenon. Backward error analysis states that the numerical scheme can be viewed as the time step of a modification of the original system. It is a well-known and essential fact that for a Hamiltonian system the modified system is Hamiltonian if the numerical scheme is symplectic. One then speaks of a modified Hamiltonian (MH) or an interpolating Hamiltonian. This MH is a Hamiltonian, the flow of which interpolates the iterations of the numerical scheme, i.e. its flow coincides with the computed points. Moser [18] developed a formal scheme for constructing the MH as an expansion and Benettin and Giorgilli [4] established that this MH exists as an asymptotic series in the step size of the numerical scheme. This series is generally divergent, the necessary truncation of the series induces an error, which can be made exponentially small in the step size [12, 28]. However, no error needs to be induced when the expansion for the MH is convergent. Examples of the MH for the harmonic oscillator and discussions of this situation can be found in [29–31]. However, for nonlinear systems the convergence of the MH can only be achieved in exceptional circumstances, e.g. when the numerical scheme is integrable.

In the one-degree-of-freedom case, an autonomous Hamiltonian system always has a conserved quantity since the Hamiltonian itself is a first integral. For the discrete-time system this is no longer true and it is exceptional to have an invariant, which only happens if the system is integrable [17, 26, 27, 37]. A non-integrable map, however, is not expected to possess a globally defined invariant function on its phase space, and since the MH is an invariant of the numerical scheme by construction for such a map the MH cannot exist as proper function (i.e. it can not have a convergent MH). On the other hand, if the numerical scheme is integrable, there must be a link between the invariant and the MH, possibly through a transcendental relation, see [9]. In the multiple-degrees-of-freedom case, the situation is more subtle; for complete integrability the system needs to possess as many independent invariants as there are degree-of-freedom. This is the situation we explore in this paper with regard to the two-degrees-of-freedom case. However, to have a convergent MH it might not be necessary to have more than one first integral and the system may need to be only partially integrable (such a situation corresponds to so-called quasi-integrable systems). In this paper, we will not explore the latter possibility but consider the numerical scheme viewed as a dynamical map \((q, p) \rightarrow (\overline{q}, \overline{p})\) which is symplectic and completely integrable, i.e. possesses a full set of invariants \(\{I\}\) with \(I(q, p) = I(\overline{q}, \overline{p})\) which are independent and an involution with respect to the Poisson bracket, see [37]. The integrable numerical schemes that we consider in this paper arise as reduction of nonlinear integrable lattice equations, which are integrable partial difference equations on a quadrilateral lattice, see [14, 20, 23]. These equations arise also as a numerical algorithms, e.g. Padé approximant and convergence acceleration algorithms [11], and they are also important for the study of numerically induced chaos [33].

Reductions to maps are obtained from periodic initial value problems for such integrable lattice equations. We present examples of systems in one- and two-degrees-of-freedom arising from nonlinear integrable lattice equations, which give mappings with invariants, and more than this, allow us to write the MHs in closed form. In particular, these examples arise from periodic initial value problems of the lattice versions of Korteweg–de Vries (KdV) and modified Korteweg–de Vries (MKdV) equations, they are constructed by updating the lattice variables along a diagonal shift so that the mapping is close to the identity mapping if the step size is small. This is convenient, because it allows us to obtain symplectic mappings from the consideration of an initial value problem on a two-dimensional lattice.
The outline of this paper is as follows. First, the MH due to Yoshida’s method [39] is reviewed in section 2.1, then in section 2.2, the existence and expansion convergence of the MH are discussed. In section 3, we show how the lattice KdV and MKdV equations give rise to finite-dimensional mappings which do indeed carry a spectral interpretation, and that the invariants can be calculated systematically from the monodromy matrix constructed from the Lax pair. The Lax pair description of the mappings of KdV and MKdV types are then given. In section 4, we study the one-degree-of-freedom Hamiltonian system arising from the lattice KdV and MKdV equations, and we show the derivation of the MH using Yoshida’s method. We also write the MH in closed form expression using action-angle variables technique. The transition to multiple-degrees-of-freedom brings important new features, such as finite-gap integration technique [3], which we explore in the rest of the paper, but to keep the discussion transparent, we restrict ourselves to two-degrees-of-freedom system. The multicomponent case requires the technique of separation of variables [32, 35], which we discuss in section 5, for the transformation to action-angle variables which involves the theory of genus-two abelian features, as developed in section 6. Finally, in section 7, we give a conclusion and discuss the scope for establishing a bridge between the theory of mappings and the mathematical structures in geometric integration.

2. The modified Hamiltonian

2.1. Yoshida’s construction

Symplectic integrators are numerical integration schemes for $N$-degrees-of-freedom Hamiltonian systems $(\{q_j\}, \{p_j\}, H)$, which conserve the symplectic two-form $\sum dq_j \wedge dp_j$, where $j = 1, \ldots, N$. In $2N$-dimensional phase space, the Poisson bracket is defined as

$$\{F, G\} = \sum_{j=1}^{N} \left( \frac{\partial F}{\partial q_j} \frac{\partial G}{\partial p_j} - \frac{\partial F}{\partial p_j} \frac{\partial G}{\partial q_j} \right), \quad (2.1)$$

where $q_j, p_j$ are coordinates of the phase space, $j = 1, \ldots, N$. Defining the differential operator $D_G$ by

$$D_G F := \{F, G\},$$

we have

$$\dot{z}_j = D_H z_j(q_j, p_j) = \{z_j, H\}, \quad \text{where} \quad z \equiv (q_1, \ldots, q_N, p_1, \ldots, p_N).$$

Thus, the integrated $t$-flow of the equations of motion can be written by

$$e^{itH}(z_j(q_j, p_j)).$$

Consider the symplectic Euler method

$$\bar{p}_j = p_j = -\tau \frac{\partial H(q_j, p_j)}{\partial q_j}, \quad \bar{q}_j = q_j = \tau \frac{\partial H(q_j, p_j)}{\partial p_j}, \quad (2.2)$$

applied to a Newtonian type

$$H(q_1, \ldots, q_N; p_1, \ldots, p_N) = T(p_1, \ldots, p_N) + V(q_1, \ldots, q_N).$$

Equation (2.2) actually form a discrete analogue of the usual Hamilton’s equations so we will refer to them as discrete Hamilton equations for short, and call the corresponding $H$ the
discrete Hamiltonian. Thus, the discrete Hamiltonian is the generating function for the canonical transformation formation (2.2). The symplectic Euler method is represented by
\[ e^{\tau D_V} e^{\tau D_T}. \] (2.3)

The Baker–Campbell–Hausdorff (BCH) formula (see [24, 36]) tells us that the product of two exponentials can be expressed as a single exponential, i.e.
\[ e^X e^Y = e^Z, \]
where \( Z \) is given by the following infinite series of nested commutators:
\[ Z = X + Y + \frac{1}{2} [X, Y] + \frac{1}{12} ([X, [X, Y]] + [Y, [Y, X]]) + \cdots. \]

Hence, the product \( e^{\tau D_V} e^{\tau D_T} \) can be written as \( e^{\tau D_H} \), where using \( [D_F, D_G] = D_{\{G,F\}} \), we have
\[ H^* = T + V + \frac{\tau}{2} \{T, V\} + \frac{\tau^2}{12} \left( \{T, \{T, V\}\} + \{V, \{V, T\}\} \right) + \cdots. \] (2.4)

Thus, the symplectic Euler method follows the exact \( \tau \) evolution of \( H^* \). In other words, \( H^* \) is the MH. For the canonical Poisson bracket (2.1), this result can be written as
\[ H^* = H + \tau H_1 + \tau^2 H_2 + \cdots \]
where
\[ H_1 = -\frac{1}{2} \sum_{j=1}^{N} \frac{\partial H}{\partial p_j} \frac{\partial H}{\partial q_j}, \quad H_2 = \frac{1}{12} \sum_{j=1}^{N} \left( \frac{\partial^2 H}{\partial p_j \partial p_i} \frac{\partial^2 H}{\partial q_i \partial q_j} + \frac{\partial^2 H}{\partial q_j \partial q_i} \frac{\partial^2 H}{\partial p_i \partial p_j} \right) + \cdots. \]

2.2. Existence and convergence

It is well known that for linear systems (quadratic Hamiltonians), the expansion for the MH is convergent. It used to be believed that the linear case is the only case of a discretization arising from a Hamiltonian of the form
\[ H = \frac{1}{2} p^2 + V(q), \]
which gives a convergent series for the MH, while for nonlinear systems, the BCH expansion for the MH does not converge, see [12, 30, 31]. If the series does not converge, the MH may not exist as a proper function and as such provides only a formal invariant. However, the paper [9] gives examples of systems coming from the theory of discrete integrable systems, for which there exists a closed-form expression for the MH, indicating that the BCH expansion should converge. Generally, if the BCH expansion converges, the MH defines an invariant for the mapping. This provides a link to the theory of discrete integrable systems.

In this paper, we build on the work in [9] and give further examples of discrete integrable systems which, when viewed as an application of the symplectic Euler method, have a closed-form expression for the MH. The corresponding Hamiltonian systems are associated with the interpolating flow of these integrable mappings. In particular, we give examples of one- and
two-degrees-of-freedom systems which arise from nonlinear integrable lattice equations. The construction of these examples will be exposed in the next section.

3. Integrable lattice equations and dynamical mappings

3.1. The lattice KdV equation

The lattice version of the KdV equation that we prefer to work with is the following nonlinear partial difference equation \[ \frac{(p - q + \tilde{u} - \hat{u})(p + q - \tilde{u} + u)}{2} = p^2 - q^2. \] \[ (3.1) \]

Here \( u(n,m) \) is the dynamical variable at the lattice site \( (n,m) \) with \( n, m \in \mathbb{Z} \), and \( \tilde{u} \) and \( \hat{u} \) are shorthand notations for translations on the lattice, i.e. \( \tilde{u} := u(n+1,m) \) and \( \hat{u} := u(n,m+1) \), as shown in figure 1. Furthermore, \( p \) and \( q \) are complex-valued lattice parameters. Equation (3.1) arises as the compatibility condition of a pair of linear problems (Lax pair) defining the shifts of two component vector functions \( \Phi(k) \) in the \( n \) and \( m \) directions,

\[
(p - k)\tilde{\Phi}(k) = \mathcal{L}(k)\Phi(k), \quad (q - k)\hat{\Phi}(k) = \mathcal{M}(k)\Phi(k),
\]

where \( \mathcal{L}(k) \) is given by

\[
\mathcal{L}(k) = \begin{pmatrix} p - \tilde{u} & 1 \\ \tilde{u}^2 - p^2 & p + u \end{pmatrix},
\]

and where \( \mathcal{M}(k) \) is given by a similar matrix obtained from (3.3) by making the replacements \( p \rightarrow q \) and \( \tilde{u} \rightarrow \hat{u} \). The parameter \( k \) is the spectral parameter. An important feature of the equation (3.1) is that it arises from a discrete action principle. The action for the KdV lattice equation (3.1) reads

\[
S = \sum_{n,m \in \mathbb{Z}} \left[ u_{n,m} (u_{n+1,m} - u_{n,m+1}) + \epsilon \delta \log (\epsilon + u_{n,m} - u_{n+1,m+1}) \right],
\]

in which \( \delta = p - q, \epsilon = p + q \). We note that we will be concerned with equation (3.4) in section 6.

Let us now consider initial value problems for (3.1) on the lattice. One way of doing this is to give initial data on a horizontal line which leads to a nonlocal scheme, see [38]. In this paper, we are concerned with another type of initial value problem, which gives rise to a local iteration scheme: we assign initial data on a staircase on the lattice, see [25]. By a staircase we mean a sequence of neighbouring lattice sites with \( m \) and \( n \) nondecreasing, as e.g. illustrated in figure 1. From the fact that equation (3.1) at each site involves only the four variables situated on the four lattice sites around a simple plaquette, it follows that the information on these staircases evolves diagonally through the lattice along parallel staircases. Furthermore, because of the convexity of the staircase configuration, the initial-value problem is well-posed. Although staircases of variable length and height steps can be considered, for the sake of clarity we use a standard staircase of an even-periodic configuration of initial data. Thus, we choose initial data on the standard staircase through the origin \( (n,m) = (0,0) \), as depicted in figure 1, namely

\[
u(j,j) := u_{2j}, \quad u(j+1,j) := u_{2j+1} \quad (j \in \mathbb{Z}).
\]

In fact, more general initial value configuration could be considered as well, but we will not do so here. In this paper, we take a different point of view from the one expounded in [25]. We
perform iterations by updating the lattice variables $u$ along a diagonal shift rather than vertical shift; that is we define

$$u(j-1,j+1) =: u_{2j}, \quad u(j,j+1) =: u_{2j+1},$$

using the lattice KdV (3.1). In this way we obtain the following mapping,

$$u_{2j} = u_{2j} - \delta + \frac{\epsilon \delta}{\epsilon - u_{2j+1} + u_{2j-1}}, \quad u_{2j+1} = u_{2j+1} - \delta + \frac{\epsilon \delta}{\epsilon - u_{2j+2} + u_{2j}}. \quad (3.5)$$

We choose a diagonal shift so that the mapping is close to the identity mapping if $\delta$ is small. By introducing now the differences

$$X_j := u_{2j+1} - u_{2j-1}, \quad Y_j := u_{2j+2} - u_{2j} \quad (j \in \mathbb{Z}),$$

equation (3.5) can be reduced to the rational mapping

$$\bar{X}_j = X_j + \frac{\epsilon \delta}{\epsilon - Y_j} - \frac{\epsilon \delta}{\epsilon - Y_{j-1}}, \quad \bar{Y}_j = Y_j - \frac{\epsilon \delta}{\epsilon - \bar{X}_j} + \frac{\epsilon \delta}{\epsilon - \bar{X}_{j+1}}. \quad (3.6)$$

The mapping (3.6) arises as the compatibility condition of a linear (Zakharov–Shabat type of) problem, that is easily obtained from the linear problem for the lattice equation (3.1). By

$\textbf{Figure 1.}$ Standard staircase of periodic initial data on lattice.
using a special property of the Lax matrices $L$ and $M$ of (3.2) and (3.3), it turns out that we can perform at each site of the staircase a gauge transformation such that we obtain expressions for the $L$ and $M$ matrices in terms of the reduced variables $X_j$ and $Y_j$ only. In this way one obtains the representation

$$ L_j M_j = M_{j+1} L_j $$

for the mapping (3.6), in which

$$ L_j = \begin{pmatrix} y_j & 1 \\ \lambda & 0 \end{pmatrix}, $$

$$ M_j = \begin{pmatrix} -\epsilon \delta/y_j & 1 \\ \lambda & -x_j \end{pmatrix}, $$

where we have used the abbreviations $x_j \equiv \epsilon - X_j$, $y_j \equiv \epsilon - Y_j$ and $\lambda \equiv k^2 - q^2$. For convenience a detailed description is outlined in appendix A.

We impose now the even periodicity condition $u_2(j+P) = u_2 j$, $u_2(j+P) + 1 = u_2 j$. Note that $P (P = 2, 3, ...)$ can be interpreted as the period along the two diagonals of the lattice corresponding to the staircase. It is easy to see that these periodic conditions are compatible with the lattice equation, and hence will be preserved after iteration of the mapping. This means that we have to supply (3.6) with the periodicity constraints,

$$ \sum_{j=1}^{P} X_j = 0, \quad \sum_{j=0}^{P-1} Y_j = 0. $$

Equation (3.6) for $j = 1, 2, ... P$ together with the constraint (3.9) is a $2(P-1)$-dimensional integrable mapping. The simplest case $P = 2$ corresponds to the mapping,

$$ \bar{X} = X + 2 \frac{\epsilon \delta Y}{\epsilon^2 - Y^2}, \quad \bar{Y} = Y - 2 \frac{\epsilon \delta \bar{X}}{\epsilon^2 - \bar{X}^2}. $$

For the case of $P = 3$, the corresponding mapping reads in terms of four variables $X_1, X_2, Y_1, Y_2$:

$$ \begin{align*}
\bar{X}_1 &= X_1 + \frac{\epsilon \delta}{\epsilon - Y_1} - \frac{\epsilon \delta}{\epsilon + Y_1 + Y_2}, \\
\bar{Y}_1 &= Y_1 + \frac{\epsilon \delta}{\epsilon - X_2} - \frac{\epsilon \delta}{\epsilon - X_1}.
\end{align*} $$

$$ \begin{align*}
\bar{X}_2 &= X_2 + \frac{\epsilon \delta}{\epsilon - Y_2} - \frac{\epsilon \delta}{\epsilon - Y_1}, \\
\bar{Y}_2 &= Y_2 + \frac{\epsilon \delta}{\epsilon + X_1 + X_2} - \frac{\epsilon \delta}{\epsilon - X_2}.
\end{align*} $$

All mappings obtained in this way exhibit $P - 1$ nontrivial integrals which can be found in a straightforward way by exploiting the Lax representation (3.2) of the original lattice KdV equation. In order to do this, we need to define the monodromy matrix $T(k)$ as

$$ T(k) = \prod_{v=0}^{P-1} \mathcal{L}(u_{v+1}, u_v), $$

where the $\epsilon \setminus \text{v}$ indicates that the factors in the product are arranged from right to left, and in which the translation matrices $\mathcal{L}(u_{v+1}, u_v)$ represent either the Lax matrix in the $n$-direction ($\text{v}$ even), i.e. $\mathcal{L}(k)$, or the Lax matrix in the $m$-direction ($\text{v}$ odd), i.e. $\mathcal{M}(k)$. They are of the form

$$ \mathcal{L}(u_{v+1}, u_v) = \left( k^2 - p_{v+1} (u_{v+1} - u_v) - u_{v+1} u_v \right), $$

where we have used the abbreviations $x_j \equiv \epsilon - X_j$, $y_j \equiv \epsilon - Y_j$ and $\lambda \equiv k^2 - q^2$. For convenience a detailed description is outlined in appendix A.

We impose now the even periodicity condition $u_2(j+P) = u_2 j$, $u_2(j+P) + 1 = u_2 j$. Note that $P (P = 2, 3, ...)$ can be interpreted as the period along the two diagonals of the lattice corresponding to the staircase. It is easy to see that these periodic conditions are compatible with the lattice equation, and hence will be preserved after iteration of the mapping. This means that we have to supply (3.6) with the periodicity constraints,

$$ \sum_{j=1}^{P} X_j = 0, \quad \sum_{j=0}^{P-1} Y_j = 0. $$

Equation (3.6) for $j = 1, 2, ... P$ together with the constraint (3.9) is a $2(P-1)$-dimensional integrable mapping. The simplest case $P = 2$ corresponds to the mapping,

$$ \bar{X} = X + 2 \frac{\epsilon \delta Y}{\epsilon^2 - Y^2}, \quad \bar{Y} = Y - 2 \frac{\epsilon \delta \bar{X}}{\epsilon^2 - \bar{X}^2}. $$

For the case of $P = 3$, the corresponding mapping reads in terms of four variables $X_1, X_2, Y_1, Y_2$:

$$ \begin{align*}
\bar{X}_1 &= X_1 + \frac{\epsilon \delta}{\epsilon - Y_1} - \frac{\epsilon \delta}{\epsilon + Y_1 + Y_2}, \\
\bar{Y}_1 &= Y_1 + \frac{\epsilon \delta}{\epsilon - X_2} - \frac{\epsilon \delta}{\epsilon - X_1}.
\end{align*} $$

$$ \begin{align*}
\bar{X}_2 &= X_2 + \frac{\epsilon \delta}{\epsilon - Y_2} - \frac{\epsilon \delta}{\epsilon - Y_1}, \\
\bar{Y}_2 &= Y_2 + \frac{\epsilon \delta}{\epsilon + X_1 + X_2} - \frac{\epsilon \delta}{\epsilon - X_2}.
\end{align*} $$

All mappings obtained in this way exhibit $P - 1$ nontrivial integrals which can be found in a straightforward way by exploiting the Lax representation (3.2) of the original lattice KdV equation. In order to do this, we need to define the monodromy matrix $T(k)$ as

$$ T(k) = \prod_{v=0}^{P-1} \mathcal{L}(u_{v+1}, u_v), $$

where the $\epsilon \setminus \text{v}$ indicates that the factors in the product are arranged from right to left, and in which the translation matrices $\mathcal{L}(u_{v+1}, u_v)$ represent either the Lax matrix in the $n$-direction ($\text{v}$ even), i.e. $\mathcal{L}(k)$, or the Lax matrix in the $m$-direction ($\text{v}$ odd), i.e. $\mathcal{M}(k)$. They are of the form

$$ \mathcal{L}(u_{v+1}, u_v) = \left( k^2 - p_{v+1} (u_{v+1} - u_v) - u_{v+1} u_v \right), $$

where we have used the abbreviations $x_j \equiv \epsilon - X_j$, $y_j \equiv \epsilon - Y_j$ and $\lambda \equiv k^2 - q^2$. For convenience a detailed description is outlined in appendix A.
where \( p_{v+i} \equiv p \) if \( v \) is even and \( p_{v+i} = q \) if \( v \) is odd. This leads to, see [25],

\[
\text{tr} \, \mathcal{T}(k) = \prod_{v=1}^{N} \left( p_v + p_{v+1} + u_{v-1} - u_{v+1} \right) \\
+ \sum_{j=1}^{N} (k^2 - p_j^2) \prod_{r=i}^{N} \left( p_r + p_{r+1} + u_{r-1} - u_{r+1} \right) \\
+ \sum_{i<j=1}^{N} (k^2 - p_i^2)(k^2 - p_j^2) \prod_{r=i}^{N} \left( p_r + p_{r+1} + u_{r-1} - u_{r+1} \right) \\
+ \cdots .
\]

(3.14)

The coefficients of the powers of \( k \) are the integrals of mappings.

Alternatively, having obtained the linear system in Zakharov–Shabat form (3.7), one can also construct the monodromy matrix \( T(\lambda) \) by gluing the elementary translation matrices \( L_j(\lambda) \) along the staircase over one period \( P \), leading to

\[
T(\lambda) := \prod_{j=0}^{\frac{P-1}{2}} L_j(\lambda).
\]

(3.15)

The monodromy matrix \( T(\lambda) \) from (3.15) is the same as \( \mathcal{T}(k) \) from (3.12), apart from a similarity transformation corresponding to a gauge transformation at the beginning and end point of the chain from 0 to \( 2P \) (which by periodicity is performed by the same multiplying matrix), and the trace of the monodromy matrix leads to the same result as before.

In the case of \( N = 2P = 4 \), equation (3.14) yields the integral of the mapping

\[
\mathcal{L} = X^2 Y^2 - \epsilon^2 X^2 - \epsilon^2 Y^2 - 2 \epsilon \delta X Y,
\]

(3.16)

which is an elliptic curve that can be parametrized in terms of Jacobi elliptic functions, thus leading to explicit solutions to the corresponding mapping. For \( N = 2P = 6 \), the invariants are calculated from (3.14) as

\[
\mathcal{I}_1 = \frac{1}{8} \delta^2 \epsilon^2 \left[ x_1 (3 y_0 + 3 y_1 - y_2) + x_2 (3 y_1 + 3 y_2 - y_0) + x_3 (3 y_0 + 3 y_2 - y_1) \right] \\
+ \frac{1}{2} \delta \epsilon \left[ x_1 x_2 y_1 (y_0 - y_2) + x_1 x_3 y_0 (y_2 - y_1) + x_2 x_3 y_2 (y_1 - y_0) \right] \\
+ x_1 x_2 x_3 y_0 y_1 y_2,
\]

(3.17a)

\[
\mathcal{I}_2 = \delta \epsilon \left[ x_1 (y_0 - y_1) + x_2 (y_1 - y_2) + x_3 (y_2 - y_0) \right] \\
+ x_1 x_2 y_1 (y_0 + y_2) + x_1 x_3 y_0 (y_1 + y_2) + x_2 x_3 y_2 (y_0 + y_1),
\]

(3.17b)

in which

\[
x_j \equiv \epsilon - X_j, \quad y_j \equiv \epsilon - Y_j \quad (j = 1, 2), \quad y_0 \equiv \epsilon + Y_1 + 2, \quad x_3 \equiv \epsilon + X_1 + X_2.
\]

3.2. The lattice MKdV equation

Let us now consider the lattice version of the MKdV equation

\[
p v \tilde{v} + q \tilde{q} \tilde{v} = q v \tilde{v} + p \tilde{p} \tilde{v}.
\]

(3.18)
The parameters \( p, q \) denote as before the lattice parameters, and the notations for the translations in the lattice direction are as before in the lattice KdV case. Equation (3.18) arises as the compatibility condition of the linear system,

\[
(p - k)\tilde{\Psi}(k) = \mathcal{L}(k)\Psi(k), \quad (q - k)\tilde{\Psi}(k) = \mathfrak{M}(k)\Psi(k),
\]

where \( \mathcal{L}(k) \) and \( \mathfrak{M}(k) \) are given by

\[
\mathcal{L}(k) = \begin{pmatrix} p & \tilde{v} \\ k^2/v & p\tilde{v}/v \end{pmatrix}, \quad \mathfrak{M}(k) = \begin{pmatrix} q & \tilde{v} \\ k^2/v & q\tilde{v}/v \end{pmatrix}.
\]

Equation (3.18) is related to the lattice KdV equation via a Miura transformation as follows

\[
p - q + \tilde{u} - \tilde{u} = \frac{p\tilde{v} - q\tilde{v}}{v}.
\]  

(3.19)

On the level of the linear system, this reflects a gauge transformation of the form

\[
k^2 \Psi(k) = \mathcal{U} \Phi(k), \quad \mathcal{U} = \begin{pmatrix} s & v \\ k^2 & 0 \end{pmatrix},
\]

in which \( s = (p - \tilde{u})v - p\tilde{v} \) and \( \tilde{s} = pv - (p + u)\tilde{v} \), leading to

\[
\mathcal{L}(k) = \tilde{\mathcal{U}} \mathcal{L} \mathcal{U}^{-1}, \quad \tilde{\mathcal{U}} \Phi \Phi^{-1} = \frac{\tilde{v}}{k^2} E, \quad \text{where} \quad E = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \Phi = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

It should be noted that a similar relation with the same \( s \) holds for \( \mathfrak{M}(k) \), by just replacing \( p \to q \) and \( \sim \to \tilde{\sim} \), i.e.

\[
\mathfrak{M}(k) = \tilde{\mathcal{U}} \mathfrak{M} \mathcal{U}^{-1}.
\]

Let us now consider initial value problems for (3.18) on the lattice in precisely the same way as before with initial data on staircases as the one depicted in figure 1, namely

\[
v(j, j) =: v_{2j}, \quad v(j + 1, j) =: v_{2j+1} \quad (j \in \mathbb{Z}).
\]

We perform iterations by updating the lattice variables \( v \) along a diagonal shift, i.e.

\[
v(j - 1, j + 1) =: v_{2j}, \quad v(j, j + 1) =: v_{2j+1},
\]

using the lattice MKdV (3.18). One obtains the mapping

\[
v_{2j} = v_{2j} \frac{v_{2j+1} + \rho v_{2j+1}}{v_{2j+1} + \rho v_{2j-1}}, \quad v_{2j+1} = v_{2j+1} \frac{v_{2j+1} + v_{2j+2} + \rho v_{2j}}{v_{2j+2} + \rho v_{2j}}.
\]  

(3.20)

where \( \rho = p/q \). Again, we use a diagonal shift so that the mapping is close to the identity mapping if \( \rho \) is close to 1. We can reduce the system (3.20) in terms of the logarithmic variables

\[
X_j := \log \frac{v_{2j+1}}{v_{2j-1}}, \quad Y_j := \log \frac{v_{2j+2}}{v_{2j}} \quad (j \in \mathbb{Z}).
\]

The reduced mapping turns out to be

\[
\bar{X}_j = X_j + \log \frac{(\rho + e^{Y_j}) (1 + \rho e^Y)}{(\rho + e^Y) (1 + \rho e^{Y_j})}, \quad \bar{Y}_j = Y_j + \log \frac{(\rho + e^{X_j}) (1 + \rho e^{X_j+1})}{(\rho + e^{X_j+1}) (1 + \rho e^{X_j})}.
\]  

(3.21)

In a similar way as before we can find from the Zakharov–Shabat system for the lattice equation (3.18), a linear system for the mapping in terms of reduced variables,
\[ L_j = \begin{pmatrix} q & y_j \\ k^2 & qy_j \end{pmatrix} \begin{pmatrix} p & x_j \\ k^2 & px_j \end{pmatrix}, \] (3.22a)

\[ M_j = \begin{pmatrix} -p & (1 + \rho x_j)/(\rho + x_j) \\ k^2x_j^{-1} & -p x_j^{-1}(1 + \rho x_j)/(\rho + x_j) \end{pmatrix} \begin{pmatrix} q & x_j(1 + \rho y_j)/(\rho + y_j) \\ k^2 & qy_j(1 + \rho y_j)/(\rho + y_j) \end{pmatrix}, \] (3.22b)

in which we have used the abbreviations \( x_j \equiv e^{X_j}, y_j \equiv e^{Y_j}. \) The Zakharov–Shabat equations, i.e.

\[ L_j M_j = M_j + 1 L_j, \]

leads to the mapping (3.21) as compatibility condition. We again impose the periodicity condition

\[ \sum_{j=1}^{P} X_j = 0, \quad \sum_{j=0}^{P-1} Y_j = 0. \] (3.23)

The mapping (3.21) together with the conditions (3.23) is a \( 2(P-1) \)-dimensional mapping that exhibits \( P-1 \) invariants, that can be constructed in the same way as in the case of the lattice KdV by using the monodromy matrix. The invariants can also be constructed from the invariants of the KdV by using the Miura transformation (3.19).

In the case of \( N = 4 \), the corresponding mapping is given as

\[ X = X + 2 \log \frac{1 + \rho e^{Y_j}}{\rho + e^{X_j}}, \quad Y = Y + 2 \log \frac{\rho + e^{X_j}}{1 + \rho e^{Y_j}}. \] (3.24)

We find the invariant

\[ I = e^{X-Y} + e^{Y-X} + 2 \rho (e^{X} + e^{Y} + e^{-X} + e^{-Y}) + \rho^2 (e^{X+Y} + e^{-(X+Y)}), \] (3.25)

which is an elliptic curve.

In both the KdV and MKdV case we have similar structures, i.e. mappings and invariants. In fact, both cases are examples of discrete dynamical systems that are covered by the discrete version of the Arnold–Liouville theorem as formulated by Veselov, see [37]. It was established in the paper [8] that the invariants of the mappings are in involution. It is a hallmark of integrability that these invariants themselves generate commuting flows using the Poisson bracket structures which are compatible with the discrete mappings. The task in the remainder of the paper is to make a connection between the invariants and the relevant MHs.

4. The modified Hamiltonian of one-degree-of-freedom

In this section, we focus on the one-degree-of-freedom case obtained from the simplest reduction, leaving the systems with two-degrees-of-freedom to the rest of the paper. We present a first example arising from the KdV reduction in section 4.1. The MH of the symplectic mapping, as given by Yoshida’s approach, is then given. The MH is also written in closed form by using action-angle variables. We present a second example coming from the MKdV case in section 4.2. We also do the same for the MH as in the first example.
4.1. The KdV map example

Consider the integrable mapping

\[
\begin{align*}
\bar{p} &= p + \frac{2 \epsilon \delta q}{\epsilon^2 - q^2}, \\
\bar{q} &= q - \frac{2 \epsilon \delta \bar{p}}{\epsilon^2 - \bar{p}^2},
\end{align*}
\]

which is the mapping (3.10) in which we identify \( X := p \) and \( Y := q \). We have the standard Poisson brackets

\[
\{ q, q \} = \{ p, p \} = 0, \quad \{ q, p \} = 1,
\]

which is preserved by the map (4.1). Indeed, the mapping (4.1) is a canonical transformation with the generating function

\[
H(q, \bar{p}) = \epsilon \delta \log (\epsilon^2 - \bar{p}^2) + \epsilon \delta \log (\epsilon^2 - q^2),
\]

through the equations

\[
\begin{align*}
\bar{p} - p &= -\frac{\partial H}{\partial q}, \\
\bar{q} - q &= \frac{\partial H}{\partial \bar{p}},
\end{align*}
\]

which, once again, we can regard as discrete analogue of the Hamilton equations, where (4.2) can be regarded as the discrete Hamiltonian. The usual approach in geometric integration is to start with a Hamiltonian differential equation and then create a map using the same Hamiltonian as in the differential equation. Even if the differential equation is integrable, the resulting map will generically be non-integrable. In contrast, here we start from an integrable map and interpret the generating function of the map as a discrete Hamiltonian. In that case, there is an underlying continuous Hamiltonian flow whose Hamiltonian is given by an invariant of the map which is different from the discrete Hamiltonian. More specifically, the mapping (4.1) conserves the quantity

\[
I = p^2 q^2 - \epsilon \delta (p^2 + q^2) - 2 \epsilon \delta p q,
\]

and, therefore, by definition is an integrable map (i.e. it is a symplectic mapping with an invariant). By considering \( \delta \) in the mapping (4.1) to be the step size (i.e. \( \delta \) plays the role of \( \tau \) in the expansion (2.4)), we obtain the following expansion for the MH:

\[
H^* = \delta \epsilon \log (\epsilon^2 - p^2) + \delta \epsilon \log (\epsilon^2 - q^2) - \frac{2 \delta^2 \epsilon^2 p q}{(\epsilon^2 - p^2)(\epsilon^2 - q^2)} - \frac{2 \delta^3 \epsilon^3 p^3 q^3 + 2 \delta^3 \epsilon^3 q^3 p^2 + 2 \delta^3 \epsilon^3 q^3 p^2 + 2 \delta^3 \epsilon^3 q^3 p^2}{3 (\epsilon^2 - p^2)^2 (\epsilon^2 - q^2)^3} \quad + O(\delta^5). \tag{4.5}
\]

At this stage, it is not obvious that this expansion converges, however, we will show that we actually have a closed-form expression for the MH. This will provide a connection between the MH and the invariant, taking into account that if the MH exists, then it must be expressed in terms of the invariant. As the mapping is integrable, we can employ a transformation to action-angle variables to derive an interpolating Hamiltonian where the canonical momenta are the invariants of the map.

A change to action-angle variables is a canonical (symplectic) transformation to a new set of phase space coordinates, such that the new momenta are invariants of the system and the coordinates evolve in a linear fashion. This can be viewed as an application of the Hamilton–Jacobi method, see [10]. A discussion of action-angle variables for integrable mappings can be found in [2, 5].
In the one-degree-of-freedom system under consideration, the relevant canonical transformation \((q, p) \rightarrow (Q, P)\) is given by means of a generating function, \(S(q, P)\) as

\[
p = \frac{\partial S(q, P)}{\partial q}, \quad Q = \frac{\partial S(q, P)}{\partial P},
\]

with

\[
K(Q, P) = H + \frac{\partial S}{\partial t},
\]

being the transformed Hamiltonian, noting that in the case of a transformation to action-angle variables the \(K\) only depends on \(P\). Integrating the first system of equations, we get \(S\) up to an arbitrary function of the invariant

\[
S(q, P) = \int_{q_0}^{q} \frac{\epsilon \, \delta \, q' + \sqrt{\epsilon^2 \, \delta^2 \, q'^2 + (\epsilon^2 - q'^2)(\epsilon^2 \, q'^2 - P)}}{q'^2 - \epsilon^2} \, dq',
\]

and consequently we obtain

\[
Q(q, P) = \int_{q_0}^{q} \frac{1}{2 \sqrt{\delta^2 \, \epsilon^2 \, q'^2 + (\epsilon^2 - q'^2)(\epsilon^2 \, q'^2 - P)}} \, dq'.
\]

In the context of the mapping (4.1), the relevant continuous Hamiltonian flow is the one whose Hamiltonian is given by the invariant of the map for which we have the Hamilton’s equations

\[
\dot{p} = -\frac{\partial I}{\partial q}, \quad \dot{q} = \frac{\partial I}{\partial p},
\]

This system actually defines an interpolating flow where the trajectory of the system (4.10) and the orbit of the map share the level set of the invariant. For the system (4.3) the new momentum is defined to be \(P = I\), hence we integrate (4.10) by quadrature to obtain

\[
t = \int_{0}^{\mathcal{E}(\epsilon, \delta, P)} \frac{1}{2 \sqrt{\delta^2 \, \epsilon^2 \, q'^2 + (\epsilon^2 - q'^2)(\epsilon^2 \, q'^2 - P)}} \, dq,
\]

which defines the relevant elliptic function \(\mathcal{E}(\epsilon, \delta, P)\) in terms of an elliptic integral of the first kind [13]. In fact, the modified Hamiltonian \(H^*\) coincides with the canonical transformed Hamiltonian \(K\) obtained by applying the canonical transformation (4.6), viewed as a function of \(Q, P\). Hamilton’s equations in the new variables imply

\[
\dot{P} = -\frac{\partial H^*}{\partial Q} = 0, \quad \dot{Q} = \frac{\partial H^*}{\partial P} = \nu,
\]

which tell us on the one hand that \(H^*\) is a function of \(P\) alone, and on the other hand that \(H^*\) is obtained by integrating \(\nu\) with respect to \(P\) up to an arbitrary function of the invariant.

In order to apply the canonical transformation to the map (4.1), we introduce the ‘frequency’ \(\nu\) as the discrete time-one step

\[
\nu = \int_{q}^{\pi} \frac{\partial p}{\partial P} \, dq', \quad \text{so that} \quad \overline{Q} = \nu,
\]

which crucially depends on \(P\) only. Since the time flow \(t\) interpolates the map (4.1), the iteration of the map is a time-one step stroboscope of the continuous time, so the integral (4.11)
can be subdivided into uniform time-one iterate. Thus, we can choose an initial point at \( q \), and use the system (4.1) to compute \( \tilde{q} \), starting from \( q = 0 \) we then obtain
\[
\tilde{q} = \frac{2 \varepsilon^2 \delta \sqrt{-P}}{\varepsilon^4 + P}.
\]
Thus, the frequency (4.13) is given as
\[
\nu = \int_0^{\overline{\varepsilon} \sqrt{-P}} \frac{1}{2 \sqrt{\delta^2 \varepsilon^2 q^2 + (\varepsilon^2 - q^2)(\varepsilon^2 q^2 - P)}} \, dq,
\]
and hence
\[
H^*(\mathcal{P}) = \int_0^{\overline{\varepsilon} \sqrt{-P}} \frac{1}{2 \sqrt{\delta^2 \varepsilon^2 q^2 + (\varepsilon^2 - q^2)(\varepsilon^2 q^2 - P)}} \, dq \, d\mathcal{P}'.
\]
The inside integral is a definite integral and the outside integral is an indefinite integral which is determined up to an integration constant. Equation (4.15) is a closed-form expression for the MH of the map (4.1).

Writing equation (4.14) as a series in \( \delta \) and fixing the integration constant such that for \( \delta = 0 \), the integrating over \( \mathcal{P} \) vanishes, we obtain
\[
H^*(\mathcal{P}) = \delta \epsilon \log (\mathcal{P} + \epsilon^4) + \frac{2 \delta^3 \epsilon^3 \mathcal{P}}{3(\mathcal{P} + \epsilon^4)^2} - \frac{4 \delta^5 \epsilon^5 \mathcal{P} (\mathcal{P} - 2 \epsilon^4)}{15(\mathcal{P} + \epsilon^4)^4} + O(\delta^7).
\]
Unsurprisingly, expansions (4.5) and (4.16) are the same, where the integration constant in (4.16) is fixed. This matching can be seen on two steps. Firstly, one needs to insert the invariant \( \mathcal{P} \) and expand (4.16) in orders of \( \delta \). Secondly, one needs to rearrange the series arising from step one in orders of \( \delta \), which can be done by combining all terms with the same order of \( \delta \).

### 4.2. The MKdV map example

Consider the integrable mapping
\[
\tilde{p} = p + 2 \log \frac{1 + \rho e^\xi}{\rho + e^\xi}, \quad \tilde{q} = q + 2 \log \frac{\rho + e^\xi}{1 + \rho e^\xi},
\]
which is the mapping (3.24) where we identify \( X := p \) and \( Y := q \). We have the standard invariant symplectic structure
\[
d\tilde{q} \wedge d\tilde{p} = dq \wedge dp,
\]
which is preserved by the map (4.17). The mapping (4.17) is in fact a canonical transformation, and the generating function \( H \) (Hamiltonian) of the mapping is in this case found to be
\[
H(q, \tilde{p}) = 2 \int_0^q \log \frac{\rho + e^\xi}{1 + \rho e^\xi} \, d\xi + 2 \int_0^q \log \frac{\rho + e^\xi}{1 + \rho e^\xi} \, d\xi.
\]
Note that this Hamiltonian can be written in terms of dilogarithm functions using the well-known integral representation. The discrete-time Hamilton equations are written as
\[
\tilde{p} - p = -\frac{\partial H}{\partial q}, \quad \tilde{q} - q = \frac{\partial H}{\partial \tilde{p}}.
\]
and the mapping (4.17) conserves the function
\[ \mathcal{I} = e^{P-q} + e^{q-p} + 2 \rho \left( e^P + e^q + e^{-p} + e^{-q} \right) + \rho^2 \left( e^{P+q} + e^{-(p+q)} \right). \] (4.19)

In this example we actually have a different type of situation from what we had in the previous example since the step size in the mapping (4.17) is much more hidden (implicit). Setting \( \tau = \rho - 1 \) and using (2.4) the expansion for the MH when applied to (4.18) can be written as a series in orders of \( \tau \) as the following:
\[
H^* = 2 \tau \left[ p + q - 2 \log (1 + e^p)(1 + e^q) \right]
- \tau^2 \left[ p + q - 2 \log (1 + e^p)(1 + e^q) + \frac{4 \left( e^{p+q} + 1 \right)}{(1 + e^p)(1 + e^q)} \right]
+ \frac{2 \tau^3}{3} \left[ \frac{3 \left( e^{p+2q} + e^{2p+q} + e^{q} \right)}{(1 + e^p)^2(1 + e^q)^2} + \frac{2 \left( 3 e^{2(p+q)} + 8 e^{p+q} + 3 \right)}{(1 + e^p)^2(1 + e^q)^2} \right]
+ \frac{2 \tau^3}{3} \left[ p + q - 2 \log (1 + e^p)(1 + e^q) \right] + O(\tau^4). \] (4.20)

Once again, it is not obvious that this expansion converges, however, finding the connection between the MH and the invariant will essentially assert that there is a closed-form expression for the MH. Again, since the mapping (4.17) is integrable we can follow the action-angle prescription of section 4.1 to derive the MH. Indeed, we can define the invariant (4.19) as the new momentum and its canonically conjugated variable as the new coordinate. The canonical transformation from \((q, p)\) to \((Q, P)\) can be parametrized in terms of a generating function \(S(q, P)\) as
\[
p = \frac{\partial S(q, P)}{\partial q}, \quad Q = \frac{\partial S(q, P)}{\partial P}.
\]

Similarly as in example 4.1, the corresponding frequency \(\nu\) is given by
\[
\nu = \int^\tau_q dq' \frac{dP}{\sqrt{(2 \rho^2 + P + 2)(P - 2 \rho^2 - 4 \rho e^{q'} - 4 \rho e^{-q'} - 2)}}. \] (4.21)

Choosing an initial point at \(q = 0\), one then obtains
\[
\tau = 2 \log \left( \frac{\rho + \Delta}{1 + \rho \Delta} \right),
\]
in which we define the shorthand
\[
\Delta = \frac{P - 4 \rho - \sqrt{(2 \rho^2 + P + 2)(P - 2 \rho^2 - 8 \rho - 2)}}{2(1 + \rho)^2}.
\]

The integral (4.21) is also an elliptic integral of the first kind. By using the Hamilton’s equations with the action-angle coordinates, and denoting the new Hamiltonian by \(H^*\), we obtain
\[
H^*(P) = \int^P_0 \frac{\cosh(\sqrt{2\rho^2} \tau) \sqrt{2}}{\sqrt{(2 \rho^2 + P + 2)(P - 2 \rho^2 - 4 \rho e^\tau - 4 \rho e^{-\tau} - 2)}} \, dp. \] (4.22)

up to an integration constant. Equation (4.22) is a closed-form expression for the MH of the map (4.17). Again, setting \( \tau = \rho - 1 \) and fixing the constant of integration over \( P \) such that for \( \tau = 0 \), the integral vanishes, we can write (4.22) as a series in \( \tau \) as follows
\[ H^* (\mathcal{P}) = -2 \tau \log (\mathcal{P} + 4) + \tau^2 \left( \log (\mathcal{P} + 4) - \frac{8}{(\mathcal{P} + 4)} \right) \\
- \frac{2}{3} \tau^3 \left( \log (\mathcal{P} + 4) - \frac{4}{(\mathcal{P} + 4)} - \frac{24}{(\mathcal{P} + 4)^2} \right) + O(\tau^4). \] (4.23)

Equation (4.23) can once again be expanded in orders of \( \tau \) and, after following the same procedure of section 4.1, the matching with series (4.20) will be seen.

The present examples of one-degree-of-freedom systems already display some useful techniques from Hamiltonian mechanics. As we shall observe next, the transition to higher-degrees-of-freedom systems requires some further technology from the theory of discrete integrable systems. We will restrict ourselves to two-degrees-of-freedom system to keep the discussion transparent. The higher-degrees-of-freedom case has to be treated by the method of separation of variables in order to arrive at the action-angle variables, and we restrict ourselves to the case of KdV mappings.

5. Separation of variables and finite-gap integration

In the two-degrees-of-freedom case the situation becomes more complicated, which requires some mathematical techniques, such as separation of variables [32, 35] and finite-gap integration [3]\(^1\). Instead of transforming \((q, p)\) directly to the action-angle variables \((Q, \mathcal{P})\), here we look for a canonical transformation to separated variables \((q, p) \rightarrow (\mu, \eta)\) and a further transformation \((\mu, \eta) \rightarrow (Q, \mathcal{P})\), combined with a description of the dynamics of the separated variables \((\mu, \eta) \rightarrow (\mu, \eta)\). We employ the key technique of separation of variables to the mappings of KdV type in section 5.1. Then, we impose the Poisson bracket for the monodromy matrix, followed by the Poisson brackets between its entries, to establish the separation of variables transform as a canonical transformation, in section 5.2. We derive the discrete dynamics in terms of the separated variables (discrete Dubrovin equations) for this case in section 5.3. We establish the continuous-time evolution for the auxiliary spectrum generated by the invariants in section 5.4. We introduce a canonical transformation to action-angle variables on the basis of structure in terms of the separation variables in section 5.5.

5.1. Separation of variables

The method of separation of variables (SoV) plays an important role in studying Liouville integrable systems. The SoV originated from the development of Hamiltonian mechanics as a method to separate an \(N\)-degrees-of-freedom system into one-degree-of-freedom system through the Hamilton–Jacobi equation for particular Hamiltonians. The SoV approach has been applied to many families of finite-dimensional integrable systems, see [2, 32].

Taking the monodromy matrix \(T(\lambda)\) in the form

\[ T(\lambda) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix}, \] (5.1)

it is well known that in the periodic problems for equations of KdV type, the roots \(\{\mu_j\}, \ j = 1, \ldots, g\) of the polynomial \(B(\lambda)\) define the so-called auxiliary spectrum, see [34], and they play the role of separation variables, see [35]. These roots correspond to the poles of the

\(^1\)We note that in this section we are going to apply these techniques for higher-degrees-of-freedom of genus \(g\).
Baker–Akhiezer (BA) function by which we mean an eigenfunction of the Lax representation normalized in such way that its analytic behaviour as a function of the spectral parameter $\lambda$, is characterized through the singularity structure.

The monodromy matrix $T(\lambda)$ for genus $g$ has a natural grading in terms of the spectral parameter $\lambda$:

$$
T(\lambda) = \begin{pmatrix}
\lambda^{g+1} + \lambda^g A_g + \cdots + A_0 & \lambda^{g} B_g + \lambda^{g-1} B_{g-1} + \cdots + B_0 \\
\lambda (\lambda^g C_g + \cdots + C_0) & \lambda (\lambda^{g+1} D_{g-1} + \cdots + D_0)
\end{pmatrix}.
$$

(5.2)

We can write the trace of the monodromy matrix as

$$
\text{tr} \ T(\lambda) = I_0 + \sum_{j=1}^{g} I_j \lambda^j + 2 \lambda^{g+1}, \quad I_j = A_j + D_{j-1}.
$$

(5.3)

As noted in section 3, the coefficients $I_j$, $j = 0, \ldots, g - 1$, are the invariants of the map, while the top coefficient $I_g = A_g + D_{g-1}$ is a Casimir with respect to the natural Poisson algebra associated with the dynamical map. The discriminant of the curve takes on the form:

$$
R(\lambda) = (\text{tr} \ T)^2 - 4 \det(T) = \left(2 \lambda^{g+1} + \sum_{j=0}^{g} I_j \lambda^j\right)^2 - 4 \lambda^{g+1} (\lambda - \omega)^{g+1},
$$

(5.4)

where $\omega = \epsilon \delta$. The auxiliary spectrum $B(\lambda)$ has the following factorisation

$$
B(\lambda) = B_g \prod_{j=1}^{g} (\lambda - \mu_j),
$$

(5.5)

where $B_g$ is a Casimir.

The linear problem for the BA function is the eigenvector $T(\lambda) \phi(\lambda) = \eta(\lambda) \phi(\lambda)$, of the monodromy matrix $T(\lambda)$ corresponding to the eigenvalue $\eta(\lambda)$ of the spectral curve

$$
\det(\ T(\lambda) - \eta) = 0,
$$

(5.7)

which defines a hyperelliptic curve of genus $g$. This provides that a normalisation of the eigenvectors $\phi$ is fixed

$$
\alpha^\top \phi = 1,
$$

(5.8)

where $\alpha^\top$ is a row vector suitably chosen. The pair $(\lambda, \eta)$ can be thought of as a point of the spectral curve (5.7). The BA function $\phi$ is then a meromorphic function on the spectral curve.

It is easy to see that the pairs $(\mu_j, \eta_j)$, where $\eta_j = \eta(\mu_j)$, thus defined satisfy the separation equation (5.7), which express the fact that the $(\mu_j, \eta_j)$ are lying on the spectral curve. The canonicity of the variables $(\mu_j, \eta_j)$ should be verified independently. No general recipe is known how to guess the proper (that is producing canonical variables) normalisation for the BA function. In our case the following normalisation works,

$$
\alpha^\top = (1, 0).
$$

(5.9)

This terminology appears in the theory of discrete integrable systems, in particular, in finite-gap integration.
From the linear equation (5.6) and normalisation (5.8) we derive that
\[ \vec{\alpha} T \phi = \eta, \]
and hence,
\[ \phi = \left( \begin{array}{c} \vec{\alpha} \\ \vec{\alpha} T(\lambda) \end{array} \right)^{-1} \left( \begin{array}{c} 1 \\ \eta \end{array} \right). \quad (5.10) \]

The following determinant has to vanish on the separation variables \( \mu_j \),
\[ B(\lambda) = \det \left( \begin{array}{c} \vec{\alpha} \\ \vec{\alpha} T(\lambda) \end{array} \right) = 0. \quad (5.11) \]

The formula (5.11) for the separation variables appeared already in [16] in the case of standard normalisation
\[ \vec{\alpha} = \vec{\alpha}_0 \equiv (0, 1). \]

The rational functions \( A(\lambda) \) and \( D(\lambda) \) of the entries of the monodromy matrix \( T(\lambda) \) satisfy the following relations
\[ A(\mu_j) = \eta^+ (\mu_j) = \eta \quad \text{and} \quad D(\mu_j) = \eta^- (\mu_j) = \eta'. \quad (5.12) \]

What remains is to establish the SoV transform as a canonical transformation, i.e. to verify that the Poisson brackets between the separation variables, have the canonical structure. To do this we use the information about the Poisson brackets between the entries of monodromy matrix \( T(\lambda) \) provided by the classical \( r,s \)-matrix structure.

### 5.2. Poisson brackets and \( r \)-matrix structures

Let us remind the reader of the Lax matrices of the mapping of KdV type considered in section 3. These matrices depends on a discrete variable \( n \) labelling the sites along a chain of length \( P \), and are given by
\[ L_n = \begin{pmatrix} \lambda + x_n y_n - \omega \\ \lambda x_n \end{pmatrix}. \quad (5.13) \]

The key object here is the monodromy matrix \( T(\lambda) \) obtained by gluing the elementary translation matrices \( L_n \) along a line connecting the sites 1 and \( P + 1 \) over one period \( P \), namely
\[ T(\lambda) := \prod_{n=1}^{P} L_n(\lambda), \quad (5.14) \]

which is essentially the monodromy matrix (3.15). The Poisson bracket for the monodromy matrix \( T(\lambda) \) in terms of the \( r,s \)-matrix structure follows from the discrete version of the non-ultralocal Poisson bracket structure [22] and reads as
\[ \{ \frac{1}{2} \} \{ T, T \} = r_{12}^{\frac{1}{2}} T T - T T r_{12}^{\frac{1}{2}} - T s_{12}^{\frac{1}{2}} + T s_{12}^{\frac{1}{2}} T. \quad (5.15) \]

In (5.15) the superscripts 1, 2 for the operator matrix \( T \) denote the corresponding factor on which this \( T \) acts (acting trivially on the other factors), i.e.
\[ \frac{1}{T} := T \otimes \mathbb{I} \quad \text{and} \quad \frac{2}{T} := \mathbb{I} \otimes T. \]
We note that the proof of equation (5.15) can be found in appendix C.

In the classical case the traces of powers of the monodromy matrix are invariant under the mapping as a consequence of the discrete-time evolution
\[ \mathbf{T}(\lambda) = \mathbf{M}(\lambda) \mathbf{T}(\lambda) \mathbf{M}(\lambda)^{-1}, \quad \mathbf{M} = \begin{pmatrix} \lambda + (\omega/\lambda) & \omega/x - \omega/y \\ \omega/y - \omega/x & \lambda \end{pmatrix}. \] (5.16)

where \( \mathbf{M} \) is \( \mathbf{M}_1 \), and the periodicity condition \( \mathbf{M}_{P+1} = \mathbf{M}_1 \). Thus, this leads to a sufficient number of invariants which are obtained by expanding the traces in powers of the spectral parameter \( \lambda \). The dynamical map in terms of the monodromy matrix is preserved by the Poisson bracket as a consequence of the compatibility condition of a discrete-time ZS (Zakharov–Shabat) system (3.7). The involution property of the classical invariants, which was proven in [8], follows also from the Poisson bracket
\[ \{ \text{tr} \mathbf{T}(\lambda), \text{tr} \mathbf{T}(\lambda') \} = 0, \] (5.17)

which in turn follows from (5.15).

The classical \( r, s \)-matrix structure for the mapping of KdV type is given by
\[ r_{12}^r = \frac{\mathcal{P}_{12}}{\lambda_1 - \lambda_2}, \quad s_{12}^r = \frac{1}{\lambda_1} \mathbf{E}_1 \mathbf{F}_2, \quad s_{12}^s = \frac{1}{\lambda_2} \mathbf{F}_1 \mathbf{E}_2, \quad r_{12}^s = r_{12}^r + s_{12}^r - s_{12}^s. \] (5.18)
in which \( \lambda_\alpha = k_\alpha^2 - q^2, \alpha = 1, 2 \), and the permutation matrix \( \mathcal{P}_{12} \) and the matrices \( \mathbf{E}, \mathbf{F} \) are given by
\[ \mathcal{P}_{12} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \mathbf{E} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \mathbf{F} = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \]

Using equations (5.15) and (5.18) we can extract the following Poisson brackets between the entries of the monodromy matrix (5.1):
\[ \{ A(\lambda_1), A(\lambda_2) \} = \frac{1}{\lambda_2} B(\lambda_1) C(\lambda_2) - \frac{1}{\lambda_1} B(\lambda_2) C(\lambda_1), \] (5.19a)
\[ \{ A(\lambda_1), B(\lambda_2) \} = \frac{A(\lambda_2) B(\lambda_1) - B(\lambda_2) A(\lambda_1)}{\lambda_1 - \lambda_2} + \frac{1}{\lambda_2} B(\lambda_1) D(\lambda_2), \] (5.19b)
\[ \{ A(\lambda_1), D(\lambda_2) \} = \frac{\lambda_1 B(\lambda_1) C(\lambda_2) - \lambda_2 B(\lambda_2) C(\lambda_1)}{\lambda_1 (\lambda_1 - \lambda_2)}, \] (5.19c)
\[ \{ B(\lambda_1), B(\lambda_2) \} = 0, \] (5.19d)
\[ \{ B(\lambda_1), D(\lambda_2) \} = \frac{\lambda_1 B(\lambda_1) D(\lambda_2) - \lambda_2 D(\lambda_1) B(\lambda_2)}{\lambda_1 (\lambda_1 - \lambda_2)}, \] (5.19e)
\[ \{ D(\lambda_1), D(\lambda_2) \} = 0. \] (5.19f)

Equation (5.19) can be used to establish the canonicity of the separation variables:
\[ \{ \mu_i, \mu_j \} = \{ \eta_i, \eta_j \} = 0, \quad \{ \mu_i, \eta_j \} = \delta_i^j \eta_j, \] (5.20)
using \( \eta(\mu_j) = A(\mu_j) \).
5.3. Discrete Dubrovin equations

The Dubrovin equations arise in the theory of finite-gap integration as the equations governing the dynamics of the auxiliary spectrum or equivalently of the poles of the Baker–Akhiezer function. In [21] the finite-gap integration of mapping reductions of the lattice KdV equation was considered, see also [7], for complementary results. As a byproduct difference analogues of the Dubrovin equations, see [19], were derived which form the equations of the discrete motion of the auxiliary spectrum under the KdV mappings.

Let us first present the equations of discrete motion for the diagonal evolution in terms of its arguments, i.e.

\[ \mathcal{M}^{-1} \left( \kappa \sqrt{R(\mu)} - I_0 e \right) + \mathcal{M}^{-1} \left( \sqrt{R(\mu)} - I_0 e \right) = \frac{2 I_0 S_{g-j}(\mu)}{(-1)^j \prod_{i=1}^g \mu_i} + 2 B_j \frac{\bar{x}}{\omega}(1)^{g-j+1} \left[ S_{g-j+1}(\mu) - S_{g-j+1}(\mu) \right], \]

\[ (5.21a) \]

\[ \mathcal{M}^{-1} \left( \kappa \sqrt{R(\mu)} - I_0 e \right) - \mathcal{M}^{-1} \left( \sqrt{R(\mu)} - I_0 e \right) = \frac{2 I_0}{(-1)^j \prod_{i=1}^g \mu_i} - 2 B_j \bar{x} + 2 C_j \frac{\omega}{\bar{x}}, \]

\[ (5.21b) \]

where \( j = 1, \ldots, g \). Thus, the actual discrete Dubrovin equations comprise two expressions (5.21a), (5.21b), and coupled through the \( \bar{x} \) which can be eliminated by combination of both. In equation (5.21), \( \kappa \) is the shift in the discrete dynamical variables, \( \mu = (\mu_1, \ldots, \mu_g) \), and \( I_0 \) denotes the vector with entries \( \mu_i \). \( I_0 \) is given by a coupled system of set of first-order difference equations for the \( \mu_i \), details of derivation are given in appendix D, namely

\[ \mathcal{M}^{-1} \left( \kappa \sqrt{R(\mu)} - I_0 e \right) + \mathcal{M}^{-1} \left( \sqrt{R(\mu)} - I_0 e \right) = \frac{2 I_0 S_{g-j}(\mu)}{(-1)^j \prod_{i=1}^g \mu_i} + 2 B_j \frac{\bar{x}}{\omega}(1)^{g-j+1} \left[ S_{g-j+1}(\mu) - S_{g-j+1}(\mu) \right], \]

\[ (5.22) \]

and \( S(\mu) \) is the vector of symmetric products \( S_k \) of its arguments, i.e.

\[ S_k(\mu_1, \ldots, \mu_g) = \sum_{i_1 < i_2 < \cdots < i_k} \mu_{i_1} \mu_{i_2} \cdots \mu_{i_k}, \quad S_0(\mu_1, \ldots, \mu_g) = 1. \]

We note that the \( \kappa \) in (5.21) denotes the sign \( \kappa = \pm \) corresponding to the choice of sheet of the Riemann surface, subject to the condition \( \bar{\pi} = \kappa \). The latter is the case \( \bar{\pi} = \bar{\kappa} \) since the bar shift \( \bar{\kappa} \) is the composition of two shifts \( \kappa \to -\kappa \) and \( \kappa \to -\kappa \), each of which provoke a change of sheet of the Riemann surface [19, 21].

In the case of \( g = 1 \) the discrete Dubrovin equation (5.21) reduce to set of two coupled equations, namely

\[ \frac{1}{\mu} \sqrt{R(\mu)} + \frac{1}{\mu} \sqrt{R(\bar{\mu})} = I_0 \left( \frac{\mu - \bar{\mu}}{\mu \bar{\mu}} \right) + 2 B_1 \frac{\bar{x}}{\omega}(\mu - \bar{\mu}), \]

\[ (5.23a) \]

\[ \frac{1}{\mu} \sqrt{R(\bar{\mu})} - \frac{1}{\mu} \sqrt{R(\mu)} = I_0 \left( \frac{\mu + \bar{\mu}}{\mu \bar{\mu}} \right) + 2 B_1 \bar{x} - 2 C_1 \frac{\omega}{\bar{x}}, \]

\[ (5.23b) \]
where we can use that $\overline{\kappa} = \kappa$ and fixed $\kappa$ at an initial point. Solving equation (5.23a) for $\overline{\kappa}$ and inserting into (5.23b) we obtain the actual discrete Dubrovin equation of second-degree, namely

\[
\begin{align*}
(\mu - \overline{\mu} - \omega) \left( \frac{\sqrt{R(\overline{\mu}) - I_0}}{\overline{\mu}} \right)^2 - (\mu - \overline{\mu} + \omega) \left( \frac{\sqrt{R(\mu) + I_0}}{\mu} \right)^2 &= \frac{2\omega}{\mu \overline{\mu}} \left( \frac{\sqrt{R(\overline{\mu}) - I_0}}{\overline{\mu}} \right) \left( \frac{\sqrt{R(\mu) + I_0}}{\mu} \right) - 4B_1 C_1 (\mu - \overline{\mu})^2
\end{align*}
\]

which is different from the first-degree Dubrovin equation given in [19] for a different discrete map. The Casimirs $B_1$ and $C_1$ are both equal to $2 \epsilon$.

In the case of genus $g = 2$ the discrete Dubrovin equations are given by the following set of first-order difference equations

\[
\begin{align*}
\frac{1}{\mu_1} \sqrt{R(\mu_1)} - \frac{1}{\mu_2} \sqrt{R(\mu_2)} &= \frac{1}{\overline{\mu}_1} \sqrt{R(\overline{\mu}_1)} - \frac{1}{\overline{\mu}_2} \sqrt{R(\overline{\mu}_2)} \\
I_0 \left( \frac{1}{\mu_1 \mu_2} - \frac{1}{\overline{\mu}_1 \overline{\mu}_2} \right) &= 2B_2 \overline{\kappa} + 2C_1 \frac{\omega}{\overline{\kappa}}.
\end{align*}
\]

\[
\begin{align*}
\frac{1}{\mu_1} \sqrt{R(\mu_1)} - \frac{1}{\mu_2} \sqrt{R(\mu_2)} &= \frac{1}{\overline{\mu}_1} \sqrt{R(\overline{\mu}_1)} - \frac{1}{\overline{\mu}_2} \sqrt{R(\overline{\mu}_2)} \\
I_0 \left( \frac{1}{\mu_1 \mu_2} - \frac{1}{\overline{\mu}_1 \overline{\mu}_2} \right) &= 2B_2 \overline{\kappa} \left( \mu_1 - \overline{\mu}_1 + \mu_2 - \overline{\mu}_2 \right).
\end{align*}
\]

\[
\begin{align*}
\frac{\mu_2}{\mu_1} \sqrt{R(\mu_1)} - \frac{\mu_1}{\mu_2} \sqrt{R(\mu_2)} &= \frac{\overline{\mu}_2}{\overline{\mu}_1} \sqrt{R(\overline{\mu}_1)} - \frac{\overline{\mu}_1}{\overline{\mu}_2} \sqrt{R(\overline{\mu}_2)} \\
I_0 \left( \frac{\mu_1 + \mu_2}{\mu_1 \mu_2} - \frac{\overline{\mu}_1 + \overline{\mu}_2}{\overline{\mu}_1 \overline{\mu}_2} \right) &= 2B_2 \overline{\kappa} \left( \mu_1 \mu_2 - \overline{\mu}_1 \overline{\mu}_2 \right)
\end{align*}
\]

where the Casimirs $B_2$ and $C_2$ are both equal to $3 \epsilon$. As before eliminating $\overline{\kappa}$ from (5.25), we get a coupled first-order difference equations of degree two for the variables $\mu_1, \mu_2$. In general, this system is difficult to solve directly. It is conceivable that the system can be solved using the techniques of Abel’s paper [1], but we will not pursue this line of investigation here. Instead, we consider the integration by means of continuous-time interpolating flow. Note that equations (5.24) and (5.25) describe the discrete evolution of the separation variables.

5.4. Interpolating flow

We will now establish the continuous evolution generated by the invariants. First, we need to establish the Poisson brackets between canonical separation variables. Using (5.19b) and (5.19e) we obtain

\[
\{A(\lambda_1) + D(\lambda_1), B(\lambda_2)\} = \frac{B(\lambda_1) [A(\lambda_2) - D(\lambda_2)] - B(\lambda_2) [A(\lambda_1) - D(\lambda_1)]}{\lambda_1 - \lambda_2}.
\]

This yields in the limit $\lambda_2 \rightarrow \lambda_1$ the relation

\[
\{A(\lambda) + D(\lambda), B(\lambda)\} = [A(\lambda) - D(\lambda)] B'(\lambda) - B(\lambda) [A(\lambda) - D(\lambda)]',
\]
where the prime denotes the differentiation with respect to $\lambda$. From the auxiliary spectrum (5.5), using $B(\mu_j) = 0$ and the relation
\[ \{ A + D, B \}(\mu_j) = (A - D)(\mu_j) B'(\mu_j), \]
we obtain
\[ \{(A + D)(\mu_j), \mu_j\} = (A - D)(\mu_j), \quad (5.28) \]
whereas for $\mu_i \neq \mu_j$ we have
\[ \{ \mu_i, (A + D)(\mu_j) \} = 0. \]
A set of canonical separation variables is introduced by taking the $\{ \mu_j \}$ as the position variables, and $\{ \nu_j \}$ as momenta variables defined by
\[ 2 \cosh(\nu_j) \equiv \frac{\text{tr} T(\mu_j)}{\sqrt{\det T(\mu_j)}} \Rightarrow \nu_j = \frac{1}{2} \log \left( \frac{A(\mu_j)}{D(\mu_j)} \right), \quad (5.29) \]
leading to the Poisson brackets
\[ \{ \mu_i, \mu_j \} = \{ \nu_i, \nu_j \} = 0, \quad \{ \mu_i, \nu_j \} = \delta_{ij}, \quad j = 1, \ldots, g. \quad (5.30) \]

In order to construct an interpolating flow for the map (5.16), we consider the continuous-time evolution for the auxiliary spectrum using $\text{tr} T(\lambda)$ as the generating Hamiltonian of the flow3 (a similar time evolution was considered in [7] by Cao and Xu), i.e.
\[ \dot{\mu}_j = \frac{\partial \mu_j}{\partial \lambda} = \{ \mu_j, \text{tr} T(\lambda) \} = \frac{\sqrt{R(\mu_j)} B(\lambda)}{(\lambda - \mu_j) B_{g} \prod_{j \neq j}(\mu_j - \mu_i)}, \quad (5.31) \]
which are the Dubrovin equations for our case. The value of $\lambda$ will be fixed later. From the definition (5.29) and equation (5.31), the second companion equation for the conjugate variable $\nu_j$ is given by
\[ \dot{\nu}_j = \frac{\sqrt{\det T(\mu_j)} B(\lambda)}{(\lambda - \mu_j) B'(\mu_j)} \frac{\partial}{\partial \mu_j} \left( \frac{\text{tr} T(\mu_j)}{\sqrt{\det T(\mu_j)}} \right). \quad (5.32) \]
The coupled equations (5.31) and (5.32) derive from the Hamiltonian of the form
\[ H_{\lambda}(\mu_1, \ldots, \mu_g; \nu_1, \ldots, \nu_g) = \sum_{j=1}^{g} 2 \cosh(\nu_j) \sqrt{\det T(\mu_j)} B(\lambda) - B(\lambda) \text{tr} T(\mu_j) \]
\[ \frac{\lambda^k}{B(\lambda)} \sum_{j=1}^{g} \frac{\mu_j^k}{B'(\mu_j)(\mu_j - \lambda)} = \begin{cases} 0, & 0 \leq k < g - 1, \\ 1/B_g, & k = g. \end{cases} \quad (5.34) \]
we can integrate the Dubrovin equation (5.31), leading to the following Jacobi inversion problem

3In choosing a single parameter-flow generated by $\text{tr} T(\lambda)$ we anticipate matching this flow to the map in the case of $g = 2$. For higher genus we would need a multiparameter combination of traces. We will not consider the latter extension in this paper.
\[ S(q, p) \]

\[ (q, p) \xrightarrow{F(q, \mu)} (\mu, \nu) \xrightarrow{G(\mu, p)} (Q, P) \]

\[ H(q, p) \quad \xrightarrow{W(\mu, P)} \quad K(Q, P) \]

\[ \langle \mu, \nu \rangle \xrightarrow{F(\mu, P)} \langle \bar{\mu}, \bar{\nu} \rangle \xrightarrow{G(\bar{\mu}, \bar{P})} \langle \bar{Q}, \bar{P} \rangle \]

\[ S(\bar{Q}, \bar{P}) \]

\[ \lambda^k(t - t_0) = \sum_{j=1}^{g} \int_{\mu_j(t_0)}^{\mu_j(t)} \frac{\mu^k}{\sqrt{R(\mu)}} \, d\mu, \quad k = 0, \ldots, g - 1, \quad (5.35) \]

on the hyperelliptic Riemann surface of genus \( g = P - 1 \)

\[ \Gamma: \eta^2 - \text{tr}T(\lambda)\eta + \det T(\lambda) = 0. \quad (5.36) \]

We note that the time variable \( t = t(\lambda) \) depends on the parameter value \( \lambda \). We also note that for different values of \( \lambda \) the compatibility flows commute as a consequence of equation (5.17).

5.5. Generating functions structures and action-angle variables

We can now introduce the canonical transformation to action-angle variables in terms of the spectral variables \( \mu_1, \ldots, \mu_g, \nu_1, \ldots, \nu_g \). We look for a canonical transformation given by a generating function \( G(\mu_1, \ldots, \mu_g; \mathcal{P}_1, \ldots, \mathcal{P}_g) \) in which the action variables \( \mathcal{P}_1, \ldots, \mathcal{P}_g \) are the invariants appearing in (5.3); specifically \( \mathcal{P}_j = I_{j-1} \) where \( j = 1, \ldots, g \). This generating function is obtained from

\[ G = \sum_{j=1}^{g} \int_{\mu_j}^{\mu_j(t_0)} \nu_j(\mu; \mathcal{P}_1, \ldots, \mathcal{P}_g) \, d\mu = \sum_{j=1}^{g} \int_{\mu_j}^{\mu_j(t_0)} \arccosh \left( \frac{1}{2} \frac{\text{tr}T(\mu)}{\sqrt{\det T(\mu)}} \right) \, d\mu, \quad (5.37) \]

up to an arbitrary function of the invariants. Note that the integral (5.37) depends on \( \mu \)'s and \( \mathcal{P} \)'s only. The angle variables are obtained from

\[ Q_k = \frac{\partial G}{\partial P_k} = \sum_{j=1}^{g} \int_{\mu_j(t_0)}^{\mu_j(t)} \frac{\mu^{k-1}}{\sqrt{R(\mu)}} \, d\mu, \quad k = 1, \ldots, g. \quad (5.38) \]

As a consequence we have that the transformation to action-angle variables on the one hand and the mapping on the other hand form a ladder of commuting canonical transformations, as shown in figure 2. In fact, we can think of the transformation between the original variables and action-angle variables as the result of the composition of two generating functions which factorize the canonical transformation that leads to the MH. To our knowledge, there is no existing general theory of composition of generating functions, and we basically give a description by the following commuting diagram for what we mean by that.
In this diagram, the $S$ denotes the generating function of the canonical transformation from the original variables to the action-angle variables, the $F$ denotes the generating function of the canonical transformation from the original variables to the separating variables, and the $G$ denotes the generating function of the canonical transformation from the separating variables to the action-angle variables. The $H$ is the action functional describing the canonical transformation which is the discrete mapping (Hamiltonian). The canonical transformation, with generating function $W$, realising the dynamical mapping in terms of the separation variables, is obviously, by construction, an integrable map itself. Unfortunately, however, it does not seem easy in general to obtain an explicit expression for the generating function $W$, since this requires the elimination of the invariants entering as coefficients of the spectral curve. The $K$ is the action functional describing the canonical transformation in terms of the action-angle variables.

As an explicit example of the above diagram, let us consider the KdV map example 4.1. In this example the generating function $S$ satisfying the defining equation (4.6) is given by (4.8). The generating functions $F$ and $G$ which are, respectively, parametrized as

\[
p = \frac{\partial F}{\partial q}, \quad \nu = -\frac{\partial F}{\partial \mu},
\]

are given by

\[
F(q, \mu) = (\omega - \mu) \log (\epsilon + q) + \mu \log (\epsilon - q) - \epsilon q,
\]

\[
G(\mu, P) = \int_{\mu_0}^{\mu} \log \left( \frac{\sqrt{4 \epsilon^2 \mu' + P + \alpha^2} + \sqrt{4 \mu' (\mu' + \alpha) + P + \alpha^2}}{\sqrt{4 \epsilon^2 \mu' + P + \alpha^2} - \sqrt{4 \mu' (\mu' + \alpha) + P + \alpha^2}} \right) d\mu',
\]

up to an arbitrary function of the invariant, and in which $\alpha \equiv \epsilon^2 - \omega$. In equation (5.39) $\mu$ and $\nu$ are given by

\[
\mu = \frac{1}{2\epsilon} \left( \epsilon \omega - \omega q - \epsilon^3 - \epsilon^2 p + \epsilon q^2 + pq^2 \right),
\]

\[
\nu = \log \left( \frac{\epsilon + q}{\epsilon - q} \right),
\]

where $\mu$ is the auxiliary spectrum and $\nu$ defined in (5.29). The generating function $H$ satisfying the relations (4.3) is given by (4.2), whereas the generating function $K$ satisfying the relations

\[
\bar{P} - P = -\frac{\partial K}{\partial \bar{Q}}, \quad \bar{Q} - Q = \frac{\partial K}{\partial \bar{P}},
\]

is given by (4.15), which is in fact the MH of the map (4.1). We note that the generating function $K$ is presented in terms of the variable $P$ only since $\bar{P}$ is an invariant, i.e. $\bar{P} = P$. The schemes that we set up in section 5 will be illustrated for genus-two in the next section.

6. The modified Hamiltonian of two-degrees-of-freedom

As discussed in section 3, the lattice KdV equation (3.1) leads to the integrable mapping (3.11) when considering a staircase with period $P = 3$. For convenience, this mapping is introduced below:
\[ p_1 = p_1 + \frac{\epsilon \delta}{\epsilon - q_1} - \frac{\epsilon}{\epsilon + q_1 + q_2}, \quad q_1 = q_1 - \frac{\epsilon \delta}{\epsilon - q_1} + \frac{\epsilon}{\epsilon + p_1 - p_2}, \]
\[ p_2 = p_2 + \frac{\epsilon \delta}{\epsilon - q_2} - \frac{\epsilon}{\epsilon + q_1 + q_2}, \quad q_2 = q_2 + \frac{\epsilon \delta}{\epsilon + p_2} - \frac{\epsilon}{\epsilon + p_1 - p_2}, \]

(6.1)

in which we identify
\[ X_1 := p_1, \quad X_2 := p_2 - p_1, \quad Y_1 := q_1, \quad Y_2 := q_2. \]

A further discussion of this mapping can be found in appendix B. In terms of the conjugate variables \( q_1, q_2, p_1, p_2 \), we have the standard symplectic structure
\[ \Omega = dq_1 \wedge dp_1 + dq_2 \wedge dp_2, \]
leading to the standard Poisson brackets
\[ \{q_1, q_2\} = \{p_1, p_2\} = \{q_2, p_1\} = 0, \quad \{q_1, p_1\} = \{q_2, p_2\} = 1. \]

This structure is preserved by the map (6.1), and the mapping is in fact a canonical transformation, i.e. \( \Omega = \Omega \). The Hamiltonian,
\[ H(q_1, q_2, p_1, p_2) = \epsilon \delta \log (\epsilon + p_1 - p_2)(\epsilon - p_1)(\epsilon + p_2) + \epsilon \delta \log (\epsilon + q_1 + q_2)(\epsilon - q_1)(\epsilon - q_2), \]
acts as the generating function for the mapping (6.1), i.e. one has the discrete-time Hamilton equations
\[ p_1 - p_1 = -\frac{\partial H}{\partial q_1}, \quad q_1 - q_1 = \frac{\partial H}{\partial p_1}, \]
\[ p_2 - p_2 = -\frac{\partial H}{\partial q_2}, \quad q_2 - q_2 = \frac{\partial H}{\partial p_2}, \]
leading to the equations of the mapping (6.1). As noted around (3.17), the mapping (6.1) conserves the invariants
\[ P_1 = \frac{1}{8} \delta^2 \epsilon^2 [x_1 (3y_0 + 3y_1 - y_2) + x_2 (3y_0 + 3y_2 - y_1) + x_3 (3y_1 + 3y_2 - y_0)] + \frac{1}{2} \delta \epsilon [x_1 x_2 y_0 (y_2 - y_1) + x_1 x_3 y_1 (y_0 - y_2) + x_2 x_3 y_2 (y_1 - y_0)] + x_1 x_2 x_3 y_0 y_1 y_2, \]
\[ P_2 = \delta \epsilon [x_1 (y_0 - y_1) + x_2 (y_2 - y_0) + x_3 (y_1 - y_2)] + x_1 x_2 y_0 (y_1 + y_2) + x_1 x_3 y_1 (y_0 + y_2) + x_2 x_3 y_2 (y_0 + y_1), \]

(6.4a, 6.4b)

in which we have used the abbreviations
\[ x_1 \equiv \epsilon - p_1, \quad x_2 \equiv \epsilon + p_2, \quad x_3 \equiv \epsilon + p_1 - p_2, \quad y_0 \equiv \epsilon + q_1 + q_2, \quad y_1 \equiv \epsilon - q_1, \quad y_2 \equiv \epsilon - q_2. \]

The canonical structure allows us to show the integrability property that the two invariants are in involution with each other, with respect to the canonical Poisson bracket: \( \{P_1, P_2\} = 0 \). The invariance and involutivity of these can be shown by direct calculations. The calculations involved are large, but have been verified by MAPLE. The invariants \( P_1 \) and \( P_2 \) will thus generate two commuting continuous flows to the mapping (6.1).
Now, by applying the BCH formula (2.4) to the Hamiltonian (6.3), where we consider $\delta$ as the step size of the mapping (6.1), one obtains the following expression for the modified Hamiltonian:

$$H^* = \delta \epsilon \log (\epsilon + p_1 - p_2)(\epsilon - p_1)(\epsilon + p_2) + \delta \epsilon \log (\epsilon + q_1 + q_2)(\epsilon - q_1)(\epsilon - q_2)$$

$$- \frac{\delta^2 \epsilon^2}{2} \left( \frac{1}{\epsilon + p_1 - p_2} - \frac{1}{\epsilon - p_1} \right) \left( \frac{1}{\epsilon + q_1 + q_2} - \frac{1}{\epsilon - q_1} \right)$$

$$- \frac{1}{\epsilon + p_1 - p_2} - \frac{1}{\epsilon + p_2} \right) \left( \frac{1}{\epsilon + q_1 + q_2} - \frac{1}{\epsilon - q_2} \right)$$

$$+ O(\delta^3). \quad (6.5)$$

We can also express the MH in terms of the invariants:

$$H^* = \delta \epsilon \log (P_1) + O(\delta^3). \quad (6.6)$$

After inserting the invariant $P_1$ and expanding equation (6.6) is seen to agree with (6.5) up to order $\delta^3$. Observe that in equation (6.6), the term corresponding to $\delta^2$ is zero. In fact, in the light of our present investigation we expect that for Hamiltonian system of KdV models, all terms of the interpolating Hamiltonian which correspond to $\delta^2 n$ where $n \in \mathbb{N}$, are equal to zero.

Turning to the action-angle variables technique, accordance used Hamilton–Jacobi theory we need separation variables to obtain a closed-form expression for the MH (6.5). This is advantageous in this case because in this manner we can take care of the separation of variables. $P_1$ and $P_2$ can be defined as the new momenta and their canonically conjugated variables as the new coordinates $Q_1, Q_2$, thus, we have a canonical transformation

$$(\mu_1, \mu_2, \nu_1, \nu_2) \rightarrow (Q_1, Q_2, P_1, P_2) \quad (6.7)$$

which can be given by means of a generating function, $G(\mu_1, \mu_2, P_1, P_2)$ as

$$\nu_1 = \frac{\partial G}{\partial \mu_1}, \quad \nu_2 = \frac{\partial G}{\partial \mu_2}, \quad Q_1 = \frac{\partial G}{\partial P_1}, \quad Q_2 = \frac{\partial G}{\partial P_2}, \quad (6.8)$$

with

$$K_\lambda = H_\lambda + \frac{\partial G}{\partial \nu_\lambda}, \quad (6.9)$$

being the transformed Hamiltonian. Thus, we get $G$ up to a function of the invariants

$$G = \int_{\mu_1^0}^{\mu_1} \arccosh \left( \frac{1}{2} \frac{\text{tr}T(\mu)}{\sqrt{\text{det}T(\mu)}} \right) d\mu + \int_{\mu_2^0}^{\mu_2} \arccosh \left( \frac{1}{2} \frac{\text{tr}T(\mu)}{\sqrt{\text{det}T(\mu)}} \right) d\mu, \quad (6.10)$$

and consequently we have

$$Q_1 = \int_{\mu_1^1}^{\mu_1} \frac{1}{\sqrt{R(\mu)}} d\mu + \int_{\mu_2^1}^{\mu_2} \frac{1}{\sqrt{R(\mu)}} d\mu, \quad (6.11a)$$

$$Q_2 = \int_{\mu_1^2}^{\mu_1} \frac{\mu}{\sqrt{R(\mu)}} d\mu + \int_{\mu_2^2}^{\mu_2} \frac{\mu}{\sqrt{R(\mu)}} d\mu. \quad (6.11b)$$

We note that in the case of genus two, the discriminant of the curve takes on the form:
\[ R(\lambda) = 36 \, e^2 \lambda^5 + (4 \, P_2 - 3 \, \omega^2 - 54 \, e^2 \omega + 81 \, e^4) \lambda^4 + 2 \left( 9 \, e^2 P_2 - 3 \omega P_2 + 2 \, P_1 + 2 \, \omega^3 \right) \lambda^3 + (18 \, e^2 P_1 - 6 \omega P_1 + P_2^2) \lambda^2 + 2 \, P_1 \, P_2 \lambda + P_1^2. \] (6.12)

As discussed in section 5.4, a continuous-time evolution for the auxiliary spectrum can be introduced by considering the trace of the monodromy matrix as the generating Hamiltonian of the flow. In the two-degrees-of-freedom case, the trace of the monodromy matrix is given by

\[ \text{tr} \, T(\lambda) = 2 \lambda^3 + 3 \, (3 \, e^2 - \omega) \lambda^2 + P_2 \lambda + P_1. \] (6.13)

Using the trace (6.13) as the generating Hamiltonian of the flow, one can obtain the following set of equations

\[
\dot{\nu}_1 = \frac{(\lambda - \mu_2) \sqrt{\det T(\mu_1)}}{\mu_1 - \mu_2} \frac{\partial}{\partial \mu_1} \left( \frac{\text{tr} T(\mu_1)}{\sqrt{\det T(\mu_1)}} \right), \quad \dot{\mu}_1 = \frac{(\lambda - \mu_2) \sqrt{R(\mu_1)}}{\mu_1 - \mu_2}, \quad (6.14a)
\]

\[
\dot{\nu}_2 = \frac{(\lambda - \mu_1) \sqrt{\det T(\mu_2)}}{\mu_2 - \mu_1} \frac{\partial}{\partial \mu_2} \left( \frac{\text{tr} T(\mu_2)}{\sqrt{\det T(\mu_2)}} \right), \quad \dot{\mu}_2 = \frac{(\lambda - \mu_1) \sqrt{R(\mu_2)}}{\mu_2 - \mu_1}, \quad (6.14b)
\]

which derive from the Hamiltonian of the form

\[ H_{\lambda}(\mu_1, \mu_2, \nu_1, \nu_2) = \sum_{j=1,2} \prod_{i \neq j} (\lambda - \mu_i) \left( \frac{2 \cosh(\nu_j) \sqrt{\det T(\mu_i)} - \text{tr} T(\mu_i)}{\prod_{i \neq j}(\mu_j - \mu_i)} \right). \] (6.15)

Note that the dot \( \cdot \) in (6.14) denotes the differentiation with respect to the continuous-time flow variable \( \tau \). Using (5.34) we can integrate (6.14) to obtain

\[
(t - t_0) = \int_{\mu_1(t_0)}^{\mu_1(t)} \frac{1}{R(\mu)} \, d\mu + \int_{\mu_2(t_0)}^{\mu_2(t)} \frac{1}{\sqrt{R(\mu)}} \, d\mu, \quad (6.16a)
\]

\[
\lambda(t - t_0) = \int_{\mu_1(t_0)}^{\mu_1(t)} \frac{\mu}{\sqrt{R(\mu)}} \, d\mu + \int_{\mu_2(t_0)}^{\mu_2(t)} \frac{\mu}{\sqrt{R(\mu)}} \, d\mu. \quad (6.16b)
\]

In fact, the modified Hamiltonian \( H^* \) coincides with the canonical transformed Hamiltonian \( K_{\lambda} \) obtained by applying the canonical transformation (6.7), viewed as a function of \( Q_1, Q_2, P_1, P_2 \). Hamilton’s equations in the new coordinates are given by

\[
\dot{P}_1 = -\frac{\partial H^*}{\partial Q_1} = 0, \quad \dot{Q}_1 = \frac{\partial H^*}{\partial P_1} = \nu_1, \quad (6.17a)
\]

\[
\dot{P}_2 = -\frac{\partial H^*}{\partial Q_2} = 0, \quad \dot{Q}_2 = \frac{\partial H^*}{\partial P_2} = \nu_2, \quad (6.17b)
\]

which tells us that \( H^* \) depends on \( P_1, P_2 \) only.

Using Abel’s theorem, see appendix E for more discussion, we introduce the frequencies \( \nu_1, \nu_2 \) (not to be confused with a canonical variables \( \nu_1, \nu_2 \) as the discrete time-one step as the following
\[ v_1 = \int_{\mu_1}^{\mu_2} \frac{1}{\sqrt{R(\mu)}} \, d\mu + \int_{\mu_2}^{\mu_3} \frac{1}{\sqrt{R(\mu)}} \, d\mu = -\int_{\infty}^{\infty} \frac{1}{\sqrt{R(\mu)}} \, d\mu, \tag{6.18a} \]

\[ v_2 = \int_{\mu_1}^{\mu_2} \frac{\mu}{\sqrt{R(\mu)}} \, d\mu + \int_{\mu_2}^{\mu_3} \frac{\mu}{\sqrt{R(\mu)}} \, d\mu = -\int_{\infty}^{\infty} \frac{\mu}{\sqrt{R(\mu)}} \, d\mu, \tag{6.18b} \]

so that
\[ \overline{v}_1 - Q_1 = v_1, \quad \text{and} \quad \overline{v}_2 - Q_2 = v_2, \]

and in which we have chosen a specific value of \( \lambda \) given by
\[ \lambda = \left( \int_{\infty}^{(\omega, \eta(\omega))} \frac{\mu}{\sqrt{R(\mu)}} \, d\mu \right) / \left( \int_{\infty}^{(\omega, \eta(\omega))} \frac{1}{\sqrt{R(\mu)}} \, d\mu \right). \tag{6.19} \]

In fact, the integrals \( (6.18) \) provide us with the solution of the discrete Dubrovin equation \( (5.25) \).

As the system of equation \( (5.25) \) is given, we can then follow the KdV map example prescription of section 4.1 to compute the limits \( \overline{p}_1, \overline{p}_2 \) of the integrals \( (6.18) \) at some suitably chosen initial points \( \mu_1, \mu_2 \). However, the calculations involved are very large and cannot be reproduced here, but we shall just give the steps how to compute these limits. Step one, consider the auxiliary spectrum \( \mu_1, \mu_2 \) (i.e. the roots of polynomial \( (5.5) \) for \( g = 2 \)) which are expressed in terms of the variables \( q_1, p_1, q_2, p_2 \). Step two, let \( q_1 = q_2 = 0 \), and thus \( \mu_1, \mu_2 \), respectively, take the expressions
\[ \mu_1 = \frac{1}{6} \left( 3\omega + 2\epsilon p_2 - 4\epsilon^2 + \sqrt{40\epsilon^4 - 4\epsilon^3 p_2 - 8\epsilon^2 p_2^2 - 6p_2 - 3\omega^2} \right), \tag{6.20a} \]
\[ \mu_2 = \frac{1}{6} \left( 3\omega + 2\epsilon p_2 - 4\epsilon^2 - \sqrt{40\epsilon^4 - 4\epsilon^3 p_2 - 8\epsilon^2 p_2^2 - 6p_2 - 3\omega^2} \right). \tag{6.20b} \]

Step three, use the coupled system of equation \( (6.4) \) at \( q_1 = q_2 = 0 \), i.e.
\[ \mathcal{P}_1 = \frac{\epsilon^2}{8} \left( 4\mathcal{P}_2 - 8\epsilon p_1^2 p_2 + 8\epsilon p_1 p_2^2 + 15\omega^2 - 16\epsilon^4 \right), \]
\[ \mathcal{P}_2 = -2\epsilon^2 \left( p_1^2 + p_1 p_2 + p_2^2 - 3\epsilon^2 \right), \]
to eliminate \( p_2 \) from the equation \( (6.20) \). Step four, rewrite the coupled system of equation \( (6.20) \) as a system for which \( \mu_1, \mu_2 \) depend on the variables \( \mathcal{P}_1, \mathcal{P}_2 \) only. Step five, use the system \( (5.25) \) and equation \( (6.12) \) together with the initial points \( \mu_1, \mu_2 \) obtained from the latter step to compute \( \overline{p}_1, \overline{p}_2 \).

Denoting the new Hamiltonian by \( H^*(\mathcal{P}_1, \mathcal{P}_2) \) one obtains
\[ H^*(\mathcal{P}_1, \mathcal{P}_2) = \int_{(\mathcal{P}_1, \mathcal{P}_2)} [v_1 \, d\mathcal{P}_1 + v_2 \, d\mathcal{P}_2], \tag{6.21} \]
over any curve in the \( \mathcal{P}_1, \mathcal{P}_2 \)-plane up to an integration constant, and where the expression between brackets is a differential 1-form. The key reason is that on the basis of the integrals \( (6.18) \), using the dependence of the discriminant \( R(\mu) \) on \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \), one can prove that
\[ \frac{\partial v_1}{\partial \mathcal{P}_2} = \frac{\partial v_2}{\partial \mathcal{P}_1}, \tag{6.22} \]
asserting that \((\nu_1, \nu_2)\) is a conservative vector field. Hence the integral (6.21) is independent of the integration path in \(P_1, P_2\)-plane chosen and thus leads to a well-defined function of \((P_1, P_2)\) obeying the relations (6.17). Equation (6.21) is a closed-form expression for the MH of the mapping (6.1).

7. Conclusion

We have presented examples of integrable numerical integration schemes arising from the reduction of nonlinear integrable lattice equations, which have closed form MHs. Furthermore, we have discussed the extension to multiple-degrees-of-freedom. It is generally understood that common numerical methods applied to Hamiltonians of the Newtonian form \(H = p^2/2 + V(q)\), where \(\partial V(q)/\partial q\) is nonlinear, have an expansion for the MH which does not converge. However, in the light of the present study, there exist special symplectic integrators that do allow convergent expansion for the MHs for some non-Newtonian Hamiltonian systems, which are associated with discrete integrable dynamics. The corresponding Hamiltonian systems are associated with the interpolating flow of these integrable mappings. We have presented an example of the Hamiltonian system for the simplest case (i.e. one-degree-of-freedom) which arises from the reduction of the lattice KdV equation. In this case, we obtained a closed-form expression in terms of an elliptic integral and compare it with the expansion that we get from Yoshida’s approach.

In the present paper, we broadened the perspective by looking at two parallel extensions. One was the extension to an implicit scheme where the MKdV case is key example. In particular, the example of the MKdV map exhibits an implicit dependence on the time step which could be of relevance to certain implicit schemes in numerical analysis. Another extension was the extension to multiple-degrees-of-freedom. In the latter case, we are dealing with the more complicated situation where the underlying spectral representation of the underlying system is associated with higher-genus algebraic curve. This case forced us to deal with some new techniques, such as separation of variables and finite-gap integration. One striking aspect was the role-reversal interplay between the discrete and continuous evolution of the separation variables. Another point of interest is the diagram of commuting canonical transformations between the original, separating and action-angle variables, which follows as a consequence of the transformation to action-angle variables on the one hand and the dynamical mapping on the other hand.

We finish by making a few general remarks on further ramifications. We remark that for the MHs which are constructed by the well-known BCH series, the precise relation between the integrability of mappings and the structure of the BCH series still remains mysterious. One may conjecture that a deeper understanding of the BCH series may arise from the convergence analysis of the expansion for the MH. We also remark that the interplay between discrete-time integrable systems and geometric integration occurs in a wider range of settings than that considered here. In both geometric integration in numerical analysis and quantum field theory, mathematical structures have been discovered and studied which provide insights into the BCH series, for instance rooted-trees expansions, Butcher groups and Hopf algebras. These insights have never been directly applied, to our knowledge, to the context of discrete integrable system. We may conjecture that techniques arising from the theory of discrete integrable system combined with the techniques arising from the areas of numerical analysis and Hopf algebras, may shed light on the structure of the BCH series.
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Appendix A. Lax pairs

Here we will go over the steps how to construct the Lax pair for the mappings of KdV type starting from the Lax representation of the lattice KdV equation (3.1). Recall the Lax representation of the lattice KdV equation,

\[ L = U P \bar{U}^{-1}, \quad M = U Q \bar{U}^{-1}, \]

in which

\[ U = \begin{pmatrix} 1 & 0 \\ u & 1 \end{pmatrix}, \quad P = \begin{pmatrix} p & 1 \\ k^2 & p \end{pmatrix}, \quad Q = \begin{pmatrix} q & 1 \\ k^2 & q \end{pmatrix}. \]

As the initial value configuration that we have considered, the Lax matrices \( L, M \) can be written as

\[ L = U_{2j+1} P U_{2j+1}^{-1}, \quad M = U_{2j+1} Q U_{2j+1}^{-1}. \]

By consideration of the two paths as shown in figure A1, we have

\[
\begin{align*}
L_{2j+1} & = U_{2j+1} P U_{2j+1}^{-1} U_{2j+2} Q U_{2j+2}^{-1} U_{2j+1} Q U_{2j+1}^{-1} U_{2j+2} P U_{2j+2}^{-1} \\
& = U_{2j+1} Q U_{2j+2} P U_{2j+1}^{-1} U_{2j+2} Q U_{2j+1}^{-1} U_{2j+2} \\
& \Rightarrow \left( Q U_{2j+2}^{-1} U_{2j+2} P U_{2j+1}^{-1} U_{2j+2}^{-1} U_{2j+1} Q U_{2j+1}^{-1} U_{2j+1}^{-1} \right) \\
& = \left( U_{2j+1}^{-1} U_{2j+2}^{-1} U_{2j+2} Q U_{2j+1}^{-1} U_{2j+1} Q U_{2j+1}^{-1} U_{2j+1}^{-1} \right). 
\end{align*}
\]

Renaming the matrix products in the brackets, it is easy to show that we can write the latter equation in the form

\[ L_{j} M_{j} = M_{j+1} L_{j} \]

in which

\[ L_{j} = Q U_{2j+1}^{-1} U_{2j} P U_{2j+1}^{-1} U_{2j-1}, \quad M_{j} = U_{2j-1}^{-1} U_{2j+1} P U_{2j+1}^{-1} U_{2j-1} Q U_{2j+1}^{-1} U_{2j-1}, \]

which can be used to construct the integrals of mappings. The Lax matrices \( L_{j} \) and \( M_{j} \) factorise as follows

\[ L_{j} = Q L_{j} Q^{-1}, \quad M_{j} = Q M_{j} Q^{-1}, \quad Q = \begin{pmatrix} 1 & 0 \\ q & 1 \end{pmatrix}. \]

in which the mappings of KdV type arises as the compatibility condition

\[ L_{j} M_{j} = M_{j+1} L_{j} \]

with the Lax matrices

\[ L_{j} = \begin{pmatrix} y_{j} & 1 \\ \lambda & 0 \end{pmatrix} \begin{pmatrix} x_{j} & 1 \\ \lambda - \omega & 0 \end{pmatrix}, \quad M_{j} = \begin{pmatrix} -\omega/x_{j} & 1 \\ \lambda & -\omega/x_{j} \end{pmatrix} \begin{pmatrix} x_{j} - \omega/y_{j} & 1 \\ \lambda & x_{j} - \omega/y_{j} \end{pmatrix}. \]
Using the same way as in the case of the lattice KdV, the Lax pair for the mappings of MKdV type can be constructed by using the relevant Lax representation given in factorized form as follows

\[ L = V^{-1} \hat{P} V, \quad M = V^{-1} \hat{Q} V, \]

in which

\[ V = \begin{pmatrix} 1 & 0 \\ 0 & v \end{pmatrix}, \quad P = \begin{pmatrix} p & 1 \\ k^2 & p \end{pmatrix}, \quad Q = \begin{pmatrix} q & 1 \\ k^2 & q \end{pmatrix}. \]

**Appendix B. Mapping action**

We present here an action for the KdV lattice equation (3.1) for the case of genus two, as depicted in figure B1, namely

\[ S_{\text{per}} = \sum_{t} [u_0 (u_1 - \bar{u}_1) + \epsilon \delta \log (\epsilon + u_0 - u_2) + \bar{u}_1 (u_2 - \bar{u}_2) + \epsilon \delta \log (\epsilon + u_1 - \bar{u}_3) + u_2 (u_3 - \bar{u}_3) + \epsilon \delta \log (\epsilon + u_2 - u_4) + \bar{u}_3 (u_4 - \bar{u}_4) + \epsilon \delta \log (\epsilon + u_3 - \bar{u}_5) + u_4 (u_5 - \bar{u}_5) + \epsilon \delta \log (\epsilon + u_4 - u_6) + \bar{u}_5 (u_6 - \bar{u}_6) + \epsilon \delta \log (\epsilon + u_5 - \bar{u}_1)], \]

in which \( u = u(t), \bar{u} = u(t + 1) \) and \( S_{\text{per}} \) is \( S \) (3.4) modulo periodicity. Using the reduced variables

\[ X_j \equiv u_{2j+1} - u_{2j-1}, \quad Y_j \equiv u_{2j+2} - u_{2j}, \]

the latter equation can be reduced to the following form

\[ S_{\text{per}} = \sum_{t} [Y_j \bar{X}_j - Y_j X_j - Y_2 \bar{X}_3 + Y_2 X_3 + \epsilon \delta \log (\epsilon - Y_j)(\epsilon - Y_2)(\epsilon + Y_1 + Y_2) + \epsilon \delta \log (\epsilon - \bar{X}_j)(\epsilon - \bar{X}_3)(\epsilon + \bar{X}_1 + \bar{X}_3)], \]  

(B.1)
where $X_3 = -(X_1 + X_2)$ using the periodicity constraints. The Euler–Lagrange equations for (B.1), which are obtained by variation of $\mathcal{S}$ with respect to the variables $X_1, X_3, Y_1, Y_2$, i.e.

$$\frac{\delta \mathcal{S}}{\delta X_1} = Y_1 - Y_1 - \frac{\epsilon \delta}{\epsilon - X_1} + \frac{\epsilon \delta}{\epsilon + X_1 + X_3} = 0,$$

$$\frac{\delta \mathcal{S}}{\delta X_3} = Y_2 - Y_2 - \frac{\epsilon \delta}{\epsilon - X_3} + \frac{\epsilon \delta}{\epsilon + X_1 + X_3} = 0,$$

$$\frac{\delta \mathcal{S}}{\delta Y_1} = X_1 - X_1 - \frac{\epsilon \delta}{\epsilon - Y_1} + \frac{\epsilon \delta}{\epsilon + Y_1 + Y_2} = 0,$$

$$\frac{\delta \mathcal{S}}{\delta Y_2} = X_3 - X_3 - \frac{\epsilon \delta}{\epsilon - Y_2} + \frac{\epsilon \delta}{\epsilon + Y_1 + Y_2} = 0,$$

lead to the equations

$$Y_1 - Y_1 = \frac{\epsilon \delta}{\epsilon + X_1 + X_3} - \frac{\epsilon \delta}{\epsilon - X_1}, \quad Y_2 - Y_2 = \frac{\epsilon \delta}{\epsilon - X_3} - \frac{\epsilon \delta}{\epsilon + X_1 + X_3}, \quad (B.2a)$$

$$X_1 - X_1 = \frac{\epsilon \delta}{\epsilon - Y_1} - \frac{\epsilon \delta}{\epsilon + Y_1 + Y_2}, \quad X_3 - X_3 = \frac{\epsilon \delta}{\epsilon + Y_1 + Y_2} - \frac{\epsilon \delta}{\epsilon - Y_2}, \quad (B.2b)$$

which is the integrable mapping (3.11). Now, our aim is to perform a Legendre transformation to establish a Hamiltonian structure for the mapping. A discussion of performing such a discrete-time Legendre transformation can be found in [5].

Consider a Lagrangian $\mathcal{L} = \mathcal{L}(X_1, X_3, \bar{X}_3, Y_1, Y_2)$, such that the Euler–Lagrange equations

$$\frac{\partial \mathcal{L}}{\partial X_1} + \frac{\partial \mathcal{L}}{\partial \bar{X}_1} = 0, \quad \frac{\partial \mathcal{L}}{\partial X_3} + \frac{\partial \mathcal{L}}{\partial \bar{X}_3} = 0.$$
correspond to the mapping under consideration. The discrete-time Hamiltonian is obtained through the following Legendre transformation

\[ H(Y_1, Y_2, X_1, X_3) = Y_1 X_1 - Y_1 X_1 + Y_2 X_3 - Y_2 X_3 + \mathcal{L}. \]

Now, we have

\[
\begin{align*}
\frac{\partial H}{\partial X_1} \delta X_1 &+ \frac{\partial H}{\partial X_3} \delta X_3 + \frac{\partial H}{\partial Y_1} \delta Y_1 + \frac{\partial H}{\partial Y_2} \delta Y_2 \\
= Y_1 \delta X_1 + X_1 \delta Y_1 - Y_1 \delta X_1 + X_1 \delta Y_1 + X_3 \delta Y_2 + Y_2 \delta X_3 - Y_2 \delta X_3 - X_3 \delta Y_2 \\
&+ \frac{\partial \mathcal{L}}{\partial X_1} \delta X_1 + \frac{\partial \mathcal{L}}{\partial X_3} \delta X_3 + \frac{\partial \mathcal{L}}{\partial Y_1} \delta Y_1 + \frac{\partial \mathcal{L}}{\partial Y_2} \delta Y_2.
\end{align*}
\]

Thus, one obtains a set of equations

\[
\begin{align*}
\frac{\partial H}{\partial X_1} &= -Y_1 + \frac{\partial \mathcal{L}}{\partial X_1}, & \frac{\partial H}{\partial X_3} &= Y_2 + \frac{\partial \mathcal{L}}{\partial X_3}, \\
\frac{\partial H}{\partial Y_1} &= X_1 - X_1 + \frac{\partial \mathcal{L}}{\partial Y_1}, & \frac{\partial H}{\partial Y_2} &= X_3 - X_3 + \frac{\partial \mathcal{L}}{\partial Y_2}, \\
0 &= Y_1 + \frac{\partial \mathcal{L}}{\partial X_1}, & 0 &= -Y_2 + \frac{\partial \mathcal{L}}{\partial X_3}.
\end{align*}
\]

and consequently we get

\[
\begin{align*}
\frac{\partial H}{\partial X_1} &= Y_1 - Y_1, & \frac{\partial H}{\partial X_3} &= Y_2 - Y_2, \\
\frac{\partial H}{\partial Y_1} &= X_1 - X_1, & \frac{\partial H}{\partial Y_2} &= X_3 - X_3.
\end{align*}
\]

By identifying

\[
X_1 := p_1, \quad X_3 := -p_2, \quad Y_1 := q_1, \quad Y_2 := q_2,
\]

one obtains the discrete-time Hamiltonian in terms of variables \(q_1, q_2, p_1, p_2\)

\[
H(q_1, q_2, p_1, p_2) = \epsilon \delta \log (\epsilon + p_1 - p_2)(\epsilon - p_1)(\epsilon + p_2) \\
+ \epsilon \delta \log (\epsilon + q_1 + q_2)(\epsilon - q_1)(\epsilon - q_2),
\]

which acts as the generating functional for the mapping, i.e. one has the discrete-time Hamilton equations

\[
\begin{align*}
p_1 - p_1 &= -\frac{\partial H}{\partial q_1}, & q_1 - q_1 &= \frac{\partial H}{\partial p_1}, \\
p_2 - p_2 &= -\frac{\partial H}{\partial q_2}, & q_2 - q_2 &= \frac{\partial H}{\partial p_2}.
\end{align*}
\]

leading to the equations of the mapping under consideration. In terms of the conjugate variables \(q_1, q_2, p_1, p_2\) we have the standard symplectic structure

\[
\Omega = dq_1 \wedge dp_1 + dq_2 \wedge dp_2.
\]
leading to standard Poisson brackets

\[ \{ q_i, q_j \} = \{ p_i, p_j \} = 0, \quad \{ q_i, p_j \} = \delta_{ij}, \quad i, j = 1, 2, \]

and the mapping is in fact a canonical transformation, i.e. \( \Omega = \Omega \).

**Appendix C. Proof of equation (5.15)**

In this appendix we prove the relation (5.15). Let us first recall the discrete version of the non-ultralocal Poisson bracket structure from [22], i.e.

\[ \{ \frac{1}{L_n}, \frac{1}{L_m} \} = - \delta_{n,m+1} \frac{1}{L_n} \frac{1}{s_{12}} \frac{2}{L_m} + \delta_{n+1,m} \frac{2}{L_m} \frac{1}{s_{12}} \frac{1}{L_n} + \delta_{n,m} \left( r_{12}^+ \frac{1}{L_n} \frac{2}{L_m} - \frac{1}{L_n} \frac{2}{L_m} r_{12}^+ \right). \]

Using this equation together with equation (5.14) we can establish

\[ \{ \frac{1}{T}, \frac{1}{L_n} \} = \left\{ \frac{1}{L_p} \frac{1}{L_{p-1}} \cdots \frac{1}{L_1}, \frac{1}{L_n} \right\} = \left\{ \frac{1}{L_p} \frac{1}{L_{n-1}} \cdots \frac{1}{L_1} + L_p \cdots L_2 \left( \frac{1}{L_n} \frac{2}{L_m} \right) \frac{1}{L_{p-1}} \cdots \frac{1}{L_1} \right\}, \]

At this point it is useful to establish the commutation relations between the monodromy matrices \( T \) and \( T_n^+, T_n^- \), using the fundamental commutation relations of the matrices \( L_m \). Introduce the following decomposition of the monodromy matrix (5.14)

\[ T = T_n^+ \cdot T_n^- \]

in which

\[ T_n^+(\lambda) = \prod_{j=n}^p L_j(\lambda), \quad T_n^-(\lambda) = \prod_{j=1}^{n-1} L_j(\lambda). \]

Thus, we obtain

\[ \{ \frac{1}{T}, \frac{1}{L_n} \} = \left\{ \frac{1}{L_p} \frac{1}{L_{n-1}} \cdots \frac{1}{L_1} + L_p \cdots L_2 \left( \frac{1}{L_n} \frac{2}{L_m} \right) \frac{1}{L_{p-1}} \cdots \frac{1}{L_1} \right\} = \frac{1}{T_n^+} \left( \frac{1}{L_n} \frac{2}{L_m} r_{12}^- \right) \frac{1}{T_n^-}. \]
Finally, we have that
\[ \{ \tilde{T}, \tilde{T} \} = \sum_{n=1}^{P} \tilde{L}_{n} \cdots \tilde{L}_{n+1} \{ \tilde{T}, \tilde{L}_{n} \} \tilde{L}_{n-1} \cdots \tilde{L}_{1} \]
\[ = \frac{1}{2} \{ T, L_{n} \} \tilde{T}_{n-1} + \frac{1}{2} \{ T, L_{1} \} + \sum_{n=2}^{P-1} \tilde{T}_{n+1} \{ T, L_{n} \} \tilde{T}_{n-1} \]
\[ = \frac{1}{2} \{ T, L_{n} \} \tilde{T}_{n-1} + \sum_{n=2}^{P-1} \tilde{T}_{n+1} \{ L_{n}, L_{a} \} \tilde{T}_{n-1} \]
\[ + \sum_{n=2}^{P-1} \left( \tilde{T}_{n} \tilde{T}_{n} (s_{12} - r_{12}) \tilde{T}_{n-1} - \tilde{T}_{n+1} \tilde{T}_{n+1} (s_{12} - r_{12}) \tilde{T}_{n-1} \right) \]
\[ = r_{12} \tilde{T} T T - \tilde{T} T r_{12} - \tilde{T} T s_{12} T_{P} + \tilde{T} T P_{P} (s_{12} - r_{12}) \tilde{T}_{P-1} \tilde{T}_{P-1} \]
\[ - \tilde{T}_{n+1} (s_{12} - r_{12}) \tilde{T}_{n} \tilde{T}_{n} - \tilde{T}_{n} \tilde{T}_{P} s_{12} \tilde{T}_{P-1} \tilde{T}_{P-1} \]
\[ + \tilde{T}_{n} \tilde{T}_{n} (s_{12} - r_{12}) \tilde{T}_{n-1} \tilde{T}_{n-1} - \tilde{T}_{n} \tilde{T}_{n} \tilde{T}_{n} (s_{12} - r_{12}) \tilde{T}_{n-1} \tilde{T}_{n-1} \]
\[ = r_{12} \tilde{T} T T - \tilde{T} T r_{12} - \tilde{T} T s_{12} \tilde{T} + \tilde{T} s_{12} \tilde{T} . \]

**Appendix D. Discrete Dubrovin equations**

In this appendix we will show how to derive the discrete Dubrovin equations for the mappings of KdV type starting from the discrete-time evolution (5.16). The auxiliary spectrum \( B(\lambda) \) (5.5) leads to the expressions for \( B_{0}/B_{g}, \ldots, B_{g-1}/B_{g} \) as elementary symmetric functions of the zeroes \( \mu_{1}, \ldots, \mu_{g} \). Similarly, the coefficients of \( C(\lambda) \) are symmetric functions of its zeroes \( \gamma_{1}, \ldots, \gamma_{g} \). From the fact that
\[ (A - D)(\lambda) = \kappa \sqrt{R(\lambda)} - 4 B(\lambda) C(\lambda), \] (D.1)
where the \( \kappa \) denotes the sign \( \kappa = \pm \) corresponding to the choice of sheet of the Riemann surface, subject to the condition \( \kappa \pi = \kappa \), and taking \( \lambda = \mu_{i} \) in (D.1) we obtain the system
\[
\begin{pmatrix}
\mathcal{I}_{1} - 2D_{0} \\
\vdots \\
\mathcal{I}_{g} - 2D_{g-1}
\end{pmatrix}
= 
\begin{pmatrix}
\mu_{1} & \cdots & \mu_{g} \\
\vdots & \ddots & \vdots \\
\mu_{g} & \cdots & \mu_{g}
\end{pmatrix}
^{-1}
\begin{pmatrix}
\kappa_{1} \sqrt{R(\mu_{1})} = \mathcal{I}_{0} \\
\vdots \\
\kappa_{g} \sqrt{R(\mu_{g})} = \mathcal{I}_{0}
\end{pmatrix}.
\]
Thus, we obtain
\[ \mathcal{I}_{j} - 2D_{j-1} = \left[ \mathcal{M}^{-1} \begin{pmatrix} \kappa \sqrt{R(\mu)} - \mathcal{I}_{0} e \end{pmatrix} \right]_{j}, \quad j = 1, \ldots, g, \] (D.2)
where \( \mathcal{M} \) is the VanderMonde matrix given in equation (5.22). From the Lax equation for the map (5.16) we have the following discrete relations for its entries.
\[
\begin{align*}
\lambda - \frac{\omega}{x} \left( x - \frac{\omega}{y} \right) A - \frac{\omega}{x} C &= \lambda - \frac{\omega}{x} \left( x - \frac{\omega}{y} \right) A + \lambda B \left( x - x - \frac{\omega}{y} \right), \\
\lambda - \frac{\omega}{x} \left( x - \frac{\omega}{y} \right) B - \frac{\omega}{x} D &= \lambda B - \frac{\omega}{x} C,
\end{align*}
\]

(D.3a) \hspace{1cm} (D.3b)

\[
\begin{align*}
\lambda \left( x - x - \frac{\omega}{y} \right) A + \lambda C &= \lambda \left( x - x - \frac{\omega}{y} \right) A + \lambda B \left( x - x - \frac{\omega}{y} \right), \\
\lambda \left( x - x - \frac{\omega}{y} \right) B + \lambda D &= \lambda D - \frac{\omega}{x} C.
\end{align*}
\]

(D.3c) \hspace{1cm} (D.3d)

From (D.3a) we establish that the top coefficients \(B_g\) and \(C_g\) can be taken to be equal and constant. Expanding equation (D.3a) in powers of \(\lambda\) we are lead to the following coupled equations

\[
\begin{align*}
\mathcal{A}_0 &= A_0 = I_0, \\
A_g - \frac{\omega}{x} C_g &= A_g + B_g \left( x - x - \frac{\omega}{y} \right),
\end{align*}
\]

(D.4)

while expanding equation (D.3b) we are lead to the following set of equations

\[
\begin{align*}
\mathcal{A}_0 &= B_0 \left( x - \frac{\omega}{y} \right), \\
\mathcal{B}_g &= B_g, \\
\frac{\omega}{x} (\mathcal{A}_j - D_{j-1}) &= \mathcal{B}_{j-1} - B_{j-1} + \frac{\omega}{x} \left( x - \frac{\omega}{y} \right) B_j, \quad j = 1, \ldots, g.
\end{align*}
\]

(D.5a) \hspace{1cm} (D.5b)

Using the equations (D.4) and (D.5a) one obtains

\[
\begin{align*}
B_g \mathcal{A}_g - \frac{\omega}{x} C_g &= D_{g-1} - \mathcal{A}_{g-1} + B_{g-1} \mathcal{A}_0.
\end{align*}
\]

(D.6)

By using the relation (D.2) and the fact that

\[
B(\lambda) = B_g \prod_{j=1}^{g} (\lambda - \mu_j) = \sum_{j=0}^{g} \lambda^j B_j = B_g \sum_{j=0}^{g} \lambda^j (-1)^{g-j} S_{g-j}(\mu),
\]

together with the relations (D.5b) and (D.6) we obtain a coupled system of set of first-order difference equations for the \(\mu_j\), respectively, namely

\[
\begin{align*}
\mathcal{M}^{-1} \left[ \kappa \sqrt{\mathcal{R}(\mu)} - I_0 \mathcal{e} \right]_j = \mathcal{M}^{-1} \left[ \kappa \sqrt{\mathcal{R}(\mu)} - I_0 \mathcal{e} \right]_j \left( x - x - \frac{\omega}{y} \right) B_j + \frac{\omega}{x} \left( x - x - \frac{\omega}{y} \right) B_j, \\
\mathcal{M}^{-1} \left[ \kappa \sqrt{\mathcal{R}(\mu)} - I_0 \mathcal{e} \right]_g = \mathcal{M}^{-1} \left[ \kappa \sqrt{\mathcal{R}(\mu)} - I_0 \mathcal{e} \right]_g.(\mu),
\end{align*}
\]

(D.7a) \hspace{1cm} (D.7b)

where \(j = 1, \ldots, g\).
Appendix E. Baker–Akhiezer eigenfunction

Here we look at the asymptotic form of the Bloch eigenfunctions $\phi(\lambda)$, i.e. (5.10), of the spectral problem. In fact, we have for these eigenfunctions the following properties

$$T \phi^\pm = \eta^\pm \phi^\pm, \quad \overline{\phi}^\pm = M \phi^\pm,$$

where $\eta^\pm$ are the two different solutions of the hyperelliptic spectral curve, and the signs $\pm$ correspond to the solutions on the two sheets of $\Gamma$. We have the following expressions for the Bloch eigenfunctions

$$\left( \frac{1}{\eta^\pm - A} \right) \varphi^\pm = \left( \frac{1}{\eta^\pm - B} \right) \varphi^\pm. \quad \text{(E.1)}$$

We also have

$$\varphi^\pm \left( \frac{1}{\eta^\pm - A} \right) = \varphi^\pm \left( \frac{\omega}{\eta^\pm - A} \right) + \lambda \varphi^\pm \left( \frac{\eta^\pm - A}{\eta^\pm - B} \right). \quad \text{(E.2)}$$

The scalar function $\varphi^\pm$ solves

$$\frac{\varphi^\pm}{\varphi^\pm} = \omega \left( \frac{D - \eta^\pm}{B} \right) + \lambda \frac{B}{B}, \quad \text{(E.3)}$$

thus we have

$$\frac{\varphi^+}{\varphi^-} + \frac{\varphi^-}{\varphi^+} = \lambda \left( \lambda - \omega \right) \frac{B}{B} = \left( \lambda - \omega \right) \frac{B}{(1/\lambda) B}. \quad \text{(E.4)}$$

Note that (E.4) has pole at $\infty$ and zero at $\lambda = \omega$. We point out that the $\mu_j$ arise as the poles, and the $\mu$ as the zeroes of a transition factor $\varphi/\varphi$ where $\varphi$ is the relevant Baker–Akhiezer function.

As a consequence of Abel’s theorem, see [6], we have the following relation

$$\sum_{j=1}^g \int_{(\mu_j, \eta_j)} \omega_k + \int_\infty^{(\omega, \eta(\omega))} \omega_k = 0 \quad (\text{mod } \Lambda_g), \quad \text{(E.5)}$$

which provides us with the solution of the discrete Dubrovin equations. In equation (E.5) $\omega$ is the normalized differential of the first kind (Abelian differential) and $\omega$ denotes the parameter value given in (5.4), whereas $\Lambda_g$ is a period lattice of the associated Riemann surface.
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