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Abstract

Underpinning the field of “valleytronics” is the coupling of the helicity of circularly polarized light to the valley degree of freedom, and this remains the only known lightform to exhibit this remarkable effect. Here we show that on femtosecond time scales valley coupling is a much more general effect. We find that two time separated linearly polarized pulses allow almost complete control over valley excitation, with the pulse time difference and polarization vectors emerging as key parameters for valley control. In contrast to the Berry curvature that underpins the effect for circularly polarized light, we demonstrate that a different phase structure drives this effect, with excitations during each linear pulse acquiring a valley discriminating phase involving the polarisation angle of linear light. Unimportant in a single linear pulse, for pairs of pulses these can constructively and destructively interfere. Employing state-of-the-art time dependent density function theory, we show that the effect is robust to the complexities of charge dynamics in a real material with the example of a transitional metal dichalcogenide.
I. INTRODUCTION

A prominent role in the electronic properties of many two dimensional materials is played by the valley degree of freedom\textsuperscript{1–3}. Controlling this degree of freedom promises a novel valley based electronics ("valleytronics"), and thus over the last decade intense research activity has centred on the search for valley control, both by material modification via complex deformations\textsuperscript{4–7} as well as by external fields such as light\textsuperscript{8–13}. This latter route is exemplified by the celebrated spin-valley coupling of certain strong spin-orbit transition metal dichalcogenides, in which the helicity of circularly polarised light determines the spin character and valley at which charge is excited. This physics arises from the fact that valleys are endowed with Berry curvature of opposite sign at conjugate valleys\textsuperscript{14}, from which follows a valley selection rule for the dipole matrix elements with circular light\textsuperscript{8}. Such a selection rule would, however, appear to rule out the possibility of valley control by any other light waveform, e.g. linearly polarized pulses, sharply circumscribing the application to this field of the rich control over light waveforms that modern lasers provide.

What we wish to show here is that, contrary to this common belief, ultrafast pulses of linearly polarized light can provide almost complete valley control; in materials with spin-orbit split valley bands this will lead to spin-valley coupling. We show that overlapping and temporally separated pulses of orthogonal linear polarisation excite either at the K or K\textsuperscript{*} valley, with the valley at which charge is excited depending on the time separation and order of the two pulses. This effect, like the valley selection rule, has its origin in a valley phase structure, but rather than the Berry curvature it is a phase associated with the point group symmetry relations between the valleys. As such, this effect will also hold even in cases where the valley physics does not have the particular Berry curvature required for the valley selection rule, making this an effect of wide applicability that will be found in any low dimensional system possessing a valley structure to its electronic spectrum.

We first establish and explore this effect through a minimal two band tight-binding model, before employing sophisticated time dependent density functional theory (TD-DFT) calculations to show that this effect can be observed in realistic simulations of light-matter interaction in a two dimensional material, with the example of the transition metal dichalcogenide WSe\textsubscript{2}. 

Figure 1. Valley selective excitation by linearly polarized light. Two temporally separated and orthogonally polarized linear light pulses, the y- and x-polarized pulses occurring at distinct times $t_1$ and $t_2$ as shown in panel (a), result in valley distinguishing charge excitation, with charge predominately excited at the $K^*$ valley as shown in panel (b). Reversing the order of the pulses inverts the valley populations, with excitation now at the K valley (c,d). The valley polarisation depends in an oscillatory way on the time separation of the pulses (e), as can be seen from the valley polarization $(P_+ - P_-)/(P_+ + P_-)$ ($P_+$ and $P_-$ the excited charge after the laser pulse at the K and $K^*$ valleys respectively) plotted as a function of $t_2$; even for significant time separation of the pulses the effect persists. Panels (f-h) show the corresponding valley excitation in momentum space for the points indicated in panel (e).

II. VALLEY CONTROL VIA LINEAR LIGHT

A minimal model for a two dimensional semi-conductor with valley structure is provided by gapped graphene$^{15}$. This material consists of the famous honeycomb lattice of graphene, but with a sub-lattice symmetry breaking field applied such that at the K and $K^*$ valleys one has a gap, the size of which is controlled by the field strength.

Gapped graphene is, as in the transition metal dichalcogenides, endowed with Berry curvature of opposite sign at the K and $K^*$ valleys. Application of a laser pulse of circularly polarised light $\sigma^\pm$ will, therefore, excite charge at either the K or $K^*$ valley of the spectrum.
(we reproduce this standard result in Sec. 2 of the SI). Here we wish to consider the response of this system to linear light. A single linear pulse, which can be viewed as a superposition of \(\sigma^+\) and \(\sigma^-\) circularly polarised light, will evidently excite an equal amount of charge at all valleys, and therefore cannot “valley polarise” the material. We now show (Fig. 1) that two linear pulses result in a very different, valley discriminating, response.

To that end we consider two time separated pulses with orthogonal linear polarisation, as shown in Fig. 1(a). The first of these pulses is polarised in the \(y\)-direction with carrier envelope phase \(\pi/2\) with the second in the \(x\)-direction with carrier envelope phase 0. The resulting \(k\)-resolved excited charge is displayed in Fig. 1(b). We see that rather than couple equally to all valleys, as would be the case if a single linear pulse excited the system, a significant valley polarisation is observed with charge excited predominately at the \(K^*\) valley. In contrast, almost no charge excited at \(K\). If we now change the order in which we apply the two orthogonally polarized pulses of light, see Fig. 1(c,d), it is now the \(K\) valley is excited in place of the \(K^*\) valley. For temporally coinciding pulse envelope maxima \(t_1 = t_2\) then the two linearly polarized pulses would simply represent the components of a circularly polarized pulse, with interchanging the order equivalent to changing helicity \(\sigma^+ \leftrightarrow \sigma^-\) of the light which would switch valley polarisation by the valley selection rule of circular light. It is a remarkable result that when these components are temporally separated to become distinct pulses of linear light this valley polarisation switching still occurs.

To probe the dependence of valley excitation on the time separation between the two pulses, we consider a series of pulse separations \(|t_2 - t_1|\) and integrate the laser excited charge over crystal momentum \(k\) to yield the charge excited at the \(K\) (+) and \(K^*\) (-) valleys, \(P_{\pm}\), with the “valley polarisation” then given by \((P_+ - P_-)/(P_+ + P_-)\). This quantity encodes the valley response of the system to light and takes on the values +1 and −1 for the case of charge excited exclusively at the \(K\) and \(K^*\) valleys, while it is equal to 0 if there is no valley distinction in the response to light. In panel (e) of Fig. 1 we show the valley polarisation as a function of the pulse envelope maxima for the second pulse, \(t_2\), with the pulse envelope maxima of the first pulse, \(t_1\), held fixed. A significant valley discriminating signal is seen that, moreover, oscillates as a function of the time difference between the pulses. For pulses that are not significantly time separated the valley response is close to complete valley polarization, falling to about 25% polarization for well separated pairs of pulses. The valley distinction in the charge excitation is clearly revealed in panels (f-h) in
Stability of valley excitation with respect to pulse perturbations. Stability of valley distinguishing charge excitation induced by two temporally separated and orthogonally polarized linear pulses probed as a function of changing the amplitude (a), frequency (b), and polarization angle (c) of the second pulse. In the main panel is shown the valley polarization with the pulse centre of the second pulse fixed at 40 femtoseconds, while the inset panel shows the amplitude of the valley polarization angle oscillation. As may be seen, quite substantial difference in amplitude and polarization angle can occur between the two pulses while maintaining the valley distinguishing charge excitation of the pulse pair.

which are displayed the $k$-resolved excited charge for a series of representative times $t_2$ of the second pulse (with the times indicated in the valley polarisation curve, Fig. 1(e)). As can be seen while one valley is always substantially more excited than its conjugate partner, increasing the delay between the first and second pulses both reduces the valley contrast while at the same time as resulting in somewhat more complex patterns of charge excitation

Thus far we have considered pulses with identical amplitude and perfectly orthogonal polarisation, and we now establish how robust this physics to non-orthogonal polarisation vectors between the pulses and non-equal vector potential amplitudes and frequencies of the pulses. Without loss of generality we can vary pulse parameters only of the second pulse. Modification of the second pulse amplitude shows that as it is reduced from that of the first (indicated by the vertical dashed line in panel Fig. 2(a)), the valley polarization is increasingly reduced, falling to zero as the second pulse amplitude vanishes. In contrast, increasing the amplitude of the second pulse results in an increase in valley contrast. This occurs as modification of the amplitude of the vector potential of the second pulse generates a reduction in amplitude of the valley polarization oscillation, but also a phase shift as a function of time difference. It is this second feature responsible for the surprising increase in valley contrast at fixed pulse time. In the inset of panel (a) is shown the amplitude of
Figure 3. Dynamics of charge excitation at the K and K* valleys for the pair of linear pulses shown in panel (a). While the first pulse excites charge equally at both valleys, see panel (b), the second linear pulse produces dramatically different dynamics with further excitation at K* but de-excitation at K. The momentum resolved charge excitation at each valley, shown in panels (c-j), reinforces the fact that the K valley de-excites after the second pulse. Valleys are distinguished most strongly at sub-gap frequencies, panel (k), and increasing the pulse amplitude results in an increase in excited charge but no qualitative change in the valley polarization amplitude, shown also in panel (k). The period of the valley oscillation depends sensitively on the gap, as shown in panel (l).

the valley oscillation curve, showing that this uniformly decreases as the two pulses become unequal in vector potential amplitude, as one would expect. Nevertheless, the valley contrast is seen to be robust to quite substantial changes in the amplitude of the second pulse. Frequency differences between the two pulses of up to 10% (panel (c)) also generate only minor reduction of the valley polarization (the inset again shows the change in amplitude of the valley oscillation curve), with however significant changes in frequency almost completely destroying the effect. Finally in panel (c) we show the result of changing the angle between the polarization vectors of the two pulses. This strongly modifies the valley contrast, with the valley vanishing for co-linear polarization vectors (0 degrees). Again, however, for modest inaccuracies (up to 20 degrees) in orthogonality the effect is seen to be quite robust.
To gain more insight into the origin of this effect we now consider the valley charge \(P_{\pm}(t)\) dynamics during laser excitation, see Fig. 3(a). Under the action of the first pulse charge is excited equally at both K and \(K^*\), rising to a maxima at the pulse envelope peak before falling again during the pulse tail, behaviour typical of the charge dynamics induced by intense laser light in many materials. During the second pulse, however, the charge dynamics is unusual. While \(P_-\) shows approximately a doubling of the excited charge at \(K^*\), roughly what one would expect from the application of a second pulse, \(P_+\) shows less excited charge exists at the K valley: for this valley the second linearly polarized pulse de-excites. In short: while the first pulse excites at both valleys, the second pulse excites at one valley and de-excites at the conjugate valley. To highlight this excitation/de-excitation we show at various points along the \(P_{\pm}\) curves the \(k\) resolved excited charge, see panels (c-j). Changing the frequency and amplitude of the both pulses, see Fig. 3(k), results in changes in the strength of the effect with the amplitude of the valley polarization oscillation (defined in the inset of panel (l)) revealing a sub-gap maxima as a function of frequency, highlighting the difference with the well known selection rule for circular light which would be a maxima at the frequency of the gap. On the other hand increase in amplitude of the pulses results, as expected, in an increase of the amount excited charge but no significant change in polarization.

Finally, we consider the effect of changing the value of the band gap, for which we scale the pulse frequency such that its ratio with the gap remains unchanged. In Fig. 3(l) is shown the period of the valley polarisation oscillation as a function of gap, revealing that decrease of the gap magnitude results in a significant and non-linear increase in the oscillation period. Evidently, the evolution of the dynamical phase between the two linear pulses (which will have a rate set by the gap) plays an important role, bringing out clearly that it is the physics of wavefunction interference, i.e. coherent phase physics, destructive and constructive at the different valleys, that lies at the heart of this effect.

III. INTERFERENCE PHYSICS

To discover the origin of this interference effect we now consider the low energy approximation to the tight-binding model of gapped graphene, the Dirac-Weyl Hamiltonian. The time dependent problem is then given by \(-i\partial_t a(t) = H(k(t))a(t)\) with \(a(t)\) the time
dependent wavefunction and

\[
H(k(t)) = \begin{pmatrix}
\Delta & v_F k(t) e^{i\theta(t)} \\
v_F k(t) e^{-i\theta(t)} & -\Delta
\end{pmatrix}
\]

the Dirac-Weyl Hamiltonian (we use atomic units so \(\hbar = 1\)). In this Hamiltonian \(v_F\) is the Fermi velocity and \(k(t)\) the magnitude of crystal momentum measured from the nearest K valley, the time dependence of which is given by the Bloch acceleration theorem: \(k(t) = k(0) + \mathbf{A}(t)/c\). The phase angle \(\theta(t)\) is given by \(\theta(t) = \Phi_{\nu} - \nu \phi(t)\) where \(\nu = \pm 1\) labels the two conjugate valleys, K and K*, and \(\phi(t) = \tan^{-1} k_y(t)/k_x(t)\) is the angle of the crystal momentum measured from the valley centre. The phase \(\Phi_{\nu}\) is additional time independent valley phase unimportant for our considerations.

In fact, for excitations within the K point valleys Eq. 1 captures almost the full dynamics of the tight-binding Hamiltonian, reflecting the accurate description that the Dirac-Weyl Hamiltonian provides near K. This Hamiltonian, however, has the great advantage of explicitly showing the phase structure in terms of the crystal momentum. To this end we note that if we are exactly at one of the K points the crystal momentum angle \(\phi(t)\) is \textit{time independent} for linear pulses, \(\phi(t) = \phi\), being for the case of \(x\)- and \(y\)-polarisation just \(\phi = 0\) and \(\phi = \pi/2\) respectively. This allows for the time evolution matrix to be solved exactly and, expressing the solution in terms of valence (\(v\)) and conduction (\(c\)) occupation at K, \(b = (b_v, b_c)\), we can write time time propagation for a single pulse as \(b_f = M(\phi)b_i\) with \(b_i, f\) the initial and final states and \(\phi\) the polarization angle of the linear light. The time propagation matrix is given by

\[
M(\phi) = \begin{pmatrix}
C^* & iTe^{-i\nu\phi} \\
-iTe^{i\nu\phi} & C
\end{pmatrix}
\]

where the constants \(C\) (complex) and \(T\) (real) are given in Sec. 3 of the SI. The crucial feature of this propagation matrix is that the off-diagonal blocks, which determine charge excitation and de-excitation at K, contain the phases \(\pm \nu \phi\). This shows that on charge excitation within a valley quasi-particles acquire a valley distinguishing phase combining the polarisation angle of the linear pulse (\(\phi\)) with a valley distinguishing sign \(\nu = \pm 1\). The effect of two temporally separated pulses is given by multiplication of two of these propagation matrices, with appropriate unitary evolution of the dynamical phase during
the “off” phase (duration $\delta T$) separating the pulses, $M_{total} = M_2 e^{-i \text{Diag}(\Delta_{gap} - \Delta_{gap}) \delta T} M_1$, and this immediately yields for the final conduction band occupation $|C T e^{-i \Delta \delta t} e^{-i \nu \phi_1} + C^* T e^{i \Delta \delta t} e^{-i \nu \phi_2}|^2$. The origin of the interference effect can be now clearly seen as in this expression we have two terms, from charge excitation during the first and second pulses, each of which has its own valley distinguishing phase arising from the different polarization vectors. Evaluating this expression reveals the interference physics driven by these two terms:

$$|b_c|^2 = 4 |C|^2 T^2 \cos^2(\Delta \delta T - \nu (\phi_2 - \phi_1)/2)$$

(3)

This expression captures in a microcosm the remarkable valley response found in the full dynamics using the tight-binding Hamiltonian. For orthogonal pulses ($\phi_2 - \phi_1 = \pi/2$) the $K (\nu = +1)$ and $K^* (\nu = -1)$ conduction occupations are half a period out of phase and, therefore, when $K^*$ is excited $K$ is de-excited and vice versa, the basic result shown Fig. 1. The peculiar valley switching on changing the order of the pulses is now also easily explained: switching the order of the $x$- and $y$-polarized pulses sends ($\phi_2 - \phi_1$) from $\pi/2$ to $-\pi/2$, thus switching the the valley at which charge is excited. Similarly, the cosine-like dependence on the angle of the second pulse, see Fig. 2(c) inset, is also reproduced by this result.

The valley discriminating response to pairs of orthogonally polarised linear light thus arises from interference between the excitations of each pulse, as quasiparticles, in the vicinity of the valleys have phases controlled by both the pulse polarisation vector and the valley index. While we have shown this exactly at the high symmetry K points, it will evidently hold in the region of these valleys and indeed this is seen to be so in numerical examination (see SI Sec. 3).

Thus far we have considered only single particle excitations, and we now turn to the question of whether composite many-body excitations (such as excitons and trions\textsuperscript{16}) will inherit this phase structure. If this is to be the case, all single particle excitations must possess the phase structure identified above as resulting from a complete laser pulse cycle. In fact, it is easy to show that at any time during the pulse all possible transitions between valence and conduction will have exactly the valley distinguishing phase identified above, see SI. If we then write an exciton wavefunction as
\begin{equation}
|\phi_X\rangle = \sum_{vc \kappa} A_{vc}^{X} c_{\kappa}^c c_{\kappa}^v |0\rangle
\end{equation}

we see that for excitations by linear polarised light all amplitudes $A_{vc}^{X}$ will have the valley discriminating phase $\nu \phi$ and, therefore, the exciton wavefunction itself will bear an imprint of the polarization vector via this phase. Whether interference between the excitonic fraction occurs is a more subtle question, requiring solution of time dependent many-body problem, which we do not consider here.

IV. THE EFFECT IN WSe$_2$

Any interference effect requires for its manifestation coherent charge dynamics which typically holds for the ultrafast femtosecond scale pulses we consider here. However any system in which this effect may occur, such as transition metal dichalcogenides, will possess time dependent wavefunctions with hugely more degrees of freedom than the simple tight-binding model considered here, as well as a considerably more complex band structure. All of this can alter the coherent dynamics of the wavefunction and so modify (or destroy) the interference physics that drives valley selection. This possibility must be carefully explored in order to establish the effect we propose as realistic, and we thus now perform time dependent density function theory simulations for the transition metal dichalcogenide WSe$_2$. For all calculations employ the adiabatic LDA functional, an approach that has been shown to be highly accurate in treating very early time spin and charge dynamics in many materials. For complete numerical details we refer the reader to the SI, Sec. 5.

The low energy band structure is shown in Fig. 4(a), in which the characteristic strong spin orbit spin split bands can be seen near K and K*. We consider two single cycle pulses of FWHM 2.8 fs and orthogonal polarisation (see Fig. 4(b)) and, as for the model calculations, change the envelope peak of the second pulse, $t_2$, while holding that of the first pulse fixed. In panel (c) we show the valley polarization, now integrated in the valleys defined at K and K*, and, just as in the model calculation, an oscillation of the valley polarization is again observed. Inspection of the $\mathbf{k}$-resolved momentum space excitation reveals the valley discriminating charge excitation seen in the gapped graphene calculations. Note that here the excitation is spin polarized due to the spin-split valence bands. This result is perhaps not as surprising as it may appear, as valley phase structures are generally the most robust aspect
Figure 4. Valley interference effect in WSe$_2$. Shown in panel (a) is the low energy band structure with blue (red) indicating spin up (down) bands. Employing single cycle pairs of orthogonally polarised linear pulses (see panel (b)) we find exactly the same phenomena of valley control by pulse separation, see panels (c-e), as found in the gapped graphene model.

of the simple models used to describe 2d materials such as graphene and the dichalcogenides.

V. CONCLUSIONS

We have shown that the paradigm that circular polarised light offers the only route to control the valley degree of freedom does not hold at femtosecond time scales in which ultra-fast spin and charge dynamics are coherent. Pairs of orthogonally polarised yet temporally separated linear pulses selectively excite conjugate valleys depending on the duration between pulses and the order of the pulses (i.e., $x$- followed by $y$- polarisation or vice versa). While the circularly polarised light selection rule relies on Berry curvature of an avoided band crossing, this effect depends on coherent interference between the unique valley phases that an avoided crossing is endowed with. These valley distinct phases are governed by the point group relationships between the various electronic valleys and thus this effect should be general to all 2d materials with the valley degree of freedom, a wide class of materials. In materials with spin split valence bands this effect will result in spin-valley locking, just as in the case of circular light.

Evidently the requirement for coherent dynamics renders the effect vulnerable to the phase breaking that can occur outside the femtosecond regime, either from lattice dynamics (typically $> 50$ fs) or coulomb interaction scattering$^{17}$ (typically $> 10 - 200$ fs). While we have established and understood this new route to valley control on the basis of a simple
gapped graphene model, we have confirmed the effect in sophisticated TD-DFT calculations that have, by now, been established as the gold standard for very early time spin and charge dynamics. The pulse parameters are not onerous, with the 7 fs FWHM easily achievable, however careful femtosecond scale control over the pulse maxima is required.

Our model calculations do not include the Coulomb interaction and our TD-DFT calculations, while capturing many effects of interaction, do not include a treatment of the dynamics of excitons, which remain challenging for the ab-initio approach. However, on general grounds we have shown that composite many body particles (such as excitons) will inherit the same valley phase structure found for single particle valence to conduction transitions, thus allowing for valley discriminating interference effects beyond the single particle regime. The effect we propose has, moreover, been established on general grounds and probed over a wide range of pulse parameters. We thus expect that this effect could be observed in experiment, opening new routes towards spin-valley-orbitronics with linearly polarized light at the femtoscale.
VI. SUPPLEMENTARY INFORMATION

A. Tight-binding simulation

The general two-centre tight-binding Hamiltonian is given by

$$H_0 = \sum_{ij} t_{ij} c_j^\dagger c_i + \sum_i \Delta_i c_i^\dagger c_i$$  \hspace{1cm} (5)

where $t_{ij}$ is the hopping amplitude between sites $i$ and $j$ (we suppress all other atomic indices). The field $\Delta_i$ represents an on-site field that, in the case of gapped graphene, alternates sign between the two sublattices. Time evolution is through the Schrödinger equation

$$i\partial_t |\Psi(t)\rangle = H |\Psi(t)\rangle$$  \hspace{1cm} (6)

where $|\Psi(t)\rangle$ is the system ket at time $t$ for crystal momentum $q$ at $t = 0$. In this expression we employ the length gauge and so we have

$$H = H_0 + r.E(t)$$  \hspace{1cm} (7)

Figure 5. Panel (a): Lattice of graphene showing the two interpenetrating hexagonal lattice of the honeycomb lattice (dark and light shaded circles) along with the gap opening field on each sublattice $\pm \Delta$. (b) Band structure of gapped graphene using the tight-binding Hamiltonian (Eq. 13) and the low-energy Dirac-Weyl approximation (Eq. 16)
Time dependent system ket can be expanded in a basis of Bloch states at crystal momentum \( k(t) \)

\[
|\Psi_q(t)\rangle = \sum_\alpha c_{\alpha q}(t) |\Phi_{\alpha k(t)}\rangle
\]  

(8)

with \( k(t) = q + A(t)/c \) given by the Bloch acceleration theorem. The Bloch states \( |\Phi_{k\alpha}\rangle \)
are given by

\[
|\Phi_{k\alpha}\rangle = \frac{1}{\sqrt{N_{\alpha}}} \sum_{R_i} e^{i k (R_i^{(\alpha)} + \nu_{\alpha})} |R_i + \nu_{\alpha}\rangle
\]  

(9)

where \( |R_i + \nu_{\alpha}\rangle \) is a localised orbital at site \( R_i + \nu_{\alpha} \) with \( R_i \) a lattice vector and \( \nu_{\alpha} \) the basis vector of sub-lattice \( \alpha \).

Taking the time derivative of Eq. 8 we then find

\[
i\partial_t |\Psi_q(t)\rangle = i \sum_\alpha \left( \hat{c}_{\alpha q}(t) |\Phi_{\alpha k(t)}\rangle + c_{\alpha q}(t) \hat{k}_k \nabla_k |\Phi_{\alpha k(t)}\rangle \right)
\]  

(10)

and employing Eq. 7 leads to

\[
i\hbar \hat{c}_{\alpha' q} = \sum_\alpha \langle \Phi_{\alpha' k(t)} | H_0 | \Phi_{\alpha k(t)} \rangle c_{\alpha q} + E(t) \cdot \langle \Phi_{\alpha' k(t)} | (r - i \nabla_k) | \Phi_{\alpha k(t)} \rangle c_{\alpha q}
\]  

(11)

which simplifies to

\[
i\partial_t c_q = H_0(k(t))c_q
\]  

(12)

the equation of motion for \( c \) is the 2-vector of expansion coefficients in the basis states at \( k(t) \).

**Tight-binding description of gapped graphene:** Gapped graphene consists of the honeycomb lattice of graphene, with a “mass generating” field \( +\Delta_{\text{gap}} \) and \( -\Delta_{\text{gap}} \) on the two sub-lattices, see Fig. 5. Employing the simplest possible model we have in a sub-lattice Bloch basis the well known Hamiltonian

\[
H_{TB} = \begin{pmatrix}
\Delta_{\text{gap}} & t_{\text{hop}} f(k) \\
t_{\text{hop}} f^*(k) & -\Delta_{\text{gap}}
\end{pmatrix}
\]  

(13)

where \( f(k) = \sum_j e^{i k \nu_j} \) is the Bloch lattice sum over nearest neighbours \( \nu_j \). This Hamiltonian depends on only two parameters: the nearest neighbour tight-binding parameter \( t_{\text{hop}} \).
Figure 6. Panel (a): Convergence with respect to k-mesh of valley charge and polarisation after laser pulse excitation. (b) Convergence with respect to the time step. In both cases the laser pulse consists of two linearly polarized and time separated waveforms as shown in panel Fig. 1(b) of the manuscript.

describing electron hopping between the two inter-penetrating sublattices of the honeycomb lattice, and $\Delta_{gap}$ that controls the magnitude of the gap at the K point ($E_{gap} = 2\Delta_{gap}$).

**Pulse waveform:** In all calculations the laser pulse is described by Gaussian envelope form:

$$A(t) = A_0 \exp\left(-\frac{(t-t_0)^2}{2\sigma^2}\right) \cos(\omega t + \phi)$$  \hspace{1cm} (14)

where $A_0$ is the pulse amplitude vector, $\sigma$ is related to the full width half maximum by $FWHM = 2\sqrt{2\ln 2}\sigma$, $\omega$ is the frequency of the light and $\phi$ the carrier envelope phase.

**Numerical method:** We solve Eq. 12 for the case of the gapped graphene Hamiltonian via the Crank-Nicolson method:

$$c_n = \left(1 - \frac{H_0(t_n)}{2i}\right)^{-1} \left(1 + \frac{H_0(t_{n-1})}{2i}\right) c_{n-1}$$  \hspace{1cm} (15)

A k-grid of 400 points in the Brillouin zone is generally employed (convergence of the valley polarisation and change is shown in Fig. 6a). The necessity of this high k-point convergence arises as the charge excitation is localised at the high symmetry K points and often exhibits fine structures; this turns out to be particular important for the convergence of the current density. For the time step of the Crank-Nicholson equation we find a rather coarse graining is often sufficient, reflecting the limited number of degrees of freedom in the minimal tight-binding model that we employ. The convergence with respect to time step is
Figure 7. Valley selection rule of gapped graphene. The topmost panels (a) and (b) display the response to circularly polarized light $\sigma^-$ which excites at the $K^*$ valley exclusively. Shown are light pulses at the gap frequency (3 eV) and at a sub-gap frequency of 2.7 eV. Correspondingly linear pulses are shown in panels (c) and (d), for the same frequencies, with charge now excited at all valleys equally. Black and red lines denote the $A_x$ and $A_y$ components of the vector potential.

shown in Fig. 6b.

B. Valley selection rule in gapped graphene

The selection rule for circularly polarized light arises as the K and K* valleys are endowed with Berry curvature of opposite sign. For light frequency equal to the optical gap significant charge is excited, panel Fig. 7(a) while for sub-gap frequencies the excited charge is significantly reduced Fig. 7(b). Linearly polarized pulses, which can decomposed into two equal amplitude $\sigma^+$ and $\sigma^-$ pulses, will not distinguish valleys in the optical response, Fig. 7(c,d) for the same gap and sub-gap frequency pulses respectively.
Figure 8. Panel (a): Brillouin zone indicating the two stars of high symmetry points K and K*, K₁ and K₂ respectively. Shown also are the local coordinate systems that the Dirac-Weyl Hamiltonian is referred to; the angle $\phi$ is the azimuthal angle of crystal momentum that plays a key role in the dynamics. Panel (b): Time evolution of charge occupation at the K and K* valleys for dynamics governed by the tight-binding Hamiltonian (Eq. VI A) and Dirac-Weyl low energy Hamiltonian (Eq. 16).

C. Derivation of valley selective interference

Our derivation will be based on the gapped Dirac-Weyl equation that describes electronic structure in the vicinity of the K points of gapped graphene:

$$H_{DW} = \begin{pmatrix} \Delta_{gap} & v_F k e^{i\theta} \\ v_F k e^{-i\theta} & -\Delta_{gap} \end{pmatrix}$$  \hspace{1cm} (16)$$

In this expression $\Delta$ determines the band gap at the K points ($E_{gap} = 2\Delta_{gap}$), $v_F$ the Fermi velocity, $k$ the magnitude of the crystal momentum measured from the K point for which Eq. 16 describes the electronic structure, and $\theta = \Psi_\nu - \nu \phi$, with $\nu = +1$ at the K points and $\nu = -1$ and the K* points and $\phi = \tan^{-1} k_y(t)/k_x(t)$ the azimuthal angle of the crystal momentum $k$ (illustrated in Fig. 8(a)). The phase $\Psi_\nu$ has no time dependence as it simply encodes the $C_3$ symmetry that the two sets of K points possess (it takes on values $-2\pi/3$, $2\pi$, and $2\pi/3$ for K points 1, 3, and 5 and values $\pi/3$, $-\pi/3$, and $\pi$ for K points 2, 4, and
6 (see Fig. 8(a)). This phase plays no role in the valley selective interference effect we will now discuss.

For the dynamics near the K valleys the Dirac-Weyl equation reproduces very closely the results of the tight-binding model, see Fig. 8(b).

The equation of motion for time evolution in the pseudospin basis in which Eq. 16 is expressed is formally the same at that of the time evolution of the tight-binding Hamiltonian in the atomic sub-lattice basis derived in Sec. VI A:

\[ i\partial_t \psi(t) = H_{DW}(\mathbf{k}(t)) \psi(t) \]  

where as before the time evolution of the crystal momentum \( \mathbf{k} \) is given by the Bloch acceleration theorem,

\[ \mathbf{k}(t) = \mathbf{k}(0) + \frac{\mathbf{A}(t)}{c} \]  

with \( \mathbf{k}(0) \) the crystal momentum before the pulse, and \( \psi(t) \) is the time dependent wavefunction in the pseudospin basis.

We now consider a general pulse and break the time evolution into discrete segments

\[ \mathbf{k}_i = \mathbf{k}_0 + \frac{\mathbf{A}_i}{c} \]  

where the segment index \( i \) runs \( i = 0, N \).

The time evolution matrix in the atomic basis is given by

\[ Q = \exp \left( -i \int_0^t dt' H(t') \right) \]  

with \( T \) the time ordering operator. This matrix evidently relates the wavefunction (in the atomic basis) from the initial time \( t = 0 \) to the final time \( t \).

\[ b_f = Q b_i \]  

\( Q \) will be composed of a series of matrices describing the different segments:

\[ Q = Q_N \cdots Q_0 \]  

where in each segment the vector potential is given by \( \mathbf{A}_i \) and the corresponding Hamiltonian for the segment time evolution is \( H_{DW}(\mathbf{k}_i) \).
We now transform to a Houston basis in which the time dependent wavefunction is expanded in the two eigenstates of the Dirac-Weyl equation at \( k(t) \). The unitary transformation to achieve this is just the column matrix of the eigenvectors of Eq. 1 given by

\[
U(k, \theta) = \frac{1}{\sqrt{2}} \begin{pmatrix} f_- & f_+ \\ -f_+ e^{-i\theta} & f_- e^{-i\theta} \end{pmatrix}
\]  

(23)

where \( f_{\pm} = \sqrt{1 \pm \Delta_{\text{gap}}/\sqrt{(v_F k)^2 + \Delta_{\text{gap}}^2}} \). This transforms the time dependent pseudospin wavefunction \( b(t) \) to a time dependent wavefunction expressed in the Houston basis \( c(t) \):

\[
c(t) = U^\dagger(k, \theta) b(t)
\]

(24)

Applying this transformation to the time propagation matrix \( Q \) then yields

\[
M = U^\dagger N P \ldots P_0 U_0
\]

(25)

where the matrix \( P_i \) is given by

\[
P_i = \begin{pmatrix} C_i & i T_i e^{i\theta} \\ -i T_i e^{-i\theta} & C_i^* \end{pmatrix}
\]

(26)

where

\[
C = \frac{1}{2} \left( f_+^2 e^{-iE_i \Delta t} + f_-^2 e^{iE_i \Delta t} \right)
\]

(27)

and

\[
T = f_+ f_- \sin(E_i \delta t)
\]

(28)

Note that \( E_i \) is the energy of the corresponding time evolution segment at constant \( k_i \), \( E_i = \sqrt{(v_F k_i)^2 + \Delta_{\text{gap}}^2} \) (similarly, the \( f_{\pm} \) are evaluated at \( k_i \)).

An important feature of Eq. 26 is that it satisfies form preservation under composition, i.e., \( P_1 P_2 = P_{12} \) with \( P_{12} \) another matrix identical in form to Eq. 26 but with altered coefficients. Explicitly:
\[
\begin{pmatrix}
C_1 & iT_1 e^{i\theta} \\
-iT_1 e^{-i\theta} & C_1^*
\end{pmatrix}
\begin{pmatrix}
C_2 & iT_2 e^{i\theta} \\
-iT_2 e^{-i\theta} & C_2^*
\end{pmatrix}
= \begin{pmatrix}
(C_1 C_2 - T_1 T_2) & i(C_1 T_2 + T_1 C_2^*) e^{i\theta} \\
-i(C_1 T_2 + T_1 C_2^*)^* T e^{-i\theta} & (C_1 C_2 - T_1 T_2)^*
\end{pmatrix}
\]

(29)

This crucial feature of the time evolution then allows Eq. 25 for time full time evolution matrix to be straightforwardly evaluated. At the end points of the time evolution we have \( k_0 = k_N = 0 \) (measured from the high symmetry expansion points K or K*), and so:

\[
U_N^+ = \begin{pmatrix}
0 & -e^{i\theta_0} \\
1 & 0
\end{pmatrix}, \quad \text{and} \quad U_0^+ = \begin{pmatrix}
0 & 1 \\
-e^{-i\theta_0} & 0
\end{pmatrix}
\]

(30)

We then find for the time evolution of a general single cycle pulse in the Houston basis

\[
M(\phi) = \begin{pmatrix}
C^* & iT e^{i\nu(\phi - \phi_0)} \\
-iT e^{-\nu(\phi - \phi_0)} & C
\end{pmatrix}
\]

(31)

where we have used \( \theta = \Psi_\nu - \nu \phi \) and note that \( \phi_0 \) is the azimuthal angle of the initial point and \( \phi \) the polarization angle of the linear pulse.

As discussed in the main text, the crucial feature of this propagation matrix is the presence in the off-diagonal blocks of the phase \( e^{i\nu(\phi - \phi_0)} \) that combines (i) valley discriminating physics through \( \nu \), (ii) the polarisation angle of the linear light through \( \phi \) and, less importantly for our considerations, (iii) the azimuthal angle of the initial state before the laser is applied \( \phi_0 \). (For dynamics at the K point this is undefined except in the limit of fixed \( \phi_0 \) and then \( k \to 0 \).)

The dynamics of two pulses evidently requires multiplication of two of these single pulse propagation matrices with the appropriate unitary evolution of the dynamical phase between the pulses. This can be written as

\[
M_{12} = M(\phi_2) \begin{pmatrix}
e^{-i\Delta_{\phi_0,\phi} T} & 0 \\
0 & e^{i\Delta_{\phi_0,\phi} T}
\end{pmatrix} M(\phi_1)
\]

(32)

and the situation we are interested in is the case of time evolution from the ground state at K to a final excited state

\[
\begin{pmatrix}
c_v \\ c_c
\end{pmatrix} = M_{12} \begin{pmatrix}
1 \\ 0
\end{pmatrix}
\]

(33)
Evaluation of Eq. 32 yields

\[ M_{12} = \begin{pmatrix} A & iB \\ -iB^* & A^* \end{pmatrix} \]  \hspace{1cm} (34) \]

where

\[ A = (C_1 C_2)^* e^{-\Delta\delta_T} T_1 T_2 e^{i\nu(\phi_2 - \phi_1)} e^{\Delta\delta_T} \]  \hspace{1cm} (35) \]
\[ B = C_2^* T_1 e^{i\nu(\phi_1 - \phi_0)} e^{-\Delta\delta_T} + C_1 T_2 e^{i\nu(\phi_2 - \phi_0)} e^{\Delta\delta_T} \]  \hspace{1cm} (36) \]

This expression encodes the interference of excitation by two pulses with each transition endowing the excited quasiparticles with a phase \((e^{i\nu\phi_1,2})\) combining the valley degree of freedom and the polarization angle of the linear light.

For pulses identical save for the polarization vector, these can interfere destructively or constructively which can be seen clearly by considering the probability for excitation \(|c_c|^2\)

\[ |c_c|^2 = 4(1 - |T|)^2 T^2 \cos^2(\Delta\delta_T - \nu(\phi_2 - \phi_1)/2). \]  \hspace{1cm} (37) \]

This is the expression derived in the paper and reveals that the excitation if half a period out of phase at the two valleys \(\nu = \pm 1\); when one valley is excited (constructive interference) the other valley will be de-excited (destructive interference).

1. **Excitation during the pulse and away from the K points**

To show that the phase feature of the full (single cycle) pulse also holds for any excitation within the pulse we must replace the end-point unitary matrix by the more general form that holds at finite \(k\). Evaluation of this then yields

\[
M(t, \phi) = \begin{pmatrix}
    f_- & f_+ \\
    -f_+ e^{-i\theta} & f_- e^{-i\theta}
\end{pmatrix}
\begin{pmatrix}
    C & i T e^{i\theta} \\
    -i T e^{-i\theta} & C^*
\end{pmatrix}
\begin{pmatrix}
    0 & 1 \\
    -e^{-i\theta_0} & 0
\end{pmatrix}
\]

\hspace{1cm} (38) \]

\[
= \begin{pmatrix}
    (f_+ C^* - i f_- T) e^{i(\theta - \theta_0)} & -i f_+ T + f_- C \\
    -(i f_+ T + f_- C^*) e^{i(\theta - \theta_0)} & f_+ C + i f_- T
\end{pmatrix}
\]

\hspace{1cm} (39) \]
Figure 9. Valley interference phase in the vicinity of the K point. Panel (a): pulse waveform showing two temporally separated linearly polarized pulses. Panels (b-c): the valley distinguishing interference phase showing that in the vicinity of K and K* this phase is nearly equal to \( \pi \) for the first pulse (b,c) and nearly equal to 0 for the second pulse. This difference of \( \pi \) between the two valleys results in destructive interference at one valley and constructive interference at the conjugate valley.

showing that the time evolution matrix for excitations during the pulse show exactly the same phase structure at each time \( t \) that are found for the time evolution matrix of the complete pulse.

Finally we address the question of how this result at the K valleys holds in the vicinity of the K valleys. In the derivation above a key role is played by the fact that exactly at the K points then the phase of the Hamiltonian is exactly the polarization angle of the linear pulse. Evidently, this is expected to hold approximately provided one does not displace the \( \mathbf{k} \)-vector of interest too far from one of the high symmetry K points. That this is so can be checked by, from the Crank-Nicolson method, numerically obtaining the time evolution matrix \( M(\phi) \) for each of the two linear pulses at a \( \mathbf{k} \)-vector distant from one of the high symmetry K points. From these two evolution matrices can then be determined the phase difference of the off-diagonal blocks for the same \( \mathbf{k} \) vector displacement from K and K*. For \( \mathbf{k} = 0 \) this is exactly equal to \( \pi \) for the first pulse and exactly equal to 0 for the second pulse, as shown above, and, as can be seen in Fig. 9 near K it is, as expected, very close to \( \pi \) for the first pulse and very nearly equal to 0 for the second pulse.
Figure 10. Charge dynamics of excitation and de-excitation at the high symmetry K points. Shown in panel (a) are two linearly polarized pulses of Gaussian envelope and two pulses with rectangular envelope, with the latter pulse parameters (amplitude $A_{\text{eff}}$ and duration $\delta t$) chosen so that the charge dynamics most closely matches those of the Gaussian envelope pulse pair. The close agreement can be seen in panels (b) in which is shown the K point occupation as a function of time for these two sets of pulses. Changing the pulse centre of the second pulse results is a continuous variation in excited charge at K and K* which is very well captured by the rectangular pulse.

D. Rectangular pulse model of valley selective interference

Our derivation will again be based on the gapped Dirac-Weyl equation that describes electronic structure in the vicinity of the K points of gapped graphene, Eq. 1. The time evolution equation expressed in the pseudospin basis is formally the same at that of the time evolution of the tight-binding Hamiltonian in the atomic sub-lattice basis derived in Sec. S1:

\[ i\partial_t c(t) = H_{DW}(k(t))c(t) \]  \hspace{1cm} (40)

where as before the time evolution of the crystal momentum $k$ is given by the Bloch acceleration theorem,

\[ k(t) = k(0) + A(t)/c \]  \hspace{1cm} (41)

with $k(0)$ the crystal momentum before the pulse, and $c(t)$ is the time dependent wavefunction in the pseudospin basis.

We now consider a rectangular pulse as shown in Fig. 10(a) and the dynamics at one of the K points, i.e. $k(0) = K$. The dynamics of charge excitation at the K and K* points for these two pulses (i.e. rectangular and Guassian envelopes) are in fact remarkably similar, see Fig. 10(b). The dynamics of the rectangular pulse evidently proceeds via a series of
jumps, and does not capture transient excitation associated with the peak of the Gaussian envelope, but the final K point conduction occupations after both the first and second pulse are very similar to those that result from the Gaussian pulse. Going further one can vary the time of the second pulse, \( t_2 \), and, as is shown in Fig. 10(c) the oscillation of the K and K* conduction occupations is almost identical for the two pulse forms. As the rectangular pulse captures the K point charge dynamics, and most importantly the valley distinguishing oscillation with pulse separation, we can therefore use this simplified pulse to understand in a simplified way the origin of this effect.

Evidently, the azimuthal angle of the crystal momentum, \( \phi(t) = \tan^{-1}(k_y(t)/k_x(t)) \), remains constant during the dynamics, which evidently is true for the dynamics of any linear pulse at the K point. The use of a rectangular pulse then ensures that, in addition to this, the time dependence of the magnitude of the crystal momentum \( k(t) \) evolves through a series of discrete jumps, being equal to \( A_{eff} = |A_{eff}| \) during a rectangular pulse (\( A_{eff} \) is the amplitude of the rectangular pulse, see Fig. 10(a)) and zero otherwise.

This evolution by discrete jumps implies that Eq. 40 can be integrated directly to give a time propagation matrix

\[
Q = \exp \left( -i \int_0^t dt' H(t') \right) \tag{42}
\]

with \( Q \) relating the pseudospin wavefunctions before and after the pulse:

\[
b_f = Qb_i \tag{43}
\]

\( Q \) will be composed of a series of matrices describing the different time intervals during which the vector potential is either 0 or \( A_{eff} \). It is now useful to transform to a Houston basis in which the basis for the time dependent wavefunction are the two eigenstates at \( k(t) \). The unitary transformation to achieve this is just the column matrix of the eigenvectors of Eq. 1 given by

\[
U(k, \theta) = \frac{1}{\sqrt{2}} \begin{pmatrix} f_- & f_+ \\ -f_+ e^{-i\theta} & f_- e^{-i\theta} \end{pmatrix} \tag{44}
\]

where \( f_{\pm} = \sqrt{1 \pm \Delta_{gap}/(v_F k)^2 + \Delta_{gap}^2} \). This transforms the time dependent pseudospin wavefunction \( b(t) \) to a time dependent wavefunction expressed in the Houston basis \( c(t) \):
\[ c(t) = U^\dagger(k, \theta)b(t) \]  

Applying this transformation to the time propagation matrix \( Q \) yields

\[
M(\phi) = U^\dagger(K, \theta_0)U(k_{eff}, \theta_i) \begin{pmatrix} e^{-iE_{eff}\delta t} & 0 \\ 0 & e^{iE_{eff}\delta t} \end{pmatrix} U^\dagger(k_{eff}, \theta_i)U(K, \theta_0)
\]  

(46)

where \( E_{eff} = \sqrt{(v_F A_{eff})^2 + \Delta_{gap}^2} \) with \( A_{eff} \) the amplitude of the rectangular envelope (see Fig. S2(a)), and we have renamed the propagation matrix \( M(\phi) \) and explicitly indicated its dependence on the polarisation vector of the linear light through the angle \( \phi \). This expression can be evaluated to give

\[
M(\phi) = \begin{pmatrix} C & -iT e^{-i\nu(\phi - \phi_0)} \\ -iT e^{i\nu(\phi - \phi_0)} & C^* \end{pmatrix}
\]  

(47)

where

\[
C = \frac{1}{2} \left( f_+^2 e^{-iE_{eff}\delta t} + f_-^2 e^{iE_{eff}\delta t} \right)
\]  

(48)

and

\[
T = f_+ f_- \sin(E_{eff}\delta t)
\]  

(49)

As discussed in the main text, the crucial feature of this propagation matrix is the presence in the off-diagonal blocks of the phase \( e^{i\nu(\phi - \phi_0)} \) that combines (i) valley discriminating physics through \( \nu \), (ii) the polarisation angle of the linear light through \( \phi \) and, less importantly for our considerations, (iii) the azimuthal angle of the initial state before the laser. (For dynamics at the K point this is undefined except in the limit of fixed \( \phi_0 \) and then \( k \to 0 \).)

The dynamics of two pulses evidently requires multiplication of two of these single pulse propagation matrices with the appropriate unitary evolution of the dynamical phase between the pulses. This can be written as

\[
M_T = M(\phi_2) \begin{pmatrix} e^{-i\Delta_{gap}\delta T} & 0 \\ 0 & e^{i\Delta_{gap}\delta T} \end{pmatrix} M(\phi_1)
\]  

(50)

and the situation we are interested in is the case of time evolution from the ground state at K to a final excited state.
\[
\begin{pmatrix}
  b_v \\
  b_c
\end{pmatrix} = M_T \begin{pmatrix}
  1 \\
  0
\end{pmatrix}
\] (51)

Evaluation of the coefficient of the conduction band eigenvector (the square of which obviously gives the final excited charge) after the dynamics is now immediately seen to be

\[c_c = C T e^{-i\Delta \omega \delta t} e^{i \nu (\phi_1 - \phi_0)} + C^* T e^{i \Delta \omega \delta t} e^{i \nu (\phi_2 - \phi_0)}\] (52)

This expression encode the interference of excitation by two pulses with each transition endowing the excited quasiparticles with a phase \(e^{i \nu \phi_1,2}\) combining the valley degree of freedom and the polarization angle of the linear light.

Just as for the case of the full calculation shown in the previous section, these can interfere destructively or constructively, again seen by considering the probability for excitation \(|c_c|^2\)

\[|c_c|^2 = 4|C|^2 T^2 \cos^2(\Delta \delta T - \nu (\phi_2 - \phi_1)/2).\] (53)

(note that the irrelevant \(\phi_0\) has cancelled). This is the expression derived in the paper and reveals that the excitation if half a period out of phase at the two valleys \(\nu = \pm 1\); when one valley is excited (constructive interference) the other valley will be de-excited (destructive interference).

1. **Rectangular pulse approximation for the multi-cycle pulse**

Having discussed the simplest single cycle pulse, in Fig. 11 we now show the case of a multi-cycle pulse. Interestingly, for this more complex case the charge dynamics at the high symmetry K points can also be well reproduce by a rectangular waveform.

**E. Time dependent density functional theory methodology**

**Methodology:** Underpinning time-dependent density functional theory is the Runge-Gross theorem\(^{18}\) which establishes that the time-dependent external potential is a unique functional of the time dependent density, given the initial state. Based on this theorem, a system of non-interacting particles can be chosen such that the density of this non-interacting system is equal to that of the interacting system for all times\(^{19-21}\), with the wave function of...
Figure 11. Multi-cycle Gaussian pulse with rectangular waveform approximation. Panel (a): Vector potential of the Gaussian envelope multi-cycle pulse and corresponding rectangular waveform pulse. Panel (b): charge excitation at the K and K\textsuperscript{a} valleys for the Gaussian pulses (full lines) and rectangular waveform pulses (dashed lines), evidently revealing that these two pulses share similar charge dynamics. Panel (c) Oscillating occupation of the K and K\textsuperscript{*} points as a function of the pulse envelope centre of the second pulse.

this non-interacting system represented by a Slater determinant of single-particle orbitals. In a fully non-collinear spin-dependent version of these theorems\textsuperscript{22} time-dependent Kohn-Sham (KS) orbitals are Pauli spinors governed by the Schrödinger equation:

\[ i \frac{\partial \psi_j(r, t)}{\partial t} = \left[ \frac{1}{2c} \left(-i \nabla + \frac{1}{c} A_{\text{ext}}(t)\right)^2 + v_s(r, t) + \frac{1}{2c} \sigma \cdot B_s(r, t) + \frac{1}{4c^2} \sigma \cdot (\nabla v_s(r, t) \times -i \nabla) \right] \psi_j(r, t) \]  \hspace{1cm} (54)

where \( A_{\text{ext}}(t) \) is a vector potential representing the applied laser field, and \( \sigma \) are the Pauli matrices. The KS effective potential \( v_s(r, t) = v_{\text{ext}}(r, t) + v_H(r, t) + v_{\text{xc}}(r, t) \) is decomposed into the external potential \( v_{\text{ext}} \), the classical electrostatic Hartree potential \( v_H \) and the exchange-correlation (XC) potential \( v_{\text{xc}} \). Similarly, the KS magnetic field is written as \( B_s(r, t) = B_{\text{ext}}(t) + B_{\text{xc}}(r, t) \) where \( B_{\text{ext}}(t) \) is the magnetic field of the applied laser pulse plus possibly an additional magnetic field and \( B_{\text{xc}}(r, t) \) is the exchange-correlation (XC) magnetic field. The final term of Eq. (54) is the spin-orbit coupling term. It is assumed that the wavelength of the applied laser is much greater than the size of a unit cell and the dipole approximation can be used i.e. the spatial dependence of the vector potential is disregarded. All the implementations are performed using the state-of-the art full potential linearized augmented plane wave (LAPW) method. Within this method the core electrons
are treated fully relativistically by solving the radial Dirac equation while higher lying electrons are treated using the scalar relativistic Hamiltonian in the presence of the spin-orbit coupling.

**Numerical details:** A fully non-collinear version of TDDFT as implemented within the Elk code\textsuperscript{23} is used for all calculations. For these calculations we have used a \( k \)-point grid of \( 30 \times 30 \times 1 \). All states up to 24 eV above the Fermi energy are included and for time propagation we have used a time step of 2.42 atto-seconds, more details of the time propagation algorithm can be found in Ref.\textsuperscript{24}. A smearing width of 0.027 eV was employed for the ground-state as well as for time propagation. In all calculations we use the adiabatic LDA functional, which has been shown to be highly accurate in treating very early time spin dynamics.

**Method for calculation of \( N_{\text{ex}} \):** To calculate the crystal momentum, \( k \)-resolved excitation, \( N_{\text{ex}} \), we use the expression

\[
N_{\text{ex}}(k) = \sum_a^{\text{occ}} \sum_b^{\text{unocc}} |\langle \psi_a(k(t))|\psi_b(k(t = 0)) \rangle|^2, \tag{55}
\]

where \( a, b \) are the band indices. The time-dependent KS orbitals, \( \psi_a(k(t)) \), at a given time \( t \) are projected on to the ground-state orbitals, \( \psi_b(k(t = 0)) \), to calculate the change in occupation of the KS orbitals. Formally, within TDDFT, the transient occupation of the excited-states does not necessarily follow that of the KS system. For weakly excited systems, however, the difference is expected to be small. It should be noted that for high fluence pulses where the band renormalization effects are large, not applicable to this work, such an approximation would fail.

**F. Dependence of valley polarization of pulse amplitude and frequency**

Here we show additional details of the dependence of the amplitude of the oscillation of valley polarisation on pulse frequency, see Fig. 12, and pulse amplitude, see Fig. 13. In the first of these figures panel (a) shows the amplitude of the oscillation for two cases of the full width half maximum 7 fs pulse shown in panel (a) of Fig. 1 of the main text, with the time of the second pulse taken to be 19 fs and 40 fs respectively. Shown below are \( k \)-resolved charge excitation at the K and K* valleys for a series of points taken to represent the maximum valley polarisation at three frequencies corresponding to cases of strong valley oscillation
amplitude, and weak valley oscillation amplitude. Similar data is then presented for the case of the dependence on pulse amplitude, see Fig. 13. However in panel (a) of this figure is shown also the excited charge as well as the valley polarisation.
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Figure 12. Dependence of valley polarisation oscillation amplitude on frequency.
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