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ABSTRACT

We describe the methodology to include nonlinear evolution, including tidal effects, in the computation of subhalo distribution properties in both cold (CDM) and warm (WDM) dark matter universes. Using semi-analytic modeling, we include effects from dynamical friction, tidal stripping, and tidal heating, allowing us to dynamically evolve the subhalo distribution. We calibrate our nonlinear evolution scheme to the CDM subhalo mass function in the Aquarius $N$-body simulation, producing a subhalo mass function within the range of simulations. We find tidal effects to be the dominant mechanism of nonlinear evolution in the subhalo population. Finally, we compute the subhalo mass function for $m_{\chi} = 1.5$ keV WDM including the effects of nonlinear evolution, and compare radial number densities and mass density profiles of subhalos in CDM and WDM models. We show that all three signatures differ between the two dark matter models, suggesting that probes of substructure may be able to differentiate between them.

Key words: cosmology: theory – dark matter – galaxies: formation – galaxies: halos

Online-only material: color figures

1. INTRODUCTION

The behavior of dark matter (DM) on the largest scales is described precisely by the cold dark matter (CDM) paradigm (Peebles 1982), as evidenced in cosmic microwave background and large-scale structure observations (Planck Collaboration et al. 2011, 2013; Anderson et al. 2012). However, on collapsed DM halo scales, departures from the CDM paradigm are possible and even desirable. Several alternative DM models exist in the literature (Markevitch et al. 2004; Ahn & Shapiro 2005; Boehm & Schaeffer 2005; Miranda & Maccìò 2007; Randall et al. 2008; Boyarsky et al. 2009; Lovell et al. 2012), as solutions to the core vs. cusp problem (Salucci 2001; Donato et al. 2004, 2009; Newman et al. 2009, 2011; de Blok 2010; Kuzio de Naray & Spekkens 2011; Kuzio de Naray & Kaufmann 2011; Salucci et al. 2012; Wolf & Bullock 2012) and the missing satellite problem (Boylan-Kolchin et al. 2011, 2012; Wang et al. 2012), but these observations may be the result of galaxy formation physics that is not yet well understood (Benson et al. 2002a; Libeskind et al. 2007; Li et al. 2009; Stringer et al. 2010; Font et al. 2011; Oh et al. 2011; Governato et al. 2012; Kuhlen et al. 2012; Pfommer et al. 2012; Pontzen & Governato 2012; Starkenburg et al. 2013; Vera-Ciro et al. 2013). Various experimental measurements should be sensitive to DM phenomenology on small scales (Simon et al. 2005; Viel et al. 2008; Vegetti et al. 2010a), in particular, future lensing experiments (Keeton & Moustakas 2009; Vegetti & Koopmans 2009a, 2009b; Vegetti et al. 2010b, 2012).

The subhalo mass function has arisen as a potential tracer of DM phenomenology and clustering properties (Peter & Benson 2010; Wang & Zentner 2012; Wang et al. 2013; Kennedy et al. 2014; Markovic & Viel 2014; Cline et al. 2013; Abazajian 2014). In order to use subhalo measurements to constrain DM properties, halo population evolution must be rapidly and accurately predicted for theoretical DM models. Benson et al. (2013; hereafter Paper I) recently used a semi-analytic galaxy formation code to construct halo mass functions for warm dark matter (WDM) by implementing an generalized extended Press-Schechter formalism, with a mass–scale-dependent excursion set barrier for collapse. This code, Galacticus, is highly modularized, and available publically (Benson 2012).\textsuperscript{3} In Paper I, merging times for subhalos were not considered since only halo mass functions were computed, and tidal effects were neglected. Tidal stripping suppresses halo abundances, particularly at small mass scales, where WDM halos are also suppressed. To make predictions for different DM models, nonlinear evolution must be properly taken into account. These processes are typically included in semi-analytic models via the use of fitting formulae. For example, Jiang et al. (2008) provides a fitting formula calibrated to $N$-body simulations for the merging times of subhalos based on orbital parameters. Similarly, van den Bosch et al. (2005) provides a fitting function for mass loss rates from subhalos, but it too is calibrated only for CDM simulations. Since we wish to explore the effects of these processes in WDM universes, a fitting formula approach cannot be employed. We will compare some of our CDM results to those obtained using a “simple” model in which we instead employ the fitting formula of Jiang et al. (2008).

In this paper, we include the effects of dynamical friction, tidal stripping, and tidal heating in semi-analytic galaxy formation calculations to track the evolution of the subhalo populations of CDM and WDM halos. In our code, we dynamically evolve the orbits of the subhalos, calculating at each timestep the position, velocity, and mass of each subhalo. We perform this analysis for Milky Way sized halos, though this is extendable to other scales. We also determine the expansion of subhalos due to tidal heating, which accelerates the mass loss. The parameters describing the tidal effects are set by calibrating the subhalo mass function for CDM to the Aquarius simulation (Springel et al. 2008). We also separate the effects of the different nonlinear evolution mechanisms on the subhalo mass function, showing that tidal effects have the dominant influence on the mass function. We then compute the WDM mass function for a test case using the Paper I WDM formalism but including nonlinear evolution. Finally, we compare the CDM and WDM subhalo mass functions, radial subhalo distributions, and subhalo density profiles.

\textsuperscript{3} https://sites.google.com/site/galacticusmodel/home
The plan of our paper is as follows: we describe the implementation of nonlinear evolution in our semi-analytic modeling, the calibration of the CDM model to simulations, and the implemented changes for the WDM model, in Section 2. In Section 3 compare the CDM results with those from WDM. We conclude in Section 4. Wherever not explicitly mentioned, we assume a flat ΛCDM cosmology with parameters compatible with WMAP7 (Komatsu et al. 2011), namely, $\Omega_m = 0.2725$, $\Omega_\Lambda = 0.7275$, $\sigma_8 = 0.807$, $n_s = 0.961$, and $h = 0.702$.

The methods described in Section 2 have been implemented within the open source semi-analytic galaxy formation code, galacticus (Benson 2012). All results presented in this section were generated using galacticus v0.9.3. Control files and scripts to generate all results presented in this paper using galacticus can be found at https://sites.google.com/site/galacticusmodel/home.

2. NONLINEAR EVOLUTION THEORY

In this section, we determine the various nonlinear evolution effects we include in our semi-analytic calculation. Much of this work is based on previous work in the literature, in particular, Taylor & Babul (2001), Benson et al. (2002b), and Zentner et al. (2005). To implement these effects properly, we evolve the position and velocity vectors of each subhalo according to interactions with the parent halo, neglecting interactions between subhalos. The acceleration $a_{\text{sat}}$ of a subhalo (or satellite) can be written as

$$a_{\text{sat}} = -g + a_{\text{df}},$$

where $g$ is the host halo potential gradient and $a_{\text{df}}$ is the deceleration due to dynamical friction, which causes subhalos to fall into and merge with the host halo. Note that we assume the host halo is static. We evolve the subhalo orbit until it merges when passing too close to the parent halo or loses too much mass due to tidal stripping such that the subhalo is no longer distinct. Mass loss can also affect the dynamics in that deceleration due to dynamical friction being dependent on the subhalo mass. Thus, we present the formalism for these effects.

2.1. Dynamical Friction

Dynamical friction decelerates the motion of satellites relative to the host halo through gravitational interactions. To implement dynamical friction in our calculation, we use the Chandrasekhar formula (Chandrasekhar 1943)

$$a_{\text{df}} = -4\pi G^2 \ln \Lambda M_{\text{sat}} \rho_{\text{host}}(r_{\text{sat}}) \frac{V_{\text{sat}}}{V_{\text{sat}}} \times \left[ \text{erf}(X_v) - \frac{2X_v}{\sqrt{\pi}} \exp \left( -X_v^2 \right) \right],$$

where $V_{\text{sat}}$ is the satellite velocity, $r_{\text{sat}}$ is the satellite position within the host halo, $X_v = V_{\text{sat}}/\sqrt{2\sigma_v}$, $\sigma_v$ is the velocity dispersion of the host halo, and $\ln \Lambda$ is the Coulomb logarithm. For $\rho_{\text{host}}$ we assume the density profile of Navarro et al. (1997) (Navarro–Frenk–White, NFW). We also set the Coulomb logarithm to $\ln \Lambda = 0.2$, which is similar to the value used by Taylor & Babul (2001). Also, since we do not estimate the merging time beforehand, we set a condition that the satellite is considered merged with the parent halo when

$$r_{\text{sat}} < \max(1/2, \text{host}) + 1/2, \text{sat}, 0.01 r_{\text{vir}}),$$

where $r_{1/2, \text{host}}$ and $r_{1/2, \text{sat}}$ are the half-mass radii of the host and satellite (subhalo) galaxies, respectively, and $r_{\text{vir}}$ is the virial radius of the host halo.

2.2. Tidal Stripping

Satellite mass loss occurs due to gravitational tidal forces from the host halo. To a first approximation, all the satellite mass outside the tidal radius $x_t$ is stripped over the course of an orbit (Kampakoglou & Benson 2007; Klimentowski et al. 2010). The tidal radius $x_t$ is given by

$$x_t = \left( \frac{G M_{\text{sat}}(<x_t)}{\omega^2 - d^2 \Phi/dr^2} \right)^{1/3},$$

(King 1962) where $M_{\text{sat}}(<x_t)$ is the enclosed mass within the tidal radius of the satellite halo, $\omega$ is the angular velocity of the satellite, and $\Phi$ is the gravitational potential from the host halo, such that

$$\frac{d^2 \Phi}{dr^2} \bigg|_{r=r_{\text{sat}}} = -\frac{2G M_{\text{host}}(<r_{\text{sat}})}{r_{\text{sat}}} + 4\pi G \rho_{\text{halo}}(r_{\text{sat}}),$$

where $M_{\text{host}}(<r)$ is the enclosed mass within radius $r$ of the host halo.

We use Equation (8) of Zentner et al. (2005), which converts the mass loss over a time interval to a mass loss rate, given by

$$\frac{dM_{\text{sat}}}{dt} = -\alpha \frac{M_{\text{sat}}(>x_t)}{T_{\text{orb}}},$$

where $T_{\text{orb}} = 2\pi/\omega$ is the orbital period of the satellite, $M_{\text{sat}}(>x_t)$ is the satellite mass outside the tidal radius, and $\alpha$ is a parameter that absorbs the complicated details of tidal mass loss, including details dependent on the subhalo structure. We set $\alpha = 2.5$ by calibrating to $N$-body simulations (see Section 2.4). We also set another disruption condition, in that the satellite is considered disrupted when it has lost 99% of its initial mass.

2.3. Tidal Heating

Rapid gravitational encounters between the satellite and the parent halo can produce adiabatic tidal heating in the satellite. This adiabatic heating expands the satellite, changing the density profile of the satellite and making it more susceptible to tidal stripping and merging. In our analysis, we solve heating equations to determine the expansion of the half-mass radii, which increases the merger rate (see Equation (3)), and the contraction of the tidal radius, which increases the mass loss.

We assume each subhalo starts with an initial thermal (or kinetic) energy given by the virial theorem, and we derive the
energy rate deposited by a gravitational encounter based on the formalism of Gnedin et al. (1999) and Taylor & Babul (2001). Note that this energy rate is per unit mass, which is important in our subsequent derivation of the expansion. It is shown in these papers that the first-order change in the satellite energy depends not on the expansion. It is shown in these papers that the first-order change in the satellite energy.

We can now insert the tidal acceleration into the energy rate, giving us

$$\Delta E_{\text{tid}}(t) = \frac{1}{2} \Delta V_{\text{tid}}^2 = \int_0^t dt' A_{\text{tid}}(t').$$

(7)

Since we evolve the differential equations directly, we convert the tidal acceleration into the energy rate, given by

$$\frac{dE_{1,\text{imp}}}{dt} = \int_0^t dt' g_{a,b}(t') \mathbf{e}_a,$$

(8)

The tidal acceleration is given by

$$A_{\text{tid}}(t) = \mathbf{x} \cdot [\nabla g(\mathbf{x}=0)] = g_{a,b}(t) \mathbf{e}_a,$$

(9)

where \( \mathbf{x}(t) \) is the position of a satellite mass element relative to its center, \( \mathbf{e}_a \) is the unit vector in the \( x_a \) direction, \( g_{a,b} \) is the tidal tensor evaluated at \( x = 0 \), and the repeated indices \( a, b \) are summed over the Cartesian coordinates.

We can now insert the tidal acceleration into the energy rate, giving us

$$\frac{dE_{1,\text{imp}}}{dt} = g_{a,b}(t) x_b(t) \mathbf{e}_a \cdot \int_0^t dt' g_{c,a}(t') x_d(t') \mathbf{e}_c = x_b(t) x_d(t') g_{a,b}(t) \int_0^t dt' g_{a,d}(t').$$

(11)

Note that we use the impulse approximation where \( \Delta x/x \ll 1 \), allowing us to move \( x_d(t') \) out of the integral. We then average the energy rate over a sphere, allowing us to use the fact that

$$\langle x_a x_b \rangle = \frac{1}{3} x^2 \delta_{a,b},$$

(12)

where \( x = |\mathbf{x}| \) to set

$$\frac{dE_{1,\text{imp}}}{dt} = x_a(t) x_b(t) G_{a,b}(t),$$

(13)

where

$$G_{a,b}(t) = \int_0^t dt' g_{a,b}(t').$$

(14)

We implement corrections to this formula corresponding to those used in Taylor & Babul (2001), namely, accounting for the breakdown of the impulse approximation when the orbital and shock timescales are comparable and accounting for higher-order heating effects. Implementing these corrections gives us an energy rate of the form

$$\frac{dE}{dt} = \frac{\epsilon_h}{3} \left[ 1 + \left( \frac{T_{\text{shock}}}{T_{\text{orb}}} \right)^2 \right]^{-\gamma} x^2 g_{a,b}(t) G_{a,b}(t).$$

(15)

The bracketed factor is the adiabatic correction discussed in Gnedin & Ostriker (1999) with adiabatic index \( \gamma = 2.5 \) and the shock timescale \( T_{\text{shock}} = r_{\text{sat}}/v_{\text{shock}} \). The parameter \( \epsilon_h \) is a heating coefficient that accounts for the higher-order heating effects. We set \( \epsilon_h = 3 \) by calibrating to N-body simulations (see Section 2.4). Note that we do not evolve the energy directly. We use the impulse approximation, neglecting the time-variability of \( x^2 \) in Equation (15), and set \( Q = E/x^2 \), which is independent of position within the satellite.

We now derive the radial expansion of a satellite mass element due to an energy transferred to the satellite through tidal heating. We assume mass conservation and no shell crossings, allowing us to treat the satellite as a sum of spherical shells. Assuming virial equilibrium, we can use the virial theorem to assert that the energy per unit mass of a spherical shell of radius \( x \) is

$$\langle E(x) \rangle = \frac{1}{2} \Phi(x),$$

(16)

where

$$\Phi(x) = -\frac{GM_{\text{sat}}(<x)}{x},$$

(17)

When energy \( E(x) \) is injected into the shell, we use conservation of energy

$$GM_{\text{sat}}(<x_f)/2x_f = GM_{\text{sat}}(<x_i)/2x_i + E(x_i),$$

(18)

where \( x_i \) and \( x_f \) are the initial and final radii of the shell. Mass conservation and no shell crossings allows us to set \( M_{\text{sat}}(<x_f) = M_{\text{sat}}(<x_i) \). We use this and \( E(x) = x^2 Q \) to simplify our energy equation to the form

$$\frac{1}{x_f} = \frac{1}{x_i} - \frac{2x_i^2 Q}{GM_{\text{sat}}(<x_i)}.$$  

(19)

This equation allows us to track the expansion of a satellite mass element with heating. For the merging condition, we expand the half-mass radius for the satellite based on Equation (18). For tidal stripping, we replace the final (post-expansion) tidal radius on the left-hand side of Equation (4) with its initial (pre-expansion) form using Equation (18) and solve for the initial tidal radius, which we then use to find the outer mass \( M_{\text{sat}}(>x_f) \).

We also use this formalism to determine the final internal density profile of subhalos. In order to determine the density at radius \( x_f \), we divide the subhalo into spherical shells and determine the density of each shell. This gives each shell the density

$$\rho_{\text{sat}}(x_f) = \frac{\Delta M_{\text{shell}}}{4\pi x_f^2 \Delta x_f},$$

(20)

where \( \Delta x \) is the shell’s width. Using mass conservation, we write the shell’s mass in terms of the initial halo parameters as \( \Delta M_{\text{shell}} = 4\pi x_f^2 \Delta x_f \rho(x_i) \), allowing us to write the final halo distribution in terms of the initial distribution as

$$\rho_{\text{sat}}(x_f) = x_f/\frac{dx_f}{dx_f} \frac{dx_f}{dx_f} \rho_{\text{sat}}(x_i),$$

(21)

where \( x_i(x_f) \) is given by Equation (18), and \( dx_f/dx_f = (dx_f/dx_i)^{-1} \) is found by differentiating both sides of Equation (18) and multiplying by \( -x_f^2 \), giving us

$$\frac{dx_f}{dx_i} = \left( \frac{x_f}{x_i} \right)^2 \frac{4\pi x_i^2}{GM_{\text{sat}}(<x_i)}$$

(22)
which, using \( dM_{\text{sat}} = 4\pi x^2 \rho_{\text{sat}} dx \), is

\[
\frac{dx_f}{dx_i} = \left[ 1 - \frac{2x_i^3 Q}{GM_{\text{sat}}(x_i)} \right]^{-2} \left[ 1 + \frac{4x_i^3 Q}{GM_{\text{sat}}(x_i)} \right] - \frac{8\pi x_i^6 Q}{GM_{\text{sat}}^2(x_i)} \rho_{\text{sat}}(x_i) .
\]

(22)

This makes the final expression

\[
\rho'_{\text{sat}}(x_f) = \left[ 1 - \frac{2x_f^3 Q}{GM_{\text{sat}}(x_f)} \right]^{-4} \left[ 1 + \frac{4x_f^3 Q}{GM_{\text{sat}}(x_f)} \right] - \frac{8\pi x_f^6 Q}{GM_{\text{sat}}^2(x_f)} \rho(x_f) \right]^{-1} \rho_{\text{sat}}(x_i) .
\]

(23)

2.4. Aquarius Calibration

We calibrate the CDM subhalo abundance to the results from the Aquarius simulations (Springel et al. 2008) over the mass range \( 10^8 < M_{\text{sat}} < 10^{12} M_\odot \). We set the mass resolution of our merger trees to \( M_{\text{res}} = 5 \times 10^7 M_\odot \). We run GALACTICS for Milky Way sized parent halo masses \( 8 \times 10^{11} < M_{\text{host}} < 2 \times 10^{12} M_\odot \), the same range of parent masses used in the Aquarius simulations, with 800 trees/decade in mass. We also match the cosmological parameters in our calculation with those in the simulations; specifically, we set \( \Omega_m = 0.25, \Omega_\Lambda = 0.75, \sigma_8 = 0.9, n_s = 1 \), and \( h = 0.73 \). When calculating the abundance, we only include subhalos with a distance \( r < r_{50} = 433 \) kpc, which is the value set for the Aquarius simulations. When a halo first becomes a subhalo, we initialize the concentration of its NFW density profile according to the prescription of Gao et al. (2008), and we select orbital parameters for the subhalo using the distribution from Benson (2005), assuming subhalo infall is isotropic.

The results, with the mass loss parameter \( \alpha = 2 \) and the heating coefficient \( \epsilon_h = 3 \), are shown in Figure 1. Our subhalo abundance is well-calibrated at high masses, yet it under-predicts the abundance at lower masses. We increase the Poisson error bars, based on the number of merger trees, in this figure such that they are representative of the errors expected if just six merger trees were used to construct the mass function. This is to account for the fact that Aquarius includes only six simulations while we average over 318 merger trees in our calculation—the errors bars should therefore provide a reasonable indication of the expected difference between our model and Aquarius.

We also perform a comparison with the cumulative subhalo abundance from the Via Lactea II (VL-II) simulation (Diemand et al. 2008), shown in Figure 1. In this case, we match the host mass in the simulation by running GALACTICS for parent halo masses \( 10^{12} < M_{\text{host}} < 3 \times 10^{12} M_\odot \). The subhalo abundance for this simulation included subhalos for \( r < 400 \) kpc, and we impose the same condition for our tabulated abundance. The cosmological parameters were also slightly different; we set \( \Omega_m = 0.238, \Omega_\Lambda = 0.762, \sigma_8 = 0.74, n_s = 951 \), and \( h = 0.73 \). Similar to the previous simulation, we increase our Poisson errors such that they are equivalent to one merger tree, in order to correspond to there being only one simulation in VL-II. In our comparison, we still under-predict the subhalo abundance at lower masses. Note that the drop-off in the VL-II abundance for \( \log_{10}(M/M_\odot) \geq 9.3 \) is just an artifact due to small-number statistics.

For a first pass, we do see general agreement, and we acknowledge a few issues with our work. First, we did not perform a full search in parameter space, i.e., a Markov Chain Monte Carlo (MCMC), for the nonlinear model parameters, in addition to not varying the Coulomb logarithm \( \ln \Lambda \) for dynamical friction and the adiabatic index \( \gamma \) for tidal heating. We plan to perform a full MCMC for all the parameters in future work. Second, our nonlinear model is imperfect, independently of the model parameters, in that various approximations are used. Third, the difference in the results may be partially due to the difficulty of assigning halo masses in simulations, which has been explored by Avila et al. (2014). Fourth, N-body simulations can exhibit significant halo-to-halo variations in the subhalo abundance due to differences in the halo formation times, as shown in Ishiyama et al. (2009). These considerations need to be addressed in future work to forecast upcoming observations; however, our semi-analytic calculation is in general agreement with the Aquarius simulations, which allows us to be confident that we are able to produce a general picture of halo abundances for CDM halos to compare with WDM halos.
2.5. Nonlinear Evolution Components

Next, we compare the “simple” satellite evolution scheme, where merging times are based on N-body simulations from Jiang et al. (2008) with no explicit tidal stripping modeling, with our “orbiting” scheme where we follow the satellite orbits to determine the merging times dynamically. We run merger trees for parent halos in the mass range $10^{12} < M_{\text{sat}} < 3 \times 10^{12} M_\odot$. In Figure 2, we plot the subhalo mass functions from the simple scheme (solid curve), as well as the orbiting scheme with (dotted curve) and without (dashed curve) dynamical friction. The subhalo mass function for the orbiting scheme is higher without dynamical friction because the satellites rarely merge into the host halo if there are no subhalo decelerations. Dynamical friction increases with satellite mass, creating a larger effect at large masses. The simple scheme and the orbiting scheme with dynamical friction, where satellites lose momentum causing them to be captured by the host halo, match well at large masses, suggesting the reliability of our orbiting scheme. However, these two schemes differ at low masses. This may be due to the fact that the merger timescales fitting formula from Jiang et al. (2008) used in the simple scheme was only calibrated to satellite masses $M_{\text{sat}} > 10^{-2} M_{\text{host}}$, where the two schemes do agree. While our orbiting scheme is more complicated than the simple scheme of Jiang et al. (2008), our scheme will provide more detailed predictions for subhalo populations.

Next, we include tidal effects. In Figure 3, we add tidal stripping and tidal heating, as well as the complete subhalo mass function with all nonlinear evolution effects included. Tidal stripping and tidal heating each have large effects on the subhalo mass function, particularly at low masses, confirming the importance of tidal effects to subhalo population evolution. In particular, once tidal effects are included, adding dynamical friction does not affect the subhalo population much, presumably because the more massive halos that are susceptible to dynamical friction have already lost much mass due to tidal stripping.

2.6. Warm Dark Matter

Barkana et al. (2001) consider the WDM linear theory power spectrum, $P(k)$. For $z = 0$, they use the form suggested by Bode et al. (2001) which utilizes a fitting function for $T_{\text{WDM}}(k)$. For $z = 0$ this fitting function has parameters $\epsilon = 0.361; \eta = 5.00; v = 1.2; R_c = R^0_c$. Barkana et al. (2001) also derive their own form (using a Boltzmann code) for $T_{\text{WDM}}(k)$ at $z = z_{\text{eq}}$ (matter-radiation equality) and find $\epsilon = 0.359; \eta = 3.81; v = 1.1; R_c = 0.932 R^0_c$. The main difference in $T_{\text{WDM}}(k)$ in $\eta$, which is reasonable as it controls the cutoff in the power spectrum which should be less sharp at $z = z_{\text{eq}}$ than at $z = 0$.

In Benson et al. (2013), we used the parameters from Bode et al. (2001) appropriate for $z = 0$. In this work, we instead use parameters appropriate for $z = z_{\text{eq}}$ from Barkana et al. (2001) as we explicitly take into account the effects of WDM at lower redshift by modifying the collapse barrier as described below.

To account for the evolution of perturbations into the nonlinear regime, we follow the methodology of Barkana et al. (2001). The important consideration here is the velocity dispersion, $v_{\text{rms}}$, of the WDM particles. This always scales as $v_{\text{rms}}(z) = (1 + z)v_{\text{rms}}(z = 0)$. Barkana et al. (2001) define a “Jeans mass” for WDM corresponding to the linear regime at the initial time for their spherical collapse calculations. They then perform one-dimensional hydrodynamical simulations beginning from $z_{\text{eq}}$ so that they can capture the effects of free-streaming which are mostly important at high-$z$. They report the resulting critical linear theory overdensity for collapse, $\delta_c$, at $z = 6$.

Barkana et al. (2001) specifically discuss the appropriate way to include these velocities in a semi-analytic approach, noting that they obtain the closest match to numerical simulations if their calculation of the critical overdensity for collapse is begun at the redshift of equality. Therefore, to implement WDM semi-analytically, we use $P(k|z = z_{\text{eq}}) = P_{\text{CDM}}(k)T_{\text{WDM}}(k, z_{\text{eq}})^2$, and $\delta_c(z; M)$ taken from Barkana et al. (2001).

Two specific aspects of this approach warrant further clarification. First, it may seem that this method is effectively “double counting” the effects of WDM by including both a suppression in $P(k)$ and also a modified collapse barrier. In fact, this is not double counting. Barkana et al. (2001) use linear theory to follow the WDM structure growth up to $z_{\text{eq}}$—that is, they use $P_{\text{CDM}}(k)T_{\text{WDM}}(k)^2$ to get the power spectrum of linear perturbations at $z = z_{\text{eq}}$. They then use hydrodynamical simulations with initial temperature matched to the WDM velocity dispersion at $z = z_{\text{eq}}$ to do the later evolution. To match this in the
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**Figure 2.** Subhalo mass function from our CDM semi-analytic model including nonlinear evolution (dotted) and only dynamical friction (solid) and the same from the simple scheme (dashed).

(A color version of this figure is available in the online journal.)
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**Figure 3.** Subhalo mass function from our CDM semi-analytic model including only dynamical friction (dashed), only tidal stripping (dash-dotted), tidal stripping and tidal heating (dotted), and our full nonlinear model (solid).

(A color version of this figure is available in the online journal.)
semi-analytically, we therefore need to use \( P_{\text{WDM}}(k; z_{\text{eq}}) \) as our power spectrum, along with \( \delta_c(z; M) \) from Barkana et al. (2001) to capture both the suppression of growth before and after \( z_{\text{eq}} \). To put this another way, \( \delta_c(z; M) \) tells us how big the perturbation, linearly extrapolated from \( z_{\text{eq}} \) to \( z \), has to be in order to collapse. However, \( P(k) \) tells us the distribution of perturbation amplitudes at \( z_{\text{eq}} \) extrapolated to \( z \).

A second consideration relates to our use of the Barkana et al. (2001) barrier at all redshifts, while Barkana et al. (2001) derived it specifically for \( z = 6 \). It is important to note that our barrier takes the form of a redshift-independent multiplicative factor which scales \( \delta_c(\text{CDM}(z)) \), which we fit to the \( z = 6 \) results of Barkana et al. (2001). That this approach is reasonable can be understood by considering how modes of given wavenumber grow in a WDM universe:

1. The WDM free-streaming scale (comoving wavenumber), \( k_{fs} \), is constant after the WDM becomes non-relativistic, until the epoch of matter-radiation equality: \( k_{fs} = k_{c, \text{eq}} \).
2. After matter-radiation equality the free-streaming scale changes as the WDM velocities are redshifted away such that \( k_{fs} = k_{c, \text{eq}}(a/a_{\text{eq}})^{1/2} \).

Consider then the growth of a mode of wavenumber \( k \):

1. If \( k < k_{c, \text{eq}} \) then the mode is never affected by free-streaming, so its linear growth function is just that of CDM, i.e., \( D(a) = D_{\text{CDM}}(a) \).
2. If \( k > k_{c, \text{eq}} \) there is an epoch, \( a_c = a_{\text{eq}}(k/k_c, eq)^2 \), at which \( k = k_c \).
   a. For \( a < a_c \) the mode has never been able to grow so \( D(a) = D_{\text{CDM}}(a) \).
   b. For \( a > a_c \) the mode has been able to grow since \( a_c \), so \( D(a) = D_{\text{CDM}}(a)/D_{\text{CDM}}(a_c) \).

Obviously, there will be a smooth transition between these regimes—which will be accounted for by fitting to the detailed shape of the barrier determined by Barkana et al. (2001). Here, all we want to do is establish the expected scalings. The critical overdensity for collapse shape scale inversely with the growth function (the more the mode has been able to grow, the lower its initial overdensity could have been and it still undergoes collapse):

1. If \( k < k_{c, \text{eq}} \) then \( \delta_c(a) = \delta_c(\text{CDM}(a)) \) which is independent of \( k \);
2. If \( k < k_{c, \text{eq}} \) then:
   a. For \( a < a_c \) then \( \delta_c(a) = \delta_c(\text{CDM}(a))D(a)/D(a_{\text{eq}}) \);
   b. For \( a > a_c \) then \( \delta_c(a) = \delta_c(\text{CDM}(a))D(a_c)/D(a_{\text{eq}}) \propto (k/k_{c, \text{eq}})^2 \) (assuming \( D \propto a \)).

The case of modes that are still below the free-streaming scale is not of interest. Given the scaling \( M_{fs} \propto k_{fs}^3 \propto a_{\text{eq}}^{-3/2} \), the mass scale for free-streaming at \( z = 0 \) is roughly \( 4.6 \times 10^{-6} \) of that at equality, and the mass scale for free-streaming at \( z = 30 \) is \( 7.6 \times 10^{-4} \) times that at equality. So, for any redshifts of interest these mass scales are so far below the WDM cut off introduced by free-streaming that we can ignore this.

The above shows us that we expect \( \delta_c(a) \) to have a functional form that depends only on \( k_{c, \text{eq}} \) and which depends on expansion factor only through the usual CDM growth factor. This is exactly what we do with the Barkana et al. (2001) determination of \( \delta_c \).

---

\( 7 \) This scaling is at least roughly in agreement with that found by Barkana et al. (2001).

---

We now choose a test case for WDM, namely, a particle mass \( m_X = 1.5 \text{ keV} \) and an effective number of degrees of freedom \( g_X = 1.5 \). As in Paper I, the transfer function \( T(k) \) is modified for the WDM case to impose a cutoff below a free-streaming length scale \( \lambda_s \) (Bode et al. 2001; Barkana et al. 2001):

\[
T(k) \rightarrow T(k)[1 + (\epsilon_k \lambda_s)\sqrt{\nu/\epsilon_k}]^{-\eta/\nu} \tag{24}
\]

where \( \epsilon = 0.359, \eta = 3.81, \) and \( \nu = 1.1. \) For our test case, the cutoff scale is \( \lambda_s = 0.1125 \text{ Mpc} \) and the corresponding mass scale is \( M_t = 2.22 \times 10^8 M_\odot \). We also use the mass-dependent collapse threshold for WDM \( \delta_c \text{WDM} \) given in Equation (7) of Paper I, which affects the excursion set barrier. We set the mass–concentration relation for WDM, by modifying it according to the prescription from Schneider et al. (2012):

\[
c_{\text{WDM}}(M)/c_{\text{CDM}}(M) \equiv \left( 1 + \Gamma_1 M_{\text{hm}}/(M) \right)^{\Gamma_2} \tag{25}
\]

where \( \Gamma_1 = 15, \Gamma_2 = 0.3, \) and \( M_{\text{hm}} = 2.5 \times 10^8 M_\odot \) is the half-mode mass scale, which corresponds to the length scale \( \lambda_s \) of the WDM transfer function is reduced by 1/2.

Using the same semi-analytic nonlinear evolution prescriptions as before with the above prescriptions for WDM, we calculate the subhalo mass function for the WDM model. Note that we use the same nonlinear evolution parameters as for CDM (\( \alpha = 2.5, \epsilon_k = 3 \)). Similarly to the CDM case, in Figure 4, we plot mass functions using the simple scheme, as well as the orbiting scheme with and without dynamical friction. In the case of modes that are still below the free-streaming scale is not of interest. Given the scaling \( M_{fs} \propto k_{fs}^3 \propto a_{\text{eq}}^{-3/2} \), the mass scale for free-streaming at \( z = 0 \) is roughly \( 4.6 \times 10^{-6} \) of that at equality, and the mass scale for free-streaming at \( z = 30 \) is \( 7.6 \times 10^{-4} \) times that at equality. So, for any redshifts of interest these mass scales are so far below the WDM cut off introduced by free-streaming that we can ignore this.

The above shows us that we expect \( \delta_c(a) \) to have a functional form that depends only on \( k_{c, \text{eq}} \) and which depends on expansion factor only through the usual CDM growth factor. This is exactly what we do with the Barkana et al. (2001) determination of \( \delta_c \).

---

\( 8 \) The mass loss parameter \( \alpha \) may change for other DM models, we expect it to be a small effect. These parameters will be calibrated to WDM simulations in future work.
Figure 5. Subhalo mass function from our WDM semi-analytic model including only dynamical friction (dashed), only tidal stripping (dash-dotted), tidal stripping and tidal stripping (dotted), and our full nonlinear model (solid). (A color version of this figure is available in the online journal.)

Figure 6. Subhalo mass function from our WDM semi-analytic model with(dashed) and without (solid) the CDM to WDM transformation to the mass–concentration relation from Schneider et al. (2012). We see that the lower concentration in WDM halos causes them to be more susceptible to tidal effects. (A color version of this figure is available in the online journal.)

to the mass function being overestimated by around 50% at its peak.

3. CDM VERSUS WDM DISCUSSION

This section compares the subhalo mass functions, radial distributions, and density profiles for CDM and WDM models evolved to the present day for Milky Way sized parent halos using our semi-analytic calculations. We confirm the suppression of the WDM subhalo mass function at small masses. We also show that our semi-analytically computed radial distributions are consistent with previous work. Finally, we display radial distributions of subhalos and the resulting density profiles of the subhalos for both CDM and WDM models.

We plot the CDM and WDM subhalo mass functions for our semi-analytic model from the previous section in Figure 7. The subhalo mass functions for the CDM and WDM models are coincident at large masses, but at smaller masses the WDM mass function is significantly suppressed. This difference may be detectable in probes of sub-structure within lensing galaxies.

Before computing the radial number densities of subhalos for different masses, we first compare the radial distribution based on our semi-analytic calculation with high-mass-resolution simulations from Lovell et al. (2014). In order to compare results, we determine the radial number density for all subhalos with masses $M > 10^8 M_\odot$, and then normalize these values to the average number density over $r_{200b} = 432.1$ (429.0) kpc for CDM (WDM), in rough agreement with corresponding CDM (dotted) and WDM (dash-dotted) results from Lovell et al. (2014). The error bars assume Poisson errors based on the total number of merger trees times $\sqrt{N_{tree}/N_{sim}}$, where $N_{sim}=4$ is the number of simulations in Lovell et al. (2014). (A color version of this figure is available in the online journal.)
for our CDM and WDM models, and the differences in the estimates for the CDM and WDM models in Lovell et al. (2014) are comparable to the error bars. The differences between our models and Lovell et al. (2014) at small radii are marginally significant and will warrant attention when we calibrate our models in future work.

We then proceed to determine radial number densities for CDM and WDM models within specific mass ranges. Figure 9 shows the radial number density of subhalos relative to the host halo for the CDM and WDM models. For these calculations, we increased the sampling to 19200 trees/decade in mass. These results show that the overall radial number density tracks the subhalo mass function, in that for CDM the number density increases at low masses, while for WDM it is suppressed. However, the number density profiles for all the mass ranges have similar variations with radius. We find that CDM and WDM profiles have their greatest difference at small radii.

We also plot in Figure 9 the mean final density profile of the subhalos for different mass ranges, assuming an NFW initial profile and our tidal heating formalism. We see a small difference in the low-mass range between the CDM and WDM models, both at small and large radii within the subhalos. The difference, however, is very small, requiring highly accurate predictions to be useful. The CDM/WDM difference in the subhalo mass function is very large. In future work, we will explore the relative traction in each of these probes for tracing the characteristics of DM.

Future constraints will rely on accurate predictions. While our semi-analytic framework serves as a crucial step, a more accurate calibration to N-body simulations is necessary for robust and useful predictions that will enable discrimination between DM scenarios.

4. CONCLUSIONS

We implement nonlinear effects into semi-analytical modeling of subhalo orbits in order to more accurately predict the evolution of subhalo populations. Specifically, the effects we considered include dynamical friction, tidal stripping, and tidal heating. We calibrate our results for CDM to N-body simulations, and we extend the calculations to a test case WDM model. We also find that tidal effects dominate the nonlinear evolution, while dynamical friction only has a small effect. While the WDM subhalo mass function shows a significant suppression relative to CDM at lower masses, there are also small deviations between the models for radial subhalo distributions and subhalo density profiles. We also show that the low concentration of WDM halos causes the halos to be slightly more susceptible to tidal stripping and heating. We display differences in subhalo mass functions, radial distributions, and subhalo density profiles between CDM and WDM models that may be detectable in future lensing surveys. We plan to apply this methodology to other models of DM, i.e., self-interacting dark matter (SIDM), and to incorporate the effects of baryons (i.e., the presence of galaxies in both subhalos and host halos) on subhalo orbital evolution. With more accurate calibrations to N-body simulations, predictions of this kind could be used to help discriminate DM phenomenology in future lensing surveys. This analysis can be repeated for various WDM parameter values and for other alternative DM models, i.e., SIDM, allowing a more robust test of DM phenomenology.
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