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Abstract—In this paper, we present an impedance control design for multi-variable linear and nonlinear robotic systems. The control design considers force and state feedback to improve the performance of the closed loop. Simultaneous feedback of forces and states allows the controller for an extra degree of freedom to approximate the desired impedance port behaviour. A numerical analysis is used to demonstrate the desired impedance closed-loop behaviour.

I. INTRODUCTION

One challenging control design for robotic systems is that where the physical interaction with the environment or humans must be shaped into a desired behaviour of a power port—the interaction point at which the robot and the environment share a force and a velocity. This control design problem is called impedance control. Since its early developments (see e.g. [1], [2], [3]), the research interest on shaping the impedance of the robot from the interaction port has increased as new emerging applications require a better handling of those interactions [4], [5], [6], [7], [8].

In general, large part of the control designs for robots-human/environment physical interactions use some kind of force feedback and control algorithms to ensure that the impedance seen from the interaction port of the robot approximates a desired impedance. In most cases, the target impedance is a mass-spring-damper system behaviour. In addition, the controller is designed to ensure passivity of the closed loop, and therefore stability when the robot interacts with an environment that is also passive (see e.g. [9]).
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As point it out in [10], the classical approach to impedance control design neglects the joint elasticity of the robot, and the controller performance usually deteriorates when the design is directly applied to flexible joint robots. The underactuated nature of the flexible joint robots pose a challenging problem since the interaction and actuators forces are non-collocated. The work in [5], [10] proposes an impedance control design for flexible joint robots using the passivity-based approach (see [11] for a survey on this topic). That control design assumes that the collocated states (motor side) and joint torques, and their first derivatives, are available as information to implement the control law.

In this paper, we propose to use both force feedback and state feedback to design an impedance controller for robots with flexible joints. The controller is designed for both linear and nonlinear case (constant mass matrix, and configuration dependent mass matrix). In both robot dynamic models, we prove that the closed loop can be written in the form of a mechanical system, and the inertia, stiffness and damping matrices can be shaped by a suitable selection of the control gains. We also prove that the closed loop preserves the passivity properties at the interaction port of the robot. The simultaneous feedback of both forces and states provides extra degree of freedom to select the controller gains and therefore more freedom to tune the closed-loop impedance such that it resembles the desired impedance.

The rest of the paper is organised as follows. In Section II we formulate the control problem. In Section III we present the main result of the paper, for both linear and nonlinear cases. Supported by numerical analysis, we discuss the performance of the closed loop in Section IV. The conclusions are presented in Section V.

II. PROBLEM FORMULATION

Consider the robot dynamics described by the Euler-Lagrange equations

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} - \nabla_q V(q) = \tau_e \quad (1)
\]

\[
J\dot{\theta} + K(\theta - q) + D(\dot{\theta} - \dot{q}) = \tau \quad (2)
\]

with \(\dim(q) = n\), \(\dim(\theta) = n\), \(\tau_e \in \mathbb{R}^n\), \(\tau \in \mathbb{R}^n\), \(M : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}\), \(C : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}\) is the Coriolis matrix, \(V : \mathbb{R}^n \rightarrow \mathbb{R}\) represents the potential energy due to gravity, and \(J, K\) and \(D\) are positive constant matrices of adequate dimension.
The objective is to design a control law \( \tau = \alpha(q, \dot{q}, \theta, \dot{\theta}, \tau_e) \) that shapes the mass, damping and compliance matrices of the closed loop, and simultaneously preserves the passivity properties of the open loop with input \( \tau_e \) and output \( \dot{q} \). It is desirable that the dynamics of the closed loop approximates the target dynamics

\[
M_d \ddot{q} + C_d \dot{q} + D_d q = \tau_e,
\]

where \( M_d, C_d \) and \( D_d \) are the desired mass, stiffness and damping matrices.

For the linear case, the control design can be posed as to find a control law that satisfies two objectives:

**O1.** The closed-loop transfer function (admittance)\( Y(s) = \frac{s}{M_ds^2 + C_ds + D_d} \) is positive real (i.e. passive).

**O2.** The admittance \( Y(s) \) approximates the target admittance

\[
Y_d(s) = \frac{s}{M_ds^2 + C_ds + D_d}.
\]

### III. MAIN RESULT

In this section, we present a control design that achieves the control objectives formulated in the Section II

#### A. Port-Hamiltonian form

We develop our control design using the Port-Hamiltonian framework, instead of its equivalent Euler-Lagrange. Therefore, we formulate the dynamics in the port-Hamiltonian (pH) form. We use the Legendre transformation \( p = M(q) \dot{q} \) and \( s = \dot{J} \) to write the open-loop system (1)–(2) in the pH form as follows

\[
\begin{bmatrix}
\dot{q} \\
\dot{\theta} \\
\dot{p} \\
\dot{s}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & I_{n \times n} & 0_{n \times n} \\
0 & 0 & 0_{n \times n} & I_{n \times n} \\
-I_{n \times n} & 0_{n \times n} & 0 & -D \\
0_{n \times n} & -I_{n \times n} & D & -D
\end{bmatrix} \nabla H_{CL}
+ \begin{bmatrix}
0_{n \times 1} \\
0_{n \times 1} \\
\tau_e \\
\tau_e
\end{bmatrix},
\]

with the open-loop total energy

\[
H_{CL} = \frac{1}{2} p^T M^{-1}(q)p + \frac{1}{2} s^T J^{-1}s + \frac{1}{2} (\theta - q)^T K \times (\theta - q) + V(q).
\]

#### B. Control design for linear multivariable systems.

We consider first the linear case for the dynamics (3)–(4), and thus we make the following assumption:

**A1.** The mass matrix is constant, i.e. \( M(q) = M \).

Under assumption A1, the system (3)–(4) (equivalently (1)–(2)) takes the pH form as follows

\[
\begin{aligned}
\dot{q} &= M^{-1}p \\
\dot{\theta} &= J^{-1}s \\
\dot{p} &= -\nabla_q V(q) + K(\theta - q) + D(J^{-1}s - M^{-1}p) + \tau_e \\
\dot{s} &= -K(\theta - q) - D(J^{-1}s - M^{-1}p) + \tau_e
\end{aligned}
\]

We now present the first result, which proposes a controller to achieve the control objective required in the problem formulation.

**Proposition 1:** Consider the LTI MIMO system (5), equivalently (1)–(2), in closed loop with the control law

\[
\tau = K_F \tau_e - K_G \tau_a - K_F \nabla_q V(q) + K_H \tau_u
\]

where

\[
\tau_a = K(\theta - q) + D(\dot{\theta} - \dot{q})
\]

and \( K_F, K_G \) and \( K_H \) are constant matrices that satisfy

\[
\begin{aligned}
K_F &= -JK^{-1}(K_e - K)M^{-1}, \\
K_G &= [JK^{-1}K_e J_e^{-1} - K_F - I_n], \\
K_H &= JK^{-1}K_e J_e^{-1},
\end{aligned}
\]

and \( \tau_u \) is an input available for further control loops. The constant matrices \( J_e = J_e^T > 0 \) and \( K_e = K_e^T > 0 \) are free to be chosen such that \( D_e = DK^{-1}K_e \) is symmetric and positive definite. Then, under assumption A1, the following statements hold true:

**i.** The closed-loop dynamics can be written in pH form as follows

\[
\begin{bmatrix}
\dot{\varphi} \\
\dot{\tau_e} \\
\dot{\tau_u}
\end{bmatrix} =
\begin{bmatrix}
0_{n \times n} & 0_{n \times n} & I_{n \times n} \\
0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\
-I_{n \times n} & 0_{n \times n} & -D_e & D_e \\
0_{n \times n} & -I_{n \times n} & D_e & -D_e
\end{bmatrix} \nabla H_{CL}
+ \begin{bmatrix}
0_{n \times 1} \\
0_{n \times 1} \\
\tau_e \\
\tau_u
\end{bmatrix},
\]

with

\[
H_{CL} = \frac{1}{2} p^T M^{-1}(q)p + \frac{1}{2} s^T J^{-1}s + \frac{1}{2} (\varphi - q)^T K_e \times (\varphi - q) + V(q).
\]

The new generalised position \( \varphi \) and momentum \( z \) are obtained using the transformations

\[
\begin{aligned}
\varphi &= K_e^{-1}(K_e - K)q + K_e^{-1}K \theta \\
z &= J_e K_e^{-1}(K_e - K)M^{-1}p + J_e K_e^{-1}K J_e^{-1}s
\end{aligned}
\]

**ii.** The closed-loop dynamics is passive with inputs \( (\tau_e, \tau_u) \), outputs \( (\dot{q}, \dot{\varphi}) \) and storage function \( H_{CL} \).

**Proof:** Note that under assumption A1, the system (5) can be written as the dynamics (7)–(10). To prove the claim in i), we will show that the dynamics (5) with the control law (11) matched the closed-loop dynamics (16). First, we show that the first line of (16) is

\[
\dot{\varphi} = M^{-1}p = \nabla_p H_{CL},
\]

which exactly matches (7).

We consider now the change of coordinates (18), and we obtain the dynamics of \( \varphi \) by computing the derivative
of (18) with respect to time as follows

\[ \dot{\varphi} = K_{e}^{-1}(K_{e} - K)\dot{q} + K_{e}^{-1}K\dot{\theta} \]
\[ = K_{e}^{-1}(K_{e} - K)M^{-1}\dot{p} + K_{e}^{-1}KJ^{-1}s \]
\[ = J_{e}^{-1}(J_{e}K_{e}^{-1}(K_{e} - K)M^{-1}\dot{p} + J_{e}K_{e}^{-1}KJ^{-1}s) \]
\[ = J_{e}^{-1}z = \nabla_{q}H_{cl}, \quad (21) \]

which is the second line of (16).

Now, from (9) and using (18) and (19), we obtain

\[ \dot{p} = -\nabla_{q}V(q) + K(\theta - q) + D(J^{-1}s - M^{-1}\dot{p}) + \tau_{e} \]
\[ = -\nabla_{q}V(q) + K_{e}(\varphi - q) + D(K_{e}^{-1}J_{e}^{-1}z - M^{-1}\dot{p}) + \tau_{e} \]
\[ = -\nabla_{q}H_{cl} - D_{e}\nabla_{p}H_{cl} + D_{e}\nabla_{z}H_{cl} + \tau_{e}, \quad (22) \]

which is the third line of (16).

Similarly, we obtain the dynamics of \( z \) by computing the derivative of (19) with respect to time as follows

\[ \dot{z} = J_{e}K_{e}^{-1}(K_{e} - K)M^{-1}\dot{p} + J_{e}K_{e}^{-1}KJ^{-1}s \]
\[ = J_{e}K_{e}^{-1}(K_{e} - K)M^{-1}[-\nabla_{q}V(q) + K(\theta - q) + D(J^{-1}s - M^{-1}\dot{p}) + \tau_{e}] \]
\[ + [K(\theta - q) - D(J^{-1}s - M^{-1}\dot{p}) + \tau_{e}] + J_{e}K_{e}^{-1}KJ^{-1} \]
\[ = J_{e}K_{e}^{-1}(K_{e} - K)M^{-1}[-\nabla_{q}V(q) + K(\theta - q) + D(J^{-1}s - M^{-1}\dot{p}) + \tau_{e}] \]
\[ + [K(\theta - q) - D(J^{-1}s - M^{-1}\dot{p}) + \tau_{e}] + J_{e}K_{e}^{-1}KJ^{-1} \]
\[ \times [K_{e} [\tau_{e} - \nabla_{q}V(q)] + K_{G} [-K(\theta - q) - D(\theta - \dot{q})] + K_{H} \tau_{u}] \]
\[ = [J_{e}K_{e}^{-1}(K_{e} - K)M^{-1} - J_{e}K_{e}^{-1}KJ^{-1} - J_{e}K_{e}^{-1}KJ^{-1} \]
\[ \times K_{H} - K_{G}] [K(\theta - q) + D(J^{-1}s - M^{-1}\dot{p})] \]
\[ + [J_{e}K_{e}^{-1}(K_{e} - K)M^{-1} + J_{e}K_{e}^{-1}KJ^{-1}K_{F}] \]
\[ \times [\tau_{e} - \nabla_{q}V(q)] + \tau_{u} \]
\[ = -K(\theta - q) - D(M^{-1}\dot{p} - J^{-1}s) + \tau_{u} \]
\[ = -K_{e}(\varphi - q) - D_{e}(J_{e}^{-1}z - M^{-1}\dot{p}) + \tau_{u} \]
\[ = -\nabla_{q}H_{cl} + D_{e}\nabla_{p}H_{cl} + D_{e}\nabla_{z}H_{cl} + \tau_{u}, \quad (23) \]

which is the last line of (16). Finally, we obtain the dynamics (16) by writing (20)-(23) in matrix form.

To prove the passivity property claimed in ii), we use the Hamiltonian (17) as storage function, and we compute its time derivative as follows

\[ \dot{H}_{cl} = [\nabla_{p}H_{cl}]^{T}\dot{p} + [\nabla_{q}H_{cl}]^{T}\dot{z} + [\nabla_{q}H_{cl}]^{T}\dot{q} \]
\[ = [\nabla_{p}H_{cl}]^{T}[-\nabla_{q}H_{cl} - D_{e}\nabla_{q}H_{cl} + D_{e}\nabla_{q}H_{cl}] \]
\[ + [\nabla_{q}H_{cl}]^{T}[-\nabla_{q}H_{cl} + D_{e}\nabla_{q}H_{cl} - D_{e}\nabla_{q}H_{cl} + \tau_{u}] + [\nabla_{q}H_{cl}]^{T}\nabla_{p}H_{cl} \]
\[ + [\nabla_{p}H_{cl}]^{T}\nabla_{q}H_{cl} \]
\[ = -[\nabla_{p}H_{cl}]^{T}D_{e}\nabla_{q}H_{cl} + 2[\nabla_{p}H_{cl}]^{T}D_{e}\nabla_{q}H_{cl} \]
\[ - [\nabla_{q}H_{cl}]^{T}D_{e}\nabla_{q}H_{cl} + [\nabla_{p}H_{cl}]^{T}\tau_{e} \]
\[ = - [\nabla_{p}H_{cl}]^{T}\nabla_{q}H_{cl} + [\nabla_{p}H_{cl}]^{T}\tau_{e} \]
\[ \leq \tau_{e}^{T}\tau_{e} + \dot{\varphi}^{T}\tau_{u}, \quad (24) \]

which implies the system (16) is passivity with inputs \((\tau_{e}, \tau_{u})\) and outputs \((\dot{q}, \dot{\varphi})\).

**Remark 1:** Note that, conversely to (13)-(15), the triplet \((J_{e}, K_{e}, D_{e})\) of the desired mass matrix, desired stiffness matrix and the desired damping matrix can be written as function of the gains \(K_{F}\) and \(K_{G}\) as follows

\[ J_{e} = (K_{F} + K_{G} + I_{n})^{-1}(J - K_{F}M), \quad (25) \]
\[ K_{e} = KJ^{-1}(J - K_{F}M), \quad (26) \]
\[ D_{e} = DJ^{-1}(J - K_{F}M), \quad (27) \]

which univocally relate the gains of the controller (11) and the parameters of the closed-loop pH system (16).

The pH form of the closed loop provides a clear physical interpretation of its dynamics, and how the desired mass, stiffness and dissipation matrices, i.e. the triple \((J_{e}, K_{e}, D_{e})\), affect the control gains \((K_{F}, K_{G}, K_{H})\).

A representation of the control system structure is shown in Figure 1, where the gravitational forces have been neglected since we illustrate the motion in the horizontal plane. In this case, the controller is computed by using the feedback signals of the joints and external forces (or torques).

![Fig. 1. Force feedback structure of the control system.](image)

The closed-loop system (16) can be equivalently written in the Euler-Lagrange form as follows

\[ M\ddot{q} - K_{e}(\varphi - q) - D_{e}(\dot{\varphi} - \dot{q}) + \nabla_{q}V(q) = \tau_{e} \quad (28) \]
\[ J_{e}\ddot{\varphi} + K_{e}(\varphi - q) + D_{e}(\dot{\varphi} - \dot{q}) = \tau_{u}, \quad (29) \]
which can be thought to describe the motion equation of a mechanical system, where \( J_c, K_c \) and \( D_c \) are the shaped inertia, stiffness and dissipation matrices. Figure 2 shows a diagram of the close-loop system. Note that, due to the coordinate change \( \theta \to \phi \) given in (18), the dynamics of open-loop and closed-loop systems are written in different coordinates. 

![Diagram](image)

**Fig. 2.** Equivalent mechanical dynamics of the closed-loop system.

Remark 2: We notice that the classical impedance control using force feedback for LTI SISO systems (see e.g. [9]) can be derived from proposition 1. The result discussed in [9] ensures that the system (1) with \( n = 1 \) in closed loop with the controller

\[
\tau = K_F \tau_c,
\]

with \( K_F \) satisfying \(-1 < K_F < \frac{1}{\sqrt{J_c}}\), defines a passive mapping \( \tau_c \to \dot{q} \). Indeed, consider the control law (1) with \( K_G = 0 \). Then, using (13) and (14) we obtain

\[
J_c = \frac{(J - K_F M)}{K_F + 1}, \quad K_c = \frac{K}{J}(J - K_F M),
\]

\[
D_c = \frac{D}{J}(J - K_F M),
\]

which satisfies \( J_c, K_c, D_c > 0 \) iff \(-1 < K_F < \frac{1}{\sqrt{J_c}}\). In addition, the closed-loop dynamics can be equivalently written in Euler-Lagrange form \((28)-(29)\). However, notice that by selecting a non-zero matrix \( K_G \) there is more freedom to choose the inertia, the stiffness and the dissipation matrices \( J_c, K_c \) and \( D_c \). These extra degree of freedom is achieved at the expense of using the measurement of joint torque \( \tau_c \).

C. Robot-human/environment interaction properties.

In this section, we present a stability analysis of a controlled flexible robot interacting similar to the analyses in [12]. The analysis in [12] considers the robot dynamics (7)-(10) with \( n = 1 \) in closed loop with a PI controller and coupled with a dynamic system that represent the human or the environment. The impedance of the human/environment is assumed to be

\[
Z_h(s) = \frac{\mathcal{L}[\tau_h(t)]}{\mathcal{L}[\dot{q}(t)]} = M_h s + D_h + \frac{K_h}{s}.
\]

Using this model, the authors in [12] studied the stability in case of parameter uncertainties in the model (30). Thus, the mass, stiffness and dissipation coefficients have an uncertainty quantity as follows: \( M_h = \bar{M}_h + \Delta M_h \), \( K_h = \bar{K}_h + \Delta K_h \) and \( D_h = \bar{D}_h + \Delta D_h \). In addition, it is also assumed that \( M_h \in [0, M_{h\max}] \), \( K_h \in [0, K_{h\max}] \) and \( D_h \in [0, D_{h\max}] \). It is shown in [12] that, for the one-dimensional case, there always exists a PI controller on the external force that stabilise the system.

We consider now the controlled robot (10) and we compute its admittance \( Y(s) = \frac{\mathcal{L}[\tau_h(t)]}{\mathcal{L}[\dot{q}(t)]} \) as follows

\[
Y(s) = \frac{J_s s^2 + D_s s + K_s}{s[J_c M s^2 + D_c (J_c + M) s + K_c (J_c + M)]}.
\]

Under the same scenario as in [12], that is with the impedance of the human/environment as in (30), the interconnection of the robot and the human/environment results passive, thus stable. In what follows, we will extend this result and generalise it for the study the multidimensional case. To do that, we write, with some abuse of notation, the dynamics of the human/environment as

\[
\tau_h = M_h \ddot{q} + D_h \dot{q} + K_h q.
\]

It is straightforward to show that the dynamics of the controlled robot (10) in physical interaction with the human/environment dynamics (32) can be written in the form of Euler-Lagrange equations as follows

\[
(M + M_h) \ddot{q} - K_c (\varphi - q) + D_c (\dot{\varphi} - \dot{q}) + D_h \dot{q} + K_h q = 0
\]

\[
J_c \ddot{\varphi} + K_c (\varphi - q) + D_c (\dot{\varphi} - \dot{q}) = \tau_a.
\]

The interconnection of the controlled robot and the human/environment shown in Figure 3 is power preserving, and therefore, the system (33)-(34) is passive provided that \( M_h, K_h, D_h \) are positive (semi-)definite. The additional control input \( \tau_a \) may be used to ensure asymptotic stability of a desired equilibrium if required.

![Diagram](image)

**Fig. 3.** Robot-human/environment interaction.

D. Extension to nonlinear multivariable systems.

In this section, we extend the result of Proposition 1 to the nonlinear case in which the mass matrix is a function of the coordinates. That is, we drop assumption A1.

1 The abuse of notation comes from the fact that, to simplify the notation, we use the same parameters for the 1-dimensional case and for the n-dimensional case.
We consider the mass matrix as function of the coordinates \( M(q) \), then (1)-(2) takes the ph form as follows:

\[
\dot{q} = M^{-1}p \\
\dot{\theta} = J^{-1}s \\
\dot{p} = -\nabla_q V(q) + K(\theta - q) + D(J^{-1}s - M^{-1}p) \\
-\frac{1}{2} \nabla_q (p^T M^{-1} p) + \tau_c \\
\dot{s} = -K(\theta - q) - D(J^{-1}s - M^{-1}p) + \tau
\]

(35) \hspace{1cm} (36) \hspace{1cm} (37) \hspace{1cm} (38)

Proposition 2: Consider the robot dynamics (35)-(38) in closed loop with the control law

\[
\tau = K_F \tau_c - K_G \tau_a - K_F C(q, \dot{q}) \dot{q} - K_F \nabla_q V(q) + K_H \tau_u ,
\]

(39)

where \( \tau_a, K_F, K_G \) and \( K_H \) are given in (12), (13), (14) and (15), respectively, and \( \tau_u \) is an input available for further control loops. The constant matrices \( J_c = J_c^T > 0 \) and \( K_e = K_e^T > 0 \) are free to be chosen such that \( D_e = DK^{-1}K_e \) is symmetric and positive definite. Then, i). The closed loop dynamics can be written in ph form as follows

\[
\begin{bmatrix}
\dot{q} \\
\dot{\varphi} \\
\dot{p} \\
\dot{\xi}
\end{bmatrix} =
\begin{bmatrix}
0_{n \times n} & 0_{n \times n} & I_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & 0_{n \times n} & I_{n \times n} \\
-I_{n \times n} & 0_{n \times n} & - D_e & D_e \\
0_{n \times n} & - I_{n \times n} & D_e & - D_e
\end{bmatrix} \nabla H_{\text{gcl}}
\]

\[
+ 0_{n \times 1} \begin{bmatrix} 0_{n \times 1} \\ 0_{n \times 1} \\ \tau_c \\ \tau_u \end{bmatrix}
\]

(40)

with

\[
H_{\text{gcl}} = \frac{1}{2} p^T M^{-1} q + \frac{1}{2} z^T J_c^{-1} z + \frac{1}{2} (\varphi - q)^T K_e \times (\varphi - q) + V(q).
\]

(41)

The new generalised position \( \varphi \) and momentum \( z \) are obtained using the transformations

\[
\varphi = K_e^{-1} (K_e - K) q + K_e^{-1} K \theta
\]

(42)

\[
z = J_c K_e^{-1} (K_e - K) M^{-1} p + J_c K_e^{-1} K J_c^{-1} s
\]

(43)

ii). The closed loop is passive with inputs \( (\tau_c, \tau_u) \), outputs \( (\dot{q}, \dot{\varphi}) \) and storage function \( H_{\text{gcl}} \).

Proof: The proof of this proposition follows a similar procedure as the proof of Proposition 1. Since the presence of the nonlinear terms makes the proof must longer due to algebraic lengthy calculations and to comply with the space limitation, we do not repeat the same procedure here. We highlight that the proof of proposition 2 does not rely in any extra additional technical step other than lengthy calculations.

Remark 3: We notice that the controller for the linear and nonlinear cases, (11) and (39) respectively, differ only in a term to compensate Coriolis forces. This extra term vanishes when the mass matrix \( M \) is constant. Therefore, the result in Proposition 2 can be seen as a generalisation of Proposition 1 and of the classical result for LTI SISO systems [9]. The price to pay for this extension is the necessity of state information that is feedback to the controller (39).

E. Gravity compensation

The controllers in Proposition 1 and Proposition 2 are designed such that the closed-loop dynamics preserve the mechanical structure. Therefore, the closed loop (40) can be equivalently written in the Euler-Lagrange form

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} - K_e (\varphi - q) - D_e (\dot{\varphi} - \dot{q}) + \nabla_q V(q) = \tau_c + J_c \ddot{\varphi} + K_e (\varphi - q) + D_e (\dot{\varphi} - \dot{q}) = \tau_u,
\]

which is equivalent to the dynamic of a mechanical system with \( J_c, K_e \) and \( D_e \) being the shaped inertia, stiffness and dissipation matrices. The matrix \( C(q, \dot{q}) \) describes the Coriolis forces and \( V(q) \) the potential function. The structure of the dynamics is the same as the structure of the mechanical system in [10]. Therefore, we can use the gravity compensation proposed in that work and readily added it to our controller using the control law

\[
\tau_u = - K_e (\varphi - \varphi_d) - D_e \dot{\varphi} + \ddot{\varphi} (\varphi),
\]

(44)

where \( \varphi_d \) is the desired positon, \( K_e \) and \( D_e \) are constant positive matrices to be chosen, and \( \ddot{\varphi} \) is the gravity compensation. Notice that the first two terms in (44) are added to help shaping the admittance (see further details in [10]).

IV. NUMERICAL ANALYSIS

A. Constant mass matrix

In this section, we investigate the effect of the control gains on the stability of the full-closed loop and its approximation to the desired admittance via Bode-diagram and the pole-zero maps. For this numerical analysis, we consider the system (1)-(2) in closed loop with the controller (11) in Proposition 1 with \( \tau_u \) as in (44). Since the motion is horizontal, the gravity forces are not considered. The parameters of the system with \( n = 1 \) are \( M = 3 \text{Kg}, J = 3 \text{Kg}, K = 10^6 \text{Nm}^{-1}, \) and \( D = 1 \text{Nm}^{-1} \text{s} \). The parameters of the desired system (3) are \( M_d = 3 \text{Kg}, K_d = 10^6 \text{Nm}^{-1}, \) and \( D_d = 100 \text{Nm}^{-1} \text{s} \). The gains of the controller are \( K_e = 100 \text{Nm}^{-1}, D_e = 100 \text{Nm}^{-1} \text{s} \), whilst remaining gains take the following values \( K_F = \{-0.9, 0, 0.9\} \) and \( K_G = \{0, 1, 4\} \). The change in \( K_F \) and \( K_G \) allow us to analyse their effect in the closed loop.

Figures 10 shows that the frequency response of the closed loop approximates better the frequency response of the desired admittance when the values of the gain \( K_F \) are chosen towards \( \frac{1}{M} = 1 \). We recall that \( -1 < K_F < \frac{1}{M} \) to ensure that the closed loop is passive [9]. It can also be seen that an increment on the gain \( K_G \) improves the
closed-loop performance. Indeed, it is clear in Figures 4, Figure 5 and Figure 6 that the frequency response of the closed-loop admittance approaches the frequency response of the desired admittance as $K_G$ increases.

![Fig. 4. Closed-loop Bode diagram for different control gains.](image)

![Fig. 5. Closed-loop Bode diagram for different control gains.](image)

![Fig. 6. Closed-loop Bode diagram for different control gains.](image)

Figure 7 shows the pole-zero map of the closed loop for different values of the gains $K_F$ and $K_G$. The full view of the pole-zero map is shown in the upper plot of Figure 7, while the bottom plot show a zoom around the origin to better visualise the pole distribution in this region. The desired admittance (4) has two poles and a zero, which are displayed in the bottom plot of Figure 7. In the same plot illustrate that the pole of the closed-loop admittance approaches the poles of the desired admittance when both $K_F$ and $K_G$ increase. Also, the upper plot of Figure 7 evidence that the extra zero and pole that appear in the closed-loop admittance are better compensated when both $K_F$ and $K_G$ increase. We can infer that the feedback of both the external and joint forces enhance the performance of the close loop.

![Fig. 7. Robot-environment interaction.](image)

B. Non-constant mass matrix

In this section, present simulation of a nonlinear model of a robotic manipulator to show the performance of the controller presented in Proposition 2. We consider the dynamic model of the KUKA-LWR4+ Robot, whose dynamics can be described by equations (1)–(2) with $D = 0$ (see for example [13]). We use the control law (39) of Proposition 2, which is suitable for nonlinear dynamics, with $\tau_u$ as in (44).

In this scenario, we consider the target dynamics

\[ M(q)\ddot{q} + (C(q, \dot{q}) + D_\theta)\dot{q} + K_\theta(q - q_d) = \tau_e \quad (45) \]

The desired stiffness and damping matrices are $K_\theta = \text{diag}(1000, 1000, 1000, 1000, 1000, 1000)$ N·m/rad and $D_\theta = \text{diag}(135, 135, 135, 135, 13.5, 13.5, 13.5, 13.5)$ N·m·s/rad.
The controller is tuned to obtain the performance that approaches the target dynamics, and we selected the following values: \( K_e = 2K, \ D_e = DK^{-1}K_e = 0, \ D_\phi = D_\theta \).

The simulation shows the response of the closed-loop to a step-wise excitation in the external torque, \( \tau_e = 10 \text{ n.m} \), exerted on the second joint. Figure 8 shows the time history of the coordinate of the second joint for different values of the control gain \( J_e \). The figure also shows the time history of the second coordinate of the target dynamics (45). The simulation shows that the used of smaller values of \( J_e \) (equivalently larger values of \( K_G \)) respect to the original inertia of the motor \( J \) improves the time response in regard to the target dynamics. This is in agreement with the analysis for linear system in previous section. Figure 9 show the only time history of the control torque in the second joint, which is sufficiently smooth and does not present excessive values.

**V. CONCLUSIONS**

We present an impedance control design for multi-variable linear and nonlinear robotic systems. The proposed design takes advantage of the external force and state measurements. This allows the controller for extra gains and flexibility that allow to approximation of the desired admittance or target dynamics. Additionally, we show that the closed loop system ensures passivity of the robot for the input-output pair given by the external torque and the link velocities. We also present a numerical analysis and simulation results that show performance of the controller and the effect of the tuning gains in the time response.
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