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Abstract: Reliance on natural gas for power generation has increased the coupling between gas and power networks. While this coupling can bring operational and economic benefits, it can also yield challenges, as the constraints in one system can impact the other. Co-simulation can capture the constraints and interactions between these systems, but so far, there has been limited comparison of co-simulation results to those of an integrated model. In this work, we develop a new co-simulation framework using the HELICS platform and the SAInt tool for modeling transient gas and AC optimal power flow. We evaluate this co-simulation framework against a fully integrated version of the SAInt power and gas simulators, thus providing a benchmarking of the co-simulation approach. We compare results across the two approaches for two test networks and a network representing the Belgian power and gas networks, testing both normal operating conditions and cases with compressor disruptions. In each of the cases tested, we find nearly identical results from the two approaches across various metrics of interest, such as nodal pressure, gas flow rates, and active power generation. This alignment suggests that co-simulation can yield comparable results to fully integrated models for modeling coupled gas and electricity networks.
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1. Introduction

Electric power networks and natural gas pipeline systems have grown increasingly coupled in many regions across the globe. In the United States, natural gas supplied just over 40% of total annual electricity generation in 2020, up from 24% the previous decade [1]. Europe has demonstrated similar trends, with natural gas providing 21% of all electricity generated in 2019, double what its value was 25 years prior [2]. The importance of the coupling extends in both directions: in the U.S., electric power was responsible for nearly 40% of all natural gas consumption [3]. This interdependence is expected to continue given the relatively low cost of gas in some parts of the world and as countries transition away from other sources of electricity such as coal.

The increasing linkage between these two sectors can pose operational challenges to both networks. For example, gas generators are highly flexible, and thus sought by electric power system operators to meet peak load requirements or to manage variability from wind and solar. However, ramping by natural gas plants to provide these services has increased the variability in natural gas offtakes from the gas pipeline system, which has traditionally not had to manage this variability [4,5]. Rapid changes in demand from gas generators can reduce pressures on the pipeline network, which can result in the inability to deliver gas to generators or other customers [6]. Furthermore, extreme weather events—such as the Polar Vortex and Winter Storm Uri in the U.S.—can limit the gas pipeline network’s ability to deliver fuel, leading to power outages [7,8].

The operational and reliability challenges posed by the coupling of gas and power systems has led to efforts to develop analytical tools that better capture the interactions of...
both systems. Two fundamental approaches exist for such coordinated models. The first approach is to develop a single model that represents the operations and constraints of both sectors. This “integrated” approach has the advantage of ensuring that aspects of both sectors are considered in a unified way; however, the size of such problems can pose computational challenges, particularly given the non-linearity of gas pipeline equations. Furthermore, in many cases, modelers may want to leverage pre-existing simulation tools to capture dynamics of the gas and grid subproblems; rebuilding these tools to create an integrated tool may introduce substantial additional work, or, in some cases, may not be feasible.

The second approach is to establish a communication link between two separate models, both of which iterate based on information received from the other. Although such “co-simulations” are not as straightforward as a single, unified problem, they have the advantage of maintaining simpler sub-problems that represent each sector and lend themselves to parallelization. In addition, the co-simulation approach can make use of existing simulation tools that focus on each sector individually, using the relevant inputs and outputs to communicate between the two without having to rebuild the tools entirely.

There are a number of studies that have modeled gas–grid interactions—from investment or operational perspectives—from both co-optimization and tightly coupled simulation [9–12] and co-simulation [13–16] approaches. However, there has been little ability to compare results from the two methods to determine how the results from co-simulation compare to those from a fully integrated simulation. Validation that co-simulation provides comparable results in the gas–grid modeling domain would offer support for the greater utilization of co-simulation for problems where a fully integrated model may be computationally intractable, time-intensive, or difficult to arrange due to the use of pre-existing simulation tools.

In this study, we address this gap by developing a co-simulation framework for coupled modeling of a bulk power electric grid and a transmission-level natural gas pipeline system. This framework is developed for the SAInt simulation tool, utilizing the HELICS co-simulation platform. We then evaluate results from this co-simulation platform against those from coupled simulation, using the same modeling tools, gas and electricity network data, and scenario conditions. We compare results across six different case studies, including three distinct network topologies and scenarios with disruptions on the natural gas network via compressor failure. By developing and validating this co-simulation framework, this study also supplies a new gas–grid modeling tool that can be utilized for future research on coordination between the two sectors.

In Section 2, we present details on the gas and power system modeling tool utilized in this study and the co-simulation framework that we develop for this tool. We also outline the test cases used for validation of the co-simulation approach. Subsequently, Section 3 evaluates the co-simulation and fully integrated approaches using key metrics of the two networks, such as generator dispatch, unserved energy, nodal gas delivery and pressures, and compressor station pressure ratio and driver power.

2. Materials and Methods
2.1. SAInt Modeling Tool

At the core of the co-simulation framework of this study is the Scenario Analysis Interface for Energy Systems modeling tool (SAInt), a commercially available software developed by encoord for modeling the operations of natural gas pipeline and electric networks [17]. On the power simulation side, the model utilizes a quasi-dynamic AC optimal power flow to determine the optimal dispatch of the network generators after considering load profiles, network topology, intertemporal constraints (e.g., generator ramp limits, start-up time), and other generator characteristics. On the gas network side, the pipeline transmission is modeled using a transient hydraulic simulation model that takes into account constraints and control set points of controlled facilities, such as the minimum
delivery pressures at each gas node, compression ratio and driver power constraints of compressor stations, and the operating envelope of gas storage facilities.

Linking the electric and gas portions of the SAInt model are coupling equations that define the interactions between corresponding two components. For example, gas-fired power plants are represented as offtakers of natural gas on the gas pipeline network and suppliers of electric power on the power network. There are several other possible coupling points between gas and power networks; these include compressor stations powered by electricity, liquefied natural gas (LNG) terminals that typically require electricity to inject or remove gas from the pipeline system, and electrolysers or other facilities that consume electricity to produce hydrogen and inject it into the pipeline network. Although this study focuses primarily on the linkage from gas-fired power plants and does not explicitly consider networks with other types of coupling, the tools and methods we develop are extensible to cases that consider such interactions.

For gas-fired power plants, the central coupling relates to the quantity of gas consumed by the plant to provide its active power requirement. This quantity of gas can be determined by calculating the required thermal power of generator \( g \) based on its heat rate \( \text{HR} \) and active power setpoint \( \text{PG}_g \); this relationship is detailed in Equation (1), as derived in Pambour et al. [17].

\[
\text{HR} = a_g + b_g \cdot \text{PG}_g + c_g \cdot \text{PG}_g^2
\]

In this equation, \( \text{PT}_g \) is the required thermal power at gas generator \( g \) (MW), \( \text{PG}_g \) is the active power generation (MW), and \( a_g, b_g, \) and \( c_g \) are coefficients for the quadratic heat rate function of each generator, \( g \). The physical gas flow required to supply this thermal power can then be calculated based on the energy content of the gas, shown in Equation (2) [17].

\[
Q_j = \sum_{g \in M_{gj}} \frac{\text{PT}_g}{\text{GCV}}
\]

Equation (2) is a coupling equation for gas-fired power plants, where the gas flow \( Q \) (sm³/s) at node \( j \) is computed as a function of the gross calorific value (GCV) of the gas (MJ/sm³) and the total thermal power \( \text{PT} \) (MW) of all generators \( g \) that are coupled to node \( j \), indicated by the mapping \( M_{gj} \). This coupling equation is defined for all generators \( g \) that are mapped to nodes \( j \) on the gas network.

The coupling equation provides the link between the constraints of the two systems. To increase active power generation, gas-fired power plants must increase their consumption of gas fuel. Doing so increases the flow rate of delivered gas at the connected node, which, all else equal, decreases the pressure at that delivery node. As most gas-fired power plants have minimum pressure requirements for operation, the ability to increase offtakes may be constrained, resulting in curtailed gas generator power output. If the gas network can increase flows to the specified node, then the increased offtake can be satisfied, but doing so depends on the gas network linepack, pipeline capacity, compressor operations, and other demands for gas at those times.

2.2. Co-Simulation Framework

When mapping is provided between gas-fired power plants and gas nodes, the SAInt tool can be run in a combined simulation mode that simultaneously considers the constraints on each system as well as the coupling equations as a single mathematical program for every timestep (i.e., integrated simulation). However, the SAInt model can also be configured to run the gas and power networks independently, and it is this feature that we utilize to develop the co-simulation framework.

In the co-simulation mode, “federates” representing the power and gas networks are solved separately, with each simulation tool or network serving as a federate and the relevant coupling information being passed between them. To coordinate passing messages between the two federates and to control the timing of the simulation, we utilize
the Hierarchical Engine for Large-scale Infrastructure Co-simulation (HELICS), which is a co-simulation framework that supports co-iteration across distinct simulators [18]. HELICS manages the data flows and timing between the federates, enabling communication and coupling between the two. We select HELICS for this study because it supports co-simulation with iteration at each timestep until simulators have converged. In addition, although the co-simulation validation in this work involves two relatively simple federates, HELICS is an open-source tool with bindings to a wide range of programming languages and can support scaling up many federates for more complex co-simulations [19].

Figure 1 illustrates the conceptual framework of the co-simulation approach relative to the integrated model. The primary data passed between the federates are thermal power for each generator \(PT_g\). The power federate first estimates the requested thermal power \(PT_R^A\) based on load and generator characteristics, which is sent via HELICS to the gas federate. The gas federate uses the values for \(PT_R^A\) to determine the volume of gas needed at each coupled node via Equation (2), and then simulates to determine how much gas offtake is feasible given the gas network constraints. This value is converted to available thermal power \(PT_A^A\) for each generator, which the gas federate returns to the power federate via HELICS.

\[
\text{Gas network simulation} \rightarrow \text{HELICS} \rightarrow \text{Power network simulation}
\]

**Figure 1.** Conceptual depiction of the (a) co-simulation framework developed in this study, with a comparison to (b) the integrated simulation approach used for benchmarking.

In addition to available thermal power, the gas federate also passes information on the minimum and actual delivery pressure values at the coupled generator. The power federate then uses the requested \(PT_R^A\) and available \(PT_A^A\) as inputs to determine whether generators must be curtailed. In the case that requested thermal is less than what is available, the dispatch is feasible and no further action is necessary. If \(PT_R^A > PT_A^A\), the co-simulation uses the pressure to determine whether action is needed. If the pressure of the node is at its minimum allowable level \(P_{g,\text{min}}\), then the available \(PT_A^A\) is treated as a hard constraint and is used to cap the value of the requested thermal power in the next iteration. If the pressure is above the minimum level, more gas could be feasibly delivered to that node without violating pressure constraints; as such, \(PT_A^A\) is not used to constrain the generator. In this case, the co-simulation continues to iterate on the same timestep to ensure the gas and electric networks are both optimized.

Because the constraints from the two federates are no longer directly integrated, they must be solved iteratively at each timestep to ensure that all constraints are upheld in the last solution. Figure 2 illustrates the analytical process governing the co-simulation. Information on the required and available thermal power is passed via HELICS between the federates at each timestep until the co-simulation converges. Convergence is determined when there are no violations in gas delivery \(PT_R^R \leq PT_A^A \forall g\) and when the changes
between values for requested thermal power across iterations are below a tolerance level
\( \left| P_{g,i}^{R} - P_{g,i-1}^{A} \right| \leq \varepsilon \forall g \), where \( \varepsilon \) is a tolerance level specified at 0.001), with limit of 20 iterations for each timestep.

![Co-simulation Framework Diagram](image)

**Figure 2.** Analytical structure of the co-simulation framework, where \( t \) represents a timestep and \( i \) represents an iteration. Objects in purple indicate stages coordinated by the HELICS co-simulation framework, and objects in orange indicate stages run by the gas and electric federates. The electric and gas federates iterate on each timestep until convergence and then move to the subsequent timestep.

### 2.3. Test Cases

We validate the co-simulation approach by comparing results against the combined SAInt model, as depicted in Figure 1 above. For this comparison, we evaluate results from both approaches against three distinct test networks, described in more detail below. To benchmark the co-simulation framework’s performance, we explicitly developed test cases that are sufficiently small to be solved as a fully integrated model. Thus, although in the case of this analysis, there is no direct computational benefit to co-simulation, the intent is to provide a foundation for co-simulation in cases where an integrated model is not feasible or co-simulation might be preferred.

Each test network is evaluated under two scenarios: a scenario reflecting normal operating conditions, and a scenario in which a compressor station fails during the simulation. The combination creates a total of six scenarios evaluated, as summarized in...
Table 1. Data for the demo networks the scenarios tested in this paper are open access and available on Github at https://github.com/NREL/SAInt_HELICS_interface (accessed on 11 April 2022).

Table 1. Description of the test cases used to evaluate the co-simulation.

| Case | Network | Scenario          |
|------|---------|-------------------|
| 1A   | Demo model—base | Normal conditions |
| 1B   |         | Compressor outage |
| 2A   | Demo model—alternate | Normal conditions |
| 2B   |         | Compressor outage |
| 3A   | Belgian model | Normal conditions |
| 3B   |         | Compressor outage |

2.3.1. Demo Model

The demo model consists of a 25-node gas pipeline network and a 30-bus electric network. The gas network has 23 pipes, 3 compressors (at nodes NO1, NO3, and NO7), 1 LNG facility (at NO10), and 1 underground gas storage (at NO22). The electricity network consists of 41 lines and 6 generators (at buses BUS000, BUS001, BUS012, BUS021, BUS022, and BUS026), 3 of which are gas-fired power plants. The network parameters and scenario data are adapted from [17].

We test two variants of this demo network: a “base” model with the coupled gas generators in one part of the system typically intended for receiving gas deliveries, and an “alternate” configuration in which the coupled generators are distributed across the gas network. Figure 3 depicted the networks and configurations for both cases, while Table 2 provides an overview of the coupled generators and gas nodes, and the minimum delivery pressure at each coupled node. Additional constraints include minimum delivery pressures at all gas nodes; compression ratio and driver power constraints at the compressor stations; and flow rate constraints on pipelines, supply points, and offtake nodes.

Table 2. Overview of coupled generators and gas node in each demo network, with details on the minimum delivery pressure ($P_{min}$) at each gas generator node.

| Generator | Gas Node | $P_{min}$ (bar-g) | Gas Node | $P_{min}$ (bar-g) |
|-----------|----------|--------------------|----------|--------------------|
| GEN.BUS001 | NO.N15   | 30                 | NO.N16   | 25                 |
| GEN.BUS022 | NO.N20   | 30                 | NO.N20   | 30                 |
| GEN.BUS026 | NO.N21   | 30                 | NO.N08   | 25                 |

Both demo networks simulate 24 h of operations at 15 min resolution, with load profile data taken from load shapes representative of the winter period [17]. In the compressor outage scenario, compressor station CS2 toward the bottom of the network is disrupted from 6:00 p.m. onwards.
Figure 3. Depiction of the demo electricity (left) and gas networks (right). Circles represent electric buses or gas nodes, while orange trapezoids represent compressor stations. The light blue dashed lines indicate gas-fired power plants and their corresponding offtake node on the gas network. Panel (a) illustrates the base configuration, whereas panel (b) highlights an alternate configuration of the coupled generators.

2.3.2. Belgian Model

In addition to the demo networks, we test the co-simulation on a larger, more realistic system using data on the Belgian power and gas system. The gas network of this system comprises 147 nodes, 172 pipeline sections, and 3 compressor stations, synthesized from [20,21]. The electricity network includes 58 buses and 83 transmission lines based on data from the system operator [22]. The 13 generators in the network comprise approximately 10 GW of installed capacity. Four of the generators are gas-fired power plants, representing approximately 15% of the installed capacity on the system; the remainder of the capacity on the system is made up of nuclear (30% of total capacity), wind (29%), hydro (13%), coal (9%), and other fuel types (5%). Figure 4 depicts the combined networks for the Belgian case, and Table 3 provides the coupled nodes of the four gas-fired power plants in the system.
Figure 4. Depiction of the Belgian electricity (top) and gas networks (bottom). Circles represent electric buses or gas nodes, and the orange trapezoids represent compressor stations. Labels indicate coupled natural gas generators and their gas network nodes.

Table 3. Overview of coupled generators and gas nodes in the Belgian network, with the minimum delivery pressure ($P_{\text{min}}$) at each node.

| Belgian Model | Generator          | Gas Node    | $P_{\text{min}}$ (bar-g) |
|---------------|--------------------|-------------|--------------------------|
|               | GEN.IZEGEM         | NO.NO_142   | 30                       |
|               | GEN.DOGENBOS       | NO.NO_68    | 35                       |
|               | GEN.SERAING        | NO.NO_2     | 30                       |
|               | GEN.ZANDVLIET      | NO.NO_134   | 30                       |

The Belgian model scenarios simulate 24 h of operation based on data from February 2018 and are simulated at a resolution of 15 min. In the compressor outage scenario, compressor station CS1 in the central portion of the network is disrupted from 8:00 a.m. onwards.
3. Results

Here, we present a comparison of the results from the integrated simulation and co-simulation approaches. We first compare results for the gas network, followed by results from the electricity network, and subsequently, a summary of the co-simulation performance. All scenarios were run on the same computer, equipped with two Intel® Xenon® Gold 2.50 GHz processors and 32 GB RAM running Windows 10.

3.1. Gas Network Results

Figure 5 summarizes the pressure (in bar-g) at gas delivery nodes in the nodes network over a 15 min timestep of the 24 h simulation for each combination of network and disruption scenario, with the left column providing results for the fully integrated, coupled simulation and the right side providing results for the co-simulation framework. Figure 6 provides a similar overview, focusing on gas flow at the offtake nodes, which may be coupled to gas generators or provide gas for non-power sector users.

Figure 5. Pressure (bar-g) at gas delivery nodes that are coupled to the power system for each network and disruption scenario. The maximum MAPE across all scenarios is 0.012%.
Figure 6. Gas flow (sm$^3$/s) at gas delivery nodes that are coupled to the power system for each network and disruption scenario. The maximum MAPE across all scenarios is 0.0015%.

The figures illustrate nearly identical behavior in the gas network operations across the coupled simulation and co-simulation cases. The co-simulation framework captures the dynamics in the pressure and gas flow for each of the three systems tested. Furthermore, changes in pressure and nodal deliveries due to the compressor disruption in each of the networks have consistent impacts across the nodes of each of the systems. For pressure, the maximum deviation between the integrated and co-simulation cases for any timestep across all scenarios is 1.8%, whereas the mean average percent error (MAPE) across all timesteps is lower than 0.012% for all scenarios. For gas flow, the maximum difference is close to 0.6%, and the largest MAPE is 0.0015%.

Representing a key component of gas network operations, compressor stations are the primary drivers for moving gas through the system and to the intended delivery points. Figure 7 provides an overview of the pressure ratio—the ratio of outlet pressure to inlet pressure—for each of the three compressor stations in each scenario. Two important insights are apparent from this plot. First, compression ratios from the co-simulation framework again align closely with those of the coupled simulation, indicating similarity in their solutions. The largest single percent error in any timestep is 0.2%, whereas the largest MAPE across each scenario is 0.011%.
Figure 7. Comparison of pressure ratios (outlet/inlet) of each compressor station in the integrated and co-simulation approaches (rows) for each network and scenario tested (columns). Black dashed lines indicate the maximum allowable pressure ratio for each compression station. The maximum MAPE across all scenarios is 0.011%.
Second, the plot illustrates how the compressor outage affects the system, with other responses across all compressors in the system to manage the disruption. In all cases, the compression ratio is bounded by the maximum allowable pressure ratio, which is binding for CS0 and CS1 in the Belgian network. Note that compressor outages (CS2 in the demo networks and CS2 in the Belgian network) do not necessarily mean the pressure ratio must be one; rather, they mean the compressor station is unable to provide power to alter the pressure of gas it receives.

3.2. Power System Results

Figure 8 provides the active power generation (in MW) at each 15 min timestep of the simulation. As with the gas network results, we see that the co-simulation approach replicates the dispatch pattern at the coupled nodes in the system; results across non-coupled generators are also matched across the two approaches. Excluding timesteps with active power generation below 0.1 MW—which are removed to eliminate large percentage errors on small absolute values—the results are identical (i.e., MAPE = 0%) for all scenarios except the Demo-alt CS disruption case. In this last scenario, MAPE = 0% for all timesteps except one, when the deviation is 36% of the integrated solution. This occurs when the generator is re-dispatching in response to the outage; in this instance, the co-simulation approach takes an additional step to reduce the power output at the non-coupled generator BUS021, which increased output in both approaches after the outage limited output at BUS001. The two approaches are aligned in the subsequent timestep and beyond, suggesting that tighter convergence criteria on the co-simulation approach would mitigate the difference in this single timestep.

Figure 8. Active power generation (MW) of all coupled generators in each network by scenario. The MAPE across all scenarios is 0%, except for the Demo-alt CS outage scenario, which is identical in all steps except the time period around 18:15, when the generator is responding to the outage (described further in the text).
In addition to active power production at each generator, another consideration is the total generation on the system and whether the power supplied can meet demand. Figure 9 summarizes the total load requirement and power generation from both approaches across the scenarios. In all networks and scenarios, total generation is the same between the coupled simulation and co-simulation runs, with no unserved energy. This indicates that the co-simulation approach replicates the SAInt’s ability to solve dispatches for the system, even when perturbations are introduced into the system.

![Figure 9. Total load requirement and power generation (MW) for every 15 min timestep across the various combinations of networks and disruption scenarios. Note the difference in y-axis scales between the demo and Belgian cases. Load and power requirements are identical across the two approaches.](image)

Of particular importance in benchmarking the co-simulation approach is to understand whether behavior at the coupling points—in this work, gas-fired power plants—is similar, and whether key operating behaviors, such as pressure constraint on generation, are performing as expected. Figure 10 provides the active power generation for all gas-fired generators that are coupled to the natural gas network, with the delivery pressure (bar-g) for the corresponding gas node. Gas-fired power plants typically have a minimum delivery pressure ranging from 25 to 30 bar-g; the minimum allowable pressure for each gas node is also presented.
Figure 10. Depiction of gas offtake pressure (bar-g) and active power generation (MW) for coupled nodes and gas-fired power plants of each network. Black dashed lines in the pressure panels indicate the minimum delivery pressure required at that node for the gas-fired power plant to operate.
The figure illustrates the close alignment between the co-simulation and integrated model. In addition, the delivery pressures respect their minimum requirements across most of the scenarios; for cases where gas pressure falls below the requirement, active power generation from the plant at that node falls to zero as expected. This indicates that the electric power network can adapt and respond to pressure constraints from the gas simulation, as passed on through the co-simulation framework via HELICS.

3.3. Co-Simulation Performance

Table 4 provides the performance results in terms of solve times for each scenario in the integrated and co-simulation approaches. For the scenarios tested, the co-simulation approach takes 3–4 times longer than the integrated approach. These results are expected, given that the co-simulation approach requires re-running each simulator several times in an iterative fashion until convergence is achieved. We note that the networks and scenarios tested in this validation study are relatively small, and that it may be the case that for larger, more complicated systems with more extensive interactions, solving the subproblems iteratively may indeed be more computationally tractable than solving a single integrated problem. Furthermore, solving the gas and grid components as co-simulated subproblems may allow for parallelization across different computing environments.

Figure 11 presents the number of iterations by timestep for each combination of network and outage scenario tested. Although there are a few instances where the simulator took more than six iterations to converge, for most cases, the co-simulation achieved a result within two to three iterations. Future work should investigate the effect of the network topology and scenario on the number of iterations required, and whether instances arise where convergence is not achieved.
4. Discussion

Integrated modeling of natural gas and electricity networks is crucial for capturing the dynamics between the two systems, which increasingly impact each other. Although directly coupling these sectors into a single, unified model that captures the operations of both systems can bridge the gap between these models, this approach can be time and computationally intensive and is not always feasible when working with existing simulation tools. Co-simulation can provide a useful alternative that captures the interactions between systems without some of the burdens of fully integrated models. Indeed, for some modeling applications, co-simulation with an interchange of messages and values may better represent the actual interactions that occur between these systems.

This paper presents two key advances related to co-simulation of power and gas networks. First, we introduce a new co-simulation framework for coupled gas–grid modeling. Built using the SAInt simulation software for modeling natural gas and bulk power system operations and employing the HELICS co-simulation platform, this framework provides a new tool for researchers who are interested in questions related to the interaction of these systems. As part of this work, we have made the framework itself open-source and provided a use-case to illustrate its functionality.

The second advance is to validate and benchmark results from the co-simulation framework against an integrated model. By exploiting the modularity of the SAInt software, we can evaluate how the co-simulation approach differs while holding other key variables fixed, such as simulation software, network topology, and scenario data. In performing this validation exercise, we provide the research community with additional confidence in the relevance and reasonableness of the co-simulation modeling approach.

Our findings indicate that the co-simulation approach can replicate the integrated model for a range of test networks and scenario profiles explored in this study. In all six cases, key results such as gas flow, pressure, power generation and dispatch, and compressor activity are closely aligned across the two approaches. These cases include not only distinct network configurations, but also instances where there is disruption to normal operations of the system, suggesting that the co-simulation approach is able to model outages or other non-standard events.

Although this work does not provide conclusive proof that co-simulation will always closely approximate coupled simulation, it does provide evidence of cases where the co-simulation approach can provide helpful research insights akin to those gained by an integrated model. It thus lends additional confidence to the co-simulation approach for future research applications, particularly in instances where tight coupling is not feasible or practical.

This work invites several future research efforts. One avenue for further investigation is the comparison of the co-simulation and integrated modeling approaches using other networks and scenarios, which would yield additional insight into the generalizability of these findings. Performing similar validation of the HELCIS co-simulation framework using other grid or gas modeling tools would also help explore potential differences based on the modeling simulator. The co-simulation capability built for SAInt and HELICS
demonstrates that future researchers could also build co-simulations that use SAInt’s gas network module with a different power system tool; doing so may help expand the usefulness of existing tools and datasets for studying integrated power and gas systems, as well as allow for integrating unique tools that capture different system dynamics that are of interest for a particular research application.

This study focuses on one type of coupling between gas and power networks: the gas-fired power plant. Although this is one of the most critical coupling points between the two, it is not the only one; others include compressor stations, electrolyzers, underground gas storage, and LNG facilities. Future research should expand the co-simulation tool framework developed here to account for these other coupling points, and thus better capture the interactions between the two systems.

Having developed this co-simulation framework, a logical next step is to apply it to study relevant research questions related to how these systems interact. Of particular interest is studying times of grid or gas network stress, such as during extreme winter weather events, or to explore how gas network operations change with larger levels of renewable energy. A current challenge to this is obtaining the data needed to model both systems, particularly realistic gas pipeline network topology and operational information. Studies using data representative of real systems can likely provide deeper insight into how these systems interact, which can better inform policy and decision making in both sectors.
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