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Abstract. This work is concerned with the efficient optimization method for solving a large class of optimal mass transport problems. An inexact primal-dual algorithm is presented from the time discretization of a proper dynamical system, and by using the tool of Lyapunov function, the global (super-)linear convergence rate is established for function residual and feasibility violation. The proposed algorithm contains an inner problem that possesses strong semismoothness property and motivates the use of the semismooth Newton iteration. By exploring the hidden structure of the problem itself, the linear system arising from the Newton iteration is transferred equivalently into a graph Laplacian system, for which a robust algebraic multigrid method is proposed and also analyzed via the famous Xu–Zikatanov identity. Finally, numerical experiments are provided to validate the efficiency of our method.
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1. Introduction. The optimal mass transport proposed by Monge, can be dated back to as early as the 1780s. Later, Kantorovich [46] introduced a convex relaxation of Monge’s original formulation and applied it to economics. Since then, this topic attracted more attentions and it also played an increasing role in imaging processing [42, 67, 77], machine learning [3, 29, 45] and statistics [71, 80]. We refer the readers to [82, 83] for comprehensive theoretical investigations.

In the discrete setting, Kantorovich’s relaxation (cf. (2.1)), which is also known as the Monge–Kantorovich problem [15], seeks an optimal transfer plan (an \(n\)-by-\(n\) nonnegative matrix) that minimizes the total transport cost between two given mass distributions in the \(n\)-dimensional probability simplex. Except for this classical formulation, nowadays, there are some extensions, such as partial optimal mass transport \([19]\) and capacity-constrained transport problem \([48]\). All these transport-like programings share the common feature of marginal constraint and can be formulated as standard but large scale linear programings (LP); see section 2 for more details. Besides, entropy regularization, i.e., the logarithmic barrier function, has been used to relax the nonnegative restriction and provides an approximate optimization problem that possesses some nice properties including strong convexity of the primal form (which corresponds to the smoothness of the dual problem) and closed projection onto the marginal constraint.

Let us first review some existing methods based on entropy regularization. The well-known Sinkhorn algorithm \([30, 79]\) and its greedy adaptation, called Greenhorn \([2]\), are fixed-point type iterations. Sinkhorn’s algorithm was proved to converge linearly (cf. \([69, Theorem 35]\) but the rate is exponentially degenerate with respect to the regularization parameter, and the theoretical complexity bound \(O(n^2/\epsilon^2)\) can be found in \([32, 60]\). Here, we mention that the iterative Bregman projection \([8]\) with Kullback–Leibler divergence is equivalent to Sinkhorn’s algorithm. By virtue of the smoothness of the dual problem, accelerated mirror descent methods have been proposed in \([32, 60]\), and the provable complexity is \(O(n^{2.5}\sqrt{\ln n}/\epsilon)\). For more methods using the entropy regularization, we refer to \([25, 38, 40]\), and one can also consult \([7, 69, 73]\) on quite complete surveys about numerical methods.

It is worth noticing that, the solution to the entropy regularized problem exists uniquely, and as the regularization parameter vanishes, it converges (exponentially) to an optimal transport plan with maximal entropy among all the optimal plans; see \([28]\) and \([73, Proposition 4.1]\). However, practically, one cannot choose arbitrarily small parameters due to the round-
off issue and instability effect. That being said, the log-domain technique [26] enhances the stability, and both vectorization and parallelization can be applied to Sinkhorn’s algorithm. 

The complexity of matrix-vector multiplication in each iteration of the Sinkhorn algorithm is $O(n^2)$ for general cases. If the transport cost function enjoys a separable structure with $d$ blocks, then efficient implementation achieves the reduced cost $O(n^{1+1/d})$; see [73, Section 4.3]. More recently, for translation invariance cost functions (for instance, the Euclidean distance) that imply the cyclic property, Liao et al. [57] proposed an optimal $O(n)$ algorithm. Hence, to provide an approximate optimal transport plan with moderate regularization parameter, entropy-based methods are efficient, especially for some cost functions with nice properties. This makes them very popular in real applications, especially for computing Wasserstein distances between histograms.

On the other hand, augmented Lagrangian method (ALM) and alternating direction method of multipliers (ADMM) can be applied to transport-like problems as well. By the celebrated stability result of linear inequality system [68, 76], we have global linear convergence for ADMM [33]. For general convex objectives, the provable nonergodic rate of many accelerated variants of (linearized) ALM and ADMM is $O(1/k)$; see [54, 63, 64, 91]. The method [91, Algorithm 1] possesses a faster sublinear rate $O(1/k^2)$ but involves a large scale quadratic programming (of dimension $n^2$) of the primal variable.

There are also classical LP solvers such as the interior-point method [50, 72] and semismooth Newton-based algorithms [4, 13, 55, 61]. These methods have to solve a symmetric positive definite (SPD) system per (inner) iteration, and prevailing linear solvers are (sparse) Cholesky decomposition and preconditioned conjugate gradient (PCG). However, the corresponding SPD system might be nearly singular and ill-conditioned as the problem size increases, and thus the number of iterations grows dramatically. Therefore, efficient and robust linear solvers play important roles in these algorithms. We also refer the readers to [1, 9, 73] for some combinatorial methods.

### 1.1. Main results.

In this work, we propose an efficient inexact primal-dual method for the generalized transportation problem (cf. (2.5)), which includes a large class of transport-like programmings, such as optimal mass transport, partial optimal transport, and capacity-constrained transport problem. Our algorithm is based on proper time discretization of the accelerated primal-dual dynamical system [63] and adopts the semismooth Newton (SsN) iteration as the inner solver.

In the setting of inexact computations, we prove the contraction estimate 

$$
E_{k+1} - E_k \leq -\alpha_k E_{k+1},
$$

where $\alpha_k > 0$ is the step size and $E_k$ denotes the discrete Lyapunov function (cf. (3.9)). Besides, we establish the global convergence rate of the objective residual and the feasibility violation (see Theorem 3.2):

$$
|h(x_k) - h(x^*)| + \|Gx_k + I_Y y_k + I_Z z_k - b\| \leq C \prod_{i=0}^{k-1} \frac{1}{1 + \alpha_i}.
$$

This implies linear rate as long as $\alpha_k \geq \alpha > 0$ and superlinear convergence follows if $\alpha_k \to +\infty$. See Remarks 3.3 and 3.4 for detailed discussions.

The inner problem (cf. (3.6)) is a nonlinear equation with strongly semismooth property. This motivates us to adopt the SsN iteration, which requires solving an $N$-by-$N$ linear SPD system

(1.1) 

$$
T\xi = (\epsilon I + T\Lambda T^\top) \xi = z,
$$
where $\Lambda$ is diagonal and $\epsilon > 0$ is a small number. Utilizing the hidden structure of $T$, we transfer it equivalently into $A = \epsilon D + A_0$, where $D$ is diagonal and $A_0$ is the Laplacian matrix of a bipartite graph, and then develop a robust algebraic multigrid (AMG) algorithm. Invoking the well-known Xu–Zikatanov identity [89], we prove the convergence rate of the two-level case (see Theorem 6.1):

$$
\|\xi_{i+1} - \xi^*\|_A = \left(1 - \frac{1}{c_1}\right) \|\xi_i - \xi^*\|_A, \quad c_1 \leq C + \frac{1}{1 - \|I - R_c A_c\|_{A_c}},
$$

where $R_c$ and $A_c$ are respectively the coarse level solver and coarse level matrix, and $C \geq 1$ is independent of the number $\epsilon$ and the problem size $N$.

1.2. Outline. The rest of this paper is organized as follows. In section 2, we give the problem setting and introduce the generalized transportation problem. After that, in section 3, we present our inexact SsN-based primal-dual method and prove the global convergence rate via a discrete Lyapunov function. Then, in section 4, we focus on the linear SPD system arising from the SsN iteration and transfer it into an equivalent graph Laplacian system, for which a robust and efficient AMG algorithm is proposed and analyzed in sections 5 and 6, respectively. We provide several numerical tests in section 7 to show the robustness of the AMG algorithm and the performance of our overall SsN-AMG-based inexact primal-dual method. Finally, we conclude our work in section 8.

2. Problem Setting. In this part, we list several typical transport-like programings arising from either mathematical extensions or practical applications. Those problems share the common feature of marginal constraint and will be treated in a unified way.

2.1. Transport-like problems.

2.1.1. Optimal transport. In the setting of optimal mass transportation [15, 46], we are given a cost matrix $C \in \mathbb{R}^n_{+}^{m\times n}$ and two vectors $\mu \in \mathbb{R}^n_{+}$, $\nu \in \mathbb{R}^m_{+}$ satisfying the mass conservation condition: $1_m^\top \mu = 1_n^\top \nu$, and aim to solve the minimization problem

$$
\min_{X \in \mathcal{B} (\mu, \nu)} \langle C, X \rangle := \sum_{i=1}^{m} \sum_{j=1}^{n} C_{ij} X_{ij},
$$

(2.1)

where $\mathcal{B} (\mu, \nu) := \{X \in \mathbb{R}^{m\times n}_{+} : X^\top 1_m = \mu, X 1_n = \nu\}$ denotes the transportation polytope, with $1_n (1_m) \in \mathbb{R}^n (\mathbb{R}^m)$ being the vector of all ones. According to [17, Chapter 8], $\mathcal{B} (\mu, \nu)$ is nonempty, convex and bounded. It follows immediately from [10, Corollary 2.3] that (2.1) admits at least one solution, which is called an optimal transport plan.

When $m = n$ and $\mu = \nu = 1_n$, the transportation polytope coincides with the Birkhoff polytope $\mathcal{B}_n := \{X \in \mathbb{R}^{n\times n}_{+} : X^\top 1_n = 1_n, X 1_n = 1_n\}$, which consists of all $n$-by-$n$ doubly stochastic matrices. The celebrated Birkhoff–Von-Neumann theorem (cf. [69, Theorem 17]) states that $\mathcal{B}_n$ is the convex hull of all permutation matrices. Therefore, it has frequently been used to relax some combinatorial or nonconvex problems [37]. In particular, the optimal transport (2.1) is exactly the convex relaxation of the linear assignment problem [18].

2.1.2. Birkhoff projection. Given any $\Phi \in \mathbb{R}^{n\times n}_{+}$, the Birkhoff projection in terms of the Frobenius norm $\|\cdot\|_F$ considered in [47, 56] reads as

$$
\min_{X \in \mathcal{B}_n} \frac{1}{2} \|X - \Phi\|_F^2,
$$

(2.2)

which actually seeks the nearest doubly matrix of $\Phi$ and usually arises from the relaxations of some nonconvex programings [37, 43, 58]. Besides, in the setting of numerical simulation
for circuit networks [5], we have to fix some components:

$$X_{ij} = \Phi_{ij}, \quad \forall i \in \mathcal{I}, \ j \in \mathcal{J},$$

where $\mathcal{I}, \mathcal{J} \subset \{1, 2, \cdots, n\}$ are two given index sets, and this leads to the problem of finding the best approximation in the Birkhoff polytope $\mathcal{B}_n$ with prescribed entry constraint [4, 39].

### 2.1.3. Partial optimal transport.
In standard optimal transport (2.1), the marginal distributions $\mu$ and $\nu$ are required to have the same mass. Mathematically, this is quite restrictive and practically, the unbalanced case $1_n^T \mu \neq 1_n^T \nu$ stems from the positive-unlabeled learning [20] and the representation of dynamic meshes for controlling the volume of objects with free boundaries [66].

This leads to a problem called partial optimal transport [8, 26]. More precisely, we aim to transport only a given fraction of mass $a \in (0, a_{\text{max}}]$ where $a_{\text{max}} := \min\{1_n^T \mu, 1_n^T \nu\}$, and minimize the total cost

$$\min_{X \in \mathbb{R}^{m \times n}} \langle C, X \rangle \quad \text{s.t.} \quad X^T 1_m \leq \mu, \quad X 1_n \leq \nu, \quad 1_n^T X 1_n = a. \tag{2.4}$$

when $a = \mu^T 1_n = \nu^T 1_m$, this amounts to optimal transport (2.1). Well-posedness of (2.4) (in the continuous setting) was established in [19] and extended by Figalli [36].

### 2.2. Generalized transportation problem.
Clearly, the transport plan $X$ belongs to a box region $\mathcal{K} := \{X \in \mathbb{R}^{m \times n} : \Theta \leq X \leq \Gamma\}$, where $\Theta, \Gamma \in \mathbb{R}^{m \times n}$ with $0 \leq \Theta_{ij} < \infty$ and $\Theta_{ij} \leq \Gamma_{ij} \leq \infty$. Introduce two slack variables $y \in \mathbb{R}^n$ and $z \in \mathbb{R}^m$, together with their feasible regions $\mathcal{Y} = \mathbb{R}^n_+$ (or $\{0\}$) and $\mathcal{Z} = \mathbb{R}^m_+$ (or $\{0\}$). This allows us to include the unbalanced case $1_n^T \mu \neq 1_n^T \nu$. We also impose the total mass constraint $\pi(X) = a$, where $a \in (0, \min\{1_n^T \mu, 1_m^T \nu\})$ and $\pi : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ is a linear operator.

Then the generalized transportation problem reads as follows

$$\min_{(X,y,z) \in \Omega} H(X) \quad \text{s.t.} \quad X^T 1_m = y, \quad X 1_n = z, \quad \pi(X) = a, \tag{2.5}$$

where $\Omega := \mathcal{K} \times \mathcal{Y} \times \mathcal{Z}$ and $H(X) := \sigma/2 \|X - \Phi\|_F^2 + \langle C, X \rangle$ with $\sigma \geq 0$ and $\Phi \in \mathbb{R}^{m \times n}$. This generic formulation contains all problems mentioned previously in subsection 2.1, and also includes other transport-like problems such as capacity constrained optimal transport [48] and the machine learning problem [35]. Throughout this paper, assume (2.5) exists at least one solution $(X^*, y^*, z^*) \in \Omega^*$, where $\Omega^*$ is the set of all global minimizers.

As usual, denote by vec($x$) the vector expanded by the matrix $x$ by column. Let $h(x) := \sigma/2 \|x - \phi\|^2 + c^T x$ with $c = \text{vec}(C)$ and $\phi = \text{vec}(\Phi)$, and introduce $\mathcal{X} := \{x \in \mathbb{R}^{mn} : \theta_i \leq x_i \leq \gamma_i, 1 \leq i \leq mn\}$ with $\theta = \text{vec}(\Theta)$ and $\gamma = \text{vec}(\Gamma)$. Suppose the linear operator $\pi$ admits a matrix representation $\Pi \in \mathbb{R}^{r \times mn}$ such that $\pi(X) = \Pi \text{vec}(X)$ for all $X \in \mathbb{R}^{m \times n}$. Then, we rearrange (2.5) as a standard affine constrained optimization problem:

$$\min_{(x,y,z) \in \Sigma} h(x) \quad \text{s.t.} \quad Gx + I_Y y + I_Z z = b, \tag{2.6}$$

where $\Sigma := \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ and

$$G := \begin{pmatrix} T \\ \Pi \end{pmatrix}, \quad T := \begin{pmatrix} I_n \otimes 1_m^T \\ 1_n \otimes I_m \end{pmatrix}, \quad I_Y := \begin{pmatrix} I_n \\ O \end{pmatrix}, \quad I_Z := \begin{pmatrix} O \\ I_m \end{pmatrix}, \quad b := \begin{pmatrix} \mu \\ \nu \end{pmatrix}. \tag{2.7}$$

Clearly, $(X^*, y^*, z^*) \in \Omega^*$ if and only if $(x^*, y^*, z^*) \in \Sigma^*$ and $x^* = \text{vec}(X^*)$, where $\Sigma^*$ denotes the set of all minimizers of problem (2.6).
At the end of this section, let us make some conventions. The angle bracket $\langle \cdot, \cdot \rangle$ stands for the usual Euclidean inner product of two vectors. For any SPD matrix $A$, define the $A$-inner product $\langle \cdot, \cdot \rangle_A := \langle A \cdot, \cdot \rangle$ and the induced $A$-norm $\| \cdot \|_A = \sqrt{\langle \cdot, \cdot \rangle_A}$. When no confusion arises, the $A$-norm of a matrix $B$ is denoted by $\|B\|_A := \sup_{x \neq 0} \|Bx\|_A / \|x\|_A$. The proximal mapping $\text{prox}_{\eta g} : \mathbb{R}^n \to \mathbb{R}^n$ of a properly closed convex function $g$ with $\eta > 0$ is
\[
\text{prox}_{\eta g}(x) := \arg\min_{y \in \mathbb{R}^n} \left\{ g(y) + \frac{1}{2\eta} \|y - x\|^2 \right\} \quad \forall x \in \mathbb{R}^n.
\]
Let $\delta_{\mathcal{O}}(\cdot)$ be the indicator function of a nonempty closed convex subset $\mathcal{O} \subset \mathbb{R}^n$ and define the normal cone at $x$ as follows
\[
\mathcal{N}_\mathcal{O}(x) := \{ z \in \mathbb{R}^n : \langle z, x - y \rangle \geq 0 \quad \forall y \in \mathcal{O} \}.
\]
For simplicity, we also write $\text{proj}_\mathcal{O} = \text{prox}_{\eta \delta_{\mathcal{O}}}$ for all $\eta > 0$.

3. An Inexact SsN-based Primal-Dual Method. For any $\lambda \in \mathbb{R}^{m+n+r}$ and $u = (x, y, z) \in \mathbb{R}^{mn} \times \mathbb{R}^n \times \mathbb{R}^m$, define the Lagrangian function for (2.6):
\[
(3.1) \quad \mathcal{L}(u, \lambda) := h(x) + \delta_{\mathcal{O}}(u) + \langle \lambda, H u - b \rangle,
\]
where $H = (G, I_Y, I_Z)$. Notice that $\mathcal{L}(\cdot, \lambda)$ is convex and we set $\partial_u \mathcal{L}(u, \lambda) := \nabla h(u) + \mathcal{N}_\Sigma(u) + H^\top \lambda$, where $\nabla h(u) = \sigma(x, 0_n, 0_m) - \tilde{c}$ with $\tilde{c} = (\sigma \phi - c, 0_n, 0_m)$.

3.1. An inexact primal-dual algorithm. Let us start from the accelerated primal-dual flow dynamics proposed in [63]:
\[
(3.2) \quad \begin{cases}
\beta' = \nabla_\lambda \mathcal{L}(v, \lambda), \\
u' = v - u, \\
\beta v' \in - \partial_u \mathcal{L}(u, \lambda),
\end{cases}
\]
where $\beta(t) = e^{-t}$ is a built-in time rescaling factor. For the smooth case, i.e., $\Sigma$ is the entire space, we have exponential decay property (cf. [63, Lemma 2.1])
\[
\mathcal{L}(u(t), \lambda^*) - \mathcal{L}(u_*, \lambda(t)) + |h(x(t)) - h(x^*)| + \|H u(t) - b\| \leq C e^{-t}.
\]
In this work, we leave the well-posedness and exponential decay of the differential inclusion (3.2) alone but focus on its implicit Euler discretization.

More precisely, given the current iteration $(u_k, v_k, \lambda_k)$, compute $(u_{k+1}, v_{k+1}, \lambda_{k+1})$ by that
\[
(3.3a) \quad \begin{cases}
\beta_k \lambda_{k+1} - \lambda_k = \nabla_\lambda \mathcal{L}(v_{k+1}, \lambda_{k+1}), \\
u_{k+1} - u_k = \alpha_k v_{k+1} - u_{k+1}, \\
\beta_k v_{k+1} - v_k = \alpha_k v_{k+1}, \\
\end{cases}
\]
where $\alpha_k > 0$ denotes the step size and the parameter sequence $\{\beta_k\}_{k \in \mathbb{N}}$ is updated by
\[
(3.4) \quad \beta_{k+1} - \beta_k = -\alpha_k \beta_{k+1}, \quad \beta_0 = 1.
\]
By (3.3b), we replace $v_{k+1}$ by $u_{k+1}$ and then put it into (3.3a) and (3.3c) to obtain
\[
(3.5a) \quad \begin{cases}
\beta_{k+1} \lambda_{k+1} = H u_{k+1} + \tilde{\lambda}_k, \\
D_k u_{k+1} \in w_k - H^\top \lambda_{k+1} - \mathcal{N}_\Sigma(u_{k+1}),
\end{cases}
\]
where \( D_k = \text{diag}(\eta_k I_{mn}, \tau_k I_n, \tau_k I_m) \) and

\[
\begin{aligned}
\begin{cases}
w_k = \tilde{c} + \beta_k (u_k + \alpha_k v_k) / \alpha_k^2, \\
\eta_k = \sigma + \tau_k, \tau_k = \beta_k (1 + \alpha_k) / \alpha_k^2, \\
\lambda_k = \beta_k + 1 \left[ \lambda_k - \beta_k^{-1} (H u_k - b) \right].
\end{cases}
\end{aligned}
\]

From (3.5b) we have \( u_{k+1} = \text{proj}_\Sigma \left( D_k^{-1} (w_k - H^T \lambda_{k+1}) \right) \). Plugging this into (3.5a) gives a nonlinear equation

\[
F_k(\lambda_{k+1}) = 0,
\]

where the mapping \( F_k : \mathbb{R}^{m+n+r} \to \mathbb{R}^{m+n+r} \) is defined by

\[
F_k(\lambda) := \beta_k + 1 \lambda - H \text{proj}_\Sigma \left( D_k^{-1} (w_k - H^T \lambda) \right) - \tilde{\lambda}_k \quad \forall \lambda \in \mathbb{R}^{m+n+r}.
\]

It is well-known that \( \text{proj}_\Sigma \) is monotone and 1-Lipschitz continuous (cf. [6, Proposition 12.27]). In subsection 3.3, we will see that (3.6) is nothing but the Euler–Lagrange equation for minimizing a smooth and strongly convex objective (see (3.21)). Therefore it admits a unique solution which is denoted by \( \lambda_{k+1}^\# \) (instead of \( \lambda_{k+1} \)), and we obtain

\[
u_{k+1}^\# = \text{proj}_\Sigma \left( D_k^{-1} (w_k - H^T \lambda_{k+1}^\#) \right), \quad v_{k+1}^\# = u_{k+1}^\# + \frac{u_{k+1}^\# - u_k}{\alpha_k}.
\]

This means \( (u_{k+1}^\#, v_{k+1}^\#, \lambda_{k+1}^\#) \) is the exact solution to the implicit scheme (3.3) at the \( k \)-th step.

In practical computation, however, the inner problem (3.6) is often solved approximately. Below, an inexact version of (3.3) is summarized in Algorithm 3.1. Then in subsections 3.2 and 3.3, we will present the convergence analysis and apply the semi-smooth Newton iteration (Algorithm 3.2) to solve the nonlinear equation (3.6).

**Algorithm 3.1 Inexact Primal Dual Method for (2.6)**

**Input:** \( \beta_0 = 1, \, \nu_0 \in \mathbb{R}^{mn} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \) and \( \lambda_0 \in \mathbb{R}^{m+n+r} \).

1. for \( k = 0, 1, \ldots \) do
2. Choose the step size \( \alpha_k > 0 \) and the tolerance \( \epsilon_k > 0 \).
3. Set \( \tau_k = \beta_k (1 + \alpha_k) / \alpha_k^2 \) and \( \eta_k = \sigma + \tau_k \).
4. Set \( D_k = \text{diag}(\eta_k I_{mn}, \tau_k I_n, \tau_k I_m) \) and \( w_k = \tilde{c} + \beta_k (u_k + \alpha_k v_k) / \alpha_k^2 \).
5. Update \( \beta_{k+1} = \beta_k / (1 + \alpha_k) \) and set \( \tilde{\lambda}_k = \beta_{k+1} \left[ \lambda_k - \beta_k^{-1} (H u_k - b) \right] - b \).
6. Apply Algorithm 3.2 to (3.6) to obtain \( \lambda_{k+1} \) such that \( ||\lambda_{k+1} - \lambda_{k+1}^\#|| \leq \epsilon_k \).
7. Update \( u_{k+1} = \text{proj}_\Sigma \left( D_k^{-1} (w_k - H^T \lambda_{k+1}) \right) \).
8. Update \( v_{k+1} = u_{k+1} + (u_{k+1} - u_k) / \alpha_k \).
9. end for

According to Theorem 3.2, the convergence rate is related to the step size \( \alpha_k \) and we provide detailed discussions in Remarks 3.3 and 3.4. In addition, the stop criterion in step 6 of Algorithm 3.1 is convenient for the upcoming convergence rate proof but not practical as it requires the true solution \( \lambda_{k+1}^\# \). In numerical experiments, we focus on the quantity \( ||F_k(\lambda_{k+1})|| \), which provides a computable posterior indicator.
3.2. Rate of convergence. Let \( \{ (\beta_{k+1}, u_{k+1}, v_{k+1}, \lambda_{k+1}) \}_{k \in \mathbb{N}} \) be generated by Algorithm 3.1 with \( \{ \alpha_k \}_{k \in \mathbb{N}} \) and \( \{ \epsilon_k \}_{k \in \mathbb{N}} \). It is clear that \( \{ u_k \}_{k \in \mathbb{N}} \subset \Sigma \). Following [63, 64, 65], introduce a discrete Lyapunov function

\[
E_k(\beta_k, u_k, v_k, \lambda_k) := \mathcal{L}(u_k, \lambda^*) - \mathcal{L}(u^*, \lambda_k) + \frac{\beta_k}{2} \left( \| v_k - u^* \|^2 + \| \lambda_k - \lambda^* \|^2 \right),
\]

and for simplicity, we write \( E_k = E(\beta_k, u_k, v_k, \lambda_k) \).

Let \( k \in \mathbb{N}, (\beta_k, u_k, \lambda_k) \) and \( (\alpha_k, \epsilon_k) \) be given. By [63, Theorem 3.1], we have the one-step estimate

\[
E_{k+1} - E_k \leq -\alpha_k E_k - E_{k+1},
\]

which leads to the following one-iteration estimate.

**Lemma 3.1.** Let \( (\beta_{k+1}, u_{k+1}, v_{k+1}, \lambda_{k+1}) \) be the output of the \( k \)-th iteration of Algorithm 3.1 with \( (\beta_k, u_k, \lambda_k) \) and \( (\alpha_k, \epsilon_k) \). Then we have

\[
E_{k+1} - E_k \leq \frac{\epsilon_k \beta_k^{-1} \alpha_k^2}{1 + \alpha_k} \| H \| \left( \sigma \| x^* \| + \| H^T \lambda^* - c^* \| \right)
\]

and

\[
E_{k+1} - E_k \leq \frac{\epsilon_k \beta_k^{-1} \alpha_k^2}{1 + \alpha_k} \| H \| \left( \sigma \| x^* \| + \| H^T \lambda^* - c^* \| \right).
\]

**Proof.** Thanks to (3.11), it is sufficient to focus on the difference

\[
E_{k+1} - E_k = \mathcal{L}(u_{k+1}, \lambda^*) - \mathcal{L}(u_k, \lambda^*) + \frac{\beta_k}{2} \left( \| v_k - u^* \|^2 - \| u_{k+1} - u^* \|^2 \right)
\]

Since \( \text{proj}_\Sigma \) is 1-Lipschitz continuous and

\[
\begin{align*}
&u_{k+1} = \text{proj}_\Sigma \left( D_k^{-1}(w_k - H^T \lambda_{k+1}) \right), \\
u_{k+1}^# = \text{proj}_\Sigma \left( D_k^{-1}(w_k - H^T \lambda_{k+1}) \right),
\end{align*}
\]

it follows from the fact \( \| D_k^{-1} \| \leq 1/\tau_k \) that

\[
\| u_{k+1} - u_{k+1}^# \| \leq \frac{1}{\tau_k} \| H^T (\lambda_{k+1} - \lambda_{k+1}^#) \| \leq \frac{\epsilon_k \beta_k^{-1} \alpha_k^2}{1 + \alpha_k} \| H \|.
\]

By (3.8), we have \( v_{k+1}^# = u_{k+1}^# + (u_{k+1} - u_{k+1})/\alpha_k \), which together with the update for \( v_{k+1} \) in Algorithm 3.1 yields the identity \( v_{k+1} - v_{k+1}^# = (1 + 1/\alpha_k)(u_{k+1} - u_{k+1}^#) \). Hence it holds that

\[
\| v_{k+1} - v_{k+1}^# \| \leq \frac{\alpha_k + 1}{\alpha_k} \| u_{k+1} - u_{k+1}^# \| \leq \epsilon_k \beta_k^{-1} \alpha_k \| H \|,
\]

which gives

\[
\| v_{k+1} - u^* \|^2 - \| v_{k+1}^# - u^* \|^2 = 2 \langle v_{k+1} - u^*, v_{k+1} - v_{k+1}^# \rangle - \| v_{k+1} - v_{k+1}^# \|^2 \leq 2 \epsilon_k \beta_k^{-1} \alpha_k \| H \| \| u_{k+1} - u^* \|.
\]
Similarly, we have
\[
\|\lambda_{k+1} - \lambda^*\|^2 - \|\lambda_k^* - \lambda^*\|^2 \leq 2\varepsilon_k \|\lambda_{k+1} - \lambda^*\|.
\]
Plugging the above two estimates into (3.13) implies
(3.15)
\[
\mathcal{E}_{k+1} - \mathcal{E}^k_{k+1} \leq \mathcal{L}(u_{k+1}, \lambda^*) - \mathcal{L}(u_k^*, \lambda^*) + \varepsilon_k \alpha_k \|H\| \|u_{k+1} - u^*\| + \varepsilon_k \beta_k \|\lambda_{k+1} - \lambda^*\|,
\]
where we used the relation \(\beta_{k+1} \leq \beta_k\).

To the end, let us estimate the first difference term in (3.15) as follows. It is clear that
\[
h(x_{k+1}) - h(x_k^*) = \sigma \langle x_{k+1} - x_k^*, x_{k+1} - (\bar{c}, u_{k+1} - u_k^*) \rangle - \frac{\sigma}{2} \|x_{k+1} - x_k^*\|^2.
\]
Invoking (3.14) and the fact \(u_k^* \in \Sigma\), we find
\[
\mathcal{L}(u_{k+1}, \lambda^*) - \mathcal{L}(u_k^*, \lambda^*) = h(x_{k+1}) - h(x_k^*) + (H^\top \lambda^*, u_{k+1} - u_k^*)
\leq (\sigma \|x_{k+1}\| + \|H^\top \lambda^* - \bar{c}\|) \|u_{k+1} - u_k^*\|
\leq \varepsilon_k \beta_k^{-1} \alpha_k^2 \|H\| (\sigma \|x_{k+1}\| + \|H^\top \lambda^* - \bar{c}\|).
\]
Combining this with (3.15) and the triangle inequality \(\|x_{k+1}\| \leq \|x^*\| + \|x_{k+1} - x^*\|\), we obtain (3.12) and complete the proof of this lemma. \(\square\)

From (3.4) we obtain \(\beta_k = \prod_{i=0}^{k-1} \frac{1}{1 + \alpha_i}\). To derive the concrete convergence rate of Algorithm 3.1, let us introduce
\[
\tilde{\varepsilon}_k := \sum_{i=0}^{k-1} \varepsilon_i \alpha_i^2 \beta_i^{-2}, \quad \bar{\varepsilon}_k := \sum_{i=0}^{k-1} \varepsilon_i \beta_i^{-3/2} (\alpha_i^2 + \alpha_i \sqrt{\beta_i} + \beta_i^{3/2}), \quad k \geq 1,
\]
and for \(k = 0\), set \(\tilde{\varepsilon}_0 = \bar{\varepsilon}_0 = 0\).

**THEOREM 3.2.** Let \(\{u_k\}_{k \in \mathbb{N}} = \{(x_k, y_k, z_k)\}_{k \in \mathbb{N}} \subset \Sigma\) and \(\{\lambda_k\}_{k \in \mathbb{N}}\) be generated by Algorithm 3.1 with arbitrary step size sequence \(\{\varepsilon_k\}_{k \in \mathbb{N}}\) and tolerance sequence \(\{\varepsilon_k\}_{k \in \mathbb{N}}\). Then for all \(k \in \mathbb{N}\), there holds that
(3.16)
\[
\mathcal{L}(u_k, \lambda^*) - \mathcal{L}(u^*, \lambda_k) + \|Hu_k - b\| + |h(x_k) - h(x^*)| \leq \left( C_1(\sqrt{\tilde{\varepsilon}_k}) + C_2(\bar{\varepsilon}_k) \right) \times \prod_{i=0}^{k-1} \frac{1}{1 + \alpha_i},
\]
where both \(C_1(\cdot)\) and \(C_2(\cdot)\) are quadratic functions.

**Proof.** Based on (3.12) and the proof of [62, Lemma 3.3], we are ready to establish
(3.17)
\[
\mathcal{L}(u_k, \lambda^*) - \mathcal{L}(u^*, \lambda_k) \leq \mathcal{E}_k \leq \beta_k \left( \sqrt{\varepsilon_0 + Z\tilde{\varepsilon}_k + \sqrt{2}Q\bar{\varepsilon}_k} \right)^2,
\]
where \(Z := \|H\| (\sigma \|x^*\| + \|H^\top \lambda^* - \bar{c}\|)\) and \(Q := 1 + (1 + \sqrt{\sigma}) \|H\|\). Since \(u_k \in \Sigma\), we have
\[
0 \leq h(x_k) - h(x^*) + (\lambda^*, Hu_k - b) = \mathcal{L}(u_k, \lambda^*) - \mathcal{L}(u^*, \lambda_k) \leq \mathcal{E}_k \leq \beta_k R_k^2,
\]
where \(R_k := \sqrt{\varepsilon_0 + Z\tilde{\varepsilon}_k + \sqrt{2}Q\bar{\varepsilon}_k}\), and it follows immediately that
(3.18)
\[
|h(x_k) - h(x^*)| \leq \beta_k R_k^2 + \|\lambda^*\| \|Hu_k - b\|,
\]
Below, we aim to prove

\[(3.19) \quad \|H u_k - b\| \leq \beta_k \left( \|H u_0 - b\| + \|\lambda_0 + \lambda^*\| + \sqrt{2} R_k + \|H\|^2 \varepsilon_k + \tilde{\varepsilon}_k \right),\]

which together with (3.17) and (3.18) proves (3.16). Note that \((u_{k+1}^#, v_{k+1}^#, \lambda_{k+1}^#)\) is the exact solution to the implicit Euler discretization (3.3) at the \(k\)-th iteration and by (3.3a) we have

\[\lambda_{k+1}^# - \lambda_k = \alpha_k / \beta_k (H v_{k+1}^# - b) = \beta_{k+1} (H u_{k+1}^# - b) - \beta_k^- (H u_k - b).\]

Therefore, a rearrangement gives

\[\lambda_{k+1} - \lambda_k = E_k + \beta_{k+1}^- (H u_{k+1} - b) - \beta_k^- (H u_k - b),\]

where \(E_k := \lambda_{k+1} - \lambda_{k+1}^# + \beta_{k+1}^- H (u_{k+1}^# - u_{k+1}).\) This also leads to

\[\lambda_k - \lambda_0 = \beta_k^- (H u_k - b) - (H u_0 - b) + \sum_{i=0}^{k-1} E_i,\]

and we get

\[\|H u_k - b\| \leq \beta_k \left( \|H u_0 - b\| + \|\lambda_k - \lambda_0\| + \sum_{i=0}^{k-1} \|E_i\| \right).\]

Invoking (3.14) implies

\[\|E_k\| \leq \|\lambda_{k+1} - \lambda_{k+1}^#\| + \beta_{k+1}^- \|H\| \|u_{k+1}^# - u_{k+1}\| \leq \epsilon_k \left( 1 + \alpha_k^2 \beta_k^- \|H\|^2 \right),\]

and using the estimate (3.17) promises that \(\|\lambda_k - \lambda^*\| \leq \sqrt{2} R_k.\) Consequently, we obtain (3.19) and finish the proof of this theorem.

According to (3.16), the final rate is obtained as long as the step size \(\alpha_k\) and the error \(\epsilon_k\) are specified. Two examples are given in order.

**Remark 3.3.** Consider non-vanishing step size \(\alpha_k \geq \tilde{\alpha} > 0.\) If \(\epsilon_k = O(\beta_k^{3/2} / (k+1)^p)\) with \(p > 1,\) then \(\varepsilon_k < \infty\) and \(\sqrt{\beta_k} \varepsilon_k < \infty.\) By (3.16) and the fact that both \(C_1(\cdot)\) and \(C_2(\cdot)\) are quadratic functions, we obtain the final rate

\[\beta_k \left( C_1(\sqrt{\varepsilon_k}) + C_2(\varepsilon_k) \right) \leq C_3(\alpha_k^{\text{max}}) \sqrt{\beta_k},\]

where \(\alpha_k^{\text{max}} = \max_{0 \leq i \leq k-1} \{\alpha_i\}\) and \(C_3(\cdot)\) is a quartic function. Therefore, we have at least linear rate since \(\beta_k \leq (1 + \tilde{\alpha})^{-k},\) and superlinear convergence follows provided that \(\alpha_k \to \infty.\)

**Remark 3.4.** We then consider vanishing step size \(\alpha_k \to 0.\) In particular, assume \(\alpha_k^2 = (k+1)^p \beta_k^2 \beta_k^{\text{max}^-2}\) with \(p > 0,\) then an elementary calculation yields that \(\beta_k = O(1 / (k+1)^{2+p})\) and \(\alpha_k = O(1 / (k+1)).\) Hence, if \(\epsilon_k = O(1 / (k+1)^q)\) with \(q > 3 + 2p,\) then \(\varepsilon_k + \tilde{\varepsilon}_k < \infty\) and we have the sublinear rate

\[\beta_k \left( C_1(\sqrt{\varepsilon_k}) + C_2(\varepsilon_k) \right) = O(1 / (k+1)^{2+p}),\] with any \(p > 0.\)
3. An SsN method for the subproblem (3.6). For \( \delta_\Sigma(u) = \delta_X(x) + \delta_Y(y) + \delta_Z(z) \), define its Moreau–Yosida approximation

\[
(3.20) \quad [\delta_\Sigma](u) := \min_{v \in \Sigma} \frac{1}{2} \|v - u\|^2_{D_k} \quad \forall u \in \mathbb{R}^{mn} \times \mathbb{R}^n \times \mathbb{R}^m,
\]

and introduce \( F_k : \mathbb{R}^{m+n+r} \to \mathbb{R} \) by that

\[
(3.21) \quad F_k(\lambda) := \frac{\beta_{k+1}}{2} \|\lambda\|^2 - \langle \lambda_k, \lambda \rangle + \frac{1}{2} \|w_k - H^T \lambda\|^2_{D_k^{-1}} - [\delta_\Sigma]\left(D_k^{-1}(w_k - H^T \lambda)\right).
\]

Note that \( F_k \) is strongly convex and continuous differentiable with \( \nabla F_k = F_k \), where \( F_k \) has been defined in (3.7). Indeed, according to [6, Proposition 12.29], \( [\delta_\Sigma](\cdot) \) is continuous differentiable and \( \nabla [\delta_\Sigma](u) = D_k(u - \text{proj}_\Sigma(u)) \). Moreover, by Moreau’s decomposition [6, Theorem 14.3 (ii)]

\[
u = \text{proj}_\Sigma(u) + D_k^{-1}\text{proj}_{D_k\delta_\Sigma}(D_ku),
\]

we also find that

\[
(3.22) \quad F_k(\lambda) = \frac{\beta_{k+1}}{2} \|\lambda\|^2 - \langle \lambda_k, \lambda \rangle + \delta_\Sigma^*(\text{proj}_{D_k\delta_\Sigma}(w_k - H^T \lambda))
\]

\[+ \frac{1}{2} \|\text{proj}_{D_k\delta_\Sigma}(D_k^{-1}(w_k - H^T \lambda))\|^2_{D_k},
\]

where \( \delta_\Sigma^* \) is the conjugate function of \( \delta_\Sigma \) and \( D_k\delta_\Sigma^* \) is understood as \( \eta_k \delta_X^* + \tau_k (\delta_Y^* + \delta_Z^*) \).

Let \( M = m + n \). As \( \Sigma = \{u \in \mathbb{R}^{mn+M} : \sigma_{1,i} \leq u_i \leq \sigma_{2,i}\} \) is a box region, \( \text{proj}_\Sigma \) is piecewise affine and strongly semismooth (cf. [34, Propositions 4.1.4 and 7.4.7]), and so is \( F_k \) (see [34, Proposition 7.4.4]). Denote by \( \partial\text{proj}_\Sigma(u) \) the Clarke subdifferential [27, Definition 2.6.1] of the proximal mapping \( \text{proj}_\Sigma \) at \( u \). Thanks to [59, Table 3], we have

\[
(3.23) \quad \partial\text{proj}_\Sigma(u) := \text{diag}\left(\chi_i : \chi_i \in \begin{cases} \{1\} & \text{if } \sigma_{1,i} < u_i < \sigma_{2,i} \\ [0, 1] & \text{if } u_i \in \{\sigma_{1,i}, \sigma_{2,i}\} \text{ and } \sigma_{1,i} \neq \sigma_{2,i} \\ \{0\} & \text{if } u_i \leq \sigma_{1,i} \text{ or } u_i \geq \sigma_{2,i} \end{cases} \right).
\]

For every \( \lambda \in \mathbb{R}^{M+r} \), let \( U_k(\lambda) \in \partial\text{proj}_\Sigma\left(D_k^{-1}(w_k - H^T \lambda)\right) \) and define an SPD matrix

\[
(3.24) \quad J_k(\lambda) := \beta_{k+1}I + HD_k^{-1}U_k(\lambda)H^T.
\]

Then the semi-smooth Newton (SsN) iteration for (3.6) reads as follows

\[
(3.25a) \quad J_k(\lambda^i)\xi = -F_k(\lambda^i),
\]

\[
(3.25b) \quad \lambda^{i+1} = \lambda^i + \delta^i \xi.
\]

Since \( F_k \) is strongly semismooth, we have local quadratic convergence [74, 75]. Below, the SsN method (3.25) is summarized in Algorithm 3.2, where a line search procedure [31] is supplemented for global convergence.

**Algorithm 3.2** SsN method for (3.6)

**Input:** \( \tau \in (0, 1/2), \delta \in (0, 1) \) and \( \lambda \in \mathbb{R}^{M+r} \).

1. **for** \( j = 0, 1, \ldots \) **do**
2. **Set** \( \lambda_{old} \leftarrow \lambda \) and \( z_k = D_k^{-1}(w_k - H^T \lambda) \).
3. **Compute** \( U_k(\lambda) \in \partial\text{proj}_\Sigma(z_k) \) by (3.23).
4. **Solve** the linear SPD system \( J_k(\lambda)\xi = -F_k(\lambda) \).
5. **Find** the smallest \( \ell \in \mathbb{N} \) such that \( F_k(\lambda_{old} + \delta^\ell \xi) \leq F_k(\lambda_{old}) + \tau \delta^\ell \langle F_k(\lambda_{old}), \xi \rangle \).
6. **Update** \( \lambda \leftarrow \lambda_{old} + \delta^\ell \xi \).
7. **end for**
To update the SsN iteration, we have to solve a linear SPD system in (3.25a). In section 4, we shall explore its hidden graph structure and obtain an equivalent graph Laplacian, for which an efficient and robust algebraic multigrid method will be proposed in section 5.

4. An Equivalent Graph Laplacian System.

4.1. The reduced problem. Recall that \( H = (G, I_Y, I_Z) \), where \( G, I_Y \) and \( I_Z \) are defined in (2.7). Let us rewrite (3.25a) in a generic form

\[
\mathcal{H} \xi = (\epsilon I + \mathcal{H}_0) \xi = z,
\]

where

\[
\mathcal{H}_0 = \begin{pmatrix}
\text{diag}(t) + T \text{diag}(s) T^T & T \text{diag}(s) \Pi^T \\
\Pi \text{diag}(s) T^T & \Pi \text{diag}(s) \Pi^T
\end{pmatrix},
\]

with \( s \in \mathbb{R}^m_+ \) and \( t \in \mathbb{R}^n_+ \). Let \( S = \text{diag}(s) \) and \( K = \text{diag}(t) \) and write \( \xi = (\xi_1, \xi_2) \) and \( z = (z_1, z_2) \). Then, (4.1) is equivalent to

\[
\begin{cases}
(\epsilon I + K + T \Pi^T) \xi_1 + T \Pi \Pi^T \xi_2 = z_1, \\
\Pi \Pi^T \xi_1 + (\epsilon I + \Pi \Pi^T) \xi_2 = z_2.
\end{cases}
\]

Additionally, this gives

\[
\begin{cases}
\xi_1 = \left( T - \Psi \Pi^{-1} \Psi^T \right)^{-1} \left( z_1 - \Psi \Pi^{-1} z_2 \right), \\
\xi_2 = \Pi^{-1} (z_2 - \Psi^T \xi_1),
\end{cases}
\]

where \( T = \epsilon I + K + T \Pi^T \in \mathbb{R}^{M \times M} \), \( \Pi = \epsilon I + \Pi \Pi^T \in \mathbb{R}^{r \times r} \) and \( \Psi = T \Pi^T \in \mathbb{R}^{M \times r} \).

Assume \( r \) is small, then \( \Pi \) is easy to invert. This is true for all transport-like problems listed in subsection 2.1. Indeed, for partial optimal transport (2.4), \( \Pi \) is a constant (\( r = 1 \)) and for other problems, \( \Pi \) is just a vacuum (\( r = 0 \)). Moreover, thanks to Sherman–Woodbury formula, we have

\[
\left( T - \Psi \Pi^{-1} \Psi^T \right)^{-1} = T^{-1} + T^{-1} \Psi \left( \Pi - \Psi^T \Pi^{-1} \Psi \right)^{-1} \Psi^T T^{-1}.
\]

Since \( \Pi - \Psi^T \Pi^{-1} \Psi \in \mathbb{R}^{r \times r} \) is invertible with small size, what we shall pay attention to is the inverse of \( T \), which corresponds to the reduced linear system

\[
T \xi = (\epsilon I + K + T \Pi^T) \xi = z.
\]

4.2. An equivalent graph Laplacian. Let \( Y \in \mathbb{R}^{m \times n} \) be such that \( \text{vec}(Y) = s \), then a direct computation yields

\[
\mathcal{T}_0 := T \Pi^T = \begin{pmatrix}
\text{diag}(Y^T 1_m) \\
Y
\end{pmatrix} \begin{pmatrix}
Y^T \\
\text{diag}(Y 1_n)
\end{pmatrix}.
\]

Besides, set \( Q = \text{diag}(I_n, -I_m) \) and define \( \mathcal{A}_0 := Q \mathcal{T}_0 Q \in \mathbb{R}^{M \times M} \), then \( \mathcal{T}_0 \) is spectrally equivalent to \( \mathcal{A}_0 \) and a direct calculation gives

\[
\mathcal{A}_0 = \begin{pmatrix}
\text{diag}(Y^T 1_m) & -Y^T \\
-Y & \text{diag}(Y 1_n)
\end{pmatrix}.
\]
Note that $A_0$ is the Laplacian matrix of the bipartite graph $G = (\mathcal{V}, \mathcal{E}, w)$, where $w = \text{vec}(Y)$, $\mathcal{V} = V_1 \cup V_2$ with $V_1 = \{1, 2, \ldots, n\}$ and $V_2 = m + V_1$, and $\mathcal{E} = \{e = \{i, j\} : u_{(i-1)m+j-n} > 0, i \in V_1, j \in V_2\}$. Consequently the reduced linear system (4.3) now is equivalent to

$$Au = (\epsilon I + K + A_0)u = Qz,$$

where $K = \text{diag}(t)$ is diagonal with nonnegative components $t \in \mathbb{R}^M_+$. Clearly, if $u$ solves (4.5), then the solution to (4.3) is given by $\xi = Qu$.

**Remark 4.1.** We claim that the sparsity pattern of $s$ (and thus $Y$) is related to that of $\{x_k\}_{k \in \mathbb{N}}$. Recall that

$$u_{k+1} = \text{proj}_{\mathcal{X}} \left(D_k^{-1}(w_k - H^T \lambda_{k+1})\right),$$

$$x_{k+1} = \text{proj}_{\mathcal{X}} \left(\eta_k^{-1}(w_k - G^T \lambda_{k+1})\right),$$

where $w_k$ is the component of $w_k$ in $x$. In view of (3.24), we have

$$s \in \partial \text{proj}_{\mathcal{X}} \left(\eta_k^{-1}(w_k - G^T \lambda_{k+1})\right),$$

and by (3.5b) and (3.23), we see that $s$ is very close to the sparsity pattern of $x_{k+1}$. Moreover, as $x_k$ converges to $x^*$ that corresponds to an optimal transport plan $X^*$, the sparsity pattern of $Y$ agrees with that of $X^*$.

**4.3. A hybrid framework.** We now discuss how to solve the linear SPD system (4.5). If the bipartite graph $G$ of $A_0$ has $\kappa$ connected components, then there is a permutation matrix $\mathcal{P}$ such that

$$\mathcal{P}^T A_0 \mathcal{P} = \text{diag} \left(A_0^1, A_0^2, \ldots, A_0^\kappa\right),$$

where each $A_0^i (1 \leq i \leq \kappa)$ corresponds to the Laplacian matrix of some connected bipartite graph. Since $\epsilon I + K$ is diagonal, we are allowed to solve $\kappa$ independent linear systems, each of which takes the form

$$Au = (\epsilon I + \Lambda + A_0)u = f,$$

where $\Lambda$ is diagonal with nonnegative components and $A_0 \in \mathbb{R}^{N \times N}$ is a connected graph Laplacian, with explicit null space: $\text{span}\{1_N\}$. Note that if the diagonal part of $A_0$ has zero component, then it can be further reduced. Thus, without lose of generality, in what follows, assume all diagonal elements of $A_0$ are positive, which means $A_0$ has no zero row or column since $A_0 1_N = 0$.

Recall that the size of the linear system (4.5) is $M$-by-$M$. Therefore, if $N \leq M^{1/3}$, then the solution to (4.7) can be obtained via direct method within $O(N^3) \leq O(M)$ complexity. Otherwise, we shall consider iterative methods. This leads to a hybrid approach, as summarized in Algorithm 4.1.

**Algorithm 4.1** A Hybrid Solver for (4.3): $T \xi = z$

1. Set $\mathcal{Q} = \text{diag} (I_n, -I_m)$, $A_0 = \mathcal{Q}^T \mathcal{Q}$ and $A = \epsilon I + K + A_0$.
2. Check the connected components of $A_0$ and find a permutation matrix $\mathcal{P}$ such that

$$\mathcal{P}^T A \mathcal{P} = \text{diag} \left(A_1, A_2, \ldots, A_\kappa\right) \quad \text{and} \quad f = \mathcal{P}^T Q z = (f_1, f_2, \ldots, f_\kappa),$$

where $A_i \in \mathbb{R}^{n_i \times n_i}$ and $f_i \in \mathbb{R}^{n_i}$, for all $1 \leq i \leq \kappa$.
3. For small component $n_i \leq M^{1/3}$, invoke direct method (or PCG) to solve $A_i u_i = f_i$.
4. For large component $n_i > M^{1/3}$, apply iterative solver to $A_i u_i = f_i$.
5. Recover the solution $\xi = \mathcal{Q} u$ with $(u_1, u_2, \ldots, u_\kappa)$. 
If \( \Lambda \neq O \), then \( A \) is SPD for all \( \epsilon \geq 0 \). When \( \Lambda \) vanishes, \( A \) becomes nearly singular if \( \epsilon \) is close to zero. This tricky issue increases the number of iterations of standard solvers like Jacobi iteration, Gauss-Seidel iteration, and PCG; see our numerical evidence in Table 1, and we refer to [49] for detailed discussions on this. Moreover, standard iterative methods are not robust concerning the problem size as well, which motivates us to consider the algebraic multigrid (AMG) algorithm.

5. Classical AMG Algorithm. Multigrid methods are efficient iterative solvers or preconditioners for large sparse linear SPD systems arising from numerical discretizations of partial differential equations (PDEs) [12, 23, 24, 41, 52, 84, 85, 86, 87]. Those linear systems are always ill-conditioned as the mesh size decreases (or equivalently the problem size increases), and standard stationary iterative solvers converge dramatically slowly. However, multigrid methods possess mesh-independent convergence rate and can achieve the optimal complexity.

The basic multigrid ingredients are error smoothing and coarse grid correction. In the setting of PDE discretizations, the coarse grid is based on geometric mesh and a multilevel hierarchy can also be constructed easily. On the other hand, the multigrid idea has been applied to the case where no geometric mesh is available. In particular, for the graph Laplacian system (4.7), multilevel hierarchy can still be obtained from the adjacency graph to \( A \). Then different coarsening techniques and interpolations lead to various algebraic multigrid algorithms, such as classical AMG and aggregation-based AMG [11, 16, 90].

5.1. Multilevel \( W \)-cycle. Let us first present an abstract multilevel \( W \)-cycle framework for solving (4.7). There are two steps: the setup phase and the iteration phase.

In the setup phase, we work with a family of coarse spaces: \( \{ V_\ell = \mathbb{R}^{N_\ell} \}_{\ell=1}^J \), where \( N_J < \cdots < N_\ell < \cdots N_1 = N \), and build some basic ingredients that include
- Smoothers: \( R_\ell : \mathbb{R}^{N_\ell} \to \mathbb{R}^{N_\ell} \) for all \( 1 \leq \ell \leq J \);
- Prolongation matrices: \( P_\ell : \mathbb{R}^{N_{\ell+1}} \to \mathbb{R}^{N_\ell} \) for \( 1 \leq \ell < J - 1 \);
- Coarse level operators: \( A_1 = A \) and \( A_{\ell+1} = P_\ell^T A_\ell P_\ell \) for all \( 1 \leq \ell \leq J - 1 \).

The coarsest level size \( N_J \) is very small and in practice, \( N_J = O(N^{1/3}) \) is acceptable. The prolongation operators \( \{ P_\ell \}_{\ell=1}^{J-1} \) shall be injective, i.e., each \( P_\ell \in \mathbb{R}^{N_\ell \times N_{\ell+1}} \) has full column rank. Moreover, since \( A \) might be nearly singular, we require that \( P_\ell 1_{N_{\ell+1}} = 1_{N_\ell} \), then \( A_1 1_{N_1} \) is close to zero for all \( 1 \leq \ell \leq J \).

In each level, the smoother \( R_\ell \in \mathbb{R}^{N_\ell \times N_\ell} \) is an approximation to \( A_\ell^{-1} \) and possesses smoothing property. For \( \ell = J \), we can choose \( R_\ell = A_\ell^{-1} \) or invoke the PCG iteration. For \( 1 \leq \ell < J \), let \( A_\ell = D_\ell + L_\ell + L_\ell^T \) where \( D_\ell \) is the diagonal part and \( L_\ell \) is the strictly lower triangular part. Then we can consider
- Gauss–Seidel: \( R_\ell = (D_\ell + L_\ell)^{-1} \) for \( \ell = 1 \);
- Weighted Jacobi: \( R_\ell = \omega D_\ell^{-1} \) with \( \omega \in (0,1) \) for \( 1 \leq \ell \leq J \).

For \( \ell = 1 \), thanks to the bipartite graph structure of \( A_1 = A \), the Gauss–Seidel smoother admits explicit expression. Given a smoother \( R_\ell \), to handle the possibly nearly singular property of \( A_\ell \), we follow [49, 70] and adopt a special one

\[
(5.1) \quad \hat{R}_\ell = \frac{\xi_\ell \xi_\ell^T}{\xi_\ell^T A_\ell \xi_\ell} + R_\ell \left( I - A_\ell \frac{\xi_\ell \xi_\ell^T}{\xi_\ell^T A_\ell \xi_\ell} \right),
\]

where \( \xi_\ell = 1_{N_\ell} \) is the approximation kernel of \( A_\ell \).

Then in the iteration phase, we run the process

\[
(5.2) \quad u_{k+1} = u_k + \text{AMG-W}(f - Au_k, 0, 1), \quad k = 0, 1, \ldots,
\]

where \( g = \text{AMG-W}(\zeta, e, \ell) \) is defined by Algorithm 5.1 in a recursive way.
Algorithm 5.1 Algebraic Multigrid W-cycle: \( g = \text{AMG-W}(\zeta, e, \ell) \)

Input: \( \zeta, e \in \mathbb{R}^{N_\ell}, 1 \leq \ell \leq J \) and \( \theta \in \mathbb{N}_{\geq 1} \).

1: if \( \ell = J \) then
2: \( g = e + \tilde{R}_\ell(\zeta - A_\ell e) \).
3: else
4: for \( i = 1, 2, \cdots, \theta \) do \{Presmoothing\}
5: \( e = e + \tilde{R}_\ell(\zeta - A_\ell e) \).
6: end for
7: Restriction: \( \zeta_{\ell+1} = P^T_\ell(\zeta - A_\ell e) \).
8: Coarse correction: \( e_{\ell+1} = \text{AMG-W}(\zeta_{\ell+1}, 0, \ell + 1) \).
9: Coarse correction: \( e_{\ell+1} = \text{AMG-W}(\zeta_{\ell+1}, e_{\ell+1}, \ell + 1) \).
10: Prolongation: \( e = e + P_\ell e_{\ell+1} \).
11: for \( i = 1, 2, \cdots, \theta \) do \{Postsmoothing\}
12: \( e = e + \tilde{R}_\ell^T(\zeta - A_\ell e) \).
13: end for
14: end if

Remark 5.1. We mention that the number of smoothing iterations \( \theta \in \mathbb{N}_{\geq 1} \) in Algorithm 5.1 is fixed and in most cases a small choice, saying \( \theta = 5 \), works well. In addition, the coarsening procedure, which will be introduced in the next section, leads to the reduction \( N_{\ell+1} \approx N_\ell/2 \), and thus the total number of levels is at most \( J = O(\ln N) \). Consequently, if (i) the convergence rate \( \rho^k \) of the AMG W-cycle (5.2) is robust, which means \( \rho \in (0, 1) \) is independent of the singular parameter \( \epsilon \) in \( A \) and the problem size \( N \), and (ii) the matrix-vector operations in each iteration of (5.2) is \( O(\text{nnz}(A)) \), where \( \text{nnz}(A) \) denotes the number of nonzero elements of \( A \), then to achieve a given tolerance \( \epsilon \), the total computational work of the AMG W-cycle (5.2) is optimal \( O(\text{nnz}(A)|\ln \epsilon|) \).

The convergence rate of the two-level case will be established later in section 6, and the efficiency of the multilevel W-cycle shall be verified by numerical tests in subsection 7.1.

5.2. Coarsening and interpolation. In this part, we shall construct the prolongation operators \( \{P_\ell\}_{\ell=1}^{J-1} \). In the terminology of AMG, it can be done by coarsening and interpolation [81, 90]. Here, “interpolation” means the operator \( P_\ell : \mathbb{R}^{N_{\ell+1}} \rightarrow \mathbb{R}^{N_\ell} \) provides a good approximation from the coarse level \( \mathbb{R}^{N_{\ell+1}} \) to the fine level \( \mathbb{R}^{N_\ell} \). According to the hierarchy structure, it is sufficient to consider the case \( \ell = 1 \), which provides a template for coarse levels \( 1 < \ell \leq J \).

5.2.1. Maximal independent set. In classical AMG, the coarsening is based on the so-called \( C \times F \)-splitting. Recall that \( A_1 = A \) and \( N_1 = N \). Let \( V = \{1, 2, \cdots, N\} \) and define the strength function \( s_A : \mathbb{V} \times \mathbb{V} \rightarrow \mathbb{R} \) with respect to \( A \) by that

\[
s_A(i, j) := \frac{A_{ij}}{\max\{\min_{k \in N(i)} A_{ik}, \min_{k \in N(j)} A_{jk}\}} \quad \forall (i, j) \in \mathbb{V} \times \mathbb{V},
\]

where \( N(i) := \{j \in \mathbb{V} \setminus \{i\} : A_{ij} \neq 0\} \). Given a threshold \( \delta \in (0, 1) \), we say \( i \in \mathbb{V} \) and \( j \in \mathbb{V} \) are strongly connected if \( s_A(i, j) > \delta \). We aim to find a maximal independent set \( C = \{j_1, j_2, \cdots, j_{N_2}\} \subset \mathbb{V} \), such that any \( i \in C \) and \( j \in C \) are not strongly connected, i.e., \( s_A(i, j) \leq \delta \). Then \( C \) stands for the collection of coarse nodes and its complement \( F = \mathbb{V} \setminus C = \{i_1, i_2, \cdots, i_{N_1}\} \) denotes the set of fine nodes, where \( N_1 = N - N_2 \). Notice that for any \( i \in F, C \cap N(i) \) is nonempty.
A basic splitting algorithm (cf. [90, Algorithm 5]) has been described briefly in Algorithm 5.2. We refer to [81, Appendix A.7] for an variant, where a measure of importance has been introduced to obtain a reasonable distribution of coarse nodes.

Algorithm 5.2 $C \setminus F$-splitting

1: Set the threshold $\delta \in (0, 1)$.
2: Initialize $C = \emptyset$ and $F = \emptyset$.
3: Mark all nodes in $V$ as unvisited: $U(i) = true$ for all $i \in V$.
4: for $i = 1, 2, \cdots, N$ do
5: if $U(i) = true$ then \{i has not been visited\}
6: $N_s(i) = \{j \in V : s_A(i, j) > \delta\}$.
7: $C = C \cup \{i\}$ and $F = F \cup N_s(i)$.
8: $U(i) = false$ and $U(k) = false$ for all $k \in N_s(i)$.
9: end if
10: end for

5.2.2. Interpolation operator. Once the $C \setminus F$-splitting has been done, we can find a permutation matrix $\Xi$ such that

\begin{equation}
\Xi^\top A \Xi = \begin{pmatrix} A_{FF} & A_{FC} \\ A_{FC}^\top & A_{CC} \end{pmatrix}.
\end{equation}

Then, we can choose (see [90, Section 12.3])

- Ideal interpolation: $P = \Xi \begin{pmatrix} W \\ I \end{pmatrix}$ with $W = -A_{FF}^{-1}A_{FC}$.

- Standard interpolation: $P = \Xi \begin{pmatrix} (I - D_{FF}A_{FF})W \\ I \end{pmatrix}$ with $D_{FF}$ being the diagonal part of $A_{FF}$.

In addition, to satisfy $P_1 N_2 = 1_{N_1}$, we need a scaling transform $P_1 = \text{diag}(P_1 N_2) \setminus P$, which leads to the desired prolongation operator from level $\ell = 2$ to level $\ell = 1$.

Observing the particular structure of the system (4.7), where $A_0$ is the Laplacian of some connected bipartite graph, we find

$$A = \begin{pmatrix} A_{FF} & A_{FC} \\ A_{FC}^\top & A_{CC} \end{pmatrix},$$

with $A_{FF}$ and $A_{CC}$ being diagonal. This yields an approximate $C \setminus F$-splitting

$\mathcal{F} = \{1, 2, \cdots, n_t\}$ and $\mathcal{C} = n_t + \{1, 2, \cdots, n_c\},$

where $n_t + n_c = N$. Note that $\mathcal{C}$ might not be a maximal independent set but provides an approximate ideal interpolation.

However, for $\ell > 1$, it is not realistic to expect the bipartite structure of $A_\ell$, and to avoid inverting $A_{FF}$, we shall consider standard interpolation instead.

6. Convergence Analysis. Given $\zeta_\ell, e_\ell \in \mathbb{R}^{N_\ell}$ and $1 \leq \ell \leq J$, let $q_\ell = (I - B_\ell A_\ell)e_\ell + B_\ell q_\ell$ be the output of Algorithm 5.1, then $B_J := \hat{R}_J$, and by induction, for $1 \leq \ell < J$, we have the recurrence relation

\begin{equation}
I - B_\ell A_\ell = \left(I - \hat{R}_\ell A_\ell\right)^\theta \left(I - P_\ell B_{\ell+1}^\top P_\ell^\top A_\ell\right) \left(I - P_\ell B_{\ell+1} P_\ell^\top A_\ell\right) \left(I - \hat{R}_\ell A_\ell\right)^\theta.
\end{equation}
Correspondingly, one finds that (5.2) becomes
\[(6.2)\quad u_{k+1} = u_k + B_1(f - Au_k), \quad k = 0, 1, \cdots,\]
which yields
\[\|u_{k+1} - u^*\|_A \leq \|I - B_1A\|_A \|u_k - u^*\|_A,\]
with \(u^* = A^{-1}f\) being the exact solution.

In the following, we aim to establish the estimate of \(\|I - B_1A\|_A\), by using the well-known Xu–Zikatanov identity [89]. The main result is summarized in Theorem 6.1, which says that the convergence rate of the two level case is independent of the singular parameter \(\epsilon\) and the size \(N\).

**Theorem 6.1.** Assume that \(R_1\) is the Gauss–Seidel smoother (cf. subsection 5.1) and \(P_1\) is the ideal interpolation (cf. subsection 5.2.2). If \(\tilde{B}_2 := B_2 + B_2 - B_2^T A_2 B_2\) is SPD, then \(B_1\) is SPD and
\[(6.3)\quad \|I - B_1 A\|_A = 1 - \frac{1}{c_1}, \quad c_1 \leq 1 + C + \frac{1}{1 - \|I - B_2 A_2\|_{A_2}},\]
where \(C > 0\) is independent of \(\epsilon\) and \(N\).

**Remark 6.2.** Rigorously speaking, Theorem 6.1 does not provide final rate of the multilevel \(W\)-cycle (5.2), since the upper bound involves \(\|I - B_2 A_2\|_{A_2}\), which is related to the coarse level solver. The ideal case \(\tilde{B}_2 = A_2^{-1}\) implies \(\|I - B_2 A_2\|_{A_2} = 0\), and thus \(c_1 \leq 2 + C\). For the multilevel hierarchy, the estimate (6.3) provides essential evidence to show that the AMG \(W\)-cycle can be robust provided that the coarse level solver works well.

**6.1. A robust estimate.** For ease of notation, we set \(P = P_1\) and \(N_c = N_2\). Besides, let \(V = \mathbb{R}^N\) and \(X = \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^{N_c}\), and define \(V_c := \text{span}\{v_c : x \in \mathbb{R}^{N_c}\}\) and \(V_n := \text{span}\{\xi\}\) with \(\xi = 1_N\).

Introduce \(\tilde{B}\) by that
\[(6.4)\quad I - \tilde{B} A = (I - \tilde{R}_1^T A)(I - PB_2^T P^T A)(I - PB_2 P^T A)(I - \tilde{R}_1 A).\]
Then by (6.1), we have
\[(6.5)\quad I - B_1 A = (I - \tilde{R}_1^T A)^{\theta - 1} (I - \tilde{B} A) (I - \tilde{R}_1 A)^{\theta - 1}.\]

The following lemma says that we only need to focus on \(\|I - \tilde{B} A\|_A\), which corresponds to the simple case \(\theta = 1\).

**Lemma 6.3.** If \(\bar{R} = R_1^T + R_1 - R_1^T A R_1\) is SPD, then
\[\|I - \bar{R}_1 A\|_A < 1 \quad \text{and} \quad \|I - \bar{R}_1^T A\|_A < 1.\]
Moreover, we have \(\|I - B_1 A\|_A < \|I - \bar{B} A\|_A\).

**Proof.** According to the proof of [88, Theorem 5, page 23], we know that
\[(6.6)\quad \|I - \bar{R}_1 A\|_A = \|I - R_1 A\|_A^2 < 1.\]

Let \(\bar{R} = R_1 R_1^{-T} \bar{R} R_1^{-1} R_1^T = R_1 + R_1^T - R_1 A R_1^T\). Note that \(\bar{R}\) is SPD and
\[\|I - \bar{R} A\|_A = \|I - \bar{R}_1^T A\|_A^2 < 1.\]
By (5.1), we have \( I - \hat{R}_1 A = (I - R_1 A)(I - P_n) \), where \( P_n : V \to V_n \) denotes the orthogonal projection operator with respect to the \( A \)-inner product, i.e.,

\[
P_n = \xi (\xi^T A \xi)^{-1} \xi^T A = \frac{1}{\eta} \xi (\xi^T A)^{-1} \xi^T A, \quad \eta = \xi^T A \xi > 0.
\]

It follows from (6.6) that

\[
||I - \hat{R}_1 A||_A \leq ||I - R_1 A||_A ||I - P_n||_A \leq ||I - R_1 A||_A < 1.
\]

Similarly, we have \( I - \hat{R}^T_1 A = (I - P_n)(I - R^T_1 A) \) and thus \( ||I - \hat{R}_1 A||_A < 1 \).

Hence, by (6.5), we obtain \( ||I - B_1 A||_A < ||I - BA||_A \) and conclude the proof.

The notation \( \hat{R} = R^T_1 + R_1 - BR^T_1 \) will be used in the sequel. For simplicity, for any \( x \in X \), we write it as \( x = (x_1, x_2, x_3) \) with \( x_1 \in \mathbb{R}, x_2 \in \mathbb{R}^N \) and \( x_3 \in \mathbb{R}^N \), and \( P = (\xi, I, P) \) shall be understood as a linear mapping from \( X \) to \( V \) in the sense that \( Px := x_1 \xi + x_2 + Px_3 \in V \).

One can consult many existing works [22, 89] on the proof of the following X-Z identity in more general abstract settings, and we refer to [88, Theorem 22, page 64] for a comprehensive study.

**Lemma 6.4** (X-Z identity). Assume \( P \) has full column rank and both \( \hat{R} \) and \( \bar{B}_2 \) are SPD, then \( \bar{B} \) is SPD and

\[
||I - \bar{B} A||_A = 1 - \frac{1}{c_0}, \quad c_0 := \sup_{v \in V, ||v||_A = 1} \inf_{\bar{v} \in V, ||\bar{v}||_A = 1} \mathcal{K}(v),
\]

where

\[
\mathcal{K}(v) := \eta \left( \sum_{i=1}^3 (x_i + \eta^{-1} \xi^T A x_2 + P x_3) \right)^2 \leq ||x_2 + R^T_1 A P x_3||_{R^{-1}}^2, \quad \eta = ||\xi^T A \xi||_A > 0.
\]

Define the \( A \)-orthogonal component of \( V_n \) as follows

\[
V_n := \{ v_n \in V : (v_n, v_n)^A = 0, \forall v_n \in V_n \}.
\]

It is evident that \( V = V_n \oplus \bar{V}_\epsilon \) and any \( v \in V \) admits a unique \( A \)-orthogonal decomposition \( v = v_n + v_\epsilon \), where \( v_n \in V_n \) and \( v_\epsilon \in \bar{V}_\epsilon \) satisfy

\[
||v||_A^2 = ||v_n||_A^2 + ||v_\epsilon||_A^2 + (v_n, v_\epsilon)^A.
\]

Based on Lemma 6.4, we can establish a robust estimate of the constant \( c_0 \), which gets rid of the singular parameter \( \epsilon \) in \( A \). For the analysis of more general cases, we refer to [49].

**Lemma 6.5.** Under the assumption of Lemma 6.4, we have \( c_0 \leq 1 + \chi \) where

\[
\chi := \sup_{v_n \in V_n} \inf_{x_2 + P x_3 = v_n} \left\{ ||x_2 + R^T_1 A P x_3||_{R^{-1}}^2 + ||x_3||_{\bar{B}^{-1}}^2 \right\}.
\]

**Proof.** Given any fixed \( v \in V \), we have the unique decomposition \( v = v_n + v_\epsilon \). Consider \( v_\epsilon = (z_1, 0, 0) \) with \( z_1 = (v_n + \epsilon \xi) / ||\xi||^2 \), then \( v_\epsilon = P z \in V_n \). It is clear that there exists at least one \( y = (0, y_2, y_3) \in X \) such that \( v_\epsilon = Py \in \bar{V}_\epsilon \). Therefore, \( x = y + z \) is a special decomposition and \( Px = v \). Observing the estimate

\[
\inf_{x \in X, Px=v} \left\{ \eta \left( \sum_{i=1}^3 (x_i + \eta^{-1} \xi^T A x_2 + P x_3) \right)^2 \right\} \
\leq \inf_{y=(0, y_2, y_3) \in X} \left\{ \eta \left( \sum_{i=1}^3 (y_i + \eta^{-1} \xi^T A y) \right)^2 \right\} \
= \eta ||z_1||^2 + \inf_{y_2 + P y_3 = v_n} \left\{ ||y_2 + R^T_1 A P y_3||_{R^{-1}}^2 + ||y_3||_{\bar{B}^{-1}}^2 \right\},
\]

\[
= \eta z_1^2 + \inf_{y_2 + P y_3 = v_n} \left\{ ||y_2 + R^T_1 A P y_3||_{R^{-1}}^2 + ||y_3||_{\bar{B}^{-1}}^2 \right\},
\]
we obtain from Lemma 6.4 and the fact \( \eta |z_1|^2 = \|v_n\|^2_{\Lambda} \) that \( c_0 \leq 1 + \chi_1. \)

### 6.2. Proof of Theorem 6.1

To move on, we prepare two key lemmas that are crucial for the proof of Theorem 6.1. One is the smoothing property (see Lemma 6.6) and the other is the approximation property (see Lemma 6.7).

**Lemma 6.6 (Smoothing property).** If \( R_1 \) is the Gauss–Seidel smoother, then \( \bar{R} \) is SPD, and \( \|R_1^T Av\|_{R^{-1}} \leq C_s \|v\|_A \) for all \( v \in V \), where \( C_s > 0 \) is independent of \( \epsilon \) and \( N \).

**Proof.** Recall the splitting \( A = D + L + L^T \) where \( D \) is the diagonal part and \( L \) is the strictly lower triangular part. Since \( R_1 = (D + L)^{-1} \), it follows that \( \bar{R} = R_1^T (R_1^{-1} + R_1^{-T} - A)R_1 = R_1^T DR_1 \) is SPD.

Then let us prove that \( \|R_1^T Av\|_{R^{-1}} \leq C_s \|v\|_A \) for all \( v \in V \). Thanks to [92, Lemma 3.3], we have

\[
\frac{1}{4} \langle Dv, v \rangle \leq \langle \bar{R}^{-1}v, v \rangle \leq C_s^2 \langle Dv, v \rangle,
\]

where \( C_s := \max_{1 \leq i \leq N} |N(i)| \). Since \( N(i) := \{ j \neq i : A_{ij} \neq 0 \} \), we note that \( C_s \) depends only on the sparsity of \( A \). In view of (6.9) and the identity

\[
\langle \bar{R}^{-1}v, v \rangle = \|L^Tv\|_{D^{-1}}^2 + \|v\|_A^2,
\]

we find that \( \langle D^{-1}v, v \rangle \leq C_s^2 \langle A^{-1}v, v \rangle \). Consequently, as \( D^{-1} = R_1 \bar{R}^{-1}R_1^T \), we obtain

\[
\|R_1^T Av\|_{R^{-1}}^2 = \langle D^{-1}Av, Av \rangle \leq C_s^2 \|v\|_A^2,
\]

which ends the proof of this lemma.

Let \( \mathcal{F} = \{i_1, i_2, \ldots, i_{n_c}\} \) and \( \mathcal{C} = \{j_1, j_2, \ldots, j_{n_c}\} \) be the \( \mathcal{C} \setminus \mathcal{F} \)-splitting of \( A \) with respect to the strength parameter \( \delta > 0 \). Denote by \( e_i \) the \( i \)-th canonical basis of \( \mathbb{R}^N \) and set

\[
W_i := \text{span}\{e_k : k \in \mathcal{F}\}, \quad W_c := \text{span}\{e_k : k \in \mathcal{C}\}.
\]

Let \( P_i : V \to W_i \) be the \( A \)-orthogonal projection, i.e.,

\[
P_i = \bar{W}_i(W_i^T A \bar{W}_i)^{-1} \bar{W}_i^T A,
\]

with \( \bar{W}_i = (e_{i_1}, e_{i_2}, \ldots, e_{i_{n_c}}) \in \mathbb{R}^{N \times n_c} \).

**Lemma 6.7 (Approximation property).** Let \( R_1 \) be the Gauss–Seidel smoother and \( P_i \) is the ideal interpolation, then for any \( v \in V \), we have \( v_0 = (I - P_i)v \in V_c \) and

\[
\|v - v_0\|_{R^{-1}} \leq C_s \sqrt{1 + C_s/\delta} \|v\|_A, \quad \|v_0\|_A \leq \|v\|_A.
\]

**Proof.** Recall that \( V_c = \text{span}\{v_c = P_i x : x \in \mathbb{R}^{N_c}\} \). By direct computations, we have \( P_i = \bar{W}_c - P_i \bar{W}_c \) where \( \bar{W}_c = (e_{j_1}, e_{j_2}, \ldots, e_{j_{n_c}}) \in \mathbb{R}^{N \times n_c} \). Thus it is evident that

\[
V_c = \text{span}\{v_c = (I - P_i)w_c : w_c \in W_c\}.
\]

On the other hand, since \( V = W_c \oplus W_i \), any \( v \in V \) admits a decomposition \( v = w_c + w_i \) with \( w_c \in W_c \) and \( w_i \in W_i \). It follows from the fact \( P_i w_i = w_i \) that \( (I - P_i)v = (I - P_i)w_c \in V_c \).

Then let us focus on (6.10). It is trivial to obtain \( \|v_0\|_A \leq \|v\|_A \). Following the idea of [90, Theorem 12.3], we are already to establish

\[
\|v_i\|_D^2 \leq (1 + C_s/\delta) \|v_i\|_A^2 \quad \forall v_i \in W_i.
\]
In view of (6.9), it holds that
\[
\|v - v_0\|^2_{R^{-1}} = \|P_D v\|^2_{R^{-1}} \leq C_s^2 \|P_I v\|^2_{D} \leq \left( C_s^2 + C_s^3 / \delta \right) \|v\|^2_A,
\]
which finishes the proof of (6.10).

Borrowing the idea from [51, 53], we are now in a position to prove Theorem 6.1.

**Proof of Theorem 6.1** It is clear that the ideal interpolation \(P_I\) has full rank. Since \(R_1\) is the Gauss-Seidel smoother, by Lemma 6.6, \(\bar{R}\) is SPD. Hence, using Lemmas 6.3 to 6.5 leads to

\[
(6.12) \quad \|I - B_1 A\| = 1 - \frac{1}{c_1}, \quad c_1 \leq 1 + \chi_1,
\]

where
\[
\chi_1 = \sup_{v_r \in V_r, \|v_r\|_{A_1} = 1} \inf_{x_2 + P_I x_3 = v_r} \left\{ \|x_2 + R_1 A P_I x_3\|^2_{R^{-1}} + \|x_3\|^2_{B_2^{-1}} \right\}.
\]

Using Lemma 6.6 again, we have
\[
\|x_2 + R_1^T A P_I x_3\|^2_{R^{-1}} \leq 2 \|x_2\|^2_{R^{-1}} + 2 \|R_1^T A P_I x_3\|^2_{R^{-1}} \leq 2 \|x_2\|^2_{R^{-1}} + 2 C_s^2 \|P_I x_3\|^2_A.
\]

Since both \(\bar{B}_2\) and \(A_2 = P_1^T A P_1\) are SPD, invoking the proof of [88, Theorem 5, page 23], we have \(\|I - B_2 A_2\| = 1 - \lambda_{\min}(\bar{B}_2 A_2) < 1\), where \(\lambda_{\min}(\bar{B}_2 A_2) > 0\) denotes the smallest eigenvalue of \(\bar{B}_2 A_2\). This yields that
\[
\|x_3\|^2_{\bar{B}_2^{-1}} \leq \frac{\|x_3\|^2_{B_2^{-1}}}{\lambda_{\min}(\bar{B}_2 A_2)} = \frac{\|P_I x_3\|^2_A}{1 - \|I - B_2 A_2\|_{A_2}}.
\]

Combining the above two estimates gives
\[
\left\{ \|x_2 + R_1^T A P_I x_3\|^2_{R^{-1}} + \|x_3\|^2_{B_2^{-1}} \right\} \leq \|x_2\|^2_{R^{-1}} + \left( 2 C_s^2 + \frac{1}{1 - \|I - B_2 A_2\|_{A_2}} \right) \|P_I x_3\|^2_A.
\]

Consequently, we arrive at
\[
\chi_1 \leq \sup_{v_r \in V_r, \|v_r\|_{A_1} = 1} \inf_{v_c \in V_c} \left\{ 2 \|v_r - v_c\|^2_{R^{-1}} + \left( 2 C_s^2 + \frac{1}{1 - \|I - B_2 A_2\|_{A_2}} \right) \|v_c\|^2_A \right\}.
\]

Thanks to (6.9) and Lemma 6.7, taking \(v_c = (I - P_1) v_r \in V_c\) implies that
\[
\chi_1 \leq 2 C_s^2 (2 + C_s / \delta) + \frac{1}{1 - \|I - B_2 A_2\|_{A_2}}.
\]

Plugging this into (6.12) leads to (6.3) and thus concludes the proof of Theorem 6.1.

**7. Numerical Tests.** This section is devoted to essential numerical experiments for validating the efficiency of our algorithm. In subsection 7.1, we aim to verify the robust performance of the AMG \(W\)-cycle iteration (5.2) for solving a nearly singular graph Laplacian system. Then in subsection 7.2, we apply the overall semismooth Newton-AMG-based inexact primal-dual method (see Algorithm 7.1) to several transport-like problems listed in section 2 and conduct extensive comparisons with existing baseline algorithms. All numerical tests are implemented in MATLAB (version R2021a) on a MacBook Air Laptop.
7.1. Performance of AMG. Consider the linear algebraic system

(7.1) \[ Ax = (\epsilon I + A_h) x = f. \]

Here \( A_h \) is the stiffness matrix of a conforming bilinear finite element method [14] for the pure Neumann problem

\[
\begin{align*}
-\Delta u &= g \quad \text{in } \Omega := (0,1)^2, \\
\nabla u \cdot n &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \( n \) is the unit outward normal vector of \( \partial \Omega \) and \( g : \Omega \rightarrow \mathbb{R} \) is a square integrable function with vanishing average.

Let \( \Omega_h = \bigcup_i K_i \) be a subdivision of \( \Omega \), where each \( K_i \) is a square with edge length \( h = 2^{-k}, k \in \mathbb{N} \). The stiffness matrix \( A_h \in \mathbb{R}^{N_h \times N_h} \) corresponds to \( \Omega_h \) is sparse and symmetric positive semidefinite with \( N_h = (1 + 1/h)^2 \). Moreover, \( A_h \) is the Laplacian matrix of some connected graph \( G_h \), which can be obtained from \( \Omega_h \) by adding the two diagonal lines of each element \( K_i \); see Figure 1.

We apply AMG \( W \)-cycle iteration (5.2) and PCG (cf. [78, Algorithm 9.1]) to (7.1) with different \( \epsilon \) and mesh size \( h \). For PCG, we choose the diagonal (Jacobi) preconditioner. For AMG, we adopt weighted Jacobi smoother \( R_\ell = 1/2D_\ell \) and the number of smoothing iteration is \( \theta = 5 \). Additionally, to obtain a maximal independent set via Algorithm 5.2 and avoid the for loop, we adopt a subroutine from the MATLAB software package: iFEM [21].

| \( 1/h \) | \( \epsilon = 10^{-4} \) | \( \epsilon = 10^{-6} \) | \( \epsilon = 10^{-8} \) | \( \epsilon = 10^{-10} \) | \( \epsilon = 0 \) |
|---------|-----------------|-----------------|-----------------|-----------------|-----------------|
|         | itamg | itpcg | itamg | itpcg | itamg | itpcg | itamg | itpcg | itamg | itpcg |
| \( 2^4 \) | 9     | 62   | 10    | 66   | 9     | 69   | 9     | 52   | 10    | 52   |
| \( 2^6 \) | 9     | 230  | 9     | 250  | 9     | 266  | 9     | 201  | 10    | 201  |
| \( 2^8 \) | 9     | 789  | 9     | 906  | 9     | 969  | 10    | 740  | 9     | 740  |
| \( 2^{10} \) | 9     | 1427 | 10    | 3158 | 9     | 3531 | 10    | 2680 | 9     | 2680 |
In Table 1, we report the number of iterations of AMG (cf. \textit{itamg}) and PCG (cf. \textit{itpcg}), under the stop criterion
\[
\frac{\|Ax_k-f\|}{\|Ax_0-f\|} \leq \text{Tol} = 10^{-11}.
\]
As we can see, AMG is very robust with respect to both the singular parameter \(\epsilon\) and the problem size \(N_h\). While the number of PCG iterations grows in terms of \(N_h\). If \(\epsilon\) is decreasing and larger than \(\text{Tol}\), then due to the nearly singular issue, \textit{itpcg} also increases. When \(\epsilon\) is close to (or is smaller than) \(\text{Tol}\), the term \(\epsilon I\) in \(A\) is negligible and (7.1) can be viewed almost as a singular system. In this situation, \textit{itpcg} tends to the case \(\epsilon = 0\). To further show this dependence on \(\epsilon\) more clearly, in Figure 2, we plot the number of iterations for two cases: \(h = 2^{-7}\) and \(h = 2^{-9}\).

![The case \(h = 2^{-7}\)](image1)

![The case \(h = 2^{-9}\)](image2)

\textbf{FIG. 2. Growth behaviors of \textit{itamg} and \textit{itpcg} with respect to the parameter \(\epsilon\) and the tolerance \(\text{Tol}\).}

| \(1/h\) \(\epsilon = 10^{-4}\) | \(\epsilon = 10^{-6}\) | \(\epsilon = 10^{-8}\) | \(\epsilon = 10^{-10}\) | \(\epsilon = 0\) |
|---|---|---|---|---|
| \(J\) \(\text{opcom}\) | \(J\) \(\text{opcom}\) | \(J\) \(\text{opcom}\) | \(J\) \(\text{opcom}\) | \(J\) \(\text{opcom}\) |
| \(2^4\) | 4 | 1.47 | 4 | 1.49 | 4 | 1.41 | 4 | 1.50 |
| \(2^6\) | 5 | 1.64 | 5 | 1.62 | 5 | 1.65 | 5 | 1.62 |
| \(2^8\) | 6 | 1.66 | 6 | 1.68 | 6 | 1.67 | 6 | 1.67 |
| \(2^{10}\) | 7 | 1.68 | 7 | 1.69 | 7 | 1.68 | 7 | 1.69 |

\textbf{TABLE 2}

The number of levels and the operator complexity of AMG.

Except for the number of iterations, we also record two crucial ingredients of the multi-level hierarchy: (i) the number of levels \(J\) and (ii) the operator complexity (\text{opcom} for short)
\[
\text{opcom} := \frac{\sum_{\ell=1}^{J} \text{nnz}(A_{\ell})}{\text{nnz}(A)}.
\]

The quantity \text{opcom} is often used to measure the computational complexity of the AMG algorithm. From Table 2, we might observe the growth magnitude \(O(\ln h)\), as mentioned
Remark 5.1. This is almost negligible and thus both $J$ and opcom are robust with respect to $h$ and $\epsilon$.

7.2. The overall IPD-SsN-AMG method. Combining Algorithms 3.1, 3.2, 4.1 and 5.1, we obtain the overall semismooth Newton-AMG-based Inexact Primal-Dual (IPD-SsN-AMG for short) method for solving the generalized transport problem (2.6); see Algorithm 7.1.

**Algorithm 7.1** The overall IPD-SsN-AMG method

**Input:** KKT tolerance: $\text{KKT To1}$.  
SsN iteration tolerance: $\text{SsN To1}$.  
Maximal SsN iteration number: $j_{\text{max}} \in \mathbb{N}$.  
Line search parameters: $\tau \in (0, 1/2)$, $\delta \in (0, 1)$.  
Initial guesses: $\beta_0 > 0$, $\lambda_0 \in \mathbb{R}^{m+n+r}$ and $u_0 = v_0 \in \mathbb{R}^{mn+n+m}$.

1: for $k = 0, 1, \cdots$ do
2: Choose the step size $\alpha_k > 0$.
3: Set $\tau_k = \beta_k(1 + \alpha_k)/\alpha_k^2$ and $\eta_k = \sigma + \tau_k$.
4: Set $D_k = \text{diag}(\eta_k I_{mn}, \tau_k I_n, \tau_k I_m)$ and $w_k = \bar{c} + \beta_k(u_k + \alpha_k v_k)/\alpha_k^2$.
5: Update $\beta_{k+1} = \beta_k/(1 + \alpha_k)$ and set $\lambda_k = \beta_{k+1} \left[ \lambda_k - \beta_k^{-1}(H u_k - b) \right] - b$.
6: Set $\lambda_{\text{new}} = \lambda_k$.
7: for $j = 0, 1, \cdots$ do \{SsN iteration\}
8: Set $\lambda_{\text{old}} = \lambda_{\text{new}}$ and $z_k = D_k^{-1}(w_k - H^T \lambda_{\text{new}})$.
9: Compute the diagonal matrix $U_k \in \partial\text{proj}_{\Sigma}(z_k)$ from (3.23).
10: Transform the linear equation

$$J_k \zeta = \left( \beta_{k+1} I + HD_k^{-1}U_k H^T \right) \zeta = -F_k(\lambda_{\text{old}})$$

into the reduced graph Laplacian system (4.5).
11: Apply Algorithms 4.1 and 5.1 to (4.5) and recover the solution $\zeta$. \{AMG\}
12: Update $\lambda_{\text{new}} = \lambda_{\text{old}} + \delta' \zeta$ with the smallest nonnegative integer $\ell \in \mathbb{N}$ that satisfies $F_k(\lambda_{\text{old}} + \delta' \zeta) \leq F_k(\lambda_{\text{old}}) + \tau \delta' (F_k(\lambda_{\text{old}}), \zeta)$. \{Line search\}
13: if $\|F_k(\lambda_{\text{new}})\| \leq \text{SsN To1}$ or $j \geq j_{\text{max}}$ then \{Check the SsN iteration\}
14: break
15: end if
16: end for
17: Update $\lambda_{k+1} = \lambda_{\text{new}}$, $u_{k+1} = \text{proj}_{\Sigma}(z_k)$ and $v_{k+1} = u_{k+1} + (u_{k+1} - u_k)/\alpha_k$.
18: if $\text{Res}(k+1) \leq \text{KKT To1}$ then \{Check the KKT residual\}
19: break
20: end if
21: end for

Detailed parameter choices and operations are explained in order. In step 11, the settings of the AMG $W$-cycle are the same as that in subsection 7.1. Note that Algorithm 4.1 requires the connected components of the graph $G = (V, E)$ with respect to the Laplacian matrix $A_0$ in (4.5). This can be done by using graph searching algorithms [44] such as breadth first search (with the complexity $O(|V|)$) and depth first search (with the complexity $O(|E|) = O(\text{nnz}(A_0))$). Thanks to the bipartite structure, we adopt the MATLAB built-in function dmperm that provides the Dulmage–Mendelsohn decomposition of $A_0$ and also returns the connected components.

For SsN iteration, the line search parameters are $\tau = 0.2$ and $\delta = 0.9$, and in step 13, it shall be terminated when either $j$ is larger than the maximal iteration number $j_{\text{max}} = 15$ or
\[ \| F_k(\lambda_{\text{new}}) \| \] is smaller than the tolerance \( S_{\text{ShTo1}} = \max \{ \beta_k (k + 1)^{-2}, 10^{-11} \} \).

Moreover, in step 18 we impose the stop criterion

\[
\text{Res}(k) := \max \left\{ \frac{\| KKT(x_k) \|}{\| KKT(x_0) \|}, \frac{\| KKT(y_k) \|}{\| KKT(y_0) \|}, \frac{\| KKT(z_k) \|}{\| KKT(z_0) \|}, \frac{\| KKT(\lambda_k) \|}{\| KKT(\lambda_0) \|} \right\} \leq S_{\text{KKTTo1}},
\]

where \( KKT_{To1} > 0 \) denotes the tolerance and the KKT residuals are defined by

\[
\begin{align*}
    KKT(x_k) &:= \| x_k - \text{proj}_C(\sigma \phi + (1 - \sigma) x_k - c - G^T \lambda_k) \|, \\
    KKT(y_k) &:= \| y_k - \text{proj}_{Y}(y_k - I^T \lambda_k) \|, \\
    KKT(z_k) &:= \| z_k - \text{proj}_{Z}(z_k - I^T \lambda_k) \|, \\
    KKT(\lambda_k) &:= \| G x_k + I^T y_k + I z_k - b \|. 
\end{align*}
\]

In the sequel, we investigate the performance of our IPD-SsN-AMG method on specific problems including optimal transport, Birkhoff projection and partial optimal transport. Also, comparisons with the semismooth Newton-based augmented Lagrangian methods proposed in [55, 56] and the accelerated ADMM method in [64] will be presented, under the same stopping condition \((7.2)\) with \( KKT_{To1} = 10^{-6} \).

The methods in [55, 56] adopt PCG as the linear system solver, and the (super-)linear convergence analysis is based on classical proximal point framework together with proper error bound assumption. For convenience, we abbreviate these two methods simply as ALM-SsN-PCG. The method in [64], denoted shortly by Acc-ADMM, possesses sublinear rates \( O(1/k) \) and \( O(1/k^2) \) respectively for convex and partially strongly convex objectives.

We note that, as summarized in the introduction part, some other optimization solvers, such as entropy regularization methods and interior-point methods, can also be applied to transport-like problems considered here. However, entropy-based methods provide approximate solutions only with a fixed tolerance, which is almost the same magnitude as the regularization parameter. Interior-point methods utilize the barrier function and require linear system solver as well. Hence, it would be interesting to studying the efficiency comparison between PCG and AMG, and we leave this as our future topic.

\subsection{7.2.1. Optimal transport}

Let us focus on the optimal mass transport \((2.1)\) with \( m = n \in \mathbb{N} \). The mass distributions \( \mu, \nu \in \mathbb{R}^n_+ \) are generated randomly, and we consider two kinds of cost matrices:

- **Random cost:**

  \[
  C = (C_{ij})_{n \times n} \quad \text{with} \quad C_{ij} \sim \mathcal{U}([0, 1]),
  \]

  where \( \mathcal{U}([0, 1]) \) denotes the uniform distribution on \([0, 1] \);

- **Quadratic distance cost:**

  \[
  C = (C_{ij})_{n \times n} \quad \text{with} \quad C_{ij} = \| x_i - x_j \|^2,
  \]

  where \( \{ x_i \}_{i=1}^n \) are the grid points in the uniform subdivision of \( \Omega = (0, 1)^2 \) with mesh size \( 1/h = \sqrt{n} - 1 \); see Figure 1.

As discussed in Remark 3.3, our IPD-SsN-AMG converges at least linearly as long as the step size is bounded below \( \alpha_k \geq \alpha_0 > 0 \). Practically, we are not allowed to increase \( \alpha_k \) as large as we can. Hence, we choose \( \alpha_k \geq 1 \) for small \( k \leq 10 \) and set \( \alpha_k \in (0, 1) \) for large \( k \). For ALM-SsN-PCG, there are two crucial parameters \( \sigma_k \) and \( \tau_k \); see equation \((18)\) in [55, Algorithm 1]. Theoretically, letting \( \sigma_k \) increase to \( \infty \) and \( \tau_k \) decrease to \( \tau_{\infty} > 0 \) implies superlinear convergence. However, for the sake of practical computation, we set the
moderate choice: $\sigma_k = O(k^2)$ and $\tau_k = O(1/k)$. Additionally, we provide a warming-up initial guess for both two algorithms by running Acc-ADMM 100 times.

| $m = n$ | IPD-SsN-AMG | ALM-SsN-PCG | Acc-ADMM |
|---------|-------------|-------------|----------|
|         | itIPD | itSsN | itamg | max | aver | itALM | itssn | itpcg | max | aver | it | residual |
| 1000    | 19    | 170   | 13    | 7    | 46   | 286   | 731   | 190   | 5000 | 6.42e-02 |
| 2000    | 29    | 233   | 14    | 7    | 54   | 416   | 1299  | 235   | 5000 | 1.05e-01 |
| 3000    | 29    | 279   | 15    | 7    | 57   | 463   | 2059  | 284   | 5000 | 3.18e-01 |
| 4000    | 39    | 311   | 13    | 6    | 61   | 531   | 2100  | 264   | 5000 | 4.95e-01 |

Table 3
Numerical results for optimal transport with random cost (7.3).

![Graphs](image)

**Fig. 3.** Growth behaviors of $\text{itamg}$ and $\text{itpcg}$ for optimal transport with random cost: $m = n = 3000$ for top row and $m = n = 4000$ for bottom row.

Numerical results with random cost (7.3) and quadratic distance cost (7.4) are listed in Table 3 and Table 4, respectively. We record (i) the number of iterations ($\text{itIPD}$ and $\text{itALM}$), (ii) the total number of SsN iterations ($\text{itSsN}$ and $\text{itssn}$), and (iii) the maximum (max) and average (aver) iteration number of AMG ($\text{itamg}$) and PCG ($\text{itpcg}$). Besides, Acc-ADMM is stopped at $k = 5000$ and we report the corresponding relative KKT residuals.

We find that $\text{itIPD}$ ($\text{itSsN}$) is better than $\text{itALM}$ ($\text{itssn}$) for random cost but slightly inferior for quadratic distance cost. Particularly, $\text{itamg}$ is more robust than $\text{itpcg}$, and we also plot the growth behaviors in Figures 3 and 4. As we can see, $\text{itamg}$ stays around 10 while $\text{itpcg}$ increases dramatically as $k$ does.
TABLE 4
Numerical results for optimal transport with quadratic distance cost (7.4).

| $m = n$ | IPD-SsN-AMG | ALM-SsN-PCG | Acc-ADMM |
|---------|-------------|-------------|----------|
| $it_{IPD}$ | $it_{SsN}$ | $it_{amg}$ | $it_{ALM}$ | $it_{ssn}$ | $it_{pcg}$ | $it$ | residual |
| 900 | 29 | 215 | 11 | 7 | 20 | 183 | 628 | 163 | 5000 | 1.03e-01 |
| 1600 | 29 | 225 | 11 | 7 | 21 | 226 | 979 | 191 | 5000 | 1.69e-01 |
| 2500 | 43 | 328 | 12 | 7 | 25 | 277 | 1556 | 278 | 5000 | 2.51e-01 |
| 3600 | 40 | 352 | 13 | 7 | 35 | 360 | 1798 | 640 | 5000 | 3.48e-01 |

FIG. 4. Growth behaviors of $it_{amg}$ and $it_{pcg}$ for optimal transport with quadratic distance cost: $m = n = 2500$ for top row and $m = n = 3600$ for bottom row.

TABLE 5
Numerical outputs for Birkhoff projection without entry constraint.

| $m = n$ | IPD-SsN-AMG | ALM-SsN-PCG | Acc-ADMM |
|---------|-------------|-------------|----------|
| $it_{IPD}$ | $it_{SsN}$ | $it_{amg}$ | $it_{ALM}$ | $it_{ssn}$ | $it_{pcg}$ | $it$ | residual |
| 2000 | 6 | 18 | 1 | 1 | 8 | 25 | 15 | 10 | 5000 | 3.33e-03 |
| 3000 | 6 | 17 | 1 | 1 | 7 | 24 | 14 | 10 | 5000 | 3.32e-03 |
| 4000 | 6 | 19 | 1 | 1 | 7 | 24 | 20 | 10 | 5000 | 3.23e-03 |
| 5000 | 6 | 19 | 1 | 1 | 7 | 24 | 26 | 10 | 5000 | 3.20e-03 |

7.2.2. Birkhoff projection. We then move to the Birkhoff projection (2.2) with possible entry constraint (2.3). For this problem, we choose fixed large step size $\alpha_k = 10$ for our IPD-SsN-AMG. Numerical outputs with random data are presented in Tables 5 and 6. Notice that
both two algorithms work well, and itamg is still superior than itpcg (which is also quite robust). This might be due to the strongly convex property of the problem itself.

| m = n | IPD-SsN-AMG | ALM-SsN-PCG | Acc-ADMM |
|-------|--------------|--------------|-----------|
|       | itIPD        | itSsN        | itamg     | itALM     | itssn     | itpcg    | it        | residual  |
| 1000  | 6            | 13           | 1         | 1         | 7         | 21       | 15       | 11        | 5000      | 3.81e-03 |
| 2000  | 6            | 20           | 1         | 1         | 8         | 24       | 15       | 10        | 5000      | 3.42e-03 |
| 3000  | 6            | 18           | 1         | 1         | 6         | 30       | 14       | 11        | 5000      | 3.30e-03 |
| 4000  | 6            | 17           | 1         | 1         | 5         | 42       | 20       | 12        | 5000      | 3.22e-03 |

Table 6: Numerical outputs for Birkhoff projection with entry constraint.

7.2.3. Partial optimal transport. Finally, let us consider the problem of partial optimal transport (2.4) with random cost (7.3) and quadratic distance cost (7.4). Again, the marginal distributions \( \mu \) and \( \nu \) and the fraction of mass \( a \) are generated randomly.

From Tables 7 and 8, we observe that: (i) similar with the results of optimal transport (see Tables 3 and 4), itIPD is much less than itALM for random cost but slightly more than that for quadratic distance cost; (ii) itSsN is better than itssn for both two cases; (iii) itamg stays robust and outperforms itpcg.

Growth behaviors of itamg and itpcg are displayed in Figures 5 and 6. We find that itamg is temperately increasing within few initial steps while itpcg is not robust with respect to both the iteration process (i.e., the number \( k \)) and the problem size.

| m = n | IPD-SsN-AMG | ALM-SsN-PCG | Acc-ADMM |
|-------|--------------|--------------|-----------|
|       | itIPD        | itSsN        | itamg     | itALM     | itssn     | itpcg    | it        | residual  |
| 900   | 31           | 154          | 19        | 5         | 18        | 139      | 95       | 60        | 5000      | 5.95e-01 |
| 1600  | 32           | 155          | 28        | 5         | 22        | 176      | 98       | 63        | 5000      | 1.77e-01 |
| 2500  | 32           | 196          | 36        | 6         | 25        | 223      | 128      | 64        | 5000      | 6.20e-01 |
| 3600  | 31           | 204          | 46        | 7         | 29        | 244      | 138      | 66        | 5000      | 5.60e-01 |

Table 7: Numerical results for partial optimal transport with random cost (7.3).

| m = n | IPD-SsN-AMG | ALM-SsN-PCG | Acc-ADMM |
|-------|--------------|--------------|-----------|
|       | itIPD        | itSsN        | itamg     | itALM     | itssn     | itpcg    | it        | residual  |
| 900   | 31           | 154          | 19        | 5         | 18        | 139      | 95       | 60        | 5000      | 5.95e-01 |
| 1600  | 32           | 155          | 28        | 5         | 22        | 176      | 98       | 63        | 5000      | 1.77e-01 |
| 2500  | 32           | 196          | 36        | 6         | 25        | 223      | 128      | 64        | 5000      | 6.20e-01 |
| 3600  | 31           | 204          | 46        | 7         | 29        | 244      | 138      | 66        | 5000      | 5.60e-01 |

Table 8: Numerical results for partial optimal transport with quadratic distance cost (7.4).
8. Conclusion. In this paper, we propose an efficient semismooth Newton-AMG-based inexact primal-dual method for a large class of transport-like problems that share the common feature of marginal distribution constraint. We follow the differential equation solver approach and prove the (super-)linear convergence rate via discrete Lyapunov function. Utilizing the hidden graph structure of the linear system arising from the semismooth Newton iteration, we use the algebraic multilevel method and establish a robust estimate of the two-
level case by the Xu-Zikatanov identity. Extensive numerical experiments are also provided to validate the performance of our algorithm.
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