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Abstract: Cluster algorithms are used for grouping up of similar points to form a cluster. It has seen mostly in Machine Learning algorithms. The most popular density-based algorithm is DBSCAN. DBSCAN can find the clusters, irrespective of its shapes and sizes of a cluster. DBSCAN algorithm can easily detect the noise in a clustering dataset. In the proposed algorithm we developed a model based on the existing dbscan algorithm. In the developed algorithm we focus mainly on the epsilon parameter value. Whenever the dbscan algorithm fails to form a cluster we increase the epsilon value by half of its original size. We repeat this step until a cluster is formed. Whenever a cluster is newly formed we change existing epsilon parameter value by adding the 10 percent of the previous used epsilon parameter value. We use epsilon for varying the density of a cluster. So, we can use the dbscan algorithm with the varying density values for developing a cluster. We applied this algorithm on the various datasets.
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I. INTRODUCTION

Datamining is used to discovering the patterns in huge data that involves in the methods of statistics, machine learning and database systems [1]. It is inter-disciplinary part of the computer sciences and statistics it extracts information from the data and transforms to a comprehensible structure [1][2][3]. It is the analyzation process of KDD [4]. It does involve in the data management, database aspect and pre-processing of the data and post processing of the structures [1].

The task of the datamining is to extract the data and data records of interesting patterns, by analysing the large amount of data. This analysis uses the various typesofmethods such as spatial indices. These are kind of patterns that are shown as the input and it can also be used as the analysis for the future. Both the data preparation, data collection is used for the interpretation of the results, which belongs to datamining, which is a part of the KDD.

Data mining provides services that are used for gathering of information, where the data goes through some sort of identification process. At the end of the process, it determines all the characteristics of the data mining. We are collecting the data from the simple to more difficult information, that collects in the form of digitally [5]. Some of the areas are Computer-aided drafting, Scientific data or from the Scientific applications, Medical, GIS images, Sensor data, Cloud data etc... There are various problems that arises in data mining such as Security concerns, Social issues, User interface issues, Mining etc… Datamining, Machine Learning and Artificial Intelligence, these are all the topics that are inter-related and sometimes datamining is referred to be a part of the Machine learning. Machine Learning will learn algorithms and statistical models so that, it can perform a specific task without the help of any explicit instructions. Machine Learning methods will be used to develop a model to perform the specific task and can make the predictions are the decisions accurately without taking any help from outside [6][7]. It will help in developing the models that gives the best output with the greater performance and accurate results based on the previous data that is being analysed or monitored and then that is given to machine learning program based on this data the machine learning program will develop an optimum model. The model may have several parameters. So, we give the past data to the model so that the model can be trained and in the future the model can give the accurate results. The model can predict the outcome.

There are numerous advantages of the Machine Learning and also has its own disadvantages. Firstly, we see the advantages they are: Identifying the trends and patterns, Human intervention is not required, Continuous growth, it is used in developing the models for the large applications. It is well mannered in maintaining the multi variety, dimensional data. Some of the disadvantages of the Machine Learning are: Acquisition of the data, it requires large number of resources, it requires more time, it requires the interpretation of the results, high errors may occur. Finally, some the Machine Learning applications are: Recognition of images, Speech Recognition, Diagnosis in the medical field, Robotics, Forecasting, Association learning, Classification, Predictions, Regression.

Clustering is one of many types of unsupervised learning techniques. Unsupervised learning is defined as were we drawing the data from the data set and that will have the input data without any labels. Clustering can be defined as the grouping of objects that are similar points that are belonging to the same group and dissimilar point belongs to different groups and otherwise considered to be as outliers or noise. In short it can be defined as object that are similar or dissimilar.
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Clustering is very much useful, it groups the various unlabelled data. There are no criteria for a good clustering. For example, we show some interest in the finding of homogeneous groups for finding the “natural clusters” and show the properties in finding the useful groups or in finding dissimilar objects.

Clustering is tasks of grouping set of objects that are similar are put into a same group. The main task to achieve is of the exploratory data mining, statistical type of analysing the data. It is used in differentareas, some of them are: Discovery of the Knowledge [8], Pattern type Recognition [9], Image Processing [10], Bio-informatics [11], Machine Learning [12] [13], Computer Graphics [14], spatial databases [15] provides the challenges to identify the cluster of various shapes. Clustering is not a single algorithm, various types of algorithms of the cluster available. So, that the given task is to be solved.

DBSCAN or Density-Based Spatial Clustering of Application that includes Noise[16], is a density-based technique which is used to discover the clusters irrespective of their shapes and handle the noise effectively. It requires two input type of parameters given by user.

The DBSCAN is required because the clustering techniques like partition clustering technique, connective based clustering technique, fuzzy based clustering technique and so on will find the clusters that are of the spherically shaped clusters or the convex type clusters. Because of this they are largely affected by noise and the outliers that are present in the data. The data of real time may contain many problems or dissimilarities: Cluster can be of any type of shape, Data may contain noise. Some of the advantages of this method are: Discovering the clusters that are of the different types of shapes, identifying the clusters that are covered by the other types of clusters, DBSCAN is Robust towards the outlier detection. Some of the Disadvantages are: It is not well suited for multiprocessor type of systems, Data sets with varying densities are difficult to perform, Minimum point value and Epsilon value are carefully determined these values are very sensitive, DBSCAN may fail to identify the clusters with the different densities, Density will be affected if we do the sampling on data set. Some of the Applications of DBSCAN are: Scientific applications, GIS images, Satellite sensing, Medical diagnosis, Surveillance type of videos, Sensor data, Marketing analysis, Finances, Business transactions.

II. RELATED WORK

DBSCAN can discover the clusters of different shapes without any noise. Density estimator [17], uses sub groups method and assembly technique to obtain correct clusters and the computational complexity is lesser than other methods. A new clustering method for collaborative filtering [18], using dbscan it uses to improve the prediction accuracy and is proved to be more effective. A VDBSCAN [19], is same as the dbscan algorithm the only major difference between the dbscan and vdbscan is that in the vdbscan it is going to take the epsilon parameter value for the various densities that are shown in the k-distance plot. The DBSCAN-GM [20], it is a combination of GM and dbscan methods. In this method the purpose of Gaussian Means is to generate the clusters of small size with the estimated centre of the clusters for to determine the parameters of dbscan such as MinPts and Eps and then dbscan algorithm is performed. This method produces better performance and quality of clusters. It handles noises. It provides better accuracy and validity measures.

QIDBSCAN [21], is also a dbscan algorithm rather is an extended version of the dbscan algorithm that is called the quick dbscan algorithm. It is a newly formed from the data type clustering were the data from the large type of data sets so that the data can be mined using this algorithm. We can compare this method with the conventional dbscan algorithm were this method is much faster than the dbscan algorithm this method kind of eliminate all the unnecessary steps such as expanding the seed in dbscan algorithm because the algorithm will increase the speed if we start expanding with selecting and points. The experiment shows the appropriate results that the Quick dbscan algorithm works more efficiently with accurate results. BEDBSCAN [22], method is the one of the various extensions of the dbscan algorithm and in differ to the dbscan algorithms the BEDBSCAN algorithm will expand the size of the cluster based on where it will consider the object that are available in the border as the seeds. This method reduces judgements to objects that belongs to the core and the quires that should be in the same region that of the neighbour, based on this on the dataset it will be reducing the travelling time and this may produce the higher running efficiency and the cost of the input and the output will be reduced and the speed will be greatly enhanced. It shows high effectiveness and feasible to large scale data processing.

A regular DBSCAN method has a disadvantage of inability of identifying clusters with different densities to overcome this a new dbscan based method has developed i.e., the EXDBSCAN [23], were the data sets that consists of multi density will be covered by the exdbscan. Here, this algorithm will going to take the parameter for detecting the clusters where the parameter will be given by the user and then each cluster may have densities varied. In this algorithm effectively, outliers will be identified. Here, it shows the clusters were the densities were varied accordingly, and in this algorithm, we are going to use the techniques such as greedy method so that, we can easily find the density of the cluster with the help of the parameter. A new algorithm was developed based on the traditional dbscan algorithm ADDBSCAN [24], here it is called adaptive dbscan algorithm were in this algorithm densities of the algorithm for each iteration will be varied on the data set. In this newly changed version of the dbscan method, we will be finding the various epsilon values for the various densities on the data set with respective to distribution of the data objects. Here, in this algorithm it also modified the number of minimum points to be used in the algorithm and it provides the better results for the clusters that are generated after performing the adaptive dbscan algorithm and this method can detect the cluster with different density-levels. The K-DBSCAN [25], is mainly focuses on identifying the clusters with various shapes that are in regions of the variable density and the k dbscan algorithm can focuses on mainly on the points that are of the clusters are identified that are of spatial density or very similar and in this algorithm it can identify the different type of clusters that or overlapped in various spatial regions at different levels of the density and in these case the dbscan algorithm will be failed for the identification of the overlapped clusters.
In the \( k \) dbscan algorithm will identify the different levels of the density based on dividing all the points of the data into the various levels of the density. So, that it identifies the clusters and extract it with the help of a newly changed version of the dbscan algorithm. This \( k \) density-based algorithm is showing the more effectiveness.

The DBSCAN-GM identify the clusters and noises, the shape of the clusters will also be very different. Here, the points are also mentioned very doubt full. Because of this the regions of the data may as well be over lapped it means that the point may belong to many different clusters that are already over lapped. Based on these problems a new algorithm is developed or it can be considered as the regular dbscan gm algorithm where it originally deals with the points that are soft. This kind of algorithm is DBSCAN-GM based on the soft (SDG) [26], this newly developed is a combination of the two methods that is the dbscan gm and the other one it is uses is that the fuzzy set by combining these two the new algorithm is developed and it gives the results of the clusters with a very good quality and it works very effectively.

In dbscan algorithm specifying the parameter to be used in the dbscan algorithm is very hard to determine and the parameter value will determine how many numbers of clusters to formed indirectly this parameter values plays a crucial role in the algorithm. For this a new method was developed on the basis of the density mechanism that is it depends on the objects of their distance in between them includes with the knn based on the centroid [27], and it will not mention the nearest neighbour and also optimization is obtained earlier. These results are very effective to when compared to the other density algorithms.

Density based on the spatial clustering type of the applications that includes the noise data is a data clustering algorithm, it is one of the best performance algorithms however, it shows the reduced performance of clusters of different densities. So, a new method was introduced for clusters with varying densities i.e. Adaptive type Density based on the spatial type clustering of the applications that includes the noise [28], it will identify different type of clusters with varying densities. This method outperforms existing DBSCAN algorithm.

The dbscan algorithm is focused on detecting the unwanted type of data and this algorithm is developed based on the density. The dbscan method is highly sensible to choosing the parameter values that are minimum points to be used and epsilon value. So, a new type of method was developed for configuring the appropriate parameter values to be used in the dbscan algorithm [29], it can detect the appropriate parameters based on considering the various characteristics from the statistics that applies on the dataset that is in the form of a graph. It is carried out in visual display by using MATLAB tools. This method shows the detection results more accurate and scalable but even this method requires the human participation in judgement for parameter setting in the DBSCAN algorithm. But this method also produces trouble in the form of the time consuming during the algorithm execution.

### III. PROPOSED SYSTEM

In the proposed model we proposed a model based on the Density based on spatial clustering type of applications that includes noise method. In this model we use two input type parameters one is epsilon parameter value and other one is the minimum point to be given parameter value. Here we perform the normalization on the given dataset. The main reason for doing the normalization on the dataset is to change all the values of the column in the dataset to a common scale. There are various types of normalization are there and the mostly used types are Minmax Scaler and the Standard Scaler. By using these methods, we can translate the entire dataset into the normalized form. One important thing is each and every dataset does not need to be normalized and it is to be done only when there is huge difference between the values.

We are going to calculate the Epsilon parameter value by using the \( K \) nearest neighbour graph method. We need to choose how many nearest neighbours you want and calculate their distances and plot the graph by using the \( K \) nearest neighbour algorithm. Based on the graph we are going to choose the epsilon value. The place where there is drastic change in the graph or a valley is to be considered as an epsilon value. We should not choose the epsilon value to be very small because it will not consider most of the data and if we choose too large value the clusters will combine. We need to take the Minimum point greater than are equal to the three other wise it will look like the hierarchical or single linkage clustering.

#### A. Epsilon Calculation:

**Input:** Select the Dataset consisting of I values

- Initialize I as a particular point in a dataset
- Loop J = 1 to K
  - Calculate the distance between I & K
  - End Loop
- Sort all the distances
- Plot the graph

**Output:** Select the Epsilon value as where there is first drastic change or the valley point.

#### B. DBSCAN:

**Input:** Dataset, Newly formed Epsilon value, Minimum points, Cluster_Number to 0, Noise value

- Initialize I as 1, Cluster has negative values of N length, N as length of the dataset
- Loop I to N
  - If Cluster of I is negative
    - Call dbscan expansion
    - If Cluster is formed
      - Increase Epsilon value to 10 percent of original epsilon value
    - Else
      - Increase epsilon value by 50 percent of original epsilon value
  - End Loop
C. DBSCAN EXPANSION:

Loop I to N
   Calculate distance between the point and I
   If Distance (point, I) ≤ ε
       I will be added to an array group
K
   End Loop
   If K < minimum points value
       Assign Noise value to entire K
   Else
       Loop I in K
       Calculate directly reachable points from K group by distance function
   End Loop

After calculating the ε parameter value, we need to focus on developing the dbscan algorithm. The newly formed algorithm is developed based on the existing dbscan algorithm. By using this procedure, we are going to perform the dbscan algorithm. In the first step we have seen that the dbscan will calculate the ε value based on the cluster formation. If the cluster is not going to form than we are going to increase the ε value by fifty percent of its original value. If there is a formation of cluster the ε value will be increased by ten percent of the existing value. In this way we can say that the density value is varying throughout the algorithm. In other words, the density value will be varying whenever there is a cluster is newly formed. Finally, we than calculate the silhouette score. A silhouette score can be defined as how well the points in the particular cluster are closely matched. Finally, at the end of the algorithm we than plot the cluster graph.

IV. RESULTS AND DISCUSSION

The newly formed algorithm was developed based on the existing dbscan algorithm. In this algorithm we are going to mainly focus on the ε parameter value. In this algorithm whenever a new cluster is formed the ε value will be going to increase by ten percent of its original value. If there is no cluster is formed then the ε parameter value will be increased by fifty percent of its original ε value. This process will continue for each and every iteration until all the points in the dataset are covered. In a way we can say that we are performing this algorithm by varying densities. By using this algorithm, we mainly focus on silhouette score value. It represents how closely the point is similar to its cluster. We applied this algorithm on Many datasets. We focus mainly on three datasets. At first, we see the Facebook data where we applied this algorithm. Then we see the wi-fi indoor localization data set and the third one is Alcohol dataset. We downloaded these datasets from the UCI machine learning repository. At first, we calculated the ε value and plot the graph for these three datasets.

We select the ε where there is critical range value that come first are the valley point or where there is first drastic change that occur in the graph. After forming the ε value, we than perform the developed algorithm on the three datasets, where we earlier generated the K nearest neighbour graph for identifying the ε value. We consider these three datasets based on different in their sizes. We are performing the developed algorithm on various sizes of the dataset. The Facebook dataset consists of about 7000 instances and when we come to Wi-fi dataset it has about 2000 instances and finally the Alcohol sensor data it has about 25 instances. We apply the algorithm on these three datasets.
Cluster algorithms are used for grouping up of similar points to form a cluster. The most popular density-based algorithm is DBSCAN. We developed a model based on the existing Dbscan algorithm, whenever a cluster is formed the epsilon value will be increased to ten percent to the existing epsilon value and if no cluster is formed then the epsilon value will be incremented to ten percent to the existing Dbscan algorithm. We developed a model based on the concepts.

V. CONCLUSION & FUTURE WORK

Cluster algorithms are used for grouping up of similar points to form a cluster. The most popular density-based algorithm is DBSCAN. We developed a model based on the existing Dbscan algorithm, whenever a cluster is formed the epsilon value will be increased to ten percent to the existing epsilon value and if no cluster is formed then the epsilon value will be increased to fifty percent of the existing epsilon value. By doing this, we can say the we are performing the algorithm with varied densities. By applying this algorithm on three different size of datasets we have achieved a better silhouette score from these three datasets than that is achieved by the existing dbscan algorithm. In the future, a new modified version of the dbscan to be developed to reduce the time complexity of the algorithm and need to achieve the parallel programming and use the thread concepts.
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