Stochastic Geometry Analysis of Normalized SNR-Based Scheduling in Downlink Cellular Networks

Takuya Ohto, Koji Yamamoto, Member, IEEE, Seong-Lyun Kim, Member, IEEE, Takayuki Nishio, Member, IEEE, and Masahiro Morikura, Member, IEEE

Abstract—The coverage probability and average data rate of normalized SNR-based scheduling in a downlink cellular network are derived by modeling the locations of the base stations and users as two independent Poisson point processes. The scheduler selects the user with the largest instantaneous SNR normalized by the short-term average SNR. In normalized SNR scheduling, the coverage probability when the desired signal experiences Rayleigh fading is shown to be given in a closed form by a series of Laplace transforms of the probability density function of interference. Also, a closed-form expression for the coverage probability is approximately achieved. The results confirm that normalized SNR scheduling increases the coverage probability due to the multi-user diversity gain.
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I. INTRODUCTION

STOCHASTIC geometry enables tractable modeling and accurate analysis of cellular networks [1]–[4]. In particular, the coverage probability of a randomly chosen user depending on co-channel interference can be expressed in a closed form in a special case [1] and has been analyzed in a wide variety of scenarios [3], [4]. However, in terms of stochastic geometry analyses of cellular networks, where the locations of the base stations form a Poisson point process (PPP) as in [1], [2], as far as the authors know, no studies have been conducted into channel-adaptive scheduling. In a single-cell environment, normalized SNR based scheduler and proportional fair (PF) scheduler [5] were analyzed in [6] and [7], respectively. In a multi-cell environment, normalized SNR based scheduler was analyzed assuming that interference is independent of time and the locations of users in [8]. In hexagonal cell arrangements with users forming a PPP, channel-adaptive scheduling based on the normalized signal-to-interference-plus-noise power ratio (SINR) was analyzed in [9]. Note that these studies [8], [9] evaluated average throughput of the network, not coverage probability.

In this letter, using the framework of stochastic geometry analysis of cellular networks [1], [2], we derive coverage probability and average data rate in downlink cellular networks with channel-adaptive scheduling, where users experience Rayleigh fading. As in [6]–[8], for ease of analysis, we employ a scheduling scheme based on the instantaneous SNR normalized by the short-term average SNR, while the coverage probability is defined as the probability that users achieve a target SINR. Henceforth, we refer to this scheme as normalized SNR scheduling. Normalized SNR scheduling achieves the same temporal fairness among users as round-robin (RR) scheduling [6], and is similar to PF scheduler, except that this scheme is based on the normalized SNR rather than the normalized data rate. Note that normalized SNR scheduling is equivalent to PF scheduling if the data rate is proportional to the SNR [7]. We clarify that when the desired signal experiences Rayleigh fading in normalized SNR scheduling, the coverage probability is given by a series of Laplace transforms of the probability density function (pdf) of interference. We also evaluate the scheduling gain [10], which is defined as the ratio of the average data rate of normalized SNR scheduling to that of RR scheduling.

Notation: \( \mathbb{E}[\cdot] \) denotes the expectation operator, \( f_X(\cdot) \) denotes the pdf of a random variable \( X \), \( F_X(\cdot) \) denotes the cumulative distribution function (cdf) of \( X \), \( L_X(\cdot) \) denotes the Laplace transform of the pdf of \( X \), and \( \Gamma(\cdot) \) denotes the gamma function.

II. SYSTEM MODEL

Our system model of a downlink cellular network consists of both base stations (BSs) and users, as was discussed in [2]. Note that the main difference between our system model and the model in [1] is in considering the user distribution.

The locations of the BSs are assumed to be distributed according to a homogeneous PPP \( \Phi_b \) with intensity \( \lambda_b \) on the Euclidean plane \( \mathbb{R}^2 \). We assume that each BS operates with an identical transmission power \( P_b \). The locations of the users are also distributed according to a homogeneous PPP \( \Phi_u \) with intensity \( \lambda_u \). Each user is associated with the nearest BS [2]. That is, the cell area of each BS comprises a Voronoi tessellation, as shown in Fig. 1. We consider one resource block to assign, and each BS is assumed to serve only one user in a resource block at any given time.

The scheduler selects the user with the largest instantaneous SNR normalized by the short-term average SNR, which is the average value of the instantaneous SNR over a period when variation in the distance between the user and its associated BS is negligible as in [5], [6]. We assume that users experience quasi-static Rayleigh fading, i.e., the channel gain...
Fig. 1: Deployment of BSs and users.

is constant over a time slot. As in \cite{5, 6, 8}, we assume perfect channel estimation at the beginning of each time slot. The instantaneous SNR of the user at a distance \( r \) from the associated BS is, therefore, \( P_b h_r r^{-\alpha}/\sigma_b^2 \), where \( h \) represents the fading gain, which is an exponentially distributed random variable with unit mean, i.e., \( h \sim \exp(1) \), and \( \sigma_b^2 \) represents the path loss exponent, and \( \sigma_b^2 \) represents the noise power.

We consider two scenarios: Scenario 1 where all of the BSs continually transmit signals independently of the number of associated users; and Scenario 2 where a BS that has no user to serve does not transmit any signals. The coverage probability and scheduling gain in the first scenario are discussed in Section III-A, and those in the second scenario are given in Section III-B.

### III. Coverage Probability and Average Data Rate

The coverage probability of the tagged user can be derived as a function of the BS and user densities when normalized SNR scheduling is applied. The coverage probability of a tagged user is the probability that the tagged user can achieve a target SINR \( \theta \) when the tagged user is scheduled, which is defined as \( p_c(\theta) := \Pr(\text{SINR} > \theta) \). That is, the coverage probability is defined as the complementary cumulative distribution function (ccdf) of the instantaneous SINR. Let \( N \) be the number of users in the cell of BS \( b_o \). Conditioning on \( N = n \) and \( R = r \), the instantaneous SINR of the tagged user can be written as:

\[
\text{SINR} = \frac{P_b h_{n+1:n+1} r^{-\alpha}}{\sigma_n^2 + I},
\]

where \( I \) denotes the aggregate interference received at the tagged user, and \( h_{n+1:n+1} \) denotes the fading gain of the tagged user when the tagged user is scheduled, as explained later in this letter. The tagged user is assumed to be located at \( o \), and the location of the associated BS is denoted by \( b_o \). In Scenario 1, because all of the BSs continually transmit signals, the aggregate interference \( I \) is given by:

\[
I = P_b \sum_{b \in \Phi_b \backslash \{b_o\}} g_b d_b^{-\alpha},
\]

where \( g_b \) is the fading gain between the tagged user and the BS at \( b \), and \( d_b \) is the distance from the tagged user to the BS at \( b \). In Scenario 2, there might be a BS with no associated user, and thus, the aggregate interference is received only from the active BSs, i.e., BSs that have at least one user to serve.

When the tagged user is scheduled, the coverage probability of the tagged user can be approximately given as:

\[
p_c(\theta) = \mathbb{E}_{R,N}[\Pr(\text{SINR} > \theta | r, n)]
\approx \sum_{n=0}^{\infty} \int_0^\infty \Pr(\text{SINR} > \theta | r, n) f_R(r) f_N(n) \, dr,
\]

where we assume that \( N \) and \( R \) are independent, and \( \Pr(\text{SINR} > \theta | r, n) \) denotes the coverage probability conditioning on \( R = r \) and \( N = n \), which is given by the ccdf of \( h_{n+1:n+1} \), \( \Pr(h_{n+1:n+1} > r^{\alpha} \theta (\sigma_n^2 + I)/P_b) \). The accuracy of the approximation is discussed in Section IV. According to \cite{1, 11}, the pdf of \( R \) is given by:

\[
f_R(r) = 2\pi \lambda_r r e^{-\pi \lambda_r r^2}.
\]

In addition, \( f_N(n) \) denotes the probability mass function (pmf) of \( N \). From Slivnyak’s theorem \cite{11}, the locations of the other users follow the reduced Palm distribution with \( \Phi_o \). According to \cite{12} Lemma 1, the pmf of \( N \) is given by:

\[
f_N(n) = \frac{\Gamma(n + c + 1)(\lambda_o/c\lambda_b)^n}{\Gamma(n + 1)\Gamma(c + 1)(\lambda_o/c\lambda_b + 1)^{n+c+1}},
\]

where \( c = 7/2 \).

To evaluate \( \mathbb{E} \), we derive the cdf of the fading gain of the tagged user when the tagged user is scheduled, \( h_{n+1:n+1} \). Let \( i = 1, \ldots, n + 1 \) be the index of users in the cell of BS \( b_o \). Letting the fading gain of \( i \)th user be denoted by \( h_i \), \( \{h_i\} \) are independent and identically distributed (i.i.d.) exponential random variables with unit mean. Letting the distance from \( i \)th user to the associated BS be denoted by \( r_i \), the instantaneous SNR of the \( i \)th user, \( \gamma_i \), is given as \( \gamma_i = P_b h_i r_i^{-\alpha}/\sigma_n^2 \), and its short-term average SNR, \( \bar{\gamma}_i \), is given as \( \bar{\gamma}_i := \mathbb{E}[\gamma_i] = P_b r_i^{-\alpha}/\sigma_n^2 \). In normalized SNR scheduling, the scheduler selects the user with the largest instantaneous SNR normalized by the short-term average SNR.

We obtain \( \gamma_i/\bar{\gamma}_i = h_i \). That is, in normalized SNR scheduling, the scheduler selects the user with the largest fading gain.

The order statistics \cite{13}, \( a_1 < a_2 < \cdots < a_n + 1 \), of \( a_i \)’s in increasing order of magnitude are denoted as: \( a_1 < a_2 < \cdots < a_n + 1 \). The pdf of \( h_{n+1:n+1} \) can be formulated by the same method as the calculation of the selection combiner output because in selection combining, the combiner output SNR is the largest SNR of all the branches. According to \cite{14} §7.2.2, the cdf of \( h_{n+1:n+1} \) can be written as:

\[
F_{h_{n+1:n+1}}(x) = (1 - e^{-x})^{n+1}.
\]

**Lemma 1.** When the desired signal experiences Rayleigh fading in normalized SNR scheduling, the coverage probability conditioning on \( R = r \) and \( N = n \), \( \Pr(\text{SINR} > \theta | r, n) \), is given by a series of Laplace transforms of the pdf of interference \( I \) as in \cite{8}.
The important point is that the coverage probability is given by using the substitution \( p \rightarrow \sigma_n \) for the case where the receiver receives interference from all BSs, except for its associated BS.

**A. Scenario 1: Interference from All BSs**

In this scenario, all BSs continually transmit signals regardless of the number of associated users, and the tagged user receives interference from all BSs, except for its associated BS. Substituting (4), (5), and (8) into (3), we obtain \( p_c(\theta) \), as follows:

**Proposition 1.** When interference experiences Rayleigh fading in normalized SNR scheduling, the coverage probability is given by (9) and (10).

**Proof.** According to [1] Theorem 2, \( \mathcal{L}_k(kr^\alpha \theta/P_b) \) can be written as:

\[
\mathcal{L}_k(kr^\alpha \theta/P_b) = \exp(-\pi r^2 \lambda_b \rho(k\theta, \alpha)),
\]

\[
\rho(k\theta, \alpha) = (k\theta)^{2/\alpha} \int_0^\infty \frac{1}{1 + u^{\alpha/2}} \, du.
\]

By using the substitution \( r^2 \rightarrow u \),

\[
p_c(\theta) \simeq \pi \lambda_b \sum_{n=0}^{\infty} f_N(n) \sum_{k=1}^{(n+1)} (-1)^{k+1} e^{-\pi \lambda_b u(1+\rho(k\theta, \alpha))} \frac{e^{-kr^2/\theta \sigma_n^2}}{P_b} \, du.
\]

To simplify this expression, we consider a special case as in [1]. Assuming \( \sigma_n^2 = 0 \) and \( \alpha = 4 \), the expression of the coverage probability can be simplified to:

\[
p_c(\theta) \simeq \sum_{n=0}^{\infty} f_N(n) \sum_{k=1}^{(n+1)} (-1)^{k+1} \frac{e^{-kr^2/\theta \sigma_n^2}}{1 + \sqrt{k\theta} \arctan \sqrt{k\theta}}.
\]

In this case, the coverage probability depends on the target SNR \( \theta \) and the ratio of the density of users to that of BSs, \( \lambda_u/\lambda_b \).

For ease of performance evaluation, when \( \lambda_u/\lambda_b \) is an integer, by roughly treating that \( f_N(\lambda_u/\lambda_b) = 1 \) and \( f_N(n) = 0 \) for \( n \neq \lambda_u/\lambda_b \), we propose to approximate (13) to a closed form as:

\[
p_c(\theta) \simeq \sum_{k=1}^{\lambda_u/\lambda_b+1} \left( \frac{\lambda_u/\lambda_b+1}{k} \right) (-1)^{k+1} \frac{1}{1 + \sqrt{k\theta} \arctan \sqrt{k\theta}}.
\]

The accuracy of the approximation is discussed in Section IV.

Here, we evaluate the scheduling gain of normalized SNR scheduling. Based on the idea described in [10], the scheduling gain is defined as \( G(\lambda_u, \lambda_b) := \tau_s(\lambda_u, \lambda_b)/\tau_t(\lambda_b) \), where \( \tau_s(\lambda_b, \lambda_u) \) and \( \tau_t(\lambda_b) \) denote average data rate of normalized SNR scheduling and RR scheduling, respectively. The average data rate is defined as the mean rate in units of nats/Hz for the tagged user, which is assumed to achieve the Shannon bound at its instantaneous SNR, and \( \tau_t(\lambda_b) \) is derived in [1].

We obtain \( \tau_s(\lambda_b, \lambda_u) \) as follows:

**Proposition 2.** The average data rate of normalized SNR scheduling can be written as:

\[
\tau_s(\lambda_b, \lambda_u) \simeq \pi \lambda_b \sum_{n=0}^{\infty} f_N(n) \int_0^\infty \int_{-\infty}^{\infty} \frac{1}{\lambda} \left( \frac{rk^\alpha}{\sigma_n^2 + I} + \frac{1}{\lambda} \right) \, dt \, dr.
\]

**Proof.** We have:

\[
\tau_s(\lambda_u, \lambda_b) := E[\ln(1 + \text{SINR})] \simeq \sum_{n=0}^{\infty} f_N(n) \int_0^\infty \frac{f_R(r)}{P_b (\lambda_u + \lambda_b + 1) - \lambda u} \, dt \, dr.
\]

The rest of the proof is similar to that for [1] Theorem 3 and Proposition 1.
B. Scenario 2: Interference Only from Active BSs

We now consider the scenario where a BS that has no user to serve does not transmit any signals, as in [2]. In this scenario, the aggregate interference originates only from the active BSs, except for the BS associated with the tagged user. Because the BSs, λu/λb, is the received power at the tagged user from the associated BS. The closed-form expression for the outage probability is approximately given. Numerical results confirmed that normalized SNR scheduling provides a higher coverage probability along with λu/λb, because of the multi-user diversity gain. It was also confirmed that the scheduling gain increased along with λu/λb.

V. Conclusion

This letter derived the coverage probability and average data rate of normalized SNR scheduling as a basic channel-adaptive scheduling scheme in cellular networks. When the desired signal experiences Rayleigh fading, the coverage probability of normalized SNR scheduling is given by a series of Laplace transforms of the pdf of interference. In the case of α = 4 and no noise, the coverage probability is only dependent on the target SINR and the ratio of the density of users to that of BSs, λu/λb. The closed-form expression for the outage probability is approximately given. Numerical results confirmed that normalized SNR scheduling provides a higher coverage probability along with λu/λb, because of the multi-user diversity gain. It was also confirmed that the scheduling gain increased along with λu/λb.

REFERENCES

[1] J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractable approach to coverage and rate in cellular networks,” IEEE Trans. Commun., vol. 59, no. 11, pp. 3122–3134, Nov. 2011.
[2] S. M. Yu and S.-L. Kim, “Downlink capacity and base station density in cellular networks,” in Proc. Int. Symp. Modeling Optim. Mobile, Ad Hoc, Wireless Netw. (WiOpt), Tsukuba, Japan, May 2013, pp. 119–124.
[3] H. ElSawy, E. Hossain, and M. Haenggi, “Stochastic geometry for modeling, analysis, and design of multi-tier and cognitive cellular wireless networks: A survey,” IEEE Commun. Surveys Tuts., vol. 15, no. 3, pp. 996–1019, June 2013.
[4] H. ElSawy, A. Sultan-Salem, M.-S. Alouini, and M. Z. Win, “Modeling and analysis of cellular networks using stochastic geometry: A tutorial,” IEEE Commun. Surveys Tuts., vol. 19, no. 1, pp. 167–203, 2017.
[5] P. Viswanath, D. N. C. Tse, and R. Laroia, “Opportunistic beamforming using dumb antennas,” IEEE Trans. Inf. Theory, vol. 48, no. 6, pp. 1277–1294, June 2002.
[6] L. Yang and M.-S. Alouini, “Performance analysis of multiuser selection diversity,” IEEE Trans. Veh. Technol., vol. 55, no. 6, pp. 1848–1861, Nov. 2006.
[7] J.-G. Choi and S. Bahk, “Cell-throughput analysis of the proportional fair scheduler in the single-cell environment,” IEEE Trans. Veh. Technol., vol. 56, no. 2, pp. 766–778, Mar. 2007.
[8] B. Blaszczyszyn and M. K. Karray, “Fading effect on the dynamic performance evaluation of OFDMA cellular networks,” in Proc. Int. Conf. Commun. Netw. (ComNet), Tunisia, Nov. 2009, pp. 1–8.
[9] J. Garcia-Morales, G. Femenias, and F. Riera-Palou, “Channel-aware scheduling in FFR-aided OFDMA-based heterogeneous cellular networks,” in Proc. IEEE CUSC/DASC/PICOM, Liverpool, UK, Oct. 2011, pp. 44–51.
[10] F. Berggren and R. Jantti, “Asymptotically fair transmission scheduling over fading channels,” IEEE Trans. Wireless Commun., vol. 3, no. 1 pp. 326–336, Jan. 2004.
[11] M. Haenggi, Stochastic Geometry for Wireless Networks. Cambridge Univ. Pr., Nov. 2012.
[12] S. Akous and R. W. Heath, “Interference coordination: Random clustering and adaptive limited feedback,” IEEE Trans. Signal Process., vol. 61, no. 7, pp. 1822–1834, Apr. 2013.
[13] H. A. David and H. N. Nagaraja, Order Statistics. Wiley Online Library, July 1981.
[14] A. Goldsmith, Wireless Communications. Cambridge Univ. Pr., 2005.