Viral and Bacterial Pneumonia Diagnosis via Deep Learning Techniques and Model Explainability
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Abstract—Pneumonia is one of the most serious diseases for infants and young children, people older than age 65, and people with health problems or weakened immune systems. From numerous studies, scientists have found that a variety of organisms, including bacteria, viruses, and fungi, can be the cause of the disease. Coronavirus pandemic (COVID-2019) which comes from a type of pneumonia has been causing hundreds of thousands of deaths and is still progressing. Machine learning approaches are applied to develop models for medicine but they still work as a black-box are difficult to interpret output generated by machine learning models. In this study, we propose a method for image-based diagnosis for Pneumonia leveraging deep learning techniques and interpretability of explanation models such as Local Interpretable Model-agnostic Explanations and Saliency maps. We experiment on a variety of sizes and Convolutional neural network architecture to evaluate the efficiency of the proposed method on the set of Chest x-ray images. The work is expected to provide an approach to distinguish between healthy individuals and patients who are affected by Pneumonia as well as differentiate between viral Pneumonia and bacteria Pneumonia by providing signals supporting image-based disease diagnosis approaches.
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I. INTRODUCTION

According to the World Health Organization (WHO), pneumonia is one of the most infectious causes of death worldwide, it affects children and families everywhere and causes 50 thousand deaths each year. Recently, the Situation Report - 150 from WHO [1] about COVID-19 presented the number of infected active cases is up to 8.2 million, the number of deaths is 445,535. The patients can get pneumonia as a complication of viral infections such as COVID-19 or the common flu. Besides, the bacteria, fungi, and other microorganisms can also be the primary infectious agents of pneumonia, causing cough with phlegm or pus, fever, chills, and difficulty breathing. Pneumonia is the infection of one or both lungs and filled up with fluid and pus. Based on [2], up to 60% of the cases are related to respiratory virus infections. The study in [3] indicated the difference between viral and bacterial pneumonia in children is based on the serum C reactive protein (CRP) but the sensitivity is not enough for use in clinical practice.

In the field of medicine, diagnostic radiology is significant and used for disease assessment. To detect the pneumoconiosis early and accurately after the clinical analysis, performing a chest X-ray is important and necessary. It is critical to preventing complications including death. The expert radiologists assessed the X-ray images for the pneumonia fluid in the lungs during the diagnosis. Specifically, Fig. 1 contains images of viral (left image), bacterial (middle image) and normal chest (right image) pneumonia. Viral pneumonia presents the diffuse interstitial pattern in both lungs, whereas, bacterial pneumonia typically exhibits a focal lobar consolidation.

Furthermore, chest X-ray (CXR or chest radiography) can reveal the abnormalities areas and not only produce images of the chest but also the nearby structures. Nevertheless, the X-ray images consist of black and white colors, it is quite difficult for detecting the infected areas in the images. Additionally, the technical level of radiologists is also important to make the diagnosis correctly. A study in [4] conducted an education in-person training for improving chest radiograph interpretation accuracy among non-radiologists clinicians.

In recent years, the complexity of medical data makes it more difficult for analyzing and diagnosing the disease. In parallel, the improvements in Machine Learning and Deep Learning have a certain influence on image processing in general and medicine in particular. The diagnosis process performs with Machine Learning or Deep Learning can help physicians investigate the medical images conveniently and reduce the analysis time. Several studies have resolved the challenging tasks such as medical image classification [5], [6], skin cancer detection using images [7], or 3D image biomedical segmentation [8].

Moreover, Deep Learning-based technologies have successfully demonstrated in clinical practice including clinical decision support systems (CDSS), diagnosis prediction, and predicting the invasiveness of lung adenocarcinoma manifesting based on radionics and clinical features [9]. Though, there
are still several challenges with Machine Learning. Selecting a dataset, creating a predictive model, and evaluating and refining the model, the most important thing is data [10]. The implementations of Machine Learning or Deep Learning in health care are influenced by the accuracy of medical data. Specifically, the annotation progress in the medical image is based on medical professional knowledge, medical industry standard, and medical system [6].

II. RELATED WORK

The exceptional improvement of Deep Learning and large datasets have facilitated for the replacement of artificial intelligence for human gradually. As we mentioned above, several studies have outperformed the performance of medical experts.

A study from Stanford University Machine Learning Laboratory [11] proposed a Deep Learning structure, namely CheXNet which contains 121 convolutional layers for detecting pneumonia. They evaluated the model on a large dataset - ChestX-ray14 [12], including over 100,000 chest X-ray images with 14 diseases. The authors resized the original images to 224 × 224 and applying the random horizontal flipping before training. Their proposed method can detect all 14 diseases in ChestX-ray14. However, it also contains several limitations. The X-ray images are in the frontal view for training and testing, but a study in [13] indicated that up to 15% of accurate diagnoses need the lateral view. Furthermore, the patient records are not allowed to use, which has affected negatively by radiologist diagnostic performance [14].

The authors in [15] studied the powerful performance of Residual Neural Network (ResNet) [16] on several diseases using the ChestX-ray14 dataset for classification tasks. The high spatial resolution of X-ray images is investigated by the extended ResNet-50 and the non-image features including patent age, gender, and view position are transformed into a non-image feature vector and concatenated with the image feature vector. In general, the integration with the non-image feature reached the best overall performance, the detailed analysis of the non-image feature has been provided.

The following approach [17] takes advantage of the Laplacian of Gaussian (LoG) filtering to improve the performance of the Convolutional Neural Networks. The considered dataset contains 247 radiograms from the publicly available Japanese Society of Radiological Technology dataset (JSRT). The original images are downsized to 96 × 96 and applied the LoG filter before training or testing. The performance of the Deep Learning model is evaluated based on the detection of the nodule in X-ray images, the results reached better performance in comparison with AlexNet [18] and GoogleNet [19].

The authors in [20] proposed an approach that supports the disease diagnosis with trained models and Gradient Class Activation Map (Grad-CAM) method [21]. The results from Grad-CAM have been generated based on the features that the models pay the most attention to. But the performance of Grad-CAM depends on how good the models are. This study also investigated the performance on a specific size of the image, which is 64 × 64 with a shallow Convolutional Neural Networks.

In an attempt to describe the chest radiographs of patients with bacterial and viral pneumonia, the study in [22] let the radiologists reviewed the chest X-ray from pneumonia patients. The results stated that the comparison of bacterial and viral pneumonia is insignificant differences and chest radiographs are hard to recognize between bacterial and viral pneumonia.

In this study, we propose a CNN-based method to distinguish between bacterial and viral pneumonia, stratify healthy samples and patients. We also explain output from trained models with model-agnostic and saliency maps to extract signals in images for the diagnosis. Our contributions include:

- We introduce Convolutional Neural Networks to discriminate healthy individuals and patients who were affected by viral pneumonia or bacterial pneumonia. We also distinguish viral pneumonia and bacterial pneumonia from chest radiographs. The performances on several categories are evaluated (For instance, normal-viral-bacterial, normal-viral, normal-bacterial, and viral-bacterial).

- Various sizes of images, in specific, 64 × 64, 96 × 96, and 256 × 256 are also carried out to compare the performance.

- We leverage the advantages of Local Interpretable Model-agnostic Explanations (LIME) [23] and Saliency maps [24] for visualizing the discriminate features in the X-ray images. The disease diagnosis process can be easier with the proposed method.

- Oversampling technique is also implemented in the case where we face imbalanced image datasets for prediction tasks. As a result, the performance in image classification is improved.

In the remainder of this study, we introduce the considered dataset and model structures in Section III. The works with LIME and Saliency maps are explained in Section IV. Our experimental results are presented in Accuracy, Area Under the Curve (AUC) of the Convolutional Neural Networks for several classification tasks in Section V. We conduct and summarize some remarks in Section VI.

III. CONVOLUTIONAL NEURAL NETWORK FOR PNEUMONIA IMAGES

A. Dataset

The publicly available dataset from Guangzhou Women and Children’s Medical Center, Guangzhou [25] is considered to evaluate our method. The quality control and quality assurance have been done by two expert physicians. In specific, the low quality or hard-to-read images were removed, then, the images were classified by the experts. The dataset includes 5856 X-ray images in which, 1583 images are labelled Normal and 4273 for Pneumonia. To categorize the viral and bacterial pneumonia, we split the Pneumonia class into two sub-classes, namely Viral and Bacterial with 1493 and 2780 samples respectively, more details are in Table I. Fig. 1 visualizes the samples of 3 classes as we mentioned above. For the classification tasks, we split the dataset into a training set and validation set randomly with a ratio of 9 : 1.

We have three binary classification tasks and one multi-class (three classes) classification task. The X-ray images are
**TABLE I. INFORMATION ON X-RAY IMAGE DATASET** [25]

| Class     | Bacterial | Normal | Viral | Total |
|-----------|-----------|--------|-------|-------|
| Samples   | 2780      | 1583   | 1493  | 5856  |

the input for all problems and the output is to predict the label of the input which indicates the normal, absence, or presence of viral and bacterial pneumonia.

To compare the difference of the CNN performance on the size of images, we test both images of $64 \times 64$, $96 \times 96$, and $256 \times 256$. The purpose of using two various sizes of images is to investigate the performance of Convolutional Neural Networks for classification tasks. We need a good model for explaining the predictions with LIME and Saliency maps.

**B. Convolutional Neural Networks and Settings**

The architecture of Convolutional Neural Networks includes two Convolutional layers containing 64 filters of $3 \times 3$ for each layer, followed by a Max-Pooling of $2 \times 2$ (stride 2), a dropout rate of 0.1 and a Fully Connected layer with 64 neurons. The architecture is illustrated in Fig. 2. For binary classification tasks, we set the number of neurons in the output layer to 1 with a sigmoid activation function. Otherwise, the output for classifying patients, viral pneumonia, and bacterial pneumonia is shown in Fig. 2 with three neurons. For multi-class classification, we use the softmax activation function.

The considered CNN is carried out with Adam optimizer [26] as the optimized function with standard parameters. The cross-entropy loss is also implemented for optimization purposes. We used the default learning rate of 0.001. During training, if the loss is not improved after every 5 consecutive epochs, the training section will be stopped by the Early Stopping method and the model with the lowest validation loss will be saved.

**IV. LOCAL INTERPRETABLE MODEL-AGNOSTIC EXPLANATIONS**

The LIME method can explain the predictions of any machine learning models, the main purpose of this technique is to understand the model by perturbing the input and understanding the change of the predictions. More specifically, LIME visualizes the contribution of each feature to the prediction from the input, it also allows determining which feature changes will affect the prediction mostly. The explanation of an input $x$ can be obtained by the formula 1 [23].

$$\xi(x) = \arg\min_{g \in G} \mathcal{L}(f, g, \pi_x) + \Omega(g) \quad (1)$$

The authors in [23] denote $g \in G$ as an explanation, $\Omega(g)$ is a measure of complexity of $g \in G$. $f(x)$ is the score of the
relevant class. \(\pi_x(z)\) is only found with respect to a proximity measure in the neighborhood of \(x\). The \(\mathcal{L}(f, g, \pi_x)\) is responsible of \(g\) to \(f\) while a low loss is desirable indicating high local fidelity. An example of LIME explanation is illustrated in Fig. 3 [23]. Fig. 3a contains the original image whereas Fig. 3b, Fig. 3c, and Fig. 3d display the explanation for ElectricGuitar class, AcousticGuitar class, and Labrador class respectively.

We also applied Saliency maps to our CNN for discriminating the features in images. Saliency maps offer a visualization of somewhere in the image that the model pays attention to and contributes the most to predictions. Saliency maps are usually visualized as a heatmap where the highlighted pixels are the important points that affect the decision of the model. Fig. 4 illustrates the important regions within an image that contribute the most to the output, by calculating the gradient of a class output concerning the input image via back-propagation.

V. EXPERIMENTAL RESULTS

A. Metrics for Comparison

The performance of the model for classification tasks is evaluated by computing the average accuracy on 10-folds stratified-cross validation. The classification accuracy is defined by the number of correct predictions divided by the total number of predictions and multiplied by 100. We also computed the Receiver Operating Characteristic Curve (ROC-AUC) for assessing the performance. ROC is a probability curve and AUC represents the degree or measure of separability. It presents the capability of distinguishing between classes of the model.

In this section, we present the results of different tasks including performance comparison on the image sizes, the discriminant performance comparison of healthy individuals and bacterial pneumonia, between normal samples and viral pneumonia samples, and exhibitions of differences of viral and bacterial pneumonia.

B. Comparison with the Different Size of Images

The chart in Fig. 5 visualizes the comparison between three sizes of images. We investigated the performance of model on both sizes \(64 \times 64\), \(96 \times 96\), and \(256 \times 256\) for classifying three classes Normal, Viral, and Bacterial. The images with a size of \(64 \times 64\) reached the overall average accuracy of 0.862 and 0.834 of AUC on 10-folds stratified-cross validation whereas the images classification with the size of \(96 \times 96\) is slightly better (it reached 0.873 and 0.843 of accuracy and AUC respectively). However, the increment of sizes is not helpful due to the shallow architecture and it is in consonant for the large sizes images. As a result, the overall accuracy and AUC reached 0.855 and 0.826 for the size of \(96 \times 96\), respectively. The Accuracy and AUC column are horizontally stacked together, the left column represent for the Accuracy whereas the right of AUC. Fig. 6 visualizes the training and validation accuracy in 60 epochs where the learning is stopped by the overfitting issue. The initial performance is quite good, validation accuracy for the first epoch is 0.83 whereas the training validation reaches 0.74 and gets better after 10 epochs. The peak validation accuracy reaches 0.88 and is around 0.84 to 0.87.

C. Experimental Results on the Classification between Normal Samples and Bacterial Pneumonia Samples

This task, we examined the performance of classifying Bacterial and Normal classes. We trained the proposed architecture on 10-folds stratified-cross validation. The results are quite good, the average accuracy reached 0.958 and AUC of 0.988. We also plotted the Accuracy-AUC chart in Fig. 9. The explanations of LIME and saliency maps are visualized in Fig. 7 and Fig. 8, respectively. In both Fig. 7 and Fig. 8, the numbered images No. 1 and No. 2 belong to Bacterial class. Otherwise, No. 3 and No. 4 are Normal class. Furthermore, “label” in image caption means the true label of the image, we assume that 0, 1, and 2 represent for Bacterial, Normal, and Viral respectively. Also, “p” in the caption of the LIME’s output means the predicted label. They also describe the same thing for the upcoming Figures of LIME and saliency maps.

Specifically, in Fig. 7, the list of yellow dots in the images represents for the discriminate features that contribute to the final output of Convolutional Neural Networks. We only take the features that positively contribute to the prediction of the label for visualizing.

Furthermore, we also investigated the heatmap rendered by the saliency maps method which represents the conspicuous of the model which illustrated in Fig. 8. In the case of Bacterial pneumonia, the areas of inflammation in the lungs are pointed...
Fig. 4. Visualizations of Samples on the Image-Specific Classes by the Saliency Maps. [24].

The performance comparison of different X-ray images sizes

Fig. 5. Performance Comparison of Different Images Sizes on the Considered Image Dataset.
The efficiency of classifying between Normal and Virus is quite good, the chart in Fig. 12 exhibits the average validation performance reaching 0.939 in Accuracy and an AUC of 0.981. In comparison with the prior task, the performance slightly decrease. We also applied LIME and saliency maps for explaining the predicted results and visualized them in Fig. 10 and Fig. 11. As we mentioned above, the images come with “label” state their true label and “p” declare the predicted label.

The Normal images in Fig. 10 are described nearly the same with the normal in Fig. 7, the contribute features in images are different from the Bacterial. The explanations of Bacterial might provide insights into pneumonia, the abnormalities in lungs have been listed as yellow points.

Fig. 6. Performance Visualization of Training and Validation Accuracy in 60 epochs.

Fig. 7. The Exhibition of Normal and Bacterial Classes based on the Predicted Output from CNN using LIME.

Fig. 8. Image Specific Class Saliency Maps for the Predicted Normal and Bacterial Classes.

Fig. 9. The Validation Accuracy and AUC of the Normal-Bacterial Classification Task.

Fig. 10. The Explanation of Normal and Viral Classes based on the Predicted Output from CNN using LIME.

D. Experimental Results on Normal Chest and Viral Pneumonia

out by the green bright pixels in the images. Otherwise, the heatmaps visualization presents the lungs with some noises.

Fig. 11 illustrates the highlighted features in images of Normal and Viral class by computing the gradient of output from the Convolutional Neural Networks. With Normal class,
the most contributions to the final output have been around the lungs. On the other hand, the presence of pneumonia has been spotted by the superpixels.

**E. Experimental Results on the Bacterial and Viral Pneumonia Classification**

Bacterial and Viral pneumonia images are very similar and not easy to discriminate them. The classification performance is significantly reduced on this task due to the similarity of bacterial and viral pneumonia. Moreover, imbalanced data may influence performance. As we proposed in Section III, the Bacterial class contains 2780 images (65%) whereas the number of samples in Normal class is 1493 (35%). The validation accuracy and AUC reached 0.756 and 0.799, respectively. To handle the imbalanced classification problem, we applied the oversampling method [28]. In specific, we randomly duplicated the samples in the training set of Viral class, the number of generated images is 1200. We retrained the model with the proposed parameters, the accuracy and AUC increased slightly, 0.808 for accuracy and 0.888 of AUC. We also visualized the performance in Fig. 15. The imbalanced column represented the accuracy and AUC of the imbalanced classification. Otherwise, the Balanced column proposed the increased performance after applying the oversampling method.

Fig. 13 and Fig. 14 present the discriminate features of Bacterial and Viral pneumonia which generated by LIME and saliency-maps-based method respectively. Observing the Bacterial and Viral X-ray images as non-radiologists is a challenge, it seems to be confused. The explanation of Bacterial images tends to be localized and consolidation whereas the Viral images are diffuse and interstitial markings. Furthermore, the classification performance has a certain influence on the LIME or saliency results.

We also presented the overview of three classes (Bacterial, Normal, and Viral) with LIME and saliency method in Fig. 16 and Fig. 17 respectively. The description of normal and each pneumonia type are explained as above.
VI. Conclusion

We presented an approach to combine the convolutional neural network and model explainability to support pneumonia diagnosis. The pneumonia classification X-ray images-based have been popular in recent years, applying several machine learning techniques for explaining the predictions is a promising approach. As shown from the results, the proposed method is a promising approach so that the doctors who unfortunately own fewer experiences due to some limited conditions can leverage the proposed method to improve the diagnosis accuracy and speed up the pneumonia diagnosis. In our experimental results, the performance of explanations is almost based on how good the classifier is. Moreover, the complexity of the model also influences the results of high-resolution image classification. The proposed architecture learning model has acceptable results on several tasks but with our limitations, it still challenges classifying Viral and Bacterial pneumonia. The pneumonia diagnosis with X-ray images and explain the results by machine learning are significant and play a key role in medical diagnosis.

Various sizes of images are also investigated and evaluated. In our experiments, with higher images in the same CNN architecture, the performance can be improved but the results in classification with very large images, for instance, 256×256, can be not high. The Very larger image sizes may need more sophisticated models to enhance the performance and they also require more computation resources. Due to the limitations of computation resources, we only use shallow CNN architectures with a few convolutional layers on the small images. Further research should take into account deeper architecture to enhance classification tasks.

The Oversampling technique is attempted and helps to improve the performance where we only face imbalanced images datasets. Further research can continue to investigate to find better approaches to imbalanced issues for image datasets.
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