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ABSTRACT

Motion correlation interfaces are those that present targets moving in different patterns, which the user can select by matching their motion. In this paper, we re-formulate the task of target selection as a probabilistic inference problem. We demonstrate that previous interaction techniques can be modelled using a Bayesian approach and that how modelling the selection task as transmission of information can help us make explicit the assumptions behind similarity measures. We propose ways of incorporating uncertainty into the decision-making process and demonstrate how the concept of entropy can illuminate the measurement of the quality of a design. We apply these techniques in a case study and suggest guidelines for future work.
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1 INTRODUCTION

Though the dominant interaction paradigm in current gestural user interfaces is still largely based on deictic and manipulative gestures, a different kind of interaction has been gathering interest in recent years—that of motion correlation [28]. The principle underlying this type of interaction relies on the interface presenting moving targets, each with a distinct motion pattern, which the user can mimic in order to signal the intention to select the desired target [28]. The system then measures the similarity between the signal originating from the input device and the signals corresponding to the targets moving on the screen in order to determine which target (if any) is being followed.

The literature contains a wealth of examples that successfully employ the principle, including for gaze interaction with smart watches [10, 11], public displays [18, 32], virtual reality [17], and smart homes [30]; for manual control in body-based games [2, 6] and smart TVs [3, 4, 31]; for head control of head-up displays [12]; for one-handed ring-based input [36]; for menu selection with mice [13, 35]; among others.

Despite building upon the same principle, these works employ a wide variety of input devices, data processing pipelines, similarity measures, feedback mechanisms, and evaluation procedures. As a consequence, it is challenging to compare approaches and results in order to advance the state-of-the-art of motion correlation interaction. The standard analysis approach in related work is empirical, instantiating different designs and collecting performance data (e.g., precision, recall, selection times, and error rates) in user studies. The problem with this is that the design space of motion correlation interfaces is enormous—not only there are many design parameters to be manipulated, but these parameters are not necessarily independent.

In this paper, we propose an interpretation of motion correlation based on probability and information theory, inspired by the early work conducted by Williamson and Murray-Smith [34, 35] and aligned with current trends in computational interaction [23]. As such, we offer the following contributions: (1) We demonstrate that previous works on motion correlation can be modelled as a probabilistic reasoning problem; (2) we demonstrate a series of probabilistic techniques for better understanding combinations of interface design decisions; (3) we offer a case study of the application of these techniques in the context of a motion correlation technique, Orbit [10]. We argue that such account offers a holistic approach for understanding motion correlation and a consistent language for framing future work and advancing progress on the topic.

2 RELATED WORK

2.1 Motion Correlation Interfaces

A motion correlation interface presents the user n targets, each moving according to its own characteristics, such as trajectory, velocity, phase, and direction. The user signals their intention to select a target by matching the motion of the desired target. When the system detects that the user has been following one of the targets, the selection of the corresponding target occurs. The main advantage of this technique is that users can signal their intention to select a target by mimicking its motion with their eyes, hand,
head, or finger, without the need of an explicit pointing device or selection confirmation mechanism. Previous works have demonstrated a wealth of opportunities for motion correlation interfaces, including enabling calibration-free gaze interaction [30, 32], implicitly calibrating eye trackers [14, 18, 24], enabling cursorless multi-user gestural interaction [2], and enabling interaction with small displays [10, 11].

The central challenges for a motion correlation system are to detect whether the user is trying to select a target, and if so, which target they are trying to select. To accomplish this, system designers must carefully choose a set of parameters that together determine the performance of the system. These parameters include the number of targets, their motion characteristics (e.g., deterministic vs. random, path shape, velocity, acceleration, direction, etc.), the input modality and device (e.g. eye trackers, RGB cameras, depth cameras), the feedback modality and device (e.g. screens, projections, mechanical actuators), the similarity measure used to compare the projection of the user movements onto the input space with the target motions (e.g. Euclidean distance, Pearson’s correlation, frequency analysis, etc.), the amount of data being compared (i.e. the number of samples within a window), the decision criteria for determining when a selection happens (e.g. the correlation threshold), among many others (see Velloso et al. for an overview of these parameters [28]).

The large number of parameters creates a rich design space, with many opportunities for building novel interfaces. The downside is that thoroughly exploring and understanding this design space becomes a challenge without a systematic process for comparing alternatives. Previous works have taken an empirical approach for such exploration—designing interfaces with different combinations of parameters and evaluating them through user studies. However, recruiting participants is expensive and time-consuming. In this work, we propose techniques for early design space exploration that enable us to analyse design decisions a priori.

### 2.2 Probabilistic Interaction

Any interaction with a system involves a level of uncertainty, including factors such as noise, user capabilities, and sensor limitations. Probabilistic interaction techniques, in contrast to conventional deterministic ones, explicitly model this uncertainty to enhance and improve the interaction. They typically draw from probability theory, information theory, control theory, machine learning, and other related areas.

For example, Rogers et al. [25] employed a particle filtering approach to improve finger touch estimation using low resolution capacitive sensing arrays, and Biswas et al. [1] used a Kalman filter algorithm to estimate the cursor position and the probability distribution of possible targets to improve the performance of pointing tasks for people with physical impairments. These approaches have in common the modelling of likelihoods of possible user states and use this to improve the interaction.

A more general framework for handling input with uncertainty was proposed by Schwarz et al. [26]. The framework tracks the probabilities of alternative inputs, provides a mechanism to dispatch the input to appropriate interactors (or interface elements), and allows the interactors to provide feedback (mediation) or other appropriate actions to resolve ambiguous input cases. Another general framework based on information theory for modelling interaction is that of Bayesian Information Gain, which has been demonstrated in applications such as pan and zoom navigation and file retrieval [20, 21]. The approach interprets every user action as clue for what the user is interested in, updating a probabilistic model of the information space. The system can then update its visualisation in order to maximise the expected information gain of the system. We apply ideas inspired from these approaches to the specific problem of selection through motion correlation.

In the context of motion correlation we consider the literature about probabilistic methods used in gestural user interfaces. A gesture can be represented as a temporal sequence of measurement samples provided by at least one position or motion sensor, for example. A particular gesture can be recognised by matching the shape trajectory described by the user’s motion to expected known shapes, such as seen in Figure 1a. Sensor noise and personal motion traits are possible sources variations in the path obtained by the input device that are challenging for any gesture recognition system. Statistical shape analysis methods [9] have been designed to handle such variations in the interpretation of gestures. Active shape and appearance models are examples of such techniques used in computer vision to find objects (such as hands and faces) in images [5] and for recognition of handwritten characters [27].

Previous motion correlation methods have mostly taken a deterministic approach for detecting target selection. Typically, they measure the similarity between the projection of the user’s movements onto the input space and each target’s motion; then, if the similarity crosses a given threshold, the target is selected.

A notable exception was the “pointing without a pointer” technique proposed by Williamson and Murray-Smith [35]. Their idea was to present the user several targets moving according to a pseudo-random disturbance. An arrow attached to each target shows the user the direction where the target is moving to due to the disturbance. To select a target, the user must try to stabilise its motion by moving the mouse in the opposite direction of the

![Figure 1: a) The basic motion correlation idea selects a target moving along a known trajectory using some similarity measure; and b) shows the idea of the pointing without a pointer method proposed by Williamson and Murray-Smith. Black arrows indicate the expected motion of each target. To select target $x$, the user must stabilise it moving the mouse in the opposite direction $m$.](image-url)
target’s arrow, as illustrated in Figure 1b. The position of a target \( x_i \) at time \( t \) is computed by adding the mouse motion \( m \) to the disturbance for \( x_i \). The variance of this sum, \( \sigma_{xi} \), is computed over a time window \( w \). The variance of the disturbance applied to each target, \( \sigma_{ji} \), is also used to compute the ratio \( r_{ij} = \sigma_{xi}/\sigma_{ji} \). A small \( r_{ij} \) can be used as evidence that the user is trying to select \( x_i \).

Williamson and Murray-Smith [35] define a threshold \( v < 1 \) so that, when this evidence is strong, the probability that the user is trying to select \( x_i \) increases, and decreases otherwise. Starting from an even prior for all targets, when \( r_{ij} < v \), they keep track of an intermediary weight value for each target, which increases additively by \( \alpha \times r_{ij} \), and is attenuated multiplicatively by \( \beta \) otherwise. These intermediate values are then normalised to produce the new probabilities and, when the resulting entropy falls below a threshold, the target \( i \) with the highest \( p(x_i) \) is selected. The choices of \( \alpha, \beta \), and \( v \) affect how quickly and how accurately the system decides that the user is making a selection.

In comparison to deterministic approaches, Williamson and Murray-Smith’s probabilistic approach has several advantages. The first is that it considers the probability of the targets jointly and provides a measure of uncertainty that can be used to indicate the most probable target when the uncertainty is low, i.e., when the entropy of the system is sufficiently small. The second is that it allows the evidence from the measurements to be integrated in a probabilistic update process as a function of prior probabilities. A third advantage compared to typical probabilistic gesture-based methods is that it neither requires training nor a specific shape model. Despite this early work, works in motion correlation since then have not used probabilistic techniques for inferring which target the user is trying to select.

In this work, we take direct inspiration from the pioneering work of Williamson and Murray-Smith, abstracting it to model later approaches and extending it to enable the analysis and design of new interfaces. Our work is framed within the larger program of computational interaction, which “focuses on the use of algorithms and mathematical models to explain and enhance interaction” [23]. Core to computational interaction is mathematical modelling, typically involving ways for updating the model using data observed from the user [23]. In this paper, we model motion correlation using a probabilistic approach, which enables us to derive a set of techniques for examining motion correlation designs before collecting user data.

3 PROBABILISTIC MODELLING OF THE SELECTION TASK

Our thesis in this paper is that we can better understand the principles and make more informed and confident interface design decisions by looking at motion correlation interfaces from a probabilistic perspective. As such, our goal is to bring ideas from probabilistic interaction to researchers and practitioners working on the development of motion correlation interfaces. In this and the next few sections, we offer a didactic primer on probabilistic input and demonstrate how previous motion correlation techniques can be formulated in probabilistic terms. As we discuss how to model deterministic techniques as probabilistic, we formalise a set of principles that are useful for the design of motion correlation interfaces.

In addition, we offer a practical example of how to employ the techniques we propose in the case study of Orbits [10], a gaze-only motion correlation technique for interaction with smart watches. The design of Orbits was done through an empirical process, collecting user data at each stage of the development. Here, we demonstrate the additional insights that are gained by analysing these interactions through a probabilistic framework.

To begin, we demonstrate how to formalise the motion correlation selection task in a notation that allows us to discuss it in probabilistic terms. The basic challenge in any selection task is to discover the user’s state (e.g. the intention to select a target, if any) given a system state (e.g. a graphical user interface with moving targets) and a sequence of user behaviours (e.g. matching the motion of the intended target or natural behaviour when not attempting to make a selection). From a probabilistic perspective, we can model these as random variables, where the user behaviour is influenced by the user state and the system state. If we break the system state into separate random variables for each target, we can build the Bayesian network in Figure 2.

\[
\text{User State} = X \in \{x_0, x_1, \ldots, x_N\} \quad (1)
\]

The target motions \( T_i \) and the user behaviour \( U \) are sequences of two-dimensional coordinates, not necessarily in the same coordinate system—e.g. the input device might not be calibrated to the output device.

Like all Bayesian networks, the model in the figure encodes a joint distribution over the modelled variables. Missing edges reflect independence assumptions that are necessary to make probabilistic inferences efficient in runtime (computationally) and in observations needed for model fitting (statistically). In this case, we know that the variables \( X, T_1, \ldots, T_N \) are pairwise independent by construction of the target motions.

During the interaction, the target motions and the user behaviour are our evidence variables (denoted in the figure in grey), as they are directly observable, whereas the user state is our query variable (denoted in the figure in white), which we would like to infer. This
is specified as the following conditional probability, which we can unpack with Bayes’ rule.

\[ P(X|U, T_1, \ldots, T_N) = \frac{P(U|X, T_1, \ldots, T_N)P(X)}{P(U|T_1, \ldots, T_N)} \]  

(2)

The key term in this equation is the likelihood \( P(U|X, T_1, \ldots, T_N) \). This term computes for each possible user state, the probability of observing a given user behaviour given the motions available on the interface and the user state. A well-designed motion correlation interface displays motions that elicit sufficiently unusual user movements—decreasing \( P(U|x_0, T_1, \ldots, T_N) \)—and that could only happen given that the motion is displayed on the interface—increasing \( P(U \approx T_j|x_i, T_1, \ldots, T_N) \), while balancing subjective user experience factors such as comfort, effort, and social acceptability. The challenge lies in how to compute this likelihood.

The motions of the targets should also be sufficiently different from each other, so that \( P(U \approx T_j|x_i \neq j, T_1, \ldots, T_N) \), that is, the likelihood of observing a user movement that similar to target \( j \) when trying to select target \( i \) should be small. Such difference can be created a priori by through the path design or in real-time, such as in Williamson and Murray-Smith’s decorrelation approach [35]. In their approach, as the probability of a target increases, so does the range of the disturbances on the target’s motion characteristics (e.g. path, speed, etc.), to make the motion of the target even more distinct than the others, as if testing the hypothesis that the user is indeed trying to select it.

With this framing, we can introduce a formal notation to known principles of motion correlation design.

### Principle 1: Motions in the interface should elicit a similar movement from the user

We aim to maximise \( P(U \approx T_i|x_i, T_1, \ldots, T_N) \)—the likelihood that given a set of target motions and given that the user is trying to select target \( i \), the movement observed from the user should be similar to the motion of target \( i \).

### Principle 2: Targets should elicit motions distinct from non-interaction behaviour

The motions of the targets on a motion correlation interface should not elicit movements that frequently occur in the user’s natural behaviour when they are not interacting with the system. Formally, we aim to minimise \( P(U \approx T_i|x_0, T_1, \ldots, T_N) \)—the likelihood of observing a user movement similar to a target motion when the user is not interacting with the system.

### Principle 3: Targets should display motions distinct from each other

We aim to minimise \( P(U \approx T_j|x_i \neq j, T_1, \ldots, T_N) \)—the likelihood of observing a user movement similar to target \( j \) when the user is trying to select a different target \( i \).

### 3.1 Case Study: Modelling Orbits

In their evaluation of the performance of Orbits, Esteves et al. measured the effects of the number of targets (2, 4, 8, 16), trajectory size (4.25°, 2.62°, and 0.98°) and target speed (120°/s, 180°/s, and 240°/s) on the true- and false-positives in a selection task [11]. In all conditions, they used a fixed window size of 1s, a 30Hz eye tracker, and a Pearson’s correlation threshold of 0.8. The targets moved along a circular trajectory, with half of the targets moving in the opposite direction of the other half. This is representative of the types of evaluation procedures found in previous works.

In the case of Orbits, the user state is the desire to select a target or not, and their behaviour is captured by the system as \( X, Y \) coordinates provided by the eye tracker. Because the user most often looks straight at the screen, it is expected that when following a target, the user’s eyes will follow a smooth pursuit movement that closely resembles the motion of the target (Principle 1). The head-mounted eye tracker employed in Orbits captures data even when the user is not interacting with the system, so we must consider that the \( x_0 \) state will be over-represented—that is, most of the time, the user will not be interacting with the system. However, because the eyes only engage in smooth pursuits when there is a moving target for them to track, if the system is able to accurately detect whether the eyes are in this state, Principle 2 should be satisfied. The targets move around circular trajectories. Differently from shapes with straight edges, no two windows in a circle are the same, so all targets will exhibit a different motion at all points in time (satisfying Principle 3).

### 4 Interaction as Transmission of Information

The discussion above emphasises that ultimately, we seek to compute likelihoods. The novel insight in the motion correlation literature was that we can estimate these likelihood from the similarity between the motion of the target and the movement that user is making as captured by the input device. We can model this interaction from an information theory perspective, as transmission of information [16]. From this perspective, when the user is attempting to select a target, that target motion is like a message passing through a noisy channel and manifesting itself as the user behaviour. As such, the measurements \( U(t) \) can be seen as a distorted version of the selected target trajectory (or none). These distortions might include noise, delays, and spatial transformations introduced by the sensors, processing hardware, geometric setup, and user movement inaccuracies. We represent these distortions as a spatial transformation matrix \( A \), a time delay \( \tau \), and a noise component \( \epsilon \). Note that here we assume linear distortions, where distortions found in the real world, such as those introduced by camera lenses, might not be linear. More complex distortions require more sophisticated modelling approaches or different assumptions made by the interaction technique.

\[ X = x_i \implies U(t) = A \cdot T_j(t-\tau) + \epsilon(t) \]  

(3)

By treating the interaction process as transmission of information, we can detect the evidence of whether a selection is taking place by measuring how much information is being transmitted. The mutual information—the amount of information you gain about
one variable by learning the value of another [22]—can then be used as evidence that the interaction is taking place and that a selection is being attempted. This consolidates Principles 1–3 into a unified principle:

**Principle 4: The intent to select is evidenced by the amount of mutual information between the target and user behaviours**

\[ P(x_i) = I(U; T_i) \]—that is, the higher the mutual information between the motions of the user and the target, the higher the likelihood that the user intends to select that target.

The insight that mutual information is the key idea behind the selection means that the term “correlation” should be understood in the broad English sense of the word rather than as Pearson’s correlation coefficient. In practice, however, computing the mutual information is challenging [33], so we must estimate it using other similarity measures, such as Pearson’s product-moment correlation coefficient, as used in Vidal et al.’s Pursuits [32]. We denote this similarity measure as \( r(U, T_i) \). Therefore, instead of computing \( P(X(U, T_1, \ldots, T_N)) \), we can compute \( P(X(r_1, \ldots, r_N)) \), which is much easier. Our network then becomes the one shown in Figure 3.

**Figure 3: By measuring the similarity between the user movement and the motion of each target, we can more easily compute the probability that the user is in a given state. Observed variables are in grey.**

Besides Pearson’s coefficient, many other similarity functions have been used in previous work. We have already described how Williamson and Murray-Smith used a ratio of variances as their similarity function [35]. Fekete et al. proposed several measures computed on the path derivatives, including the Euclidean distance, the normalised Euclidean distance, and Pearson’s correlation, ultimately opting for the normalised Euclidean distance [13]. Carter et al. also used Pearson’s correlation, but prior to computing the coefficient, they rotated the data to ensure an even distribution of variance between the horizontal and vertical axes [2]. Velloso et al. proposed a version of Pearson’s correlation that considered the variance in both axes simultaneously [29]. Drewes et al. used the linear regression slope [8]. Zhang et al. compared the dominant frequencies of the signal [36].

The choice of similarity measure depends on the assumptions about the data. For example, if we assume no calibration between the input device and the display—i.e., we do not know the transformation matrix \( A \)—it becomes difficult to find appropriate thresholds for using the linear regression slope or anything based on Euclidean distances. Though measures based on Pearson’s correlation work well in these cases, they are susceptible to statistical factors known to affect this coefficient, such as the distributions of the data being compared, the variability of the data, the lack of linearity, the presence of outliers, etc.—for a review, see Goodwin and Leech [15].

Among them, one that is of particular relevance to the design of motion correlation interfaces is the fact that it expects a similar distribution (preferably normal) in the samples being compared. This is difficult to guarantee with regular shapes, such as the square, where there might be windows with no variation in one of the coordinates when the target is traversing one of the edges. The correlation coefficient is also susceptible to the presence of outliers, and this effect is more pronounced in small windows. As a rule of thumb, Drewes et al. suggest that the window size should be set to allow the motion of the target by 3−4 times the amplitude of the measurement noise [7]. The choice of measure also depends on which properties characterise the differences between the target motions. Certain measures, like Zhang et al.’s frequency analysis [36] work best when targets display motions with different frequencies, whereas others, like Pearson’s correlation, work best when the targets display motions with different phases, but the same frequency.

Most systems assume a sufficiently small lag \( \tau \) and error \( \epsilon(t) \), and a stable calibration matrix \( A \). However, these can be measured in pilot tests and incorporated into the calculation of the similarity, either by shifting the windows being compared (in the case of a substantial \( \tau \)) or by filtering the input data (in the case of a substantial \( \epsilon(t) \)).

**Principle 5: The appropriateness of a similarity measure is determined by how well it estimates the mutual information**

Similarity measures should be chosen based on the possible distortions of the channel and how much information about the user state can be determined from the knowledge of the target states.

### 4.1 Case Study: Orbits as Transmission of Information

Because Orbits was designed for interaction with smart watches while the user is wearing a head-mounted eye tracker, we cannot assume that the gaze data will be in the same coordinate system as the GUI in the watch. This means that the matrix \( A \) in Equation 3 will contain a scaling factor and that the noise component \( \epsilon(t) \) will have a constant translation offset together with a random component. We assume that the two devices will be synchronised, making \( \tau \) sufficiently small to be ignored. The user’s head and the watch might not be perfectly aligned. This is a problem, particularly in the case of targets moving around a circle, as the rotated image will lead to ambiguity. This can either be fixed by using the scene camera of the eye tracker/the IMU in the watch to re-align them or...
by assuming that this alignment is a pre-condition for the interaction, so we will not assume that A contains a rotation component. These assumptions mean that certain similarity measures cannot be applied. Ones based on Euclidean distance cannot be used because they are not invariant to translation and scale [13]; one based on the linear regression slope cannot be applied because it is not invariant to scale [8]; and one based on frequency analysis would fail due to the fact that all targets move with the same frequency [36].

5 COMPUTING LIKELIHOODS

Previous works typically make a decision about which target to select deterministically, by simply thresholding the similarity at an empirically obtained value \( \lambda \). We can model these approaches, by using the following conditional probability density functions.

\[
p(x_i | r_i) = \begin{cases} 1 & \text{if } r_i > \lambda, \\ 0 & \text{otherwise} \end{cases} \tag{4}
\]

\[
p(x_0 | r_i) = 1 - \sum_{i=1}^{N} p(x_i | r_i) \tag{5}
\]

This formulation already exposes a few problems with this approach. First, it does not deal well with cases where more than one target cross the threshold—all targets that cross get assigned an equal likelihood of 1. In practical implementations, this is typically solved by only selecting the target with the highest similarity. Nevertheless, it would be good to be able to incorporate this ambiguity into the decision to whether make a selection and provide some form of user feedback, reflecting in the interface the uncertainty in the system (for example, Williamson and Murray-Smith showed a growing circle around the target as its likelihood increased in relation to the other targets [35] and Schwarz et al. delayed system actions that were difficult to reverse until the system was confident enough of the user intent [26]).

The second insight is that the step function lacks nuance. Particularly for values near the threshold, this can cause the probability to alternate between 0 and 1 with small perturbations in the output of the similarity measure. A smoother thresholding function could help address this problem and also assign higher probabilities to targets with a higher similarity. A simple solution is to use a probit approach, so we will not assume that

\[
p(x_i | r_i) = \frac{P(r_i | x_i)}{P(r_i)} \tag{6}
\]

In order to obtain the step function used in deterministic approaches, the underlying assumption in these works is that when the user is following target \( i \), \( P(r_i | x_1, r_1, \ldots, r_{i-1}, r_{i+1}, \ldots, r_N) = 1 \), and it equals zero otherwise. This implies that it is impossible to observe a correlation above the threshold if the user is not following the target and impossible to observe a correlation below the threshold when they are. Clearly this is a very strong assumption, easily disproven with empirical tests. The consequence is that the system might make very confident decisions based on flawed assumptions, leading to a higher error rate.

This formulation also reveals another issue with previous approaches. Typically, they compare each target individually and threshold the similarity without taking into account the similarity with other targets. In practice, this means that these techniques consider the following to be true

\[
P(r_i | x_1, r_1, \ldots, r_N) = P(r_i | x_i) \tag{7}
\]

This is not necessarily a problem: by making the similarities conditionally independent given \( x_1 \), we reduce the complexity of the inference—this is the assumption that all Naive Bayes models make. However, \( r_i \) are not necessarily independent: if the motion of a target \( T_1 \) is correlated with the motion of target \( T_2 \) and \( T_2 \) is correlated with \( T_3 \), most likely \( T_1 \) is also correlated with \( T_3 \). The problem is that we often only consider \( P(r_i | x_i) \) when computing the likelihood, when in fact all other \( P(r_j | x_1) \) also give us evidence for the probability that \( P(x_1 | r_1, \ldots, r_N) \).

Shifting our attention to the other terms in the equation, the denominator \( P(r_1, \ldots, r_N) \) is just a normalisation factor to make the probabilities add up to 1. The prior probability \( P(x_1) \), on the other hand, can open up opportunities for tuning the algorithm. A naïve—though standard—approach would be to set all prior probabilities to be the same, effectively making this term irrelevant for the state estimation. This is the approach underlying current deterministic approaches, even though there is no real reason to assume that all prior probabilities would be the same in every case. The beauty of probabilistic input is precisely in enabling developers to incorporate prior knowledge in a quantifiable manner.

Another approach would be to use domain knowledge or separate classifiers to estimate reasonable values. For example, a motion correlation interface based on smooth pursuits might use a separate classifier to identify when the eyes engage in a smooth pursuit and

\(^1\)It is important to note that \( T_1 \) and \( T_2 \) will only be positively correlated if \( r(T_1, T_2) \) and \( r(T_1, T_2) \) are sufficiently close to 1, but not necessarily true otherwise, as demonstrated by Langford et al. [19]—in other words, being positively correlated is not a transitive property.
use its output as a prior. Alternatively, a gesture recognition algorithm could be used to determine the probability that the gesture has the right shape before trying to determine which target along that shape is being followed. Yet another approach would be to collect statistical data of application usage to compute these values. This is particularly valuable in cases where users exhibit consistent usage patterns, such as when typing or navigating hierarchical menus. A final possibility is using the probabilities computed at previous points in time to adjust our confidence over time. From this perspective, the Bayesian networks we presented so far can be extended into temporal inference models, leveraging techniques such as Kalman filters [1] and particle filters [25].

5.1 Case Study: Computing likelihood distributions

Esteves et al. used a single similarity threshold $\lambda = 0.8$ to determine a selection. As we discuss above, this approach has several limitations. To demonstrate a probabilistic approach based on empirical likelihoods, we analysed the dataset collected as part of the development of Orbits [10]. This dataset contained data of users following circular targets with their eyes, as well as other natural gaze data, including reading the time, watching a video, playing a video game, and reading a news article. The gaze data was sampled at 30Hz and compared in windows of 30 samples.

We computed the similarity between the gaze data and the target using three metrics: the Pearson’s correlation coefficient of the lowest axis proposed by Vidal et al. [32], the modification of this measure involving a rotation of the windows to maximise the variance across axes proposed by Carter et al. [2], and the complement of the ratio of the sum of squares computed in two dimensions proposed by Velloso et al. [29]. In the cases where the user was following a target ($X = x_i$), the similarity was computed between the gaze data and the target positions. In the case where the user was not following any target ($X = x_0$), we simulated a target using the same characteristics of the targets in the positive condition. Figure 4 shows the probability density functions $P(r_i|x_i)$ and $P(r_i|x_0)$, computed using a Gaussian kernel density estimate. As predicted, the empirical probability density functions have a much softer distribution compared to the step function assumed in deterministic approaches. These curves can then be used to choose an appropriate threshold that gives more weight to robustness or responsiveness depending on the requirements of the system.

6 CONSIDERING ALL TARGETS SIMULTANEOUSLY

In the previous section, we discussed how prior approaches only take into account the similarity between the target motion and the projection of the user movement onto the input space when computing the likelihood that the user is trying to select that target. However, even if the user is following the target perfectly, without any distortion (i.e., $U = T_i$) this motion can nevertheless present a degree of positive correlation with the other targets, especially if the trajectories are not carefully designed. Ideally, if the true state is $x_i$, $r(U, T_j)$ should be much higher than $r(U, T_i)$ for all $j \neq i$. However, depending on the choice of similarity measure, trajectory shapes, and window sizes, this is not always achievable. Therefore, understanding the expected levels of similarity between $U$ and all $T_j$ when the user is following $T_i$ can help us make decisions about the quality of the trajectory design.

This problem is exacerbated in the case of polygons where distance traversed by the targets within a window is smaller than the length of the edges, such as the one in Figure 5. The figure shows a square where targets traverse half the length of the edge within a window and all three targets move in the same direction. The trajectories in all three windows (as well as all other windows between them) look exactly the same in terms of their relative motion. If a calibration-free system observes a straight vertical line from the input device, it will know that the user is following one of them, but not which of them. In this case, the system would have to wait until the targets start hitting the corner of the polygon to be able to tell them apart. From an information theory perspective, the corner of the square has more information than the edge, making it more distinguishable.

In practice, the differences in the information content of the windows of a trajectory mean that the point in time where the user begins to follow a target matters for the interaction—when ideally it should not: a target that is just entering the edge of the square will be harder to select than one that is about to hit the corner. This might affect the interaction by delaying the selection decision. If we are able to quantify how distinct any given window in a trajectory is to the others, we can have an initial estimate of the quality of
that trajectory for a motion correlation interface. The key idea here is that motion correlation interfaces must not only consider the targets trajectories (i.e. space + time), but also the path itself (i.e. space alone).

As such, we propose the use of entropy for understanding how distinguishable each window along a path is from the rest. For each window, we compute the similarity between that window and every other window and normalise these values to obtain probabilities. We then compute the entropy for that window. This measures how similar this window is to all others—a low value of entropy means there are few windows that capture most of the high similarity values, which is what we want. We finally compute the entropy for all windows of the trajectory to see how it fluctuates as the target moves. The idea here is that by looking at the path itself, comparing the possible windows sampled from it to each other (as opposed to comparing them to windows sampled from the input), we can estimate the upper bound of the confidence that the system can have at a given point in time (as the path itself would correspond to perfect motion matching with no noise).

To demonstrate this technique, we generated a square trajectory with 120 points. We then computed the entropy for all possible windows along the trajectory, varying the window size—this is equivalent to having 120 targets moving along a square while the user follows one of them with no distortion. We used the Pearson’s correlation of the most dissimilar axis \([10, 32]\) as the similarity measure, and we repeated this process for windows ranging from 5 to 120 samples. In total, we computed 116 (window sizes) \(\times\) 120 (windows on the path) values of entropy, calculated based on 120 comparisons between windows for each entropy value.

Figures 6 and 7 show how the entropy varies along the square for different window sizes. In Figure 6-A, the window sizes are shorter than the size of the edge, so plateaus of high entropy alternate with entropy drops at the windows that include the corners, with the lowest values at the windows centred at each corner. Because the x-axis refers to the first element of the window, as we increase the window sizes, the curves shift to the left. Also, as we increase the window size, the plateaus become shorter until they disappear once the window size becomes larger than the edge (Figure 6-B). The overall entropy hits a minimum when it is approximately one third of the perimeter of the square and begins to increase again. As it increases, it becomes sinusoidal (Figure 6-C) with higher baselines and smaller amplitudes until it becomes a flat horizontal line when the window size is 100% of the perimeter (Figure 6-D).

Figure 7 shows how the average entropy across the whole trajectory varies with the window size—each point in the curve is the average of each curve like the ones in Figure 6. In this case, the optimal window size would be 1/3 of the perimeter, but this will depend on the similarity measure and trajectory shape. Naturally, this window size is only optimal in terms of how well it distinguishes a window from the other windows in the shape, but in practice the optimal window will also depend on other factors, such as the interaction latency and robustness to noise. Nevertheless, this analysis can help us reduce the design space of possible window sizes to explore in empirical studies. Further, it allows us to quantify the effect of the starting point of the interaction on the expected performance of the system.

The previous analysis shows that the entropy for each window in the shape is affected by the amount of information in each segment of the shape. An analysis like this can show that a priori, the system will have a higher degree of confusion at the edges than at the corners, so the developer can choose to defer a decision until it reaches the corner or change the system parameters (e.g. adjusting the window size to always include a corner). Further, the variations in entropy are not simply due to the shape of the trajectory—the measure itself leads to variations in performance along the same...
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Figure 8: Similarity between all combinations of target \( T_5 \) and every possible target \( T_i \) within the same window. Even if the user managed to perfectly follow the target, they would still yield a high similarity with other targets.

shape. This is best demonstrated by how the same pairs of input and target motion windows can yield different similarity values depending on the coordinate system (see a concrete example in the case study below).

6.1 Case Study: Analysing the similarity between windows in Orbits

In Orbits, because targets move around circular trajectories, no two windows will look exactly the same, regardless of the window size, avoiding the problem shown in Figure 5. However, depending on the point along the trajectory through which the target is passing and how far apart they are, they might nevertheless exhibit high correlation.

The easiest way to reveal this is to make pairwise comparisons between the target windows themselves (in contrast to the usual approach of comparing the targets’ and the user’s behaviours). Figure 8 shows an example of this type of analysis in the context of Orbits. Consider 10 targets moving around a circle with 160 samples. The figure shows a comparison between one arbitrary window (\( w = 15 \)) and all other windows using Vidal et al.’s method based on Pearson’s correlation [32]. By comparing the targets to each other, we analyse the system performance as if the user was able to perfectly match the desired target’s motion, giving us an upper bound on the system performance. In the case of the figure, the reference target is \( T_5 \). As the bar chart shows, the similarity between the target and itself is perfect \( r(T_5, T_5) = 1.0 \)—as we should expect—but the similarity to other targets is also rather large: \( r(T_5, T_4) = 0.96 \) and \( r(T_5, T_3) = 0.85 \). In practice, this means that even if the user follows the motion of the target perfectly, we will still observe a high correlation with other targets.

The choice of similarity measure also affects how the entropy of the design fluctuates along a path. To demonstrate this in the context of Orbits, we generated a circular trajectory (radius = 1) with 60 samples, from which we sampled a window with 20 samples. We then simulated user input by distorting this trajectory with a Gaussian noise (SD = .1). We then computed the similarity between the original window and its distorted version using 4 similarity metrics described in the literature [2, 7, 29, 32]. We then rotated these windows (both the original and the distorted) by angles ranging from zero to 360 degrees, computing the similarity for each rotation.

Figure 9-Left shows our results for four different similarity measures. Though the absolute value of the similarity alone is not so important in this case—what matters is how well they are able to discriminate between correct and incorrect targets—there should not be much fluctuation in this value. This is because the data being compared is exactly the same; the only difference is how the windows are orientated relative to the coordinate system. Notice that three of the measures are substantially affected by the orientation of the window. The plots in Figures 9-Centre and 9-Right help to illustrate why. In the case of the blue window, because there is little variance in the trajectory data in the Y axis the noise in the data ends up having a larger effect, leading to a lower correlation \( r = 0.85 \), as we can see in the middle plot. In the case of the pink window, both X and Y axes exhibit a more balanced variance, which, in turn, leads to a more robust calculation of the correlation coefficient \( r = 0.98 \). The only measure that is robust to these changes in rotation is Carter et al.’s Rotated Correlation, which prior to calculating the correlation coefficient, rotates the window to better distribute the variance across the axes [2].

7 DECIDING WHEN TO MAKE A SELECTION

In the previous section, we saw that current approaches are limited in how they handle multiple targets yielding high similarities, often just selecting the most similar one. Ideally, we should be able to quantify this uncertainty and make decisions about whether and which target to select based on our level of confidence considering the interface as a whole. Here, we draw directly from Williamson and Murray-Smith, who used a similarity metric to compute a weight for each potential target, normalised them into probabilities and computed the entropy of the system to decide whether to make a selection [22, 35]. For us, entropy is interesting because it quantifies how concentrated the probabilities are around any of the targets.

The entropy value can give us a hint as to the number of states between which system is undecided: if the entropy \( H(X) = \log_2 K \), we are uncertain between approximately \( K \) states. As we gather more evidence that a certain target \( x_i \) is being followed, we increase its probability \( p(x_i) \) and reduce the probabilities of the other states \( \{ x_j | j \neq i \} \). As \( p(x_i) \) reaches one (and the others approach zero), the uncertainty is reduced and the entropy tends to zero. Therefore, this allows us to handle the case where multiple targets are above the threshold. As a few of them yield high likelihoods, the others will yield low ones. Looking at the probabilities individually would lead us to select one or all targets; looking at the entropy, we learn that the system is not confident enough in its estimation, so we might wait until more data is available before making a selection. In practice, we make a selection when the entropy of the system falls below a certain empirically determined threshold. Other simpler, but related approaches, such as the Gini coefficient or the ratio between the largest and second largest likelihoods can also be informative in this regard.

Figure 10 shows an example of how this works in practice in the case of three targets moving with constant speed around a
square path, but slightly offset. The user data is shown in grey and corresponds to a noisy version of the red trajectory. We computed the similarity between the user data and each target trajectory using Rotated Correlation. We then computed the likelihoods using the corresponding probability density function shown in Figure 4. Though it is similar in shape to the similarity curve, it normalises the values and pushes middling values towards the extremes of the scale. The likelihoods are then normalised into probabilities, from which we compute the overall system entropy. Initially, both the red and the green targets yield high similarities and a deterministic system would struggle to decide which to select. When the blue target reaches the edge, the uncertainty in the system further increases. This process is reflected in the entropy curve, which increases when the blue target reaches the edge, but drops when the red target reaches the side edge and its trajectory becomes substantially different to the others. Note that the likelihoods shown in the plots are instantaneous (i.e. they only consider the data in the corresponding window, ignoring previous data). The system can be further enhanced by incorporating a dynamic model that considers the previous likelihoods. This way, the probability of the blue target at point B would not be as large as the probabilities of the other targets and the overall entropy would be lower.

7.1 Case Study: Analysing the entropy in Orbits
To understand the theoretical limits of a circular trajectory design for motion correlation, we first consider the problem of discovering the maximum number of targets we could add to our interface under the assumption that the user is able to perfectly mimic the motion of the target. Given the sampling rate of the eye tracker (30Hz), we can generate hypothetical perfect gaze trajectories with \(30 \times 360/\text{Speed}\) samples—leaving us with trajectories of 45, 60, and 90 samples. For each of these three trajectories, we computed the similarity between all pairs of possible windows and averaged them as per the number of samples between them. This step is necessary because as we saw in Figures 8 and 9 the correlation values vary depending on the orientation of the window relative to the coordinate system. Considering that each of these samples could be a potential target leaves us with the problem of distinguishing which of these \(N\) Samples targets the user is trying to follow. As such, the initial entropy of the system is \(\log_2(N\text{Samples})\).

Using the same approach used by Esteves et al., we thresholded the similarity values at \(\lambda = 0.8\). We assigned a likelihood of 1 to all windows above this threshold and zero otherwise. We then normalised the likelihoods to obtain the probabilities and the entropy. Table 1 shows our results. The table only considers targets moving in the same direction. Because in Orbits the authors also included targets moving in the opposite direction, we can double the number of targets. We are able to make this assumption because if the
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**Figure 9:** Left: The effect of the coordinate system on the output of different measures. Centre and Right: Correlation between the Y coordinate of the reference window and the noisy window for windows centred at North and Northwest points of the circle. When the variance in the data is more evenly distributed along each axis (pink), we observe a higher correlation than when it is concentrated in one of the axes (blue).
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**Figure 10:** Stepping through a probabilistic calculation: Three targets move along a square path as the user noisily matches the motion of the red target. We compare the input signal to the trajectories of the targets, calculate the likelihoods using probability density functions, and normalise them to calculate the probabilities and the system entropy. Initially, two of the targets exhibit the same relative trajectory (A), yielding high similarities for both. When the third target reaches the edge (B), the entropy of the system increases. When the red target reaches the side edge of the square (C), its trajectory is sufficiently distinct from the others, leading to a drop in the entropy, which signals to the system that a selection can be made.
target is moving in the opposite direction, at least one of the coordinate axes will be inversely correlated, ensuring that the overall correlation is negative. From the table, we see that there are on average approximately 10-16% of windows with a similarity above the threshold depending on the overall trajectory size. In other words, there will be confusion between a target and any target within the 36-22.5 degree arc. This means that we need at least this distance between the targets, in order to minimise uncertainty. Therefore, we can calculate the maximum number of targets supported by a given design by dividing 360 by this distance, and doubling it if we also consider targets moving in the opposite direction along the same path.

| N  | R > \lambda | Proportion | Entropy | Max Targets |
|----|--------------|------------|---------|-------------|
| 45 | 7            | 0.156      | 2.81    | 2 × 7 = 14  |
| 60 | 9            | 0.148      | 3.17    | 2 × 7 = 14  |
| 90 | 9            | 0.099      | 3.17    | 2 × 11 = 22 |

Table 1: Simulation results for the design of Orbits: For each trajectory size, we show the number of windows above the threshold \( \lambda \), the corresponding proportion of the number of windows, the entropy of the system, and the maximum number of targets that could be placed along this trajectory in order to obtain zero entropy (we multiply this last number by 2 to consider targets moving in the opposite direction).

These results suggest that assuming that the user is able to follow the targets perfectly and that half of the targets will move in the opposite direction to the rest, we can add up to 14 targets with the Slow and Medium speeds, and up to 22 with the Fast speed. Esteves et al.’s empirical results found acceptable error rates for up to 8 targets, but not for 16 targets, which aligns with our theoretical predictions.

However, despite our predictions that the Fast condition could support up to 22 targets, their study found that even 16 were too many in this condition. This is because at high speeds the eyes can no longer maintain a smooth pursuit, engaging instead in a series of saccades. This highlights the importance of user testing, as our theoretical results can only provide an upper limit for the algorithm performance, but do not say much about human capabilities without further data. Nevertheless, the advantage of a probabilistic approach is that it enables us to incorporate motor models as priors, which is a rich direction for future work.

7.2 Effect of Noise on Entropy

To better understand how a design will handle noisy data, we can repeat the tests above under different noise conditions. As an example, consider Figure 11. To generate this plot, we simulated 16 targets moving around a circle at 180 degrees/s (the Medium speed tested in Orbits). We then simulated user input by adding Gaussian noise to the trajectory data, varying the noise between 5-75% of the radius of the circle. We repeated each simulation 30 times and computed the average entropy across all simulations for each level of noise. The smooth curve in the figure was computed with a cubic regression spline on the data.

Figure 11: Effect of noise on the entropy of the system, considering 16 targets moving with the Medium speed tested in Orbits, with a window size of 30 samples.

The higher the noise level, the lower the correlation with the trajectory data. At small noise levels, this reduces the similarity with incorrect targets, leaving fewer targets above the threshold, and therefore reducing the uncertainty. At approximately 20%, however, the uncertainty begins to increase, culminating at an entropy of 4, which is the maximum for 16 targets—\( \log_2(16) = 4 \). This is not a universal rule, and these results should be computed for each specific combination of variables, but one can use a curve like this to predict the uncertainty in the system given a sensor’s noise characteristics. Conversely, given the sensor’s noise characteristics, we can specify the minimum radius of the targets to achieve a desired entropy level.

8 DISCUSSION

One main contribution of this paper is the re-framing of previous works on motion correlation-based interaction techniques under a probabilistic framework. Along this process, we have shown that individual design decisions in a motion correlation interface, such as which window size or similarity measure to use, should not be made in isolation as they influence each other. Computational techniques drawn from probability and information theory are particularly useful in helping us to quantify these decisions. A probabilistic approach offers a common language that allow us to consolidate the existing knowledge within motion correlation and also to relate it to other types of interaction techniques. In particular, it provides us with a notation to formalise the principles behind motion correlation interfaces.

Another contribution is the description of practical examples that demonstrates that a probabilistic approach can help us analyse motion correlation designs and understand why they work (or do not). Next we summarise other relevant outcomes spread along this paper as a recommendation list for future work.

8.1 Lessons Learned

Probabilistic modelling extends previous approaches, while still being compatible with them. Deterministic approaches are simply particular cases where the probabilities are 1 and 0. By explicitly modelling uncertainty in a system we can yield valuable design insights, such as quantifying how distinguishable each segment...
of the path is, understanding the limitations of different similarity measures, and enabling the integration of different sources of information.

Interpret the similarity measure as an estimate of mutual information. Because selection by motion correlation can be considered as transmission of information about the target trajectory, we argued that measuring motion similarities is related to estimating mutual information. As a consequence, a good similarity measure must not only yield high values when user and target motions are similar, but also yield low values in every other case.

Make explicit the similarity measure assumptions: Different similarity measures perform differently depending on the assumptions behind the design. By making these assumptions explicit (for example, invariance to scale, rotation, and/or translation), we can make more informed comparisons between measures. As such, when proposing novel similarity measures, future works should clearly label which transformations are necessary to unambiguously transform the trajectory data into the gaze data.

Use softer functions instead of step functions. Hard thresholds make comparisons unstable when the results are near the threshold and are more vulnerable to confusion when multiple targets yield similarities above the threshold. Using softer thresholds mitigates this problem. Even better, we can incorporate our knowledge of the problem domain by using the probability density functions obtained by a mix of simulations and data collections (see Figure 4).

Consider the similarity values together instead of independently. Similarity values only consider each possible state individually, but high correlations with incorrect targets can still be consistent with perfectly following the correct target (see Figure 8). Calculating the entropy of the probabilities of different states enables us to quantify the ambiguity of the inference and make more informed decisions about how to proceed.

Understand how the entropy of the design behaves. The shape of the trajectory, the number of samples, the window size, and the similarity measures all influence each other. Computing the inherent entropy of each window in relation to other windows helps us quantify the uncertainty of the design prior to even collecting user data and identify points of risk (see Figure 6).

Simulation is not an excuse for not collecting user data. Though simulations can be very valuable in explicating design decisions, they do not replace user testing. However, as the community makes progress in modelling user behaviour from a computational perspective, we can expect to see more accurate models that will further empower our own simulations.

9 CONCLUSION

This paper frames interaction techniques based on motion correlation as a probabilistic reasoning problem. We argued that previous techniques can be formulated as such, and demonstrated the kinds of analysis that this formalism enables. In particular, we demonstrated analyses of similarity measures in terms of their assumptions about user and interface data, of their behaviour along different trajectory shapes, and of their value as a measure of mutual information. We also made a case for computing conditional probabilities for each potential state and for making decisions based on entropy values rather than on independent similarities. Finally, we argued for the use of entropy as a tool for understanding the information content of a given design.

We highlight a few practical pieces of advice for developers that stem from our analysis: (1) use the advice in section 4 to select an appropriate similarity metric, (2) collect null data to derive probability density functions for the priors (e.g., Figure 4), (3) select an appropriate window size and path shape based on the analysis of the entropy of the shape, (4) use entropy or other measures of uncertainty to decide whether to make a selection. All of these ideas are that can be readily incorporated in the development of systems like the ones described in the literature. We encourage future work to frame their results in probabilistic terms in order to better contextualise their contributions and more consistently measure progress. To facilitate this, we suggest a series of lessons learned that can be taken forward in future work.
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