A bias in cosmic shear from galaxy selection: results from ray-tracing simulations
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ABSTRACT

Aims. We identify and study a previously unknown systematic effect on cosmic shear measurements, caused by the selection of galaxies used for shape measurement, in particular the rejection of close (blended) galaxy pairs.

Methods. We use ray-tracing simulations based on the Millennium Simulation and a semi-analytical model of galaxy formation to create realistic galaxy catalogues. From these, we quantify the bias in the shear correlation functions by comparing measurements made from galaxy catalogues with and without removal of close pairs. A likelihood analysis is used to quantify the resulting shift in estimates of cosmological parameters.

Results. The filtering of objects with close neighbours: (a) changes the redshift distribution of the galaxies used for correlation function measurements; and (b) correlates the number density of sources in the background with the density field in the foreground.

This leads to a scale-dependent bias of the correlation function of several percent, translating into biases of cosmological parameters of similar amplitude. This makes this new systematic effect potentially harmful for upcoming and planned cosmic shear surveys. As a remedy, we propose and test a weighting scheme that can significantly reduce the bias.
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1. Introduction

In preparation for upcoming and planned large cosmic shear surveys, such as PAN-STARRS (Kaiser & Pan-STARRS Collaboration 2005), KIDS\textsuperscript{1} or Euclid (Refregier et al. 2010), it is vital to find and quantify possible sources of systematic effects that can hamper the full exploitation of the information contained in these large data sets. A number of such effects have already been identified. The most fundamental problem on the observational side is to obtain unbiased estimates of the shapes of galaxies. The difficulty of this has been demonstrated, for example, by the STEP programme (Heymans et al. 2006; Massey et al. 2007) and the GREAT\textsuperscript{2} challenge (Brindle et al. 2010), where several shape measurement methods have been tested on mock data. Further, it is crucial to obtain reliable photometric redshifts to obtain an accurate redshift distribution of the galaxy sample under consideration, which is needed for accurate theoretical predictions, and also to allow the construction of redshift bins for shear tomography (Hearin et al. 2010; Bernstein & Huterer 2010; Ma et al. 2006). Intrinsic alignments of physically close galaxies and shape-alignments probably constitute the most severe physical contaminant of the cosmic shear signal. The first can be reduced by removing physically close pairs (King & Schneider 2002, 2003; Heymans & Heavens 2003; Takada & White 2004), whereas the influence of the latter can either be removed by the so-called nulling technique (Joachimi & Schneider 2008, 2009) or by self-calibration (Zhang 2010; Joachimi & Bridle 2010). Another physical contamination is caused by the magnification effect. Density fluctuations in the foreground can, depending on the slope of the galaxy number count, either enhance or deplete the number of background galaxies, thus correlating the density field in the foreground with the galaxy distribution that is used to estimate its shear field (Schmidt et al. 2009).

In order to achieve percent-level accuracy, the difference between shear and reduced shear also needs to be taken into account. Theoretical predictions for the shear correlation functions can be obtained from the matter power spectrum with relative ease (e.g. Bartelmann & Schneider 2001), but for the computation of the actually observable reduced shear correlation functions it is necessary to include higher-order corrections to the shear power spectrum (White 2005; Krause & Hirata 2010).

Finally, the process of parameter estimation requires great care as well. For example, the likelihood of the shear correlation functions has been shown to be significantly non-Gaussian (Hartlap et al. 2009; Schneider & Hartlap 2009). This may also apply to other two-point statistics derived from the correlation functions. Furthermore, even if a Gaussian likelihood is assumed, the cosmology dependence of the covariance matrix of the statistics under consideration should be taken into account, as was shown in Eifler et al. (2009). Neglecting these issues could introduce non-negligible biases to estimates of cosmological parameters.

In this paper, we add to this list a systematic effect that leads to a biased estimate of the shear correlation functions. This bias is due to the fact that the ellipticity of a galaxy cannot be estimated reliably when its light distribution overlaps with that of a close neighbour. Therefore, it is common to discard pairs of galaxies that appear too close together on the sky. We argue that – while allowing for clean estimates of galaxy shapes – this practice has two adverse side effects: it changes the shift

---

\textsuperscript{1} http://www.eso.org/sci/observing/policies/PublicSurveys/sciencePublicSurveys.html
distribution of source galaxies, and it correlates the lensing mass distribution in the foreground with the source galaxy distribution in the background. Because of the latter issue, the product of the complex ellipticities of a randomly selected pair of galaxies no longer yields an unbiased estimate of the shear correlation function.

The article is organized as follows: after briefly reviewing the cosmic shear two-point statistics relevant for this paper in Sect. 2, we describe in Sect. 3 the ray-tracing simulations and semi-analytic galaxy formation models we use to create our mock galaxy catalogues. In Sect. 4, we quantify the bias in the shear correlation function using our simulation results for various choices of galaxy selection criteria. We then propose a weighting scheme that can help to reduce the bias (Sect. 5) and discuss the impact on cosmological parameter estimation (Sect. 6). We conclude the paper in Sect. 7.

2. The shear correlation functions

Several statistics have been developed to capture the two-point information that is contained in the ellipticities of distant galaxies, such as the shear correlation functions (e.g. Kaiser 1992; Crittenden et al. 2002), the shear dispersion in circular apertures (e.g. Kaiser 1992) or the aperture mass dispersion (e.g. Schneider et al. 1998, 2002a). Recently, Schneider et al. (2010) have proposed the so-called COSEBIs, which allow for a clean E/B-mode decomposition given the shear correlation functions on a finite interval. These statistics are all related to the power spectrum of the weak lensing convergence (see, e.g., Crittenden et al. 2002; Schneider et al. 2002b). Regarding actual measurements, the shear correlation functions $\xi$, are the most convenient of these statistics, since they can be estimated with relative ease from real data sets, even in the presence of gaps and masked regions. Any other two-point statistic of interest is therefore usually computed from an estimate of the shear correlation functions.

A practical estimator for the shear correlation functions is given by (e.g. Schneider et al. 2002a)

$$\hat{\xi}_g(\theta) = \frac{\sum_{i<j} \rho_i \rho_j \left( \epsilon_{ij} \epsilon_{ji} \pm \epsilon_{i,j}' \epsilon_{j,i}' \right) \Delta_{ij}(\theta)}{\sum_{i<j} \rho_i \rho_j \Delta_{ij}(\theta)},$$

(1)

where the sum runs over all pairs of galaxies, located at the angular positions $\theta$. The complex ellipticity of the $i$th galaxy is denoted by $\epsilon$, and its tangential and cross components with respect to the line joining it to the $j$th galaxy are given by $\epsilon_{i,j}$ and $\epsilon_{i,j}'$, respectively. The symbol $\Delta_{ij}(\theta)$ is equal to one if the angular separation $\theta$ of the $i$th and $j$th galaxies lies in the bin centred on $\theta$, and vanishes otherwise. Finally, the $\rho_i$ are weights assigned to the $i$th galaxy. For the purpose of this work, it is convenient to write them as $\rho_i = m_i s_i$, where $s_i$ is a statistical weight that, for example, reflects the quality of the shape estimate. The “selection weight” $m_i$ is zero if the galaxy is too close to its nearest neighbour to allow for a reliable measurement of its shape, and unity otherwise.

3. Ray-tracing simulations

Our ray-tracing simulations are based on the dark matter distribution in the Millennium Simulation (MS, Springel et al. 2005). The cosmological parameters used for the MS ($\Omega_m = 0.25$, $\Omega_{DE} = 0.75$, $\Omega_b = 0.045$, $\sigma_8 = 0.9$, $h = 0.73$, $\Omega_0 = -1.0$, $n_s = 1.0$) also define the fiducial cosmological model used throughout the paper.

We have used the ray-tracing code described in Hilbert et al. (2009) to obtain 32 realisations of a $4 \times 4$ deg$^2$ field, thus covering 512 deg$^2$ in total. The matter distribution along the backwards light cone of the observer is obtained by the periodic continuation of simulation snapshots of increasing redshift. It is then divided into slices of a thickness of $=100 h^{-1}$ Mpc, which are subsequently projected onto lens planes. The periodic repetition of structures along the line of sight (l.o.s.) is prevented by choosing a l.o.s. direction that is tilted with respect to the boundaries of the simulation box. The advantage of this technique in comparison to the random transformation approach is that the matter distribution is continuous across slice boundaries and that large-scale correlations extending beyond the redshift slices are maintained. The code follows a set of light rays, which form a grid on the first lens plane (the image plane), through the array of lens planes. At the same time, the Jacobian matrices of the lens mapping from the observer to the lens planes are computed using a recursion formula.

To create realistic, lensed mock galaxy catalogues, we combine the ray-tracing with the semi-analytic model of galaxy formation by De Lucia & Blaizot (2007), making extensive use of the public Millennium Simulation database (Lemson & Springel 2006; Lemson & the Virgo Consortium 2006). We use the method outlined in Hilbert et al. (2009) to obtain the lensed positions and observed magnitudes (taking the magnification due to lensing into account) for all galaxies in the semi-analytic model with $M_{stellar} \geq 10^7 h^{-1} M_{\odot}$. In addition, the galaxy formation model yields the masses of the disk and spheroidal (henceforth bulge) component and the disc radius $r_{disc}$ (which can be zero). As described in more detail in Hilbert et al. (2008), we complement this with an estimate of the comoving radius of the spheroidal component of the galaxy given by

$$r_{bulge} = 0.54 \left(1 + \frac{1}{\theta} \right)^{0.55} M_{bulge}^{0.56} h^{-1} \text{kpc},$$

(2)

which combines the size distribution of galaxies measured by Shen et al. (2003) and the redshift evolution of galaxy sizes found by Trujillo et al. (2006). Each galaxy is then assigned an effective radius $r_e = \max(r_{disc, bulge})$. The angular diameter of the galaxy is given by $\theta_e = \sqrt{\theta r}} r_{disc}(w)$, where $f(w)$ is the comoving angular diameter distance to the galaxy, and $\mu$ is the lensing magnification at the position of the galaxy. The resulting distributions of angular and comoving galaxy radii for a simulated galaxy survey with a magnitude cut of $r_{SDSS} = 25$ are shown in Fig. 1.

We construct our catalogues for cosmic shear measurements by selecting galaxies brighter than three different cuts in the SDSS $r$-band ($r_{SDSS} = 24, 25, 26$). Unless otherwise stated, we assume that these cuts are the same as the limiting magnitude of the survey, $r_{lim, SDSS}$. For comparison, however, we will also consider the case where $r_{SDSS} < r_{lim, SDSS}$. Since we assume that the check for overlapping light distributions is done before the galaxies are selected for shape measurement, galaxies that are brighter than $r_{SDSS}$ and have faint close neighbours with magnitudes between $r_{SDSS}$ and $r_{lim, SDSS}$ are removed from the lensing catalogue as well.

Furthermore, we use two criteria to identify pairs of objects whose projected angular separation $\theta$ is too small for obtaining reliable shape measurement of the individual galaxies:

- According to the first criterion, two galaxies at $\theta_1$ and $\theta_2$ with angular separation $\theta = |\theta_1 - \theta_2|$ are both removed from the catalogue if $\theta < a(\theta_1', \theta_2')$. Here, the effective angular radii
are given by
\[ \theta_{e,i} = \sqrt{\mu \left[ r_e / f_k (\alpha) \right]^2 + \theta_{\text{fix}}^2}, \] (3)
where \( \theta_{\text{fix}} \) is the size of the seeing disk. The parameter \( \alpha \)
can be chosen arbitrarily to tune the strictness of the selection criterion and to compensate for inaccuracies of our modelling of the galaxy radii. Since this criterion depends on the half-light radius of the galaxies, we henceforth denote it with “HLR”.

The second criterion (called “FIX”) criterion is similar to what is used for, e.g., the CFHTLS (see also Van Waerbeke et al. 2000; Maoli et al. 2001). It uses a fixed angular separation threshold: if a pair of galaxies fulfils \( \theta < \theta_{\text{fix}} \), one of the two galaxies is selected at random and removed from the catalogue. The rationale for doing this is the following: even though the light distribution of the remaining galaxy is still affected by the light of the removed neighbour, the resulting error of the shape estimate should be uncorrelated with any other galaxy that remains in the catalogue and should just add to the noise. In addition to this, we remove all galaxies that are members of obviously severely blended pairs by applying the HLR criterion with \( \alpha = 1 \). We find, however, that the effect of this second step on the properties of the resulting galaxy catalogue is generally sub-dominant.

The choice of the selection criterion and its parameters most likely depends on the quality of the data at hand and the shape measurement pipeline used. In general, one wishes to retain as many galaxies as possible while keeping the bias caused by isophote overlap below a certain threshold.

We remark that a multitude of variants of these selection criteria can be conceived, where for example for the FIX criterion, not a random galaxy is removed from a close pair, but the galaxy with the lowest signal-to-noise ratio (SNR); a related possibility would be to always keep close pairs when the SNR of one galaxy is considerably larger than the SNR of the second. Using these variants is expected to lead to minor quantitative, but not to qualitative changes of the results presented in the following sections.

In Tables 1 and 2, we list the galaxy number densities after applying the HLR and FIX criteria, respectively, for various values of \( \alpha, \theta_{\text{fix}} \) and \( \theta_{\text{fix}} \). The values given in parentheses are the fractional decrease of the number density compared to the unfiltered galaxy catalogue. As expected, the deeper the survey and the more restrictive the criterion, the more galaxies are removed, since the probability of overlap is proportional to the projected galaxy density and the square of the threshold radius of the selection criterion.

We compute the shear correlation functions from our simulated galaxy catalogues using Eq. (1). We obtain the observed galaxy ellipticities \( \epsilon \) using the relation (Schneider & Seitz 1995)
\[ \epsilon = \frac{\epsilon^{(s)}}{1 + \epsilon^{(s)}} \]
if \( |g| \leq 1 \),
\[ \epsilon = \frac{\epsilon^{(s)}}{1 + \epsilon^{(s)}} \]
if \( |g| > 1 \),
where \( g \) is the reduced shear obtained from the ray-tracing simulations and \( \epsilon^{(s)} \) is the intrinsic ellipticity. For measuring the bias caused by the selection criteria described above, we set \( \epsilon^{(s)} = 0 \) in Eq. (4). We include intrinsic ellipticities only when computing the covariance matrix of the shear correlation functions for the discussion in Sect. 6.

4. The effect of object selection
4.1. Effect on the redshift distribution
Using a selection criterion like the ones described in the previous section has two undesirable side effects: first, the redshift
distribution of the filtered galaxy catalogue is different from the one before object selection. This is illustrated in Fig. 2, where we show in the lower panel the redshift distributions of our three mock surveys with different magnitude cuts without applying any selection criterion. The upper panel displays the ratios of the redshift distributions after and before object selection for the survey with \( r_{\text{SDSS}} = 26 \). We also consider the case of a limiting magnitude of the survey that is deeper than the cut used to define the sample of galaxies used for shape measurements (\( r_{\text{lim,SDSS}} = 26 \), whereas \( r_{\text{SDSS}} = 25 \)). In all cases, the largest fraction of the galaxies is removed at low redshifts. These galaxies have the largest apparent radii and thus have the largest probability of isophote overlap. The amplitude of the deviations is highest for \( r_{\text{lim,SDSS}} > r_{\text{SDSS}} \), because additional pairs are removed in which one galaxy is from the magnitude range \( \{r_{\text{SDSS}},r_{\text{lim,SDSS}}\} \). For the FIX criterion and the HLR criterion with seeing, a secondary dip occurs, approximately at the redshift of the peak of the redshift distribution. This behaviour is due to the presence of angular clustering.

We illustrate this by constructing a simple analytical model, for which we subdivide the galaxies into redshift slices of width \( \Delta z \). We assume that there are no angular cross-correlations between slices at different redshifts. Furthermore, we use a power-law model for the angular correlation function, so that it is given by \( \omega(\theta,z,z') = A(z) \theta^{-\gamma} \) if \( z = z' \) and \( \omega(\theta,z,z') = 0 \) otherwise. The galaxy radii are given in a deterministic fashion by \( r_\theta(z) = \sqrt{\pi r(z)/2} [\frac{dN(z)}{dz}] + \theta_{\text{sec}} \), where \( r_\theta(z) \) can be considered to be the mean radius of all galaxies in a thin redshift bin centred on \( z \). The probability of finding a galaxy with redshift \( z' \) within an annulus of radius \( \theta \) and width \( \Delta \theta \) around a galaxy at redshift \( z \) is thus \( p_\theta(z,z') = 2\pi \theta \Delta \theta (1 + \omega(\theta,z,z')) N(z')/\Omega \), where \( \Omega \) is the total area of the survey, and \( N(z') \) is the number of galaxies in the redshift slice centred on \( z' \). Two galaxies have overlapping isophotes if they are closer than \( \theta_{\text{eff}}(z,z') = \theta_\theta(z) + \theta_\theta(z') \) (corresponding to the HLR criterion with \( \alpha = 1 \), which we choose here for simplicity). The total probability of overlap for two galaxies is given by the integral of \( dp_\theta(z,z') \) over a circle with radius \( \theta_{\text{eff}}(z,z') \). Finally, we obtain the total number of galaxies removed from the slice at \( z \) by summing up the contributions from all redshift slices:

\[
\Delta N(z) = \frac{2\pi N(z)}{\Omega} \int \frac{dz'}{\sin \theta' N(z')} \int_0^{\theta_{\text{eff}}(z,z')} d\theta \left[ 1 + \omega(\theta,z,z') \right].
\]  

(5)

Simplifying and inserting our model for the correlation function, we obtain

\[
\frac{\Delta N(z)}{N(z)} = \frac{\pi}{\Omega} \int \frac{dz'}{\sin \theta' N(z')} \left[ \frac{A(z) N(z)}{2 - \gamma} \theta_{\text{eff}}^{-2} \right].
\]  

(6)

We see that in the absence of angular correlations, a constant fraction of objects is removed from the total galaxy population, given only by the fraction of the total area covered by galaxies. This leaves the shape of the redshift distribution unchanged. Galaxy clustering increases the probability of overlapping isophotes. However, this is effective only for galaxies in the same redshift slice. The fraction of blended objects in a slice is proportional to \( N(z) \) (and not \( N_{\text{tot}} \) as without clustering). This causes the secondary minimum seen in the upper panel of Fig. 2 for those selection criteria where \( \theta_{\text{sec}}(z,z') = 2\theta \). We then find that

\[
\frac{\Delta N(z)}{N(z)} = \frac{\pi}{\Omega} \left[ 4\Theta^2 N_{\text{tot}} + \frac{A(z) N(z)}{2 - \gamma} (2\theta)^{-2} \right].
\]  

(7)

The change of the redshift distribution is relevant if the redshifts of the individual galaxies are not available. In such cases, \( p(z) \) is usually inferred from a sub-sample or a similar survey with either spectroscopic or photometric redshifts. In general, the objects used for these calibration samples are selected in a different way than the galaxies for the shear catalogue, and therefore the redshift distribution obtained in this way does not account for the change of \( p(z) \) due to object selection. For upcoming lensing surveys incorporating photometric redshifts, this should be less of a concern, since in this case the redshift distribution of the galaxies in the shear catalogue can at least in principle be estimated directly.

4.2. Density-dependent galaxy selection

The second, and probably more severe effect of using selection criteria such as HLR and FIX arises because the selection is density-dependent. Since the galaxy distribution is correlated with the underlying density field, a mass overdensity in the foreground also implies an overdensity of galaxies. This in turn implies a higher probability of isophote overlap and thus of the removal of galaxies. Therefore, the fraction of galaxy pairs that can be formed from galaxies located behind overdensities is decreased relative to all galaxy pairs that contribute to the
shear correlation function estimator for a certain angular separation bin. High-density regions are therefore effectively down-weighted compared to the case without object selection. The opposite is true for underdense regions: the probability that a galaxy behind the underdensity is filtered is reduced, and more pairs than for a region of average density contribute to the shear correlation functions. This re-weighting is further modified by the fact that the fraction of galaxies that is removed from the foreground and background of a specific lens is not constant (see Fig. 2). The ratio of the number of foreground-background and foreground-background pairs, which do not carry information about the lens, to the number of background-background pairs, where both galaxies have been sheared by the lens, depends on the lens redshift. If relatively more pairs in the background than in the foreground are removed, the signal of the lens is further suppressed (and vice versa).

The net effect of all this is that the shear correlation estimator given by Eq. (1) is no longer unbiased. The reason for this is that the weights $\rho_i$ are no longer uncorrelated with the galaxy ellipticities, because the selection weights $m_i$ depend on the projected galaxy density through the mechanism described above.

### 4.3. Simulation results

We define the bias due to object selection as

$$\beta_{\text{sel}}^{\pm} = \xi_{\pm}^{\text{sel}} - \xi_{\pm}^{\text{all}}$$

where $\xi_{\pm}^{\text{sel}}$ are the shear correlation functions after filtering for close pairs, and $\xi_{\pm}^{\text{all}}$ are the correlation functions computed from all galaxies in the field of view. The superscript "$\pm$" indicates that $\beta_{\text{sel}}^{\pm}$ includes the bias both due to the change of the redshift distribution and the density-dependence of selection of galaxies.

In the upper panels of Figs. 3 and 4, we show the fractional bias

$$\Delta \xi_{\pm}^{\text{c}}(\theta) = \frac{\beta_{\text{sel}}^{\pm}(\theta)}{\xi_{\pm}^{\text{all}}(\theta)}$$

for the HLR and FIX criterion, respectively. The error bars have been computed from the field-to-field variation between the 32 ray-tracing realizations. For both criteria, $\xi_{\pm}^{\text{sel}}$ is biased high by several percent on large scales, whereas on small scales this bias can become negative. The behaviour for large $\theta$ can be explained by the change of the redshift distribution, which gives more weight to high-redshift galaxies, which carry the strongest shear signal (see Fig. 2). On small scales, the negative bias begins to dominate due to the density-dependence of the way galaxy pairs are selected (see below). As discussed before, seeing is only relevant for the HLR criterion and was therefore not considered in Fig. 4.

If photometric redshifts are available for all galaxies, the correct redshift distribution after object selection can be estimated, and one is only interested in the systematic effect caused by the density-dependence of the galaxy selection. To quantify this, we therefore would like to compare $\xi_{\pm}^{\text{sel}}$ to fiducial correlation functions that were computed using the correct redshift distribution and with galaxy pairs selected in a fair way, i.e. uncorrelated with the density field. To this end, we take the unfiltered galaxy catalogues (the ones that led to $\xi_{\pm}^{\text{all}}$), sort the galaxies into redshift bins, and randomly remove galaxies from each bin so that the resulting new galaxy catalogue has the same redshift distribution as the catalogue after applying one of the selection criteria. We denote the correlation functions computed from the new catalogues by $\xi_{\pm}^{\text{corr}}$, and define the bias only due to the density-dependence of the galaxy selection process (indicated by the superscript "$\text{corr}$") by

$$\beta_{\text{corr}}^{\pm} = \xi_{\pm}^{\text{sel}}(\theta) - \xi_{\pm}^{\text{corr}}(\theta).$$

Accordingly, the corresponding fractional bias is given by

$$\Delta \xi_{\pm}^{\text{corr}}(\theta) = \frac{\beta_{\text{corr}}^{\pm}(\theta)}{\xi_{\pm}^{\text{corr}}(\theta)}.$$
5. Weighting scheme

The bias discussed in the previous sections is caused by the removal of galaxy pairs in a way that is correlated with the density field. This suggests that the bias could be reduced by increasing or decreasing the relative pair count behind over- and underdensities, respectively, to “fair” levels. Such a procedure would reduce both the bias due to the change of \( p(z) \) and due to the density-dependent selection. We propose that, if photo-z estimates are available also for the galaxies that have been filtered out, this can be achieved by identifying the nearest neighbour of a removed object on the sky, and doubling its weight for the correlation function computation (i.e. using it twice in the shear catalogue). We demand close proximity on the sky and in redshift to ensure that the shear of the neighbour is a reasonable proxy for the shear at the position of the filtered galaxy.

Since the geometrical lensing weight functions change relatively slowly with comoving distance, it is sufficient to choose an object from a redshift slice centred on the removed object with a certain width (a few hundred Mpc). This also helps finding a neighbour that is sufficiently close to the removed galaxy on the sky; clearly, the larger the slice width, the smaller is the projected nearest-neighbour distance of objects in the slice. This is illustrated in Fig. 7, where we show the distribution of the distance from a rejected galaxy to its nearest accepted neighbour in a slice of thickness \( \Delta w \); a magnitude cut of \( r_{\text{lim,SDSS}} = 25 \) and the HLR criterion with \( \alpha = 2, \theta_{\text{sel}} = 0.65'' \) were used. Lower panel: same as upper panel, but for slices with thickness given by \( \Delta \theta_{\text{phot}} \). Vertical lines indicate mean separations.
on realistic distributions of redshift, spectral type, magnitude and magnitude error, closely resembling the CFHTLS-Wide. Finally, photo-z’s are estimated with the BPZ code (Benítez 2000). Comparisons of the simulated photo-z accuracy to the one obtained from real CFHTLS data (Erben et al. 2009) show good agreement. For the thickest slices considered ($\Delta z_{\text{ph}} = 0.2$), the mean distance to the nearest neighbour is 44", and decreases to 22" for the slice with $\Delta z_{\text{ph}} = 0.05$.

In Fig. 8, we compare the fractional bias of the correlation functions $\xi_{\pm}^w$, measured after applying the weighting scheme,

$$\Delta \xi_{\pm}^w = \beta_{\pm}^w(\theta) - \xi_{\pm}^{\text{all}}(\theta),$$

where

$$\beta_{\pm}^w(\theta) = \xi_{\pm}^w(\theta) - \xi_{\pm}^{\text{all}}(\theta),$$

(13)

to the original $\Delta \xi_{\pm}^{\text{obs}}$ and $\Delta \xi_{\pm}^w$. We only consider slices defined in terms of photometric redshift; the corresponding results for slices with a given comoving thickness are very similar. The suggested procedure clearly reduces the bias, in particular on large scales. Its performance degrades on scales below angular separations of \( \approx 1^\prime\). The reason for this is that the selection of the nearest neighbour effectively corresponds to a smoothing of the shear field with smoothing length comparable to the mean nearest-neighbour distance, because it is assumed that the shear of the removed galaxy is the same as the one of its substitute. Since $\xi_\pm$ is more sensitive to small-scale power than $\xi$, it should be particularly affected, as can indeed be seen in the lower panel of Fig. 8. The deviations seen for large $\theta$ are consistent with noise. On the other hand, the actual width of the redshift slice and, related to this, the actual value of the mean nearest-neighbour distance have very little effect on the quality of the method, although there is a slight tendency for thicker slices to yield values of $\Delta \xi_{\pm}^w$ that are larger by a few fractions of a percent. This means that the weighting scheme is relatively insensitive to the quality of the photometric redshifts. This is particularly important for those galaxies which have been filtered out because their light distribution is contaminated by a close neighbour, which also adversely affects the accuracy of their photo-z estimates.

6. Implications for cosmological parameters

To illustrate the importance of the object selection bias for parameter estimation, we perform a likelihood analysis to fit for the parameters $\pi = (\Omega_m, \sigma_8, \Omega_0)$ (assuming a flat universe). Our fiducial cosmological model, denoted by $\pi_0$, is that of the Millennium Simulation (see Sect. 3). We use the galaxy sample with $r_{\text{SDSS}} = 25$ from our ray-tracing simulations for simulating a survey with an area of 1500 deg$^2$. To each galaxy, we assign Gaussian ellipticity noise with dispersion $\sigma_{r} = 0.4$. We consider correlation functions given on ten logarithmically spaced bins in the range from $1^\prime$ to $80^\prime$, and assume a Gaussian likelihood of the form

$$p(\xi|\pi) \propto \exp\left\{ \frac{1}{2} [\xi - m(\pi)]^T C^{-1} [\xi - m(\pi)] \right\}.$$  

(14)

Here, $\xi = [\xi_1(\theta_1), \ldots, \xi_6(\theta_6)]$ is the measured correlation function (see below), written in vectorial form, and $m(\pi)$ is the model prediction based on the three-dimensional matter power spectrum as given by Smith et al. (2003). The covariance matrix $C$ has been estimated from the field-to-field variation of the ray-tracing realisations. When computing its inverse, we correct for the bias caused by the noise in the estimate of $C$ by using the correction factor described in Hartlap et al. (2007).

Since we are only interested in the effect of removing close galaxy pairs and not in the bias caused by the mismatch of the theoretical model and the correlation functions in the Millennium Simulation (see Hilbert et al. 2009), we construct the data vectors $\xi$ from the model for our fiducial set of parameters, $m(\pi_0)$, and the bias $\beta$ due to object selection, measured from the ray-tracing simulations:

$$\xi = m(\pi_0) + \beta.$$  

(15)

For $\beta$, we consider three cases: (a) assuming no knowledge of the true redshift distribution after removing blended galaxies (i.e. using $\beta_{\pm}^{\text{red}}$ from Eq. (8)); (b) assuming that the change of the redshift distribution has been taken into account (using $\beta_{\pm}^{\text{fix}}$ from Eq. (10)); and (c) assuming that the weighting scheme described in the previous section has been applied (using $\beta_{\pm}^{w}$ from Eq. (13)).

In Fig. 9, we show the results of this procedure for both the HLR criterion with $\alpha = 2$ and $\theta_{\text{sec}} = 0.65\theta_{\text{sec}}$ and the FIX criterion with $\theta_{\text{sec}} = 3\theta_{\text{sec}}$. In Table 3, we show the fractional shifts of each cosmological parameter with respect to its fiducial value for the various cases. As expected from the larger amplitude of the bias in the correlation functions for the HLR criterion (see Figs. 3 and 4), the deviation of the maximum-likelihood points from the true values is generally larger for the HLR criterion than for the FIX criterion. In both cases, the parameter estimates are off by several percent. Interestingly, knowledge of the correct redshift distribution does not necessarily improve the parameter estimates, which is particularly striking in the $\Omega_m$-$\sigma_8$-$\Omega_0$-plane. The bias of the maximum-likelihood estimates of all parameters is reduced by a significant amount if the proposed weighting scheme is applied, as could be expected from the likewise reduction of the bias in the shear correlation functions (see Fig. 8). While not being a perfect solution that would be accurate enough to be applied to planned large-area surveys, the method works sufficiently well to reduce the bias to a level that is well below the statistical errors for surveys like the CFHTLS (at least for the non-tomographic case considered here). Furthermore, a comparison of the correlation functions measured with and without the weighting scheme may be used to assess the importance of the object selection bias for a given survey.

**Fig. 8.** Fractional bias of $\xi_\pm$ using the weighting scheme described in Sect. 5. Thin curves: fractional bias after applying the weighting scheme for slices with thickness $\Delta z_{\text{ph}}$; thick solid green curve: $\Delta \xi_{\pm}^w$ without weighting scheme, thick dot-dashed green curve: $\Delta \xi_{\pm}^w$ without weighting scheme. Error bars were computed from field-to-field variation and for better visibility are shown only for one case.
Table 3. Fractional bias of cosmological parameters.

| Method  | $\Omega_m$  | $\sigma_8$  | $w_0$  |
|---------|-------------|-------------|--------|
| HLR criterion | $p(z)$ unknown | 4.2% | 1.9% | 7.3% |
|         | $p(z)$ known  | 8.2% | 3.1% | 2.4% |
|         | weighted     | 3.7% | 1.6% | -0.4% |
| FIX criterion | $p(z)$ unknown | 3.7% | 1.4% | 5.9% |
|         | $p(z)$ known  | 6.0% | 2.0% | 3.1% |
|         | weighted     | 2.4% | 0.8% | 1.0% |

7. Summary and conclusions

We have described a new, so far unconsidered systematic effect affecting the measurement of the shear correlation functions. The cause of the bias is the common practice of removing galaxies from the lensing catalogue that have very close neighbours, in order to avoid isophote overlap. While this filtering is necessary for obtaining clean shape estimates, it has two adverse effects on the correlation function estimate. The first consists in altering the redshift distribution of the galaxy catalogue. This is most important for low redshifts (where the angular sizes of galaxies are large) and (as a result of the angular clustering of the galaxies) near the peak of the redshift distribution. Second, such filtering predominantly removes galaxies that lie behind overdense regions. Therefore, fewer pairs of galaxies can be formed that carry the shear signal of the overdensity, effectively down-weighting it in the correlation function estimator. For similar reasons, underdense patches of the sky receive a higher weight. As a result of this, the estimate of the shear correlation functions obtained from a galaxy catalogue, from which close pairs have been removed, is biased.

In order to quantify this bias, we have run ray-tracing simulations through the Millennium Simulation in conjunction with a semi-analytic model of galaxy formation and observed scaling relations for the radii of the galaxies. We consider two different selection criteria, one that removes close pairs of galaxies closer than a certain threshold separation which depends on the radii of the galaxies, and the other removing one galaxy of a pair that is closer than a certain fixed threshold. We find that the change of the redshift distribution due to filtering is of the order of several percent; however, this can in principle be dealt with if photometric redshifts are available for all galaxies.

The effect of the density-dependence of the galaxy selection varies with angular separation. We find that on scales of $\approx 1'$, the shear correlation functions are biased low by typically several percent; the bias decreases for larger angular separations. The bias seems to be almost independent of the survey depth. While seeing has essentially no effect on the bias when a fixed threshold radius is used to define close pairs, adding seeing to the simulations can significantly increase the bias for the selection criterion depending on the sizes of galaxies.

We note that the bias studied here is different from the effects of the clustering of source galaxies previously discussed in the literature (Bernardeau 1998; Schneider et al. 2002b): the removal of close galaxy pairs creates an anti-correlation between foreground and background galaxies, and thus between the lensing matter distribution and the galaxies that are used to trace the shear field caused by the matter in the foreground. This induces clustering between galaxy populations that are widely separated in redshift, whereas the effect of Schneider et al. (2002b) arises from the clustering of source galaxies that are at very similar
redshifts and which need not be related to the dark matter distribution at all.

We have investigated the impact of the new systematic effect on estimates of \( \Omega_m, \sigma_8 \) and \( \omega_0 \), assuming a flat universe and keeping all other parameters fixed. Irrespective of whether the correct redshift distribution is used or not, we find shifts of the maximum-likelihood estimators of several percent. The situation can be significantly improved by using different weights for the galaxies that are eventually used for measuring the correlation functions. The weighting scheme consists of double-counting the nearest neighbour (from within a redshift slice with thickness of a few hundred Mpc) of a galaxy that has been removed. This requires photometric redshift estimates to be available also for the galaxies that have been removed by the selection criterion. We find that the method works well even for slices as thick as \( \Delta z_{\text{phot}} \approx 0.2 \), so that the requirements on the quality of these redshift estimates are relatively low. The weighting scheme restores the pair count to fair levels and substitutes the shear of the fitted galaxy with the shear of the nearest neighbour. The scheme is surprisingly independent of the actual width of the redshift slice and reduces the bias of the correlation function to levels of \( \lesssim 1\% \) for angular scales ranging from \( \approx 2' \) to \( \approx 80' \). Accordingly, the bias of cosmological parameter estimates is also significantly reduced.

Given the amplitude of the bias of the shear correlation function, this new systematic effect has the potential of being very significant. The weighting scheme we propose is a first step towards controlling it, but it probably lacks the accuracy necessary for the next generation of weak lensing experiments.
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