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1. Introduction

Let $S \subset G_k(\mathbb{C}^l)$ be a Schubert variety of a Grassmannian. In general, $S$ is highly singular but it is well known that it admits a small resolution $\sigma: \Sigma \to S$ (see [25], [3, §9.1]). Such a resolution is particularly useful since it determines the intersection cohomology complex of $S$

$$R\sigma_*\mathbb{Q}_\Sigma[\dim S] \cong IC_S^\bullet,$$

which is a constructible complex of $\mathbb{Q}$-vector sheaves on $S$. In particular, for any $x \in S$, there is a well defined polynomial ($H^\alpha$ denotes the $\alpha$-th cohomology sheaf)

$$b_x := \sum_{\alpha \in \mathbb{N}} \dim_\mathbb{Q} H^\alpha(\mathcal{IC}_S^\bullet[-\dim S])_x t^\alpha,$$

which is an example of Kazhdan-Lusztig polynomial. Indeed, the main advantage of the small resolution $\sigma: \Sigma \to S$ lies in the fact that it enables the explicit determination of Kazhdan-Lusztig polynomials for the Schubert varieties of a Grassmannian, usually very hard to compute. On the other hand, $\sigma$ has several drawbacks; in fact, the construction of small resolutions given in [25] is inductive, which makes the resolutions themselves not that explicit in the sense that their fibres, which are usually highly singular and reducible, are not easy to describe in general.
In this paper, our point of view is to consider another canonical resolution \( \pi : \tilde{\mathcal{S}} \to \mathcal{S} \), usually not small, but presenting several nice features: it is completely explicit, its fibres are smooth and immediate to determine, their Poincaré polynomials are easy to compute and one can have thorough control of the strata where the fibres change. However, it has to be acknowledged that the computation of the Kazhdan-Lusztig polynomials requires an additional inductive formula, which is not needed while working with the small resolution \( \sigma \).

Since \( \pi \) is not usually small, the interplay between \( R\pi_\ast \mathbb{Q}_{\tilde{\mathcal{S}}}[\dim \mathcal{S}] \) and the intersection cohomology of \( \mathcal{S} \) is much more involved and governed by the decomposition theorem (see Theorem 3.5 [2] and [8, 1.6.1]). Indeed, one of the main consequences of such result is that the intersection cohomology complex of \( \mathcal{S} \) is a direct summand of the complex \( R\pi_\ast \mathbb{Q}_{\tilde{\mathcal{S}}}[\dim \mathcal{S}] \) in the derived category \( D^b_c(\mathcal{S}) \) of \( \mathbb{Q} \)-vector sheaves on \( \mathcal{S} \). Specifically, by [8, §1.5], the decomposition theorem applied to \( \pi \) provides a non-canonical decomposition

\[
R\pi_\ast \mathbb{Q}_{\tilde{\mathcal{S}}}[\dim \mathcal{S}] \cong \bigoplus_{\alpha \in \mathbb{Z}} \mathbb{P}H^\alpha(R\pi_\ast \mathbb{Q}_{\tilde{\mathcal{S}}}[\dim \mathcal{S}]) \cong \bigoplus_{i \in \mathbb{Z}} \bigoplus_{j \in \mathbb{N}} IC^\ast(L_{ij})[-i],
\]

where \( \mathbb{P}H^\alpha(R\pi_\ast \mathbb{Q}_{\tilde{\mathcal{S}}}[\dim \mathcal{S}]) \) denotes the perverse cohomology sheaves [8, §1.5]. These sheaves are semisimple, i.e. direct sums of intersection cohomology complexes of the semisimple local systems \( L_{ij} \), each of which is supported on a suitable locally closed stratum of codimension \( j \), usually called a support of the decomposition. The summand supported in the general point is precisely the intersection cohomology of \( \mathcal{S} \). The supports appearing in the general point and the local systems \( L_{ij} \) are, generally, rather mysterious objects when \( j \geq 1 \).

In literature one can find different approaches to the decomposition theorem (see [2, 7, 8, 23, 24]), which is a very general result but also rather implicit. On the other hand, there are many special cases for which the decomposition theorem admits a simplified and explicit approach. One of these is the case of varieties with isolated singularities (see [22, 11, 13]). For instance, in the work [11], a simplified approach to the decomposition theorem for varieties with isolated singularities is developed, in connection with the existence of a natural Gysin morphism, as defined in [10, Definition 2.3] (see also [9] for other applications of the decomposition theorem to the Noether-Lefschetz Theory).

The main aim of this paper is to determine the summands involved in (1.2) and to provide an explicit description of the splitting.

A priori, all Schubert varieties contained in \( \mathcal{S} \) might be expected to appear as supports in the splitting (1.2); yet, we shall see that only some suitable Schubert subvarieties, that we call \( \mathcal{S} \)-varieties (see Definition 2.5), are allowed to appear.

The starting point of our analysis stems from the remark that the semisimple local systems involved in the decomposition are constant sheaves supported in the smooth part of the admissible strata (cfr. Theorem 3.6). In other words, the decomposition (1.2) takes the form

\[
R\pi_\ast \mathbb{Q}_{\tilde{\mathcal{S}}} \cong \bigoplus_{h,k} IC^\ast(\Delta_h)[-k] \otimes n_{hk},
\]

where \( \Delta_h \) ranges among the \( \mathcal{S} \)-varieties and \( n_{hk} \in \mathbb{N}_0 \) denotes suitable multiplicities (see Remark 3.10).
Some natural questions arise: how to compute the multiplicities $n_{hk}$? In particular, which strata actually appear in (1.3)? Is it possible to use (1.3) to compute Kazhdan-Lusztig polynomials?

Single condition Schubert varieties have been studied in [12] and [5]. In this paper, we provide an algorithm to answer these questions for Schubert varieties with an arbitrary number of conditions. Specifically, we will prove that the Poincaré polynomials of the fibres of $\pi$ determine inductively both the generating functions of the multiplicities $n_{hk}$ and the Kazhdan-Lusztig polynomials and we deduce an algorithm, which we are going to name $KaLu$, computing both of them.

Last but not the least, the just mentioned algorithm makes us observe the following fact. By analogy with [5] Definition 4.2.3, we call an $S$-variety $\Delta_h \subset S$ $\pi$-relevant if and only if

$$\dim S - \dim \Delta_h \leq 2 \dim \pi^{-1}(p),$$

where $p$ is a general point of $\Delta_h$. It is natural to ask whether all $\pi$-relevant varieties actually are supports in (1.3). Thanks to some tests performed by means of our algorithm, we obtained a negative answer (see Section 4.3).

Let us conclude by summarizing the organization of the paper. In Section 2 we settle notations once and for all and recall definitions and facts which are needed throughout the paper. In Section 3 we prove our main result from which certain families of polynomial expressions are inferred. Section 4 is devoted to the description of the algorithm which computes the unknown polynomials involved in the expressions mentioned above. Moreover, we also explain how we checked the correctness of the algorithm and how it finds out if a $\pi$-relevant variety actually gives a contribution in (1.3). Some ancillary files related to these tests and experiments are available at http://wpage.unina.it/carmine.sessa2/KaLu, along with an implementation of the algorithm $KaLu$ in CoCoA5 [1]. The last section is an appendix which consists of several examples concerning (some of) the properties of Schubert varieties that can be deduced by means of their Ferrer’s diagrams (defined in Section 2.2).

2. Schubert varieties

We shall begin by well known facts concerning Grassmannians and Schubert varieties. The reason why we decided to enlarge on them rests upon the convenience of setting notations once and for all and that we would like our paper to be comprehensible also to readers less familiar with the treated subjects.

Sections 2.1 and 2.2 are devoted to the description of Schubert varieties and their representation by means of Ferrer’s diagrams. In Section 2.3 we explain which are the subvarieties of a given Schubert variety $\mathcal{S}$ that are needed later on. We recommend looking at the examples available in Section 5 which show how most properties of Schubert varieties are conveyed by their Ferrer’s diagrams.

2.1. Definition and remarks. Throughout the paper, we shall work with $\mathbb{Q}$-coefficients cohomology and the middle (or self-dual) perversity $p$ (see [2] §2.1, [10] §1.3 and [17] p. 79). To start with, let $k$ be a positive integer and let $H$ be a complex vector space. We shall denote by $\mathbb{G}_k(H) := \{V \subseteq H : \dim V = k\}$ the Grassmannian of $k$-dimensional subspaces of $H$.

Secondly, let $\psi : E \to B$ be a complex vector bundle, which can be also denoted by $E$ whenever $\psi$ and $B$ are clear in the context. We shall denote by $\mathbb{G}_h(E) \to B$...
the Grassmannian $h$-plane bundle of $E$, whose fibre at any $b \in B$ is $\mathcal{G}_h(E)_b = \mathcal{G}_h(\psi^{-1}(b))$.

Lastly, let $n$ and $l$ be positive integers. A partial flag (of length $n$) in $\mathbb{C}^l$ is a finite sequence of vector subspaces $\mathcal{H} : H_1 \subset \ldots \subset H_n$ with $H_1 \neq 0$ and $H_n \subset \mathbb{C}^l$. Another flag $\mathcal{H}' : H'_1 \subset \ldots \subset H'_n'$ is said to be a subflag of $\mathcal{H}$, and we shall write $\mathcal{H}' \subset \mathcal{H}$, if and only if for each $\alpha \in \{1, \ldots, n\}$ there is $\beta \in \{1, \ldots, n\}$ such that $H'_\alpha = H_\beta$.

**Definition 2.1.** Given a partial flag $\mathcal{F} : F_{j_1} \subset \ldots \subset F_{j_\omega}$ of $\mathbb{C}^l$, where $\dim F_{j_\alpha} = j_\alpha$ for every $\alpha \in \{1, \ldots, \omega\}$, and an $\omega$-tuple of non-negative integers $\mathcal{I} = (i_1, \ldots, i_\omega)$, the Schubert variety associated to $\mathcal{F}$ and $\mathcal{I}$ is the subvariety of $\mathbb{G}_k(\mathbb{C}^l)$ given by

$$S := \{ V \in \mathbb{G}_k(\mathbb{C}^l) : \dim(V \cap F_{j_\alpha}) \geq i_\alpha, \ \alpha \in \{1, \ldots, \omega\} \}. $$

Let $S$ be the Schubert variety associated to $(\mathcal{F}, \mathcal{I})$. From the definition, it immediately follows that $j_1 < \ldots < j_\omega < l$. Notice that $S$ is empty if and only if there is an index $\alpha$ such that $i_\alpha > \min\{k, j_\alpha\}$ and that it is contained in a Grassmannian smaller than $\mathbb{G}_k(\mathbb{C}^l)$ if and only if there is $\alpha$ such that $i_\alpha = \min\{k, j_\alpha\}$. Hence, $S$ is neither empty nor contained in a Grassmannian smaller than $\mathbb{G}_k(\mathbb{C}^l)$ if we assume $0 < i_\alpha < k$ and $i_\alpha < j_\alpha \ \forall \alpha \in \{1, \ldots, \omega\}$.

The correspondence between Schubert varieties and the pairs $(\mathcal{F}, \mathcal{I})$ is not bijective; in fact, some incidence conditions $\dim(V \cap F_{j_\alpha}) \geq i_\alpha$ might be superfluous (e.g., some of them may happen to be implied by the others). This situation does not occur if and only if, for every $\alpha$,

1. $i_\alpha < i_{\alpha+1}$; indeed, if $i_\alpha \geq i_{\alpha+1}$ then the condition $\dim(V \cap F_{j_\alpha+1}) \geq i_{\alpha+1}$ is implied by the fact that $\dim(V \cap F_{j_\alpha}) \geq i_\alpha$, being $F_{j_\alpha} \subset F_{j_{\alpha+1}}$;
2. $i_{\alpha+1} - i_\alpha < j_{\alpha+1} - j_\alpha$; indeed, if $i_{\alpha+1} - i_\alpha \geq j_{\alpha+1} - j_\alpha$ then the condition $\dim(V \cap F_{j_\alpha}) \geq i_\alpha$ is implied by the fact that $\dim(V \cap F_{j_{\alpha+1}}) \geq i_{\alpha+1}$ because $\dim(V \cap F_{j_{\alpha+1}}) - \dim(V \cap F_{j_\alpha}) \leq j_{\alpha+1} - j_\alpha$ by construction;
3. $k + j_\alpha < l + i_\alpha$; indeed, if it is $k \geq l - j_\alpha + i_\alpha$ then the condition $\dim(V \cap F_{j_\alpha}) \geq i_\alpha$ is superfluous because $\dim(V \cap F_{j_\alpha}) = k + j_\alpha - \dim(V \cap F_{j_\alpha}) \geq l + i_\alpha - \dim(V \cap F_{j_\alpha}) \geq i_\alpha$.

Note that under the assumption (ii), condition (iii) is obtained by requiring $j_\omega - i_\omega < l - k$ only.

To sum up, although a Schubert variety $S$ is given by a flag $\mathcal{F}$ and a vector $\mathcal{I} = (i_1, \ldots, i_\omega)$, it is possible to get rid of the redundant conditions without changing the variety $S$. In other words, we are allowed to remove some integers $i_\alpha$ from $\mathcal{I}$ and, consequently, the corresponding vector spaces $F_{j_\alpha}$ from $\mathcal{F}$ until we obtain the minimum information required to define $S$. Let us see how to achieve that.

Given $S$ by means of a flag $\mathcal{F} : F_{j_1} \subset \ldots \subset F_{j_\omega}$ and of an $\omega$-tuple $\mathcal{I} = (i_1, \ldots, i_\omega)$, set $\omega_0 := \omega$, $\mathcal{I}_0 = (i_1^0, \ldots, i_\omega^0) := \mathcal{I}$, $\mathcal{J}_0 = (j_1^0, \ldots, j_\omega^0) := (j_1, \ldots, j_\omega)$ and $\mathcal{F}_0 := \mathcal{F}$.

a) For $\alpha = 1, \ldots, \omega_0 - 1$, if there is $\beta > \alpha$ such that $i_\alpha^0 \geq i_\beta^0$ then delete the $\beta$-th condition; i.e. set $\mathcal{I}_0 := \{i_1^0, \ldots, i_\beta^0, \ldots, i_\omega^0\}$, $\mathcal{J}_0 := \{j_1^0, \ldots, j_\beta^0, \ldots, j_\omega^0\}$, $\mathcal{F}_0 : F_{j_\beta}^0 \subset \ldots \subset F_{j_\omega}^0 \subset \ldots \subset F_{j_\omega}^0$; where the symbol $^\cdot$ is used to indicate the term to delete, and $\omega_0 := \omega_0 - 1$;

b) for $\alpha = \omega_0, \ldots, 2$, if there is $\beta < \alpha$ such that $i_\alpha^0 \geq j_\beta^0 - i_\beta^0$, then delete the $\beta$-th condition as explained in item a);
c) if \( j_0^\omega - i_0^\omega \geq l - k \), then delete the last conditions as explained in item a) and go on until there is \( \alpha < \omega \) such that \( j_\alpha - i_\alpha < l - k \).

In case we do not want \( S \) to be contained in a Grassmannian smaller than \( G_k(C^l) \), we perform the following further control.

d) If \( i_\omega^0 = k \), delete the last condition as shown in item a).

Definition 2.2. Let \( S \) be the Schubert variety given by \((F, \mathcal{I})\). The flag \( F \), the \( \omega \)-tuple \( \mathcal{I} \) and the pair \((F, \mathcal{I})\) are said to be essential if and only if they are the minimum information needed to define \( S \). Equivalently,

\[
0 < i_1 < \ldots < i_\omega \leq k < l + i_\omega - j_\omega, \quad i_\alpha < j_\alpha \forall \alpha
\]

and

\[
i_{\alpha+1} - i_\alpha < j_{\alpha+1} - j_\alpha \forall \alpha < \omega.
\]

In particular, \( S \) is called either a special or a single condition Schubert variety if \( \omega = 1 \) and \( i_\omega < k \).

Notice that the property of being essential implies \( \omega \leq k \), otherwise \( i_\omega > k \), against the above conditions. Moreover, the correspondence between Schubert varieties and essential pairs \((F, \mathcal{I})\) is bijective.

Instead, if \( S \) is a Schubert variety described by a flag \( F \) which is not essential and we do not want to omit the redundant conditions, there are different vectors \( \mathcal{I} \) which describe \( S \) with respect to \( F \). In fact, if a condition \( \dim(V \cap F_{j_\alpha}) \geq i_\alpha \) is superfluous, i.e., either \( i_{\alpha-1} \geq i_\alpha \) or \( i_{\alpha+1} - i_\alpha \geq j_{\alpha+1} - j_\alpha \) or \( i_\alpha \leq k - l + j_\alpha \), then \( S \) does not change if we require either \( \dim(V \cap F_{j_\alpha}) \geq i_{\alpha-1} - \beta \) or \( \dim(V \cap F_{j_\alpha}) \geq i_{\alpha+1} - j_{\alpha+1} + j_\alpha - \beta \) or \( i_\alpha \leq k - l + j_\alpha - \beta \), respectively, whatever \( \beta \geq 0 \) is.

Hence, given a flag \( F \), there is a bijection between Schubert varieties and pairs \((F, \mathcal{I})\) such that

\[
0 \leq i_1 \leq \ldots \leq i_\omega \leq k \leq l + i_\omega - j_\omega, \quad i_\alpha \leq j_\alpha \forall \alpha
\]

and

\[
i_{\alpha+1} - i_\alpha \leq j_{\alpha+1} - j_\alpha \forall \alpha < \omega.
\]

2.2. Ferrer’s diagrams.

Definition 2.3. Let \( \lambda = (\lambda_1, \ldots, \lambda_k) \) be a decreasing sequence of \( k \) non-negative integers. The Ferrer's diagram of \( \lambda \) is the diagram obtained by piling up \( k \) rows of length \( \lambda_1, \ldots, \lambda_k \), from top to bottom, so that their left edges are aligned.

Example 2.4. The Ferrer’s diagram of \( \lambda = (6, 6, 5, 4, 3) \) is

```
   6
  3 4 5 6
  1
  2
  3
  4
  5
```
Given a nonempty Schubert variety $S$, it is possible to associate to it the sequence of integers $\lambda^S = (\lambda^S_\alpha)_{\alpha=1,\ldots,k}$ defined as follows:

$$
\lambda^S_\alpha = \begin{cases} 
  l - k - j_1 + i_1 & \text{if } \alpha \in \{1, \ldots, i_1\} \\
  l - k - j_2 + i_2 & \text{if } \alpha \in \{i_1 + 1, \ldots, i_2\} \\
  \vdots \\
  l - k - j_\omega + i_\omega & \text{if } \alpha \in \{i_{\omega-1} + 1, \ldots, i_\omega\} \\
  0 & \text{if } \alpha \in \{i_\omega + 1, \ldots, k\}.
\end{cases}
$$

It is worth pointing out that $\lambda^S$ is independent of the choice of the flag $F$ and the $\omega$-tuple $I$. Moreover, from the definition of Schubert varieties, it follows that the sequence $\lambda^S$ is decreasing, with each entry non-negative and strictly lower than $l - k$. Therefore, we can consider the Ferrer’s diagram of $\lambda^S$, which shall be called the Ferrer’s diagram of $S$. When $(F, I)$ is essential, $\lambda^S$ contains exactly $\omega$ different integers with their repetitions, if any.

Several properties of Schubert varieties are conveyed by their Ferrer’s diagrams, as we will see throughout the paper. At the moment, let us just observe that the (complex) codimension with respect to $G_k(\mathcal{C}^l)$ of the Schubert variety associated to the sequence $\lambda^S = (\lambda^S_\alpha)_{\alpha=1,\ldots,k}$ equals the area of its Ferrer’s diagram [18, pp. 194-196].

Warning. In the rest of the paper, we are going to assume that $k \leq j_1$. Let us explain the reason why such an assumption is sensible. First of all, notice that, whenever $i_1, \ldots, i_\omega$ and $k$ have been chosen, there are only a finite number of cases in which $k > j_1$. Secondly, a Schubert variety $S$ in a Grassmannian $G_k(\mathcal{C}^l)$ can be thought of as the intersection of $G_k(\mathcal{C}^l)$ with the Schubert variety $S'$ in the Grassmannian $G_k(\mathcal{C}^{l+1})$ which is represented by the same Ferrer’s diagram of $S$ (this means that $j'_\alpha = j_\alpha + 1$ for each $\alpha \in \{1, \ldots, \omega\}$). Therefore, the properties of $S$ can be deduced from the ones of $S'$. Lastly, another difference between $S$ and $S'$ is that the number of supports involved in the Decomposition Theorem is maximum when $k = j_1$, it does not change if $k < j_1$ and it lowers as $k > j_1$ increases (see Example 5.2).

2.3. Families of subvarieties. Throughout the paper, we let $S$ be a non-empty Schubert variety associated to the essential flag $F : F_{j_1} \subset \cdots \subset F_{j_\omega}$ and $\omega$-tuple $I = (i_1, \ldots, i_\omega)$ with $i_\omega < k$.

Definition 2.5. An $S$-variety is a non-empty Schubert subvariety of $S$ associated to a subflag $F_p : F_{j_1}^p \subset \cdots \subset F_{j_\omega}^p$ of the essential flag $F$.

Equivalently, letting $I_p := (i_{1}^p, \ldots, i_{\omega}^p) + p$, where $i_{\alpha}^p$ is the component of $I$ corresponding to $F_{j_\alpha}^p$ and $p := (p_1, \ldots, p_\omega)$ is an $\omega$-tuple of non-negative integers, then

$$
\Delta_p = \{ V \in G_k(\mathcal{C}^l) : \dim(V \cap F_{j_\alpha}^p) \geq i_{\alpha}^p + p_\alpha, \ \alpha = 1, \ldots, \omega \}
$$

is the $S$-variety associated to $F_p$ and $I_p$ if and only if the pair $(F_p, I_p)$ satisfies conditions (2.1). The vector $p$ is said to be essential if $(F_p, I_p)$ is essential.

Notice that $S$ is the $S$-variety given by $p = (0, \ldots, 0)$. 
Remark 2.6. With the notation of Definition 2.5 observe that the pair \((F_p, I_p)\) satisfies conditions (2.1) if and only if

\[
\begin{align*}
0 \leq p_1 & \leq k - i^p_1 \\
p_\omega & \geq k - l + j^p_\omega - i^p_\omega \\
M_{\omega + 1} & \leq p_{\omega + 1} \leq N_{\omega + 1} \forall \omega = 1, \ldots, \omega_p - 1
\end{align*}
\]

with

\[
M_{\omega + 1} = \max\{0, i^p_\alpha + p_\alpha - i^p_{\omega + 1}\} \\
N_{\omega + 1} = \min\{j^p_\alpha + i^p_\alpha + p_\alpha - i^p_{\omega + 1} + k - i^p_{\omega + 1}\}.
\]

In Section 2.2 we described a way to represent \(S\) by means of its Ferrer's diagram. Needless to say, we can depict all \(S\)-varieties \(\Delta_p\) in the same way and we denote their associated sequences by \(\lambda^p\).

Let \(\Delta_p\) be an \(S\)-variety. As observed in Section 2.1 not all the conditions of \(\Delta_p\) are supposed to be indispensable and we can find the necessary ones by means of the procedure explained there.

Notation 2.7. Let \(\Delta_p\) be an \(S\)-variety. If \(p = (p_1, \ldots, p_\omega)\) is not essential, we will denote by \((F_p, I_p)\) the essential pair to which \(\Delta_p\) is associated, being \(\bar{p}\) the vector obtained by \(p\) by deleting the components corresponding to redundant conditions.

When we think of \(\Delta_p\) as the Schubert variety associated to its essential pair \((F_p, I_p)\), we will denote it by \(\Delta_{\bar{p}}\):

\[
\Delta_p = \Delta_{\bar{p}} = \{V \in \mathbb{G}_k(C^l) : \text{dim}(V \cap F_{\bar{p}}) \geq i^p_\alpha + p_\alpha, \alpha = 1, \ldots, \omega_p\}.
\]

Notice that \(p\) is essential if and only if \(p = \bar{p}\).

If \(\Delta_p\) and \(\Delta_q\) are \(S\)-varieties, we say that \(\Delta_q\) is a \(\Delta_p\)-variety if it has the properties written in Definition 2.5 with \(S\) and \((F, I)\) replaced by \(\Delta_p\) and its essential pair \((F_{\bar{p}}, I_{\bar{p}})\). In this case, \(q\) is said to be \(p\)-admissible; when \(\Delta_p = S\), we shall simply say that \(q\) is admissible.

Let us now study the inclusion relation on the family of \(S\)-varieties. Let \(\Delta_p\) and \(\Delta_q\) be two \(S\)-varieties associated to \((F_p, I_p)\) and \((F_q, I_q)\), respectively. If \(F_p = F_q = F\), it is straightforward to see that \(\Delta_q \subseteq \Delta_p\) if and only if \(q_\alpha \geq p_\alpha\) for any \(\alpha \in \{1, \ldots, \omega\}\). In the general case, we can change the pairs \((F_p, I_p)\) and \((F_q, I_q)\) by adding redundant conditions so as to have \(F_p = F_q = F\) again (see Example 2.3).

Notation 2.8. Given two \(S\)-varieties \(\Delta_p, \Delta_q\), we set \(p \leq q \iff \Delta_q \subseteq \Delta_p\). If \(\Delta_q \subseteq \Delta_p\), we also set \(|q - p| := \sum q_\alpha - p_\alpha\) and call it the distance between \(p\) and \(q\).

In terms of Ferrer’s diagrams, we have that \(\Delta_q \subseteq \Delta_p\) if and only if the Ferrer’s diagram of \(\Delta_q\) is contained in the one of \(\Delta_q\) (see [21 Proposition 3.2.3 (4)]). When \(S\) is a special Schubert variety, \(p\) and \(q\) are integers and, as such, comparable. Consequently, the set of all \(S\)-varieties is totally ordered by inclusion. On the contrary, when \(\omega > 1\), \(\Delta_p\) and \(\Delta_q\) are unlikely to be comparable with respect to the inclusion relation (see Examples 5.3 and 5.4).

Remark 2.9. If \(\Delta_p\) is an \(S\)-variety, then the families of \(\Delta_p\)-varieties and \(S\)-varieties contained in \(\Delta_p\) do not coincide, unless \(F_{\bar{p}} = F\). Indeed, the notion of \(\Delta_p\)-variety is stronger (see Example 5.4).
Later, for any chosen $S$-variety $\Delta_p$, we will be interested in the $\Delta_p$-varieties. However, several results (see Section 2) provide useful information on $S$-varieties $\Delta_q \subset \Delta_p$ which are not $\Delta_p$-varieties if we make the following association.

**Notation 2.10.** Let $\Delta_p$ and $\Delta_q$ be $S$-varieties associated to flags $F_p \subseteq F_q$. We set $q^p = (q^p_1, \ldots, q^p_n)$, where $q^p_\alpha$ is the component of $q$ in the position of the $\alpha$-th necessary condition of $\Delta_p$ (in other words, $q^p$ is obtained by $q$ by considering the same entries as $p$ in the hypothesis that $p = \bar{p}$).

Observe that, by construction, $\Delta_q^p$ is a $\Delta_q$-variety; in particular $\Delta_q = \Delta_q^p$ if and only if $\Delta_q$ is a $\Delta_q$-variety (see Example 5.5). Furthermore, if $\Delta_q$ is not a $\Delta_q$-variety and $(F^p_q, q^p_q)$ is replaced by the pair whose flag is $F_p$, then we have $|q^p - p| < |q - p|$, according to Notation 2.8.

### 3. Schubert Varieties and Decomposition Theorem

Here, we are going to define a class of resolution of singularities $\pi_p : \hat{\Delta}_p \to \Delta_p$ (see Section 3.1). One of the main reasons why we chose this particular family is that we can always control the fibres of these maps, which will be fundamental for our purposes. In Section 3.2, we apply decomposition theorem to them so as to obtain information on the direct summands appearing in (1.2) (see Theorem 3.6) and, in Section 3.3, certain classes of polynomial expressions.

#### 3.1. A family of resolution of singularities

Let $H_1 \subset \ldots \subset H_n$ be complex vector spaces and let $k_1, \ldots, k_n$ be positive integers such that $k_\alpha < \dim H_\alpha$ for any $\alpha = 1, \ldots, n$. Put

$$F(k_1, \ldots, k_n; H_1, \ldots, H_n) := \left\{ \left. (K_1, \ldots, K_n) \in G_{k_1}(H_1) \times \cdots \times G_{k_n}(H_n) \right| K_1 \subset \ldots \subset K_n \right\}.$$ 

**Proposition 3.1.** $F(k_1, \ldots, k_n; H_1, \ldots, H_n)$ is smooth.

**Proof.** If $n = 1$, $F(k_1; H_1) = G_{k_1}(H_1)$ is smooth.

Let $n \geq 2$. There is a chain of projections

$$F(k_1, \ldots, k_n; H_1, \ldots, H_n) \to F(k_1, \ldots, k_{n-1}; H_1, \ldots, H_{n-1}) \to \cdots \to F(k_1, k_2; H_1, H_2) \to G_{k_1}(H_1)$$

and each $F(k_1, \ldots, k_n; H_1, \ldots, H_n)$ is the Grassmannian bundle of a vector bundle over $F(k_1, \ldots, k_{n-1}; H_1, \ldots, H_{n-1})$. In fact, for any $2 \leq \alpha \leq n$, there is an exact sequence of vector bundles

$$0 \to S_{G_{k_{\alpha-1}}(H_{\alpha-1})} \to H_\alpha \to Q_{\alpha-1} \to 0$$

where $S_{G_{k_{\alpha-1}}(H_{\alpha-1})}$ and $H_\alpha$ are, respectively, the tautological and trivial bundle over $G_{k_{\alpha-1}}(H_{\alpha-1})$, while $Q_{\alpha-1} = \coker(S_{G_{k_{\alpha-1}}(H_{\alpha-1})} \to H_\alpha)$.

If we denote by $\psi_{\alpha-1} : F(k_1, \ldots, k_{\alpha-1}; H_1, \ldots, H_{\alpha-1}) \to G_{k_{\alpha-1}}(H_{\alpha-1})$ the projection map and by $\psi^*_{\alpha-1}$ its pullback, we have

$$F(k_1, \ldots, k_H; H_1, \ldots, H_\alpha) \cong G_{k_{\alpha-1}}(H_{\alpha-1}(\psi^{*}_{\alpha-1}Q_{\alpha-1})).$$

$\square$
Let us go back to Schubert varieties. Given an \( S \)-variety \( \Delta_p \), put
\[
\Delta^0_p = \{ V \in G_k(C^l) : \dim(V \cap F_{j_p}) = i^p_\alpha + \bar{p}_\alpha, \; \alpha = 1, \ldots, \omega_p \}.
\]
\( \Delta^0_p \) is a dense subset of \( \Delta_p \); in fact, if we think of \( F_p \) as the subflag of some complete flag \( F_{com} : F_1 \subset \ldots \subset F_{l-1} \), it is possible to prove that it contains the set
\[
\Omega_p := \left\{ V \in G_k(C^l) : \dim V \cap F_\beta = \alpha \text{ if } l - k + \alpha - \lambda^p_\alpha \leq \beta \leq l - k + \alpha - \lambda^p_{\alpha+1} \right\},
\]
which is a dense subset of \( \Delta_p \) \cite[Proposition 3.2.3]{example}. Furthermore,

**Proposition 3.2.** \( \Delta^0_p \) is the smooth locus of \( \Delta_p \). In particular, it is a locally closed subset of \( S \).

**Proof.** We want to prove that \( \Delta^0_p = \Delta_p \setminus \text{Sing} \Delta_p \).

W.l.o.g. we can assume that \( p = \bar{p} \). The singular locus of \( \Delta_p \) coincides with the union of all \( \Delta_p \)-varieties whose distance from \( \Delta_p \) is 1 \cite[Example 3.4.3, Theorem 3.4.4]{example}. As a consequence, the smooth locus of \( \Delta_p \) is
\[
\Delta_p \setminus (\Delta(1,0,\ldots,0) \cup \ldots \cup \Delta(0,\ldots,0,1)) = \Delta_p \setminus \Delta(1,0,\ldots,0) \cap \ldots \cap \Delta_p \setminus \Delta(0,\ldots,0,1)
\]
\[
= \{ V \in \Delta_p : \dim(V \cap F^p_i) = i^p_\alpha + p_1 \cap \ldots \cap \{ V \in \Delta_p : \dim(V \cap F^p_{j_p}) = i^p_\alpha + p_\omega_p \}
\]
\[
= \{ V \in \Delta_p : \dim(V \cap F^p_i) = i^p_\alpha + p_\alpha, \; \alpha = 1, \ldots, \omega_p \}
\]
\[= \Delta^0_p. \square\]

Now, set
\[
\tilde{\Delta}_p := F(i^p_1 + \bar{p}_1, \ldots, i^p_{\omega_p} + \bar{p}_{\omega_p}, k; F^p_{j_p}, F^p_{j_{\omega_p}}, C^l)
\]
\[
= \left\{ \begin{array}{c}
(Z_1, \ldots, Z_{\omega_p}, V) \\
\in G_{i^p_1+\bar{p}_1}(F^p_{j^p_1}) \times \ldots \times G_{i^p_{\omega_p}+\bar{p}_{\omega_p}}(F^p_{j^p_{\omega_p}}) \times G_k(C^l) \\
\text{s.t. } Z_1 \subset \ldots \subset Z_{\omega_p} \subset V
\end{array} \right\}.
\]

**Corollary 3.3.** \( \tilde{\Delta}_p \) is smooth and the projection
\[
\pi_p : (Z_1, \ldots, Z_{\omega_p}, V) \in \tilde{\Delta}_p \mapsto V \in \Delta_p,
\]
is a resolution of singularities.

**Proof.** Smoothness is a consequence of Lemma \[3.1\]

If \( V \in \Delta^0_p \), then \( \dim(V \cap F^p_{j^p_\alpha}) = i^p_\alpha + \bar{p}_\alpha \) for all \( \alpha = 1, \ldots, \omega_p \) and, consequently,
\[
\pi_p^{-1}(V) \cong \{(V \cap F^p_{j^p_1}, \ldots, V \cap F^p_{j^p_{\omega_p}})\}
\]
gives the inverse map of \( \pi_p \) on the open set \( \Delta^0_p \). \square

Let \( \Delta_q \subset \Delta_p \) be two \( S \)-varieties. Set
\[
\Delta^0_{pq} := \pi_p^{-1}(\Delta^0_q) = \left\{ \begin{array}{c}
(Z_1, \ldots, Z_{\omega_q}, V) \in \tilde{\Delta}_p \\
\text{s.t. } \dim(V \cap F^p_{j^p_\alpha}) = i^p_\alpha + q^p_\alpha, \; \alpha = 1, \ldots, \omega_p
\end{array} \right\}.
\]

The restriction of \( \pi_p \)
\[
\rho_{pq} : (Z_1, \ldots, Z_{\omega_p}, V) \in \Delta^0_{pq} \mapsto V \in \Delta^0_q
\]
is a smooth and proper fibration with fibres

\[ F_{pq} := \rho_{pq}^{-1}(V) \cong \left\{ \in \mathbb{G}^{i_1^p + \tilde{p}_1}(V \cap F_{j_1^p}) \times \ldots \times \mathbb{G}^{i_{\omega_p}^p + \tilde{p}_{\omega_p}}(V \cap F_{j_{\omega_p}^p}) \right\} \]

\[
\text{s.t. } \dim(V \cap F_{j_{\alpha}^p}) = i_{\alpha}^p + q_{\omega_p}, \quad \alpha = 1, \ldots, \omega_p
\]

\[ \cong \mathbb{F}(i_1^p + \tilde{p}_1, \ldots, i_{\omega_p}^p + \tilde{p}_{\omega_p}; \mathbb{C}^{i_1^p + q_{\omega_p}}, \ldots, \mathbb{C}^{i_{\omega_p}^p + q_{\omega_p}}), \]

whose dimensions are

\[ \dim F_{pq} = (q_1^p - \tilde{p}_1)(i_1^p + \tilde{p}_1) + \sum_{\alpha=2}^{\omega_p} (q_{\alpha}^p - \tilde{p}_\alpha)(i_{\alpha}^p + \tilde{p}_\alpha - i_{\alpha-1}^p - \tilde{p}_{\alpha-1}). \]

This quantity can be interpreted by means of Ferrer’s diagrams as shown in Example 5.6.

**Remark 3.4.** If \( \Delta_q, \Delta_q' \) are two \( S \)-varieties such that \( \Delta_{q'} = \Delta_{q'}^s \), then \( F_{pq} = F_{pq'} \). This fact occurs, for instance, in Example 5.5.

All spaces and maps defined up to now fit in a cartesian square [19, Definition 5.1, p. 34]

\[
\begin{array}{ccc}
\Delta_0^p & \xrightarrow{\pi_p} & \bar{\Delta}_p \\
\rho_{pq} \downarrow & & \downarrow \pi_p \\
\Delta_0^q & \xrightarrow{i_{pq}} & \Delta_p
\end{array}
\]

(3.1)

whose horizontal arrows are inclusions and, in particular, \( i_{pq}^0 : \Delta_q \hookrightarrow \Delta_p \).

### 3.2. Application of the decomposition theorem

Let \( \Delta_p \) be an \( S \)-variety and let \( \Delta_q \) be a \( \Delta_p \)-variety. Put

\[
m_p := \dim \Delta_p, \quad k_{pq} := \dim F_{pq}, \quad d_{pq} := m_p - m_q - k_{pq},
\]

\[
\delta_{pq} := k_{pq} - d_{pq}, \quad A_{\alpha}^p := H^\alpha(F_{pq}), \quad a_{pq}^\alpha := \dim \mathbb{Q} A_{\alpha}^p.
\]

From the square (3.1) we infer [15] Formula (15) and Remark 3.1

\[
(3.2) \quad R\pi_{pq}^* \mathbb{Q}_{\Delta_p} [m_p] |_{\Delta_q^0} \cong R\rho_{pq}^* \mathbb{Q}_{\Delta_p^0} [m_p] \cong \bigoplus_{\alpha = 0}^{2k_{pq}} A_{pq}^\alpha \otimes \mathbb{Q}_{\Delta_q^0} [m_p - \alpha]
\]

and, for any \( \alpha \in \mathbb{Z} \),

\[
(3.3) \quad \mathcal{P} \mathcal{H}^\alpha(R\pi_{pq}^* \mathbb{Q}_{\Delta_p} |_{\Delta_q^0}) \cong A_{pq}^{\alpha - m_q} \otimes \mathbb{Q}_{\Delta_q^0} [m_q].
\]

**Theorem 3.5.** (Decomposition theorem [5, 1.6.1]) Let \( f : X \to Y \) be a proper map of complex algebraic varieties. There is an isomorphism in the constructible bounded derived category \( D^b_c(Y) \)

\[
Rf_* \mathbb{IC}_X \cong \bigoplus_{\alpha \in \mathbb{Z}} \mathcal{P} \mathcal{H}^\alpha(Rf_* \mathbb{IC}_X) [-\alpha].
\]

Furthermore, the perverse sheaves \( \mathcal{P} \mathcal{H}^\alpha(Rf_* \mathbb{IC}_X) \) are semisimple; i.e. there is a decomposition into finitely many disjoint locally closed and nonsingular subvarieties.
Theorem 3.6.

i) For any \( S \)-variety \( \Delta_p \),
\[
p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \cong \bigoplus_{q \geq p, \text{adm.}} D_{pq}^{\delta_{pq}^{-1}} \otimes R\pi_{pq}^* \text{IC}_{\Delta_q},
\]
for suitable vector spaces such that \( D_{pq}^{\delta_{pq}^{-1}} \cong D_{pq}^{\delta_{pq}^{1}} \forall \alpha \geq 0 \).

ii) Given two \( S \)-varieties \( \Delta_q \subseteq \Delta_p \),
\[
\text{IC}_{\Delta_p}[-m_p][\Delta_q] \cong \bigoplus_{\alpha \geq 0} B_{pq}^\alpha \otimes \mathbb{Q}_{\Delta_q}[-\alpha]
\]
for suitable vector spaces \( B_{pq}^\alpha \).

Proof. To start with, let us notice that
\[
p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \cong p^{-\alpha}(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \forall \alpha \geq 0
\]
by virtue of the relative hard Lefschetz theorem [8, Theorem 1.6.3]. In particular, this implies that \( D_{pq}^{\delta_{pq}^{-1}} \cong D_{pq}^{\delta_{pq}^{1}} \forall \alpha \geq 0 \).

We are going to prove i) and ii) simultaneously by induction.

Base step.

i): Assume that \( \Delta_p \) is minimal in the family of \( S \)-varieties; that is, if \( \Delta_q \) is an \( S \)-variety such that \( \Delta_q \subseteq \Delta_p \), then \( \Delta_q = \Delta_p \).

\( \Delta_p = \Delta_p^0 \) is smooth, otherwise there would be a strictly smaller \( S \)-variety contained in it. Consequently, \( \pi_p \) is an isomorphism and
\[
\pi_p^* Q_{\Delta_p}[m_p] \cong Q_{\Delta_p^0}[m_p] \cong \text{IC}_{\Delta_p^0} \cong \text{IC}_{\Delta_p},
\]
where \( Q_{\Delta_p^0}[m_p] \cong IC_{\Delta_p^0} \) is [17] Theorem p. 78, (a)].

ii): Assume \( q = p \). We have \( IC_{\Delta_p^0} \cong \mathbb{Q}_{\Delta_p^0} \) by [17] loc. cit.

Before we proceed to the inductive step, let us remind that the perverse cohomology sheaves \( p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \) admit a decomposition
\[
p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \cong \bigoplus_{q \geq p, \text{adm.}} p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \Delta_q,
\]
where \( p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \Delta_q \) denotes the \( \Delta_q \)-summand in the decomposition by supports [6 §1.1]. Then, in order to prove i), we have to show that, for any \( p \)-admissible \( q \) and any \( \alpha \in \mathbb{Z} \), the component supported on \( \Delta_q^\alpha \) is
\[
p^H(\pi_p, \mathbb{Q}_{\Delta_p}[m_p]) \Delta_q^\alpha \cong D_{pq}^{\delta_{pq}^{-1}+\alpha} \otimes R\pi_{pq}^* \mathbb{Q}_{\Delta_q^\alpha}[m_q].
\]
It suffices to prove isomorphism (3.4) for \( \alpha \geq 0 \) because of Hard Lefschetz theorem.

Inductive step.
i): Let \( q > p \) be \( p \)-admissible. By inductive hypothesis, Formula (3.4) holds for every \( p \)-admissible \( \tau \) such that \( p < \tau < q \). Therefore, we have to prove that
\[
\mathcal{H}^\alpha(R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q) \cong D_{\delta_{pr}^+ + \alpha} \otimes R_{i_{pr}^*}^{0}Q_{\Delta_q}(m_q).
\]

The decomposition theorem gives (see (1.2) and (1.3))
\[
R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q \cong \bigoplus_{\alpha \in \mathbb{Z}} \mathcal{H}^\alpha(R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q)[-\alpha]
\]

By inductive hypothesis, for any \( p \)-admissible \( \tau \) with \( p < \tau < q \),
\[
\mathcal{H}^\alpha(R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q) \cong D_{\delta_{pr}^+ + \alpha} \otimes R_{i_{pr}^*}^{0}IC_{\Delta_q}^\ast \mathcal{H}^\alpha(R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q) \\
\cong D_{\delta_{pr}^+ + \alpha} \otimes i_{\tau q}^* \circ R_{i_{pr}^*}^{0}IC_{\Delta_q}^\ast \\
\cong D_{\delta_{pr}^+ + \alpha} \otimes i_{\tau q}^* \circ i_{pr}^* \circ R_{i_{pr}^*}^{0}IC_{\Delta_q}^\ast \\
\cong D_{\delta_{pr}^+ + \alpha} \otimes IC_{\Delta_q}^\ast \mathcal{H}^\alpha(R\pi_{p^r}^*Q_{\Delta_p}(m_p)|\Delta_q)[\beta]
\]

where we used functoriality and exactness of the pullback and the fact that \( i_{\tau q}^* \circ i_{pr}^* = 1 \) [19, p. 110]. If we substitute this in the preceding isomorphism and combine it with Formula (3.2), we obtain
\[
\bigoplus_{\alpha + \beta = \gamma \in \mathbb{Z}} A_{pq}^{\beta + m_r} \otimes Q_{\Delta_q}(m_q)|\Delta_q \cong \bigoplus_{\alpha \in \mathbb{Z}} \mathcal{H}^\alpha(R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q)[-\alpha] \\
\bigoplus_{\alpha \in \mathbb{Z}} R^\alpha(IC_{\Delta_q}^\ast |\Delta_q)[-\alpha] \\
\bigoplus_{p < \tau < q \text{ p-adm. } \beta \geq 0} D_{\delta_{pr}^+ + \alpha} \otimes B_{\tau q}^{\beta + m_r} \otimes Q_{\Delta_q}(m_r - \beta).
\]

It follows that, for every fixed \( \gamma \in \mathbb{Z} \),
\[
A_{pq}^{\gamma + m_r} \otimes Q_{\Delta_q}(m_q) \cong \mathcal{H}^{\gamma + m_r}(R\pi_p^*Q_{\Delta_p}(m_p)|\Delta_q) \\
\otimes R^\gamma(IC_{\Delta_q}^\ast |\Delta_q) \\
\bigoplus_{\alpha + \beta = \gamma \in \mathbb{Z}} \bigoplus_{p < \tau < q \text{ p-adm. }} D_{\delta_{pr}^+ + \alpha} \otimes B_{\tau q}^{\beta + m_r} \otimes Q_{\Delta_q}(m_r - \beta).
\]

Remember that we want to prove Equation (3.4) for non-negative exponents; that is, for any \( \gamma \geq -m_q \). For such integers, \( R^\gamma(IC_{\Delta_q}^\ast |\Delta_q) = 0 \) because the intersection cohomology complexes satisfy support conditions [5, §2.1] and, as a
we found out the following result.

In particular, it follows that $p\mathcal{H}^{\gamma + m_p}(R\pi_{p*}Q\Delta_p[m_p])\Delta_q^0$ is a $\Delta_q^0$-trivial local system and, therefore, there are suitable vector spaces for which (3.4) holds.

ii): Let $\Delta_q \subset \Delta_p$ be an $S$-variety.

If $\Delta_q = \Delta_q^{\varphi}$, $\Delta_q$ is a $\Delta_p$-variety and Formula (3.5) holds. Since i) has been proved, it can be written as follows (notice that $\Delta_q^0 = \Delta_q^{\varphi}$ and $m_q = m_q^0$):

$$A^{\gamma + m_p} \otimes Q\Delta_q^0 \cong D^{p\mathcal{H}^{\gamma + m_p}(R\pi_{p*}Q\Delta_p[m_p])\Delta_q^0} \oplus D^{\alpha} \otimes B^{\beta + m_q} \otimes Q\Delta_q^0.$$ 

In particular, $R^n(\mathcal{I}C_{\Delta_q}^\bullet |\Delta_q^0)$ is a trivial local system on $\Delta_q^0$ and the assertion follows from Remark 1.5.1.

If $\Delta_q \neq \Delta_q^{\varphi}$, take $\Delta_q^{\varphi}$, which is a $\Delta_p$-variety. $\Delta_q^0$ is strictly contained in $\Delta_q^{\varphi}$, thus, from what has just been proved, it follows that

$$IC_{\Delta_q}^\bullet[-m_p]|\Delta_q^0 \cong IC_{\Delta_q}^\bullet[-m_p]|\Delta_{\varphi}^{\Delta_q} |\Delta_q^0 \cong \bigoplus_{\alpha \geq 0} B_{pq}^\alpha \otimes Q\Delta_q^0[-\alpha].$$

It is worth, and also useful, pointing out that in the proof of Theorem 3.6 (ii) we found out the following result.

**Corollary 3.7.** Given two $S$-varieties $\Delta_q \subset \Delta_p$, the vector spaces $B_{pq}^\alpha$ and $B_{qp}^\alpha$ appearing in the decompositions of $IC_{\Delta_q}^\bullet[-m_p]|\Delta_q^0$ and $IC_{\Delta_p}^\bullet[-m_p]|\Delta_{\varphi}^{\Delta_q}$, respectively, are the same.

In Theorem 3.6 (i), we took $\Delta_q$ to be a $\Delta_p$-variety because the resolution $\pi_p$ takes into account only the necessary conditions of $\Delta_p$; in other words, we restricted to the family of $\Delta_p$-varieties. Nevertheless, there is something we can say even when $\Delta_q$ is not a $\Delta_p$-variety.

**Proposition 3.8** (Enhancement of Formula (3.4)). If $\Delta_q \subset \Delta_p$ are two $S$-varieties,

$$p\mathcal{H}^\alpha(R\pi_{p*}Q\Delta_p[m_p])|\Delta_q^0 \cong D^{\mathcal{H}^\alpha\varphi} \otimes Q\Delta_q^0[m_q^p].$$

**Proof.** $\Delta_q^0 \subset \Delta_q^{\varphi}$, thus Formula (3.4) applied to $q^p$ provides

$$\begin{align*}
p\mathcal{H}^\alpha(R\pi_{p*}Q\Delta_p[m_p])|\Delta_q^0 & \cong D^{\mathcal{H}^\alpha\varphi} \otimes Q\Delta_q^0[m_q^p].
\end{align*}$$

Notation 3.9. When $\Delta_q$ is not a $\Delta_p$-variety, the Proposition 3.8 allows us to put $D_{pq}^\alpha := D_{pq^p}^\alpha$.
3.3. **Polynomial expressions.** We are going to deal with a peculiar family of polynomials, which require a suitable notation.

Given a topological space \(X\), the **Poincaré polynomial** of \(X\) shall be denoted by

\[
H_X := \sum_{\alpha \geq 0} \dim H^{\alpha}(X).
\]

In particular, when \(X = G_k(C^l)\), it is known that [4, §5.2]

\[
H_{G_k(C^l)} = \frac{P_1}{P_k P_{1-k}},
\]

where

\[
P_\alpha := \begin{cases} 0 & \text{if } \alpha < 0 \\ 1 & \text{if } \alpha = 0 \\ h_0 \ldots h_{\alpha-1} & \text{if } \alpha > 0 \end{cases}
\]

and \(h_\beta := \sum_{\alpha=0}^{\beta} \alpha 2^{\alpha} \forall \beta \in \mathbb{Z} \).

Let \(\Delta_p\) and \(\Delta_q\) be two \(S\)-varieties. Set

\[
a_{pq} := \sum_{\alpha \in \mathbb{Z}} a_{pq}^\alpha t^\alpha = \sum_{\alpha \in \mathbb{Z}} \dim Q A_{pq}^\alpha t^\alpha, \quad f_{pq} := \sum_{\alpha \in \mathbb{Z}} d_{pq}^\alpha t^\alpha = \sum_{\alpha \in \mathbb{Z}} \dim Q D_{pq}^\alpha t^\alpha,
\]

\[
g_{pq} := f_{pq}^{2d_{pq}} = \sum_{\alpha \in \mathbb{Z}} \dim Q D_{pq}^\alpha t^{\alpha+2d_{pq}}, \quad b_{pq} := \sum_{\alpha \in \mathbb{Z}} t_p^\alpha t^{\alpha} = \sum_{\alpha \in \mathbb{Z}} \dim Q B_{pq}^\alpha t^{\alpha}.
\]

The polynomials \(f_{pq}\) (and, consequently, \(g_{pq}\)) are well defined because of Proposition 3.1. On the other hand, Remark 3.2 and Corollary 3.7 guarantee that, if \(q\) is not \(p\)-admissible, \(a_{pq} = a_{pq}^p\) and \(b_{pq} = b_{pq}^p\), respectively. Furthermore, the polynomials \(b_{pq}\) are (some) Kazhdan-Lusztig polynomials (see [3, Ch. 6], [8, §4.4]).

**Remark 3.10 (Multiplicities \(n_{hk}\)).** In the introduction we stated in Formula (1.3) that \(R\pi_q Q_{\Delta}^k \cong \oplus_{h,k} IC_{\Delta}^k[-k]^{\otimes n_{hk}}\). We are now able to be more accurate: if we combine-decomposition theorem 3.5 with Theorem 3.6 we obtain

\[
R\pi_{0q} Q_{\Delta}^k \cong \bigoplus_{\alpha \in \mathbb{Z}} D_{0q}^{\alpha+\alpha} \otimes R_{i0q} IC_{\Delta_q}^k[-\dim S - \alpha]
\]

\[
\cong \bigoplus_{\alpha \in \mathbb{Z}} R_{i0q} IC_{\Delta_q}^k[-\dim S - \alpha]^{\otimes d_{0q}^\alpha}.
\]

As a consequence, in Formula (1.3) we have \(h \in \{q : \Delta_q\text{ is an }S\text{-variety}\}, \ k = \dim S + \alpha\) and \(n_{hk} = d_{0h}^\alpha\), up to identifying \(IC_{\Delta_q}^k\) with its (derived) direct image under the inclusion \(i_{0h}\).

Among the above polynomials, the ones which are **always explicit** are the \(a_{pq}\); namely,

**Proposition 3.11.**

\[
a_{pq} = P_1^{p} + P_1^{k} - \prod_{\alpha = 2}^{\omega_p} P_{1+\alpha}^{p+\alpha-1} - P_{1-k}^{p+k-1}.
\]

**Proof.** Recall that \(a_{pq} = \sum_{\alpha} \dim H^{\alpha}(F_{pq}) = H_{F_{pq}}\). In order to make notations simpler, put, for any \(\alpha \in \{1, \ldots, \omega_p\}\),

\[
F_{\alpha} := F(i \bar{p} + \bar{p} \alpha, \ldots, i \bar{p} + \bar{p} \alpha, \alpha \bar{p} + \bar{p} \alpha, \alpha \bar{p} + \bar{p} \alpha, \alpha \bar{p} + \bar{p} \alpha).
\]
For any $\alpha > 1$, the projection $\mathbb{F}^\alpha \to \mathbb{F}^{\alpha-1}$ is a fibration with fibres
\[ G_{i_2, \ldots, i_{\alpha-1}} \cong G_{i_2, \ldots, i_{\alpha-1}} (C_{\alpha-1}^{i_2, \ldots, i_{\alpha-1}} \cdot \mathbb{F}^{\alpha-1}). \]

By Leray-Hirsch theorem,
\[ H^\bullet (F_{pq}) \cong H^\bullet (G_{i_2, \ldots, i_{\alpha-1}} (C_{\alpha-1}^{i_2, \ldots, i_{\alpha-1}} \cdot \mathbb{F}^{\alpha-1})) \oplus \cdots \oplus H^\bullet (G_{i_2, \ldots, i_{\alpha-1}} (C_{\alpha-1}^{i_2, \ldots, i_{\alpha-1}} \cdot \mathbb{F}^{\alpha-1})). \]

The assertion follows by taking the Poincaré polynomials. \hfill \Box

We are now going to exhibit the existence of a family of (Poincaré) polynomial expressions by means of Theorem 3.6.

Corollary 3.12. Suppose that $\Delta_q$ is a $\Delta_p$-variety. If $\Delta_p = \Delta_q$,
\[ a_{pp} = g_{pp} = b_{pp} = 1, \]
otherwise
\[ a_{pq} = b_{pq} + g_{pq} + \sum_{p < r < q} g_{pr} b_{rq}. \]

Proof. Assume $p \neq q$. In Theorem 3.6 we proved that
\[ p^H^\alpha (R^\tau_{\mathbb{F}^\alpha} \mathbb{Q}_{\Delta_p} [m_p] | \Delta_q) \cong \bigoplus_{p \leq \tau \leq q} \bigoplus_{p \text{adm.}} D_{p \tau}^{\beta + \alpha} \otimes R^\tau \mathbb{Q}_{\Delta_p} \bigoplus_{p \text{adm.}} B_{\Delta_p}^{\beta + m_r} \otimes \mathbb{Q}_{\Delta_q} [-\beta]. \]

Combining these results with Formula 3.3, we obtain
\[ \bigoplus_{\alpha \in \mathbb{Z}} A_{pq}^{\alpha + m_p - m_q} \otimes \mathbb{Q}_{\Delta_q} [m_q - \alpha] \]
\[ \cong \bigoplus_{\alpha \in \mathbb{Z}} \left( \bigoplus_{p \leq \tau \leq q} \bigoplus_{p \text{adm.}} D_{p \tau}^{\beta + \alpha} \otimes B_{\Delta_p}^{\beta + m_r} \otimes \mathbb{Q}_{\Delta_q} [-\beta] \right) [-\alpha], \]
which can be written as
\[ \bigoplus_{\alpha \geq -m_p} A_{pq}^{\alpha + m_p} \otimes \mathbb{Q}_{\Delta_q} [-\alpha] \cong \bigoplus_{\alpha, \beta \geq -m_p} \bigoplus_{p \leq \tau \leq q} \bigoplus_{p \text{adm.}} D_{p \tau}^{\beta + \alpha} \otimes B_{\Delta_p}^{\beta + m_r} \otimes \mathbb{Q}_{\Delta_q} [-\alpha - \beta]. \]

For any $\gamma \geq -m_p$,
\[ A_{pq}^{\gamma + m_p} \otimes \mathbb{Q}_{\Delta_q} [-\alpha] \cong \bigoplus_{\alpha + \beta = \gamma} \bigoplus_{p \leq \tau \leq q} \bigoplus_{p \text{adm.}} D_{p \tau}^{\beta + \alpha} \otimes B_{\Delta_p}^{\beta + m_r} \otimes \mathbb{Q}_{\Delta_q}. \]

Let us see what happens for $\tau = p$ and $\tau = q$. When $\tau = p$, $\delta_{pp} = 0$ and
\[ D_{p \tau}^{\alpha} = \begin{cases} \mathbb{Q} & \text{if } \alpha = 0, \\ 0 & \text{otherwise}. \end{cases} \]
Therefore
\[
\bigoplus_{\alpha+\beta=\gamma} D_{pp}^{\beta} \otimes B_{pq}^{\beta+m_p} \otimes \mathbb{Q}_{\Delta_q^0} \cong B_{pq}^{\gamma+m_p} \otimes \mathbb{Q}_{\Delta_q^0}.
\]
On the other hand, when \(\tau = q\),
\[
B_{qq}^{\beta+m_q} = \begin{cases} 
\mathbb{Q} & \text{if } \beta = -m_q, \\
0 & \text{otherwise}.
\end{cases}
\]
Therefore
\[
\bigoplus_{\alpha+\beta=\gamma} D_{pq}^{\beta} \otimes B_{qq}^{\beta+m_q} \otimes \mathbb{Q}_{\Delta_q^0} \cong D_{pq}^{\beta+\gamma+m_q} \otimes \mathbb{Q}_{\Delta_q^0}.
\]
Taking into account these facts, isomorphism \(3.3\) becomes
\[
A_{pq}^{\gamma+m_p} \otimes \mathbb{Q}_{\Delta_q^0} \cong B_{pq}^{\gamma+m_p} \otimes \mathbb{Q}_{\Delta_q^0} \oplus D_{pq}^{\beta+\gamma+m_q} \otimes \mathbb{Q}_{\Delta_q^0}
\]
\[
\bigoplus_{\alpha+\beta=\gamma} D_{pq}^{\beta} \otimes B_{qq}^{\beta+m_q} \otimes \mathbb{Q}_{\Delta_q^0} \cong D_{pq}^{\beta+\gamma+m_q} \otimes \mathbb{Q}_{\Delta_q^0}.
\]
Let us change notations: put \(s = \gamma + m_p \geq 0\) and use the equality \(m_p - m_q - \delta_p r = 2d_{pr}\) so as to have
\[
A_{pq}^s \otimes \mathbb{Q}_{\Delta_q^0} \cong B_{pq}^s \otimes \mathbb{Q}_{\Delta_q^0} \oplus D_{pq}^{s-2d_{pq}} \otimes \mathbb{Q}_{\Delta_q^0}
\]
\[
\bigoplus_{\alpha+\beta=s} D_{pr}^{\alpha-2d_{pr}} \otimes B_{qr}^\beta \otimes \mathbb{Q}_{\Delta_q^0}.
\]
From this formula we infer, for any \(s \geq 0\),
\[
a_{pq}^s = b_{pq}^s + d_{pq}^{s-2d_{pq}} + \sum_{\alpha+\beta=s} \sum_{p \prec \tau < q} \sum_{\beta 
\geq 0} \sum_{\alpha \geq 0} d_{pr}^{\alpha-2d_{pr}} b_{\tau q}^\beta t_2^{2d_{pr}}
\]
where
\[
a_{pq} = \dim_{\mathbb{Q}} A_{pq}^s, \quad b_{pq}^s = \dim_{\mathbb{Q}} B_{pq}^s, \quad d_{pq}^s = \dim_{\mathbb{Q}} D_{pq}^s.
\]
If we formally multiply both sides by \(t^s\) and take the sum over \(s\), we obtain the polynomial expression
\[
a_{pq} = \sum_{s \geq 0} a_{pq}^s t^s = \sum_{s \geq 0} b_{pq}^s t^s + \sum_{s \geq 0} (d_{pq}^{s-2d_{pq}} t^{s-2d_{pq}}) t^{2d_{pq}}
\]
\[
+ \sum_{p \prec \tau < q} \left( \sum_{\alpha \geq 0} d_{pr}^{\alpha-2d_{pr}} t^{\alpha-2d_{pr}} \right) \left( \sum_{\beta \geq 0} b_{\tau q}^\beta t^\beta \right) t^{2d_{pr}}
\]
\[
= b_{pq} + f_{pq} t^{2d_{pq}} + \sum_{p \prec \tau < q} f_{pr} b_{\tau q} t^{2d_{pr}} = b_{pq} + g_{pq} + \sum_{p \prec \tau < q} g_{pr} b_{\tau q},
\]
where
\[
a_{pq} = \sum_{s \geq 0} a_{pq}^s t^s, \quad b_{pq} = \sum_{s \geq 0} b_{pq}^s t^s, \quad f_{pq} = \sum_{s \geq 0} d_{pq}^s t^s, \quad g_{pq} = \sum_{s \geq 0} g_{pq} t^s.
\]
Now, consider the case \(p = q\). We have \(a_{pp} = 1\) either by Proposition\(3.1\) or by the fact that \(\pi_p : \pi_p^{-1}(\Delta_p^0) \rightarrow \Delta_p^0\) is an isomorphism. Moreover, \(g_{pp} = 1\) being \(D_{pp}^0 = \mathbb{Q}\) for \(\alpha = 0\) and 0 otherwise (as we saw in the preceding case). Lastly, \(b_{pp} = 1\), as
well, because all but the first coefficients of the Kazhdan-Lusztig polynomial are 0, being $\text{IC}^*_{\Delta p}|_{\Delta q|-m_p} \cong \mathbb{Q}_{\Delta p}$.

Remark 3.13. In Corollary 3.12 it is not possible to get rid of the hypothesis of $p$-admissibility. Having said that, the above formula works for all $S$-varieties in the sense that it is legitimate to replace $\Delta q$ with $\Delta_{q'}$.

4. Computation of certain Poincaré polynomials

In this final section, we are going to use the theoretic results seen up to now so as to obtain an iterative algorithm, which we shall often refer to as KaLu, for the computation of the polynomials $g_{pq}$ and $b_{pq}$ (see Section 4.1). Classes of polynomial identities, which can be used to test KaLu, are exhibited in Section 4.2. In the end, in Section 4.3 we see that not all $S$-varieties contribute to decomposition theorem.

4.1. KaLu, the iterative algorithm. From now on, all $S$-varieties are supposed to be described with respect to the flag $F$ of $S$, unless otherwise stated.

In Corollary 3.12 we proved the existence of some classes of polynomial expressions

\begin{equation}
 g_{pq} + b_{pq} = R_{pq},
\end{equation}

where

\begin{equation}
 R_{pq} = a_{pq} - \sum_{p < r < q} g_{pr} b_{rq}.
\end{equation}

The fact that the Poincaré polynomials $a_{pq}$ are explicit (see Proposition 3.11) is fundamental in the achievement of KaLu, shown below, for the computation of the polynomials $g_{pq}$ and $b_{pq}$. By the way, let us introduce the following functions:

$U_\beta : \sum_{\alpha \geq 0} c_{\alpha} t^{\alpha} \in \mathbb{Z}[t] \mapsto \sum_{\alpha \geq \beta} c_{\alpha} t^{\alpha} \in \mathbb{Z}[t]$ for $\beta \geq 0$,

$S : \sum_{\alpha \geq 0} c_{\alpha} t^{\alpha} \in \mathbb{Z}[t] \mapsto c_0 + \sum_{\alpha \geq 1} c_{\alpha} (t^{\alpha} + t^{-\alpha}) \in \mathbb{Z}[t, t^{-1}]$,

$\tilde{t}^\beta : \sum_{\alpha \geq 0} c_{\alpha} t^{\alpha} \in \mathbb{Z}[t] \mapsto \sum_{\alpha \geq 0} c_{\alpha} t^{\alpha+\beta} \in \mathbb{Z}[t] \forall \beta \geq 0$.

**Corollary 4.1.** If $\sum_{\alpha=1}^{\omega} (q_\alpha - p_\alpha) \geq 1$,

\[
\begin{cases}
 g_{pq} = \tilde{U}_{pq}(R_{pq}) \\
 b_{pq} = R_{pq} - g_{pq}
\end{cases}
\]

where $\tilde{U}_{pq} := \tilde{t}^{m_p} \circ S \circ \tilde{t}^{-m_p} \circ U_{m_p}$ and $m_p := m_p - m_q$.

**Proof.** Theorem 3.6 states that the vector spaces $D_{pq}^\alpha$ are symmetric with respect to the exponent $\delta_{pq}$, that is, the polynomials $f_{pq}$ are symmetric with respect to the degree $\delta_{pq}$. Since $g_{pq} = f_{pq} t^{2d_{pq}}$, these polynomials are symmetric, as well, but with respect to the degree $m_{pq} := 2d_{pq} + \delta_{pq} = m_p - m_q$. On the other hand, the vector spaces $B_{pq}^\alpha$ were obtained by studying the intersection cohomology complexes $\text{IC}^*_{\Delta p}$ locally; that is, their restrictions to the locally closed subsets $\Delta_{pq}$. Being $\text{IC}^*_{\Delta p}$ a perverse sheaf, it satisfies, in particular, the support conditions (see [8] §2.3, [14] Definition 5.1.11, Proposition 5.1.16), thus $B_{pq}^\alpha = 0$ for any $\alpha \geq m_{pq}$.
Assume that $g_{pq}$ and $b_{pq}$ are known for any $p < q$; in other words, suppose that $R_{pq}$ is known (when $\sum_{\alpha=1}^{\omega}(g_{\alpha} - p_{\alpha}) = 1$, $R_{pq} = a_{pq}$ is given by Proposition 3.11). $g_{pq}$ can be obtained by $R_{pq}$ by deleting all terms of degree $< m_{pq}$ and by making the new polynomial symmetric with respect to the term of degree $m_{pq}$. Formally, $g_{pq} = \bar{U}_{pq}(R_{pq})$: indeed

1. the function $U_{m_{pq}}$ deletes the terms of degree $< m_{pq}$ of $R_{pq}$;
2. the function $t^{-m_{pq}}$ is just multiplication by $t^{-m_{pq}}$;
3. the function $S$ makes the obtained polynomial symmetric with respect to the term of degree 0;
4. the function $t^{m_{pq}}$ shifts the polynomial so as to make it symmetric with respect to the term of degree $m_{pq}$.

Finally, $b_{pq}$ is obtained by Equation (4.1); namely, $b_{pq} = R_{pq} - g_{pq}$. □

The number $m_{pq}$, which is nothing but the codimension of $\Delta_q$ in $\Delta_p$, plays an important role in KaLu because of Corollary 4.1 and is easily calculated if we interpret it by means of Ferrer’s diagrams. In fact, from what we observed at the end of Section 2.1, it follows that $m_{pq}$ is exactly the area of the region between the Ferrer’s diagrams of $\Delta_p$ and $\Delta_q$. In formulas,

$$m_{pq} = m_p - m_q = \sum_{\alpha=1}^{k}(\lambda^q_\alpha - \lambda^p_\alpha).$$

Thanks to Proposition 3.11 and Corollaries 3.12 and 4.1, we obtain the algorithm KaLu $(p, I, J, k, l, q)$ (see Algorithm 1), which will be referred to as KaLu, for computing the polynomials $b_{pq}$. An implementation of KaLu in CoCoA5 is available at http://wpage.unina.it/carmine.sessa2/KaLu.

**Proposition 4.2.** KaLu $(p, I, J, k, l, q)$ returns $b_{pq}$ and computes all the polynomials $b_{\tau \sigma^*}$, with both $\tau$ and $\eta$ $p$-admissible and $\tau < \eta$, and $y_{\tau \eta}$ if $\eta$ is $\tau$-admissible, as well.

**Proof.** This algorithm deals with a finite number of objects that are described by a finite number of data each. So the termination follows straightforwardly. For the correctness, we now analyse the command lines.

We impose that $p$ is essential, that is we set $p := \bar{p}$, and that all the Schubert varieties involved in the computation are represented referring to the essential pair $(F_p, I_p)$. Let $\omega$ be the length of $p$.

If $p \neq q$ the algorithm considers $\bar{p}$ and $q^p$ and computes the list $T$ of all the $\omega$-tuples $\tau < q$ that are $p$-admissible (line 7). Observe that if $\tau$ belongs to $T$ and another $\omega$-tuple $\sigma$ is $\tau$-admissible, then $\sigma$ is $p$-admissible too and hence belongs to $T$. The vice versa does not always hold.

Then, for every $\mu$ between 1 and $|q - p|$, the algorithm considers all the pairs $(\tau, \sigma)$ of elements in $T$ such that $|\sigma - \tau| = \mu$ (lines 8-9). If $\sigma$ is $\tau$-admissible, then $R_{\tau \sigma}$, $g_{\tau \sigma}$ and hence $b_{\tau \sigma}$ are computed by the formulas of Corollary 3.11 being the explicit computation of $a_{\tau \sigma}$ possible thanks to Proposition 3.11 (lines 11-13). Note that in order to apply Proposition 4.2 the algorithm must consider the values of $\mu$ in increasing order (line 8).

If $\sigma$ is not $\tau$-admissible, the algorithm consider $\sigma^*$ in place of $\sigma$. In this case only the polynomials $a_{\tau \sigma} = a_{\tau \sigma^*}$ and $b_{\tau \sigma} = b_{\tau \sigma^*}$ are needed (line 15), where the equalities hold thanks to Remark 3.4 and Corollary 3.7 as it has already been
Algorithm 1  Algorithm for computing the polynomial $b_{pq}$, given $p \leq q$. It also computes all the polynomials $b_{\tau \eta}$, with both $\tau$ and $\eta$ $p$-admissible and $\tau < \eta$, and $g_{\tau \eta}$ if $\eta$ is $\tau$-admissible, as well.

1: KaLu$(p, I, J, k, l, q)$

Input: $p, I, J, q$ vectors of integers of the same length and $k, l$ integers such that $I, J, k, l$ satisfy conditions (2.1) (hence, determine a Schubert variety $\mathcal{S}$) and $p$ and $q$ are admissible.

Output: The polynomial $b_{pq}$.

2: if $p = q$ then
3:  \[ b_{pq} := 1; \]
4: else
5:  $p := \bar{p}$
6:  $q := q^p$
7:  $T := [p] \cup \{ \tau : \tau \text{ is } p\text{-admissible and } \tau < q \} \cup [q];$
8:  for $\mu = 1, \ldots, |q - p|$ do
9:    for $(\tau, \sigma) \in T \times T$ such that $\tau < \sigma$ and $|\sigma - \tau| = \mu$ do
10:       if $\sigma$ is $\tau$-admissible then
11:          \[ R_{\tau \sigma} := a_{\tau \sigma} - \sum_{\tau < \eta < \sigma, \tau \text{-adm}} g_{\tau \eta} b_{\eta \sigma}; \]
12:          \[ g_{\tau \sigma} := U_{\tau \sigma}(R_{\tau \sigma}); \]
13:          \[ b_{\tau \sigma} := R_{\tau \sigma} - g_{\tau \sigma}; \]
14:       else
15:          \[ a_{\tau \sigma} := a_{\tau \sigma}; \]
16:          \[ b_{\tau \sigma} := b_{\tau \sigma}; \]
17:       end if
18:    end for
19:  end for
20: return $b_{pq}$

previously observed. As we have already pointed out, we have $|\sigma^\tau - \tau| < |\sigma - \tau|$, so $a_{\tau \sigma}$ and $b_{\tau \sigma}$ have already been computed.

When $\mu$ reaches the value $|q - p|$, the pair $(p, q)$ is finally considered and then $b_{pq}$ can be computed. Indeed, at that moment all the necessary data to apply formula (4.2) to this pair have been obtained and stored. \[ \Box \]

4.2. Polynomial identities and tests. Here we shall discuss how we tested KaLu. Roughly speaking, we are going to impose certain conditions on the maps $\pi_p$ and other resolutions $\xi_p$, which will be introduced presently. In these cases, the Kazhdan-Lusztig polynomials are immediate to determine and, consequently, we can compare them with the ones computed by KaLu.

Let us begin by showing the relation we want to impose on $\pi_p$ and $\xi_p$. A resolution of singularities $\chi : X \to Y$, is said to be small [20] Definition 8.4.6 if and only if

$$\text{codim}\{y \in Y : \dim \chi^{-1}(y) \geq \alpha\} > 2\alpha \quad \forall \alpha > 0.$$  

The smallness of the resolution $\chi$ implies that $IC^*_Y \cong R\chi_! \mathbb{Q}[\dim Y]$ [17] Corollary, §6.2. In particular, when $Y$ is a Schubert variety $\Delta_p$ for some vector $p$, the
previous isomorphism gives
\[ H^i(\text{IC}_{\Delta_p})_V \cong H^{i+\dim Y}(\chi^{-1}(V)) \quad \forall V \in \Delta_p; \]
and, if \( V \in \Delta_q^0 \), with \( \Delta_q \) a \( \Delta_p \)-variety, the Kazhdan-Lusztig polynomial corresponding to \( \Delta_p \) and \( \Delta_q \) coincides with the Poincaré polynomial of the fibre \( \chi^{-1}(V) \) (see [\text{3}, \text{Theorem 4.4.7}], [\text{3}, \text{Theorem 9.1.3}]).

Let us introduce the maps \( \xi_p \). Let \( \Delta_p \) be an \( S \)-variety and set
\[ D_p := \left\{ (V, U_1, \ldots, U_{\omega_p}) \right\}
\]
which is a smooth variety (the proof is analogous to the one of Proposition 4.1.4). The projection on the first factor
\[ \xi_p : (V, U_1, \ldots, U_{\omega_p}) \in D_p \rightarrow V \in \Delta_p \]
is a resolution of singularities (the proof is similar to the one of Corollary 4.3).

Notation 4.3. From now on, we are going to change notations for legibility’s sake. Whenever we deal with an \( S \)-variety \( \Delta_p \),
- we shall assume that \( p = \bar{p} \) and set \( \nu := \omega_p \);
- we are going to write \((F_p, \xi_p) = (F_{\xi_1}, \ldots, F_{\xi_{\nu}}, (\nu_1, \ldots, \nu_{\nu}))\) instead of
\[ (F_{j_1}^p \subset \ldots \subset F_{j_{\nu}}^p, (\nu_1, \ldots, \nu_{\nu})). \]
Moreover, any \( \Delta_p \)-variety \( \Delta_q \) is supposed to be described in terms of the flag \( F_p \) (in particular, \( q \) is a \( \nu \)-tuple) and we set
\[ \varepsilon = (\varepsilon_{\alpha})_{\alpha=1, \ldots, \nu} = (q_{\alpha} - p_{\alpha})_{\alpha=1, \ldots, \nu}. \]

Let \( V \in \Delta_p \). There is a \( p \)-admissible \( q \) such that \( V \in \Delta_q^0 \), so the fibre of \( \xi_p \) at \( V \) is
\[ G_{pq} := \xi_p^{-1}(V) \cong \left\{ (U_1, \ldots, U_{\nu}) \in G_{k+\xi_1-\nu_1}(\mathbb{C}^l) \times \ldots \times G_{k+\xi_{\nu}-\nu_{\nu}}(\mathbb{C}^l) \right\}
\]
\[ \text{s.t. } U_1 \subset \ldots \subset U_{\nu} \cup U_{\alpha} \supseteq V + F_{\xi_{\alpha}}, \alpha = 1, \ldots, \nu. \]

Its Poincaré polynomial is
\[ H_{G_{pq}} = H_{G_{\nu_1}}(\mathbb{C}^{l-k-\xi_1+\nu_1}) \prod_{\alpha=1}^{\nu-1} H_{G_{\nu_{\alpha}}}(\mathbb{C}^{l_{\alpha+1}-l_{\alpha+1}-\xi_{\alpha+1}+\nu_{\alpha+1}}) \]
\[ = \frac{P_{l-k-\xi_1+\nu_1}}{P_{\nu_1}} \prod_{\alpha=1}^{\nu-1} \frac{P_{l_{\alpha+1}-l_{\alpha+1}-\xi_{\alpha+1}+\nu_{\alpha+1}}}{P_{\nu_{\alpha}}}. \]
and its dimension can be interpreted by means of Ferrer’s diagrams as shown in Example 5.6 is
\[ \dim G_{pq} = \varepsilon_{\nu}A^p + \varepsilon_0(\lambda_{l_{\alpha}} - \lambda_{l_{\alpha+1}}). \]

The reason why we introduced this new family of resolution of singularities is that it is easy to determine whether \( \xi_p \) is small (the same holds for the maps \( \pi_p \); see Lemmas 4.1 and 4.5); therefore they provide more examples which can be used to test \( K\text{a}L\text{u} \). Indeed, as we recalled at the beginning of this subsection, when \( \pi_p \) and \( \xi_p \) are small, the Kazhdan-Lusztig polynomial corresponding to \( \Delta_p \) and \( \Delta_q \)
coincides with the Poincaré polynomial of the fibres $F_{pq}$ and $G_{pq}$, respectively (see Corollary 4.7). Such polynomials are explicit, hence they can be compared to the ones $b_{pq}$ computed by KaLu.

The following result is nothing but a consequence of the definition of smallness.

**Remark 4.4.** $\xi_p$ is small if and only if $m_{pq} = m_p - m_q > 2 \dim G_{pq}$ for all $\Delta_p$-varieties $\Delta_q$. Similarly, $\pi_p$ is small if and only if $m_{pq} = m_p - m_q > 2 \dim F_{pq}$ for all $\Delta_p$-varieties $\Delta_q$.

Proposition 4.4 allows us to check the smallness property by means of the Ferrer’s diagrams, since all numbers $m_\tau$, $\dim F_{\tau\tau}$ and $\dim G_{\tau\tau}$ have a suitable representation. Nonetheless, it is not convenient to check either $m_{pq} > 2 \dim G_{pq}$ or $m_{pq} > 2 \dim F_{pq}$ for all $p$-admissible $q$; yet, the combination of Proposition 4.4 with the next lemma yields an easy-to-compute smallness characterization.

Put $\iota_0 = \lambda_{\nu_{\alpha+1}} = 0$.

**Lemma 4.5.** [25, p. 144]. For any $\Delta_p$-variety $\Delta_q$,

\begin{equation}
(4.4) \quad m_{pq} = \sum_{\alpha=1}^{\nu} \varepsilon_\alpha (\iota_\alpha - \iota_{\alpha-1} + \lambda^p_{\iota_\alpha} - \lambda^p_{\iota_{\alpha+1}}) + B(\varepsilon),
\end{equation}

where the form

\[ B(\varepsilon) = \varepsilon_\nu^2 + \sum_{\alpha=1}^{\nu-1} \varepsilon_\alpha^2 - \varepsilon_\alpha \varepsilon_{\alpha+1} \]

is positive definite (see also Example 5.0).

**Proposition 4.6.** $\xi_p$ is small if and only if $\iota_\alpha - \iota_{\alpha-1} \geq \lambda^p_{\iota_\alpha} - \lambda^p_{\iota_{\alpha+1}}$ for any $\alpha \in \{1, \ldots, \nu\}$. Analogously, $\pi_p$ is small if and only if $\iota_\alpha - \iota_{\alpha-1} \leq \lambda^p_{\iota_\alpha} - \lambda^p_{\iota_{\alpha+1}}$ for any $\alpha \in \{1, \ldots, \nu\}$. In particular, both resolutions are small if equality holds.

**Proof.** We are going to prove the statement for $\xi_p$ only.

$\Rightarrow$: Suppose that $\xi_p$ is small. By Proposition 4.4, for any $p$-admissible $q$

\[ 0 < m_{pq} - 2 \dim G_{pq} \]

\[ = \varepsilon_\nu^2 + \sum_{\alpha=1}^{\nu-1} \varepsilon_\alpha^2 - \varepsilon_\alpha \varepsilon_{\alpha+1} + \sum_{\alpha=1}^{\nu} \varepsilon_\alpha (\iota_\alpha - \iota_{\alpha-1}) - \sum_{\alpha=1}^{\nu} \varepsilon_\alpha (\lambda^p_{\iota_\alpha} - \lambda^p_{\iota_{\alpha+1}}), \]

where we used Lemma 4.5 for the equality. This relation holds, in particular, for all

\[ q \in \{v_1, \ldots, v_\nu\} = \{p + (1, 0, \ldots, 0), \ldots, p + (0, \ldots, 0, 1)\} \]

(they are all $p$-admissible because $\Delta_p$ has $\nu$ essential conditions). Hence, for any $\alpha \in \{1, \ldots, \nu\}$ such that $v_\alpha$ is $p$-admissible,

\[ 0 < m_{pv_\alpha} - 2 \dim G_{pv_\alpha} = 1 + \iota_\alpha - \iota_{\alpha-1} - (\lambda^p_{\iota_\alpha} - \lambda^p_{\iota_{\alpha+1}}); \]

i.e.

\[ \iota_\alpha - \iota_{\alpha-1} \geq \lambda^p_{\iota_\alpha} - \lambda^p_{\iota_{\alpha+1}}. \]
⇐: Assume that the inequality holds. For any $p$-admissible $q$,
\[
m_{pq} = \sum_{\alpha=1}^{\nu} \varepsilon_\alpha (\iota_\alpha - \iota_{\alpha-1} + \lambda_{\iota_\alpha}^p - \lambda_{\iota_{\alpha+1}}^p) + B(\varepsilon) \quad \text{Formula (4.4)}
\]
\[
= \dim G_{pq} + \dim F_{pq} + B(\varepsilon)
\]
\[
\geq 2 \dim G_{pq} + B(\varepsilon) \quad \text{hypothesis}
\]
\[
> 2 \dim G_{pq}. \quad B(\varepsilon) \text{ is positive definite}
\]

Proposition 4.4 guarantees that $\xi_p$ is small. \hfill \Box

In terms of Ferrer’s diagrams, $\xi_p$ is small if and only if the $\alpha$-th vertical line of the diagram of $\Delta_p$ is longer than its $\alpha$-th horizontal line for all $\alpha$, whereas $\pi_p$ is small if and only if the converse is true. If equality holds for all $\alpha$, both $\xi_p$ and $\pi_p$ are small.

**Corollary 4.7 (Polynomial identities).** If $\iota_\alpha - \iota_{\alpha-1} \geq \lambda_{\iota_\alpha}^p - \lambda_{\iota_{\alpha+1}}^p$ for any $\alpha \in \{1, \ldots, \nu\}$ (respectively, $\leq$), then the Poincaré polynomial $H_{G_{pq}}$ (respectively, $H_{F_{pq}}$) of the fibre equals $b_{pq}$ for any $p$-admissible $q$.

Let us conclude by listing the cases in which we tested KaLu. We used the conditions of Proposition 4.6 and, separately, the resolutions $\pi_p$ and $\xi_p$. We examined all Schubert varieties with at most 5 conditions and the restriction $l \leq 20$ and all Schubert varieties obtained imposing $i_1 < \ldots < i_{10} < k \leq j_1 < \ldots < j_{10} < l \leq 25$. The whole outputs of our tests are available at

[http://wpage.unina.it/carmine.sessa2/KaLu/Tests_Pi_Small](http://wpage.unina.it/carmine.sessa2/KaLu/Tests_Pi_Small) and

[http://wpage.unina.it/carmine.sessa2/KaLu/Tests_Csi_Small](http://wpage.unina.it/carmine.sessa2/KaLu/Tests_Csi_Small)

It is also worth stressing out that, for instance,

- $\pi_p$ is small as opposed to $\xi_p$ if $i_1 = 1, i_2 = 2, k = 3, j_1 = 4, j_2 = 6$ and $l = 9$;
- $\xi_p$ is small as opposed to $\pi_p$ if $i_1 = 1, i_2 = 3, k = 4, j_1 = 5, j_2 = 8$ and $l = 10$;
- both $\pi_p$ and $\xi_p$ are small if $i_1 = 1, i_2 = 2, k = 3, j_1 = 4, j_2 = 6$ and $l = 8$;
- neither of $\pi_p$ and $\xi_p$ is small if $i_1 = 2, i_2 = 3, k = 4, j_1 = 5, j_2 = 7$ and $l = 10$.

4.3. **Relevant varieties.** In this conclusive paragraph, we show that, though $\pi_0$ is not small, there may be some $S$-varieties which do not contribute to the decomposition of $R_{\pi_0, Q_S}$ given by the combination of Theorem 3.6 and decomposition theorem; that is, there are $S$-varieties $\Delta_p$ such that $g_{\pi_0} = 0$.

Let us restate the definition of relevant variety, given in the introduction, by means of the notations introduced so far.

**Definition 4.8.** Given a Schubert variety $S$, an $S$-variety $\Delta_q \neq S$ is said to be $\pi_0$-relevant if and only if $m_{0q} \leq 2 \dim F_{0q}$.

We know that the smooth locus $\Delta^0_q$ of a Schubert variety $\Delta_q \subset S$ cannot be a support of the decomposition unless $\Delta_q$ is an $S$-variety. If $q$ is admissible and $m_{0q} > 2 \dim F_{0q}$, $\Delta_q$ does not provide any contribution in the decomposition. It might seem reasonable to expect that the converse occurs when $\Delta_q$ is $\pi_0$-relevant, yet, we are able to prove, by virtue of KaLu, that this is not always the case. In
Here is, for \( \omega = 2, 3, 4 \), the first set of integers for which there are \( \pi_0 \)-relevant varieties such that \( g_{0q} = 0 \).

Table 1 there are some examples of \( \pi_0 \)-relevant varieties whose contribution in the decomposition is null; i.e. \( g_{0q} = 0 \). Richer lists are available in the ancillary files at [http://wpage.unina.it/carmine.sessa2/KaLu/Tests_Relevant_Varieties](http://wpage.unina.it/carmine.sessa2/KaLu/Tests_Relevant_Varieties).

At the moment, we are not in position to explain the geometrical reason behind this phenomenon, although it is immediate to see that \( KaLu \) gives \( g_{0q} = 0 \) because \( g_{0q} \) is obtained by symmetrizing the polynomial \( R_{0q} \) with respect to the degree \( m_{0q} > \deg R_{0q} \). Furthermore, it would be interesting to understand if there exists a characterization of the \( \pi_0 \)-relevant varieties which actually contribute to the decomposition theorem.

### 5. Appendix: Examples of Ferrer’s Diagrams

Here are a few examples of Ferrer’s diagrams, each of which stresses out certain properties of Schubert varieties.

**Example 5.1.** Let \( S \) be the Schubert variety given by

\[
\begin{align*}
    i_1 &= 1, & i_2 &= 2, & i_3 &= 3, & i_4 &= 4, & k &= 5, \\
    j_1 &= 5, & j_2 &= 7, & j_3 &= 9, & j_4 &= 11, & l &= 15.
\end{align*}
\]

The sequence associated to \( S \) is \( \lambda^S = (6, 5, 4, 3, 0) \), which is shown in the picture below. If we take \( p = (1, 1, 1, 1) \), the \( S \)-variety \( \Delta_p \), represented by the dashed
diagram below, is associated to $\lambda^p = (7, 7, 6, 5, 4)$.

Now, take $q = (1, 2, 1)$. $j_2 - i_2 - q_2 = j_1 - i_1 - q_1 = 3$ and $i_2 + q_2 = i_3 + q_3 = 4$, thus the first and third conditions are unnecessary. In other words, $\mathcal{F}_q : F_{j_2} \subset F_{j_4}$, $I_q = (4, 5)$ and $\bar{q} = (2, 1)$. Below, $\Delta_{q}$ is depicted by the dashed diagram.

From the pictures we understand two important facts. First, the number of corners of an $S$-variety $\Delta_{q'}$ equals the number of its essential conditions. Secondly, when $\Delta_{q'}$ is associated to the flag $\mathcal{F}$, we can interpret the components of the $\omega$-tuple $q'$ as its distance from $S$. In particular, the terms corresponding to the essential conditions measure the distance between the corners of $S$ and $\Delta_{q}$.

Example 5.2. Here we exhibit and comment an example with $k > j_1$. Set $i_1 = 1$, $i_2 = 5$, $k = 8$, $j_1 = 6$, $j_2 = 11$, $l = 15$ (diagram on the left) and $j_1' = 9$, $j_2' = 14$ and $l' = 18$ (diagram on the right) and let $S$ and $S'$ be the corresponding Schubert varieties.

There are no $S$-varieties whose top corner touches the bottom edge of the $k \times (l-k)$ rectangle: this happens because $i_1 \leq \min\{j_1, k\} = j_1$; that is, the first edge of the rectangle met by the corner is the right one (dashed diagram). Instead, there are some $S$-varieties whose second corner intersects the bottom edge (dotted diagram). On the contrary, all corners of $S'$ can be moved until they reach the bottom edge of the $k \times (l-k)$ rectangle because it is wide enough to let the top corner reach the bottom edge before the right one. This also implies that some $S'$-varieties are not $S$-varieties, thus, when the decomposition theorem is applied to $S$ and $S'$, we see
that $S$ misses some of the supports of $S'$.

**Example 5.3.** Let $S$ be the Schubert variety given by

$$
\begin{align*}
&i_1 = 1, \quad i_2 = 3, \quad i_3 = 5, \quad k = 7, \\
&j_1 = 8, \quad j_2 = 12, \quad j_3 = 17, \quad l = 20.
\end{align*}
$$

Consider the $S$-varieties $\Delta_p$ (dashed) and $\Delta_{\bar{q}}$ (dotted), with $\bar{p} = 3$ and $\bar{q} = (3, 1)$, associated to their essential pairs $(\mathcal{F}_{\bar{p}} : F_{j_2}, I_{\bar{p}} = 6)$ and $(\mathcal{F}_{\bar{q}} : F_{j_1} \subset F_{j_3}, I_{\bar{q}} = (4, 6)).$ Neither of their diagrams contains the other; therefore $\Delta_p$ and $\Delta_q$ are not comparable.

The essential pair of an $S$-variety is all we need to draw its Ferrer’s diagram.

Anyway, if we wanted to describe $\Delta_p$ and $\Delta_{\bar{q}}$ by means of $\mathcal{F}$, then we would have $I_p = (2, 6, 6)$, $I_q = (4, 4, 6)$, $p = (1, 3, 1)$ and $q = (3, 1, 1)$. As you can see, $p_1 < q_1$ and $p_2 > q_2$, which confirms the fact that the studied varieties are not comparable.

**Example 5.4.** Let $S$ be the Schubert variety given in Example 5.3 and take $p = (0, 2, 0)$. $\Delta_p$ (dashed) is a special Schubert variety and $\Delta_q$ (dotted), with $q = (2, 3, 1)$ is an $S$-variety contained in $\Delta_p$ which is not a $\Delta_p$-variety (the essential flag
of $\Delta_q$ is not a subflag of $\mathcal{F}_{\bar{p}}$).

Example 5.5. Let $S$ be the Schubert variety given by

\begin{align*}
i_1 &= 2, & i_2 &= 4, & i_3 &= 6, & k &= 10, \\
j_1 &= 11, & j_2 &= 14, & j_3 &= 17, & l &= 22
\end{align*}

and put $p = (1, 2, 0), q = (4, 3, 1), q' = (2, 3, 2)$. $\Delta_p, \Delta_q$ and $\Delta_{q'}$ are represented by the dashed, dotted and dashed-dotted diagrams, respectively, and the grey circle highlights the common corner of $\Delta_q$ and $\Delta_{q'}$. $\Delta_p$ is a special Schubert variety, while $\Delta_{\bar{q}}$ and $\Delta_{\bar{q}'}$ have two conditions, but with respect to different flags. $\Delta_{q''}$ and $\Delta_{q'''}$ coincide with the special Schubert variety $\Delta_{(2,3,1)}$, whose only corner is represented by the grey circle. Trivially, $\Delta_q, \Delta_{q'} \neq \Delta_{q''}$.

Example 5.6. Let $S$ be the Schubert variety in Example 5.3

\begin{align*}
i_1 &= 1, & i_2 &= 3, & i_3 &= 5, & k &= 7, \\
j_1 &= 8, & j_2 &= 12, & j_3 &= 17, & l &= 20.
\end{align*}

Take $\Delta_p = S$ and $\Delta_q$ with $q = (1, 3, 2)$. $\text{codim}_S \Delta_q$ is easily seen to be given by Formula (4.4). The grey rectangles in the pictures below represent the fibre of $\xi_p$. 

[Diagram of Schubert varieties with labelled cells and flags]

[Diagram of fibre of $\xi_p$ with grey rectangles]
(on the top left) at any point of $\Delta_q$; the one of $\pi_p$ (on the top right); the value $\varepsilon^2_\alpha$ (on the bottom left); the quantity $\varepsilon_\alpha \varepsilon_{\alpha+1}$ (on the bottom right). Remember that the sum of $\varepsilon^2_1$, $\varepsilon^2_2$, $\varepsilon^2_3$, $\varepsilon_1 \varepsilon_2$ and $\varepsilon_2 \varepsilon_3$ is the definite positive form $B(\varepsilon)$ (see Lemma 4.5).

| S  | 1 | 3 | 4 | 6 | 7 |
|----|---|---|---|---|---|
|    |   |   |   |   |   |
|    |   |   |   |   |   |
|    |   |   |   |   |   |
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