Cohesive energy, stability and structural transitions in polyelectrolyte bundles
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A lattice of uniformly charged, infinitesimally thin, rods decorated with an ordered array of counterions exhibits anomalous behavior as the spacing between the rods is varied. In particular, the counterion lattice undergoes a sequence of structural shearing, or “tilting,” phase transformations as the spacing between the rods decreases. The potential implications of this behavior with respect to the packaging of biologically relevant polyelectrolytic molecules are commented upon.

PACS numbers: 61.20.Qg, 61.25.Hq, 64.70.Kb, 77.80.Bh

I. INTRODUCTION

Polyelectrolyte chains naturally repel each other since they carry an overall electric charge. That these chains will nevertheless form condensed phases in the presence of oppositely charged counterions has been known for some time. It has also become clear that this condensation results from some form of organization of the counterions, either dynamical or essentially static, in the form of a counterion lattice. In both cases, the attraction between oppositely-charged regions overcomes the Coulomb repulsion between the bare chains and leads to a net attraction. Correlations in the counterion system are crucial, since it is well-known that mean field theory, represented by solution of the Poisson-Boltzmann system of equations, cannot yield an attraction between like-charged rods.

The physics of polyelectrolytes is relevant to biological systems. For example, double helix DNA will, under certain conditions, organize into a condensed state in which it self-assembles into bundles of densely packed parallel rods. An important venue for this condensation is the presence of polyvalent counterions. This organization occurs in spite of the fact that “naked” DNA carries a strong negative charge—one excess electron per phosphate group on the backbone. DNA has also been observed to form condensed liquid-crystal-like phases in the presence of polyvalent counterions. In addition, counterion-mediated formation of actin bundles has also been observed. Interestingly, in this last case, there is evidence of a kind of counterion lattice, in the form of a charge-density-wave-like modulation along the axis of the condensed actin filaments. In such a lattice, the “counterions” in the lattice actually consist of clusters of individual counterions, and can therefore not be represented as point particles. The question of an ionic lattice specifically in the case of condensed DNA remains an open one, since there is, as yet, no experimental indication of such an organization of counterions. Furthermore, theoretical estimates indicate that a 3D structure requires counterion valences, Z, greater than about 6. A lattice of point-like counterions in condensed biological rodlike molecules thus remains a conjecture, rather than an established fact. Nevertheless, it represents an sufficiently interesting and potentially important construct within biological and polyelectrolyte physics that its properties merit investigation.

In this paper we analyze more carefully the cohesive energy of the background of negatively charged rods along with a neutralizing, crystalline counterion system. We assume the counterions form a modified face-centered cubic (fcc) crystal. Our principal result is that, as the rod density increases, the counterion system maintains stability by undergoing structural transitions to “tilted” lattices. More precisely, we have located two symmetry-breaking structural transitions: the first is of the three-state Potts type and is therefore weakly first order. The second is a continuous transition in the Ising universality class. A fluctuation analysis indicates that the transitions are mean field in nature. This reflects the dominating influence of long-range Coulomb interactions between the unscreened charges that are bound to the rods. At the end we speculate on how the singularities associated with such transitions could be relevant to the physics of packaging and other bundling phenomena in biology. It is worth noting that structural transitions have been recently observed in DNA-dendrimer complexes. These transitions do not appear to correspond to the specific ones we discuss. However, the notion of structural transitions in complexes of rods and localized charges clearly has an experimental as well as a theoretical basis.

We also touch on, but do not discuss in detail, the counterion “melting” transition expected when the rods are far apart. This leads to a “counterion liquid.” The attraction between rods in such a state has been extensively explored by Ha and Liu, and Liu. The melting transition is continuous and can be shown to be in the universality class of the three-dimensional XY model; see, e.g., and . A brief review of the arguments leading to this conclusion appears in an appendix.

An outline of this paper is as follows. The following section contains the characterization of the lattice and
the Coulomb energy calculations. Section III addresses “melting” of the counterion lattice, while Section IV contains concluding remarks. A series of appendices address some technical issues. Appendix A contains a calculation of the Coulomb energy of a lattice of infinite, uniformly charged rods. Appendix B provides the derivation of the term in the energy quadratic in displacements of counterions from their lattice sites (i.e., harmonic “phonon” dispersion relation). Appendix C provides some heuristics on the “melting” of the counterion lattice.

II. LATTICE OF RODS AND COUNTERION ENERGY

The “lattice” consisting of a set of negatively charged rods and attached polyvalent counterions of charge $Z e$ will be treated as a simple ionic lattice. At the first stage of approximation, the fixed charge of the rods will be replaced by a uniform negatively charged background (as in the jellium model of interacting electrons [21]). The counterions will be assumed to form a three-dimensional lattice that generalizes the close-packing arrangement in a face-centered cubic (fcc) crystal. Given that the rods are infinitesimally thin, there is no prospect of a two-dimensional arrangement of charges on the surface of any of them [3]. As has been noted in the literature [22], such a lattice can be constructed starting from a two-dimensional hexagonal close-packed structure, via the introduction of three sublattices. Our generalization makes use of this construction. No significant error is introduced by our neglect of the explicit contribution of the rods themselves to electrostatic interactions. Dimensional considerations and detailed calculations (see Appendix A) lead to the conclusion that the Coulomb energy due to interactions between charged rods consists of two contributions, the first independent of the separation between rods and the second going as the logarithm of the separation between rods, assuming overall charge neutrality. Given that the counterions are forced to sit on the rods, the principal outcome of the rod-counterion interaction arises from the overall charge neutrality enforced by the charge on the rods.

A. Structure of the rod-counterion lattice

Imagine a large bundle of hexagonally close-packed pencils or rods. Viewed end-on, the rods lie on three triangular sublattices, as depicted in Fig. 1. Now pass planes at regular spacing $l_v$ perpendicular (initially) to the rods. Where the first plane intersects the rods on the first sublattice, place counterion charges. Likewise treat the second and third planes at their intersections with rods on the second and third sublattices, respectively. Repeat this pattern with subsequent planes, thereby building an infinite three-dimensional modified fcc lattice. Figure 2 displays the lattice from a viewpoint perpendicular to the axis of the rods. The three counterion sublattices are evident if one scans the figure from left to right. If $l_v$ is adjusted appropriately relative to the lattice constant of one triangular sublattice, $l_h$, the counterion charges themselves sit on a true fcc lattice.

The three primitive vectors of the Bravais lattice of counterions so constructed are

$$\vec{a}_1 = \frac{1}{2} l_h \hat{x} + \frac{\sqrt{3}}{2} l_h \hat{y} + l_v \left( g_x + g_y \sqrt{3} \right) \hat{z} \quad (2.1)$$

$$\vec{a}_2 = -\frac{1}{2} l_h \hat{x} + \frac{\sqrt{3}}{2} l_h \hat{y} + l_v \left( -g_x + g_y \sqrt{3} \right) \hat{z} \quad (2.2)$$

$$\vec{a}_3 = \frac{1}{\sqrt{3}} l_h \hat{y} + l_v \left( 1 + \frac{2}{\sqrt{3}} g_y \right) \hat{z} \quad (2.3)$$

The dimensionless vector $\vec{g} = \hat{x} g_x + \hat{y} g_y$ encodes the possibility of tilting the planes of counterions. The corresponding primitive vectors of the reciprocal lattice, $\vec{b}_i$, are constructed in the standard way [22], so that the relationship between the two sets of primitive vectors is $\vec{a}_i \cdot \vec{b}_j = 2\pi \delta_{i,j}$. To recover the true fcc lattice, the aspect

FIG. 1: Schematic of the counterion lattice, seen end-on with respect to the rods that support it. The rods are hexagonally close-packed, and the three sublattices occupied by the counterions are indicated.

FIG. 2: A view of the lattice perpendicular to the axis of the rods. The spheres represent the counterions. Scanning from left to right, one observes the three sublattices.
ratio, \( r \equiv l_h/l_v \), is taken to be \( \sqrt{3}/2 \) and \( \vec{g} \) is set equal to zero. The aspect ratio will play the role of a control parameter in what follows.

Assume overall charge neutrality of the rod-counterion system, so that there is exact cancellation between the mean charge per unit volume of the counterion lattice and the uniformly charged negative background provided by the rods. We make use of the Ewald method for the evaluation of the Coulomb sum \([21, 22, 23]\). The “reduced” Coulomb energy is defined as

\[
E_{\text{Coul}}(Z^2e^2/2l_v) = \bar{E}_{\text{Coul}} = \sum_{\vec{n} \neq 0} \frac{l_w}{|n_1\vec{a}_1 + n_2\vec{a}_2 + n_3\vec{a}_3|} - S
\]

where \( \vec{n} \) is a triplet of integers \((n_1, n_2, n_3)\), and the subtraction \( S \) represents the compensating interaction with the smeared out negatively charged background.

In our calculation, we assume that the distance between “planes” of ions is fixed at \( l_v \). The effect of a compression of the lattice of polyelectrolytic rods is to decrease the spacing, \( l_h \).

### B. The Coulomb sum

Using Ewald summation techniques \([21, 22, 23]\), one generates an expression for the Coulomb energy that can be expressed in terms of the sum of four terms. Those terms are

\[
-\frac{2}{\sqrt{\pi}}\alpha^{1/2} (l_v^2 l_v^{-1/3})
\]

\[
\sum_{\vec{n} \neq 0} \frac{1}{|n_1\vec{a}_1 + n_2\vec{a}_2 + n_3\vec{a}_3|} \times \left( 1 - \text{erf} \left( \frac{n_1\vec{a}_1 + n_2\vec{a}_2 + n_3\vec{a}_3}{\alpha^{1/2} (l_v^2 l_v^{-1/3})} \right) \right)
\]

\[
-\frac{\pi}{\nu} \alpha^{-1} (l_v^2 l_v^{2/3})
\]

\[
\frac{4\pi}{\nu} \sum_{\vec{n} \neq 0} e^{-|n_1\vec{b}_1 + n_2\vec{b}_2 + n_3\vec{b}_3|^2} \alpha^{-1} (l_v^2 l_v^{2/3})/4
\]

The quantity \( \alpha \) in the expressions above is an adjustable parameter, which is ideally set equal to a value that maximizes convergence of the Ewald sums in \( \text{E} \) and \( \psi \). A close-to-optimal choice is \( \alpha = 4r \).

The mean-field phase diagram of the lattice can be determined by examining the dependence of the Coulomb energy on the aspect ratio, \( r \), and the tilt vector, \( \vec{g} \). What one finds is that for \( r \) greater than a threshold value \( r_a \approx 1.1 \) the Coulomb energy is minimized when \( \vec{g} = 0 \). At this threshold value, three minima lying symmetrically in the \( \vec{g} \)-plane represent equally low energies. This situation is illustrated in Figure 3. When \( r < r_a \), \( \vec{g} = 0 \) no longer represents a global minimum of the energy. At \( r = r_s \approx 1.097 \), the local minimum at \( \vec{g} = 0 \) disappears. In this sense, one can think of \( r_s \) as a “spinodal” point. Note the small difference between \( r_s \) and \( r_a \). The transition at \( r_a \) is weakly first order.

As \( r \) is further reduced, corresponding to even closer packing of the rods, a new structural transition is encountered, at which the three minima each split into two new ones. The aspect ratio, \( r_b \), at which this transition takes place is approximately equal to 0.801. Contour plots illustrating the onset of this transition and the evolution of the new minimum energy configurations are shown in Figure 4. That this transition is also a symmetry-breaking one is evident from Fig. 4. Here, the transition is continuous, in that the appearance of the six minima at lower aspect ratio is simultaneous with the disappearance of the three minima associated with values of \( r \) greater than \( r_b \). At mean field level this transition is of the standard second-order type. Given the nature of the symmetry-breaking, it is altogether reasonable to classify it as an Ising-like, or \( O(1) \), phase transition. In the case at hand, the aspect ratio plays the role of temperature. This means that singularities that one expects to find in the entropy and specific heat of a thermal system will show up here in the form of nonanaylticities in the dependence of the energy as a function of spacing between rods, with direct consequences on packing forces.

In light of the continuous nature of the phase transition at \( r = r_b \) and the weakness of the first-order phase transition at \( r = r_a \), the question of the effects of fluctuations is clearly relevant. We address this question with the use of coarse-grained effective Hamiltonians. Assume that
Here, we have split the three-dimensional wave vector $\vec{q}$ into a two-dimensional vector, $\vec{k}$ in the $x$-$y$ plane and a component, $Q$, in the $z$-direction. The term with coefficient $B$ is the contribution to the quadratic energy reflecting the long-range nature of the unscreened Coulomb interactions between counterions. We have inserted the “stabilizing” quartic term going as $k^4$, but have ignored the inessential term proportional to $Q^4$, or the cross term, proportional to $k^2Q^2$. It is important to keep in mind that the actual stabilization of the system results from the shearing transition.

The higher order terms in the the effective Hamiltonian have the following forms:

$$w_3(q_1, q_2, q_3) = -C_1 \left( k_y^3 - 3k_yk_z^2 \right)$$ (2.10)

and

$$w_4(q_1, \ldots, q_4) = W(q_1, \ldots, q_4)$$

$$= B_1 \left[ (k_1 \cdot k_2 - k_3 \cdot k_4 + \text{permutations} \right] + B_2 Q_1 Q_2 Q_3 Q_4 + B_3 \left[ (k_1 \cdot k_2) Q_3 Q_4 + \text{permutations} \right].$$ (2.11)

Here,

$$W(q_1, \ldots, q_4) = v(q_1 + q_2) + v(q_1 + q_3) + v(q_2 + q_3)$$

$$-v(q_1) - v(q_2) - v(q_3) - v(-q_1 - q_2 - q_3) \tag{2.12}$$

where

$$v(q) = \frac{Q^4}{|q|^2}.$$ (2.13)

There are three distinct permutations of the indices in the first line of the right-hand-side of Eq. (2.11) and six distinct permutations in the last line of the right-hand-side of that equation. The term $W(q_1, \ldots, q_4)$ appears to be the most relevant contribution to the fourth-order coupling in the Ginzburg-Landau-Wilson model appropriate to this system. However, as it turns out, the most important term in Eq. (2.11) is the first one in the square brackets, going as $k^4$.

That the contributions to the energy associated with fluctuations about the lattice have the forms shown above can be established through explicit evaluation of Coulomb-type lattice sums. Appendix B outlines the calculation in the case of the quadratic terms and presents results for that and the fourth order term that are obtained through explicit evaluation of those sums.

To perform an analysis of the effects of fluctuations on this weak first-order transition, one can consider a “Ginzburg criterion” applied to the one-loop contribution to the “entropy” of the system. Recall that the leading contribution to the mean field entropy goes as $r - r_s$ for $r \to r_s +$. Given the form of the of the quadratic term in Eq. (2.10) and recalling that $s \sim \partial F/\partial r$, with $F$ the free energy, we have the following expression for the one-loop entropy,

$$s \sim \int \frac{k^2d^3q}{(r-r_s)k^2+Ck^4+AQ^2+B\frac{Q^2}{k^2+Q^2}}$$

$$- \int \frac{k^2d^3kdQ}{r-r_s + Ck^4 + B\frac{Q^2}{k^2}}.$$ (2.14)
The expression on the right-hand-side of Eq. (2.14) contains the important terms in the denominator. A variety of methods exist for the evaluation of the integrals in this expression. The essence of the results follows from a rescaling \( Q = k^2 x \). Then, the integral to perform is

\[
\int \frac{k^2 d^2 k dx}{(r - r_s) + C k^2 + B x^2}
\]  

(2.15)

We now note that this has the same qualitative dependence on the “reduced temperature,” \( r - r_s \), as the corresponding one-loop integral of a five-dimensional \( O(n) \) model with short range interactions. A further rescaling of the integration variables produces a leading singularity proportional to \( (r - r_s)^{3/2} \) compared to the mean-field result \( \propto r - r_s \). This application of the Ginzburg criterion shows that the transition is unrenormalized. A calculation of the renormalization of the fourth-order interaction leads to the same conclusion, namely that fluctuations lead to a well-behaved change in the amplitude. This leads to the conclusion that, because of the long range dipole-dipole interactions between the charges embedded on the rods, the first-order shearing phase transition of the charge lattice at \( r = r_a \) is essentially mean field in nature. Similar arguments, allowing for modifications in the form of Eq. (2.9) by, for example, breaking rotational symmetry in the \( x - y \) plane, reveal that fluctuations don’t modify the mean-field continuous shearing transition. Technically, the transition at \( r = r_b \) is Ising-like with effective dimensionality \( d > 4 \).

The full results of the Coulomb energy calculations are shown in Fig. 5. The analysis above reveals that fluctuations don’t qualitatively change the picture.

![Figure 5](image)

**FIG. 5:** Solid line: the reduced Coulomb energy as a function of aspect ratio in the vicinity of the first-order and continuous transitions. Dashed line: the energy if the counterion lattice is constrained not to tilt. The locations of the transitions are indicated on the figure.

![Figure 6](image)

**FIG. 6:** A plot of \( \partial \tilde{E}_{\text{Coul}} / \partial r \) in the immediate vicinity of \( r = r_a \), illustrating the discontinuity there, associated with the first order phase transition to the sheared lattice.

### III. “MELTING” OF THE COUNTERION LATTICE

The three-dimensional lattice of statically correlated counterions being discussed can be reasonably expected to exist at low enough temperatures and for sufficiently close packing of the lattice of rods. At high temperatures and when the spacing between rods is relatively large, the counterion lattice will not be stable against thermal fluctuations. A variety of arguments lead to criteria for the existence of this lattice. The simplest compares the (negative) interaction energy of the lattice to \( k_B T \). It is reasonable to expect that the lattice will resist the disordering effects of thermal fluctuations when

\[
\left| \frac{Z e^2}{2l_v} \tilde{E}_{\text{Coul}} \right| \geq k_B T
\]  

(3.1)

Assuming that the general condition, \( Z^2 e^2 / (k_B T l_v) \gg 1 \) for the existence of a “Wigner crystal” in the counterion-polyelectrolyte system are met, we expect the crystal discussed here to be stable as long as \( |\tilde{E}_{\text{Coul}}| \) is of order unity or greater. According to Fig. 5 this should be the case as for a range of aspect ratios that encompass the two structural transitions on which this paper has focussed.

An alternative estimation of the threshold at which melting of the counterion lattice takes place is based on the Lindemann criterion [21], according to which a lattice melts when thermally-induced displacements are some fraction of the lattice spacing. This leads to approximate predictions for the melting transition that we expect to be consistent with the energy-vs.-entropy arguments leading to the criterion [34] for the stability of the counterion lattice against melting.

When melting takes place, it does so in the same way that charge density waves disappear, that is to say, continuously, with thermodynamic signatures that identify its universality class as that of the 3DXY model. Theoretical arguments and experimental observations that justify this conclusion in the case of charge density wave systems can be found in the literature [17, 18, 19, 20]. Appendix C contains a brief, heuristic argument for the nature of the melting transition in the counterion system.
IV. CONCLUSIONS

As noted above, the singularities in the dependence of the Coulomb energy on aspect ratio have implications with respect to the energetics of bundling or packaging polyelectrolyte molecules. These implications follow from the effective force exerted by the decorated rods on each other, as determined by the “pressure”, \( p \equiv -\partial E_{\text{Coul}}/\partial r \). The pressure (analogous to the entropy in a thermal system as discussed) has a discontinuity at \( r = r_a \), and a discontinuous derivative at \( r = r_b \). The singularities are not striking (recall Fig. 6). The kinetics of bundling or packaging such molecules with crystalized counterions are presumably affected by the Coulomb energy, and should, in principle, reflect these singularities. What is more important, however, is the possibility that a sequence of structural transitions in the counterion lattice assists compression to high densities. In Fig. 2 we have shown the Coulomb energy computed directly from the Ewald sums in the vicinity of the first-order transition at \( r = r_a \) and the continuous transition at \( r = r_b \). The dashed curve shows the energy if the lattice were constrained not to tilt. It is interesting to contemplate whether in some instances Nature relieves the strong Coulomb repulsion via structural transitions.

It is important to note that one cannot argue for structural transitions as the sine qua non of polyelectrolyte packaging. Specifically, in the packaging of DNA in tail-type bacteriophages, ATP is known to provide the fuel for a packaging motor. Order of magnitude estimates suggest that \( \sim 50 - 60 \mu \text{N} \) forces generated by this motor suffice to overcome Coulomb forces and compress a rod-like system to observed densities without benefit of structural transitions. Of course, in experimental situations other repulsive energies besides Coulomb are also involved.

The present analysis does not suggest dramatic consequences in actin bundling, or in the kinetics of packaging and/or infection in a bacteriophage life-cycle. However, a continuous shearing transition, if realized, should be accompanied by strong counterion charge fluctuations, which could be susceptible to dynamic scattering experiments. The tilting, estimated to be a few percent at the first-order transition, could potentially be detected by standard diffraction techniques.

While, strictly speaking, we have shown that a shearing transition ought to occur in a sufficiently closely-packed, constrained polyelectrolytic system, we have not ruled out the possibility that some other transition interferes, preempting this particular rearrangement as the system of rods is compressed. One would have to consider possibilities for ever larger unit cells in the rod lattice. More importantly, we can only suggest the possibility that tilting or other structural transition(s) occur as biologically relevant polyelectrolyte molecules condense. We hope this work will stimulate further experiments on, for example, the kinetics of DNA packaging, since such a transition could occur “on the fly” as the “spooling” progresses.

In other potential experiments, DNA or other bundles of varying density could be prepared and probed statically.
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APPENDIX A: THE COULOMB SUM FOR UNIFORMLY CHARGED RODS

As discussed in the text, the charges on the rods have been assumed to be smeared out into a three-dimensional smooth background, analogous to the jellium model used in discussions of electron-electron interactions in a metal [21]. In this Appendix, we evaluate the corrections to this approximation by now assuming that the backbone charges are uniform along the rods. The method utilized to evaluate the alteration in the Coulomb energy that is induced by this refinement in the model is a version of the Ewald summation technique [21, 22, 23]. The quantity we will calculate is the potential energy of a charged test rod at the location \( \vec{r} \), which are assumed to be in a hexagonal close-packed arrangement. At the end, the test rod will be moved onto a rod of the lattice. Before doing this, we eliminate (“subtract”) the interaction between the test rod charge and the rod on which it eventually sits.

Because the rods are uniformly charged in the \( z \)-direction, the potential at the two-dimensional location \( \vec{r} \) due to a rod at the origin is given by

\[
\phi(\vec{r}) \propto \int \frac{e^{i\vec{q}\cdot\vec{r}}}{q^2} dq^2 = \int_0^\infty dt \left\{ e^{i\vec{q}\cdot\vec{r} - q^2 t} dt \right\}
\]

We split the \( t \)-integration into one from 0 to \( T \) and another from \( T \) to \( \infty \), where \( T \) is, initially, arbitrary. We suppose that the distance between nearest-neighbor rods in the close-packed lattice is \( l_h \). Given this, we will take \( T \propto l_h^2 \). The primitive vectors for this lattice can be taken to be

\[
\vec{a}_1 = l_h \hat{x} \quad \text{(A2)}
\]
\[
\vec{a}_2 = \frac{l_h}{2} \hat{x} + \frac{\sqrt{3}l_h}{2} \hat{y} \quad \text{(A3)}
\]

and the volume of the primitive cell for this lattice is

\[
v_{WS} = \frac{\sqrt{3}}{2} l_h^2 \quad \text{ (A4)}
\]

The corresponding reciprocal lattice vectors are

\[
b_1 = \frac{2\pi}{l_h} \left( \hat{x} - \frac{1}{\sqrt{3}} \hat{y} \right) \quad \text{(A5)}
\]
\[
b_2 = \frac{4\pi}{\sqrt{3}l_h} \hat{y} \quad \text{(A6)}
\]

while the volume of the primitive cell of the reciprocal lattice is given by

\[
v_{BZ} = \frac{8\pi^2}{\sqrt{3}l_h^3} \quad \text{(A7)}
\]

For the integration from \( t = T \) to \( t = \infty \), we make use of the two-dimensional version of the Poisson sum formula:

\[
\sum_{\vec{r}=\vec{R}_i} f(\vec{r}) = \frac{1}{v_{WS}} \sum_{\vec{Q}_k} \int e^{i\vec{Q}_k\cdot\vec{r}} f(\vec{r}) d^2 r, \quad \text{(A8)}
\]

where \( \{\vec{R}_i\} \) correspond to a hexagonal lattice, and where the \( \vec{Q}_k \) range over the reciprocal lattice. We then have for the contribution of this region of \( t \)-integration to the potential energy of a point charge at the location \( \vec{r} \)

\[
\frac{1}{\pi v_{WS}} \sum_{\vec{Q}_k} \int d^2 r \int d^2 q e^{i(\vec{Q}_k\cdot\vec{r} + \vec{r}\cdot\vec{q})} \frac{e^{-Tq^2}}{q^2} = \frac{4\pi}{v_{WS}} \sum_{\vec{Q}_k} \frac{e^{-Tq^2}}{Q_k^2} \quad \text{(A9)}
\]

The only tricky part here is the term for which \( \vec{Q}_k = 0 \), corresponding to the smeared-out portion of the distribution. This can be handled by a careful subtraction. Because of the fact that \( T \propto l_h^2 \) and the fact that the \( \vec{Q}_k \)'s go as \( l_h^{-2} \), terms in (A9) are independent of the spacing between rods, \( l_h \).

The next portion of the integration is from 0 to \( T \). Here, we sum directly in real space. We find

\[
\frac{1}{\pi} \sum_{\vec{R}_i} \int_0^T dt \int d^2 q e^{i(\vec{r}\cdot\vec{R}_i - \vec{r}\cdot\vec{q})} e^{-tq^2} = \sum_{\vec{R}_i} \int_0^\infty e^{-|\vec{r}\cdot\vec{R}_i|^2/4T} \frac{1}{T} dt. \quad \text{(A10)}
\]

A careful subtraction eliminates the divergent contribution of term in the sum in which \( \vec{R}_i = \vec{r} \). The divergence arises when the limit \( \vec{r} \rightarrow 0 \) is taken, corresponding to placing the test rod on one of the rods in the lattice. One subtracts the standard energy associated with the Coulomb interaction between the test rod charge and the rod at the origin. This subtraction leads to the only term with any \( l_h \) dependence, going as \( \ln l_h \). All other dependence disappears because of cancellations between the \( l_h \)-dependence of the \( \vec{Q}_k \)'s, the \( \vec{R}_i \)'s and \( T \).

The subtraction in (A9) associated with the \( \vec{Q}_k = 0 \) term is easily carried out, as is the subtraction in the case
of the term associated with a test rod position \( \vec{r} \) directly on a rod, in \( \text{[A10]} \). Choosing specifically
\[
T = \frac{\alpha l^2}{4\pi}, \quad (A11)
\]
with \( \alpha \) an arbitrary constant, one can perform the sums indicated above, with the appropriate subtractions. One finds the following result for the Coulomb sum:
\[
-2.78608 + 2 \ln l_h \quad (A12)
\]
Note that the above result must be independent of the arbitrary constant \( \alpha \). We are now in a position to include more precisely the effect of the concentration of negative charge on the polyelectrolyte rods. One must multiply the result \( \text{[A12]} \) by
\[
\sigma^2 = \left( \frac{Z e}{l_e} \right)^2 \quad (A13)
\]
where \( \sigma \) is the linear charge density on the rods, \( Z \) is the valence of the condensed counterions, and \( l_e \) is the spacing between counterions on the rod. The above multiplication will yield the energy of the rod lattice is per unit rod length.

We are thus led to an expression for the contribution of the rod-rod interaction to the Coulomb energy; it has a non-trivial, but smooth dependence on the separation between rods. This energy adds as a “background” term to the energies calculated in the body of this paper. A very similar calculation is used to compute the interaction energy between the counterion lattice and the uniformly charged rod lattice. Both contributions have no effect on the structural transitions discussed in the body.

**APPENDIX B: EWALD SUM FOR THE SECOND AND HIGHER ORDER TERMS IN COUNTERION DISPLACEMENTS**

The result for the energy cost of a distortion of the counterion lattice follows straightforwardly from the expression for the energy of a collection of interacting charges. We start by writing the two-particle interaction energy in terms of its spatial Fourier transform,
\[
V(\vec{r}) = \int d^3q v(\vec{q})e^{i\vec{q}\cdot\vec{r}} \quad (B1)
\]
Then the positions of the counterions, \( \vec{r}_j \), are expanded in terms of displacements from the lattice sites, \( \vec{u}(\vec{R}_j) \). Assuming that those displacements are entirely in the \( z \)-direction, in line with our model in which the counterions are bound to the charged polyelectrolyte rods, the displacement of the \( j \)-th counterion from its equilibrium position on the counterion lattice will be equal to \( \hat{z}u_j(\vec{R}_j) = u_j \hat{z} \). Expanding to second order in the \( u \)'s, we obtain for the energy associated with those distortions
\[
\sum \frac{1}{|\vec{Q} + \vec{q}|^2} \sum \frac{(q_z + Q_z)\bar{v}(\vec{q} + \vec{Q}) - Q_z\bar{v}(\vec{Q})}{|\vec{Q}|^2} u(\vec{q})u(-\vec{q}), \quad (B2)
\]
where \( u(\vec{q}) \) is the spatial Fourier transform of the lattice displacement \( u_j \):
\[
u(\vec{q}) = \sum u_j e^{-i\vec{q}\cdot\vec{R}_j} \quad (B3)
\]
Given that the interactions are Coulomb, the sum of interest is of the form
\[
\sum \frac{(q_z + Q_z)^2}{|\vec{Q} + \vec{q}|^2} - \sum \frac{(Q_z)^2}{|\vec{Q}|^2} \quad (B4)
\]
where the \( \vec{Q} \)'s are displacement vectors on the reciprocal lattice. The primitive displacement vectors on this lattice are \( \vec{b}_1, \vec{b}_2 \) and \( \vec{b}_3 \). The primitive displacement vectors on the original lattice are \( \vec{a}_1, \vec{a}_2 \) and \( \vec{a}_3 \). The relationship between the \( \vec{b} \)'s and the \( \vec{a} \)'s is
\[
\vec{b}_1 = 2\pi \frac{a_2 \times a_3}{a_1 \cdot (a_2 \times a_3)} \quad (B5)
\]
and similarly for \( \vec{b}_2 \) and \( \vec{b}_3 \). The primitive volume in the reciprocal lattice is the volume of the first Brillouin zone, given by
\[
v_{BZ} = |\vec{b}_1 \cdot (\vec{b}_2 \times \vec{b}_3)| \quad (B6)
\]
The primitive volume in the real lattice is the volume of the Wigner-Seitz cell, given by
\[
v_{WS} = |\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)| \quad (B7)
\]
Given the relationship between the \( \vec{a} \)'s and the \( \vec{b} \)'s, the following holds
\[
v_{BZ}v_{WS} = (2\pi)^3 \quad (B8)
\]
The Poisson sum formula in three dimensions takes the following form:
\[
\sum \frac{f(\vec{Q})}{|\vec{Q}|} = \frac{1}{v_{BZ}} \int d^3Q \sum_{\vec{R}} e^{i\vec{R}\vec{Q}} f(\vec{Q}) \quad (B9)
\]
The sum on the right hand side is over all lattice points on the real space lattice. One final relationship between the \( \vec{a} \)'s and the \( \vec{b} \)'s is
\[
\vec{a}_i \cdot \vec{b}_j = 2\pi \delta_{i,j} \quad (B10)
\]
In \( \text{[B10]} \) each \( \vec{Q} \) is of the form \( n_1\vec{b}_1 + n_2\vec{b}_2 + n_3\vec{b}_3 \), where the \( n_i \)'s take integral values from \(-\infty \to \infty \). Similarly the \( \vec{R} \)'s are of the form \( n_1\vec{a}_1 + n_2\vec{a}_2 + n_3\vec{a}_3 \), where the \( n_i \)'s range over all integers, as well.
Now, one can clearly write the expression in [B3] in the form \( f(\tilde{q}) - f(0) \). Focus on \( f(\tilde{q}) \) and write

\[
\left( \frac{q_z + Q_z}{|\tilde{q} + \tilde{Q}|} \right)^2 = \int_0^\infty (q_z + Q_z)^2 e^{-\beta|\tilde{q} + \tilde{Q}|^2} dt \tag{B11}
\]

As in Appendix A, the integral over \( t \) splits into an integral from 0 to \( T \) and from \( T \) to \( \infty \), where, in this case, we choose

\[
T = \beta \frac{\pi}{(v_{BZ})^{2/3}} = \beta \frac{(v_{WS})^{2/3}}{4\pi} \tag{B12}
\]

where \( \beta \) is arbitrary. For the integral from \( T \) to \( \infty \), one finds

\[
\sum_{\tilde{q} \neq 0} \frac{(q_z + Q_z)^2}{|\tilde{q} + \tilde{Q}|^2} e^{-\beta|\tilde{q} + \tilde{Q}|^2/v_{BZ}^{2/3}} \]

The Poisson sum formula is applied to the integration over \( t \) from 0 to \( T \). This leads to the following expression

\[
\int d^3Q \left\{ \frac{1}{v_{BZ}} \sum_{\tilde{R}} \int_0^\infty \frac{\beta \pi^{2/3} e^{\beta|\tilde{q} + \tilde{Q}|^2/v_{WS}^{2/3}}}{4\pi} e^{i\tilde{Q} \cdot \tilde{R} - |\tilde{q} + \tilde{Q}|^2 t + \kappa z(\tilde{q} + \tilde{Q})} dt \right\} \tag{B14}
\]

The integral in brackets is evaluated by introducing the generating function

\[
\frac{1}{v_{BZ}} \sum_{\tilde{R}} \int_0^{\pi/2} e^{i\tilde{Q} \cdot \tilde{R} - |\tilde{q} + \tilde{Q}|^2 t + \kappa z(\tilde{q} + \tilde{Q})} dt \tag{B15}
\]

One obtains \([B13]\) from \([B15]\) by taking the second derivative with respect to \( \kappa \), and then setting \( \kappa = 0 \). For non-zero \( \tilde{R} \), the integral over \( \tilde{Q} \) is taken easily enough. Completing squares, one is left with

\[
\frac{1}{v_{BZ}} \int_0^{\pi/2} e^{i\tilde{Q} \cdot \tilde{R} - |\tilde{q} + \tilde{Q}|^2 t + \kappa z(\tilde{q} + \tilde{Q})} dt \tag{B16}
\]

Rescaling the integration variable and taking the requisite second derivative with respect to \( \kappa \) yields

\[
\beta^{-3/2} \int_1^{\infty} t^{-1/2} e^{-i\tilde{R} \cdot \tilde{q} e^{-\pi R^2 t/\beta v_{WS}^{2/3}} + t/2} dt \tag{B17}
\]

There is a singular contribution to the total sum from the term in which \( \tilde{R} = 0 \). However, that term is independent of \( \tilde{q} \), and is, therefore, cancelled when the total expression with \( \tilde{q} = 0 \) is subtracted. The nonvanishing contribution is the sum over non-zero \( \tilde{R} \)’s of the expression in \([B17]\). To this is added \([B14]\), and the result is \( f(\tilde{q}) \) defined through \([B3]\).

Note that in all the above, the parameter \( \beta \) has not been fixed. It is, in fact, left undetermined, and may be set to speed convergence of the sums. Alternatively, it may be left as an internal check on the procedure, since the final result must be independent of \( \beta \).

To see what the sum developed above yields, we split the wave vector \( \tilde{q} \) as follows: \( \tilde{q} = z\tilde{Q} + \tilde{k} \), where the projection, \( \tilde{k} \), lies in the \( x-y \) plane. Numerical results are consistent with an energy quadratic in displacements that is proportional to \( k^2 \) when \( Q = 0 \) and \( \tilde{k} \) is small. Figure 7 shows the coefficient of \( k^2 \) in that line as a function of the aspect ratio \( r = l_h/l_w \). Note that the coefficient goes through zero at a value of \( r \) that is close to 1. This corresponds to the “spinodal instability” lying below the first-order transition at \( r \approx 1.1 \). Near the

\[
\sum_{\tilde{q} \neq 0} (q_z + Q_z)^2 e^{-\beta|\tilde{q} + \tilde{Q}|^2/v_{BZ}^{2/3}} \]

FIG. 7: The quantity \( \tilde{A}(r) = 2A(r)/(Z^2 e^2/k_BT l_w) \), where \( A(r) \) is the coefficient of \( k^2 \) in the quadratic energy of distortion of the modified fcc lattice, quadratic in the displacement field, as a function of the aspect ratio \( r = l_h/l_w \). In this plot, the \( z \)-component of the wave vector \( \tilde{q} \) of the distortion has been set equal to zero.
spinal the harmonic spectrum takes the form shown in Eq. 2.9. The coefficient \( A(r) \) goes through a maximum as \( r \) increases above this value, and then decreases, tending to zero asymptotically as the aspect ratio becomes large. This latter tendency reflects the weakening of the interaction that stabilizes the counterion lattice as the distance between the rods grows in comparison to the distance between neighboring charges on a rod. In fact, it is not hard to demonstrate that \( A(r) \) will decay exponentially as \( r \), the aspect ratio, gets large.

To deal with terms that are third and fourth order in the displacement field, the procedure is the same as the one discussed above. One is left with lattice sums to perform, and the Ewald method leads to rapidly converging numerical algorithms. The results (2.10) are obtained. We find for the coefficients \( B_1 - B_3 \) in (2.11),

\[
B_k = (Z^2 e^2 / 2k_B T \ell_v) \tilde{B}_k,
\]

where

\[
\tilde{B}_1 = 0.143 \\
\tilde{B}_2 = 3 \times (-0.163) \\
\tilde{B}_3 = 0.010
\]

APPENDIX C: COUNTERION MELTING IS 3DXY

As the melting transition is approached from the “counterion liquid” side, we assume that there is an instability leading to a modulated counterion charge density on each rod; then we allow for phase fluctuations. For the counterion density on each rod, we write

\[
\rho(z) = A \cos(Qz + \phi(z))
\]

(C1)

Phase fluctuations disorder the charge density wave above and render the mean charge density on a rod statistically uniform in the “liquid” phase. The interaction between counterions on a single rod will be of the form

\[
\frac{1}{2} \int \rho(z) \rho(z') V(z - z') dz \, dz'
\]

(C2)

Making use of (C1), one obtains terms of the form

\[
\int dz \int dz' V(z - z') \exp[iQ(z - z') + i(\phi(z) - \phi(z'))]
\]

We now go to “center of mass” and “relative” coordinates. Let

\[
Z = \frac{z + z'}{2} \\
\mathcal{Z} = \frac{z - z'}{2}
\]

(C3)

The double integral in (C3) is, then, proportional to

\[
\int dZ \int d\mathcal{Z} V(Z) \exp[iQZ + 2i\phi'(Z) \mathcal{Z} + \cdots] = \int dZ \int d\mathcal{Z} V(Z) \exp[iQZ] \\
\times \left(1 + 2i\phi'(Z) \mathcal{Z} + \frac{1}{2}(2i\phi'(Z) \mathcal{Z})^2 + \cdots\right) = \int dZ \left[v(Q) - 2i\phi'(Z)v'(Q) + 2(\phi'(Z))^2 v''(Q)\right]
\]

(C6)

Now, let’s assume that

\[
v(q) \propto \int dz \exp[iqz] V(z) dz
\]

(C7)

has a minimum at \( q = Q \). Then, \( v'(Q) = 0 \) and \( v''(Q) > 0 \). There is thus a contribution to the total energy going as

\[
\int (d\phi(z)/dz)^2 dz.
\]

Now consider the interaction between rods. One expects that there will be terms of the form

\[
\int dz_1 \int dz_2 W(z_1 - z_2) \\
\times \exp[iQ(z_1 - z_2)] \exp[i(\phi_1(z_1) - \phi_2(z_1))]
\]

(C8)

The \( \phi \)'s are subscripted to make it clear that they refer to different rods. If one assumes that the interaction \( W \) is sufficiently short-ranged, which seems to be the case even for unscreened Coulomb interactions because of the sinusoidal nature of the assumed state, one reveals the essence by replacing \( \phi_2(z_2) \) by \( \phi_2(z_1) \). and the integration in (C8) becomes

\[
\int dz_1 \exp[i(\phi_1(z_1) - \phi_2(z_1))] \\
\times \int dz_2 W(z_1 - z_2) \exp[iQ(z_1 - z_2)]
\]

(C9)

The result of this heuristic derivation is that there are terms in the energy going as \( (d\phi(z)/dz)^2 \) and that there are also terms going as \( \cos(\phi_1(z) - \phi_2(z)) \), where the subscripts refer to near-neighbor rods. The universality class for the transition in this model is that of a 3DXY model. That the model is spatially anisotropic does not influence the universality class.