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Abstract

In a series of articles published in 1986 Derrida, and his colleagues studied two mean field treatments (the quenched and the annealed) for \( NK \)-Kauffman Networks. Their main results lead to a phase transition curve \( K_c 2p_c (1 - p_c) = 1 \) \((0 < p_c < 1)\) for the critical average connectivity \( K_c \) in terms of the bias \( p_c \) of extracting a “1” for the output of the automata. Values of \( K \) bigger than \( K_c \) correspond to the so-called chaotic phase; while \( K < K_c \), to an ordered phase. In [F. Zertuche, On the robustness of \( NK \)-Kauffman networks against changes in their connections and Boolean functions. J. Math. Phys. 50 (2009) 043513], a new classification for the Boolean functions, called Boolean irreducibility permitted the study of new phenomena of \( NK \)-Kauffman Networks. In the present work we study, once again the mean field treatment for \( NK \)-Kauffman Networks, correcting it for Boolean irreducibility. A shifted phase transition curve is found. In particular, for \( p_c = 1/2 \) the predicted value \( K_c = 2 \) by Derrida et al. changes to \( K_c = 2.62140224613\ldots \). We support our results with numerical simulations.
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1. Introduction

NK-Kauffman networks have been widely studied due to their applications in theoretical biology; they are specially useful in the study of the genotype-phenotype map $\Psi$ [1-4]. As long as they are randomly constructed, they are well suited for study with statistical techniques; in particular by the use of mean field approximations.

A NK-Kauffman network consists of $N$ Boolean variables $S_i(t) \in \mathbb{Z}_2$ ($i = 1, \ldots, N$), which evolve deterministically in discrete time $t = 0, 1, 2, \ldots$ according to Boolean functions on $K$ ($0 \leq K \leq N$) of these variables at the previous time $t - 1$. For every site $i$, a $K$-Boolean function $F_i: \mathbb{Z}_2^K \rightarrow \mathbb{Z}_2$ is randomly and independently chosen with a bias probability, $p$:

$$0 < p < 1,$$

that $\mathcal{F}_i = 1$; and $\mathcal{F}_i = 0$ with probability $1 - p$ for each of its $2^K$ possible arguments. Also, for every site $i$, $K$ inputs $i_1, \ldots, i_K$ (the connections) are randomly selected, without repetition, from a uniform distribution among the $N$ Boolean variables of the network. So, for each site $i$, and each extraction $E$ ($0 \leq E \leq K - 1$); an input $j$ ($1 \leq j \leq N$) is obtained with probability

$$P_{i,E}(j) = \begin{cases} \frac{1}{N-E}, & \text{if } j \text{ has not been extracted} \\ 0, & \text{otherwise} \end{cases} (2)$$

Once the $K$ inputs and the functions $\mathcal{F}_i$ have been selected, a Boolean deterministic NK-Kauffman network has been defined. So, what we have obtained is a dynamical system that evolves deterministically, and synchronously in time, according to the rules

$$S_i(t+1) = \mathcal{F}_i(S_{i_1}(t), S_{i_2}(t), \ldots, S_{i_K}(t)), \quad i = 1, \ldots, N, (3)$$

where $i_m \neq i_n$, for all $m, n = 1, 2, \ldots, K$, and $m \neq n$ since from (2), each input is different. NK-Kauffman networks are a special type of Boolean endomorphism $f: \mathbb{Z}_2^N \rightarrow \mathbb{Z}_2^N$. Let $\mathcal{B}_N$, denote the set of Boolean endomorphisms, and $\mathcal{L}_K^N$ the set of NK-Kauffman networks. Then $\mathcal{L}_K^N \subseteq \mathcal{B}_N$, and $\mathcal{L}_N^N \cong \mathcal{B}_N [3,4]$. Note also that $\mathcal{B}_N \cong \mathcal{G}_{2N}$: where $\mathcal{G}_{2N}$ is the set of functional graphs with $2^N$ points i.e. the directed graphs with out-degree one, and loops allowed [5]. In Ref. [3], a study of the injective properties of the map

$$\Psi: \mathcal{L}_K^N \rightarrow \mathcal{B}_N \cong \mathcal{G}_{2N} (4)$$
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was done, and enabled the calculation of the average number \( \vartheta (N, K) \) of elements in \( \mathcal{L}_K^N \) that \( \Psi \) maps into the same functional graph \([3,4]\). The results showed that there exists a critical average connectivity \( \hat{K} \) for \( N \gg 1 \), given by

\[
\hat{K} \approx \log_2 \log_2 \left( \frac{2N}{\ln 2} \right) + \mathcal{O} \left( \frac{1}{N \ln N} \right);
\]

such that \( \vartheta (N, K) \approx e^{\varphi N} \gg 1 \) (\( \varphi > 0 \)) or \( \vartheta (N, K) \approx 1 \), depending on whether \( K < \hat{K} \) or \( K > \hat{K} \), respectively. That is to say, \( \Psi \) is almost an injective function for \( K > \hat{K} \), and almost a many-to-one function for \( K < \hat{K} \).

An important challenge, since the proposal by Kauffman about his networks \([1,2]\), has been the analytic calculation of their average dynamics in terms of the network parameters, which are: the number \( N \) of Boolean variables, their connectivity \( K \), and the extraction bias \( p \) of the Boolean functions \( \mathcal{F}_i \). Until now, only some special cases have been analytically solved. Among the most important are:

The extreme equiprobable cases \( (p = 1/2) \), with \( K = N \), the so-called random map model \([5,6]\), and \( K = 1 \) \([7]\). And, of particular interest, the case of \( K = 2 \), with \( p \neq 1/2 \), and \( p = 1/2 \); which was studied by the use of random graphs techniques, and combinatorial methods in a series of articles by Lynch, with remarkable results \([8]\).

In 1986, in a series of works Derrida \textit{et al.} studied extensively Kauffman’s model, and some of its variations \([9-11]\): Derrida \& Pomeau studied an \textit{annealed approximation} for the case \( p = 1/2 \) \([9]\). Such model differs from Kauffman’s model (the quenched case) in that the connections and Boolean functions \( \mathcal{F}_i \) are shuffled at each time step. While the annealed model exhibits a different dynamical behavior in relation to Kauffman’s (for example, limit cycles are absent in it) both models exhibit phase transitions at the same value \( K_c = 2 \) for \( p = 1/2 \), a fact that was well supported with numerical simulations \([9]\). Furthermore, while Ref. \([11]\) is mainly devoted to a mean field approximation of a cellular automata model in a two dimensional lattice, in that article, is also shown, how, for the case of Kauffman’s model (the infinite dimensional lattice case in that work) the phase transition equation may be generalized for the biased case \((1)\). The conclusions are well summarized by Derrida in Ref. \([12]\) showing that there is a critical connectivity \( K_c \), such that Hamming distance between two nearby states grows or decays exponentially according to whether \( K > K_c \) or \( K < K_c \), respectively; with the critical curve given by \([11-13]\)

\[
K_c 2 p_c (1 - p_c) = 1.
\]
of arguments that really influence on the functions’ output was proposed. It was called the irreducible degree classification of Boolean functions. By its means several features of $NK$-Kauffman networks have been calculated: In Refs. [3,4] the critical transition (5) was calculated. In Ref. [4] the robustness of $NK$-Kauffman networks (3) against random changes of $\mathbf{g}_i$ and its connections $i_1, \ldots, i_K$ was performed. The results were in good agreement with experimental studies of the genetic material by induced mutations for the all important case $K \simeq 2$ for specific values of $p$. In Ref. [14] algebraic techniques were used to calculate the number of $K$-Boolean functions with a $\lambda$-degree of irreducibility and weight $\omega$, denoted by $g_K(\lambda, \omega)$. This quantity plays a fundamental role for the calculations of the present work.

The scope of the present work is to make a mean field analysis of Kauffman’s model: defined by Eqs. (1), (2), and (3) taking into account the Boolean irreducibility. As we show, the transition curve obtained approaches asymptotically to the curve (6) for values of $p$ in the extreme zones $p \sim 0$ and $p \sim 1$. On the contrary for the zone where $p \sim 1/2$ the irreducibility effect of the Boolean functions becomes more pronounced, and the corrected-for-irreducibility curve gets its maximum difference from (6) at $p = 1/2$.

Several simulations have been done for Kauffman’s model for the $p = 1/2$ case [1,15]. The main result was that the critical connectivity should be on the range $2 \leq K_c \leq 3$ [9]. As we will see, our results for Boolean irreducibility corrections at $p = 1/2$ are well inside the uncertainty range. Furthermore we have corroborated our findings with new, and more precise simulations, due to the improvement of computational power since the 80’s. Our results are in good agreement with the theoretical results.

The article is organized as follows: In Sec. 2 we write a combinatorial formulation for the dynamical equations (3), which allows us to work in a more suitable frame for calculations. In Sec. 3 the concept of Boolean irreducibility is introduced, and quantitative expressions for the number of functions with a fixed degree of irreducibility are obtained. In Sec. 4 a mean field approach, taking into account Boolean irreducibility is established, and the equation for the critical curve in phase space $(p_c, K_c)$ is developed. In Sec. 5 the average of the degree of irreducibility times the probability of change of a Boolean function is calculated. This allows us, finally, to obtain the corrected-for-irreducibility critical curve $(p_c, K_c)$, and compare it with Derrida’s et al. result (6). In Sec. 6 we report our computer simulations results, which are in good agreement with our analytical results. In Sec. 7 we set up our conclusions. In the appendixes, some properties of the combinatorial coefficients which are used in the work are quoted.
2. Combinatorial Notation for NK-Automata

Let us write the evolution equation (3) in a formal language elaborated in Refs. [3,4] that is more suitable for the understanding of the combinatorial structure of the NK-Kauffman networks. Throughout the article: \( \forall S, S' \in \mathbb{Z}_2, S \oplus S' \in \mathbb{Z}_2 \) is intended to be addition \textit{modulo} 2. By \( [N] = \{1, 2, \ldots, N\} \) we denote the set of the first \( N \) natural numbers.

**Definition 1:**
Let
\[
\mathcal{C}^N_K = \left\{ C^{(\alpha)}_K \right\}_{\alpha=1,...,(N\choose K)}
\]
denote the collection of all the subsets of \([N]\) with cardinality \( K \) \((0 \leq K \leq N)\), arranged in some unspecified order \( \alpha \).

**Definition 2:**
Each element \( C^{(\alpha)}_K \in \mathcal{C}^N_K \) is called a \( K \)-connection set, and is denoted by
\[
C^{(\alpha)}_K = \{i_1, i_2, \ldots, i_K\} \subseteq [N],
\]
with, \( i_1 < i_2 < \cdots < i_K; i_m \in [N] \ (m = 1, \ldots, K) \).

**Definition 3:**
To each \( K \)-connection set \( C^{(\alpha)}_K \) we associate a \( K \)-connection function
\[
C^{* (\alpha)}_K : \mathbb{Z}_2^N \rightarrow \mathbb{Z}_2^K \tag{7}
\]
defined by
\[
C^{* (\alpha)}_K (S) = C^{* (\alpha)}_K (S_1, \ldots, S_N) = (S_{i_1}, \ldots, S_{i_K}) \ \forall S \in \mathbb{Z}_2^N.
\]

**Definition 4:**
A \( K \)-Boolean function is a map
\[
b_K : \mathbb{Z}_2^K \rightarrow \mathbb{Z}_2, \tag{8}
\]
and its negation \( \neg b_K \) is given by \( \neg b_K = b_K \oplus 1 \).
Definition 5:
A $K$-Boolean function (8) is completely determined by its truth table $\mathfrak{B}(b_K)$, given by
$$\mathfrak{B}(b_K) = [\sigma_1, \sigma_2, \ldots, \sigma_{2^K}]$$
where, $\sigma_s \in \mathbb{Z}_2$, is the $s$-th image of (8) given by
$$s = s(S) = 1 + \sum_{i=1}^{K} S_i 2^{i-1} \quad 1 \leq s \leq 2^K,$$
which defines a total order among the possible $2^K$ inputs of the argument $S \in \mathbb{Z}_2^K$ of the $K$-Boolean function (8).

There are $2^{2^K}$ $K$-truth tables $\mathfrak{B}(b_K)$. Each $K$-Boolean function can be, uniquely classified according to Wolfram’s notation by an integer number $\mu = 1, \ldots, 2^{2^K}$ given by [4,16]
$$\mu = 1 + \sum_{s=1}^{2^K} 2^{s-1}\sigma_s;$$
that also defines a total order among the $K$-Boolean functions. So we add a superscript $\mu$ to each of the $K$-Boolean functions (8) and make

Definition 6:
The set of all $K$-Boolean functions is given by
$$\Xi_K = \left\{ b_K^{(\mu)} : \mathbb{Z}_2^K \rightarrow \mathbb{Z}_2 \right\}_{\mu=1}^{2^{2^K}}.$$

We clarify our abstract notation by the all important example of the truth table (9), for the $K = 2$ case; presented in Table 1. The first line represents their Wolfram’s number $\mu$, indicated in boldface. At the bottom of the table: $\emptyset$ stands for the logical meaning of each 2-Boolean function, with $S_i$ ($i = 1, 2$) representing the identity 2-Boolean function in the $i$-th argument of (10), while $\neg S_i = S_i \oplus 1$ its negation. The parameters $\lambda$ and $\omega$, to be defined below, represent: the degree of irreducibility, of the corresponding 2-Boolean function, and its weight; respectively.
\[ Z_N^2 \xrightarrow{C^{(\alpha_i)}_K} Z_K^2 \xrightarrow{b^{(\mu_i)}_K} Z_2 \quad i = 1, \ldots, N; \]

Table 1. The \( \mathcal{B}(b_2) \) truth tables of the sixteen 2-Boolean functions.

For each Boolean variable \( S_i \), the maps (7) and (8) may be composed to represent map (3) in the following way

\[ S_i(t + 1) = b^{(\mu_i)}_K \circ C^{(\alpha_i)}_K(S(t)), \quad i = 1, \ldots, N, \]

which defines an endomorphism \( Z_N^2 \rightarrow Z_N^2 \); but a particular one, due to the presence of the \( K \)-connection map \( C^{(\alpha_i)}_K \). So, for \( K < N \); \( \mathcal{L}_K^N \not\subseteq \mathcal{B}_N \cong \mathcal{G}_2^N \), and only for the case \( K = N \); \( \mathcal{L}_N^N \equiv \mathcal{B}_N \cong \mathcal{G}_2^N \) [3,4].

The random construction of \( b^{(\mu_i)}_K \) and \( C^{(\alpha_i)}_K \) is done in the following way:

i) According to (2): Extracting each function \( C^{(\alpha_i)}_K \), with equiprobability and without repetition, among the possible \( \binom{N}{K} \) \( K \)-connection sets.

ii) According to (1): Extracting each \( b^{(\mu_i)}_K \) from the probability distribution

\[ \Pi_p(b_K) = p^\omega(1 - p)^{2^K - \omega}, \quad (12) \]

such that in the truth table (9) \( \sigma_s = 1, (s = 1, \ldots, 2^K) \) with probability \( p \), and \( \sigma_s = 0 \) with probability \( 1 - p \); and where \( \omega = 0, 1, \ldots, 2^K \) denotes the value of the weight function \( \omega(b_K) \) of \( b_K \), defined by

\[ \omega(b_K) = \sum_{s=1}^{2^K} \sigma_s. \quad (13) \]
The following decomposition of $\Xi_K$ is going to be important for the calculations of the next section:

$$\Xi_K = \bigcup_{\omega=0}^{2^K} \Psi_K(\omega), \quad (14.a)$$

where

$$\Psi_K(\omega) = \{ b_K \in \Xi_K | \omega(b_K) = \omega \} \quad (14.b)$$

with cardinality

$$\#\Psi_K(\omega) = \binom{2^K}{\omega}. \quad (14.c)$$

3. Irreducible Boolean Functions

In fact, not all of the $K$-Boolean functions depend strictly on their $K$ arguments. For example, for $K = 2$, in Table 1: Rules 1 and 16 (contradiction and tautology, respectively) do not depend on either $S_1$ or $S_2$; rules 4 6, 11, and 13 depend only on one of their arguments; while the remaining 10 depend on both $S_1, S_2$. Due to these facts, we do the following
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i) A $K$-Boolean function $b_K$ is irreducible on its $m$-th argument $S_m$ ($m = 1, \ldots, K$), if there exists an $S \in \mathbb{Z}_2^K$ for which

$$b_K(S_1, \ldots, S_m, \ldots, S_K) = 1 \oplus b_K(S_1, \ldots, S_m \oplus 1, \ldots, S_K),$$

while, if this does not happen, the $K$-Boolean function $b_K$ is reducible on the $m$-th argument $S_m$.

ii) A $K$-Boolean function $b_K$ is said to have a degree of irreducibility $\lambda$ ($\lambda = 0, 1, \ldots, K$); if it is irreducible on $\lambda$ of their arguments and reducible on the remaining $K - \lambda$.

iii) If $\lambda = K$, the $K$-Boolean function is called totally irreducible.

Let us denote by $\lambda(b_K)$ the function that gives the degree of irreducibility of $b_K$, and $\lambda$ ($0 \leq \lambda \leq K$) their possible values. Then $\Xi_K$ may also be decomposed like

$$\Xi_K = \bigcup_{\lambda=0}^{K} \Xi_K(\lambda), \quad (15)$$
where
\[ \mathcal{T}_K (\lambda) = \{ b_K \in \mathbb{F}_K \mid \lambda (b_K) = \lambda \} . \]
The cardinal coefficients \( \beta_K (\lambda) \equiv \# \mathcal{T}_K (\lambda) \) were calculated recursively, in Ref. [4] obtaining the formula
\[ \beta_K (\lambda) = \binom{K}{\lambda} \mathcal{G}_\lambda, \] (16)
where \( \mathcal{G}_\lambda \equiv \beta_\lambda (\lambda) \) is the number of totally irreducible \( \lambda \)-Boolean functions. From (11), and taking cardinalities in (15); it happens that (16) obeys the formula
\[ 2^{2^\lambda} = \sum_{\lambda=0}^{K} \binom{K}{\lambda} \mathcal{G}_\lambda; \]
which may be inverted using Comtet’s formulas [17] for the combinatorial coefficients (see Appendix A) obtaining
\[ \mathcal{G}_\lambda = \sum_{m=0}^{\lambda} (-1)^{\lambda-m} \binom{\lambda}{m} 2^{2^m}. \] (17)
All coefficients \( \beta_K (\lambda) \), but \( \beta_K (0) = 2 \), grow with \( K \). \( \mathcal{T}_K (0) \) consists of the \( K \)-contradiction \( \neg \tau \equiv b^{(1)}_K \) and \( K \)-tautology \( \tau \equiv b^{(2^K)}_K \) functions, with truth tables (9) given by
\[ \mathcal{B} (\neg \tau) = \{0,0,\ldots,0\}, \] (18)
and
\[ \mathcal{B} (\tau) = \{1,1,\ldots,1\} \] (19)
respectively.

On the other extreme, from (16) and (17) we obtain for the number of totally irreducible functions \( \beta_K (K) \) the asymptotic expression,
\[ \frac{\beta_K (K)}{2^{2^K}} \approx 1 - \mathcal{O} \left( \frac{K}{2^{2^K}} \right) , \] (20)
for \( K \gg 1 \). This shows that, with respect to the normalized counting measure, almost any \( K \)-Boolean function is totally irreducible.

These facts show us that the “real connectivity” of a \( K \)-Boolean function \( b_K \) is not \( K \), but \( \lambda (b_K) \). However, for big values of \( K \) the “real connectivity”
becomes nearly $K$. Note that the curve for the phase transition given by (6), in the region $p \sim 1/2$ predicts values of the order $K \sim 2$. So, for this region the effect of irreducibility should be appreciable in a mean field treatment that takes into account the degree of irreducibility due to the small values of $K$ there. Let us calculate the average value $\langle \lambda \rangle$ as a function of $p$ and $K$. This represents the average connectivity of $b_K$ with respect to the extraction probability (12). So

$$\langle \lambda \rangle = \sum_{b_K \in \Xi_K} \lambda(b_K) \Pi_p \circ \omega(b_K) = \sum_{\lambda=0}^K \lambda \sum_{b_K \in \Xi_K(\lambda)} \Pi_p \circ \omega(b_K)$$

$$= \sum_{\lambda=0}^K \lambda \sum_{\omega=0}^{2^K} \Pi_p(\omega) \sum_{b_K \in [\Xi_K(\lambda) \cap \Psi_K(\omega)]} 1$$

$$= \sum_{\lambda=0}^K \lambda \sum_{\omega=0}^{2^K} \Pi_p(\omega) \varrho_K(\lambda, \omega), \quad (21)$$

where

$$\varrho_K(\lambda, \omega) = \# [\Xi_K(\lambda) \cap \Psi_K(\omega)].$$

The calculation of the cardinality $\varrho_K(\lambda, \omega)$ is a difficult task that has been done in Ref. [14] using algebraic theoretical tools to do the combinatorial counting. Here we quote the result and refer the interested reader to the bibliography [14]:

$$\varrho_K(\lambda, \omega) = \binom{K}{\lambda} \sum_{m=0}^{\lambda} (-1)^{\lambda-m} \binom{\lambda}{m} \times \delta \left(\left\lfloor \omega \cdot 2^{m-K} \right\rfloor - \omega \cdot 2^{m-K} \right) \left(\frac{2^m}{\left\lfloor \omega \cdot 2^{m-K} \right\rfloor}\right),$$

where for all $a \in \mathbb{R}$,

$$\delta(a) = \begin{cases} 1 & \text{if } a = 0 \\ 0 & \text{if } a \neq 0 \end{cases}$$

is Kronecker’s delta, $[a] \in \mathbb{Z}$ the floor function, which denotes the greatest integer $[a]$ such that $[a] \leq a$, $(\lambda \choose m) = 0$, for $m > \lambda$, and $0^0 \equiv 1$. With this aid, (21) may be calculated, obtaining

$$\langle \lambda \rangle = K \left(1 - [1 - 2p(1-p)]^{2K-1} \right) < K. \quad (22)$$
See Appendix B for manipulation of the combinatorial coefficients, and representations of Kronecker’s delta in terms of them.

For $p \sim 1/2$, the effect of (20) tends to dominate for $K \gg 1$, making $\langle \lambda \rangle \sim K$. Instead, for $p$ near to 0 or 1, the $K$-Boolean function (18) or (19), respectively dominates (since contradiction and tautology are, for each case, the only functions to have a significant probability to be extracted); thus making $\langle \lambda \rangle \sim 0$. In Fig. 1, a graph of $\langle \lambda \rangle/K$ vs. $p$ shows this behavior for different constant values of $K$.

4. Mean Field Theory for NK-Automata

Now a mean field approach ($N \gg 1$) is developed to study the behavior of the Hamming distance of two initially nearby states $S$ and $S'$, with respect to the parameters $K$, and $p$ of the NK-Automata.

**Definition 8:**

The *Hamming distance* $d_H$ between two states $S, S' \in \mathbb{Z}_2^N$ is given by

$$d_H(S, S') = \sum_{i=1}^{N} (S_i \oplus S'_i). \quad (23)$$

We want to see the behavior of (23) as the system evolves in time according to (3) starting at $t = 0$ with two arbitrary states $S(0), S'(0)$, which are nearby (in relation to $N$), that is $d_H(S(0), S'(0)) \ll N$. Let us use the shorthand notation

$$d_H(t) \equiv \sum_{i=1}^{N} (S_i(t) \oplus S'_i(t))$$

for the Hamming distance of the evolving states $S(0)$ and $S'(0)$ at time $t$. Since $0 \leq d_H(t) \leq N$: without loss of generality we may write

$$d_H(0) \equiv \varepsilon N, \quad 0 < \varepsilon \ll 1 \quad (24)$$

for the initial Hamming distance, where $\varepsilon$ is a fixed value not depending on $N$. Then $1 \ll d_H(0) \ll N$ and so, for $N \gg 1$, statistics may be done. Since the Boolean functions and their connections are randomly chosen from (1), and (2), respectively; we have that:

Each affected site $j$, such that $S_j(0) \neq S'_j(0)$; will affect, on average, $K$ sites $C_K \equiv \{j_1, \ldots, j_K\} \subseteq [N]$. The $j_l$-th affected site $(l = 1, \ldots, K)$ is the
argument of a $K$-Boolean function $b_K^{(i)}$ which is a stochastic variable obtained from the probability distribution (12). So, $b_K^{(i)}$ is going to have a degree of irreducibility $\lambda \left( b_K^{(i)} \right)$, and a probability of change $P_{\chi} \left( b_K^{(i)} \right)$ owing that one of their arguments has changed (to be calculated in the next section). We take as a mean field approximation, that in average the Hamming distance will increase or decrease, for each site $i$ by a factor $0 \leq \Delta (K, p) \leq K$ at each time step. Then

$$d_H (1) = d_H (0) \Delta (K, p) = \varepsilon N \Delta (K, p) ,$$

where

$$\Delta (K, p) = \frac{1}{\varepsilon N} \sum_{i=1}^{\varepsilon N} P_{\chi} \left( b_K^{(i)} \right) \lambda \left( b_K^{(i)} \right) .$$

(25)

Since the stochastic terms in the sum are statistically independent we may apply the central limit theorem for $N \gg 1$ to obtain

$$\Delta (K, p) \approx \langle P_{\chi} (b_K) \lambda (b_K) \rangle = \sum_{b_K \in \Xi_K} \Pi_p (b_K) P_{\chi} (b_K) \lambda (b_K) .$$

The same arguments are valid for any $t$, as long as $1 \ll d_H (t) \ll N$, continues to be true, so we obtain

$$d_H (t + 1) = d_H (t) \langle \lambda (b_K) P_{\chi} (b_K) \rangle .$$

(26)

The relative error $\mathcal{E}_r (t)$ in the calculation of (26) can by estimated in terms of the variance $\Sigma^2 (t)$ of $d_H (t)$. Using the central limit theorem once again we have $\Sigma^2 \approx d_H (t) \varsigma^2$, where $0 \leq \varsigma^2 \leq K^2$. So we obtain

$$\mathcal{E}_r (t) = \frac{\Sigma(t)}{d_H (t)} \approx \frac{\varsigma}{\langle \lambda (b_K) P_{\chi} (b_K) \rangle \sqrt{d_H (t)}} \sim O \left( \frac{1}{\sqrt{N}} \right) .$$

(27)

Since $\mathcal{E}_r (t)$ vanishes for $N \to \infty$, the mean field approximation is exact in the thermodynamic limit.

Solving for the initial condition $d_H (0) = \varepsilon N$, we have for the evolution of Hamming distance (26) the mean field equation

$$d_H (t) = \varepsilon N \exp \{ t \ln [\Delta (K, p)] \} .$$

Now we see that there is an exponential grow (or decay) in $d_H (t)$ depending on whether $\Delta (K, p)$ is bigger (or smaller) than one: this divides the phase space of the parameters $p$ and $K$ in the regions
\[ \Delta (K, p) = \begin{cases} > 1 & \text{Standing for a disordered phase, called chaotic,} \\ < 1 & \text{Representing an ordered, or frozen phase,} \end{cases} \]

while

\[ \Delta (K_c, p_c) = 1 \] (28)
represents the equation for the critical transition curve.

5. Phase Space Diagram corrected for Boolean Decomposition

We now study for which values of the parameters \( K \), and \( p \) (28) holds. This is done calculating the average \( \langle \lambda (b_K) \rangle \). Note aboard that, due to the fact that \( 0 \leq \langle \lambda (b_K) \rangle < K \), and \( 0 \leq \langle P (b_K) \rangle \leq 1 \): \( \Delta (K, p) < 1 \) for \( K \leq 1 \). So \( K > 1 \) is a necessary, but not sufficient, condition for chaotic behavior to be exhibited in \( NK \)-Kauffman networks.

The probability that a \( K \)-Boolean function \( b_K \) changes; due that one of its arguments has changed \( P (b_K) \) is given by definition as,

\[ P (b_K) = \sum_{\sigma \in \mathbb{Z}_2} \pi (b_K : \sigma) \pi (b_K : \sigma \oplus 1 | \sigma). \] (29)

Where \( \pi (b_K : \sigma) \) is the probability to extract at random the value \( \sigma \in \mathbb{Z}_2 \) from the truth table (9) \( \mathcal{B} (b_K) \), and \( \pi (b_K : \sigma \oplus 1 | \sigma) \) is the probability to extract at random the value \( -\sigma \equiv \sigma \oplus 1 \), from \( \mathcal{B} (b_K) \); given that \( \sigma \) has been previously extracted. Then from (13)

\[ \pi (b_K : \sigma) = \frac{\omega (b_K)}{2^K} \delta (\sigma \oplus 1) + \frac{2^K - \omega (b_K)}{2^K} \delta (\sigma). \]

While

\[ \pi (b_K : \sigma \oplus 1 | \sigma) = \Sigma_K \pi (b_K : \sigma \oplus 1), \]

where

\[ \Sigma_K \equiv \frac{2^K}{2^K - 1} \]

is a second extraction factor which appears since now there remain in the pool \( 2^K - 1 \) states \( S \in \mathbb{Z}_2^N \) to choose. Substituting in (29) we obtain

\[ P (b_K) \equiv P \circ \omega (b_K) = 2 \sum_K \frac{\omega (b_K) (2^K - \omega (b_K))}{2^{2^K}}. \]
Now we may calculate $\Delta (K, p) = \langle \lambda (b_K) \ P_{\chi}(b_K) \rangle$ in the same way as (22) through (21):

$$\Delta (K, p) = \sum_{b_K \in \Xi_K} \Pi_p \circ \omega (b_K) \lambda (b_K) \ P_{\chi} \circ \omega (b_K)$$

$$= \sum_{\omega=0}^{2^K} \Pi_p (\omega) P_{\chi} (\omega) \sum_{\lambda=0}^{K} \lambda \ g_K (\lambda, \omega).$$

Which with the aid of (B3) and (B5) of Appendix B

$$\Delta (K, p) = K^2 p (1 - p) \left\{ 1 - 2p (1 - p) \left[ 1 - 2p (1 - p) \right]^{2^{K-1} - 2} \right\}$$

is obtained.

So the critical transition curve (28) is given by

$$K_c 2 p_c (1 - p_c) \left\{ 1 - 2 p_c (1 - p_c) \left[ 1 - 2 p_c (1 - p_c) \right]^{2^{K_c-1} - 2} \right\} = 1. \quad (30)$$

Comparison with result (6) shows the appearance of a new factor $\{ \cdots \}$ of order $O \left[ 1 - 2 p_c (1 - p_c) \right]$ which accounts for the existence of Boolean irreducibility in the functions. Note that $\{ \cdots \}$ appears since Derrida et al., not taking account for Boolean irreducibility implicitly calculated [9,11,12]:

$$K_c \ P_{\chi} (b_K) = \sum_{b_K \in \Xi_K} \Pi_p \circ \omega (b_K) \ P_{\chi} \circ \omega (b_K) = K_c 2 p_c (1 - p_c) = 1. \quad K_c = 2.62140224613 \ldots$$

Fig. 2 compares the graphs of (6) and (30). Now, due to the effect of irreducibility the transition occurs for each $p$ at greater values of $K$. In particular, for the all important case $p = 1/2$:

$$K_c = 2.62140224613 \ldots \quad (31)$$

6. Simulations

We have done numerical simulations for $N = 10^6$ automata. Since a mean field approximation implies $N \to \infty$, we should expect the appearance of non ideal results, which come from the fact that the relative error (27) is not zero.
First of all, since we use extensively random numbers, we use a pseudo-
random number generator routine with a long period ($> 2 \times 10^{18}$) which
generates numbers from a uniform distribution on the open interval $(0, 1)$ [18].
The study is done fixing $K = 3$, and varying $p$ from the predicted value by
Derrida et al. for the phase transition (6) $p = 0.2113 \ldots$. Then we start
changing values from $p = 0.22, 0.23$ through the predicted value (30) by
taking into account Boolean irreducibility $p = 0.2654 \ldots$. Finally, we go to
the chaotic phase values $p = 0.3$ and $p = 0.5$.

As a double check, we also consider the special case $p = 0.5$ for the
controversial connectivity value $K = 2$.

The flow of the program is the following:

[A] The routine generates an automata using the random rules (1) and (2),
then two random initial states are generated with the restriction that
their Hamming distance be $d_H(0) = 10^4$. The dynamical system is
then ran 29 time steps. We repeat this process starting with different
random initial states and ran the process 10 times, then the average is
taken. This step is done in order to avoid be fooled in particular initial
states.

[B] A new Kauffman’s automata is constructed (same $K = 3$, and $p$) and
step [A] is repeated.

[C] Steps [A] and [B] are leave running 100 times. Once ended, the average
and the standard deviation are calculated.

[D] The results are stored in files where graphs for $d_H(t)$ vs. $t$ and the error
bars for $d_H(t)$, obtained from the standard deviation, are depicted.

Before we proceed to interpret the resulting graphs, some explanations
must be considered: $d_H(0) = 10^4$ is taken big enough to make the relative
error $E_r(0)$ (27) as small as possible, while avoiding saturation effects due to
the finite value of $N = 10^6$. The dynamical system is then leave running 29
time steps, which is more than enough, in order that Hamming distance does
not become too saturated. This effect happens when Hamming distance stops
growing, or decreasing exponentially having an inflexion toward a constant
value. Note that $\varepsilon$ in (24) is fixed, so $d_H(0) = \varepsilon N$ scales like $N$.

In Fig. 3 we see the graph of $d_H(t)$ vs. $t$ for the case $p = 0.2113 \ldots$
($K = 3$). We may observe a clear decay of the graph showing that the phase
transition does not occur there as predicted by (6) in which irreducibility
was not taken into account. In Fig. 4 we observe the graphs for the cases
$p = 0.22$, $p = 0.23$, and $p = 0.2654 \ldots$ which are in the critical zone. Appar-
ently the phase transition does not occur at the predicted value (corrected
for irreducibility) $p = 0.2654\ldots$, which is growing instead of being neither growing, nor decaying. Furthermore the value $p = 0.22$ has a lower slope, but is still growing. This is an artefact due to the finite character of $N$. From (25) applying the central limit theorem, we obtain

$$
\Delta_t(K, p) \simeq \Delta(K, p) \pm \frac{\theta}{\sqrt{d_H(t)}},
$$

where $\theta^2$ is the variance of each term in the summation (25), and we have set $d_H(t)$ instead of $\varepsilon N$ in (32). So for $N$ finite there is not a phase transition curve (a fact well known in statistical mechanics) but a region whose thick goes to zero like $1/\sqrt{N}$. In Fig. 5 we see the graphs for $p = 0.3$ and $p = 0.5$ which are clear in the chaotic region. Their initial exponential increment is evident, and their saturation starts at about $t \sim 10$.

We ran also a simulation for the special case $K = 2$ at $p = 1/2$ the graph is shown in Fig. 6 which clearly shows that the automata are in the ordered phase zone. The increase of the error bars is due to the decrease of $d_H(t)$ which increases the value of the relative error (27). So, since we have shown numerically that for $p = 0.5$, $K = 3$ the automata are in a disordered phase; the transition must occur well inside $2 < K < 3$, with a theoretical predicted value given by (31), when irreducibility is taken into account.

We have run simulations for $d_H(0) = 10^5$. For $N = 10^6$ this value of $d_H(0)$ is very near the maximum possible value of Hamming distance; i.e. $N = 10^6$. However it still gives information. Since $d_H(0)$ is bigger, errors (27) and (32) are smaller; and we could expect a better approximation to the transition value. We leaved ran the dynamical system only 9 time steps since Hamming distance saturates very fast. The results are reported in Fig. 7 for the near to the critical phase transition values $p = 0.2113\ldots$, 0.22, 0.23, 0.24 and 0.2654\ldots. One observes that the slopes of all the curves have decreased with only the curve for $p = 0.2654\ldots$ having a positive slope. Note also that the error bars have decreased. Once again this is due to a decrease of errors (27) and (32).

We may conclude with certainty that numerical simulations with $d_H(0) = \varepsilon N$ and $N > 10^6$ will approach further to the theoretical predicted value for the phase transition $p = 0.2654\ldots$ for $K = 3$ accordingly to (30).
7. Conclusions

We have re-calculated the phase transition curve (6) for NK-Kauffman networks [11,12] correcting calculations for the effect of Boolean irreducibility of $K$-Boolean functions [4]. While it turns out not to be a big correction for this case, it has an important effect in many other aspects of the behavior of NK-Kauffman networks, such as the injective properties of the function $\Psi$ Eq. (4), which maps the NK-Kauffman networks set $L_N$ into the $2^N$ functional graphs set $G_{2^N}$ [3,4]. Important to be noted is that result (31), for $p = 1/2$ and $K = 2$, is well inside the uncertainty $2 \leq K_c \leq 3$ of past numerical simulations [1,9,15]. We also ran simulations for $K = 3$ in the region near $p = 0.2654\ldots$ [the value that (30) predicts for $p_c$] obtaining good agreement with the mean field treatment which takes into account Boolean irreducibility. As a double check we ran simulations for $p = 1/2$, $K = 2$. Our results clearly indicate that it corresponds to an ordered phase in accordance with the theoretical results of this work.

Without doubt the degree $\lambda$ of irreducibility, Definition 7 (ii) should play an important role in the characterization of NK-Kauffman networks dynamics as a function of parameters $N$, $K$, and $p$. A possible line of research may be to try to correct for Boolean irreducibility the study made by Derrida & Stauffer for Kauffman cellular automata in a two dimensional lattice [11].
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Appendix A: Inversion Formula for Binomial Coefficients

In Comtet’s work, the following inversion formula is proved [17]:

For any two sequences of real numbers

\[ \{ f_r \}_{r=0}^n, \text{ and } \{ g_r \}_{r=0}^n, \quad n \geq 0 \]

such that

\[ f_n = \sum_{r=0}^{n} \binom{n}{r} g_r. \]

Then, it follows that the \( g_r \) are given in terms of the \( f_r \) through

\[ g_n = \sum_{r=0}^{n} (-1)^{n-r} \binom{n}{r} f_r. \]

Appendix B: Identities and checks for manipulating \( g_K (\lambda, \omega) \)

It is useful for the calculations involving \( g_K (\lambda, \omega) \) to extend the definition of the combinatorial coefficients when the upper index \( a \in \mathbb{R} \), and the lower index \( n \in \mathbb{Z} \); by writing [19]:

\[ \binom{a}{n} = \begin{cases} \frac{a(a-1)\ldots(a-n+1)}{n!} & \text{for } n \geq 0 \\ 0 & \text{for } n < 0 \end{cases}. \tag{B1} \]

Which for the case \( a \in \mathbb{Z} \) gives \( \binom{a}{n} = 0 \) if \( a < n \). From (B1) the following identity can be proved to hold for any \( a \in \mathbb{R}, m, n \in \mathbb{Z} \) [19]

\[ \binom{a}{m} \binom{m}{n} = \binom{a}{n} \binom{a-n}{m-n}. \tag{B2} \]

The Binomial Theorem for \( z \in \mathbb{C} \) comes to be

\[ (1 + z)^a = \sum_{m \geq 0} \binom{a}{m} z^m \quad \text{for} \quad \begin{cases} |z| < 1, & \text{if } a \in \mathbb{R} \\ \forall z \in \mathbb{C} & \text{if } a \in \mathbb{N} \cup \{0\} \end{cases}. \tag{B3} \]
where, $0^0 \equiv 1$. From (B3) the following useful Kronecker’s delta representations, for $a \in \mathbb{R}^+ \cup \{0\}$ may be obtained by deriving with respect to $z$ and taking $z = -1$ [where it is to be noted that the series (B3) still converges for $z = -1$ due to the alternating sign, and that $\left(\begin{array}{c} a \\ m \end{array}\right) \sim \mathcal{O}(m^{-1-a})$, for $m \gg 1$] [19]:

$$\delta (a) = \sum_{m \geq 0} (-1)^m \left(\begin{array}{c} a \\ m \end{array}\right), \quad \delta (a - 1) = \sum_{m \geq 0} (-1)^{m+1} m \left(\begin{array}{c} a \\ m \end{array}\right) a \geq 0. \quad (B4)$$

Using (B2) and (B4) one easily obtains the following check identities for $\varrho_K (\lambda, \omega)$, which are consequences of (14), (16) and (17):

$$\sum_{\lambda=0}^{K} \varrho_K (\lambda, \omega) = \binom{2^K}{\omega},$$

and

$$\sum_{\omega=0}^{2^K} \varrho_K (\lambda, \omega) = \binom{K}{\lambda} \sum_{m=0}^{\lambda} (-1)^{m-\lambda} \left(\begin{array}{c} \lambda \\ m \end{array}\right) 2^{2m} \equiv \beta_K (\lambda).$$

From (B3) and (B4) also follows the useful identity

$$\sum_{\lambda=0}^{K} \lambda \varrho_K (\lambda, \omega) = K \left[ \binom{2^K}{\omega} - \binom{2^{K-1}}{\lfloor \omega \rfloor} \delta \left( \lfloor \frac{\omega}{2} \rfloor - \frac{\omega}{2} \right) \right]. \quad (B5)$$
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Figure caption

Figure 1. (Color online), Graph of $\langle \lambda \rangle / K$ vs. $p$, for constant values of $K$. It shows the behavior of the *average degree of irreducibility* of the $K$-Boolean functions $b_K$ vs. the bias $p$.

Figure 2. (Color online) Compares the graphs of phase transition curve (6), calculated by Derrida, *et al.*, which does not take into account the irreducible degree of $K$-Boolean functions, with the graph of (30) which takes into account this effect.

Figure 3. (Color online) The graph of $d_H(t)$ vs. $t$ for the parameters values $K = 3$ and $p = 0.2113\ldots$ which by (6) are predicted to be at the transition curve. The decay of the graph shows that they are on the ordered phase region.

Figure 4. (Color online) The graphs of $d_H(t)$ vs. $t$, all for $K = 3$ and the bias values $p = 0.22$ (red), $p = 0.23$ (green), and $p = 0.2654\ldots$ (blue) in increasing order of their slopes. All are increasing graphs, particularly the theoretically predicted values $p = 0.2654\ldots$ and $K = 3$ which by (30), should be on the transition curve. Its grow, however, is interpreted an artefact due the finite value of $N$ according to (32).

Figure 5. (Color online) The graphs of $d_H(t)$ vs. $t$ for the connectivity value $K = 3$ and the bias values $p = 0.3$ (red), and $p = 0.5$ (green) in increasing order of their slopes. They show an initial exponential grow typical of the disordered phase, and then they begin to change to a constant value, due to the saturation effect when $d_H(t) \sim N/4$.

Figure 6. (Color online) The graph of $d_H(t)$ vs. $t$ for the controversial parameter’s values $K = 2$, $p = 1/2$. The $d_H(t)$ decay shows an ordered phase. The grow of the error bars is due to the decrease of $d_H(t)$ which increases the relative error by $1/\sqrt{d_H(t)}$ according to (27).

Figure 7. (Color online) The graphs of $d_H(t)$ vs. $t$, all for the connectivity value $K = 3$, and the bias’ values $p = 0.2113\ldots$, 0.22, 0.23, 0.24, 0.2654\ldots beginning at the bottom with $p = 0.2113\ldots$ and going upwards for growing
values of $p$. 