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Abstract

Tracking of humans in dynamic scenes has been an important topic of research. There has been considerable work in tracking humans and other objects in recent years. A real-time method for tracking multiple moving objects based on effective Gaussian Mixture Model (GMM), and identifying the moving objects with Joint Probability Data Association Filter (JPDAF) is proposed in this paper. Most tracking algorithms have better performance under static background but get worse results under background with fake motions. Therefore, most of the tracking algorithms are used in indoor environment. An adaptive Gaussian Mixtures has a nice property in resolving this problem. This paper uses recursive equations to constantly update the parameters of a Gaussian Mixture Model and to simultaneously select the appropriate number of components for each pixel. Therefore, this method is more time and memory efficient than the common GMM with the fixed component number. In tracking multiple moving objects, problems occur when objects pass across each other. The JPDAF method is used in this paper to solve this problem. Moreover, it can effectively deal with the various scenes such as the indoor scene, the outdoor scene, and the cluttered scene. The experimental results on our test sequence demonstrate the high efficiency of the proposed method.

Keywords: Adaptive background modeling, Maximum likelihood, Recursive equations, Parameter estimation

Introduction

Multi target tracking, the association of detected points into sequences over time, is an important NP-hard (non deterministic polynomial-time hard) problem. Considerable efforts have been conducted to design tractable methods by reducing its complexity. Multi target tracking has a broad range of applications including some well-known application such as video surveillance and monitoring [1] sonar based tracking of sea animals or submarines, robot control [2] eye tracking [3] video based identification and tracking of people and car for surveillance or security purposes, and many more [4,5].

Motion detection

Nearly every visual surveillance system starts with motion detection. Subsequent processes such as tracking and behavior recognition are greatly dependent on it. Accurate and real-time motion segmentation will greatly improve the performance of object tracking. The difficulty in motion segmentation lies in how to reconstruct the background image to adapt to the scene changes, and how to remove the false foreground pixels that may lead to inaccurate segmentation results. Most back grounding methods involve continuously estimating a statistical model of the variation for each pixel. A common method of adaptive backgrounding is averaging the images over time, creating a background approximation which is similar to the current static scene except where motion occurs. While this is effective in situations where objects move continuously and the background is visible a significant portion of the time, it is not robust to scenes with many moving objects particularly if they move slowly.

In [6] a nonparametric kernel density estimation method is presented, with higher sensitivity in detecting foreground regions. This method updates the background from the sample data directly by using the Gaussian kernel Parzen estimator. If the sample size is large enough, this method can very accurately describe the background variations. So, the performance of this method is based on the sample size. The more precisely the background is estimated, the more memory and CPU time will be needed.

The authors in [7,8] use mean-shift analysis to track the distribution of a target object. The method shows good performance in crowded scenes and cluttered backgrounds. However, the object shape is constrained to be an ellipse, which restricts the applicability of the approach when dealing with deformable objects. Also, the performance of the approach drastically decreases under variations in the appearance of the objects.

In [9] proposed a method for detecting and tracking multiple moving objects based on discrete wavelet transform and identifying the moving objects by their color and spatial information. Many tracking algorithms have better performance under static background but get worse results under background with fake motions.

Therefore, most of the tracking algorithms are used indoors instead of outdoor environment. Since discrete wavelet transform has a nice property that it can divide a frame into four different frequency bands without loss of the spatial information, it is adopted to solve this problem due to the fact that most of the fake motions in the background can be decomposed into the high frequency wavelet sub-band. In tracking multiple moving objects, many applications have problems when objects pass across each other. Color and spatial information are used in this paper to solve this problem.

A mixture Gaussian model can represent the complex distribution of each pixel, and it became a popular technique for modeling a dynamic background. Unfortunately, conventional Gaussian mixture model (GMM) suffers from slow convergence at the initial stage [10-13] and the segmentation accuracy largely depends on the threshold parameters.

Object tracking

After motion detection, surveillance systems generally track
moving objects from one frame to another in an image sequence. Tracking over time typically involves matching objects in consecutive frames using features such as points, lines or blobs. A visual-based multi-target tracking system should be able to track a variable number of objects in a dynamic scene and maintain the correct identities of the targets regardless of occlusions and any other visual perturbations. It is a very complicated and challenging problem; extensive research work has been done.

The most commonly used framework for tracking is that of Bayesian Sequential Estimation. This framework is probabilistic in nature, and thus facilitates the modeling of uncertainties due to inaccurate models, sensor errors, environmental noise, etc. The general recursions update the posterior distribution of the target state, also known as the filtering distribution, through two stages: a prediction step that propagates the posterior distribution at the previous time step through the target dynamics to form the one step ahead prediction distribution, and a filtering step that incorporates the new data through Bayes’ rule to form the new filtering distribution. In theory the framework requires only the definition of a model for the target dynamics, a likelihood model for the sensor measurements, and an initial distribution for the target state. In most practical tracking applications the sensor yield unlabelled measurements of the targets. This leads to a combinatorial data association problem that is very challenging when targets have a small separation compared to the measurement errors. Furthermore, clutter measurements may arise due to multi-path effects, sensor errors, etc., further increasing the complexity of the data association problem.

A large number of strategies are available to solve the data association problem. These can be broadly categorized as either single frame assignment methods, or multi-frame assignment methods. The Multiple Hypotheses Tracker (MHT) attempts to keep track of all the possible association hypotheses over time. The idea of MHT [14] is to associate each measurement with one of the existing tracks, or to form a new track from the measurement. The MHT algorithm calculates the likelihoods of the measurements and the posterior probabilities of the hypotheses, storing only the most probable hypotheses. To enhance the computational efficiency, heuristic methods such as gating, hypothesis merging, clustering and several other strategies can be employed.

In this respect the Joint Probabilistic Data Association Filter (JPDAF) [15,16] is more appealing. At each time step infeasible hypotheses are pruned away using a gating procedure. A filtering estimate is then computed for each of the remaining hypotheses, and combined in proportion to the corresponding posterior hypothesis probabilities. JPDA approximates the posterior distributions of the targets as separate Gaussian distributions for each target. If the number of targets is T, then T separate Gaussian distributions are maintained. The number of Gaussian distributions is kept constant by integrating the number of targets over time. This results in an algorithm where each of the target estimates gets updated by every measurement with weights that depend on the predicted probabilities of the associations. Gating is used for limiting the number of measurements for each track. If the predicted probabilities are too low (i.e., below a predefined threshold) for certain targets, those targets are not updated at all. Clutter measurements can be modeled similarly.

**Gaussian Mixture Model**

A GMM is a statistical model that assumes the data originate from a weighted sum of several Gaussian distributions. There are two important problems when GMM is used to model multivariate data: the selection of the number of components and the initialization. In this paper, use a flexible method for foreground segmentation that is proposed in [17,18] and [19-21]. We still use the finite GMM to model the scene background, but a stochastic approximation procedure is used to recursively estimate the parameters of the GMM, and to simultaneously obtain the asymptotically optimal number of the mixture components. Therefore, this method is highly memory and time efficient. Moreover, this method can effectively deal with many scenes, such as the indoor scene, the outdoor scene, and the clutter scene.

The value of a pixel at time t in RGB is denoted by \( \tilde{X}^{(i)} \). Some other color space or some local features could also be used. We choose a reasonable time adaptation period T. At time t we have: \( \tilde{X}_t = [x^{(i)}, x^{(v)}] \)

For each new sample we update the training data set \( \tilde{X}_t \) and reestimate the density. It is said that \( \tilde{X}_t \) follows a M components finite mixture distribution if its probability density function can be written as:

\[
p(\tilde{x}; \theta) = \sum_{m=1}^{M} \pi_m p_m(\tilde{x}; \theta_m), \quad \text{with} \quad \sum_{m=1}^{M} \pi_m = 1
\]

(1)

Where \( \pi_{1,...,m} \) are the mixing weights, each \( \theta_k \) is the set of parameters defining the component, and \( \theta = (\pi_{1,...,m}, \theta_{1,...,m}) \) are the parameters. We use a GMM with M components:

\[
\tilde{P}(\tilde{x} / X_t, BG + FG) = \sum_{m=1}^{M} \pi_m N(\tilde{x}; \mu_m, \sigma_m^2)
\]

(2)

Where \( \mu_{1,...,m} \) are the estimates of the means and \( \sigma_{1,...,m}^2 \) are the estimates of the variances that describe the Gaussian components and \( \alpha_{m} = \mu_{m} \sum_{1}^{M} \).

The estimated mixing weights denoted by \( \tilde{\pi}_m \) are non-negative and add up to one. The type of the components may be various, but the d-dimension Gaussian function is chosen here. The d-dimension Gaussian component in the mixture is given by:

\[
p(\tilde{x} / \theta) = \frac{1}{(2\pi)^{d/2} \sum_{m=1}^{M} \sigma_{m}^2} e^{-\frac{1}{2} \sum_{i=1}^{d} (\tilde{x}_i - \mu_{m})^2 / \sigma_{m}^2}
\]

(3)

**Update equations**

Given a new data sample \( \tilde{x}^{(i)} \) at time t the recursive update equations are:

\[
\tilde{\pi}_m \leftarrow \tilde{\pi}_m + \alpha \left( \delta^{(i)}_{m} - \tilde{\pi}_m \right)
\]

(4)

\[
\tilde{\sigma}_m^2 \leftarrow \tilde{\sigma}_m^2 + \alpha \left( \alpha \tilde{\pi}_m \delta_{m}^2 \right)
\]

(5)

\[
\tilde{\mu}_m \leftarrow \tilde{\mu}_m + \alpha \left( \frac{\alpha \tilde{\pi}_m}{\tilde{\sigma}_m^2} \right) \delta_m
\]

(6)

Where, \( \delta^{(i)}_{m} \) is the time interval T that was mentioned above, the constant \( \alpha \) defines an exponentially decaying envelope that is used to limit the influence of the old data. We keep the same notation having in mind that effectively \( \alpha = \frac{1}{T} \). For a new sample the ownership \( \delta_{m}^{(i)} \) is set to 1 for the “close” component with largest \( \tilde{\pi}_m \) and the others are set to zero. We define that a sample is “close” to a component if the Mahalanobis distance from the component is, for example, less than three. The squared distance from the mth component is calculated as:

\[
D_m^{2}(\tilde{x}^{(i)}) = \frac{\delta_m^2}{\tilde{\sigma}_m^2}
\]

(7)
If there are no “close” components, a new component is generated with \(\pi_m = \alpha, \mu_m = \bar{x}_m\) and \(\sigma_m = \sigma_0\) where \(\sigma_0\) is some appropriate initial variance.

### Background subtraction for foreground

The GMM with \(M\) components as (3) models both the foreground object and the scene background without distinction, that is, some of the mixture components model the foreground objects, and others model the scene background. If one mixture component occurs frequently (with high \(\pi_m\)) and does not very much (with low \(\sigma_m\)), it could be deemed to be background [22]. Therefore, the \(K\) mixture components are ordered based \(\hat{\theta}_{ML} = \arg \max_{\theta} \{\log p(X|\hat{\theta})\}\) on moreover, the first \(B\) components are chosen as a model of the scene background where \(B\) is estimated as:

\[
B = \arg \min_B \left\{ \frac{\sum_{i=1}^{T} \pi_i}{\sum_{m=1}^{N} \pi_m} > T \right\}
\]

\(T\) is the threshold, the fraction of the total weight given to the background model. Background subtraction is performed, by marking any pixel of the input frame that is more than 2.0 standard deviations away from any of the \(B\) components as a foreground.

### Parameters estimation

Given a set of \(t\) independent and identically distributed samples \(X = \{x^{(1)}, \ldots, x^{(t)}\}\) the Maximum Likelihood (ML) estimation of the parameter values is:

\[
\hat{\theta}_{ML} = \arg \max_{\theta} \{\log p(X|\theta)\}
\]

Unfortunately, it is difficult to analytically find the estimation from (9) [18]. But the Bayesian maximum a posteriori (MAP) criterion:

\[
\hat{\theta}_{MAP} = \arg \max_{\theta} \{\log p(X|\theta) + \log p(\theta)\}
\]

Is flexible for the parameters estimation [12].Where \(p(\theta)\) is the prior for the mixture parameters. The usual choice for obtaining ML or MAP estimation of mixture models parameters is the EM algorithm, which is an iterative procedure for searching local maxima. The EM algorithm is based on the interpretation of \(X\) as incomplete data. For finite mixture, the missing part is a set of \(t\) label \(Z = \{z^{(1)}, \ldots, z^{(t)}\}\) associated with the \(t\) samples, indicating which component produced each sample. The log-likelihood of the complete data is:

\[
\log p(X, Z|\theta) = \sum_{i=1}^{t} \sum_{m=1}^{M} \pi_m \log [\pi_m p(x_i|\mu_m, \sigma_m^2)]
\]

The EM algorithm starts with some initial parameters \(\theta_0\). If to denote the set of the missing part \(Z\), the estimation \(\hat{\theta}_m\) from the \(k\)th iteration of the EM algorithm is obtained using the previous estimation \(\hat{\theta}_{m-1}\) by alternately applying the E-step and the M-step.

- **E-step.** Computes the conditional expectation of the complete log-likelihood, given \(X\) and the previous estimation \(\hat{\theta}_{m-1}\):

\[
Q(\hat{\theta}, \hat{\theta}_{m-1}) = E_{\theta}[\log p(X, Z|\theta / X, \hat{\theta}_{m-1})]
\]

\[
= \sum_{\text{dismissible}} p(Z / X, \hat{\theta}_{m-1}) \log p(x, z / \hat{\theta})
\]

- **M-step.** Updates the parameters estimation in the case of MAP estimation, according to (10).

\[
\hat{\theta}_m = \arg \max_{\theta} \{Q(\hat{\theta}, \hat{\theta}_{m-1}) + \log p(\theta)\}
\]

### Estimating the number of mixture components

Obviously, in order to use the EM algorithm, the appropriate number of mixture components \(M\) must be known. With too many components, the mixture may over-fit the data, while a mixture with too few components may under- fit. Besides, the appropriate number of components can reveal some important existing underlying structure that characterizes the data. However, introducing more mixture components always increases the log-likelihood. The balance is achieved by introducing \(p(\theta|M)\) that penalizes complex solutions.

\[
\log p(X; \theta(M)) + \log p(\theta(M))
\]

Where \(p(\theta(M))\) is the previously defined Dirichlet prior as:

\[
p(\theta(M)) \exp \sum_{m=1}^{M} c_m \log \pi_m = \prod_{m=1}^{M} \pi_m
\]

Where coefficients \(c_m\) equal to \(-\frac{N}{2}\), where \(N\) presents the number of parameters per component of the mixture.

### Online parameters estimation

For the ML estimate, the following holds:

\[
\hat{\theta} = \arg \max_{\theta} \{\log p(X; \theta)\}
\]

The mixing weights are constrained to sum up to 1. Take this into account by introducing the Lagrange multiplier \(\lambda\) and get:

\[
\hat{\theta} = \frac{1}{t} \sum_{i=1}^{t} p(x_i; \hat{\theta}(i))
\]

With the “ownership” defined as:

\[
\omega_m(x) = \pi_m p(x; \hat{\theta}(i)) / p(x; \hat{\theta}(i))
\]

Similarly, for the MAP solution, have:

\[
\frac{\partial}{\partial \pi_m} \{-\log p(X; \hat{\theta}) + \log p(\theta(M)) + \lambda(\sum_{m=1}^{M} \pi_m - 1)\} = 0
\]

Where \(p(\theta(M))\) is the mentioned Dirichlet prior (15). For t data samples, get:

\[
\pi_m = \frac{1}{K} \sum_{t=1}^{t} \omega_m(x(t)) - c
\]

where

\[
K = \sum_{m=1}^{M} \sum_{t=1}^{t} \omega_m(x(t)) - c = t - Mc
\]

The parameters of the prior are \(c_m = -c\) and \(c = \frac{N}{2}\) rewrite (21) as:
$$\pi_m(t) = \frac{\tilde{\pi}_m - c / t}{1 - Mc / t}$$

(23)

Where

$$\tilde{\pi}_m = \frac{1}{t} \sum_{i=1}^{t} 0_m(i)^{\circ}(i)$$

(24)

the mentioned ML estimate and the bias from the prior are introduced through $c/t$.

The bias decreases for large data sets. If a small bias is acceptable, we can keep is constant by fixing $\sqrt{t}$ to $\sqrt{T}$ with some large $T$.

Assume that the parameters estimation is almost invariable when new sample $x^{(i+1)}$ is added, and $q_m^{(i+1)}(x^{(i+1)})$ can be approximated by $Q_m^{(i)}(X^{(i)})$, that is the previous parameters estimation. Then, we can get the recursive update equation:

$$\sigma_m^{(i)} = \sigma_m^{(i)} + (1 + t)^{-1} \left[ \sigma_m^{(i)}(x^{(i+1)}) - \sigma_m^{(i)} \right] - (1 + t)^{-1} \frac{c_m}{1 - Mc_i}$$

(25)

Here, $T$ should be sufficiently large to make sure that $Mc_i < 1$.

We start with initial $\pi_m(0) = 1/M$ and discard the mth component when $\pi_m(i) < 0$.

$$\tilde{\sigma}_m^{(i)} = \tilde{\sigma}_m^{(i)} + (1 + t)^{-1} \left[ \tilde{\sigma}_m^{(i)}(x^{(i+1)}) - \tilde{\sigma}_m^{(i)} \right]$$

(26)

$$\tilde{\sigma}_m^{(i)} = \sigma_m^{(i)} + (1 + t)^{-1} \frac{\pi_m^{(i)}(x^{(i+1)})}{\pi_m^{(i)}} \left[ (\tilde{\sigma}_m^{(i)} - \tilde{\sigma}_m^{(i)})^2 - \tilde{\sigma}_m^{(i)} \right]$$

(27)

### Tracking Multiple Objects

Once segmented, the objects are tracked in the subsequent frames. Tracking is a loop consisting of prediction of the positions from the previous frames, search for the best match, and update of the object representation. Traditionally, the tracking problem is formulated as sequential recursive estimation [23] having an estimate of the combined state factorises over the individual targets as:

$$p(X, Z_t) \propto p(Z_t | X_t) p(X_t)$$

(31)

These two steps, repeated for each frame, allow computing recursively the state density for each frame. In the case of multiple targets, each target is parameterized by a state $X_{i,t}$ which may differ in interpretation over the individual targets. The combined state is constructed as the concatenation of the individual target states, $X_t = (X_{1,t}, ..., X_{n,t})$ the individual targets are assumed to evolve independently according to Markovian dynamic models $p(X_{i,t+1} | X_{i,t})$. This implies that the dynamics for the combined state factorises over the individual targets as:

$$p(X_t | X_{1:t-1}) = \prod_{k=1}^{K} p(X_{k,t} | X_{k:t-1})$$

(32)

### Problem statement

The humans which are of interest here, all have the same visual appearance and cannot be discriminated visually. Therefore, to track a particular human over time, the association task becomes crucial. We denote by a $F_{ih}$, possible hypothesis of the t-frame association problem $F_{ih} = \{f_{i,1}, f_{i,2}, ..., f_{i,t}\}$ Where $h$ is a parametric representation of frame $t$.

The optimum answer to the association problem is the maximum a posteriori estimation of $F_{ih}$

$$\hat{F}_{ih} = \arg \max_{F_{ih}} p(F_{ih} | Z_{1:t})$$

(33)

Which is NP-hard, with a complexity exponential in $t$, so to find the optimal solution is essentially impossible.

Instead, to solve the association problem, different methods have been introduced to solve the problem sub optimally either by finding the most likely hypothesis from a limited hypothesis set over multiple frames:

$$\{F_{ih} | h = 1, 2, ..., \}$$

(34)

Thus finding the best member

$$\hat{F}_{1:t} = \hat{F}_{i,t}$$

(35)

as the solution such as the multi hypothesis tracking (MHT) algorithm, or a frame by frame solution based on single-frame associations over time $[t-1, t]$ such as JPDA [14].

The single-frame association method is a feasible approach which has been widely used. However even in the single-frame case, virtually all approaches propose to find solutions over a reduced hypothesis space for frame $t$.

$$\{f_{ik} | h = 1, 2, ..., \}$$

(36)

And searching for the best member:
Through the Bayesian sequential approach, we can write:

\[ \hat{f} = f^* \text{ where } \hat{h} = \arg\max_h p(f^* | Z_{1:t}) \]  

As the solution, the optimal single-frame solution is found if it is included among the hypotheses of that frame.

\[ \arg\max p(f_i | Z_i) \in \{f^h\} \]  

One of the widely used and well-known single-frame algorithms to solve the multi-target tracking problem in a reduced hypothesis space is JPDA.

### Joint probabilistic data association

To solve (33), JPDA has been widely applied for multi target tracking. There have been considerable efforts to generalize JPDA and overcome its shortcomings by using the extended Kalman filter (EKF) to linearize modest nonlinear systems [24]. JPDA assumes the number of targets to be known with the following constraints:

1. Each measurement originates from only target or clutter.
2. A measurement can be associated at most to one target.
3. At most one measurement can be associated to a target.

To make the association problem tractable, JPDA reduces the number of possible association hypotheses and keeps a reasonable subset of them as valid association hypotheses using a gating strategy which JPDA employs to validate the measurements and to generate a subset of association hypotheses, valid associations, based on validated measurements. Gating keeps the measurements which fall inside the validation gate of each target as valid measurements; hence the measurements that fall outside of the target’s validation gate are not considered as association candidates and are thrown away. Moreover to manage the dimensionality and so the complexity of the problem, JPDA employs a recursive strategy and updates the filter distribution for each target.

Instead of maintaining the filtering distribution for the joint state \( p(X_t, Z_{1:t}) \), the JPDA effectively combats the curse of dimensionality by recursively updating the marginal filtering distributions for each of the targets \( p(X_{t|t}, Z_{1:t}) \), \( k = 1, \ldots, K \) through the Bayesian sequential estimation recursions in (30) and (31). The prediction step proceeds independently for each target as

\[ p_k(X_{t|t}, Z_{1:t}) = \int p_k(X_{t|t}, Z_{1:t}) p_k(X_{t|t-1}, Z_{t-1}) dX_{t|t-1} \]  

Due to the data association uncertainty the updating step cannot be performed independently for the individual targets. The JPDAF employs a recursive strategy and updates the filter distribution for each target. JPDAF sequentially estimates the marginal distribution \( p_k(X_{t|t}, Z_{1:t}) \), given the measurements \( Z_{1:t} \).

From Bayes’ rule

\[ p_k(X_{t|t} | Z_{1:t}) = \frac{p_k(X_{t|t}, Z_{1:t}) p_k(Z_{1:t} | X_{t|t})}{p(Z_{1:t} | Z_{1:t-1})} \]  

The information of the measurements \( Z_{t} \) has already been used to generate hypotheses \( X_{t|t-1} \) is implicitly embedded in \( X_{t|t} \) so that \( p_k(X_{t|t}, Z_{1:t}) \), thus all of the information of \( Z_{t} \) is implicitly embedded in \( X_{t|t} \) so that \( p_k(Z_{1:t} | X_{t|t}) \) can be simplified to \( p_k(Z_{1:t} | X_{t|t}) \). Moreover, \( p_k(Z_{1:t} | Z_{1:t-1}) \) is a fixed constant so we can write:

\[ p_k(X_{t|t} | Z_{1:t}) = c_k p_k(X_{t|t}, Z_{1:t-1}) p_k(Z_{1:t} | X_{t|t}) \]  

Where \( c_k \) is normalization constant. The first term of (41), \( p_k(Z_{1:t} | Z_{1:t-1}) \), is a prediction step. The second term of (41), \( p_k(Z_{1:t} | X_{t|t}) \), is the likelihood of measurement \( Z_{t} \), given hypothesis \( X_{t|t} \) and is computed in standard JPDA as:

\[ p_k(Z_{t} | X_{t}, Z_{1:t}) = \beta_k^m + \sum_{m \in \{1, \ldots, M_k\}} \beta_k^m p_k(Z_{t} | X_{t}, Z_{1:t}) \]  

Where \( \beta_k^m \) is the marginal posterior probability of associating measurement \( m \) to target \( k \). So that \( \beta_k^m \) is the probability of no measurement to be associated to target \( k \).

### The Proposed Method

Tracking and surveillance applications require the segmentation of objects (regions of interest separate to the background) from the scene. Typically, systems divide the scene into two regions, foreground and background, where only the foreground contains events of interest, and the background is relatively unchanging over time. To achieve this separation of foreground and background, techniques such as Adaptive Gaussian Mixture Model are used.

Adaptive Gaussian mixtures are commonly chosen for their analytical representation and theoretical foundations. For these reasons, they have been employed in real-time surveillance systems for background subtraction and object tracking. But there are two open problems when Gaussian Mixture model are used for model multivariate data: the selection of the number of components and the initialization. The proposed method uses recursive equations [17] to constantly update the parameters of a Gaussian Mixture Model and to simultaneously select the appropriate number of components for each pixel. This GMM algorithm can automatically select the needed number of components per pixel that leads to the improvement in the segmentation results. Therefore, this method is highly memory and time efficient. Moreover, our method can effectively deal with various scenes such as the indoor scene, the outdoor scene, and the cluttered scene.

Motion correspondence is a fundamental problem in computer vision where it is referred to as the data association problem. The target tracking and surveillance community has extensively studied the motion correspondence problem and a number of statistical data association techniques have been developed. In this paper, JPDAF algorithm is used to solve the data association problem [24].

Most of the single-frame tracking methods, including JPDAF, reduce the number of possible association hypotheses to make the association problem tractable. Results show that our algorithm performs well for a surveillance application where we are attempting to locate a moving person within the flow images. The algorithm is capable of running in near real-time speed (15 fps) on a 3 GHz workstation. Experimental results are presented to show the effectiveness of the proposed method. Person tracking results show that our system is able to track people accurately.

The proposed multiple object tracking algorithm is as follows:
In our experiments, the initial component value is \( M = 1 \).

b) The first frame can be immediately used to initialize the mean \( \tilde{\mu}_m^{(0)} \).

c) The initial covariance is \( \tilde{\Sigma}_m^{(0)} = 0.2 \)

d) The initial mixing weights are set \( \pi_m^{(0)} = \frac{1}{M} \)

(2) Background model learning. The mixture parameters of the background model can be learned by the recursive procedures with (25), (26) and (27).

(a) The ownership can be simplified as \( \omega^{(n)} = \begin{cases} 1 & \text{match} \\ 0 & \text{otherwise} \end{cases} \)

(b) Define two rules for adaptively estimate the number of the mixture components

1) Generation rule: If not ‘match’ any mixture components, generate a new component, with \( M = M + 1 \).

2) Extinction rule: If \( \tilde{\omega}_m^{(n)} < 0 \), discard this component \( m \) with \( M = M - 1 \)

(3) Background subtraction. We can extract the foreground object by background subtraction. Discussed in earlier sections.

(4) Object tracking. For tracking we use Bayesian estimation.

(a) Compute the prediction step for each target (39).

(b) Compute the likelihood of measurement \( p_i(Z|X_i) \).

(c) Compute the update step for each target (41).

Algorithm 1: Multiple Object Tracking Algorithms

Experimental Results

In this section, we performed several experiments to prove the feasibility of the proposed tracking method.

We used an entry-level video camera to capture test sequences. The experimental results are shown for various conditions such as a single moving object in outdoor environment with static background, a single moving object in outdoor environment with varying background and multiple outdoor objects. The results demonstrate a high performance of the proposed algorithm in the cluttered outdoor scene. The image size of all test sequences is 320*240 pixels. These experiments are implemented on the MATLAB 7 platform with the Pentium4, 3 GHz and 1.0 GB memory PC. The experimental results show that the proposed method is efficient, effective and near real time.

Tracking single object

We did several experiments to simulate several conditions for moving objects such as single object in outdoor environment with static background and single object in outdoor environment with varying background. Figure 1 shows an example of the tracking for a single object in outdoor environment with static background. Figure 2 shows another example for a single object in outdoor environment with varying background.

Tracking multiple objects

In order to test the proposed tracking and identification method for multiple objects, we captured five video sequences in outdoor scenes with multiple moving objects crossing each other. In sequence 1, there are two persons in the test video stream, and they enter into the surveillance system. Figure 3 shows how these two persons move in the video sequence. The results of objects identification are shown in table 1. As can be seen in the table 1, the error in the tracking is less than 5% for all sequences. We compare our proposed method with the algorithm described in [25]. In this paper proposed a method for detecting and tracking multiple moving objects based on discrete wavelet transform and identifying the moving objects by their color and spatial information. From table 1, we notice that some objects are not correctly identified in some frames of the sequences. The wrong identification occurs in two types. First, it occurs when the moving object just enters or leaves the scene. When the moving object is just entering the surveillance system, the system will detect the moving object. However, the moving object is detected and tracked at the border of scene; the extracted features of the moving object in this case cannot represent the moving object very well. The main reason is that only partial of the features of the moving objects are extracted. The second kind of erroneous identification is called type 2. This kind of error occurs when the moving object is slowing down. In this situation, the inter-frame difference image of the object will become smaller and the extracted features will lose its representative. This kind of erroneous identification arises from the detection error. In our proposed
method wrong identification occurs just in type 2 therefore tracking performance are better. More over our algorithm is capable of running in near real-time speed (15 fps) on a 3 GHz workstation.

Tracking performance

Some selected frames from the results are shown in figure 3. The algorithm is running at 15 frames per second which is near real time. The reported processing time is for 320\*240 pixel images and measured on a 3GHz PC. The ID of each human is shown on his beside in the picture. The proposed method works well with no identification error. The system is able to handle occlusion correctly and the object

| Sequence Number | Method                | Frames | Moving Objects | Objects Detected | Tracking Error (object) | Correct Tracking Rate (%) |
|-----------------|-----------------------|--------|----------------|-------------------|--------------------------|---------------------------|
| 1               | Our Method            | 540    | 774            | 774               | 30                       | 96.12, 93.66              |
| 2               | Compared Method       | 420    | 620            | 620               | 29                       | 95.32, 93.54              |
| 3               | Our Method            | 360    | 511            | 511               | 18                       | 96.47, 93.15              |
| 4               | Compared Method       | 407    | 564            | 564               | 23                       | 95.92, 94.32              |
| 5               | Our Method            | 427    | 560            | 560               | 18                       | 96.78, 93.57              |
|                 | Compared Method       | 427    | 560            | 560               | 18                       | 96.78, 93.57              |

Table 1: The result of multiple object tracking.

ID’s remaining correct as shown in figure 4. The ID of each object is assigned automatically as it enters the surveillance system and then remains fixed. No error is observed in identifying multiple objects in the test sequences (Figure 5).

Conclusion

A real-time method for detecting and tracking multiple moving objects based on adaptive Gaussian Mixture Model and corresponding the moving objects by JPDAF algorithm is proposed in this paper. A flexible GMM is used for foreground segmentation. In the proposed algorithm, the mixture component number is not a preset and fixed value and is optimally online estimated. Therefore, this method is
more time and memory efficient than the traditional GMM with the fixed component number. In tracking multiple moving objects, many applications have some problems when objects pass across each other. The JPDAF algorithm is used in this paper to solve this issue. No identification error has been observed on the test sequences. The algorithm is capable of running in near real-time speed (15 fps) on a 3 GHz workstation. Experimental results are presented to show the effectiveness of the proposed method.
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