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Abstract—These days we live in a world with a permanent electromagnetic field. This raises many questions about our health and the deployment of new equipment. The problem is that these fields remain difficult to visualize easily, which only some experts can understand. To tackle this problem, we propose to spatially estimate the level of the field based on a few observations at all positions of the considered space. This work presents an algorithm for spatial reconstruction of electromagnetic fields using the Gaussian Process. We consider a spatial, physical phenomenon observed by a sensor network. A Gaussian Process regression model with selected mean and covariance function is implemented to develop a 9 sensors-based estimation algorithm. A Bayesian inference approach is used to perform the model selection of the covariance function and to learn the hyperparameters from our data set. We present the prediction performance of the proposed model and compare it with the case where the mean is zero. The results show that the proposed Gaussian Process-based prediction model reconstructs the EM fields in all positions only using 9 sensors.
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I. INTRODUCTION

Nowadays most of the technological applications apply the concept of electromagnetic field. Electromagnetism has made an important transformation in the area of engineering applications, it also has a great impact on different technologies. It has wide practical implementation that ranges from household appliances to big scientific research applications. In residential applications like kitchen appliances, in near and far field communication systems, in industrial systems like in motors, generators and actuator devices, etc. Therefore there is always an electromagnetic field in our surrounding. To study the intensity of the electromagnetic fields in the surrounding, it requires the ability of modeling spatial functions using a good observation mechanism. One can use sensor network to monitor the radiation levels of the electromagnetic fields in the surrounding to provide a way of observation by means of sampling the data and modeling spatial functions. Recently sensor networks were used to monitor different kind of spatial physical phenomenon including some desired aspects like sound intensity, pressure, temperature and pollution concentrations and then send the observations to a fusion center, so it can be used to reconstruct the signal. Even though electromagnetic field has many application it can damage our health somehow when we are exposed to high radiation everyday and the electromagnetic equipment can also mutually interfere with one another which have an impact on the performance of the equipment, this is due to the fact that we can not tell the level of electromagnetic fields we are getting in our surrounding. This poses numerous questions about the installation of new equipment as well as protect our own health from the radiation of these fields. The main difficulty is that electromagnetic field is still a concept impossible to visualize normally, which can only be comprehended by some experts. The technician who deploys the equipment, the one who checks the levels of electromagnetic fields to which we are exposed and the individual who fears for his health, all deal with an invisible adversary. Today, technologies should address this problem. This is the objective of this thesis but several locks remain to be lifted. If we can measure the intensity of the electromagnetic fields in some points using predefined measurement mechanism then we can use these measurements to reconstruct the fields in order to visualize it. A company called Luxonides has developed a slab allowing to display a level of field on the plane of the slab and by the help of Institute for Research on Software and Hardware Components for Advanced Information and Communication (IRCICA), the slab has been replaced by a sensor and augmented reality goggles which allow the measurement points of the field to be displayed in planes. By memorizing these points, we can envisage a spatial reconstruction of the field and work on its representation. Using sensor measurements localized in some specific points, we will reconstruct the field at any point in predefined space. The approach used for the spatial reconstruction is based on the recent works of the Gaussian processes. The confrontation of these tools with the measures will then perhaps require an adaptation of the method to increase the precision. It should also be noted that the proposed statistical methods make it possible to manage sensors of different qualities. It is also possible to orient the mobile sensors to improve the reliability of the reconstruction. Consideration of the imprecision of the location of the sensors and of the temporal evolution also constitute challenges for research.

In this work, we proposed a Gaussian Processes based prediction algorithm that uses a set of sensor measurement points to estimate the field at any point location. The deployed sensors will measure the electromagnetic field intensity in the region of interest and send these measurement values to the algorithm through the network in real-time, then the algorithm will use the received observation points to reconstruct the field. Finally, the algorithm will send its output to the next part, which is the visualization part; all the signal processing and
spatial reconstruction is performed in real-time. But, our work is to utilize these sensor measurements to estimate the field intensity using Gaussian process. Now, in order to present the study carried on in this thesis, it is very important to review the researches that has been done so far related to our work. Gaussian process regression is one of the common regression technique for data adaptation. The interest in Gaussian processes for regression and classification purposes has been increasing fast in the recent years [1]–[3]. A Gaussian process regression uses the sampled data to determine the predictive mean function, predictive covariance function, and hyperparameters which defines the regression process [4]–[6].

In [7], Gaussian process regression was applied for controlling the ecological condition of a river for individual sensors. The location of the sensor was determined by maximizing a mutual information gain. In [8], a Bayesian Monte Carlo approach was used to reduce the computation complexity of the Gaussian process regression, and an information entropy was used to assign each sensors. In [9], to construct a gas distribution system and with main goal to reduce the computational complexity a mixture of Gaussian process was implemented. In [10], to characterize spatiotemporal functions a Kalman filter was constructed on the top of Gaussian process model. By optimizing a mutual information gain the path planning problem was tackled.

Gaussian process regression provide better prediction of the mean function of the GP but its key advantage comparing to other regression methods is its capability to predict the covariance function of the GP which tells about the uncertainty of the prediction and this is very important information in the special field reconstruction. In [11] GP was used to model spatial functions for mobile wireless sensor networks, they developed a distributed Gaussian process regression technique using a sparse Gaussian process regression approach and a compactly supported covariance function. In [12] Gaussian Process based algorithms was developed for spatial field reconstruction, exceedance level estimation and classification in heterogeneous Wireless Sensor Networks. To fuse the different observations from the heterogeneous sensors, an algorithm was developed that is based on a multivariate series expansion approach resulting in a Saddle-point (Laplace) type approximation. In the research area, so far we have seen that the implemented approaches use large number of sensors points for observation and uses more than 9 points to reconstruct the signal. We proposed Gaussian process regression method to reconstruct electromagnetic field which is observed using 9 sensors by collecting data from all sensor nodes to a centralized unit and then make the computation of the predictive mean function and the covariance function in real time, the spatial reconstruction of the field will be at all positions of the space in the room. The Gaussian processes regression is proposed because it provides prediction uncertainty term, and it is useful to learn the noise and the parameters of our model from the given training data. We will receive the measured values of the electromagnetic field from the sensors deployed in the measurement room in IRCICA at fixed positions and use this data to make the prediction using our algorithm at all position in the room rather than at the location of the sensors. Using our training data we will set the hyperparameters of the model using marginal likelihood approach in which, the maximum a posterior estimation is implemented to compute the optimal hyperparameters that maximize the marginal likelihood. Then we will use the optimal hyperparameter to make spatial reconstruction of the field not only at the location of the sensor but also at all position of the considered room. We consider a random process represented by spatial function \( h \) and it is modeled as a Gaussian Process \( h(x) \) which is defined by a mean function \( m(x) \) and a covariance function \( \text{Cov}(x, x') \) and we also consider a noisy observation where the noise is assumed to be Gaussian noise with zero mean and variance \( \sigma^2_N \). We deploy the sensors in a specific region of interest, a single room of 25 square meter area and 2.5 meter height, which is dedicated for the observation. We used 9 sensors that are deployed in the measurement room provided by IRCICA, and located in fixed \((x, y, z)\) coordinates, since there is no variation in the z axis at all sensors location we only consider the \((x, y)\) coordinates in the implementation of the algorithm. Top view representation of the measurement room and the location of the deployed sensors is shown in the figure 1. We have collect different set of training data to train our algorithm. The measurement for training sets has been carried out in IRCICA using a modeling tool called SIMUEM3D. The tool was developed by professor Philippe Mariage, it is useful tool for measuring and modeling the radio coverage of confined structure (building, tunnels, dense urban environments) that takes into consideration realistically the influence and shape of the walls on the propagation of electromagnetic waves. By fixing the necessary parameters, this tool will provide us the exact measurement of the electromagnetic field intensity at the specified locations. We begin by modeling the room on SIMUEM3D using the real dimensions of the room, also by setting the permittivity and conductivity properties of the walls. This helps us to set the real parameters of the room in order to collect the observations from all over the room space that considers all the necessary conditions of the room. To take the simulated measurements we start with One reflection and then we increase the number of reflections step by step up-to three reflection, this data will train our algorithm in order to handle different intensity of the field that can occur due to the variation of number of reflections received by the sensors. As it is shown in figures 2 and 3 we use 16 different positions of electromagnetic sources in order to cover all the position in the room as much as possible this can help us to test the algorithm capability using different position of the

Fig. 1: The Location of the Sensors in the room
source. Here we set the orientation of the sources along z-axis in all positions. The parameters we use to make the observations are; the relative permittivity $\epsilon_r = 5$, frequency $f = 900\, \text{MHz}$, the conductivity $\sigma = 0.001\, \text{s/m}$ and degree of attenuation, $\alpha = 2$. The positions of the observations are set by grid location, which is a grid coordinates starting from 0.1 up-to 4.9 and by stepping 0.1 in both x and y directions. This will be total 49 by 49 grid and we have total of 2401 observation points in our training set. We avoid to locate the observation points and the source on the walls of the room since the tool computes all the reflection angle and this is not possible if we put the observation points and the source exact on the walls of the room. The algorithm have two parts, the first one is the training phase and the second one is the prediction phase. In the training phase, we use the dataset that includes the measurement of the electromagnetic field intensity in some positions of the considered room to train our algorithm, to select suitable covariance function for our model and to set the hyperparameters by computing the optimal hyperparameters based on the dataset we have. The different locations of the source are used accordingly to optimize the computation of the algorithm and to observe the response of the algorithm at all possible positions of the source. Using the collected dataset we proceed with the model selection for covariance function based on the training data which would be suitable to the problem we have on hand. Selecting a good model means that we will have a best interpretation of the measured data properties when we make prediction using the selected model. We implemented the Bayesian theorem for model selection which is also known as the Marginal likelihood model selection and this is because it includes the calculating the probability of our model given the data set. Bayesian theorem have a good and consistent inference method. We implement Gaussian process regression method with consideration of Gaussian noise so the integral over the parameters will be analytically tractable. Whereas, in the prediction phase, we use the optimized hyperparameters and only 9 sensor measurement values to make the prediction not only at the location of the sensors but also at any location in the room. We also make prediction using 30 points and 300 points to compare the difference between these predictions. This helps on the measurement of the performance of our algorithm. We compute the normalized mean square error of each predictions to measure the accuracy of the prediction. We also develop a network interface between the sensors and the input of our algorithm and on the other side between the output of our algorithm and the visualization part using the open sound control network (OSC) protocol.

The rest of the paper is organized as follows, section II revises the most important theoretical concepts that are helpful for this work, namely those regarding to linear regression model, Bayesian linear regression and Gaussian process model. Section III describes the implementation of Gaussian processes regression studied in this work, focusing on the model specification used for our prediction algorithm. Section IV presents the simulation setup and experimental results. Finally, section V presents the conclusion of the work and the possible future implementations and developments.

II. LINEAR PARAMETRIC MODEL

For a given training data-set $\{ (x^n, y^n), n = 1, ..., N \}$ a linear parameter regression model is defined by:

$$y(x) = w^T \phi(x)$$

(1)

where $\phi(x)$ is a vector valued function of the input vector $x$ and $w$ is the weighting parameter. The main concept of linear model is each input variable in the function is multiplied by an unknown weighting parameter, and all of the individual terms are summed to produce the estimated function value. Here the model is linear in the weighting parameter $w$ not necessarily linear in $x$. To determine the parameters we consider a loss function which is a measure of the discrepancy between the observed outputs and the linear regression. In the literature the widely applied loss function for linear parameter regression model is the sum squared differences method or least squares method. In the least squares method the unknown parameters are estimated by minimizing the sum of the squared deviations between the observed outputs and the estimations under the linear model. Therefore the loss function can be formulated as:

$$L(w) = \sum_{n=1}^{N} \left( y^n - w^T \phi(x^n) \right)^2$$

(2)

And the objective is to find the best possible weighting parameter $w$ that minimize the loss function:

$$\min_w L(w)$$

(3)
Based on the dimension of the features space of the training set, the parameter vector \( w \) that minimizes \( L(w) \) can be determine by using two widely used learning algorithms. Algorithm based on Gradient Descent which is an iterative algorithm, it repeats the equation (4) until convergence and this algorithm is preferable when the dimension of feature space is large.

\[
w^{\text{new}} = w - \eta \frac{\partial L(w)}{\partial w}
\]

where \( \eta \) is the learning rate. Algorithm based on Normal Equation that compute the parameter vector \( w \) analytically by differentiating \( L(w) \) with respect to \( w \), and set to zero.

\[
w = \left( \sum_{n=1}^{N} \phi(x^n)\phi(x^n)^T \right)^{-1} \sum_{n=1}^{N} y^n \phi(x^n)
\]

In linear regression the number of parameters related to the amount of training data should be considered carefully and there should be a mechanism to control it. Consider the problem of predicting \( y(x) \) from \( x \). If the prediction function \( y(x) \) uses too few parameters then the fit is not very good and it is known as underfitting. In the other hand if the prediction function \( y(x) \) uses too many parameters relative to the amount of training data then \( y(x) \) fits the available data but does not generalize in a good way to predict new data and it is called overfitting. To overcome the issue of overfitting it is possible to use two options; the first option is to reduce the number of features either manually or using a model selection algorithm. The second one is to use regularizing term to the loss function \( L(w) \) by keeping all the features, but reduce the magnitude of parameters. To control the overfitting we have to introduce a complexity term in the loss function. The regularized loss function is given by:

\[
L(w) = \sum_{n=1}^{N} \left( y^n - w^T \phi(x^n) \right)^2 - \lambda w^T \lambda w
\]

where the first term is the model fit term that is used to fit the data in the model and the second term is the complexity penalty term that is used to control the overfitting problem. And where \( \lambda \) is regularization term and we can set it using cross validation in which we train the parameters with different settings of \( \lambda \) and the one with the lowest error on the validation set is selected to learn \( \lambda \). By differentiating the regularized loss function with respect to the parameter, we can compute the optimal \( w \) as:

\[
w = \left( \sum_{n=1}^{N} \phi(x^n)\phi(x^n)^T - \lambda \right)^{-1} \sum_{n=1}^{N} y^n \phi(x^n)
\]

In linear parametric model regression, it is possible to use a linear combination of non-linear basis function to fit the data. In case the data has non-trivial behavior over some region in \( x \), then the the region of \( x \) space should be covered densely with bump type basis functions; this means \( k \) basis function is needed for one dimension space. Therefore; increasing the dimensionality of the feature space exponentially increases the basis functions need and this cause computational complexity. In [1] this problem is addressed by using the covariance function, or a positive kernel that produces a positive definite matrix for any inputs \( x, x' \). The classification problem is similar the regression problem, except that now the values to be predicted take on only a small number of discrete values. For binary classification problem given training data \( D = \{ (x^n, c^n), n = 1, ..., N \} \) in which \( c \in \{0, 1\} \). Starting from the concept of Linear regression model and reconstruct the classification model that can satisfy the prediction function \( 0 \leq y(x^n) \leq 1 \). The probability that an input \( x \) belongs to class \( 1 \) can be written as:

\[
y(x^n) = p(c = 1|x) = f(w^T x)
\]

where \( 0 \leq f(x) \leq 1 \). In [13], \( f(x) \) is termed a mean function. The most used \( f(x) \) is the Logistic Function. It can be written as \( \sigma(x) \) and is given by:

\[
f(x) = \frac{e^x}{1 + e^x} = \frac{1}{1 + e^{-x}}
\]

In [1] logistic regression model is described as:

\[
p(c = 1|x) = \sigma(b + w^T x)
\]

where \( b \) is bias and \( w \) is weighting vector. The line that separates the area where \( c = 0 \) and where \( c = 1 \) is the decision boundary . It is the set of \( x \) for which \( p(c = 1|x) = p(c = 0|x) = 0.5 \) and is given by the hyperplane, \( b + w^T x = 0 \). If \( b + w^T x > 0 \) the inputs \( x \) are classified as 1’s otherwise they are classified as 0’s. The bias \( b \) controls the shift of the decision boundary and \( w \) controls the orientation of the decision boundary.

Given a data set \( D \), and assuming that each data point are i.i.d, the logistic regression loss function can be defined using the principles of maximum likelihood estimation:

\[
p(D|b, w) = \prod_{n=1}^{N} p(c^n|x^n, b, w)p(x^n)
\]

\[
= \prod_{n=1}^{N} p(c = 1|x^n, b, w)e^{c^n} \\
\times (1 - p(c = 1|x^n, b, w))^{1-c^n}p(x^n)
\]

Considering the log likelihood of the output class variables conditioned on the training inputs, the loss function for logistic regression is given as:

\[
L(w, b) = \sum_{n=1}^{N} c^n \log p(c = 1|x^n, b, w) \\
+ (1 - c^n)(1 - p(c = 1|x^n, b, w))
\]

To learn the parameters weight vector \( w \) and the bias \( b \) in-order to have good classification model, numerically it is difficult to obtain closed form solution to the maximization of log likelihood \( L(w, b) \). Therefore gradient ascent is used to update weight vector \( w \) and the bias \( b \):

\[
w^{\text{new}} = w + \eta \frac{\partial L(w, b)}{\partial w},
\]

\[
b^{\text{new}} = b + \eta \frac{\partial L(w, b)}{\partial b}
\]
In case the provided data is linearly separable the updated weights will continue to increase and the classification model will be overfitted. Just like the regularized linear regression model regularization technique can be used to avoid this problem. This can be prevented by adding a penalty term to the objective function \[14\]:

\[
L'(w, b) = L(w, b) - \alpha w^T w, \quad \alpha > 0
\] (13)

By considering a non-linear mapping of the inputs \(x\) to \(\phi(x)\), it is possible to extend the logistic regression method to more complex non-linear decision boundaries:

\[
p(c = 1 | x) = \sigma(w^T \phi(x) + b)
\] (14)

The Kernel Trick can be used to address the problem of computational complexity that can be arise due to the increase of dimensionality. Support Vector Machines are also a form of kernel linear classifier that uses more advanced and have good generalization performance \[15\], in the next section we will briefly discuss about the Bayesian model.

### A. Bayesian Model

Considering regression with additive Gaussian noise \(\eta\), \(\eta \sim N(\eta | 0, \sigma^2)\), and give observed data \(D = \{(x^i, y^i), i = 1, ..., N\}\), where the input-output pair \((x^i, y^i)\) are independent and identically distributed, given all parameters and assume that the output is generated with out noise from a model \(h(x; w)\), where the parameters \(w\) are unknown. The final output \(y\) is generated by addition of noise \(\eta\) to \(h(x; w)\):

\[
y = h(x; w) + \eta, \quad h(x; w) = w^T \phi(x)
\] (15)

Since the considered noise is Gaussian distributed, the probability of generating \(y\) from input \(x\) is formulated as:

\[
p(y | w, x, \sigma^2) = N(y | w^T \phi(x), \sigma^2) = [2\pi\sigma^2]^{-1/2} \exp \left(-\frac{1}{2\sigma^2} |y - w^T \phi(x)|^2 \right)
\] (16)

The likelihood function which is the probability of generating the data given all parameters is:

\[
p(D | w, \sigma^2) = \prod_{i=1}^{N} p(y^i | w, x^i, \sigma^2) p(x^i)
\] (17)

In the above equation note that the likelihood function is only a density over the output \(y^i\), and it is because the model is conditional and the input point \(x\) is available at prediction. The estimate for \(w\) can be found with maximum likelihood estimation, \(w' = \arg\max \{p(D | w, \sigma^2)\}\) but if \(w\) is high-dimensional as compared to the number of data points \(N\) the maximum likelihood estimation will has problems of overfitting and also the distributions of the parameters is not specified. The Bayesian linear model uses the prior weight distributions, \(p(w)\), to measure knowledge of each parameters. The posterior weight distribution of \(w\), after having seen the data, is given by:

\[
p(w | D, \sigma^2) = \frac{p(D, w | \sigma^2)}{p(D | \sigma^2)} = \frac{p(D | w, \sigma^2)p(w)}{p(D | \sigma^2)}
\] (18)

where \(p(D | \sigma^2) = \int p(D, w | \sigma^2)dw\), the above expression is known as Bayes formula and Bayesian apply this formula to insures coherent and consistent inference.

The posterior quantifies the uncertainty in \(w\) given the data and define a region that \(w\) lies in with high confidence. Using the likelihood function and the Gaussian noise assumption the log-posterior weight distribution is:

\[
\log p(w | D, \sigma^2) = -\frac{1}{2\sigma^2} \sum_{i=1}^{N} [y^i - w^T \phi(x^i)]^2 + \log p(w) - \frac{N}{2} \log \sigma^2 + \text{constant}
\] (19)

In equation \[19\] the regularizing term that used in linear model is embedded in the prior weight distribution \(p(w)\). The posterior weight distribution depends on the prior distribution, in \[14\] a natural weight prior distribution is used as:

\[
p(w | \alpha) = N(w | 0, \alpha^{-1}I) = \left(\frac{\alpha}{2\pi}\right)^{\frac{d}{2}} e^{-\frac{1}{2}w^T w}
\] (20)

where \(\alpha = \frac{1}{\sigma^2}\) is the inverse variance and \(d\) is the dimension of the weight \(w\). The posterior distribution can be written as:

\[
\log p(w | D, \sigma^2) = -\frac{1}{2\sigma^2} \sum_{i=1}^{N} [y^i - w^T \phi(x^i)]^2 - \frac{\alpha}{2} w^T w + \text{constant}
\] (21)

The posterior weight distribution is described hyperparameter set \(\Lambda\), where \(\Lambda = \{\alpha, \sigma^2\}\) which are parameters that determine the prior distribution and the Gaussian noise respectively. Parameters that determine the functions can also be included in the hyperparameter set. With a Gaussian prior and Gaussian noise assumption, the posterior is also a Gaussian distribution with covariance \(C\) and mean \(m\):

\[
p(w | D, \Lambda) = N(w | m, C)
\] (22)

The covariance and mean of the posterior is described as:

\[
C = \left(\alpha I + \frac{1}{\sigma^2} \sum_{i=1}^{N} \phi(x^i) \phi^T(x^i)\right)^{-1}
\] (23)

\[
m = \frac{1}{\sigma^2} C \sum_{i=1}^{N} y^i \phi(x^i)
\] (24)

By using the posterior distribution it is now possible to describe the mean prediction for an input \(x\) as:

\[
\bar{h}(x) \equiv \int h(x; w)p(w | D, \Lambda)dw = m^T \phi(x)
\] (25)

In the same procedure the variance of the estimated clean function \(h(x; w)\) is given by:

\[
\text{Var} (h(x)) \equiv \left[h(x) - \bar{h}(x)\right]^2 = \phi^T(x)C\phi(x)
\] (26)

Note that \(\text{Var} (h(x))\) depends only on the input variables. Since the additive noise is \(\eta \sim N(\eta | 0, \sigma^2)\); the variance prediction or the variance of the noisy output for an input \(x\) is given by:

\[
\text{Var} (y(x)) = \text{Var} (h(x)) + \sigma^2
\] (27)
Therefore, the primary parameters \( w \) and hyperparameters \( \Lambda = \{\alpha, \sigma^2\} \) are useful in organizing a problem into a chain of tasks. Consider generating the data: to begin with, set hyperparameters, then estimate the parameters given hyperparameters, then estimate data given all parameters. Such progressive models are a Bayesian response to the obvious problem of specifying models and priors which are ambiguous using hard model assumptions and concise distribution families with clear semantics like the Gaussian. The hyperparameter posterior distribution is defined as \( p(\Lambda | D) \propto p(D | \Lambda)p(\Lambda) \) and the optimal \( \Lambda^* \) is estimated by maximum a posteriori (MAP) approximation. By marginalizing over the parameters the predictive distribution can be described as:

\[
p(D|\Lambda) = \int p(D|\Lambda, w)p(w|D, \Lambda)dw \tag{28}
\]

The quantity \( p(D|\Lambda) \) is called marginal likelihood. The empirical Bayes estimate of hyperparameters \( \Lambda \) can be also obtained as a maximum of marginal likelihood \( p(D|\Lambda) \) and this method of setting hyperparameters is known as ‘ML-II’ \[16\]. An advantageous computational technique to find the maximum of marginal likelihood is to interpret the \( w \) as inactive variables and apply the Expectation Maximization (EM) algorithm and it is also possible to use the Gradient approach for the hyperparameter optimization \[14\]. The best hyperparameters at explaining the training data are those found by ML-II. Fundamentally, this is not quite the same as those that are best for prediction. Therefore, in practice it is reasonable to set hyperparameters also by validation techniques that is to set hyperparameters by minimal prediction error on a validation set \[16\].

**B. Gaussian Process Regression Model**

So far in Bayesian learning applications the knowledge about prior weight distribution is the information that the model depends on to make the prediction. However the knowledge about the true latent method behind the data generation process is limited and this is a big problem. For the prior, there are an many infinite set of possible distributions to consider, but the problem is how to deal with the computationally complexity of the infinite dimensionality. Most applied solution is to use Gaussian process prior to inference of continuous values. The main advantage of the Gaussian processes is that the mathematical smoothness properties of the functions are well understood, giving confidence in the modeling the prediction. We will give the definition of Gaussian process and the we will implement Gaussian process for regression.

**Definition 2.3.1 (Gaussian Process) A Gaussian Process is a collection of random variables with the property that the joint distribution of any of its subset is joint Gaussian distribution.**

This means that there should be a consistency, it also can be termed as a marginalization property. We assume that \( X \subset \mathbb{R}^n \) and \( h(x) : X \mapsto \mathbb{R} \) where \( x \in X \) The Gaussian process is described by a mean function \( m(x; \theta) \) which is parameterized by \( \theta \) and covariance function \( Cov(x, x'; \beta) \) which is the spatial dependence between any two points and parameterized by \( \beta \), there is detailed explanation in \[6\] \[17\]. Therefore a Gaussian process \( h(x) \) is defined as:

\[
h(.) \sim GP(m(.; \theta), Cov(.; \beta)) \tag{29}
\]

\[
m(x; \theta) := E[f(x)] : X \mapsto \mathbb{R} \tag{30}
\]

\[
Cov(x, x'; \beta) := E[(h(x) - m(x; \theta))(h(x') - m(x'; \theta))]: X \times X \mapsto \mathbb{R} \tag{31}
\]

Equation (29) tells that the function \( h \) is distributed as a Gaussian process with mean function \( m(x) \) and covariance function \( Cov(x, x'; \beta) \). We need to fix the mean and the covariance function in order to define an individual Gaussian Process.

1) **Prior Information:** Most of the time, there is no prior knowledge about the mean function, \( m(x) \) of a given Gaussian Process because GP is a linear combination of random variables with normal Distribution and this assumed to be zero \[18\] this means that our initial best predict for the function output at any input is zero. But if there is enough information about the process to be modeled the mean function should be different from zero, we can apply a non-zero constant mean function for all inputs. First, let’s consider the case where there is noise free observations, our training data is given by \( D = \{X, Y\} \) where \( y = [Y_1, ..., Y_N]^T \), \( X = [x_1, ..., x_n]^T \) and \( h(x) \) is a latent function with value \( h_n = h(x_n) \). To model the observations, we put prior information on the function. The Gaussian process prior over our function \( h(x) \) shows that any group of function values \( h \), with an input variable \( X \), have a multivariate Gaussian distribution:

\[
p(h \mid X, \beta) = N(h \mid 0, K_{x,x}), \tag{32}
\]

where \( K_{x,x} \) is the covariance matrix. The covariance function generates the covariance matrix, \( [K_{x,x}]{i,j} = k(x_i, x_j; \theta) \), and this describes the correlation between different points in the process. We can choose any type of covariance function under one condition and that is the covariance matrices produced should be symmetric and positive semi-definite (\( \mathbf{v}^T K_{x,x} \mathbf{v} \geq 0, \forall \mathbf{v} \in \mathbb{R}^n \)). A common example of covariance function is the squared exponential which is used widely:

\[
Cov(h(x_i), h(x_j)) = k_{SE}(x_i, x_j; \beta) = \alpha \exp \left( -\sum_{l=1}^{d} (x_{i,l} - x_{j,l})^2 / 2\gamma_l^2 \right). \tag{33}
\]

where \( \beta = [\alpha, \gamma_1, ..., \gamma_d] \). Here, \( \alpha \) and \( \gamma_l \) are known as the hyperparameters, where, \( \gamma_l \) is the length-scale, that controls the degree of change in correlation as the distance increases in the direction \( l \), and \( \alpha \) is the scaling parameter. Note that most of the time, the performance of Gaussian Process can be considerably influenced by the selection of parameters. Other common covariance functions are discussed in detail by \[19\]. Later, on this chapter we will see some of the common covariance functions and the way to select the best one. In the next subsection, we will see the Gaussian process inference mechanism with and with out noisy observations.
2) Inference: If we want to predict the values \( h^* \) at new input \( X^* \). The joint prior distribution for latent variables \( h \) and \( h^* \) is given by:

\[
\begin{bmatrix} h \\ h^* \end{bmatrix} | X, X^*, \beta \sim N \left( 0, \begin{bmatrix} K_{x,x} & K_{x,x^*} \\ K_{x^*,x} & K_{x^*,x^*} \end{bmatrix} \right),
\]

(34)

Where \( K_{x,x} = k(X, X|\beta) \), \( K_{x,x^*} = k(X, X^*|\beta) \), \( K_{x^*,x} = k(X^*, X|\beta) \), and \( K_{x^*,x^*} = k(X^*, X^*|\beta) \). Here, the covariance function \( k(\cdot, \cdot) \) denotes also vector and matrix valued functions \( k(x, x) : \mathbb{R}^d \times \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^{1 \times n} \), and \( k(X, X) : \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^{n \times n} \). From the definition of Gaussian process the marginal distribution of \( h^* \) is:

\[
p(h^*|X^*, \beta) = N(h^*|0, K_{x^*,x^*})
\]

which is the same with equation (32). The posterior distribution over functions can be obtained by limiting the joint prior distribution to contain those functions that consider the observed data points and we can perform that by applying conditional probability concept on the joint Gaussian prior distribution. Therefore, the conditional distribution of \( h^* \) given \( h \) is expressed as:

\[
h^* | h, X, X^*, \beta \sim N(K_{x^*,x} h, K_{x^*,x^*} - K_{x^*,x} K_{x,x}^{-1} K_{x,x^*}).
\]

(35)

Where the mean and covariance of the conditional distribution are functions of input vector \( X^* \) and \( X \). We can generalize the above distribution to Gaussian process with mean function \( m(X^*|\beta) = k(X^*, X|\beta)K_{x,x}^{-1}h \) and covariance function \( k(X^*, X^*|\beta) = k(X^*, X^*|\beta) - k(X^*, X|\beta)K_{x,x}^{-1}k(X^*, X)|\beta \). The conditional distribution of the latent function \( h(x^*) \) is defined by the above mean and covariance functions.

Now let's consider noisy observations, our training data is \( D = \{X, Y\} \) where \( Y = h(x) + \eta \) and \( \eta \sim N(0, \sigma^2_n) \), \( X \) is a set of noisy observations. The prior over the noisy observations will be changed and based on [6] the covariance function becomes:

\[
\text{Cov}(Y_i, Y_j) = k(x_i, x_j) + \sigma^2_n \delta_{ij} = K_{x,x} + \sigma^2_n I
\]

(36)

Where \( \delta_{ij} \) is Kronecker delta function which is equal to 1 if the variables are equal, and 0 otherwise. And the hyperparameters \( \sigma^2_n \) of the covariance function will include the variance of the noise \( \sigma^2_n \), which will be \( \beta = [\gamma_1, ..., \gamma_d, \alpha, \sigma^2_n] \). The Bayes' theorem is the main foundation of the Gaussian inference that involves the conditional probability of the latent function and parameters after observing our data, which is known as the posterior distribution. All information about the latent function and parameters are included in our posterior distribution, since model transfer all the information from our training data. It is difficult to compute the posterior distribution but we can use approximation techniques to approximate it. Therefore the conditional posterior of the latent variables given the parameters is given by:

\[
p(h|D, \beta) = \frac{p(Y|h, X, \sigma^2_n)p(h|X, \beta)}{\int p(Y|h, X, \sigma^2_n)p(h|X, \beta)d h},
\]

(37)

We can marginalize the conditional posterior over the parameters to get the marginal posterior distribution, and can be written as:

\[
p(h|D) = \int p(h|D, \beta)p(\beta|D)d \beta.
\]

(38)

We can follow the same steps to find the posterior predictive distribution by computing the conditional posterior predictive distribution, \( p(h^*|D, \beta, x^*) \), and marginalizing it over the parameters. The marginal posterior predictive distribution is given by:

\[
p(h^*|D) = \int p(h^*|D, \beta, x^*)p(\beta|D)d \beta.
\]

(39)

Given the above information, to predict \( h^* \) given the new input \( x^* \) we need to define joint distribution. From equation (35) that is the joint prior distribution, we can define the joint distribution of the observation and the function value at the new test inputs using the prior information as:

\[
[\begin{bmatrix} Y \\ h^* \end{bmatrix}] \sim N \left( \begin{bmatrix} 0, K_{x,x} + \sigma^2_n I \\ 0, \sigma^2_n I \end{bmatrix}, \begin{bmatrix} K_{x,x^*} & K_{x,x^*} \\ K_{x^*,x} & K_{x^*,x^*} \end{bmatrix} \right).
\]

(40)

The main task in the regression process is to estimate the mean value and the variance of \( h^* \). Our first interest is to determine conditional distribution of \( h^* \) given the observed data or posterior predictive distribution and we can represent it as:

\[
h^*|D, \beta, x^* \sim \mathcal{GP}(m^P(x^*), Cov^P(x^*, x^*))
\]

(41)

where the mean value of the prediction and the covariance of the prediction are given respectively as:

\[
m^P(x^*) = E[h^*|D, \beta, x^*] = k(x^*, X)(K_{x,x} + \sigma^2_n I)^{-1} Y
\]

(42)

\[
k^p(x^*, x^*) = k(x^*, x^*) - k(x^*, X)(K_{x,x} + \sigma^2_n I)^{-1}k(X, x^*)
\]

(43)

Therefore, our best estimate for \( h^* \) is given by the mean of the prediction \( m^P(x^*) \) and the uncertainty of our estimation is described by the covariance of the prediction. We can conclude that the mean is described as linear combination of the observations \( Y \) and covariance depends only in the inputs. There is no closed form that can represent the predictive posterior distribution \( p(h^*|D, \beta, x^*) \), but we can approximate the predictive mean and covariance functions, by approximating the posterior mean and covariance functions. The denominator of equation (37) is known as the marginal likelihood \( p(Y|X, \beta) \) which is integration of the likelihood function \( p(Y|h, X, \sigma^2_n) \sim N(h, \sigma^2_n I) \) over the prior function values \( p(h|X, \beta) \) gives the marginal likelihood and this is known as marginalization. The marginal likelihood is given as:

\[
p(Y|X, \beta) = \int p(Y|h, X, \sigma^2_n)p(h|X, \beta)d h
\]

(44)

In the Gaussian process model the, we assume that the prior is Gaussian, \( h|X, \beta \sim N(0, K_{x,x}) \), for simplicity we can use logarithm arithmetic:

\[
\log p(h|X, \beta) = -\frac{1}{2} h^T K_{x,x}^{-1} h - \frac{1}{2} \log |K_{x,x}| - \frac{n}{2} \log 2\pi
\]

(45)
Therefore, to compute the integration over $h$ we can apply the method used in [6] and the result of the log marginal likelihood is given by:

$$
\log p(Y \mid X, \beta) = -\frac{1}{2} Y^T (K_{x,x} + \sigma_N^2 I)^{-1} Y - \frac{1}{2} \log |K_{x,x} + \sigma_N^2 I| - \frac{n}{2} \log(2\pi) \tag{46}
$$

Since both the prior and the likelihood are Gaussian, we can have exact inferences, but if the prior and the likelihood are not Gaussian the integration in equation (44) could be intractable. When the likelihood is not Gaussian we have to approximate the marginal likelihood. We can use Laplace and EP approximation to approximate the marginal likelihood, there is more detail in [20] [21].

In equation (46), there are different terms that have different impact on the marginal likelihood. The first term, $-\frac{1}{2} Y^T (K_{x,x} + \sigma_N^2 I)^{-1} Y$, involves the observations $Y$, and it is known as the data-fit term, the second term $-\frac{1}{2} \log |K_{x,x} + \sigma_N^2 I|$, only depends on the covariance matrix, which is similar to the regularization term used in linear regression, and it is used as penalty term for the complexity of parameters that maximizes the marginal likelihood. Recall equation (46) and since the likelihood function or our noise model is Gaussian distributed, $p(Y \mid h, X, \beta) \sim N(h, \sigma_N^2 I)$ and after marginalizing over the latent variables the marginal likelihood is given as $p(Y \mid X, \beta) \sim N(Y \mid 0, K_{x,x} + \sigma_N^2 I)$. Therefore, the log marginal likelihood is written as:

$$
\log p(Y \mid X, \beta) = -\frac{1}{2} Y^T K^{-1} Y - \frac{1}{2} \log |K| - \frac{n}{2} \log(2\pi) \tag{48}
$$

Where $K = K_{x,x} + \sigma_N^2 I$, to set our hyperparameters first we have to put a prior information $p(\beta)$ for our hyperparameters, then by using the maximum a posterior (MAP) estimation we can compute $\beta$ that maximising the log hyper-posterior or we can compute $\beta$ that minimizes the negative log hyper-posterior. The hyper-posterior is defined as $p(\beta \mid Y, X) \propto p(Y \mid X, \beta)p(\beta)$ and the MAP estimation is given by:

$$
\beta = \arg\max_\beta \log p(\beta \mid Y, X),
$$

$$
= \arg\min_\beta \left[ -\log p(Y \mid X, \beta) - \log p(\beta) \right]. \tag{49}
$$

Therefore, by setting the hyperparameters using the MAP estimation we specify our Gaussian Process model. In other words, to train the hyperparameters we need to compute the partial derivatives of the marginal likelihood with respect to the hyperparameters, $\beta$, in order find the hyperparameters that maximize the marginal likelihood or minimize the negative marginal likelihood. Using equation (48) and by applying the matrix derivatives described in [6], we have:

$$
\frac{\partial}{\partial \beta_i} \log p(Y \mid X, \beta) = \frac{1}{2} Y^T K^{-1} \frac{\partial K}{\partial \beta_i} K^{-1} Y - \frac{1}{2} tr \left( K^{-1} \frac{\partial K}{\partial \beta_i} \right) \tag{50}
$$

After this approximation, the values of the parameter are given to the posterior distribution, and the marginal predictive posterior distribution in equation (39) is approximated as $p(\mathbf{h}^* \mid D) \approx p(\mathbf{h}^* \mid \mathbf{D}, \hat{\beta})$. Both the log marginal likelihood, and its approximations, are differentiable with respect to the hyperparameters [6]. This implies that, the log posterior is also differentiable, that permit us to use gradient based optimization. Gradient descent is widely used technique to find the set of optimal hyperparameters that maximize the log marginal likelihood. A detail discussion about the techniques used to estimate values for hyperparameters can be found in [6] [22]. In the next subsection, we will discuss about the types of covariance function widely implemented in Gaussian process applications.

3) Covariance Functions for GP: The covariance function is the main building block of the Gaussian process, since it contains the assumptions about the function which we want to model. Therefore, in this section we will discuss some popular covariance functions that are used in Gaussian process and we will define the covariance function used in our algorithm. A covariance function , also called a kernel, kernel function, or covariance kernel, is a positive-definite function of two inputs $x$ and $x'$. When we select a specific covariance function, we are selecting the property of the solution function, that means we select if our solution functions should be smooth, linear, periodic and polynomial. If we want to totally change
the algorithm’s functionality, then we just have to change 
the covariance function we used before. Additionally, infer-
rings distributions over the hyperparameters of the covariance 
function, we can also understand the property of the data 
we have, properties including rate of variation, smoothness 
and periodicity. To define the prior covariance between any 
two function values in Gaussian process models Kernel is 
used. The covariance matrix is generated from the covariance 
function and it should be symmetric positive semi-definite. 

\[ k(x_N, x_N) = \begin{bmatrix}
    Cov(x_1, x_1) & Cov(x_1, x_2) & \cdots & Cov(x_1, x_n) \\
    Cov(x_2, x_1) & Cov(x_2, x_2) & \cdots & Cov(x_2, x_n) \\
    \vdots & \vdots & \ddots & \vdots \\
    Cov(x_n, x_1) & Cov(x_n, x_2) & \cdots & Cov(x_n, x_n)
\end{bmatrix} \in \mathbb{R}^{N \times N} \quad (51) \]

\[ k(x^*, x_N) = \mathbb{E}[f(x^*)f(x_N)] \in \mathbb{R}^d \times \mathbb{R}^{d \times N} \rightarrow \mathbb{R}^{1 \times N} \]

that even if we interchange all the x input values by the same 
scale, the probability of observing the dataset will remain the 
same, therefore they are invariant to translation in our input 
space. we can mention an Isotropic kernels as examples of 
stationary covariance function. If a kernel is only a function 
of the norm of the distance between the inputs, \( \|x - x'\| \), 
and not in their direction, we call this Isotropic covariance 
function. In contrast, a non-stationary covariance function is 
a kernel that vary with translation, which means if our input 
points are moved, the equivalent Gaussian process model will 
give us totally different predictions even all the covariance 
function parameters remains the same, these functions vary 
with translation. Linear covariance function is one example of 
non-stationary covariance function. Another way to represent 
covariance function of a stationary process is using Bochner’s 
theorem \([24] [25]\) that uses Fourier transform of positive finite 
measure.

**Theorem 2.2. (Bochner)** A complex-valued function \( k \) on \( \mathbb{R}^B \) 
is the covariance function of a weakly stationary mean square 
continuous complex-valued random process on \( \mathbb{R}^B \) if and only 
if it can be represented as:

\[ k(\tau) = \int_{\mathbb{R}^B} e^{2\pi i S \cdot \tau} d\beta(S) \quad (52) \]

where \( \beta \) is a positive finite measure.

If the positive finite measure \( \beta \) has a density \( S(s) \), then we 
call \( S \) the power spectrum or specertal density of \( k \) and of 
course both \( k \) and \( s \) are Fourier dual \([26]\). This means that 
the property of the stationarity of the covariance function is 
governed by the spectral density and this is due to the more 
interpretablity of spectral density than covariance function. If 
we apply Fourier transform of a stationary covariance function, 
the obtained spectral density indicates the distribution of 
support for many frequencies.

\[ k(\tau) = \int S(s)e^{2\pi i S \cdot \tau} ds \quad (53) \]
\[ S(s) = \int k(\tau)e^{2\pi i S \cdot \tau} d\tau \quad (54) \]

The stationarity property has an important inductive bias, as 
we will discuss it in the next sections the most common co-
variance functions like squared exponential, rational quadratic 
and Matérn covariance functions are examples of isotropic 
stationary kernels. In the next section we will discuss about 
the squared exponential, Matern, neural network, rational 
quadratic, periodic and linear covariance functions. We will
see the covariance functions with some prior functions on one dimensional case, this makes the understanding much easy. We will plot the covariance function \( k(x_i, x_j) \) and the function \( f(x) \) sampled from Gaussian process prior.

**Squared Exponential Covariance Function**: The Square exponential covariance function is also called radial basis function (RBF) and it is probably the most widely-used covariance function within the kernel machines field [6]. This covariance function is known for its infinitely differentiable property, which implies that the Gaussian process with this specific covariance function includes mean square derivatives of all possible orders, and due to this it is very smooth.

\[
k(x_i, x_j) = \sigma^2_{se} \exp\left(-\frac{|x_i - x_j|^2}{2\ell^2}\right) \tag{55}
\]

The length scale \( \ell \) controls the correlation between the inputs and the variance of the function \( \sigma^2_{se} \) governs the overall variability of the function. Figures 4 and 5 illustrates the squared exponential covariance function with respect the separation between the inputs with different length scale and the random sample functions drawn from Gaussian process with these covariance function.

**Rational Quadratic Covariance Function**: The squared exponential covariance function considers that the inputs are changing only at one specific length scale, but in reality the inputs could change on different scales. In [27], they showed that the variance on returns on equity indices includes patterns that change over different scales. Therefore, to model the unpredictability of the equity index returns, it is reasonable to use a sum of squared exponential covariance function that have different length scales learned from the data set. Therefore we can define the rational quadratic covariance function as a combination of infinite sum of squared exponential covariance function that have different length scales.

The rational quadratic covariance function can be expressed as:

\[
k(x_i, x_j) = \left(1 + \frac{(x_i - x_j)^2}{2\alpha\ell^2}\right)^{-\alpha} \tag{56}
\]

The rational quadratic covariance function is proposed to model multi scale inputs. Figures 6 and 7 illustrates the rational quadratic covariance function with respect the distance between the inputs and functions drawn from Gaussian process with rational quadratic covariance function with different values of \( \alpha \) and when \( \alpha \) approaches to infinity the rational quadratic covariance function becomes square exponential covariance function.
Neural Network Covariance Function: The neural network covariance function is possibly the most outstanding contribution for Gaussian process researches in the research community. The Bayesian models do not suffer with overfitting problem, thus Neal in [28] proposed that we should use more expressive models which have better capability of describing the complicated real world physical process. The data set we have could also be helpful for improving the modelling performance even if we have more expressive model. Therefore, in [28] Neal followed the limits of large models, and indicated that Bayesian neural network becomes a Gaussian process with neural network covariance function when the number of the units becomes infinity. Williams and Rasmussen [4] was inspired by this observation to explore Gaussian process models. A nonstationary neural network covariance function is given as:

\[
k(x_i, x_j) = \frac{2}{\pi} \sin^{-1} \left( \frac{2x_i^T \Sigma_{nk} x_j}{(1 + 2x_i^T \Sigma_{nk} x_j)(1 + 2x_j^T \Sigma_{nk} x_j)} \right)
\]

(57)

Where \( \hat{x} = (1, x_1, \ldots, x_B)^T \) is the input vector increased with 1 and \( \Sigma_{nk} = \text{diag}(\sigma_0^2, \sigma_1^2, \ldots, \sigma_B^2) \) is a diagonal weight prior, where \( \sigma_0^2 \) is a variance for bias parameter governing the function offset from the origin. The variances for the weight parameters are \( \sigma_1^2, \ldots, \sigma_B^2 \), and with small values for weights, the neural network covariance function gives smooth and rigid functions. If the values for the weight variance are large, the covariance function produces more flexible functions.

Periodic Covariance Function: There are many real world processes that shows periodic behavior and we can model this kind of systems with periodic covariance function. Periodic covariance function can be written as:

\[
k(x_i, x_j) = \sigma_p \exp \left( -\frac{2}{\ell^2} \sin^2 \left( \pi \frac{x_i - x_j}{p} \right) \right)
\]

(58)

Where the parameter \( \ell \) controls the smoothness of the function and \( p \) governs the inverse length of the periodicity. Most of the time periodic covariance function is useful in mixture with other covariance function like squared exponential and rational quadratic covariance function. Figures 8 and 9 shows the periodic covariance function with respect to the distance between the inputs and the random sample function drawn from Gaussian process.

Matérn Covariance Function: The Matérn Covariance function is also one of the most used covariance function next to squared exponential covariance function. Even if squared exponential covariance function is the most used one but its strong smoothness assumptions are not more realistic to model many real world physical processes and in [25] Stein recommends the Matérn class to model real physical process. The Matérn class of covariance functions is given by:

\[
k(x_i, x_j) = \sigma_m \frac{x_i - x_j}{\ell} \frac{2^{1-\nu}}{\Gamma(\nu)} K_\nu \left( \frac{\sqrt{2\nu} |x_i - x_j|}{\ell} \right)
\]

(59)

The parameter \( \nu \) controls the smoothness of the function, and \( K_\nu \) is a modified Bessel function [29]. The most implemented Matérn covariance functions are the cases when \( \nu = 3/2 \) and \( \nu = 5/2 \), we can write the two cases as:

\[
k_{\nu=3/2}(x_i, x_j) = \sigma_m^2 \left( 1 + \frac{\sqrt{3} |x_i - x_j|}{\ell} \right) \exp \left( -\frac{\sqrt{3} |x_i - x_j|}{\ell} \right)
\]

(60)

\[
k_{\nu=5/2}(x_i, x_j) = \sigma_m^2 \left( 1 + \frac{\sqrt{5} |x_i - x_j|}{\ell} + \frac{5}{3} \frac{|x_i - x_j|^2}{\ell^2} \right) \exp \left( -\frac{\sqrt{5} |x_i - x_j|}{\ell} \right)
\]

(61)

The Matérn covariance function depends on the parameter \( \nu \) and it changes its behavior based on the values of \( \nu \). For example, exponential covariance function \( k(x_i, x_j) = \exp(-\frac{1}{\ell} |x_i - x_j|) \) is generated when \( \nu = 1/2 \). In recent research [30], it was discovered that the Matérn covariance function has better performance than the squared exponential covariance function on data set with high dimensional inputs, for all inputs \( x \in \mathbb{R}^B \), \( B >> 1 \). This improved performance is achieved due to the Matérn covariance function avoids a ‘concentration of measure’ effect in high dimensions. Figures 10 and 11 illustrates the form of the Matérn covariance function with respect to the separation between the input and random sample functions drawn from Gaussian process with Matérn covariance function for different values of \( \nu \).
Fig. 10: Matérn covariance Function with three different settings of \( \nu \), each with the length-scale \( \ell = 1 \).This figure is reproduced from Rasmussen and Williams book \[6\].

Fig. 11: Random Sample Functions drawn from Gaussian Process with each of these Matérn Covariance Function. This figure is reproduced from Rasmussen and Williams book \[6\].

C. Loss Function In Regression

There are a number of distortion measuring criterion used in regression using Gaussian process, but here we will discuss some of them. We will discuss about the widely used criterion like Mean Square Error (MSE), Root Mean Square Error (RMSE) and their normalization.

1) Mean Square Error (MSE): Mean square error (MSE) is one of the most used error measure techniques for estimation processes. It simply measures the average of the different between the predicted value and the observed values. Mean square error (MSE) is written as:

\[
MSE = \mathbb{E}[(h^* - \hat{h}^*)^2]
\]

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (h^* - \hat{h}^*)^2
\]  \hspace{1cm} (62)

Where \( h^* \) is the spatial random process at any location \( x^* \) and \( \hat{h}^* \) is the predicted value.

2) Root Mean Square Error (RMSE): The Root Mean Square Error (RMSE) is also one of the commonly used measure of the differences between predicted values and the observed values and it helps to combine these differences into a single measure of predictive power. The Root Mean Square Error (RMSE) of a prediction model with respect to the predicted values \( \hat{h}^* \) is expressed as the square root of the mean squared error:

\[
RMSE = \sqrt{MSE}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (h^* - \hat{h}^*)^2}{N}}
\]  \hspace{1cm} (63)

Where \( h^* \) is the spatial random process at any location \( x^* \) and \( \hat{h}^* \) is the predicted value.

3) Normalization: For comparison with different scales it is very important to normalizing the MSE or RMSE. In the literature there is no constant means of normalization term used, but there are two common approaches most applied normalization term, these are normalizing over the mean of the observed values and normalizing over the range of the observed values.

Normalized MSE (NMSE):

- Normalizing Over the mean

\[
NMSE = \frac{MSE}{h^*}
\]  \hspace{1cm} (64)

- Normalizing Over the range

\[
NMSE = \frac{MSE}{h^*_{\text{max}} - h^*_{\text{min}}}
\]  \hspace{1cm} (65)

Normalized RMSE (NRMSE):

- Normalizing Over the mean

\[
NMSE = \frac{RMSE}{h^*}
\]  \hspace{1cm} (66)

- Normalizing Over the range

\[
NMSE = \frac{RMSE}{h^*_{\text{max}} - h^*_{\text{min}}}
\]  \hspace{1cm} (67)

III. System Model: Sensor Network

The model of the physical phenomenon observed by the sensor network is considered to be a Gaussian random field with a spatial correlation structure. The Gaussian processes model we consider assumes that the special field observed by the sensors network is a noisy observation where the noise is independent and identically distributed Gaussian Noise. A general system model have been considered in which a sensors network are deployed in one room. The measurements from the sensors is collected in real time by the fusion center in order to make an estimate of the spatial phenomenon at any point of interest in the room space. Here we will discuss all the considered assumption of the proposed system model, the sensors network observation. We may have a source of electromagnetic fields from different directions and the field intensity captured by the sensors may vary. For that reason we consider a random spatial phenomenon to be observed over a two dimensional space \( X \in \mathbb{R}^2 \) in the measurement room. We modeled our system as a Gaussian process since we want the average response of our conditional method to be smooth and persistent spatial function \( h(\cdot) \):

\[
h(x) \sim \mathcal{GP}(m(x), Cov(x, x'))
\]  \hspace{1cm} (68)
We have used 9 sensors in our measurement room which is 2-dimensional space $X \in \mathbb{R}^2$ and the location of the sensors is represented by $x_n \in X$, where $n = \{1, ..., 9\}$. We have also assume that the observation from each sensor is corrupted by independent and identically distributed Gaussian noise:

$$Y_n = h(x_n) + \eta_n \quad (69)$$

where the noise assumption, Gaussian noise is $\eta \sim N(0, \sigma^2_\eta)$. Therefore the measurement from each sensor is noisy observation.

### A. Mean Function

Most of the time when Gaussian process is implemented the mean function is considered as zero mean to indicate that we do not have any knowledge about the function output at any input, but it would be better to include a mean function if we have some prior information about the behavior of the function output. In this thesis since we are working on spatial reconstruction of electromagnetic fields we extract some information from their properties. The intensity of electromagnetic fields observed by the sensors is inversely proportional to the square of the separation between the positions of the source and sensors. This implies that the EM fields observed by the nearest sensor to the source have higher intensity relative to the distant sensors, the EM fields intensity will decay with distance. We include this information to our model by considering a mean function for the proposed Gaussian process and this increases the expressiveness of our dataset. In many applications it is common to use deterministic mean function that can be applied by fixing a mean function, but to define a fixed mean function is difficult in practical applications. Therefore, it will be more advantageous if we can define some basis functions with their standard coefficients and learn the coefficients from our dataset. For the proposed algorithm we consider a mean function that is defined by weighted sum of few fixed basis function $g$.

$$m = g(x) \Omega \quad (70)$$

where $g(x)$ are some fixed basis functions and $\Omega$ are the weighting coefficient, they are additional parameters of the mean function to be learned from the dataset. Modeling of the latent process is assumed as a sum of the considered mean function and a zero mean Gaussian process.

$$h(x) = g(x) \Omega + f(x)$$

$$\hat{h}(x) = g(x) \Omega + \mathcal{GP}(0, K) \quad (71)$$

where $f(x)$ is a zero mean Gaussian process, $K = K_{x,x} + \sigma^2_n I$. From the concept of electromagnetic wave propagation path loss the intensity observed by the sensors is described by:

$$P_r \sim P_e d^{-2} \quad (72)$$

Based on the equation (72), we define the basis function to consider this relation on our mean function and are represented by:

$$g(x) = \frac{1}{1 + d(x, x_s)^2} \quad (73)$$

$$d(x, x_s) = \sqrt{(x_1 - x_{s1})^2 + (x_2 - x_{s2})^2}.$$
different and large numbers of parameters. Furthermore, the precise form and the free parameters of the likelihood function might be unknown. Therefore, to optimize the advantage of Gaussian process for practical application there should be approaches that overcome the problem of the model selection. Mainly the problem of model selection includes the selection of the functional arrangement of the covariance function and the suitable values of the hyperparameters of the covariance function. We have to make decision about every detail of our specification in order to model for our practical tool. From many covariance function families that are available like, squared exponential, Matérn, Rational Quadratic it is not an easy task to select on that can interpret the dataset we have on hand. Each covariance function families have many free hyperparameters and we need to determine their values. Therefore, when we select covariance function for our application, we are both setting the values of the hyperparameters of the covariance function and comparing it with other different families. Our main task is to apply inference to determine the type of the covariance function and its hyperparameters based on the training data we have. In other word we are letting the dataset to determine the suitable covariance function and hyperparameters. The smooth shape and variation of the likelihood function using Gaussian process are governed by the covariance function and the included hyperparameters. Therefore, the main idea behind the model selection and hyperparameters learning using Gaussian process is to involve the data we have in the process of choosing the covariance function and setting the hyperparameters.

In model selection we need to focus on selecting a model that compromise the complexity of the model and the capability to fit the data. For example, the model in Figure 12 and 13 shows functions drawn from Gaussian process with square exponential covariance function and with small value of hyperparameter, length scale. The model fits the data points in a good way, but the small length scale is making the sample functions to vary quickly and trying to fit every point in the dataset. The scale of the variation of the function and the variety of data required to achieve a good prediction are controlled by the length scale. This means the correlation between the function values of close input points is very low. Therefore, this model is complex model. In Figure 14 and 15 we improve the length scale and draw the sample function from Gaussian process. The functions are varying normally, neither too fast nor too slow. Now we have a good compromise between the complexity of the model and the data-fitting. From the demonstration we can observe that the performance of Gaussian process depends on the hyperparameters of a covariance function, changing even a single hyperparameter also changes the performance. Accordingly, it is very important to determine the hyperparameters correctly. Since what we need is a model that have a good compromise between the data-fit and complexity, we want a mechanism that can do this automatically, with out fixing any parameters. Even though there are a number of approaches for model selection, it is always a problem to choose the best one. Gaussian processes implement a good probabilistic properties that provide automatic model selection. In this discussion we will consider the Bayesian model selection that is computing the probability of a model given data to make the model selection and it is technically based on the marginal likelihood. Now let’s assume that we have a defined model $M_i$ that model the observations $y$ and this model relates our inputs to the observation, considers prior distributions and the model for noise during the observation. Bayesian model selection...
approach can be described by using three level inference \[31\]. At the lower level, we want to deduce the model’s parameters given the data which is also called the posterior of parameters.

Applying Bayes’ rule the distribution is given by:

\[
p(\omega|y, X, \beta, M_i) = \frac{p(y|X, \omega, M_i)p(\omega|\beta, M_i)}{p(y|X, \beta, M_i)}
\]  \(77\)

Where \(\omega\) is the model parameters, \(\beta\) is the hyperparameters of the model, the likelihood is given by \(p(y|X, \omega, M_i)\) and \(p(\omega|\beta, M_i)\) is the prior distribution of the parameters. The posterior integrates both the prior information and the data using likelihood. The denominator of equation \(77\) is the normalizing term and it is called the marginal likelihood or evidence. It is given by:

\[
p(y|X, \beta, M_i) = \int p(y|X, \omega, M_i)p(\omega|\beta, M_i)d\omega
\]  \(78\)

At the second level of inference, we infer what the hyperparameters of our model might be given the data we have. The posterior over the hyperparameters is expressed by:

\[
p(\beta|y, X, M_i) = \frac{p(y|X, \beta, M_i)p(\beta|M_i)}{p(y|X, M_i)}
\]  \(79\)

Where \(p(y|X, \beta, M_i)\), the marginal likelihood of the lower level of inference is used as likelihood and \(p(\beta|M_i)\) is the prior information of hyperparameters. We can express the normalizing term of equation \(79\) as:

\[
p(y|X, M_i) = \int p(y|X, \beta, M_i)p(\beta|M_i)d\beta
\]  \(80\)

At the higher level of inference, we want to infer which model is the most reasonable given the data we have, that means we are applying model comparison. The posterior of the model is given by:

\[
p(M_i|y, X) = \frac{p(y|X, M_i)p(M_i)}{p(y|X)}
\]  \(81\)

where \(p(y|X) = \sum_i p(y|X, M_i)p(M_i)\) and by assuming that the prior \(p(M_i)\) remains the same for different models, we can perform the model comparison by just evaluating the marginal likelihood or evidence. Many complicated integrals are used in different level of inference and based on the model’s specification the included integrals can be analytical traceable or not. If Gaussian likelihood assumption is not considered, we have to implement analytical approximation approaches. The integral in equation \(80\) can be evaluated by first estimating hyperparameters, \(\beta\) that maximize the marginal likelihood in equation \(78\) and then we can use the expression around the maximum. The main advantage of the marginal likelihood is the ability to automatically ensure the best compromise between the complexity of the model and the data fit. In figure \(16\) we present a diagram of the property of the marginal likelihood for three different model complexities. Assume that we fix the number of data-points used; the vertical axis indicates the marginal likelihood \(p(y|X, M_i)\) and the horizontal axis shows all the possible observation \(y\). A complex model has the capacity to include large number of datasets, but this implies that it has lower values of marginal likelihood. On the other hand, a simple model is capable of including limited number of possible datasets, and the marginal likelihood that is the probability distribution over \(y\) has a higher value. For the suitable model we have best trade-off between the data fit and the model complexity. The figure explains that the marginal likelihood does not just select the model that fits the data in a best way, but also considers the model complexity. This principle is called the Occam’s razor which states "plurality should not be assumed without necessity" \(31\). Now, we will see the marginal likelihood implemented in the algorithm to select the covariance function and to learn the hyperparameters of the considered mean and covariance function. Since we are using a Gaussian prior and likelihood function the computation of the integral is analytical tractable and we select our specification of the covariance function by comparing the objective function of the considered model with others.
where \( \mathbf{K} = (\mathbf{K}_{x,x} + \sigma^2 \mathbf{I})^{-1} \) is the covariance function of the noisy target \( y \). This implementation shows that the marginal likelihood has this trick used to apply the automatic compromise between the data fitting process and the model complexity, and this is because if we select hyperparameters of the covariance function in such way to obtain a better data fitting the second term in of the equation \((82)\) will also scale up and that is the complexity term that regularize the model.

In the proposed algorithm we consider a mean function, that is sum of weighted fixed basis function, and this causes inclusion of additional contribution on the covariance function. Therefore, the marginal likelihood will change accordingly. The log marginal likelihood for our model with \( \beta \) is computed as:

\[
\log p(y | \mathbf{x}, \theta, \beta) = -\frac{1}{2} \mathbf{U}^T \mathbf{V}^{-1} \mathbf{U} - \frac{1}{2} \log | \mathbf{K} | - \frac{1}{2} | \mathbf{A} | - \frac{1}{2} | \mathbf{W} | - \frac{n}{2} \log 2\pi
\]

\( W = \mathbf{A}^{-1} + G \mathbf{K} G^T \quad U = \mathbf{G}^T \mathbf{a} - \mathbf{y} \)

\( V = \mathbf{K} + G^T \mathbf{A} \mathbf{G} \quad K = (\mathbf{K}_{x,x} + \sigma^2 \mathbf{I})^{-1} \)

Where \( \theta \) and \( \beta \) are the hyperparameters of our mean and covariance functions respectively and we implement the matrix inversion equations \( A.9 \) and \( A.10 \). We set our hyperparameters by maximizing the marginal likelihood and to search the hyperparameters that maximize the marginal likelihood we need to compute the partial derivative of the marginal likelihood with respect to the hyperparameters. Therefore, we use equation \((83)\) to compute the partial derivative as:

\[
\frac{\partial}{\partial \beta_i} \log p(y | \mathbf{x}, \theta, \beta) = \frac{1}{2} \mathbf{U}^T \mathbf{V}^{-1} \frac{\partial \mathbf{K}}{\partial \beta_i} \mathbf{V}^{-1} \mathbf{U} - \frac{1}{2} \text{tr} \left( \mathbf{K}^{-1} \frac{\partial \mathbf{K}}{\partial \beta_i} \right) - \frac{1}{2} \text{tr} \left( \mathbf{W}^{-1} \frac{\partial \mathbf{W}}{\partial \beta_i} \right)
\]

\[
\frac{\partial \mathbf{W}}{\partial \beta_i} = -G \mathbf{K}^{-1} \frac{\partial \mathbf{K}}{\partial \beta_i} \mathbf{K}^{-1} \mathbf{G}^T
\]

The partial derivative of the marginal likelihood is then fed to the scaled conjugate gradient optimization function to proceed with the hyperparameter optimization.

2) Covariance Function Selection: To select the suitable covariance function for our model, we have implemented the marginal likelihood approach to compare between other covariance function that could fit in a good way. In the process of model selection, we develop two Gaussian process; the first one is based on square exponential whereas the other is based on Matérn covariance function, then we compared the performance of the model by computing and comparing the objective function. As we have discussed it in section \( II-B3 \) and \( II-B5 \) the square exponential covariance function given in equation \((85)\) is widely used because it is infinitely differentiable, meaning it has mean square derivative of all orders and this contributes to its strong smoothness property. But in real life application this property may not be practical to model physical process. Compared to this, the smoothness of Matérn covariance function stated in equation \((86)\) is governable, since it is \( \nu - 1 \) times differentiable. Therefore, we can govern the smoothness by controlling \( \nu \).

\[
k(x_i, x_j)_{SE} = \sigma^2 \exp \left( -\frac{|x_i - x_j|^2}{2\ell^2} \right).
\]

\[
k_{\nu=3/2}(x_i, x_j) = \sigma^2 \left( 1 + \frac{\sqrt{3}}{\ell} |x_i - x_j| \right) \times \exp \left( -\frac{\sqrt{3}}{\ell} |x_i - x_j| \right).
\]

We used 16 different training set to train the Gaussian process based on the two covariance functions, then we used the optimized hyperparameters to make the prediction. The electromagnetic source is located at 16 different positions to ensure that we have sufficient data points to make the prediction at any point regardless the location of the electromagnetic source. Three hierarchal steps is applied in the procedure of selecting our covariance function; in the initial step, the training sets are used to compute the model marginal likelihood and its partial derivative with square exponential and Matérn covariance function, then the scaled conjugate gradient optimization algorithm associates the optimized hyperparameters with each covariance function. In the second step, we make the prediction for different number of points using the optimized hyperparameters of each models. In the third step, to evaluate the performance of each models we computed the difference between the real target values and the predicted values separately.

Two different evaluating criteria are implemented to observe and compare the performance of the square exponential and Matérn covariance functions:

- The Mean squared error (MSE): computes the prediction error, which measures the difference between the true and the predicted values. Lower value indicates a better performance.

\[
NMSE = \frac{\mathbb{E}[(h - \hat{h})^2]}{\mathbb{E}[h]^2}
\]

- The correlation (CR): computes the correlation between the predicted and true values. Higher value shows better performance.

Matérn covariance function also has better performance than the squared exponential covariance function on data set with high dimensional inputs, for all inputs \( x \in \mathbb{R}^B \). This improved performance is achieved due to the Matérn covariance function avoids a concentration of measure effect in high dimensions. An empirical performance comparison of the two models using 16 different training sets and observed by 9 sensors is illustrated in Tables \( I \) and \( II \). From the results shown in Tables \( I \) and \( II \) we can observe that Matérn covariance function performances is better that the squared exponential. This implies that based on our training set the suitable model for our algorithm is the Matérn covariance function.
Therefore, the entire estimation process depends on the accurate computation of the posterior predictive distribution. Since our assumption for the likelihood function and prior distribution is Gaussian, computation of posterior predictive distribution involves solving many analytical tractable integrals. Using the concept of marginalization we can drive the posterior predictive distribution by integrating the conditional predictive prior distribution \( p(h^* | h, x^*, X) \) over \( p(h | X, Y) \) the posterior distribution of our underlying spatial function at location of the sensors given the observation by the sensors and this is written as:

\[
p(h^* | X, x^*, Y) = \int \cdots \int_{\mathbb{R}^N} p(h^* | h, x^*, X)p(h | X, Y)dh. \tag{90}
\]

where \( N \) is the number of sensors used for observation, in our case we used 9 sensors. In the next subsection we develop an algorithm that shows all the necessary procedures to compute the posterior predictive distribution.

**Computation of Predictive Distribution:** In the proposed algorithm, the computation of the posterior predictive distribution is implemented in three main steps and a detail procedure is presented below:

1) First and foremost the conditional predictive prior distribution \( p(h^* | h, x^*, X) \) is computed. The considered Gaussian process prior is described in equation (74), the joint distribution is implemented in three main steps and a detail procedure algorithm, the computation of the posterior predictive distribution.

2) The conditional predictive prior distribution is expressed as:

\[
\begin{bmatrix} h^* \\ h \end{bmatrix} | X, x^*, \theta, \beta \sim \mathcal{N} \left( \begin{bmatrix} \mu^* \\ \mu \end{bmatrix}, \begin{bmatrix} K_1 & K_2 \\ K_3 & K_4 \end{bmatrix} \right), \tag{91}
\]

where \( \mu = G^T \bar{\Omega} \) and \( \mu^* = G^T \bar{\Omega} \) are the considered mean functions for \( h \) and \( h^* \) respectively, \( G = \begin{bmatrix} g_1(x), g_2(x), \ldots, g_N(x) \end{bmatrix} \) are the fixed basis functions, \( \bar{\Omega} \sim \mathcal{N}(\alpha, A) \) is the weighting parameter, \( \theta = [a, A] \) and \( \beta = [\sigma^2_m, \ell_1, \ell_2] \) are the hyperparameters of the mean and covariance functions respectively.

3) Using Gaussian identities for conditioning and marginalizing, the conditional predictive prior distribution is expressed as:

\[
p(h^* | h, x^*, X, \theta, \beta) = \mathcal{N}(m_{h^*|h}, \text{Cov}_{h^*|h}) \tag{92}
\]

where

\[
\begin{align*}
m_{h^*|h} &= G^T \bar{\Omega} + K_{x^*,x}^{-1}K_{x,x}(h - G^T \bar{\Omega}) \\
\text{Cov}_{h^*|h} &= K_{x^*,x^*} - K_{x^*,x}K_{x,x}^{-1}K_{x,x^*} + K'
\end{align*}
\]

\[
K' = R'(A^{-1} + G K_{x^*,x}^{-1}G')R
\]

\[
R = G^* + G K_{x^*,x}^{-1}G^*
\]

The properties of conditional Normal distribution is used to drive equation (92) which originated from the Gaussian process prior assumption on \( h \). Therefore, the conditional predictive prior distribution \( p(h^* | h, x^*, X, \theta, \beta) \) is a multivariate Normal distribution. Now in the next step we will compute
the conditional posterior distribution of the latent function \( p(h | X, Y, \theta, \beta) \).

2) In the second step, we drive the conditional posterior distribution of our underlying spatial function \( p(h | X, Y, \theta, \beta) \) at location of the sensors given observations then we marginalize over the hyperparameters. By applying Bayes law, we have:

\[
p(h | X, Y, \theta, \beta) = \frac{p(Y | h, X, \sigma^2_h) p(h | X, \theta, \beta)}{p(Y | X, \theta, \beta)},
\]  

where \( p(Y | X, \theta, \beta) = \int p(Y | h, X, \sigma^2_h) p(h | X, \theta, \beta) d h \) is the marginal likelihood. Since both the likelihood function \( p(Y | h, X, \sigma^2_h) \) and our prior \( p(h | X, \theta, \beta) \) are Gaussian distributed, the marginal likelihood is also Gaussian which is described in equation (83).

Therefore, substituting equation (83) in the denominator of equation (93) gives a Gaussian distributed posterior of the underlying spatial function \( h \):

\[
p(h | X, Y, \theta, \beta) = N(m_h, \text{Cov}_h),
\]  

where

\[
m_h = G^T \Omega + K_{x,x} K^{-1} (Y - G^T \Omega),
\]

\[
\text{Cov}_h = K_{x,x} - K_{x,x} K^{-1} K_{x,x} + R^T (A^{-1} + G K^{-1} G^T) R.
\]

\( \Omega = (A^{-1} + G K^{-1} G^T)^{-1} (A^{-1} a + G K^{-1} Y), \)

\( R = G^* - G K^{-1} K_x^* \)

\( K = K_{x,x} + \sigma^2_h I \)

To marginalize the conditional posterior of the underlying spatial function over the hyperparameters, we need to integrate \( p(h | X, Y, \theta, \beta) \) over the posterior of the hyperparameter \( p(\theta, \beta | X, Y) \),

\[
p(h | X, Y) = \int p(h | X, Y, \theta, \beta) p(\theta, \beta | X, Y) d \theta d \beta.
\]  

Solving the posterior distribution of the hyperparameter is complex due to the lack of prior information. Therefore, the integration in equation (95) is analytical intractable. The marginal latent function is approximated using maximum a posterior (MAP) estimate by setting a joint prior distribution \( p(\theta, \beta) \) for the hyperparameters. The MAP estimation is obtained by:

\[
\{\hat{\beta}_{MAP}, \hat{\theta}_{MAP}\} = \arg\max_{\beta, \theta} p(\theta, \beta | Y, X)
\]

\[
= \arg\max_{\beta, \theta} \log p(Y | X, \theta, \beta) + \log p(\theta, \beta)
\]

\[
= \arg\min_{\beta, \theta} - \log p(Y | X, \theta, \beta) - \log p(\theta, \beta)
\]  

(97)

We now approximate the marginal posterior of the latent function using the optimized hyperparameters as follows:

\[
p(h | X, Y) = \int p(h | X, Y, \theta, \beta) p(\theta, \beta | Y, X) d \theta d \beta.
\]  

\[
p(h | X, Y) \approx p(h | X, Y, \hat{\theta}, \hat{\beta}).
\]  

(98)

We also use the optimized hyperparameters to marginalize the conditional predictive prior distribution over the hyperparameters as:

\[
p(h^* | h, x^*, X) = \int p(h^* | h, x^*, X, \theta, \beta) p(\theta, \beta | Y, X) d \theta d \beta,
\]  

\[
p(h^* | h, x^*, X) \approx p(h^* | h, x^*, X, \hat{\theta}, \hat{\beta}).
\]  

(99)

So far we have computed the marginal posterior of the latent function \( p(h | X, Y) \) and the marginal predictive prior distribution \( p(h^* | h, x^*, X) \). To complete the algorithm computation we will combine these results to compute the posterior predictive distribution \( p(h^* | X, x^*, Y) \).

3) Finally, we compute the posterior predictive distribution \( p(h^* | X, x^*, Y) \) by integrating the computed conditional predictive prior distribution over the marginal posterior of the latent function as follows

\[
p(h^* | X, x^*, Y) = \int p(h^* | h, x^*, X) p(h | X, Y) d h,
\]

\[
p(h^* | X, x^*, Y) \approx \int N(h; m_{h^*}, \text{Cov}_{h^*}) N(h; m_h, \text{Cov}_h) d h,
\]

\[
p(h^* | X, x^*, Y) = N(h^*; m_{h^*}, \text{Cov}_{h^*}).
\]  

(100)

where

\[
m_{h^*} = G^T \Omega + K_{x,x}^* K^{-1} (Y - G^T \Omega)
\]

\[
\text{Cov}_{h^*} = K_{x,x}^* - K_{x,x}^* K^{-1} K_{x,x}^* + R^T (A^{-1} + G K^{-1} G^T) R
\]

\[
\Omega = (A^{-1} + G K^{-1} G^T)^{-1} (A^{-1} a + G K^{-1} Y)
\]

\[
R = G^* - G K^{-1} K_x^*
\]

\[
K = K_{x,x}^* + \sigma^2_h I
\]

Now we have complete all the necessary computation and we define the predictive mean that minimizes the loss function in equation (88) by computing the predictive mean using equation (89) and it is given by

\[
h^* = \int h^* p(h^* | X, x^*, Y) d h^*,
\]

\[
= \int h^* N(h^*; m_{h^*}, \text{Cov}_{h^*}) d h^*,
\]

\[
= G^T \Omega + K_{x,x}^* K^{-1} (Y - G^T \Omega)
\]

IV. RESULT AND DISCUSSION

In our study we use the training set from SIMUEM3D, the tool is available for research in IRCICA and takes all the exact consideration as sensors to make the observation. The observation made by the tool have similar values with the sensor measurements. The real measured data by sensors is complete and provides features like the location of the observations on Cartesian grid location and the intensity levels at the
A. Proposed Model Adjustment EM field Intensity

We made model adjustment by fitting the hyperparameters of our model using the Bayesian or marginal likelihood approach which use maximum a posterior (MAP) estimation to estimate the hyperparameters, as we described on section III-B the detail procedure to estimate Gaussian process hyperparameters. In subsection III-B2 we illustrate the selection of suitable covariance function, and we show that we select a 2-D Matér covariance function with \( \nu = 3/2 \). It is given as:

\[
k_{\nu=3/2}(x_i, x_j) = \sigma^2_m \left( 1 + \frac{\sqrt{3}|x_i - x_j|}{\ell_1} \right) \exp \left( -\frac{\sqrt{3}|x_i - x_j|}{\ell_2} \right).
\]

The smoothness of the covariance function is controlled by the fixed parameter \( \nu = 3/2 \), this is suitable value \( \nu \) and the MAP estimation of our hyperparameters the length scale \( \ell \) and the magnitude scale \( \sigma^2_m \) parameters is given in Table III, we will use the optimized hyperparameters to estimate the electromagnetic field intensity.

B. Estimation of Electromagnetic Field Intensity

We implement the electromagnetic field intensity estimation using our algorithm for different system configuration and compare the results. Reconstruct the electromagnetic field using the selected covariance and mean function. First of all we performed electromagnetic field intensity estimation using only 9 observation points and the proposed mean and covariance function, then we compare the results to the case where the mean function is zero mean. The results shown in figures 18a and 18b are the comparison we made between the estimation performance of the proposed algorithm and to the case where the mean function is zero mean. We compare the performance of the two cases by computing the normalize mean square error of the estimation and the correlation between the true and estimated electromagnetic field intensities for each cases, and this is given in Table IV. As it is shown in Table IV the estimate performance of electromagnetic field intensities using the proposed mean function is better than the case where the mean is zero, and this is because of the included mean function that is the prior information about the behavior of electromagnetic field propagation in the considered room. We have used 2401 training points to train our algorithm and we also trained our algorithm using different number of training points to observe and compare the effect of the number of training samples on the prediction performance. In this case we vary the number of training points to set the hyperparameters and we performed the prediction based on only 9 sensors, then compare the results. Finally, we perform spatial reconstruction of electromagnetic filed based on 30, 100 sensors observation and compared the performance obtained with our case where only 9 sensors observation were used. The results are shown in figures 21 and 22 respectively and we present the performance evaluation of these predictions in Table V.

V. CONCLUSION AND FUTURE WORK

In this thesis work we developed an algorithm for spatial reconstruction of electromagnetic field which is based on only 9 sensor observation points using Gaussian process. We started our work by first collecting different set of training data points to train our algorithm. The measurement for training sets has been carried out in IRCICA using a modeling tool called SIMUEM3D, which is available for research work in the

---

**TABLE III: MAP estimation of the hyperparameters of covariance function**

| Dataset | \( \sigma^2_m \) | \( \ell_1 \) | \( \ell_2 \) |
|---------|----------------|-------------|-------------|
| Source 2 | 5.9420 | 1.418 | 1.2908 |
| Source 5 | 5.8637 | 1.3157 | 1.3156 |

**TABLE IV: Comparison between Spatial Reconstruction of EM field Using Proposed Mean Function and Zero Mean.**

| Criteria | With Proposed Mean Function | With Zero Mean |
|----------|----------------------------|----------------|
| NMSE     | 0.3763                     | 0.4780         |
| Correlation | 0.8141                  | 0.7781         |

**TABLE V: Comparison of the spatial reconstruction based on different number of sensors observation.**

| Dataset | Number of sensors observation | 9 | 30 | 100 |
|---------|-------------------------------|---|----|-----|
| NMSE    |                               | 0.3763 | 0.3073 | 0.1177 |
| Correlation |                           | 0.8141 | 0.8214 | 0.8723 |
company. We modeled the measurement room first and then by fixing the necessary parameters in the tool, we conducted the exact measurement of the electromagnetic field intensity at the specified locations. The positions of the observations are

(a) Proposed Mean
(b) Zero Mean
(c) Difference Proposed Mean
(d) Difference Zero Mean

Fig. 19: Comparison of EM Field Reconstruction based on 9 sensors using the Proposed Mean function and Zero Mean.

(a) Proposed Mean
(b) Zero Mean
(c) Difference Proposed Mean
(d) Difference Zero Mean

Fig. 20: Comparison of Pseudocolor EM Field Reconstruction based on 9 sensors using the Proposed Mean function and Zero Mean.
We collected total of 2401 spatial data points to represent the space of the real measurement room and we used only 9 sensors measurement to perform the estimation.

We structured our algorithm in two portions, training and prediction phases. In the training phase, we used the training points to perform model selection, this means, we selected suitable covariance function for our model and set the hyperparameters by computing the optimal hyperparameters using the training points. We implemented the marginal likelihood approach to compare between covariance functions that could fit the model and based on the performance comparison we performed, the Matérn covariance function was found to be a better choice for our model. To include the properties of electromagnetic fields in the algorithm, we also considered a mean function which is defined by weighted sum of fixed basis function. Since the intensity of electromagnetic fields observed by the sensors is inversely proportional to the square of the separation between the positions of the source and sensors, we defined the basis function of the mean function as proportional to the inverse of the squared distance between the source and sensors.

In prediction phase, we used the optimized hyperparameters and only 9 sensors observation points to make real time estimation not only at the location of the sensors but also at any location in the considered room. The spatial electromagnetic field reconstruction contains 2401 spatial points that represents the positions in the room where the real observation is made by the sensors network. We studied the performance of the algorithm that can be obtained when we use a mean function which represents the properties of the electromagnetic fields and when use zero mean. To conclude, the results shows that the proposed algorithm has a better performance with the considerer mean function rather than the case where the mean is zero, and we observe that the number of training points has an impact on the performance. We also compare the prediction performance obtained by varying the number of sensor observations and increasing the sensor observation points improves the performance. In this thesis we fixed the location of the sensors and observed the electromagnetic field intensities, but this thesis work can also be extended further by considering to locate the sensors in different positions to study and achieve better performance. It is possible to observe the EM fields by the sensors in different locations and compare the positions of the sensors that gives a better performance.
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