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ABSTRACT

Background: Given the utility of the doubly labeled water (DLW) method for determination of energy expenditure, additional techniques for isotope analysis of the samples are welcome. Laser-based instruments are one such new analytical tool, but their accuracy and feasibility for DLW studies are grossly understudied.

Objectives: We assessed the accuracy of laser-based isotope ratio measurements as part of the DLW method for estimation of carbon dioxide production rate (rCO₂) and total energy expenditure (TEE), in between-group comparison study designs.

Methods: Urine samples from a previous study were analyzed with a laser-based instrument [off-axis integrated cavity output spectroscopy (OA-ICOS)]. In that study, participants consumed a high-, moderate-, or low-carbohydrate diet for 20 wk; urine samples were obtained in weeks 18–20 before and after a ²H- and ¹⁸O-enriched water dose. Isotope ratios (δ²H and δ¹⁸O), rCO₂, and TEE calculated by standard methods were compared to results previously obtained with the standard technique of isotope ratio mass spectrometry (IRMS). Bias, SD, and bias ± 1.96SD bands between IRMS and OA-ICOS were computed.

Results: The between OA-ICOS and IRMS rCO₂ and TEE trends were equivalent (within 1.2% and 4.1%, respectively), in spite of the differences in measured δ¹⁸O values at high enrichment levels. The OA-ICOS δ¹⁸O values displayed an increasing offset from the IRMS results as the ¹⁸O enrichment increased (mean ± SD 4.6–5.7‰ ± 2‰ offset at the time point with highest ¹⁸O enrichment, ∼135‰), whereas the hydrogen isotope ratio (δ²H) differed only slightly between the methods (mean offset −4.9‰ for all time points). The between-diet differences in TEE from the previous study were recapitulated with a smaller subset of participants and time points.

Conclusions: OA-ICOS analysis is an accurate and feasible technique for the DLW method. Given the δ¹⁸O offset observed at high enrichment, validation of each OA-ICOS instrumental setup against established methods (e.g., IRMS) is recommended. J Nutr 2022;152:78–85.
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Introduction

The amount of energy that an animal expends is a combination of the basal or resting metabolic rate, the thermic effect of food, and the amount of activity undertaken. None of these 3 parameters are easy to measure in free-ranging individuals, and determining the total amount of energy expended can require the use of indirect calorimetry with the concomitant loss of free movement. A technique of long standing called the doubly labeled water (DLW) method is a powerful tool for nutrition and metabolic studies, giving an estimate of total energy expenditure (TEE) in free-ranging subjects (1–5). The DLW technique involves measuring the decline of ²H and ¹⁸O in the subject’s body water after administration of an isotopically enriched water dose; in human studies, urine is often sampled. Three major challenges await researchers in DLW studies: the procurement and cost of the ¹⁸O-labeled water...
(³H-labeled water is relatively easy to obtain and inexpensive); administration of the labeled water and collection of samples to be measured; and, finally, the measurement of the amount of isotopes both in the dose and in the samples collected. This article focuses on the last of the challenges: the instrumentation used to measure the isotopic composition of the fluid collected over time and the associated costs involved.

Traditionally, isotope ratio mass spectrometry (IRMS) has been used for δ²H and δ¹⁸O determination, whereby the amount of H² and ¹⁸O in the sample relative to a standard is measured. Commonly, δ²H is measured on H₂ gas generated by reduction of the aqueous sample with a metal catalyst (e.g., zinc, chromium) or on H₂ gas which has been equilibrated with the aqueous sample and a catalyst (6). Separately, δ¹⁸O is determined on carbon dioxide gas equilibrated with the water in the sample (2–4, 7, 8). An alternative IRMS method uses a Thermal Conversion Elemental Analyzer, using high temperature to convert water to H₂ and carbon monoxide.

Two different types of laser-based instruments—cavity ring-down spectroscopy (CRDS), manufactured by Picarro, Inc., or off-axis integrated cavity output spectroscopy (OA-ICOS), manufactured by Los Gatos Research, Inc.—use infrared spectroscopy to determine the amounts of ²H and ¹⁸O in the sample. These laser-based instruments measure the intensity of absorption of infrared light passing through the vaporized water sample. Both instruments are far less expensive and simpler to house and operate than IRMS instruments. Currently, the cost differential to purchase an IRMS with the necessary peripherals compared with a laser-based instrument is ~5-fold, not counting infrastructure remodeling costs. A study that utilized a CRDS (10) detailed some generalized facts regarding laser-based instruments: the benefit of a smaller footprint, less or no demand for compressed specialty gases, a substantially reduced training time, and reduced operating expertise. The laser-based instruments have been enthusiastically adopted for isotopic measurements of nonsaline water, but the use of these instruments with biological samples is less widespread. At this juncture, without further research, the 2 laser-based instruments cannot be assumed to be analytically equivalent to IRMS in DLW studies.

There are few, and industry-associated, published studies comparing laser-based instruments to IRMS measurements for urine samples. Specifically, there was a comparison of DLW TEE with an early instrument design against IRMS (CRDS, 14 subjects (10)); a second comparison of isotope ratios obtained by IRMS and an OA-ICOS instrument (9); and a third comparison of carbon dioxide production rate (rCO₂) from a DLW study obtained via IRMS and OA-ICOS, and rCO₂ from whole-room indirect calorimetry (17 subjects, 8, 11).

Here we focus on several issues in the use of laser-based spectroscopy for human DLW studies. We assess the impact the urine samples have on the vaporization chamber in terms of cleaning protocols and time costs. Second, we assess the differences and variability between IRMS and laser-based data at the natural abundance level and with increasing ²H and ¹⁸O amounts. Third, we compare the industry-supplied and -certified standard isotopic values as they relate to DLW studies. In a blind test, we determine whether the laser-based instrument data, based on only 29 subjects, can replicate the previously published trends of a large-scale nutritional study (12).

**Methods**

We obtained bio-banked (~80°C) urine samples from 30 individuals, 10 from each of 3 diet treatments from the study of Ebbeling et al. (12). That study protocol was approved by the Institutional Review Board at Boston Children’s Hospital and registered at clinicaltrials.gov (NCT02068885). Briefly, after a 9- to 10-wk energy-restricted run-in phase, participants consumed a high-, moderate-, or low-carbohydrate diet for a 20-wk weight-maintenance phase. Urine samples used in this current study were obtained in weeks 18–20 before and after a ²H- and ¹⁸O-enriched water dose for DLW measurement of energy expenditure (12). For each individual, we used 4 precisely known collection time points for analysis: predose, day 1, day 7–8, and day 14–15. The urine samples were sent to us with deidentified codes but identified collection points. We were blinded to the diet group assignment and the IRMS isotopic values until the data from the laser-based study were supplied to collaborators. The original study used 10 time points; however, for comparison with OA-ICOS we recalculated rCO₂ and TEE using the original IRMS data from the same 4 time points. The original IRMS data were generated between January 2015 and March 2017, and the OA-ICOS data between September 2019 and December 2019; validation work shows that results are reproducible over 4.4 y (13).

Before analysis the urine samples were thawed, centrifuged at 10,000 × g for 10 min at 4°C, and 1–2 mL of supernatant were transferred to analysis vials. Samples were analyzed on a Los Gatos Liquid Water Isotope Analyzer, an OA-ICOS instrument, model TLWIA-45-EP (hereafter named “OA-ICOS”).

Following a previously published study (9), isotopically enriched urine samples were injected 12 times; the first 9 injections were ignored and the mean of the last 3 injections was taken. For the baseline (predose) samples, 8 injections were made and the mean of the last 4 was taken. Three to 5 waters that were standardized to the Vienna Standard Mean Ocean Water (VSMOW)-Standard Light Antarctic Precipitation (SLAP) scale and spanned and bracketed the samples’ isotopic composition (Table 1), as well as 1 of 2 in-house control waters, were analyzed periodically throughout the run (1 previously published; 14). Standards used with the sample isotopic range were as follows: δ²H −36‰ to −2‰ and δ¹⁸O −5‰ to −1‰: 3C, 4C, 5C; δ²H 104‰ −53‰ and δ¹⁸O 10‰ −47‰: 5C, ER1A, ER2, ER3, WA103; δ²H 323‰ −84‰ and δ¹⁸O 42‰ −90‰: ER1A, ER2, ER3, WA103; δ²H 736‰ −1313‰: ER3, International Atomic Energy Agency (IAEA) 302a, WA103, IAEA 302b, WA104; δ¹⁸O 110‰ −197‰: ER3, WA103, IAEA 304a, WA104 (Table 1). Isotopic values relative to the international reference water, VSMOW, were computed by generating a linear regression of the nominal isotopic ratios of the standard waters (reported by the supplier) on the measured (raw) values from the instrument. The regression slope and intercept were used to calculate the VSMOW-normalized sample δ²H and δ¹⁸O values from the raw values (yielding results we name A). The Los Gatos postprocessing software was used to average the multiple injections per sample, generate the regression lines, and compute the isotopic values. Each standard water has supplier-provided reference values relative to the internationally agreed VSMOW-SLAP standard.
normalization scale; for example, reference water WA103 (Table 1) was calibrated against VSMOW2 and SLAP2 by IRMS, using a third reference GISP (Greenland Ice Sheet Precipitation) as a check (15). We were fortunate to have access to $^2\text{H}$- and $^{18}\text{O}$-enriched waters (IAEA 302a, 302b, 304a) with internationally agreed recommended values (16) as part of our working standard set (Table 1), providing a solid anchor to the VSMOW-SLAP scale.

Isotope data are reported in $\delta$ notation to indicate that they are relative to an international standard, according to the following equation:

$$\delta^{2}\text{H}(\%) = \frac{R_{\text{sample}} - R_{\text{standard}}}{R_{\text{standard}}} \times 1000 \quad (1)$$

where $R$ is the ratio $^{2}\text{H}/\text{H}$ (or $^{18}\text{O}/^{16}\text{O}$ for $\delta^{18}\text{O}$). In the case of $\text{H}$ and $\text{O}$, the standard is VSMOW, and $\delta^{2}\text{H}$ and $\delta^{18}\text{O}$ are normalized to the VSMOW-SLAP scale (17, 18). DLW calculations are made using parts per million (ppm) $^{2}\text{H}$ or $^{18}\text{O}$ above baseline, which can be obtained by transformation of the $\delta$ values (4, 19).

A subset of the most highly enriched reference waters was analyzed by IRMS at the United States Geological Survey (USGS) (Table 1). Subsequently, the urine samples’ isotopic composition was recomputed using the newly obtained values from the USGS; our intent was to examine the effect of variation of the isotopic composition of the reference materials on sample isotopic composition (results B).

We followed the multipoint method calculation protocol as described by the IAEA (19) with the recently developed best practice equations (20). We used the slope and intercept of ln/ppm excess as a function of time for each isotope, the diluted dose measured by IRMS, and the equations are as follows (20):

$$N(\text{mol}) = \frac{1}{2}(N_{0}/1.007 + N_{d}/1.043) \quad (2)$$

$$r_{\text{CO}_2}(L/d) = N(0.45859(-k_{o}) - 0.47498(-k_{d})) \times 22.26 \quad (3)$$

$$\text{TEE(MJ/d)} = r_{\text{CO}_2}(1.106 + 3.94/RQ) \times 4.184/10^{3} \quad (4)$$

where $N$ is total body water; $N_{0}$ and $N_{d}$ are the oxygen and hydrogen dilution spaces, respectively (19, equation III.8); $k_{o}$ and $k_{d}$ are the slopes of the ln/ppm excess) regressions on time for oxygen and hydrogen, respectively; and $R_{Q}$ is the respiratory quotient.

The food quotient for each group (12) was substituted for RQ. One subject was excluded from further analysis owing to poor regression fit in all analyses, with both IRMS and with OA-ICOS data [$r^{2} = 0.989-0.991$ for ln/ppm H excess] on time].

We assessed the option of using the isotopic offset between the 2 instruments to generate an OA-ICOS-instrument-specific correction factor; this test is detailed in the supplementary data (Supplemental Tables 1–5, Supplemental Figures 1–3). These calculation methods have therefore resulted in several computed data sets: A with the nominal standard values, B with the remeasured standard values, and 2 additional data sets considering an instrument-specific correction (supplementary data). We calculated the bias (mean difference), SD, and bias ± 1.96SD bands between IRMS and OA-ICOS for $\delta^{2}\text{H}$, $\delta^{18}\text{O}$, $N_{0}$, $N_{d}$, $k_{o}$, $k_{d}$, $r_{\text{CO}_2}$, and TEE. We also computed the linear regression of the bias in TEE on mean TEE, and a paired $t$ test of TEE by IRMS compared with OA-ICOS, for each of the calculation methods. We used model II regression, also known as reduced major axis or standard model II regression, to compute the subject-wise relation between TEE by IRMS and TEE by OA-ICOS, using the lmold2 package in R (21, 22), because it is arbitrary which is the $x$ or $y$ variable (23).

In addition, we tested the effect of an increasing IRMS–OA-ICOS $\delta^{18}\text{O}$ difference on $r_{\text{CO}_2}$ and TEE by increasing the OA-ICOS $\delta^{18}\text{O}$ values to generate differences with IRMS of up to ~25% at maximal $^{18}\text{O}$ enrichment (the first postdose sample).

### TABLE 1 Water reference materials used

| Standards | Measured by supplier | Measured by OA-ICOS | Measured by USGS |
|-----------|----------------------|---------------------|------------------|
| 3C        | La Garita            | 20.6 ± 0.8          | 20.9 ± 0.9       |
| 4C        | Los Gatos            | 20.6 ± 0.8          | 20.9 ± 0.9       |
| 5C        | Los Gatos            | 20.6 ± 0.8          | 20.9 ± 0.9       |
| 6C        | Los Gatos            | 20.6 ± 0.8          | 20.9 ± 0.9       |
| 7C        | Los Gatos            | 20.6 ± 0.8          | 20.9 ± 0.9       |
| 8C        | Los Gatos            | 20.6 ± 0.8          | 20.9 ± 0.9       |

1. IAEA, International Atomic Energy Agency; OA-ICOS, off-axis integrated cavity output spectroscopy; USGS, United States Geological Survey; VSMOW, Vienna Standard Mean Ocean Water.
2. Standard values reported by supplier calibrated to the VSMOW-Standard Light Antarctic Precipitation scale.
3. Measured at the USGS by isotope ratio mass spectrometry as an unknown sample.
4. Values are mean ± SD.
5. International standard from the IAEA (16); no longer available.
Results

Agreement of $\delta^2$H and $\delta^{18}$O values

The predose measurements, at natural isotopic abundance, were in excellent agreement between IRMS and OA-ICOS [$\delta^{18}$O: mean difference: 0.03‰ ± 0.4‰ (1SD); mean absolute difference: 0.3‰ ± 0.2‰; mean: −3.5‰ ± 0.8‰ by IRMS and OA-ICOS (result A)]; and $\delta^2$H: mean difference: 0.2‰ ± 3‰; mean absolute difference: 2.5‰ ± 2.2‰; mean: −27.6‰ ± 9.9‰ by IRMS and −27.8‰ ± 8.8‰ by OA-ICOS (result A)]. These values are within the limits of acceptable analytical reproducibility of $\delta^{18}$O and $\delta^2$H measurements for both techniques.

In the isotopically enriched urine samples (postdose), there was fair agreement between the methods for $\delta^2$H across the range of values measured here (up to ∼1300‰, Figure 1); mean offset: −4.9‰ ± 6.4‰ (1SD) for all points and −9.9‰ ± 7.7‰ (1SD) for the highest enriched samples only). However, $\delta^{18}$O values showed a monotonous increasing divergence with higher $\delta^{18}$O values [Figure 2(i)].

When the revised standard values were used (Table 1), the $\delta^{18}$O differences between IRMS and OA-ICOS decreased

![FIGURE 1](image1.png)

**FIGURE 1** Difference in $\delta^2$H between IRMS and OA-ICOS for each urine sample, with standards’ nominal values (i) (method A) and with standards’ revised values (ii) (method B). $n = 120$ in each panel. The cluster of values around and below $\delta^2$H values of 0‰ are the baseline unenriched samples. The dashed horizontal lines represent the mean difference (bias) and bias ± 1.96SD, and the gray envelope is the 95% CI of the linear regression of the difference on the mean. IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; VSMOW, Vienna Standard Mean Ocean Water.

![FIGURE 2](image2.png)

**FIGURE 2** Difference in $\delta^{18}$O (‰) between IRMS and OA-ICOS for each urine sample, with standards’ nominal values (i) (method A) and with standards’ revised values (ii) (method B). $n = 120$ in each panel. The cluster of values around and below $\delta^{18}$O values of 0‰ are the baseline unenriched samples. The dashed horizontal lines represent the mean difference (bias) and bias ± 1.96SD, and the gray envelope is the 95% CI of the linear regression of the difference on the mean. IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; VSMOW, Vienna Standard Mean Ocean Water.
slightly (results B, Figure 2) and the $\delta^{2}H$ differences became non-significant (results B, Figure 1) [mean difference: $1.0\% \pm 5.4\%$ (1SD)].

### Carbon dioxide production and TEE

The derived $rCO_{2}$ and TEE were in very good agreement between IRMS and OA-ICOS, on average, for all data-processing methods (Tables 2 and 3, Supplemental Tables 2 and 3). The energetic difference trends between the 3 diet groups noted in the original study (12) were maintained with both IRMS and OA-ICOS with the much smaller subset of data used here (Figure 3).

**TABLE 3** $rCO_{2}$ calculated from data from IRMS and OA-ICOS by diet$^{1}$

|          | All diets | High CHO | Moderate CHO | Low CHO |
|----------|-----------|----------|--------------|---------|
| IRMS     | 439 ± 91  | 406 ± 67 | 446 ± 123    | 462 ± 70 |
| OA-ICOS A| 438 ± 76  | 409 ± 57 | 445 ± 96     | 467 ± 68 |
| OA-ICOS B| 429 ± 81  | 390 ± 63 | 443 ± 98     | 462 ± 73 |

$^{1}$ All diets, $n = 29$; high CHO, $n = 9$; moderate CHO, $n = 10$; low CHO, $n = 10$. CHO, carbohydrate; IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; $rCO_{2}$, carbon dioxide production rate.

#### Discussion

The percentage difference between IRMS and OA-ICOS was small, and was slightly different between results A and B (Tables 2 and 3). Calculation results A and B were within 1.2% for rCO$_2$ and 4.1% for TEE, with most comparisons returning <2.2% differences in TEE. This level of uncertainty is reasonable in comparison with the magnitude of expected uncertainty in estimation of energy expenditure by the DLW technique. Recently compiled differences between rCO$_2$ by DLW and calorimetry are $-0.4\% \pm 7.7\%$ (mean $\pm$ 1SD) using the revised equations also used here (20). The differences between calculations A and B did not depend on diet group, so that the energetic differences between the diet groups were reproduced by OA-ICOS (Figure 3). These acceptably small differences suggest that using OA-ICOS for DLW studies in humans (using urine) produces data of good quality. This recapitulation of the between-group TEE trends was achieved using a subset of the time points and individuals (4 compared with 10 time points; 29 compared with 162 individuals) from the original study (12).

Melanson et al. (8) compared rCO$_2$ via DLW measured with OA-ICOS and IRMS to whole-room indirect calorimetry, using 17 subjects. They found a $-10\%$ difference in rCO$_2$ using the intercept method between IRMS and OA-ICOS (Figure 3 in Melanson et al. (8)), with OA-ICOS agreeing more closely with indirect calorimetry ($-3\%$) than did IRMS. However, in 5 other DLW validation studies (2, 25–28), rCO$_2$ calculated from isotopic data using IRMS showed good agreement with indirect calorimetry. Using an older-version CRDS instrument, other researchers found TEE differences using the laser-based instrument and IRMS of $0.5\% \pm 6\%$ (mean $\pm$ 1SD), but highlighted the need to be attentive to memory effects from successive injections (10). Our results here compare very favorably in terms of yielding low percentage differences between the 2 methods (Table 2).

The divergence of $\delta^{18}O$ between IRMS and OA-ICOS at higher $\delta^{18}O$ values (Figure 2) was not significant enough to cause much of a discrepancy in rCO$_2$ or TEE in this study. At the highest $^{18}O$ enrichment (a mean $\delta^{18}O$ value of $135\%_o$), at day 1, the mean $\pm$ SD absolute difference of $\delta^{18}O$ between IRMS and IA-ICOS was $5.7\%e \pm 2\%e$ (calculation method A) and $4.6\%e \pm 2\%e$ (calculation method B).

We modeled the effect of an even greater shift in $\delta^{18}O$ by OA-ICOS on calculated TEE values using the data here. We increased the difference between OA-ICOS and IRMS in

### TABLE 3 TEE calculated from data from IRMS and OA-ICOS by diet$^{1}$

|          | All diets | High CHO | Moderate CHO | Low CHO |
|----------|-----------|----------|--------------|---------|
| IRMS     | 10.6 ± 2.4| 9.3 ± 1.5| 10.7 ± 2.9   | 11.8 ± 1.8|
| OA-ICOS A| 10.6 ± 2.0| 9.4 ± 1.3| 10.7 ± 2.3   | 11.7 ± 1.7 |
| OA-ICOS B| 10.4 ± 2.1| 8.9 ± 1.5| 10.6 ± 2.3   | 11.5 ± 1.9 |

$^{1}$ All diets, $n = 29$; high CHO, $n = 9$; moderate CHO, $n = 10$; low CHO, $n = 10$. CHO, carbohydrate; IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; TEE, total energy expenditure.

$^{2}$ Values are mean $\pm$ 1SD.

$^{3}$ Difference/mean = 100.
stepwise increments (≤ 25% at the highest enrichment) and recomputed the TEE at each step. As a result we were able to estimate the effect of changing δ18O on TEE. The mean shift of −0.022 ± 0.010 MJ·d⁻¹·‰⁻¹ means that a 10‰ δ18O difference results in a 0.22 MJ/d change in TEE, several times smaller than the mean difference between the diet groups (1.1–1.4 MJ/d). The direction of the shift was the same for all but 1 in the subjects. Both these factors (small mean shift, all but 1 in the same direction) mean that a fairly large δ18O differences in urine measured by IRMS and OA-ICOS, off-axis integrated cavity output spectroscopy; TEE, total energy expenditure.

TABLE 4 Bias and 95% CIs between IRMS- and OA-ICOS-derived results

| 18O bias, ‰ | δ2H bias, ‰ |
|--------------|-------------|
| A | −4.9 ± 6.4 (−17.5, 7.7) |
| B | 1.0 ± 5.4 (−9.5, 11.6) |
| rCO₂, L/d | TEE bias, MJ/d |
| A | 1.1 ± 40 (−77.80) |
| B | 9.8 ± 45 (−78.99) |
| N₂ bias, kg | N₂ bias, kg |
| A | 0.39 ± 0.32 (−0.24, 0.97) |
| B | −0.06 ± 0.30 (−0.65, 0.54) |
| k₂H bias, × 10⁻³/d | k₁H bias, × 10⁻³/d |
| A | −0.2 ± 1.2 (−2.5, 2.2) |
| B | 0.0 ± 1.2 (−2.3, 2.4) |

1 n = 29. Values are mean ± 1SD (−1.96 SD, +1.96 SD). IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; rCO₂, carbon dioxide production rate; TEE, total energy expenditure.

FIGURE 3 TEE by diet group [high (n = 9), moderate (n = 10), and low (n = 10) carbohydrate] using isotope data generated by OA-ICOS (shaded boxes) and IRMS (light boxes), using results A with standards’ nominal values (provided by the supplier). The thick horizontal line is the median, the hinges (the horizontal box edges) are the first and third quartiles, and the whiskers extend from the hinge to either the smallest or largest value, or not more than 1.5 times the interquartile range. No differences between methods are noted but TEE does vary by diet. IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; TEE, total energy expenditure.

The use of the revised standard values (B, with standards measured at USGS, Table 1) resulted in a slightly smaller δ18O and near-zero δ2H offset from IRMS [Figures 1(ii), 2(ii)]; however, there was a somewhat less good agreement of rCO₂ and TEE with the results using IRMS (Tables 2 and 3). The intent of remeasuring the isotope ratios of some of these reference materials was to obtain an additional independent verification of their isotopic composition, and to conduct an exercise to see what effect shifts in the values have on resultant sample isotopic values. We unequivocally do not suggest these new values be used; they were measured only once in a single laboratory, which is not an adequate characterization for adoption as a standard material. However, given the offset between the δ18O measured by OA-ICOS and IRMS methods coupled with the limited availability of verified highly enriched oxygen isotopes in water standards, care must be taken that an appropriate range of enriched water standards are used in an analysis.

The test of OA-ICOS on isotopically enriched urine samples for DLW studies presented by Melanson et al. (8) does not include the measured OA-ICOS or IRMS δ18O and δ2H values. However, Berman et al. (9) found <0.8‰ δ18O and <2.5‰ δ2H differences in urine measured by IRMS and OA-ICOS, at enrichments of ≤80‰ and ≤72.5‰, for δ18O and δ2H, respectively—lower maximal values than in this present work. Those authors also noted excellent agreement between methods in pure water at δ18O values of up to ~275‰. Our findings highlight the benefit of checking consistency between a particular OA-ICOS instrument and a reference method: the need to examine the analytical stability of highly enriched 18O in the sample type of interest and not to rely solely on the behavior of pure water values in the system. If IRMS is available for comparison, an “instrument-specific” OA-ICOS correction

FIGURE 4 TEE using isotope data generated by OA-ICOS with calculation method A compared with IRMS, for each subject (n = 29). The dashed line is the model II regression (standard major axis) line, given by TEE (OA-ICOS) = 0.86 TEE (IRMS) + 1.5, where 95% CLs are 0.73–1.0 for the slope and −0.13 to 2.9 for the intercept (21, 22). The solid line is the line of identity. IRMS, isotope ratio mass spectrometry; OA-ICOS, off-axis integrated cavity output spectroscopy; TEE, total energy expenditure.
can be determined (see Supplemental Discussion, Supplemental Figures 1 and 2), assuming this offset remains constant for the instrument and the particular sample type. We note that a blind round-robin test of CRDS and OA-ICOS instruments on unenriched water samples resulted in more accurate results for $\delta D$ determination than for $\delta ^{18}O$ in general (29).

Practical considerations

We have found that the throughput of OA-ICOS for urine samples is similar to our experience of using IRMS by Thermal Conversion Elemental Analysis for $\delta D$ and $\delta ^{18}O$ determination on the same sample aliquot. The OA-ICOS takes a short time (∼2 min) for each sample injection, but in order to account for memory effects inherent in the instrumental operation, many injections per sample are needed [although some mathematical strategies may reduce this (30)]. The need for more injections is increased with saline, biologically derived, and highly enriched samples like these, because the variability between injections is greater than for pure water. Further optimization and reduction in the number of injections could be made; for example, we observed that the isotope values of the ninth injection were typically the same as those of the last 3. We have also found, as mentioned before (31), that frequent cleaning of the injection block is needed, typically at least daily, and this necessarily interrupts the instrument’s operation.

However, compared to IRMS, OA-ICOS’s advantages include the previously mentioned lower initial cost, no need for specialty compressed gases, and less specialist user training. The instrument can also be run largely unattended between injection block cleanings. We found that it is useful to monitor the data as they are generated, so that the operator can intervene to stop the instrument and change the injection block. The main indications of a needed block change are increasing isotopic variability between injections of the same sample, a shift in the isotope value of a pure water control sample interleaved throughout the run, and a decrease in sample amount reaching the analysis chamber to unacceptable levels due to blockage of the injection port with mineral and organic precipitate. Without this careful monitoring and frequent injection block changes, the risk of erroneous data is high.

Reference material availability and implications

Stable isotope ratio measurements are dependent on having reference materials with accepted values for data normalization. Primary reference materials or standards have internationally agreed isotope ratios that set the common reference scale to which all data are normalized. For $\delta D$- and $\delta ^{18}O$-enriched waters, few primary reference materials are available. Only 1 primary standard is currently available that has suitable isotope ratios: a relatively new IAEA standard (IAEA 607, $\delta D = 802.4\permil$, $\delta ^{18}O = 99.02\permil$) which is close to, but below, the highest values measured in this study. Isotopic data should be standardized using materials whose isotopic ratios bracket those of the samples, so $\delta D$- and $\delta ^{18}O$-enriched waters are needed.

Secondary reference materials or working standards have isotopic values that are determined in relation to primary reference materials, and are therefore 1 step away from the internationally agreed reference scale, VSMOW-SLAP for $\delta D$ and $\delta ^{18}O$. These materials are intended to be used on a day-to-day basis to normalize results. They are less costly and available from several sources. The waters available cover the ranges of $\delta D$ and $\delta ^{18}O$ values encountered in DLW studies in humans: an important attribute, because isotopic data should be standardized using materials whose isotopic ratios bracket those of the samples. However, the paucity of primary reference materials in a suitable isotopic range means that many of these secondary reference materials were calibrated by extrapolation to higher $\delta ^{18}O$ and $\delta ^{2}H$ values from VSMOW2 and SLAP (which have unenriched $\delta ^{18}O$ and $\delta ^{2}H$ values, e.g., VSMOW2 $\delta ^{2}H = \delta ^{18}O = 0\permil$). We hope that the increased use of laser-based instruments will prompt the creation of commercially available working standards that are calibrated using the enriched primary reference waters now available (e.g., IAEA 607). This is not unique to laser-based instruments: we note that IRMS is also subject to the need for good reference materials that bracket the range of the samples. For DLW experiments that require higher isotopic enrichments (e.g., small animals), 2 certified waters (IAEA 608 and 609) may prove useful in developing secondary standards.

Conclusions

We have shown that $rCO_2$ and TEE can be reliably determined using an OA-ICOS instrument in the case where differences are sought between diet or treatment groups. In agreement with 1 previous study (8), we found deviations at high $\delta ^{18}O$ values of urine between IRMS- and OA-ICOS-generated values that are not observed in pure waters of similar isotopic enrichment [e.g., (9)]. Whether the deviation between IRMS and OA-ICOS in urine at high $\delta ^{18}O$ is solely due to urea is not known. It is possible that the partitioning of $^{13}O^{16}O$ among water vapor, free water, and the urea–water cluster may be altered in high-$\delta ^{18}O$ conditions (32). Efforts to remove urea and maintain isotopic fidelity have not been exhaustively attempted, but simple addition of activated charcoal is unlikely to remove a substantial amount of urea. Our attempt at removal with activated charcoal resulted in a $<25\%$ loss of urea, which is in agreement with the complex challenge of urea removal highlighted in other studies (33).

If another accepted technique, such as IRMS, is available for comparison, an “instrument-specific” OA-ICOS correction on the sample type in question can be determined. It is conceivable that highly enriched $\delta ^{18}O$ values vary by instrument and therefore caution should be exercised in assuming that the results at high $\delta ^{18}O$ enrichments will be comparable to results published using other OA-ICOS instruments.
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