Rogue wave multiplets in the complex KdV equation
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We present a multi-parameter family of rational solutions to the complex Korteweg–de Vries (KdV) equations. This family of solutions includes particular cases with high-amplitude peaks at the centre, as well as a multitude of cases in which high-order rogue waves are partially split into lower-order fundamental components. We present an empirically-found symmetry which introduces a parameter controlling the splitting of the rogue wave components into multi-peak solutions, and allows for nonsingular solutions at higher order.
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INTRODUCTION

Rogue waves are known to exist on deep ocean surfaces [1, 2], within water in the form of internal rogue waves [3, 4], in optical fibres in supercontinuum generation [5, 6], in the vacuum in the form of quantum fluctuations [7] and even in the theory of gravitational waves [8]. Their universality has been confirmed by water tank experiments [9], in quadratic nonlinear crystals [10], and, most strikingly, in our encounters with extreme natural phenomena [11]. The most common approach to the description of rogue waves is using the exact solutions of integrable evolution systems such as three-wave interaction [12], nonlinear Schrödinger (NLS) [13, 14], Kadomtsev-Petviashvili [15, 16], and Davey-Stewartson [17] equations, among others [18]. Rational Peregrine-like solutions of these equations provide a good approximation to describing rogue wave formation in a variety of physical situations [19, 20].

The real Korteweg-de Vries (KdV) equation [21] is the basis of the most common tool for the (1+1)-dimensional modelling of shallow water waves, which has been in use since the work of Boussinesq [22]. Numerical modelling done by Zabusky and Kruskal revealed the presence of soliton solutions of this equation [23], and the inverse scattering technique developed for the KdV equation enabled the derivation of analytic solutions for given initial conditions with zeros at infinity [24]. Being the historic first among the integrable nonlinear evolution equations, the KdV equation attracted significant attention from both physicists and mathematicians [25–28].

Despite such extensive interest, until very recently, the KdV equation was thought to lack rogue wave solutions. This is true, but only if the wave described by the KdV equation is purely real. If we consider complex-valued solutions to the KdV equation, it is possible to derive rogue wave solutions [29]. Being the first work on this subject, the paper [29], however, presented only selected (fixed-parameter) rogue wave solutions and did not reveal the large variety of possible features of this important class of solutions. In this work, we provide a more detailed mathematical treatment and derive families of rogue wave solutions with free parameters that determine a range of features. The presence of several parameters in our equations makes our approach much more powerful than in previous work [29]. Here, by use of a simple symmetry of the \( n \)-fold Darboux transformation, we show that rational solutions to the KdV equation can be substantially generalised to describe a much larger variety of rogue waves. In principle, depending on the choice of parameters involved, these rational solutions may be either singular or nonsingular. We also show that higher order rogue waves in the complex KdV equation can appear in multi-peak formations, in a similar way to the rogue waves of the NLS equation [30–32].

THE \( n \)-TH ORDER RATIONAL SOLUTION FOR THE COMPLEX KDV EQUATION

We will consider the complex KdV equation in the form

\[
\frac{\partial u}{\partial t} - 6u \frac{\partial u}{\partial z} + \frac{\partial^3 u}{\partial z^3} = 0. \tag{1}
\]

where \( z = x + i y \) is a complex variable, and \( u = u(z,t) \) a complex function. Regardless of whether \( u \) is real or complex, (1) is also the condition of compatibility of the system

\[
\frac{\partial \psi}{\partial t} = -4 \frac{\partial^2 \psi}{\partial z^2} + 6 u \frac{\partial \psi}{\partial z} + 3 \frac{\partial u}{\partial z}, \tag{2}
\]

\[- \frac{\partial^2 \psi}{\partial z^2} + u \psi = \lambda \psi. \tag{3}\]

This equivalence has several consequences. One of the most important for our purposes is that the system (2, 3) is Darboux covariant, giving us a dressing method to construct nontrivial solutions to (1) from simple ones. Given an initial (seed) solution \( u = u_0 \) to the KdV equation, and \( n \) linearly independent solutions \( \psi_1, \ldots, \psi_n \) to the associated linear system (2, 3), with corresponding
spectral parameters $\lambda = \lambda_1, \ldots, \lambda = \lambda_n$, the $n$-fold Darboux transformation of $u_0$ is given by [33]

$$u_n = u_0 - 2 \frac{\partial^2}{\partial z^2} \log W_{n+1}, \quad (4)$$

where $W_n$ is the Wronskian determinant of the functions $\psi_1, \ldots, \psi_n$ with respect to $z$:

$$W_n = \begin{vmatrix} \psi_1 & \psi_2 & \cdots & \psi_n \\ \partial_z \psi_1 & \partial_z \psi_2 & \cdots & \partial_z \psi_n \\ \vdots & \vdots & \ddots & \vdots \\ \partial_z^{n-1} \psi_1 & \partial_z^{n-1} \psi_2 & \cdots & \partial_z^{n-1} \psi_n \end{vmatrix}, \quad (5)$$

and $u = u_n$ will be another solution to the KdV equation (1). To be more concise we omit writing explicitly the dependence of $W_n$ on the functions $\psi_1, \ldots, \psi_n$.

In order that the transformation (4) be non-trivial, the parameters $\lambda_k$ must be distinct. In order to obtain a Darboux transformation in the degenerate case $\lambda_k \to \lambda$ for all $k = 1, 2, \ldots, n$, we define $\psi_1, \ldots, \psi_n$ such that $\psi(z, t; \lambda_k) = \psi_k(z, t)$. Then, expanding the matrix element $\partial_z^i \psi_j$ as a Taylor series with respect to $\lambda_k$, we have

$$\lim_{\lambda_k \to \lambda} W_n = \begin{vmatrix} \psi & \partial_{\lambda} \psi & \cdots & \partial_{\lambda}^{n-1} \psi \\ \partial_z \psi & \partial_{\lambda} \partial_z \psi & \cdots & \partial_{\lambda}^{n-1} \partial_z \psi \\ \vdots & \vdots & \ddots & \vdots \\ \partial_z^{n-1} \psi & \partial_{\lambda} \partial_z^{n-1} \psi & \cdots & \partial_{\lambda}^{n-1} \partial_z^{n-1} \psi \end{vmatrix}, \quad (6)$$

i.e. in the degenerate limit $W_n$ becomes the Wronskian of the functions $\psi, \partial_{\lambda} \psi, \ldots, \partial_{\lambda}^{n-1} \psi$.

So if we take, for example, the simple constant seed solution $u_0(z, t) = c$, we can take as linearly independent solutions to the system (2, 3) the functions

$$\psi_k(z, t) = \cosh \omega_k \{ z + 2(3c - 2\omega_k^2)t \} \quad (7)$$

where $\omega_k = \sqrt{c - \lambda_k}$ for $\lambda_k \neq c$. In (7), each eigenvalue $\lambda_k$ is distinct.

We will also note here that due to the translational invariance $u(z, t) \rightarrow u(z - z_0, t - t_0)$ of the KdV equation (1), we can introduce a second constant, via $t \rightarrow t - t_0$. This will not affect the choice of $\psi$ in any substantial way, but this will be relevant later, so we allow for arbitrary shifts in $z$ and $t$. For simplicity’s sake, we set a background $c = 0$, and the function $\psi$ in (7) becomes

$$\psi(z, t; \lambda_k) = \cos \sqrt{\lambda_k} \{ z + 4\lambda_k(t - it_0) \}, \quad (8)$$

from which we get

$$W_2(z, t) = -\frac{1}{2}z - 6\lambda(t - it_0) - \frac{\sin 2\sqrt{\lambda} \{ z + 4\lambda(t - it_0) \}}{4\sqrt{\lambda}}, \quad (9)$$

with $W_2(z, t) \rightarrow -z$ as $\lambda \to 0$.

The imaginary part of $z$ ensures that the Wronskian $W_2(z, t)$ has no zeros in $z$ and $t$ except for the origin, and in the limit as $\lambda \to c$, in this case as $\lambda \to 0$, the Wronskian becomes a polynomial in $x$ and $t$. The corresponding degenerate solution $u_1$ to the complex KdV equation will thus always be a non-singular rational function as $\lambda \to 0$ if $y$ is chosen appropriately. In the simplest case, $u_1(x, t)$ becomes

$$u_1(z, t) = \frac{2}{z^2} = \frac{2}{(x + iy)^2}. \quad (10)$$

The $3 \times 3$ Wronskian becomes in the limit

$$\lim_{\lambda \to 0} W_3(z, t) = \frac{-\lambda}{3}(x + iy_0)^3 - 8(t - it_0). \quad (11)$$

For better clarity, we will write $K_n$ for the limit of the Wronskian $W_{n+1}$ as $\lambda \to 0$, i.e.

$$K_n(x + iy_0, t - it_0) = \lim_{\lambda \to 0} W_{n+1}. \quad (9)$$

so that in general, the $n$-th order rational solution of the KdV equation is given by

$$u_n(x, t) = -2 \frac{\partial^2}{\partial x^2} \log K_n(x, t). \quad (10)$$

Singularities do not appear in all parts of the complex plane. If we choose the parameters of the solution such that the system

$$\Re\{K_n(x + iy, t - it_0)\} = 0, \quad \Im\{K_n(x + iy, t - it_0)\} = 0$$

has no solution in real values of $x$ and $t$. To find a non-singular second-order solution, we observe that if $t_0$ is strictly real, then

$$\Im\{K_2(x + iy, t - it_0)\} = 2(x^2 - \frac{1}{3}y^2 + 4t_0),$$

and this is a quadratic in $x$ with no real zero in $x$ in the region

$$\frac{y^3 + 12t_0}{y} < 0.$$
MULTI-PeAK SOLUTIONs

The higher-order solutions of the hierarchy are more complicated. Moreover, the usual expressions for them are always singular and may not describe physical situations. In order to obtain solutions which can be non-singular, we have to go beyond the standard dressing technique.

Solutions of order \( n \geq 3 \) can be further generalised by making use of an empirically found symmetry which allows us to replace the functions \( K_n \) with linear combinations of \( K_n \) and \( K_{n-2} \):

\[
V_n(z, t; g) = K_n(z, t) - gK_{n-2}(z, t), \quad n = 3, 4, \ldots ,
\]

where \( g \) is an arbitrary constant, then

\[
u_n(z, t; g) = -2 \frac{\partial^2}{\partial z^2} \log V_n(z, t; g) \quad (n \geq 3)
\]

is also a solution of the KdV equation (1). This symmetry can be verified by direct substitution as we have done for all cases found here, i.e. up to \( n = 5 \), and we conjecture it holds in general for all \( n \).

If we were to extend this symmetry to the \( n = 2 \) case, then it would make sense to identify \( K_0 \) as simply a constant, since this would generate the solution \( u = 0 \). Then (13) for \( n = 2 \) would just be introducing a complex additive constant. If \( \Re(g) = 0 \), it is identical to the substitution \( t \mapsto t - it_0 \).

When \( n = 3 \), we recover a third-order rational solution,

\[
u_3(z, t; g) = \frac{P_3(z, t - it_0; g)}{\{V_3(z, t - it_0; g)\}^2}, \quad (15)
\]

\[
P_3(z, t; g) = 450g^2 + 2160gz^2 + 829440z^3 + 1036800z^2 t^2 + 192z^4,
\]

up to the symmetry (12). The parameters \( t_0, g \) and \( c \) here allow us to control the shape of the rogue wave. One example of this solution for background \( c = 0 \), with \( y = \frac{1}{2} \), \( t_0 = -\frac{1}{72} \) and \( g = -\frac{6}{7} i \) is shown in Fig. 1(b). This same choice of parameters with background \( c = -1 \) again reduces to the particular third-order rogue wave solution given in [29]. This, like (11), has a single central peak at the origin, but now there are two sets of tails, resembling a two-soliton collision.

When the parameter \( g \) is purely imaginary, the rogue wave is dominated by its central peak. The imaginary part of \( g \) affects the relative heights of the peaks and the tails. When \( \Im(g) \) becomes large, the peaks reduce in size relative to the tails, and for sufficiently large values, the peaks may be even smaller than the tails. On the other hand, the real part of \( g \) causes splitting of the lower order components, so that they do not directly collide at the origin. Instead, with \( \Re(g) \neq 0 \), we see growth of multiple peaks. In Fig. 2(a), the central peak splits.
The explicit form of the fifth-order rational solution is
\[ g \]
and position \( y \) on the imaginary axis, can be to transfer amplitude from one peak to another.

The crucial step taken in our work is the generalisation (13). Despite being as simple as a linear superposition law for the Wronskians, it has important nontrivial consequences for the whole family of rational solutions, allowing them to be nonsingular i.e. physically relevant rogue waves. It also adds the complex parameter \( g \) that is essential in the higher order rational solutions for removing singularities and for splitting the higher-order rogue wave into its fundamental components. When the real part of \( g \) is zero, then the rogue wave has the highest peak at the origin and smaller local maxima around it, as shown in Fig. 3(a). On the other hand, when \( g \) has nonzero real part, the central large peak decreases and smaller side peaks grow while separating from each other. This type of splitting of higher order rogue waves into multiplet structures has also been observed in the case of NLS rogue waves [30–32] and their extensions [35]. However, the splitting of the higher-order rogue waves of the complex KdV equation is more complicated. The complete classification of all forms of rogue waves here remains open for investigation.

Lastly, we point out that complex solutions of the KdV equation are also applicable to unidirectional crystal growth [36] and complex KdV-like equations serve to model dust-acoustic waves in magnetoplasmas [37]. The KdV hierarchy itself also finds applications in modern...
theories of quantum gravity [38].

As such, these new solutions presented in this work, previously not thought to exist, may find much wider use in various areas of physics.
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