Splicing Systems from Past to Future: Old and New Challenges
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Abstract. A splicing system is a formal model of a recombinant behaviour of sets of double stranded DNA molecules when acted on by restriction enzymes and ligase. In this survey we will concentrate on a specific behaviour of a type of splicing systems, introduced by Păun and subsequently developed by many researchers in both linear and circular case of splicing definition. In particular, we will present recent results on this topic and how they stimulate new challenging investigations.

1 Introduction

Linear splicing is a language-theoretic word operation introduced by T. Head in [23] which models a DNA recombination process, namely the action of two compatible restriction enzymes and a ligase enzyme on two DNA strands. The first enzyme recognizes a specific pattern in any DNA string and cuts the string containing this pattern in a specific point inside the recognized pattern. The second restriction enzyme acts similarly. The site and the shape of the cut ends are specific to each enzyme. Then ligase enzymes perform the second step of this process, pasting together properly matched fragments, under some chemical conditions. Abstracting this phenomenon, the linear splicing operation is applied to two words and two different words may be generated. It concatenates a prefix of one string with a suffix of another string, under some conditions, represented as a (splicing) rule. In this paper a rule will be represented as a quadruplet of words \( r = u_1 \# u_2 \$ u_3 \# u_4 \). A linear splicing system consists of a set \( I \) of words (called initial language) and a set \( R \) of (splicing) rules. The language generated
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by a splicing system (splicing language) contains every word that can be obtained by repeated application of rules to pair of words in the initial language and to the intermediated produced words (each word in \( I \) or obtained by splicing is present in an unbounded number of copies). Many of the initial research has been devoted to the study of the computational power of linear splicing systems. It mainly depends on which level of the Chomsky hierarchy \( I \) and \( R \) belong to. Moreover, for any pair \( F_1, F_2 \) of families of languages in the Chomsky hierarchy, the class of languages generated by linear splicing systems with \( I \) in \( F_1 \) and \( R \) in \( F_2 \) is either a specific class of languages in the Chomsky hierarchy or it is strictly intermediate between two of them [33, 43]. For instance, the class of languages generated by splicing systems with a finite initial language and a finite set of rules, often referred to as finite splicing systems, contains all finite languages and it is strictly contained in the class of regular languages. This basic result has been proved in several papers by using different approaches (see [33, 49]). In this paper by a linear splicing system we always mean a finite linear splicing system. In spite of the vast literature on the topic, many problems are still open. For instance, the question of whether or not one of the known subclasses of the regular languages corresponds to the class of splicing languages is still unanswered. In [35] a property of these languages is provided: a necessary condition for a regular language to be a splicing language is that it must have a constant. However a structural characterization of splicing languages is still lacking. It has been provided for splicing languages generated by reflexive and/or symmetric rules [4, 6]. Moreover, it has been proved that it is decidable whether a regular language is generated by a splicing system [35].

Circular splicing systems were introduced in [24] along with various open problems related to their computational power. In the circular context, the splicing operation acts on two circular DNA molecules by means of a pair of restriction enzymes as follows. Each of these two enzymes is able to recognize a pattern inside one of the given circular DNA molecules and to cut the molecule in the middle of such a pattern. Two linear molecules are produced and then they are pasted together by the action of ligase enzymes. Thus a new circular DNA sequence is generated. For instance, circular splicing models the integration of a plasmid into the DNA of a host bacterium [27, 28, 29, 32]. Depending on whether or not these ligase enzymes substitute the recognized pattern (in nature, both situations can happen), we have the Pixton definition or the Head and Păun definition (see Section 8).

Obviously a string of circular DNA can be represented by a circular word, i.e., by an equivalence class with respect to the conjugacy relation \( \sim \), defined by \( xy \sim yx \), for \( x, y \in A^* \) [39]. The circular splicing operation is applied to two circular words and a circular word may be generated. A circular language is a set of circular words and we can also give a definition of a regular (resp. context-free, context-sensitive) circular language. In short, as in the linear case, circular splicing rules are iteratively applied starting from an initial circular language and circular words in this process are supposed to be present in an unbounded number of copies. A circular splicing system is defined by a circular language \( I \),
the initial set, and a set of splicing rules $R$. Once again, rules will be represented as quadruple of words $r = u_1 \# u_2 \$ u_3 \# u_4$. The circular language generated by a circular splicing system is the smallest language which contains $I$ and is invariant under iterated splicing by rules in $R$.

While there have been many articles on linear splicing, relatively few works on circular splicing systems have been published. Once again, the computational power of circular splicing systems depends on the level in the (circular) Chomsky hierarchy the initial set $I$ and the set $R$ of rules belong to. In this paper $R$ will always be a finite set. Moreover we mainly focus on finite circular splicing systems. A circular splicing system is finite (resp. regular, context-free, context-sensitive) if its initial set is finite (resp. regular, context-free, context-sensitive). The interesting fact is that in contrast with the linear case, the class of circular languages generated by finite circular splicing systems contains context-free circular languages which are not regular [47], context-sensitive circular languages which are not context-free [2], and it does not contain all regular circular languages [8]. Recently, it has been proved that this class is contained in the class of context-sensitive circular languages (see [2]). This result remains true if we consider context-sensitive circular splicing systems (see [2]). In the same paper it has also been proved that the language is context-free if it is generated by an alphabetic context-free splicing system (a circular splicing system is alphabetic if for any rule $r = u_1 \# u_2 \$ u_3 \# u_4$ the words $u_j$ are letters or the empty word). It is decidable whether a regular circular language and the language generated by a regular circular splicing system are equal but we do not still known how to decide the inclusion of one of them in the other [2]. It is also decidable whether a given regular language is generated by an alphabetic finite splicing system [2] but the same problem is still open for general systems. All the above mentioned results from [2] have been obtained first for a new variant of circular splicing, introduced in the same paper and named flat splicing, then easily extended to the classical model. Other still unanswered questions remain. For instance we still do not know how to decide whether a circular splicing language is regular, nor do we know how to decide whether a regular circular language is a splicing language. Finally, a characterization of those splicing languages which are regular, or vice versa is still lacking. Partial contributions to these questions have been given in [7,8,17]. In particular, regular circular languages generated by monotone complete systems have been characterized in [7]. This result will be differently proved in Section 12 by means of some special flat systems.

The paper is organized as follows. In Sections 2, 7 we set up the basic definitions for words and circular words respectively. We briefly discuss linear splicing in Sections 3, 6. In Sections 3 and 4 we introduce preliminary concepts whereas a simple type of splicing is discussed in Section 5. The main problems and recent results are presented in Section 6. Sections 8, 12 are devoted to circular splicing. In Section 8 we set up the basic definitions on circular splicing. Decidability properties and results on the position of splicing systems and their languages within the Chomsky hierarchy are presented in Section 9 along with flat splicing. The special case of the alphabetic splicing systems will be discussed in Section
A subclass of them, namely the class of the so-called simple or semi-simple systems, have been considered in the literature and their definition is given in Section 10. A known characterization of regular languages generated by special semi-simple systems (marked systems, complete systems) is recalled in Sections 11 [12].

2 Words

We suppose the reader familiar with basic notions on formal languages and we provide here only the necessary notations. [3, 39, 40] are some general references on the topic. Let us denote $A^*$ the free monoid over a finite alphabet $A$ and $A^+ = A^* \setminus \{\varepsilon\}$, where $\varepsilon$ is the empty word. For a word $w \in A^*$, $|w|$ is the length of $w$ and for every $a \in A$, $w \in A^*$, we denote by $|w|_a$ the number of occurrences of $a$ in $w$. We also set $\text{alph}(w) = \{a \in A \mid |w|_a > 0\}$ and $|w|_{A^*} = \sum_{a \in A^*} |w|_a$, where $A^* \subseteq A$. A word $x \in A^*$ is a factor of $w \in A^*$ if there are $u_1, u_2 \in A^*$ such that $w = u_1xu_2$. We denote by $\text{Fact}(w)$ the set of the factors of $w$. The reversal $w^{\text{Rev}}$ of $w$ is defined by the relations $1^{\text{Rev}} = 1$ and, for all $x \in A^*$, $a \in A$, $(xa)^{\text{Rev}} = ax^{\text{Rev}}$. For a subset $X$ of $A^*$, $X^{\text{Rev}} = \{w^{\text{Rev}} \mid w \in X\}$ is the reversal of $X$. Furthermore, for a subset $X$ of $A^*$, $\text{Card}(X)$ is the cardinality of $X$. A language is regular if it is recognized by a finite automaton. We denote by $\text{Fin}$ (resp. $\text{Reg}$) the class of finite (resp. regular) languages over $A$, at times represented by means of regular expressions. Let $L \subseteq A^*$ be a set and let $w \in A^*$ be a word. We denote by $\Gamma_L(w)$ the set of contexts of $w$ in $L$, that is $\Gamma_L(w) = \{(u, v) \in A^* \times A^* \mid wuv \in L\}$. A word $w \in A^*$ is said to be a constant for $L$ if for any $(u, v), (u', v') \in \Gamma_L(w)$ one has also $(u, v'), (u', v) \in \Gamma_L(w)$ [3, 46].

3 Splicing Operation from Scratch

As a model of the biochemical operation of splicing, in [23] Head considered the following string operation (passing from double stranded sequences to strings is allowed, due to the precise Watson-Crick complementarity of nucleotides). Consider an alphabet $A$ and two finite sets, $B$ and $C$, of triples $(\alpha, \mu, \beta)$ of words in $A^*$. These triples are called patterns and the string $\mu$ is called the crossing of the triple. Given two patterns (with the same crossing) $(\alpha, \mu, \beta)$, $(\alpha', \mu, \beta')$, both in $B$ or both in $C$, and two words $u\alpha\mu\beta'v$, $p\alpha'\mu\beta'q$, these words can be spliced and the splicing operation produces $u\alpha\mu\beta'v$, $p\alpha'\mu\beta'q$.

**Example 1.** Let us consider the word $w = cxcxc$ and the triple $(c, x, c)$. The pattern $cxc$ occurs twice in $w$ and the triple can be applied, coupled with itself, to two copies of $w$. Thus, using all combinations, the result of splicing is $(cxc)c + (cxc)^2c + (cxc)^3c$.

Abstracting further from this idea, Păun considered splicing rules of the form $r = u_1u_2u_3u_4$, where $u_1, u_2, u_3, u_4$ are strings over a given alphabet $A$ and $\#, \notin A$ [12]. The words $u_1u_2, u_3u_4$ are called sites of $r$. Given such a rule $r$, by
splicing the two strings \( x = x_1 u_1 u_2 x_2, \) \( y = y_1 u_3 u_4 y_2, \) the strings \( w' = x_1 u_1 u_4 y_2, \) \( w'' = y_1 u_3 u_2 x_2 \) are produced. We denote this operation by \((x, y) \vdash_r (w', w'').\)

It is clear that this is a generalization of Head’s definition of splicing (where the crossing is supposed to be empty).

Example 2. Let \( r = cg \# cg \# cg \) and consider \( u = aacgcgaacgcga = (aacgcg) \# aa \) and \( v = ttcgcgtt. \) There are two occurrences of the string \( cg \) in \( u \) and only one in \( v. \) Thus, \( aacgcgtt, aacgcgaacgcgtt \) are generated as well as \( ttcgcgaa, ttcgcggtt: \) the former by applying \( r \) to \( u \) and \( v, \) the latest by applying \( r \) to \( v \) and \( u. \)

A still more general definition of splicing was considered by Pixton [44]. The rules are of the form \((\alpha, \alpha', \beta)\) and by splicing two strings \( \epsilon \alpha \delta \) and \( \epsilon \alpha' \delta' \), the strings \( \epsilon \beta \delta', \epsilon' \beta \delta \) are generated. Observe that this definition of splicing is more general than Păun’s one (note that the context substrings \( \alpha, \alpha' \) are substituted by \( \beta \) during the splicing).

Example 3. The rule \((a, xa, xa)\) applied to (two copies of) the word \( cxaex \) generates \( cxxae \) (and \( cxaex \)). Splicing allows us to “pump” the letter \( x. \)

4 Computing Devices Based on Splicing: Splicing Systems

Splicing systems are models for generating languages based on the splicing operation. In the literature, different models of splicing systems were presented [33, 42, 43, 44] and three kinds of splicing systems have been studied, by using the three definitions of splicing operation given in the previous section. In this paper we consider only the iterated splicing operation given by Păun and the corresponding systems as follows.

A splicing system (or \( H \)-system) is a triple \( H = (A, I, R) \), where \( A \) is a finite alphabet, \( I \subseteq A^* \) is the initial language and \( R \) is the set of rules, with \( R \subseteq A^* \# A^* \# A^* \# A^* \) and \( \#, \$ \notin A. \) It is finite if \( I \) and \( R \) are both finite sets. Let \( L \subseteq A^*. \) We set \( \sigma^i(L) = \{ w', w'' \in A^* \mid (x, y) \vdash_r (w', w'') , x, y \in L, r \in R \}. \) The (iterated) splicing operation is defined as follows

\[
\sigma^0(L) = L, \\
\sigma^{i+1}(L) = \sigma^i(L) \cup \sigma'(\sigma^i(L)) , \ i \geq 0, \\
\sigma^*(L) = \bigcup_{i \geq 0} \sigma^i(L).
\]

Definition 1 (Păun splicing language). Given a splicing system \( H = (A, I, R) \), the language \( L(H) = \sigma^*(I) \) is the language generated by \( H. \) A language \( L \) is \( H \) generated (or is a Păun splicing language) if a splicing system \( H \) exists such that \( L = L(H). \)
We have adopted the more realistic operation of splicing defined by taking into account both of the two possible words obtained by recombination and starting with two words and a rule. This operation is also known as 2-splicing. A different definition can be obtained when we take into account only one word (1-splicing). Relations between the computational power of splicing systems with 2-splicing and splicing systems with 1-splicing can be found in [43,48].

In order to characterize regular languages generated by finite splicing systems, some partial results have been provided by considering (realistic) additional hypotheses or suitable restrictions on splicing rules. As an example, the reflexive hypothesis, or symmetry. We recall that $R$ is reflexive if for each $u_1 \# u_2 \# u_3 \# u_4 \in R$, we have $u_1 \# u_2 \# u_3 \# u_4 \in R$. $R$ is symmetric if for each $u_1 \# u_2 \# u_3 \# u_4 \in R$, we have $u_3 \# u_4 \# u_1 \# u_2 \in R$. Observe that 2-splicing is equivalent to 1-splicing plus the symmetric hypothesis on $R$.

5 Simple Systems: the Origins and Stimulated (Related) Results

The splicing operation was explicitly linked with the concept of constant already by Head [23], in his seminal paper. Indeed, it is evident the similarity between a constant and a crossing in Head’s definition. Head proved that persistent splicing languages coincide with Strictly Locally Testable (SLT) languages. In addition, he proved that SLT languages may be generated by systems such that $B = C = A^k$, for $k \geq 1$ (uniform splicing systems or Null Context H-systems, NCH systems). To do this, he used the result of De Luca and Restivo (1980) showing that a language $L$ is SLT if and only if there is an integer $k$ such that all strings in $A^k$ are constants with respect to $L$.

In [25], Head gave different characterizations of the family of SLT languages, pointing out that the class of SLT languages itself is the union of the families of languages generated by a special hierarchy of SH systems, splicing systems which are a subclass of NCH systems in [41] (each crossing of a triple is a letter). He gave a procedure which, for a regular language $L$, determines whether $L$ is SLT. When $L$ is SLT, this procedure specifies constructively the smallest family in the hierarchy containing $L$.

The restrictive class of simple systems (SH) $G$, was explicitly introduced in [41], based on rules of the form $a \# a \# a$, $a \in A$, i.e., splicing is allowed on every position where such a symbol (marker) appears. Clearly each language $L(G)$ is regular and since they are special NCH systems, we have that $L(G)$ is SLT. A characterization of languages in SH is also provided and, in the case of unary languages, they have a very simple regular expression ($L = a^*$ or $L = a^+$). SH systems were subsequently studied in [13], also by considering different positions of the letter $a$ inside a rule.

In 2001, SH systems were generalized by considering semi-simple splicing systems SSH, where all rules have the form $a_i \# a_j \# a$, $a_i, a_j \in A$ [20]. Also in this case, four types of rules can be considered, depending on the position of the two letters. In [20] only (1,3)-SSH are considered, i.e., when all rules have
the form $a_i#1$s$a_j#1$, $a_i,a_j \in A$, and the main result is a characterization of semi-simple splicing languages in terms of certain directed graphs. Using this, the authors proved that all semi-simple splicing languages must have a constant word. By applying one of Head’s results, semi-simple splicing languages are SLT languages [20]. The algebraic characterization of simple splicing languages is extended to semi-simple splicing languages in [13]. Both in the initial paper about simple systems [41], and later by Head (who gave the name of $k$–fat (semi-)simple H systems) splicing rules of the form $x#1$s$x#1$ were considered, with $|x| \leq k$, for a given constant $k$. In [14], $k$–fat semi-simple splicing systems were investigated both for linear (and circular) strings. These systems are a particular case of splicing systems with one-sided context, i.e., each rule has the form $u#1$v$#1$ or $1#u$1#v and $R$ is reflexive. Head stated again a relationship between splicing and constants and proved that it is decidable whether a regular language is generated by one-sided context splicing systems, but only when the rules are either $u#1$v$#1$ or $1#u$1#v [26].

6 Computational Power and Decidability Questions for Linear Splicing

As already said, the class of languages generated by finite splicing systems is included in the class of regular languages. This result was firstly proved by Culik II and Harju [16,30,44]. Gatterdam gave $(aa)^*$ as an example of a regular language which cannot be generated by a splicing system. Thus, the class of languages generated by splicing systems is strictly included in the class of regular languages [19]. However, for any regular language $L$ over an alphabet $A$, by adding a marker $b \not\in A$ to the left side of every word in $L$ we obtain the language $bL$ which can be generated by a splicing system. For instance, the language $b(aa)^*$ is generated by $I = \{b, baa\}$ and the rule $baa#1$s$b#a$ [26,44]. This led to the question of whether or not one of the known subclasses of the regular languages corresponds to the class of languages which can be generated by a splicing system. In turn, we are faced with the problem of finding a characterization of the latter class (see [11] for a construction of a subclass of splicing languages). All investigations to date indicate that the splicing languages form a class that does not coincide with another naturally defined language class.

A characterization of languages generated by reflexive splicing systems using constants has been given in [36]. A splicing system is reflexive if $R$ is reflexive. Recently, it was proven that every splicing language has a constant [5]. However, not all languages which have a constant are generated by splicing systems. For instance, in the language $L = (aa)^* + b^*$ every word $b^i$ is a constant, but $L$ is not generated by a splicing system.

Another approach was to find an algorithm which decides whether a given regular language is generated by a splicing system. This problem has been investigated and partially solved in [21,50]: it is decidable whether a regular language is generated by a reflexive splicing system. It is worth mentioning that a splicing system by the original definition in [23] is always reflexive. A related problem
has been investigated: given a regular language $L$ and a finite set of enzymes, represented by a set of reflexive rules $R$, it is decidable whether or not $L$ can be generated from a finite set of axioms by using only rules from $R$. In [35] the authors settle the decidability problem, by proving that for a given regular language, it is indeed decidable whether the language is generated by a splicing system (which is not necessarily reflexive). The proof is constructive, i.e., for every regular language $L$ they prove that there exists a splicing system $(I_L, R_L)$ and if $L$ is a splicing language, then $L$ is generated by the splicing system $(I_L, R_L)$. The size of this splicing system depends on the size $m$ of the syntactic monoid of $L$. All axioms in $I_L$ and the four components of every rule in $R_L$ have length in $O(m^2)$. By results from [30,31], one can construct a finite automaton which accepts the language generated by $(I_L, R_L)$. Then, by comparing it with a finite automaton which accepts $L$, we can decide whether $L$ is generated by a splicing system.

## 7 Circular Words and Languages

Given $w \in A^*$, a circular word $\sim w$ is the equivalence class of $w$ with respect to the conjugacy relation $\sim$ defined by $xy \sim yx$, for $x, y \in A^*$. The notations $|\sim w|, \sim w|_a, \text{alph}(\sim w)$ will be defined as $|w|, |w|_a, \text{alph}(w)$, for any representative $w$ of $\sim w$. Analogously, we define the reversal $\sim w_{\text{Rev}}$ of the circular word $\sim w$ by $\sim w_{\text{Rev}} = \sim (w_{\text{Rev}})$. Notice that $\sim w_{\text{Rev}}$ does not depend on which representative in $\sim w$ we choose to define it by. When the context does not make it ambiguous, we will use the notation $w$ for a circular word $\sim w$. For a word $w$, we set $\text{Fact}_c(w) = \{x \in A^+ | \exists w' \sim w : x \in \text{Fact}(w')\}$. Let $\sim A^*$ denote the set of all circular words over $A$, i.e., the quotient of $A^*$ with respect to $\sim$. Given $L \subseteq A^*$, $\sim L = \{\sim w | w \in L\}$ is the circularization of $L$ whereas, given a circular language $C \subseteq \sim A^*$, every $L \subseteq A^*$ such that $\sim L = C$ is a linearization of $C$. In particular, a linearization of $\sim w$ is a linearization of $\{\sim w\}$, whereas the full linearization $\sim \text{Lin}(C)$ of $C$ is defined by $\sim \text{Lin}(C) = \{w \in A^* | \sim w \in C\}$. Notice that, given $L \subseteq A^*$, the notation $\sim L$ is unambiguous (and means $\sim (L^*)$). The same holds for $\sim L^+$. Furthermore, we will often write $\sim w$ instead of $\{\sim w\}$ and $L$ instead of $\sim L$, for a set of letters $L \subseteq A$. Given a family of languages $FA$ in the Chomsky hierarchy, $FA^\sim$ is the set of all those circular languages $C$ which have some linearization in $FA$. Thus $\text{Reg}^\sim$ is the class of circular languages $C$ such that $C = \sim L$ for some $L \in \text{Reg}$. If $C \in \text{Reg}^\sim$ then $C$ is a regular circular language. Analogously, we can define context-free (resp. context-sensitive) circular languages. It is classically known that given a regular (resp. context-free, context-sensitive) language $L \subseteq A^*$, $\sim \text{Lin}(L)$ is regular (resp. context-free, context-sensitive) [34,35]. As a result, a circular language $C$ is regular (resp. context-free, context-sensitive) if and only if $\sim \text{Lin}(C)$ is a regular (resp. context-free, context-sensitive) language [33].
8 Circular Splicing

8.1 Păun Circular Splicing Systems

As in the linear case, there are different definitions of the circular splicing operation. In this paper we deal with the definition of this operation given in [33]. The corresponding circular splicing systems are named here Păun circular splicing systems since they are the counterpart of Păun linear splicing systems in the circular context.

Păun’s definition [33]. A Păun circular splicing system is a triple $S = (A, I, R)$, where $A$ is a finite alphabet, $I$ is the initial circular language, with $I \subseteq \sim A^*$ and $R$ is the set of the rules, with $R \subseteq A^* # A^* # A^*$ and $#, \notin A$. Then, given a rule $r = u_1 # u_2 # u_3 # u_4$ and circular words $\sim w', \sim w''$, $w$, we set $(\sim w', \sim w'') \sim_r w$ if there are linearizations $w'$ of $\sim w'$ of $\sim w''$, $w$ of $\sim w$ such that $w' = u_2 x u_1$, $w'' = u_3 y u_5$ and $w = u_2 x u_1 y u_3$. If $(\sim w', \sim w'') \sim_r w$ we say that $\sim w$ is generated (or spliced) starting with $\sim w'$, $\sim w''$ and by using a rule $r$.

We also say that $u_1 u_2$, $u_3 u_4$ are sites of splicing and we will use $\text{SITES}(R)$ to denote the set of sites of the rules in $R$.

From now on, “splicing system” will be synonymous with “circular Păun splicing system”. Furthermore, a finite splicing system $S = (A, I, R)$ is a circular splicing system with both $I$ and $R$ finite sets. We will now give the definition of circular languages. Given a splicing system $S$ and a circular language $C \subseteq \sim A^*$, we set $\sigma(C) = \{ w \in \sim A^* | \exists w', w'' \in C, \exists r \in R : (w', w'') \sim_r w \}$. Then, we define $\sigma^0(C) = C$, $\sigma^{i+1}(C) = \sigma^i(C) \cup \sigma(\sigma^i(C))$, $i \geq 0$, and $\sigma^*(C) = \bigcup_{i \geq 0} \sigma^i(C)$.

Definition 2 (Circular splicing language). Given a splicing system $S$, with initial language $I \subseteq \sim A^*$, the circular language $L(S) = \sigma^*(I)$ is the language generated by $S$. A circular language $C$ is Păun generated (or $C$ is a circular splicing language) if a splicing system $S$ exists such that $C = L(S)$.

Example 4. [8] The regular language $L = \{ w \in A^* | \exists h, k \in \mathbb{N} | w|_a = 2k, w|_b = 2h \}$ is the full linearization of the splicing language generated by $S = (A, I, R)$, where $A = \{a, b\}$, $I = \sim \{1, aa, bb, abab\}$ and $R = \{1#1#aa, 1#1#bb, 1#1#1#1#1#abab, 1#1#1#1#1#bababa\}$.

As observed in [33], we may assume that the set of rules in a splicing system $S = (A, I, R)$ satisfies additional conditions, having also a biological counterpart. Namely, we may assume that $R$ is reflexive or $R$ is symmetric (see Section 4 for these definitions). We do not assume that $R$ is reflexive. On the contrary, we notice that, in view of the definition of circular splicing, if $(w', w'') \sim_r w$, with $r = u_1 # u_2 # u_3 # u_4$, then $(w'', w') \sim_{r'} w$, with $r' = u_3 # u_4 # u_3 # u_2$. Consequently, $L(S) = L(S')$, where $S' = (A, I, R')$ and $R' = R \cup \{ u_3 # u_4 # u_3 # u_2 | u_1 # u_2 # u_3 # u_4 \in R \}$. Hence, in order to find a characterization of the circular splicing languages, there is no loss of generality in assuming that $R$ is symmetric. Thus, in what follows, we assume that $R$ is symmetric (and we do not consider this assumption as an additional condition).
However, for simplicity, in the examples of Păun systems, only one of either $u_1 \# u_2 \# u_3 \# u_4$ or $u_3 \# u_4 \# u_1 \# u_2$ will be reported in the set of rules.

We recall that the original definition of circular splicing was proposed by Head [24]. He defined circular splicing as an operation on two circular words $\sim ypzxq, \sim zuxv \in \sim A^*$ performed by two triples $(p, x, q), (u, x, v)$ and producing $\sim ypxzuqvx$. The word $x$ is called a crossing of the triple. A Head circular splicing system $S = (A, I, T, P)$ is defined by giving a finite alphabet $A$, the initial set $I \subseteq \sim A^*$, the set $T$ of triples, $T \subseteq A^* \times A^* \times A^*$, and where $P$ is a binary relation on $T$ such that, for each $(p, x, q), (u, y, v) \in T$, $(p, x, q)P(u, y, v)$ if and only if $x = y$. Another definition of circular splicing has been given by Pixton [44].

In his scheme circular splicing is performed on two circular words $\sim w' = \sim \alpha \epsilon$, $\sim w'' = \sim \alpha' \epsilon'$, by using $r = (\alpha, \alpha'; \beta), \tau = (\alpha', \alpha; \beta')$ and producing $\sim w = \sim \epsilon \beta \epsilon' \beta'$. A Pixton circular splicing system $S = (A, I, R)$ is defined by giving a finite alphabet $A$, an initial set $I \subseteq \sim A^*$ and a set of rules, $R \subseteq A^* \times A^* \times A^*$. Obviously, the counterpart of the notion of a reflexive (resp. symmetric) set of rules can be defined for (and added to) Head and Pixton systems as the notions of the corresponding generated circular languages.

We also recall that in the original definition of circular splicing given in [33], rules in $R$ could be used in two different ways [33]. One way has been described above while we recall the other, known as self-splicing, below. Self-splicing has also a biological counterpart [33]. It introduces a different semantics of how rules are used. While in the case of the circular splicing operation, two words are pasted together to form a new circular word, in the case of the self-splicing operation, a single circular word gives rise to two circular words. The precise definition is given below.

Self-splicing. Let $S = (A, I, R)$ be a splicing system. Then, given a rule $u_1 \# u_2 \# u_3 \# u_4$ and a circular word $\sim w$, we set $\sim w \vdash_r (\sim w', \sim w'')$ if there are linearizations $w, w'$ of $\sim w$, $w''$ of $\sim w''$ such that $w = xu_1u_2y_3u_4$, $w' = u_4xu_1$ and $w'' = u_2yu_3$. If $\sim w \vdash_r (\sim w', \sim w'')$ we say that $(\sim w', \sim w'')$ is generated starting with $\sim w$ and by using self-splicing with a rule $r$.

### 8.2 The Computation Power of Circular Splicing Systems

The computational power of circular splicing systems depends on (a) whether $R$ is reflexive, (b) self-splicing is taken into account, (c) which of the three definitions (Head’s, Păun’s or Pixton’s definition) is considered, (d) the level in the (circular) Chomsky hierarchy the initial set $I$ and the set $R$ of the rules belong to.

The problem of comparing the computational power of the three definitions of circular splicing was tackled in [53], where the authors proved that computational power increases when we substitute Head systems with Păun systems. Pixton systems seem to have a computational power greater than Păun systems but this is still an open question.

It is known that if $S = (A, I, R)$ is a Păun or a Pixton circular splicing system such that $I \in FA^*$, where $FA$ is a full abstract family of languages
which is closed under cyclic closure. \(R\) is a finite, reflexive and symmetric set of rules and self-splicing is used, then \(L(S) \in FA^\sim\). In particular this result applies when \(I\) is a regular (resp. context-free, recursively enumerable) circular language. However, the problem of characterizing the corresponding generated circular languages remains open in all these cases.

Unless differently stated, in this paper we deal with finite Păun systems without the reflexivity assumption and where the self-splic ing operation is not allowed, and with the corresponding class of generated circular languages. It is known that this class is incomparable with the class of regular circular languages. Indeed, \(\sim(a^2)^*a\) and \(\sim((A^2)^* \cup (A^3)^*)\) are examples of regular circular languages which are not splicing languages (for the latter language, this remains true even if we choose Pixton systems) \[33,45\]. On the other hand, a non-context-free splicing language has been exhibited in \[2\]. Moreover, in the same paper the authors proved that splicing languages are all context-sensitive and that it remains true even if \(I\) is assumed to be context-sensitive. These results will be thoroughly discussed in Section 9.

### 8.3 Decidability Questions

As for linear systems, the following decidability questions may be asked. In the circular case they are all still open.

**Problem 1** (P1). Given a splicing system \(S\), can we decide whether the corresponding generated language \(L(S)\) is regular?

**Problem 2** (P2). Given a regular language \(L\), closed under the conjugacy relation, can we decide whether \(L\) is the full linearization of a splicing language?

A related problem has been solved in \[2\] (see Section 9, Theorem 1).

**Problem 3** (P3). Can we characterize the structure of the regular circular languages which are splicing languages?

The above problems have been solved for unary languages (see Section 8.4). Moreover they may be tackled for special classes of splicing systems, namely alphabetic, marked and complete systems (see Sections 9 – 12). The known results are summarized in the following table. For each of the above problems \(P1, P2, P3\), the array below indicates whether the answer is positive for the corresponding class of splicing systems.

|      | alphabetic | marked | complete |
|------|------------|--------|----------|
| P1   | yes        | ?      | yes      | yes      |
| P2   | yes        | yes    | yes      | ?        |
| P3   | yes        | ?      | yes      | ?        |
8.4 The Case of a One-letter Alphabet

Unary languages are the simplest case that we can investigate when considering Problems 1–3. As recalled below, the class of the Păun generated languages on a one-letter alphabet is a proper subset of the class of regular (circular) languages \[8\]. In the following proposition, \(\mathbb{Z}/n\mathbb{Z}\) denotes the cyclic group of order \(n\) and, for \(G \subseteq \mathbb{N}\), we set \(a^G = \{a^g | g \in G\}\).

**Proposition 1.** A subset \(L = \sim L\) of \(a^*\) is Păun generated if and only if either \(L\) is a finite set or there exist a finite subset \(L_1\) of \(a^*\), positive integers \(p, r, n\), with \(n = pr \geq 2\) and a subgroup \(G' = \{pk | k \in \mathbb{N}, 0 \leq k \leq r - 1\}\) of \(\mathbb{Z}/n\mathbb{Z}\) such that \(L = L_1 \cup (a^G)^+\), where \(G = G' (\text{mod } n)\), and \(\max\{\ell | a^\ell \in L_1\} < n = \min\{m | m \in G\}\).

For example, for the regular language \(L = \{a^3, a^4\} \cup \{a^6, a^{14}, a^{16}\}^+\), we have \(L = L(S)\), where \(S = (\{a\}, I, R)\), \(I = \{a^3, a^4, a^6, a^{14}, a^{16}\}\) and \(R = \{a^6 \# 1 \# a^6\}\). Here \(L_1 = \{a^3, a^4\}\), \(n = 6\) and \(G' = \{0, 2, 4\}\). Of course, the above result provides a solution to Problems 1 and 3. A positive answer to Problem 2 has been given in [10]. This result is obtained by a characterization of the minimal finite state automaton recognizing regular splicing languages on a one-letter alphabet. We end this section with a result concerning the descriptional complexity of a circular splicing system which generates a circular language \(L \subseteq a^*\).

**Proposition 2.** Let \(L \subseteq a^*\) be a Păun generated language. Then, there exists a (minimal) splicing system \((\{a\}, I, R)\) generating \(L\) with either \(R = \emptyset\) or \(R = \{r\}\) containing only one rule.

9 Flat Splicing

9.1 Definitions and First Examples

Flat splicing systems are of interest for proving language-theoretic results because they allow us to separate operations on formal languages and grammars from the operation of circular closure (circularization). It appears that proofs for linear words are sometimes simpler because they rely directly on standard background on formal languages.

Note that in this section, the initial languages of the splicing systems considered are not always finite, however the sets of splicing rules remain always finite. Note also that most of the results in this section have their counterpart in circular splicing.

A flat splicing system is a triplet \(S = (A, I, R)\), where \(A\) is an alphabet, \(I\) is a set of words over \(A\), called the initial set, and \(R\) is a finite set of splicing rules, which are quadruplets \(\langle\alpha|\gamma-\delta|\beta\rangle\) of words over \(A\). The words \(\alpha, \beta, \gamma\) and \(\delta\) are called the handles of the rule.

Let \(r = \langle\alpha|\gamma-\delta|\beta\rangle\) (or \(a#\beta\delta\gamma\)) be a splicing rule. Given two words \(u = x\alpha \cdot \beta y\) and \(v = \gamma z\delta\), applying \(r\) to the pair \((u, v)\) yields the word \(w = x\alpha \cdot \gamma z \delta \cdot \beta y\).
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(The dots are used only to mark the places of cutting and pasting, they are not parts of the words.) This operation is denoted by \( u, v \rightarrow_r w \) and is called a production. Note that the first word (here \( u \)) is always the one in which the second word (here \( v \)) is inserted.

**Example 5.**

1. Consider the splicing rule \( r = \langle ab|aa-b|c \rangle \). We have the production \( bab \cdot cc, aaccb \vdash_r bab \cdot aaccb \cdot cc \).

2. Consider the splicing rule \( \langle b|a-a|b \rangle \). Note that we cannot produce the word \( b \cdot a \cdot b \) from the word \( b \cdot b \) and the singleton \( a \), because the rule requires that the inserted word has at least two letters. On the contrary, the rule \( \langle b|1-a|b \rangle \) does produce the word \( bab \) from the words \( bb \) and \( a \).

3. For the rule \( r = \langle 1|a-a|b \rangle \), the production \( \cdot bbc, aba \vdash_r aba \cdot bbc \), is in fact a concatenation.

4. As a final example, the rule \( \langle 1|1-1| \rangle \) permits all insertions (including concatenations) of a word into another one.

**Remark 1.** As we can see, the \( 1 \) in the rules permit the insertion of a one-lettered word (when there is at least one \( 1 \) in the middle of the rule, as it is the case in the second item of the previous example) or the concatenation of two words (when there is at least one \( 1 \) at the beginning or the end of the rule, as it is the case in the third item of the previous example).

As for other forms of splicing, the language generated by the flat splicing system \( S = (A, I, R) \), denoted \( L(S) \), is the smallest language \( L \) containing \( I \) and closed by \( R \).

**Example 6.** Consider the splicing system over \( A = \{a, b\} \) with initial set \( I = \{ab\} \) and the unique splicing rule \( r = \langle a|a-b|b \rangle \). It generates the context-free and non-regular language \( L(S) = \{a^n b^n \mid n \geq 1\} \).

A splicing system is finite (resp. regular, context-free, context-sensitive) if its initial set is finite (resp. regular, context-free, context-sensitive).

A rule \( r = \langle \alpha|\gamma-\delta|\beta \rangle \) is alphabetic if its four handles \( \alpha, \beta, \gamma \) and \( \delta \) are letters or the empty word. A splicing system is alphabetic if all its rules are alphabetic.

### 9.2 Two General Results

In Section 5.3 some decidability questions are asked. In [2], the following result on a similar question is proved.

**Theorem 1.** Given a regular flat (resp. circular) splicing system \( S \) and a regular language \( K \), it is decidable whether \( L(S) = K \).

**Remark 2.** Note also that it is decidable whether a regular language can be generated by an alphabetic (flat or circular) finite splicing system. This fact answers a special case of Problem [2].
The highest level in Chomsky hierarchy which can be obtained by splicing systems with a finite initial set is the context-sensitive level. This result (proved in [2]) remains true when the initial set is context-sensitive.

**Theorem 2.** The language generated by a context-sensitive flat (resp. circular) splicing system is context-sensitive.

We give here an example of a splicing system having a finite initial set which produces a non-context-free language.

**Example 7.** Let $A$ be the alphabet $\{a, b, c, d, \triangleright, \triangleleft\}$ and set $u = abcd$. Let $S = (A, I, R)$ be the flat splicing system with

\[
I = \{\triangleright u \triangleleft, a, b, c, d\}
\]

and with $R$ composed of the rules

\[
\begin{align*}
\text{a}_1 &= \langle \triangleright a-1|u \rangle, & \text{a}_2 &= \langle au|a-1|u \rangle, \\
\text{b}_1 &= \langle a|b-1|u \triangleleft \rangle, & \text{b}_2 &= \langle a|b-1|uabu \rangle, \\
\text{c}_1 &= \langle \triangleright ab|c-1|u \rangle, & \text{c}_2 &= \langle abcu|b-1|u \rangle, \\
\text{d}_1 &= \langle abc|d-1|u \triangleleft \rangle, & \text{d}_2 &= \langle abc|d-1|uu \rangle.
\end{align*}
\]

This splicing system produces the language

\[
L(S) = I \cup \{\triangleright (u)^{2^n} \triangleleft \mid n \geq 0\} \\
\cup \{\triangleright (au)^p(u)^q \triangleleft \mid p + q = 2^n, n \geq 0\} \\
\cup \{\triangleright (au)^p(abu)^q \triangleleft \mid p + q = 2^n, n \geq 0\} \\
\cup \{\triangleright (abcu)^p(abcu)^q \triangleleft \mid p + q = 2^n, n \geq 0\}.
\]

Here is an idea of how this splicing system will produce the word $\triangleright u^{2^{n+1}} \triangleleft$ from the word $\triangleright u^{2^n} \triangleleft$ by adding a word $u$ before each of its occurrences. This is done by inserting first letters $a$ from left to right, then letters $b$ from right to left, then letters $c$ from left to right, and finally letters $d$ from right to left.

The intersection of the language $L(S)$ with the regular language $\triangleright (u)^* \triangleleft$ is equal to $\{\triangleright (u)^{2^n} \triangleleft \mid n \geq 0\}$. The latter language is not context-free.

Concerning circular splicing systems, if we take the circular splicing system with the same rules and the same initial language, we get a similar result, which is not context-free either.

More detailed explanations, for both flat and circular splicing systems, are provided in [2].

### 9.3 Alphabetic Splicing Systems

We recall that a splicing system is said *alphabetic* if all the handles of all its rules have length at most one.

The splicing system of Example 6 is alphabetic and has a finite initial set. However, it generates a non-regular language. We give now a similar example for the flat and circular cases.
Example 8. Let $S = (A, I, R)$ be the flat splicing system defined by $A = \{a, \bar{a}\}$, $I = \{a\bar{a}\}$ and $R = \{(1)|1–1(1)\}$. It generates the Dyck language. Recall that the Dyck language over $\{a, \bar{a}\}$ is the language of parenthesized expressions, $a, \bar{a}$ being viewed as a pair of matching parentheses (see, for example, [1]).

The circular splicing system $\hat{S} = (A, I, R)$ defined by $A = \{a, \bar{a}\}$, $I = \{\sim(a\bar{a})\}$ and $R = \{1#1\bar{a}1#1\}^*$ generates the language $\hat{D}$ of words having as many $a$ as $\bar{\bar{a}}$. Indeed, the system allows to insert $a\bar{a}$ and $\bar{a}a$ anywhere, hence we get the set of words having as many $a$ as $\bar{a}$. This language $\hat{D}$ is the circularization of the Dyck language [1].

Remark 3. All examples given so far show that alphabetic splicing systems generate always a context-free languages, and this is indeed the case as we shall see below. Observe however that we cannot get all context-free languages and even all regular languages as splicing languages with a finite initial set. For example, we can easily see that the language $L = \{a^n c \mid n \geq 0\}$ cannot be obtained by such a splicing system: consider indeed the fact that all words of $L$ have exactly only one $c$, so inserting a word of $L$ into another word of $L$ will produce a word out of $L$.

The main result of this section is the following.

**Theorem 3.** The language generated by a flat or circular alphabetic context-free splicing system is context-free.

This theorem is effective, that is, we can actually construct context-free grammars which generate the language produced by the splicing system. The whole proof is in [2], but a hint of the proof is given below, and an example is then given to illustrate it.

**Sketch of the proof.** The flat case is simpler, for this reason, we begin with it.

Let $S$ be a flat splicing system $(A, I, R)$ which generates the language $L = L(S)$.

We have seen (Example 5) that some productions are in fact concatenations in contrast with “proper insertions” where we really put a word between two non-empty parts of another one. As these concatenations cannot be treated like “proper insertions”, we are going to separate both types of productions. And we prove that, roughly, we can do all concatenations before any insertions.

Then, we first construct a grammar $G_1$ that generates the language $K$ obtained from the initial language $I$ by performing all the concatenations iteratively. Then, second, we construct a grammar $G_2$ that generates the language $L$ obtained from the language $K$ by performing all the insertions iteratively.

In the circular case, we generate the full linearization of the language $L = L(S)$. The only difference is that the calculation of the set of concatenations and the set of insertions we need to consider, is less straightforward.

Remark 4. The proof makes use of the notion of generalized context-free grammars, that is context-free grammar which may have rules whose right parts are
context-free languages upon the set of terminal and non terminal symbols. For example, the rule $A \rightarrow B^c c^* | L$, with $a$ and $B$ non-terminal variables, $c$ a terminal variable, and $L = \{a^n b^n | n \geq 1\}$, is a correct rule for a generalized context-free grammar. These grammars are known to produce context-free languages (see [36]).

Example 9. Consider the flat splicing system $S = (A, I, R)$ over the alphabet $A = \{a, b\}$, with $I = \{aa, ab\}$, and with $R$ composed of the splicing rules $\{\langle 1 | a - a | a \rangle, \langle a | a - b | b \rangle\}$.

The grammar which generates the language $K$ obtained from the initial language $I$ by performing all the concatenations iteratively, is

$$S \rightarrow aW_a \mid aW_b$$
$$aW_a \rightarrow aa \mid aW_a aW_a$$
$$aW_b \rightarrow ab \mid aW_a aW_b$$

In this grammar, the symbol $aW_b$ is used to derive words of length at least 2 that start with the letter $a$ and end with the letter $b$, that is the set $K \cap aA^*b$. (Note that the one-lettered words would need other variables.)

In line 2, the first rule is used to derive the one word of the initial set that begins and ends with the letter $a$; the second rule is used to permit the concatenation of two words that begin and end with the letter $a$, producing a word that begins and ends also with the letter $a$. The rules of line 3 are similarly constructed.

One can easily check that this grammar produces the language $(a^2)^+ + (a^2)^* ab$, and that this language is the same as the one produced by the concatenations.

The grammar which generates the final language $L = L(S)$ obtained from the initial language $K$ by performing all the pure insertions iteratively, is

$$S \rightarrow aW_a \mid aW_b$$
$$aW_a \rightarrow ((aB^a)^2)^* aB^a a$$
$$aW_b \rightarrow ((aB^a)^2)^* aB^b b$$
$$aB^a \rightarrow aB^a aW_a aB^a \mid 1$$
$$aB^b \rightarrow aB^a aW_b bB^b \mid 1$$
$$bB^b \rightarrow 1$$

In this grammar, the symbol $aW_b$ has the same use as in the preceding one. The symbol $aB^b$ is always preceded by a letter $a$ or a non-terminal which eventually derives a word ending with a letter $a$ and, similarly, the same symbol $aW_b$ is always followed by a letter $b$ or a non-terminal which eventually derives a word beginning with a letter $b$. Note that in such a grammar, you can always derive words with variables of type $aW_b$ between each other type of letters. This is intended to simulate the insertions.
In line 5, the first rule is used to permit the insertion of a word that begins with the letter a and ends with the letter b in another word between a letter a and a letter b. Note that the \( AB \) of the same rule will possibly be used later to make new insertions, while \( B^p \) does not produce anything else than 1 because no rule permits an insertion between two letters b.

One can easily check that this latter grammar produces the language \( (a^2)^+ \cup \{a^{2n_1+1}a^{2n_2+1} \ldots a^{2n_3+1}b^p \mid n_i \geq 0\} \) which is equal to \( (a^2)^+ \cup \{a^{p+2n}b^p \mid p \geq 1, n \geq 0\} \). It can also be checked that this language is the same as the one produced by the splicing system.

## 10 Circular Simple and Semi-simple Splicing Systems

A special class of alphabetic splicing systems, namely the Păun circular semi-simple splicing systems (or CSSH systems) has been previously considered in [13][14][17], once again as the circular counterpart of linear semi-simple splicing systems introduced in [20]. \( S = (A, I, R) \) is a CSSH system when both \( u_1u_2, u_3u_4 \) have length one. Thus, either \( u_1 \) (resp. \( u_3 \)) or \( u_2 \) (resp. \( u_4 \)) is 1, the empty word.

In a CSSH system, a rule is defined by a pair of letters and by the positions of these letters in the rule. As in the linear case, there are four types of rules, namely \( a_i\#1\#a_j\#1, a_i\#1\#a_j, 1\#a_i\#1 \#a_j, 1\#a_i\#1\#a_j, \) with \( a_i, a_j \in A \). Furthermore, since \( R \) is symmetric, if \( a_i\#1\#a_j \in R \) then we also have \( 1\#a_j\#a_i\#1 \in R \). The positions of the letters in the rule play an important role that cannot be ignored. Thus, using the terminology of [14], an \((i,j)\)-CSSH system, with \((i,j) \in \{(1, 3), (2, 4)\} \), (resp. a \((2, 3)\)-CSSH system) is a CSSH system where for each \( u_1\#u_2\#u_3\#u_4 \in A \) we have \( u_i, u_j \in A \) (resp. \( u_2, u_3 \in A \) or \( u_1, u_4 \in A \)). For instance, \( S = (A, I, R) \), with \( A = \{a, b, c\} \), \( I = \{a\#1\#b\#1\} \) is a \((1, 3)\)-CSSH system, whereas \( S' = (A, I, R') \), with \( R' = \{1\#c\#1\#b\} \) is a \((2, 4)\)-CSSH system [13]. Notice that in a \((1, 3)\)-CSSH system, circular splicing can be rephrased as follows: given a rule \( a_i\#1\#a_j\#1 \) and two circular words \( \sim xa_i, \sim ya_j \), the circular splicing yields as a result \( \sim xa_iya_j \).

The special case \( u_1u_2 = u_3u_4 \in A \) (simple systems) was considered in [15], once again as the circular counterpart of the linear case investigated in [11]. Given \((i,j) \in \{(1, 3), (2, 4), (2, 3)\} \), an \((i,j)\)-circular simple system is an \((i,j)\)-CSSH system which is simple [15]. As stated in the previous section, all these systems generate context-free languages and there are circular simple systems generating non-regular circular languages. Indeed, let \( S = (A, I, R) \) be the \((1, 3)\)-circular simple system defined by \( A = \{a, b, c\} \), \( I = \{baca\} \) and \( R = \{a\#1\#a\#1\} \).

Then, \( Lin(L(S)) \cap (ba)^* (ca)^n \cap (ba)^n (ca)^n \mid n \geq 1 \) and consequently \( L(S) \) is not a regular circular language [9]. A characterization of simple systems having only one rule and generating a regular circular language has been given in [7] (see Section 12).

In [15], the authors compared the classes of circular languages generated by \((i,j)\)-circular simple systems, for different values of the pair \((i,j) \). A precise description of the relationship among these classes of languages along with some of
their closure properties was given. In particular, in [15], the authors proved that (1,3)- and (2,4)-circular simple systems generate the same class of languages. An analogous viewpoint was adopted for Păun circular semi-simple splicing systems in [14] where the authors highlighted further differences between circular simple and CSSH systems. In particular, the class of languages generated by (1,3)-CSSH systems is not comparable with the class of languages generated by (2,4)-CSSH systems. Indeed, in [15], the authors proved that there is no (2,4)-CSSH system \( S_1 \) such that \( L(S) = L(S_1) \), where \( S = (A, I, R) \) is the (1,3)-CSSH system defined by \( A = \{a, b, c\}, I = \{\#1\#b\#c\} \) and \( R = \{a\#1\#b\#c\} \) (see also [9] for an alternative proof of this statement). In [17], the authors show that the map \( \mu \) defined by \( \mu(C) = C^{Rev} \) is a bijection between the class of circular languages generated by (2,4)-CSSH and the class of circular languages generated by (1,3)-CSSH systems. However, a still open problem is to find a characterization of the class of regular circular languages generated by CSSH systems. The structure of these languages is unknown even if we restrict ourselves to languages generated by circular simple splicing systems. This problem has been solved for special classes of CSSH systems as we will see in the next part of this paper. We will also make some assumptions on a CSSH system \( S = (A, I, R) \). Firstly, it has been proved that adding the empty word to the initial set \( I \) will only add the empty word to the language generated by \( S \) [8]. Thus, we assume \( 1 \notin I \). Secondly we assume that any rule \( r = u_1\#u_2\#u_3\#u_4 \) in \( R \) is useful (i.e., there exist \( \sim x, \sim y \in I \) such that \( u_1u_2 \in \text{Fact}_c(x), u_3u_4 \in \text{Fact}_c(y) \)) and \( |w|_{\text{SITES}(R)} \neq 0 \), for any \( w \in I \). Indeed omitting rules or circular words in \( I \) which do not intervene in the application of the splicing operation will not change the language generated by a CSSH system, beyond the finite set of words removed from \( I \). This result was incorrectly stated for Păun circular splicing systems in [17] but it is not difficult to see that it holds for CSSH systems.

11 Extended Marked Systems

Problems [13-15] have been solved in [17] for the class of the extended marked systems. They are (1,3)-CSSH systems \( S = (A, I, R) \) such that each \( w \in I \) contains at most one occurrence of a letter in \( \text{SITES}(R) \). In the same paper, it has been proved that in order to solve these problems, the assumption on \( I \) can be replaced by the condition \( I = A = \text{SITES}(R) \). A (1,3)-CSSH system \( S = (A, I, R) \) such that \( I = A = \text{SITES}(R) \) is called a marked system. For instance, \( S = (A, I, R) \), with \( A = \{a, b, c\}, I = \{\#1\#b\#c\} \) is an extended marked system whereas \( S' = (A', I', R) \), with \( A' = I' = \{b\} \), \( R = \{c\#1\#b\#c\} \), is a marked system. Given an extended marked system \( S = (A, I, R) \), there is a marked system \( S' = (A', I', R) \) associated with \( S \). It is obtained by erasing any letter \( a \) in \( A \) or in \( w \in I \) such that \( a \notin \text{SITES}(R) \). Then \( L(S) \) can be constructed with ease by means of \( L(S') \). Let us illustrate this construction over an example. Consider the above-mentioned extended marked system \( S = (A, I, R) \), with \( A = \{a, b, c\}, I = \{\#1\#a\#c\} \), \( R = \{a\#1\#b\#c\} \) and the associated marked system \( S' = (A', I', R) \), with \( A' = I' = \{b\} \), \( R = \{c\#1\#b\#c\} \). Therefore, \( L(S) \) is the
the transitive marked systems of its canonical decomposition. Therefore, in the
next part of this section (i.e., \(I, R\)) is given by the transitive marked systems
of its canonical decomposition \(\{I_h, R^h\} | 1 \leq h \leq g\). Moreover the following result holds \([17]\).

**Proposition 3.** The language \(L(I, R)\) generated by the marked system \(S = (I, R)\) is the disjoint union of the languages \(L(I_h, R^h)\) generated by the maximal transitive subsystems of its canonical decomposition \(\{I_h, R^h\} | 1 \leq h \leq g\).

**Example 10.** Let \(I = \{a_1, a_2, a_3\}\) and \(R = \{(a_1, a_1), (a_2, a_2), (a_2, a_3)\}\). Then the canonical decomposition of \(S = (I, R)\) is given by the transitive marked systems \(S^1 = (I_1, R^{I^1})\), with \(I_1 = \{a_1\}\) and \(R^{I^1} = \{(a_1, a_1)\}\), and \(S^2 = (I_2, R^{I^2})\), with \(I_2 = \{a_2, a_3\}\) and \(R^{I^2} = \{(a_2, a_2), (a_2, a_3)\}\).

Proposition 3 shows that, in order to characterize the language generated by a marked system, it is sufficient to characterize the languages generated by the transitive marked systems of its canonical decomposition. Therefore, in the next part of this section \(S = (I, R)\) will be a transitive marked system. Some necessary definitions are given below.

**Definition 3.** Let \(S = (I, R)\) be a transitive marked system. The distance \(d_I(a_i, a_j)\) between \(a_i, a_j \in I\) is defined by \(d_I(a_i, a_j) = \min\{k \mid \exists b_1, \ldots, b_k \in I : \langle b_h, b_{h+1} \rangle \in R, 1 \leq k \leq k - 1, b_1 = a_i, b_k = a_j\}\). The global diameter of \(S\) is defined as \(\delta(S) = \max\{d_I(a, b) | a, b \in I\}\). The local diameter of \(S\) is defined as \(\delta_J(S) = \max\{\delta(S^J) | J\ \text{is a transitive subset of} \ I\}\).

**Example 11.** Let \(S = (I, R)\) with

\[
I = \{a_1, a_2, a_3, a_4, a_5\},
R = \{(a_1, a_2), (a_2, a_3), (a_3, a_4), (a_4, a_5), (a_1, a_5), (a_2, a_5), (a_3, a_5), (a_4, a_5)\}.
\]
The maximum distance between two letters in \( I \) is 3, hence the global diameter of \( S \) is \( \delta(S) = 3 \), while the local diameter of \( S \) is \( \delta_I(S) = 4 \), since \( \delta(S^J) = 4 \) for \( J = \{ a_1, a_2, a_3, a_4 \} \).

Remark 5. For every transitive marked system \( S \) it holds \( \delta_I(S) \geq \delta(S) \). Moreover, if \( \delta_I(S) \geq 4 \), then there exists a transitive subset \( J = \{ a_i, a_j, a_k, a_l \} \) of \( I \) such that \( \delta(S^J) = 4 \).

**Theorem 4.** \( L(I, R) \) is a regular circular language if and only if \( \delta_I(S) \leq 3 \).

**Proposition 4.** Let \( L \) be a regular language. There exists an integer \( N \) such that if \( uv \in L \), then there is \( v' \in A^* \) such that \( |v'| \leq N \) and \( uv' \in L \).

**Lemma 1.** Let \( S = (I, R) \) be a transitive marked system. If \( \delta_I(S) > 3 \), then \( L(I, R) \) is not a regular language.

**Sketch of the proof.** By Remark 5 we can suppose that there exists a transitive subset \( J \) of \( I \) such that \( \delta(S^J) = 4 \). More precisely, we can suppose that, up to renaming letters, \( I \) contains the subset \( J = \{ a_1, a_2, a_3, a_4 \} \) and that \( \{ (a_1, a_2), (a_2, a_3), (a_3, a_4) \} \subseteq R \), while neither of \( (a_1, a_3), (a_1, a_4), (a_2, a_4) \) is in \( R \), so that \( d_J(a_1, a_4) = 4 \). On the contrary, assume that \( L(I, R) \) is regular. Thus, \( \mathsf{Lin}(L(J, R')) = \mathsf{Lin}(L(I, R)) \cap J^* \) is a regular language.

For every \( n > 0 \), consider the word \( \sim w_n = \sim (a_1a_4)^n \), so that \( |\sim w_n| = 2n \). It can be shown, by induction on \( n \), that any word \( z_n = \sim w_n y_n \) in \( L(J, R^J) \) has length greater than or equal to \( 4n \) (actually, there is a unique word of minimal length satisfying these conditions and it is the word \( \sim (a_1a_4)^n(a_3a_2)^n \)). This is in contradiction with Proposition 4.

**Lemma 2.** Let \( S = (I, R) \) be a transitive marked system with \( \delta_I(S) \leq 3 \) and let \( w \in I^+ \). If \( \mathsf{alph}(w) \) is transitive and \( |w| \geq 2 \), then \( \sim w \in L(I, R) \). Consequently we have:

\[
L(I, R) = I \cup \bigcup_{J \subseteq I, \text{transitive}} \sim (\cap_{a \in J} J^* \cap a J^*).
\]

**Sketch of the proof.** Let \( w \in I^+ \), with \( |w| \geq 2 \). It can be proved by induction on \( |w| \) that \( \sim w \in L(I, R) \) if and only if \( J = \mathsf{alph}(w) \) is transitive. Clearly, \( \mathsf{alph}(w) = J \) if and only if \( w \in \cap_{a \in J} J^* \cap a J^* \), i.e., \( \{w \in J^* \mid |w|_a > 0, \text{ for all } a \in J \} \).

Recall that a **cograph** is a \( P_4 \)-free graph, i.e., a graph which does not contain the path \( P_4 \) on 4 vertices as an induced subgraph. Cographs have been deeply investigated in graph theory, and linear-time recognition algorithms have been provided for this class of graphs [12]. As a corollary of Theorem 4, a marked system \( S \) generates a regular circular language if and only if its associated graph
is a cograph \([9]\). Finally, we may consider marked systems with self-splicing, that is marked systems \(S = (I, R)\) in which the self-splicing operation is allowed. The language \(L(I, R)\) generated by a marked system with self-splicing \(S = (I, R)\) is defined by taking into account both splicing and self-splicing \([33]\). In \([9]\), it has been proved that a marked system with self-splicing always generates a regular circular language, which has a very simple structure.

### 12 Monotone Complete Systems

For a special subclass of CSSH systems, we may characterize those of them that generate regular circular languages, namely \((i, j)\)-complete systems (or monotone systems). They were introduced in \([7]\) and their definition is recalled below.

**Definition 4.** An \((i, j)\)-complete system \(S = (A, I, R)\) is a finite system such that:

1. \(S\) is an \((i, j)\)-CSSH system (i.e., there are fixed positions \(i \in \{1, 2\}\) and \(j \in \{3, 4\}\) such that for all \(r = u_1 \# u_2 \# u_3 \# u_4 \in R\) we have \(u_1 u_2 = u_i \in A\) and \(u_3 u_4 = u_j \in A\))
2. \(S\) is a complete system, i.e., for each \(a, b \in A\), there is a rule \(u_1 \# u_2 \# u_3 \# u_4 \in R\) such that \(u_1 = a, u_3 = b\).

\(S\) is a monotone complete system if there are \(i \in \{1, 2\}\) and \(j \in \{3, 4\}\) such that \(S\) is an \((i, j)\)-complete system.

**Example 12.** Let \(S = (A, I, R)\), where \(A = \{a, b\}\), \(I = \{\{\}ab\}\) and \(R = \{a \# 18a \# 1, b \# 18b \# 1, a \# 18b \# 1\}\). Therefore \(S\) is a (1,3)-complete system. Analogously, let \(R' = \{1 \# a81 \# a, 1 \# b81 \# b, 1 \# a81 \# b\}\), \(R'' = \{1 \# a8a \# 1, 1 \# b8b \# 1, 1 \# a8b \# 1\}\). Then, \(S' = (A, I, R')\) is a (2,4)-complete system and \(S'' = (A, I, R'')\) is a (2,3)-complete system.

In \([7]\), the authors proved that the class of languages generated by \((i, j)\)-complete systems is equal to the class of languages generated by \((i', j')\)-complete systems, for \((i, j), (i', j') \in \{(1, 3), (2, 4), (2, 3)\}, (i, j) \neq (i', j')\). Moreover, they proved that these systems have the same computational power as simple systems with only one rule of a specific type. Finally we recall below the characterization of monotone complete systems generating a regular circular language given in \([7]\).

In view of the above mentioned results, some assumptions will be made. Precisely, in what follows \(S = (A, I, R)\) will be a (1,3)-complete system, with \(I \notin I\). Any rule \(a_i \# 18a_j \# 1\) in \(R\) will be denoted by the pair of letters \((a_i, a_j)\) and \(R\) may be identified with \(A \times A\). Moreover \(\text{alph}(I) = A\). The above characterization has been obtained thanks to the close relation between complete systems and a class of context-free languages introduced in \([15]\), whose definition is recalled below.
12.1 Pure Unitary Languages

A pure unitary grammar is a pair \( G = (A, Y) \), where \( A \) is a finite nonempty alphabet and \( Y \subseteq A^* \) is a finite set. Then, we consider the set of productions \( \{ 1 \to y \mid y \in Y \} \) and the derivation relation \( \Rightarrow_Y \) of the semi-Thue system \( T(Y) = \{ (1, y) \mid y \in Y \} \), induced by \( Y \). We recall that \( \Rightarrow_Y \) is the transitive and reflexive closure of the relation \( \Rightarrow_Y \), defined by \( uv \Rightarrow_Y uyv \), for any \( u, v \in A^* \), \( y \in Y \).

A reflexive and transitive relation on a set is called a quasi-order. Then, \( \Rightarrow_Y \) is a quasi-order on \( A^* \) and, for brevity, we will denote it by \( \leq_Y \). For a given quasi-order on a set \( X \), one can consider the upward closure of a subset of \( X \), defined below.

**Definition 5.** For any quasi order \( \leq \) on a set \( X \) and any subset \( Z \) of \( X \), the upward closure of \( Z \) (with respect to \( \leq \) ) is given by \( \text{cl}_{\leq}(Z) = \{ x \in X \mid \exists y \in Z \text{ such that } y \leq x \} \). \( Z \) is \( \leq \)-closed (or simply closed) if \( \text{cl}_{\leq}(Z) = Z \) (i.e., if \( y \in Z \) and \( y \leq x \) implies that \( x \in Z \)).

Given a pure unitary grammar \( G = (A, Y) \), the language of \( G \), denoted \( L(G) \) is \( \text{cl}_{\leq_Y}(1) \). A word \( w \in L(G) \) if and only if \( 1 \Rightarrow_Y w \). A language of the form \( L(G) \) for some pure unitary grammar \( G \), is called a pure unitary language.

Pure unitary languages may also be defined by the operations of insertion and iterated insertion. They are variants of classical operations on formal languages and we recall their definitions below.

**Definition 6.** Given \( Z, Y \subseteq A^* \), the operation of insertion, denoted by \( \leftarrow \), is defined by \( Z \leftarrow Y = \{ z_1y_{g_2} \mid z_1, z_2 \in Z \text{ and } y \in Y \} \). The operation of iterated insertion, denoted by \( \leftarrow^* \), is defined inductively from the operation of insertion by \( Y^{\leftarrow^0} = \{1\} \), \( Y^{\leftarrow^i+1} = Y^{\leftarrow^i} \leftarrow Y \) and \( Y^{\leftarrow^*} = \cup_{i \geq 0} Y^{\leftarrow^i} \).

The following result has been stated in [22] with no proof. We give a short proof of it for the sake of completeness.

**Proposition 5.** A language \( L \subseteq A^* \) is a pure unitary language if and only if \( L = Y^{\leftarrow^*} \) with \( Y \) being a finite set of nonempty words in \( A^* \).

**Proof.** Let \( Y \) be a finite set of nonempty words in \( A^* \) and let \( L = Y^{\leftarrow^*} \). Consider the pure unitary grammar \( G = (A, Y) \). It is easy to see that a word \( w \) is in \( L \) if and only if \( w \) is in \( L(G) \). Of course this is true for the empty word. Otherwise, assume that \( w \in Y^{\leftarrow^{i+1}} \). Therefore there are \( z_1, z_2 \in Y^{\leftarrow^i} \) and \( y \in Y \) such that \( w = z_1y_{z_2} \). By using induction on \( i \), we have \( z_1, z_2 \in L(G) \), hence, by the definitions, \( 1 \Rightarrow_Y z \Rightarrow_Y w \) and we conclude that \( w \in L(G) \). Conversely, if \( w \in L(G) \), then there is \( z \), with \( z \neq w \), and such that \( 1 \Rightarrow_Y z \Rightarrow_Y w \). Using once again induction, we have \( z \in Y^{\leftarrow^i} \) and by the definition of \( \Rightarrow_Y \), we have \( w \in Y^{\leftarrow^{i+1}} \subseteq Y^{\leftarrow^*} \).

Let \( Y \) be a finite set of nonempty words in \( A^* \) and let \( L = L(G) \) the language of the pure unitary grammar \( G = (A, Y) \). The same argument as below shows that \( L = Y^{\leftarrow^*} \).
The construction of a context-free grammar generating $Y^{\leftarrow \ast}$ is obvious (see for instance [7]). The following result has been proved in [7].

**Lemma 3.** For each $w, z \in Y^{\leftarrow \ast}$, for each $w_1, w_2 \in A^*$ such that $w = w_1w_2$, we have $w_1zw_2 \in Y^{\leftarrow \ast}$.

We recall below a characterization of regular pure unitary languages, given by means of a decidable property, stated in [18].

**Definition 7.** Let $A$ be an alphabet, let $Y \subseteq A^*$ be a finite set. $Y$ is unavoidable in $A^*$ if there exists $k_0 \in \mathbb{N}$ such that any word $x \in A^*$, with $|x| > k_0$, has a factor $y$ in $Y$. The integer $k_0$ is called subword avoidance bound for $Y$.

**Theorem 5.** For any pure unitary grammar $G = (A, Y)$, the language $L(G)$ is regular if and only if $Y$ is unavoidable in $A^*$.

Theorem 5 gave a necessary and sufficient condition on a pure unitary grammar that guarantee the language of the grammar to be regular. In the proof of this theorem, Ehrenfeucht, Haussler and Rozenberg stated two other important intermediate results, both recalled below. It would be interesting to find a proof of the former theorem independent of the latter results. We recall that a quasi-order $\leq$ on $A^*$ is monotone if $u \leq v$ and $u' \leq v'$ imply that $uu' \leq vv'$, for all $u, v, u', v' \in A^*$. Moreover, a quasi-order $\leq$ on $A^*$ is a well quasi-order if for each infinite sequence $\{x_i\}$ of elements in $A^*$, there exist $i < j$ such that $x_i \leq x_j$.

**Theorem 6.** [(generalized Higman theorem)] For any finite set $Y \subseteq A^+$, the quasi-order $\leq_Y$ is a well quasi-order on $A^*$ if and only if $Y$ is unavoidable in $A^*$.

**Proposition 6.** [(generalized Myhill-Nerode theorem)] A language $L \subseteq A^*$ is regular if and only if it is $\leq$-closed under some monotone well quasi-order $\leq$ on $A^*$.

### 12.2 Pure Unitary Grammars and Monotone Complete Splicing Systems

In [7] the authors stated the following result: a circular language $L$ is generated by a $(1,3)$-complete system $S = (A, I, R)$ if and only if there exists a finite language $Y \subseteq A^+$, closed under the conjugacy relation and such that $Lin(L) = Y^{\leftarrow \ast} \setminus \{1\}$. We differently state the same result below.

**Theorem 7.** The following conditions are equivalent:

1. There exists a $(1,3)$-complete system $S = (A, I, R)$ such that $L = L(S)$.
2. There exists a flat splicing system $S = (A, Y, R')$, where $Y \subseteq A^+$ is a finite language closed under the conjugacy relation and $R' = \{(a|1-b|1) \mid a, b \in A\}$, such that $L(S) = Lin(L)$.
3. There exists a finite language $Y \subseteq A^+$ such that $Y$ is closed under the conjugacy relation and $Lin(L) = Y^{\leftarrow \ast} \setminus \{1\}$. 


Theorem is a direct consequence of the following two results.

Recall that in a circular splicing system \( S = (A, I, R) \), the set \( R \) is supposed to be symmetric.

**Proposition 7.** Let \( S = (A, I, R) \) be a \((1,3)\)-CSSH system. Then the flat splicing system \( S = (A, Y, R') \), where \( Y = \text{Lin}(I) \) and \( R' = \{ (a|b) \mid (a, b) \in R \} \), is such that \( L(S) = \text{Lin}(L(S)) \). Conversely, let \( S = (A, Y, R') \) be a flat splicing system, where \( Y \subseteq A^+ \) is a finite language closed under the conjugacy relation, \( R' = \{ (a|b) \mid (a, b) \in R \} \) and \( R \) is a symmetric relation on \( A \). Let \( I = \sim Y \) be the circularization of \( Y \). Then \( L(S) = \text{Lin}(L(S)) \), where \( S = (A, I, R) \) is a \((1,3)\)-CSSH system.

**Proof.** Let \( S = (A, I, R) \) be a \((1,3)\)-CSSH system. Consider the flat splicing system \( S = (A, Y, R') \), where \( Y = \text{Lin}(I) \) and \( R' = \{ (a|b) \mid (a, b) \in R \} \). We prove that \( L(S) = \text{Lin}(L(S)) \). Let \( L = L(S) \). We prove first the inclusion \( \text{Lin}(L) \subseteq L(S) \). The proof is by induction on the minimal number of steps used for generating \( \sim w \in L \). If the number of steps is null, we have \( \sim w \in I \), thus \( \text{Lin}(\sim w) \subseteq \text{Lin}(I) = Y \subseteq L(S) \).

Suppose now that for any word \( \sim w \in L \) generated in at most \( k \) steps, we have \( \text{Lin}(\sim w) \subseteq L(S) \). Let \( \sim w \) be a word generated in at least \( k + 1 \) steps. By the definition of the circular splicing operation, there are two circular words \( \sim u \) and \( \sim v \), generated in at most \( k \) steps, a rule \( (a, b) \in R \) and words \( x, y, z \) such that \( \sim u = \sim xa, \sim v = \sim yb, \sim w = \sim xyb. \) By induction, \( \text{Lin}(\sim xa) \subseteq L(S), \text{Lin}(\sim yb) \subseteq L(S) \) and we have to show that any word in \( \text{Lin}(\sim xyb) \) is in \( L(S) \). Since \( xa, yb \) are in \( L(S) \) and \( (a|b), (b|a) \) are in \( R' \), then clearly \( xyb, ybxa \) are in \( L(S) \). Hence assume \( w = st, ybx = ts \) for some nonempty words \( s, t \neq xa \).

Therefore, either \( t \) is a proper prefix of \( xa \) or \( xa \) is a proper prefix of \( t \). In the first case, there is a word \( x' \) such that \( xa = tx'a, s = x'yab \), and thus \( w = x'yabt \). Since \( x'at \sim xa \), we have \( x'at \in L(S) \) and so also \( w = x'yabt \in L(S) \), by using the rule \( (a|b) \in R' \). Otherwise, there are words \( y_1, y_2 \) such that \( t = x'y_1, y = y_1y_2, s = y_2b \). Clearly \( y_2by_1 \) is in \( L(S) \) which yields \( w = y_2bxaq, y_1 \in L(S) \), by using the rule \( (b|a) \in R' \). In conclusion, \( \text{Lin}(\sim xyb) \subseteq L(S) \).

We now prove that \( L(S) \subseteq \text{Lin}(L(S)) \). Let \( L = L(S) \). The proof is by induction on the minimal number of steps used for generating \( w \in L \). If the number of steps is null, we have \( w \in Y = \text{Lin}(I) \subseteq \text{Lin}(L(S)) \).

Suppose now that for any word \( w \in L \) generated in at most \( k \) steps, we have \( w \in \text{Lin}(L(S)) \). Let \( w \) be a word generated in at least \( k + 1 \) steps. By the definition of the flat splicing operation, there are two words \( u \) and \( v \), generated in at most \( k \) steps, a rule \( (a|b) \in R' \) and words \( x, y, z \) such that \( u = xaz, v = yb, w = xayb \). By induction, \( u = xaz \), and so also \( zxa \), and \( yb \) are in \( L(S) \). This implies \( \sim zxa, \sim yb \in L(S) \). Since \( (a, b) \in R \), by the definition of the circular splicing operation, we also have \( \sim w = \sim zxaqyb \in L(S) \) and \( w \in \text{Lin}(L(S)) \).

Conversely, let \( S = (A, Y, R') \) be a flat splicing system, where \( Y \subseteq A^+ \) is a finite language closed under the conjugacy relation, \( R' = \{ (a|b) \mid (a, b) \in R \} \) and \( R \) is a symmetric relation on \( A \). Consider the \((1,3)\)-CSSH system \( S = (A, I, R) \), where \( I = \sim Y \) is the circularization of \( Y \). By the first part of the
proof, there is a flat splicing system $S'$ such that $\text{Lin}(L(S)) = L(S')$. Clearly $S' = S$ and this equality ends the proof.

Proposition 8. Let $Y \subseteq A^+$ be a set of nonempty words. Then $Y^{\ast\ast} \setminus \{1\} = L(S)$, where $S = (A, Y, R')$ is a flat splicing system and $R' = \{ [a][1-b][1] \mid a, b \in A \}$.

Proof. We prove that $L(S) \subseteq Y^{\ast\ast} \setminus \{1\}$. Of course $L(S) \subseteq A^+$. Let $L = L(S)$.

The proof is by induction on the minimal number of steps used for generating $w \in L$. If the number of steps is null, we have $w \in Y \subseteq Y^{\ast\ast} \setminus \{1\}$.

Suppose now that for any word $w \in L$ generated in at most $k$ steps, we have $w \in Y^{\ast\ast} \setminus \{1\}$. Let $w$ be a word generated in at least $k + 1$ steps. By the definition of the flat splicing operation, there are two words $u$ and $v$, generated in at most $k$ steps, a rule $[a][1-b][1] \in R'$ and words $x, y, z$ such that $w = xaz$, $v = yb$, $w = xayb\bar{z}$. By induction, $u$ and $v$ are in $Y^{\ast\ast} \setminus \{1\}$, hence $w$ is also in $Y^{\ast\ast} \setminus \{1\}$, by Lemma 3.

Conversely, by induction we prove that $Y^{\ast\ast} \subseteq L(S)$, $i \geq 1$. Clearly $Y \subseteq L(S)$.

Let $w$ be a word in $Y^{\ast\ast} \setminus \{1\}$, $i \geq 1$. By definition there are $z_1z_2 \in Y^{\ast\ast}$ and $y \in Y$ such that $w = z_1yz_2$. By induction the nonempty word $z_1z_2$ is in $L(S)$. If $z_1 \neq 1$, set $z_1 = z_1' a$, $y = y'b$, with $a, b \in A$. Thus the word $w = z_1'abz_2$ is in $L(S)$, by using the rule $[a][1-b][1] \in R'$. If $z_1 = 1$, then $z_2 \neq 1$ and by a symmetric argument we prove that $w \in L(S)$.

Theorem 7 yields the following characterization of the $(1, 3)$-complete systems generating regular circular languages.

Theorem 8. A $(1, 3)$-complete system $S = (A, I, R)$ generates a regular circular language if and only if $\text{Lin}(I)$ is unavoidable in $A^\ast$.

Example 13. Let $S = \{ (a, b), (aa, b), (a, a), (b, b), (a, b) \}$. Then $\text{Lin}(I) = \{ aa, b \}$ is unavoidable in $A^\ast$ [10]. It is easy to see that $\text{Lin}(L(S)) = \{ w \in \{ a, b \}^+ \mid |w|_a = 2k, k \geq 0 \}$.
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