Symmetric flows for compressible heat-conducting fluids with temperature dependent viscosity coefficients
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Abstract
We consider the Navier–Stokes equations for compressible heat-conducting ideal polytropic gases in a bounded annular domain when the viscosity and thermal conductivity coefficients are general smooth functions of temperature. A global-in-time, spherically or cylindrically symmetric, classical solution to the initial boundary value problem is shown to exist uniquely and converge exponentially to the constant state as the time tends to infinity under certain assumptions on the initial data and the adiabatic exponent γ. The initial data can be large if γ is sufficiently close to 1. These results are of Nishida–Smoller type and extend the work [Liu et al., SIAM J. Math. Anal. 46 (2014), 2185–2228] restricted to the one-dimensional flows.
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1 Introduction
The motion of a compressible viscous and heat-conducting fluid in Ω ⊂ ℝ^d can be described by the Navier–Stokes equations in Eulerian coordinates:

\[\begin{align*}
\partial_t \rho + \text{div} (\rho u) &= 0, \\
\partial_t (\rho u) + \text{div} (\rho u \otimes u) + \nabla P &= \text{div} S, \\
\partial_t (\rho E) + \text{div} (\rho u E + u P) &= \text{div} (\kappa \nabla \theta + S \cdot u).
\end{align*}\] (1.1)

Here the primary dependent variables are the density \(\rho\), the velocity field \(u \in \mathbb{R}^d\), and the temperature \(\theta\). The symbol \(E = e + \frac{1}{2} |u|^2\) is the specific total energy. For ideal polytropic gases, the pressure \(P\) and the specific internal energy \(e\) are related with \(\rho\) and \(\theta\) by equations of state:

\[P = R \rho \theta, \quad e = c_v \theta,\] (1.2)

where \(R > 0\), \(c_v = R/(\gamma - 1)\), and \(\gamma > 1\) are the specific gas constant, the specific heat at constant volume, and the adiabatic exponent, respectively. The fluid is assumed to be Newtonian so that the viscous stress tensor \(S\) is of form

\[S = \mu (\nabla u + (\nabla u)^T) + \lambda \text{div} u \mathbb{I},\] (1.3)
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where $(\nabla u)^T$ is the transpose matrix of $\nabla u$ and $I$ is the $d \times d$ identity matrix. The viscosity coefficients $\mu$, $\lambda$, and the thermal conductivity coefficient $\kappa$ are prescribed through constitutive relations as functions of the density and temperature satisfying $\mu > 0$, $\kappa > 0$, and $2\mu + \lambda > 0$ (see Landau and Lifshitz [14]).

In this paper we establish the existence and exponential decay rate of global-in-time, spherically or cylindrically symmetric, classical solutions to (1.1)–(1.3) in the bounded annular domain $\Omega = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : a < r < b\}$ for $0 < a < b < \infty$ with large initial data. Here we set $d \in \mathbb{N}_+$ and $r = |x|$ in the spherically symmetric case, while $d = 3$ and $r = \sqrt{x_1^2 + x_2^2}$ in the cylindrically symmetric case. The system (1.1)–(1.3) is supplemented with the spherically or cylindrically symmetric initial data:

$$(\rho, u, \theta)(0, x) = (\rho_0, u_0, \theta_0)(x) \quad \text{for } x \in \Omega,$$

and the boundary conditions:

$$u = 0, \quad \frac{\partial \theta}{\partial n} = 0 \quad \text{on } \partial \Omega,$$

where $n$ denotes the unit outward normal vector to $\partial \Omega$.

We are interested in the case where the transport coefficients $\mu$, $\lambda$, and $\kappa$ are smooth functions of the temperature. More specifically, we suppose that

$$\mu, \lambda, \kappa \in C^0(0, \infty), \quad \mu(\theta) > 0, \quad \kappa(\theta) > 0, \quad 2\mu(\theta) + \lambda(\theta) > 0 \quad \text{for all } \theta > 0. \quad (1.6)$$

Our main motivation is provided by the kinetic theory of gases. By virtue of the Chapman–Enskog expansion, the compressible Navier–Stokes system (1.1) is the first order approximation of the Boltzmann equation, and the transport coefficients $\mu$, $\lambda$, and $\kappa$ depend solely on the temperature (see [2] and [27, Chapter X]). In particular, if the intermolecular potential varies as $r^{-a}$ with $r$ being the molecule distance, then $\mu$, $\lambda$, and $\kappa$ satisfy

$$\mu = \tilde{\mu} \theta^{a+1}, \quad \lambda = \tilde{\lambda} \theta^{a+1}, \quad \kappa = \tilde{\kappa} \theta^{a+1} \quad \text{for } a > 0, \quad (1.7)$$

where $\tilde{\mu}$, $\tilde{\lambda}$, and $\tilde{\kappa}$ are constants. In spite of this obvious physical relevance, there is no global existence result currently available beyond the small data [18–20] for the Navier–Stokes system (1.1)–(1.3) with general adiabatic exponent $\gamma$ and transport coefficients (1.7).

Let us mention some related results about the global existence and large-time behavior for the full compressible Navier–Stokes equations (1.1) with large data. The global existence and uniqueness of smooth solutions to (1.1)–(1.3) in one-dimensional bounded domains are proved in the seminal work by Kazhikhov and Shelukhin [13] for constant transport coefficients and large initial data. The crucial step in [13] is to obtain the positive upper and lower bounds of the specific volume $\tau$ (i.e. the reciprocal of density $\rho$) and temperature $\theta$, which is achieved by means of a decent representation for $\tau$ and the maximum principle.

The results in [13] have been generalized to cover the spherically and cylindrically symmetric flows. In the case of spherical symmetry, Nikolaev [21] (resp. Jiang [8]) showed the existence of global-in-time (generalized) solutions in bounded annular domains (resp. in exterior domains), while Chen and Kratka [3] investigated the flows between a static solid core and a free boundary connected to a surrounding vacuum state. In the cylindrically symmetric case, Frid and Shelukhin [5] established the global solvability with large data in a bounded annular domain. Later, Hoff and Jenssen [6] proved the global existence of a spherically or cylindrically symmetric weak solution with large discontinuous data in a ball. As for the large-time behavior of global solutions, see Jiang [9] (resp. [8, 15]) for spherically symmetric flows in bounded domains (resp. in exterior domains), and [4] for cylindrically symmetric flows in bounded domains. In all of these works the transport coefficients $\mu$, $\lambda$, and $\kappa$ are supposed to be constants.

The argument in [5, 13] can be applied to the case of constant viscosity and temperature dependent thermal conductivity; see [7, 24, 28] for one-dimensional flows and [10, 25] for cylindrically
symmetric flows. Under certain assumptions on temperature dependent thermal conductivity $\kappa$, pressure $P$, and internal energy $e$, Wen and Zhu [30] show the global existence of spherically or cylindrically symmetric, classical and strong solutions for (1.1) with constant viscosity coefficients $\mu$ and $\lambda$, which generalizes the work by Kawohl [12] for one-dimensional flows. The assumption of constant viscosity coefficients $\mu$ and $\lambda$ is essential in [3–6, 8–10, 15, 21, 25, 30].

Temperature dependence of the viscosity coefficients $\mu$ and $\lambda$ turns out to have a strong influence on the solution and lead to difficulty in mathematical analysis for global solvability with large data. Wang and Zhao [29] recently obtain the first result on global well-posedness of smooth solutions to the one-dimensional Navier–Stokes system (1.1)–(1.3) with general adiabatic exponent $\gamma$, temperature dependent viscosity, and large initial data. Unfortunately, this result do not cover the models satisfying (1.7). As far as we are aware, the only global solvability result currently available for (1.1)–(1.3) with constitutive relations (1.7) and large data is due to Liu et al. [16] for one-dimensional flows. In [16] the initial density and velocity can be large, but $\gamma - 1$ and the $H^3$-norm of $\theta_0 - 1$ with $\theta_0$ being the initial temperature have to be small. In other words, this is a Nishida–Smoller type global solvability result with large data. The original Nishida–Smoller type global solvability result is about the one-dimensional ideal polytropic isentropic compressible Euler system in [22] (see also [17, 26] for the nonsentropic case).

It is a natural and interesting problem to establish a Nishida–Smoller type global existence result for the spherically or cylindrically symmetric solutions of (1.1)–(1.5) with temperature dependent transport coefficients (1.6). Our main objective is to study this problem and to show the exponential stability of solutions toward the constant equilibrium states as well. For this purpose, we reduce the initial boundary value problem (1.1)–(1.6) to the corresponding problem in either spherical or cylindrical coordinates. We let $(u, v, w)$ be the velocity components in either spherical or cylindrical coordinates. Thus

$$u(t, x) = \frac{\tilde{u}(t, r)}{r} x, \quad v = w \equiv 0$$

in the spherically symmetric case, while

$$u(t, x) = \frac{\tilde{u}(t, r)}{r} (x_1, x_2, 0) + \frac{\tilde{v}(t, r)}{r} (-x_2, x_1, 0) + \tilde{w}(t, r)(0, 0, 1)$$

in the cylindrically symmetric case. In both cases, the density and temperature depend only on the time $t$ and the radius $r$, i.e. $(\rho, \theta)(t, x) = (\tilde{\rho}, \tilde{\theta})(t, r)$. The system for $(\tilde{\rho}, \tilde{u}, \tilde{v}, \tilde{w}, \tilde{\theta})$ then takes the form

\begin{align}
\tilde{\rho} + \frac{(r^m \tilde{\rho} \tilde{u})_r}{r} &= 0, \\
\tilde{\rho}(\tilde{u}_t + \tilde{u} \tilde{u}_r) - \frac{\tilde{\rho} \tilde{v}^2}{r} + \tilde{P}_r &= \left( \tilde{\nu}(r^m \tilde{u})_r \right)_r - \frac{2m \tilde{u} \tilde{\rho}_r}{r}, \\
\tilde{\rho}(\tilde{v}_t + \tilde{u} \tilde{v}_r) + \frac{\tilde{\rho} \tilde{\nu} \tilde{v}}{r} &= (\tilde{\mu} \tilde{v}_r)_r + \frac{2 \tilde{\mu} \tilde{v}_r}{r} - \frac{m (\tilde{\mu} r^{m-1} \tilde{v})_r}{r} - \frac{\tilde{\mu} \tilde{v}}{r^2 m}, \\
\tilde{\rho}(\tilde{w}_t + \tilde{u} \tilde{w}_r) &= (\tilde{\mu} \tilde{w}_r)_r + \frac{m \tilde{\mu} \tilde{w}_r}{r}, \\
\tilde{\rho}(\tilde{\theta}_t + \tilde{u} \tilde{\theta}_r) + \frac{\tilde{P}(r^m \tilde{u})_r}{r} &= \left( \tilde{\kappa} (r^m \tilde{\theta}_r)_r \right)_r + \tilde{Q},
\end{align}

where $\tilde{\mu} = \mu(\tilde{\theta}), \tilde{\nu} = 2 \mu(\tilde{\theta}) + \lambda(\tilde{\theta}), \tilde{P} = R \tilde{\rho} \tilde{\theta}, \tilde{e} = c_v \tilde{\theta}$, and

$$\tilde{Q} = \frac{\tilde{\nu}(r^m \tilde{u})^2}{r^{2m}} - \frac{2m \tilde{\mu} (r^{m-1} \tilde{u})^2}{r^m} + \tilde{\mu} \tilde{v}_r^2 + \tilde{\mu} \left[ \tilde{v}_r - \frac{\tilde{v}}{r} \right]^2.$$
In spherically symmetric case, \( d \in \mathbb{N}_+ \), \( m = d - 1 \), and \( \bar{v} = \bar{w} = 0 \), whereas in cylindrically symmetric case, \( d = 3 \) and \( m = 1 \). The initial and boundary conditions (1.4) and (1.5) are reduced to

\[
(\bar{\rho}, \bar{u}, \bar{v}, \bar{w}, \bar{\theta})(0, r) = (\bar{\rho}_0, \bar{u}_0, \bar{v}_0, \bar{w}_0, \bar{\theta}_0)(r), \quad a \leq r \leq b, \tag{1.9}
\]

\[
(\bar{u}, \bar{v}, \bar{w}, \bar{\theta}_r)(t, a) = (\bar{u}, \bar{v}, \bar{w}, \bar{\theta}_r)(t, b) = 0, \quad t \geq 0. \tag{1.10}
\]

These boundary conditions are supposed to be compatible with the initial data.

To establish the global existence, it is convenient to transform the initial boundary value problem (1.8)–(1.10) into that in Lagrangian coordinates. We introduce the Lagrangian coordinates \((t, x)\) and denote

\[
(\rho, u, v, w, \theta)(t, x) = (\bar{\rho}, \bar{u}, \bar{v}, \bar{w}, \bar{\theta})(t, r),
\]

where

\[
r = r(t, x) = r_0(x) + \int_0^t \bar{u}(s, r(s, x))ds, \tag{1.11}
\]

and

\[
r_0(x) := h^{-1}(x), \quad h(r) := \int_a^r z^m \bar{\rho}_0(z)dz. \tag{1.12}
\]

Notice that the function \( h \) is invertible on \([a, b]\) provided that \( \bar{\rho}_0(z) > 0 \) for each \( z \in [a, b] \) (which will be assumed in Theorem 1.1). Here, without loss of generality, we set that \( h(b) = 1 \). Due to (1.8a), (1.10), and (1.11), we see

\[
\frac{\partial}{\partial t} \int_a^b z^m \bar{\rho}(t, z)dz = \frac{\partial}{\partial t} \int_b^b z^m \bar{\rho}(t, z)dz = 0.
\]

Then it is easy to check that

\[
\int_a^b z^m \bar{\rho}(t, z)dz = h(r_0(x)) = x \quad \text{and} \quad \int_b^b z^m \bar{\rho}(t, z)dz = 0. \tag{1.13}
\]

Hence \( r(t, 0) = a, r(t, 1) = b \) for \( t \geq 0 \), and the region \( \{(t, r) : t \geq 0, a \leq r \leq b\} \) under consideration is transformed into \( \{(t, x) : t \geq 0, 0 \leq x \leq 1\} \). The identities (1.11) and (1.13) imply

\[
r_t(t, x) = u(t, x), \quad r_x(t, x) = v(t, x), \quad r_{xx}(t, x) = v(t, x), \quad \tag{1.14}
\]

where \( \tau := 1/\rho \) is the specific volume. By virtue of (1.14), the system (1.8) is reformulated to that for \((\tau, u, v, w, \theta)(t, x)\) as

\[
\tau_t = (r^m u)_x, \tag{1.15a}
\]

\[
u_t - v^2 \tau + r^m P_x = r^m \left[ \frac{\mu}{r^m u} \right]_x - 2m r^{m-1} u \mu_x, \tag{1.15b}
\]

\[
u_t + \frac{\mu v}{\tau} = r^m \left[ \frac{\mu v}{r^m u} \right]_x + 2 \mu v_x - m(\mu r^{m-1} v)_x - \frac{\mu \tau v}{r^{2m}}, \tag{1.15c}
\]

\[
w_t = r^m \left[ \frac{\mu w}{r^m u} \right]_x + m \mu r^{m-1} w_x, \tag{1.15d}
\]

\[
e_t + P(r^m u)_x = \left[ \frac{\mu r^{2m} \theta}{\tau} \right]_x + Q, \tag{1.15e}
\]
where $t > 0$, $x \in \mathcal{I} := (0, 1)$, and

$$
P = \frac{R^2}{\tau}, \quad e = c_v \theta, \quad c_v = \frac{R}{\gamma - 1},
$$

$$
Q = \frac{\mu (r^m u)_x^2}{\tau} - 2m \mu (r^{m-1} u^2)_x + \frac{\mu r^{2m} w^2}{\tau} + \mu \left[ \frac{r^m v_x}{\tau} - \frac{v}{r^m} \right]^2.
$$

(1.16)

(1.17)

The initial and boundary conditions are

$$
(\tau, u, v, w, \theta)(0, x) = (\tau_0, u_0, v_0, w_0, \theta_0)(x), \quad x \in \mathcal{I},
$$

(1.18)

$$
(u, v, w, \theta_x)(t, 0) = (u, v, w, \theta_x)(t, 1) = 0, \quad t \geq 0,
$$

(1.19)

where $(\tau_0, u_0, v_0, w_0, \theta_0) := (1/\bar{\rho}_0, \bar{u}_0, \bar{v}_0, \bar{w}_0, \bar{\theta}_0) \circ r_0$, the symbol $\circ$ denotes composition, and $r_0$ is defined by (1.12).

We now state our main results in the following theorem.

**Theorem 1.1.** Suppose that the transport coefficients $\mu$, $\lambda$, and $\kappa$ satisfy (1.6). Let the initial data $(\tau_0, u_0, v_0, w_0, \theta_0)$ be compatible with the boundary conditions (1.19) and satisfy

$$
\| (\tau_0, u_0, v_0, w_0) \|_{H^2(I)} + \| \sqrt{c_v} (\theta_0 - 1), \theta_0 \|_{H^2(I)} \leq \Pi_0,
$$

(1.20)

$$
V_0^{-1} \leq \tau_0(x) \leq V_0, \quad \theta_0(x) \geq V_0^{-1} \text{ for all } x \in \mathcal{I},
$$

(1.21)

where $\Pi_0$ and $V_0$ are positive constants independent of $\gamma - 1$. Then there exist constants $\epsilon_0 > 0$ and $C_1 > 0$, which depend only on $\Pi_0$ and $V_0$, such that if $\gamma - 1 \leq \epsilon_0$, then the initial boundary value problem (1.15)–(1.19) has a unique global solution $(\tau, u, v, w, \theta) \in C([0, \infty), H^1(I))$ satisfying

$$
C_1^{-1} \leq \tau(t, x) \leq C_1, \quad \frac{1}{2} \leq \theta(t, x) \leq 2 \quad \text{for all } (t, x) \in [0, \infty) \times \mathcal{I},
$$

(1.22)

and the exponential decay rate

$$
\| (\tau - \bar{\tau}, u, v, w, \theta - \bar{\theta})(t) \|_{H^1(I)} + \| r(t) - \bar{r} \|_{H^2(I)} \leq C_\gamma e^{-c_\gamma t} \quad \text{for all } t \in [0, \infty),
$$

(1.23)

where $C_\gamma$ and $c_\gamma$ are positive constants depending on $\gamma$, and

$$
\bar{\tau} = \int_I \tau_0 d\mathcal{I}, \quad \bar{\theta} = \int_I \theta_0 + \frac{1}{2c_v} (u_0^2 + v_0^2 + w_0^2) d\mathcal{I}, \quad \bar{r} = [a^{m+1} + (m+1)\tau x]^{\frac{1}{m+1}}.
$$

(1.24)

**Remark 1.1.** The techniques in this paper can be applied to obtain analogous results for the initial boundary value problem (1.15)–(1.18) with the following boundary conditions

$$
(u, v, w)|_{x=0,1} = 0, \quad \theta|_{x=0,1} = 1, \quad t \geq 0.
$$

**Remark 1.2.** We deduce from (1.21) and (1.22) that no vacuum will be developed if the initial data do not contain a vacuum. It follows from Sobolev’s imbedding theorem that the unique solution constructed in Theorem 1.1 is a globally smooth non-vacuum solution with large initial data. Moreover, this result in Lagrangian coordinates can easily be converted to an equivalent statement for the corresponding problem in Eulerian coordinates.

Now we outline the main ideas to deduce Theorem 1.1. As shown in [5, 8, 21], the crucial step to construct the global solutions for the initial boundary value problem (1.15)–(1.19) with large initial data is to obtain the positive upper and lower bounds of the specific volume $\tau$ and the temperature $\theta$. In the case of constant viscosity coefficients $\mu$ and $\lambda$, the pointwise bounds for the specific volume $\tau$ and the upper bound for the temperature $\theta$ can be obtained by modifying the
argument in Kazhikhov and Shelukhin [13]. The positive lower bound for the temperature then follows from the standard maximum principle. However, we find that this methodology does not work in the case of density/temperature dependent viscosity.

For ideal polytropic gases (1.15)–(1.16), the temperature \( \theta \) satisfies

\[
c_v \theta_t + \frac{R \theta (\rho^m u)_x}{\tau} x = \left[ \frac{K \theta^2 \theta_x}{\tau} \right] + Q.
\]

It can be expected to get the uniform-in-time bounds for \( \| \sqrt{c_v} (\theta - 1, \theta) \|_{H^1(I)} \) by very careful energy estimates even when the viscosity and thermal conductivity coefficients are functions of the temperature. Recalling that \( c_v = R/(\gamma - 1) \), under the \textit{a priori} assumption that \( \gamma - 1 \) is sufficiently small, we can use the smallness of \( \| (\theta - 1, \theta) \|_{H^1(I)} \) to handle the possible growth of solutions induced by the temperature dependence of the viscosity. The bounds for the specific volume \( \tau \) from below and above can be established by developing the argument by Kanel’ [11] (see Lemma 2.3).

There are three main differences between our results for the symmetric flows (1.15) and the work in [16] restricted to the one-dimensional case.

1. First, the system (1.15) under consideration here is more complicated than the one-dimensional compressible Navier–Stokes system (i.e. the system (1.15) with \( m = v = w = 0 \)) which makes the form and treatment of equations simpler.

2. The second difference is that the analysis in [16] takes place in the whole space without boundary. Thus the energy estimates for the two-order and three-order derivatives of the solutions \( \| u_{xx}(t) \|_{L^2(\mathbb{R})} \) etc. can be deduced directly from integrating by parts (see, for instance, [16, Page 2205, (3.41)] for the estimate of \( \| u_{xx}(t) \|_{L^2(\mathbb{R})} \)). Due to the presence of the boundary conditions (1.19) in our case, we cannot use the methods in [16] to estimate the two-order and three-order derivatives of the solutions \( \tau, u, v, w, \theta \). To overcome such a difficulty, we make the estimates for \( (u_t, v_t, w_t, \theta_t) \) and \( (u_{xt}, v_{xt}, w_{xt}, \theta_{xt}) \), which yield the bounds for \( \| \tau_{xx}, u_{xx}, v_{xx}, w_{xx}, \theta_{xx}(t) \|_{H^1(I)} \).

3. A third difference concerns the assumptions on the initial data. In Liu et al. [16], \( \sqrt{c_v}(\theta_0 - 1) \|_{H^1(\mathbb{R})} \) is required to be bounded by some \((\gamma - 1)\)-independent positive constant. According to this assumption, the \( H^1 \)-norm of \( \theta_{0xx} \) has to be small because of the smallness of \( \gamma - 1 \). In Theorem 1.1, \( \| \theta_{0xx} \|_{H^1(I)} \) is assumed in (1.20) to be bounded by some \((\gamma - 1)\)-independent positive constant. Thus \( \| \theta_{0xx} \|_{H^1(I)} \) can be large even when the adiabatic exponent \( \gamma \) goes to 1.

The rest of this paper is organized as follows. First, in Section 2, we derive a number of desired \textit{a priori} estimates. More specifically, the basic energy estimate is obtained in Subsection 2.1; the uniform-in-time pointwise bounds of the specific volume \( \tau \) is shown in Subsection 2.2 by applying the argument developed by Kanel’; the estimates on first-order, second-order, and third-order derivatives of the solution \( \tau, u, v, w, \theta \) will be deduced in Subsections 2.3, 2.4, and 2.5, respectively. Finally, in Section 3, by combining the \textit{a priori} estimates and the continuation argument, we prove the existence, uniqueness and exponential decay rate of global-in-time solutions for the problem (1.15)–(1.19).

**Notations.** Throughout this paper, we use \( I := (0, 1) \). For \( 1 \leq q \leq \infty \) and \( k \in \mathbb{N} \), we denote by \( L^q(I) \) the usual Lebesgue space on \( I \) equipped with the norm \( \| \cdot \|_{L^q(I)} \) and by \( H^k(I) \) the standard Sobolev space in the \( L^2 \) sense equipped with the norm \( \| \cdot \|_{H^k(I)} \). For notational simplicity, we shall use

\[
\| \cdot \| := \| \cdot \|_{L^2(I)}, \quad \| \cdot \|_k := \| \cdot \|_{H^k(I)}, \quad \| \cdot \|_{L^q} := \| \cdot \|_{L^q(I)}.
\]

If \( I \subset \mathbb{R} \) and \( X \) is a Banach space, then we denote by \( C(I; X) \) the space of continuous functions on \( I \) with values in \( X \), by \( L^q(I; X) \) the space of \( L^q \)-functions on \( I \) with values in \( X \), and by \( \| \cdot \|_{L^q(I; X)} \).
the norm of the space $L^q(I;X)$. To simplify the presentation, we employ $C$, $c$, and $C_i$ $(i \in \mathbb{N})$ to denote various positive constants, depending only on $\Pi_0$ and $V_0$, where $\Pi_0$ and $V_0$ are determined by (1.20)–(1.21). Hence $C$, $c$, and $C_i$ are independent of $\gamma - 1$ and $t$. The symbol $A \lesssim B$ (or $B \gtrsim A$) means that $A \leq CB$ holds uniformly for some $(\gamma - 1)$-independent constant $C$. We also use $C_{\gamma}$, $c_{\gamma}$, and $C_i(\gamma)$ $(i \in \mathbb{N}^*)$ to denote positive constants depending on $\gamma$.

2 A priori estimates

This section is devoted to deriving certain a priori estimates on the solutions $(\tau, u, v, w, \theta) \in X(0, T; M, N)$ to the initial boundary value problem (1.15)–(1.19) with temperature dependent transport coefficients (1.6) for $T > 0$, $M \geq 1$, and $N \geq 1$. Here we define the set

$$X(t_1, t_2; M, N) := \left\{ (\tau, u, v, w, \theta) \in C([t_1, t_2]; H^3(I)) : \right\}
$$

$$\begin{align*}
\tau_x &\in L^2(t_1, t_2; H^2(I)), \quad \tau_t \in C([t_1, t_2]; H^2(I)) \cap L^2(t_1, t_2; H^2(I)), \\
(u_t, v_t, w_t, \theta_t) &\in C([t_1, t_2]; H^2(I)) \cap L^2(t_1, t_2; H^2(I)), \\
(u_x, v_x, w_x, \theta_x) &\in L^2(t_1, t_2; H^3(I)), \\
\tau(t, x) &\geq M^{-1} \quad \forall (t, x) \in [t_1, t_2] \times I,
\end{align*}$$

for constants $M, N, t_1$, and $t_2$ $(t_1 \leq t_2)$, where

$$\mathcal{E}_t(t_2) := \sup_{t \in [t_1, t_2]} \left\{ \| (u, \sqrt{c_v}(\theta - 1), \sqrt{c_v}\theta_t)(t) \|^2 + \| \theta_{xx}(t) \|^2 \right\}^2 + \int_{t_1}^{t_2} \| \sqrt{c_v}\theta_t(s) \|_1^2 \, ds,$$

with

$$\theta_{t|t=t_1} := \frac{1}{c_v} \left[ -P(r^m u)_x + \left( \frac{\kappa r^{2m} \theta_x}{\tau} \right)_x + Q \right]_{t=t_1},$$

$$\theta_{xx|t=t_1} := \frac{1}{c_v} \left[ -P(r^m u)_x + \left( \frac{\kappa r^{2m} \theta_x}{\tau} \right)_x + Q \right]_{x=x_1.}$$

We set without loss of generality that $R = 1$ and hence $c_v = 1/(\gamma - 1)$. For the sake of simplicity, we will use the following abbreviation:

$$\| \cdot \| := \| \cdot \|_{L^\infty([0,T]; L^\infty(I))}.$$

Since $(\tau, u, v, w, \theta) \in X(0, T; M, N)$, it follows from Sobolev’s inequality that

$$M^{-1} \leq \tau(t, x) \lesssim N, \quad \| (\theta - 1, \theta_t)(t) \|_1 \lesssim (\gamma - 1)^{\frac{1}{\gamma}}N \quad \forall (t, x) \in [0, T] \times I,$$

$$\| \theta_x \| \lesssim (\gamma - 1)^{\frac{1}{\gamma}}N, \quad \| (\theta - 1, \theta_t)(t) \|_1 \lesssim (\gamma - 1)^{\frac{1}{\gamma}}N, \quad \int_0^T \| \theta_t(t) \|^2 \, dt \lesssim (\gamma - 1)N^2.$$  

We shall make repeated use of the following estimate:

$$a \leq r(t, x) \leq b \quad \forall (t, x) \in [0, T] \times I,$$

which follows from (1.13) and (1.14).

2.1 Basic energy estimate

In the following lemma we show the basic energy estimate and the pointwise bounds for $\theta$. 

Lemma 2.1. Assume that the conditions listed in Theorem 1.1 hold. Then there exists a positive constant $\epsilon_1$ depending only on $\Pi_0$ and $V_0$, such that if
\[
(\gamma - 1)\hat{M}^2N^2 \leq \epsilon_1,
\] then
\[
\frac{1}{2} \leq \theta(t, x) \leq 2 \quad \forall \,(t, x) \in [0, T] \times \mathcal{I},
\]
\[
\sup_{t \in [0, T]} \left\| \left( \frac{T}{\tau} \right)^{\frac{1}{2}}, u, v, w, \sqrt{c_0}(\theta - 1) \right\|^2 \lesssim 1,
\]
\[
\int_0^T \int_{\mathcal{I}} \left[ m\tau u_x^2 + \tau v^2 + \frac{\tau^2 + u_x^2 + v_x^2 + w_x^2 + \theta^2}{\tau^2} \right] dx dt \lesssim 1,
\]
where $\phi(z) := z - \ln z - 1$ and $\tau$ is given by (1.24).

Proof. The estimate (2.8) follows immediately from (2.5). In order to prove (2.9) and (2.10), we deduce an entropy-type energy estimate for the initial boundary value problem (1.15)–(1.19). Let $\hat{\theta} > 0$ be an arbitrary but fixed constant. Multiplying (1.15a), (1.15b), (1.15c), (1.15d), and (1.15e) by $\hat{\theta}$ $(\tau^{-1} - \tau^{-1})$, $u$, $v$, $w$, and $(1 - \hat{\theta}^{-1})$, respectively, we have
\[
\eta_\beta(\tau, u, v, w, \theta) + \frac{\hat{\theta}Q}{\tau \theta^2} + \frac{\hat{\theta}Q}{\theta} = \mathcal{R}_x,
\]
where
\[
\eta_\beta(\tau, u, v, w, \theta) := \hat{\theta} \phi \left( \frac{T}{\tau} \right) + \frac{1}{2} \left( u^2 + v^2 + w^2 \right) + c_\beta \hat{\theta} \phi \left( \frac{\theta}{\tau} \right)
\]
is the relative entropy (see, for instance, [23]), $\mathcal{Q}$ is given by (1.17), and
\[
\mathcal{R} := \frac{m\tau u x}{\tau} \left[ \frac{\tau^2 u_x^2}{\tau^2} + m\tau^2 u_x \left( \frac{\hat{\theta} - \theta}{\tau} \right) \right] - 2m\tau^2 u_x^2 + \frac{m\tau^2 (uv_x + uw_x)}{\tau} - m\mu r^{-1}v^2.
\]
Thanks to the boundary conditions (1.19), we integrate (2.11) over $\mathcal{I}$ to obtain
\[
\frac{d}{dt} \int_{\mathcal{I}} \eta_\beta(\tau, u, v, w, \theta) + \int_{\mathcal{I}} \hat{\theta} \left[ \frac{m\tau^2 u_x^2}{\tau \theta^2} + \frac{\mathcal{Q}}{\theta} \right] = 0.
\]
By virtue of (1.14), we infer that, for $\sigma > 0$,
\[
\nu \left( \frac{r^m u x}{x} - 2m\mu r \left( \frac{r^m u x}{x} - 1 \right) \right) = \nu \left( r^m u_x^2 + \frac{2m\mu + m^2 \lambda}{\sigma} \right) \frac{r^m u_x^2}{\tau^2} + 2m\lambda r^{-1} ru u_x
\]
\[
= \left[ \frac{m\lambda r^m u_x}{\sigma} + \sqrt{\sigma ru} \right] ^2 + \left[ \nu - \frac{m^2 \lambda^2}{\sigma} \right] \frac{r^m u_x^2 + [2m\mu + m^2 \lambda - \sigma] \frac{r^2 u^2}{\tau^2}}{\tau^2}.
\]
In light of (1.6) and (2.8), we can choose $\sigma = m(m^2 \lambda^2 + 2\mu^2 + (m + 1)\mu \lambda)/\nu > 0$ so that
\[
\frac{nu \left( \frac{r^m u x}{x} - 2m\mu r \left( \frac{r^m u x}{x} - 1 \right) \right)}{\tau \theta} \geq \frac{\beta}{\tau} \left[ \frac{r^m u_x^2}{\tau^2} + \frac{m\tau^2 u^2}{\tau^2} \right],
\]

(2.14)
where $\beta$ is given by

$$\beta := \frac{2\mu + (m + 1)\lambda}{\theta} \min\left\{ \frac{\mu
u}{m\lambda^2 + 2\mu^2 + (m + 1)\mu\lambda}, \frac{\mu}{\nu} \right\}.$$ 

Using (1.19), (2.4), (2.5), and (2.8), we integrate by parts to find

$$2\int_I \frac{\mu(\theta)}{\theta} vv_x = -\int_0^T \int_I \frac{d}{d\theta} \left[ \frac{\mu(\theta)}{\theta} \right] \theta_x v^2 \lesssim (\gamma - 1)^{\frac{1}{4}} NM \int_I \theta v^2,$$

which combined with (2.7) and (2.8) implies

$$\int_I \frac{\mu}{\theta} \left[ \frac{v^2}{\tau} - \frac{v}{\tau} \right]^2 \geq \int_I \frac{v^2}{\tau} + (1 - \epsilon_1) \int_I \theta v^2.$$  \hspace{1cm} (2.15)

Plug (2.14) and (2.15) into (2.13), and use (2.8) to derive that if (2.7) holds for some sufficiently small $\epsilon_1 > 0$, then

$$\frac{d}{dt} \int_I \eta_1(\tau, u, v, w, \theta) + c \int_I \theta \left[ m\tau u^2 + \tau v^2 + \frac{u_x^2 + v_x^2 + w_x^2 + \theta^2}{\tau} \right] \leq 0. \hspace{1cm} (2.16)$$

It follows from (2.8), (1.15a), and (1.14) that

$$\phi(\theta) \gtrsim (\theta - 1)^2 \quad \text{and} \quad \frac{\tau^2}{\tau} \lesssim m\tau u^2 + \frac{u_x^2}{\tau}.$$  \hspace{1cm}

If we take $\hat{\theta} = 1$, by virtue of the conditions assumed in Theorem 1.1, we infer

$$\int_I \eta_1(\tau_0, u_0, v_0, w_0, \theta_0) \lesssim 1.$$  \hspace{1cm}\Box

2.2 Pointwise bounds for the specific volume

In this subsection we employ the argument developed by Kanel’ [11, 16] to obtain the uniform bounds for the specific volume $\tau$. To this end, we first make the estimate for $\|\tau_x/\tau\|$ in the following lemma.

**Lemma 2.2.** If the conditions listed in Lemma 2.1 hold for a sufficiently small $\epsilon_1$, then

$$\sup_{t \in [0, T]} \left\| \frac{\tau_x(t)}{\tau} \right\|^2 + \int_0^T \int_I \frac{\tau_x^2}{\tau^3} \lesssim 1 + \|\ln \tau\|.$$  \hspace{1cm} (2.17)

**Proof.** According to the chain rule, we have

$$\left[ \frac{\nu\tau_x}{\tau} \right]_t = \left[ \frac{\nu\tau_1}{\tau} \right]_x + \frac{\nu'(\theta)}{\tau} (\tau_x \theta_t - \tau_t \theta_x),$$  \hspace{1cm} (2.18)

which combined with (1.15a) and (1.15b) implies

$$\left[ \frac{\nu\tau_x}{\tau} \right]_t - \frac{u_t}{r^m} - P_x = -\frac{v^2}{r^m + 1} + \frac{2mup_x}{r} + \frac{\nu'(\theta)}{\tau} (\tau_x \theta_t - \tau_t \theta_x).$$  \hspace{1cm} (2.19)
Multiply (2.19) by \(\nu\tau_x/\tau\) and use (1.15a), (2.18) to deduce
\[
\left[ \frac{1}{2} \left( \frac{\nu\tau_x}{\tau} \right)^2 - \frac{u}{r^{m+1}} \frac{\nu\tau_x}{\tau} \right] + \frac{\nu\tau_x^2}{\tau^3} + \left[ \frac{u}{r^{m+1}} \frac{\nu\tau_x}{\tau} \right] - \left( \frac{u}{r^{m+1}} \frac{\nu\tau_x}{\tau} \right) \frac{\nu\tau_x}{\tau} - \frac{\nu\tau_x\theta_x}{\tau^2} \\
= \frac{\nu\tau_x^2}{\tau} \frac{m u^2 - v^2}{r^{m+1}} + \frac{2 mu^2}{r} \frac{\nu\tau_x}{\tau} + \frac{\nu'(\theta)}{\tau^2} \left( \nu\tau_x - r^{-m} \nu\tau \right) (\tau_x \theta_t - \tau_t \theta_x) .
\]
Integrating the last identity, we get
\[
\frac{d}{dt} \int_{I} \left[ \frac{1}{2} \left( \frac{\nu\tau_x}{\tau} \right)^2 - \frac{u}{r^{m+1}} \frac{\nu\tau_x}{\tau} \right] \, x \, \nu\tau_x \, \frac{\nu\tau_x}{\tau} + \int_{I} \frac{\nu\tau_x^2}{\tau^3} = \sum_{q=1}^{7} K_q ,
\]
where each term \(K_q\) in the decomposition will be defined and estimated below. First we consider the term
\[
K_1 := \int_{I} \left( \frac{u}{r^{m+1}} \right) \, \nu\tau_x .
\]
According to (1.14) and (2.8), we infer
\[
K_1 = \int_{I} \frac{\nu\tau_x}{\tau} \left( \frac{u_x}{r^{m+1}} - m\tau u \right) \leq \int_{I} \left[ \frac{u_x^2}{\tau} + \frac{\tau_x^2}{\tau} + m\tau u^2 \right] .
\]
The second term is defined and estimated as
\[
K_2 := \int_{I} \frac{\nu\tau_x \theta_x}{\tau^2} \leq \epsilon \int_{I} \frac{\tau_x^2}{\tau^3} + C(\epsilon) \int_{I} \frac{\theta_x^2}{\tau} .
\]
For the term
\[
K_3 := \int_{I} \frac{\nu\tau_x^2 \theta_x}{\tau^2},
\]
by virtue of the boundary conditions (1.19), we integrate by parts and use (1.14), (2.8) to derive
\[
K_3 = -\int_{I} \ln \tau \left[ \frac{\nu^2}{r^{m+1}} (mu^2 - v^2) \right] \, x \, \ln \tau \| \int_{I} \left[ m\theta_x u^2, \theta_x v^2, m\tau u^2, \tau v^2, mu, vu_x, vu \right] .
\]
In view of (2.4) and (2.5), we have
\[
K_3 \lesssim \| \ln \tau \|, \| 1 + (\gamma - 1) \| NM \| \int_{I} \left[ \tau^2 + \frac{u^2}{\tau} + \frac{v^2}{\tau} \right] .
\]
The term
\[
K_4 = \int_{I} \frac{\nu'(\theta)}{\tau} r^{-m} \nu\tau_x \theta_x
\]
can be treated by using (2.4) as
\[
K_4 \lesssim \| u \| \| \frac{\nu'}{\nu} \| \| u_x \| \| \frac{\tau}{\sqrt{\nu}} \| \| \frac{\theta_x}{\sqrt{\nu}} \| \| \frac{\theta_x}{\sqrt{\nu}} \| \| \theta_x \| \| \frac{\tau}{\sqrt{\nu}} \| \| \frac{\theta_x}{\sqrt{\nu}} \| \| \theta_x \|
\lesssim \| 1 + (\gamma - 1) \| NM \| \int_{I} \frac{\tau^2}{\tau} + \frac{u^2}{\tau} + \frac{\theta_x^2}{\tau} .
\]
We have from (2.5) and (2.7) that
\[ K_5 := \int_I \frac{\nu'(\theta)\nu}{\tau^2} \theta_x \tau^2 \lesssim N \| \theta_t \| \int_I \frac{\tau_x^2}{\tau^3} \lesssim \epsilon_1 \int_I \frac{\tau_x^2}{\tau^3}. \] (2.25)

Using (2.5), we get
\[ K_6 := \int_I \tau_x \theta_x \left( 2mr^{-1} u\nu' / \theta - \nu \nu' / \theta \tau^{-1} \theta_t \right) \]
\[ \lesssim \epsilon \int_I \frac{\tau_x^2}{\tau^3} + C(\epsilon)(\gamma - 1)^{\frac{5}{2}} N^2 M^2 \int_I \left[ m\tau u^2 + \frac{\tau_x^2}{\tau} \right]. \] (2.26)

For the last term
\[ K_7 := -\int_I \nu' / \theta \tau r - m u\tau_x \theta_t, \]
we have from (2.5) that
\[ K_7 \lesssim \epsilon \int_I \frac{\tau_x^2}{\tau^3} + C(\epsilon) \| u \|^2 N \| \theta_t \|^2 \lesssim \epsilon \int_I \frac{\tau_x^2}{\tau^3} + C(\epsilon) N^3 \| \theta_t \|^2. \] (2.27)

Plugging (2.21)–(2.27) into (2.20) and using (2.7), (2.8) yield
\[
\frac{d}{dt} \int_I \left[ \frac{1}{2} \left( \frac{\nu \tau_x}{\tau} \right)^2 - \frac{u}{r^m} \frac{\nu \tau_x}{\tau} \right] + \int_I \frac{\tau_x^2}{\tau^3}
\lesssim N^3 \| \theta_t \|^2 + [1 + \| \ln \tau \|] \int_I \left[ m\tau u^2 + v^2 + \frac{\tau_x^2}{\tau} + \frac{u_x^2 + v_x^2 + \theta_t^2}{\tau} \right].
\] (2.28)

We integrate (2.28) over (0, t), apply Cauchy’s inequality, and use (2.5), (2.7), (2.10) to conclude (2.17).

Now we establish the uniform bounds for the specific volume, which are essential for the proof of the main theorem.

**Lemma 2.3.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[ C_1^{-1} \leq \tau(t, x) \leq C_1 \quad \text{for all} \quad (t, x) \in [0, T] \times I. \] (2.29)

**Proof.** Define
\[
\Phi(\tau) := \int_1^{\tau / \tau} \frac{\sqrt{\phi(z)}}{z} dz,
\]
where \( \tilde{\tau} \) is defined by (1.24). We infer that for suitably large constant \( C \) and \( \tau \geq C \),
\[
\Phi(\tau) \gtrsim \int_C^{\tau / \tau} \frac{\sqrt{\phi(z)}}{z} dz \gtrsim \int_C^{\tau / \tau} z^{-\frac{1}{2}} dz.
\]
Hence
\[ \tau^{-\frac{1}{2}} \lesssim 1 + |\Phi(\tau)| \quad \forall \tau \in (0, \infty). \]

Similarly, it follows that
\[ |\ln \tau|^{\frac{3}{2}} \lesssim 1 + |\Phi(\tau)| \quad \forall \tau \in (0, \infty). \]

Thus, we have
\[ \| \tau \|^{\frac{1}{2}} + \| \ln \tau \|^{\frac{3}{2}} \lesssim 1 + \sup_{(t,x) \in [0,T] \times I} |\Phi(\tau(t,x))|. \] (2.30)
By virtue of \( 1.15a \) and \( 1.19 \), we obtain
\[
\int_{\mathcal{I}} I \tau(t, x) \, dx = \bar{\tau} \quad \forall \, t \in [0, T],
\]
(2.31)
which implies that for each \( t \in [0, T] \), there exists \( y(t) \in \mathcal{I} \) such that \( \tau(t, y(t)) = \bar{\tau} \). Hence
\[
|\Phi(\tau)(t, x)| = \left| \int_{y(t)}^x \frac{\partial}{\partial x} \Phi(\tau(y), y) \, dy \right|
\leq \int_{\mathcal{I}} \sqrt{\phi(\bar{\tau}/\tau(t), y)} |\tau_x(t, y)| \, dy \leq \int_{\mathcal{I}} \sqrt{\phi(\bar{\tau}/\tau_0)} |\tau_x(t)| \, dy \leq \| \tau \|^1 \| \tau_0 \|^1/2,
\]
which combined with Lemmas 2.1–2.2 yields
\[
|\Phi(\tau)(t, x)| \lesssim 1 + \| \ln \tau \|^1/2 \quad \forall \, (t, x) \in [0, T] \times \mathcal{I}.
\]
(2.32)
Combine (2.30) with (2.32) to deduce (2.29).

We plug (2.29) into (2.9), (2.10), and (2.17) to obtain the following corollary.

**Corollary 2.4.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\sup_{t \in [0,T]} \| (\tau, \tau_x, u, v, w, \sqrt{\kappa \theta - 1}) (t) \|^2 + \int_0^T \| (\tau_t, \sqrt{\kappa \theta - 1}, \sqrt{\kappa \theta_x}, \theta_t) (t) \|^2 \, dt \leq C_2.
\]
(2.33)

### 2.3 Estimates on first-order derivatives

This part is devoted to deducing the bounds for \( \| (u_x, v_x, w_x, \sqrt{\kappa \theta_x}) (t) \| \) uniformly in time \( t \).

**Lemma 2.5.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\sup_{t \in [0,T]} \| w_x(t) \|^2 + \int_0^T \| w_{xx}(t) \|^2 \, dt \leq C_3.
\]
(2.34)

**Proof.** Multiply (1.15d) by \( w_{xx} \), integrate the resulting identity over \( \mathcal{I} \), and use
\[
w_x(0) = w_x(T, 1) = 0
\]
to find
\[
\frac{d}{dt} \| w_x(t) \|^2 + 2 \int_{\mathcal{I}} \frac{\mu^2 m w_x^2}{\tau} = -2 \int_{\mathcal{I}} w_{xx} w_x \left[ \frac{\mu^m}{\tau} \right]_x = 2m \int_{\mathcal{I}} w_{xx} \mu^{m-1} w_x.
\]
In view of (1.14), (2.8) and (2.29), we have
\[
\left| \left[ \frac{\mu^m}{\tau} \right]_x \right| \lesssim |(1, \theta, \tau_x)|.
\]
By virtue of (2.4), (2.5) and (2.7), we have
\[
\sup_{t \in [0,T]} \| (\theta - 1, \theta_t) (t) \|_1 + \| (\theta_x, \theta_t) \| + \int_0^T \| \theta_t (t) \|^2 \, dt \lesssim 1.
\]
(2.35)
Then using Cauchy’s and Sobolev’s inequalities yields
\[
\frac{d}{dt} \|w_x(t)\|^2 + \|w_{xx}(t)\|^2 \lesssim \int_I w_x^2 (1 + \theta_x^2 + \tau_x^2) \\
\lesssim \left[ 1 + \|\theta_x\|^2 \right] \|w_x(t)\|^2 + \sup_{s \in [0,T]} \|\tau_x(s)\|^2 \|w_x(t)\|_{L^\infty}^2 \\
\lesssim \left[ 1 + C(\epsilon) \sup_{s \in [0,T]} \|\tau_x(s)\|^4 \right] \|w_x(t)\|^2 + \epsilon \|w_{xx}(t)\|^2,
\]
which combined with (2.33) implies
\[
\frac{d}{dt} \|w_x(t)\|^2 + \|w_{xx}(t)\|^2 \lesssim \|w_x(t)\|^2. \tag{2.36}
\]
We conclude (2.34) by integrating (2.36) over (0, t).

In the following lemma we obtain the bounds for \(\|u_x(t)\|\) and \(\|v_x(t)\|\) uniformly in time \(t\).

**Lemma 2.6.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \(\epsilon_1\), then
\[
\sup_{t \in [0,T]} \|(u_x, v_x)(t)\|^2 + \int_0^T \|(u_{xx}, v_{xx})(t)\|^2 dt \leq C_4. \tag{2.37}
\]

**Proof.** Multiply (1.15b) and (1.15c) by \(u_{xx}\) and \(v_{xx}\), respectively, and then add the resulting identities to get
\[
\begin{align*}
(u_x^2 + v_x^2)_t &= 2(u_x u_{tx} + v_x v_{tx})_x + \frac{2\nu^2}{\tau} (\nu u_{xx} + \mu v_{xx}) - 2u_{xx} \rho P_x \\
&= 2 \left[ -u_{xx} v_x^2 + v_x (\nu v_x + \mu v_{xx}) \right] - 2u_{xx} \rho \left[ \frac{\nu (\rho v_x)}{\tau} - \frac{\mu v_{xx}}{\tau} \right] + 4m \mu v_{xx} - 4m \mu v_{xx} - m \mu v_{xx} - m \mu v_{xx} - \frac{\mu v_{xx}}{\tau^2}.
\end{align*}
\]
Integrating the last identity and using the boundary conditions
\[
(u_t |_{\partial I} = v_t |_{\partial I} = 0,
\]
we have
\[
\frac{d}{dt} \|(u_x, v_x)(t)\|^2 + 2 \int_I \left( \frac{\nu u_{xx}^2 + \mu v_{xx}^2}{\tau} \right) = \sum_{q=1}^{12} K_q, \tag{2.38}
\]
where each term \(K_q\) in the decomposition will be defined and estimated below. First, we get
\[
K_8 := 2 \int_I u_{xx} \rho P_x \leq \epsilon \|u_{xx}(t)\|^2 + C(\epsilon) \|(\theta_x, \tau_x)(t)\|^2. \tag{2.39}
\]
For the term
\[
K_9 := 2 \int_I \left[ -u_{xx} \frac{\rho^2}{\tau} + v_{xx} \frac{\mu v}{\tau} \right],
\]
we have from Sobolev’s inequality and (2.33) that
\[
K_9 \leq \epsilon \|(u_x, v_x)(t)\|^2 + C(\epsilon) \|(u, v)(t)\|_{L^\infty}^2 \|v(t)\|^2 \\
\leq \epsilon \|(u_x, v_x)(t)\|^2 + C(\epsilon) \|(u, v_x)(t)\| \|v(t)\|^2. \tag{2.40}
\]
To estimate the term
\[ K_{10} := -2 \int_{\mathcal{I}} u_{xx} r^m \left( \frac{(\nu^m u_x)_x}{\tau} - \frac{\nu r^m u_{xx}}{\tau} \right), \]
we first compute from (1.14), (2.8) and (2.29) that
\[ \left| \left( \frac{(\nu^m u_x)_x}{\tau} - \frac{\nu r^m u_{xx}}{\tau} \right) \right| \leq |(\tau_x, \theta_x)| |(u_x, mu)| + |(u_x, mu \tau_x, mu)|. \tag{2.41} \]

It follows from (2.41), (2.35), and (2.33) that
\begin{align*}
K_{10} &\leq \epsilon\|u_{xx}(t)\|^2 + C(\epsilon) \int_{\mathcal{I}} \left[ \tau_x^2 u_x^2 + (1 + \theta_x^2)\|(u_x, mu \tau_x, mu\|)^2 \right] \\
&\leq \epsilon\|u_{xx}(t)\|^2 + C(\epsilon) \left[ 1 + \|\theta_x\|^2 \right] \left[ |(u_x, mu(t))|^2 + \|\tau_x(t)\|^2 \|(u_x, mu(t))\|_{L^\infty}^2 \right] \\
&\leq \epsilon\|u_{xx}(t)\|^2 + C(\epsilon) \left[ |(u_x, mu(t))|^2 + \|(u_x, mu(t))\| \|(u_{xx}, u_x(t))\| \right] \\
&\leq 2\epsilon\|u_{xx}(t)\|^2 + C(\epsilon)\|(u_x, mu(t))\|^2. \tag{2.42}
\end{align*}

The term
\[ K_{11} := 4m \int_{\mathcal{I}} r^{m-1} u_{mx} u_{xx} \]
can be easily estimated as
\[ K_{11} \leq \epsilon\|u_{xx}(t)\|^2 + C(\epsilon) \left( \|\theta_x\|^2 \right) \|mu(t)\|^2 \leq \epsilon\|u_{xx}\|^2 + C(\epsilon)\|mu(t)\|^2. \tag{2.43} \]

The last term is
\[ K_{12} := -2 \int_{\mathcal{I}} u_{xx} \left[ r^m v_x \left( \frac{\mu r^m}{\tau} \right)_x + 2\mu r^{m-1} v_x - m(\mu r^{m-1} v)_x - \frac{\mu r v}{r^{2m}} \right]. \]

Similar to the derivation of (2.42), we can get
\begin{align*}
K_{12} &\leq \epsilon\|v_{xx}(t)\|^2 + C(\epsilon) \left[ \int_{\mathcal{I}} \left[ \tau_x^2 (1 + \theta_x^2 + \tau_x^2) + v^2 \right] \right] \\
&\leq 2\epsilon\|v_{xx}(t)\|^2 + C(\epsilon)\|(v_x, v(t))\|^2. \tag{2.44}
\end{align*}

Plugging (2.39)–(2.44) into (2.38) and taking \( \epsilon \) sufficiently small yield
\[ \frac{d}{dt} \|(u_x, v_x(t))\|^2 + \|(u_{xx}, v_{xx}(t))\|^2 \leq \|(\theta_x, \tau_x, u_x, mu, v_x, v(t))\|^2 + \|(u_x, v_x(t))\| \|v(t)\|^2. \tag{2.45} \]

Integrating (2.45) over \((0, t)\), we deduce from (2.33) that
\[ \|(u_x, v_x(t))\|^2 + \int_0^t \|(u_{xx}, v_{xx}(s))\|^2 \, ds \leq 1 + \sup_{s \in [0,t]} \|(u_x, v_x(s))\|, \]
from which we can conclude (2.37).

The following lemma is the estimate on \( \|\sqrt{\tau_x}(t)\| \).

**Lemma 2.7.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[ \sup_{t \in [0,T]} \|\sqrt{\tau_x}(t)\|^2 + \int_0^T \|\theta_{xx}(t)\|^2 \, dt \leq C_5. \tag{2.46} \]
Proof. Multiply (1.15e) by \( \theta_{xx} \), use the boundary condition for \( \theta \), and integrate the resulting identity to get
\[
\frac{d}{dt} \| \sqrt{c_0} \theta_x(t) \|^2 + 2 \int_I \frac{K r^{2m} \theta_{xx}^2}{\tau} = \sum_{q=13}^{15} K_q,  \tag{2.47}
\]
where the term \( K_q \) will be given below. For the term
\[
K_{13} := \int_I 2 \theta_{xx} \left[ \frac{\theta (r^m u)_x}{\tau} - \frac{\nu (r^m u)_x^2}{\tau} + 2m \mu (r^{m-1} u^2)_x \right],
\]
it follows from (1.14), (2.8), (2.29), (2.33) and (2.37) that
\[
K_{13} \leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \int_I |(u_x, mu, 1)|^2 |(u_x, mu)|^2 \\
\leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \| (u_x, mu, 1)(t) \|^2 \| (u_x, mu) \|^2 \\
\leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \| (u_x, mu, 1)(t) \|^2 \| (u_x, mu, u_{xx})(t) \|^2 \\
\leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \| (u_x, mu, u_{xx})(t) \|^2.  \tag{2.48}
\]
Defining
\[
K_{14} := \int_I 2 \theta_{xx} \left[ \frac{\mu r^{2m} w_x^2}{\tau} - \mu T \left( \frac{r^m v_x}{\tau} - \frac{v}{r^m} \right)^2 \right],
\]
we have from (2.33), (2.34) and (2.37) that
\[
K_{14} \leq \epsilon \| \theta_{xx} \|^2 + C(\epsilon) \int_I |(w_x, v_x, v)|^4 \\
\leq \epsilon \| \theta_{xx} \|^2 + C(\epsilon) \| (w_x, v_x, v)(t) \|_{L^\infty}^2 \| (w_x, v_x, v)(t) \|^2 \\
\leq \epsilon \| \theta_{xx} \|^2 + C(\epsilon) \| (w_x, w_{xx}, w_x, v_x, v)(t) \|^2  \tag{2.49}
\]
The term
\[
K_{15} := \int_I 2 \theta_{xx} \left[ \frac{K r^{2m} \theta_{xx}}{\tau} - \left( \frac{K r^{2m} \theta_{xx}}{\tau} \right)_{xx} \right]
\]
can be bounded by using (2.35) as
\[
K_{15} \leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \int_I \theta_{xx}^2 \left[ 1 + \theta_x^2 + \tau_x^2 \right] \\
\leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \left[ 1 + \| \theta_x \|^2 \right] \| (\theta_x, \tau_x)(t) \|^2 \\
\leq \epsilon \| \theta_{xx} (t) \|^2 + C(\epsilon) \| (\theta_x, \tau_x)(t) \|^2.  \tag{2.50}
\]
We insert (2.48)–(2.50) into (2.47) to obtain
\[
\frac{d}{dt} \| \sqrt{c_0} \theta_x(t) \|^2 + \| \theta_{xx} (t) \|^2 \lesssim \| (mu, v, \tau_x, u_x, v_x, w_x, \theta_x, u_{xx}, v_{xx}, w_{xx})(t) \|^2, \tag{2.51}
\]
which combined with (1.20), (2.33), (2.34) and (2.37) implies (2.46).

Using the system (1.15), we can deduce the next lemma from Corollary 2.4, Lemmas 2.5–2.7.
Lemma 2.8. If the conditions listed in Lemma 2.1 hold for a sufficiently small $\epsilon_1$, then

\[
\sup_{t \in [0,T]} \|\tau_t(t)\|^2 + \int_0^T \|\tau_{xt}(t)\|^2 dt \lesssim 1. \tag{2.52}
\]

Proof. We have from (1.15a), (1.14), (2.8), and (2.29) that

\[
|\tau_1| \lesssim |(mu, u_x)|, \quad |\tau_{xt}| \lesssim |(u_{xx}, u_x, mu, mu\tau_x)|,
\]

which combined with (2.33) and (2.37) yields

\[
\sup_{t \in [0,T]} \|\tau_t(t)\|^2 + \int_0^T \|\tau_{xt}(t)\|^2 dt \lesssim 1.
\]

By virtue of (1.14), (2.8) and (2.29), we can deduce from (1.15e) that

\[
|c_t\| \lesssim \left|(mu, u_x, \theta_{xx}, \theta_x, u_{xx}, mu^2, u_x^2, v_x^2)\right|,
\]

which combined with (2.35), (2.33), (2.34), and (2.37) implies

\[
\|c_t\| \lesssim \left|(mu, u_x, \theta_{xx}, \theta_x, \tau_x)(t)\right|^2 + \int_0^T \|(mu, u_x, w_x, v_x, v)\|^4
\]

\[
\lesssim \left|(mu, u_x, \theta_{xx}, \theta_x, \tau_x)(t)\right|^2 + \left||(mu, u_x, w_x, v_x, v)\|^2\|(mu, u_x, w_x, v_x, v)\|^2
\]

\[
\lesssim \|(mu, u_x, \theta_{xx}, \theta_x, \tau_x, u_{xx}, w_x, w_{xx}, v_x, v_x, v_x, v_x, v_x, v_x, v)(t)\|^2. \tag{2.53}
\]

Then it follows from Corollary 2.4, Lemmas 2.5–2.7 that

\[
\int_0^T \|c_t\|^2 dt \lesssim 1.
\]

By virtue of (2.53) and (2.20), we have

\[
\|c_t(0)\| \leq C, \tag{2.54}
\]

for some $C$.

The other estimates in (2.52) can be proved by a similar computation. \hfill \square

2.4 Estimates on second-order derivatives

In this subsection, we aim to derive the uniform bounds for \(\|(\tau_{xx}, u_{xx}, v_{xx}, u_{xx}, \theta_{xx})\|\). For this purpose, we make the estimates for \((u_t, v_t, w_t)\) in the next lemma.

Lemma 2.9. If the conditions listed in Lemma 2.1 hold for a sufficiently small $\epsilon_1$, then

\[
\sup_{t \in [0,T]} \|(u_t, v_t, w_t)(t)\|^2 + \int_0^T \|(u_{xt}, \tau_{tt}, v_{xt}, w_{xt})(t)\|^2 dt \lesssim 1. \tag{2.55}
\]

Proof. The proof is divided into three steps.

Step 1. We let $\partial_t$ act on (1.15b), and multiply the resulting identity by $u_t$ to yield

\[
\left[\frac{1}{2} u_t^2\right]_t + \frac{\nu r m u_x^2}{\tau} + \left[ u_t r m P_{\tau} - u_t r m \left(\frac{\nu r m u_x}{\tau}\right)\right]_x = J_1 + J_2 + J_3, \tag{2.56}
\]
with
\[ J_1 := -(r^m)_x u_t \left[ \frac{\nu (r^m u)_x}{\tau} \right]_t, \]
\[ J_2 := r^m u_{xt} \left[ P_t - \left( \frac{\nu}{\tau} \right)_t (r^m u)_x - \frac{\nu}{\tau} ((r^m u)_{xt} - r^m u_{xt}) \right], \]
\[ J_3 := u_t \left[ \left( \frac{\nu^2}{\tau} \right)_t - (r^m)_t P_x + (r^m)_x P_t + (r^m)_t \left( \frac{\nu (r^m u)_x}{\tau} \right)_x - 2m (r^{m-1} u \mu_x)_x \right]. \]

It follows from (2.33), (2.34) and (2.37) that
\[ \|(u, v, w)\| \lesssim 1. \quad (2.57) \]

To estimate \( J_1 \) and \( J_2 \), we first get from (1.14) that
\[ |(r^m u)_{xt} - r^m u_{xt}| \lesssim \|((r^m)_x u, (r^m)_x u_t, (r^m)_t u_x)| \lesssim |(mu^2, u_t, uu_x)|, \]
\[ |(r^m u)_{xt}| \lesssim |(mu^2, u, uu_x, u_{xt})|. \]

Then we have from (2.35) and (2.57) that
\[ J_1 \lesssim |u_t| \left| \left( \theta, \tau, \tau_x^2, mu, u_t, u_x, u_{xt} \right) \right| \lesssim \epsilon u_{xt}^2 + C(\epsilon) \left| \left( \tau, \tau^2, mu, u_t, u_x \right) \right|^2, \quad (2.58) \]
and
\[ J_2 \lesssim |u_{xt}| \left| \left( \theta, \tau, \theta, \tau^2, mu^2, u_t, uu_x \right) \right| \lesssim \epsilon u_{xt}^2 + C(\epsilon) \left| \left( \theta, \tau, \tau^2, mu, u_t, u_x \right) \right|^2. \quad (2.59) \]

According to (1.15b), we have from (2.8), (2.29), (2.35), and (2.57) that
\[ \left| \left( \frac{\nu (r^m u)_x}{\tau} \right)_x \right| \lesssim \|(u, v^2, \theta_t, \tau, \theta_x)|, \]

and
\[ J_3 \lesssim |u_t| \left| \left( \epsilon_t, \epsilon, \epsilon_x, \tau_t, \epsilon_x, \theta_t, \theta_x, \theta_x, \theta_{xt} \right) \right| \lesssim |(u_t, \epsilon_t, \epsilon, \tau_t, \epsilon_x, \theta_t, \theta_x, \theta_{xt})|^2. \quad (2.60) \]

Integrating (2.56) over \((0, t) \times I\), using (2.58)–(2.60), (2.33)–(2.37), (2.35), and (2.52) yield
\[ \|u_t(t)\|^2 + \int_0^t \|u_{xt}\|^2 \lesssim 1 + \int_0^t \|\theta_{xt}\|^2 + \int_0^t \|\tau_t\|^2 + \int_0^t \|\tau_t\|^2 \lesssim 1 + \int_0^t \|\tau_t\|^2 \lesssim 1. \quad (2.61) \]

By virtue of (1.15a), \( \tau_{tt} = (r^m u)_{xt} \), and hence
\[ |\tau_{tt}| \lesssim |u_{xt}| + |(u_t, uu_x)| + |mu||(|u_x, 1)|. \]

Combining this with (2.33),(2.52), (2.61), and (2.57) implies
\[ \int_0^T \|\tau_{tt}(t)\|^2 dt \lesssim 1. \quad (2.62) \]

**Step 2.** Letting \( \theta_t \) act on (1.15c), and multiplying the resulting identity by \( v_t \) yield
\[ \left[ \frac{1}{2} v_t^2 \right] - \mu \frac{r^{2m} v_{xt}}{\tau} = v_t (\frac{\mu r^{m} v_x}{\tau})_x = J_4 + J_5, \quad (2.63) \]
with
\[
J_4 := v_t \left[ -\left( \frac{\mu^m v_x}{\tau} \right)_t + (r^m)_t \left( \frac{\mu^m v_x}{\tau} \right)_x - \left( \frac{\mu^m v}{\tau^{2m}} \right)_t \right],
\]
\[
J_5 := v_t \left[ -\left( r^m \right)_x \left( \frac{\mu^m v_x}{\tau} \right)_x + 2 \left( \mu^m - 1 \right) v_x \right]_t - r^m v_x v_x \left[ \frac{\mu^m}{\tau} \right]_t.
\]
By virtue of (2.8), (2.29) and (2.57), we derive from (1.15c) that
\[
\left[ \frac{\mu^m v_x}{\tau} \right]_x \lesssim |(v_t, v, \theta_x, v_x)|,
\]
and
\[
J_4 \lesssim |v_t| |(v_t, v, v_x, \theta_x, v_x)| \quad (2.64)
\]
It follows from (2.35) and (2.57) that
\[
J_5 \lesssim |v_t| |(v_x, \tau \nu_x, v_x, v_t, \theta_t, \theta_x, \theta_x, u_x, u_x, m) + |v_x v_x| |(\theta_t, \tau, u)|
\]
\[
\lesssim \epsilon v_t^2 + C(\epsilon) |(v_x, \tau \nu_x, v_x, \theta_t, \theta_x, \theta_x, u_x, u_x, m)|^2. \quad (2.65)
\]
Integrating (2.63) over \((0, t) \times I\), using (2.64)–(2.65), (2.33)–(2.37), (2.35), and (2.52) yield
\[
\|v(t)\|^2 + \int_0^t \|v_x\|^2 \lesssim 1 + \int_0^t \|\theta_x\|^2 + \int_0^t \|\tau\|^2 \lesssim 1 + \int_0^t \|\tau\|^2_1 \lesssim 1. \quad (2.66)
\]
Step 3. Let \(\partial_t\) act on (1.15d), and multiply the resulting identity by \(w_t\) to get
\[
\left[ \frac{1}{2} w_t^2 \right] + \frac{\mu r^m w_t^2}{\tau} = \left[ w_t \left( \frac{\mu^m w_x}{\tau} \right) \right]_x = J_6 + J_7, \quad (2.67)
\]
with
\[
J_6 := w_t \left( r^m \right)_t \left[ \frac{\mu r^m w_x}{\tau} \right]_x,
\]
\[
J_7 := -r^m w_x w_x \left[ \frac{\mu^m w_x}{\tau} \right]_t - w_t \left( r^m \right)_x \left( \frac{\mu^m w_x}{\tau} \right)_t - m \left( \mu^m w_x \right)_t.
\]
According to (1.15d) and (2.57), we infer
\[
J_6 \lesssim |w_t| |(w_x, w_x)| \lesssim |(w_t, w_x)|^2, \quad (2.68)
\]
\[
J_7 \lesssim |w_x| |(\theta_t w_x, \tau \nu_x, w_x, w_t)| + |w_t| |(\theta_t w_x, \tau \nu_x, w_x)|
\]
\[
\lesssim \epsilon w_x^2 + C(\epsilon) |(w_t, \theta_t w_x, w_x, \tau \nu_x)|^2. \quad (2.69)
\]
Integrating (2.67) over \((0, t) \times I\), using (2.64)–(2.65), (2.33)–(2.37), (2.35), and (2.52) yield
\[
\|w_t(t)\|^2 + \int_0^t \|w_x\|^2 \lesssim 1 + \int_0^t \|\tau_x\|^2 \lesssim 1 + \int_0^t \|\tau_x\|^2_1 \lesssim 1. \quad (2.70)
\]
Combine the estimates (2.61), (2.62), (2.66) and (2.70) to derive (2.55).

Noting that the equations for \((u, v, w)\) are parabolic, we deduce the uniform bounds for the \(L^2\)-norms of \((u_{xx}, v_{xx}, w_{xx})\) in the following lemma.
Lemma 2.10. If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\sup_{t \in [0,T]} \| (u_{xx}, v_{xx}, w_{xx}, \tau_{xt})(t) \| \leq C_6. \tag{2.71}
\]

Proof. It follows from (1.14), (2.8), and (2.29) that
\[
| (r^m)_x | \lesssim m, \quad | (r^m)_xx | \lesssim | (\tau_x, m) |, \quad | (r^m)_xxx | \lesssim | (\tau_{xx}, \tau_x, m) |,
\]
and hence
\[
| (r^m u)_{xx} - r^m u_{xx} | \lesssim | (\tau_x u, mu, u_x) |. \tag{2.73}
\]
According to (1.15b), we get
\[
\frac{\nu r^{2m} u_{xx}}{\tau} = u_t - \frac{\nu^2}{r} + r^m P_x + 2mr^{m-1}u_x - r^m \left[ \left( \frac{\nu (r^m u)_x}{\tau} \right)_x - \frac{\nu r^{m} u_{xx}}{\tau} \right].
\]
Using (2.8), (2.29) and (2.73), we obtain
\[
| u_{xx} | \lesssim | (u_t, v, \theta_x, \tau_x) | + | (\theta_x \tau, \tau_x \tau) | + | (\tau_x u, mu, u_x) |,
\]
which combined with Corollary 2.4, Lemmas 2.5–2.9 yields
\[
\sup_{t \in [0,T]} \| u_{xx}(t) \| \lesssim 1.
\]
Since the proof of the other estimates in (2.71) can be shown in a similar way, we omit it. \( \square \)

The following lemma concerns the bounds for the \( L^2 \)–norms of \( c_v \theta_t \) and \( \theta_{xx} \).

Lemma 2.11. If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\sup_{t \in [0,T]} \| (c_v \theta_t, \theta_{xx})(t) \|^2 + \int_0^T \| \sqrt{c_v} \theta_{xt}(t) \|^2 dt \leq C_7. \tag{2.74}
\]

Proof. Let \( \partial_t \) act on (1.15e) and multiply the resulting identity with \( c_v \theta_t \) to discover
\[
\left[ \frac{(c_v \theta_t)^2}{2} \right] + \frac{c_v K r^{2m} \theta_{xt}^2}{\tau} - \left[ c_v \theta_t \left( \frac{K r^{2m} \theta_x}{\tau} \right) \right]_{xx} = c_v \theta_t \mathcal{Q}_t - c_v \theta_t \left( P (r^m u)_x \right)_t - c_v \theta_x \theta_{xt} \left[ \frac{K r^{2m}}{\tau} \right]_t.
\]
By virtue of the boundary conditions (1.19), (2.52), (2.46), (2.33), and (2.54), we integrate the last identity to get
\[
|c_v \theta_t(t)|^2 + \int_0^t \| \sqrt{c_v} \theta_{xt} \|^2 \lesssim |c_v \theta_t(0)|^2 + \int_0^t \| (c_v \theta_t, \mathcal{Q}_t, (P (r^m u)_x)_t) \|^2 + \int_0^t \int \mathcal{Q}_t \theta_{xt}^2 |(\theta_t, \tau_t, mu)|^2 \\
\lesssim 1 + \int_0^t \| (\mathcal{Q}_t, (P (r^m u)_x)_t) \|^2 + \sup_{x \in [0,T]} \| \sqrt{c_v} \theta_x(s) \|^2 \int_0^t \| (\theta_t, \tau_t, mu) \|^2 \\
\lesssim 1 + \int_0^t \| (\mathcal{Q}_t, \theta_x \tau_t, \tau_t^2, \tau_t) \|^2. \tag{2.75}
\]
Using (2.8), (2.29) and (2.57), after some elementary calculations, we have
\[
|Q_t| \leq |(\theta_t, \tau_t)|^2 + |\tau_t^2 + |\theta_t||u_x, mu)| + |(u_x, mu, u_t, u_x, u_\tau)| w_t w_{xt} \\
+ w_t^2(\theta_t, \tau_t, mu)| + |(\theta_t, \tau_t)| |(v_x, v)|^2 + |(v_x, v)| |(v_\tau, v_t, v_x, v_\tau, v)|,
\]
and
\[
Q_t^2 \leq |(\theta_t, \tau_t, mu, w_x, v_\tau, v_x, v)|^6 + \tau_t^2 \tau_t^2 + w_t^2 w_{xt}^2 + v_x^2 v_{xt}^2 \\
+ |(\theta_t, u_x, \tau_t, u_t, v_x, v_t)|^4 + |(\theta_t, u_x, mu, u_t, u_x, v_x, v_t, v_t)| v_x^2 v_{xt}^2.
\]
Employing Sobolev’s inequality, (2.35), Corollary 2.4, and Lemmas 2.5–2.9 yields
\[
\int_0^1 \int_I |(\theta_t, \tau_t, mu, w_x, v_\tau, v_x, v)|^6 \\
\leq \sup_{[0, t]} \| (\theta_t, \tau_t, mu, w_x, v_\tau, v_x, v) \|^4 \int_0^t \| (\theta_t, \tau_t, mu, w_x, v_\tau, v_x, v) \|_1^2 \lesssim 1, \tag{2.76}
\]
\[
\int_0^1 \int_I |(\theta_t, \tau_t, u_x, \tau_t, u_t, v_\tau, v_x, v_t)|^4 \\
\leq \sup_{[0, t]} \| (\theta_t, \tau_t, u_x, \tau_t, u_t, v_\tau, v_x, v_t) \|^2 \int_0^t \| (\theta_t, \tau_t, u_x, \tau_t, u_t, v_\tau, v_x, v_t) \|_1^2 \lesssim 1, \tag{2.77}
\]
and
\[
\int_0^1 \int_I \left[ \tau_t^2 \tau_t^2 + w_t^2 w_{xt}^2 + v_x^2 v_{xt}^2 \right] \leq \sup_{[0, t]} \| (\tau_t, w_x, v_\tau, v_x) \|^2 \int_0^t \| (\tau_t, w_x, v_\tau, v_x) \|^2 \lesssim 1. \tag{2.78}
\]
Combining (2.75)–(2.78) implies
\[
\sup_{t \in [0, T]} \| c_0 \theta(t) \|^2 + \int_0^T \| \sqrt{c_0} \theta_{xt}(t) \|^2 dt \lesssim 1. \tag{2.79}
\]
By virtue of the equation (1.15e), we have
\[
\frac{\kappa r^{2m} \theta_{xx}}{\tau} = c_0 \theta_t + P\tau_t - \left( \frac{\kappa r^{2m}}{\tau} \right) \theta_x - Q,
\]
which implies
\[
|\theta_{xx}| \leq |(c_0, \theta_t, \tau_t)| + |\theta_x||((\theta_x, \tau_x, mu)| + |(\tau_t^2, u_x, mu, w_2^2, v_x^2, v_2^2)|.
\]
We use this estimate and (2.77), (2.79) to have
\[
\sup_{t \in [0, T]} \| \theta_{xx}(t) \|^2 \lesssim 1. \tag{2.80}
\]
The estimate (2.74) then follows from (2.79) and (2.80).

In the following lemma we make an estimate for \((u_{xxx}, v_{xxx}, w_{xxx}, \theta_{xxx})\) in \(L^2(0, T; L^2(\Omega))\).

**Lemma 2.12.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \(\epsilon_1\), then
\[
\int_0^T \left( u_{xxx}, v_{xxx}, w_{xxx}, \theta_{xxx} \right)^2 dt \lesssim 1 + \int_0^T \| \tau_{xx}(t) \|^2 dt. \tag{2.81}
\]
**Proof.** Differentiating (1.15b) with respect to $x$, we have
\[
\frac{r^{2m} u_{xxx}}{\tau} + (r^m) x \left[ \frac{\nu_{\tau}}{\tau} \right]_x + r^m \left[ \left( \frac{\omega}{\tau} \right)_x \tau \right]_x + r^m \left( \frac{\omega}{\tau} \right)_x (r^m u)_{xx} = u_{xt} - \left[ \frac{\nu^2}{\tau} \right]_x + (r^m P) x + 2m (r^m u_{xx}) - \frac{r^m \nu}{\tau} [(r^m u)_{xxx} - r^m u_{xx}].
\]
By a direct computation, applying (2.8), (2.29), (2.35), and (2.57) gives
\[
|u_{xxx}| \lesssim |u_{xx}| + |(v, e, u, \theta, \tau)_{xx, \tau, \tau}| + |(\tau_{xx, \tau, \tau}, u)| + |u| |(\tau_{xx, \tau, \tau}, m)| + |u_x| |(\tau, 1)| + |u_{xx}| + |(\tau_{x, \tau_x, \tau_x})| + |(\theta_{xx, \tau, \tau}, \tau_x, \tau_x, \tau_x)| + |\tau_{xx}| |(\theta, \tau)|. \tag{2.82}
\]
Applying (2.57), Corollary 2.4 and Lemmas 2.5-2.11, we infer
\[
\int_0^T \|u_{xxx}\|^2 \lesssim 1 + \int_0^T \|\tau_{xx}\|^2 + \int_0^T \int_I \left[ |e_x|^2 + \tau_{xx}^2 + \tau_{x}^2 + \tau_{xx}^2 \right].
\]
The last term on the right can be estimated by employing the Sobolev’s inequality as
\[
\int_0^T \int_I \left[ \tau_{xx}^2 + \tau_{x}^2 + \tau_{xx}^2 + \tau_{xx}^2 \right] \lesssim \sup_{t \in [0, T]} |\tau_{xx}|^2 \int_0^T \left[ \|\theta_{xx, \tau_{xx}}\|^2 + \|\tau_{xx}\|^3 \right] + \int_0^T \|\tau_x\| \|\tau_{xx}\| \|\tau_{xx, \tau_{xx}}\| \lesssim 1 + \int_0^T \|\tau_{xx}\|^2.
\]
Here we have used (2.23), (2.46) and (2.71). Hence we get
\[
\int_0^T \|u_{xxx}\|^2 \lesssim 1 + \int_0^T \|\tau_{xx}\|^2. \tag{2.83}
\]
The estimate for $(v, w)$ in (2.81) can be obtained similarly.

We next show the estimate of $\theta_{xxx}$ in (2.81). Differentiate (1.15e) with respect to $x$ to get
\[
\frac{\kappa r^{2m} \theta_{xxx}}{\tau} = c_0 \theta_{xt} + (P \theta) x - 2 \left[ \frac{\kappa r^{2m}}{\tau} \right] \theta_x - \theta_{xx} - Q_x,
\]
which combined with (2.35) yields
\[
\left\| \frac{\theta_{xxx}}{\sqrt{c_0}} \right\| \lesssim \left\| \sqrt{c_0} \theta_{xt} \right\| + \left| (\theta_{xx, \tau}, \tau_x, \tau_{xx}) \right| + \left| (\theta_{xx, \tau}, \tau_{xx}, \tau_x) \right| + \left| (\theta_{xx, \tau, \tau_x, \tau_x}) \right|,
\]
\[
\left\| \sqrt{c_0} \theta_{xt} \right\| \lesssim \left| \theta_{xx, \tau} \right| + \left| (\theta_{xx, \tau}, \tau_x, \tau_{xx}) \right| + \left| (\theta_{xx, \tau, \tau_x, \tau_x}) \right| + \left| (\theta_{xx, \tau, \theta_{xx, \tau}}) \right|. \tag{2.85}
\]
Applying (2.57), Corollary 2.4 and Lemmas 2.5-2.11, we infer
\[
\int_0^T \left\| \frac{\theta_{xxx}}{\sqrt{c_0}} \right\|^2 \lesssim 1 + \int_0^T \|\theta_{xx}\|^2 + \int_0^T \int_I \left[ \theta_{xx}^2 + \tau_x^2 \right] \lesssim 1 + \int_0^T \|\theta_{xx}\|^2 + \int_0^T \|\theta_{xx}\|^2 + \int_0^T \|Q_x\|^2 \lesssim 1 + \int_0^T \|\theta_{xx}\|^2 + \int_0^T \|Q_x\|^2.
\]
To conclude (2.81), it remains to prove
\[ \int_0^T \| Q_x \|^2 \lesssim 1. \] \hspace{1cm} (2.86)

According to the definition of \( Q \), we can compute that
\[
| Q_x | \lesssim r^2 \bigg| (\tau_x, \tau_x) \bigg| + | \tau_\tau \tau_x | + | \tau_x | \bigg| (m u, u_x) \bigg| + | (m u, \tau_x, u_x, u_{xx}, u^2_x) | \\
+ w^2 \bigg| (\tau_x, \tau_x, 1) \bigg| + | w_x w_{xx} | + | (\theta_x, \tau_x) | | (v_x, v) |^2 + | (v_x, v) | | (v_{xx}, v_x) |,
\]
which yields
\[
Q_x^2 \lesssim | (\theta_x, \tau_x, \tau_\tau, w_x, v, v_x) |^6 + | (\theta_x, m u, u_x, w_x, v, v_x) |^4 \\
+ | (m u, \tau_x, u_x) |^2 + \tau^2_\tau \tau_x^2 + w^2_x w_{xx} + v^2_x v_{xx} + u^2_{xx} + v^2_x.
\] \hspace{1cm} (2.87)

Applying (2.76)–(2.78), Corollary 2.4, and Lemmas 2.5–2.11, we can deduce (2.86) and therefore complete the proof of this lemma. \( \square \)

**Lemma 2.13.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\sup_{t \in [0, T]} \left\| \tau_{xx}(t) \right\|^2 + \int_0^T \left\| \left( \tau_{xx}, u_{xxx}, \tau_{xxt}, v_{xxx}, w_{xxx}, \theta_{xxx} \sqrt{c_v} \right)(t) \right\|^2 \, dt \leq C_8.
\] \hspace{1cm} (2.88)

**Proof.** Let \( \partial_x \) act on (2.19) and multiply the resulting identity by \( (\nu \tau_x / \tau)_x \) to find
\[
-\left[ \frac{1}{2} \left( \frac{\nu \tau_x}{\tau} \right)_x^2 \right]_t + \frac{\theta}{\nu \tau_x} \left[ \frac{\nu \tau_x}{\tau} \right]_x^2 \left[ \frac{\nu' \theta}{\tau} \tau_x \theta_t - \tau_x \theta_x \right] \\
= -\left[ \frac{\nu \tau_x}{\tau} \right]_x \left[ \frac{\theta_{xx}}{\tau} - \frac{2 \theta \tau_x}{\tau^3} + \frac{2 \theta_x \tau_x}{\tau^2} - \frac{\theta_{xx} - \theta \tau_x}{\tau_\tau} \right] \\
+ \left[ \frac{\nu \tau_x}{\tau} \right]_x \left[ \frac{u_t}{\tau^{2m+1}} - \frac{\nu^2}{\tau^{m+1}} + \frac{2 m u \mu_x}{\tau} \right]_x.
\]

Integrating the last identity and using Cauchy’s inequality yield
\[
\left\| \left( \frac{\nu \tau_x}{\tau} \right)_x (t) \right\|^2 + \int_0^t \left\| \left( \frac{\nu \tau_x}{\tau} \right)_x \right\|^2 \\
\lesssim \left\| \left( \frac{\nu \tau_x}{\tau} \right)_x \right\|^2_{L^2(I)} \int_0^t \left[ \left| (\tau_{xx}, x_{xx}, \theta_x \theta_x) \right|^2 + \left| (u_{xx}, u_t, v_x, v, u_x \theta_x, \theta_{xx}, \theta_x) \right|^2 \right] \\
+ \int_0^t \int_I \left[ \left| (\tau_x \theta_{xx}, \tau_\tau \theta_x) \right|^2 + \left| (\tau_{xx} \theta_t, \tau_\tau \theta_x) \right|^2 + \left| (\tau_x \theta_t, \tau_x \theta_x) \right|^2 \left| (\tau_x, \theta_x) \right|^2 \right].
\] \hspace{1cm} (2.89)

We only show the estimates for the last three terms on the right-hand side of (2.89), since the other terms can be easily treated by using Corollary 2.4 and Lemmas 2.5–2.11. The term
\[
\int_0^t \int_I \left| (\tau_x \theta_t, \tau_\tau \theta_x) \right|^2 \left| (\tau_x, \theta_x) \right|^2
\]
can be estimated by using (2.35) and (2.77) as
\[
\int_0^t \int_I \left| (\tau_x \theta_t, \tau_\tau \theta_x) \right|^2 \left| (\tau_x, \theta_x) \right|^2 \lesssim \int_0^t \int_I \left| (\tau_x, \tau_x) \right|^4 \lesssim \epsilon \int_0^t \left\| \tau_{xx} \right\|^2 + C(\epsilon).
\] \hspace{1cm} (2.90)
It follows from (2.33), (2.46), (2.52), and (2.74) that
\[
\int_{0}^{t} \int_{\mathcal{I}} |(\tau_{x}, \theta_{x}, \tau_{xx})|^{2} \lesssim \epsilon \int_{0}^{t} \| \tau_{x} \|^{2} + \| \theta_{x} \|^{2} \lesssim \epsilon \int_{0}^{t} \| \tau_{x} \|^{2} + C(\epsilon). \tag{2.91}
\]
In view of (2.5) and (2.35), we have
\[
\int_{0}^{t} \int_{\mathcal{I}} |(\tau_{xx}, \tau_{x}\theta_{x})|^{2} \lesssim \| (\theta_{t}, \theta_{x}) \|^{2} \lesssim 1 + (\gamma - 1)^{4} N^{2} \int_{0}^{t} \tau_{xx}^{2}. \tag{2.92}
\]
Thanks to (2.89)–(2.92) and (2.7), we derive
\[
\left\| \left( \frac{\nu_{x}}{\tau} \right)_{x} (t) \right\|^{2} + \int_{0}^{t} \left\| \left( \frac{\nu_{x}}{\tau} \right)_{x} \right\|^{2} \lesssim C(\epsilon) + (\epsilon + \epsilon_{1}^{2}) \int_{0}^{t} \tau_{xx}^{2}. \tag{2.93}
\]
Noting that
\[
|\tau_{xx}| \lesssim \left\| \left( \frac{\nu_{x}}{\tau} \right)_{x} \right\| + \left\| (\theta_{t}, \tau_{x}, \tau_{xx}) \right\|,
\]
taking \( \epsilon \) and \( \epsilon_{1} \) sufficiently small, we get
\[
\| \tau_{xx} (t) \|^{2} + \int_{0}^{t} \tau_{xx}^{2} \lesssim 1 + \int_{\mathcal{I}} \tau_{x}^{2} (\theta_{x}^{2} + \tau_{x}^{2}) + \int_{0}^{t} \int_{\mathcal{I}} \tau_{x}^{2} (\theta_{x}^{2} + \tau_{x}^{2}) \lesssim 1 + \sup_{s \in [0, t]} \| \tau_{x} (s) \|_{L_{\infty}} \lesssim 1 + \sup_{s \in [0, t]} \| \tau_{xx} (s) \|. \tag{2.93}
\]
Apply Cauchy’s inequality to (2.93) to get
\[
\sup_{t \in [0, T]} \| \tau_{xx} (t) \|^{2} + \int_{0}^{T} \tau_{xx}^{2} \lesssim 1,
\]
which combined with (2.81) gives (2.88).

### 2.5 Estimates on the third-order derivatives

This subsection is devoted to deriving the estimates for \( (\tau_{xxx}, u_{xxx}, v_{xxx}, w_{xxx}, \theta_{xxx}) \). To do this, we first make the estimates for \( (u_{xt}, v_{xt}, w_{xt}) \) in the following lemma.

**Lemma 2.14.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_{1} \), then
\[
\sup_{t \in [0, T]} \| (u_{xt}, v_{xt}, w_{xt}) (t) \|^{2} + \int_{0}^{T} \| (u_{xt}, v_{xt}, w_{xt}) (t) \|^{2} dt \lesssim 1, \tag{2.94}
\]
\[
\sup_{t \in [0, T]} \| (u_{xxx}, \tau_{tt}, \tau_{xxt}, v_{xxx}, w_{xxx}) (t) \| \lesssim C_{9}. \tag{2.95}
\]

**Proof.** Letting \( \partial_{t} \) act on (1.15b) and multiplying the resulting identity by \( u_{xt} \) yields
\[
\left[ \frac{1}{2} u_{xt}^{2} \right]_{t} - \langle u_{xt} u_{xt} \rangle_{x} + \frac{\nu_{xt}^{2} u_{xt}^{2}}{\tau} = u_{xt} R_{u}. \tag{2.96}
\]
with
\[ R_u := -\left(\frac{\lambda^2}{\tau}\right)_t + (r^m P_x)_t + 2m (r^{m-1} u_x)_t - (r^m)_t \left[ \frac{\nu(r^m u)_x}{\tau} \right]. \]

Thanks to (1.19), we integrate (2.96) and use Cauchy’s inequality to have
\[ \|u_{xt}(t)\|^2 + \int_0^t \|u_{xxt}\|^2 \lesssim \|u_{xt}|_{t=0}\|^2 + \int_0^t \int_{\mathbb{I}} R_u^2. \]  

By virtue of the chain rule, (1.14), and (1.15b), for a general smooth function \( f(\tau, \theta) \), we have
\[ f(\tau, \theta)_xt \lesssim \|r^m u\|_{xt} \lesssim \|r^m u\|_{xxt} \lesssim \|u_{xx}, u, u_\tau, u_x\| + \|u_x^2, u_x\| + \|u_\tau u_t, u_t\| + \|u_{xt}, u_{xx}\|. \]

Applying Sobolev’s inequality, we get from (2.33), (2.34), (2.37), (2.52), (2.71), and (2.88) that
\[ \|\tau_\tau, u_{xx}, u_x, u_x\| \lesssim 1. \]  

Using (2.35), (2.98), Corollary 2.4, and Lemmas 2.5–2.13, we derive
\[ \int_0^t \int_{\mathbb{I}} R_u^2 \lesssim 1. \]

Insert the last estimate into (2.97) to get
\[ \|u_{xt}(t)\|^2 + \int_0^t \|u_{xxt}\|^2 \lesssim 1. \]

The estimates for \( v \) and \( w \) in (2.94) can be obtained in a similar way.

We next show the estimate for \( u_{xxx} \) in (2.95). In light of (2.82), we have
\[ \|u_{xxx}(t)\|^2 \lesssim 1 + \|\theta_{xxx}\|^2 + \|\tau_{xxx}\|^2 + \|\tau_{xxx}\|^2 \lesssim 1. \]

The other estimates in (2.95) can be proved similarly by using the system (1.15). The proof of this lemma is completed.

In the following lemma, we deduce the \( L^\infty(0, T; L^2(\mathbb{I})) \)-norm for \( \sqrt{c_e} \theta_{xt} \), and we can have the bound for \( \theta_{xxx}/\sqrt{c_e} \) in \( L^\infty(0, T; L^2(\mathbb{I})) \) due to the equation (1.15e).

**Lemma 2.15.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[ \sup_{t \in (0, T)} \left\| \left( \frac{\sqrt{c_e} \theta_{xt} + \theta_{xxx}}{\sqrt{c_e}} \right)(t) \right\|^2 + \int_0^T \|\theta_{xxt}(t)\|^2 dt \leq C_{10}. \]  

(2.99)
Proof. Let \( \partial_t \) act on (1.15e) and multiply the resulting identity by \( \theta_{xx} \) to get
\[
\left[ -\frac{c_v \theta_{xx}^2}{2} \right]_t + (c_v \theta_t \theta_{xx})_x + \frac{K \theta_{xxx}^2}{\tau} = \theta_{xx} R_\theta, 
\tag{2.100}
\]
with
\[
R_\theta := [P(r^m u)_x]_t - \left[ \left( \frac{K \theta_{xx}^2}{\tau} \right)_x - \frac{K \theta_{xxx}^2}{\tau} \right] - Q_t.
\]
Integrating the last identity and using the boundary condition for \( \theta \) yield
\[
\| \sqrt{c_v} \theta_{xx}(t) \|^2 + \int_0^t \| \theta_{xx}(s) \|^2 ds \lesssim \| \sqrt{c_v} \theta_{xx}(t=0) \|^2 + \int_0^t \int I R_\theta^2.
\tag{2.101}
\]
By virtue of (2.85) and (2.87), we have
\[
\| \sqrt{c_v} \theta_{xx}(t=0) \|^2 \lesssim 1.
\]
To estimate the last term on the right, we compute
\[
\begin{align*}
|\theta_{xx}(t, \tau)| & \lesssim |\tau_t (\theta_t, \tau_{\tau}) + |\tau_{\tau t}|, 
\tag{2.102} 
|Q_t| & \lesssim |(\theta_t, \tau_t) \tau_{\tau}^2 + |\tau_t \tau_{\tau t}| + |\theta_t (r^{m-1} u^2)_x| + |(r^{m-1} u^2)_{xx}| + |w_x w_{xx}| \\
& + \left( \frac{\mu^{2m}}{\tau} \right) u_x^2 + |(\theta_t, \tau_t)||v_x, v)|^2 + |(v_x, v)||v_{xx}, v_x, v_t, v)|, 
\tag{2.103}
\end{align*}
\]
and
\[
\begin{align*}
\left| \left( \frac{K \theta_{xx}^2}{\tau} \right)_x - \frac{K \theta_{xxx}^2}{\tau} \right| & \lesssim |(\theta_x, \tau_x, 1) \theta_{xx}| + |(\theta_t, \tau_t, 1) \theta_{xx}| + |\theta_x||\theta_t, u_x| \\
& + |\theta_x| \left| |(\theta_x, \tau_x)| + |(\theta_t, \tau_t)| + |\theta_{xx}, \theta_{xx}, \tau_{\tau}| \right| + \left| |(\theta_x, \theta_t, \tau_x, \tau_\tau)| \right|^2. 
\tag{2.104}
\end{align*}
\]
Plug (2.102)–(2.104) into (2.101) and use (2.35), (2.57), (2.98), Corollary 2.4, and Lemmas 2.5–2.14 to conclude
\[
\sup_{t \in [0, \tau]} \| \sqrt{c_v} \theta_{xx}(t) \|^2 + \int_0^\tau \| \theta_{xx}(t) \|^2 dt \lesssim 1. 
\tag{2.105}
\]
The estimate (2.99) follows by using (2.84), (2.87) and (2.105). \( \square \)

By using the system (1.15), we can get the following estimates for \( u_{xxxx}, v_{xxxx}, w_{xxxx}, \theta_{xxxx} \). The proof is similar to that of Lemma 2.12 and hence we omit the details for brevity.

**Lemma 2.16.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\int_0^\tau \left( \left( u_{xxxx}, v_{xxxx}, w_{xxxx}, \frac{\theta_{xxxx}}{c_v} \right)(t) \right)^2 dt \lesssim 1 + \int_0^\tau \| \tau_{xxxx}(t) \|^2 dt. 
\tag{2.106}
\]

The following lemma is to establish the bound for \( L^2 \)-norm of \( \tau_{xx}(t, x) \). We note that, unlike the above estimates, the bound in (2.107) depends on \( \gamma - 1 \).

**Lemma 2.17.** If the conditions listed in Lemma 2.1 hold for a sufficiently small \( \epsilon_1 \), then
\[
\sup_{t \in [0, \tau]} \| \tau_{xx}(t) \|^2 + \int_0^\tau \left( \left( \tau_{xx}, u_{xxxx}, v_{xxxx}, w_{xxxx}, \frac{\theta_{xxxx}}{\sqrt{c_v}} \right)(t) \right)^2 dt \lesssim c_v. 
\tag{2.107}
\]
Proof. Let \( \partial^2_t \) act on (2.19) and multiply the resulting identity by \( (\nu \tau_x / \tau)_{xx} \) to get

\[
\left[ \frac{1}{2} \left( \frac{\nu \tau_x}{\tau} \right)_{xx} \right]_t + \frac{\theta}{\nu \tau} \left[ \frac{\nu \tau_x}{\tau} \right]_{xx}^2 = \left[ \frac{\nu \tau_x}{\tau} \right]_{xx} R_\tau,
\]

with

\[
R_\tau = \left[ \frac{u_t}{\nu \tau} - \frac{\nu^2}{\nu' \nu^{m+1}} + \frac{2nu \mu_x}{\nu} + \frac{\nu' (\theta)}{\nu} (\nu \tau_x \theta_t - \nu \tau_x \theta_x) + \left( \frac{\theta}{\tau} \right)_{xx} + \frac{\theta}{\nu \tau} \left( \frac{\nu \tau_x}{\tau} \right)_{xx} \right].
\]

Integrating (2.108) and using Cauchy’s inequality yield

\[
\left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (t) \right\|^2 + \int_0^t \left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (s) \right\|^2 \, ds \leq 1 + \int_0^t \int_{\mathcal{I}} R_\tau^2.
\]

From (2.95) and (2.71), we have

\[
\left\| (\tau_{xt}, u_{xx}, v_{xx}, w_{xx}) \right\| \lesssim 1.
\]

Using (2.98) and (2.110), after a direct calculation, we have

\[
R_\tau^2 \lesssim (u_t, u_{xt}, u_{xx})^2 + (v, v_x, v_{xx})^2 + (\nu \tau_x, \theta_x, \theta_{xx})^2 + |(\nu \tau_x \theta_t, \nu \tau_x \theta_x, \theta_{xx})|^2 + |(\nu \tau_{xx} \theta, \nu \tau_{xx} \theta_x, \theta_{xx})|^2.
\]

Plug (2.111) into (2.109) and use Corollary 2.4, Lemmas 2.5–2.15 to get

\[
\left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (t) \right\|^2 + \int_0^t \left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (s) \right\|^2 \, ds \lesssim \left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (t) \right\|^2 + \int_0^t \| \theta_{xx} \|^2 + \| \theta_t \|^2 \int_0^t \| \tau_{xx} \|^2 + \int_0^t \int_{\mathcal{I}} \tau_{xx}^2 \theta_{xx}^2.
\]

By virtue of (2.5), (2.7) and (2.88), we have

\[
\left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (t) \right\|^2 + \int_0^t \left\| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} (s) \right\|^2 \, ds \lesssim c_0 + \epsilon_1 \left[ \int_0^t \| \tau_{xx} \|^2 + \sup_{s \in [0,t]} \| \tau_{xx} (s) \|^2 \right].
\]

Employ (2.98) and (2.110) to have

\[
\left| \frac{\nu \tau_{xxx}}{\tau} \right| \lesssim \left| \left( \frac{\nu \tau_x}{\tau} \right)_{xx} \right| + |(\nu \tau_x, \theta_x, \nu \tau_x \theta_x)|,
\]

which combined with (2.112) and (2.106) implies (2.107) if \( \epsilon_1 \) is sufficiently small.

\[\square\]

3 Proof of Theorem 1.1

In this section we complete the proof of Theorem 1.1 by combining the \textit{a priori} bounds obtained in Section 2, the continuation argument and Poincaré’s inequality. We divide this section into two parts. The first is devoted to proving the existence and uniqueness of global solutions to the problem (1.15)–(1.19), and the second one aims at showing the convergence decay rate of the solutions toward constant states.
3.1 Global solvability

We first present the local solvability result to the initial boundary value problem (1.15)–(1.19) in the following proposition, which can be proved by the standard iteration method (see, for instance, Antontsev et al. [1]).

**Proposition 3.1.** Let the initial data $(\tau_0, u_0, v_0, w_0, \theta_0) \in H^3(I)$ satisfy that

\[
\tau_0(x) \geq \lambda_1^{-1}, \quad \theta_0(x) \geq \lambda_2^{-1} \quad \forall \ x \in I,
\]

\[
\|u_0\|_1 + \sqrt{c_v} \|\theta_0 - 1, \theta_1\|_1 + \|\theta_{0xx}\| \leq \Lambda,
\]

\[
\|(\tau_0, u_0, v_0, w_0)\|_3 + \sqrt{c_v} \|\theta_0 - 1\|_1 + \|\theta_{0xx}, \sqrt{\gamma - 1}\theta_{0xx}\| \leq \Pi,
\]

for some positive constants $\lambda_1$, $\lambda_2$, $\Lambda$, and $\Pi$, where $\theta_{1|\tau=0}$ and $\theta_{2|\tau=0}$ are defined by (2.2) and (2.3), respectively. Then there exists a positive constant $T_0 = T_0(\lambda_1, \lambda_2, \Lambda, \Pi)$, which depends only on $\lambda_1$, $\lambda_2$, $\Lambda$, and $\Pi$, such that the initial boundary value problem (1.15)–(1.19) has a unique solution $(\tau, u, v, w, \theta) \in X(0, T_0, 2\lambda_1, 2\Lambda)$.

According to (1.20) and (1.21), there exists a $(\gamma - 1)$-independent positive constant $C_0$, such that

\[
\tau_0(x) \geq V_0^{-1}, \quad \theta_0(x) \geq V_0^{-1} \quad \forall \ x \in I,
\]

\[
\|u_0\|_1 + \sqrt{c_v} \|\theta_0 - 1, \theta_{1|\tau=0}\|_1 + \|\theta_{0xx}\| \leq C_0,
\]

\[
\|(\tau_0, u_0, v_0, w_0)\|_3 + \sqrt{c_v} \|\theta_0 - 1\|_1 + \|\theta_{0xx}, \sqrt{\gamma - 1}\theta_{0xx}\| \leq \Pi_0.
\]

Let $\epsilon_1, C_j$ ($j = 1, \cdots, 10$) be chosen in Section 2. We assume that $\gamma - 1 \leq \epsilon_0$ with

\[
\epsilon_0 := \min\{\delta_1, \delta_2\},
\]

(3.1)

where

\[
\delta_1 := \left(\frac{\epsilon_1}{(2C_0)^2(2V_0)^2}\right)^4, \quad \delta_2 := \left(\frac{\epsilon_1}{5C_{11}(2C_1)^2}\right)^4, \quad C_{11} := \sum_{j=1}^{10} C_j.
\]

(3.2)

Applying Proposition 3.1, we can find a positive constant $T_1 = T_0(V_0, V_0, C_0, \Pi_0)$ such that there exists a unique solution $(\tau, u, v, w, \theta) \in X(0, t_1; 2V_0, 2C_0)$ to the initial boundary value problem (1.15)–(1.19).

Since $\gamma - 1 \leq \delta_1$, we can apply Corollary 2.4 and Lemmas 2.5–2.17 with $T = t_1$ to deduce that there exists a positive constant $C_1(\gamma)$, depending only on $V_0$, $\Pi_0$, and $\gamma$, such that for each $t \in [0, t_1]$, the local solution $(\tau, u, v, w, \theta)$ satisfies

\[
\tau_0(t) \leq C_1, \quad \tau(t, x) \geq C_1^{-1}, \quad \theta(t, x) \geq \frac{1}{2} \quad \forall \ x \in I,
\]

\[
\|(\tau, u, v, w)(t)\|_3 + \sqrt{c_v} \|\theta_0 - 1\|_1 + \|\theta_{xx}, \sqrt{\gamma - 1}\theta_{xx}\| \leq C_1(\gamma).
\]

(3.4)

If we take $(\tau, u, v, w, \theta)(t_1, \cdot)$ as the initial data and apply Proposition 3.1 again, we can extend the local solution $(\tau, u, v, w, \theta)$ to the time interval $[0, t_1 + t_2]$ with $t_2 = T_0(C_1, 2, C_{11}, C_1(\gamma))$ such that $(\tau, u, v, w, \theta) \in X(t_1, t_1 + t_2; 2C_1, 2\sqrt{C_{11}})$. Hence the local solution $(\tau, u, v, w, \theta) \in X(0, t_1 + t_2; 2C_1, \sqrt{5C_{11}})$. Noting that $\gamma - 1 \leq \delta_2$, we can apply Corollary 2.4 and Lemmas 2.5–2.17 with $T = t_1 + t_2$ to deduce that (3.3) and (3.4) hold for each $t \in [0, t_1 + t_2]$.

Repeating the above procedure, we can then extend the solution $(\tau, u, v, w, \theta)$ step by step to a global one provided that $\gamma - 1 \leq \epsilon_0$ with $\epsilon_0$ given by (3.1). Furthermore,

\[
\|(\tau, u, v, w, \theta)(t)\|_3 + \int_0^\infty \left\|\left[\|u_x, v_x, w_x, \theta_x\|_3^2 + \|\tau_x\|_2^2 \right]dt \right\| \leq C_2(\gamma) \quad \forall \ t \in [0, \infty),
\]

where $C_2(\gamma)$ is some positive constant depending on $\gamma$, $\Pi_0$, and $V_0$. 
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3.2 Convergence decay rate

It follows from (2.31) and Poincaré’s inequality that

$$\| (\tau - \bar{\tau})(t) \|^2 = \int_I \left| \tau(t, x) - \int_I \tau(t, y) dy \right|^2 dx \lesssim \| \tau_x(t) \|^2. \quad (3.5)$$

Thanks to the boundary conditions for \((u, v, w)\), we apply Poincaré’s inequality to get

$$\| (u, v, w)(t) \| \lesssim \| (u_x, v_x, w_x)(t) \|. \quad (3.6)$$

Multiplying (1.15b), (1.15c), (1.15d) by \(u, v, w\), respectively, adding them with (1.15e), and integrating the resulting identity over \([0, t] \times I\) yield

$$\int_I \left[ c_v \theta + \frac{1}{2}(u^2 + v^2 + w^2) \right] (t, x) dx = c_v \bar{\theta} \quad \forall \ t \in [0, \infty),$$

where \(\bar{\theta}\) is given by (1.24). We use Poincaré’s inequality and (3.6) to obtain

$$\| (\theta - \bar{\theta})(t) \|^2 \leq \int_I \left| \theta(t, x) - \int_I \theta(t, y) dy \right|^2 dx + \| (u, v, w)(t) \|^2 \lesssim \| (u_x, v_x, w_x, \theta_x)(t) \|^2. \quad (3.7)$$

We have from (1.14) that for all \((t, x) \in [0, \infty) \times I\),

$$[r^{m+1}(t, x)_x] = (m + 1)\tau(t, x), \quad [r^{m+1}(t, x)] = a^{m+1} + (m + 1) \int_0^x \tau(t, y) dy.$$

Then

$$[r^{m+1}(t, x) - \bar{r}^{m+1}] = (m + 1) \int_0^x \tau(t, y) - \bar{\tau} dy,$$

which combined with (3.5) imply

$$\| r(t) - \bar{r} \|_2 \lesssim \| r^{m+1}(t) - \bar{r}^{m+1} \|_2 \lesssim \| \tau(t) - \bar{\tau} \|_1. \quad (3.8)$$

To derive the exponential stability of the solution \((\tau, u, v, w, \theta)\), we define the following energy functionals:

$$\mathcal{H}_\eta(t) := \int_I \eta_\theta(\tau, u, v, w, \theta)(t, x) dx,$$

$$\mathcal{H}_\tau(t) := \int_I \tau_x^2(t, x) dx, \quad \mathcal{H}_\theta(t) := \int_I \theta_x^2(t, x) dx,$$

$$\mathcal{H}_U(t) := \int_I \left[ u_x^2 + v_x^2 + w_x^2 \right] (t, x) dx,$$

$$\mathcal{H}_\theta(t) := \int_I \left[ \frac{1}{2} \left( \frac{\nu \tau_x}{\tau} \right)^2 - \frac{u}{m \nu \tau} \right] (t, x) dx,$$

where \(\eta_\theta(\tau, u, v, w, \theta)\) is defined by (2.12). Then we have from (3.6) that

$$\mathcal{H}_\tau(t) - C \| u(t) \|^2 \lesssim \mathcal{H}_\theta(t) \lesssim \mathcal{H}_\tau(t) + \| u(t) \|^2 \lesssim \mathcal{H}_\tau(t) + \mathcal{H}_U(t). \quad (3.9)$$

It follows from (2.36), (2.45), and (3.6) that

$$\frac{d}{dt} \mathcal{H}_U(t) + c \| (u_{xx}, v_{xx}, w_{xx})(t) \|^2 \lesssim \mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t). \quad (3.10)$$
In light of (2.51) and (3.6), we have
\[ c_\nu \frac{d}{dt} \mathcal{H}_\nu(t) + c \| \mathbf{\theta}_{xx}(t) \|^2 \lesssim \mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t) + \| (u_{xx}, v_{xx}, w_{xx})(t) \|^2. \]  

(3.11)

Multiplying (3.11) by a sufficiently small \( \sigma_1 > 0 \) and adding this with (3.10) yield
\[ \frac{d}{dt} [\mathcal{H}_U(t) + c_\nu \sigma_1 \mathcal{H}_\nu(t)] + c \sigma_1 \| (u_{xx}, v_{xx}, w_{xx}, \mathbf{\theta}_{xx})(t) \|^2 \lesssim \mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t). \]  

(3.12)

By virtue of (2.28), (3.6), and (2.53), we get
\[ \frac{d}{dt} \mathcal{H}_\nu(t) + c \mathcal{H}_\tau(t) \lesssim \left[ 1 + (\gamma - 1)^2 \right] [\mathcal{H}_U(t) + \mathcal{H}_\theta(t)] \]  
\[ + (\gamma - 1)^2 [\mathcal{H}_\tau(t) + \| (u_{xx}, v_{xx}, w_{xx}, \mathbf{\theta}_{xx})(t) \|^2]. \]  

(3.13)

Since \( c_\nu^{-1} = |\gamma - 1| \leq \epsilon_0 \), we multiply (3.12) by a sufficiently small \( \sigma_2 \) and add this into (3.13) to find
\[ \frac{d}{dt} [\mathcal{H}_\nu(t) + \sigma_2 \mathcal{H}_U(t) + c_\nu \sigma_2 \sigma_1 \mathcal{H}_\nu(t)] + c \mathcal{H}_\tau(t) + c \sigma_2 \sigma_1 \| (u_{xx}, v_{xx}, w_{xx}, \mathbf{\theta}_{xx})(t) \|^2 \]  
\[ \lesssim \left[ 1 + \epsilon_0^2 \right] [\mathcal{H}_U(t) + \mathcal{H}_\theta(t)] + \epsilon_0^2 [\mathcal{H}_\tau(t) + \| (u_{xx}, v_{xx}, w_{xx}, \mathbf{\theta}_{xx})(t) \|^2]. \]  

(3.14)

Take \( \epsilon_0 > 0 \) suitably small to infer
\[ \frac{d}{dt} [\mathcal{H}_\nu(t) + \sigma_2 \mathcal{H}_U(t) + c_\nu \sigma_2 \sigma_1 \mathcal{H}_\nu(t)] + c \mathcal{H}_\tau(t) \lesssim \mathcal{H}_U(t) + \mathcal{H}_\theta(t). \]  

(3.15)

It follows from (2.16) and that
\[ \frac{d}{dt} \mathcal{H}_\eta(t) + c [\mathcal{H}_U(t) + \mathcal{H}_\theta(t)] \leq 0. \]  

(3.16)

Multiplying (3.15) by a sufficiently small \( \sigma_3 \) and adding this into (3.16) imply
\[ \frac{d}{dt} \mathcal{H}(t) + c [\mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t)] \leq 0, \]  

(3.17)

where
\[ \mathcal{H}(t) := \mathcal{H}_\eta(t) + \sigma_3 \mathcal{H}_\nu(t) + \sigma_3 \sigma_2 \mathcal{H}_U(t) + c_\nu \sigma_3 \sigma_2 \sigma_1 \mathcal{H}_\nu(t). \]

Using (3.9), (3.5), (3.6), and (3.7), we have
\[ \left[ \frac{1}{2} - \sigma_3 C \right] \| u(t) \|^2 + \sigma_3 [\mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t)] \leq \mathcal{H}(t) \lesssim \mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t). \]

Take \( \sigma_3 > 0 \) with \( C \sigma_3 \leq 1/4 \) so that
\[ c \sigma_3 [\mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t)] \leq \mathcal{H}(t) \lesssim \mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t), \]

which combined with (3.17) yields
\[ \mathcal{H}_\tau(t) + \mathcal{H}_U(t) + \mathcal{H}_\theta(t) \lesssim \mathcal{H}(t) \lesssim e^{-ct}. \]  

(3.18)

We combine (3.18), (3.5), (3.6), (3.7), and (3.8) to conclude the exponential decay estimate (1.23). Therefore, the proof of Theorem 1.1 has been completed.
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