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Abstract—This paper studies the spectral estimation problem of estimating the locations of a fixed number of point sources given multiple snapshots of Fourier measurements collected by a uniform array of sensors. We prove novel stability bounds for MUSIC and ESPRIT as a function of the noise standard deviation, number of snapshots, source amplitudes, and support. Our most general result is a perturbation bound of the signal space in terms of the minimum singular value of Fourier matrices. When the point sources are located in several separated clumps, we provide an explicit upper bound of the noise-space correlation perturbation error in MUSIC and the support error in ESPRIT in terms of a Super-Resolution Factor (SRF). The upper bound for ESPRIT is then compared with a new Cramér-Rao lower bound for the clumps model. As a result, we show that ESPRIT is comparable to that of the optimal unbiased estimator(s) in terms of the dependence on noise, number of snapshots and SRF. As a byproduct of our analysis, we discover several fundamental differences between the single-snapshot and multi-snapshot problems. Our theory is validated by numerical experiments.

Index Terms—Multi-snapshot spectral estimation, stability, super-resolution, MUSIC algorithm, optimality of ESPRIT algorithm, Cramér-Rao lower bound, array imaging.

I. INTRODUCTION

A. Problem Formulation and Motivation

This paper studies the spectral estimation problem of estimating the locations of a fixed number of point sources given multiple time snapshots of Fourier measurements collected by a uniform array of sensors. Let $S$ be the number of point sources which we assume are located in the set $\Omega := \{\omega_k\}_{k=1}^S \subseteq \mathbb{T}$, where $\mathbb{T} := [0, 1)$ is the torus. We denote the source amplitudes at time $t > 0$ by the complex-valued vector $x(t) := \{x_j(t)\}_{j=1}^S \in \mathbb{C}^S$. At time $t > 0$, a uniform array of $M \geq S$ sensors collects a noisy measurement vector

$$y(t) := \Phi x(t) + e(t) \in \mathbb{C}^M,$$

where $\Phi := \Phi_{M}(\Omega) \in \mathbb{C}^{M \times S}$ is the Fourier sensing matrix with entries

$$\Phi_{k,j} = e^{-2\pi i k \omega_j},$$

for $k = 0, \ldots, M - 1$ and $j = 1, \ldots, S$, and $e(t) \in \mathbb{C}^M$ represents a noise vector at time $t$. The sensing matrix $\Phi_{M}(\Omega)$ only depends on $\Omega$ and $M$, and is independent of time $t$. It does not necessarily contain orthogonal columns unless $\Omega$ is a subset of $\{k/M\}_{k=0}^{M-1}$.

Typically in practice, samples of $y(t)$ are collected at $L$ times $t_1 < \cdots < t_L$ and each $y(t_i)$ is called a snapshot. This paper studies the multi-snapshot spectral estimation problem of estimating the source locations $\Omega$ from these $L$ snapshots: $\{y(t_i)\}_{i=1}^L$. This problem appears in many interesting imaging and signal processing applications, including inverse scattering [15], Direction-Of-Arrival (DOA) estimation [22], [38], [45] and spectral analysis [48].

Various methods have been developed by the imaging and signal processing communities for multi-snapshot spectral estimation [1], [20], [40], [44], [45]. A class of algorithms commonly referred to as subspace methods are widely used in applications due to their impressive empirical performance, especially in the context of super-resolution imaging where some point sources are close together. In particular, MUSIC [45] and ESPRIT [44] are among the most popular subspace methods. MUSIC and ESPRIT are applicable in multi-dimensions as well [43]. The success of MUSIC and ESPRIT has been demonstrated in many simulations and applications [53].

Despite great developments in numerical methods and extensive empirical studies, there are many open theoretical questions regarding the stability and super-resolution of subspace methods. This paper focuses on the fundamental performance analysis question: What is the stability of MUSIC and ESPRIT, as a function of the noise standard deviation, the number of snapshots, source amplitudes, and the support set?

Prior theoretical work on related super-resolution problems [13], [30], [31] suggest that the stability of the multi-snapshot spectral estimation problem crucially depends on the locations of the point sources. The minimum separation of $\Omega$ is

$$\Delta := \Delta(\Omega) := \min_{1 \leq j < k \leq S} |\omega_j - \omega_k|, \quad |\omega|_T := \min_{n \in \mathbb{Z}} |\omega - n|.$$

Since $M$ consecutive Fourier coefficients are collected during each time snapshot, the standard imaging resolution is $1/(M - 1)$, which is referred to as the Rayleigh Length (RL) in optics [10].
We expect the stability of this problem to be different depending on the relationship between $\Delta$ and $1/(M-1)$. In this article, we are particularly interested in the super-resolution regime where $\Delta < 1/(M-1)$, so that there exist $\omega_j$ and $\omega_k$ whose distance is smaller than 1 RL. When this is the case, we define the super-resolution factor (SRF) by

$$\text{SRF} := \frac{1}{(M-1)\Delta} \geq 1.$$  \hspace{1cm} (2)

### B. Main Results

The main contribution of this paper is a detailed performance analysis of MUSIC and ESPRIT in terms of the fundamental model quantities: the number of snapshots, noise standard deviation, support set, and source amplitudes.

1) Our most general upper bounds for the perturbation of MUSIC (Theorem IV.5) and ESPRIT (Theorem IV.6) show that their average errors can be controlled by a term that is linear in

$$\frac{1}{\sigma_S(\Phi)\sqrt{\lambda_S(X)}} \times \frac{\text{Noise}}{\sqrt{L}},$$  \hspace{1cm} (3)

where Noise represents the noise standard deviation to be specified in Assumption (II.1). $\sigma_S(\Phi)$ denotes the $S$-th largest singular value of $\Phi$, and $\lambda_S(X)$ is the minimum eigenvalue of the amplitude covariance matrix $X$ to be defined in (4). This inequality not only captures the correct dependence on the number of snapshots and noise, but it also highlights how the stability of both algorithms implicitly depends on the configuration of the support set $\Omega$ through the quantity $\sigma_S(\Phi)$.

2) To give a more transparent upper bound in the super-resolution regime, we consider a specific scenario where $\Omega$ consists of separated clumps and the point sources in each clump can be close together. Our upper bounds for the stability of MUSIC (Theorem V.3) and ESPRIT (Theorem V.4) are proportional to

$$\frac{\text{SRF}^{\lambda-1}}{\sqrt{\lambda_S(X)}} \times \frac{\text{Noise}}{\sqrt{L}},$$

where $\lambda$ is the cardinality of the largest clump. This indicates that, for challenging super-resolution problems where SRF$^{\lambda-1}$ is large, additional snapshots or higher quality samples must be taken for compensation.

3) We prove a new Cramér-Rao lower bound (Theorem VI.3) under a specific separated clumps model in Theorem VI.3. This lower bound matches our upper bound for ESPRIT in terms of the dependence on noise, $L$ and SRF, thereby certifying that the performance of ESPRIT is comparable to that of the optimal unbiased estimator(s) for this model.

### C. Comparison and Connection to Other Works

Prior resolution analysis of subspace methods for multi-snapshot spectral estimation [16], [41], [58] focused on a special case where there are only two closely spaced point sources. The papers [16], [58] analyzed the probability that two sources are correctly detected instead of being misspecified as a single source. It was shown in [41] that the ESPRIT support error is upper bounded by a term on the order of SRF/($\sqrt{ML} \times \text{SNR}$) for certain Signal-to-Noise Ratio (SNR) defined in the referenced article.

To our knowledge, there are no other theoretical works that address more complicated situations beyond two closely spaced point sources, e.g., when the support contains multiple clumps of point sources and the point sources in each clump can be closely spaced. A theoretical analysis for more complicated situations could be valuable. For example, a recent article [34] empirically compared the performance of several numerical methods, including MUSIC, for DOA estimation of several point sources arranged in complicated ways. Other models have been considered, see [9], [57], but this direction is beyond the scope of this work.

In literature, many existing works have addressed the sensitivity of multi-snapshot MUSIC [17], [18], [28], [52] and ESPRIT [28], [37], [51]. Many of these works focus on sensitivity to model errors, which arise from antenna array perturbations, sensor gain and phase errors, diagonal noise covariance perturbations, etc. A first-order perturbation analysis is given in [17], [18], [27], [28], [41], [52] for MUSIC, in [28], [37], [51] for ESPRIT, in [43] for tensor-ESPRIT in the multidimensional case, and in [12] for the estimation of a damped complex exponential. The results in [27], [41], [43] and many others prove that the sensitivity of MUSIC and ESPRIT is proportional to Noise/$\sqrt{L}$. However, they are implicit for a super-resolution analysis since the dependence on SRF is often hidden in some matrix eigenvalue.

When MUSIC and ESPRIT are used in applications, many interesting techniques have been developed to improve its performance. Spatial smoothing [39], [42], [46] is widely used when some sources are coherent, or if only a small number of snapshots is available. A first-order perturbation analysis with spatial smoothing is given in [39], [42] and in [46] in the multi-dimensional case. When the source amplitudes are non-circular, some analysis can be found in [46]. Mathematical theories on the sensitivity of MUSIC and ESPRIT usually assume that the number of sources $S$ is known. In practice, an accurate estimation of $S$ is an interesting problem. We refer to [23], [33], [55], [56], [59] for some interesting techniques and statistical analysis on the estimation of $S$.

The classical Cramér-Rao Bound (CRB) [8] provided a lower bound on the variance of any unbiased estimator of the support, and was extensively investigated in [21], [26], [49], [50]. The paper that is most relevant to us is [26], which gave a Cramér-Rao lower bound when all $S$ point sources are almost equally spaced in a small interval. This result is summarized in detail in Section VI-A.

In recent years, spectral estimation has been extensively studied in the single-snapshot scenario where $L = 1$, and primarily from a deterministic viewpoint. Performance guarantees of a convex optimization algorithm were established in [6], [14] for sufficiently separated point sources and in [4], [36] for super-resolution. On the other hand, MUSIC and ESPRIT are non-convex methods, and their stability and super-resolution limits were addressed in [29], [30], [31]. A detailed review
for the single-snapshot setting can be found in [30]. There are fundamental differences between the single-snapshot and multi-snapshot problems, which we discuss in Section VIII. Due to these differences, the results in this paper can not be directly deduced from the ones in [29], [30], [31].

A key quantity in the mathematics of super-resolution is $\sigma_S(\Phi)$, which crucially depends on the support geometry. Explicit lower bounds for $\sigma_S(\Phi)$ were derived in [2], [3], [11], [24], [25], [30], [32], [35] for various support models. This paper uses the lower bound under the separated clumps model in [30].

### D. Organization

This paper is organized as follows. We introduce assumptions and define important terminology in Section II. We define the signal space associated with this problem and derive an error between the true and empirical signal spaces in Section III. We present our stability analysis for MUSIC and ESPRIT in Section IV, and then consider a separated clumps model in Section V. To understand the fundamental limits of spectral estimation, we deduce a new Cramér-Rao lower bound under a specific separated clumps model in Section VI and compare it to our upper bound for ESPRIT. We present numerical experiments in Section VII and discuss the differences between the multi-snapshot versus single-snapshot problems in Section VIII. All proofs are contained in Section A.

### E. Notation

We use $\mathbb{R}$ and $\mathbb{C}$ to denote the set of real and complex numbers respectively. For $z \in \mathbb{C}$, we denote its angle by $\arg z \in [0, 2\pi)$. For a vector $x \in \mathbb{C}^S$, we denote the diagonal matrix with $x$ on the diagonal by $\text{diag}(x) \in \mathbb{C}^{S \times S}$. We let $\|x\|$ denote the Euclidean norm of $x$ and $x^*$ be its conjugate transpose. Let $I_k$ be the $k \times k$ identity matrix and $\delta_{t,s}$ be the Kronecker delta; that is, $\delta_{t,s} = 1$ if $t = s$, and $\delta_{t,s} = 0$ if $t \neq s$.

For a matrix $A$, we use $\sigma_1(A) \geq \sigma_2(A) \geq \cdots$ to denote the singular values of $A$ listed in non-increasing order, and each singular value appears according to its multiplicity. If $A$ has real eigenvalues, we use $\lambda_1(A) \geq \lambda_2(A) \geq \cdots$ to denote its eigenvalues of $A$. We use $\|A\|_2$ and $\|A\|_F$ for the spectral and Frobenius norms of $A$, respectively. Let $A^*$ be the conjugate transpose of $A$. We use $\odot$ to denote the Hadamard (pointwise) product of two matrices of equal size. For a linear operator $A$, we denote its range by $R(A)$. For any subspace $U$, we let $P_U$ be the orthogonal projection onto $U$. Slightly abusing notation, we let $P_A$ be the orthogonal projection onto $R(A)$.

We use $Z \sim G_{\nu,\tau}$ to specify that $Z \in \mathbb{R}$ is a random variable such that $E(Z) = 0$, $\text{var}(Z) = \nu^2$, and $\text{exp}(uZ) \leq \exp(\nu^2u^2)$ for all $u \in \mathbb{R}$. For a complex $Z$, we write $Z \sim G_{\nu,\tau}$ to mean that the real and imaginary parts are independent $G_{\nu/2,\tau/2}$ random variables. If $Q$ is an event, then $Q^C$ denotes its complement and $1_Q$ is the indicator function of $Q$.

We use the notation $A \lesssim_{m,n,p} B$ to mean that there exists a $C > 0$ depending only on $m, n, p$ such that $A \leq CB$.

Throughout the paper, we assume that the noise vectors $e(t)$ are random, and the expectation $E$ is taken over the probability distribution of the noise $e(t)$.

### II. Assumptions and Covariance Matrices

Our performance guarantees for MUSIC and ESPRIT require the following standard assumptions.

**Assumption II.1:** (Model assumptions) Fix positive integers $L, M, S$ such that $S \leq M$ and $S \leq L$.

a) $\Omega \subseteq \mathbb{T}$ has cardinality $S$ and does not depend on $t$.

b) The amplitude covariance matrix,

\begin{equation}
X := \frac{1}{L} \sum_{\ell=1}^{L} x(t_\ell)x(t_\ell)^*,
\end{equation}

is strictly positive-definite.

c) There exist $\nu, \tau > 0$ such that for any $t > 0$, the entries of $e(t) \in \mathbb{C}^M$ are independent complex random variables. For $t \neq s$, assume $e(t)$ and $e(s)$ are independent. These assumptions imply that \( \mathbb{E}e(t)e(s)^* = \nu^2 \delta_{t,s}I_M \).

d) For each $\ell = 1, \ldots, L$, we are given \( y(t_\ell) := \Phi x(t_\ell) + e(t_\ell) \).

e) The noise level satisfies the following assumption

\begin{equation}
\nu \leq \sigma_S(\Phi)\sqrt{\Lambda_S(X)}.
\end{equation}

**Assumption II.1** is standard in spectral and DOA estimation ([22], [45], [49]). This assumption can be justified as follows:

Assumption II.1(a) is necessary from a statistical viewpoint. If $\Omega$ is allowed to change over time, then there might be no relationship between $y(t_k)$ and $y(t_\ell)$ for $k \neq \ell$, so collecting additional snapshots might not be beneficial. Under this assumption, $\Phi := \Phi(\Omega) \in \mathbb{C}^{M \times S}$ is a special type of matrix, often referred to as a non-harmonic Fourier matrix or Vandermonde matrix with nodes on the complex unit circle, and by the celebrated Vandermonde determinant theorem, $\Phi$ has rank $S$ and $\sigma_S(\Phi) > 0$.

Assumption II.1(b) on the strictly positive-definiteness of the amplitude covariance matrix is standard in array imaging and DOA estimation ([22], [45], [49]). This assumption is equivalent to the requirement that $x(t_1), \ldots, x(t_L) \in \mathbb{C}^S$ span $\mathbb{C}^S$. If this assumption is void, both MUSIC and ESPRIT can be modified as the single-snapshot scenario by utilizing a Hankel structure. This is a technical point to be discussed in Section VIII.

For example, Assumption II.1(b) can be used in models where $x(t)$ evolves over time according to a physical law. Many stochastic models of $x(t)$ fulfill Assumption II.1(b). For instance, if $x(t_1), \ldots, x(t_L)$ are independent Gaussian vectors with $N(0, \nu^2)$ i.i.d. entries, then $X$ has full rank with probability one. More generally, if $x(t)$ is sub-Gaussian and the population covariance of $x(t)$ is strictly positive-definite, then $X$ has full rank with high probability, see [54][Theorem 4.71 and Exercise 4.7.3].
When \( L \) snapshots of measurements are taken, we define the matrices
\[
X_L := \frac{1}{\sqrt{L}}[x(t_1) \cdots x(t_L)], \\
E_L := \frac{1}{\sqrt{L}}[e(t_1) \cdots e(t_L)], \\
Y_L := \frac{1}{\sqrt{L}}[y(t_1) \cdots y(t_L)].
\]
The empirical covariance matrices are
\[
X := \frac{1}{L} \sum_{\ell=1}^{L} x(t_\ell)x(t_\ell)^t \in \mathbb{C}^{S \times S}, \\
\hat{Y} := \frac{1}{L} \sum_{\ell=1}^{L} y(t_\ell)y(t_\ell)^t \in \mathbb{C}^{M \times M}.
\]

Defining \( Y := \Phi X \Phi^* \), one can verify that
\[
E\hat{Y} = Y + \nu^2 I_M.
\]

### III. SIGNAL SPACE AND ITS EMPirical ESTIMATION

A. Signal and Noise Space

A signal space plays an important role in a class of subspace methods [22], including MUSIC and ESPRIT. These algorithms first compute an empirical version of the signal space by a truncated eigen-decomposition, and then extract the source locations based on this signal space.

**Definition III.1 (Signal and noise spaces):** The signal space is defined to be the column space of \( \Phi \), and the noise space is defined to be the orthogonal complement of the signal space.

Although the signal and noise spaces do not depend on the specific choice of orthonormal basis, we pick particular bases purely for convenience. Throughout this paper, we let \( U \in \mathbb{C}^{M \times S} \) and \( W \in \mathbb{C}^{M \times (M-S)} \) such that \( U^*U = I \) and \( W^*W = I \) be matrices whose columns form an orthonormal basis for the signal space and the noise space, respectively. Due to identity (9) and Assumption II.1(b), the signal space is the eigenspace associated with the \( S \) largest eigenvalues of \( Y := \Phi X \Phi^* \).

With \( L \) snapshots of noisy measurements, the signal and noise spaces can be estimated from the empirical covariance matrix \( \hat{Y} \) as follows. Let \( [\hat{U}, \hat{W}] \in \mathbb{C}^{M \times M} \) be a unitary matrix whose columns are eigenvectors of \( \hat{Y} \), and the columns of \( \hat{U} \in \mathbb{C}^{M \times S} \) are the eigenvectors corresponding to the \( S \) largest eigenvalues of \( \hat{Y} \).

**Definition III.2:** We refer to \( \hat{U} \) and \( \hat{W} \) as the empirical signal space and the empirical noise space, respectively.

B. An Accurate Perturbation Bound for the Signal Space

In this paper, we establish an accurate perturbation bound for \( \hat{U} \). Roughly speaking, if the number of snapshots is sufficiently large, and everything else is fixed, the empirical signal space \( \hat{U} \) is a good approximation of the signal space \( U \). We first quantify the distance between \( \hat{U} \) and \( U \) by their canonical angles.

**Definition III.3:** Suppose \( U, \hat{U} \in \mathbb{C}^{M \times S} \) and \( U^*U = \hat{U}^*\hat{U} = I \). The canonical angles between \( U \) and \( \hat{U} \) are defined to be \( \theta_j = \arccos \sigma_j(\hat{U}^*U) \), for \( j = 1, \ldots, S \). Let
\[
\sin \theta(\hat{U}, U) := \text{diag}(\sin(\theta_1), \ldots, \sin(\theta_S)).
\]
The (Euclidean) sin \( \theta \) distance between \( U \) and \( \hat{U} \) is
\[
\text{dist}(\hat{U}, U) := \| \sin \theta(\hat{U}, U) \|_2.
\]

This definition extends the notion of an angle between two vectors to subspaces, and it is invariant to the particular choice of basis. It follows from [47], Chapter I, Theorem 5.5 and [7], Lemma 2.1.2 that
\[
\text{dist}(\hat{U}, U) = \| (I - P_U)P_U \|_2 = \| (I - P_{\hat{U}})P_{\hat{U}} \|_2 = \| P_U - P_{\hat{U}} \|_2.
\]

It is a consequence of [58], Theorem 3 that the sin \( \theta \) distance between \( U \) and \( \hat{U} \) satisfies the following expectation bound. See Section X-A for the details.

**Theorem III.4:** Under Assumption II.1, there exists a constant \( C_\tau > 0 \) depending only on \( \tau \) such that
\[
\mathbb{E}(\text{dist}(\hat{U}, U)^2) \leq \frac{C_\tau M}{\lambda_S(X)\sigma_S^2(\Phi)^2} \nu^2 L.
\]

**Remark III.5:** Note that \( X \) defined in (4) is normalized by \( L \), so we can interpret \( \lambda_S(X) \) has a normalized quantity. Since \( \Phi \) has \( S \) columns each with Euclidean norm \( \sqrt{M} \), we can also interpret \( \sqrt{M}/\sigma_S(\Phi) \) as a normalized quantity. Hence, Theorem III.4 tells us that the average squared sin \( \theta \) distance between \( U \) and \( \hat{U} \) tends to zero proportionally (at least) linearly in \( \nu^2/L \).

**Remark III.6:** Throughout this paper, we will provide upper bounds for the average squared sin \( \theta \) distance. We can use Jensen’s inequality, \( \mathbb{E}(\text{dist}(\hat{U}, U)^2) \leq \mathbb{E}(\text{dist}(\hat{U}, U)^2) \), to convert them into an upper bound for the expected error if desired.

### IV. STABILITY OF MUSIC AND ESPRIT

A. Review of MUSIC and ESPRIT

In signal processing, MUSIC [45] and ESPRIT [44] have been widely used in applications due to their impressive numerical performance and super-resolution phenomenon.

We first introduce some important notations. We define the signal vector at \( \omega \in [0, 1) \) as
\[
\phi(\omega) := [1 e^{2\pi i \omega} e^{4\pi i \omega} \cdots e^{2\pi i(M-1)\omega}]^t \in \mathbb{C}^M.
\]
The columns of \( \Phi \) in (1) exactly consist of the signal vectors at the sources locations:
\[
\Phi = [\phi(\omega_1) \phi(\omega_2) \cdots \phi(\omega_S)].
\]

In the noiseless situation, MUSIC amounts to finding the noise space, forming the noise-space correlation function and identifying the zero set of the noise-space correlation, which is necessarily the support set. When \( M \geq S+1 \), we have the following observations regarding the Vandermonde matrix \( \Phi \):
- \( \text{rank}(\Phi) = S \)
- \( \text{rank}([\Phi, \phi(\omega)]) = S+1 \) if and only if \( \omega \not\in \Omega \).

These observations imply that, \( \omega \in \Omega \) if and only if \( \phi(\omega) \in R(\Phi) \). Since the signal space \( U \) is exactly \( R(\Phi) \), the condition of \( \phi(\omega) \in R(\Phi) \) can be quantified by a noise-space correlation function or an imaging function.
Algorithm 1: MUSIC and ESPRIT.

Input: Measurements \( \{y(t_i)\}_{i=1}^T \) and sparsity \( S \).
1. Form the empirical covariance matrix \( \hat{Y} \) according to (8).
2. Compute the eigen-decomposition of \( \hat{Y} \) to obtain \( \hat{U} \), the empirical signal space.

MUSIC: Compute the empirical imaging function
\[
\hat{J}(\omega) = \frac{\| (I - P_U) \phi(\omega) \|}{\| \phi(\omega) \|}, \quad \omega \in [0, 1),
\]
and identify its S largest local maxima as \( \{\tilde{\omega}_j\}_{j=1}^S \).

ESPRIT: Let \( \hat{U}_0 \) and \( \hat{U}_1 \) be two submatrices of \( \hat{U} \) containing the first and the last \( M - 1 \) rows respectively. Compute
\[
\hat{\Psi} = \hat{U}_0^\dagger \hat{U}_1
\]
and its S eigenvalues \( \lambda_1, \ldots, \lambda_S \). Set \( \tilde{\omega}_j := -\frac{\arg \lambda_j}{2\pi} \).

Output: \( \Omega = \{\tilde{\omega}_j\}_{j=1}^S \).

Definition IV.1 (Noise-space correlation (NSC) and imaging functions): For any \( \omega \in [0, 1) \), the noise-space correlation function is defined as
\[
R(\omega) := \frac{\| (I - P_U) \phi(\omega) \|}{\| \phi(\omega) \|} = \frac{\| (I - P_\Omega) \phi(\omega) \|}{\sqrt{M}}.
\]
The imaging function is defined as
\[
J(\omega) := 1/R(\omega).
\]
The MUSIC algorithm is based on the following lemma:
Lemma IV.2: Let \( M \geq S + 1 \). Then
\[
\omega \in \Omega \iff R(\omega) = 0 \iff J(\omega) = \infty.
\]
Lemma IV.2 implies that, the source locations can be exactly identified through the roots of the noise-space correlation function, or the peaks of the imaging function.

When \( L \) snapshots of noisy measurements are taken, we can compute the empirical signal space \( \hat{U} \).

Definition IV.3 (Empirical NSC and imaging functions): For any \( \omega \in [0, 1) \), the empirical noise-space correlation (NSC) function is defined to be
\[
\hat{R}(\omega) := \frac{\| (I - P_\Omega) \phi(\omega) \|}{\| \phi(\omega) \|}.
\]
The empirical imaging function is defined to be
\[
\hat{J}(\omega) := 1/\hat{R}(\omega).
\]

An estimate for the support set is obtained by extracting the S largest local maxima of \( \hat{J} \), or equivalently, the S smallest local minima of \( \hat{R} \). MUSIC is summarized in Algorithm 1.

ESPRIT reformulates the support estimation step as an eigenvalue problem. We first discuss the noiseless situation. By definition, the signal space \( U \) is the column space of \( \Phi \), and so there exists an invertible matrix \( Q \in \mathbb{C}^{S \times S} \) such that \( U = \Phi Q \).

Let \( U_0 \) and \( U_1 \) be two submatrices of \( U \) containing the first and the last \( M - 1 \) rows respectively. Denote \( \Phi_{M-1} \in \mathbb{C}^{(M-1) \times S} \) as the submatrix containing the first \( M - 1 \) rows of \( \Phi \). Letting \( D_0 := \text{diag}(e^{-2\pi i \omega_1}, \ldots, e^{-2\pi i \omega_S}) \in \mathbb{C}^{S \times S} \), we have
\[
U_0 = \Phi_{M-1} Q, \quad U_1 = \Phi_{M-1} D_0 Q.
\]
Setting \( M - 1 \geq S \) guarantees that \( U_0 \) and \( U_1 \) have rank \( S \). It follows that
\[
\Psi := U_0^\dagger U_1 = Q^{-1} D_1 Q \in \mathbb{C}^{S \times S}.
\]
Hence, the eigenvalues of \( \Psi \) are exactly \( \{e^{-2\pi i \omega_j}\}_{j=1}^S \). The ESPRIT algorithm amounts to finding the support set \( \Omega \) through the eigenvalues of \( \Psi \).

When \( L \) snapshots of noisy measurements are taken, ESPRIT follows the same steps but with the empirical signal space \( \hat{U} \) instead of \( U \). It is summarized in Algorithm 1.

To quantify the error between \( \Omega \) and \( \hat{\Omega} \), we introduce the support matching distance.

Definition IV.4: The matching distance between \( \Omega \) and \( \hat{\Omega} \) is
\[
\text{md}(\Omega, \hat{\Omega}) := \min \max_j |\tilde{\omega}_{\psi(j)} - \omega_j|_\tau
\]
where \( \psi \) is a permutation on \( \{1, \ldots, S\} \).

B. Stability of MUSIC and ESPRIT

The stability of MUSIC depends on the perturbation of the NSC function from \( R \) to \( \hat{R} \), which can be measured as
\[
\| \hat{R} - R \|_\infty := \sup_{\omega \in [0,1)} |\hat{R}(\omega) - R(\omega)|.
\]

Theorem IV.5: Let \( M \geq S + 1 \). Under Assumption II.1 and with \( C_\tau > 0 \) being the constant in Theorem III.4, we have
\[
\mathbb{E} \left( \| \hat{R} - R \|_\infty^2 \right) \leq \frac{C_\tau M}{\lambda_S(X) \sigma_S^2(\Phi)} \frac{\nu^2}{L}.
\]
Theorem IV.5 is proved in Section X-B.

Unlike MUSIC, ESPRIT is an explicit algorithm since it reformulates the main question as an eigenvalue problem. For ESPRIT, we have the following estimate for the matching distance between the true and recovered support.

Theorem IV.6: Let \( M \geq S + 1 \). Under Assumption II.1, let \( C_\tau > 0 \) be the constant in Theorem III.4 and \( \Omega \) be the output of ESPRIT.

a) Moderate SNR regime. We have
\[
\mathbb{E} \left( \text{md}(\Omega, \hat{\Omega})^2 \right) \leq \frac{C_\tau 16S^2 3^M \nu^2}{\lambda_S(X) \sigma_S^2(\Phi)} \frac{M}{L}.
\]
b) Large SNR regime. Define
\[
\xi := \frac{\sigma_S^2(\Phi) \lambda_S(X)}{M} L \rho^2, \quad \rho := \frac{1}{\sqrt{6}} \frac{4^{S+2} \sigma_S^2(\Phi) \Delta}{S^2 M}.
\]
There is a sufficiently large \( D_\tau \geq 1 \) depending only on \( \tau \) such that if
\[
\xi \geq D_\tau \max \left( \frac{1}{\rho}, \frac{1}{\rho^2} \right),
\]
then it holds that
\[
\mathbb{E} \left( \text{md}(\Omega, \hat{\Omega})^2 \right) \leq \frac{M}{\sigma_S^2(\Phi) \lambda_S(X)} \frac{\nu^2}{L}.
\]
Due to the considerable length of the proof of Theorem IV.6, we split the proof into two parts. Parts (a) and (b) are proved in Sections X-C and X-D respectively. Part (a) holds for all possible values of \( L \) and \( \nu \). On the other hand, part (b) requires that \( \xi \) (which can be interpreted as a scaled and squared signal-to-noise-ratio) is sufficiently large depending on the model parameters.
Since the inequality holds for any $\Omega$ that is a $(R, M, S, \alpha, \beta)$ set, then it holds for $\alpha = \Delta(M - 1)$. Defining the super-resolution factor SRF as (2), Lemma V.2 implies
\[ \sigma_{\min}(\Phi) \geq C\sqrt{M - 1} \text{SRF}^{-\lambda+1}. \] (16)

B. Super-Resolution of MUSIC and ESPRIT

In this section, we combine our stability analysis for multi-snapshot MUSIC and ESPRIT in Section IV-B with the minimum singular value estimate in Theorem V.2 to derive a super-resolution theory for multi-snapshot MUSIC and ESPRIT.

For MUSIC, we obtain an upper bound for the perturbation of the noise-space correlation function by combining Theorems IV.5 and V.2.

Theorem V.3: Suppose $M \geq S + 1$, $\Omega$ satisfies the separated clumps model in Assumption V.1 with parameters $(R, M, S, \alpha, \beta)$ such that (14) holds. Under Assumption II.1, let $C_r$ and $B_r$ be the constants in Theorems III.4 and V.2 respectively, and let $\mathbf{R}$ be the perturbed noise-space correlation function of MUSIC. Then we have
\[ E\left(\|\mathbf{R} - \mathbf{R}\|_\infty^2\right) \leq \frac{C_r}{\lambda_S(\mathbf{X})} \sum_{r=1}^{R} \left(B_r\alpha^{-\lambda_r+1}\right)^2 \nu^2 / L. \] (17)

Theorem V.3 provides a perturbation bound for the noise-space correlation function in multi-snapshot MUSIC under the separated clumps model. The terms that appear in the upper bound in Theorem V.3 can be interpreted as follows: $\nu^2$ is the noise variance, $1/L$ is the usual stochastic factor, and the quantity in front of $\nu^2/L$ can be interpreted as the condition number of super-resolution recovery of multi-snapshot MUSIC. Letting $\lambda$ be the cardinality of the largest clump defined in (15), Theorem V.3 shows that
\[ E\left(\|\mathbf{R} - \mathbf{R}\|_\infty^2\right) \lesssim_{M, S, \lambda, \nu} \frac{\text{SRF}_{2\lambda-2}}{\lambda_S(\mathbf{X})} \nu^2 / L. \] (18)

Notice that the right hand side only depends on the cardinality of the largest clump instead of the total number of point sources $S$. This perturbation bound on MUSIC is verified by numerical experiments in Section VII.

As for ESPRIT, we provide a bound for the support error by combining Theorem IV.6 and Theorem V.2.

Theorem V.4: Suppose $M \geq S + 1$, $\Omega$ satisfies the separated clumps model in Assumption V.1 with parameters $(R, M, S, \alpha, \beta)$ such that (14) holds. Under Assumption II.1, let $C_r$ and $B_r$ be the constants in Theorems III.4 and V.2 respectively, and let $\Omega$ be the output of ESPRIT.

a) Moderate SNR regime. We have
\[ E\left(\text{md}(\hat{\Omega}, \Omega)^2\right) \leq \frac{C_r}{\lambda_S(\mathbf{X})} \left(\sum_{r=1}^{R} \left(B_r\alpha^{-\lambda_r+1}\right)^2 \right)^2 \nu^2 / L. \]

b) Large SNR regime, Define
\[ \rho := \frac{1}{2\sqrt{\nu}} \sum_{r=1}^{R} \left(B_r\alpha^{-\lambda_r+1}\right)^2. \]
There is a sufficiently large $D_\tau \geq 1$ depending only on $\tau$ such that if
\[
\frac{L}{\nu^2} \geq \frac{D_\tau}{\lambda S} \sum_{r=1}^R (B_r \alpha^{-\lambda r+1})^2 \max \left( 1, \frac{1}{\rho}, \frac{1}{\rho^2} \right),
\]
then it holds that
\[
\mathbb{E}(\text{md}(\hat{\Omega}, \Omega)^2) \lesssim_{\tau} \frac{1}{\lambda S(X)} \sum_{r=1}^R (B_r \alpha^{-\lambda r+1})^2 \nu^2 \frac{\nu^2}{L}.\tag{19}
\]

Theorem V.4 provides an estimate of the support error in multi-snapshot ESPRIT under the separated clumps model. Let $\lambda$ be the cardinality of the largest clump defined in (15). If the assumptions in part (b) hold, then we can provide a simpler estimate,
\[
\mathbb{E}(\text{md}(\hat{\Omega}, \Omega)^2) \lesssim_{M,S,\lambda,\tau} \frac{\text{SRF}^{2\lambda-2}}{\lambda S(X)} \frac{\nu^2}{L}.
\]

This perturbation bound on ESPRIT is verified by numerical experiments in Section VII.

In comparison, classical perturbation bounds on MUSIC and ESPRIT usually depend on some eigenvalues and eigenvectors of the noiseless covariance matrix $Y$, such as (29a, 29b) of [41]. If we know the true source locations and amplitudes, we can compute them from the eigenvalues and eigenvectors, and then plug them into (29a) of [41]. In real applications, we do not know the true source locations and amplitudes. Therefore, those bounds cannot be directly evaluated.

In the special case of two sources, (33a) of [41] shows that the squared source localization error is proportional to $(1/\Delta)^2 = \text{SRF}^2$ ($\Delta$ is referred to as the one defined in [41]). The two-source scenario is a special case of our clumps model where the support consists of a single clump with two point sources: $R = 1$ and $\lambda = 2$. Therefore, (33a) of [41] is a special case of our Theorem V.3 and Theorem V.4. Our results consider a more general class of support, and such generalization is highly nontrivial.

VI. CRAMÉR-RAO LOWER BOUND

A. Background

The classical Cramér-Rao bound (CRB) [8] expresses a lower bound on the variance of any unbiased estimator of the support $\hat{\Omega}$. In literature, the Cramér-Rao lower bound has been derived for various models of the support set, and we review some important contributions further below.

Before we proceed, let us recall some old definitions and define some new ones that will be used in this section and Section A5. Let $\xi \in \mathbb{T}$.

- $\phi(\xi) \in \mathbb{C}^M$ denotes the vector whose $k$-th entry, for $0 \leq k < M - 1$, is $e^{-2\pi i k \xi}$.
- For each $\ell \geq 0$, we let $\phi^{(\ell)}(\xi) \in \mathbb{C}^M$ be the vector whose entries are the $\ell$-th derivative of $\phi(\xi)$. Hence, $\phi^{(\ell)}(\xi)_k := (-2\pi i k)^{\ell} e^{-2\pi i k \xi}$.
- For convenience, we let $\psi(\xi) := \phi^{(1)}(\xi)$, which will play an important role below.
- Given $\Omega$, we let $\Phi, \Psi \in \mathbb{C}^{M \times S}$ be the matrices whose columns are of the form $\phi(\theta)$ and $\psi(\theta)$, respectively, for each $\theta \in \Omega$.

The CRB for spectral estimation has been extensively studied [21], [26], [38], [49], [50]. We briefly review some important results. A fundamental result in [49], Theorem 4.1] implies that, under appropriate assumptions, for any unbiased estimator $\hat{\Omega} := \{\hat{\omega}_j\}_{j=1}^S$ of $\Omega := \{\omega_j\}_{j=1}^S$, not necessarily just MUSIC or ESPRIT, we have
\[
\mathbb{E}((\hat{\Omega} - \Omega)(\hat{\Omega} - \Omega)^*) \geq \frac{\nu^2}{2L} \left( \text{Re}(\Psi^*(I - P_b)\Psi \odot X) \right)^{-1}. \tag{20}
\]

To simplify the notation in this section, we always assume that the elements of $\hat{\Omega}$ have been re-indexed to minimize its matching distance to $\Omega$.

While inequality (20) already gives the optimal dependence on the noise variance $\nu^2$ and the number of snapshots $L$, the complexity of the right hand side in (20) is high. Therefore, those bounds can be a function of $\nu$ and $L$, respectively, for $\lambda = 1$. We will show that $\mathbb{E}(\text{md}(\hat{\Omega}, \Omega)^2) \geq C \nu^2 e^{-2S+2} + O(e^{-2S+3}), \tag{21}$

where $C > 0$ is independent of $\nu, L$, but is allowed to depend on the other parameters.

B. New CRB for Clumps Model

The geometric results in Section V, as well as prior work on super-resolution [30], strongly suggest that inequality (21) is unnecessarily pessimistic and is achieved in the worst-case scenario where all point sources are located in a single clump.

This section provides a new CRB for the separated clumps model, under the additional requirements that each clump has $\lambda$ elements that are equally spaced by a small parameter $\varepsilon$. We will derive a CRB on the order of $e^{-2K+2}$, which is much improved since it is possible that $\lambda \ll S$.

We consider a situation where there are $R$ clumps that are far apart, and each clump contains $\lambda$ points separated by $\varepsilon$. This is a more specific model than the one considered in Assumption VI.1.

Definition VI.1: We say $\Omega_\varepsilon \subseteq \mathbb{T}$ is a $(\varepsilon, R, \lambda, \{\theta_r\}_{r=1}^R)$ set if $\varepsilon < \lambda^{-1} \min_{r=1}^R |\theta_r - \theta_s|_{\mathbb{T}}$ and $\Omega_\varepsilon$ can be written as
\[
\Omega_\varepsilon = \bigcup_{r=1}^R (\theta_r + \varepsilon, \ldots, \theta_r + (\lambda - 1)\varepsilon).
\]

Note that this implies $\Omega_\varepsilon$ consists of $R$ disjoint sets each supported in an interval of length $(\lambda - 1)\varepsilon$ and $\Omega_\varepsilon$ has cardinality $S = R\lambda$.

We also require the following assumptions on the noise and amplitudes.

Assumption VI.2: Fix any positive integers $L, M, S$ such that $M \geq S$ and $L \geq S$.

a) Fix $M, R, \lambda$ and distinct $\theta_1, \ldots, \theta_R \subseteq \mathbb{T}$ and let $\Omega_\varepsilon$ be a $(\varepsilon, R, \lambda, \{\theta_r\}_{r=1}^R)$ set.
The amplitude covariance matrix \( X \) is strictly positive-definite.

c. For each \( t > 0 \) and \( 1 \leq j \leq M \), \( e_j(t) \) is a Gaussian random vector with independent entries such that \( e_j(t) \sim N(0, \nu^2) \). Also assume that \( e(s) \) and \( e(t) \) are independent for \( s \neq t \).

d. For each \( 1 \leq \ell \leq L \), we are given

\[
y(t_\ell) = \Phi(\Omega_\ell) x(t_\ell) + e(t_\ell).
\]

**Theorem VI.3:** Under Assumption VI.2, there exists \( \varepsilon_0 < (2\pi \lambda (M-1))^{-1} \) depending only on \( M, \lambda \), and \( \{\theta_r\}_{r=1}^R \) such that the following hold. For all \( \varepsilon \in (0, \varepsilon_0) \), any unbiased estimator \( \hat{\Omega}_\varepsilon \) of \( \Omega_\varepsilon \) satisfies the lower bound

\[
\mathbb{E}(\operatorname{md}(\hat{\Omega}_\varepsilon, \Omega_\varepsilon)^2) \geq \frac{C (\varepsilon (M-1))^{-2\lambda+2} \nu^2}{L(M-1)^3 \| X \|^2},
\]

where the implicit constant \( C > 0 \) does not depend on \( L, M, X, \varepsilon \), and \( \nu \).

Theorem VI.3 is proved in Section X-E.

The right hand side of (22) can be made more explicit by using the super-resolution factor. Since \( \varepsilon \) is the minimum separation of \( \Omega_\varepsilon \) and \( M \) is the total number of Fourier measurements, we see that \( \varepsilon (M-1) = \text{SRF}^{-1} \). Note that the assumption on \( \varepsilon_0 \) in Theorem VI.3 necessarily implies \( \text{SRF} > 1 \), and (22) becomes

\[
\mathbb{E}(\operatorname{md}(\hat{\Omega}_\varepsilon, \Omega_\varepsilon)^2) \geq \frac{C \text{SRF}^{2\lambda-2} \nu^2}{L(M-1)^3 \| X \|^2}.
\]

**C. Comparison of Our CRB and the Classical CRB**

In order to explain the main improvement of Theorem VI.3 over classical the CRBs, consider the support set shown in Fig. 2. For the \( \Omega \) depicted in Fig. 2, the classical CRB, such as (21), yields the prediction that for any unbiased estimator \( \hat{\Omega} \),

\[
\mathbb{E}(\operatorname{md}(\hat{\Omega}, \Omega)^2) \geq \frac{C \varepsilon^{-10} \nu^2}{L} + \text{lower order terms}.
\]

On the other hand, our CRB in Theorem VI.3 yields

\[
\mathbb{E}(\operatorname{md}(\hat{\Omega}, \Omega)^2) \geq \frac{C \nu^2 \varepsilon^{-4}}{(M-1)^3 \| X \|^2}.
\]

In the super-resolution regime, \( \varepsilon \) can be much smaller than \( 1/M \), so our CRB provides a significant improvement over the classical CRB.

**D. Near Optimality of ESPRIT**

ESPRIT is one of the most popular subspace methods for spectral estimation. To compare our upper bound for ESPRIT and our new CRB, we consider a situation where the assumptions to both Theorems V.4 and VI.3 hold.

- Suppose \( \Omega \) consists of separated clumps with parameters \( (R, M, S, \alpha, \beta) \) where \( \beta \) satisfies the relationship (14).

Moreover, we further impose that each clump has cardinality \( \lambda \) and are equally spaced by \( \alpha/(M-1) \). Then \( \Omega \) is also a \( (\varepsilon, R, \lambda, \{\theta_r\}_{r=1}^R) \) set where \( \varepsilon = \alpha/(M-1) \) and each \( \theta_r \) is the left most point in the \( r \)-th clump. An example is depicted in Fig. 1.

- Assume that the amplitude covariance matrix \( X \) is strictly positive-definite.

- Assume that for each \( t > 0 \) and \( 1 \leq j \leq M \), \( e_j(t) \) is a Gaussian random vector with independent entries such that \( e_j(t) \sim N(0, \nu^2) \). Also assume that \( e(s) \) and \( e(t) \) are independent for \( s \neq t \).

If \( L/\nu^2 \) is sufficiently large so that the assumptions in Theorem V.4 part (b) hold, then the output of ESPRIT satisfies

\[
\mathbb{E}(\operatorname{md}(\hat{\Omega}, \Omega)^2) \lesssim_{M, \lambda, \nu} \frac{\text{SRF}^{2\lambda-2} \nu^2}{\lambda_S(X)^2}.
\]

On the other hand, for any unbiased estimator \( \hat{\Omega} \), Theorem VI.3 and (23) demonstrate that

\[
\mathbb{E}(\operatorname{md}(\hat{\Omega}, \Omega)^2) \lesssim_{M, \lambda, \nu} \frac{\text{SRF}^{2\lambda-2} \nu^2}{\| X \|^2}.
\]

Notice that these statements are not contradictory since \( \| X \|^2 = \lambda_1(X) \geq \lambda_S(X) \).

Thus, we observe that ESPRIT has the same dependence on the noise level \( \nu \), the number of snapshots \( L \), and the super-resolution factor \( \text{SRF} \) compared to the optimal unbiased estimator(s).

**VII. NUMERICAL EXPERIMENTS**

In this section, we perform systematic numerical simulations to validate our theory, under the separated clumps model. We consider the support \( \Omega \) consisting of 2 clumps of point sources, i.e., \( R = 2 \). Each clump contains \( \lambda \) equally spaced points separated by \( \Delta \) for \( \lambda = 2 \) and \( \lambda = 3 \) respectively. Each amplitude is i.i.d. complex normal \( CN(0,1) \) such that the real and imaginary parts are independent normal, i.e. \( N(0,1/2) \). With such amplitudes, \( \lambda_S(X) \approx 1 \). Each noise is an i.i.d. \( CN(0, \nu^2) \) random variable whose real and imaginary parts are independent normal, i.e. \( N(0, \nu^2/2) \). We take \( L \) snapshots of \( M = 100 \) noisy Fourier measurements according to (1). Our upper bounds are proved for the noise-space correlation (NSC) function perturbation in MUSIC and the support error in ESPRIT. When \( \lambda = 2 \) and \( \lambda = 3 \), we conduct 100 and 2500 trials of experiments respectively, and display the average NSC function perturbation in MUSIC and support error in ESPRIT, as well as the standard deviation in Figs. 3–6. The standard deviation is represented by the error bar.

Our numerical experiments in Figs. 3–6 are to validate the NSC perturbation in MUSIC and the support error in ESPRIT versus the noise standard deviation \( \nu \), the number of snapshots \( L \), \( \sigma_S(\Phi) \), and \( \text{SRF} \). For MUSIC, the perturbation of the NSC is proved in Theorem IV.5 and Theorem V.3 where the dependence on \( \nu \), \( L \), \( \sigma_S(\Phi) \), \( \text{SRF} \), \( M \) can be summarized as:

\[
\mathbb{E}(\| \hat{\mathcal{R}} - \mathcal{R} \|_\infty) \lesssim \frac{\sqrt{M} \nu}{\sqrt{\lambda_S(X) \sigma_S(\Phi) \sqrt{L}}} \lesssim \frac{\sqrt{M} \text{SRF}^{\lambda-1} \nu}{\sqrt{\lambda_S(X) \sqrt{L}}}.
\]

For ESPRIT, the support error is proved in Theorem IV.6 and Theorem V.4 where the dependence on \( \nu \), \( L \), \( \sigma_S(\Phi) \), \( \text{SRF} \), \( M \) can be summarized as:

\[
\mathbb{E}(\| \hat{\mathcal{R}} - \mathcal{R} \|_\infty) \lesssim \frac{\sqrt{M} \nu}{\sqrt{\lambda_S(X) \sigma_S(\Phi) \sqrt{L}}} \lesssim \frac{\sqrt{M} \text{SRF}^{\lambda-1} \nu}{\sqrt{\lambda_S(X) \sqrt{L}}}.
\]
in the large SNR regime can be summarized as:

\[
\mathbb{E}(\text{md}((\hat{\Omega}, \Omega))) \leq \frac{\sqrt{M} \nu}{\sqrt{\lambda_S(X)} \sigma_S(\Phi) \sqrt{L}} \leq \frac{\sqrt{M} \text{SRF}^{-1} \nu}{\sqrt{\lambda_S(X)} \sqrt{L}}.
\]

Finally, we show phase transition figures for ESPRIT that validate our perturbation analysis for ESPRIT.

A. Error Versus Noise

We first test the NSC perturbation in MUSIC and the support error in ESPRIT versus Noise. We set SRF = 5, L = 1000 and 25000 for \( \lambda = 2 \) and \( \lambda = 3 \) respectively. Fig. 3(a) shows the NSC perturbation in MUSIC as a function of noise \( \nu \) in \( \log_{10} \) scale. Fig. 3(b) shows the support error in ESPRIT as a function of noise \( \nu \) in \( \log_{10} \) scale. The slope for all curves is close to 1, which demonstrates that the NSC perturbation in MUSIC and the support error in ESPRIT is linear in noise as predicted in (25) and (26).

B. Error Versus the Number of Snapshots L

We next test the NSC perturbation in MUSIC and the support error in ESPRIT versus the number of snapshots L, when \( \nu = 0.1 \) and SRF = 5. Fig. 4(a) shows the NSC perturbation in MUSIC as a function of \( L \) in \( \log_{10} \) scale. Fig. 4(b) shows the support error in ESPRIT as a function of \( L \) in \( \log_{10} \) scale. The slope for all curves is close to \(-0.5\), which is consistent with (25) and (26).

C. Error Versus \( \sigma_S(\Phi) \) and Super-Resolution Factor (SRF)

Finally we test the NSC perturbation in MUSIC and the support error in ESPRIT versus \( \sigma_S(\Phi) \) and SRF respectively, when \( L = 1000 \) and \( \nu = 0.1 \). While \( R \) and \( \lambda \) are fixed, we vary \( \Delta \) such that \( \sigma_S(\Phi) \) and SRF vary.

Fig. 5(a) shows the NSC perturbation in MUSIC as a function of \( \sigma_S(\Phi) \) in \( \log_{10} \) scale. Fig. 5(b) shows the support error in ESPRIT as a function of \( \sigma_S(\Phi) \) in \( \log_{10} \) scale. The slope for all curves is around \(-1\), which is consistent with (25) and (26).

Fig. 6(a) shows the NSC perturbation in MUSIC as a function of SRF in \( \log_{10} \) scale. Fig. 6(b) shows the support error in ESPRIT as a function of SRF in \( \log_{10} \) scale. The slope for all curves is around \(-1\), which is consistent with (25) and (26).

D. Phase Transition Figures for ESPRIT

Finally we show the phase transition figures of ESPRIT in Fig. 7. Fig. 7 shows the average \( \log_{2} \left[ \text{md}(\hat{\Omega}, \Omega) / \Delta \right] \) with respect to: (a,b) \( \log_{10} L \) and \( \log_{10} \nu \) when \( \lambda = 2 \) and \( \lambda = 3 \); (c,d) \( \log_{10} L \) and \( \log_{10} \) SRF when \( \lambda = 2 \) and \( \lambda = 3 \); (e,f) \( \log_{10} \) SRF and \( \log_{10} \nu \) when \( \lambda = 2 \) and \( \lambda = 3 \). We observe a clear phase transition phenomenon, and a blue phase transition curve is extracted in each figure. According to (26), we expect the phase transition curve follows

\[
(\lambda - 1) \log_{10} \text{SRF} + \log \nu \approx 1/2 \log L.
\]

After numerically fitting the phase transition curves, our empirical slope is consistent with our theoretical one in (27).

VIII. MULTIPLE VERSUS SINGLE SNAPSHOT

This paper focuses on the multi-snapshot spectral estimation problem where Fourier measurements of \( x(t) \) and \( \Omega \) are...
SRF does not have full rank, $R$ in the first step of Algorithm 1, one forms the $X$ times that of the single-different time instances. Since information is strictly positive definite, then $S = 3 \vdash S$, is consistent with (27). The slope in (a,b) is about 0.5; the slope in (c,d) is about 0.5/(λ - 1); the slope in (e,f) is about -1/(λ - 1), which is consistent with (27).

Fig. 7. Color plot for the average $\log_2[\max(|\Omega, \Omega|)/\Delta]$ for ESPRIT with respect to: (a)-(b) $\nu$ vs $L$, (c)-(d) SRF vs $L$, (e)-(f) $\nu$ vs SRF when $\lambda = 2$ (left column) and $\lambda = 3$ (right column). The slope in (a, b) is about 0.5; the slope in (c, d) is about 0.5/(λ - 1); the slope in (e, f) is about -1/(λ - 1), which is consistent with (27).

collected at $L$ different time instances. Since information is collected at different times, it is natural to impose statistical assumptions, which is what we and many other papers have done.

MUSIC and ESPRIT are still applicable for the single-snapshot spectral estimation problem (the $L = 1$ case), with proper modification. Instead of forming the empirical covariance matrix $\hat{Y}$ in the first step of Algorithm 1, one forms the Hankel matrix of a single-snapshot [31], [32]. From a theoretical perspective, the single-snapshot problem is usually treated from a deterministic point of view.

Single-snapshot MUSIC and ESPRIT enjoy theoretically provable robustness properties in the super-resolution regime, as shown in [30], [31]. The main results there show that for MUSIC and ESPRIT,

$$\text{single-snapshot error } \lesssim \frac{\nu}{\sigma_S(\Phi)} \lesssim \text{SRF}^{\lambda-1} \nu,$$  

(28)

where the implicit constants do not depend on the noise standard deviation $\nu$, the support set $\Omega$, and SRF. This upper bound matches, up to implicit constants, the minimax lower bounds [2], [30].

A naïve guess is that the error incurred by multi-snapshot MUSIC and ESPRIT would be $1/\sqrt{L}$ times that of the single-snapshot setting. Perhaps surprisingly, our results show that this naïve guess is incorrect. Indeed, the main results of this paper for MUSIC (Theorems IV.5 and V.3) and ESPRIT (Theorems IV.6 and V.4) show that on average,

$$\text{multi-snapshot error } \lesssim \frac{\nu}{\sigma_S(\Phi)\sqrt{L}} \lesssim \text{SRF}^{\lambda-1} \nu,$$  

(29)

where again, the implicit constants do not depend on the noise standard deviation $\nu$, the support set $\Omega$, SRF, and $L$.

Comparing the upper bounds for single-snapshot and multi-snapshot errors, we see that not only does collecting multiple snapshots provide us with the extra $1/\sqrt{L}$ cancellation, but it also enjoys an additional square root in the $1/\sigma_S(\Phi)$ and SRF terms. In other words, the condition numbers of multi-snapshot MUSIC and ESPRIT are significantly better than their single-snapshot counterparts.

The improvement can be explained by the strictly positive-definite assumption on $X$ made in Assumption II.1. To see why, consider the deterministic setting where $x(t)$ is fixed throughout time, so $x(t_1) = \cdots = x(t_L)$. Then the collected snapshots are of the form,

$$y(t_\ell) = \Phi(\Omega)x(t_1) + e(t_\ell).$$

Hence, collecting multiple snapshots does not provide us with any new information about the range of $\Phi$ since $x(t)$ is constant, and the best that can be done is to average all $L$ such snapshots,

$$\frac{1}{L} \sum_{\ell=1}^{L} y(t_\ell) = \Phi(\Omega)x(t_1) + \frac{1}{L} \sum_{\ell=1}^{L} e(t_\ell),$$

in order to reduce the variance of the noise by a factor of $L$ and feed this averaged signal into single-snapshot MUSIC and ESPRIT. In this highly degenerate situation, the naïve guess for the stability of multi-snapshot MUSIC and ESPRIT is correct.

We also explain how the strictly positive-definite assumption on $X$ changes the inherent geometry of the problem. For the sake of this discussion, assume that $e(t) = 0$ for all $t > 0$. Since $\Omega$ does not change in time, $y(t_\ell) \in R(\Phi)$ for each $1 \leq \ell \leq L$. If $X$ is strictly positive definite, then $\{x(t_\ell)\}_{\ell=1}^{L}$ spans a $\ell$-dimensional subspace, so the span of $\{y(t_\ell)\}_{\ell=1}^{L}$ is precisely $R(\Phi)$. On the other hand, if $X$ does not have full rank, then $\{y(t_\ell)\}_{\ell=1}^{L}$ only contains partial information about the range of $\Phi$. In which case, multi-snapshot MUSIC and ESPRIT would fail and we would need to use their single-snapshot versions.

IX. CONCLUSION AND DISCUSSION

This paper analyzes the performance of MUSIC and ESPRIT, and identifies some key quantities that control their stability: number of snapshots, noise variance, amplitude covariance matrix, and the smallest singular value of Fourier matrices (which can then be further estimated in terms of SRF). Our results accurately quantify intuitive phenomenon. For instance, if many point sources are closely spaced then we expect recovery to be
sensitive to noise – this is precisely captured by our results since in this case, $\sigma_S(\Phi)$ would be small, and SRF would be large. Likewise if the amplitudes of $x(t)$ vary slowly over time, then we expect inversion to be challenging – this is again captured by our results since in that case, $\lambda_S(X)$ would be small and lead to instability. If $\lambda_S(X) = 0$, then multi-snapshot ESPRIT and MUSIC would fail, but we can instead use their single snapshot versions.

The upper bound for ESPRIT matches a Cramér-Rao lower bound in terms of SRF and max clump cardinality. This proves that no unbiased algorithm can be fundamentally better than ESPRIT for this imaging problem in the large SRF regime – any improvements can only be made in terms of other model parameters such as $S$, $M$, and $\lambda$. These are valuable results for practitioners, as they provide an accurate and solid theoretical footing for discriminating between favorable and unfavorable imaging situations. While this paper only focuses on a one dimensional scenario with plain MUSIC and ESPRIT, we believe the techniques here are also relevant for the analysis of their multi-dimensional counterparts and variations.

X. PROOFS

A. Proof of Theorem III.4

Proof: Recall that $Y_L = \Phi X_L + E_L$. To put this in the framework of [5], we rescale the problem so that

$$\hat{Y}_L = \sqrt{\frac{L}{\nu}} \Phi X_L + \sqrt{\frac{L}{\nu}} E_L,$$

so that now $E_L \sqrt{L/\nu}$ is a $M \times L$ matrix with i.i.d. $\Omega_{1,\nu}$ entries. This scaling does not change the singular spaces of $Y_L$ and $\Phi X_L$. Applying [5, Theorem 3], which extends to complex matrices without issue, there is a $C_T > 0$ only depending on $\tau$ such that

$$\mathbb{E} \left( \text{dist}(\hat{U}, U)^2 \right) \leq C_T M \left( \nu^2 \sigma_2^2(\Phi X_L) + \nu^4 \right).$$

Since $X_L$ is full rank and assumption (5) holds, we have

$$\sigma_S(\Phi X_L) \geq \sigma_S(\Phi) \sigma_S(\Phi) \sqrt{\lambda_S(\Phi) \geq \nu}.$$

Using this inequality in (30) completes the proof.

B. Proof of Theorem IV.5

Proof: We start with a deterministic inequality that links the perturbation of $\hat{R}$ to the distance between $U$ and $\hat{U}$. For any $\omega \in [0, 1]$, we have

$$|R(\omega) - \hat{R}(\omega)| \leq \|P_U - P_{\hat{U}}\| = \text{dist}(U, \hat{U}),$$

where the last identity follows from (11). This shows that

$$\mathbb{E} \left( \|R - \hat{R}\|_2^2 \right) \leq \mathbb{E} \left( \text{dist}(U, \hat{U})^2 \right).$$

Using Theorem III.4 completes the proof.

C. Preparation and Proof of Theorem IV.6 Part (a)

The stability of ESPRIT relies on several deterministic perturbation results for the perturbation of $\hat{\Psi}$ from $\Psi$, that can be estimated by matrix perturbation theory.

Lemma X.1: Suppose $M \geq S + 1$ and $\text{dist}(\hat{U}, U) \leq 2^{-(S+2)}$. Then

$$\|\hat{\Psi} - \Psi\|_2 \leq 2^{S+4} \text{dist}(\hat{U}, U).$$

Proof: Before we proceed to the stability analysis, we need to point out an important feature of ESPRIT. ESPRIT is invariant to the specific choice of orthonormal basis for the column span of $\hat{U}$. In other words, the eigenvalues of $\hat{\Psi}$ remain the same if one uses different orthonormal basis for the column space of $\hat{U}$ [31, Section III]. According to [7], Lemma 2.1.3], we can properly choose an orthonormal basis for $\hat{U}$ such that

$$\|\hat{U} - U\|_2 \leq \sqrt{2} \text{dist}(\hat{U}, U).$$

Combining (32), (33) and the assumption of Lemma X.1 implies

$$\|\hat{U}_0 - U_0\|_2 \leq \|\hat{U} - U\|_2 \leq \sqrt{2} \text{dist}(\hat{U}, U) \leq \frac{1}{2} \sigma_S(U_0).$$

This enables us to apply [31, Lemma 6], and obtain

$$\|\hat{\Psi} - \Psi\|_2 \leq \frac{1}{2} \|\hat{U} - U\|_2 \leq \frac{T}{\sigma_S(U_0)} \text{dist}(\hat{U}, U),$$

which further implies (31) due to (33).

We next provide a deterministic bound between $\|\hat{\Psi} - \Psi\|_2$ and $\text{md}(\hat{\Omega}, \Omega)$, with [31, Lemma 2].

Lemma X.2: On the condition that $M \geq S + 1$, the following statements hold:

a) Moderate perturbation regime. We have

$$\text{md}(\hat{\Omega}, \Omega) \leq \sqrt{\frac{M}{S}} \frac{\sigma_S(\Phi)}{\sigma_S(\Phi)} \|\hat{\Psi} - \Psi\|_2.$$ b) Small perturbation regime. If additionally,

$$\|\hat{\Psi} - \Psi\|_2 \leq \frac{\sigma_S(\Phi)}{\sigma_S(\Phi)} \Delta \frac{S^2 M^2}{M^2},$$

then $\text{md}(\hat{\Omega}, \Omega) \leq \|\hat{\Psi} - \Psi\|_2$.

Proof of Theorem IV.6 part (a): Assume for now that $\text{dist}(\hat{U}, U) \leq 2^{-(S+2)}$. Combining Lemmas X.1 and X.2 part (a), we obtain the deterministic inequality

$$\text{md}(\hat{\Omega}, \Omega) \leq \frac{4S^2 + 2S^3 \sqrt{M}}{\sigma_S(\Phi)} \text{dist}(\hat{U}, U).$$

If $\text{dist}(\hat{U}, U) > 2^{-(S+2)}$, then the same inequality still holds since

$$\text{md}(\hat{\Omega}, \Omega) \leq 1 \leq \frac{2S^2 \|\hat{\Psi}\|_F}{\sigma_S(\Phi)} \text{dist}(\hat{U}, U)$$

$$\leq \frac{4S^2 + 2S^3 \sqrt{M}}{\sigma_S(\Phi)} \text{dist}(\hat{U}, U),$$

where we used that the Frobenius norm of $\Phi$ is $\sqrt{MS}$.

Hence, (34) holds regardless of the value of $\text{dist}(\hat{U}, U)$. Squaring both sides of (34), taking the expectation, and applying Theorem III.4 completes the proof of part (a) of the theorem.
D. Preparation and Proof of Theorem IV.6 Part (b)

We begin by recalling two lemmas, and are essentially immediate consequences of [5].

Lemma X.3: Suppose Assumption II.1 holds. Define the events

\[ E_1 := \left\{ \sigma^2_S(Y^*_L) \geq \frac{2}{3} \sigma^2_S(\Phi) \lambda_S(X) + \nu^2 \right\}, \]

\[ E_2 := \left\{ \sigma^2_{S+1}(Y_L) \leq \frac{1}{3} \sigma^2_S(\Phi) \lambda_S(X) + \nu^2 \right\}. \]

There exists a sufficiently large \( D_\tau \geq 1 \) depending only on \( \tau \) such that for all \( u \geq 0 \),

\[ \mathbb{P}\left( \|P_{Y^*_LU}(Y^*_L U_1)\|_2 \geq \frac{uw}{\sqrt{\tau}} \right) \]

\[ \leq \tau \exp(CM - c \min(u^2, u \sqrt{\tau}) \mathbb{E}(\Phi)) \exp(-c \mathbb{E}(\Phi)). \]

**Proof:** The proof essentially follows from Lemma 4 in the supplement of [5]. For ease of notation, let \( \eta := \sqrt{L}/\nu \). To use the mentioned lemma, we first rescale by \( \eta \) and take the conjugate transpose of \( Y_L = \Phi X_L + E_L \) to get,

\[ \eta Y^*_L = \eta(\Phi X^*_L)^* + \eta E^*_L. \]

Notice that the \( L \times M \) matrix \( \eta E^*_L \) has entries that are i.d.d. \( \mathcal{G}_{1,\tau} \) random variables. The right singular vectors of \( \eta Y^*_L \) are the left singular vectors of \( Y_L \), and the conjugate transpose does not alter the singular values or their ordering.

In this proof, \( C, c \) are constants that depend only on \( \tau \), and their values may change from line to line. Now we apply Lemma 4 in the supplement of [5] to (38) to get that, for all \( u_1, u_2, u \geq 0 \),

\[ \mathbb{P}\left( \eta^2 \sigma^2_{S+1}(Y^*_L) \leq \left( \eta^2 \sigma^2_S(\Phi X^*_L) + L \right)(1 - u_1) \right) \]

\[ \leq \exp(CS - c \min(u^2, u \sqrt{\tau}) \mathbb{E}(\Phi)) \] \( u_1, u_2 \), \( u \), \( \mathbb{E}(\Phi) \), \( \lambda_S(X) \), \( \nu \)

\[ \mathbb{P}\left( \eta^2 \sigma^2_{S+1}(Y^*_L) \geq L(1 + u_2) \right) \]

\[ \leq \exp(c \min(u^2, u \sqrt{\tau}) \mathbb{E}(\Phi)) \].

\[ \mathbb{P}\left( \eta^2 \sigma^2_{S+1}(Y^*_L) \right) \]

\[ \leq \exp(-c \eta^2 \sigma^2_S(\Phi) \lambda_S(X)) \].

\[ \text{For the first bound in (39), we pick} \]

\[ u_1 := \frac{1}{3} \eta^2 \sigma^2_S(\Phi X^*_L) \leq \frac{1}{3}, \]

Hence, \( \min(u_1, u_2^2) = u_2^2 \). The noise condition (5) implies that

\[ \eta^2 \sigma^2_S(\Phi X^*_L) + L \leq 2 \eta^2 \sigma^2_S(\Phi) \lambda_S(X), \]

\( \eta^2 \sigma^2_S(\Phi X^*_L) \geq \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) > 0. \]

\( \eta^2 \sigma^2_S(\Phi X^*_L) + L \leq \frac{2}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) + \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) + \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) \geq \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) > 0. \]

\( \eta^2 \sigma^2_S(\Phi X^*_L) + L \leq \frac{2}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) + \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) \geq \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) > 0. \]

\( \eta^2 \sigma^2_S(\Phi X^*_L) + L \leq \frac{2}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) + \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) \geq \frac{1}{3} \eta^2 \sigma^2_S(\Phi) \lambda_S(X) > 0. \]
This allows us to use Lemma X.4 when \( \mathcal{E} \) occurs. Using the inequalities in Lemmas X.3 again, \( \sigma S(Y_T^*(U)) \leq \sigma S(Y_L) \) since \( U \) has orthonormal columns, and \( \nu^2 \leq \frac{\sigma S(\Phi)^2}{\sigma S(\Phi)} \) from (5), under event \( \mathcal{E} \),

\[
d(\hat{U}, U)^2 \leq \frac{3(\sigma S(\Phi) \lambda_S(X) + \nu^2)\|P_{Y^*U}(Y^*U_U)\|_2^2}{\sigma S(\Phi) \lambda_S(X)} \leq \frac{6\|P_{Y^*U}(Y^*U_U)\|_2^2}{\sigma S(\Phi) \lambda_S(X)}.
\]

This inequality implies,

\[
P(\mathcal{H}^c|\mathcal{E}) \leq \mathbb{P}\left( \|P_{Y^*U}(Y^*U_U)\|_2 \geq \rho \sigma S(\Phi) \sqrt{\lambda_S(X)} \mid \mathcal{E} \right) = \mathbb{P}\left( \|P_{Y^*U}(Y^*U_U)\|_2 \geq \rho \sqrt{M \xi \frac{\nu}{\sqrt{L}}} \mid \mathcal{E} \right) \leq \mathbb{P}\left( \|P_{Y^*U}(Y^*U_U)\|_2 \geq \rho \sqrt{M \xi \frac{\nu}{\sqrt{L}}} \right) \frac{1}{\mathbb{P}(\mathcal{E})}.
\]

The \( 1/\mathbb{P}(\mathcal{E}) \) term can be safely ignored, since by Lemma X.3 and (13), we have

\[
\mathbb{P}(\mathcal{E}^c) \leq \tau \exp(-cM \xi) \leq \exp(-cD \tau).
\]

For \( D \) sufficiently large depending only on \( \tau \) (since the implicit constants in this inequality only depend on \( \tau \)), we have \( \mathbb{P}(\mathcal{E}^c) \leq 1/2 \) and \( \mathbb{P}(\mathcal{E}) \geq 1/2 \).

Let us continue with our goal of bounding \( \mathbb{P}(\mathcal{H}^c|\mathcal{E}) \). We use Lemma X.4 to see that

\[
P(\mathcal{H}^c|\mathcal{E}) \leq 2\mathbb{P}\left( \|P_{Y^*U}(Y^*U_U)\|_2 \geq \rho \sqrt{M \xi \frac{\nu}{\sqrt{L}}} \right)
\]

\[
\leq \tau \exp\left( C M - c \min(1, \rho^2) M \xi \right) + \exp(-cM \xi).
\]

Condition (13) implies that \( \xi \geq D \tau / \min(1, \rho, \rho^2) \), so for sufficiently large \( D \), we have

\[
\mathbb{P}(\mathcal{H}^c|\mathcal{E}) \leq \tau \exp\left( -c \min(1, \rho, \rho^2) M \xi \right)
\]

We use the inequality, \( e^{-bn^2} \leq 1/n^2 \) for all \( n \geq \log(n) \geq 1/b \), with \( u = \sqrt{\xi} \) and \( b = c \min(1, a, a^2) \), which is justified by (13), to finally see that

\[
P(\mathcal{H}^c|\mathcal{E}) \leq \frac{M \nu^2}{\sigma S(\Phi) \lambda_S(X)}.
\]

Now we are ready to finish the proof. Recall we have the trivial upper bound \( \text{md}(\hat{\Omega}, \Omega) \leq 1 \). When event \( \mathcal{E} \cap \mathcal{H} \) holds, we can employ Lemma X.1 and part (b) of Lemma X.2 to see that \( \text{md}(\hat{\Omega}, \Omega) \leq 4S^2 \text{dist}(\hat{U}, U) 1_{\mathcal{E} \cap \mathcal{H}} \). Then

\[
\text{md}(\hat{\Omega}, \Omega)^2 \leq \text{md}(\hat{\Omega}, \Omega)^2 1_{\mathcal{E} \cap \mathcal{H}} \leq \text{md}(\hat{\Omega}, \Omega)^2 1_{\mathcal{E} \cap \mathcal{H}} + \text{md}(\hat{\Omega}, \Omega)^2 1_{\mathcal{E} \cap \mathcal{H}} + \mathbb{P}(\mathcal{E}^c) \leq \text{md}(\hat{\Omega}, \Omega)^2 1_{\mathcal{E} \cap \mathcal{H}} + \mathbb{P}(\mathcal{E}^c) \leq \text{md}(\hat{\Omega}, \Omega)^2 \text{dist}(\hat{U}, U)^2 1_{\mathcal{E} \cap \mathcal{H}} + \mathbb{P}(\mathcal{E}^c) \leq \text{md}(\hat{\Omega}, \Omega)^2 1_{\mathcal{E} \cap \mathcal{H}} + \mathbb{P}(\mathcal{E}^c) + \mathbb{P}(\mathcal{H}^c|\mathcal{E}) + \mathbb{P}(\mathcal{E} \cap \mathcal{H}^c).
\]

We use Theorem III.4 to deal with the first term, and inequality (42) for the second term. For the third term, by Lemma X.3 and the inequality \( e^{-bn^2} \leq 1/n^2 \) with \( u = \sqrt{\xi} \) and \( b = c M \), we have

\[
\mathbb{P}(\mathcal{E}^c) \leq \tau \exp(-cM \xi) \leq \frac{M \nu^2}{\sigma S(\Phi) \lambda_S(X)}.
\]

\section{Preparation and Proof of Theorem VI.3}

The proof of the Cramer-Rao lower bound for clumps stated in Theorem VI.3 requires several technical lemmas. While our approach is similar in spirit to that of [26], we need to extend the ideas in the referenced paper to several clumps.

We introduce several functions of a single complex variable \( z \). We typically use upper-case letters to denote functions of a single complex variable. The \( m \)-th Laurent coefficient of a \( F : \mathbb{C} \rightarrow \mathbb{C} \) (expanded at \( z = \infty \)) is denoted by \( b_m(F) \). Throughout, we fix a positive integer \( n \) and \( 0 < \varepsilon < 1 \). We define the functions

\[
G(z) := \prod_{k=0}^{n-1} \frac{1}{z-k} = \sum_{m=n}^{\infty} b_m(G) z^{-m},
\]

and

\[
G_{z}(z) := \prod_{k=0}^{n-1} \frac{1}{z-k}. \tag{43}
\]

For each \( 0 \leq j < n \), let

\[
F_{z,j}(z) := \frac{G_{z}(z)}{z-j} = \prod_{k=0}^{n-1} \frac{1}{z-k} = \sum_{m=n+1}^{\infty} b_m(F_{z,j}) z^{-m}. \tag{44}
\]

Notice that \( F_{z,j} \) has simple poles at \( k \varepsilon \) for each \( k \varepsilon \) and a pole of multiplicity 2 at \( j \varepsilon \). We have the partial fraction expansion of \( F_{z,j} \),

\[
F_{z,j}(z) \prod_{k=j}^{n-1} (z-\varepsilon k) = \frac{1}{(z-j\varepsilon)^2} + \sum_{k=0}^{n-1} \frac{C_{z,j,k}}{z-k}. \tag{45}
\]

\section{Lemma X.5:} For each \( \varepsilon \in (0,1) \), positive integer \( n \), and \( 0 \leq j < n \), the coefficients \( C_{z,j,k} \) defined in (45) satisfy the system of \( n \) equations:

\[
-k(j\varepsilon)^k = \sum_{\ell=0}^{n-1} (V_{\varepsilon})_{k,\ell} C_{z,j,\ell}, \quad 0 \leq k < n, \tag{46}
\]

where \( V_{\varepsilon} \) is a Vandermonde matrix with real nodes,

\[
V_{\varepsilon} := \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
0 & \varepsilon & 2\varepsilon & \cdots & (n-1)\varepsilon \\
0 & \varepsilon^{n-1} & (2\varepsilon)^{n-1} & \cdots & ((n-1)\varepsilon)^{n-1}
\end{bmatrix}.
\]

\textbf{Proof:} Recall the following Laurent series expansions at \( z = \infty \): for any \( w \in \mathbb{C} \), we have

\[
\frac{1}{z-w} = \frac{1}{z(1-w/z)} = \sum_{m=1}^{\infty} z^{m-1}w^{m-1},
\]

\[
\frac{1}{(z-w)^2} = \frac{d}{dz} \left( \frac{1}{z-w} \right) = \sum_{m=2}^{\infty} \frac{(m-1)w^{m-2}}{z^m}.
\]
Fix \(0 \leq j < n\). Using these expansions in (44) and (45), we see that
\[
\prod_{k=j}^{\infty} (j \varepsilon - k \varepsilon) \sum_{m=n+1}^{\infty} \frac{b_m(F_{\varepsilon,j})}{z^m} = \sum_{m=2}^{\infty} \frac{(m-1)(j \varepsilon)^{m-2}}{z^m} + \sum_{k=0}^{n-1} C_{\varepsilon,j,k} \sum_{m=1}^{\infty} \frac{(k \varepsilon)^{m-1}}{z^m}.
\]
Examining the \(z^{-m}\) terms for \(1 \leq m \leq n\) in this equation, we see that
\[
0 = \sum_{k=0}^{n-1} C_{\varepsilon,j,k},
\]
and that for \(2 \leq m \leq n\), we have
\[
0 = (m-1)(j \varepsilon)^{m-2} + \sum_{k=0}^{n-1} C_{\varepsilon,j,k}(k \varepsilon)^{m-1}.
\]
This is precisely the system of equations in (48).

Moreover, we have that
\[
|A_{\varepsilon,j,\ell}| \leq \ell j^{\lfloor \ell/2 \rfloor } + n^{\ell+1/2} (n-1)!. \tag{47}
\]

**Proof:** We first fix \(0 \leq j < n\). Using that the collection of \(M\) functions, \(\xi \mapsto \varepsilon^{2\pi i k \xi}\), for \(0 \leq k \leq M - 1\), are analytic, for sufficiently small \(\varepsilon\) depending \(M, \xi\) and \(j\), we have
\[
\phi(\xi + j \varepsilon) = \sum_{\ell=0}^{\infty} \frac{\phi^{(\ell)}(\xi)}{\ell!} (j \varepsilon)^{\ell},
\]
where the above series converges absolutely. Differentiating each term, we see that
\[
\psi(\xi + j \varepsilon) = \sum_{\ell=1}^{\infty} \frac{\phi^{(\ell)}(\xi)}{\ell!} (j \varepsilon)^{\ell-1}.
\]
We define \(\{B_{\varepsilon,j,k}\}_{k=0}^{n-1}\) as the unique solution to the system of equations:
\[
k(\varepsilon j) = \sum_{\ell=0}^{n-1} (V^\ell)_{k,\ell} B_{\varepsilon,j,\ell}, \quad 0 \leq k < n, \tag{48}
\]
where \(V^\ell\) is a Vandermonde matrix as defined in Lemma X.5. The \(\{B_{\varepsilon,j,k}\}_{k=0}^{n-1}\) are well-defined because \(V^\ell\) is Vandermonde. Note that \(B_{\varepsilon,j,k}\) is independent of \(\xi\). By definition, we have
\[
\sum_{\ell=0}^{n-1} \frac{\phi^{(\ell)}(\xi)}{\ell!} (j \varepsilon)^{\ell-1} - \sum_{k=0}^{n-1} B_{\varepsilon,j,k} \frac{\phi^{(\ell)}(\xi)}{\ell!} (k \varepsilon)^{\ell} = 0.
\]
Using this equation, we see that
\[
\psi(\xi + j \varepsilon) = \sum_{\ell=0}^{n-1} \frac{\phi^{(\ell)}(\xi)}{\ell!} (j \varepsilon)^{\ell-1} + \sum_{\ell=n}^{\infty} \frac{\phi^{(\ell)}(\xi)}{\ell!} (j \varepsilon)^{\ell-1}
\]
proves the first statement of the lemma.

One of the key results is a following Taylor-like approximation of \(\psi\) by linear combinations of \(\phi\). It will be clear in the proof of Theorem VI.3 why this is helpful.

**Lemma X.7:** Fix \(\xi \in \mathbb{T}\), positive integers \(n\) and \(M\), and \(0 \leq j < n\). For all sufficiently small \(\varepsilon > 0\) depending only on \(M, \xi\) and \(j\), there exist coefficients \(\{A_{\varepsilon,j,\ell}\}_{\ell=0}^{n-1} \subseteq \mathbb{R}\) and \(\{A_{\varepsilon,j,\ell}\}_{\ell=n}^{\infty} \subseteq \mathbb{C}\) that do not depend on \(\xi\) such that
\[
\psi(\xi + j \varepsilon) = \sum_{k=0}^{n-1} B_{\varepsilon,j,k} \phi(\xi + k \varepsilon) + \sum_{\ell=n}^{\infty} A_{\varepsilon,j,\ell} \varepsilon^{\ell-1} \frac{\phi^{(\ell)}(\xi)}{\ell!}.
\]

Combining the above inequalities completes the proof.

One of the key results is a following Taylor-like approximation of \(\psi\) by linear combinations of \(\phi\). It will be clear in the proof of Theorem VI.3 why this is helpful.

**Lemma X.7:** Fix \(\xi \in \mathbb{T}\), positive integers \(n\) and \(M\), and \(0 \leq j < n\). For all sufficiently small \(\varepsilon > 0\) depending only on \(M, \xi\) and \(j\), there exist coefficients \(\{A_{\varepsilon,j,\ell}\}_{\ell=0}^{n-1} \subseteq \mathbb{R}\) and \(\{A_{\varepsilon,j,\ell}\}_{\ell=n}^{\infty} \subseteq \mathbb{C}\) that do not depend on \(\xi\) such that
\[
\psi(\xi + j \varepsilon) = \sum_{k=0}^{n-1} B_{\varepsilon,j,k} \phi(\xi + k \varepsilon) + \sum_{\ell=n}^{\infty} A_{\varepsilon,j,\ell} \varepsilon^{\ell-1} \frac{\phi^{(\ell)}(\xi)}{\ell!}.
\]

Observe that the system of equations (46) and (48) are identical up to a negative sign, and so \(B_{\varepsilon,j,k} = -C_{\varepsilon,j,k}\), where \(C_{\varepsilon,j,k}\) is defined in (45). Using the upper bound for \(C_{\varepsilon,j,k}\) given in Lemma X.6 provides us with (47).

**Proof of Theorem VI.3:** Using that the maximum of a finite set exceeds its average and inequality (20), we see that
\[
\mathbb{E} \left( \frac{m d(\widehat{\Omega}, \Omega)^2}{2} \right) \geq \frac{1}{S} \sum_{j=1}^{S} \mathbb{E} |\mathbb{E}_{\varepsilon,j} - \mathbb{E}_{\varepsilon,j}|^2
\]
\[
\geq \nu^2 \frac{2LS}{2} \text{Tr} \left( (\text{Re}(\Psi(I - P_{\Omega})) \Psi \otimes X)^{-1} \right). \tag{49}
\]
Next, we use basic properties of the trace and spectral norm and that for any matrices $A$ and $B$, we have $|\text{Re}(A)|_2 \leq |A|_2$ and $\|A \odot B\| \leq |A|_2 |B|_2$, see [19, Theorem 5.5.1]. Hence
\[
\text{Tr} \left( (\text{Re}(\Psi^*(I - P_\Phi) \Psi \otimes X))^{-1} \right) \\
\geq \| (\text{Re}(\Psi^*(I - P_\Phi) \Psi \otimes X))^{-1} \|_2 \\
\geq \| \Psi^*(I - P_\Phi) \Psi \|^{-1}_2 \\
\geq \| X \|^{-1}_2 \| \Psi^*(I - P_\Phi) \Psi \|^{-1}_2. \tag{50}
\]
Since $(I - P_\Phi)$ is a projection matrix, we have
\[
\| \Psi^*(I - P_\Phi) \Psi \|_2 = \| ((I - P_\Phi) \Psi)^* ((I - P_\Phi) \Psi) \|_2 \\
\leq \| (I - P_\Phi) \Psi \|_F^2. \tag{51}
\]
Each column of $\Psi$ has the form $\psi(\theta_r + j \varepsilon)$. Let us fix any $1 \leq r \leq R$ and $0 \leq j < \lambda$. Applying Lemma X.7 (with $\xi = \theta_r$ and $n = \lambda > 0$), for all sufficiently small $\varepsilon$ depending on $M, \theta_r$, and $j$,
\[
(I - P_\Phi) \psi(\theta_r + j \varepsilon) = \sum_{\ell = \lambda}^{\infty} A_{\ell, j, \varepsilon} \ell^{\ell-1} \frac{(I - P_\Phi) \phi(\ell)(\theta_r)}{\ell!}, \tag{52}
\]
where the above series converges absolutely and we used the crucial observation that $(I - P_\Phi) \phi(\theta_r + \varepsilon k) = 0$ for all $0 \leq k < \lambda$. To make some the resulting expressions simpler, we set $M_0 := M - 1$. A direct calculation shows that
\[
\| (I - P_\Phi) \phi(\ell)(\theta_r) \|_2 \leq \| \phi(\ell)(\theta_r) \|_2 \\
= \left( \sum_{m = 0}^{M_0} (-2\pi i m)^2 \ell^{2 - 2\pi i m \theta_r} \right)^{1/2} \leq (2\pi)^2 M_0^{1/2}. \tag{53}
\]
It follows from (52), inequality (53), and the upper bound for $|A_{\ell, j, \varepsilon}|$ given in Lemma X.7, that
\[
\| ((I - P_\Phi) \psi(\theta_r + j \varepsilon)) \|_2 \\
\leq \sum_{\ell = \lambda}^{\infty} |A_{\ell, j, \varepsilon}| \ell^{\ell-1} (2\pi)^2 M_0^{\ell+1/2} \ell! \\
\leq M_0^{3/2} \varepsilon M_0^{\lambda - 1} \sum_{\ell = \lambda}^{\infty} |A_{\ell, j, \varepsilon}| \ell^{\ell-1} (2\pi)^2 \varepsilon M_0^{\ell-\lambda} \ell! \\
\leq M_0^{3/2} \varepsilon M_0^{\lambda - 1} \sum_{\ell = \lambda}^{\infty} C_{\ell, \lambda} \ell^{\ell-1} (2\pi)^2 \varepsilon M_0^{\ell-\lambda} \ell!, \tag{54}
\]
where we have defined $C_{\ell, \lambda} := \ell^{\ell-1} + \lambda^{\lambda-1}(\lambda - 1)!$. By making $\varepsilon$ even smaller if necessary, the series on the right hand side of (54) converges to some value that can be upper bounded by a $C > 0$ that depends only on $\lambda$. Note that from this equation, a necessary condition is that $\varepsilon < (2\pi M_0)^{-1}$. Recall that $\varepsilon$ also depends on $\theta_r$ and $j$. Making $\varepsilon$ even smaller if necessary so that (54) holds for all $\theta_r$ and $j < \lambda$, we see that
\[
\| (I - P_\Phi) \psi \|_F^2 = \sum_{r = 1}^{R} \sum_{j = 0}^{\lambda - 1} \| ((I - P_\Phi) \psi(\theta_r + j \varepsilon)) \|_2^2 \\
\leq C^2 R M_0^3 (\varepsilon M_0)^{2\lambda - 2}. \tag{55}
\]
Combining inequalities (49), (50), (51), and (55) completes the proof.
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