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Abstract

We present a unified treatment of sequential measurements of two conjugate observables. Our approach is to derive a mathematical structure theorem for all the relevant covariant instruments. As a consequence of this result, we show that every Weyl–Heisenberg covariant observable can be implemented as a sequential measurement of two conjugate observables. This method is applicable both in finite- and infinite-dimensional Hilbert spaces, therefore covering sequential spin component measurements as well as position-momentum sequential measurements.

PACS numbers: 03.65.Ta, 03.67.--a

1. Introduction

A sharp measurement of position affects the state of a quantum system in a dramatic way; any subsequent measurement can give only redundant information on the initial state of the system. On the other hand, if we perform a measurement which does not disturb the system at all, then nothing on the initial state can be inferred from the measurement outcome statistics. This latter consequence of quantum theory is usually referred as ‘no information without disturbance’.

Obviously, there is no need to restrict to these two extremes and actually the intermediate cases are more interesting and practical. In particular, in a sequential measurement, the aim is to perform several measurements in succession and gather additional information on the initial state at each step. The benefit of sequential measurements is that we also get correlations and not just separate measurement outcome distributions. For this reason, a
sequential measurement scheme can give more information on the initial state than separate measurements together.

Performing measurements sequentially can be seen as a method to combine some simple measurements in order to realize a more complicated measurement. Especially in quantum information theory, it has become evident that sharp observables (described by projection-valued measures) are not enough for all purposes [29]. One also needs more involved observables, generally described by positive operator-valued measures [7, 16, 24], in order to perform various tasks. This opens up the question how to realize these more complicated measurements.

One particular class of interesting observables consists of covariant phase space observables. In our context, covariance refers to a certain type of symmetry property with respect to the (finite or infinite) Weyl–Heisenberg group. The most prominent example of a covariant phase space observable is the Q-function, which was first introduced by Husimi for infinite-dimensional systems [25] and later studied also in the connection of finite-dimensional systems [30].

It is known that some of the covariant phase space observables are informationally complete [1], meaning that the obtained measurement outcome distribution determines the initial state completely. (Conditions for informational completeness have been discussed e.g. in [13] for infinite-dimensional and in [14] for finite-dimensional cases, respectively.) Informational completeness is the main reason for making the class of covariant phase space observables so interesting. An additional impetus comes from the special role of the Weyl–Heisenberg group in the topic of symmetric, informationally complete, positive operator-valued measures (SIC-POVMs) [34]. In fact, most of the known SIC-POVMs are covariant phase space observables [3, 18].

Additional physical insight can be gained when we recognize the connection of covariant phase space observables to joint measurements of conjugate observables. It is known that a covariant phase space observable in infinite dimension gives marginals which are approximate position and momentum observables [16, 23] and can therefore be interpreted as a joint measurement of unsharp position and momentum observables [5]. This kind of joint measurement is limited, of course, by Heisenberg’s uncertainty relation [8]. It is also known that a suitable sequential scheme of an unsharp position measurement followed by a (sharp) momentum measurement yields a covariant phase space observable [7].

In this work, we give a systematic treatment of sequential measurements of conjugated pairs and demonstrate that in this way one can implement all covariant phase space observables. Our investigation is formulated by starting from a (locally compact and second countable) Abelian group $G$ and its dual group $\hat{G}$, and then passing to the associated Weyl–Heisenberg group $\hat{H}_G$. The results are therefore general and applicable, in particular, to the common situations of the position–momentum pair and mutually unbiased bases.

Outline. The necessary basic concepts are briefly reviewed in section 2. In section 3, we explain a scheme how an instrument with appropriate covariance properties leads to an implementation of a covariant phase space observable. In section 4, we derive a general structure theorem for these covariant instruments, and as a corollary this leads to the conclusion that all covariant phase space observables can be realized with this sequential method. Finally, in section 5, we illustrate the results in two concrete cases of position–momentum and orthogonal spin components. Section 6 contains the proofs for the most technical parts of the paper.

Notations. In the following, $\mathcal{H}$ is a Hilbert space (and we always assume that our Hilbert spaces are separable). We denote by $L(\mathcal{H})$ and $T(\mathcal{H})$ the Banach spaces of bounded operators and trace class operators on $\mathcal{H}$, respectively. We let $\|\cdot\|_\infty$ be the uniform norm in $L(\mathcal{H})$, and
∥·∥₁ be the trace class norm in $T(ℋ)$. The cone of positive elements in $T(ℋ)$ is denoted by $T(ℋ)_+$, and $S(ℋ)$ is the set of states on $ℋ$, i.e., the convex closed subset of trace 1 elements in $T(ℋ)_+$.

2. Instruments and sequential measurements

The mathematical framework for sequential measurements was introduced by Davies and Lewis in [17]. In the following, we briefly summarize the essential concepts.

A linear mapping $Φ₁ : T(ℋ) → T(ℋ)$ is an operation if it is completely positive and satisfies $0 ≤ \text{tr}[Φ(ρ)] ≤ 1$ for all $ρ ∈ S(ℋ)$. An operation $Φ$ describes a conditional state change in the following way: if the initial state is $ρ$, the final (unnormalized) state is $Φ₁(ρ)$, provided this is a nonzero operator. The number $\text{tr}[Φ(ρ)]$ is the probability for the occurrence of the particular event associated with $Φ$. An operation $Φ$ defines its dual mapping $Φ^*$ via the formula

$$\text{tr}[ρΦ^*(A)] = \text{tr}[Φ(ρ)A] \quad ∀ρ ∈ S(ℋ), A ∈ L(ℋ).$$

The dual operation $Φ^*$ acts on $L(ℋ)$ and it describes the same event than $Φ$ but in the Heisenberg picture.

In a measurement process, the relevant events are of the type ‘the measurement gave an outcome belonging to a set $X$’. To describe all the corresponding conditional state changes, let $Ω$ be the set consisting of all measurement outcomes. The set $Ω$ is assumed to be a locally compact topological space, which is Hausdorff and satisfies the second axiom of countability (lcsc space, in short). The Borel $σ$-algebra of $Ω$ is denoted by $B(Ω)$, and the Borel sets are identified with the possible events in the measurement.

**Definition 1.** An instrument on $Ω$ is a mapping $I : X → I_X$ from $B(Ω)$ to the set of operations on $T(ℋ)$ such that for each state $ρ ∈ S(ℋ)$, the mapping $X → \text{tr}[I_X(ρ)]$ is a probability measure.

An instrument gives a description of two things: measurement outcome probabilities and conditional state changes. It is the general form of a channel yielding classical information together with a quantum output. On the other hand, it can be shown that every instrument arises from a measurement process [31].

After a measurement has been performed, we can directly (i.e. without further measurements) observe only the measurement outcome distribution. An instrument $I$ on $Ω$ determines a unique associated observable $E^I$, given by

$$E^I(X) = I_X(1) \quad ∀X ∈ B(Ω). \quad (1)$$

If the system is initially in a state $ρ$, then the measurement gives an outcome from a set $X$ with probability

$$\text{tr}[E^I(X)] = \text{tr}[I_X(1)] = \text{tr}[I_X(ρ)]. \quad (2)$$

Mathematically speaking, the mapping $X → E^I(X)$ is a positive operator-valued measure (POVM). We recall the following standard definition [7, 16, 24].

**Definition 2.** An observable on $Ω$ is a mapping $E : B(Ω) → L(ℋ)$ such that for all states $ρ ∈ S(ℋ)$ the mapping $X → \text{tr}[E(X)]$ is a probability measure. The observable $E$ is sharp if $E(X ∩ Y) = E(X)E(Y)$ for all $X, Y$ (i.e., if and only if $E$ is a projection-valued measure).

Suppose that two measurements, described by instruments $I$ and $I'$, are performed sequentially. This means that the second measurement is performed on the perturbed state.
The operation corresponding to the event ‘the first measurement led to a measurement outcome from a set $X$ and the second measurement led to a measurement outcome from a set $Y$’ is the composite mapping $\mathcal{I}_Y \circ \mathcal{I}_X$. As shown in [17], there exists a unique instrument $\mathcal{J}$ on $\mathcal{B}(\Omega \times \Omega')$ such that $\mathcal{J}_{X \times Y} = \mathcal{I}_Y \circ \mathcal{I}_X$ for all $X \in \mathcal{B}(\Omega)$ and $Y \in \mathcal{B}(\Omega')$; this is called the composition of $\mathcal{I'}$ following $\mathcal{I}$ and gives the mathematical description of the sequential measurement.

The observable $E^\mathcal{J}$ on $\Omega \times \Omega'$, associated with the composition instrument $\mathcal{J}$, satisfies

$$E^\mathcal{J}(X \times Y) = \mathcal{J}_{X \times Y}(\mathbb{1}) = \mathcal{I}_X^\mathcal{J}[E^\mathcal{I}(Y)]$$

(3)

for all $X \in \mathcal{B}(\Omega)$ and $Y \in \mathcal{B}(\Omega')$. We observe that $E^\mathcal{J}$ depends on $\mathcal{I}'$ only through the associated observable $E^\mathcal{I}$. The marginal observables are

$$E^\mathcal{J}(X \times \Omega') = \mathcal{I}_X^\mathcal{J}(\mathbb{1}) = E^\mathcal{I}(X) \quad \forall X \in \mathcal{B}(\Omega)$$

and

$$E^\mathcal{J}(\Omega \times Y) = \mathcal{I}_Y^\mathcal{J}[E^\mathcal{I}(Y)] \quad \forall Y \in \mathcal{B}(\Omega').$$

The fact that the first measurement disturbs the second measurement is manifested in the difference of the operators $\mathcal{I}_X^\mathcal{J}[E^\mathcal{I}(Y)]$ and $E^\mathcal{J}(Y)$. If the Hilbert space $\mathcal{H}$ is finite dimensional and the set of outcomes $\Omega'$ is finite, then one can even quantify the least amount of disturbance induced on $E^\mathcal{J}$ by an $E^\mathcal{I}$-measurement [21].

Clearly, a sequential measurement scheme is motivated only if we can gain additional information on the initial state at each step. So, after the first measurement is performed, is it possible to learn something more on the initial state by performing another measurement? In particular, does the joint observable $E^\mathcal{J}$ defined in equation (3) give more information than the first observable $E^\mathcal{I}$ alone? The answer evidently depends on the way the first measurement was carried out, i.e. it depends on the structure of the instrument $\mathcal{I}$. However, some observables allow only instruments that trivialize all subsequent measurements. For instance, if an observable $E$ consists of countable number of rank-1 operators, then any measurement of $E$ disturbs the initial state of the system in a way that all subsequent measurements can only give redundant information [21]. As another example, suppose that each $E(X)$ is a projection and that the set $\{E(X) \mid X \in \mathcal{B}(\Omega)\}$ generates a maximal Abelian von Neumann subalgebra of $\mathcal{L}(\mathcal{H})$. It then follows that any observable $F$ that satisfies the marginal condition $F(X \times \Omega') = E(X)$ for all $X \in \mathcal{B}(\Omega)$ can actually be obtained from $E$ by smearing it [26]. In physical terms these examples mean that in order to have a useful sequential measurement, one has to allow additional imprecision in the first measurement to make it less violent.

3. Sequential measurement of conjugate observables

In this section we first explain a general setup (subsection 3.1) and then specify it in the case of conjugate observables (subsection 3.2). As will then be explained, the Weyl–Heisenberg group is the most convenient tool in our investigation (subsection 3.3).

3.1. General setup

Suppose we try to study the system by performing a sequential measurement of two observables. It seems reasonable to choose some observables which are, in some sense, very different from each other, as then they possibly lead to a complete picture of the state of the system. We are thus motivated to consider a pair of observables with ‘reciprocal’ covariance properties. We will specify the structure of canonically conjugated observables in subsection 3.2, but we first explain the general setup which does not depend on the detailed structure but only on the interplay between various symmetry conditions.
We assume that an observable $A$ is based on a lcsc group $G$ and another observable $B$ is based on a lcsc group $H$. We further assume that there are unitary representations $U$ of $G$ and $V$ of $H$ such that

$$U_g A(X) U^*_g = A(gX), \quad V_h B(Y) V^*_h = B(hY)$$

(4)

and

$$V_h B(Y) V^*_h = B(hY), \quad U_g B(Y) U^*_g = B(Y)$$

(5)

for all $X \in B(G)$, $Y \in B(H)$, $g \in G$, $h \in H$. We have denoted $gX = \{gx | x \in X\}$ and $hY = \{hy | y \in Y\}$. Conditions (4)–(5) mean that $A$ is $U$-covariant and $V$-invariant, while $B$ is $V$-covariant and $U$-invariant.

We would like to have a sequential measurement scheme which provides the measurement outcome distributions of $A$ and $B$. However, depending on $A$ and $B$, their exact sequential realization may be impossible (see the end of section 2). For this reason, we will first only concentrate on the symmetry properties (4)–(5) and hope that this gives, if not $A$ and $B$, at least something quite similar.

As a mathematical problem, our task is to find a suitable instrument describing this measurement scheme. Suppose there exists an instrument $I$ based on $G$ and satisfying

$$I_g X(\rho) = U_g I_X(U^*_g \rho U_g) U^*_g$$

(6)

and

$$I_X(\rho) = V_h I_X(V^*_h \rho V_h) V^*_h$$

(7)

for all $X \in B(G)$, $g \in G$, $h \in H$ and $\rho \in S(H)$. These properties are motivated by the $U$-covariance and $V$-invariance of $A$. Conditions (6)–(7) can be merged into the following single condition:

$$I_g X(\rho) = U_g V_h I_X(V^*_h \rho V_h) V^*_h U^*_g$$

(8)

We then consider a sequential measurement in which the first measurement is described by $I$ and it is followed by any measurement of $B$. Hence, the observable $C$ describing the sequential measurement satisfies

$$C(X \times Y) = I^*_X[B(Y)] \quad X \in B(G), Y \in B(H).$$

(9)

We denote the marginals of $C$ by $\tilde{A}$ and $\tilde{B}$, i.e.

$$\tilde{A}(X) = C(X \times H) = I^*_X(\mathbb{1})$$

(10)

$$\tilde{B}(Y) = C(G \times Y) = I^*_Y[B(Y)].$$

(11)

Generally, $\tilde{A} \neq A$ (since we have not required $A$ is associated with $I$) and $\tilde{B} \neq B$ (since the first measurement disturbs the system).

The crucial point is that the symmetry properties of $I$ and $B$ guarantee that the obtained measurement outcome distributions have the desired symmetries. Indeed, $C$ satisfies

$$U_g V_h C(X \times Y) V^*_h U^*_g = C(gX \times hY)$$

for all $X \in B(G)$, $Y \in B(H)$, $g \in G$, $h \in H$. In particular, its marginal observables $\tilde{A}$ and $\tilde{B}$ have the same symmetry properties (4)–(5) as $A$ and $B$, respectively. For the first marginal $\tilde{A}$, we get

$$U_g \tilde{A}(X) U^*_g = \tilde{A}(gX) \quad V_h \tilde{A}(X) V^*_h = \tilde{A}(X)$$

(12)
for all $X \in B(G)$, $g \in G$, $h \in H$, and for the second marginal $\widehat{B}$ we get
\begin{equation}
U_x^* \widehat{B}(Y) U_x = \widehat{B}(Y) \quad V_x^* \widehat{B}(Y) V_x = \widehat{B}(hY)
\end{equation}
for all $Y \in B(H)$, $g \in G$, $h \in H$.

In summary, we have seen that one simple condition (8) on instruments leads to favorable symmetry properties on the obtained measurement outcome distributions. The relevant questions are whether instruments satisfying condition (8) actually exist, and what kind of observables $G$ we can realize by formula (9). In the following, we will answer these questions in the case of conjugated observables.

3.2. Canonically conjugated observables and their approximate versions

In subsection 3.1, the symmetry groups $G$ and $H$ had no connection. We will now add more structure and assume that the situation is more specific. This then leads to the usual notion of canonically conjugated observables.

Suppose $G$ is an Abelian lcsc group and $\widehat{G}$ is its dual group. We denote additively the product in $G$ and multiplicatively the product in $\widehat{G}$. The pairing between $x \in G$ and $\chi \in \widehat{G}$ is the complex number $\chi(x)$.

**Definition 3.** A Weyl system for the pair $(G, \widehat{G})$ is a couple of unitary representations $(U, V)$ of $G$ and $\widehat{G}$, respectively, defined on the same Hilbert space $\mathcal{H}$ and satisfying
\begin{equation}
U_x V_x = \overline{\chi(x)} V_x U_x
\end{equation}
for all $x \in G$, $\chi \in \widehat{G}$.

We recall that if $A$ and $B$ are sharp observables based on $G$ and $\widehat{G}$, respectively, and both with values in $L(\mathcal{H})$, then by SNAG theorem formulas
\begin{equation}
U_x = \int \overline{\chi(x)} dB(\chi), \quad V_x = \int \chi(x) dA(x)
\end{equation}
define two unitary representations $U$ of $G$ and $V$ of $\widehat{G}$ in the Hilbert space $\mathcal{H}$ and, conversely, any couple of unitary representations $(U, V)$ of $G$ and $\widehat{G}$ in $\mathcal{H}$ arise in this way from a unique couple of sharp observables $(A, B)$ on $G$ and $\widehat{G}$, respectively (see e.g. [20, theorem 4.44]).

**Definition 4.** A pair of sharp observables $(A, B)$, with $A : B(G) \to L(\mathcal{H})$ and $B : B(\widehat{G}) \to L(\mathcal{H})$, are canonically conjugated if the couple of representations $(U, V)$ defined in equations (15) is a Weyl system.

If canonically conjugated observables $(A, B)$ and a Weyl system $(U, V)$ are connected in this way, we call them associated.

Two Weyl systems $(U, V)$ on $\mathcal{H}$ and $(U', V')$ on $\mathcal{H}'$ (resp. two canonically conjugated observables $(A, B)$ on $\mathcal{H}$ and $(A', B')$ on $\mathcal{H}'$) are equivalent if there exists a unitary operator $W : \mathcal{H} \to \mathcal{H}'$ intertwining the pair of representations $(U, V)$ and $(U', V')$ (resp. the pair of sharp observables $(A, B)$ and $(A', B')$). By equations (15), SNAG theorem establishes an identification of the class of Weyl systems and the class of canonically conjugated observables, and such identification preserves equivalence. The Stone–von Neumann theorem then asserts that there exists exactly one equivalence class of Weyl systems, or alternatively, canonically conjugated pairs [28].

As a consequence of equation (14), if $(A, B)$ is a pair of canonically conjugated observables and $(U, V)$ is its associated Weyl system, then for all $x \in G$, $\chi \in \widehat{G}$
\begin{equation}
U_x^* A(X) U_x = A(X + x) \quad V_x^* A(X) V_x = A(X)
\end{equation}
for all $X \in \mathcal{B}(G)$, and
\begin{equation}
V_f B(Y) V_f^* = B(\chi Y) \quad U_f B(Y) U_f^* = B(Y)
\end{equation}
for all $Y \in \mathcal{B}(\hat{G})$. This shows that a pair of canonically conjugated observables is a special instance of our general setting described in subsection 3.1.

The setup described in subsection 3.1 shows that an instrument with suitable symmetry properties leads to a sequential implementation of some observables $A$ and $B$ with the same symmetry properties than $A$ and $B$. To describe this situation, we introduce the following definition.

**Definition 5.** A pair of observables $(\hat{A}, \hat{B})$, with $\hat{A} : \mathcal{B}(G) \to \mathcal{L}(\mathcal{H})$ and $\hat{B} : \mathcal{B}(\hat{G}) \to \mathcal{L}(\mathcal{H})$, are conjugated if there exists a Weyl system $(U, V)$ on $\mathcal{H}$ such that the covariance and invariance relations (16) and (17) hold with $A$ and $B$ replaced by $\hat{A}$ and $\hat{B}$, respectively.

If $(\hat{A}, \hat{B})$ and $(U, V)$ are connected in this way, we say that $(\hat{A}, \hat{B})$ are related to the Weyl system $(U, V)$ or, equivalently, to the canonically conjugated observables $(A, B)$ associated with $(U, V)$.

Conjugated observables $(\hat{A}, \hat{B})$ can be expressed in a very simple form in terms of a canonically conjugated pair $(A, B)$ related to them. Indeed, there exist probability measures $\sigma$ on $G$ and $\tau$ on $\hat{G}$ such that $\hat{A} \equiv A_\sigma$ and $\hat{B} \equiv B_\tau$, where
\begin{equation}
A_\sigma(X) = \int \sigma(X-x) \, dA(x) \quad \forall X \in \mathcal{B}(G)
\end{equation}
and
\begin{equation}
B_\tau(Y) = \int \tau(\chi^{-1} Y) \, dB(\chi) \quad \forall Y \in \mathcal{B}(\hat{G}).
\end{equation}

This result has been proved in [10] in the case $G = \mathbb{R}^n$, and the extension of the proof to the general setting (i.e. $G$ is a lcsc Abelian group) is straightforward. If $\sigma = \delta_0$ (resp. $\tau = \delta_1$) is the Dirac measure centered at 0 (resp. 1), then $A_\sigma = A$ (resp. $B_\tau = B$). The deviation of $\sigma$ and $\tau$ from Dirac $\delta$’s can be interpreted as imprecision or noise in the measurement of $A$ and $B$.

We sometimes need to fix a concrete representation for conjugated and canonically conjugated observables. This representation also demonstrates that an equivalence class of canonically conjugated observables exists for any Abelian lcsc group $G$. By the Stone–von Neumann uniqueness theorem, fixing the representation does not affect the full generality of our discussion and results. To start with, we fix Haar measures $\lambda$ and $\tilde{\lambda}$ in $G$ and $\hat{G}$, respectively, and set $\mathcal{H} = L^2(G, \lambda) \equiv L^2(G)$ and $\mathcal{H} = L^2(\hat{G}, \tilde{\lambda}) \equiv L^2(\hat{G})$. There is then a unique real constant $c > 0$ (depending on the choices of $\lambda$ and $\tilde{\lambda}$) such that the Fourier transform
\[ (\mathcal{F} f)(\chi) = c \int \overline{\chi(x)} f(x) \, d\lambda(x) \quad f \in L^1(G) \cap L^2(G) \]
extends to a unitary map $\mathcal{F}$ from $\mathcal{H}$ to $\mathcal{H}$. We take $U$ and $V$ to be the left regular representations of $G$ and $\hat{G}$, hence acting in $\mathcal{H}$ as
\begin{align*}
U_f (y) &= f(y-x) \quad \forall x \in G, f \in \mathcal{H} \\
V_f (y) &= \chi(y) f(y) \quad \forall x \in \hat{G}, f \in \mathcal{H}.
\end{align*}
It is immediately checked that $(U, V)$ is a Weyl system. Its associated pair of canonically conjugated observables $(A, B)$ is given by
\begin{equation}
A(X) f(x) = 1 \chi(x) f(x) \quad \forall X \in \mathcal{B}(G), f \in \mathcal{H},
\end{equation}
where $1_X$ is the characteristic function of a set $X$, and

$$[\mathcal{F}B(Y)\mathcal{F}^{-1}\tilde{f}](\chi) = 1_Y(\chi)\tilde{f}(\chi) \quad \forall Y \in \mathcal{B}(\hat{G}), \; \tilde{f} \in \hat{\mathcal{H}}.$$  \hspace{1cm} (21)

If $(A_{\sigma}, B_{\tau})$ are conjugated observables related to $(A, B)$ as in equations (18)–(19), then

$$[A_{\sigma}(X)f](x) = \sigma(X - x)f(x) \quad \forall f \in \mathcal{H}, X \in \mathcal{B}(G)$$

and

$$[B_{\tau}(Y)f](x) = c[\mathcal{F}^{-1}\tau_Y * f](x) \quad \forall f \in \mathcal{H} \text{ and } Y \in \mathcal{B}(\hat{G}) \text{ such that } \hat{\lambda}(Y) < \infty,$$

where $*$ is the convolution and $\tau_Y(\chi) = \tau(\chi - 1_Y)$ for $\chi \in \hat{G}$.

### 3.3. Weyl–Heisenberg group

As explained earlier, we are interested in instruments satisfying condition (8) for a Weyl system $(U, V)$. This condition is not a single covariance condition (as there are two groups $G$ and $\hat{G}$ involved), and for this reason it is convenient to introduce the Weyl–Heisenberg group $\mathfrak{H}_G$ associated with $G$. The Weyl–Heisenberg group $\mathfrak{H}_G$ is the topological product $G \times \hat{G} \times \mathbb{T}$ ($\mathbb{T}$ is the complex numbers with modulus 1) endowed with the composition law

$$(x, \chi, u)(y, \gamma, v) = (x + y, \chi\gamma, \chi(y)uv).$$

This makes $\mathfrak{H}_G$ a non-Abelian topological group. Its center is the subgroup $Z = \{(0, 1, u) | u \in \mathbb{T}\}$.

The Abelian subgroup $N \equiv \{0\} \times \hat{G} \times \mathbb{T}$ is normal and closed in $\mathfrak{H}_G$, and the homogeneous space $\mathfrak{H}_G/N$ is $G$. The group $\mathfrak{H}_G$ acts on the homogeneous space $\mathfrak{H}_G/N$ in the usual way. With the identification $\mathfrak{H}_G/N \cong G$, the action of an element $(x, \chi, u) \in \mathfrak{H}_G$ on $y \in G$ is simply

$$(x, \chi, u)[y] = x + y.$$

Setting

$$W(x, \chi, u) = \pi U_x V_{\chi},$$

we obtain an irreducible unitary representation of $\mathfrak{H}_G$ in $\mathcal{H}$, which is called the Schrödinger representation. We refer to chapter 1, section 3, in [19] for more details on such a representation in the case $G = \hat{G} = \mathbb{R}^n$, and to [28] for the general case. We can now conclude that an instrument $I$ on $G$ satisfies equation (8) if and only if

$$I_{(x, \chi, u)[X]}(\varrho) = W(x, \chi, u)I_X[W(x, \chi, u)^*\varrho W(x, \chi, u)]W(x, \chi, u)^*$$

for all $X \in \mathcal{B}(G), (x, \chi, u) \in \mathfrak{H}_G$. This is a single covariance condition in the sense defined by Davies [15]. Therefore, to understand the sequential measurements of conjugated observables, we need to study $W$-covariant instruments based on $\mathfrak{H}_G/N$.

### 4. Covariant instruments

In this section, we characterize the structure of $W$-covariant instruments based on $\mathfrak{H}_G/N$. Our characterization of $W$-covariant instruments is best approached by first recalling a special class of measurement models (subsection 4.1). The main structure theorem (subsection 4.2) can then be seen as a natural extension of this model. Based on these results, we draw conclusions on the implementation of covariant phase space observables (subsection 4.3).
4.1. Von Neumann’s measurement model

In his famous book [36], von Neumann described a position measurement scheme. It is known that von Neumann’s measurement model leads to a covariant instrument [32] (see also [7, 11]). For this reason, it seems useful to have a closer look at it.

In our case, we intend to measure the observable $A$ (defined in equation (20)) by suitably coupling the system with an ancillary copy of it and measuring the observable $A$ of the copy. If we follow the idea of von Neumann’s model, the measurement coupling on the composite system is described by the unitary operator $L : \mathcal{H} \otimes \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$:

$$Lf(x, y) = f(x, y - x) \quad \forall f \in \mathcal{H} \otimes \mathcal{H} = L^2(G \times G, \lambda \otimes \lambda),$$

which can be alternatively written as

$$L = \int \chi(x) d(A \otimes B)(x, \chi)$$

for the standard identification $\mathcal{H} \otimes \mathcal{H} = L^2(G \times G, \lambda \otimes \lambda)$, see e.g. [20, theorem 7.16]). In the case $G = \hat{G} = \mathbb{R}$, with pairing $\chi_p(x) = e^{ipx}, p, x \in \mathbb{R}$, the last formula can be rewritten in the exponential form

$$L = e^{-iQ \otimes P}$$

with

$$Q = \int x dA(x), \quad P = \int p dB(\chi_p)$$

the standard position and momentum selfadjoint operators, thus showing the connection to von Neumann’s measurement model. For later purposes, it is useful to note that the unitary operator $L$ satisfies the intertwining properties

$$L(U_x \otimes U_y) = (U_x \otimes U_{x+y})L, \quad L(V_x \otimes V_y) = (V_{x+y} \otimes V_y)L$$

for all $x, y \in G$ and $\chi, \gamma \in \hat{G}$.

We choose the pointer observable to be $A$ on the probe system. Hence, if the initial state of the probe system is $\omega$, then the instrument $\mathcal{I}^{\omega}$ derived from our measurement model is

$$\mathcal{I}^{\omega}_X(\varrho) = \text{tr}_2[11 \otimes A(X)L(\varrho \otimes \omega)L^*],$$

where $\text{tr}_2 : T(\mathcal{H} \otimes \mathcal{H}) \rightarrow T(\mathcal{H})$ is the partial trace in $T(\mathcal{H} \otimes \mathcal{H})$ with respect to the second factor (the probe system). Using the intertwining properties (23) of $L$, the covariance properties (4) of $A$ and the cyclicity of $\text{tr}_2$ with respect to the second factor in the tensor product, one can check that $\mathcal{I}^{\omega}$ is a $W$-covariant instrument on $G$.

With different choices of the probe state $\omega$ we can realize different instruments $\mathcal{I}^{\omega}$. There are also two ways to construct new $W$-covariant instruments from those of the form $\mathcal{I}^{\omega}$. First, if we fix $x \in G$, then the translated instrument

$$X \mapsto U_x^* T^\omega_X(\cdot) U_x$$

is still $W$-covariant. Another observation is that the set of $W$-covariant instruments is convex, so for collections of states $\omega_{t_1}, \ldots, \omega_{t_n}$, group elements $x_{t_1}, \ldots, x_{t_n}$ and positive numbers $t_1, \ldots, t_n, \sum_j t_j = 1$, we get a $W$-covariant instrument

$$X \mapsto \sum_{j=1}^n t_j U_{x_j}^* T^\omega_X(\cdot) U_{x_j}.$$

In the next subsection, we will see that indeed every $W$-covariant instrument arises in this way, possibly replacing the above finite sum with a suitably defined integral.
4.2. Structure of $W$-covariant instruments

Before stating the structure theorem for $W$-covariant instruments, we need to fix some additional mathematical notation. We recall that a $T(\mathcal{H})$-valued vector measure on $G$ is a countably additive mapping $M : B(G) \to T(\mathcal{H})$ with finite total variation (we refer to [27] for details). A $T(\mathcal{H})$-valued vector measure $M$ is positive if $M(X) \geq 0$ for all $X \in B(G)$, and normalized if $\text{tr}[M(G)] = 1$. We denote by $\mathcal{M}(G; T(\mathcal{H}))$ the linear space of $T(\mathcal{H})$-valued vector measure on $G$, and by $\mathcal{M}(G; T(\mathcal{H}))_1$ the convex subset of positive normalized elements in $\mathcal{M}(G; T(\mathcal{H}))$.

A mapping $M : B(G) \to T(\mathcal{H})$ is a vector measure if and only if there exists a positive measure $\mu$ on $G$ and a map $M \in L^1(G, \mu; T(\mathcal{H}))$ (= the space of functions $M : G \to T(\mathcal{H})$ which are $\mu$-integrable in the sense of Bochner) such that

$$M(X) = \int 1_X(x) M(x) \, d\mu(x)$$

for all $X \in B(G)$ [27]. If $M$ and the couple $(\mu, M)$ are related in this way, we write $dM(x) = M(x) \, d\mu(x)$. Clearly, the correspondence $M \leftrightarrow (\mu, M)$ is one-to-many.

For each positive measure $\mu$ on $G$, we denote by $L^1(G, \mu; T(\mathcal{H}))_1$ the convex subset of elements in $L^1(G, \mu; T(\mathcal{H}))$ such that $M(x) \geq 0$ for $\mu$-a.a. $x$ and $\int \text{tr}[M(x)] \, d\mu(x) = 1$. If $M \in \mathcal{M}(G; T(\mathcal{H}))$ and $dM(x) = M(x) \, d\mu(x)$, then $M \in \mathcal{M}(G; T(\mathcal{H}))_1$ if and only if $M \in L^1(G, \mu; T(\mathcal{H}))_1$.

With this preparation, we are now ready to state our main structure theorem.

**Theorem 1.** There is a convex one-to-one correspondence between $\mathcal{M}(G; T(\mathcal{H}))_1$ and the set of $W$-covariant instruments. If $M \in \mathcal{M}(G; T(\mathcal{H}))_1$, with $dM(x) = M(x) \, d\mu(x)$, the corresponding instrument $I$ is given by

$$I_X(\varrho) = \text{tr}_2 \left[ (1 \otimes A(X)) L \left[ \int U^*_x \varrho U_x \otimes M(x) \, d\mu(x) \right] L^* \right],$$

where $L : \mathcal{H} \otimes \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ is the unitary operator defined in equation (22) and the integral in equation (26) is defined in $T(\mathcal{H} \otimes \mathcal{H})$ in the sense of Bochner.

The proof of theorem 1 requires some preliminary technical results; therefore, we postpone it to section 6.

If $M \in L^1(G, \mu; T(\mathcal{H}))_1$ and we define $M'(x) = U^*_x M(x) U_x$, then still $M' \in L^1(G, \mu; T(\mathcal{H}))_1$ and the $T(\mathcal{H})$-valued vector measure $M'$ with $dM'(x) = M'(x) \, d\mu(x)$ still belongs to $\mathcal{M}(G; T(\mathcal{H}))_1$. Formula (26) becomes

$$I_X(\varrho) = \int U^*_x \text{tr}_2[(1 \otimes A(X)) L (\varrho \otimes M'(x)) L^*] U_x \, d\mu(x)$$

(27)

by the intertwining properties (23) of $L$. We can further normalize $M'(x)$ to the state $\omega'(x) = M'(x)/\|M'(x)\|_1$ (with the convention $0/0 = 0$), define the probability measure $d\nu(x) = \|M'(x)\|_1 \, d\mu(x)$, and then equation (27) can be rewritten as

$$I_X(\varrho) = \int U^*_x [I_X^{\omega(x)}(\varrho)] U_x \, d\nu(x),$$

(28)

where each $I_X^{\omega(x)}$ is an instrument of the standard form (24). Comparing equations (25) and (28) we see that $I$ is a continuous convex combination of translations of von Neumann-type instruments $I_X^{\omega(x)}$.

As discussed in subsection 3.2, the actually measured observable (the one associated with $I$) is not $A$ but its unsharp version $\tilde{A}$ defined in equation (10). Similarly, the observable $B$ defined in equation (11) is an unsharp version of $B$. Since by equations (12) and (13) the pair
of observables \((\hat{A}, \hat{B})\) are conjugated and related to the canonically conjugated observables \((A, B)\), we have \((\hat{A}, \hat{B}) = (A_\sigma, B_\tau)\) for some probability measures \(\sigma\) and \(\tau\). The relation of \(\sigma\) and \(\tau\) to theorem 1 is as follows.

**Proposition 1.** If \(I\) is the instrument defined by equation (27), and \((\hat{A}, \hat{B})\) is the pair of observables defined in equations (10) and (11), then \((\hat{A}, \hat{B}) = (A_\sigma, B_\tau)\), where the probability measures \(\sigma\) and \(\tau\) are given by

\[
\begin{align*}
\sigma(X) &= \text{tr}[A(X)M(G)] \\
\tau(Y) &= \text{tr}[B(Y^{-1})M(G)]
\end{align*}
\]

for all \(X \in B(G), \ Y \in B(\hat{G}).\)

The proof of proposition 1 is given in section 6.

4.3. Covariant phase space observables

The center of the Weyl–Heisenberg group \(\hat{\delta}_G\) is \(Z = \{0\} \times \{1\} \times \mathbb{T}\), and the homogeneous space \(\hat{\delta}_G/Z\) can be identified with \(G \times \hat{G}\). The action of an element \((x, \chi, u) \in \hat{\delta}_G\) on \((y, \gamma) \in G \times \hat{G}\) is then

\[
(x, \chi, u)(y, \gamma) = (x + y, \chi \gamma).
\]

The identification \(\hat{\delta}_G/Z \simeq G \times \hat{G}\) is used in the following formulation of covariant phase space observables.

Suppose that \(I\) is a \(W\)-covariant instrument based on \(G\). As we have seen earlier, the observable \(C\) defined by

\[
C(X \times Y) = I_X^*(B(Y)) \quad \forall X \in B(G), \ Y \in B(\hat{G}),
\]

satisfies

\[
U_x V_y C(X \times Y) V_y^* U_x^* = C((x + X) \times \chi Y)
\]

for all \(X \in B(G), \ Y \in B(\hat{G}), \ x \in G, \ \chi \in \hat{G}\). We can rewrite this condition as

\[
W(x, \chi, u)C(X \times Y)W(x, \chi, u)^* = C((x, \chi, u)[X \times Y]).
\]

This equation extends to the whole \(\sigma\)-algebra \(B(G \times \hat{G})\) generated by product sets; hence,

\[
C((x, \chi, u)[Z]) = W(x, \chi, u)C(Z)W(x, \chi, u)^*
\]

for all \(Z \in B(G \times \hat{G})\) and \((x, \chi, u) \in \hat{\delta}_G\). We will call an observable \(C\) satisfying equation (34) a covariant phase space observable.

The set of covariant phase space observables is in one-to-one correspondence with the set \(S(\mathcal{H})\). If \(S \in S(\mathcal{H})\), then the corresponding covariant phase space observable \(C_S\) is given by

\[
C_S(Z) = e^{2 \int_Z U_x V_y SV_x^* U_x^* d(\lambda \otimes \hat{\lambda})(x, \chi)} \quad \forall Z \in B(G \times \hat{G}).
\]

In particular, if \(S\) is a one-dimensional projection \(S = |\eta\rangle \langle \eta|\), then the observable \(C_S\) is generated by a family of generalized coherent states \([U_x V_y | (x, \chi) \in \hat{\delta}_G/Z]\).

**Proposition 2.** Let \(I\) be a \(W\)-covariant instrument defined in equation (27) and \(C\) the covariant phase space observable defined in equation (31). Then \(C = C_S\), with \(S \in S(\mathcal{H})\) determined by the condition

\[
\langle f_1 | S | f_2 \rangle = \langle \tilde{f}_2 | M(G) \tilde{f}_1 \rangle \quad \forall f_1, f_2 \in \mathcal{H},
\]

6 Several different proofs of this result are known in [38].
where \( f \mapsto \tilde{f} \) is the antiunitary mapping on \( \mathcal{H} = L^2(G) \) given by
\[
\tilde{f}(x) = f(-x).
\]
Again, we postpone the proof of proposition 2 to section 6.

If \( T \in \mathcal{T}(\mathcal{H}) \), then defining \( \tilde{T} \) as
\[
\langle f_1|\tilde{T}f_2 \rangle = \langle \tilde{f}_2|T\tilde{f}_1 \rangle \quad \forall \, f_1, f_2 \in \mathcal{H},
\]
we obtain a linear isometric isomorphism of \( \mathcal{T}(\mathcal{H}) \) with itself. This follows easily since if \( T = \sum \lambda_i |v_i\rangle \langle u_i| \) is the singular values decomposition of \( T \), then \( \tilde{T} = \sum \lambda_i |\tilde{u}_i\rangle \langle \tilde{v}_i| \) is the singular values decomposition of \( \tilde{T} \). Therefore, proposition 2 leads to the following conclusion.

**Corollary 1.** Every covariant phase space observable has a sequential implementation of the form (31).

Let us note that in formula (35) the \( \mathcal{T}(\mathcal{H}) \)-valued measure \( M' \) occurs only through its total value \( M'(G) \). This means, in particular, that each covariant phase space observable has a sequential implementation where the covariant instrument is of the standard form (24). Moreover, the correspondence \( \omega \leftrightarrow S \) between the probe states \( \omega \) and the generating operators \( S \) is then one-to-one and given by \( \omega = \tilde{S} \). We can thus state our result in the following form.

**Corollary 2.** All covariant phase space observables can be implemented with the same measurement coupling and pointer observable just by changing the probe state.

We recall that a \( \text{(measurement-assisted) programmable quantum processor} \) is a measurement process where the initial probe state can be changed [37]. The initial probe state is thought as a program that encodes different observables. We can translate corollary 2 into the statement that all covariant phase space observables can be implemented on a single programmable quantum processor.

### 5. Examples

In subsections 5.1 and 5.2, we illustrate the results in the concrete cases of position–momentum and orthogonal spin components. In particular, we show connections to some earlier studies.

#### 5.1. Sequential measurement of position and momentum

Let us consider a particle moving in the real line \( \mathbb{R} \). Its associated Hilbert space is \( \mathcal{H} = L^2(\mathbb{R}) \), where the Haar measure \( \lambda \) on \( \mathbb{R} \) is just the Lebesgue measure. Characteristic symmetry transformations for the particle include space translations and velocity boosts. These are described by two unitary representations \( U \) (translations) and \( V \) (boosts) of \( \mathbb{R} \), acting on a vector \( \psi \in \mathcal{H} \) as
\[
[U_q \psi](x) = \psi(x - q), \quad [V_p \psi](x) = e^{ipx} \psi(x).
\]  
Since \( \mathbb{R} = \mathbb{R} \), the couple \((U, V)\) is clearly a Weyl system for the pair \((\mathbb{R}, \mathbb{R})\). Its associated canonically conjugated observables \((A, B)\) are just sharp position and momentum observables, respectively.

A translation covariant instrument for an unsharp position observable was introduced by Davies in [16]. Here, we show its connection to our general structure theorem. We do this by writing equation (24), the definition of \( I^\omega \), in an alternative form. In the following, we assume that the probe state \( \omega \) is pure; hence, \( \omega = \langle \psi | \psi \rangle \) for some fixed unit vector \( \psi \in L^2(\mathbb{R}) \).
Let $\phi, \psi \in \mathcal{H}$ be unit vectors, and $\varrho = |\phi\rangle\langle\phi|$. We have

$$\langle\psi|T_X^{\varrho}(\varrho)|\psi\rangle = \text{tr}[[\psi]\langle\psi| \otimes A(X)]L(\varrho \otimes \omega)L^*],$$

$$= \text{tr}[[\psi]\langle\psi| \otimes A(X)]L(|\phi\rangle\langle\phi| \otimes \varphi)L^*],$$

$$= (L(\phi \otimes \varphi)[[\psi]\langle\psi| \otimes A(X)])L(\phi \otimes \varphi)),$$

$$= \int \int \phi(x)\psi(y-x)\psi(x) \left( \int \overline{\psi(z)}1_X(y)\phi(y-z)\,dz \right) \,dx \,dy,$$

$$= \int \overline{\psi(z)} \left[ \phi(z) \int \left( \int 1_X(y)\phi(y-z)\overline{\psi(y-x)} \,dy \right) \phi(x) \psi(x) \,dx \right] \,dz.$$

It follows that $T_X^{\varrho}(\varrho)$ is the integral operator with the kernel

$$\Gamma(x, y) = \phi(x)\overline{\phi(y)} \int 1_X(u)\psi(u-x)\overline{\psi(u-y)} \,du,$$

i.e.

$$[T_X^{\varrho}(\varrho)](x) = \int \Gamma(x, y)\psi(y) \,dy.$$

If $\varphi$ is not only square integrable but also essentially bounded, then the operator

$$K_{\varphi} : L^2(\mathbb{R}) \to L^2(\mathbb{R}), \quad [K_{\varphi}] \varphi(y) = \varphi(u-y)\psi(y)$$

is well defined and the instrument $T^a_\varrho$ takes the form

$$T^a_\varrho(\varrho) = \int_X K_{\varrho}K_{\varphi}^a \,du \quad \forall \varrho \in \mathcal{S}(\mathcal{H}).$$

This way of writing is used e.g. in [7, 16, 32] and we have thus seen that it arises from the general description under certain conditions.

### 5.2. Sequential measurement of two orthogonal spin components

Let us consider a sequential measurement of two orthogonal spin components of a spin-$\frac{1}{2}$ system. The associated Hilbert space is $\mathcal{H} = \mathbb{C}^2$. A measurement outcome in each spin component measurement is either $+1$ (up) or $-1$ (down); hence, we set $G = \mathbb{Z}_2 = \{+1, -1\}$. The two sharp observables that we intend to measure are

$$S^a(\pm 1) = \frac{1}{2}(I \pm a \cdot \sigma), \quad S^b(\pm 1) = \frac{1}{2}(I \pm b \cdot \sigma),$$

for $a$ and $b$ are orthogonal unit vectors in $\mathbb{R}^3$, and $\sigma = (\sigma_1, \sigma_2, \sigma_3)$ is the vector consisting of Pauli operators.

The covariance properties of these observables are formulated in terms of two representations $U$ and $V$ of $\mathbb{Z}_2 = \{+1, -1\}$, which correspond to the $180^\circ$ rotations with axis in the directions of $b$ and $a$, respectively. Therefore, these representations are given by

$$U_+ = \mathbb{I}, \quad U_- = b \cdot \sigma,$$

and the covariance properties are

$$U_- S^a(j) U_+^* = S^a(-j), \quad V_- S^a(j) V_+^* = S^a(j)$$

and

$$U_- S^b(j) U_+^* = S^b(j), \quad V_- S^b(j) V_+^* = S^b(-j).$$

It is straightforward to check that $(U, V)$ is the Weyl system for the pair $(\mathbb{Z}_2, \mathbb{Z}_2)$ and its associated canonically conjugated observables are just $(S^a, S^b)$.

Let $\{e_+^a, e_-^a\}$ be an orthonormal basis of $\mathbb{C}^2$ diagonalizing the operator $a \cdot \sigma$ with eigenvalues $1, -1$, respectively. We choose the phases of $e_\pm^a$ such that $b \cdot \sigma e_\pm^a = e_\mp^a$. 
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We can then write $S^a(k) = |e_i^a⟩⟨e_i^a|$ and $S^b(h) = F S^a(h) F = \frac{1}{2} |e_i^a + h e_i^a⟩⟨e_i^a + h e_i^a|$, where the Fourier transform $F : \mathbb{C}^2 \rightarrow \mathbb{C}^2$ reads

$$F(\alpha e_i^a + \beta e_i^b) = \frac{\alpha + \beta}{\sqrt{2}} e_i^a + \frac{\alpha - \beta}{\sqrt{2}} e_i^b.$$  

By theorem 1, any $W$-covariant instrument $I$ on $\mathbb{Z}_2$ is given by

$$I_k(T) = \sum_{\omega \in \mathbb{Z}_2} \text{tr}_2[ (I \otimes S^a(k)) L(U^*_k T U_k \otimes M_\omega) L^*]$$

for some positive operators $M_\omega$, $M_\omega$ satisfying $\text{tr}[M_\omega] + \text{tr}[M_\omega] = 1$. The unitary operator $L : \mathbb{C}^2 \otimes \mathbb{C}^2 \rightarrow \mathbb{C}^2 \otimes \mathbb{C}^2$ has the form

$$L(e_i^a \otimes e_j^a) = e_i^a \otimes e_k^a \quad \forall i, k \in \mathbb{Z}_2,$$

and we note that $L^2 = \mathbb{1}$ (hence $L^* = L$).

For our purposes, it is enough to analyze the standard form instruments $I^\omega$ (i.e. $M_\omega = 0$, $M_\omega \equiv \omega$) since all the covariant instruments are convex combinations of these and their translates. We get

$$\langle e_l^a | T^\omega_k(x) e_m^a \rangle = \langle e_l^a | \text{tr}_2 \left[ \left( \mathbb{1} \otimes S^a(k) \right) L(\mathbb{1} \otimes \omega) L \right] e_m^a \rangle = \text{tr} \left[ |e_l^a⟩⟨e_m^a| \text{tr}_2 \left[ \left( \mathbb{1} \otimes S^a(k) \right) L(\mathbb{1} \otimes \omega) L \right] \right] = \text{tr} \left[ |e_l^a⟩⟨e_m^a| e_i^a \otimes e_k^a \right] \mathbb{1} \otimes \omega L \right] = \text{tr} \left[ |e_l^a⟩⟨e_m^a| e_i^a \otimes e_k^a \right] e_i^a \otimes e_k^a \right] \mathbb{1} \otimes \omega L \right] = \langle e_l^a | e_m^a \rangle \langle e_i^a | e_k^a \rangle \langle e_i^a | U_k \omega U_k e_i^a \rangle.$$  

In other words, the matrix $\langle e_i^a | T^\omega_k(x) e_j^a \rangle$ is just the Kronecker product of the matrices $\langle e_i^a | \omega e_j^a \rangle$ and $\langle e_i^a | U_k \omega U_k e_i^a \rangle$.

By proposition 1, the conjugated observables $(\tilde{S}^a, \tilde{S}^b)$ corresponding to $I^\omega$ as in equations (10) and (11) are characterized by the probability distribution

$$\sigma(k) = \text{tr}[\omega S^a(k)]$$
$$\tau(k) = \text{tr}[\omega S^b(k)]$$

for all $k \in \mathbb{Z}_2$. Denoting $s = 2\sigma(1) - 1$ and $t = 2\tau(1) - 1$, we can write the observables $(\tilde{S}^a, \tilde{S}^b)$ in the form

$$\tilde{S}^a(\pm 1) := \tilde{S}^a(\pm 1) = \frac{1}{2} (\mathbb{1} \pm sa \cdot \sigma)$$
$$\tilde{S}^b(\pm 1) := \tilde{S}^b(\pm 1) = \frac{1}{2} (\mathbb{1} \pm t b \cdot \sigma).$$

These are recognized as unsharp spin observables, first introduced in [6].

If we write the state $\omega$ in the form $\omega = \frac{1}{2} (\mathbb{1} + r \cdot \sigma)$ for some vector $r \in \mathbb{R}^3$, $\|r\| \leq 1$, then $s = r \cdot a$ and $t = r \cdot b$. Since $a$ and $b$ are orthogonal unit vectors, we obtain

$$s^2 + t^2 = (r \cdot a)^2 + (r \cdot b)^2 \leq \|r\|^2 \leq 1.$$  

This trade-off relation between the accuracies of $\tilde{S}^a$ and $\tilde{S}^b$ was derived in [6] from the assumption that $\tilde{S}^a$ and $\tilde{S}^b$ are jointly measurable (see also [2] and [9] for different types of derivations of the same relation).
6. Proofs

We first recall some basic facts from the theory of integral operators and tensor products.

Suppose \( \mu_1 \) and \( \mu_2 \) are positive Borel measures on lcsc spaces \( \Omega_1 \) and \( \Omega_2 \), respectively. A linear operator \( A : L^2(\Omega_1, \mu_1) \to L^2(\Omega_2, \mu_2) \) is an integral operator if there exists a measurable map \( A : \Omega_2 \times \Omega_1 \to \mathbb{C} \) (the kernel associated with \( A \)) such that

\[
Af(x) = \int A(x; y) f(y) \, d\mu_1(y) \quad \forall f \in L^2(\Omega_1, \mu_1)
\]

(we use the semicolon in the kernel to separate the variables referring to the \( L^2 \)-spaces of the domain and the image of \( A \)).

We then have the following fact.

**Theorem 2.** If \( \Omega \) is an lcsc space and \( \mu \) is a positive Borel measure on \( \Omega \), then a linear operator \( T : L^2(\Omega, \mu) \to L^2(\Omega, \mu) \) is in the space \( T(L^2(\Omega, \mu)) \) of trace class operators on \( L^2(\Omega, \mu) \) if and only if

1. \( T \) is an integral operator;
2. there exists an lcsc space \( \Omega' \), a positive Borel measure \( \mu' \) on \( \Omega' \), and elements \( A_1, A_2 \in L^2(\Omega \times \Omega', \mu \otimes \mu') \) such that
\[
\int A_1(x; z) A_2(y; z) \, d\mu'(z) \quad \text{for } \mu \otimes \mu' \text{-a.a. } (x, y).
\]

(39)

In this case, the trace of \( T \) is
\[
\text{tr } [T] = \int A_1(x; y) A_2(x; y) \, d(\mu \otimes \mu') (x, y).
\]

(40)

Moreover, \( T \in T(L^2(\Omega, \mu)) \) if and only if one can choose \( A_1 = A_2 \) in equation (39).

**Proof.** By theorem VI.22 in [33], \( T \) is trace class if and only if there exist two Hilbert–Schmidt operators \( A_1 \) and \( A_2 \) with \( A_i : L^2(\Omega', \mu') \to L^2(\Omega, \mu) \), such that \( T = A_1 A_2^* \). By theorem VI.23 in [33], each \( A_i \) is an integral operator with the kernel \( A_i \in L^2(\Omega \times \Omega', \mu \otimes \mu') \); hence, \( T \) is an integral operator with kernel (39). Moreover, \( \text{tr}[T] = \text{tr}[A_1 A_2^*] = \langle A_2 | A_1 \rangle_{\text{HS}} \), where \( \langle \cdot | \cdot \rangle_{\text{HS}} \) is the scalar product in the Hilbert space of Hilbert–Schmidt operators. By theorem VI.23 in [33],
\[
\langle A_2 | A_1 \rangle_{\text{HS}} = \int A_1(x; y) A_2(x; y) \, d(\mu \otimes \mu') (x, y),
\]

and equation (40) then follows. \( \square \)

We use this characterization of trace class operators in the next four auxiliary lemmas.

**Lemma 1.** Let \( \mu \) be a positive measure on the lcsc space \( \Omega \), and \( T \) an integral operator on \( L^2(\Omega, \mu) \). Then, \( T \in T(L^2(\Omega, \mu)) \) if and only if there exists a Hilbert space \( \mathcal{V} \) and functions \( \phi_1, \phi_2 \in L^2(\Omega, \mu; \mathcal{V}) \) such that
\[
T(x; y) = \langle \phi_2(y) | \phi_1(x) \rangle \quad \text{for } \mu \otimes \mu' \text{-a.a. } (x, y).
\]

(41)

In this case, the trace of \( T \) is
\[
\text{tr } [T] = \langle \phi_2 | \phi_1 \rangle_{L^2}.
\]

Moreover, \( T \) is positive if and only if one can choose \( \phi_1 = \phi_2 = \phi \) in equation (41), and in this case
\[
\| T \|_1 = \| \phi \|_{L^2}^2.
\]
Proof. If $T$ is trace class, then choose $\mu', \Omega', A_1, A_2 \in L^2(\Omega \times \Omega', \mu \otimes \mu')$ as in equation (39), and let $\mathcal{V} = L^2(\Omega', \mu')$. Then, the maps $\phi_i : x \mapsto A_i(x; \cdot), i = 1, 2$, are in $L^2(\Omega, \mu; \mathcal{V})$ by Fubini’s theorem, and equation (41) is just a rewriting of equation (39).

Conversely, suppose $\mathcal{V}$ is a Hilbert space and there exists $\phi_1, \phi_2 \in L^2(\Omega, \mu; \mathcal{V})$ for which equation (41) holds. Let $\{e_n\}_{n \in \mathbb{N}}$ be an orthonormal basis in $\mathcal{V}$ and define $A_i(x, n) = \langle e_n | \phi_i(x) \rangle$, $i = 1, 2$. Then, $A_1, A_2 \in L^2(\Omega \times \Omega', \mu \otimes \mu')$, where $\Omega' = I$ and $\mu'$ is the counting measure of the index set $I$, and with this choice $T$ satisfies equation (39). It then follows from the previous discussion that $T \in T(L^2(\Omega, \mu))$ and

$$\text{tr}[T] = \int \sum_n A_1(x; n)A_2(x; n) \, d\mu(x) = \int \langle \phi_2(x) | \phi_1(x) \rangle \, d\mu(x).$$

The rest of the statement is also a straightforward consequence of the above considerations and of the fact that if $T$ is positive, then $\|T\|_1 = \text{tr}[T]$. \qed

If $f \in L^2(\Omega, \mu)$, we introduce the notation $T_f(x; y) = f(x)\overline{f(y)}$. The associated integral operator $T_f = [f]([f])$ on $L^2(\Omega, \mu)$ is clearly trace class and positive.

Lemma 2. Let $\mathcal{V}$ be a Hilbert space and $\mu_1, \mu_2$ positive measures on the lcsc spaces $\Omega_1, \Omega_2$, respectively. Suppose $\phi \in L^2(\Omega_1 \times \Omega_2, \mu_1 \otimes \mu_2; \mathcal{V})$. If $T$ is the integral operator on $L^2(\Omega_1 \times \Omega_2, \mu_1 \otimes \mu_2)$ with the kernel

$$T(x_1, x_2; y_1, y_2) = \langle \phi(y_1, y_2) | \phi(x_1, x_2) \rangle,$$

then $T \in T(L^2(\Omega_1 \times \Omega_2, \mu_1 \otimes \mu_2))$, $T = T(L^2(\Omega_1, \mu_1) \otimes L^2(\Omega_2, \mu_2))$, and its partial trace $\text{tr}_2[T]$ with respect to $L^2(\Omega_2, \mu_2)$ is the integral operator on $L^2(\Omega_1, \mu_1)$ with the kernel

$$[\text{tr}_2[T]](x_1; y_1) = \int \langle \phi(y_1, z) | \phi(x_1, z) \rangle \, d\mu_2(z).$$

Proof. $T \in T(L^2(\Omega_1 \times \Omega_2, \mu_1 \otimes \mu_2))$, by lemma 1. If $f \in L^2(\Omega_1, \mu_1)$, then

$$\langle f | \text{tr}_2[T] | f \rangle = \text{tr}[\langle T_f | \mathbb{1}_{L^2(\Omega_1, \mu_1)} \rangle T].$$

The operator $(T_f \otimes \mathbb{1}_{L^2(\Omega_2, \mu_2)}) T$ is the integral operator with the kernel

$$[\langle T_f | \mathbb{1}_{L^2(\Omega_2, \mu_2)} \rangle T](x_1, x_2; y_1, y_2) = \int f(x_1) \overline{f(z)} \phi(z, x_2) \, d\mu_1(z),$$

where it is easy to check that the map $(x_1, x_2) \mapsto f(x_1) \int \overline{f(z)} \phi(z, x_2) \, d\mu_1(z)$ is in $L^2(\Omega_1 \times \Omega_2, \mu_1 \otimes \mu_2; \mathcal{V})$ by an application of Hölder inequality and Fubini theorem. Then, by equation (43) and lemma 1,

$$\langle f | \text{tr}_2[T] | f \rangle = \int \int f(x_1) \overline{f(z)} \phi(z, x_2) \, d\mu_1(z) \, d\mu_2(x_1, x_2) = \int \int \int \phi(x_1, x_2) \phi(z, x_2) \, d\mu_2(x_2) \, d\mu_1(z) \, d\mu_1(z).$$

This shows that $\text{tr}_2[T]$ is the integral operator in $L^2(\Omega_1, \mu_1)$ with kernel (42), as claimed. \qed

We recall that $\mathcal{H} = L^2(G, \lambda)$, where $\lambda$ is the Haar measure of $G$.

Lemma 3. Let $\mathcal{V}$ be a Hilbert space and $\mu$ be a positive measure on $G$. Suppose $\phi_1, \phi_2 \in L^2(G \times G, \lambda \otimes \mu; \mathcal{V})$. Then there is an element $M \in L^1(G, \mu; T(\mathcal{H}))$ such that

$$[M(h)](x, y) = \langle \phi_2(y, h) | \phi_1(x, h) \rangle \text{ for } \mu \otimes \lambda \otimes \lambda\text{-a.a. } (h, x, y).$$

(44)
Moreover,
\[
\text{tr} \{ M(h) \} = \int (\phi_2(x, h)\phi_1(x, h)) \, d\lambda(x) \quad \text{for } \mu\text{-a.a. } h.
\] (45)

If \( \phi_1 = \phi_2 = \phi \) and \( \|\phi\|_{L^2} = 1 \), then \( M \in L^1(G, \mu; T(\mathcal{H})). \)

**Proof.** We prove the lemma for \( \phi_1 = \phi_2 = \phi \), the general case follows by polarization.

By Fubini’s theorem, there exists a \( \mu \)-null set \( Z \in \mathcal{B}(G) \) such that \( \phi(\cdot, h) \in L^2(G, \lambda; \mathcal{V}) \) for all \( h \in G \setminus Z \). For such \( h \)'s, equation (44) defines an element \( M(h) \in T(\mathcal{H}), \) and
\[
\text{tr} \{ M(h) \} = \| M(h) \|_1 = \| \phi(\cdot, h) \|_{L^1} = \int \| \phi(x, h) \|^2 \, d\lambda(x)
\]
by lemma 1.

For all \( f \in \mathcal{H}, \)
\[
\langle f | M(h) f \rangle = \left\| \int f(x)\phi(x, h) \, d\lambda(x) \right\|^2 \quad \forall h \in G \setminus Z.
\]

Since the map \( h \mapsto \int f(x)\phi(x, h) \, d\lambda(x) \) is measurable from \( G \) into \( \mathcal{V} \) by Fubini’s theorem, the map \( h \mapsto \langle f | M(h) f \rangle \) is measurable. The map \( h \mapsto \text{tr} \{ AM(h) \} \) is then measurable for every finite rank operator \( A \in \mathcal{L}(\mathcal{H}), \) hence is measurable for all \( A \in \mathcal{L}(\mathcal{H}) \) by sequential weak-* density of finite rank operators in \( \mathcal{L}(\mathcal{H}). \) By corollary 2, p 73 in [22], \( M : G \rightarrow T(\mathcal{H}) \) is then a measurable map. Moreover,
\[
\int \| M(h) \|_1 \, d\mu(h) = \int \| \phi(x, h) \|_2^2 \, d\mu(h) = \int \| \phi(\cdot, h) \|_{L^1}^2 \, d\mu(h) = \| \phi \|_{L^2}^2.
\]
This shows that \( M \in L^1(G, \mu; T(\mathcal{H})), \) and if \( \|\phi\|_{L^2} = 1, \) then \( M \in L^1(G, \mu; T(\mathcal{H})). \) \( \square \)

For each \( \omega \in S(\mathcal{H}), \) recall the definition of the \( W \)-covariant instrument \( T^\omega \) on \( G \) given in equation (24):
\[
T^\omega_X(T) = \text{tr}_2[(\mathbb{1} \otimes A(X))L(T \otimes \omega)L^*] \quad \forall X \in \mathcal{B}(G), T \in T(\mathcal{H}).
\]

**Lemma 4.** If \( f \in \mathcal{H} \) and \( X \in \mathcal{B}(G), \) then \( T^\omega_X(T_f) \) is the integral operator on \( \mathcal{H} \) with the kernel
\[
[T^\omega_X(T_f)](x; y) = f(x)f(y)\text{tr}[A(X)U_x\omega U_y^*].
\] (46)

**Proof.** By lemma 1, there exists a Hilbert space \( \mathcal{V} \) and a function \( \phi \in L^2(G, \lambda; \mathcal{V}) \) with \( \|\phi\|_{L^2} = 1 \) such that
\[
\omega(x; y) = (\phi(y)|\phi(x)) \quad \text{for } \lambda \otimes \lambda\text{-a.a. } (x, y).
\]

The operator \( (\mathbb{1} \otimes A(X))L(T_f \otimes \omega)L^* \) is then the integral operator on \( L^2(G \times G, \lambda \otimes \lambda) \) with kernel
\[
[(\mathbb{1} \otimes A(X))L(T_f \otimes \omega)L^*](x_1, x_2; y_1, y_2)
= \langle f(y_1)\phi(y_2 - y_1)|f(x_1)1_X(x_2)\phi(x_2 - x_1) \rangle.
\]

By lemmas 1 and 2
\[
[T^\omega_X(T_f)](x; y) = f(x)f(y)\text{tr}[A(X)U_x\omega U_y^*]
= f(x)f(y)\text{tr}[A(X)U_x\omega U_y^*].
\]
since \( A(X)U_x \omega U_x^* \) is the integral operator on \( \mathcal{H} \) with the kernel
\[
[A(X)U_x \omega U_x^*](z; t) = \langle \phi(t - y)| \chi(z)\phi(z - x) \rangle.
\]

If \( M \in \mathcal{M}(G; \mathcal{T}(\mathcal{H})) \), with \( dM(x) = M(x) \, d\mu(x) \), its Fourier transform is
\[
\mathcal{F}M(\gamma) = \int \overline{\gamma(x)}M(x) \, d\mu(x) \quad \forall \gamma \in \hat{G},
\]
where the integral is defined in the sense of Bochner. Note that \( \mathcal{F}M \) is a continuous map from \( \hat{G} \) into \( \mathcal{T}(\mathcal{H}) \).

**Lemma 5.** Let \( M_1, M_2 \in \mathcal{M}(G; \mathcal{T}(\mathcal{H})) \). If
\[
\text{tr}[V_x U_t \mathcal{F}M_1(\gamma)] = \text{tr}[V_x U_t \mathcal{F}M_2(\gamma)] \quad \forall x \in G, \forall \gamma, \varphi \in \hat{G},
\]
then \( M_1 = M_2 \).

**Proof.** We first prove the following reconstruction formula\(^7\) for elements \( T \in \mathcal{T}(\mathcal{H}) \):
\[
\int \text{tr}[V_x U_t T]|f_i|U_x^* V_x^* f_i \, d(\lambda \otimes \hat{\lambda})(x, \chi) = \frac{1}{c^2} \langle f_2|T|f_1 \rangle \quad \forall f_1, f_2 \in \mathcal{H}.
\]
To do this, choose \( \phi_1, \phi_2 \in L^2(G, \lambda \otimes \lambda) \) such that \( T(x; y) = \langle \phi_2(y)|\phi_1(x) \rangle \). Then
\[
(V_x U_t T)(z; t) = \langle \phi_2(t)|\chi(z)\phi_1(z - x) \rangle,
\]
and lemma 1 yields
\[
\text{tr}[V_x U_t T] = \int \chi(z)\langle \phi_2(z)|\phi_1(z - x) \rangle \, d\lambda(z) = \frac{1}{c^2} [(\mathcal{F} \otimes 1)\Phi_{\phi_1, \phi_2}](\chi^{-1}, x),
\]
where \( \Phi_{\phi_1, \phi_2} \in L^2(G \times G, \lambda \otimes \lambda) \) is the function \( \Phi_{\phi_1, \phi_2}(z, x) = \langle \phi_2(z)|\phi_1(z - x) \rangle \). In a similar way, one obtains
\[
\langle f_1|V_x U_t f_2 \rangle = \frac{1}{c^2} [(\mathcal{F} \otimes 1)\Phi_{f_1, f_2}](\chi^{-1}, x),
\]
with \( \Phi_{f_1, f_2} \in L^2(G \times G, \lambda \otimes \lambda) \) given by \( \Phi_{f_1, f_2}(z, x) = f_2(z - x)f_1^*(z) \). By unitarity of the Fourier transform we then have
\[
\int \text{tr}[V_x U_t T]|f_i|U_x^* V_x^* f_i \, d(\lambda \otimes \hat{\lambda})(x, \chi)
\]
\[
= \frac{1}{c^2} \int \langle \Phi_{\phi_1, \phi_2}(z, x)|\chi^{-1}, x \rangle [(\mathcal{F} \otimes 1)\Phi_{\phi_1, \phi_2}](\chi^{-1}, x) \, d(\lambda \otimes \hat{\lambda})(x, \chi)
\]
\[
= \frac{1}{c^2} \int \Phi_{\phi_1, \phi_2}(z, x) \overline{\Phi_{f_2, f_1}(z, x)} \, d(\lambda \otimes \lambda)(x, z)
\]
\[
= \frac{1}{c^2} \int \langle \phi_2(z)|\phi_1(z) \rangle \overline{f_2(z)} f_1(z) \, d(\lambda \otimes \lambda)(x, z)
\]
\[
= \frac{1}{c^2} \langle f_2|T|f_1 \rangle,
\]
which is formula (48). 

Now, if equation (47) holds for \( M_1, M_2 \in \mathcal{M}(G; \mathcal{T}(\mathcal{H})) \), then replacing \( T \) with \( \mathcal{F}M_i(\gamma) \) in the reconstruction formula (48), we see that
\[
\langle f_2|\mathcal{F}M_1(\gamma)|f_1 \rangle = \langle f_2|\mathcal{F}M_2(\gamma)|f_1 \rangle
\]
for all
\(^7\) Equation (48) follows directly from the square integrability of the Schrödinger representation \( W \) of the Weyl–Heisenberg group \( \mathcal{H}_0 \); see [4, section 5] for the definition of square integrable representations and for more details on this topic.
$f_1, f_2 \in L^2(G, \lambda)$ and $\gamma \in \hat{G}$. Thus, $F \mathcal{M}_1 = F \mathcal{M}_2$, and $\mathcal{M}_1 = \mathcal{M}_2$ follows by injectivity of the Fourier transform (see e.g. [20, theorem 4.33]).

□

After all this preparation, we are now in a position to prove our main theorem 1.

Proof of theorem 1. We divide the proof into several steps.

(1) If $M \in \mathcal{M}(G; T(\mathcal{H}))_1$, with $dM(x) = M(x) d\mu(x)$, then it is easily checked that the expression under the integral in equation (26) is in $L^1(G, \mu; T(\mathcal{H} \otimes \mathcal{H}))$. Looking at the equivalent formula (28), one immediately concludes that $\mathcal{I}$ defined in equation (26) is a $W$-covariant instrument on $G$, since each $T^{\text{cov}}(X)$ is.

(2) Conversely, suppose $\mathcal{I}$ is a $W$-covariant instrument on $G$. By theorem 1 in [12] this is equivalent to assume that there exists\(^8\)

- a transitive system of imprimitivity $(D, R)$ for $\mathcal{H}_G$ based on $G \simeq \mathcal{H}_G / N$ and acting in a Hilbert space $K$,
- an isometry $L : \mathcal{H} \to \mathcal{H} \otimes K$ intertwining the representations $W$ and $W \otimes D$ such that

$$\mathcal{I}_X(T) = \text{tr}_2[(\mathbb{1}_K \otimes R(X))LT L^*] \quad \forall T \in T(\mathcal{H}).$$

Moreover, the system of imprimitivity $(D, R)$ and the isometry $L$ can be chosen in such a way that the set

$$\{(A \otimes R(X))Lv \mid X \in \mathcal{B}(G), A \in \mathcal{L}(\mathcal{H}), v \in \mathcal{H}\}$$

is total in $\mathcal{H} \otimes K$.

For $z = (0, 1, u) \in Z$, we have

$$(A \otimes R(X))Lf = u(A \otimes R(X))LW(z)f$$
$$= u(A \otimes R(X))(W(z) \otimes D(z))Lf$$
$$= u(W(z) \otimes D(z))(A \otimes R(z^{-1}X))Lf$$
$$= (\mathbb{1}_K \otimes D(z))(A \otimes R(X))Lf.$$ By totality of the set (50) in $\mathcal{H} \otimes K$, $\mathbb{1}_K \otimes D(z) = \mathbb{1}_{\mathcal{H} \otimes K}$, i.e. $D|_Z = \mathbb{1}_K$. Therefore, $D$ factors to a representation $\hat{D}$ of the Abelian group $\mathcal{H}_G / Z \simeq G \times \hat{G}$.

The couple $(\hat{D}, R)$ is a transitive system of imprimitivity for the group $G \times \hat{G}$ based on $G$, where the action of $G \times \hat{G}$ on $G \simeq (G \times \hat{G}) / \hat{G}$ is

$$(x, \chi)[y] = x + y \quad \forall (x, \chi) \in G \times \hat{G}, y \in G.$$ By the imprimitivity theorem, $(\hat{D}, R)$ is the system of imprimitivity induced by some representation $\sigma$ of the group $\hat{G}$. Possibly enlarging the representation $\hat{D}$ (thus dropping the requirement that the set (50) is total in $\mathcal{H} \otimes K$, but preserving equation (49)), we can assume that the representation $\sigma$ has constant infinite multiplicity, i.e. there exists a positive measure $\mu$ on $\hat{G} = G$ and a separable infinite-dimensional Hilbert space $\mathcal{V}$ such that $\sigma$ acts on the space $L^2(G, \mu; \mathcal{V})$ as follows:

$$[\sigma(\chi)\phi](h) = \chi(h)\phi(h) \quad \forall \phi \in L^2(G, \mu; \mathcal{V})$$
(see e.g. [20, theorem 7.40]). With this assumption, the inducing construction gives

$$\mathcal{K} = L^2(G, \lambda; L^2(G, \mu; \mathcal{V})) = L^2(G \times G, \lambda \otimes \mu; \mathcal{V}),$$

\(^8\) We refer to chapter VI of [35] for more details on systems of imprimitivity, induced representations and the imprimitivity theorem.
and
\[ [\hat{D}(t, \chi) f](y, h) = \chi(h) f(y - t, h) \]
\[ [\mathcal{R}(X) f](y, h) = 1_X(y) f(y, h) \]
for all \( f \in \mathcal{K} \) (see theorem 6.7 in [35]).

Collecting these facts, we obtain that
\[ \mathcal{H} \otimes \mathcal{K} = L^2(G, \lambda) \otimes L^2(G \times G, \lambda \otimes \mu; \mathcal{V}) \]
with
\[ [(W \otimes D)(t, \chi, u) f](x, y, h) = u \chi(x + h - t) f(x - t, y - t, h) \]
\[ [(\mathbb{1}_{\mathcal{H}} \otimes \mathcal{R}(X)) f](x, y, h) = 1_X(y) f(x, y, h) \]
for all \( f \in \mathcal{H} \otimes \mathcal{K}, (t, \chi, u) \in \mathcal{G}, X \in \mathcal{B}(G) \).

We define a unitary operator \( S \) on \( \mathcal{H} \otimes \mathcal{K} \) by
\[ S f(x, y, h) = f(x + h, y - x, h) \]
for all \( f \in \mathcal{H} \otimes \mathcal{K}, (x, y, h) \in \mathcal{H} \).

It is easy to check that
\[ (W \otimes D)(t, \chi, u) S = S(W(t, \chi, u) \otimes \mathbb{1}_{\mathcal{K}}), \]
i.e. \( S \) intertwines \( W \otimes \mathbb{1}_{\mathcal{K}} \) with \( W \otimes D \). On the other hand, by irreducibility of \( W \), every isometry \( R : \mathcal{H} \to \mathcal{H} \otimes \mathcal{K} \) intertwining \( W \) with \( W \otimes \mathbb{1}_{\mathcal{K}} \) has the form
\[ R f \cdot \phi = f \otimes \phi =: R \phi f \]
for some choice of \( \phi \in \mathcal{K} \) with \( \| \phi \| = 1 \), fixed by \( R = R \phi \). Combining these two facts, every isometry \( L : \mathcal{H} \to \mathcal{H} \otimes \mathcal{K} \) intertwining \( W \) with \( W \otimes \mathbb{1}_{\mathcal{K}} \) is given by
\[ L \phi = SR \phi \]
for some choice of \( \phi \) as before. Explicitly,
\[ (L \phi f)(x, y, h) = f(x + h) \phi(y - x, h) \]

We now evaluate the expression in equation (49). For \( f, f' \in \mathcal{H} \), we have
\[ \langle f'| I_X(T f) f' \rangle = \text{tr}[T f' \cdot \text{tr}[\mathbb{1}_{\mathcal{H}} \otimes \mathcal{R}(X)] L \phi T f L_\phi^*] \]
\[ = \text{tr}[(T f' \otimes \mathcal{R}(X)) L \phi T f L_\phi^*] \]
\[ = \langle L \phi f'| (T f' \otimes \mathcal{R}(X)) L \phi f \rangle \]
\[ = \int f'(x) f'(z) f(x + h) f(x + h) d\lambda(\lambda \otimes \mu)(x, y, z, h) \]
\[ \times \text{tr}[A(X) U_{\mathcal{K}} M(h) U_{\mathcal{K}}^*] \]
\[ = \int f'(x) f'(z) f(x + h) f(x + h) d\lambda(\lambda \otimes \mu)(x, y, z, h) \]
\[ \times \text{tr}[A(X) U_{\mathcal{K}} M(h) U_{\mathcal{K}}^*] \]

Let \( M \in L^1(G, \mu; T(\mathcal{H})) \) be defined as in equation (44) with \( \phi_1 = \phi_2 = \phi \). Then,
\[ [A(X) U_{\mathcal{K}} M(h) U_{\mathcal{K}}^*] (y, t) = \langle \phi(t - x, h) | 1_X(y) \phi(y - z, h) \rangle \]

hence, by equation (45),
\[ \langle f'| I_X(T f) f' \rangle = \int f'(x) f'(z) f(x + h) f(x + h) d\lambda(\lambda \otimes \mu)(x, y, z, h) \]
\[ \times \text{tr}[A(X) U_{\mathcal{K}} M(h) U_{\mathcal{K}}^*] \]
\[ = \int f'(x - h) f'(z - h) f(z) f(x) d\lambda(\lambda \otimes \mu)(x, y, z, h) \]
\[ \times \text{tr}[A(X) U_{\mathcal{K}} M(h) U_{\mathcal{K}}^*] \]

Defining \( \omega(h) = U_{\mathcal{K}} M(h) U_{\mathcal{K}} / \| M(h) \|_1 \), \( d\nu(h) = \| M(h) \|_1 d\mu(h) \) by equation (46), the last expression is
\[ \langle f'| I_X(T f) f' \rangle = \int [U_{\mathcal{K}} f'| I_X(T f) U_{\mathcal{K}} f' \rangle d\nu(h). \]

This equation clearly holds, replacing \( T f \) with any finite rank operator, and then equation (28) (which is equivalent to equation (26)) follows by density.
(3) We finally show that the correspondence $M \mapsto I$ established in equation (26) is injective from $\mathcal{M}(G; T(\mathcal{H}))$, into the set of $W$-covariant instruments.

Suppose that $\text{d}M(x) = M(x) \text{d}\mu(x)$ is a vector measure in $\mathcal{M}(G; T(\mathcal{H}))$, and let $I$ be the instrument associated with $M$ by equation (26). For all $T \in T(\mathcal{H})$, let $M^T \in \mathcal{M}(G; T(\mathcal{H}))$ be the vector measure

$$M^T(x) = I_x(T).$$

Rewriting $I$ in the form of equation (27) and applying the second SNAG formula in (15), we have

$$F^T(y) = \int U^*_x \left[ \text{tr}[(1 \otimes V_y)L(T \otimes M'(x))L^*]U_x \right] \text{d}\mu(x)$$

for all $y \in \tilde{G}$, where $M'(x) = U^*_x M(x) U_x$. It follows that if $y \in G$, $\chi \in \tilde{G}$,

$$\text{tr}[V_y U^*_x F^T(y^{-1})] = \int \overline{\chi(x)} \text{tr}[(V_y U^*_x \otimes V_y)L(T \otimes M'(x))L^*] \text{d}\mu(x)$$

$$= \text{tr}[(V_y U^*_x \otimes V_y)(T \otimes \mathcal{F}M'(\chi))]$$

$$= \text{tr}[V_y U^*_x T \text{tr}[V_y U_y \mathcal{F}M'(\chi)],$$

where $\text{d}M'(x) = M'(x) \text{d}\mu(x)$. Choose $T = U_y V^{*}_y Q$ with $Q \in \mathcal{S}(\mathcal{H})$. Then, we have

$$\text{tr}[V_y U^*_x F^T(y^{-1})] = \text{tr}[V_y U_y \mathcal{F}M'(\chi)].$$

Therefore, $I$ determines the continuous mapping

$$(\gamma, y, \chi) \mapsto \text{tr}[V_y U_y \mathcal{F}M'(\chi)];$$

hence, it determines the vector measure $M'$ or, equivalently, $M$ by lemma 5. \hfill \square

We now prove the consequences of theorem 1 stated in propositions 1 and 2.

**Proof of proposition 1.** For all $f \in \mathcal{H}$ we have

$$\langle f | \hat{A}(X) f \rangle = \text{tr}[\hat{A}(X)T_f] = \text{tr}[I_x(T_f)]$$

$$= \int \text{tr}[U^*_x [\mathcal{F}^{M'(x)}(T_f)]U_x] \text{d}v(x)$$

$$= \text{tr}[I^*_x(T_f)],$$

where we used equation (28) and set $\omega = \int \omega(x) \text{d}v(x) = M'(G)$. By equation (46),

$$[I^*_x(T_f)](x; y) = \langle f(y) U^{1/2}_x f(x) A(X) U_x \omega^{1/2} \rangle_{\mathcal{H}_S},$$

(51)

where $\langle B | A \rangle_{HS} = \text{tr}[AB^*]$ is the scalar product in the Hilbert space of Hilbert–Schmidt operators on $\mathcal{H}$. Using then lemma 1 to evaluate the trace,

$$\langle f | \hat{A}(X) f \rangle = \int \langle f(x) U^{1/2}_x f(x) A(X) U_x \omega^{1/2} \rangle_{\mathcal{H}_S} \text{d}l(x)$$

$$= \int |f(x)|^2 \text{tr}[A(X - x)\omega] \text{d}l(x),$$

from which equation (29) follows by comparison with definition (18) of $A_x$.

For the observable $\hat{B}$, we have

$$\langle f | \hat{B}(Y) f \rangle = \text{tr}[\hat{B}(Y)T_f] = \text{tr}[B(Y)I_G(T_f)]$$

$$= \int \text{tr}[B(Y) U^*_x [\mathcal{F}^{M'(x)}(T_f)]U_x] \text{d}v(x)$$

$$= \int \text{tr}[B(Y)I^{M'(x)}_G(T_f)] \text{d}v(x)$$

$$= \text{tr}[B(Y)I^*_G(T_f)].$$
Combining the definition $B(Y)f = c(F^{-1}1_Y) * f$ and equation (51), we have (for $\hat{\lambda}(Y) < \infty$)

$$\left[ B(Y)I^\omega_G(T_f) \right](x; y) = \left\langle f( y) U_y\omega^{1/2} | c \int F^{-1}1_Y(x - z)f(z)U_z\omega^{1/2} \, d\lambda(z) \right\rangle_{HS}.$$  

By lemma 1

$$\langle f | \hat{B}(Y)f \rangle = \int \left\{ f(x)U_x\omega^{1/2} | c \int F^{-1}1_Y(x - z)f(z)U_z\omega^{1/2} \, d\lambda(z) \right\}_{HS} \, d\lambda(x) = \int F^{-1}1_Y(x - z)f(z)\overline{f(x)} \, d\lambda(x \otimes \lambda)(x, z).$$

Let $\beta_\omega$ be the measure on $\hat{G}$ given by $\beta_\omega(Y) = \text{tr} \left[ B(Y)\omega \right] \forall Y \in B(\hat{G})$. Since

$$\text{tr} [U_x^*\omega] = \int \chi(x) \, d\beta_\omega(\chi) =: F^{-1}1_Y(\chi),$$

we have

$$\langle f | \hat{B}(Y)f \rangle = c \int F^{-1}1_Y(x - z)F^{-1}1_{1_Y} \beta_\omega(x - z) f(z)\overline{f(x)} \, d\lambda(x \otimes \lambda)(x, z).$$

where $1_Y * \beta_\omega(x) = \int 1_Y(\chi x^{-1}) \, d\beta_\omega(\chi)$. Comparing with $B(Y)f = c(F^{-1}1_Y) * f$ (see subsection 3.2), we see that

$$\tau_Y = 1_Y * \beta_\omega;$$

hence,

$$\tau(Y) = \tau_Y(1) = \int 1_Y(\chi^{-1}) \, d\beta_\omega(\chi) = \text{tr}[B(Y^{-1})\omega],$$

which is equation (30). $\square$

**Proof of proposition 2.** Suppose $f, f' \in \mathcal{H}$ with $\|f\| = 1$, and let $\omega = T_f$. Then, for $X \in B(G), Y \in B(\hat{G})$, we have

$$\langle f' | T^\omega_X(B(Y))f' \rangle = \text{tr} \left[ B(Y)T^\omega_X(T_f) \right]$$

$$= \text{tr} \left[ (\mathcal{F} \otimes \mathbb{1})L(f' \otimes f)(A(Y) \otimes \mathbb{1})(\mathcal{F} \otimes \mathbb{1})L(f' \otimes f) \right],$$

where $\hat{A}(Y) = \mathcal{F}B(Y)F^{-1}$ is the operator on $\hat{H} = L^2(\hat{G}, \hat{\lambda})$ given by $[\hat{A}(Y)\hat{f}](\chi) = 1_Y(\chi)\hat{f}(\chi)$. Since

$$[(\mathcal{F} \otimes \mathbb{1})L(f' \otimes f)](\chi, x) = c \int \overline{x(y)}f'(y)f(x - y) \, d\lambda(y) = c \langle V_xU_y\hat{f} | f' \rangle,$$

the above formula rewrites

$$\langle f' | T^\omega_X(B(Y))f' \rangle = c^2 \int 1_x(x)1_Y(\chi)\langle V_xU_y\hat{f} | f' \rangle^2 \, d\lambda(x \otimes \hat{\lambda})(x, \chi)$$

$$= \langle f' | \mathcal{C}_\omega(X \times Y)f' \rangle,$$
with $\tilde{\omega}$ defined in equation (36). By density of finite rank operators in $S(H)$, the above equation extends by continuity to all $\omega \in S(H)$. If $I$ is given by equation (28), we then have

$$
\langle f' | I_X^\dagger(B(Y)) f' \rangle = \int \langle f' | I_X^\dagger(B(Y)) f' \rangle \, d\nu(x)
$$

with $\omega = \int \omega(x) \, d\nu(x) = M'(G)$.
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