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Abstract

Empirical studies indicate the presence of multi-scales in the volatility of underlying assets: a fast-scale on the order of days and a slow-scale on the order of months. In our previous works, we have studied the portfolio optimization problem in a Markovian setting under each single scale, the slow one in [Fouque and Hu, SIAM J. Control Optim., 55 (2017), 1990-2023], and the fast one in [Hu, Proceedings of the 2018 IEEE CDC, 5771-5776, 2018]. This paper is dedicated to the analysis when the two scales coexist in a Markovian setting. We study the terminal wealth utility maximization problem when the volatility is driven by both fast- and slow-scale factors. We first propose a zeroth-order strategy, and rigorously establish the first order approximation of the associated problem value. This is done by analyzing the corresponding linear partial differential equation (PDE) via regular and singular perturbation techniques, as in the single-scale cases. Then, we show the asymptotic optimality of our proposed strategy by comparing its performance to admissible strategies of a specific form. Interestingly, we highlight that a pure PDE approach does not work in the multi-scale case and, instead, we use the so-called epsilon-martingale decomposition. This completes the analysis of portfolio optimization in both fast mean-reverting and slowly-varying Markovian stochastic environments.
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1 Introduction

A classical problem in mathematical finance is the utility maximization of consumption and/or terminal wealth for an investor. This was first studied by Mossin [19] and Samuelson [21] in the discrete-time framework, and by Merton [17,18] in the continuous-time case. In Merton’s seminal work, the underlying assets follow the Black-Scholes (BS) model, that is, the return and volatility are constants, and the utility is of certain type, for instance, the Constant Relative Risk Aversion utility function. Explicit solutions are provided on how to invest and/or consume. Later, this problem has been studied extensively in various settings and levels of generality, for example, to allow transaction costs [16,12], drawdown constraints [11,5,6], to consider price impact [4], and to extend the BS model to stochastic volatility [22,3,9,15].

This paper generalizes Merton’s work in two directions. Firstly, observing time-varying risk aversion in individual asset allocation [2], we consider general utility functions. Secondly, in the direct of asset modeling, we use a multiscale stochastic volatility model, in line with the existence a fast-time scale in stock price volatility on the order of days as well as a slow-scale on the order of months in the financial markets [8]. In this context, asymptotic analysis has been developed over decades to option pricing problems, where singular and regular perturbation methods are applied to derive efficient approximations; here, we present new results for the nonlinear Merton problem with general utility functions on $\mathbb{R}^+$. Following the modeling in [8], the Markovian dynamics of the asset price and stochastic factors read:

$$dS_t = \mu(Y_t, Z_t)S_t \, dt + \sigma(Y_t, Z_t)S_t \, dW_t,$$

$$dY_t = \frac{1}{\epsilon} b(Y_t) \, dt + \frac{1}{\sqrt{\epsilon}} a(Y_t) \, dW_t^Y,$$

$$dZ_t = \delta c(Z_t) \, dt + \sqrt{\delta} g(Z_t) \, dW_t^Z,$$
where the asset return $\mu$ and volatility $\sigma$ are functions of the two factors: the fast-scale factor $Y_t$ and the slow-scale one $Z_t$. The two parameters $(\epsilon, \delta) \ll 1$ are small to capture the two scales. $(W_t, W_t^Y, W_t^Z)$ are correlated Brownian motions. Detailed discussion about this modeling is presented in Section 2.2.

Fixing a time horizon $T$, we are interested in the terminal utility maximization problem:

$$
\sup_{\pi} \mathbb{E}[U(X_T^\pi)],
$$

(1.1)

where the general utility $U(\cdot)$ satisfies Assumption 2.2.5 and $X_T^\pi$ is the investor’s wealth at time $t$, consisting of two parts: the money invested in the risky asset $S_t$, denoted by $\pi$, and the remaining part $X_T^\pi - \pi$ put into the money market earning the risk-free interest rate. Restricting $\pi$ to self-financing strategies (no exogenous deposit or withdrawal of money after time 0), and assume $r = 0$ for simplicity, $X_T^\pi$ follows:

$$
dX_T^\pi = \pi_t \mu(Y_t, Z_t) \, dt + \pi_t \sigma(Y_t, Z_t) \, dW_t.
$$

(1.2)

Focusing on the feedback strategies, that is, let $\pi_t = \pi(t, X_t^\pi, Y_t, Z_t)$, this problem can be tackled using the method of dynamic programming. The main idea is to embed our original problem into a much larger class of problems with different starting time $t$, initial wealth $x$ and initial levels of both factors $(y, z)$, and then to connect all these problems together with a PDE known as the Hamilton-Jacobi-Bellman (HJB) equation. For that purpose, we define the value function as

$$
V^{\epsilon, \delta}(t, x, y, z) = \sup_{\pi \in \mathcal{A}^{\epsilon, \delta}} \mathbb{E} \left[ U(X_T^\pi) \mid X_t^\pi = x, Y_t = y, Z_t = z \right],
$$

(1.3)

with $\mathcal{A}^{\epsilon, \delta}$ collecting all feedback admissible controls:

$$
\mathcal{A}^{\epsilon, \delta} = \{ \pi : \pi_t = \pi(t, X_t^\pi, Y_t, Z_t), X_s^\pi \geq 0, \forall s \geq t, \text{ given } (X_t^\pi, Y_t, Z_t) = (x, y, z) \}.
$$

The superscripts $\epsilon, \delta$ emphasize the dependence on the two small parameters introduced through $Y_t$ and $Z_t$.

In general, depending on assumptions, $V^{\epsilon, \delta}$ is characterized as a classical or viscosity solution to the HJB equation 2.4, for which closed-form solutions are rarely available. In [9], assuming the existence of classical solutions, a formal first order expansion is derived via singular and regular perturbation techniques:

$$
V^{\epsilon, \delta} = v^{(0)} + \sqrt{\epsilon} v^{(1, 0)} + \sqrt{\delta} v^{(0, 1)} + \epsilon v^{(2, 0)} + \delta v^{(0, 2)} + \sqrt{\epsilon} \delta v^{(1, 1)} + \cdots.
$$

(1.4)

Formulations of $v^{(0)}$, $v^{(1, 0)}$ and $v^{(0, 1)}$ will be presented in Section 2.2. Note that the above expansion is not rigorous even in the canonical power utility case, as the distortion transformation 2.2 which linearizes the problem is not available with more than one stochastic volatility factor. Nevertheless, they conjecture [9 Section 4.2] that a zeroth order strategy, defined based on the leading order term $v^{(0)}$ in (1.4):

$$
\pi^{(0)}(t, x, z) = -\lambda(y, z) v^{(0)}(t, x, z) / \sigma(y, z) v^{(0)}(t, x, z),
$$

can reproduce $V^{\epsilon, \delta}$ up to the first order correction, that is, the value function associated to $\pi^{(0)}$ takes the form $v^{(0)} + \sqrt{\epsilon} v^{(1, 0)} + \sqrt{\delta} v^{(0, 1)} + o(\sqrt{\epsilon} + \sqrt{\delta})$.

**Main results.** The goal of this paper is twofold: Firstly, we rigorize the above assertion of $\pi^{(0)}$. To this end, we analyze the linear PDE satisfied by the problem value associated to $\pi^{(0)}$:

$$
V^{\pi^{(0)}, \epsilon, \delta} := \mathbb{E} \left\{ U(X_T^{\pi^{(0)}}) \mid X_t^{\pi^{(0)}} = x, Y_t = y, Z_t = z \right\},
$$

where $X_t^{\pi^{(0)}}$ is given in (1.2) with $\pi = \pi^{(0)}$. A rigorous first order approximation is obtained for $V^{\pi^{(0)}, \epsilon, \delta}$, which coincides with $v^{(0)} + \sqrt{\epsilon} v^{(1, 0)} + \sqrt{\delta} v^{(0, 1)}$. This leads to our first result.

**Theorem 1.1.** Let $v^{(0)}$, $v^{(1, 0)}$ and $v^{(0, 1)}$ be the coefficient functions from the heuristic expansion of $V^{\epsilon, \delta}$ in (1.4), identified in Section 2.2. Under Assumptions 2.2.3 and 2.3, the residual function $E(t, x, y, z)$ defined by

$$
E(t, x, y, z) := V^{\pi^{(0)}, \epsilon, \delta}(t, x, z) - v^{(0)}(t, x, z) - \sqrt{\epsilon} v^{(1, 0)}(t, x, z) - \sqrt{\delta} v^{(0, 1)}(t, x, z),
$$

is of order $\epsilon + \delta$, for all $(t, x, y, z) \in [0, T] \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$. That is, $|E(t, x, y, z)| \leq C(\epsilon + \delta)$, where $C$ may depend on $(t, x, y, z)$ but not on $(\epsilon, \delta)$. 


The proof will be given in Section 3.

Secondly, and more importantly, we show that \( \pi(0) \) outperforms any admissible strategy of a certain form. To be precise, we compare its performance to the one of

\[
\bar{\pi}^{\epsilon, \delta} = \bar{\pi}^0 + \epsilon \alpha \bar{\pi}^{(1,0)} + \delta \beta \bar{\pi}^{(0,1)},
\]

for some processes \( \bar{\pi}^0, \bar{\pi}^{(1,0)}, \bar{\pi}^{(0,1)} \) (not necessarily in the feedback form) and some positive powers \( \alpha, \beta \). To this end, for fixed choices of \( \bar{\pi}^0, \bar{\pi}^{(1,0)} \) and \( \bar{\pi}^{(0,1)} \) of which the assumptions are postponed to Section 4 and Appendix A we denote by \( V^{\mu, \delta} \) the value process:

\[
\tilde{V}^{\epsilon, \delta} = \mathbb{E}\{U(X_T^T) | \mathcal{F}_t\}, \quad \pi = \bar{\pi}^{\epsilon, \delta} \text{ in } (1.5),
\]

with \( \mathcal{F}_t = \sigma(W_s, W_s^Y, W_s^Z, s \leq t) \). The asymptotic optimality of \( \pi(0) \) is then obtained by comparing the approximation of \( V^{\pi(0), \epsilon, \delta} \) to the one of \( \tilde{V}^{\epsilon, \delta} \). We now summarize this result as follows.

**Theorem 1.2.** Under Assumptions 2.3, 2.5 and 4.1 for any fixed choice of \( \bar{\pi}^0, \bar{\pi}^{(1,0)}, \bar{\pi}^{(0,1)}, \alpha, \beta \), the following limit exists in \( L^1 \) and satisfies

\[
\ell := \lim_{(\epsilon, \delta) \to 0} \frac{\tilde{V}^{\epsilon, \delta} - V^{\pi(0), \epsilon, \delta}(t, X_t, Y_t, Z_t)}{\sqrt{\epsilon} + \sqrt{\delta}} \leq 0, \text{ in } L^1.
\]

That is, the strategy \( \pi(0) \) that generates \( V^{\pi(0), \epsilon, \delta} \) performs asymptotically better up to order \( \sqrt{\epsilon} + \sqrt{\delta} \) than the strategy \( \bar{\pi}^{\epsilon, \delta} \) given in (1.5).

The reason to consider such a form of \( \bar{\pi}^{\epsilon, \delta} \) is the following. Under mild assumptions, the optimizer to problem (1.3), denoted by \( \pi^* \), exists [14]. Although \( \pi^* \) has clear dependence on \( (\epsilon, \delta) \), it is unknown whether it will converge as \( (\epsilon, \delta) \rightarrow 0 \). Supposing that \( \pi^* \) admits a limit, say \( \bar{\pi}^0 \), then it is natural to consider \( \bar{\pi}^{\epsilon, \delta} \) as a first order perturbation of the limiting \( \bar{\pi}^0 \). The parameters \( (\alpha, \beta) \) allow for corrections of any positive powers of \( (\epsilon, \delta) \), giving more flexibility to this perturbation.

Several remarks regarding to our results: firstly, our model considers two volatility factors, one fast and one slow, simultaneously. This extends our previous work [7] and [13], where the return \( \mu \) and volatility \( \sigma \) are driven by a single factor. In turn, it requires to combine together the regular and singular perturbation techniques, which are applied separately in aforementioned work. This involves nontrivial additional difficulties. Secondly, we work with general utility functions, as oppose to a certain type of utility (power, exponential, log, etc.) considered by the majority of literature. This generalization is important since not everyone’s utility is of CRRA type [2]. Thirdly, although we are not able to fully characterize \( V^{\epsilon, \delta} \) by justifying the expansion (2.10), we partially answer this question by analyzing a suboptimal strategy \( \pi(0) \) which has the rigorous first order approximation coincide with the heuristics of \( V^{\epsilon, \delta} \) and outperforms any admissible strategy of the form (1.5).

**Organization of the paper.** In Section 2 we restate the multi-scale model and the heuristic expansion results in [9] Section 4. We then briefly review the classical Merton problem, which is closely related to the zeroth-order value \( v^0 \) in (2.10) and to the derivations in later sections. We also list all needed assumptions and lemmas as a preparation of later proofs. The performance of \( \pi(0) \)-portfolio is analyzed and its first order approximation is rigorously derived in Section 3 Section 4 is dedicated to the asymptotic optimality of \( \pi(0) \), as phrased in Theorem 1.2 by comparing the performance of \( \bar{\pi}^{\epsilon, \delta} = \bar{\pi}^0 + \epsilon \alpha \bar{\pi}^{(1,0)} + \delta \beta \bar{\pi}^{(0,1)} \) with \( \pi(0) \) up to the first order. We make conclusive remarks in Section 5.

## 2 Preliminaries and assumptions

In this section, we first detail the multiscale stochastic volatility modeling, review the Merton PDE and risk-tolerance function, summarize the expansion results in [9] Section 4, and list model assumptions on the utility and state processes.
Recall the stochastic environments driven by a fast factor $Y_t$ and a slow factor $Z_t$, the underlying asset follows

$$
\begin{align*}
    dS_t &= \mu(Y_t, Z_t)S_t \, dt + \sigma(Y_t, Z_t)S_t \, dW_t, \\
    dY_t &= \frac{1}{\epsilon} b(Y_t) \, dt + \frac{1}{\sqrt{\epsilon}} \alpha(Y_t) \, dW_t^Y, \\
    dZ_t &= \delta c(Z_t) \, dt + \sqrt{\delta} g(Z_t) \, dW_t^Z,
\end{align*}
$$

where the standard Brownian motions $(W_t, W_t^Y, W_t^Z)$ are correlated by:

$$
\begin{align*}
    d\langle W, W^Y \rangle_t &= \rho_1 \, dt, \\
    d\langle W, W^Z \rangle_t &= \rho_2 \, dt, \\
    d\langle W^Y, W^Z \rangle_t &= \rho_{12} \, dt,
\end{align*}
$$

with positive definite constraints: $|\rho_1| < 1$, $|\rho_2| < 1$, $|\rho_{12}| < 1$ and $1 + 2\rho_1\rho_2\rho_{12} - \rho_1^2 - \rho_2^2 - \rho_{12}^2 > 0$.

Assumptions on the coefficients $\mu(y, z)$, $\sigma(y, z)$, $b(y)$, $\alpha(y)$, $c(z)$ and $g(z)$ of the model will be specified in Section 2.3. Both $\epsilon$ and $\delta$ are small positive parameters that characterize the fast mean-reversion of $Y_t$ and slow variation of $Z_t$, respectively. The time-changed process $Z_t \overset{D}{=} Z_{\delta t}^{(1)}$ is continuous and possesses a $\delta$-free infinitesimal generator, denoted by $\mathcal{M}_2$:

$$
\mathcal{M}_2 = \frac{1}{2}g^2(z)\partial_z^2 + c(z)\partial_z.
$$

Similarly, the process $Y_t^{(1)} \overset{D}{=} Y_{\epsilon t}$ has the $\epsilon$-free infinitesimal generator:

$$
\mathcal{L}_0 = \frac{1}{2}a^2(y)\partial_y^2 + b(y)\partial_y.
$$

To apply the singular perturbation, we assume that $Y^{(1)}$ is ergodic and equipped with a unique invariant distribution $\Phi$. We denote by $\langle \cdot \rangle$ the average with respect to $\Phi$:

$$
\langle f \rangle = \int f \, d\Phi.
$$

For further discussion on the model (2.1)–(2.3), including asymptotic results of option pricing as $(\epsilon, \delta) \to 0$, we refer to [8].

Recall from Section 1 the wealth process $X^\pi_t$ associated to the feedback trading strategy $\pi$:

$$
dX^\pi_t = \pi(t, X^\pi_t, Y_t, Z_t)\mu(Y_t, Z_t) \, dt + \pi(t, X^\pi_t, Y_t, Z_t)\sigma(Y_t, Z_t) \, dW_t,
$$

and the value function $V^{\epsilon, \delta}(t, x, y, z)$:

$$
V^{\epsilon, \delta}(t, x, y, z) = \sup_{\pi \in \mathcal{A}^{t,s}} \mathbb{E} \left[ U\left( X^\pi_T \right) | X^\pi_t = x, Y_t = y, Z_t = z \right],
$$

Section 2.2 reviews heuristic expansion results of $V^{\epsilon, \delta}$ studied in [9, Section 4]. Before that, we shall detour a bit by reviewing the classical Merton problem, as it plays an important role in the asymptotic analysis as well as in the later proofs.

### 2.1 Merton PDE and risk-tolerance function

In Merton’s original work [17] [18], both return $\mu$ and volatility $\sigma$ in (2.1) are constants. In this case, the wealth process denote by $X^\pi_t$ (with some abuse of notation) becomes

$$
dX^\pi_t = \pi(t, X^\pi_t)\mu \, dt + \pi(t, X^\pi_t)\sigma \, dW_t.
$$

Following the notations in [7], we denote by $M(t, x; \lambda)$ the corresponding Merton value function:

$$
M(t, x; \lambda) = \sup_{\pi} \mathbb{E}[U(X^\pi_T) | X^\pi_t = x],
$$

where $\lambda$ is the risk-tolerance function.
where $\lambda$ is the Sharpe-ratio $\lambda = \mu / \sigma$. The reason to show the explicit dependence on $\lambda$ is that $M(t, x; \lambda)$ is characterized by the nonlinear equation

\[ M_t - \frac{1}{2} \lambda^2 \frac{M^2}{M_{xx}} = 0, \quad M(T, x; \lambda) = U(x). \tag{2.5} \]

where $\lambda$ appears as a parameter. Later on, when identifying $v^{(0)}$ in (1.4), the notation $M$ will be used repeatedly with different $\lambda$.

The PDE (2.5) is obtained by applying dynamic programming principle which gives

\[ M_t + \sup_{\pi} \left\{ \frac{1}{2} \sigma^2 \pi^2 M_{xx} + \mu \pi M_x \right\} = 0, \]

and then plugging in the candidate of optimal strategy

\[ \pi^*(t, x, \lambda) = -\frac{\lambda M_x(t, x; \lambda)}{M_{xx}(t, x; \lambda)}. \tag{2.6} \]

The verification theorem [1, Chapter 19] ensures that solving the HJB equation also acts as a sufficient condition for the problem (1.1). We next provide some results that are related to the later derivations. The proofs are omitted for the sake of brevity, and we refer readers to [7, Section 2.1] for details.

**Proposition 2.1.** Assume that the utility function $U(x)$ is $C^2(0, \infty)$, strictly increasing, strictly concave, such that $U'(0+) = \infty$, $U' (\infty) = 0$, $AE[U] := \lim_{x \to \infty} \frac{U'(x)}{U(x)} < 1$,

then, the Merton value function $M(t, x; \lambda)$ is strictly increasing, strictly concave in the wealth variable $x$, and decreasing in the time variable $t$. It is $C^{1,2}([0, T] \times \mathbb{R}^+)$ and is the unique solution to equation (2.5). It is $C^1$ with respect to $\lambda$, and the optimal portfolio $\pi^*$ is given by (2.6).

Next, we define the risk-tolerance function $R(t, x; \lambda)$ associated with the classical Merton value function:

\[ R(t, x; \lambda) = -\frac{M_x(t, x; \lambda)}{M_{xx}(t, x; \lambda)}. \tag{2.7} \]

It plays an important role in the analysis in later chapters. Note that $R(t, x; \lambda)$ is well-defined, continuous, strictly positive due to the regularity, strict concavity and monotonicity of $M(t, x; \lambda)$. Following the notation in [9], we define the differential operators in terms of $R(t, x; \lambda)$

\[ D_k(\lambda) = R(t, x; \lambda)^k \partial_x^k, \quad k = 1, 2, \cdots, \]

\[ \mathcal{L}_{t,x}(\lambda) = \partial_t + \frac{1}{2} \lambda^2 D_2(\lambda) + \lambda^2 D_1(\lambda). \tag{2.8} \]

Note that the coefficients of $\mathcal{L}_{t,x}(\lambda)$ depend on $R(t, x; \lambda)$, and consequently on $M(t, x; \lambda)$. Thus, the Merton PDE (2.5) can be rewritten in a “linear” manner

\[ \mathcal{L}_{t,x}(\lambda) M(t, x; \lambda) = 0, \]

and this PDE possesses a unique nonnegative solution.

**Proposition 2.2.** Let $\mathcal{L}_{t,x}(\lambda)$ be the operator defined in (2.8), and assume that the utility function $U(x)$ satisfies the conditions in Proposition 2.1, then

\[ \mathcal{L}_{t,x}(\lambda) u(t, x; \lambda) = 0, \quad u(T, x; \lambda) = U(x), \]

has a unique nonnegative solution. Consequently, this PDE with zero terminal condition possesses only trivial solution.
2.2 Multiscale asymptotic expansions

We now summarize some existing heuristics derived in [9] Section 4. By dynamic programming, \( V_{\epsilon, \delta} \) solves the following HJB equation:

\[
\left( \partial_t + \frac{1}{\epsilon} L_0 + \delta M_2 + \sqrt{\frac{\delta}{\epsilon}} M_3 \right) V_{\epsilon, \delta} = \frac{\left( \lambda(y, z) V_{\epsilon, \delta}^{x, \delta} + \rho_1 a(y) V_{\epsilon, \delta}^{x, \delta} + \sqrt{\delta} \rho_2 g(z) V_{\epsilon, \delta}^{r, \delta} \right)^2}{2 V_{\epsilon, \delta}^{x, \delta}} = 0, \tag{2.9}
\]

with the candidate of the optimal strategy

\[
\pi^* = -\frac{\lambda(y, z) V_{\epsilon, \delta}^{x, \delta}}{\sigma(y, z) V_{\epsilon, \delta}^{r, \delta}} - \frac{\rho_1 a(y) V_{\epsilon, \delta}^{x, \delta}}{\sqrt{\sigma(y, z) V_{\epsilon, \delta}^{r, \delta}}} - \frac{\sqrt{\delta} \rho_2 g(z) V_{\epsilon, \delta}^{r, \delta}}{\sigma(y, z) V_{\epsilon, \delta}^{r, \delta}},
\]

where \( M_3 \) is defined as:

\[
M_3 = \rho_{12} a(y) g(z) \partial_y \partial_z,
\]

and \( \lambda(y, z) = \mu(y, z) / \sigma(y, z) \) is the Sharpe ratio function.

In general, \( V_{\epsilon, \delta} \) is only identified as the viscosity solution of the above HJB equation [20, Section 4]. However, to apply asymptotic derivations, [9] assume that \( V_{\epsilon, \delta} \) is smooth in every variable, strictly increasing, strictly concave in the wealth argument \( x \) for each \( (y, z) \) in \( \mathbb{R}^2 \) and \( t \in [0, T] \), and is the unique classical solution to (2.9). We emphasize that results in this paper do not rely on the regularity of \( V_{\epsilon, \delta} \), as we will work with \( V_{\epsilon, \delta}^{(0), \epsilon, \delta} \) defined in (3.11), which will be classical solution of the linear PDE (3.13).

The multiscale expansion consists of constructing a power series of \( \delta \) for \( V_{\epsilon, \delta} \):

\[
V_{\epsilon, \delta} = V_{\epsilon, 0} \sqrt{\epsilon} V_{\epsilon, 1} + \cdots
\]

and then a power series in \( \epsilon \) for each term \( V_{\epsilon, k} \):

\[
V_{\epsilon, k} = v^{(0, k)} + \sqrt{\epsilon} v^{(1, k)} + \epsilon v^{(2, k)} + \cdots, \quad \forall k \in \mathbb{N}.
\]

At each step, the coefficients \( V_{\epsilon, k} \) or \( v^{(j, k)} \) are identified by substituting the expansion into the corresponding equation and collecting terms of different orders. Because the whole analysis will be performed on \( V_{\epsilon, \delta}^{(0), \epsilon, \delta} \) again in Section 3, we decide to skip the derivation here and jump to the results. The combined expansion in slow and fast scale of \( V_{\epsilon, \delta} \) is of the following form:

\[
V_{\epsilon, \delta} = v^{(0)} + \sqrt{\epsilon} v^{(1, 0)} + \epsilon v^{(2, 0)} + \delta v^{(0, 2)} + \epsilon \delta v^{(1, 1)} + \cdots, \tag{2.10}
\]

where the superscript of \( v \) corresponds to the power in \( \sqrt{\epsilon} \) and \( \sqrt{\delta} \) and where \( v^{(0, 0)} \) is rewritten as \( v^{(0)} \). Formulations about \( v^{(0)}, v^{(1, 0)} \) and \( v^{(0, 1)} \) are given as follows.

(i) The leading order term \( v^{(0)} \) is defined as the solution to the Merton PDE associated with the “averaged” Sharpe ratio \( \lambda(z) = \sqrt{\lambda^2(\cdot, z)} \),

\[
v^{(0)} - \frac{1}{2} \lambda^2(z) \left( \frac{v^{(0)}_{xx}}{v^{(0)}_{xx}} \right)^2 = 0, \quad v^{(0)}(T, x, z) = U(x).
\]

Since it possesses a unique solution, we have

\[
v^{(0)}(t, x, z) = M(t, x; \lambda(z)). \tag{2.11}
\]

Accordingly, the version of \( D_k(\lambda) \) that will be used in the sequel is \( D_k(\lambda) = R(t, x; \lambda(z))^k \partial^k x \) under the multiscale stochastic environment, and we shall use \( D_k \) for brevity (omitting the argument \( \lambda \)).

(ii) The first order correction in the fast variable \( v^{(1, 0)} \) is defined as the solution to the linear PDE:

\[
v_{t}^{(1, 0)} + \frac{1}{2} \lambda^2(z) \left( \frac{v^{(0)}_{xx}}{v^{(0)}_{xx}} \right)^2 \left( v^{(1, 0)}_{xx} - \lambda^2(z) \frac{v^{(0)}_{xx}}{v^{(0)}_{xx}} v^{(0)}_{x} \right) = \frac{1}{2} \rho_1 B(z) D^2_{1, 0} v^{(0)}, \quad v^{(1, 0)}(T, x, z) = 0. \tag{2.12}
\]
which admits a unique solution. Then \( v^{(1,0)} \) is explicitly given in terms of \( v^{(0)} \) by
\[
v^{(1,0)}(t, x, z) = -\frac{1}{2} (T-t) \rho_2 B(z) D_1^2 v^{(0)}(t, x, z),
\]
where
\[
B(z) = \langle \lambda(\cdot, z) a(\cdot) \partial_y \theta(\cdot, z) \rangle, \quad \mathcal{L} \theta(y, z) = \lambda^2(y, z) - \overline{\lambda}^2(z).
\]
Note that in the solution \( \theta(y, z) \) to the above Poisson equation, the variable \( z \) can be treated as a parameter.

(iii) The \textit{first order correction} in the slow variable \( v^{(0,1)} \) is defined as the solution to the linear PDE:
\[
\begin{align*}
&v^{(0,1)}_t + \frac{1}{2} \overline{\Lambda}^2(z) \left( \frac{\partial v^{(0)}_x}{\partial x} \right)^2 v^{(0,1)}_x - \overline{\Lambda}^2(z) \frac{\partial v^{(0)}_x}{\partial x} v^{(0,1)}_x - \rho_2 \hat{\lambda}(z) g(z) \frac{\partial v^{(0)}_x}{\partial x} v^{(0)}_x = 0, \quad (2.13)
\end{align*}
\]
which has a unique solution, and where \( \hat{\lambda}(z) \) is given by
\[
\hat{\lambda}(z) = \langle \lambda(\cdot, z) \rangle.
\]
(iv) By the “Vega-Gamma” relation, the \( z \)-derivative of the leading order term \( v^{(0)} \) satisfies
\[
\begin{align*}
v^{(0)}_t(t, x, z) &= (T-t) \overline{\Lambda}(z) \overline{\Lambda}(z) D_1 v^{(0)}(t, x, z), \quad (2.14)
\end{align*}
\]
and \( v^{(0,1)} \) can be expressed in terms of \( v^{(0)} \) by
\[
v^{(0,1)}(t, x, z) = \frac{1}{2} (T-t) \rho_2 \hat{\lambda}(z) g(z) D_1 v^{(0)}(t, x, z)
\]
\[
= \frac{1}{2} (T-t)^2 \rho_2 \hat{\lambda}(z) \overline{\Lambda}(z) \overline{\Lambda}(z) g(z) D_1^2 v^{(0)}(t, x, z). \quad (2.15)
\]
Note that the uniqueness in (i)–(iii) follows from Proposition 2.1 and 2.2.

2.3 Model assumptions and preliminary estimates

There are two sets of assumptions needed for results presented in this paper: one about the state process, and one on the general utility. The first set is basically the combination of Assumption 2.12 in our previous work \[7\] considering solely the slow factor, and Assumption 2.4 in the fast case \[13\], except that formulations based on \( \lambda(z) \) (slow case) and \( \overline{\lambda}(z) \) (fast case) are all shifted to the multiscale case \( \overline{\lambda}(z) \). The second set extends Assumption 2.5 in \[7\] by requiring more regularity of \( U(x) \) and more boundedness constraints on the risk-tolerance \( R(x) = -U'(x)/U''(x) \). For completeness, we next present them in details.

For fixed \((t, z)\), we observe that, \( v^{(0)}(t, x, z) = M(t, x; \overline{\lambda}(z)) \) is a concave function that has a linear upper bound. In fact, for \( t = 0 \), there exists a function \( G(z) \), so that
\[
v^{(0)}(0, x, z) \leq G(z) + x, \quad \forall (x, z) \in \mathbb{R}^+ \times \mathbb{R}.
\]
Let \( X^{(0)}_t \) be the the wealth process following \( \pi^{(0)} \), and define \( \pi^{(0)} \) in terms of model parameters and the zeroth order term \( v^{(0)}(t, x, z) \):
\[
\pi^{(0)} = -\frac{\lambda(y, z) v^{(0)}_x(t, x, z)}{\sigma(y, z) v^{(0)}_x(t, x, z)}.
\]

\textbf{Assumption 2.3.} We make the following assumptions on the state processes \( (S_t, Y_t, Z_t, X^{\pi^{(0)}}_t) \):

(i) For any starting points \((s, y, z)\) and fixed \((\epsilon, \delta)\), the system of SDEs \((2.1), (2.2), (2.3)\) has a unique strong solution \((S_t, Y_t, Z_t)\). The function \( g(z) \) is in \( C^2(\mathbb{R}) \), and \( \lambda(y, z) \) is in \( C^3(\mathbb{R}) \) in the \( z \)-variable. The coefficients \( g(z), c(z), a(y) \lambda(y, z) \) as well as their derivatives \( g'(z), g''(z), \lambda_z(y, z), \lambda_{zz}(y, z) \), and \( \lambda_{zzz}(y, z) \) are at most polynomially growing.
(ii) The process $Y^{(1)}$ with infinitesimal generator $\mathcal{L}_0$ is ergodic with a unique invariant distribution $\Phi$, and admits moments of any order uniformly in $t \leq T$:

$$
\sup_{t \leq T} \left\{ \mathbb{E}\left| Y^{(1)}_t \right|^k \right\} \leq C(T, k).
$$

The solution $\phi(y, z)$ of the Poisson equation (in $y$) $\mathcal{L}_0\phi(y, z) = \ell(y, z)$ is assumed to be polynomial for polynomial (in $y$) function $\ell(y, z)$.

(iii) The process $Z^{(1)}$ with infinitesimal generator $\mathcal{M}_2$ defined in (2.4) admits moments of any order uniformly in $t \leq T$:

$$
\sup_{t \leq T} \left\{ \mathbb{E}\left| Z^{(1)}_t \right|^k \right\} \leq C(T, k).
$$

(iv) The process $\overline{G}(Z) \equiv M$ is in $L^2([0, T] \times \Omega, \mu)$ uniformly in $\delta$, i.e.,

$$
\mathbb{E}_{(0, z)} \left[ \int_0^T \overline{G}^2(Z_s) \, ds \right] \leq C_1(T, z),
$$

where $C_1(T, z)$ is independent of $\delta$ and $Z_s$ follows (2.3) with $Z_0 = z$.

(v) The wealth process $X^{\pi(0)}$ stays nonnegative, namely, $\pi(0) \in \mathcal{A}_{\epsilon, \delta}(t, x, y, z) \forall 0 < \epsilon, \delta \leq 1$. Moreover, it is in $L^2([0, T] \times \Omega)$ uniformly in $(\epsilon, \delta)$, i.e.,

$$
\mathbb{E}_{(0, x, y, z)} \left[ \int_0^T \left( X^{\pi(0)}_s \right)^2 \, ds \right] \leq C_2(T, x, y, z),
$$

where $C_2(T, x, y, z)$ is independent of $(\epsilon, \delta)$.

Lemma 2.4. Under Assumption (2.6), the process $v^{(0)}(\cdot, X^{\pi(0)}_s, Z_s)$ is in $L^2([0, T] \times \Omega)$ uniformly in $(\epsilon, \delta)$, i.e. $\forall (t, x, y, z) \in [0, T] \times \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R}$, we have

$$
\mathbb{E}_{(t, x, y, z)} \left[ \int_t^T \left( v^{(0)}(s, X^{\pi(0)}_s, Z_s) \right)^2 \, ds \right] \leq C_3(T, x, y, z),
$$

where $v^{(0)}(t, x, z)$ is defined in Section 2.2 and satisfies $v^{(0)}(t, x, z) = M(t, x; \overline{X}(z))$.

Proof. The proof follows the argument in [7, Lemma 2.15].

Assumption 2.5. We make the following assumptions on $U(x)$:

(i) $U(x)$ is $C^0(0, \infty)$, strictly increasing, and strictly concave and satisfies the following conditions (Inada and asymptotic elasticity):

$$
U'(0+) = \infty, \quad U'(\infty) = 0, \quad AE[U] := \lim_{x \to \infty} \frac{U'(x)}{U(x)} < 1.
$$

(ii) $U(0+)$ is finite. Without loss of generality, we assume $U(0+) = 0$.

(iii) Assume the risk tolerance $R(x) := -U'(x)/U''(x)$ satisfies $R(0) = 0$, strictly increasing, $R'(x) < \infty$ on $[0, \infty)$, and there exists $K \in \mathbb{R}^+$, such that for $x \geq 0$, and $2 \leq i \leq 7$,

$$
\left| \partial_x^i R(x) \right| \leq K. \quad (2.17)
$$

(iv) Define the inverse function of the marginal utility $U'(x)$ as $I : \mathbb{R}^+ \to \mathbb{R}^+, I(y) = U''^{-1}(y)$, and assume that, for some positive $\alpha$, $I(y)$ satisfies the polynomial growth condition:

$$
I(y) \leq \alpha + \kappa y^{-\alpha}.
$$
Note that Assumption [2.3] is a sufficient condition, and excludes the case $U(x) = \frac{x}{\gamma}$, for $\gamma < 0$, and $U(x) = \log(x)$. However, all theorem in this paper still hold under minor modifications to the proof. Further discussion about the above assumptions, regarding examples, restrictiveness and implication can be found in [7, Section 2.3].

We next give some estimate of the risk-tolerance function [2.7]. Since in the multiscale regime, the zeroth order term $v^{(0)}(t, x, z)$ is identified as $M(t; x; \lambda(z))$, see equation (2.11), the notation of the risk-tolerance function is changed accordingly to $R(t; x; \lambda(z))$ with

$$R(t, x; \lambda(z)) := -\frac{v^{(0)}(t, x, z)}{v^{(0)}(t, x, z)} = -\frac{M_x(t; x; \lambda(z))}{M_{xx}(t; x; \lambda(z))}$$

to emphasis the dependence of $\lambda(z)$.

**Proposition 2.6.** Under Assumption [2.3] of the general utility, the risk-tolerance $R(t, x; \lambda(z))$ function satisfies the following: $\exists K_j > 0$ for $0 \leq j \leq 6$, such that $\forall (t, x, \lambda(z)) \in [0, T] \times \mathbb{R}^+ \times \mathbb{R}$,

$$\left|R^j(t, x; \lambda(z))\partial_{x}^{(j+1)}(t, x; \lambda(z))\right| \leq K_j.$$

Or equivalently, $\forall 1 \leq j \leq 7$, there exists $\tilde{K}_j > 0$, such that $\forall (t, x, z) \in [0, T] \times \mathbb{R}^+ \times \mathbb{R}$,

$$\left|\partial_{x}^{(j)} R^j(t, x; \lambda(z))\right| \leq \tilde{K}_j.$$

Moreover, the following quantities are uniformly bounded: $RR_{xx}, R^2 R_{xxx}, R_{xxx}, RR_{xxxx}$ and $R^2 R_{xxxxxx}$.

**Proof.** The first part extends results of [7, Proposition 3.5], and the proof is essentially repeating the argument therein for the case $j = 5$ and 6 by using the comparison principle of heat equations. The proof of the second part consists of successively differentiating the “Vega-Gamma” relation in (2.14), and repeatedly using the concavity of $v^{(0)}$, the results in the first part, and Propositions 3.5, 3.6 and 3.7 in [7] with $\lambda$ or $\lambda(z)$ replaced by $\lambda(z)$. For the sake of simplicity, we omit this lengthy, tedious but straightforward derivation.

3 \(\pi^{(0)}\)-Portfolio performance under multiscale regime

Recalling the strategy $\pi^{(0)}$ defined in terms of model parameters and the zeroth order term $v^{(0)}(t, x, z)$ in (2.10):

$$\pi^{(0)} = -\frac{\lambda(y, z) v^{(0)}_x(t, x, z)}{\sigma(y, z) v^{(0)}_{xx}(t, x, z)} := \frac{\lambda(y, z) R(t, x; \lambda(z))}{\sigma(y, z)},$$

and assuming $\pi^{(0)}$ is admissible, we shall give its performance in this section. More precisely, let $X^{\pi^{(0)}}$ be the wealth process following $\pi^{(0)}$

$$dX^{\pi^{(0)}}_t = \mu(Y_t, Z_t)\pi^{(0)}(t, X^{\pi^{(0)}}_t, Y_t, Z_t) dt + \sigma(Y_t, Z_t)\pi^{(0)}(t, X^{\pi^{(0)}}_t, Y_t, Z_t) dW_t,$$

then we aim at finding the rigorous approximation of the associated value function:

$$V^{\pi^{(0)}, \epsilon, \delta} := \mathbb{E}\left\{U(X^{\pi^{(0)}}_T)\left|X^{\pi^{(0)}}_t = x, Y_t = y, Z_t = z\right.\right\},$$

with the general utility $U$ satisfying Assumption [2.3]. The estimation result regarding $V^{\pi^{(0)}, \epsilon, \delta}$ has been summarized in Theorem [1.1] and we present the proof in the next subsection.
3.1 Proof of Theorem 1.1

The proof is split into two steps: firstly, we propose the expansion form of \( V^{x(0), \epsilon, \delta} \):

\[
V^{x(0), \epsilon, \delta} = v^{x(0), (0)} + \sqrt{\epsilon} v^{x(0), (1, 0)} + \sqrt{\delta} v^{x(0), (0, 1)} + \cdots, \tag{3.2}
\]

and identifying \( v^{x(0), (0)} \), \( v^{x(0), (1, 0)} \) and \( v^{x(0), (0, 1)} \) properly. To this end, we write down the PDE satisfied by \( V^{x(0), \epsilon, \delta} \), perform regular perturbations in the slow parameter \( \delta \), and then singular perturbations in the fast parameter \( \epsilon \). Note that this technique has been used in the linear pricing problem with two factor models, for instance, see [9, Section 4]. Secondly, we justify the \( \ldots \) part in (3.2) is of order \( O(\epsilon + \delta) \), to complete the proof.

**Step 1: Heuristic derivations.** By the martingale property, we note that \( V^{x(0), \epsilon, \delta} \) satisfies the following linear PDE

\[
\left( L_2 + \frac{1}{\sqrt{\epsilon}} L_1 + \frac{1}{\epsilon} L_0 + \delta M_2 + \sqrt{\delta} M_1 + \frac{\sqrt{\delta}}{\sqrt{\epsilon}} M_3 \right) V^{x(0), \epsilon, \delta} = 0, \tag{3.3}
\]

where the operators \( L_i \) and \( M_i \) are defined by:

\[
\begin{align*}
L_0 &= b(y) \partial_y + \frac{1}{2} \sigma^2(y) \partial_y^2, \\
L_1 &= \rho_1 a(y) \sigma(y, z) \pi^{(0)} \partial_z \partial_y, \\
L_2 &= \partial_t + \mu(y, z) \pi^{(0)} \partial_x + \frac{1}{2} \sigma^2(y, z) \left( \pi^{(0)} \right)^2 \partial_x^2, \\
M_1 &= \rho_2 \sigma(y, z) g(z) \pi^{(0)} \partial_z \partial_x, \\
M_2 &= c(z) \partial_z + \frac{1}{2} g^2(z) \partial_z^2, \\
M_3 &= \rho_1 \sigma(y) g(z) \partial_y \partial_z.
\end{align*}
\]

The strategy is to expand the value function first in the slow parameter \( \delta \):

\[
V^{x(0), \epsilon, \delta} = V^{x(0), \epsilon, 0} + \sqrt{\delta} V^{x(0), \epsilon, 1} + \cdots,
\]

and identify the effective equations for \( V^{x(0), \epsilon, 0} \), \( V^{x(0), \epsilon, 1} \), and then to expand \( V^{x(0), \epsilon, 0} \) and \( V^{x(0), \epsilon, 1} \) in the fast parameter \( \epsilon \)

\[
\begin{align*}
V^{x(0), \epsilon, 0} &= v^{x(0), (0)} + \sqrt{\epsilon} v^{x(0), (1, 0)} + \epsilon v^{x(0), (2, 0)} + \epsilon^{3/2} v^{x(0), (3, 0)} + \cdots, \\
V^{x(0), \epsilon, 1} &= v^{x(0), (0, 1)} + \sqrt{\epsilon} v^{x(0), (1, 1)} + \epsilon v^{x(0), (2, 1)} + \cdots.
\end{align*}
\]

Again the superscript \((i, j)\) of \( v^{x(0)} \) indicates the power in \( \sqrt{\epsilon} \) and \( \sqrt{\delta} \) respectively, and \( (0, 0) \) is reduced to \( (0) \) for being consistent with the notations in [13]. By letting \( \delta = 0 \), we deduce

\[
\left( L_2 + \frac{1}{\sqrt{\epsilon}} L_1 + \frac{1}{\epsilon} L_0 \right) V^{x(0), \epsilon, 0} = 0, \quad V^{x(0), \epsilon, 0}(T, x, y, z) = U(x).
\]

This is actually equation (17) in [13] expect that \( \lambda(y) \) is replaced by \( \lambda(y, z) \) to take the slow factor \( Z_1 \) into consideration. However, \( z \) can be viewed as a parameter in \( V^{x(0), \epsilon, 0} \), as there is no \( z \)-derivatives in the above PDE. Consequently, the derivation and reasoning in [13, Section III.A] can be applied, and we deduce

\[
\begin{align*}
v^{x(0), (0)} &= v^{(0)} = M(t, x, \bar{X}(z)), \\
v^{x(0), (2, 0)} &= -\frac{1}{2} \theta(y, z) D_1 v^{(0)} + C_1(t, x, z), \tag{3.5} \\
v^{x(0), (1, 0)} &= v^{(1, 0)} = -\frac{1}{2} (T - t) \rho_1 B(z) D_2^2 v^{(0)}, \tag{3.6} \\
v^{x(0), (3, 0)} &= \frac{1}{2} (T - t) \theta(y, z) \rho_1 B(z) \left( \frac{1}{2} D_2 + D_1 \right) D_1^2 v^{(0)} + \frac{1}{2} \rho_1 \theta_1(y, z) D_1^2 v^{(0)} + C_2(t, x, z), \tag{3.7}
\end{align*}
\]
where $\theta_1(y)$ is the solution to the ODE:

$$L_0 \theta_1(y) = \lambda(y, z) a(y) \partial_y \theta(y, z) - (\lambda(\cdot, z) a(\cdot) \partial_y \theta(\cdot, z)),$$

and $C_i(t, x, z)$ are some constant of integration in $y$, that may depend on $(t, x, z)$, for $i = 1, 2$.

Next, we go back to equation (3.3) and derive the PDE for $V^{\pi(0), \epsilon, 1}$ by collecting terms of order $\sqrt{\epsilon}$,

$$\left( L_2 + \frac{1}{\sqrt{\epsilon}} L_1 + \frac{1}{\epsilon} L_0 \right) V^{\pi(0), \epsilon, 1} + \left( M_1 + \frac{1}{\sqrt{\epsilon}} M_3 \right) V^{\pi(0), \epsilon, 0} = 0,$$

where we have used the relation $v \epsilon C$.

Observing that $M_3$ takes derivatives in $y$, and in the expansion of $V^{\pi(0), \epsilon, \delta}$, the first two terms $v^{\pi(0), (0)}$ and $v^{\pi(0), (1, 0)}$ are independent of $y$ (cf. (3.4) and (3.6)), one has

$$\frac{1}{\sqrt{\epsilon}} M_3 V^{\pi(0), \epsilon, \delta} = \sqrt{\epsilon} v^{\pi(0), (2, 0)} + \epsilon v^{\pi(0), (3, 0)} + \cdots.$$

Now, by collecting $\epsilon^{-1}$ terms and $\frac{1}{\sqrt{\epsilon}}$ terms and noticing that there is no $y$-derivative in the equations, we could make the choices that $v^{\pi(0), (0, 1)} = v^{\pi(0), (0, 1)}(t, x, z)$ and $v^{\pi(0), (1, 1)} = v^{\pi(0), (1, 1)}(t, x, z)$, i.e. they are independent of $y$. Collecting terms of order one forms a Poisson equation for $v^{\pi(0), (2, 1)}$,

$$L_0 v^{\pi(0), (2, 1)} + L_2 v^{\pi(0), (0, 1)} + M_1 v^{\pi(0), (0)} = 0, \quad v^{\pi(0), (0, 1)}(T, x, z) = 0,$$

(3.8)

and yields the following solvability condition for $v^{\pi(0), (0, 1)}$

$$v^{\pi(0), (0, 1)} + \frac{1}{2} \lambda (z)\left( \frac{v_x^{(0)}}{v_{xx}^{(0)}} \right)^2 v^{\pi(0), (0, 1)} - \lambda (z) \frac{v_{xx}^{(0)}}{v_x^{(0)}} v^{\pi(0), (0, 1)} + \rho_2 \hat{\lambda}(z) g(z) R_{v_x^{(0)}} = 0,$$

where $v^{\pi(0), (0, 1)}(T, x, z) = 0$.

where we have used the relation $v^{\pi(0), (0)} = v^{(0)}$ (cf. (3.4)). This is exactly equation (2.13), by its uniqueness, we obtain

$$v^{\pi(0), (0, 1)} = v^{(0)} = \frac{1}{2} (T - t) \rho_2 \hat{\lambda}(z) g(z) D_1 v_x^{(0)}(t, x, z)$$

$$= \frac{1}{2} (T - t)^2 \rho_2 \hat{\lambda}(z) g(z) \hat{\lambda}(z) g(z) D_1^2 v^{(0)}(t, x, z).$$

Plugging it back to equation (3.8), and solving for $v^{\pi(0), (2, 1)}$ gives

$$v^{\pi(0), (2, 1)} = -\theta(y, z) \left( \frac{1}{2} D_2 + D_1 \right) v^{(0, 1)} - \theta_2(y, z) \rho_2 g(z) D_1 v_x^{(0)} + C_3(t, x, z),$$

where $\theta_2(y, z)$ is the solution to the ODE

$$L_0 \theta_2(y, z) = \lambda(y, z) - \hat{\lambda}(z),$$

and $C_3(t, x, z)$ is some ‘constant’ in $y$. To further express $v^{\pi(0), (2, 1)}$ in terms of $v^{(0)}$ solely, we use the expression (2.15) of $v^{(0, 1)}$ and obtain

$$v^{\pi(0), (2, 1)} = -\theta(y, z) \frac{1}{2} (T - t)^2 \rho_2 \hat{\lambda} \hat{\lambda} \lambda g \left( \frac{1}{2} D_2 + D_1 \right) D_1^2 v^{(0)}$$

$$- \theta_2(y, z) \rho_2 g(z) (T - t) \hat{\lambda} \lambda D_1^2 v^{(0)} + C_3(t, x, z).$$

Till now, desired terms are all identified including $v^{\pi(0), (0)}$, $v^{\pi(0), (2, 0)}$, $v^{\pi(0), (1, 0)}$, $v^{\pi(0), (3, 0)}$, $v^{\pi(0), (0, 1)}$ and $v^{\pi(0), (2, 1)}$, and we will move on to the justification of the above derivation.
Step 2: Expansion justification. To validate the above formal derivation, we at least need to show the residual function $E(t, x, y, z)$ is of order higher than $\sqrt{\epsilon + \delta}$. To this end, we first analyze an auxiliary residual function $\tilde{E}(t, x, y, z)$ defined by

$$\tilde{E}(t, x, y, z) = V^{(0)} \epsilon \delta - v^{(0)} - \sqrt{\epsilon} v^{(1,0)} - \epsilon v^{(0), (2,0)} - \epsilon^{3/2} v^{(0), (3,0)} - \sqrt{\epsilon} v^{(0), (1)} - \epsilon \sqrt{\delta} v^{(0), (2,1)},$$

with these functions given in (3.11), (3.12), (3.13), (3.14) and (3.15), respectively. We take $C_i(t, x, z) \equiv 0$, $i = 1, 2, 3$ in the relevant terms. Straightforward computation gives

$$\tilde{E}(t, x, y, z) = -\epsilon v^{(0), (2,0)}(T, x, y, z) - \epsilon^{3/2} v^{(0), (3,0)}(T, x, y, z).$$

Noticing that $L_2 + \frac{1}{\sqrt{\epsilon}} L_1 + \frac{1}{\sqrt{\delta}} L_0 + \delta M_2 + \sqrt{\delta} M_1 + \frac{\sqrt{\delta}}{\sqrt{\epsilon}} M_3$ is the infinitesimal generator of the processes $(X_T^{(0)}, Y_T, Z_T)$, and using the bound estimates which we will show next, we have the following Feynman–Kac formula:

$$\bar{E}(t, x, y, z) = \epsilon \bar{E}(t, x, y, z) \left[ \int_t^T R^1(s, X_s^{(0)}, Y_s, Z_s) ds \right] + \delta \bar{E}(t, x, y, z) \left[ \int_t^T R^2(s, X_s^{(0)}, Y_s, Z_s) ds \right]$$

$$+ \frac{\sqrt{\epsilon \delta}}{\sqrt{\epsilon + \delta}} \bar{E}(t, x, y, z) \left[ \int_t^T R^3(s, X_s^{(0)}, Y_s, Z_s) ds \right] - \epsilon \bar{E}(t, x, y, z) \left[ v^{(0), (2,0)}(T, X_T^{(0)}, Y_T, Z_T) \right],$$

and obtain the desired results for $E \sim O(\epsilon + \delta)$, where $R^i$ are defined as:

$$R^1 = L_2 \left( v^{(0), (2,0)} + \sqrt{\epsilon} v^{(0), (3,0)} + \epsilon \sqrt{\delta} v^{(0), (2,1)} \right) + L_1 v^{(0), (1,0)} + \sqrt{\delta} M_1 v^{(0), (2,0)}$$

$$R^2 = M_2 \left( v^{(0), (1,0)} + \epsilon v^{(0), (2,0)} + \epsilon^{3/2} v^{(0), (3,0)} + \sqrt{\delta} v^{(0), (1)} + \epsilon \sqrt{\delta} v^{(0), (2,1)} \right) + M_1 v^{(0), (1)}$$

$$R^3 = L_3 v^{(0), (2,1)} + M_3 \left( v^{(0), (2,0)} + \sqrt{\epsilon} v^{(0), (3,0)} + \epsilon \sqrt{\delta} v^{(0), (2,1)} \right)$$

$$+ M_1 \left( v^{(1,0)} + \epsilon v^{(0), (3,0)} + \epsilon \sqrt{\delta} v^{(0), (2,1)} \right).$$

We now present the bound estimates of the expectations in (3.11). Straightforward computation shows that each expectation term $E(t, x, y, z) \left[ \int_t^T R^i(s, X_s^{(0)}, Z_s) ds \right]$ is a sum of integrals of the following form:

$$E(t, x, y, z) \left[ \int_t^T h(Y_s, Z_s) Dv^{(0)}(s, X_s^{(0)}, Z_s) ds \right],$$

where $h(y, z)$ is mostly polynomially growing, and $Dv^{(0)}$ takes derivatives of $v^{(0)}$. According to different operators, the derivatives are

$$L_1 : D_1^2 v^{(0)}, D_2 D_1 v^{(0)}, D_1^3 v^{(0)} + \epsilon D_2^2 v^{(0)} + \epsilon D_1 D_2 v^{(0)}, D_2 D_1^2 v^{(0)}, D_1 D_2^2 v^{(0)}, D_1 D_2 D_1 v^{(0)}, D_2^2 D_2^2 v^{(0)}$$

$$M_3 : \partial_1 D_1 v^{(0)}, \partial_1 D_2 v^{(0)}, \partial_1 D_1^2 v^{(0)}, \partial_1 D_2^2 v^{(0)}, \partial_1 D_1 D_2 v^{(0)}, \partial_2 D_2 D_1 v^{(0)}, \partial_2^2 D_2 v^{(0)}, \partial_2 D_1^2 v^{(0)}, \partial_2^2 D_1 D_2 v^{(0)},$$

$$M_2 : \partial_2 v^{(0)}, \partial_2^2 v^{(0)}, \partial_2^2 D_1 v^{(0)}, \partial_2^3 D_2 v^{(0)}, \partial_2 D_1^2 v^{(0)}, \partial_2^2 D_2 D_1 v^{(0)},$$

$$M_1 : D_1 \partial_2 D_1 v^{(0)}, D_1 \partial_2 D_2 v^{(0)}, D_1 \partial_2 D_1^2 v^{(0)}, D_1 \partial_2 D_2^2 v^{(0)},$$

plus all terms in $M_3$.
A repeated use of the concavity of \( v(0) \), Propositions 3.7 in [7] and Proposition 2.6 guarantees that \( Dv(0) \) is bounded by a multiple in \( z \) of \( v(0) \), namely, for any \( Dv(0) \) taking the above form, we have
\[
|Dv(0)(t, x, z)| \leq k(z)v(0)(t, x, z),
\]
for some non-negative and at most polynomially growing function \( k(z) \).

For clarity, we consider the term \( L_2 v(0)(2, 0) \) in \( \mathbb{R}^1 \) to illustrate the above procedure. By definition, one has
\[
L_2 v(0)(2) = \left( \frac{1}{2} \theta(y, z) \right) \left( \lambda^2(y, z) - \lambda^2 \right) D_1 v(0) + \frac{1}{2} \left( \lambda^2(y, z) - \lambda^2 \right) D_1^2 v(0),
\]
where we have used the relation \( \theta(y, z) = \lambda^2(y, z) - \lambda^2 \). The other terms in \( \mathbb{R}^1 \), for \( i = 1, 2, 3 \), follow by a similar reasoning, thus are omitted. To illustrate the above procedure, for instance, let \( \theta(y, z) = \lambda^2(y, z) - \lambda^2 \), which is then bounded by \( \mathcal{O}(v(0)) \).

Then, one can use the Cauchy-Schwartz inequality to separate the functions depending only on \((y, z)\) from \(v(0)(s, X_s^\pi, Z_s)\) in the integral, i.e., it is reduced to
\[
\left( E_{(t, y, z)} \int_t^T k^2(Y_s, Z_s)k^2(Z_s)\, ds \right)^{1/2} \left( E_{(t, x, y, z)} \int_t^T v(0)(s, X_s^\pi, Z_s)^2\, ds \right)^{1/2}.
\]
Assumptions on \((Y_t, Z_t)\) ensure that the first part is uniformly bounded in \((\epsilon, \delta)\), while for the second part follows from Lemma 2.4. Similarly, the last two terms in (3.11) are bounded by repeating the above procedure using assumptions on the utility (cf. Assumption 2.3, equation (2.17)).

So far, we have shown for any \((t, x, y, z) \in [0, T] \times \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R}\)
\[
\tilde{E}(t, x, y, z) \leq \tilde{C} \left( \epsilon + \delta + \sqrt{\epsilon \delta} \right) \leq \tilde{C}(\delta + \epsilon),
\]
where \( \tilde{C} \) may vary from line to line and is free of \((\epsilon, \delta)\). By the difference between \( E \) and \( \tilde{E} \), one has
\[
\left| V^{\pi, \epsilon, \delta} - v(0) - \sqrt{e}v(1, 0) - \sqrt{\delta}v(0, 1) \right| \leq E + \left| \epsilon v^{(0), (1, 0)} + \epsilon^3/2 v^{(0), (3, 0)} + \epsilon \sqrt{\delta} v^{(0), (2, 1)} \right| \leq C(\epsilon + \delta),
\]
where \( C = C(t, x, y, z) \) and is independent of small parameters \((\epsilon, \delta)\). Thus we obtain the desired result.

4 The Asymptotic Optimality of \( \pi(0) \)

This section focuses on the proof of Theorem 1.2 dedicated to the performance of \( \pi(0) \) by comparison with other admissible strategy of the form
\[
\pi^{\epsilon, \delta} = \pi^0 + \epsilon \pi^{(1, 0)} + \delta \pi^{(0, 1)},
\]
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Detailed assumptions on any fixed choices of $\bar{\pi}^0, \bar{\pi}^{(1,0)}$ and $\bar{\pi}^{(0,1)}$ are given in Assumptions 4.1 and A.1. Recall the corresponding value process $\tilde{V}_t^{\epsilon, \delta}$ defined in (1.6):

$$\tilde{V}_t^{\epsilon, \delta} = \mathbb{E}\{U(X^*_t)|\mathcal{F}_t\},$$

with $\pi = \bar{\pi}^{\epsilon, \delta}$, and $X^*_t$ given by

$$dX^*_t = \bar{\pi}^{\epsilon, \delta} \mu(Y_t, Z_t) \, dt + \bar{\pi}^{\epsilon, \delta} \sigma(Y_t, Z_t) \, dW_t. \quad (4.2)$$

We would like to compare asymptotically the performance of $\pi^{(0)} = \bar{\pi}^{0}$ with the one of $\bar{\pi}^{\epsilon, \delta}$ by looking at the approximations of $V^{\pi^{(0)}}$, $\bar{\pi}^{\epsilon, \delta}$ and $\tilde{V}_t^{\epsilon, \delta}$. For $V^{\pi^{(0)}}$, the rigorous result has been derived in Theorem 1.1. Thus, it remains to find approximations associated to $\bar{\pi}^{\epsilon, \delta}$ at a desired order. Note that $\bar{\pi}^{\epsilon, \delta}$ is a process rather than a function of $(t, x, y, z)$ as we do not restrict ourselves to work with Markovian strategies. This is also explicitly stated in the following.

**Assumption 4.1.** For a fixed choice of $(\bar{\pi}^0, \bar{\pi}^{(1,0)}, \bar{\pi}^{(0,1)}, \alpha, \beta)$, we require:

(i) The processes $\bar{\pi}^0_t$, $\bar{\pi}^{(1,0)}_t$ and $\bar{\pi}^{(0,1)}_t$ are adapted to the filtration $\mathcal{F}_t$ generated by the three Brownian motions $(W_t, W^Y_t, W^Z_t)$.

(ii) The strategy $\bar{\pi}^{\epsilon, \delta}$ is admissible.

(iii) The function $\mu(y, z)$ is at most polynomially growing.

(iv) The process $v^{(0)}(t, X^*_t, Z_t) = M(t, X^*_t; \bar{\pi}^{(0)}(Z_t))$ is in $L^4([0, T] \times \Omega)$ uniformly in $(\epsilon, \delta)$, i.e.,

$$\mathbb{E} \left[ \int_0^T \left( v^{(0)}(s, X^*_s, Z_s) \right)^4 \, ds \right] \leq C_2,$$

where $C_2$ is independent of $(\epsilon, \delta), Z_t$ follows (2.3), and $X^*_t$ follows (1.2).

The above assumptions are mainly to ensure that $\tilde{V}_t^{\epsilon, \delta}$ is well-defined, and heuristic expansions can be obtained. Once this is done, additional technical integrability conditions on $\bar{\pi}^{\epsilon, \delta}$ are needed, to rigorize the derivation. In order not to cut the presentation flow, we shall list them in Appendix A.

The first attempt of finding the approximation of $V^{\pi^{(0)}}$ is to use the PDE approach, as in the case of $V^{\pi^{(0)}}$. In order to do so, we indeed need to restrict $\bar{\pi}^{\epsilon, \delta}$ to feedback strategies, that is, $\bar{\pi}^0_t, \bar{\pi}^{(1,0)}_t$ and $\bar{\pi}^{(0,1)}_t$ are functions of $(t, X^*_t, Y_t, Z_t)$. Consequently $\tilde{V}_t^{\epsilon, \delta}$ becomes a function of $(t, x, y, z)$, and can be characterized by a PDE. Let $\mathcal{L}$ be the infinitesimal generator of the state processes $(X^*_t, Y_t, Z_t)$ with $X^*_t$ defined in (1.2), by definition $\tilde{V}_t^{\epsilon, \delta}$ satisfies:

$$\partial_t \tilde{V}_t^{\epsilon, \delta} + \mathcal{L} \tilde{V}_t^{\epsilon, \delta} = 0, \quad \tilde{V}_t^{\epsilon, \delta}(T, x, y, z) = U(x).$$

According to the powers of $\epsilon$ and $\delta$, one can rewrite the generator $\mathcal{L}$ as:

$$0 = \partial_t + \mathcal{L} = \frac{1}{\epsilon} \mathcal{L}_0 + \delta \mathcal{M}_2 + \sqrt{\alpha} \mathcal{L}_1 + \sqrt{\beta} \mathcal{M}_3 + \frac{1}{\sqrt{\epsilon}} \mathcal{L}_2 + \epsilon \alpha \mathcal{L}_3 + \epsilon \alpha \mathcal{L}_4 + \epsilon^{-1/2} \mathcal{L}_5 + \epsilon \alpha \mathcal{L}_6 + \epsilon \alpha \mathcal{L}_7 + \epsilon \alpha \mathcal{L}_8 + \epsilon \alpha \mathcal{L}_9,$$

where the operators are defined as (arguments of $\bar{\pi}^0, \bar{\pi}^{(1,0)}, \bar{\pi}^{(0,1)}$ are systematically omitted for brevity):

$$\mathcal{L}_1 = \rho_1 \alpha(y) \sigma(y, z) \bar{\pi}^{(0)} \partial_x \partial_y,$$

$$\mathcal{L}_3 = \mu(y, z) \bar{\pi}^{(1,0)} \partial_x + \sigma^2(y, z) \bar{\pi}^{(1,0)} \partial^2_x,$$

$$\mathcal{L}_5 = \rho_1 \alpha(y) \sigma(y, z) \bar{\pi}^{(1,0)} \partial_x \partial_y,$$

$$\mathcal{M}_4 = \mu(y, z) \bar{\pi}^{(0,1)} \partial_x + \sigma^2(y, z) \bar{\pi}^{(0,1)} \partial^2_x,$$

$$\mathcal{M}_6 = \sigma^2(y, z) \bar{\pi}^{(1,0)} \bar{\pi}^{(0,1)} \partial^2_x,$$

$$\mathcal{M}_8 = \rho_2 \sigma(y, z) g(z) \bar{\pi}^{(1,0)} \partial_x \partial_y.$$

The rigorous result has been derived in Theorem 1.1. Thus, it remains to find approximations associated to $\bar{\pi}^{\epsilon, \delta}$ at a desired order. Note that $\bar{\pi}^{\epsilon, \delta}$ is a process rather than a function of $(t, x, y, z)$ as we do not restrict ourselves to work with Markovian strategies. This is also explicitly stated in the following.
Observing that four scales $\epsilon^\alpha, \sqrt{\epsilon}, \delta^\beta, \sqrt{\delta}$ exist in (4.3), we propose the following ansatz

$$\tilde{V}^{\epsilon, \delta} = \tilde{v}^{(0)} + \sum_{i+j=1}^{n+1} \epsilon^{i\alpha} \delta^{j\beta} \tilde{v}^{(i\alpha, j\beta)} + \sqrt{\epsilon} v^{(1,0)} + \sqrt{\delta} v^{(0,1)} + \ldots,$$

(4.4)

where $n = \max(n_1, n_2)$ and $n_1$ (resp. $n_2$) is the largest integer satisfying $n_1\alpha < \frac{1}{2}$ (resp. $n_2\beta < \frac{1}{2}$). If one follows the derivation in our previous work [7, Section 4] where only the slow factor is considered, after having the ansatz, the next step is to identify the needed terms before $o(\sqrt{\epsilon} + \sqrt{\delta})$ in (4.4) and justify the expansion. While doing this, keep in mind that we need to compare it to the approximation of $V^{\pi^{(0)}, \epsilon, \delta}$, which is $v^{(0)} + \sqrt{\epsilon} v^{(1,0)} + \sqrt{\delta} v^{(0,1)} + O(\epsilon + \delta)$. In some cases, the comparison is difficult. Even for the cases that the comparison can be done, this process is lengthy and tedious by matching terms of all different orders. For instance, when $\alpha = \frac{1}{2}$ and $\beta = \frac{1}{2}$, the terms clearly before $o(\sqrt{\epsilon} + \sqrt{\delta})$ are

$$\tilde{v}^{(0)} + \epsilon^{\alpha} \tilde{v}^{(1,0)} + \delta^{\beta} \tilde{v}^{(0,1)} + \epsilon^{2\alpha} \tilde{v}^{(2,0)} + \epsilon^{\alpha} \delta^{\beta} \tilde{v}^{(2,1)} + \epsilon^{3\alpha} \tilde{v}^{(3,0)} + \sqrt{\epsilon} v^{(1,0)} + \sqrt{\delta} v^{(0,1)},$$

where $\tilde{v}^{1\alpha, 0\beta}$ and $\tilde{v}^{0\alpha, 1\beta}$ are identified zeros, and other terms can be characterized by effective equations. But it is impossible to compare every single terms above to $v^{(0)} + \sqrt{\epsilon} v^{(1,0)} + \sqrt{\delta} v^{(0,1)}$, the first order approximation of $V^{\pi^{(0)}, \epsilon, \delta}$. However, if one add the term $\delta^{\beta} \tilde{v}^{(0,2\beta)}$ to the above expression (although itself is $o(\sqrt{\epsilon} + \sqrt{\delta})$), and regroup it with $\epsilon^{2\alpha} \tilde{v}^{(2,0)} + \epsilon^{\alpha} \delta^{\beta} \tilde{v}^{(2,1)}$, one will be able to claim the sum is negative and of order $O(\epsilon^{2\alpha} + \delta^{2\beta})$. Consequently, we can claim $\pi^{(0)}$ outperforms at the order $\epsilon^{2\alpha} + \delta^{2\beta}$, and there is no need to analyze further terms (e.g. $\epsilon^{3\alpha} \tilde{v}^{(3,0)} + \sqrt{\epsilon} v^{(1,0)} + \sqrt{\delta} v^{(0,1)}$). As you can see, for just one case of $\alpha, \beta$, it is already quite tricky to do the comparison. As a result, in this section we shall present the optimality of $\pi^{(0)}$ by another approach: the epsilon-martingale decomposition method. One advantage of the epsilon-martingale decomposition method is the relaxation of the feedback form controls. As you have seen in the aforementioned assumptions on $\pi^{0, \epsilon, \delta}$, we do not require $\pi^{0, \epsilon, \delta}$ to be an explicit function of the states $(t, X_t, Y_t, Z_t)$, but rather a general adapted process, although we intend to compare it with $\pi^{(0)}$, which is of the Markovian type.

### 4.1 The Epsilon-Martingale Decomposition

The epsilon-martingale decomposition is an efficient tool to find approximations of martingales of interest in non-Markovian problems when small parameters are involved. Denote this martingale by $(\tilde{M}^\epsilon_t)_{t \in [0, T]}$ with respect to some filtration $(\mathcal{F}_t)_{t \in [0, T]}$, where $\delta$ represents the group of small parameters, then the method consists of making an ansatz $Q^\epsilon_t$ for $\tilde{M}^\epsilon_t$ in the form of a martingale plus something small (nonzero non-martingale part) with the right terminal condition. Then this ansatz is indeed the approximation to $V^\epsilon_t$ with an error that is of the order of the non-martingale part. More precisely, suppose one intends to find the approximation of $V^\epsilon_t$ at order $\sqrt{\delta}$ then it requires to decompose $Q^\epsilon_t$ as:

$$Q^\epsilon_t = M^\epsilon_t + R^\epsilon_t,$$

(4.5)

where $M^\epsilon_t$ is a martingale and $R^\epsilon_t$ is of order $o(\sqrt{\delta})$. Note that the term of order $\sqrt{\delta}$ will be absorbed in the martingale part $M^\epsilon_t$. Suppose we obtain such a decomposition (4.5), then, taking conditional expectation with respect to $\mathcal{F}_t$ on both sides of the equation $Q^\epsilon_t = M^\epsilon_t + R^\epsilon_t$ gives

$$V^\epsilon_t = \mathbb{E} \left[ Q^\epsilon_t | \mathcal{F}_t \right] = M^\epsilon_t + \mathbb{E} \left[ R^\epsilon_t | \mathcal{F}_t \right] = Q^\epsilon_t + \mathbb{E} \left[ R^\epsilon_t | \mathcal{F}_t \right] - R^\epsilon_t.$$

Since $R^\epsilon_t$ is of order $o(\sqrt{\delta})$, $Q^\epsilon_t$ is the approximation to $V^\epsilon_t$ up to $\sqrt{\delta}$. Therefore the above argument leads to the desired approximation result.

In our case, the martingale considered is $\tilde{V}^{\epsilon, \delta}$ defined in (4.4), and the desired order of $V^{\delta, \epsilon}$ is $o(\sqrt{\epsilon} + \sqrt{\delta})$ or $o(1)$ depending on the relation between $\pi^{(0)}$ and $\tilde{V}^{0}$. The derivation will be presented in the next section.

### 4.2 Asymptotics of $\tilde{V}^{\epsilon, \delta}$ and Proof of Theorem 1.2

In what follows, we shall derive the approximation of $\tilde{V}^{\epsilon, \delta}$. To shorten the length of expressions, we systematically omit the arguments $(t, X^t, Z_t)$ of the functions $v^{(0)}$, $v^{(1,0)}$ and $v^{(0,1)}$ when no confused is
introduced. Also, the claims on the true martingality and on the order of residual terms are guaranteed by Assumption \(A\). Since this is used through the derivation, we mentioned it at the beginning, and will not repeat this reasoning later on.

The order of approximation will depend on \(\bar{\pi}^0\) being identical to \(\pi^{(0)}\) or not. We first deal with the case \(\bar{\pi}^0 = \pi^{(0)}\). By the Itô’s formula applied to \(v^{(0)}(t, X^{\pi}_t, Z_t)\), we deduce

\[
dv^{(0)}(t, X^{\pi}_t, Z_t) = L_{t,x}(\lambda(Y_t, Z_t))\dv^{(0)} + \left(\frac{\alpha \bar{\pi}^{(1,0)}_t + \delta^\beta \bar{\pi}^{(0,1)}_t}{\pi_t^2} + \frac{\lambda(Y_t, Z_t)R(t, X_t; \lambda(Z_t)) }{\pi_t^2} \right) \mu(Y_t, Z_t)\dv^{(0)} + \frac{\lambda(Y_t, Z_t)R(t, X_t; \lambda(Z_t))}{\pi_t^2} \left(\frac{\alpha \bar{\pi}^{(1,0)}_t + \delta^\beta \bar{\pi}^{(0,1)}_t}{\pi_t^2} \right) \sigma(Y_t, Z_t)\dv^{(0)}
\]

where \(\tilde{M}^{(1)}_t\) is a martingale

\[
d\tilde{M}^{(1)}_t = \pi_t \sigma(Y_t, Z_t)\dv^{(0)} dW_t + \sqrt{\delta \rho g(Z_t)\dv^{(0)} dW_t^Z}.
\]

Using the relations \(L_{t,x}(\lambda(z))\dv^{(0)} = 0\), and the definitions of \(R(t, x; \lambda)\) and \(D_k\), one can simplify the above as

\[
dv^{(0)}(t, X^{\pi}_t, Z_t) = \frac{1}{2} \left(\lambda^2(Y_t, Z_t) - \bar{\lambda}^2(Z_t)\right) D_1 \dv^{(0)} + \sqrt{\delta \rho g(Z_t)\lambda(Y_t, Z_t) D_1 \dv^{(0)}}
\]

where \(\tilde{N}_t \sim \mathcal{O}(\epsilon^{2\alpha} + \delta \bar{\lambda}^2)\) is strictly decreasing and \(\tilde{R}^{(1)}\) is higher than order \(\sqrt{\epsilon} + \sqrt{\delta}\) defined by

\[
d\tilde{N}_t = \frac{1}{2} \left(\epsilon \alpha \bar{\pi}^{(1,0)}_t + \delta^\beta \bar{\pi}^{(0,1)}_t \right) \sigma^2(Y_t, Z_t)\dv^{(0)} dt,
\]

\[
d\tilde{R}^{(1)}_t = \delta M_2 \dv^{(0)} + \sqrt{\delta \rho g(Z_t)\lambda(Y_t, Z_t) D_1 \dv^{(0)}}
\]

Now it remains to find the epsilon-martingale decomposition for the first two terms in (4.3). To this end, we first analyze the term \(\left(\lambda^2(Y_t, Z_t) - \bar{\lambda}^2(Z_t)\right) dt\), which will be repeated used in the following derivation.

Recall the solution \(\theta(y, z)\) of the Poisson equation defined in Section 2.2, \(L_0 \theta(y, z) = \lambda^2(y, z) - \bar{\lambda}^2(z)\). Applying the Itô’s formula to \(\theta(Y_t, Z_t)\) and omit the arguments \((Y_t, Z_t)\) of \(\theta\) for the sake of length, one deduces

\[
d\theta(Y_t, Z_t) = \left[\frac{1}{\epsilon} L_0 \theta + \delta \mathcal{M}_2 \theta + \sqrt{\delta} \mathcal{M}_3 \theta\right] dt + \frac{1}{\sqrt{\epsilon}} a(Y_t) \partial_y \theta dW^Y_t + \sqrt{\delta \rho g(Z_t)\partial_z \theta dW^Z_t},
\]

where we recall that \(L_0\) and \(\mathcal{M}_2\) are infinitesimal generators of \(Y^{(1)} \equiv Y_t\), and \(Z^{(1)} \equiv Z_{t/\delta}\) and \(\mathcal{M}_3 = \rho_{12} a(y) g(z) \partial_y \partial_z\). Therefore,

\[
\left(\lambda^2(Y_t, Z_t) - \bar{\lambda}^2(Z_t)\right) dt = \epsilon d\theta - \left[\epsilon \delta \mathcal{M}_2 \theta + \sqrt{\epsilon \delta \mathcal{M}_3 \theta}\right] dt - \sqrt{\epsilon a(Y_t) \partial_y \theta dW^Y_t} - \epsilon \sqrt{\delta \rho g(Z_t)\partial_z \theta dW^Z_t}.
\]

Then the first term in (4.3) is computed as follows

\[
\frac{1}{2} \left(\lambda^2(Y_t, Z_t) - \bar{\lambda}^2(Z_t)\right) D_1 \dv^{(0)} dt = \frac{\epsilon}{2} D_1 \dv^{(0)} d\theta - \frac{1}{2} d\tilde{R}^{(2)}_t - \frac{1}{2} d\tilde{M}^{(2)}_t,
\]

where \(\tilde{R}^{(2)}_t\) is again of order \(o(\sqrt{\epsilon} + \sqrt{\delta})\) and \(\tilde{M}^{(2)}_t\) is a true martingale defined by

\[
d\tilde{M}^{(2)}_t = \sqrt{\epsilon a(Y_t) \theta_d} D_1 \dv^{(0)} dW^Y_t + \epsilon \sqrt{\delta \rho g(Z_t)\theta_d D_1 \dv^{(0)} dW^Z_t}.
\]
For the term $D_1 v^{(0)} \, d\theta$, we use the product rule $d \left( D_1 v^{(0)} \theta \right) = D_1 v^{(0)} \, d\theta + \theta \, dD_1 v^{(0)} + d \left( D_1 v^{(0)} \, \theta \right)_t$ and obtain

$$
\frac{\epsilon}{2} D_1 v^{(0)} \, d\theta = -\sqrt{\epsilon} \rho_1 B(Z_t) D_1^2 v^{(0)} \, dt \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{R}_t^{(3)} \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{M}_t^{(3)},
$$

(4.8)

with

$$
d\tilde{R}_t^{(3)} = \epsilon \left( \frac{D_1 v^{(0)}}{2} \right) - \sqrt{\epsilon} \rho_1 B(Z_t) D_1^2 v^{(0)} \, dt \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{R}_t^{(3)} \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{M}_t^{(3)}.
$$

Now recall that the first order correction in the fast variable $v^{(1,0)}$, defined in (2.12) satisfies $L_{t,x}(\tilde{\lambda}(z)) v^{(1,0)} = \frac{1}{2} \rho_1 B(z) D_1^2 v^{(0)}$, therefore

$$
dv^{(1,0)}(t, X_t^\pi, Z_t) = \frac{\sqrt{\epsilon}}{2} \rho_1 B(Z_t) D_1^2 v^{(0)} \, dt \pm d\tilde{R}_t^{(4)} \pm d\tilde{M}_t^{(4)},
$$

(4.9)

where

$$
d\tilde{R}_t^{(4)} = \sqrt{\epsilon} \left( \frac{D_1 v^{(0)}}{2} \right) \mu(Y_t, Z_t) v^{(1,0)} \, dt \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{R}_t^{(4)} \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{M}_t^{(4)}.
$$

The second term in (4.10) is taken care of by the first order correction in the slow variable $v^{(0,1)}$, which satisfies $L_{t,x}(\tilde{\lambda}(z)) v^{(0,1)} = -\rho_2 \tilde{\lambda}(z) g(z) D_1 v^{(0)}$; see (2.13). Applying the Itô's formula to $v^{(0,1)}(t, X_t^\pi, Z_t)$ yields

$$
dv^{(0,1)}(t, X_t^\pi, Z_t) = \sqrt{\epsilon} \rho_2 g(Z_t) \lambda(Y_t, Z_t) D_1 v^{(0)} \, dt \pm d\tilde{R}_t^{(5)} \pm d\tilde{M}_t^{(5)},
$$

(4.10)

with

$$
d\tilde{R}_t^{(5)} = \sqrt{\epsilon} \left( \frac{D_1 v^{(0)}}{2} \right) \mu(Y_t, Z_t) v^{(0,1)} \, dt \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{R}_t^{(5)} \pm \frac{1}{2} \sqrt{\epsilon} \, d\tilde{M}_t^{(5)}.
$$

Now, define the function $Q(t, x, z)$ by

$$
Q(t, x, z) = v^{(0)}(t, x, z) + \sqrt{\epsilon} v^{(1,0)}(t, x, z) + \sqrt{\epsilon} v^{(0,1)}(t, x, z),
$$
whose terminal condition is \( Q(T, x, z) = v(0)(T, x, z) = U(x) \). Combining equation (4.6), (4.7), (4.8), and (4.10), we deduce
\[
dQ(t, X^*_t, Z_t) = d\tilde{R}_t + d\tilde{M}_t + d\tilde{N}_t,
\]
where \( \tilde{R}_t \) is of order \( o(\sqrt{\epsilon + \sqrt{\delta}}) \), and \( \tilde{M}_t \) is a true martingale given by
\[
d\tilde{R}_t = d\tilde{R}_t^{(1)} - \frac{1}{2} d\tilde{R}_t^{(2)} + \frac{1}{2} d\tilde{R}_t^{(3)} + d\tilde{R}_t^{(4)} + d\tilde{R}_t^{(5)},
\]
\[
d\tilde{M}_t = d\tilde{M}_t^{(1)} - \frac{1}{2} d\tilde{M}_t^{(2)} + \frac{1}{2} d\tilde{M}_t^{(3)} + d\tilde{M}_t^{(4)} + d\tilde{M}_t^{(5)}.
\]
The above claims on the order of \( \tilde{R}_t \) and on the true martingality of \( \tilde{M}_t \) are justified by integrability conditions required in Assumption [A.1], estimates of \( v(0) \) listed in [7, Proposition 3.7], and growth conditions of various functions. Finally we conclude
\[
\tilde{V}^{c, \delta}_t = \mathbb{E}[U(X^*_T)|\mathcal{F}_t] = \mathbb{E}[Q(T, X^*_T, Z_T)|\mathcal{F}_t]
\]
where last step is by the monotonicity of \( \tilde{N}_t \).

In the case that \( \bar{\pi}^0 \neq \pi^0 \), similar derivation brings
\[
dv^{(0)}(t, X^*_T, Z_t) = L_{t,x}(\lambda(Y_t, Z_t), v^{(0)}) dt + \frac{1}{2} (\pi_t - \pi^0)^2 \sigma^2(Y_t, Z_t) v^{(0)}_{xx} dt + \delta M_2 v^{(0)} dt
\]
\[
+ \sqrt{\delta} \rho_2 g(Z_t) \pi_t \sigma(Y_t, Z_t) v^{(0)}_{x} dt + \pi_t \sigma(Y_t, Z_t) v^{(0)}_x dW_t + \sqrt{\delta} g(Z_t) v^{(0)}_z dW_t^Z
\]
\[
= d\tilde{R}_t + d\tilde{N}_t + d\tilde{M}_t,
\]
where \( \tilde{R}_t \) is of order \( O(\sqrt{\epsilon + \sqrt{\delta}}) \), \( \tilde{M}_t \) is a true martingale and \( \tilde{N}_t \) is strictly decreasing and of order one:
\[
d\tilde{R}_t = \frac{1}{2} (\lambda^2(Y_t, Z_t) - \bar{X}^2(Z_t)) D_1 v^{(0)} dt + \delta M_2 v^{(0)} dt + \sqrt{\delta} \rho_2 g(Z_t) \pi_t \sigma(Y_t, Z_t) v^{(0)}_x dt,
\]
\[
d\tilde{N}_t = \frac{1}{2} (\pi_t - \pi^0)^2 \sigma^2(Y_t, Z_t) v^{(0)}_{xx} dt,
\]
\[
d\tilde{M}_t = \pi_t \sigma(Y_t, Z_t) v^{(0)}_x dW_t + \sqrt{\delta} g(Z_t) v^{(0)}_z dW_t^Z.
\]
Therefore in this case,
\[
\tilde{V}^{c, \delta}_t = \mathbb{E}[U(X^*_T)|\mathcal{F}_t] = \mathbb{E}[v^{(0)}(T, X^*_T, Z_T)|\mathcal{F}_t]
\]
where last step is by the monotonicity of \( \tilde{N}_t \).

The inequality in Theorem 1.2 is a consequence of the two approximation results of \( V^{\pi^{(0)}, c, \delta} \) and \( \tilde{V}^{c, \delta} \). By comparing the approximation of \( V^{\pi^{(0)}, c, \delta} \) given in Theorem 1.1 with the definition of \( Q(t, x, z) \), we deduce
\[
V^{\pi^{(0)}, c, \delta}(t, x, y, z) = Q(t, x, z) + O(\epsilon + \delta).
\]
Now, compare it with the two inequalities (4.11) and (4.12), and observing that \( \frac{\tilde{N}_T - \tilde{N}_t}{\sqrt{\epsilon + \sqrt{\delta}}} \) and \( \frac{\tilde{X}_T - \tilde{X}_t}{\sqrt{\epsilon + \sqrt{\delta}}} \) are negative no matter what values \( \alpha \) and \( \beta \) take, we have the desired result.

5 Conclusion

In this paper, we study the portfolio optimization problem in multiscale stochastic environment when the investor’s utility is general. Motivated by recent empirical studies [8], the return and volatility of
the underlying asset are modeled by functions of both fast and slow time scales. We first analyze the performance of a zeroth order strategy proposed in [9], and give a rigorous approximation of the value process associated to this strategy, up to the first order. Then we compare its performance to any admissible strategy of a specific form. The comparison is made up to a certain order, thus we call this result asymptotic optimality. The first part is done by applying the singular and regular perturbation techniques to a linear PDE; while the second part, we employ the epsilon-martingale decomposition method, which not only simplifies the derivation, but also extends the analysis to non-Markovian strategies. We comment that our results partially answer the question [11.1] by giving a suboptimal strategy via analyzing the associated linear PDE, although a full optimality result will require to work with viscosity solutions of the HJB equation. It is also of the authors’ interest to extend the analysis to fractional multiscale environment, motivated by the recent studies [10].

Appendix

A Additional Assumptions in Section 4

This set of assumptions is used to establish the approximation accuracy [11.1] (resp. [11.2]) to \( \tilde{V}_{\epsilon, \delta} \) defined in [4.1]. To be specific, these assumptions will ensure that \( \tilde{M}_t \) (resp. \( \tilde{M}_t \)) is a true martingale and that \( \tilde{R}_t \) (resp. \( \tilde{R}_t \)) is of order \( o(\sqrt{\epsilon} + \sqrt{\delta}) \) (resp. \( O(\sqrt{\epsilon} + \sqrt{\delta}) \)).

Assumption A.1. Let \( \pi_{\epsilon, \delta} = \tilde{\pi}^0 + \epsilon \tilde{\pi}^{(1,0)} + \delta \tilde{\pi}^{(0,1)} \) be the trading strategy to compare with, and recall that \( X_s \) is the wealth process generated by this strategy \( \pi = \pi_{\epsilon, \delta} \) as defined in [4.2]. In order to condense the notation, we systematically omit the arguments \((s, X_s, Z_t)\) of \( v^{(0)} \), \( v^{(1,0)} \) and \( v^{(0,1)} \) and the argument \((Y_t, Z_t)\) of \( \mu \) and \( \sigma \) in what follows. According to the different cases, we further require:

(i) If \( \tilde{\pi}^0 = \pi^{(0)} \), the quantities below, for any \( t \in [0, T] \), are uniformly bounded in \( (\epsilon, \delta) \):

\[
\begin{align*}
E \int_0^T \left( \sigma \pi^{(1,0)} v_x^{(0)} \right)^2 ds, & \quad E \int_0^T \left( \sigma \pi^{(0,1)} v_x^{(0)} \right)^2 ds, \quad E \int_0^T \left( \sigma^2 \pi^{(1,0)} v_x^{(0)} \right)^2 ds, \\
E \int_0^T \left( \pi^{(1,0)} v_x^{(0)} \right)^2 ds, & \quad E \left[ \int_0^T \pi^{(1,0)} v_x^{(0)} ds \right], \quad E \left[ \int_0^T \pi^{(0,1)} v_x^{(0)} ds \right], \\
E \left[ \int_0^T \pi^{(1,0)} R(s, X_s) v_x^{(0)} ds \right], & \quad E \left[ \int_0^T \pi^{(0,1)} R(s, X_s) v_x^{(0)} ds \right], \\
E \left[ \int_0^T \pi^{(1,0)} v_x^{(0)} ds \right], & \quad E \left[ \int_0^T \pi^{(0,1)} v_x^{(0)} ds \right], \\
E \left[ \int_0^T \pi^{(1,0)} R(s, X_s) v_x^{(0)} ds \right], & \quad E \left[ \int_0^T \pi^{(0,1)} R(s, X_s) v_x^{(0)} ds \right].
\end{align*}
\]

(ii) If \( \tilde{\pi}^0 \neq \pi^{(0)} \), we require \( E \int_0^T \left( \sigma \pi v_x^{(0)} \right)^2 ds \) to be uniformly bounded in \( \epsilon \) and \( \delta \).
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