Experimental verification of the work fluctuation-dissipation relation for information-to-work conversion
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We study experimentally work fluctuations in a Szilard engine that extracts work from information encoded as the occupancy of an electron level in a semiconductor quantum dot. We show that as the average work extracted per bit of information increases towards the Landauer limit \( k_B T \ln 2 \), the work fluctuations decrease in accordance with the work fluctuation-dissipation relation. We compare the results to a protocol without measurement and feedback and show that when no information is used, the work output and fluctuations vanish simultaneously contrasting the information-to-energy conversion case where increasing amount of work is produced with decreasing fluctuations. Our work highlights the importance of fluctuations in the design of information-to-work conversion processes.

When considering thermodynamic processes at the microscale, where thermal and quantum fluctuations play a dominant role, one faces the challenge of describing work and heat as stochastic quantities. Understanding and characterising their statistics has become an active area of research, and is one of the main aims of the fields of stochastic and quantum thermodynamics [1–5]. The exact form of heat and work distributions highly depends on the specific protocol in question. The situation considerably simplifies when considering finite-time processes where the system remains close to the instantaneous equilibrium state (i.e., in the linear-response regime with respect to the driving speed) [6–14]. In this case, and when no quantum coherence is generated along the process, the work distribution takes a Gaussian shape [7, 9, 13], with its first and second moments related through the work fluctuation-dissipation relation (FDR) [15–18]:

\[
W_{\text{diss}} = \frac{1}{2k_B T} \sigma_W^2. \tag{1}
\]

Here, \( T \) is the temperature of the surrounding environment, \( k_B \) is Boltzmann’s constant, \( W_{\text{diss}} \) is the average dissipated work along the process:

\[
W_{\text{diss}} := \langle W \rangle - \Delta F, \tag{2}
\]

i.e., the difference between the mean work \( \langle W \rangle \) performed to the system and the change in equilibrium free energy \( \Delta F \), and finally \( \sigma_W^2 \) is the variance of the work distribution. The work FDR is a central result in stochastic thermodynamics: it implies that near equilibrium dissipation comes inevitably accompanied by fluctuations, and conversely that optimal protocols minimising dissipation will automatically also minimise fluctuations [8, 19]. The FDR also plays a crucial role in the estimation of equilibrium free energy differences through measurements of non-equilibrium processes [20, 21].

The main goal of this article is to experimentally validate the fundamental relation Eq. (1) by using an electronic system. For that, we consider one of the most relevant thermodynamic processes at the nanoscale: the conversion of information into work. Inspired by the Szilard engine, we implement an information engine which uses one bit of information (an extra electron being located on the quantum dot or not) to extract work \( W_{\text{ext}} \equiv -W \) from a thermal reservoir at temperature \( T \). This cycle and its inverse, the so-called Landauer erasure, has been extensively studied in the literature, both theoretically [22–33] and experimentally [34–39]. It is well known that the average extractable work is bounded by \( \langle W_{\text{ext}} \rangle \leq k_B T \ln 2 \), which can only be reached for infinitesimally slow processes - the so-called Landauer limit. Previous experimental influential works have successfully managed to approach this limit to a high degree in various platforms at the level of average work [34–39]. In contrast, here we focus our attention on the behaviour of work fluctuations, and in particular show how Eq. (1) is satisfied as the Landauer limit is approached. As predicted from the FDR, our results clearly demonstrate a decrease in work fluctuations as the dissipation is minimised by increasing the operation cycle time of the engine. Therefore, the information about the electron’s position can be exploited to extract work in an almost-deterministic fashion. To contrast this information-to-work process, we consider a cyclic process where no information on the electron’s position is available. In this case, we also observe that both work fluctuations and dissipation decrease according to (1) as the operating time of the cycle increases. However, the average extracted work always remains negative, \( \langle W_{\text{ext}} \rangle \leq 0 \) and approaches zero for long cycle times, in agreement with the second law of thermodynamics. This contrasts the information engine that provides a positive finite work output with fluctuations vanishing towards long cycle times.
Our device is based on a semiconductor quantum dot which allows for the manipulation of discrete energy levels as opposed to the metallic system used in Ref. 38. This work thus provides an experimental insight into the nature of thermodynamic fluctuations in nanoscale systems as well as an alternative platform to study information-to-work conversion with high efficiency.

Set-up. Our device is shown in Figure 1a). It consists of a quantum dot (QD) system formed with polytypes in an InAs nanowire [40–43]. The bit of information we use in our experiment is encoded in the occupancy of an electronic state in the leftmost QD (QD1). The state is at discrete energy level $E$ which we drive using the plunger gate voltage $V_{g1}$ with the lever arm $\alpha = 1.7 \times 10^4 k_B T/V$. The rightmost QD is voltage biased with $V_b$ and used as an electrometer which detects the occupancy $n$ of the state [44, 45] through the current $I_d$ as shown in Figure 1b). Meanwhile, the middle QD is put in Coulomb blockade allowing tunneling from QD1 only to the left electronic reservoir. As in Refs. 38, 46, 47, our experiment is performed in a regime where $n \in \{0, 1\}$ (i.e., the QD1 has an extra electron or not). $n$ switches whenever an electron tunnels between QD1 and the left-most fermionic reservoir at temperature $T = 100$ mK, given by the cryostat temperature. The tunneling occurs with the rates $\Gamma_{\text{in}} = \Gamma_0(1 + bE)f(E)$ and $\Gamma_{\text{out}} = 2\Gamma_0(1 + bE)(1 - f(E))$ where $\Gamma_0 = 64$ Hz and $b = 0.025/k_B T$ were determined using a feedback protocol developed in Ref. 48, and $f(E) = 1/\{1 + e^{\beta(E)}\}$ is the Fermi-Dirac distribution. The average occupancy $p(t)$ of the QD state is then governed by the rate equation:

$$p(t) = \Gamma_{\text{in}}(1 - p(t)) - \Gamma_{\text{out}} p(t).$$

Finite-time thermodynamics and work fluctuation-dissipation relation. In the experiment, we consider protocols where the energy $E(t)$ is driven linearly from $E(0) \equiv E_i$ to $E(\tau) \equiv E_f$ for a time $\tau$. Work $W$ is performed on the system whenever $n(t) = 1$ during the drive, i.e., $W = \int_0^\tau dt n(t) \dot{E}(t)$. Note that work is a stochastic quantity due to fluctuations in $n(t)$ [1–5]. Sufficient repetitions of the protocol enables us to obtain the work probability distribution $P(W)$ experimentally. Its first moment is given by $\langle W \rangle = \int_0^\tau dt p(t) \dot{E}(t)$, and we refer to the second moment as $\sigma_W^2$.

The average work can be decomposed into a reversible and irreversible contribution: $\langle W \rangle = \Delta F + W_{\text{diss}}$ [1–5]. Here, $\Delta F$ is the change of equilibrium free energy:

$$\Delta F = \int_0^\tau dt p^{\text{eq}}(t) \dot{E}(t) = \frac{1}{\beta} \ln \left( \frac{Z_1}{Z_f} \right),$$

where $p^{\text{eq}}(t) = 1/(1 + 2e^{\beta E(t)})$ is the instantaneous equilibrium state, and $Z_x = 1 + 2e^{-\beta E_x}$ with $x = i, f$. The dissipated work $W_{\text{diss}}$ is instead given by (see Appendix for a detailed derivation):

$$W_{\text{diss}} = \beta \int_0^\tau dt \left[ 1 - p^{\text{eq}}(t) \right] p^{\text{eq}}(t) \dot{E}(t)^2 / \Gamma(t) + O \left( \frac{1}{\tau \Gamma_0} \right)^2$$

where we have introduced $\Gamma(t) = \Gamma_0(1 + bE(t))$. In Eq. (5) we have neglected contributions of order $(\tau \Gamma_0)^{-2}$, which is well justified in the experiment for $\tau \gtrsim 1$ s (for $\tau = 1$ s we have: $1/\tau \Gamma_0 \approx 0.16$). On the other hand, in the Appendix, we show that work fluctuations satisfy $\sigma_{W}^2 = 2W_{\text{diss}} / \beta + O(\Gamma_0 \tau)^{-2}$. That is, the FDR is satisfied at order $1/\tau \Gamma_0$, which is in agreement with the more general considerations of Refs. 17 and 18. The regime where $W_{\text{diss}}$ (and $\sigma_W^2$) decay with $1/\tau$ is often known in the literature as the low-dissipation regime, see e.g. Refs. 49–54.

Information-to-work conversion. The device is operated as a Szilard engine and extracts work using the protocols developed in Ref. 38 and shown in Figure 2a). The protocol consists of three steps:

1. The QD is set to the condition of Figure 1b) where there is an equal chance to have $n = 0$ and $n = 1$, which occurs for a doubly spin-degenerate energy level when $E = -k_B T \ln 2$.

2. A measurement of $n$ is made. This provides one bit
of information, which is used to extract work.

3. Depending on the measurement outcome, one of two feedback cycles is applied using $V_{q1}$ (the top and bottom panels of Figure 2a) show example realizations of the two choices):

(a) If $n = 0$, the level is rapidly raised by amplitude $A = +6k_BT$. This process does no work to the system as the energy level is empty. The energy level is then slowly ramped down to the starting point for a time $\tau$, extracting at most $\langle W_{ex} \rangle = k_BT \ln 2$.

(b) If $n = 1$, the level is instead lowered by the drive amplitude, extracting $6k_BT$ of work and locking the state in $n = 1$. While ramping the energy back up, on average $\langle W \rangle \geq 6k_BT - k_BT \ln 2$ of work is performed to the system.

In both cases, the total amount of average work extracted in the cycle is bounded by $\langle W_{ex} \rangle \leq k_BT \ln 2$. This limit can only be achieved in the ideal reversible limit, but finite-time implementations lead to both dissipation $W_{\text{diss}}$ and fluctuations $\sigma_{W}^{2}$ as seen in the experimental data and supported by theory:

- We consider the performance of the information-to-work protocol for different times $\tau$, which we vary between 0.25 s and 5 s. Figure 2b) shows how the distribution of extracted work changes as $\tau$ is increased. In the short time limit, there is a large peak at $W_{ex} = 0$ which arises from instances where no tunneling events had time to occur. As the drive is made slower, these cases become less likely and the distribution starts forming a Gaussian distribution approaching the Landauer limit $k_BT \ln 2$. As we approach this limit, the distribution also sharpens, and the work FDR also becomes valid, as demonstrated in Figs. 2c)-d) 1: Figure 2c) shows the quantities of each side of Eq. (1) plotted against each other. The points line up with the diagonal, indicating that the work FDR does indeed hold. Furthermore, as seen in Figure 2d), both $\sigma_{W}^{2}$ and $W_{\text{diss}}$ follow a $1/\tau$-dependence given by the analytical expression Eq. (5). In general, we observe very good agreement between theory and simulations. However, with largest $\tau$'s, $\sigma_{W}^{2}$ saturates in the experiment. This arises from offset charge drifts nearby QD1 that we observed to change at these time scales.

- We now contrast the information-to-work conversion results with a protocol where no information is involved. The protocol is presented in Figure 3a). Like the Szilard engine case, it also starts at $E = -k_BT \ln 2$ with a 50% chance of QD1 being occupied. However, instead of making a measurement and quickly driving the level, it is slowly ramped down by the drive amplitude $2.5k_BT$ and then slowly ramped back up. On average, this protocol only creates dissipation since the initial and final states are the same, hence $\Delta F = 0$ in Eq. (2), which

\[ W_{\text{diss}} = k_BT \ln 2 - W. \]

\[ \sigma_{W}^{2} = \left( \frac{\ln 2}{T} \right)^{2}. \]

\[ \exp \left( -\frac{W}{k_BT} \right) \]

\[ \exp \left( -\frac{W}{k_BT} \right). \]

1 An important remark is that in order to study the work FDR, we focus only on instances where the correct feedback drive was applied. There is a possibility that an electron tunnels between the measurement is made and the feedback is applied, which gives rise to a second distribution centered around $k_BT(\ln 2 - 6)$. In this particular experiment, the error rate was roughly 3%, but we expect to see fewer errors if the device is run in a regime with slower tunnelling rates.
FIG. 3. a) Top panel: The detector signal \( I_d \) during the dissipative drive protocol, which is shown in the bottom panel. 
b) The work distribution of the 2.5\( k_B T \) dissipative drive for total protocol lengths 0.5 s (top), 2 s and 4 s (bottom) together with what is expected theoretically (purple). The orange line is the mean of the distribution which in this case is equal to \( W_{\text{diss}} \). The black line is drawn at \( W = 0 \) to help guide the eye. 
c) The two sides of Eq. (1) plotted against each other, for protocol lengths between 0.5 s and 4 s. The orange diagonal is given by expression (5), which is obtained analytically in the slow-driving limit, and from which the FDR directly follows (see details in Appendix). 
d) The same quantities as in c), but now plotted against the protocol length.

is why we refer to it as the dissipative drive. In this case, \( W_{\text{diss}} = \langle W \rangle \). The drive period \( \tau \) is varied between 0.5 s and 4 s, and Figure 3b) shows the work distribution in those limits as well as an intermediate case. It is clear that as the drive slows down, \( \langle W \rangle \rightarrow 0 \), while the distribution also sharpens up, in accordance with the FDR. The validity of the FDR for this cycle is shown in Figs. 3c-d), again finding very good agreement with experiment and theory expectations. Figure 4 summarizes the results for all protocols tested. This includes the previously discussed information-to-energy conversion drive and the 2.5\( k_B T \) dissipative drive as well as an additional dissipative drive with a 6\( k_B T \) amplitude. All points follow Eq. (1), except the longest drives where the fluctuations saturate due to the offset charge drifts. These results encapsulate the main finding of this article: the experimental verification of the fundamental thermodynamic relation Eq. (1) at the level of a single-electron quantum dot.

Conclusions. In summary, we experimentally verified the work FDR for an information-to-work engine, implemented in a semiconductor quantum dot system. In agreement with the FDR, we observed a sharpening of the work distribution as the Landauer or reversible limit is approached. This implies that \( k_B T \ln 2 \) can be extracted almost deterministically from one bit of information (the electron’s position in the dot). We contrasted these results with a process where no information about the electron was used. In this case, we also observed a decrease of dissipation accompanied by a decrease in fluctuations, but no work could be extracted on average.

Overall, our results highlight that the fundamental thermodynamic relation Eq. (1) is valid at the level of a single electron. These measurements constitute the first steps of studying information-to-work conversion using semiconductor quantum dots. Similar devices could be used to study, for instance, optimal protocols for information-to-work conversion [33, 55–59], as well as thermodynamic uncertainty relations [60]. Another future direction of interest is to, instead of inferring work output from the QD occupation, use information to generate a current and measure the work output directly [61].

FIG. 4. The quantities in the work FDR in equation 1 plotted against each other for the information conversion protocol (purple) and the two dissipative protocols (blue, 6\( k_B T \) as diamonds and 2\( k_B T \) as triangles). To make the points easier to visually separate, the axes are logarithmic.
Finally, a longer-term challenge is to experimentally show violations of the work FDR Eq. (1) due to the presence of quantum coherence, as theoretically predicted in Ref. 18.
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Appendix A: Derivation of the FDR

For completeness, here we add a proof of the work FDR for the driven quantum dot. The results follow from the general considerations of Refs. 17, 18, but provide a more explicit derivation for the specific setting considered.

Recall that we consider a quantum dot with a two-fold degenerate energy level $E(t)$ that is driven for a time $t \in [0, \tau]$, which is in contact with a thermal fermionic reservoir. It is convenient to express the quantities of interest as $x_s \equiv x(s\tau)$ with $s \in (0, 1)$. In terms of the renormalised variables, the equation of motion reads:

$$\frac{1}{\tau} \dot{p}_s = \Gamma_s (p^\text{eq}_s - p_s)$$  \hspace{1cm} (A1)

with $\dot{q}_s = dq_s/ds$, and where we introduced $\Gamma_s = \Gamma_0 (1 + b E_s)$ and $p^\text{eq}_s = 1/(1 + 2e^{\beta(E_s)})$.

The stochastic variable $n_s \in \{0, 1\}$ determines whether the dot is occupied or not at time $s \tau$. Hence, $\mathcal{E}[n_s] = p_s$ where $\mathcal{E}[\cdot]$ denotes averaging over all trajectories. The work extracted in a given trajectory reads: $W = \int_0^\tau ds \ n_s \dot{q}_s$. The average work is given by

$$\langle W \rangle = \mathcal{E}[W] = \int_0^1 ds \ \mathcal{E}[n_s] \dot{q}_s = \int_0^1 ds \ p_s \dot{q}_s. \hspace{1cm} (A2)$$

On the other hand, the work fluctuations read

$$\sigma^2_W = \mathcal{E}[W^2] - (\mathcal{E}[W])^2$$ \hspace{1cm} (A3)

with $\mathcal{E}[W^2] = \int_0^1 ds \ \int_0^1 dt \ \mathcal{E}[n_s n_t] \dot{q}_s \dot{q}_t$. For $t \geq s$, $\mathcal{E}[n_s n_t]$ is given by $\mathcal{E}[n_s n_t] = p_{t|s}$, where $p_{t|s}$ is the conditional probability of having $n_t = 1$ given that $n_s = 1$ at time $s < t$ (this ensures that the product $n_t n_s$ is non-zero). Hence we have $\mathcal{E}[W^2] = \int_0^\tau dt \ \int_0^t ds \ p_s \Gamma_s E_s \dot{q}_s \dot{q}_t$, and also:

$$\sigma^2_W = 2 \int_0^\tau dt \ \int_0^t ds \ p_s (p_{t|s} - p_t) \dot{q}_s \dot{q}_t$$ \hspace{1cm} (A4)

for the work fluctuations. In principle, both $\langle W \rangle$ and $\sigma^2_W$ can be computed exactly by solving the differential equation (A1). We obtain the formal solutions:

$$p_s = p_0 e^{-\tau \int_0^s \Gamma_y \ dy} + \tau \int_0^s e^{-\tau \int_y^s \Gamma_y \ dy} \Gamma_x p^\text{eq}_x \ dx. \hspace{1cm} (A5)$$

and

$$p_{t|s} = e^{-\tau \int_s^t \Gamma_y \ dy} + \tau \int_s^t e^{-\tau \int_y^t \Gamma_y \ dy} \Gamma_x p^\text{eq}_x \ dx. \hspace{1cm} (A6)$$

In order to obtain the FDR, we are interested in obtaining $\langle W \rangle$ and $\sigma^2_W$ analytically in the slow driving regime, i.e., at leading order in $1/\tau$. We proceed differently for each term. For $\langle W \rangle$, it is convenient to solve the differential equation (A1) perturbatively for $1/\tau$ by introducing the expansion: $p_s = p_s^{(0)} + \tau p_s^{(1)} + \ldots$ \hspace{1cm} [62] (see also Refs. 56, 62–65). At zeroth order ($1/\tau = 0$), we simply find the equilibrium solution $p_s^{(0)} = p^\text{eq}_s$. At first order, we have $p_s^{(1)} = -

$$p_s = p^\text{eq}_s - \frac{1}{\tau \Gamma_s} p^\text{eq}_s + O \left( \frac{1}{\tau \Gamma_0} \right)^2$$ \hspace{1cm} (A7)
where we used \( p_s^\text{eq} = 1/(1 + 2e^{\beta(E_s)}) \) in the second line. Plugging this solution into (A2), we obtain:

\[
(W) = \Delta F + \frac{\beta}{\tau} \int_0^1 ds \left( 1 - p_s^\text{eq} \right) p_s^\text{eq} \frac{\dot{E}_s^2}{\Gamma_s} + O \left( \frac{1}{\tau \Gamma_0} \right) \tag{A8}
\]

with \( \Delta F = \int_0^1 ds \ p_s^\text{eq} \dot{E}_s \). Obtaining \( \sigma_W^2 \) at leading order in \( 1/\tau \) is more subtle, and we have to proceed differently. The underlying reason is that the perturbative solution (A7) disregards the memory of initial condition (which decays exponentially with time). This is well justified for \( p_s \) away from \( s = 0 \), but not for \( p_{t|s} \) where the regime \( t \approx s \) is the most relevant one. Instead, we can expand directly the formal solution (A6) around \( s = t \), obtaining at leading order:

\[
p_{t|s} = e^{-\tau \Gamma_t (t-s)} + \tau \int_s^t e^{-\tau \Gamma_t (t-x)} \Gamma_t p_s^\text{eq} dx + O \left( (t-s)e^{-\tau \Gamma_0 (t-s)} \right)
\]

\[
= p_t^\text{eq} + e^{-\tau \Gamma_t (t-s)} (1 - p_t^\text{eq}) + O \left( (t-s)e^{-\tau \Gamma_0 (t-s)} \right) \tag{A9}
\]

Plugging this expression into (A4), and consistently expanding around \( s = t \), we obtain:

\[
\sigma_W^2 = 2 \int_0^\tau dt \ p_t^\text{eq} (1 - p_t^\text{eq}) \frac{\dot{E}_t^2}{\Gamma_t} \int_0^t \left[ e^{-\tau \Gamma_t (t-s)} + O \left( (t-s)e^{-\tau \Gamma_0 (t-s)} \right) \right] ds
\]

\[
= 2 \frac{\tau}{\tau} \int_0^\tau dt \ p_t^\text{eq} (1 - p_t^\text{eq}) \frac{\dot{E}_t^2}{\Gamma_t} + O \left( \frac{1}{\tau \Gamma_0} \right)^2 . \tag{A10}
\]

This provides the desired result:

\[
W_{\text{diss}} = \frac{\beta}{2} \sigma_W^2 + O \left( \frac{1}{\tau \Gamma_0} \right)^2 . \tag{A11}
\]