Quantum tunneling of a single semifluxon in a 0-π Josephson junction
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We consider a symmetric 0-π Josephson junction of length L, which classically can be in one of two degenerate ground states ↑ or ↓, corresponding to supercurrents circulating clockwise or counterclockwise around the 0-π boundary. When the length L of the junction becomes smaller than the Josephson penetration depth λJ, the system can switch from one state to the other due to thermal fluctuations or quantum tunneling. We map this problem to the dynamics of a single particle in a periodic double well potential and estimate parameters for which macroscopic quantum coherence may be observed. We conclude that this system is not very promising to build a qubit because (a) it requires very low temperatures to reach the quantum regime, (b) its tiny flux is hard to read out and (c) it is very sensitive to the asymmetries between the 0 and π parts of the junction.

PACS numbers: 74.50.+r, 75.45.+j, 85.25.Cp 03.65.-w

I. INTRODUCTION

Josephson junctions with the phase drop of π in the ground state (π JJs) are intensively investigated as they promise important advantages for Josephson junction based electronics and, in particular, for JJ based qubits. Nowadays a variety of technologies allow to manufacture such junctions.

One can also fabricate so-called 0-π long Josephson junctions (0-π LJJ’s), i.e., LJJ’s some parts of which behave as 0 junctions and other parts as π junctions. The most interesting fact about such junctions is that a semifluxon, i.e. a vortex of supercurrent, carrying one half of the magnetic flux quantum Φ0 ≈ 2.07 × 10−15 Wb, can be formed at the boundaries between the 0 and π regions provided the JJ is long enough. Classically, such a 0-π LJJ has a degenerate ground state corresponding to either positive or negative polarity of the semifluxon, which we denote as the ↑ or ↓ state, respectively. For these two polarities the circulations of the supercurrents and, therefore, the resulting magnetic fields, have different directions. The classical properties of semifluxons are under intense theoretical and experimental investigation. While the classical properties of semifluxons (at least for systems with few semifluxons) are more or less understood, their quantum behavior and their possible applications in the quantum domain still have to be studied.

When the energy barrier separating the two degenerate classical ground states is small enough, the system may switch from one state to the other due to thermal excitation over the barrier or due to quantum tunneling through the barrier. Thermally induced flipping of a single semifluxon was already observed. Macroscopic quantum tunneling (MQT) and macroscopic quantum coherence (MQC) in the system of two coupled semifluxons in a 0-π-0 LJJ was investigated theoretically.

In Ref. 33 it was also concluded that, unlike a pair of semifluxons, a single semifluxon in a 0-π LJJ with moderate or large length is always in the classical regime.

In the present paper, we study a 0-π JJ of length L ≲ λJ, which admits semifluxon-like solutions for any junction length provided the lengths and critical current densities of the 0 and π parts are equal. We map the full problem to the dynamics of a single particle in a double well potential with periodic boundary conditions and estimate the crossover temperature as well as the tunneling rate (energy level splitting) between the states ↑ and ↓.

FIG. 1: (Color online) Schematic drawing of a 0-π JJ and magnetic field profiles in two degenerate ground states. Gray curves show the magnetic field profile in an infinite JJ (solid line is semifluxon, dashed line is antisemifluxon, Φ = ±Φ0/2). Black curves show corresponding solutions in the JJ of finite length. In this case the magnetic flux |Φ| < Φ0/2.
II. MODEL

We consider a “long” one dimensional Josephson junction of length $L$, see Fig. 1. The Josephson phase $\mu(x, t)$ is a continuous function of the position $x$ ($-L/2 < x < +L/2$) measured along the JJ and of time $t$. We restrict ourselves to an undriven dissipationless system. The dynamics of such a system is described by the Lagrangian $L = K - U$, where

$$K = E_J \int_{-L/2}^{+L/2} \omega_p^2 \frac{\mu_t^2}{2} dx$$

represents the kinetic energy and

$$U = E_J \int_{-L/2}^{+L/2} \left\{ \lambda_j^2 \mu_x^2 - \omega_p^2 \mu_t - \sin[\mu(x, t) + \theta(x)] \right\} dx,$$

is the potential energy. The subscripts $x$ and $t$ denote the partial derivatives with respect to position and time, respectively. In the above equations the three physical parameters are the Josephson energy per unit of junction length $E_J$, the Josephson penetration depth $\lambda_j$ and the Josephson plasma frequency $\omega_p$. The function $\theta(x)$ describes the position of 0 and $\pi$ regions along the junction. It is zero along 0 regions and is equal to $\pi$ along $\pi$ regions.

Applying the Euler-Lagrange formalism to our Lagrangian, we find that on the classical level the dynamics of the Josephson phase is described by the time-dependent sine-Gordon equation

$$\lambda_j^2 \mu_{xx} - \omega_p^2 \mu_t - \sin[\mu(x, t) + \theta(x)] = 0.$$  

(3)

III. A FRACTIONAL VORTEX IN A SYMMETRIC 0-\pi JUNCTION

Let us consider a symmetric 0-\pi LJJ of the length $L$ ($-L/2 < x < +L/2$) with a 0-\pi boundary at $x = 0$, see Fig. 1. In this case $\theta(x)$ is a step function

$$\theta(x) = \begin{cases} 0, & -L/2 < x < 0; \\ \pi, & 0 < x < +L/2. \end{cases}$$

(4)

Classically, for any $L$ the trivial stationary solutions $\mu(x) = 0$ or $\mu(x) = \pi$ are unstable and correspond to the Josephson energy maximum $U_{\text{max}} = E_J L$, see Eq. 2. The stable stationary solutions depend on the length $L$ of the system.

If $L \gg \lambda_j$, the ground state of this system is a single semifluxon. Such a semifluxon may have positive or negative polarity that corresponds to two classical degenerated states $\uparrow$ and $\downarrow$, see the gray curves in Fig. 1. In this limit the energy barrier separating two classical states is very large and the system is always in the classical regime. Therefore, in the present paper we investigate 0-\pi LJJ with $L \lesssim \lambda_j$.

For $L \lesssim \lambda_j$ the stationary stable solutions of Eq. 3 can be approximated by

$$\mu_0^\pm(x) \approx \pm \frac{\pi}{2} \pm \frac{x(L - |x|)}{2\lambda_j^2}$$

(5)

and correspond to the energy minima. Magnetic field profiles are shown in Fig. 1 by black lines. Substituting the stable and the unstable stationary solutions for $\mu$ into Eq. 2, we find that the barrier between two stationary stable solutions is given by

$$U_0(\ell) \approx E_J \lambda_j \ell \frac{\ell^3}{24}.$$  

(6)

where $\ell = L/\lambda_j$ is the normalized JJ length. In each of these ground states the flux in the junction is

$$\Phi = \Phi_0 \Delta \mu = \frac{\Phi_0}{2\pi} |\mu(L/2) - \mu(-L/2)| = \pm \Phi_0 \frac{\ell^2}{8\pi}.$$  

(7)

The main assumption of this paper is that for sufficiently short LJJ and sufficiently low energies the time dependent phase $\mu(x, t)$ can be approximated by (see Appendix A)

$$\mu(x, t) = Q(t) + \frac{1}{2} \sin[Q(t)] \frac{x(L - |x|)}{\lambda_j^2}.$$  

(8)

i.e. it moves along a collective coordinate $Q$. Note that the ansatz satisfies zero magnetic field boundary conditions $\mu_x(\pm L/2) = 0$. The values of $Q = \pm \pi/2$ correspond to the two distinct classical ground states, whereas the values $Q = 0$ or $Q = \pi$ correspond to unstable solutions $\mu = 0$ and $\mu = \pi$.

By substituting the ansatz into Eq. 2 we calculate the potential energy of the system as a function of $Q$ and obtain

$$U(Q) = E_J \lambda_j \ell \left( 1 - \frac{\ell^2}{24} \sin^2 Q \right).$$  

(9)

Clearly, the barrier between the two classical ground states is given by Eq. 6 which simultaneously is the amplitude of the cos-like potential.

In essence, our ansatz maps the full problem to the motion of a fictitious particle in the one-dimensional potential $U(Q)$. To find the mass of this particle we substitute the ansatz into Eq. 1 and find

$$K(\dot{Q}) \approx E_J \ell \frac{\dot{Q}^2}{\omega_p^2}.$$  

(10)

Since $K(\dot{Q}) \equiv M \dot{Q}^2/2$, the mass of our fictitious particle is given by

$$M = \frac{E_J \lambda_j \ell}{\omega_p^2} \left[ \text{kg} \cdot \text{m}^2 \right].$$  

(11)

Note, that actually $M$ is not a mass, but a moment of inertia, since our coordinate $Q$ is not a position, but a dimensionless phase.
A. Estimate of quantum-to-classical crossover

For a harmonic oscillator with mass $M$ and frequency $\omega_0$ the (square of the) width of the probability distribution in the ground state is determined by

$$\langle \Delta Q^2 \rangle = \frac{\hbar}{M \omega_0}. \quad (12)$$

Our potential $U(Q)$, Eq. (12), is not parabolic, but we may approximate each potential well with a minimum at $Q_0 = \pm \pi/2$ by a parabolic potential, i.e.,

$$U(Q) \approx E_J \lambda_J \left[ \ell - \frac{\ell^3}{24} + \frac{\ell^3}{24} (Q - Q_0)^2 \right], \quad (13)$$

which together with the mass $M$ given by Eq. (11) describes a harmonic oscillator with the “spring constant” $k = E_J \lambda_J \ell^3/12$ and the eigenfrequency

$$\omega_0 = \sqrt{\frac{k}{M}} = \omega_p \frac{\ell}{2\sqrt{3}}. \quad (14)$$

Using our expressions for the mass $M$ (11), the frequency $\omega_0$ (14), and the harmonic oscillator width (12) we obtain

$$\langle \Delta Q^2 \rangle = \frac{\hbar \omega_p}{E_J \lambda_J} \frac{2\sqrt{3}}{\ell^2} \quad (15)$$

as an estimate for the spread of a wave function in each of the wells of the potential $U(Q)$. Quantum effects are noticeable when the wave function in the left well overlaps with the wave function in the right well. This overlap should be appreciable, but not too large since otherwise the two states will not be distinguishable. For a rough estimate we take $\langle \Delta Q^2 \rangle \gtrsim 0.1 Q_0^2$ as criterion for quantum behavior. Thus quantum effects will dominate if

$$\frac{\langle \Delta Q^2 \rangle}{Q_0^2} = \frac{8\sqrt{3} \hbar \omega_p}{\pi^2 E_J \lambda_J} \frac{1}{\ell^2} = \frac{32\sqrt{3} \hbar}{1} \frac{\mu_0 d^l}{4 \Phi_0^2} \sqrt{\frac{\mu_0 d^l}{\lambda_J C}} \gtrsim 0.1, \quad (16)$$

where we took into account the definitions

$$\lambda_J = \sqrt{\frac{\Phi_0}{2\pi \mu_0 d^l j_c}}, \quad \omega_p = \sqrt{\frac{2\pi j_c}{\Phi_0 C}}, \quad E_J = j_c \omega_p \Phi_0 \frac{\ell}{2\pi}. \quad (17)$$

In Eq. (17), $\mu_0 d^l$ is the inductance per square of the superconducting electrodes ($\mu_0$ is the permeability of vacuum, $d^l \approx 2 \lambda_L$, $\lambda_L$ is the London penetration depth), $j_c$ is the critical current density of the LJJ, $C$ is the capacitance of the LJJ per unit of area, and $w$ is the LJJ’s width.

For typical parameters $\lambda_L = 90 \text{ nm}$, $w = 1 \mu\text{m}$ and $C = 4.1 \mu\text{F/cm}^2$ (HYPRES$^{36}$ technology with $j_c = 100 \text{ A/cm}^2$) Eq. (16) reads

$$\frac{\langle \Delta Q^2 \rangle}{Q_0^2} \approx 3.2 \times 10^{-3} \ell^{-2} \gtrsim 0.1. \quad (18)$$

Thus, quantum effects start to play a role for $\ell \lesssim 0.18$. Note, that according to Eq. (16) the classical-to-quantum crossover length does not depend on $j_c$.

Using definitions (17) in terms of physical parameters of the LJJ, we can express the inertial mass $M$ (11) as

$$M \approx \ell \frac{w C}{\sqrt{\mu_0 d^l j_c}} \left( \frac{\Phi_0}{2 \pi} \right)^{\frac{1}{2}} \approx 1.3 \times 10^{-4} \ell \mu_0 \lambda_J^2. \quad (19)$$

This means that a single electron moving around the whole JJ (circulating around $0-\pi$ boundary) has much larger moment of inertia than our semifluxon.

To estimate the classical-to-quantum crossover temperature, we compare the thermal escape rate and the semiclassical expression for the quantum mechanical energy level splitting. The thermal escape rate is $\propto \exp(-U_0/k_B T)$, while in the semiclassical limit the energy level splitting is $\propto \exp(-4U_0/\hbar \omega_0)$, see Eq. (13). Neglecting prefactors we conclude that at the temperature

$$T_x \approx \frac{\hbar \omega_0}{4k_B} = \frac{\hbar \omega_p \ell}{8\sqrt{3}k_B} \quad (20)$$

quantum tunneling and thermal escape have the same rate, while at lower temperature quantum tunneling dominates. For the parameters chosen above and $\ell = 0.18$ this gives $T_x \approx 27 \text{ mK}$.

Another specific temperature $T^*$ is defined by comparing $k_B T^*$ with the barrier height. For $T > T^*$ the states $\uparrow$ and $\downarrow$ cannot be distinguished, i.e., even in the classical regime read out cannot be properly organized. For our Josephson junction the temperature $T^*$ is given by

$$T^* = \frac{U_0}{k_B} = \frac{E_J \lambda_J \ell^3}{k_B} \frac{24}{24}. \quad (21)$$

For $\ell = 0.18$ we obtain $T^* \approx 218 \text{ mK}$. Note that $T^*$ can become smaller than $T_x$ for small values of $\ell$. For such parameters, however, we have $U_0 < \hbar \omega_0$ and we are not in the semiclassical limit used to derive Eq. (20).

B. Energy level splitting

The stationary Schrödinger equation for our collective coordinate $Q$ reads

$$\left[ -\frac{\hbar^2}{2M} \frac{\partial^2}{\partial Q^2} + U(Q) \right] \psi = E \psi. \quad (22)$$

Since in our configuration the Josephson phases $\mu + 2\pi$ and $\mu$ cannot be distinguished, $\mu$ (and therefore also $Q$) is only defined modulo $2\pi$. Therefore, we supplement Eq. (22) with periodic boundary conditions $\psi(Q + 2\pi) = \psi(Q)$. The main purpose of our quantum mechanical calculations is to investigate quantum tunneling between the two classical ground states. More precisely, we want to approximate our Josephson junction by a quantum mechanical two-level system which may be used to implement a
qubit. In such a two-level system the dynamics of the two lowest levels is decoupled from the other levels. This requires that the two lowest energy eigenvalues \( E_1 \) and \( E_2 \) of the Schrödinger equation (22) are well-separated from the other energy eigenvalues.

Furthermore, we want to observe coherent oscillations between the left and the right well of the potential. This is only possible if there are superpositions of the ground state \( \psi_1(Q) \) and the first excited state \( \psi_2(Q) \) of the Schrödinger equation (22) which are sufficiently well localized in the left and in the right potential well.

We expect that we can approximate our system by a quantum mechanical two-level system, if the two classical (degenerate) ground states are separated from each other by a sufficiently high energy barrier. In our system, the barrier height depends on the scaled length \( \ell \) of the Josephson junction, see Eq. (18). To gain more insight, we have solved our Schrödinger equation (22) numerically for different values of \( \ell \). The parameters of the Josephson junction are given in Sec. [III A] above Eq. (18).

![FIG. 2: The two lowest energy levels \( E_1 \) and \( E_2 \), \( \Delta E = E_2 - E_1 \) and the barrier height \( U_0 \) (all given in mK) as a function of \( \ell \) for typical parameters given in the text.](image)

Fig. 2 shows the lowest energy levels \( E_1 \) and \( E_2 \), the energy level splitting \( \Delta E = E_2 - E_1 \), and the barrier height \( U_0 \) of the potential as a function of the normalized JJ length \( \ell \). When we reduce \( \ell \), the lowest energy eigenvalues split. For \( \ell \lesssim 0.1 \) the energy level \( E_2 \) is lifted above \( U_0 \) so that we have only one energy level below \( U_0 \).

Fig. 3 shows the eigenfunctions \( \psi_1(Q) \) and \( \psi_2(Q) \) corresponding to the eigenvalues \( E_1 \) and \( E_2 \). We have chosen two values for \( \ell \) which lead to a qualitatively different behavior.

For \( \ell = 0.13 \) (Fig. 3a) we have a quantum mechanical two-level system as discussed above: The two lowest energy eigenvalues \( E_1 \) and \( E_2 \) are well-separated from the others and \( |\psi_1(Q) \pm \psi_2(Q)|^2 \) is well-localized in one of the potential wells.

For \( \ell = 0.09 \) (Fig. 3b) our simple picture of a quantum mechanical two-level system fails: The difference between \( E_1 \) and \( E_2 \) is large and only one energy eigenvalue is below \( U_0 \). Furthermore, the two lowest eigenvalues are not well-separated from the higher energy eigenvalues (not shown in Fig. 3b). The ground state \( \psi_1(Q) \) is completely delocalized and \( |\psi_1(Q)|^2 \) does not have pronounced maxima at the minima of the potential. Obviously, for \( \ell = 0.09 \) we cannot approximate our system by a two-level system.

As expected, only for sufficiently large values of \( \ell \), i.e., sufficiently high energy barriers, our Josephson junction behaves like a two-level system. However, we have to take into account that thermal excitations will destroy quantum coherence if the energy level splitting \( \Delta E \) becomes too small. Present technology restricts \( \Delta E \) to values larger than 20...30 mK — the temperature achievable in modern dilution refrigerators. According to Fig. 2 this requires \( \ell < 0.09 \). For such values of \( \ell \), we are not in the limit of a two-level system, see Fig. 3b.

![FIG. 3: Solutions of the Schrödinger equation (22) for (a) \( \ell = 0.13 \), (b) \( \ell = 0.09 \).](image)

IV. DISCUSSION

The results for the parameters used in Fig. 2 and Fig. 3 are not very promising: either we are not in the limit of a two-level system or we need temperatures significantly lower than 20...30 mK to avoid thermal excitations. We can try to improve the situation by using different parameters for the Josephson junction.

In Appendix [III A] we show that the Schrödinger equation (22) is equivalent to the Mathieu equation (B4) with only one scaled system parameter \( h \) and the scaled energy \( \varepsilon \), see Eqs. (12) and (13). Using the definitions (17), we
be just a bit above a crossover length $a_c = \pi \lambda_J/2$, i.e., $a = (\pi/2 + \delta a)\lambda_J$. The corresponding key numbers are given in Tab. 1b. According to the Tab. 1b the semifluxon molecule in a 0-\pi-0 junction is more suitable to build qubits. The crossover temperatures for $\delta a = 0.01$ can be reached with modern dilution refrigerators.

V. CONCLUSIONS

We have presented a simple quantum theory of a short 0-\pi JJ. By introducing a collective coordinate, the full problem was reduced to a dynamics of a single particle in a one-dimensional potential.

It was found that the quantum regime is reached when the normalized length $\ell$ of the junction is smaller than 0.18. The classical-to-quantum crossover temperature $T_x$ is about 20 mK for the case when we still have a good two-level system and the semiclassical approximation (used to define $T_x$) is still valid. This is on the limit of modern dilutions refrigerators. Moreover, even for $\ell \leq 0.18$ the flux, which should be read out to determine the state of the system, is $\lesssim 10^{-3}\Phi_0$, which is rather difficult to detect even using SQUIDs. The system is also very sensitive to asymmetries in the 0 and \pi parts, which should not exceed $10^{-4}$.

It is quite interesting that another system, the so-called "d-dot"\cite{37}, is equivalent to the 0-\pi LJJ of the present paper. A "d-dot" is the squared island of a d-wave superconductor embedded into an s-wave subspace. Essentially it is an annular 0-\pi-0 LJJ with the length of each region equal to $a$. The two ground states are $\uparrow\downarrow\uparrow\downarrow$ and $\downarrow\uparrow\downarrow\uparrow$. In fact, the four regions of a d-dot were used just because of the topological limitations. One can use symmetry arguments to conclude that such an annular 0-\pi-0\pi JJ is equivalent in terms of ground states and eigenmodes to an annular 0-\pi JJ with only two facets of length $a$, which, in turn, is equivalent to a linear (open ended) 0-\pi JJ with the total length $a$. In contrast to Ref. 37, we conclude that such a system is not a very promising candidate to build qubits. Better figures are shown by a two-semifluxon molecule in a 0-\pi-0 JJ with tunneling between $\uparrow\downarrow$ and $\downarrow\uparrow$ states\cite{32,33}.
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APPENDIX A: DERIVATION OF COLLECTIVE COORDINATE

In this appendix we motivate the use of the collective coordinate $Q(t)$, that is, the assumption that for sufficiently short LJJ's and sufficiently low energies we can

---

**TABLE I:** The crossover temperatures $T^*$ and $T_x$, the energy level splitting $\Delta E_{12} = E_2 - E_1$, and the energy difference $\Delta E_{23} = E_3 - E_2$ between the first and the second excited state for a single semifluxon (a) and a semifluxon molecule (b) for different values of the scaled lengths $\ell$ and $\delta a$. All values are given in mK. The numbers for the semiclassical energy level splitting $\Delta E_{12}^{sc}$ and $\Delta E_{23}^{sc}$ are based on Eq. (B9) (a) and Eq. (B10) (b), whereas $\Delta E_{12}^{num}$ and $\Delta E_{23}^{num}$ were calculated numerically. For $\Delta E_{12} \ll \Delta E_{23}$ the systems are good two-level systems.

| $\ell$ | $T^*$, $T_x$ | $\Delta E_{12}$ | $\Delta E_{12}^{sc}$ | $\Delta E_{12}^{num}$ | $\Delta E_{23}$ | $\Delta E_{23}^{sc}$ | $\Delta E_{23}^{num}$ |
|-------|--------------|-----------------|----------------------|----------------------|-----------------|----------------------|----------------------|
| 0.18  | 218 27.0     | 0.3             | 0.2                  | 89.6                 |
| 0.13  | 83 19.5      | 7.2             | 5.3                  | 40.8                 |
| 0.10  | 38 15.0      | 24.4            | 15.5                 | 18.9                 |
| 0.09  | 28 13.5      | 32.0            | 19.9                 | 18.8                 |
|       |              |                 |                      |                      |
| $\delta a$ | $T^*$, $T_x$ | $\Delta E_{12}$ | $\Delta E_{12}^{sc}$ | $\Delta E_{12}^{num}$ | $\Delta E_{23}$ | $\Delta E_{23}^{sc}$ | $\Delta E_{23}^{num}$ |
| 0.020 | 566 58       | 0.2             | 0.2                  | 265                  |
| 0.015 | 418 51       | 3.4             | 2.8                  | 183                  |
| 0.010 | 141 41       | 36.5            | 22.9                 | 124                  |

---

The parameter $h$ is proportional to $(j_c w)^2$ and that the scaling factor between the energy $E$ and the scaled energy $\varepsilon$ is proportional to $w^{-1}$ and does not depend on $j_c$. If we reduce the width $w$ by a factor of 10 and simultaneously increase $j_c$ by a factor of 10, we can increase the energy scale by a factor of 10 without changing the generic behavior of the system ($h$ does not change). For the parameters used in Fig. 3a we could increase the energy level splitting from 5.3 mK to 53 mK and would still be in the limit of a two-level system.

To read out the state of a semifluxon one can use a SQUID situated just in front of the 0-\pi boundary. Note, however, that the two states carry the flux $\Phi \ll \Phi_0/2$. For small $\ell$ the flux is given by Eq. (1) and is equal to $\sim 10^{-3}\Phi_0$ for $\ell = 0.18$. Needless to say that it is rather difficult to measure such a small flux accurately.

Another problem is a high sensitivity to the parameter spread. All calculations done so far are for a symmetric 0-\pi junction, i.e., for the ideal case where the critical current densities and lengths of the 0 and \pi parts are equal. In experiments, though, a small asymmetry is always present. For $\ell \ll 1$ this may easily lead to the situation where the classical ground state is $\mu = 0$ (when the 0 part is longer or has a higher $j_c$) or $\mu = \pi$ (when the \pi part is longer or has a higher $j_c$) which is not doubly degenerate. For $\ell \ll 1$ the length asymmetry should not exceed $\ell^4/48$, which is $\sim 1.2 \times 10^{-4}$ for $\ell = 0.18$. Such precise control of LJJ length is not feasible.

Finally we want to compare our results to the results we obtained for an AFM semifluxon molecule in a 0-\pi-0 junction. In such a system the main parameter which controls the height of the energy barrier (similar to $\ell$ in this paper) is the length $a$ of the \pi region. It turns out that to approach the quantum regime $a$ should

---
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APPENDIX A: DERIVATION OF COLLECTIVE COORDINATE

In this appendix we motivate the use of the collective coordinate $Q(t)$, that is, the assumption that for sufficiently short LJJ's and sufficiently low energies we can
approximate the Josephson phase \( \mu(x, t) \) by

\[
\mu(x, t) \approx Q(t) + \sin(Q(t)) \frac{x(L - |x|)}{2\lambda_J^2},
\]

(A1)

where \( Q(t) \) describes the motion of a single particle of mass

\[
M = \frac{E_J \lambda_J}{\omega_p^2} \ell
\]

(A2)
in the potential

\[
U(Q) = E_J \lambda_J \ell \left( 1 - \frac{\ell^2}{24} \sin^2 Q \right).
\]

(A3)

In order to keep the notation simple, we use the scaled length \( \ell = L/\lambda_J \) of the Josephson junction, the scaled time \( \tau = \omega_p \ell \) and the scaled position \( \xi = x/\lambda_J \) in the rest of this appendix.

1. Fourier expansion

We start from the Lagrangian

\[
\mathcal{L} = E_J \lambda_J \int_{-\ell/2}^{+\ell/2} \left\{ \frac{1}{2} \left( \frac{\partial \mu}{\partial \tau} \right)^2 - \frac{1}{2} \left( \frac{\partial \mu}{\partial \xi} \right)^2 - \left[ 1 - \cos(\mu + \theta) \right] \right\} d\xi
\]

(A4)

for the Josephson phase \( \mu(\xi, \tau) \) and expand \( \mu(\xi, \tau) \) into a Fourier series which takes into account the boundary conditions \( \mu(\xi, \xi/2, \tau) = \mu(\xi, \ell/2, \tau) = 0 \). The most general Fourier series that takes into account these boundary conditions is

\[
\mu(\xi, \tau) = Q(\tau) + \sum_{n=1}^{\infty} q_n(\tau) \cos\left(\frac{2n}{\ell} \pi \xi \right)
+ \sum_{n=0}^{\infty} q_n^{(s)}(\tau) \sin\left(\frac{2n + 1}{\ell} \pi \xi \right).
\]

(A5)

In the following calculations we make various approximations for small \( \ell \). A detailed analysis shows that the cosine terms in this Fourier series only lead to higher-order corrections in \( \ell^2 \) which are to a large extent not consistent with the approximations we are going to make.

In order to keep the calculations brief, we therefore substitute the Fourier series

\[
\mu(\xi, \tau) = Q(\tau) + \sqrt{2} \sum_{n=0}^{\infty} q_n(\tau) \sin\left(\frac{2n + 1}{\ell} \pi \xi \right)
\]

(A6)

into the Lagrangian \( \mathcal{L} \). The factor \( \sqrt{2} \) in front of the sum was chosen for convenience, see the kinetic energy in Eq. (A11). For short LJJ’s, non-uniform excitations require large energies since for small values of \( \ell \) and significantly large non-uniform excitations the term \( \partial \mu/\partial \xi \) in the potential energy of the Lagrangian \( \mathcal{L} \) becomes large. Therefore, we expect that the Fourier coefficients \( q_n(\tau) \) are small for low energies. Since we are interested in the low-energy behavior of the system, we only take into account terms in the Lagrangian that are quadratic in \( q_n(\tau) \) and neglect higher-order terms. For the uniform part \( Q(\tau) \), however, we make no assumption. A similar approach was used by Koyama et al.\(^{37}\) for a square-shaped closed 0–π junction (d-dot).

Due to the orthogonality of the sine functions in the Fourier series \( \mathcal{L} \), the only non-trivial integral we have to calculate is

\[
\int_{-\ell/2}^{+\ell/2} \cos[\mu(\xi, \tau) + \theta(\xi)] d\xi.
\]

(A7)

Here we make use of our assumption that the non-uniform part \( \delta(\xi, \tau) = \mu(\xi, \tau) - Q(\tau) \) of the Josephson phase is small and rewrite \( \cos[\mu(\xi, \tau) + \theta(\xi)] \) in the form

\[
\cos[\mu(\xi, \tau) + \theta(\xi)] = \cos Q(\tau) \cos \delta(\xi, \tau) \cos \theta(\xi)
- \sin Q(\tau) \sin \delta(\xi, \tau) \cos \theta(\xi)
\approx \cos Q(\tau) \left[ 1 - \delta^2(\xi, \tau)/2 \right] \cos \theta(\xi)
- \sin Q(\tau) \delta(\xi, \tau) \cos \theta(\xi),
\]

(A8)

where we have used \( \sin \theta(\xi) = 0 \).

The integral over \( \cos \theta(\xi) \) alone is zero since the 0-region and \( \pi \)-region have the same length. We are therefore left with the two integrals

\[
\int_{-\ell/2}^{\ell/2} \delta(\xi, \tau) \cos \theta(\xi) d\xi
\]

(A9)

and

\[
\int_{-\ell/2}^{\ell/2} \delta^2(\xi, \tau) \cos \theta(\xi) d\xi.
\]

(A10)

Due to the different sign of \( \cos \theta(\xi) \) in the 0- and in the \( \pi \)-region we cannot use the orthogonality relations of the sine functions in Eq. (A8). Evaluating the integrals is nevertheless straightforward as the second integral vanishes for symmetry reasons.

Within our approximation we finally arrive at the approximate Lagrangian

\[
\mathcal{L} \approx E_J \lambda_J \ell \left[ \frac{1}{2} \dot{Q}^2 + \frac{1}{2} \sum_{n=0}^{\infty} \dot{q}_n^2 - V(Q, \{q_n\}) \right],
\]

(A11)

where the dot denotes the derivative with respect to \( \tau \).
and where the potential energy $V(Q, \{q_n\})$ is given by

$$V(Q, \{q_n\}) = 1 + \frac{\pi^2}{2 \ell^2} \sum_{n=0}^{\infty} (2n+1)^2 q_n^2 - \frac{2\sqrt{2}}{\pi} \sin Q \sum_{n=0}^{\infty} \frac{q_n}{2n+1}. \quad (A12)$$

2. Harmonic oscillators for $q_n$

For fixed values of $Q$ the potential $V(Q, \{q_n\})$ is harmonic with respect to $\{q_n\}$. In order to get more insight, we rewrite it in the form

$$V(Q, \{q_n\}) = V_0(Q) + \frac{\pi^2}{2 \ell^2} \sum_{n=0}^{\infty} (2n+1)^2 [q_n - \bar{q}_n(Q)]^2. \quad (A13)$$

By comparing Eqs. (A12) and (A13) we find that we have to choose

$$\bar{q}_n(Q) = \frac{2\sqrt{2}}{\pi^3(2n+1)^3} \sin Q \quad (A14)$$

and $V_0(Q)$ is given by

$$V_0(Q) = 1 - \frac{\pi^2}{2 \ell^2} \sum_{n=0}^{\infty} (2n+1)^2 \bar{q}_n^2(Q)$$

$$= 1 - \ell^2 \sin^2 Q, \quad (A15)$$

where in the last step we have used

$$\sum_{n=0}^{\infty} \frac{1}{(2n+1)^4} = \frac{\pi^4}{96}. \quad (A16)$$

For fixed values of $Q$ this potential describes a sum of independent harmonic oscillators with (scaled) frequencies

$$\Omega_n = \frac{(2n+1)\pi}{\ell}, \quad n = 0, 1, 2, 3, \ldots \quad (A17)$$

3. Stationary solution

The stationary solutions of the full potential $V(Q, \{q_n\})$ follow from

$$\frac{\partial V}{\partial Q} = \frac{dV_0}{dQ} - \frac{\pi^2}{\ell^2} \sum_{n=0}^{\infty} (2n+1)^2 [q_n - \bar{q}_n(Q)] \frac{d\bar{q}_n}{dQ} = 0,$$

$$\frac{\partial V}{\partial q_n} = \frac{\pi^2}{\ell^2} (2n+1)^2 [q_n - \bar{q}_n(Q)] = 0. \quad (A18a)$$

(A18b)

From these conditions we immediately find

$$\sin Q_0 \cos Q_0 = 0, \quad q_n^0 = \bar{q}_n(Q_0). \quad (A19)$$

We therefore have two classes of stationary solutions:

$$\sin Q_0 = 0, \quad Q_0 = k\pi \quad (k = 0, \pm 1, \pm 2, \ldots),$$

$$q_n^0 = \bar{q}_n(Q_0) = 0 \quad (A20)$$

and

$$\cos Q_0 = 0, \quad Q_0 = \pi/2 + k\pi \quad (k = 0, \pm 1, \pm 2, \ldots),$$

$$q_n^0 = \bar{q}_n(Q_0) = \left(\frac{-1}{k^2} \frac{2\sqrt{2}}{\pi^3(2n+1)^3} \right) \quad (A21)$$

A stability analysis shows that the stationary solutions corresponding to Eq. (A20) are unstable whereas the stationary solutions corresponding to Eq. (A21) are stable.

The first class of stationary solutions, Eq. (A20), obviously corresponds to the uniform stationary Josephson phases $\mu_k^0(\xi) = k\pi$. When we substitute Eq. (A21) into the Fourier series (A10) we obtain the non-uniform stationary Josephson phases

$$\mu_k^0(\xi) = \frac{\pi}{2} + k\pi + \left(\frac{-1}{k^2} \frac{4\ell^2}{\pi^3} \right)$$

$$\times \sum_{n=0}^{\infty} \frac{1}{(2n+1)^3} \sin \left(\frac{2n+1}{\ell} \pi \xi \right)$$

$$= \frac{\pi}{2} + k\pi + \frac{k}{2} \xi (\ell - |\xi|), \quad (A22)$$

where we have used

$$\sum_{n=0}^{\infty} \frac{\sin((2n+1)x)}{(2n+1)^3} = \frac{8}{\pi} x(\pi - |x|), \quad -\pi \leq x \leq \pi. \quad (A23)$$

4. Reduction to a one-dimensional system

a. Harmonic oscillators at low energies

In Sec. A2 we found that for fixed values of $Q$ the potential $V(Q, \{q_n\})$ describes a sum of independent harmonic oscillators with frequencies $\Omega_n = (2n+1)\pi/\ell, n = 0, 1, 2, 3, \ldots$. For decreasing $\ell$ the harmonic potential becomes steeper and steeper whereas the barrier height in the potential $V_0(Q)$ decreases, see Eq. (A15). Therefore, we expect that for small $\ell$ and low energies the dynamics of the full system is restricted to small fluctuations around $\bar{q}_n(Q)$ and we may approximate $q_n(\tau)$ by

$$q_n(\tau) \approx \bar{q}_n(\bar{Q}(\tau)). \quad (A24)$$

When we substitute this approximation into the Lagrangian (A11) we obtain

$$L \approx E_{J\lambda} \ell \left\{ \frac{1}{2} \dot{\bar{Q}}^2 + \left[ 1 + \sum_{n=0}^{\infty} \left( \frac{d\bar{q}_n}{dQ} \right)^2 \right] - V_0(Q) \right\}. \quad (A25)$$
The terms with the derivatives of $\overline{q}_n(Q)$ are of the order $\ell^4$ whereas in $V_0(Q)$ only the terms $\sim \ell^2$ are taken into account. Therefore, we decided to neglect these terms and finally arrive at the effective Lagrangian

$$\mathcal{L}_{\text{eff}} \approx E_J \lambda_J \ell \left[ \frac{1}{2} \dot{Q}^2 - V_0(Q) \right]$$  \hspace{1cm} (A26)

which describes the motion of a particle of mass

$$M = \frac{E_J \lambda_J}{\omega_p^2} \ell$$  \hspace{1cm} (A27)

in the potential

$$U(Q) = E_J \lambda_J \ell \left( 1 - \frac{\ell^2}{24} \sin^2 Q \right).$$  \hspace{1cm} (A28)

The dynamics of a particle in this potential can be characterized by the barrier height

$$U_0 = \frac{\ell^3}{24} E_J \lambda_J$$  \hspace{1cm} (A29)

of the potential $U(Q)$ and the frequency

$$\omega_0 = \frac{\omega_p \ell}{2\sqrt{3}}$$  \hspace{1cm} (A30)

for small oscillations around the minima of the potential $U(Q)$.

The Fourier series connects $Q(\tau)$ and $q_\ell(\tau)$ with the Josephson phase $\mu(\xi, \tau)$. When we substitute Eq. (A1) into the Fourier series the corresponding approximation for the Josephson phase $\mu(\xi, \tau)$ reads

$$\mu(\xi, \tau) \approx Q(\tau) + \frac{4\ell^2}{\pi^3} \sin Q(\tau)$$

$$\times \sum_{n=0}^{\infty} \frac{1}{(2n+1)^3} \sin \left( \frac{2n+1}{\ell} \pi \xi \right)$$

$$= Q(\tau) + \frac{1}{2} \sin Q(\tau) \cdot \xi (\ell - |\xi|),$$  \hspace{1cm} (A31)

where in the last step we have used Eq. (A23) to evaluate the sum. Equation (A31) is the central result of this appendix and is used as the starting point in Sec. III see Eq. (8).

Finally we want to mention that our results are in agreement with the assumption of Sec. A.1 that the non-uniform part of the Josephson phase is small.

b. Quantum mechanical considerations

So far our discussions were purely classical. In the main part of the paper, however, we use $Q(\tau)$ as a collective coordinate to investigate quantum tunneling in Josephson junctions. We now briefly estimate under which conditions our collective coordinate $Q(\tau)$ is useful in the quantum limit of the system.

We have several energy scales in the system: the thermal energy $k_B T$, the barrier height $U_0$, Eq. (A29), of the potential $U(Q)$, and the excitations $\hbar \omega_0 \Omega_n$ of the harmonic oscillators discussed in the Sec. A.2 Using $Q(\tau)$ as a collective coordinate in the quantum regime obviously only makes sense if these harmonic oscillators are not excited. Therefore $k_B T$ and $U_0$ have to be much smaller than $\hbar \omega_0 \Omega_n$. Since we are mainly interested in quantum tunneling in the potential $U(Q)$, $k_B T$ has to be smaller than $U_0$, see also the discussion in Sec. III A.

The condition that the harmonic oscillators are not excited therefore reduces to

$$U_0 \ll \hbar \omega_0 \Omega_n = \hbar \omega_p \frac{\pi}{\ell}$$  \hspace{1cm} (A32)

or

$$\ell^4 \ll \frac{24\pi \hbar \omega_p}{E_J \lambda_J}$$  \hspace{1cm} (A33)

Furthermore, we have to restrict ourselves to $\ell^2 \ll 1$ since various approximations in this appendix are expansions in $\ell^2$. If these conditions are fulfilled we can assume that all harmonic oscillators are in the ground state.

c. Semiclassical limit

Our first attempt to identify a collective coordinate was based on the intuitive picture of harmonic oscillators which are not excited for small values of $\ell$. In a second independent approach we determine a trajectory which can be used to describe quantum tunneling in the full system in the semiclassical limit.

A standard method to derive semiclassical expressions for quantum tunneling are instantons \textsuperscript{39,40,41,42}. In this method Feynman path integrals are extended to imaginary times. For simple systems where the Lagrangian can be written as the difference between kinetic energy and potential energy this is equivalent to path integrals in real time for the inverted potential. As in the ordinary Feynman path integral formalism in quantum mechanics, semiclassical quantum mechanics is based on classical trajectories and small fluctuations around these trajectories.

We use the instanton technique only to determine the classical trajectory that governs quantum tunneling in the semiclassical limit. As in our first approach this trajectory is then used to define a collective coordinate. In this appendix we do not use instantons to derive semiclassical expressions for the full system. This would require to take into account fluctuations around this trajectory.

In our simplified approach we have to find the classical trajectory that starts with zero kinetic energy at one of the maxima of the inverted potential and ends with zero kinetic energy at the other maximum. Due to the symmetry of the potential $V(Q, \{q_n\})$ it is sufficient to find
the trajectory which starts at
\[ Q = 0, \quad q_n = 0 \]  
(minimum of the inverted potential) at \( \tau = 0 \) and reaches
\[ Q = \frac{\pi}{2}, \quad q_n = \frac{2\sqrt{2} \ell^2}{\pi^3(2n+1)^3} \]  
(maximum of the inverted potential) for \( \tau \to \infty \).

If we assume that we can express \( q_n \) as a function of \( Q \), that is, \( q_n(\tau) = q_n(Q(\tau)) \), we can rewrite the equations of motion of a particle moving in the inverted potential \(-V(Q, \{q_n\})\) in the form
\[ \dot{Q} - \frac{\partial V}{\partial Q} = 0, \]  
\[ Q^2 \frac{d^2 q_n}{dQ^2} + \frac{\partial V}{\partial q_n} - \frac{\partial V}{\partial q_n} = 0. \]  
(Eq. (A36b))

Energy conservation requires
\[ \frac{1}{2} \dot{Q}^2 \left[ 1 + \sum_{n=0}^{\infty} \left( \frac{dq_n}{dQ} \right)^2 \right] - V(Q, \{q_n\}) = -V_0(\pi/2) = -1 + \frac{\ell^2}{24} \]  
which can be used to express \( \dot{Q}^2 \) as a function of \( Q \). Substituting this relation into Eq. (A36b) we obtain, together with the boundary conditions Eqs. (A34) and (A35), a system of coupled nonlinear differential equations for the trajectory we are looking for.

Instead of solving the differential equations for \( q_n(Q) \) approximately we use the results we obtained so far. These results suggest that \( q_n(Q) \) is approximately given by \( q_n(Q) \approx \bar{q}_n(Q) \). We verify this by substituting
\[ q_n(Q) = \bar{q}_n(Q) + \ell^6 q_n(Q) \]  
(A38)
into Eqs. (A36b) and (A37). We assume that \( \eta_n(Q) \) is of the order one. From Eq. (A37) we obtain
\[ \dot{Q}^2 = \frac{\ell^2}{12} \cos^2 Q + O(\ell^6). \]  
(A39)

Furthermore, we use
\[ \frac{\partial V}{\partial Q} = -\frac{\ell^2}{12} \sin Q \cos Q + O(\ell^0), \]  
\[ \frac{\partial V}{\partial q_n} = \pi^2 \ell^4(2n+1)^2 \eta_n(Q). \]  
(A40b)

If we take into account that \( \bar{q}_n(Q) \) is of the order \( \ell^2 \) [see Eq. (A44)] the lowest-order terms of Eq. (A36b) read
\[ \frac{\ell^2}{12} \cos Q \frac{d}{dQ} \cos Q \frac{dq_n}{dQ} - \pi^2 \ell^4(2n+1)^2 \eta_n(Q) = 0 \]  
(A41)
and we immediately find
\[ \eta_n(Q) \approx -\frac{\sqrt{2}}{3\pi^3(2n+1)^5} \sin Q \cos^2 Q. \]  
(A42)

This result confirms that \( \eta_n(Q) \) is indeed of the order one. We can therefore approximate the trajectory along which we have to calculate the Euclidian action \( S_0 \) by
\[ q_n(Q) = \bar{q}_n(Q). \]  
(A43)

With the help of Eq. (A39) and after omitting a constant term in the potential energy we can calculate the Euclidian action along this trajectory without knowing \( Q(\tau) \) as follows:
\[ \frac{S_0}{\hbar} \approx \frac{E_J \ell}{\hbar \omega_p} \int_{-\infty}^{\infty} \left[ \frac{1}{2} \dot{Q}^2 + \frac{\ell^2}{24} \cos^2 Q \right] d\tau \]
\[ = \frac{E_J \ell}{\hbar \omega_p} \int_{-\pi/2}^{\pi/2} \left[ \frac{1}{2} \dot{Q}^2 + \frac{\ell^2}{24} \cos^2 Q \right] dQ \]
\[ = \frac{E_J \ell}{\hbar \omega_p} \int_{-\pi/2}^{\pi/2} \frac{\ell}{\sqrt{12}} \cos Q \ dQ \]
\[ = \frac{1}{\sqrt{3}} \frac{E_J \ell}{\hbar \omega_p} \ell^2 = \frac{4U_0}{\hbar \omega_0}. \]  
(A44)

Here we only have taken into account terms of the order \( \ell^2 \). In the last step we have used the definitions of \( U_0 \) and \( \omega_0 \), Eqs. (A29) and (A30).

It is important to note, that Eq. (A44) can be read in two ways: According to our calculations, it describes the approximate Euclidian action along the trajectory defined by \( q_n(\tau) = \bar{q}_n(Q(\tau)) \). Obviously, it also describes the exact Euclidian action of a particle moving in the potential \( \dot{Q}(Q) = E_J \ell \cos^2 Q/24 \). Therefore, in the semiclassical limit we obtain the correct exponent for the energy splitting when we use \( Q(\tau) \) as a collective coordinate to approximate the full system by a system with a single degree of freedom.

In the semiclassical limit the exponent \( S_0/\hbar \) becomes large. Taking into account that various approximations in this appendix are expansions in \( \ell^2 \), the semiclassical limit is characterized by
\[ \frac{\hbar \omega_p}{E_J \ell} \ll \ell^2 \ll 1 \]  
(A45)
within the framework of this appendix. If the parameters of the Josephson junction fulfill this condition, our collective coordinate \( Q(\tau) \) seems to be a useful concept to describe quantum tunneling in short LJJs.

5. Summary

In this appendix we have shown that for appropriate parameters, the Josephson phase \( \mu(x, t) \) can approximately be described by a collective coordinate \( Q(t) \). We have expanded the Josephson phase \( \mu(x, t) \) into a Fourier series and used two approaches to reduce the many degrees of freedom of the system to one degree of freedom.
In the first approach we used the intuitive picture of harmonic oscillators which are not excited for small $\ell$. In the second approach we determined the trajectory which allows us to calculate the exponent of the semiclassical expression for the energy splitting. In lowest order in $\ell^2$ we obtained the same collective coordinate $Q(t)$ for both approaches.

APPENDIX B: ANALYTICAL RESULTS

As discussed in Sec. III and Appendix A our collective coordinate $Q$ describes the dynamics of a single particle of mass $M$ [see Eq. (A27)] in a one-dimensional potential $U(Q)$ [see Eq. (A28)]. The corresponding stationary Schrödinger equation reads

$$\left[-\frac{\hbar^2}{2M} \frac{d^2}{dQ^2} + U(Q)\right] \psi(Q) = E \psi(Q). \quad (B1)$$

Since we have $U(Q) \propto \cos^2 Q$ this is essentially the well-known Mathieu equation\textsuperscript{42}.

1. Mathieu equation

When we take into account the expressions for $M$, Eq. (A27), and $U(Q)$, Eq. (A28), and introduce the dimensionless parameter

$$h = \left(\frac{E_J \lambda_J}{\hbar \omega_p}\right)^2 \frac{\ell^4}{48} = \left(\frac{U_0}{\hbar \omega_0}\right)^2 \quad (B2)$$

and the scaled energy

$$\varepsilon = 2\ell \left(\frac{E_J \lambda_J}{\hbar \omega_p}\right)^2 \frac{E}{E_J \lambda_J} = \frac{96h}{\ell^3} \frac{E}{E_J \lambda_J} \quad (B3)$$

we obtain the standard form

$$\psi''(Q) + [\varepsilon - 2h \cos(2Q)] \psi(Q) = 0 \quad (B4)$$

of the Mathieu equation\textsuperscript{43}, Here we have omitted an unimportant $\ell$-dependent term in the potential energy.

Since the Josephson phases $\mu(x,t) + 2\pi$ and $\mu(x,t)$ cannot be distinguished, $\mu(x,t)$ (and therefore also $Q(t)$) is only defined modulo $2\pi$. Therefore, we supplement Eqs. (B1) and (B4) with periodic boundary conditions $\psi(Q + 2\pi) = \psi(Q)$.

From the definition of the parameters $h$ [see Eq. (B2)] and $\varepsilon$ [see Eq. (B3)], we find that the quantum mechanical behavior of the system is governed by three parameters: The purely geometrical scaled length $\ell$, the energy scale $E_J \lambda_J$ of the system, and the dimensionless parameter $\hbar \omega_p/(E_J \lambda_J)$. We want to emphasize that in Eq. (B4) the only parameter is $h$, since $\varepsilon$ is the eigenvalue that we want to determine. Furthermore, $h$ does not depend on the energy scale $E_J \lambda_J$ of the system.

For a given value of $h$, Eq. (B4) has $\pi$ periodic and $2\pi$-periodic solutions only for characteristic values of $\varepsilon$. These solutions are either even or odd. Other solutions of Eq. (B4) do not fulfill $\psi(Q + 2\pi) = \psi(Q)$. Following the notation of Abramowitz and Stegun\textsuperscript{44}, we denote the even solutions by $a_n(h)$ and its characteristic values by $a_n(h)$ (and therefore also $\psi_n(h)$), whereas the scaled energy of the first excited state is given by $\varepsilon = a_0$ whereas the scaled energy of the first excited state is given by $\varepsilon = b_1$. The corresponding (unnormalized) eigenfunctions are $ce_0(Q,h)$ (symmetric and $\pi$ periodic) and $se_1(Q,h)$ (antisymmetric and $2\pi$-periodic), respectively.

2. Approximate results

Approximations for the characteristic values $a_n$ and $b_n$ are available for $h \ll 1$ and $h \gg 1$, see Ref. 43. We can use these approximations to find approximations for the difference $\Delta \varepsilon = \varepsilon_2 - \varepsilon_1 = b_1 - a_0$ between the two lowest eigenvalues of Eq. (B4).

a. Low energy barrier ($h \ll 1$)

For $h \ll 1$ (low energy barrier) we find

$$\Delta \varepsilon \approx 1 - h + \frac{3}{8} h^2. \quad (B5)$$

Using the definitions of $h$ and $\varepsilon$, Eqs. (B2) and (B3), we may therefore approximate the difference $\Delta E$ between the two lowest eigenvalues of the Schrödinger equation (B1) by

$$\Delta E \approx \frac{E_J \lambda_J}{2\ell} \left(\frac{\hbar \omega_p}{E_J \lambda_J}\right)^2 \left[1 - \frac{1}{48} \frac{E_J \lambda_J}{\hbar \omega_p}\right]^2 \ell^4$$

$$+ \frac{1}{6144} \frac{E_J \lambda_J}{\hbar \omega_p} \frac{\ell^8}{48} \quad (B6)$$

if $\ell$ satisfies

$$\ell^4 \ll 48 \left(\frac{\hbar \omega_p}{E_J \lambda_J}\right)^2. \quad (B7)$$

The lowest-order term corresponds to $h = 0$, that is, no energy barrier.

b. High energy barrier ($h \gg 1$)

For $h \gg 1$ (high energy barrier) we find the exponentially small difference

$$\Delta \varepsilon \approx 32 \sqrt{2/\pi} h^{3/4} e^{-4\sqrt{\pi}}. \quad (B8)$$
Substituting the expressions for $h$ [Eq. (A22)], $U_0$ [Eq. (A29)], and $\omega_0$ [Eq. (A30)], we obtain from Eq. (B8)

$$\Delta E \approx 8 \hbar \omega_0 \sqrt{\frac{2U_0}{\pi \hbar \omega_0}} \exp \left[ -\frac{4}{3} \frac{U_0}{\omega_0} \right]$$

(B9)

as the the semiclassical expression for the energy level splitting for a particle in a periodic $\cos(2Q)$ potential. Note, that the exponent is the Euclidian action $S_0/h$ [see Eq. (A41)] that we calculated in Sec. A 4 c.

When we compare this result to the well-known expression (B9) we immediately see, that these two expressions only differ by a numerical factor of the order 4 vs. 16/3 in the exponent. This confirms that the asymptotic expression (B9) is indeed the semiclassical limit for the energy level splitting. Note, that due to our periodic boundary conditions, “tunneling to the left” leads to the same final state as “tunneling to the right”. We should therefore actually compare $\Delta E$ to $2\Delta E_{\text{quartic}}$.

3. Two-level system

In the present paper we use the energy difference between the two lowest eigenvalues of the Schrödinger equation to describe coherent quantum oscillations between the two classical stationary states of the system. This simple approach is only valid as long as the energy barrier is sufficiently high. In this case the difference between the two lowest energy eigenvalues (energy splitting) is small. Furthermore, the sum and the difference between the eigenfunctions corresponding to the two lowest energy eigenvalues are well localized in one of the minima of the potential $U(Q)$ and the two lowest energy levels are sufficient to describe coherent quantum oscillations.

If the barrier becomes too small we need more energy levels to describe the quantum dynamics of the system sufficiently well. Therefore, we require that the difference between the two lowest energy eigenvalues is significantly smaller than the energy difference between the first excited state and the higher energy eigenstates. Numerical calculations based on the Matematica functions MathieuCharacteristicA and MathieuCharacteristicB show that for $h \approx 0.348950$ the difference $\Delta \varepsilon_{12} = \varepsilon_2 - \varepsilon_1$ between the two lowest eigenvalues is the same as the energy difference $\Delta \varepsilon_{23} = \varepsilon_3 - \varepsilon_2$ between the first and the second excited state and is given by $\Delta \varepsilon_{12} = \Delta \varepsilon_{23} \approx 0.696576$. Therefore, we have to choose the parameters of our system such that $h$ is significantly larger than 0.35. A more detailed analysis shows that $\Delta \varepsilon_{23}$ exceeds $\Delta \varepsilon_{12}$ by a factor of 2 for $h > 0.558721$, by a factor of 5 for $h > 0.936175$, and by a factor of 10 for $h > 1.293984$.

The condition that $h$ is significantly larger than 0.35 requires that $t^4$ is significantly larger than $16.8(\hbar \omega_p/E_J \lambda_J)^2$. As a consequence, we are always in a regime where we cannot approximate the system by a two-level system if the approximation (15) is applicable.

Finally we want to mention, that for $h \approx 0.329006$ the energy of the first excited state touches the energy barrier. For smaller values of $h$ only the lowest energy level is below the energy barrier.
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