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Abstract. We show that a semi-stable moduli space of representations of an acyclic quiver can be identified with two GIT quotients by reductive groups. One of a quiver Grassmannian of a projective representation, the other of a quiver Grassmannian of an injective representation. This recovers as special cases the classical Gelfand–MacPherson correspondence and its generalization by Hu and Kim to bipartite quivers, as well as the Zelevinsky map for a quiver of Dynkin type $A$ with the linear orientation.

1. Introduction

In [7], Gelfand and MacPherson use Grassmannians to construct point configurations in projective spaces. They provide a bijection between certain $\text{GL}_n(\mathbb{C})$-orbits on $(\mathbb{P}^{n-1})^m$ and certain $(\mathbb{C}^\times)^m$-orbits in the Grassmannian $\text{Gr}^n(\mathbb{C}^m)$ of $n$-codimensional subspaces of $\mathbb{C}^m$. Kapranov [11] formulated this correspondence, which he calls the Gelfand–MacPherson correspondence, in terms of GIT quotients. For a tuple of positive integers $a = (a_1, \ldots, a_m)$, consider the unique $\text{SL}_n$-linearization of the ample line bundle $\mathcal{O}(\alpha) = \mathcal{O}(a_1, \ldots, a_m)$ on $(\mathbb{P}^{n-1})^m$. It is shown that there exists an ample linearization $\mathcal{L}$ of the action of the torus $T = \{(t_1, \ldots, t_m) \in (\mathbb{C}^\times)^m \mid t_1 \cdots t_m = 1\}$ on the Grassmannian $\text{Gr}^n(\mathbb{C}^m)$ for which there is an isomorphism of varieties

$$\text{Gr}^n(\mathbb{C}^m)_{\mathcal{L}\text{-sst}} \mathbin{/} T \xrightarrow{\cong} ((\mathbb{P}^{n-1})^m)_{\mathcal{O}(\alpha)\text{-sst}} \mathbin{/} \text{SL}_n.$$ 

This isomorphism is provided by an identification of both quotients with a semi-stable GIT quotient of the space of $n \times m$-matrices by the conjugation action of the subgroup $G$ of $\text{GL}_n \times \text{GL}_m$ of all $(g, \text{diag}(t_1, \ldots, t_m))$ such that $\det(g)t_1^{-1} \cdots t_m^{-1} = 1$. If the $n \times m$-matrix has rank $n$ then its kernel is an $n$-codimensional subspace of $\mathbb{C}^m$, while if all its columns are non-zero, we obtain a configuration of $m$ points in $\mathbb{P}^{n-1}$.

The semi-stable quotient of the space of $n \times m$-matrices by the group $G$ is a moduli space of semi-stable quiver representations. The quiver is the $m$-subspace quiver (see Example 3.4). This observation is generalized by Hu and Kim in [9]. They provide a Gelfand–MacPherson correspondence for bipartite quivers (they call them quivers of fence type), i.e. quivers in which every vertex is either a source or a sink, and stability parameters which are positive at the sources and negative at the sinks.

In this paper we provide a generalization of Hu and Kim’s Gelfand–MacPherson correspondence to any acyclic quiver and arbitrary stability conditions. The idea is as follows. If $M$ is a representation of a quiver $Q$ of dimension vector $\alpha$, semi-stable with respect to a given stability parameter $\theta$, then we find a surjective homomorphism $\varphi : P \to M$.
from a projective representation; here $P$ depends only on $\theta$, while the homomorphism depends on $M$. This makes $M$ a quotient of $P$ and thus gives a morphism from the locus of all $\theta$-semi-stable representations to the quiver Grassmannian $\text{Gr}^\alpha(P)$ of quotient representations whose dimension vector is $\alpha$. With the same arguments as by Bongartz and Huisgen-Zimmermann in [1], we see that orbits of the group $G(\alpha)$ on the semi-stable locus $R(Q, \alpha)^{\theta, \sst}$ of the representation variety correspond bijectively to orbits of $\text{Aut}(P)$ on $\text{Gr}^\alpha(P)$. As the automorphism group of $P$ is in general non-reductive and rather complicated, we will replace it by a reductive subgroup and show that we are provided with an isomorphism between the $\theta$-semi-stable moduli space $M^{\theta, \sst}(Q, \alpha)$ with a semi-stable GIT quotient of $\text{Gr}^\alpha(P)$ by this reductive group – here semi-stability is with respect to an equivariant ample line bundle determined by $\theta$.

The same construction can be carried out dually. We find an injective homomorphism $\psi : M \to I$ to an injective representation. This yields a map from the semi-stable locus to the quiver Grassmannian $\text{Gr}_\alpha(I)$ of subrepresentations of dimension vector $\alpha$. Again, we find an action of a reductive group on $\text{Gr}_\alpha(I)$ such that the semi-stable quotient with respect to a certain equivariant ample line bundle is isomorphic to the semi-stable moduli space.

These two dual constructions yield two quotients of quiver Grassmannians which are both isomorphic to the same moduli space of quiver representations. In the case of a bipartite quiver and a stability parameter as considered in [9], we recover the Gelfand–MacPherson correspondence of Hu and Kim.

The case of the trivial stability condition gives, although the semi-stable quiver moduli space is a point, interesting morphisms $\text{Gr}^\alpha(P) \leftarrow R(Q, \alpha) \to \text{Gr}_\alpha(I)$. The group which acts on all these three varieties is $G(\alpha)$ and both morphisms are equivariant with respect to $G(\alpha)$. If $Q$ is the quiver of Dynkin type $A_n$ with the linear orientation, then the map $R(Q, \alpha) \to \text{Gr}_\alpha(I)$ is the so-called Zelevinsky map, see [24, 13] and Example 5.4.

We prove the Gelfand–MacPherson correspondence by identifying the quiver Grassmannians $\text{Gr}^\alpha(P)$ and $\text{Gr}_\alpha(I)$ with non-commutative Hilbert schemes. These are special cases of moduli spaces of representations of framed quivers. On these, we find actions of certain reductive groups and ample line bundles which correspond to the given stability parameter $\theta$. We state the main result, i.e. the correspondence, in two versions, one for non-commutative Hilbert schemes in Theorem 9.1 and one for quiver Grassmannians in Theorem 9.2.

The paper is organized as follows. In Sections 2, 3, and 4 we recall basic facts on representations of quivers, quiver moduli, and quiver Grassmannians and we fix notation. In Section 5 we describe the constructions of the maps from the semi-stable locus to the quiver Grassmannians. We identify the latter with non-commutative Hilbert schemes in Section 6 and define an action of a reductive group on those. Section 7 is concerned with line bundles on non-commutative Hilbert schemes and the analysis of stability. In Section 8 we define morphisms from the semi-stable locus to non-commutative Hilbert schemes and show that they give isomorphisms on the level of GIT quotients. In Section 9 we formulate the (two versions of the) main result and give the proof. We illustrate our constructions with two running examples.
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2. REPRESENTATIONS OF QUIVERS

We work over a fixed algebraically closed field $k$ throughout. Unless otherwise mentioned, all vector spaces, varieties, and so on are defined over $k$.

Let $Q$ be a quiver. It consists of two finite sets $Q_0$, the set of vertices of $Q$, and $Q_1$, the set of arrows of $Q$, together with two maps $s, t : Q_1 \to Q_0$, assigning to an arrow its source and target vertex. We always assume the quiver $Q$ to be acyclic, i.e. it contains no oriented cycles.

A representation $M$ of $Q$ consists of a collection of vector spaces $M_i$ for $i \in Q_0$ and linear maps $M_a : M_{s(a)} \to M_{t(a)}$ for every $a \in Q_1$. A representation $M$ is called finite-dimensional, if $\bigoplus_{i \in Q_0} M_i$ is a finite-dimensional vector space. A homomorphism $f : M \to N$ is a collection of linear maps $f_i : M_i \to N_i$ such that $N_a f_{s(a)} = f_{t(a)} M_a$ holds for every $a \in Q_1$. We obtain the category of representations of $Q$ and the full subcategory of finite-dimensional representations. For a finite-dimensional representation $M$, the tuple $\dim M := (\dim M_i)_{i \in Z^{Q_0}_{\geq 0}}$ is called the dimension vector of $Q$.

The path algebra $kQ$ of $Q$ is the vector space spanned by all (oriented) paths in $Q$; this includes a path of length zero $\varepsilon_i$ at every vertex $i \in Q_0$. Let $Q^*$ be the set of all paths of $Q$. The multiplication of $kQ$ is on basis elements, i.e. on paths, given by

$$q \cdot p = \begin{cases} qp & \text{if } t(p) = s(q) \\ 0 & \text{otherwise}, \end{cases}$$

so by concatenation of paths, if possible. The category of left $kQ$-modules is equivalent to the category of representations of $Q$ by assigning to a left $kQ$-module $M$ the representation consisting of $M_i = \varepsilon_i M$ and $M_a(v) = av$ for $v = \varepsilon_s a v \in M_{s(a)}$. In particular we see that the category of representations is abelian and the category of finite-dimensional representations is a full abelian finite length subcategory. We will in the following not always make a distinction between left $kQ$-modules and representations of $Q$.

Let $A = kQ$. For $i \in Q_0$ the left $A$-module $P(i) = A\varepsilon_i$ is projective. Under the above equivalence it corresponds to the representation with

$$P(i)_j = \varepsilon_j A \varepsilon_i = \bigoplus_{p \in Q^*(i,j)} kp,$$

where $Q^*(i,j)$ denotes the set of paths from $i$ to $j$ in $Q$. There is a natural isomorphism of vector spaces $M_i \cong \text{Hom}_A(P(i), M)$. As $Q$ is acyclic, $P(i)$ is finite-dimensional.

For a right $A$-module $N$ let $D(N) = \text{Hom}(N, k)$, regarded as a left $A$-module. The left $A$-module $I(i) := D(\varepsilon_i A)$ is injective. Concretely,

$$I(i)_j = (\varepsilon_i A \varepsilon_j)^* = \bigoplus_{q \in Q^*(j,i)} kq^*,$$

where $q^*$ denotes the dual basis element. There is a natural isomorphism of vector spaces $M_i^* \cong \text{Hom}_A(M, I(i))$. 


For every left $A$-module $M$, there exist two “canonical” resolutions. The canonical projective resolution is given by

$$0 \rightarrow \bigoplus_{a \in Q_1} P(t(a)) \otimes M_{s(a)} \rightarrow \bigoplus_{i \in Q_0} P(i) \otimes M_i \xrightarrow{\varphi} M \rightarrow 0$$

and the canonical injective resolution

$$0 \rightarrow \bigoplus_{a \in Q_1} A \varepsilon_{t(a)} \otimes \varepsilon_{s(a)} M \xrightarrow{=} \bigoplus_{i \in Q_0} A \varepsilon_i \otimes \varepsilon_i M \rightarrow M \rightarrow 0$$

the tensor products in the above diagram are over $k$. The map $\varphi$ corresponds under the isomorphisms

$$\text{Hom}_A(P,M) \cong \bigoplus_{i \in Q_0} \text{Hom}_k(M_i,\text{Hom}_A(P_i, M)) \cong \bigoplus_{i \in Q_0} \text{End}_k(M_i)$$

to the tuple $(\text{id}_{M_i})_i$. Similarly, the map $\psi$ in the canonical injective resolution

$$0 \rightarrow M \xrightarrow{\psi} \bigoplus_{i \in Q_0} I(i) \otimes M_i \rightarrow \bigoplus_{a \in Q_1} I(s(a)) \otimes M_{t(a)} \rightarrow 0$$

maps $v \in M$ to $\psi(v) = \sum_{q \in Q_1} q^* \otimes qv$. It corresponds under the isomorphisms

$$\text{Hom}_A(M,I) \cong \bigoplus_{i \in Q_0} \text{Hom}_A(M_i, I(i)) \otimes M_i \cong \bigoplus_{i \in Q_0} M_i^* \otimes M_i \cong \bigoplus_{i \in Q_0} \text{End}_k(M_i)$$

to the tuple $(\text{id}_{M_i})_i$.

Note that a consequence of the canonical resolutions is that the category of finite-dimensional representations of $Q$ is hereditary, which means that $\text{Ext}_A^i(M,N) = 0$ for all $i \geq 2$ and all representations $M$ and $N$.

The numerical Euler form of the quiver $Q$ is the (non-symmetric) bilinear form $\langle \cdot, \cdot \rangle : \mathbb{Z}^{Q_0} \times \mathbb{Z}^{Q_0} \rightarrow \mathbb{Z}$ defined by

$$\langle \alpha, \beta \rangle = \sum_{i \in Q_0} \alpha_i \beta_i - \sum_{a \in Q_1} \alpha_{s(a)} \beta_{t(a)}.$$  

The homological Euler form of the category of representations of $Q$ depends only on the dimension vector of $Q$ and can be computed using the numerical Euler form:

$$\dim \text{Hom}_A(M,N) - \dim \text{Ext}_A^1(M,N) = \langle \dim M, \dim N \rangle.$$

3. Quiver moduli

Let $Q$ be an acyclic quiver. In the following, all representations are assumed to be finite-dimensional. Let $\alpha \in \mathbb{Z}^{Q_0}_{\geq 0}$. Fix vector spaces $V_i$ of dimension $\dim V_i = \alpha_i$. We
consider the vector space

\[ R(Q, \alpha) := \bigoplus_{\alpha \in Q_1} \text{Hom}(V_{s(\alpha)}, V_{t(\alpha)}). \]

An element of \( R(Q, \alpha) \) is a representation of \( Q \) on the fixed set of vector spaces \((V_i)_i\). On \( R(Q, \alpha) \), we have a linear left action of the algebraic group

\[ G(\alpha) := \prod_{i \in Q_0} \text{GL}(V_i), \]

where \( g = (g_i)_i \in G(\alpha) \) acts on \( M = (M_a)_a \in R(Q, \alpha) \) by \( g \cdot M = (g_{t(a)}M_ag_{s(a)}^{-1})_a \). Note that two elements of \( R(Q, \alpha) \) are isomorphic as representations of \( Q \) if and only if they lie in the same \( G(\alpha) \)-orbit. The (closed normal) subgroup \( \Delta := k^\times \cdot \text{id} \) acts trivially on \( R(Q, \alpha) \). We thus obtain an action of the group \( PG(\alpha) := G(\alpha)/\Delta \).

In order to construct moduli spaces, we introduce a stability parameter. Let \( \theta \in \mathbb{Z}^{Q_0} \). For \( \alpha \in \mathbb{Z}^{Q_0} \) we define \( \theta(\alpha) := \sum_{i \in Q_0} \theta_i \alpha_i \) and for a representation \( M \) of \( Q \) define \( \theta(M) := \theta(\dim M) \).

**Definition 3.1.** Let \( M \in R(Q, \alpha) \).

1. \( M \) is called \( \theta \)-semi-stable if \( \theta(M) = 0 \) and \( \theta(M') \leq 0 \) for all non-zero proper subrepresentations \( M' \) of \( M \).
2. \( M \) is called \( \theta \)-stable if \( \theta(M) = 0 \) and \( \theta(M') < 0 \) for all non-zero proper subrepresentations \( M' \) of \( M \).

We denote by \( R(Q, \alpha)^{\theta\text{-sst}} \subseteq R(Q, \alpha)^{\theta\text{-st}} \) the loci of \( \theta \)-stable and \( \theta \)-semi-stable representations, respectively. These are Zariski open \( G(\alpha) \)-invariant subsets of \( R(Q, \alpha) \). Note that these may be empty. There are examples where \( R(Q, \alpha)^{\theta\text{-st}} \) is empty and also examples where \( R(Q, \alpha)^{\theta\text{-st}} \) is empty but \( R(Q, \alpha)^{\theta\text{-sst}} \) is not. Observe also that \( R(Q, \alpha)^{\theta\text{-sst}} = R(Q, \alpha) \).

**Remark 3.2.** The above definition of (semi-)stability differs from King’s original definition in [12] by a minus sign.

The full subcategory of \( \theta \)-semi-stable representations is an abelian subcategory of the category of representations of \( Q \), see [19]. The \( \theta \)-stable representations are the simple objects in this category. Schur’s lemma implies that the automorphism group of a stable representation is \( k^\times \). This shows that \( PG(\alpha) \) acts freely on \( R(Q, \alpha)^{\theta\text{-st}} \).

The notion of \( \theta \)-(semi-)stability agrees with Mumford’s [16] notion of (semi-)stability with respect to an ample equivariant line bundle. The line bundle is given as follows. We define a character \( \chi_\theta : G(\alpha) \to k^\times \) associated with \( \theta \) by

\[ \chi_\theta(g) = \prod_i \det(g_i)^{-\theta_i}. \]

Note the minus sign in the exponent; it occurs because of our opposite sign convention in Definition 3.1. As \( \theta(\alpha) = 0 \), the character \( \chi_\theta \) descends to a character \( \chi_\theta : PG(\alpha) \to k^\times \).

Let \( L(\theta) := L(\chi_\theta) \) be the trivial line bundle on \( R(Q, \alpha) \) equipped with the \( PG(\alpha) \)-linearization given by the character \( \chi_\theta \). King shows in [12] that \( M \) is \( \theta \)-semi-stable if and only if it is semi-stable with respect to \( L(\theta) \) and \( M \) is \( \theta \)-stable if and only if it is properly stable with respect to \( L(\theta) \).
For a character \( \chi \) of \( G(\alpha) \) we define

\[
\text{SI}(Q, \alpha)_\chi := \{ f \in k[R(Q, \alpha)] \mid f(g^{-1} \cdot M) = \chi(g)f(M) \text{ (all } g \in G(\alpha), M \in R(Q, \alpha)) \}.
\]

An element of \( \text{SI}(Q, \alpha)_\chi \) is called a \( \chi \)-semi-invariant function. For all \( n \geq 0 \) holds

\[
H^0(R(Q, \alpha), L^{(\theta)^{\otimes n}})^{PG(\alpha)} = \text{SI}(Q, \alpha)^{-n\chi_\theta}.
\]

We define

\[
M^{\theta,\text{-sst}}(Q, \alpha) := R(Q, \alpha)^{L(\theta^{\otimes n}) / PG(\alpha)} = \text{Proj} \left( \bigoplus_{n \geq 0} \text{SI}(Q, \alpha)^{-n\chi_\theta} \right)
\]

and let \( \pi : R(Q, \alpha)^{\theta,\text{-sst}} \to M^{\theta,\text{-sst}}(Q, \alpha) \) be the quotient morphism. Moreover, we set

\[
M^{\theta,\text{-st}}(Q, \alpha) := R(Q, \alpha)^{L(\theta^{\otimes n}) / PG(\alpha)} = \pi(R(Q, \alpha)^{\theta,\text{-sst}}).
\]

We denote the restriction of the quotient map also by \( \pi : R(Q, \alpha)^{\theta,\text{-st}} \to M^{\theta,\text{-st}}(Q, \alpha) \).

**Definition 3.3.** We call \( M^{\theta,\text{-sst}}(Q, \alpha) \) and \( M^{\theta,\text{-st}}(Q, \alpha) \) the \( \theta \)-semi-stable and the \( \theta \)-stable moduli space of \( Q \) of dimension vector \( \alpha \), respectively.

A result by Le Bruyn and Procesi [14] implies that, for an acyclic quiver, there are no non-constant \( G(\alpha) \)-invariant regular functions on \( R(Q, \alpha) \). Therefore \( M^{\theta,\text{-sst}}(Q, \alpha) \) is projective. The quotient \( \pi : R(Q, \alpha)^{\theta,\text{-sst}} \to M^{\theta,\text{-sst}}(Q, \alpha) \) is a geometric \( PG(\alpha) \)-quotient with trivial isotropy groups on the total space. If \( \text{char}(k) = 0 \) then Luna’s étale slice theorem [15] implies that the stable quotient map is a principal left \( PG(\alpha) \)-bundle in the étale topology.

Let us look at two examples, which will be the running examples for the text.

**Example 3.4.** Let \( m \geq 1 \) and \( n \geq 2 \) be integers and let \( Q \) be the \( m \)-subspace quiver:
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Consider the dimension vector \( \alpha = (1, \ldots, 1, n) \), i.e. 1 at every source and \( n \) at the sink. A representation of \( Q \) of dimension vector \( \alpha \) is a tuple \( (v_1, \ldots, v_m) \) of vectors \( v_i \in k^n \). The group \( G(\alpha) \) is \( (k^\times)^m \times \text{GL}_n(k) \) which acts on \( R(Q, \alpha) = (k^\times)^m \) by

\[
(l_1, \ldots, l_m, g) \cdot (v_1, \ldots, v_m) = (l_1^{-1}gv_1, \ldots, l_m^{-1}gv_m).
\]

Let \( a = (a_1, \ldots, a_m) \) be a sequence of positive integers and let \( |a| = a_1 + \ldots + a_m \). Define \( \theta = (na_1, \ldots, na_m, -|a|) \). For \( I \subseteq \{1, \ldots, m\} \) let \( |a|_I := \sum_{i \in I} a_i \). A representation is \( \theta \)-semi-stable (resp. \( \theta \)-stable) if and only if \( v_i \neq 0 \) for all \( i = 1, \ldots, m \) and \( \sum_{i \in I} k \cdot v_i = k^n \) for all subsets \( I \subseteq \{1, \ldots, m\} \) for which \( |a|_I > |a|/2 \) (resp. \( |a|_I \geq |a|/2 \)).

**Example 3.5.** Let \( Q \) be the following orientation of the Dynkin diagram of type \( A_n \):

\[
1 \to 2 \to \ldots \to n
\]

Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be an arbitrary dimension vector. A representation of \( Q \) of dimension vector \( \alpha \) is a tuple \( (M_1, \ldots, M_{n-1}) \) of matrices \( M_i \in M_{\alpha_{i+1} \times \alpha_i}(k) \). The group \( G(\alpha) = \text{GL}_{\alpha_1}(k) \times \ldots \times \text{GL}_{\alpha_n}(k) \) acts on \( R(Q, \alpha) \) by

\[
(g_1, \ldots, g_n) \cdot (M_1, \ldots, M_{n-1}) = (g_1M_1g_1^{-1}, \ldots, g_nM_{n-1}g_{n-1}^{-1}).
\]
Let \( \theta = 0 \). Then every representation is \( \theta \)-semi-stable. A representation is \( \theta \)-stable if and only if it is simple; in this case \( \alpha = e_i := (0, \ldots, 1, \ldots, 0) \) for some vertex \( i \in \{1, \ldots, n\} \).

The \( \theta \)-semi-stable moduli space

\[
M^{\theta\text{-sst}}(Q, \alpha) =: M^{\text{asimp}}(Q, \alpha)
\]

consists of a single point, because the semi-simple representation of dimension vector \( \alpha \) is contained in the \( G(\alpha) \)-orbit closure of every other representation. The \( \theta \)-stable moduli space is either empty (if \( \alpha \) is not a simple root) or a point (if \( \alpha = e_i \) for some vertex \( i \)). Although the moduli spaces in this case are trivial, the Gelfand–MacPherson correspondence for them will still be interesting.

4. QUIVER GRASSMANNIANS

Let \( M \) be a representation of an acyclic quiver \( Q \) of dimension vector \( \alpha := \dim M \) and let \( \beta \in \mathbb{Z}_{\geq 0}^Q \) such that \( \beta_i \leq \alpha_i \) for all \( i \in Q_0 \). Inside the product \( \prod_{i \in Q_0} \text{Gr}_{\beta_i}(M_i) \) we consider the Zariski closed subset

\[
\text{Gr}_\beta(M) := \{ U = (U_i)_{i \in Q_0} \in \prod_{i \in Q_0} \text{Gr}_{\beta_i}(M_i) \mid M_a(U_{a(a)}) \subseteq U_{t(a)} \text{ (all } a \in Q_1) \}\.
\]

It can be interpreted as the zero locus of a section of a vector bundle on \( \prod_{i \in Q_0} \text{Gr}_{\beta_i}(M_i) \).

Therefore \( \text{Gr}_\beta(M) \) has a natural structure of a closed subscheme of \( \prod_{i \in Q_0} \text{Gr}_{\beta_i}(M_i) \); it is in particular projective. Its set of \( k \)-valued points is the set of subrepresentations of \( M \) whose dimension vector is \( \beta \).

Definition 4.1. We call \( \text{Gr}_\beta(M) \) the quiver Grassmannian of \( \beta \)-dimensional subrepresentations of \( M \). We also define \( \text{Gr}_\beta(M) := \text{Gr}_{\alpha-\beta}(M) \) and call it the quiver Grassmannian of \( \beta \)-dimensional quotients of \( M \).

For an arbitrary representation \( M \), no favorable geometric properties of quiver Grassmannians may be expected. In fact every closed subscheme of a projective space over \( k \) arises as a quiver Grassmannian. This result was proved, in various levels of generality, in several ways by several authors, e.g. [10, 21, 8, 22].

However, if \( M \) is rigid, which means \( \text{Ext}_1^{kQ}(M, M) = 0 \), then \( \text{Gr}_\beta(M) \) is smooth [2] and irreducible [23]. Over \( k = \mathbb{C} \) it has no odd cohomology [17, 18] and the cycle map is an isomorphism [3]. The dimension of \( \text{Gr}_\beta(M) \) is \( \langle \beta, \alpha - \beta \rangle \).

5. A MAP TO QUIVER GRASSMANNIANS

Let \( Q \) be an acyclic quiver, \( A = kQ \) the path algebra, \( \alpha \in \mathbb{Z}_{\geq 0}^Q \) a dimension vector, and \( \theta \in \mathbb{Z}^Q \) a stability parameter. Fix vector spaces \( V_i \) of dimension \( \alpha_i \) for every \( i \in Q_0 \). We define

\[
Q_0^+ := Q_{0,0}^+ := \{ i \in Q_0 \mid \theta_i \geq 0 \}
\]

\[
Q_0^- := Q_{0,0}^- := \{ i \in Q_0 \mid \theta_i \leq 0 \}.
\]

Remark 5.1. All objects decorated with a + or a − which we will introduce in the following depend on \( \theta \). We will mostly suppress this dependency in the notation.
Define a projective representation $P^+_θ$ and an injective representation $I^-_θ$ as follows:

$$P^+_θ := \bigoplus_{i ∈ Q^+_θ} P(i) \otimes V_i$$

$$I^-_θ := \bigoplus_{i ∈ Q^-_θ} I(i) \otimes V_i$$

$$= \bigoplus_{p ∈ Q^*} kp \otimes V_{s(p)}$$

$$\bigoplus_{q ∈ Q^*} kq^* \otimes V_{t(q)}$$

Let $M ∈ R(Q, α)$, consisting of linear maps $M_a : V_{s(a)} → V_{t(a)}$ for every $a ∈ Q_1$. As in Section 2, we see that

$$\text{Hom}_A(P^+, M) \cong \bigoplus_{i ∈ Q^+_θ} \text{End}_k(V_i) \quad \text{Hom}_A(M, I^-) \cong \bigoplus_{i ∈ Q^-_θ} \text{End}_k(V_i).$$

Let $ϕ_M : P^+ → M$ and $ψ_M : M → I^-$ be the two homomorphisms which correspond to the tuples $(id_{V_i})_{i ∈ Q^+_θ}$. Concretely, $ϕ_M$ applied to an element $p ⊗ v$ with $v ∈ V_{s(p)}$ is

$$ϕ_M(p ⊗ v) = pv = M_p(v)$$

while $ψ_M$ applied to $v ∈ V_i$ gives

$$ψ_M(v) = \sum_{q ∈ Q^*} q^* \otimes qv = \sum_{q ∈ Q^*} q^* \otimes M_q(v).$$

**Lemma 5.2.** Let $M ∈ R(Q, α)$ be $θ$-semi-stable. Then

1. $ϕ_M$ is surjective,
2. $ψ_M$ is injective.

**Proof.**

1. Assume that $ϕ_M$ were not surjective. Let $C := \text{coker} \ ϕ_M$ and let $j ∈ Q_0$ such that $C_j \neq 0$. Then $j ∈ Q_0 \setminus Q^+_θ$. Assume that $j$ is minimal in the sense that $C_i = 0$ for all $i ∈ Q_0$ for which there exists a path of positive length $i → j$. Then there exists a surjective homomorphism $C → S(j)$, which yields a surjective homomorphism $M → S(j)$. But $θ(S(j)) = \theta_j < 0$ which contradicts $θ$-semi-stability of $M$.

2. Suppose $ψ_M$ were not injective. Let $K := \ker ψ_M$ and let $j ∈ Q_0$ be a maximal vertex such that $K_j \neq 0$. Then $j ∈ Q_0 \setminus Q^-_θ$. By maximality there exists an injective homomorphism $S(j) → K$. But as $θ(S(j)) = \theta_j > 0$, we obtain a contradiction to semi-stability of $M$.

We define maps $ϕ : R(Q, α)^{θ-sst} → \text{Gr}^α(P^+)$ and $ψ : R(Q, α)^{θ-sst} → \text{Gr}^α(I^-)$ by

$$ϕ(M) = \ker(ϕ_M) \quad ψ(M) = \text{im}(ψ_M).$$

**Example 5.3.** Recall the notation of Example 3.3. A $θ$-semi-stable representation of dimension vector $α$ is a tuple $(v_1, ..., v_m)$ of non-zero vectors in $k^n$ for which $\{v_i \mid i ∈ I\}$ spans $k^n$, whenever $I ⊆ \{1, ..., m\}$ is a subset such that $|a|_I > |a|/2$. 
The projective representation \( P^+ \) is

\[
\begin{array}{c}
\vdots \\
k \arrow{e_1} \downarrow k \\
\vdots \\
k \arrow{e_m} \downarrow k.
\end{array}
\]

Therefore, the Grassmannian \( \text{Gr}^\alpha(P^+) \) identifies with \( \text{Gr}^\alpha(k^m) \), the Grassmannian of \( n \)-codimensional subspaces of \( k^m \). Given a \( \theta \)-semi-stable representation consisting of \((v_1, \ldots, v_m)\), the map \( \varphi \) assigns to it the kernel of the full rank matrix \((v_1 | \ldots | v_m)\).

The representation \( I^- \) is a direct sum of \( n \) copies of the indecomposable injective representation at the sink; explicitly, \( I^- \) is

\[
\begin{array}{c}
\vdots \\
k \arrow{\text{id}} \\
\vdots \\
k \arrow{\text{id}} \downarrow k \\
\vdots \\
k \arrow{\text{id}} \downarrow \ldots \downarrow k.
\end{array}
\]

Therefore, \( \text{Gr}^\alpha(I^-) \) identifies with \((\mathbb{P}^{n-1})^m\). A \( \theta \)-semi-stable representation consisting of \((v_1, \ldots, v_m)\) is mapped by \( \psi \) to \((\langle v_1 \rangle, \ldots, \langle v_m \rangle)\), the tuple of lines spanned by the non-zero vectors \( v_i \).

**Example 5.4.** Recall Example 3.5. Write \( V_i := k^{\alpha_i} \) and let \( V := V_1 \oplus \ldots \oplus V_n \).

Let us treat the injective representation \( I^- = I \) first. In this case, we will recover a map considered by Zelevinsky in [24]. The representation \( I \) is given as

\[
\begin{pmatrix}
0 & \text{id} & 0 & \ldots & 0 \\
0 & 0 & \text{id} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & \ldots & 0 & \text{id}
\end{pmatrix}
\]

\[
V_1 \oplus \ldots \oplus V_n \rightarrow V_2 \oplus \ldots \oplus V_n \rightarrow \ldots \rightarrow V_{n-1} \oplus V_n
\]

\[
= I_{[1,2]} \rightarrow V_{n-1} \oplus V_n (0 \text{ id}) \rightarrow V_n
\]

Denote \( E_i := V_1 \oplus \ldots \oplus V_i \). It is the kernel of the composition

\[
I_{[1,i+1]} : V_1 \oplus \ldots \oplus V_n \rightarrow V_{i+1} \oplus \ldots \oplus V_n
\]

in the above diagram. This gives a flag of subspaces \( E_1 \subseteq E_2 \subseteq \ldots \subseteq E_n \), which we consider as the standard flag. Let \( E'_i := V_{\alpha_{i+1}} \oplus \ldots \oplus V_n \). This yields a flag \( E'_1 \supseteq \ldots \supseteq E'_{n-1} \supseteq E'_n \) such that \( E_i \oplus E'_i = 0 \).

Let \((U_1, \ldots, U_n) \in \text{Gr}_\alpha(I)\). It consists of \( \alpha_i \)-dimensional subspaces \( U_i \) of \( V_1 \oplus \ldots \oplus V_n \) such that \( I_{[i,i+1]} \) maps \( U_i \) into \( U_{i+1} \). By taking the inverse image of \( U_i \) under \( I_{[1,i]} \), we obtain a flag

\[
F_1 \subseteq F_2 \subseteq \ldots \subseteq F_n
\]

of subspaces of \( V \) such that \( \dim F_i = \alpha_1 + \ldots + \alpha_i \) and such that \( F_i \supseteq E_{i-1} \). We identify the variety of partial flags \( F_* \) of subspaces of dimension \( \dim F_i = \alpha_1 + \ldots + \alpha_i \) with
GL(V)/H, where H is the parabolic subgroup of block upper triangular matrices

\[
\begin{pmatrix}
V_1 & V_2 & \ldots & V_n \\
V_1 & * & \ldots & * \\
V_2 & * & \ldots & * \\
\vdots & \ddots & \ddots & \vdots \\
V_n & & \ldots & *
\end{pmatrix}
\]

it is the parabolic subgroup which fixes the standard flag \(E_\ast\). A right coset \(gH\) corresponds to the flag stabilized by the parabolic \(gHg^{-1}\). We obtain a map \(Gr_\alpha(I) \to GL(V)/H\). It can be shown that \(Gr_\alpha(I) \to GL(V)/H\) is algebraic and restricts to an isomorphism onto the closed subvariety \(\Omega := \{F_\ast \in GL(V)/H \mid F_i \supseteq E_{i-1} \text{ for } i = 2, \ldots, n\}\).

(Note that the natural scheme structure of \(\Omega\) is reduced and that \(\Omega\) is irreducible.) As the flag \(E_\ast\) is stabilized by \(H\), we see that \(\Omega\) is \(H\)-invariant. The subgroup \(H\) acts on \(GL(V)/H\) with finitely many orbits, so \(\Omega\) must be a closure of an \(H\)-orbit, i.e. a Schubert variety.

Now to the map \(\psi : R(Q, \alpha) \to Gr_\alpha(I)\). Let \(M\) be a representation consisting of \((M_1, \ldots, M_{n-1})\) with \(M_i \in Hom(V_i, V_{i+1})\). The map \(\psi_M : M \to I\) in the injective resolution is given by

\[
\begin{array}{ccccccccc}
V_1 & \oplus & \ldots & \oplus & V_n & \xrightarrow{I_{[1,2]}} & \ldots & \xrightarrow{I_{[n-1,n]}} & V_{n-1} & \oplus & V_n & \xrightarrow{\text{id}} & V_n
\end{array}
\]

Now take \(\text{im} \psi_M \in Gr_\alpha(I)\), form the associated flag \(F_\ast\) and consider the corresponding right coset \(gH \in GL(V)/H\). It is the right coset of

\[
g = g_M = \begin{pmatrix}
\text{id} & 0 & \ldots & \ldots & 0 \\
M_1 & \text{id} & \ddots & \vdots \\
M_2M_1 & M_2 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \text{id} & 0 \\
M_{n-1}M_1 \ldots M_1 & M_{n-1} \ldots M_2 & \ldots & M_{n-1} \text{id}
\end{pmatrix}
\]

The morphism \(\zeta : R(Q, \alpha) \to \Omega\) given by \(\zeta(M) = g_MH\) is the map which Zelevinsky constructs in [24]. It is often referred to as the Zelevinsky map. Lakshmibai and Magyar argue in the proof of the main theorem of [13] that \(\zeta\) provides an isomorphism from \(R(Q, \alpha)\) to the intersection \(\Omega \cap O\) with the opposite open Schubert cell

\[
O = \{F_\ast \in GL(V)/H \mid F_i \cap E'_i = 0 \text{ for } i = 1, \ldots, n\}.
\]
The representation $P^+ = P$ is

\[
\begin{pmatrix}
\text{id} \\
0
\end{pmatrix} : V_1 \oplus V_2 \to \ldots \to V_1 \oplus \ldots \oplus V_{n-1} \to V_1 \oplus \ldots \oplus V_n
\]

Setting $P_{[i,n]} : V_1 \oplus \ldots \oplus V_i \to V_1 \oplus \ldots \oplus V_n$, the subspace $E_i$ is the image of $P_{[i,n]}$. For $(U_1, \ldots, U_n) \in \text{Gr}^\alpha(P)$, which is a tuple of subspaces $U_i \subseteq V_1 \oplus \ldots \oplus V_i$ of codimension $\alpha_i$ such that $P_{[i,i+1]}(U_i) \subseteq U_{i+1}$, we identify $U_i$ with its image under the map $P_{[i,n]}$. Then $\text{Gr}^\alpha(P)$ identifies with the space of flags $U_1 \subseteq U_2 \subseteq U_3 \subseteq \ldots \subseteq U_n$.

The subvariety is irreducible and $H$-invariant, hence a Schubert variety.

Now to $\varphi : R(Q, \alpha) \to \text{Gr}^\alpha(P)$. Let $M$ be a representation of dimension vector $\alpha$ given by $(M_1, \ldots, M_{n-1})$. Then the standard projective resolution

\[
0 \to P^1 \to P \xrightarrow{\varphi M} M \to 0
\]

is given by

\[
\begin{array}{cccccccc}
V_1 & \rightarrow & V_2 & \rightarrow & \ldots & \rightarrow & V_1 \oplus \ldots \oplus V_{n-1} & \rightarrow & 0 \\
\downarrow P_{[1,2]} & & \downarrow (M_1, \text{id}) & & \downarrow P_{[n-1,n]} & & \downarrow (M_{n-1} \ldots M_1, \ldots, M_{n-1}, \text{id}) & & \downarrow (M_1, \text{id}) \\
V_1 & \rightarrow & V_2 & \rightarrow & \ldots & \rightarrow & V_1 \oplus \ldots \oplus V_n & \rightarrow & 0 \\
\end{array}
\]

is given by

\[
\begin{pmatrix}
\text{id} \\
0 \\
\vdots \\
0
\end{pmatrix} : V_1 \oplus \ldots \oplus V_i \to V_1 \oplus \ldots \oplus V_{n-1} \to V_1 \oplus \ldots \oplus V_n
\]

\[
\begin{pmatrix}
\text{id} & 0 & \ldots & 0 \\
-M_1 & \text{id} & \ddots & \vdots \\
0 & -M_2 & \ddots & 0 \\
\vdots & \ddots & \ddots & \text{id} \\
0 & \ldots & 0 & -M_{n-1}
\end{pmatrix}
\]
They are given as follows: $\phi$ for $\ker \phi$. For every $hH \in \text{GL}(V)/H$, it is represented by

$$h = h_M = \begin{pmatrix}
\text{id} & 0 & \ldots & \ldots & 0 \\
-M_1 & \text{id} & \ddots & \vdots & \\
0 & -M_2 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \text{id} & 0 \\
0 & \ldots & 0 & -M_{n-1} & \text{id}
\end{pmatrix}.$$ 

We obtain a morphism $\eta : R(Q, \alpha) \to \Upsilon$ given by $\eta(M) = h^*_M H$. We call it the dual Zelevinsky map. In a similar way as in [13, 1.3 Thm., 2.2 Thm.], we can see that $\eta$ provides an isomorphism onto $\Upsilon \cap O$.

In the next sections, we will show that $\phi$ and $\psi$ induce an isomorphism from the (semi-)stable moduli space to a GIT quotient of the quiver Grassmannian by a reductive group. In order to state and prove this result, it will be convenient to interpret the quiver Grassmannians $\text{Gr}^\alpha(P^+)$ and $\text{Gr}_\alpha(I^-)$ as non-commutative Hilbert schemes. We will do this in the following section.

6. Non-commutative Hilbert schemes

We will first introduce the construction of non-commutative Hilbert schemes in general. We largely follow Reineke’s exposition in [20]. Note however that our notation differs slightly from his. Let $Q$ be an acyclic quiver and $\beta \in \mathbb{Z}^Q_{\geq 0}$ a dimension vector; later $\beta$ will be the dimension vectors $\alpha^\pm$ considered in Section 5. Consider the following two framing constructions.

Let $Q^\beta$ be the quiver consisting of $(Q^\beta)_0 = \{0\} \cup Q_0$ and $\beta_i$ arrows $0 \to i$ for every $i \in Q_0$. For any dimension vector $\alpha \in \mathbb{Z}^Q_{\geq 0}$ define the dimension vector $(1, \alpha)$ of $Q^\beta$ by $(1, \alpha)_0 = 1$ and $(1, \alpha)_i = \alpha_i$ for every $i \in Q_0$.

On the other hand, let $Q_\beta$ be the quiver with $(Q_\beta)_0 = Q_0 \cup \{\infty\}$ and $\beta_i$ arrows $i \to \infty$ for every $i \in Q_0$. Define the dimension vector $(\alpha, 1)$ as before.

Fix vector spaces $V_i$ of dimension $\alpha_i$ and $E_i$ of dimension $\beta_i$. Let

$$P_\beta = \bigoplus_{i \in Q_0} P(i) \otimes E_i \quad I_\beta = \bigoplus_{i \in Q_0} I(i) \otimes E_i$$

$$= \bigoplus_{p \in Q^*} kp \otimes E_{s(p)} \quad = \bigoplus_{q \in Q^*} kq^* \otimes E_{t(p)}$$

For every $M \in R(Q, \alpha)$ there are isomorphisms

$$\text{Hom}_A(P_\beta, M) \cong \bigoplus_{i \in Q_0} \text{Hom}_k(E_i, V_i) \quad \text{Hom}(M, I_\beta) \cong \bigoplus_{i \in Q_0} \text{Hom}_k(V_i, E_i).$$

Let $\varphi_{M,A} : P_\beta \to M$ be the homomorphism corresponding to a tuple $A = (A_i)_i \in \bigoplus_i \text{Hom}_k(E_i, V_i)$ and let $\psi_{M,B} : M \to I_\beta$ correspond to $B = (B_i)_i \in \bigoplus_i \text{Hom}_k(V_i, E_i)$. They are given as follows: $\varphi_{M,A}$ maps $p \otimes w$ with $w \in E_{s(p)}$ to

$$\varphi_{M,A}(p \otimes w) = M_p A_{s(p)}(w),$$
while $\psi_{M,B}$ applied to $v \in V_i$ gives

$$\psi_{M,B}(v) = \sum_{q \in Q^*} q^* \otimes B_{l(q)} M_q(v).$$

We have

$$R(Q^2, (1, \alpha)) = R(Q, \alpha) \oplus \bigoplus_{i \in Q_0} \text{Hom}_k(E_i, V_i)$$

and $G(1, \alpha) = k^\times \times G(\alpha)$. An element $(t, g)$ of the group $G(1, \alpha)$ acts on $(M, A) \in R(Q^2, (1, \alpha))$ by

$$(t, g) \cdot (M, A) = ((g_{t(a)} M_a g_{s(a)}^{-1})_a, (g_i A_i t^{-1})_i).$$

The group $PG(1, \alpha)$ is isomorphic to $G(\alpha)$ and the induced group action on $R(Q^2, (1, \alpha))$ is given by $g \cdot (M, A) = ((g_{t(a)} M_a g_{s(a)}^{-1})_a, (g_i A_i)_i)$.

For the other framed quiver, we get

$$R(Q_{\beta}, (\alpha, 1)) = R(Q, \alpha) \oplus \bigoplus_{i \in Q_0} \text{Hom}_k(V_i, E_i).$$

The group $G(\alpha, 1)$ is also $G(\alpha) \times k^\times$ and the induced action of $PG(\alpha, 1) \cong G(\alpha)$ on $R(Q_{\beta}, (\alpha, 1))$ is $g \cdot (M, B) = ((g_{t(a)} M_a g_{s(a)}^{-1})_a, (B_i g_i^{-1})_i)$.

Consider the following stability parameters $c^\alpha$ for $Q^\beta$ and $c_\alpha$ for $Q_{\beta}$ given by

$$(c^\alpha)_0 = |\alpha|$$

$$(c^\alpha)_i = -1$$

$$(c_\alpha)_i = 1.$$

In the above equations, $|\alpha|$ denotes the 1-norm of $\alpha$; note that $\alpha$ has non-negative entries, so $|\alpha| = \sum_{i \in Q_0} \alpha_i$.

**Lemma 6.1** (Engel–Reineke). Let $M \in R(Q, \alpha)$, let $A \in \bigoplus_{i \in Q_0} \text{Hom}_k(E_i, V_i)$, and let $B \in \bigoplus_{i \in Q_0} \text{Hom}_k(V_i, E_i)$.

1. The following are equivalent:
   - (a) $(M, A)$ is $c^\alpha$-semi-stable.
   - (b) $(M, A)$ is $c^\alpha$-stable.
   - (c) No proper subrepresentation of $M$ contains $\text{im} \ A := \bigoplus_{i \in Q_0} \text{im} A_i$.
   - (d) $\varphi_{M,A} : P_\beta \to M$ is surjective.

2. The following are equivalent:
   - (a) $(M, B)$ is $c_\alpha$-semi-stable.
   - (b) $(M, B)$ is $c_\alpha$-stable.
   - (c) Non non-zero subrepresentation of $M$ is contained in $\ker B := \bigoplus_{i \in Q_0} \ker B_i$.
   - (d) $\psi_{M,B} : M \to I_\beta$ is injective.

**Proof.** Part (1) of the lemma is shown in [6]. Part (2) can be proved analogously. \(\square\)

We denote the (semi)-stable locus with respect to $c^\alpha$ by $R(Q^\beta, (1, \alpha))^0$ and the (semi)-stable locus with respect to $c_\alpha$ by $R(Q_{\beta}, (\alpha, 1))^0$. So, concretely

$$R(Q^\beta, (1, \alpha))^0 = \{ (M, A) \mid \varphi_{M,A} : P_\beta \to M \text{ is surjective} \}$$

$$R(Q_{\beta}, (\alpha, 1))^0 = \{ (M, B) \mid \psi_{M,B} : M \to I_\beta \text{ is injective} \}.$$
Definition 6.2. The geometric quotients

\[ \text{Hilb}^{\beta,\alpha}(Q) = R(Q^\beta, (1, \alpha))^{0}/G(\alpha) \]

\[ \text{Hilb}_{\alpha, \beta}(Q) = R(Q_{\beta}, (\alpha, 1))^{0}/G(\alpha) \]

are called non-commutative Hilbert schemes.

Proposition 6.3.

1. The map \( R(Q^\beta, (1, \alpha))^{0} \to \text{Gr}^\alpha(P_{\beta}) \) defined by \((M, A) \to \ker \varphi_{M,A} \) is a well-defined algebraic map and descends to an isomorphism \( \Phi : \text{Hilb}^{\beta,\alpha}(Q) \to \text{Gr}^\alpha(P_{\beta}) \).

2. The map \( R(Q_{\beta}, (\alpha, 1))^{0} \to \text{Gr}_{\alpha}(I_{\beta}) \) defined by \((M, B) \to \im \psi_{M,B} \) is a well-defined algebraic map and descends to an isomorphism \( \Psi : \text{Hilb}_{\alpha,\beta}(Q) \to \text{Gr}_{\alpha}(I_{\beta}) \).

Proof. By [4, Subsect. 2.3], we know that \( \text{Gr}_{\alpha}(I_{\beta}) \) is isomorphic to

\[ \text{Hom}_{Q}(\alpha, I_{\beta})/\text{G}(\alpha), \]

where \( \text{Hom}_{Q}(\alpha, I_{\beta}) \) is the set of all \((M, B) \in R(Q, \alpha) \times \prod_{i \in Q_0} \text{Hom}(V_i, I_{\beta,i}) \) such that \( B_{t(a)}A_a = I_{\beta,a}B_{s(a)} \) for all \( a \in Q_1 \) and \( \text{Hom}_{Q}(\alpha, I_{\beta}) \) is the subset where all \( B_i \) are injective. The action of \( \text{G}(\alpha) \) is given by \( g \cdot (M, B) = (g \cdot M, (g_iB_i)) \). The map

\[ R(Q_{\beta}, (\alpha, 1)) = R(Q, \alpha) \times \prod_{i \in Q_0} \text{Hom}(V_i, E_i) \to \text{Hom}_{Q}(\alpha, I_{\beta}) \]

given by \((M, B) \mapsto (M, \psi_{M,B}) \) is a \( \text{G}(\alpha) \)-equivariant isomorphism of varieties. The inverse image of \( \text{Hom}_{Q}(\alpha, I_{\beta}) \) is precisely \( R(Q_{\beta}, (\alpha, 1))^{0} \). This proves (2). The proof of (1) is analogous. \( \square \)

We will observe in the following that the isomorphisms \( \Phi \) and \( \Psi \) are equivariant with respect to the groups \( G(\beta) \). We will define the actions of the group \( G(\beta) \) on non-commutative Hilbert schemes and quiver Grassmannians in the following.

To explain how the group \( G(\beta) \) acts on non-commutative Hilbert schemes, we introduce two slightly different framing constructions. Consider the quivers \( Q^\varphi \) and \( Q_\gamma \) given as follows. Let \( Q_{\varphi,0} = Q_0 \times \{0, 1\} \) and \( Q_{\varphi} = \{(a, 1) : (s(a), 1) \to (t(a), 1)\} \cup \{(i, 0) : (i, 0) \to (i, 1)\} \). In words, we add a copy of every vertex and add an arrow from the copy to the original vertex. On the other hand, let \( Q_{\gamma,0} = Q_0 \times \{1, \infty\} \) and \( Q_{\gamma} = \{(a, 1) : (s(a), 1) \to (t(a), 1)\} \cup \{(i, 1\infty) : (i, 1) \to (i, \infty)\} \). That means, we again make a copy of each vertex, but this time add an arrow from the original vertex to its copy.

Consider the dimension vector \((\beta, \alpha)\) for \( Q^\gamma\); formally \((\beta, \alpha)_{(i,0)} = \beta_i \) and \((\beta, \alpha)_{(i,1)} = \alpha_i \). Then

\[ R(Q^\gamma, (\beta, \alpha)) = R(Q, \alpha) \oplus \bigoplus_{i \in Q_0} \text{Hom}_k(E_i, V_i) = R(Q^\beta, (1, \alpha)) \]

but \( G(\beta, \alpha) = G(\beta) \times G(\alpha) \); an element \((h, g) \in G(\beta) \times G(\alpha)\) acts on \((M, A) \in R(Q^\gamma, (\beta, \alpha))\) by

\[ (h, g) \cdot (M, A) = ((g_{t(a)}M_ah_{s(a)}^{-1})_a, (g_iA_ih_i^{-1})) =: (g \cdot M, gAh^{-1}). \]
For $Q_\alpha$ and the dimension vector $(\alpha, \beta)$ defined by $(\alpha, \beta)_{(i,1)} = \alpha_i$ and $(\alpha, \beta)_{(i,\infty)} = \beta_i$, we have
\[ R(Q_\alpha, (\alpha, \beta)) = R(Q, \alpha) \oplus \bigoplus_{i \in \mathbb{Q}_0} \text{Hom}_k(V_i, E_i) = R(Q_\beta, (\alpha, 1)) \]
and $(g, h) \in G(\alpha, \beta) = G(\alpha) \times G(\beta)$ acts on $(M, B)$ by
\[ (g, h) \cdot (M, B) = ((g_{i_1}(s_i)a_h g_{i_1}^{-1})a_i, (h_i B_i g_i^{-1})) =: (g \cdot M, h B g^{-1}) \]

Via the identification $R(Q_\beta, (1, \alpha)) = R(Q_\gamma, (\beta, \alpha))$ and $R(Q_\beta, (\alpha, 1)) = R(Q_\gamma, (\alpha, \beta))$ we transport the actions of $G(\beta, \alpha)$ and $G(\alpha, \beta)$ to $R(Q_\beta, (1, \alpha))$ and $R(Q_\beta, (\alpha, 1))$, respectively. With respect to these group actions, the open subsets $R(Q_\beta, (1, \alpha))^0$ and $R(Q_\beta, (\alpha, 1))^0$ are invariant. In order to obtain a group action on the quotients, we consider the following general lemma.

**Lemma 6.4.** Let $\Gamma$ be a reductive algebraic group and let $G$ be a closed normal subgroup of $\Gamma$. Let $X$ be a variety equipped with an action of $\Gamma$ such that a categorical $G$-quotient $\pi : X \to Y$ exists. Then there exists an action of $H := \Gamma/G$ on $Y$ such that $\pi$ is equivariant with respect to $\Gamma \to H$.

**Proof.** This is well-known. We give the argument for completeness and to fix notation. Let $\varpi : \Gamma \to H$. The morphism $\varpi \times \pi : \Gamma \times X \to H \times Y$ is a categorical $G \times G$-quotient. As the composition
\[ \Gamma \times X \xrightarrow{a_{\Gamma}} X \xrightarrow{\pi} Y \]
of the action map $a_{\Gamma}$ with $\pi$ is $G \times G$-invariant, we obtain a unique morphism $a_H : H \times Y \to Y$ such that
\[ \varpi \times \pi \downarrow \quad \pi \downarrow \quad a_H \downarrow \]
is commutative. The map $a_H$ is an action of $H$. For closed points $h = \gamma G \in H$ and $x \in X$ we have $h \cdot \pi(x) = \pi(\gamma x)$. \hfill \square

We apply this to $\Gamma = PG(\beta, \alpha)$ (or $\Gamma = PG(\alpha, \beta)$), $G = G(\alpha)$, $H = PG(\beta)$, and $X = R(Q_\beta, (1, \alpha))^0$ (or $X = R(Q_\beta, (\alpha, 1))^0$). Lemma 6.3 provides us with actions of $PG(\beta)$ on $\text{Hilb}_{\beta, \alpha}(Q)$ and $\text{Hilb}_{\alpha, \beta}(Q)$.

Now to the action on quiver Grassmannians. For $h \in G(\beta)$, we regard $h_i \in \text{GL}(E_i)$ as an automorphism of $P(i) \otimes E_i$. Therefore, $h$ gives rise to an automorphism $\sigma(h)$ of $P_\beta$. The map $\sigma : G(\beta) \to \text{Aut}_A(P_\beta)$ is a morphism of algebraic groups. This provides us with an action of $G(\beta)$ on $\text{Gr}^\alpha(P_\beta)$. If $h = (t \cdot \text{id}_{E_i})$ for $t \in k^\times$, then $\sigma(h)$ is the multiplication with $t$ which leaves every subrepresentation invariant. Thus the $G(\beta)$-action on $\text{Gr}^\alpha(P_\beta)$ descends to an action of $PG(\beta)$. In the same vein, there is a morphism of algebraic groups $G(\beta) \to \text{Aut}_A(I_\beta)$; this yields an action of $PG(\beta)$ on $\text{Gr}_{\alpha}(I_\beta)$.

**Lemma 6.5.** The isomorphisms $\Phi : \text{Hilb}_{\beta, \alpha}(Q) \to \text{Gr}^\alpha(P_\beta)$ and $\Psi : \text{Hilb}_{\alpha, \beta}(Q) \to \text{Gr}_{\alpha}(I_\beta)$ are $PG(\beta)$-equivariant.
Proof. For \((M, A) \in R(Q^-, (\beta, \alpha))\) and \((h, g) \in G(\beta, \alpha)\), the homomorphism \(\varphi_{g,M,h}^{-1}\) applied to \(p \otimes w\) with \(w \in E_{s(p)}\) is

\[
\varphi_{g,M,h}^{-1}(p \otimes w) = (g_{t(p)} M_i g_{i(p)}^{-1})(g_{s(p)} A_i g_{i(p)}^{-1})(w) = g_{t(p)} \varphi_{M,h}^{-1}(w)
\]

which shows

\[
\ker \varphi_{g,M,h}^{-1} = \ker \varphi_{M,h}^{-1}.
\]

This proves equivariance of \(\Phi\). Similarly, for \((M, B) \in R(Q^+, (\alpha, \beta))\) and \((g, h) \in G(\alpha, \beta)\), the homomorphism \(\psi_{g,M,h}^{-1}\) maps \(v_i \in V_i\) to

\[
\psi_{g,M,h}^{-1}(v) = \sum_{q \in Q^+, s(q) = i} q^* \otimes (h_{t(q)} B_{t(q)} g_{t(q)}^{-1})(g_{t(q)} M_q g_{t(q)}^{-1})(v) = \psi_{M,hB}(g_i^{-1}v)
\]

and therefore

\[
\text{im} \psi_{g,M,h}^{-1} = \text{im} \psi_{M,hB}.
\]

Equivariance of \(\Psi\) is proved. \(\square\)

We describe the induced group actions on the quiver Grassmannians for our two running examples. In these cases, \(\beta\) is always \(\alpha^+\).

**Example 6.6.** Recall Examples 3.4 and 5.3. We describe the group actions on \(\text{Gr}^\alpha(P^+)\) and \(\text{Gr}_\alpha(I^-)\).

For \(\text{Gr}^\alpha(P^+) \cong \text{Gr}^\alpha(k^m)\), we get \(\alpha^+ = (1, \ldots, 1, 0)\) and we obtain

\[
R(Q^+, (1, \alpha)) = k^m \oplus (k^n)^m = R(Q^-, (\alpha^+, \alpha)).
\]

The open subset \(R(Q^+, (1, \alpha))^0\) consists of all \(((z_1, \ldots, z_m), (v_1, \ldots, v_m))\) such that all \(z_i \neq 0\) and the matrix \((v_1 \mid \ldots \mid v_m)\) has full rank. We get an induced action of \(PG(\alpha^+) = (k^\times)^m / \Delta\) on \(\text{Gr}(P^+)\). A group element \(h\), represented by \((h_1, \ldots, h_m) \in (k^\times)^m\), acts on an element \(Q \in \text{Gr}^\alpha(k^m)\), represented by a matrix \(A = (v_1 \mid \ldots \mid v_m) \in M_n \times m(k)\) of full rank as \(Q \cdot h^{-1}\), which is represented by the matrix

\[
A \cdot \begin{pmatrix}
  h_1^{-1} & 0 & \cdots & 0 \\
  0 & h_2^{-1} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & h_m^{-1}
\end{pmatrix}.
\]

Now to \(\text{Gr}_\alpha(I^-) \cong (\mathbb{P}^1)^m\). We have \(\alpha^- = (0, \ldots, 0, n)\) and

\[
R(Q^-, (\alpha, 1)) = (k^2)^m \oplus M_{n \times n}(k) = R(Q^-, (\alpha^+, \alpha^-)).
\]

The set \(R(Q^-, (\alpha, 1))^0\) consists of all \(((v_1, \ldots, v_m), A)\) where all \(v_i \neq 0\) and \(A\) is invertible. The induced action is as follows. An element \(h\) of group \(PG(\alpha^-) = \text{PGL}_n(k)\) acts on \((x_1, \ldots, x_m) \in (\mathbb{P}^{n-1})^m\) by \((hx_1, \ldots, hx_m)\).

**Example 6.7.** Recall Examples 3.5 and 5.4. We describe the group actions on \(\text{Gr}^\alpha(P)\) and \(\text{Gr}_\alpha(I)\). Both are isomorphic to Schubert varieties of \(\text{GL}(V)/\text{H}\) and \(\alpha^+ = \alpha^- = \alpha\), so the group which acts is \(G(\alpha) = \prod_{i=1}^n \text{GL}(V_i)\). On both varieties, the action of \(PG(\alpha^+) = PG(\alpha)\) comes from the action of \(G(\alpha) = \prod_{i=1}^n \text{GL}(V_i) \subseteq \text{GL}(V)\), which acts on \(\text{GL}(V)/\text{H}\) by left multiplication.
7. Descent of line bundles

Now let $\theta \in \mathbb{Z}^{Q_0}$ be a stability parameter for $Q$ such that $\theta(\alpha) = 0$ and let $\beta = \alpha^+$. Pick a natural number $N > 0$. We define a stability parameter $\theta^+$ for $Q^\vee$ by
\[
\theta^+_{(i,0)} = \begin{cases} 
N & \text{if } \theta_i \geq 0 \\
0 & \text{otherwise}
\end{cases} \quad \theta^+_{(i,1)} = \begin{cases} 
-N + \theta_i & \text{if } \theta_i \geq 0 \\
\theta_i & \text{otherwise}
\end{cases}
\]

We see that $\theta^+(\alpha^+, \alpha) = 0$. We also define the stability condition $\theta^-$ for $Q^\vee$ by
\[
\theta^-_{(i,1)} = \begin{cases} 
N + \theta_i & \text{if } \theta_i \leq 0 \\
\theta_i & \text{otherwise}
\end{cases} \quad \theta^-_{(i,\infty)} = \begin{cases} 
-N & \text{if } \theta_i \leq 0 \\
0 & \text{otherwise}
\end{cases}
\]

We analyze (semi-)stability with respect to $\theta^\pm$.

**Proposition 7.1.** Let $N > 0$.

1. An element $(M, A) \in R(Q^\vee, (\alpha^+, \alpha))$ is $\theta^+$-(semi-)stable if and only if $M$ is $\theta$-(semi-)stable and $A_i$ is invertible for every $i \in Q_0^+$. 
2. An element $(M, B) \in R(Q^\vee, (\alpha, -\alpha^-))$ is $\theta^-$-(semi-)stable if and only if $M$ is $\theta$-(semi-)stable and $B_i$ is invertible for every $i \in Q_0^-$. 

**Proof.** We prove (1); the proof of (2) is analogous. Let $(\beta', \alpha')$ be another dimension vector of $Q^\vee$. We compute
\[
\theta^+(\beta', \alpha') = N(|\beta'| - |\alpha'^+|) + \theta(\alpha').
\]

If we choose $N$ sufficiently big then $\theta^+(\beta', \alpha') > 0$ if and only if either of the following hold:
- $|\beta'| > |\alpha'^+|
- |\beta'| = |\alpha'^+|$ and $\theta(\alpha') > 0.$
Moreover $\theta^+(\beta', \alpha') = 0$ if and only if $|\beta'| = |\alpha'^+|$ and $\theta(\alpha') = 0.$

Let us assume that $(M, A)$ is $\theta^+$-semi-stable. If $A_i$ were not injective for a vertex $i \in Q_0$ then $(M, A)$ would have a subrepresentation of dimension vector $(e_i, 0)$; here $e_i$ is the simple root at $i$. But $\theta^+(e_i, 0) = N > 0$. Now to the $\theta$-semi-stability of $M$. Let $\alpha'$ be a dimension vector such that $\theta(\alpha') > 0$ and suppose that $M$ had a subrepresentation $(U_i)_{i \in Q_0}$ of dimension vector $\alpha'$. Then
\[
((A_i^{-1}(U_i))_{i \in Q_0}, (U_i)_{i \in Q_0})
\]

would be a subrepresentation of $(M, A)$ of dimension vector $(\alpha'^+, \alpha')$. But $\theta^+(\alpha'^+, \alpha') = \theta(\alpha') > 0.$ The same argument shows that for a $\theta^+$-stable representation $(M, A)$, it is necessary that $M$ is $\theta$-stable.

Conversely, assume that $M$ is $\theta$-semi-stable and all $A_i$ are invertible. Let $(\beta', \alpha')$ be a dimension vector with $\theta^+(\beta', \alpha') > 0.$ We distinguish the above two cases:

- If $|\beta'| > |\alpha'^+|$ then there must be a vertex $i \in Q_0^+$ such that $\beta'_i > \alpha'_i.$ If $(M, A)$ had a subrepresentation of dimension vector $(\beta', \alpha')$, then $A_i$ would map a $\beta'_i$-dimensional subspace into an $\alpha'_i$-dimensional subspace. This contradicts injectivity of $A_i.$
If $|\beta'| = |\alpha'|$ and $\theta(\alpha') > 0$ then by $\theta$-semi-stability, $M$ has no subrepresentation of dimension vector $\alpha'$. Therefore $(M, A)$ cannot have a subrepresentation of dimension vector $(\beta', \alpha')$.

This shows that $(M, A)$ is $\theta^+$-semi-stable.

Finally, let us assume that $M$ is $\theta$-stable and all $A_i$ are invertible. If $(\beta', \alpha')$ is a dimension vector such that $\theta^+(\beta', \alpha') = 0$, then $|\beta'| = |\alpha'|$ and $\theta(\alpha') = 0$ must hold. Assume that $(M, A)$ had a subrepresentation of dimension vector $(\beta', \alpha')$. Then $M$ has a subrepresentation of dimension vector $\alpha'$, so by $\theta$-stability, $\alpha' \in \{0, \alpha\}$. If $\alpha' = 0$ then $\beta' = 0$, while if $\alpha' = \alpha$ then $\beta' = \alpha^+$. This proves $\theta^+$-stability of $(M, A)$. \hfill \Box

We consider the quotient maps

$$\pi^+: R(Q^{\alpha^+}, (1, \alpha))^0 \to \text{Hilb}^{\alpha^+, \alpha}(Q) \quad \pi^-: R(Q_{\alpha^-}, (\alpha, 1))^0 \to \text{Hilb}_{\alpha, \alpha^-}(Q)$$

by $G(\alpha)$ and the actions of $PG(\alpha^\pm)$ on the non-commutative Hilbert schemes provided by Lemma [6.4].

Before we proceed we recall some general facts on descent of equivariant vector bundles. Let $X$ be a quasi-projective variety equipped with an action of a reductive algebraic group $G$. We suppose that a good $G$-quotient $\pi: X \to Y$ exists. Let $E$ be a $G$-equivariant vector bundle $E$ on $X$. A descent of $E$ to $Y$ is a vector bundle $F$ on $Y$ together with an isomorphism $\pi^*F \to E$ of $G$-equivariant vector bundles. Note that, if it exists, a descent is unique. To see this, we follow an argument laid out by Knop in an answer on mathoverflow: As $\pi$ is a good quotient, the natural map $\bigodot_Y \to \pi_*\bigodot_Y = \pi_*\bigodot_X$ factors through an isomorphism $\bigodot_Y \xrightarrow{\cong} (\pi_*\bigodot_X)^G$. By local triviality of $F$, we get $F \xrightarrow{\cong} (\pi_*\pi^*F)^G$. As the isomorphism $\pi^*F \to E$ is $G$-equivariant, it yields an isomorphism $(\pi_*\pi^*F)^G \to (\pi_*E)^G$. The composition gives an isomorphism

$$F \xrightarrow{\cong} (\pi_*E)^G.$$

**Proposition 7.2.** Let $\Gamma$ be a reductive algebraic group, $G \subseteq \Gamma$ a closed normal subgroup, $H := \Gamma/G$, and $X$ a variety with a $\Gamma$-action such that a good $G$-quotient $\pi: X \to Y$ exists. Let $E$ be a $G$-equivariant vector bundle on $X$ such that for every closed point $x \in X$ which has a closed $G$-orbit, the stabilizer $G_x$ acts trivially on the fiber $E_x$. Then $E$ descends to an $H$-equivariant vector bundle on $Y$.

**Proof.** The case where $G = \Gamma$ is Kempf’s descent criterion, see [5, Thm. 2.3]. Let $l : a_1^*E \to \text{pr}_2^*E$ be the $\Gamma$-linearization of $E$; here $a_\Gamma : \Gamma \times X \to X$ is the action and $\text{pr}_2 : \Gamma \times X \to X$ is the projection. We obtain a $G$-linearization $l|_G$ which fulfills Kempf’s criterion. This yields the existence of a vector bundle $F$ on $Y$ with an isomorphism $\eta : \pi^*F \to E$ of $G$-equivariant vector bundles. Consider the good $G \times G$-quotient $\varpi \times \pi : \Gamma \times X \to H \times Y$ and the isomorphism $\lambda$ such that the following diagram is commutative:

$$\begin{array}{ccc}
a_1^*\pi^*F & \xrightarrow{(\varpi \times \pi)^*a_H^*} & (\varpi \times \pi)^*\text{pr}_2^*F \\
\downarrow a_1^*\eta & & \downarrow \text{pr}_2^*\eta \\
a_1^*E & \xrightarrow{l} & \text{pr}_2^*E
\end{array}$$

\[
\begin{array}{ccc}
a_1^*\pi^*F & \xrightarrow{(\varpi \times \pi)^*a_H^*} & (\varpi \times \pi)^*\text{pr}_2^*F \\
\downarrow a_1^*\eta & & \downarrow \text{pr}_2^*\eta \\
a_1^*E & \xrightarrow{l} & \text{pr}_2^*E
\end{array}
\]
The isomorphism \( \lambda \) is \( G \times G \)-equivariant. To see this, we can apply \( G \)-equivariance of \( \eta \) and the cocycle condition which reduces the claim to showing that the diagram of isomorphisms of vector bundles on \( G \times \Gamma \times X \)

\[
\begin{array}{ccc}
(\gamma x)^* \pi^* F & \xrightarrow{\eta} & (\gamma x)^* \pi^* F \\
\downarrow (\gamma x)^* & & \downarrow (\gamma x)^* \\
(\gamma x)^* E & \xrightarrow{\eta} & (\gamma x)^* E \\
\end{array}
\]

commutes. Here, we have used the following short-hand notations: for the morphism \( G \times \Gamma \times X \rightarrow \Gamma \times X \) which sends a closed point \((g, \gamma, x)\) to \((\gamma g, x)\) we write \((\gamma g, x)\). The other maps are defined analogously. For \( g \in G \) and \( \gamma \in \Gamma \) define \( g^\gamma := \gamma g \gamma^{-1} \in G \). Then \( \gamma g = g^\gamma \gamma \). By the cocycle condition

\[
(\gamma g, x)^* l = (g^\gamma, \gamma, x)^* (m \times \text{id})^* l = (g^\gamma, g, x)^* (p_{23}^* l \circ (\text{id} \times a_{\Gamma})^* l) = (\gamma, x)^* l \circ (g^\gamma, x)\gamma^\gamma l.
\]

Thus, using \( G \)-equivariance of \( \eta \)

\[
(\gamma g, x)^* l \circ (\gamma x)^* \eta = (\gamma, x)^* l \circ (g^\gamma, x)^* l \circ (g^\gamma, x)^* \eta = (\gamma, x)^* l \circ (g^\gamma, x)^*(l|_G \circ a_{\Gamma}^\gamma \eta)
\]

\[
= (\gamma, x)^* l \circ (g^\gamma, x)^* \text{pr}_2^* \eta = (\gamma, x)^* l \circ (\gamma x)^* \eta.
\]

This shows equivariance of \( \lambda \). We consider \( l_F : a_H^* F \xrightarrow{\sim} \text{pr}_2^* F \) given by

\[
a_H^* F = ((\varpi \times \pi)_{\alpha}(\varpi \times \pi)^* a_H^* F)^{G \times G} \xrightarrow{((\varpi \times \pi)_{\alpha}(\varpi \times \pi)^* \varpi^* \text{pr}_2^* F)^{G \times G} = \varpi^* \text{pr}_2^* F
\]

This can be shown to be an \( H \)-linearization of \( F \), i.e. satisfies the cocycle condition, and it makes \( \eta : \pi^* F \rightarrow E \) a \( \Gamma \)-equivariant isomorphism.

We apply Proposition 7.2 to the bundles \( L(\theta^+) \) on \( R(Q^{\alpha^+}, (1, \alpha))^0 \) and \( L(\theta^-) \) on \( R(Q^{\alpha^-}, (\alpha, 1))^0 \).

**Corollary 7.3.**

1. There exists a unique \( PG(\alpha^+) \)-equivariant line bundle \( \mathcal{L}(\theta^+) \) on \( \text{Hilb}^{\alpha^+, \alpha}(Q) \) such that \( (\pi^+)^* \mathcal{L}(\theta^+) \cong L(\theta^+) \) as \( PG(\alpha^+, \alpha) \)-equivariant line bundles.
2. There exists a unique \( PG(\alpha^-) \)-equivariant line bundle \( \mathcal{L}(\theta^-) \) on \( \text{Hilb}_{\alpha, \alpha^-}(Q) \) such that \( (\pi^-)^* \mathcal{L}(\theta^-) \cong L(\theta^-) \) as \( PG(\alpha, \alpha^-) \)-equivariant line bundles.

Next, we are concerned with ampleness of the descended line bundles on geometric quotients. To this end, recall the definition of (semi-)stability on a quasi-projective variety with respect to a not necessarily ample line bundle:

**Definition 7.4.** Let \( X \) be a quasi-projective variety equipped with an action of a reductive algebraic group \( G \) and let \( L \) be a \( G \)-equivariant line bundle. Let \( x \in X \).

1. Call \( x \) semi-stable with respect to \( L \) if there exists \( n > 0 \) and \( s \in H^0(X, L^\otimes n)^G \) such that \( s(x) \neq 0 \) and \( X_s \) is affine.
2. Call \( x \) stable with respect to \( L \) if there exists \( n > 0 \) and \( s \in H^0(X, L^\otimes n)^G \) such that \( s(x) \neq 0 \), \( X_s \) is affine, and the action of \( G \) on \( X_s \) is closed.

In the above definition, \( X_s = \{ x \in X \mid s(x) \neq 0 \} \) and an action is called closed if all orbits are closed.
Lemma 7.5. Let $X$ be a quasi-projective variety with an action of a reductive algebraic group $G$. Let $L$ be a $G$-equivariant line bundle and let $Y := X^{L\text{-sst}}/G$. Let $L'$ be another $G$-equivariant line bundle such that

$$X^{L'\text{-sst}} = X^{L\text{-sst}}.$$ 

If $L'$ descends to a line bundle $\mathcal{L}'$ on $Y$ then $\mathcal{L}'$ is ample.

Proof. Abbreviate $X^0 = X^{L\text{-sst}}$. Let $\pi : X^0 \to Y$ be the quotient map. As $\pi$ is a good $G$-quotient, we have an isomorphism $\mathcal{L}' \cong (\pi_* L')^G$. An application of the global sections functor gives an isomorphism

$$H^0(Y, \mathcal{L}') \cong H^0(X^0, L').$$ 

The isomorphism maps a section $s$ to $\pi^* s$. The same holds for all powers of $\mathcal{L}'$. Let $y \in Y$ and let $x \in X^0$ such that $y = \pi(x)$. Then $x \in X^{L\text{-sst}}$, therefore there exists $n > 0$ and $t \in H^0(X, L^\otimes n)$ such that $t(x) \neq 0$ and $X_t$ is affine. Let $s \in H^0(Y, \mathcal{L}'^\otimes n)$ such that $\pi^* s = t|_{X^0}$. Then obviously $s(y) = s(\pi(x)) = t(x) \neq 0$. We also get

$$\pi^{-1}(Y_s) = (X_0)_{t|X^0} = X_t;$$

the latter equality uses $X^{L'\text{-sst}} \subseteq X^0$. The restriction $\pi|_{X_t} : X_t \to Y_s$ is therefore also a good $G$-quotient. As $X_t$ is affine, say $X_t = \text{Spec } A$, we get $Y_s = \text{Spec } A^G$, also affine.

We have proved ampleness of $\mathcal{L}'$. □

We would like to show ampleness of the line bundles $\mathcal{L}(\theta^\pm)$. We argue for $\mathcal{L}(\theta^+)$, the argument for $\mathcal{L}(\theta^-)$ is analogous. To apply Lemma 7.5, we need to look at the line bundle $L(\theta^+)$ as a $G(\alpha)$-equivariant line bundle. As a bundle, it is trivial, and the equivariant structure is given by the character

$$\chi_{\theta^+}|_{G(\alpha)} : G(\alpha) \to k^\times.$$ 

To determine the stability parameter of $Q^\alpha$ which corresponds to this character, we need to pre-compose it with $G(1, \alpha) \to PG(1, \alpha) \cong G(\alpha)$. This morphism is the horizontal arrow in the diagram

$$
\begin{array}{ccc}
(t, g) & \longrightarrow & (t^{-1} g_i) \\
G(1, \alpha) & \longrightarrow & G(\alpha) \\
\downarrow & & \cong \\
PG(1, \alpha)
\end{array}
$$

The resulting character $\chi : G(1, \alpha) \to PG(1, \alpha) \cong G(\alpha) \xrightarrow{\chi_{\theta^+}} k^\times$ sends $(t, g)$ to

$$\chi(t, g) = \chi_{\theta^+}((t^{-1} g_i)_i) = \prod_{i \in Q^+_0} \det(t^{-1} g_i)^{-\theta_i} \prod_{i \notin Q^+_0} \det(t^{-1} g_i)^{-\theta_i} = t^{-N|\alpha^+|} \cdot \chi_{\theta^+}(1, g).$$

This shows us that $\chi$ is the character $\chi_{\eta^+}$, where $\eta^+$ is the stability parameter for $Q^{\alpha^+}$ given by

$$\eta^+_i = N|\alpha^+| \quad \eta^+_i = \begin{cases} -N + \theta_i & \text{if } i \in Q^+_0 \\ \theta_i & \text{otherwise.} \end{cases}$$
Similarly, the character $G(\alpha, 1) \to PG(\alpha, 1) \to G(\alpha) \xrightarrow{\chi_{\alpha}} k^\times$ equals $\chi_{\eta^-}$, where

$$\eta^- = -N |\alpha^-| \quad \quad \eta_i = \begin{cases} N + \theta_i & \text{if } i \in Q_0^- \\ \theta_i & \text{otherwise.} \end{cases}$$

We compare (semi-)stability with respect to $\eta^\pm$ with (semi-)stability with respect to $c^\alpha$ and $c_\alpha$, respectively.

**Lemma 7.6.** Let $N \gg 0$. The following hold:

1. $R(Q^{\alpha^+}, (1, \alpha))^\eta^{\ast} = R(Q^{\alpha^+}, (1, \alpha))^{\eta^{\ast}} = R(Q^{\alpha^+}, (1, \alpha))^0$
2. $R(Q_{\alpha^-}, (\alpha, 1))^\eta^{\ast} = R(Q_{\alpha^-}, (\alpha, 1))^{\eta^{\ast}} = R(Q_{\alpha^-}, (\alpha, 1))^0$

**Proof.** We prove the first assertion. The second is proved analogously. Let $\alpha'$ be a dimension vector for $Q$ such that $\alpha'_i \leq \alpha_i$ for every $i \in Q_0$. Assume that $\alpha' \neq \alpha$ and consider the dimension vector $(1, \alpha')$:

$$\eta^+(1, \alpha') = N \cdot (|\alpha^+| - |\alpha'^+|) + \theta(\alpha')$$

If $|\alpha^+| > |\alpha'^+|$ then $\eta^+(1, \alpha') > 0$ as $N$ is big. If $|\alpha^+| = |\alpha'^+|$, then there must exist $i \in Q_0 \setminus Q_0^+$ such that $\alpha'_i < \alpha_i$. This shows

$$\theta(\alpha') = \theta(\alpha^{\ast}) + \theta(\alpha' - \alpha^{\ast}) > \theta(\alpha) = 0$$

So dimension vectors of the form $(1, \alpha')$ with $\alpha' \neq \alpha$ always have a strictly positive value under $\eta^+$. Now to dimension vectors of the form $(0, \alpha')$ with $\alpha' \neq 0$. We compute

$$\eta^+(0, \alpha') = -N |\alpha'^+| + \theta(\alpha')$$

If $|\alpha'^+| > 0$ then $\eta^+(0, \alpha') < 0$ because $N \gg 0$. If $|\alpha'^+| = 0$, then we obtain

$$\theta(\alpha') = \theta(\alpha' - \alpha^{\ast}) < 0$$

as $\alpha' \neq 0$. We have asserted that $\eta^+(0, \alpha') < 0$ for every sub-dimension vector $\alpha' \neq 0$ of $\alpha$. This shows that a representation $(M, A)$ of dimension vector $(1, \alpha)$ is $\eta^-$-semi-stable if and only if it is $\eta^+$-stable and if only if there is no proper subrepresentation of $M$ which contains the image of $A$. By Lemma 6.1 this agrees with (semi-)stability with respect to $c^\alpha$.

We conclude with Lemmas 7.5 and 7.6.

**Proposition 7.7.** The line bundles $\mathcal{L}(\theta^+) \text{ on } \text{Hilb}^{\alpha^+, \alpha}(Q)$ and $\mathcal{L}(\theta^-) \text{ on } \text{Hilb}_{\alpha, \alpha^-}(Q)$ are ample.

In the last part of the section, we should like to compare (semi-)stability with respect to $\mathcal{L}(\theta^\pm)$ with (semi-)stability with respect to $L(\theta^\pm)$ and relate the quotients. This can again be treated in greater generality.

**Lemma 7.8.** Let $X$ be a quasi-projective variety equipped with an action of a reductive group $\Gamma$. Let $G$ be a closed normal subgroup of $\Gamma$ and let $H := \Gamma/G$. Suppose that there exists a good quotient $\pi : X \to Y$ by $G$. Let $\mathcal{L}$ be an $H$-equivariant line bundle on $Y$ and let $L := \pi^* \mathcal{L}$ considered as a $\Gamma$-equivariant line bundle. Then:
(1) We have $\pi(X^{L_{sst}}) = Y^{L_{sst}}$ and $\pi$ induces an isomorphism

$$X^{L_{sst}} / \Gamma \cong Y^{L_{sst}} / H.$$

(2) If $\pi$ is a geometric quotient by $G$ with finite stabilizers then $\pi(X^{L_{sst}}) = Y^{L_{sst}}$ and the isomorphism from above restricts to an isomorphism

$$X^{L_{sst}} / \Gamma \cong Y^{L_{sst}} / H.$$

**Proof.** We abbreviate in the proof $X^{sst} = X^{L_{sst}}$ and $Y^{sst} = Y^{L_{sst}}$; we use the analogous short-hand notation for the stable loci.

(1) Like in the proof of Lemma [7,3] the fact that $\pi$ is a good $G$-quotient implies that pulling back sections along $\pi$ yields an isomorphism

$$H^0(Y, \mathcal{L}^\otimes n) \cong H^0(X, L^\otimes n)^G.$$  

A section $s \in H^0(Y, \mathcal{L}^\otimes n)$ is $H$-invariant if and only if $\pi^* s$ is $\Gamma$-invariant. Moreover, $X_{\pi^* s} = \pi^{-1}(Y_s)$, a $G$-invariant open subset of $X$. Therefore, the restriction $X_{\pi^* s} \to Y_s$ of $\pi$ is also a good $G$-quotient which shows that $Y_s$ is affine if $X_{\pi^* s}$ is.

From the isomorphism $H^0(Y, \mathcal{L}^\otimes n) \cong H^0(X, L^\otimes n)^G$, we obtain an isomorphism of $\mathbb{Z}_{\geq 0}$-graded $k$-algebras

$$\bigoplus_{n \geq 0} H^0(Y, \mathcal{L}^\otimes n)^H \cong \bigoplus_{n \geq 0} H^0(X, L^\otimes n)^\Gamma$$

and this shows that $\pi$ induces an isomorphism $X^{sst} / \Gamma \to Y^{sst} / H$.

(2) We first show that for $x \in X$, if the stabilizer $\Gamma_x$ is finite then $H_{\pi(x)}$ is finite too.

For $h = \gamma G \in H_{\pi(x)}$, we have $\pi(x) = h\pi(x) = \pi(\gamma x)$ and as $\pi$ is a geometric quotient, it follows that $x = g\gamma x$ for some $g \in G$. But $g\gamma G = \gamma G = h$. Therefore, the map $\Gamma_x \to H_{\pi(x)}$ defined by $\gamma \mapsto \gamma G$ is surjective.

Now to the closedness of the actions. Let $s \in H^0(Y, \mathcal{L}^\otimes n)^H$ and consider $t := \pi^* s \in H^0(X, L^\otimes n)^\Gamma$. Assume that the $\Gamma$-action on $X_t$ is closed. Let $y \in Y_s$ and $y' \in H \cdot y$, the closure in $Y_s$. Let $x' \in X$ such that $\pi(x') = y'$. Then $x' \in X_t$. Let $V \subseteq X_t$ be an open neighborhood of $x'$. Then $\pi(V) = \pi(G \cdot V) \subseteq Y_s$ is an open neighborhood of $\pi(x') = y'$, because a good quotient maps open $G$-invariant sets to open sets. As $y' \in H \cdot \pi(x)$, we find $h = \gamma G \in H$ such that $h\pi(x) = \pi(\gamma x)$ lies in $\pi(V)$. Take $x'' \in V$ such that $\pi(x'') = \pi(\gamma x)$. Then there exists $g \in G$ such that $x'' = g\gamma x$. This shows $V \cap \Gamma \cdot x \neq \emptyset$.

As $V$ was an arbitrary open neighborhood of $x'$, we see that $x' \in \Gamma \cdot x = \Gamma \cdot x$. We conclude $y' = \pi(x') \in H \cdot \pi(x)$.

To the claimed isomorphism of the stable quotients. Let $\pi_1 : X^{sst} \to X^{sst} / \Gamma$ and $\pi_2 : Y^{sst} \to Y^{sst} / H$ be the quotient maps and let $\varphi : X^{sst} / \Gamma \cong Y^{sst} / H$ be the isomorphism from (1). We get

$$\varphi(X^{sst} / \Gamma) = \varphi(\pi_1(X^{sst})) = \pi_2(\pi(X^{sst})) = \pi_2(Y^{sst}) = Y^{sst} / H$$

and therefore $\varphi$ restricts to an isomorphism as claimed. \hfill \Box

We apply Lemma [7,8] to our non-commutative Hilbert schemes. In this case, we have $X = R(Q\gamma, (\alpha^+, \alpha))$ or $X = R(Q_{\gamma}, (\alpha, \alpha^-))$, $\Gamma = PG(\alpha^+, \alpha)$ or $\Gamma = PG(\alpha, \alpha^-)$, $G = G(\alpha)$, $H = PG(\alpha^\pm)$ and the quotient $\pi : X \to Y$ is either $\pi^+ : R(Q^\alpha, (1, \alpha)) \to \text{Hilb}^{\alpha^+, \alpha}(Q)$ or $\pi^- : R(Q_{\alpha^-}, (\alpha, 1)) \to \text{Hilb}_{\alpha, \alpha}(Q)$. We obtain:
Proposition 7.9.

1. We have \( \pi^+(R(Q^\alpha, (\alpha^+, \alpha))^{\theta^+\text{-sst}}) = \text{Hilb}^{\alpha^+, \alpha}(Q)^{\mathcal{L}(\theta^+)}_{\text{sst}} \) and the same holds for the stable loci. We obtain isomorphisms

\[
M^{\theta^+\text{-sst}}(Q^\alpha, (\alpha^+, \alpha)) \xrightarrow{\cong} \text{Hilb}^{\alpha^+, \alpha}(Q)^{\mathcal{L}(\theta^+)}_{\text{sst}} / PG(\alpha^+)
\]

\[
M^{\theta^+\text{-sst}}(Q^\alpha, (\alpha^+, \alpha)) \xrightarrow{\cong} \text{Hilb}^{\alpha^+, \alpha}(Q)^{\mathcal{L}(\theta^+)}_{\text{sst}} / PG(\alpha^+)
\]

2. We have \( \pi^-(R(Q^\alpha, (\alpha^-, \alpha))^{\theta^-\text{-sst}}) = \text{Hilb}^{\alpha^-, \alpha}(Q)^{\mathcal{L}(\theta^-)}_{\text{sst}} \) and the same holds for the stable loci. We obtain isomorphisms

\[
M^{\theta^-\text{-sst}}(Q^\alpha, (\alpha^-, \alpha)) \xrightarrow{\cong} \text{Hilb}^{\alpha^-, \alpha}(Q)^{\mathcal{L}(\theta^-)}_{\text{sst}} / PG(\alpha^-)
\]

\[
M^{\theta^-\text{-sst}}(Q^\alpha, (\alpha^-, \alpha)) \xrightarrow{\cong} \text{Hilb}^{\alpha^-, \alpha}(Q)^{\mathcal{L}(\theta^-)}_{\text{sst}} / PG(\alpha^-)
\]

To conclude this section, we describe the push-forwards of the line bundles \( \mathcal{L}(\theta^\pm) \) under the \( PG(\alpha^\pm) \) equivariant isomorphisms \( \Phi : \text{Hilb}^{\alpha^+, \alpha}(Q) \to \text{Gr}^\alpha(P^+) \) and \( \Psi : \text{Hilb}^{\alpha^-, \alpha}(Q) \to \text{Gr}_\alpha(I^-) \).

We consider the Grassmannian \( \text{Gr}^\alpha(P^+) \). Let \( \mathcal{L}_i \) be the rank \( \alpha_i \) bundle which arises as the pull-back of the universal quotient bundle on \( \text{Gr}^\alpha((-P^+)_i) \) under

\[
\text{Gr}^\alpha(P^+) \to \prod_{j \in Q_0} \text{Gr}^\alpha((-P^+)_j) \to \text{Gr}^\alpha((-P^+)_i),
\]

the composition of the closed embedding and the projection to the \( i \)-th factor. The pull-back of \( \mathcal{L}_i \) under the composition

\[
R(Q^\alpha^+, (1, \alpha))^0 \xrightarrow{\pi^+} \text{Hilb}^{\alpha^+, \alpha}(Q) \xrightarrow{\Phi} \text{Gr}^\alpha(P^+)
\]

is the trivial bundle with fiber \( V_i \) with the action of \( G(1, \alpha) \) on the fiber of \( (M, A) \) given by \( (t, g) \cdot v = t^{-1}g_iv \). Thus \( L_i^+ := (\Phi \pi^+)^* \mathcal{L}_i \) is the trivial line bundle with \( G(1, \alpha) \)-linearization given by the character \( G(1, \alpha) \to k^\times, (t, g) \mapsto t^{-\alpha_i} \det(g_i) \). This corresponds to the stability parameter \( \alpha_0 = e_0 \in \mathbb{Z} \times \mathbb{Z}^{Q_0} \). From the definition of \( \eta^+ \), we see that

\[
L(\eta^+) = \bigotimes_{i \in Q_0^+} (L_i^+)^{\otimes (N-\theta_i)} \otimes \bigotimes_{i \in Q_0^-} (L_i^-)^{\otimes (-\theta_i)}
\]

In a similar fashion, on \( \text{Gr}_\alpha(I^-) \) let \( \mathcal{Y}_i \) be the rank \( \alpha_i \) bundle arising as the pull-back of the universal sub-bundle under

\[
\text{Gr}_\alpha(I^-) \to \prod_{j \in Q_0} \text{Gr}_\alpha((-I^-)_j) \to \text{Gr}_\alpha((-I^-)_i)
\]

and let \( L_i^- := (\pi^- \Psi)^* \det(\mathcal{Y}_i) \). We can see that

\[
L(\eta^-) = \bigotimes_{i \in Q_0^+} (L_i^-)^{\otimes (N+\theta_i)} \otimes \bigotimes_{i \in Q_0^-} (L_i^-)^{\otimes \theta_i}.
\]

This shows:
Lemma 7.10. Let $N \gg 0$.

1. The push-forward $\Phi_* L(\theta^+)$ under $\Phi: \text{Hilb}^{n+\alpha}(Q) \to \text{Gr}^{\alpha}(P^+)$ equals

$$L_{\theta^+} := \bigotimes_{i \in Q^+_0} \det(L_i)^{(N-\theta_i)} \otimes \bigotimes_{i \notin Q^+_0} \det(L_i)^{(-\theta_i)}.$$ 

2. The push-forward $\Psi_* L(\theta^-)$ under $\Psi: \text{Hilb}_{\alpha,-}(Q) \to \text{Gr}_{\alpha}(I^-)$ equals

$$L_{\theta^-} := \bigotimes_{i \in Q^-_0} \det(\mathcal{U}_{\alpha}^{\vee})^{(N+\theta_i)} \otimes \bigotimes_{i \notin Q^-_0} \det(\mathcal{U}_{\alpha}^{\vee})^{\theta_i}.$$ 

Example 7.11. Recall Examples 3.4, 5.3, and 6.6. We have $\theta = (na_1, \ldots, na_m, -|a|)$ and therefore $Q^+_0 = \{q_1, \ldots, q_m\}$ and $Q^-_0 = \{s\}$. The quiver Grassmannian $\text{Gr}^{\alpha}(P^+)$ identifies with $\text{Gr}^{\alpha}(k^n)$. On the latter, there is the universal quotient bundle $\mathcal{L}$ of $k^n \otimes \mathcal{O}$ of rank $n$. The quotient bundles on $\text{Gr}^{\alpha}(P^+)$ are $\mathcal{L}_{q_i} \cong \mathcal{O}$ for $i = 1, \ldots, m$ and $\mathcal{L}_s \cong \mathcal{O}$ for the source $s$. Therefore

$$L_{\theta^+} \cong \det(\mathcal{L})^{\otimes |a|}.$$ 

On the other hand, $\text{Gr}_{\alpha}(I^-)$ is isomorphic to $(\mathbb{P}^{n-1})^m$. On $(\mathbb{P}^{n-1})^m$, we have the sub-bundles $\mathcal{O}(0), \ldots, -1, \ldots, 0) = \mathcal{O}_{\mathbb{P}^{n-1}} \boxtimes \ldots \boxtimes \mathcal{O}_{\mathbb{P}^{n-1}}(-1) \boxtimes \ldots \boxtimes \mathcal{O}_{\mathbb{P}^{n-1}}$ of $k^n \otimes \mathcal{O}$, with a $-1$ in the $i$th position. This bundle identifies with $\mathcal{U}_{\alpha}$ on $\text{Gr}_{\alpha}(I^-)$. The subbundle $\mathcal{U}_s$ is $k^n \otimes \mathcal{O}$, the trivial rank $n$ bundle. We get

$$L_{\theta^-} \cong \mathcal{O}(na_1, \ldots, na_m) = \mathcal{O}(a_1, \ldots, a_m)^{\otimes n}.$$ 

As in the example of the linearly oriented quiver of type $A_n$, the stability parameter is trivial and hence the semi-stable moduli space will be a point, it is not so relevant to determine the line bundles on the quiver Grassmannians in these cases.

8. Maps to non-commutative Hilbert schemes

Let $Q$ be an acyclic quiver, $\alpha$ a dimension vector and $\theta$ a stability parameter such that $\theta(\alpha) = 0$. We define two maps

$$f^+: R(Q, \alpha) \to R(Q^\vee, (\alpha^+, \alpha)), \; M \mapsto (M, \text{id})$$

$$f^-: R(Q, \alpha) \to R(Q^\vee, (\alpha, \alpha^-)), \; M \mapsto (M, \text{id}),$$

where $\text{id} = (\text{id}_{V_i})_i \in \bigoplus_{i \in Q_0^+} \text{End}_k(V_i)$. The maps are clearly algebraic and they are $G(\alpha)$-equivariant when we let $G(\alpha)$ act on the right-hand sides by the morphisms of algebraic groups

$$d^+: G(\alpha) \to G(\alpha^+) \times G(\alpha) \quad \text{and} \quad d^-: G(\alpha) \to G(\alpha) \times G(\alpha^-)$$

$$g \mapsto ((g_i)_{i \in Q_0^+}, g) \quad \text{and} \quad g \mapsto (g, (g_i)_{i \in Q_0^-}).$$

They give rise to morphisms $d^+: PG(\alpha) \to PG(\alpha^+, \alpha)$ and $d^-: PG(\alpha) \to PG(\alpha, \alpha^-)$. 
Lemma 8.1.  
\begin{itemize}
  \item[(1)] The $PG(\alpha^+, \alpha)$-saturation of $f^+(R(Q, \alpha)^{\theta-\sst})$ equals $R(Q^\\gamma, (\alpha^+, \alpha)^{\theta^+\sst}$ and the same is true for the stable loci. The map $f^+$ induces isomorphisms
  \[ M^{\theta-\sst}(Q, \alpha) \xrightarrow{\sim} M^{\theta^+\sst}(Q^\\gamma, (\alpha^+, \alpha)) \]
  \[ M^{\theta-\sst}(Q, \alpha) \xrightarrow{\sim} M^{\theta^+\sst}(Q^\\gamma, (\alpha^+, \alpha)) \]
  \item[(2)] The $PG(\alpha, \alpha^-)$-saturation of $f^-(R(Q, \alpha)^{\theta-\sst})$ equals $R(Q^\\gamma, (\alpha, \alpha^-)^{\theta^-\sst}$ and the same is true for the stable loci. The map $f^+$ induces isomorphisms
  \[ M^{\theta-\sst}(Q, \alpha) \xrightarrow{\sim} M^{\theta^-\sst}(Q^\\gamma, (\alpha, \alpha^-)) \]
  \[ M^{\theta-\sst}(Q, \alpha) \xrightarrow{\sim} M^{\theta^-\sst}(Q^\\gamma, (\alpha, \alpha^-)) \]
\end{itemize}

Proof. The statements about the saturations of the images follow directly from Proposition 7.1. The inverse of the map $R(Q^\\gamma, (\alpha, \alpha^-)^{\theta^-\sst}) \rightarrow R(Q, \alpha)^{\theta-\sst}$ which is defined by $(M, A) \mapsto M$. \hfill \square

We now define
\[ \tilde{\varphi} : R(Q, \alpha)^{\theta-\sst} \rightarrow \Hilb^{\alpha^+, (\alpha, \alpha)}(Q), \quad M \mapsto [M, \text{id}] \]
\[ \tilde{\psi} : R(Q, \alpha)^{\theta-\sst} \rightarrow \Hilb^{\alpha, \alpha^-}(Q), \quad M \mapsto [M, \text{id}] \]
These maps are well-defined and algebraic. They are $G(\alpha)$-equivariant with respect to the projections $G(\alpha) \rightarrow G(\alpha^\pm)$ and therefore $PG(\alpha)$-equivariant with respect to the induced morphism $PG(\alpha) \rightarrow PG(\alpha^\pm)$.

The composition $\Phi \tilde{\varphi}$ is $\varphi : R(Q, \alpha)^{\theta-\sst} \rightarrow \Gr^\alpha(P^+)$ and $\Psi \tilde{\psi}$ is $\psi : R(Q, \alpha)^{\theta-\sst} \rightarrow \Gr_\alpha(I^-)$. This implies:

Proposition 8.2. The maps $\varphi$ and $\psi$ are well-defined, algebraic and $PG(\alpha)$-equivariant with respect to $PG(\alpha) \rightarrow PG(\alpha^\pm)$.

Example 8.3. The maps $R(Q, \alpha) \rightarrow \Gr_\alpha(I) \cong \Omega \subseteq \GL(V)/H$ and $R(Q, \alpha) \rightarrow \Gr^\alpha(P) \cong \mathcal{Y} \subseteq \GL(V)/H$ are equivariant with respect to $PG(\alpha)$; the action of $PG(\alpha)$ is described in Example 8.7.

9. The Correspondence

We are now able to state and prove the two versions of the Gelfand–MacPherson correspondence for quiver moduli. First, we state the version for non-commutative Hilbert schemes.

Theorem 9.1. We have
\[ \tilde{\varphi}(R(Q, \alpha)^{\theta-\sst}) = \Hilb^{\alpha^+, \alpha}(Q)^{\varphi^{\theta^+\sst}} \]
\[ \tilde{\varphi}(R(Q, \alpha)^{\theta^+\sst}) = \Hilb^{\alpha^+, \alpha}(Q)^{\varphi^{\theta^+\sst}} \]
we consider the following big diagram:

\[
\begin{array}{ccc}
\tilde{\psi}(R(Q, \alpha)^{\theta_{\mathrm{sst}}}) &=& \text{Hilb}_{\alpha, \alpha^+}^{-}(Q)^{L_r(\theta^+)-\mathrm{sst}} \\
\psi(R(Q, \alpha)^{\theta_{\mathrm{sst}}}) &=& \text{Hilb}_{\alpha, \alpha^+}^{-}(Q)^{L_r(\theta^-)-\mathrm{sst}}.
\end{array}
\]

Moreover, \( \tilde{\varphi} \) and \( \tilde{\psi} \) induce isomorphisms

\[
\begin{array}{ccc}
\text{Hilb}^{\alpha^+, \alpha}(Q)^{L_r(\theta^+)-\mathrm{sst}} \cong PG(\alpha^+) & \cong & M^{\theta_{\mathrm{sst}}}(Q, \alpha) \\
\cup & & \cup \\
\text{Hilb}^{\alpha^+, \alpha}(Q)^{L_r(\theta^+)-\mathrm{sst}} / PG(\alpha^+) & \cong & \text{Hilb}_{\alpha, \alpha^+}^{-}(Q)^{L_r(\theta^-)-\mathrm{sst}} / PG(\alpha^-) \\
\end{array}
\]

Proof. The equalities for the images of the (semi-)stable loci under \( \varphi^\pm \) follows from Proposition 7.9 and Lemma 8.1.

To show that \( \tilde{\varphi} \) induces an isomorphism \( M^{\theta_{\mathrm{sst}}}(Q, \alpha) \cong \text{Hilb}^{\alpha^+, \alpha}(Q)^{L_r(\theta^+)-\mathrm{sst}} / PG(\alpha^+) \), we consider the following big diagram:

\[
\begin{array}{ccc}
R(Q, \alpha)^{\theta_{\mathrm{sst}}} & \xrightarrow{f^+} & R(Q^-, (\alpha^+, \alpha))^{\theta_{\mathrm{sst}}} \\
\tilde{\varphi} & \downarrow & \downarrow \pi^+
\end{array}
\]

The left-hand parallelogram is commutative by Lemma 8.1. Commutativity of the triangle in the middle follows from Proposition 7.9. The claim is proved.

In a similar vein, we see that the induced isomorphism restricts to an isomorphism \( \text{Hilb}^{\alpha^+, \alpha}(Q)^{L_r(\theta^+)-\mathrm{sst}} / PG(\alpha^+) \). The claims for \( \psi \) can be proved analogously.

Now to the version using quiver Grassmannians. Recall the definition of the line bundles \( L_{\theta^\pm} \) in Lemma 7.10.

Theorem 9.2. We have

\[
\begin{array}{ccc}
\varphi(R(Q, \alpha)^{\theta_{\mathrm{sst}}}) &=& \text{Gr}^{\alpha}(P^+)^{L_{\theta^+}-\mathrm{sst}} \\
\psi(R(Q, \alpha)^{\theta_{\mathrm{sst}}}) &=& \text{Gr}_{\alpha}(I^-)^{L_{\theta^-}-\mathrm{sst}}
\end{array}
\]

Moreover, \( \varphi \) and \( \psi \) induce isomorphisms

\[
\begin{array}{ccc}
\text{Gr}^{\alpha}(P^+)^{L_{\theta^+}-\mathrm{sst}} / PG(\alpha^+) & \cong & M^{\theta_{\mathrm{sst}}}(Q, \alpha) \\
\cup & & \cup \\
\text{Gr}^{\alpha}(P^+)^{L_{\theta^+}-\mathrm{sst}} / PG(\alpha^-) & \cong & \text{Gr}_{\alpha}(I^-)^{L_{\theta^-}-\mathrm{sst}} / PG(\alpha^-)
\end{array}
\]

Proof. Follows from Proposition 6.3, Lemma 6.5 and Theorem 9.1.
Example 9.3. For the $m$-subspace quiver $Q$ the dimension vector $\alpha = (1, \ldots, 1, n)$ and $\theta = (na_1, \ldots, na_m, -|a|)$, we obtain isomorphisms

$$\text{Gr}^\alpha(k^m)^{\text{s\-st}} \cong M^\theta_{\text{s\-st}}(Q, \alpha) \cong ((\mathbb{P}^{n-1})^m)^{\text{s\-st}} / \text{PGL}_n(k)$$

where semi-stability on $\text{Gr}^\alpha(k^m)$ is with respect to $L_{\theta^+} = \text{det}(\mathcal{Q}) \otimes |a|$ and semi-stability on $((\mathbb{P}^{n-1})^m)$ is with respect to $L_{\theta^-} = \mathcal{O}(a_1, \ldots, a_m) \otimes n$.

Remark 9.4. In [9], Hu and Kim consider the following situation. Let $Q$ be a bipartite quiver, which means that every vertex of $Q$ is either a source or a sink. Let $I, J \subseteq Q_0$ be the sets of sources and sinks respectively. Let $\alpha$ be a dimension vector for $Q$ and $\theta$ be a stability parameter such that $\theta(\alpha) = 0$. Assume that $\theta_i > 0$ for every $i \in I$, while $\theta_j < 0$ for every $j \in J$. Fix vector spaces $V_i$ of dimension $\alpha_i$ for every $i \in Q_0$. We get

$$P^+ = \bigoplus_{i \in I} P(i) \otimes V_i$$
$$I^- = \bigoplus_{j \in J} I(j) \otimes V_j,$$

For $i \in I$, we have $P^+_i = k \varepsilon_i \otimes V_i$, so

$$\text{Gr}^\alpha(P^+) \cong \prod_{j \in J} \text{Gr}^{\alpha_j}(P^+_j) \cong \prod_{j \in J} \text{Gr}^{\alpha_j} \left( \bigoplus_{a \in Q_1} V(s(a)) \right).$$

This variety carries an action of $G(\alpha^+) = \prod_{i \in I} \text{GL}(V_i)$ which descends to an action of $PG(\alpha)$. We also obtain an ample linearization

$$L_{\theta^+} = \bigotimes_{j \in J} \text{det}(\mathcal{Q}_j)^{-\theta_j}$$

of the action. The semi-stable quotient is isomorphic to $M^\theta_{\text{s\-st}}(Q, \alpha)$. Similarly for the injective representation. There, $I^-_j = k \varepsilon_j^* \otimes V_j$ and thus

$$\text{Gr}^{\alpha}(I^-) \cong \prod_{i \in I} \text{Gr}^{\alpha_i}(I^-_i) \cong \prod_{i \in I} \text{Gr}^{\alpha_i} \left( \bigoplus_{a \in Q_1} V_i(s(a)) \right).$$

On this variety, $G(\alpha^-) = \prod_{j \in J} \text{GL}(V_j)$ acts and the action descends to an action of $PG(\alpha^-)$. It is linearized by

$$L_{\theta^-} = \bigotimes_{i \in I} \text{det}(\mathcal{Q}_i)^{\theta_i}.$$
A GELFAND–MACPHERSON CORRESPONDENCE FOR QUIVER MODULI

REFERENCES

[1] K. Bongartz and B. Huisgen-Zimmermann. Varieties of uniserial representations. IV. Kinship to geometric quotients. Trans. Amer. Math. Soc., 353(5):2091–2113, 2001.

[2] P. Caldero and M. Reineke. On the quiver Grassmannian in the acyclic case. J. Pure Appl. Algebra, 212(11):2369–2380, 2008.

[3] G. Cerulli Irelli, F. Esposito, H. Franzen, and M. Reineke. Cell decompositions and algebraicity of cohomology for quiver Grassmannians. Adv. Math., 379:107544, 2021.

[4] G. Cerulli Irelli, E. Feigin, and M. Reineke. Quiver Grassmannians and degenerate flag varieties. Algebra Number Theory, 6(1):165–194, 2012.

[5] J.-M. Drezet and M. S. Narasimhan. Groupe de Picard des variétés de modules de fibrés semi-stables sur les courbes algébriques. Invent. Math., 97(1):53–94, 1989.

[6] J. Engel and M. Reineke. Smooth models of quiver moduli. Math. Z., 262(4):817–848, 2009.

[7] I. M. Gel’fand and R. D. MacPherson. Geometry in Grassmannians and a generalization of the dilogarithm. Adv. in Math., 44(3):279–312, 1982.

[8] L. Hille. Moduli of Representations, Quiver Grassmannians, and Hilbert Schemes. Preprint. arXiv:1505.06008, 2015.

[9] Y. Hu and S. Kim. Quivers, invariants and quotient correspondence. J. Algebra, 393:197–216, 2013.

[10] B. Huisgen-Zimmermann. Classifying representations by way of Grassmannians. Trans. Amer. Math. Soc., 359(6):2687–2719, 2007.

[11] M. M. Kapranov. Chow quotients of Grassmannians. I. In I. M. Gel’fand Seminar, volume 16 of Adv. Soviet Math., pages 29–110. Amer. Math. Soc., Providence, RI, 1993.

[12] A. D. King. Moduli of representations of finite-dimensional algebras. Quart. J. Math. Oxford Ser. (2), 45(180):515–530, 1994.

[13] V. Lakshmibai and P. Magyar. Degeneracy schemes, quiver schemes, and Schubert varieties. Internat. Math. Res. Notices, (12):627–640, 1998.

[14] L. Le Bruyn and C. Procesi. Semisimple representations of quivers. Trans. Amer. Math. Soc., 317(2):585–598, 1990.

[15] D. Luna. Slices étales. In Sur les groupes algébriques, pages 81–105. Bull. Soc. Math. France, Paris, Mémoire 33, 1973.

[16] D. Mumford, J. Fogarty, and F. Kirwan. Geometric invariant theory, volume 34 of Ergebnisse der Mathematik und ihrer Grenzgebiete (2). Springer-Verlag, Berlin, third edition, 1994.

[17] H. Nakajima. Quiver varieties and cluster algebras. Kyoto J. Math., 51(1):71–126, 2011.

[18] F. Qin. Quantum cluster variables via Serre polynomials. J. Reine Angew. Math., 668:149–190, 2012. With an appendix by Bernhard Keller.

[19] M. Reineke. The Harder-Narasimhan system in quantum groups and cohomology of quiver moduli. Invent. Math., 152(2):349–368, 2003.

[20] M. Reineke. Cohomology of noncommutative Hilbert schemes. Algebr. Represent. Theory, 8(4):541–561, 2005.

[21] M. Reineke. Every projective variety is a quiver Grassmannian. Algebr. Represent. Theory, 16(5):1313–1314, 2013.

[22] C. M. Ringel. Quiver Grassmannians for wild acyclic quivers. Proc. Amer. Math. Soc., 146(5):1873–1877, 2018.

[23] S. Wolf. A geometric version of BGP reflection functors. Preprint. arXiv:0908.4244, 2009.

[24] A. V. Zelevinskii. Two remarks on graded nilpotent classes. Uspekhi Mat. Nauk, 40(1(241)):199–200, 1985.