Nonlinear mode-coupling and synchronization of a vacuum-trapped nanoparticle
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We study the dynamics of a laser-trapped nanoparticle in high vacuum. Using parametric coupling to an external excitation source, the linewidth of the nanoparticle’s oscillation can be reduced by three orders of magnitude. We show that the oscillation of the nanoparticle and the excitation source are synchronized, exhibiting a well-defined phase relationship. Furthermore, the external source can be used to controllably drive the nanoparticle into the nonlinear regime, thereby generating strong coupling between the different translational modes of the nanoparticle. Our work contributes to the understanding of the nonlinear dynamics of levitated nanoparticles in high vacuum and paves the way for studies of pattern formation, chaos, and stochastic resonance.

PACS numbers:

Synchronization of spatially separate processes occur in biological, chemical, physical, and social systems, and have attracted the interest of scientists for centuries. Nanomechanical oscillators naturally lend themselves to the experimental [15] and theoretical [6] study of nonlinear behavior and synchronization. The nonlinear regime can be exploited for applications including phonon-cavity cooling [7–8], precision frequency measurements [9], signal amplification via stochastic resonance [10–11], mass sensing [12] and quantum non-demolition measurements [13–15]. In addition, nonlinear mechanical oscillators have been proposed as memory elements [16–17] and to hallmark classical to quantum transitions [18].

Recently, optically levitated nano- and microparticles [19–22] have raised great interest because of their exceptional mechanical properties. Unlike other nanomechanical oscillators, both the frequency and the Q-factor of a levitated particle can be precisely controlled in situ by adjusting the laser power and the gas pressure, respectively. Yet, due to difficulties in reaching high vacuum with levitated nanoparticles [22,23], there have only been few experimental studies [19,24] of oscillator dynamics in high vacuum. In this Letter, we investigate the response of a levitated nanoparticle in high vacuum to single frequency excitations. In addition to nonlinear coupling between translational modes and synchronization with an external source, we identify collisions of the driven particle with residual air molecules as additional features in the spectrum of the particle motion.

The experimental configuration is shown in Fig. 1. A SiO$_2$ nanoparticle of radius $a \sim 75$nm is trapped at the focus of a single beam optical tweezer [19]. The motion of the particle is imprinted on the phase of the light scattered by the particle. In the forward direction, the scattered light interferes with the transmitted beam giving rise to an intensity pattern that depends on the particle position. Using a balanced split detection scheme, the intensity pattern yields information about the three dimensional particle position in real time with a noise floor of 1pm/√Hz [19].

The particle motion consists of three modes, each corresponding to a spatial oscillation along one of the three symmetry axes of the optical intensity distribution. The gradient of the optical intensity distribution exerts a restoring force $F_{\text{grad}} = -k_i \left( 1 + \sum_{j=x,y,z} \xi_j x_j^2 \right) x_i$ on a dipolar particle that is displaced from the trap center by $x_i$. Here, the linear trap stiffness is given by $k_i = \alpha E_0^2 / w_i^2$, where $E_0$ is the electric field intensity at the focus, $\alpha$ is the polarizability, and $w_i$ is the beam waist radius ($x,y$) or Rayleigh range ($z$), and the nonlinear coefficients are given by $\xi_j = -2 / w_j^2$ [24]. The nonlinear behaviour and intermode coupling can be understood in terms of a Gaussian model of the

![FIG. 1: Experimental configuration. A SiO$_2$ nanoparticle ($a \sim 75$nm) is trapped by a tightly focused laser beam. The translational degrees of freedom of the nanoparticle are measured with photodetectors and the center-of-mass motion is cooled down by parametric feedback [19]. In addition to feedback, we apply a resonant parametric modulation to excite the particle into the nonlinear regime.](image-url)
Thus, the oscillation amplitude is slow compared to the oscillation frequency. For a sphere of radius $a$ and dielectric constant $\varepsilon_p$, the quasi-static polarizability is $\alpha = 4\pi a^3 \varepsilon_0 (\varepsilon - 1)/(\varepsilon + 2)$, $\varepsilon_0$ being the vacuum permittivity. Due to the asymmetry of the optical focus, the oscillation frequencies $\Omega_i = (k_i/m)^{1/2}$ along the three main axes are different ($\Omega_x/2\pi \sim 37$kHz, $\Omega_y/2\pi \sim 125$kHz, $\Omega_z/2\pi \sim 135$kHz), $m$ being the mass of the particle. By means of parametric feedback cooling we are able to reach pressures of $0.5 \times 10^{-6}$mBar, where we measure $Q$-factors of $2 \times 10^8$ [19 24]. Under the action of feedback cooling, the effective thermal amplitude $\theta_{\text{eff}} = \left(2kB T_{\text{eff}}/m \Omega_t^2\right)^{1/2}$ of the particle oscillation is kept much smaller than the size of the trap. As a consequence, coupling between the modes is negligible in the absence of external modulation.

However, in addition to parametric feedback cooling we also apply parametric modulation of frequency $\Omega_m \approx 2\Omega_i$ with modulation depth $\epsilon$. This modulation acts predominantly on the mode $\Omega_i$ (Fig. 1) and allows us to control its oscillation amplitude. For large oscillation amplitudes the oscillator is driven into its nonlinear regime, where the modes couple through cubic nonlinearities in the optical force. Taking the three terms together (cooling, modulation, and nonlinearities) the particle’s equation of motion becomes [24]

$$\Omega_i^2 \left[ 1 + \epsilon \cos(\Omega_m t) + \Omega_m^{-1} \eta q \dot{q} + \frac{\xi q^2}{m} \right] q + \ddot{q} + \Gamma_0 \dot{q} = \frac{F_{\text{fluct}}}{m} \approx 0. \tag{1}$$

Here, $\eta$ is the nonlinear damping due to feedback cooling and $\Gamma_0$ is the (linear) damping due to collisions with residual air molecules. It is related to the stochastic force by the fluctuation-dissipation theorem $\langle F_{\text{fluct}}(t) F_{\text{fluct}}(t') \rangle = 2m\Gamma_0 k_B T_0 \delta(t-t')$, $k_B$ and $T_0$ being the Boltzmann constant and the temperature of the environment, respectively. Since the three terms in the bracket (parametric driving, feedback, Duffing term) are much stronger than the stochastic force $F_{\text{fluct}}$, the latter can be neglected and the problem reduces to solving a deterministic equation of motion.

For the following we consider the particle dynamics at low pressures ($Q \gg 1$) where the change in the oscillation amplitude is slow compared to the oscillation frequency. Thus, the solutions $q(t)$ can be described by the ansatz

$$q(t) = \frac{q_0}{2} A(\tau) e^{i\Omega_m t/2} + \text{c.c.}, \tag{2}$$

where we have introduced the dimensionless slow time scale $\tau = m\Omega_i t$ and the slowly varying displacement amplitude $A(\tau)$ with scale factors $\kappa = \Gamma_0/\Omega_i = Q^{-1}$ and $q_0^2 = \kappa/\xi$. With ansatz (2) we obtain an equation of motion for $A(\tau)$

$$\frac{dA}{d\tau} = -\frac{\gamma_0}{2} A + \frac{i}{2} \frac{\delta_m}{\Omega} A - \left[\frac{\eta}{8} - \frac{3}{8}\right] A^2 + \frac{i}{4} \dot{A}, \tag{3}$$

where $\delta_m = \delta_m/\kappa$ is the rescaled normalised detuning $\delta_m = (2 - \Omega_m/\Omega_0)$. We have also introduced the normalised parameters $\gamma_0 = \Gamma_0/\Omega_0\kappa$, $\eta = \eta/\xi$, and $\epsilon = \kappa/\kappa$. Equation (3) has up to three steady state solutions $A_0(\tau)$, which fulfill $dA_0/d\tau = 0$. The existence and stability of the steady state solutions depend on the modulation parameters $\epsilon$ and $\delta_m$. Linearization around the steady state yields one unstable solution and two stable solutions. The first stable solution is the trivial low amplitude solution $A_0 = 0$. It is stable if the linear stability condition

$$\epsilon < \frac{2}{Q} \sqrt{1 + Q^2 \delta_m^2} \approx 2 \delta_m \tag{4}$$

is fulfilled. The second stable solution is the high amplitude solution [6]

$$q^2 = q_0^2 |A_0|^2 = -\frac{1}{\eta \delta_{th}} \times \left[ 3 \frac{\xi}{\eta} \delta_m + Q^{-1} + \sqrt{\left(3 \frac{\xi}{\eta} \delta_m - 3 Q^{-1}\right)^2} \right] \approx -\frac{1}{\eta \delta_{th}} \left[ 3 \frac{\xi}{\eta} \delta_m + \sqrt{\delta_{th}^2 \epsilon^2 - \delta_m^2} \right],$$

which is stable if the nonlinear stability condition

$$\epsilon > \frac{\delta_m}{\delta_{th}}, \tag{6}$$

with $\delta_{th} = \sqrt{9 \epsilon^2 + \eta^2}/2 \eta$, is fulfilled. In (5) we have converted back to physical quantities to facilitate the interpretation of the experimental results. The approximation used in (5) holds for $Q \gg 1$, which is the case for typical experimental parameters.

The data shown in Fig. 2 characterize the particle’s response to an external parametric modulation close to the resonance frequency of the $x$-mode ($\Omega_x/2\pi \sim 125$kHz). Fig. 2a shows maps of the particle amplitude in the $\epsilon$-$\delta_m$ plane. The boundaries, which are marked as dashed lines, are defined by the linear (black, Eq. 4) and nonlinear (white, Eq. 6) stability condition, respectively. Positive and negative frequency scans (Fig. 2a top) and modulation depth scans (Fig. 2a bottom) carry the oscillator into the bistability region along different stable attractors. This leads to hysteresis for the modulation parameters $\epsilon$ and $\delta_m$ that fulfill both conditions (4) and (6). The bistability region for fixed modulation depth $\epsilon = 22 \times 10^{-3}$ (c.f. Fig. 2a horizontal dotted line). When the modulation frequency is increased, the particle amplitude
FIG. 2: Particle response to parametric modulation. (a) In the $\epsilon$-$\delta_m$ plane the particle energy maps out different triangular regions, depending on the history of the excitation. The color scale indicates the effective temperature/oscillation amplitude. To increase the contrast the top left map is scaled by a factor 2. The upper row shows frequency sweeps at fixed modulation depth and the bottom row shows modulation depth sweeps at fixed modulation frequency. The black dashed line marks the (linear) instability threshold (4), which marks the transition from the low amplitude solution to the high amplitude solution and the white dashed line marks the (nonlinear) instability threshold (6), which marks the transition from the high amplitude solution to the low amplitude solution. (b) Frequency up and down sweep at $\epsilon = 22 \times 10^{-3}$ (black dotted line in subfigure a top row). The blue dashed line is a fit to (5). (c) Modulation depth up and down sweep at $\Omega_0/2\pi = 248.25$ kHz and (d) at $\Omega_0/2\pi = 250.25$ kHz (black dotted lines in subfigure a bottom row). The blue dashed line is a fit to (5). By fitting to the theoretical model (5) we extract the nonlinear parameters $\eta = 6 \mu$m$^{-2}$ and $\xi = -10 \mu$m$^{-2}$.

follows the low amplitude solution while condition (1) is fulfilled. Conversely, when the frequency is lowered the particle follows the high amplitude solution while condition (6) is true. We also observe bistability for up and down sweeps of the modulation depth when the modulation frequency is less than twice the particle resonance frequency (c.f. Fig. 2c). If the modulation frequency is larger, the transition is smooth and does not exhibit hysteresis (c.f. Fig. 2d). Fitting the data to the theoretical prediction allows us to extract the nonlinear coefficients $\eta = 6 \mu$m$^{-2}$ and $\xi = -10 \mu$m$^{-2}$.

Until now, we have neglected coupling between the three spatial modes. However, for large oscillation amplitudes, the modes couple. The coupling has the same origin as the cubic nonlinearities $\xi$. For a Gaussian intensity distribution at the focus we find that the trap stiffness along $x$ is of the form [21]

$$k_{\text{trap}}^{(x)} = m \Omega_i^2 \left(1 + \sum_{i=x,y,z} \xi_i \right) x_i^2$$

and respective expressions hold for the trap stiffness along $y$ and $z$. Here, $\xi_i^{(x)} = \xi$ is the Duffing nonlinearity we have considered so far and $\xi_i^{(y)}$ and $\xi_i^{(z)}$ are the nonlinear coupling coefficients of $y$ and $z$, respectively. The nonlinear coupling gives rise to frequency shifts (pulling) of the orthogonal modes. Eq. 7 states that an increase in energy of any mode downshifts the frequency of the $x$-mode (note that $\xi_i^{(x)}$ is negative). To illustrate the nonlinear coupling, we sweep the modulation frequency over a wide range covering both the $x$ and the $y$ resonances and record the power spectral density for each value of the modulation frequency.

Figs. 3b,c show the resulting maps of the frequency components of the motion along $x$ and $y$, respectively,
for a downward sweep at $1.6 \times 10^{-4}$mBar with modulation depth $\epsilon = 8 \times 10^{-3}$. The parametric modulation frequency is reduced from 285 kHz down to 230 kHz, exciting the resonances of the $x$ and $y$ modes, respectively. (a) Within the lock-in range energy is transferred to the resonant mode. (b-c) The spectral map of the $i$th-mode ($i = x, y$) reveals that within the lock-in range the modulation sideband ($\Omega_m - \Omega_i$) and the natural mode ($\Omega_i$) merge and give rise to a single oscillation at $\Omega_m/2$. If the mode ($i = x(y)$) is driven resonantly, nonlinear coupling pulls the frequency of the off-resonant ($i = y(x)$) mode toward lower frequencies. (d) The resonant mode phase locks to the external modulation. The resonance is considerably sharper than the natural linewidth $\Gamma_0 \sim 5$ kHz defined by the vacuum pressure. The observation of a Lissajous figure in the density histogram of the particle motion versus the external modulation signal indicates that the particle phase is locked to the external modulation (inset). (e) Sidebands of $y$-mode as a function of modulation frequency $\Omega_m$ extracted from subfigure c. Open circles are the experimental data and dashed lines are the theoretical curves [7] with nonlinear coefficients $\xi = -9 \mu m^{-2}$ and $\eta = 0.6 \mu m^{-2}$ obtained from a fit to the amplitude response (c.f. Fig. 3a). In Figs. a,b,c,e the pressure and modulation depth are $1.6 \times 10^{-4}$mBar ($Q \sim 10^6$) and $\epsilon = 8 \times 10^{-3}$, respectively. In Fig. d it is $5.4 \times 10^{-4}$mBar and $\epsilon = 21 \times 10^{-3}$.

Near the strong peak at $\Omega_m/2$ within the lock-in region, we observe sidebands (c.f. Figs. 3b,c). The sidebands originate from small perturbations of the steady state caused by collisions with residual air molecules. Linearizing the equation of motion around the steady state [5] we find the characteristic frequencies

$$\Omega_{\pm} = \Omega_m/2 \pm \Omega_i \sqrt{\frac{3}{4} \xi q^2 \left( \frac{3}{4} \xi q^2 + \delta_m \right) - \left( \frac{Q^2}{2} \right)^2}$$

of the sidebands. Fig. 3 shows the sideband shift $\Delta \Omega_{\pm} = \Omega_{\pm} - \Omega_m/2$ extracted from Fig. 3 to be in good agreement with the theoretical prediction [8]. In conclusion, we have parametrically excited an optically levitated nanoparticle in high vacuum well into the locked to the external modulation as shown in Fig. 3. Clearly, the resonance is much sharper than the expected $\Gamma_0 \sim 5$ kHz at $5.4 \times 10^{-3}$mBar, indicating that the particle faithfully follows the modulation of the external source (Agilent 33521A). Besides, since the phase between the modulation and the particle is fixed, we observe a butterfly shaped Lissajous figure when plotting the particle position against the modulation signal (c.f. inset Fig. 3d).

Within the lock-in region the particle motion is phase trapped. The parametric modulation frequency $\Omega_m/2\pi$ is reduced from 285 kHz down to 230 kHz exciting the resonances of the $x$ and $y$ modes, respectively.
nonlinear regime. We have shown that each of the three individual spatial modes can be excited independently if parametric feedback keeps the oscillation amplitude below the thermal amplitude. For larger oscillation amplitudes we observe nonlinear coupling between the modes. Using parametric coupling, the particle can be synchronized to an external source. A synchronized nanoparticle can act as a coherent nanoscale source of electromagnetic [25, 26] or gravitational forces [27]. The present work adds to our understanding of the dynamics of levitated nanoparticles in high vacuum and paves the way for applications in sensing [24] and macroscopic quantum mechanics [29, 30]. Furthermore, nonlinear coupling can be explored for multimode sensing [31], phonon-cavity cooling [24] and frequency stabilization [32]. We also expect interesting results from further investigations of the nanoparticle’s three-dimensional dynamics in response to multi-frequency driving fields [33], thermal excitation [24], and coupling to other levitated nanoparticles [34, 35]. This includes pattern formation [36], chaos [3] and stochastic resonance [11, 37, 38]. Finally, in contrast to conventional nanomechanical oscillators, a levitated particle can rotate freely [39], thereby adding to the richness of the dynamics [40].
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