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ABSTRACT

We consider a similarity measure between two sets $A$ and $B$ of vectors, that balances the average and maximum cosine distance between pairs of vectors, one from set $A$ and one from set $B$. As a motivation for this measure, we present lineage tracking in a database. To practically realize this measure, we need an approximate search algorithm that given a set of vectors $A$ and sets of vectors $B_1, ..., B_n$, the algorithm quickly locates the set $B_i$ that maximizes the similarity measure. For the case where all sets are singleton sets, essentially each is a single vector, there are known efficient approximate search algorithms, e.g., approximated versions of tree search algorithms, locality-sensitive hashing (LSH), vector quantization (VQ) and proximity graph algorithms. In this work, we present approximate search algorithms for the general case. The underlying idea in these algorithms is encoding a set of vectors via a “long” single vector. The proposed approximate approach achieves significant performance gains over an optimized, exact search on vector sets.

1 INTRODUCTION

We consider a similarity measure between two sets $A$ and $B$ of vectors, that balances the average and maximum cosine distance between pairs of vectors, one from set $A$ and one from set $B$. Such a similarity measure is used in [14], in which we obtain a lineage via an embedding based method, such that each tuple/column is associated with a set of vectors. In [14], a lineage of a tuple is the set of tuples that explains its existence, either in a query result, or more generally, due to a sequence of database operations.

To employ the set-based similarity measure, we need to solve the following search problem. Given a set of vectors $A$ and sets of vectors $B_1, ..., B_n$, where all vectors are of the same dimension $D$ (e.g., 200), efficiently locate the set $B_i$ that maximizes the similarity measure. A straightforward and inefficient implementation, would compare $A$ with each $B_i$. This deployment is infeasible for large databases where $n$ may be in the billions. We need a markedly more efficient search method. A similar problem was addressed by [7], which employs a very different similarity measure on two sets of vectors than the one we use. To mitigate the “expensive” operation of computing distance between set $A$ and each of the $B_i$ sets, they devised a “cheap” filter test that eliminates non-winners. However, they will still apply, at least the filter test, to all the $B_i$ sets.

For the case where all sets are singleton sets, essentially each is a single vector, there are known efficient approximate vector search algorithms to efficiently locate similar singleton sets of vectors. The most popular solutions are based on approximated versions of tree algorithms [12, 19], LSH [1, 9], VQ [10, 11, 13] and proximity graph algorithms [2, 15]. To practically employ this measure, we aim to adapt such an approximate search algorithm to the current setting of set-based similarity.

In the application of [14], the database tuples are each associated with a set of “lineage vectors”. Given a “target tuple” which is associated with a set of “lineage vectors” $A$, whose “existence” is to be explained, such an efficient search algorithm would enable us to locate tuples, say $t_1, ..., t_m$, for $i \in [1, m]$, where each tuple $t_i$ is associated with a set of lineage vectors $S_i$, such that $S_1, ..., S_m$ are the closest, via the set-based similarity measure, to set $A$ amongst all the tuple-associated sets of vectors in the database.

In this work, we present approximate search algorithms for the general case of set-based similarity. The underlying idea in these algorithms is encoding a set of vectors via a “long” single vector. Once we represent a set via single long vectors, we can employ known approximate search techniques for vectors. Thus, we reduce the search problem on sets to one on single vectors.

We proceed in two steps. First, we outline a search method assuming that all sets of vectors have the same cardinality, say $N$, e.g., each such set has 3 vectors. Then, we generalize to the more complex case in which sets may have differing cardinalities. The construction is based on the principle of “assumed winners”.

We prove formally the correctness of the proposed long vectors based exact search method; we conduct an empirical analysis for corroboration. Then, we present experimental results using an approximate long vectors based search method, which significantly outperforms an optimized exact brute-force search on vector sets, while maintaining a very high recall score. This renders our method scalable to massive databases of sets of vectors.

Paper Organization

Previous work on lineage via embeddings is briefly surveyed in Section 2, motivating the need for an efficient search for vector sets. In Section 3 we present a basic method under the assumption that all the sets of vectors are of a constant cardinality $N$. Then, in Section 4 we introduce a refined version that supports sets of vectors of varying cardinalities, such that each set of vectors $V$ is associated with a tuple or a tuple column in the database (DB), which has a cardinality $|V| \in [1, max_vectors_num]$, $max_vectors_num$ is a hyperparameter of our system). In Section 5, we prove the correctness of the method described in Section 3. In Section 6 we show experimental results that render our method practical for massive databases of sets of vectors. We conclude in Section 7.

2 MOTIVATION: LINEAGE VIA EMBEDDINGS

2.1 Outline

In [14] we devise a novel approach to lineage tracking, which is based on Machine Learning (ML) and Natural Language Processing
(NLP) techniques. The main idea is summarizing, and thereby approximating, the lineage of every tuple or a tuple column via a small set of up to \textit{max\_vectors\_num} (a hyperparameter) constant-size vectors.

In NLP, \textit{word vectors} are vectors, whose elements are real numbers, which represent the "semantic ties" of a word in a text [16, 17]. Word vectors support similarity queries by grouping closely "semantically" similar words in a low-dimensional space. Our sets of vectors encode lineage, and provide word vectors like "grouping" properties [18]. That is, given a set-set similarity metric, we support lineage querying by grouping closely the vector sets of related (lineage wise) tuples/columns.

2.2 Similarity calculation

Given two word vectors, the similarity score is usually the cosine distance between the vectors. In our system, we want to calculate the similarity between the lineage representations of two tuples/columns. In both cases the tuple, or column, is associated with a set of lineage vectors. That is, we need to calculate the similarity between two sets of vectors. We note that [4–6] have also used various similar methods for measuring similarity between two sets of vectors. The “logic” behind the following formula is balancing between the “best pair” of vectors (in terms of similarity) in the two sets and the similarity between their average vectors:

\[
\text{sim}(A, B) = \frac{w_{\text{max}} \cdot \text{max}(ps) + w_{\text{avg}} \cdot \text{avg}(ps)}{w_{\text{max}} + w_{\text{avg}}}
\]

where \(A\) and \(B\) are sets of vectors, \(ps\) is the set of pair-wise similarities between a pair of vectors, one taken from set \(A\) and one taken from set \(B\). \(w_{\text{max}}\) and \(w_{\text{avg}}\) are (user-specified) hyperparameters. \(\text{max}\) and \(\text{avg}\) are functions that return the maximum and average values of a collection of numbers, respectively. This logic holds for both tuple-based vectors and column-based vectors (i.e., vectors kept for each column separately).

2.3 Lineage querying

Given a tuple and its lineage embedding vectors, we can calculate the pair-wise similarity against every other tuple in the DB (or a subset, e.g., in a specific table) and return the top \(K\) (a parameter) most lineage-similar tuples (these resemble a subset of the lineage [8]). There are many algorithms for approximate vector search, e.g., based on LSH [9]. Approximate vector search is a very active area of research and we can utilize known algorithms (see, e.g., [21]); however, these algorithms are not directly applicable to our method, since we operate on sets of vectors instead of single vectors. In this paper we provide a practical reduction from the case of set-set similarity to the case of vector-vector similarity. Therefore, as vector-vector similarity can be handled efficiently using known methods, we can efficiently deploy a system using the set-set similarity measure outlined above.

3 CONSTANT CARDINALITY OF SETS OF VECTORS

Here, we assume that all sets of vectors are of a constant cardinality \(N\). The idea is transforming each set of vectors into a single long vector, so that the \textit{dot product} of two such long vectors computes all pair-wise interactions, and is equivalent to the similarity calculation (between sets of vectors) we devised in section 2.2. Note that all vectors are of the same constant dimension \(D\) (a hyperparameter of our system).

3.1 Long Vectors Construction

1. Let \(A\) be a target set of vectors of cardinality \(N\), for which we want to find the closest candidate set of vectors.
2. Let \(V\) be a candidate set of vectors for \(A\) of cardinality \(N\). Construct a long candidate vector \(\vec{L}_V \in \mathbb{R}^{[A]|\times|V|\times D}\) from \(V\) by concatenating \(|A|\) copies of each (normalized) \(\vec{a}_i \in V\), in order \(\vec{a}_1, ..., \vec{a}_|V|\):

\[
\vec{L}_V = \begin{pmatrix}
\vec{a}_1, & \cdots, & \vec{a}_|V| \\
\vec{a}_1, & \cdots, & \vec{a}_|V| \\
\vec{a}_1, & \cdots, & \vec{a}_|V| \\
\end{pmatrix}
\]

such that \(\vec{a}_{i,j}\) is the \(j^{th}\) copy of \(\vec{a}_i\).
3. Now, we build a long vector \(\vec{L}_A \in \mathbb{R}^{[A]|\times|V|\times D}\) by concatenating all (normalized) \(\vec{a}_i \in A\), in order \(\vec{a}_1, ..., \vec{a}_|A|\), and duplicating the result \(|V|\) times:

\[
\vec{L}_A = \begin{pmatrix}
\vec{a}_1, & \cdots, & \vec{a}_|V| \\
\vec{a}_1, & \cdots, & \vec{a}_|V| \\
\vec{a}_1, & \cdots, & \vec{a}_|V| \\
\end{pmatrix}
\]

such that \(\vec{a}_{i,j}\) is the \(j^{th}\) copy of \(\vec{a}_i\).
4. \(\vec{L}_A\) is used to capture the average of all pair-wise cosine similarities with vectors from a candidate set \(V\) (note that \(a_{i,j} = a_i\) and \(v_{i,j} = v_j\)):

\[
\vec{L}_A \cdot \vec{L}_V = \sum_{i=1}^{[A]} \sum_{j=1}^{|V|} \frac{\vec{a}_{i,j} \cdot \vec{v}_{i,j}}{\|\vec{a}_{i,j}\| \cdot \|\vec{v}_{i,j}\|} = \text{sum}(ps) =
\]

\[
= \text{avg}(ps) \times [A] \times |V| \times \frac{[A]\times|V| \times N}{[A]\times|V| \times N} = \text{avg}(ps) \times N^2
\]

where \(ps\) is the multi-set of pair-wise similarities between a pair of vectors, one taken from set \(V\) and one taken from set \(A\).
To capture the maximum of the pair-wise similarities (denoted $\text{max}(ps)$) we build $|A| \times |V| = N^2$ long “selector” vectors $\tilde{s}_{1,1}, \ldots, \tilde{s}_{|A|,1}, \ldots, \tilde{s}_{1,V}, \ldots, \tilde{s}_{|A|,V}$, each $\tilde{s}_{i,j} \in \mathbb{R}^{|A| \times |V| \times |D|}$ “assumes” which of the $|A| \times |V| = N^2$ pair-wise interactions is maximal:

$$\tilde{s}_{i,j} = \begin{pmatrix}
\tilde{0}_{|A|,1} \\
\vdots \\
\tilde{0}_{|A|,V} \\
\tilde{1}_{i,j} \\
\vdots \\
\tilde{0}_{1,V} \\
\cdots \\
\tilde{0}_{|A|,V}
\end{pmatrix}$$

i.e., $\tilde{s}_{i,j}$ is a concatenation of $O_k = (j-1) \times |A| + (i-1) \tilde{0}$ vectors, followed by one $\tilde{1}$ vector, and ending with $|A| \times |V| - (O_k + 1) \tilde{0}$ vectors, where $\tilde{0} \in \mathbb{R}^D$ is the “all zeros” vector and $\tilde{1} \in \mathbb{R}^D$ is the “all ones” vector. $\tilde{s}_{i,j}$ “assumes” the maximum occurs in the cosine similarity product between $\tilde{a}_i$ and $\tilde{a}_j$. Consequently, we get:

$$\tilde{s}_{i,j} \odot \tilde{L}_A = \begin{pmatrix}
\tilde{0}_{|A|,1} \\
\vdots \\
\tilde{0}_{|A|,V} \\
\tilde{a}_{i,j} \\
\vdots \\
\tilde{0}_{1,V} \\
\cdots \\
\tilde{0}_{|A|,V}
\end{pmatrix}$$

such that $\tilde{a}_{i,j}$ is the $j^{th}$ copy of $\tilde{a}_i$ and $\odot$ is the Hadamard (i.e., element-wise) product. This results in:

$$(\tilde{s}_{i,j} \odot \tilde{L}_A) \cdot \tilde{L}_V = \frac{\tilde{a}_{i,j}}{\|	ilde{a}_i\|} \cdot \frac{\tilde{a}_{j,i}}{\|	ilde{a}_j\|} = \frac{\tilde{a}_{i,j}}{\|	ilde{a}_i\|} \cdot \frac{\tilde{a}_{j,i}}{\|	ilde{a}_j\|}$$

Next, we construct $|A| \times |V| = N^2$ long target vectors $\tilde{t}_{1,1}, \ldots, \tilde{t}_{|A|,1}, \ldots, \tilde{t}_{1,V}, \ldots, \tilde{t}_{|A|,V}$ ($\tilde{t}_{i,j} \in \mathbb{R}^{|A| \times |V| \times |D|}$): $\tilde{t}_{i,j} = \frac{1}{w_{\text{max}} + w_{\text{avg}}} \cdot \left( w_{\text{max}} \cdot (\tilde{s}_{i,j} \odot \tilde{L}_A) + \frac{w_{\text{avg}}}{|A| \times |V|} \cdot \tilde{L}_A \right)$

where $w_{\text{max}}$ and $w_{\text{avg}}$ are (user-specified) hyperparameters, as specified in section 2.2.

(7) Each long target vector $\tilde{t}_{i,j}$ computes the desired similarity calculation via a dot product with a long candidate vector $\tilde{L}_V$, under the assumption that $\tilde{a}_i$ and $\tilde{a}_j$ have the maximal pair-wise similarity:

$$\tilde{t}_{i,j} \cdot \tilde{L}_V = \frac{w_{\text{max}} \cdot (\tilde{s}_{i,j} \odot \tilde{L}_A) \cdot \tilde{L}_V + w_{\text{avg}} \cdot \tilde{L}_A \cdot \tilde{L}_V}{w_{\text{max}} + w_{\text{avg}}}$$

3.2 Search Method

(1) Insert all the long candidate vectors (of a constant dimension $N^2 \times D$) into a vector search structure $S$. Note that known approximate vector search techniques, such as LSH [1, 9] (or any other technique, as mentioned in section 1), can be utilized here for efficiency. Search structure $S$ is search technique-specific.

(2) Recall that for a candidate set of vectors $V$, the long candidate vector is $\tilde{L}_V$.

(3) Now, suppose you are given a target set of vectors $A$, of cardinality $N$. Construct $N^2$ long target vectors $\tilde{t}_{1,1}, \ldots, \tilde{t}_{N,N}$.

(4) We look separately for the closest (dot-product wise) long candidate vector, denoted $\tilde{L}_{i,j}$, in $S$, to each $\tilde{t}_{i,j}$, respectively.

(5) We compute the similarity scores $\tilde{t}_{1,1} \cdot \tilde{L}_{1,1}, \ldots, \tilde{t}_{N,1} \cdot \tilde{L}_{1,N}, \ldots, \tilde{t}_{N,N} \cdot \tilde{L}_{N,N}$. The one yielding the highest score, say $\tilde{L}_{i,j}$, identifies the desired candidate set of vectors $V_{i,j}$, according to our set-oriented similarity formula. If 0 closest sets are desired, the $u$ sets yielding the $u$ highest scores are output.

4 Sets of Vectors of Varying Cardinalities

In section 3, we presented the construction of a long candidate vector $\tilde{L}_V$ from a candidate set of vectors $V$, and a collection of long target vectors $\tilde{t}_{i,j}$ (where $i \in [1, |A| = N]$ and $j \in [1, |V| = N]$) from a target set of vectors $A$, under the assumption that all sets of vectors are of a constant cardinality $N$. It is evident that these constructions are tightly coupled with the cardinalities of the target and candidate sets of vectors, namely $|A|$ and $|V|$. Hence, we introduce a refined version that supports sets of vectors of varying cardinalities, such that each set of vectors $V$ has a cardinality $|V| \in [1, \text{max\_vectors\_num}]$ (max\_vectors\_num is hereafter denoted as $M$, for brevity). Recall that all vectors are of the same constant dimension $D$.

The general idea is pre-computing $M$ long candidate vectors $\tilde{L}_{V,1}^{1,1}, \ldots, \tilde{L}_{V,1}^{1,M}$ instead of a single $\tilde{L}_V$, and a collection of long target vectors $\tilde{t}_{i,j}^k$, for each $k \in [1, M]$ (where $i \in [1, |A|]$ and $j \in [1, k]$). Each $\tilde{L}_{V,1}^k \in \mathbb{R}^{n \times |V| \times D}$, where $n \in [1, M]$, “assumes” in its construction that the cardinality of a target set of vectors is $n$. Each $\tilde{t}_{i,j}^k \in \mathbb{R}^{n \times |V| \times D}$, where $n \in [1, M]$, “assumes” in its construction that the cardinality of a candidate set of vectors is $k$. Consequently, instead of a single form of long candidate and target vectors (of dimension $N^2 \times D$, as is the case in section 3), we potentially get $M \times M$ different such forms (in terms of dimension and $(n,k)$ construction parameters), such that each long vector of dimension $n \times k \times D$, where $n, k \in [1, M]$, is associated with a separate search
structure $S_{1,1}, \ldots, S_{M,M}$, depending on its $(n,k)$ form (there are additional options, e.g., combining such search structures of equal dimensions, these will not be discussed further).

### 4.1 Long Vectors Construction

1. Let $V$ be a candidate set of vectors of cardinality $|V| \in [1, M]$. Construct $M$ long candidate vectors $\tilde{L}_V^1, \ldots, \tilde{L}_V^n$, such that each $\tilde{L}_V^n \in \mathbb{R}^{n \times |V| \times D}$, where $n \in [1, M]$, is constructed from $V$ by concatenating $n$ copies of each (normalized) $\vec{a}_i \in V$, in order $\vec{a}_1, \ldots, \vec{a}_|V|$: 

\[
\tilde{L}_V^n = \begin{bmatrix}
\vec{a}_{i_1} \\
\vdots \\
\vec{a}_{i_n}
\end{bmatrix}
\]

such that $\vec{a}_{i_j}$ is the $j^{th}$ copy of $\vec{a}_i$. $\tilde{L}_V^n$ “assumes” the cardinality of the target set of vectors is $n$.

2. Let $A$ be a target set of vectors of cardinality $|A| \in [1, M]$.

3. Now, we build $M$ long vectors $\tilde{L}_A^1, \ldots, \tilde{L}_A^n$, such that $\tilde{L}_A^k \in \mathbb{R}^{|A| \times k \times D}$, where $k \in [1, M]$, is built by concatenating all (normalized) $\vec{a}_i \in A$, in order $\vec{a}_1, \ldots, \vec{a}_|A|$, and duplicating the result $k$ times:

\[
\tilde{L}_A^k = \begin{bmatrix}
\vec{a}_{i_1} \\
\vdots \\
\vec{a}_{i_k}
\end{bmatrix}
\]

such that $\vec{a}_{i_j}$ is the $j^{th}$ copy of $\vec{a}_i$. $\tilde{L}_A^k$ “assumes” the cardinality of the candidate set of vectors is $k$.

4. Let $V$ be a candidate set of vectors for $A$ of cardinality $|V| \in [1, M]$. Long vector $\tilde{L}_A^{k=|V|}, \tilde{L}_V^{w=|A|} \in \mathbb{R}^{|A| \times |V| \times D}$ is used to capture the average of all pair-wise cosine similarities with vectors from $V$ ($\tilde{L}_A^{n=|A|} \in \mathbb{R}^{|A| \times |V| \times D}$):

\[
\tilde{L}_A^{k=|V|}, \tilde{L}_V^{w=|A|} = \tilde{L}_A^{1=|V|}, \tilde{L}_V^{1=|V|} = \sum_{i,j} \sum_{i=1}^{|A|} \sum_{j=1}^{|V|} \frac{\vec{a}_{i,j}}{\|\vec{a}_{i,j}\|} \|\vec{a}_{i,j}\| = \operatorname{sum}(ps) = \operatorname{avg}(ps) \times |A| \times |V|
\]

where $ps$ is the multi-set of pair-wise similarities between a pair of vectors, one taken from set $V$ and one taken from set $A$.

(5) To capture the maximum of the pair-wise similarities (denoted $\operatorname{max}(ps)$) we build $|A| \times k$ long “selector” vectors $\tilde{a}_{1,1}^k, \ldots, \tilde{a}_{|A|,1}^k, \ldots, \tilde{a}_{1,k}^k, \ldots, \tilde{a}_{|A|,k}^k$, for each $k \in [1, M]$. That is, a total of $\sum_{k=1}^M |A| \times k = |A| \times \sum_{k=1}^M k = |A| \times \frac{M(M+1)}{2}$ long “selector” vectors. Each $\tilde{a}_{j,k}^k \in \mathbb{R}^{|A| \times k \times D}$ “assumes” which of the $|A| \times k$ pair-wise interactions is maximal:

\[
\tilde{a}_{j,k}^k = \begin{bmatrix}
\tilde{0}_{|A|,1} \\
\vdots \\
\tilde{0}_{|A|,k}
\end{bmatrix}
\]

i.e., $\tilde{a}_{j,k}^k$ is a concatenation of $O_k = (j-1) \times |A| + (\frac{k(k+1)}{2})$ vectors, followed by one $\tilde{1}$ vector, and ending with $|A| \times (k - (O_k + 1)) \tilde{0}$ vectors, where $\tilde{0} \in \mathbb{R}^D$ is the “all zeros” vector and $\tilde{1} \in \mathbb{R}^D$ is the “all ones” vector. $\tilde{a}_{j,k}^k$ “assumes” the maximum occurs in the cosine similarity product between $\tilde{a}_i$ and $\tilde{a}_j$. Also, $\tilde{a}_{j,k}^k$ “assumes” the cardinality of the set of lineage vectors of the candidate tuple is $k$. Consequently, we get:

\[
\tilde{L}_A^k \odot \tilde{a}_{j,k}^k = \begin{bmatrix}
\tilde{0}_{|A|,1} \\
\vdots \\
\tilde{0}_{|A|,k}
\end{bmatrix}
\]

such that $\tilde{a}_{j,k}$ is the $j^{th}$ copy of $\tilde{a}_i$ and $\odot$ is the Hadamard (i.e., element-wise) product. This results in:

\[
(\tilde{a}_{i,j}^{|V|} \odot \tilde{L}_A^{k=|V|}) \cdot \tilde{L}_V^{w=|A|} = (\tilde{a}_{i,j}^{|V|} \odot \tilde{L}_A^{1=|V|}) \cdot \tilde{L}_V^{1=|V|} = \tilde{L}_V
\]

(6) Next, we construct $|A| \times k$ long target vectors $\tilde{r}_1^k, \ldots, \tilde{r}_{|A|,1}^k, \ldots, \tilde{r}_1,k, \ldots, \tilde{r}_{|A|,k}$ for each $k \in [1, M]$. That is, a total of $\sum_{k=1}^M |A| \times k = |A| \times \frac{M(M+1)}{2}$ long target vectors $	ilde{r}_{i,j}^k \in \mathbb{R}^{|A| \times k \times D}$:

\[
\tilde{r}_{i,j}^k = \frac{1}{\operatorname{wmax} + \operatorname{wavg}} \left( \operatorname{wmax} \cdot (\tilde{a}_{i,j}^{|V|} \odot \tilde{L}_A^{k=|V|}) + \operatorname{wavg} \cdot (\tilde{a}_{i,j}^{|V|} \odot \tilde{L}_A^{1=|V|}) \right)
\]
where \( w_{\text{max}} \) and \( w_{\text{avg}} \) are (user-specified) hyperparameters, as specified in section 2.2. \( \tilde{r}_{i,j} \), "assumes" the cardinality of the set of lineage vectors of the candidate tuple is \( k \).

(7) Each long target vector \( \tilde{r}_{i,j}^{[|V|]} \in \mathbb{R}^{(|A| \times |V| \times D)} \) computes the desired similarity calculation via a dot product with a long candidate vector \( \tilde{L}_{V}^{n} \in \mathbb{R}^{(|A| \times |V| \times D)} \), under the assumption that \( \tilde{a}_{i} \) and \( \tilde{a}_{j} \) have the maximal pair-wise similarity:

\[
\tilde{r}_{i,j}^{[|V|]} \cdot \tilde{L}_{V}^{n} = \frac{w_{\text{max}} \cdot (\tilde{a}_{i} \cdot \tilde{a}_{j}) + w_{\text{avg}} \cdot \text{avg}(ps)}{w_{\text{max}} + w_{\text{avg}}}
\]

4.2 Search Method

(1) Initialize \( M \times M \) vector search structures \( S_{1}, \ldots, S_{M,M} \) such that \( S_{n,k} \) holds long candidate vectors of dimension \( n \times k \times D \) (i.e., long vectors of candidate sets of cardinality \( k \), assuming target sets of cardinality \( n \)). Note that known approximate vector search techniques, such as LSH [1, 9] (or any other technique, as mentioned in section 1), can be utilized here for efficiency.

(2) For each candidate set of vectors \( V \) of cardinality \( |V| \in [1,M] \), and its respective construction of \( M \) long candidate vectors \( \tilde{L}_{V}^{n} \in \mathbb{R}^{n \times |V| \times D} \), for each \( n \in [1,M] \), insert \( \tilde{L}_{V}^{n} \) into the vector search structure \( S_{n,|V|} \).

(3) Now, suppose you are given a target set of vectors \( A \) of cardinality \( |A| \in [1,M] \). Construct \( |A| \times k \) long target vectors \( \tilde{r}_{1,k}^{[|V|]}, \ldots, \tilde{r}_{k,k}^{[|V|]} \), for each \( k \in [1,M] \).

(4) Hereafter, we denote a set of vectors \( V \) with cardinality \( k \) as \( V_{k} \).

(5) For each \( k \in [1,M] \), we look separately for the closest (dot-product wise) candidate long vector \( \tilde{L}_{V_{k}}^{n} \in \mathbb{R}^{n \times |V| \times D} \) in \( S_{|A|,|V|} \), for each \( n \in [1,M] \), respectively. Intuitively, this focuses on candidate sets of vectors of cardinality \( k \).

(6) Next, intuitively, we need to choose the "best" one among the "winners" of different \( k \) values. We compute the similarity scores \( \tilde{r}_{1,k}^{[|V|]} \cdot \tilde{L}_{V_{k}}^{n}, \ldots, \tilde{r}_{k,k}^{[|V|]} \cdot \tilde{L}_{V_{k}}^{n} \), for each \( k \in [1,M] \) (a total of \( \sum_{k=1}^{M} |A| \times k = |A| \times \frac{M(M+1)}{2} \) computations). The one yielding the highest score, say \( \tilde{L}_{V_{k}}^{n} \), identifies the desired candidate set of vectors \( V_{k} \), according to our set-oriented similarity formula. The generalization of finding the \( u \) closest sets is straightforward.

4.3 Discussion

- Note that if we keep track for which cardinalities (between 1 and \( M \)) there are sets of this cardinality among the ones we search, we can reduce the number of long vectors we construct and separately search for each such cardinality.
- In addition, the maximum cardinality \( M \) need only be known in advance for the target sets (those for which nearest neighbor sets are searched) and the database of sets of vectors may admit new sets of vectors of arbitrary cardinalities. This can be relaxed if we dynamically perform additional construction (of long candidate vectors) across a "new target set cardinality" \( M' > M \) appears.
- At any rate, the number of relevant cardinalities (those actually appearing) of stored sets of vectors may affect the efficiency of the search method, namely, the more cardinalities there are, the more long target vectors need be constructed.

5 PROOF OF CORRECTNESS

5.1 Constant Cardinality of Sets of Vectors

Let \( A \) be a target set of vectors of cardinality \( N \), with corresponding \( N^{2} \) long target vectors \( \tilde{r}_{1,1}, \ldots, \tilde{r}_{N,N} \). Let us denote the set of all the candidate vector sets (of cardinality \( N \)) for \( A \) by \( C_{A} \).

Definition 5.1. We define \( \text{OPT}_{A} = \{ V \in C_{A} \mid \text{sim}(A, V) \text{ is maximal} \} \). That is, \( \text{OPT}_{A} \) is a set of the optimal candidate vector sets for \( A \) with a maximal similarity to \( A \).

Definition 5.2. For each \( V \in C_{A} \) we define a set of long target vectors \( \tilde{C}_{V} = \{ \tilde{c}_{i,j} \mid i, j \in [1,N] \land \tilde{c}_{i} \in A \land \tilde{c}_{j} \in V \land \tilde{c}_{i} \cdot \tilde{c}_{j} = \max(p_{i,j}) \} \). Here, \( p_{i,j} \) is the set of pair-wise cosine similarities between a pair of vectors, one taken from set \( A \) and one taken from set \( V \).

Lemma 5.1. Let \( V \in C_{A} \) be a candidate set of vectors for \( A \) with a corresponding long candidate vector \( \tilde{L}_{V} \). Then, \( \forall i, j \in [1,N] : \text{sim}(A, V) \geq \tilde{r}_{i,j} \cdot \tilde{L}_{V} \).

Proof. Consider a pair of indices \( i, j \in [1,N] \). By definition of set-set similarity (see formula in section 2.2): \( \text{sim}(A, V) \equiv \frac{w_{\text{max}} \cdot \text{max}(ps) + w_{\text{avg}} \cdot \text{avg}(ps)}{w_{\text{max}} + w_{\text{avg}}} \).

(1)

(2)

(3)

(4)

(5)

(6)

(7)
Proof. Consider a long target vector \( \tilde{t}_{i,j} \in T_V \).

\[
\Rightarrow \quad \text{sim}(A, V) = \frac{w_{\text{max}} \cdot \max(ps) + w_{\text{avg}} \cdot \text{avg}(ps)}{w_{\text{max}} + w_{\text{avg}}} = \frac{w_{\text{max}} \cdot \|\tilde{t}_{i,j}\| + w_{\text{avg}} \cdot \text{avg}(ps)}{w_{\text{max}} + w_{\text{avg}}} \Rightarrow \text{sim}(A, V) = \frac{\tilde{t}_{i,j} \cdot \tilde{L}_V}{\|\tilde{L}_V\|}
\]

where the last equality stems from the construction shown in (7) of section 3.1.

\[\square\]

\[\text{THEOREM 5.3.}\] The search method of section 3.2 correctly identifies and outputs a candidate set of vectors \( V' \in \text{OPT}_A \) (see Definition 5.1) in the final step (5).

Proof. We first prove that \((*)\) there exists an optimal set \( V \in \text{OPT}_A \) such that \( \tilde{L}_V \) is discovered in step (4) of section 3.2 when considering some long target vector \( \tilde{t}_V \in T_V \). Then, we conclude that \((***)\) the output in the final step (5) of section 3.2 is an optimal candidate set \( V' \in \text{OPT}_A \), which is associated with the long candidate vector \( \tilde{L}_V \).

\((*)\) Let us assume, by way of contradiction, that none of the optimal sets \( V \in \text{OPT}_A \) (via its associated long candidate vector \( \tilde{L}_V \)) is discovered in step (4) of section 3.2 when considering any of its respective long target vectors \( \tilde{t}_V \in T_V \). I.e., for each \( V \in \text{OPT}_A \) and for each \( \tilde{t}_V \in T_V \) there is a long candidate vector \( \tilde{L}_X \in S \) such that \( \tilde{t}_V \cdot \tilde{L}_X > \tilde{t}_V \cdot \tilde{L}_V \) (\( S \) here is the set of vectors in the search structure).

\[
\Rightarrow \quad \text{sim}(A, X) \geq \frac{\tilde{t}_V \cdot \tilde{L}_X > \tilde{t}_V \cdot \tilde{L}_V}{\text{Lemma 5.2}} \Rightarrow \text{sim}(A, X) > \text{sim}(A, V)
\]

which is a contradiction to the maximality of \( \text{sim}(A, V) \). Consequently, we deduce that there exists a set \( V \in \text{OPT}_A \) and a long target vector \( \tilde{t}_V \in T_V \) such that \( \tilde{L}_V \) is discovered in step (4) of section 3.2 as the closest (dot-product wise) long candidate vector in \( S \) to \( \tilde{t}_V \).

\((***)\) Let us assume, by way of contradiction, that the output in the final step (5) of section 3.2 is not an optimal set from \( \text{OPT}_A \). I.e., in particular, there is a pair of indices \( x, y \in [1, N] \), with respective long target and candidate vectors \( \tilde{t}_{x,y} \) and \( \tilde{L}_{x,y} \), such that \( \tilde{t}_{x,y} \cdot \tilde{L}_{x,y} > \tilde{t}_V \cdot \tilde{L}_V \). We denote the set of vectors that is associated with \( \tilde{L}_{x,y} \) as \( V_{x,y} \notin \text{OPT}_A \).

\[
\Rightarrow \quad \text{sim}(A, V_{x,y}) \geq \frac{\tilde{t}_{x,y} \cdot \tilde{L}_{x,y} > \tilde{t}_V \cdot \tilde{L}_V}{\text{Lemma 5.1}} \Rightarrow \text{sim}(A, V_{x,y}) > \text{sim}(A, \tilde{V})
\]

which is a contradiction to the maximality of \( \text{sim}(A, \tilde{V}) \). Hence, we conclude that some set \( V' \in \text{OPT}_A \), which is associated with the long candidate vector \( \tilde{L}_{V'} \), is output in the final step (5) of section 3.2, as required.

\[\square\]

5.2 Sets of Vectors of Varying Cardinalities

In section 5.1 we provide a proof for the special case, where all sets of vectors are of a constant cardinality \( N \). The proof of the general case, with sets of vectors of varying cardinalities, is much more involved and requires a lot more bookkeeping; but, it is essentially the same proof as that for the special case.

5.3 Approximate Vector Search

We note that the proof in section 5.1 is correct under the assumption of using an exact vector search method in step (4) of section 3.2. The correctness and accuracy with an approximate search method depend only on the correctness and accuracy of said search method.

6 PROOF OF CONCEPT EXPERIMENTATION

In this section, we first describe experimental results that corroborate the correctness of the proof from section 5. Then, we show that our proposed method can be significantly accelerated by using an approximate (quantization based) vector search algorithm [11], while maintaining a very high "k-closest sets" recall score. We conclude that this performance boost makes our method practical, and scalable to massive databases of sets of vectors.

6.1 Experimental Setup

6.1.1 Dataset. To the extent of our knowledge, there is no current benchmark to compare the performance of nearest neighbor search algorithms on datasets of sets of vectors. As in [11], we choose the GloVe1.2M dataset for benchmarking, for its data distribution properties (low correlation across dimensions and equal variance in each dimension). This dataset contains roughly 1.2 million GloVe [20] word vectors, each of dimension 100, trained on a twitter-derived corpus, and is a publicly available benchmark at ann-benchmarks.com [3]. To construct a database of sets of vectors of a constant cardinality, we choose the hyperparameter \( N = 3 \) and divide the GloVe1.2M dataset into roughly 400k sets of \( N = 3 \) vectors each. The dataset has additional 10k test vectors, which we also transformed into around 3.3k test sets of \( N = 3 \) vectors each.

6.1.2 Metrics. Throughout the experiments, we measure the recall, i.e., the fraction of true \( k \)-closest neighbors found, for different values of \( k \), in an average over all test queries, against the time it takes to serve a single search query, on average over all test queries. The true \( k \)-closest neighbors for each of the test queries are calculated with an exact brute-force search on vector sets implementation, using the vector set - vector set similarity formula from section 2.2.

6.1.3 Hardware Setup. Our benchmarks are all conducted on an Intel Xeon 5220R machine with a single CPU thread (unless explicitly stated otherwise).

6.2 Experiments

6.2.1 Exact Search. A naive brute-force search implementation, using long vectors (as described in section 3) was implemented to compare the \( k \)-closest retrieved by this method, against the true neighbors, for different values of \( k \in [1, 10] \), over all test queries. The results showed perfect outputs, in terms of recall (1.0) and the order of the returned \( k \)-closest neighbors. This gives an
A prevailing similarity measure between vectors is the cosine distance. For this measure, there are numerous efficient approximate search methods that given a vector (target vector) and a set of vectors, locate the closest (or k closest) vectors in the set to the given target vector. However, there are applications that need to measure similarity between sets of vectors. Such a case was exhibited in [14] that also defined a similarity measure that balances between the maximum cosine distance amongst pairs of vectors, one from each set, and the average pair-wise similarity between pairs of vectors, one from each set. This paper presents two methods for efficiently reducing the vector set - vector set similarity to vector-vector similarity. This enables using any approximate vector similarity search algorithm to, given a set of vectors, efficiently search among sets of vectors for the closest set or k-closest sets. This is first done assuming all considered sets have the same cardinality, and then generalizing to sets of vectors with varying cardinalities, up to a given maximum cardinality (see discussion in Section 4.3). We prove the correctness of the first of these methods; the proof can be generalized to prove the correctness of the second method. Finally, we present a series of experiments that corroborate the correctness of the long vectors method, and show its usefulness for an efficient search of vector sets in a practical setting.

Figure 1: Recall-Time per query (ms) trade-off for approximate $k$-closest task (with different $k$ values).

experimental corroboration to the correctness of the long vectors method.

6.2.2 Approximate Search. First, for reference, we note that an exact brute-force search on vector sets takes around 2700ms per query, on average over all test queries. This brute-force search implementation involves a highly optimized (single core) similarity calculation, for a target vector set against all vector sets in the database, using efficient multidimensional array multiplications. The choice of $k$ for the $k$-closest task, with a brute-force exact search, does not greatly affect the running time since the bottleneck is in the similarity calculation and sorting phases. In Figure 1 we present a time per query vs. recall curve (note the trade-off), using an approximate search algorithm on long vectors, for different choices of $k$. Each testing point on a curve was derived using Google’s approximate (quantization based) vector search algorithm (ScaNN) [11], and tweaking its $\text{num\_leaves\_to\_search}$ hyperparameter. Specifically, for $k = 10$ we get a 0.991 mean recall score, with a 0.033 std, over all test queries at just 41.9ms per query. I.e., we get a speedup of about 64x using an approximate search over long vectors, while maintaining a very high recall score. It should be noted that additional speedup can be gained with parallelization (on an 8-core Xeon 5220R machine) and batching of the search queries. For example, choosing $k = 10$ with a mean recall of 0.991 we go down to 15.8ms per query on non-batched queries, and down to 6.2ms per query on batched queries.

7 CONCLUSIONS

A prevailing similarity measure between vectors is the cosine distance. For this measure, there are numerous efficient approximate
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