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Abstract

This research introduces a new path planning method for rescue robots in a dynamic and partially known area when the robots are performing tasks in a large area. The path planning of the rescue robots that move in the dynamic area is introduced to solve the issue of unnecessary areas, which are the disadvantages of the existing D*-based algorithms. This paper proposes a method to eliminate unnecessary expanded nodes of the dynamic and partially known environment by segmenting a map with an auto-clustering algorithm, which is able to achieve a faster execution time than conventional algorithms. Furthermore, to show the effectiveness of the proposed algorithms, an expected value of re-planned nodes in the dynamic and partially known area is introduced using a probability-based approach.
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1 Introduction

Due to the recent surge in disaster-level large-scale disasters caused by climate change, rescue robots and UAVs (unmanned aerial vehicle) have been developed to assist first responders. The safety of the people in danger and the first responders should be most considered. Robots and UAVs have been strengthened with many technologies to help the first responders to protect their safety. The UAVs are developed to capture images from wide areas, and send the image and location information to the robots immediately. In general, the rescue robots are designed to perform global path planning tasks and local path planning tasks simultaneously. The essential element of the rescue robots mission is the time needed from a starting point to its destination, which could possibly be most reduced by the global path planning. Therefore, an efficient global path planning method is needed to support rescue robots in a large disaster area.

In this paper, the research target is to design a global path planning algorithm for rescue robots in a large disaster area. The environments are generally dynamic and partially known areas, which is why global path planning is adopted. The global path planning algorithm is capable of giving more information in the dynamic and partially known area than static and known area. Furthermore, this information increases the survival rate of those people in danger. It means that the path planning algorithm requires a shorter path and a faster execution time. The shorter path can decrease the arrival time to the destination. Also, the faster execution time for updating the path improves the performance of the algorithm when the environment is dynamic.

Figure 1 illustrates this research background. The first responders are in charge of controlling the rescue robots and disaster area management. The rescue robots are mobile robots with multiple sensors such as a robot with drones, a robot with robot arms, and a robot specialized for transportation. The first responders are distributed to the spot by trucks equipped with servers, including several robots on board. When the search and rescue process begins, the drone in the robots will scan the disaster area. Later on, the drone’s image information is sent back to the server for the first responders to give instructions based on the provided information.
2 Related work

Previous research on the global path planning algorithms in the dynamic and partially known area for large areas is described below. The common target of the algorithms is to achieve a shorter path and a faster execution time. The dynamic global path planning algorithms are divided into several representative categories based on the characteristics of the algorithm. Grid-based algorithms, typically D* and D* lite algorithms, have an advantage in dynamic environments due to their fast performance. Nevertheless, their performance decreases significantly as a map grows in size [1–4]. In order to maintain fast computational performance, methods to reduce expanded nodes have been proposed in several ways. A typical method is a weighted method [5,6]. However, the weighted methods can sometimes perform worse than the traditional algorithms [7]. In many situations, there is a general trend where a higher weight in the weighted cost method leads to a faster search. Nevertheless, there are also circumstances where a higher weight leads to a slower search. The weighted search is fast if there is a strong correlation between the estimated cost of getting to a goal node from current node and the number of nodes between current node and the nearest goal measured in edge count. In general, the weighted cost reduces the number of expanded nodes, but in situations where the costs are too highly weighted, the number of expanded nodes cannot be reduced due to the reason that the map becomes similar to a free-cost map. Hence, the performance will be the same or even worse than the traditional algorithms. Therefore, it is necessary that the grid-based algorithms require to reduce expanded nodes in other ways. Sampling-based algorithms, typically RRT and RRT* algorithms, are less capable of performing tasks in dynamic environments, but have better performance as the map grows in size [8–11]. The traditional approaches such as the potential fields and their related algorithms are not suitable for the dynamic and partially known environment, and the execution time is not fast enough [12–16]. Discrete optimization algorithms such as particle swarm optimization are used in both global and local path planning methods. Nonetheless, most algorithms can only deal with static obstacles. Their performance for moving obstacles is not sufficient enough to perform dynamic path planning in the large area [17–19]. Now, the current trend is to use sampling-based algorithms along with discrete optimization algorithms, and the machine learning method with the grid-based algorithm [20–22]. However, as the calculation performance of various chipsets has increased rapidly due to the development of the semiconductor industry, the research aimed at fast global path planning in large areas is actively underway. Consequently, the grid-based global path planning algorithms are being considered again to obtain high speed in the dynamic and partially known area. The grid-based global path plan-
ning algorithms work well for the dynamic and partially known areas, yet large dimension area processing is always the weak point. Especially, unnecessary dynamic areas exist in D* based path planning [23–26].

To reduce the unnecessary areas, which means unnecessarily expanded nodes, of the D* based path planning, this research proposes a way to pre-split a map using an Auto-splitting D* lite algorithm denoted as AS-D* lite. The AS-D* lite algorithm uses an automatic clustering algorithm that calculates the optimal map segmentation automatically using the information of the obstacle’s location.

On the other hand, how to split an area automatically is just as important as removing unnecessary nodes for path planning. For splitting the map automatically, an automatic clustering method is commonly used. The automatic clustering methods are divided into different types such as centroid-based, connectivity-based, and density-based. The centroid-based automatic clustering is appropriate for determining the number of clusters for unlabeled data [27,28]. The connectivity-based automatic clustering is suitable for hierarchical clustering [29,30]. The density-based automatic clustering applies autonomous machine learning techniques and is widely used for finding clusters of any arbitrary shape, not only spheres [31,32]. However, the centroid-clustering method is considered for splitting the maps through the path planning conditions, which are large disaster areas including dynamic and partially known, to achieve a fully automatic splitting method with a shorter calculation time. Nevertheless, there are some issues in the previous centroid-based automatic clustering methods with the grid-based global path planning algorithms for the dynamic environments. The centroid-based automatic clustering methods usually require a long processing time. This is a common issue that occurs in these algorithms. A k-means clustering and a mean-shift clustering-based algorithms are typical centroid-based algorithms. The k-means clustering-based algorithm takes a long time to determine the k-value. This means that the grid-based path planning algorithm takes a long time to achieve an optimal effect by classifying a map based on the obstacles in the map [33]. The mean-shift clustering-based algorithms also have similar issues such as the repeated calculations. The repeated calculation carried out to find a center point rather than the k-value [34,35].

To shorten the processing time for determining the k-value comparing with the other methods, a gap statistics is applied to find an optimal k-value, which is a splitting number, for the k-means algorithms. Moreover, a Voronoi algorithm is combined with the k-means algorithm to draw a segmented map automatically with the optimal k-value.

3 Auto-splitting D* lite

3.1 Auto-splitting method for auto-clustering and drawing

As explained in Sect. 2, it is necessary to pre-divide a map to eliminate unnecessary areas when planning the path with the D* based algorithm on the large map. Accordingly, the automatic clustering method is used as a way to separate the map in this paper. However, the previous centroid-based automatic clustering methods require a long processing time [33,36]. Especially, the k-means clustering-based algorithm takes a long time to determine the k-value optimally. Therefore, the gap statistics is used to obtain the optimal k-value, which is the splitting number, for the k-means algorithms to achieve a shorter processing time comparing with all the other methods. The Voronoi diagram is combined with the k-means algorithm to draw a splitting map automatically with the optimal k-value.

Figure 3 shows the overall flow for the auto-splitting method. The auto-splitting method proceeds in the following steps:

Input: node-based map with obstacle nodes.
Step 1. Select the k-value by the gap statistic.
Step 2. Divide the map by the k-means clustering algorithm with the Voronoi diagram.
Output: a split map for path planning.
The information of the map retrieved by a drone is used as the input, and the grid map is generated according to the location of the obstacles. With the information collected, the optimal $k$-value can be found by the gap statistics. The details are described in Sect. 3.1.1. Then, the map is split by the lines where the Voronoi circles meet each other. Detailed descriptions are introduced in Sect. 3.1.2.

### 3.1.1 Gap statistics

The gap statistics method is applied for selecting the $k$-value before the $k$-means algorithm splits the map. There are other automatic $k$-means clustering methods such as combining a Silhouette coefficient [37] with the $k$-means algorithm. However, most of the previous methods require a long calculation time to determine the $k$-value [33,36]. Furthermore, determining the $k$-value with learning algorithms for complete automation tends to make the proceeding time longer [38].

Centroid clustering methods such as mean-shift clustering-based methods also require longer calculation time because of the centroid finding issue, which means repeated calculations.

The selected method based on the gap statistics is discussed by Tibshirani et al. [39] for estimating the number of clusters in a set of data. In this paper, the gap statistics is used to find an optimal $k$-value for the $k$-means algorithm with rapid calculation in the preprocessing step. It should be noted that the first step in the Auto-Splitting D* lite (AS-D* lite) algorithm is operated under a static environment. This method shows a faster processing time than the $k$-means with the Silhouette method, which has been frequently used.

#### List of symbols in gap statistics

- $n$: Number of node (x-axis)
- $m$: Number of node (y-axis)
- $N$: Total number of obstacle node
- $(x, y)$: Position of each node
- $G$: Set of ground nodes
- $O$: Set of obstacle nodes
- $R$: Set of randomized obstacle nodes
- $o_i (x, y)$: Element of obstacle nodes
- $(x', y')$: Randomized position of each nodes
- $r_i^d (x', y')$: Element of randomized obstacle nodes
- $M$: Sample size determination
- $Z$: $z$-score
- EBM: Error bound for the mean
- $W_k$: Within-cluster sum of squares using obstacle nodes
- $W^*_kb$: Within-cluster sum of squares using randomized nodes
- $sd_k$: Standard deviation
- $s_k$: Simulation error

Let us consider an $n$[node] $\times m$[node] map having a total of $N$ obstacle nodes. The ground node is represented as $G = \{(x, y)|x = 1, 2, \ldots, n, y = 1, 2, \ldots, m\}$. A set of obstacle nodes $O$ is a subset, which belongs to the set of ground nodes $G$. The obstacle nodes $O$ is denoted as $O = \{o_i (x, y)|i = 1, 2, \ldots, N\}$. Also, let us consider a set of randomized obstacle nodes $R$ having a total of $B$ patterns, which is represented as $R = \{r_i^d (x', y')|i = 1, 2, \ldots, N, d = 1, 2, \ldots, B\}$. The gap statistics is used to determine an optimal $k$-value compared to each pattern. The position of random obstacle nodes are represented as $(x', y')$ by randomizing function $rand()$. The random obstacle nodes are limited based on the obstacle nodes as given by

\[
\begin{align*}
\min_{x} (o_i (x, y)) < r_i^d (x', y') < \max_{x} (o_i (x, y)) \\
\min_{y} (o_i (x, y)) < r_i^d (x', y') < \max_{y} (o_i (x, y))
\end{align*}
\]

The number of total patterns $B$ is recommended to simplify the calculation process using a function floor() with the sample size determination $M$ as given by

\[
M \triangleq \left( \frac{Z \sigma}{EBM/2} \right)^2
\]

where $Z$ is a standard $z$-score, and EBM is the error bound for a population mean. For the calculation example, if a randomized data set is assumed to follow $N(0, 1)$ when the desired confidence interval is 90%, then the $z$-score is 1.645. When the desired margin of error is $\pm 0.5\%$, then the EBM is 1. In this situation, the confidence interval is 90%/0.5%, then the value of floor($M$) is floor(10.82)=10 from Eq. (2). Other distributions, such as a uniform distribution, are possible to apply for the confidence interval. Depends on the distribution, the standard deviation changes the $B$ value.

The gap statistics $Gap(k)$ for $k$-value is defined as

\[
Gap(k) \triangleq \left( \frac{1}{B} \right) \sum_{b=1}^{B} \log (W^*_kb) - \log (W_k)
\]

where $W_k$ is calculated by the obstacle nodes, and $W^*_kb$ is calculated by the randomized nodes in the map, respectively. The standard deviation $sd_k$ is calculated by

\[
sd_k = \left[ \left( \frac{1}{B} \right) \sum_{b=1}^{B} \left( \log (W^*_kb) - \left( \frac{1}{B} \right) \sum_{b=1}^{B} \log (W^*_kb) \right) \right]^{1/2}
\]
Fig. 4 Procedure of gap statistics. 

- a Detecting the position of obstacle nodes,
- b generating the location of the random node based on the position of the obstacle nodes,
- c calculating within-cluster sum of squares,
- d calculating the \( \text{Gap}(k) \) and using method to select \( k \)-value.

The simulation error \( s_k \) is calculated by the standard deviation \( sd_k \) and the value \( B \) such as

\[
s_k = sd_k \sqrt{\left(1 + 1/B\right)}.
\]  

The optimal \( k \)-value is the smallest \( k \)-value which satisfies the equation:

\[
\text{Gap}(k) \geq \text{Gap}(k + 1) - s_{k+1}.
\]

Figure 4 shows the working principle of the gap statistics. From Fig. 4d, the best \( k \)-value is indicated as \( k = 3 \). The gap statistics is applied for selecting the best \( k \)-value before using the \( k \)-means clustering algorithm combined with the Voronoi diagram to split a large map.

3.1.2 Combined \( k \)-means clustering with Voronoi diagram

The \( k \)-means clustering algorithm is combined with a Voronoi diagram for splitting the large map, and determines the splitting line automatically. Also, the auto-splitting method needs to initialize the positions of the cluster centers and the initial \( k \)-value. The \( k \)-means algorithm is not faster than heuristic algorithms. However, the AS-D* lite determines an optimal \( k \)-value more conveniently than the heuristic algorithms [36,40]. The AS-D* lite is briefly represented in three steps as follows:

Step 1. Input every cluster center from the \( k \)-means clustering.
Step 2. Draw the Voronoi diagram based on the cluster centers.
Step 3. Draw the splitting line after the Voronoi diagram is finished.

List of symbols in \( k \)-means with Voronoi

\[ CR \quad \text{Set of cluster regions} \]
\[ G\quad \text{Set of ground nodes} \]
\[ Os\quad \text{Subset elements of obstacle nodes in each cluster center} \]
The $k$-means clustering is a method for separating data into $k$ sets, and is applied for partitioning obstacles into $k$-regions on a two-dimensional map. Then, the map is partitioned into $k$-regions, which is the same as the $k$-value used in the $k$-means clustering algorithm. The map is composed of obstacle nodes and ground nodes. The position data of obstacle nodes needs to be collected from the map, and an initial $k$-value needs to be set before applying the $k$-means clustering method. Then, the two-dimensional coordinate of each obstacle node in the map is stored. The initial $k$-value is set as $k_{\text{initial}} \geq 2$.

Also, the initial $k$-value represents the lower limit of an expected number of clusters. The Voronoi diagram is applied to classify each ground node in the map to one of the cluster regions. The large map is divided into $k$ cluster regions, and the nodes which have the same distance to two different regions are defined as the splitting lines.

The cluster regions are represented as $CR$, and each cluster region is represented as $CR_s = \{ CR_s | s = 1, 2, \ldots, k \}$, where $G = \bigcup_{s=1}^{k} CR_s$. Each cluster center is denoted as $c_s(x, y)$ in the cluster region $CR_s$. The obstacle nodes in each cluster region are represented as $O_s = \{ o_j^s | j = 1, 2, \ldots, N_s \}$, for example $\{ o_1^s, o_2^s, \ldots, o_{N_s}^s \}$ in $CR_s$. Therefore, the $O_s$ has the total of $N_s$ obstacle nodes. The total number of obstacle nodes is equal to the sum of the number of nodes in each cluster region $N = \sum_{s=1}^{k} N_s$. To draw the Voronoi diagram, a distance $d_{js}$ between obstacle nodes $o_j^s(x, y)$ and cluster centers $c_s(x, y)$ in the cluster region $CR_s$ are defined as

$$d_{js} = |o_j^s(x, y) - c_s(x, y)|^2$$

A value of the within-cluster sum of squares $W_k$ for each cluster region $CR_s$ is defined as

$$W_k = 2N_s \sum_{o_j^s, c_s \in CR_s} d_{js}.$$  (9)

The initial position of each cluster center is set randomly. A final position of each cluster center is set by

$$\arg\min_{c_s} W_k.$$  (10)

According to the position of cluster centers, the map can be divided into a few regions using the gap statistics method. To divide the splitting line of each separate region, the Voronoi diagram is applied. The Voronoi diagram is a data structure investigated extensively in the domain of computational geometry. Originally, the Voronoi diagram characterizes the regions of proximity for a set of sites in a plane where the distance is defined by the Euclidean distance [36]. In this paper, the Voronoi diagram is applied for grouping every point into the nearest cluster region. For the Voronoi diagram, the ground nodes and the cluster center of the map selected by the $k$-means algorithm are required. The distance between a ground node $(x, y)$ and the cluster center $c_s(x, y)$ in the cluster regions $CR_s$ are defined as

$$d_s = |(x, y) - c_s(x, y)|^2.$$  (11)

Then, the regions are divided by the splitting lines based on the condition given as

$$d_s = d_s', \ c_s \neq c_s'.$$  (12)

After applying the $k$-means clustering algorithm with the Voronoi diagram, the large map can be split into $k$-regions with splitting lines shown on the map. An example of the $k$-means clustering combined with the Voronoi diagram splitting a map is shown in Fig. 5.
Unnecessary dynamic areas. a Expanded area in traditional D* lite, b unnecessary area while dynamic path planning runs.

Fig. 7 Flowchart of auto-splitting D* lite

3.2 Auto-splitting D* lite

The issues of the D* based path planning algorithms containing unnecessary areas are mentioned in the previous sections. To reduce the unnecessary areas of the D* based path planning algorithms, this paper proposes a way to pre-split the map using the AS-D* lite. The AS-D* lite adopts an automatic clustering algorithm that automatically calculates the optimal map segmentation based on the location information of obstacles.

The unnecessary areas are defined as the areas that are not required for the path planning algorithm when calculating from a current node to a target node. Let us have a close look at Fig. 6, it can be seen that C6, C7, C8, D6, D7, D8, G2, G3, and G4 are the unnecessary areas. To reduce these unnecessary areas, the method of generating the splitting map in advance when calculating the path is described in Fig. 7. It is represented in three steps as follows:

Step 1. Plan the shortest path in an initial map state. (static path planning)
Step 2. Split the large map using the auto-splitting method. (auto-splitting method)
Step 3. Update the path if the map changes in the splitting area where the robot exists. (dynamic path planning to avoid moving obstacle) Else, keep the path. (dynamic path planning to reduce unnecessary areas)

Figure 8 shows an example of re-planned nodes by traditional D* lite, while Fig. 9 shows the re-planned nodes by the AS-D* lite accordingly. Circle with slashed-area in Fig. 8a represents a current position, Node with slashed-area represents a goal node (D5), and Circle with checked-flag (D3) represents the moving obstacle (D3 → C4 → B5), respectively. Also, Black nodes represent the obstacle nodes (C1, C2, and C3), White nodes represent the movable nodes, and Gray nodes represent the planned nodes, respectively.
Fig. 8 Re-planned nodes by traditional D* lite. a Planned path (S-I-II-III-G), b dynamic obstacle block the path (II-III-G), c new path generated (IV-V-VI-G), d dynamic obstacle escape the path, e new path generated (VII-G), f find the goal (g).

As shown in Fig. 9a, the rescue robot(A1) is in area 1 and moving to the goal(D5). At this point, the planned path is A1, B2, B3, C4, and D5, and the moving obstacle(D5) appears in the area 2. Figure 9b shows the second step of the rescue robot(B2), and it remains in the area 1 and is moving to the goal(D5). The remaining planned path at this step is B2, B3, C4, and D5. The moving obstacle(C4) is currently moving in the area 2 and moves to the planned path B3, C4, and D5, but the AS-D* lite algorithm does not re-plan the path because the rescue robot and the moving obstacle are not existing in the same area. Figure 9c shows the third step of the rescue robot(B3), and it still remains in the area 1 and is moving to the goal(D5). The remaining planned path is C4 and D5. The moving obstacle(B3) is now in the area 1, but it is not blocking the path. Therefore, the algorithm does not re-plan the path. Figure 9d shows the fourth step of the rescue robot(C4). The rescue robot enters the area 2 and is moving to the goal(D5). The only remaining node of the planned path is D5. Now, the moving obstacle has disappeared. The goal and planned path remained in the same area. The AS-D* lite shows a significant difference in the total number of re-planned nodes(RPN) comparing to the traditional D* lite. Here, RPN is defined as the number of re-planned nodes. Then, 7 re-planned nodes(RPN) are generated in the traditional D* lite in total, but only 3 re-planned nodes(RPN) are generated in the AS-D* lite in the case of Figs. 8 and 9.

3.3 Analysis of auto-splitting D* lite

The proposed AS-D* lite is an algorithm that removes unnecessary areas with the auto-clustered methods based on the obstacles’ locations. Therefore, theoretical analysis such as the time complexity of the AS-D* lite is discussed. In general, it is difficult to calculate the time complexity of the AS-D* lite algorithm. First, the auto-clustering algorithm re-calculates when the static map updates globally. However, the path planning algorithm re-plans whenever the dynamic obstacle changes. Secondly, the number of obstacle nodes is
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E(RPN) is introduced to analyze the traditional D* lite and
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(RPN) as shown in Fig. 10.
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For the traditional D* lite:

Table 1 Procedure of E(RPN) in traditional D* lite

| Event | Formula |
|-------|---------|
| \( R(T_n) \) | \( n \) |
| \( P(T_n) \) | \( \frac{n}{n^2} \cdot n \) |
| \( E(T_n) \) | \( \frac{n^2}{n^2} \cdot n \) |
| \( T_{n-i} \) | \( (x_{n-i}, y_{n-i}) \) to \( (x_1, y_1) \) |
| \( R(T_{n-i}) \) | \( n - i \) |
| \( P(T_{n-i}) \) | \( \frac{n-i}{n^2} \) |
| \( E(T_{n-i}) \) | \( \frac{n-i}{n^2} \cdot n - i \) |
| \( T_1 \) | \( (x_1, y_1) \) to \( (x_1, y_1) \) |
| \( R(T_1) \) | 1 |
| \( P(T_1) \) | \( \frac{1}{n^2} \) |
| \( E(T_1) \) | \( \frac{1}{n^2} \cdot 1 \) |

The robot moves one node in every step. Assume a random
obstacle node with \( U(1, n^2) \) appears anywhere on the map.

List of symbols for E(RPN) - AS-D* lite

| Symbol | Description |
|--------|-------------|
| \( r \) | Number of the re-planned nodes |
| \( i \) | Number of steps. \( (i = 0, 1, 2, \ldots, n - 1) \) |
| \( T \) | Event of the planned path being re-planned if
the random obstacle appears on any planned path
node that blocks the path. |
| \( T_n \) | Event \( T \) happens from \( (x_n, y_n) \) to \( (x_1, y_1) \) |
| \( R(T_n) \) | Number of the re-planned nodes when \( T_n \) occurs |
| \( P(T_n) \) | Probability of a re-planned path generated |

If the robot is moving on the planned path and the random
obstacle appears on any planned path node that blocks the
path, then the traditional D* lite generates \( r(r = n, n - 1, \ldots, 1) \) re-planned nodes. The location of the robot
\( (x_n, y_n) \) changes to the \( (x_{n-i}, y_{n-i}) \). After one step, the previous node
\( (x_n, y_n) \) is deleted from the planned path nodes. When the
robot doesn’t have any movement, then the number of step is
\( i = 0 \); when the robot moves from \( (x_n, y_n) \) to \( (x_{n-1}, y_{n-1}) \),
the number of step is \( i = 1 \); and the maximum number of
steps represents as \( i = n - 1 \). For the traditional D* lite,
the expected value for the number of the re-planned nodes
\( E(RPN) \) is represented as

\[
E \left( RPN \right) = \sum_{i=0}^{n-1} P \left( T_{n-i} \right) \cdot R \left( T_{n-i} \right)
\]

\[
= \sum_{i=0}^{n-1} \frac{1}{n^2} \cdot (n - i)^2.
\]

Table 1 shows the outlines of the entire process for computing
\( E(RPN) \) in the Traditional D* lite.
For the Auto-Splitting D* lite:

Let us consider the square map which is split into \( k \)-regions by the AS-D* lite algorithm. Also, assume each \( k \)-region \((1, 2, \ldots, j, \ldots, k)\) contains the same number of planned path nodes \( n/k \) (natural number). Here, \( k \) is a number of regions split by the \( k \)-value, and \( j (j = k, k-1, \ldots, 1) \) are any area among the regions automatically split by \( k \). Then, the planned path nodes starting from \( k \)-region through \( j \)-region to the final region 1 are represented as

\[
\left(\frac{x_n}{n}, \frac{y_n}{n}\right), \left(\frac{x_n}{n} - \frac{n}{k}, \frac{y_n}{n} - \frac{n}{k}\right), \left(\frac{x_n}{n} - \frac{n}{k} \cdot 2, \frac{y_n}{n} - \frac{n}{k} \cdot 2\right),
\ldots, \left(\frac{x_j}{n} - \frac{n}{k} \cdot (j-1), \frac{y_j}{n} - \frac{n}{k} \cdot (j-1)\right),
\left(\frac{x_j}{n} - \frac{n}{k} \cdot 2, \frac{y_j}{n} - \frac{n}{k} \cdot 2\right),
\ldots, \left(\frac{x_1}{n} - \frac{n}{k} \cdot (1-1), \frac{y_1}{n} - \frac{n}{k} \cdot (1-1)\right),
\left(x_1, y_1\right).
\]

**List of symbols for \( E(RPN) \) - AS-D* lite**

- \( r \): Number of the re-planned nodes in each region
- \( m \): Number of the planned nodes in region \( k \)
- \( i' \): Number of steps in each region. \((i' = 0, 1, 2, \ldots, m-1)\)
- \( A \): Event of the planned path being re-planned if the random obstacle appears on any planned path node that blocks the path
- \( A_{km} \): Event \( A \) happens from \((x_{km}, y_{km})\) to \((x_1, y_1)\) in region \( k \)
- \( R(A_{km}) \): Number of the re-planned nodes when \( A_{km} \) occurs
- \( P(A_{km}) \): Probability of a re-planned path generated

If the robot is moving on the planned path in the region \( j \), and the random obstacle appears on any planned path node that blocks the path in the region \( j \), then the AS-D* lite generates the number of re-planned nodes \( r (r = n, n-1, \ldots, 1) \). The node of the robot \((x_{km}, y_{km})\) changes to \((x_{km-1}, y_{km-1})\) in the region \( k \). After one step, the previous node \((x_{km}, y_{km})\) is deleted from planned path nodes. For the AS-D* lite, the expected value for the number of the re-planned nodes \( E(RPN) \) is represented as

\[
E (RPN) = \sum_{i' = 0}^{m-1} \sum_{j = 1}^{k} P \left( A_{km-i'} \right) R \left( A_{km-i'} \right)
\]

\[
= \sum_{i' = 0}^{m-1} \sum_{j = 1}^{k} \frac{1}{n^2} \cdot \left( m - i' \right) \left(jm - i' \right). \tag{14}
\]

Table 2 shows the outlines of the entire process for computing \( E(RPN) \) in the AS-D* lite. Not only area \( j \) but also area \( k \) should be calculated and added. The \( E(RPN) \) in different map sizes \( n \) for Eqs. (13) and (14) are shown in Fig. 11. The x-axis shows the size of the map \([n[node] \times n[node]]\) and the y-axis shows the expected value for the number of the re-planned nodes \( E(RPN) \).

### 3.4 Time complexity of auto-splitting D* lite

The calculation time of the grid-based path planning algorithms is based on the expansion of the nodes collected on the open and closed list by the non-descending order. Therefore, the data structure and input arrays are more important than the structure of the algorithm. The time complexity is as follows if we focus on one-dimensional node movement. D* lite algorithms run like an A* algorithms, so the time complexity of the first iteration is \( O(n) \) (where \( n \) is the total number of nodes in graphs) in the worst case. For the path updates, the number of obstacles that have been updated can be much more than \( A^* \) in the worst case. However, this research takes place on a two-dimensional map rather than a one-dimensional graph. Accordingly, the time complexity increases to \( O(n^2) \), and this is also the reason why the binary heap sorting \( O(n \log(n)) \) is basically used to reduce...
the time complexity. Most of the searching algorithm’s typical approach is to use a binary heap if the structure is the same as this research [41]. This research also uses the binary heap, so a Big-O notation for time complexity is the same. Based on the Big-O notation, the time complexity of D* lite is \( O(n \log(n)) \), where \( n \) is the total number of the nodes in the map in the best case. However, the AS-D* lite path planning algorithm’s best cases are represented by \( 1/k \) node-expansion, and it is influenced by the total amount of the data.

The number of basic operations of the whole algorithm can be expressed as:

\[
T_{\text{total}} = T_{\text{pre}} + T_{\text{main}} + T_{\text{post}}
\]

\[
T_{\text{main}} = \frac{1}{k} O(n \log(n))
\]

where \( n \) is the number of nodes in the map; \( T_{\text{pre}} \) is a constant number of basic operations before entering the main loop; \( T_{\text{post}} \) is a constant number of basic operations after the main while-loop. \( T_{\text{main}} = 1/k \times O(n \log(n)) \). It can be written that the time complexity of the AS-D* lite path planning algorithm is expressed as \( O(n \log(n)) \) in worst cases, and the dominant is \( 1/k \) compared to traditional D* lite theoretically. The time complexity of heuristic search algorithms such as BFS (Breadth-first search), Dijkstra’s, and A* changes depending on the sorting methods [42, 43]. So it is better to compare the expected value for the number of re-planned nodes and the average update nodes in different map sizes as shown in Figs. 12 and 13. The details are described in the simulation section.

To analyze the time complexity of the preprocessing part \( T_{\text{pre}} \) of the map segmentation, it is necessary to understand the theoretical time complexity of the \( k \)-means clustering and the time complexity of other methods comparable to the \( k \)-means. The \( k \)-means based clustering methods such as the \( k \)-means, \( k \)-modes [44], and \( k \)-medoids [45] are compared, and the density-based mean-shift algorithm [46] is compared as follows.

To analyze the time complexity of the \( k \)-means based algorithm according to this paper, a few variables \( c, k, \) and \( i \) need to be introduced beforehand. The variable \( c \) represents the number of obstacle nodes in the \( k \)-means based algorithm. Note that we used the commonly expressed variable \( n \) in the \( T_{\text{main}} \) part, while the number of obstacle \( c \) is used instead of \( n \) in the \( T_{\text{pre}} \) part. As the size of the map increases, the number of obstacles also increases, so variable \( c \) is adjusted. \( k \) represents the number of regions and is fixed to analyze the time complexity according to the size of the map. \( i \) is the iterations until convergence, and it is set with the maximum iterations in this study. As an important condition, \( k << c \) and \( i << c \) are required.

Firstly, the \( k \)-means-based clustering methods have \( O(cki) \) time complexity. In this paper, the \( k \)-means aims to partition the number of obstacles \( c \) into \( k \)-regions in which each obstacle belongs to the regions with the nearest mean (cluster centers or cluster centroid). The increment of obstacles can be interpreted in the same way as the map size increase. For accurate analysis with other algorithms, an increase in the \( c \) value is focused, \( k=10 \) is fixed, and the maximum iterations are set to 100. Therefore, it is predictable that the time complexity increases with \( c \).

Secondly, the \( k \)-modes-based clustering methods also have \( O(cki) \) time complexity. The \( k \)-modes is an extended method of the \( k \)-means but using the nearest modes (most frequent value) instead of the nearest mean. Using the nearest modes in the \( k \)-modes has advantages to categorical data types. Compared with \( k \)-mean, the information of obstacle’s position is assumed as categorical data. All the values of \( c, k \) and \( i \) are the same as the \( k \)-means.

Thirdly, a representative algorithm of the \( k \)-medoids-based clustering called PAM (Partitioning around medoids) has \( O(ikk(c - k)^2) \) time complexity [47]. In contrast to the \( k \)-means clustering algorithms, the \( k \)-medoids clustering algorithms choose actual data points as centers (medoids or exemplars). Thereby, it allows for greater interpretability of the cluster centers than in the \( k \)-means algorithms, where the center of a cluster is not necessarily one of the input data points. All the remaining medoids \( (c-k) \) aimed to find the
The important point is that even if time performance for the entire follows the higher order of the clustering algorithm. The real-time complexity of these clustering algorithms, the order would be \( O(ck) \) instead of \( c \). However, the maximum iterations are set to 10 because of the slow convergence.

Finally, the mean-shift-based clustering methods have \( O(c^2i) \) time complexity. It clustering algorithm is a mode-seeking algorithm. The mean-shift is a hill-climbing algorithm that involves shifting kernels iteratively to a higher density region until convergence. Therefore, a bandwidth of the kernel is used to simulate random samples. It means, instead of \( c \), the bandwidth would increase when the map size changes. At every iteration, the kernel is shifted to the centroid or the mean of the points within it. In the case of mean-shift algorithms, the time complexity can be expressed in the same way as the \( k \)-means algorithms, but due to the characteristic of the mean-shift algorithms, \( c \) increases only when the bandwidth of the kernel increases. Therefore, the bandwidth of the kernel is adjusted in this paper. The bandwidth according to the map size is as follows: 20 \( \times \) 20 \( = \) 1.8, 40 \( \times \) 40 \( = \) 3.6, 60 \( \times \) 60 \( = \) 5.4, 80 \( \times \) 80 \( = \) 7.2, 100 \( \times \) 100 \( = \) 9, 120 \( \times \) 120 \( = \) 10.8, 140 \( \times \) 140 \( = \) 12.6, 160 \( \times \) 160 \( = \) 14.4, 180 \( \times \) 180 \( = \) 16.2, 200 \( \times \) 200 \( = \) 18.

Figure 12 shows the simulation of real-time performance for the \( T_{pre} \). Random obstacles are set to 25% of the map. Therefore, \( c \) is 0.25\( n^2 \), but the mean-shift uses the bandwidth. The important point is that even if \( c \) is 0.25\( n^2 \), the actual \( c \) and \( n \) should not be substituted. Since this represents the order in the time complexity, \( T_{main} \) and \( T_{pre} \) are separated. The result shows that the changes in the calculation time are almost the same as the theoretical time complexity. In terms of performance, the \( k \)-modes algorithms are the fastest, and the \( k \)-medoids algorithms are judged to be difficult to use. In terms of the scalability of the algorithm, the \( k \)-means algorithm has the best balance. Therefore, the \( k \)-means algorithm is selected. The \( k \)-modes algorithm is also possible to be selected due to its advantages for data types with categorical variables.

In this section, the reason for the algorithm selection is explained through time complexity analysis in various situations of \( T_{main} \) and \( T_{pre} \). In addition to the clustering algorithm, \( T_{pre} \) includes a method for determining the \( k \)-value and separating the map. Since calculations are added according to the time complexity of these clustering algorithms, the order follows the higher order of the clustering algorithm. The real-time performance for the entire \( T_{pre} \) is shown in Sect. 4.1. Auto-splitting method for Auto-clustering and drawing.

### Table 3 Calculation time of auto-splitting method [s]

| Map size | \( k \)-means | mean-shift | \( k \)-modes | \( k \)-medoids |
|----------|---------------|------------|---------------|---------------|
| 20 \( \times \) 20 | 0.0014 | 0.0015 | 0.0011 | 0.1419 |
| 40 \( \times \) 40 | 0.0049 | 0.0075 | 0.0027 | 1.9937 |
| 60 \( \times \) 60 | 0.0128 | 0.0176 | 0.0060 | 9.7364 |
| 80 \( \times \) 80 | 0.0184 | 0.0290 | 0.0085 | 31.2622 |
| 100 \( \times \) 100 | 0.0303 | 0.0537 | 0.0131 | 77.6559 |
| 120 \( \times \) 120 | 0.0453 | 0.0958 | 0.0192 | 162.7345 |
| 140 \( \times \) 140 | 0.0927 | 0.1467 | 0.0259 | 296.2298 |
| 160 \( \times \) 160 | 0.0870 | 0.1949 | 0.0311 | 509.5957 |
| 180 \( \times \) 180 | 0.0994 | 0.2408 | 0.0427 | 798.9193 |
| 200 \( \times \) 200 | 0.1115 | 0.3558 | 0.0534 | 1227.0020 |

### Table 4 Calculation time of auto-splitting method

| Method | Calculation time |
|--------|------------------|
| Silhouette coefficient approach with \( k \)-means | 11.47[s] |
| Gap statistics approach with \( k \)-means | 2.50[s] |

### 4 Simulations

#### 4.1 Auto-splitting method for auto-clustering and drawing

Simulation for the AS-D* lite algorithm is carried out in the Unity 3D environment. Simulation PC has a performance of CPU: i7-7700HQ, GPU: GTX 1060, RAM: 16GB. In the AS-D* lite, the auto-clustering methods are able to segment the maps automatically. The ways to determine the \( k \)-value are compared with the auto-clustering methods such as the Silhouette coefficient and the gap statistics. All algorithms are applied with the Voronoi diagram. The simulation condition of the gap statistics and the Silhouette coefficient is given at 40,000 nodes, which will be the same as the city map simulation shown later.

Theoretically, the calculation time itself is not large if excluding the clustering part, but the total calculation process takes a long time in the simulation due to the reason that graphical expressions are used in the map. As shown in Table 3, the gap statistics are running with the \( k \)-means algorithm, so the time complexity is the same. However, the Silhouette coefficient has higher order than the time complexity of the \( k \)-means algorithm. Therefore, it takes more time to calculate. From Tables 3 to 4, the \( k \)-means and \( k \)-modes algorithms have the lowest time complexity. The \( k \)-means algorithms use the nearest mean and have advantages for numerical variables. The \( k \)-modes algorithms use the nearest modes (most frequent) and have advantages for categorical variables. Both \( k \)-means based clustering algorithms are fast for larger maps. We decide to apply the \( k \)-means algo-
algorithm because of the scalability it has. Moreover, there is not much significant difference between the calculation speed of $k$-modes algorithms and $k$-means algorithms when the gap statistics are applied. When the gap statistics is applied, the $k$-value can be determined about 80% faster than the other traditional methods. The algorithm that determines the $k$-value only works once until the background map is completely changed. Moreover, this simulation focuses on the preprocessing part, so only the calculation time is analyzed as shown in Table 4. The performance of the AS-D* lite is evaluated using the expected value for the number of the re-planned nodes $E(RPN)$.

4.2 Auto-splitting D* lite

4.2.1 Simulation for special case of auto-splitting D* lite

The following simulations are a validation test using $E(RPN)$. Performance of the traditional D* lite and the AS-D* lite under the condition of $k=2,3,$ and $4$ is compared with each other. The total re-planned nodes for each case $n$ are calculated. The special case of the AS-D* lite assuming each $k$-region $(1,2,\ldots,j,\ldots,k)$ has the same number of planned path nodes as $m=n/k$ (natural number) described in Sect. 3.3. The simulation conditions are set to satisfy the natural numbers as follows: $50\times50$ is replaced by $51\times51$ or $52\times52$ when $k=3$ or $4$, respectively; $40\times40$ is replaced by $42\times42$ when $k=3$; $30\times30$ is replaced by $32\times32$ when $k=4$; $20\times20$ is replaced by $21\times21$ when $k=3$; $10\times10$ is replaced by $12\times12$ when $k=3$ and $4$. All simulations are conducted 5000 times under the same conditions as shown in Fig. 11 to validate the expected value for the number of the re-planned nodes $E(RPN)$.

Figure 13 shows $E(RPN)$ in different map sizes using simulations. The overall error rate is around 10% comparing to Fig. 11. Figure 14 shows the average updated nodes in different map sizes. The updated node contains 8 surrounded nodes of the current node. Also, the updated nodes are possible to overlap with each other if the re-planned paths are created multiple times. Unlike $E(RPN)$, the average number of updated nodes is re-calculated when any value in the open-list of the D* lite algorithms changes [2].

4.2.2 Simulation for different ratios of random obstacles

Figure 15 shows simulation results with different amounts of the obstacles in the same map size. The simulation shows the difference in the reduction rate of the updated nodes resulting from the change in the value for the number of regions $k$ in a map of 2500[node] for 3 cases: random static obstacles, two random dynamic obstacles, and a random start position. In particular, the random static obstacles refer to the density of obstacles on the map. The density of the obstacles on the map is set to 25% to represent as a rural area, and 50% is set to represent as a city area. Each simulation is repeated 500 times, where region $k=1$ shows the traditional D* lite and region $k \geq 2$ shows the AS-D* lite.

Black lines represent the simulations in an environment with 50% of static obstacles, and Red lines represent the simulations in an environment with 25% of static obstacles. Solid lines show the expanded node, and Dotted lines show the updated node. As shown in Fig. 15, the updated node and the expanded node are reduced by 50%, when the density of the random obstacle is reduced by 50%. Also, large sizes of the map are simulated to show the efficiency of the AS-D* lite.

4.2.3 Simulation for different map sizes

Figure 16 shows a simulation in the map of different sizes with the same proportion of random obstacles. The maps of 2500[node], 5000[node], and 10,000[node] are compared to each other as shown in Fig. 17. The random static obstacles are set at 25% for all three maps, but the number of random dynamic obstacles is set at 2, 4, and 8 for the three maps,
The overall result can be seen that the performance of the AS-D* lite algorithm is better as the map size increases. The results of the AS-D* lite algorithm shows that number of region $k=7$ or $8$ is automatically selected on 2500[node], $k=4$ on 5000[node], and $k=5$ or 6 on 10,000[node]. The $k$-value varies greatly depending on the random obstacle of the reference data set.

4.2.4 City map simulation with fire (Scenario 1)

This simulation is carried out on a city map for a larger environment near Kokura Castle in Kitakyushu, Japan. Image data of $2048 \times 2048$[pixel] taken at a height of 1[km] is selected. The actual map has an axial distance of 1.2[km] and a map size of 40,000[node] is constructed. The size of each node is $6[m] \times 6[m]$. The size of one node was calculated based on the area of the two-lane road in Japan. The width of the lane on the Japanese road is a general two-lane road which is commonly seen, and it is approximately $3.0[m]$ wide per lane, $3.25[m]$ on the main road and $3.5 – 3.75[m]$ on the highway. The minimum possible range of global path planning was set. Also, it is possible with a smaller node size on a larger map.

Simulations of scenario 1 are shown in Fig. 18. Red spot is a starting point and Green is a goal point. Assuming that a fire or disaster occurred around the goal point, three dense groups move to two main escape points. At this point, group 1 is following the escape path (1); group 2 and group 3 are following the escape path (2). The rescue robot is finding the shortest path to the goal. The group 1 is escaping through a bridge, so the rescue robot re-calculates another path for dynamic obstacles. For the robot, the components of groups 1, 2, and 3 become dynamic obstacles. Figure 19a shows how the AS-D* lite splits the map. As a result, the $k$-value is selected as $k=11$ or 12. Compared to the traditional D* lite algorithm, the proposed AS-D* lite algorithm shows 18% reduction of the expanded nodes and 58% reduction of the updated nodes simulated in the city map case. The reduction of the expanded nodes means the reduction of unnecessary nodes, and the reduction of updated nodes means the reduction of re-planned nodes in the AS-D* lite algorithm. Figure 19b indicates a path of the robot according to the scenario.

Unlike the ideal environment, the number of updated nodes and ratio of expanded nodes does not decrease as much as the ideal environment because of the high ratio of obstacles and non-uniform obstacle density in the actual environment. The number of updated nodes is possible to be reduced by $1/k$ in the theoretical best case.
4.2.5 Rural map simulation with landslide (Scenario 2)

Second simulation is carried out on a rural map for a larger environment near Nishimuro District in Wakayama-city, Japan. Image data of $2048 \times 2048$[pixel] taken at the height of 0.5[km] is selected. The actual map has an axial distance of 0.4[km], and a map size of 40,000[node] is constructed. The size of each node is 1[m] × 1[m].

The scenario for rural maps is as follows:

Step 1. A rescue robot executes dynamic global path planning from the start position to the goal.

Step 2. A landslide occurs while the rescue robot is moving, blocking road 1 and road 2 at the same time.

Unlike the dynamic global path planning of the city map, the surrounding terrains are also dangerous in the case of landslides. Therefore, most of the environments (mountains, buildings, and rivers) except for roads are set as obstacles in this case. Each obstacle is given a base weight of 1, and each non-obstacle is given a base weight of 0. Moreover, the weight is separated into five different levels according to the potential danger each environment may cause. Figure 20b demonstrates how the different levels are given to every area on the map. Level 1 to level 5 represent from the most dangerous to the least dangerous. Level 1 stands for adding 50% of the obstacle’s base weight, whereas level 5 stands for adding 10% of the obstacle’s base weight. This weight doesn’t exceed 1.5 times compared to the existing cost of the obstacle. Also, there are fields adjacent to landslides or lower ground which is also possible to be given a weight. Theoretically, the cost of obstacle nodes in traditional D* lite is infinite and is set by the user. However, since infinity cannot be used in actual applications, it was necessary to properly adjust the cost.

Simulations of scenario 2 are shown in Fig. 20a. The red spot is the starting point, and the green spot is the goal point. Assuming that landslides occurred on the mountain, the blue areas moved in the direction of the arrow and blocked the road. The rescue robot initially plans to travel in the shortest distance to get to the goal point, but primarily changes the path due to the influence of the landslide. The robot has encountered a landslide once again while moving on the first modified path, so it changed to the second modified path and arrived at the goal point. Figure 21a shows how the AS-D* lite splits the map. As a result, the $k$-value is selected as $k=9$ or 10. Compared to the traditional D* lite algorithm, the proposed AS-D* lite algorithm shows 11% reduction of the expanded nodes and 46% reduction of the updated nodes simulated in the rural map case. Figure 21b indicates the path of the robot according to the scenario. This simulation result shows that adding weight increases the calculation time compared to the city map due to the reason that every node is given a different level of weight. In this situation, field nodes with small costs are treated as obstacles, the number of the expanded nodes and updated nodes are reduced. Therefore, the calculation time is increased compared to the city map cases as described in Sect. 2, which the weighted method can sometimes lead to a slower search. In this case, although the calculation time is increased compared to the city map, it still performs better than traditional methods.
5 Conclusion

In this paper, the AS-D* lite algorithm was proposed to perform a dynamic and collision-free path planning task. Two important issues were considered and solved by path planning algorithms and auto-clustering methods. The first issue was the unnecessary area of the D* based path planning algorithms. The proposed AS-D* lite algorithm has solved the issue of the unnecessary area by ceasing the unnecessary calculation of the traditional D* lite, and alleviated the over-calculation issue of dynamic path planners in the partially known and large area. Furthermore, the path planning method was faster with the AS-D* lite algorithms when the environment was large and dynamic. The second issue was the slow processing time for determining the k-value and the way to determine the k-value automatically. To shorten the processing time for determining the k-value, the gap statistics method was applied to find the optimal k-value. Moreover, the Voronoi diagram was combined with the k-means algorithm to draw a segmented map automatically. In particular, the $E(RPN)$ was introduced for representing the efficiency of the AS-D* lite algorithm according to the number of split...
maps and the size of different maps. The $E$ (RPN) is possible to be applied in various grid-based algorithms which operate in dynamic and partially known areas.
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