Performance Analysis of ANN and SVM in ECG Based Arrhythmia Identification
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Abstract. This paper presents a performance analysis of Artificial Neural Network (ANN) and Support Vector Machine (SVM) algorithms in arrhythmia identification task based on ECG signals. Six features are used for both algorithms: short signal 1-D wavelet energy (SS-WVE), short signal continuous wavelet transform mean (SS-CWTM), heart rate (HR), R-peaks root mean square (R-RMS), RR-peaks variance (RR-VAR) and QRS-complex standard deviation (QRS-SD). The identification methods use the MIT-BIH Dataset (Massachusetts Institute of Technology–Beth Israel Hospital) for training, validation and test phases. In this work, preliminary results show that the classification obtained using SVM is marginally better than the one obtained with the ANN classifier for the same classification task (i.e. arrhythmia pattern identification).

1. Introduction

One of the most important and non-invasive techniques used in medicine is the Electrocardiography (ECG). It is used to observe the heart activities, i.e. variation and abnormalities over a period of time. This signal consists of several waves patterns such as U-waves, P-waves, T-waves and QRS-complexes and provides an important information about the electrical activity of the heart. Abnormal patterns in this electrical activity may represent heart diseases such as, atrial fibrillation (AF) [1], Brugada syndrome, long QT syndrome, short QT syndrome, and arrhythmia [2], that are defined by any structural cardiac defects, responsible for a large number of sudden, unexpected deaths. However, some of these diseases can’t be visually distinguished easily by a medical specialist due to its similar appearance with other ECG signals [3]. A computational analysis may be used to detect these small abnormalities. Then, to allow an automatic detection of these abnormalities, several features may be extracted from ECG such as: heart rate variability (HRV) [4], morphological features using temporal and frequency-domain analysis [5, 6]. To identify it, Markov models, artificial neural networks (ANN) and support vector machine (SVM) [7-9] can be used.

In a general definition, arrhythmia represents an irregularity or rapidity of the heartbeat or an abnormal heart rhythm and can initiate or exacerbate acute systolic heart failure [1, 9, 10, 11]. Its analysis and patterns are explored in several works. Leren et al., investigated early markers of arrhythmic events and improved risk stratification in early arrhythmic right ventricular cardiomyopathy [2]. Lin, proposes a method for heartbeat identification from ECG using ANN and grey relational analysis (GRA) [1]. Shadmand and Mashoufi developed a new personalized ECG signal classification using an ANN variant named block-based neural network (BBNN) [3]. Povinelli et al, proposed a novel nonlinear phase space based method to quickly and accurately identify life-threatening arrhythmias [12].

This paper presents a comparison analysis between the performance ANN and SVM in arrhythmia identification based on two types of arrhythmias patterns from ECG signals, considering six different features and the MIT-BIH Arrhythmia Dataset.

2. Dataset description

This work uses the MIT–BIH (Massachusetts Institute of Technology–Beth Israel Hospital) Dataset to provide the ECG signals used during training, validation, and test of both classifiers.
Three ECG classes are considered according to Table 1. It is based on time-date in seconds, grid interval x-axis of 0.2 seconds, grid interval y-axis of 0.5 mV, and standard data format, consisting of 240 NSRD instances, 432 AD instances, and 252 SAD instances.

| Classes (instances) | Training (50%) | Validation (25%) | Test (25%) | Total |
|---------------------|----------------|-----------------|------------|-------|
| Normal (NSRD)       | 120            | 52              | 68         | 240   |
| Arrhythmias (AD)    | 216            | 117             | 99         | 432   |
| Suprav. Arrhyt. (SAD)| 126          | 62              | 64         | 252   |
| **Total instances** | **462**        | **231**         | **231**    | **924** |

3. Processing and feature extraction

In the training, validation and test phases, 67 ECG signals (i.e. large-signals or complete signals) with 1 hour duration from the MIT-BIH Dataset are used. In the processing, these signals are divided in 12 equal parts (or short-signals SS) with duration according with the literature $t_s$ (5-min) [2,7], amount of R-peaks $N_p$ by short signal, and signal length $L_p$ (from the first to the last R-peak).

3.1 Signal processing

Signal processing is used in this work to enable the ECG signals to be used in the classifier inputs, including the signal samplings, low pass Butterworth filtering, data smoothing by Savitzky–Golay filtering, FFT transform and baseline wander. These steps are applied to remove noises, to support the RR-peaks identification and to maintain the baseline signals during the signal processing executed before the feature extraction process, as shown Figure 1.

![Figure 1](image-url) Signal processing (in gray) applied for each ECG signal from the dataset.

Similarly to other tests found in the literature [1], this work considers the variations of the power spectrum from 0 to 20Hz in frequency domain. Afterwards, the Fast Fourier Transform (FFT) is applied to determine the frequency spectrum with signal sampling frequency of 500Hz and average of 54,166 samples for each short-signal.

3.2 Features extraction

In this work, all extracted features from each short-signal, are applied to both identification methods. These features were chosen according to several bibliographies which presented satisfactory results. These features are: beats per minutes or heart rate (HR); R-peaks root mean square (R-RMS); QRS-complex standard deviation (QRS-SD); RR-peaks variance (RR-VAR); short signal 1-D wavelet energy (SS-WVE); short signal continuous wavelet transform mean (SS-CWTM).

4. Arrhythmia identification

The present arrhythmia pattern identification uses six features and its classification process is based on ANN and SVM methods. Thus, is considered three phases: training, using 50% of the dataset to train the classifier; validation, using 25% of the dataset to validate the training results; and test, that using the last 25% of the dataset to identify arrhythmias.
4.1. Artificial neural network method

The proposed ANN is based on a multilayer perceptron (MLP-ANN) with backpropagation algorithm, considering each ECG instance. Its induced local field, is represented by Equation 1, where \( x_i \) goes to input neuron \( j \) and \( w_j \) denotes a connection from neuron \( j \) to \( i \) [13].

\[
v_i(n) = \sum_{i=1}^{m} w_{ji}(n)x_i(n), j \geq 1
\]

For the hidden and output layers, were applied the sigmoidal activation function and softmax function, respectively.

4.2. Support vector machine method

The SVM is the other used method, which for each ECG instance \( x_o \) it returns an output \( y_s \). Since the SVM is based on decision surfaces as a parameter of classification, the considered decision surfaces or hyperplanes are defined as below [13],

\[
\sum_{j=1}^{w} w_j \phi_j(x) = 0
\]

where \( w \) represents the weight vector, and \( \phi(x) \) represents the feature vector.

4.3. Output patterns

The output patterns are: “SAD” (supraventricular arrhythmia); “NSRD” (normal cardiac rhythm); and “AD” (arrhythmic pattern).

5. Results and discussion

Table 2, shows the results of the ANN according to several parameters such as, training with 500 iterations, amount of hidden neurons \((h)\), amount of hidden layers \((h)\) and static values for \( \eta = 0.3 \) and \( \alpha = 0.2 \). The best accuracy from the ANN test was reached with \( h=1 \) and \( h=100 \).

Table 3, shows the results of the SVM test, changing the complexity parameter \((c)\). The best accuracy from the SVM test is reached with \( c = 10^3 \). The ANN classification reached a total accuracy of 82.68%, and partial accuracy (accuracy by classes) of 85.29% when identifying NSRD patterns, of 85.85% when identifying AD patterns and 75.00% for SAD patterns. When only arrhythmias are analysed, the ANN reached an accuracy of 92.39%, i.e. from 92 AD patterns, only 7 results were misclassified as SAD. Moreover, from 59 SAD patterns, only 11 were classified as AD, reaching an accuracy of 81.36%.

| Hidden layers \((h)\) | Hidden neurons \((h)\) | Accuracy |
|----------------------|-----------------------|----------|
| \( h_n = 6 \)       | \( h_n = 30 \)       | \( h_n = 50 \)       | \( h_n = 70 \)       | \( h_n = 100 \)       |
| 1                    | 75.75%                | 79.22%    | 80.51%    | 80.08%    | 82.68%       |
| 2                    | 74.89%                | 71.86%    | 77.05%    | 77.05%    | 73.59%       |
| 3                    | 51.94%                | 78.78%    | 78.35%    | 78.35%    | 73.59%       |

| Kernel Function \((k)\) | Complexity parameter \((c)\) | Accuracy |
|-------------------------|-----------------------------|----------|
| RBF Kernel              | \( c = 1 \)                 | 42.85%   |
|                         | \( c = 10 \)                | 42.85%   |
|                         | \( c = 40 \)                | 47.61%   |
|                         | \( c = 10^2 \)              | 57.14%   |
|                         | \( c = 10^3 \)              | 55.84%   |
| Polynomial Kernel       | \( c = 1 \)                 | 50.64%   |
|                         | \( c = 10 \)                | 56.71%   |
|                         | \( c = 40 \)                | 55.41%   |
|                         | \( c = 10^2 \)              | 55.41%   |
|                         | \( c = 10^3 \)              | 54.97%   |
| Pearson Kernel          | \( c = 1 \)                 | 72.29%   |
|                         | \( c = 10 \)                | 74.89%   |
|                         | \( c = 40 \)                | 82.25%   |
|                         | \( c = 10^2 \)              | 83.98%   |
|                         | \( c = 10^3 \)              | 84.84%   |

The SVM classification reached a total accuracy of 84.84%, and partial accuracy (by classes) of 86.76% when identifying NSRD patterns, 86.86% when identifying AD patterns and 79.68% for SAD patterns. When only arrhythmias are analysed, the SVM reached an accuracy of 90.52%, i.e. from 95 AD patterns, only 9 results were misclassified as SAD. From 61 SAD patterns, 10 were classified as AD, reaching an accuracy of 93.60%.
6. Conclusion

This work presented a comparison analysis between ANN and SVM within the context of arrhythmia pattern identification using ECG from MIT-BIH dataset, and the features, HR, R-RMS, RR-VAR, QRS-SD, SS-WVE and SS-CWTM. The proposed SVM method produces better results than the proposed ANN method. It was possible to note that the SVM reached better total accuracies than ANN classifier for the same classification task (i.e. arrhythmia pattern identification). Although, when the classification was based on arrhythmias, the ANN reached better results. Furthermore, the ANN tests shown that the amount of hidden layers does not always determine the goodness of fit of classification.

In future work, the same classification methods and tools will be applied to emotion recognition based on psychophysiological signals and speech.
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