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We recently developed a scheme to use low-cost calculations to find a single twist angle where the couple cluster doubles energy of a single calculation matches the twist-averaged coupled cluster doubles energy in a finite unit cell. We used initiator full configuration interaction quantum Monte Carlo ($i$-FCIQMC) as an example of an exact method beyond coupled cluster doubles theory to show that this selected twist angle approach had comparable accuracy in methods beyond coupled cluster. Further, at least for small system sizes, we show that the same twist angle can also be found by comparing the energy directly (at the level of second-order Moller-Plesset theory) suggesting a route toward twist angle selection which requires minimal modification to existing codes which can perform twist averaging.

I. INTRODUCTION

Wavefunction or many-body perturbation theory methods are currently under active development for the treatment of solids with periodic boundary conditions.\textsuperscript{1–32} A major source of error in these calculations comes from the approximation made when an infinite solid is modeled using a Hamiltonian with a fixed particle number.\textsuperscript{1,3,5,8–11,14,22,33–39} These errors, termed finite size errors, impede the development of high accuracy methods particularly as they are commonly limited by computational cost scaling in the system sizes they can treat.

In the quantum Monte Carlo community, twist averaging is used as a way to reduce the finite size error of a single calculation of fixed size.\textsuperscript{14,33–37,40,41} By taking offsets in the $k$-point grid and averaging the energy over them, finite size errors can be reduced. Any property can, in principle, be twist-averaged; however, one of the main uses of this tool to date has been to smooth total energy extrapolation curves by twist averaging the total energy. In general, the cost to perform such calculations scales linearly with the number of offsets. These offsets can be chosen as random points, on a grid, or through some selection procedure.\textsuperscript{5,33,42–44}

Twist-averaging as applied to stochastic methods can frequently benefit from simultaneous removal of finite size errors and stochastic errors. However, when it comes to deterministic methods such as coupled cluster theory, there are no stochastic errors in the original method before twist averaging. This means the cost increases linearly with each twist angle, as a new calculation needs to be performed. Savings which come from symmetries can be employed, but even so, the cost is typically substantial (around 10 to 100 times the cost of one calculation).

In an attempt to address the scaling of twist averaging for deterministic calculations, we recently developed a twist angle selection scheme called “connectivity twist averaging”.\textsuperscript{44} The connectivity is a second-order approximation to how the Hamiltonian is connected by non-zero matrix elements; it has the same cost as second-order Moller-Plesset (MP2) theory. Here, connectivity refers to the relationship between the virtual orbitals and the occupied orbitals in terms of momentum transfer vectors. Close to the Fermi surface, these momenta are not sampled in a way that is highly dependent on the twist angle. As these are precisely the excitations that can have significant weight in the correlation energy, it was our sense that these connections were a dominant cause of finite size effects. We found that choosing a twist angle with a connectivity close to the twist-averaged result also meant that the energy at this twist angle mirrored the twist-averaged energy.

Our original paper showed that connectivity twist averaging was effective for coupled cluster doubles (CCD) theory, leaving open the question of whether the inclusion of higher order correlation effects would change our conclusions. Here, we show that this twist angle selection scheme also works for methods beyond CCD, by using initiator full configuration interaction quantum Monte Carlo ($i$-FCIQMC),\textsuperscript{45} a recently developed QMC method.\textsuperscript{7,46–53} Twist-averaged $i$-FCIQMC calculations are compared with single calculations at the selected twist angle. We find similar agreement between connectivity twist-averaged (cTA) and twist-averaged (TA) energies for $i$-FCIQMC, demonstrating that our approach is applicable to methods which have a more thorough description of correlation than those considered with coupled cluster truncated at the doubles level. We also investigate an alternative means to select a single twist angle: finding the twist angle that best reproduces the twist-averaged energy at a lower-level method (here, MP2). This is similar in spirit to previous work by Needs and Foulkes,\textsuperscript{43,54} but differs in that we are considering the correlation energy. We find that, for the systems considered here, the energy matching approach works just as well as the connectivity approach. This leaves open the possibility for other groups to select a twist angle without
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having to develop a new code to compute the connectivity. Overall, we believe that this will broaden the utility of our approach to twist angle selection.

II. METHODS

A. Coupled cluster on the uniform electron gas

We use the typical conventions for applying CCD to the UEG, found in our previous studies and summarized here.\textsuperscript{8,13,55} We model our solids using the uniform electron gas (UEG), which is widely used as a benchmark system for solid state methods development. Here, the UEG is modeled as a three-dimensional cube with box length, \( L \), and a density of \( \Omega \equiv L^3 = \frac{4}{3} \pi r_s^3 N \), where \( r_s \) is the Wigner-Seitz radius and \( N \) is the number of electrons in the system. We work entirely in reciprocal space (centered at the \( \Gamma \)-point), as this allows for discrete orbitals based on momentum quantum numbers, \( k \), to make up the wavefunction. We used a plane wave basis set composed of \( M \) orbitals, \( \phi_j \equiv \phi_j(\mathbf{r}, \sigma) = \sqrt{\frac{1}{N}} e^{i \mathbf{k}_j \cdot \mathbf{r}} \delta_{\sigma_j, \sigma} \), all of which have a kinetic energy lower than a cutoff, \( E_{\text{cut},M} = \frac{1}{2} k_{\text{cut}}^2 \). In this formalism, the finite basis set is set as though the electron gas does not have an offset or twist angle. Ewald interactions were used, per convention, and the electron repulsion integrals, \( v_{ijab} \), are written:

\[
v_{ijab} = \sum_{\mathbf{G}} v_G \delta_{\mathbf{k}_i - \mathbf{k}_a, \mathbf{G}} \delta_{\mathbf{k}_j - \mathbf{k}_b, -\mathbf{G}} \delta_{\sigma_i, \sigma_a} \delta_{\sigma_j, \sigma_b}
\]

where \( v_G \propto 4\pi/|\mathbf{G}|^2 \). Here, \( i \) and \( j \) represent indices of occupied orbitals and \( a \) and \( b \) represent indices of virtual orbitals. The form of the electron repulsion integrals guarantees that momentum is conserved during excitations according to \( \mathbf{k}_i - \mathbf{k}_a = \mathbf{k}_b - \mathbf{k}_j = \mathbf{G} \), where \( \mathbf{G} \) is the momentum transfer vector. All calculations are based on Hartree–Fock (HF), with the HF eigenvalues comprising kinetic and exchange energies. The Madelung constant, \( v_M \), has been included in all calculations and reduces the total energy by \( \frac{1}{2} N v_M \). In the thermodynamic limit, the particle number (and thus the box length) is infinitely large, meaning \( v_M \) goes to zero.

Coupled cluster theory is a many-body perturbation theory where an exponential form for the wavefunction is assumed:

\[
\Psi = e^{\hat{T}} \psi_{\text{HF}}
\]

Here, the cluster operator \( \hat{T} \) is the sum over all amplitudes (labelled \( t \)) and the \( \psi_{\text{HF}} \) is the HF wavefunction. In this work, we only include singles and doubles amplitudes, defined by their excitation ranks from the HF reference. This method is called coupled cluster singles and doubles (CCSD). The CCSD wavefunction can be used in the Schrödinger equation with the UEG Hamiltonian to obtain the total energy of the system, \( E_{\text{total}} = \langle \psi_{\text{HF}} | \hat{H} | e^{\hat{T}} \psi_{\text{HF}} \rangle \). The correlation energy is then obtained by subtracting off the HF energy, i.e.:

\[
E_{\text{corr}} = E_{\text{tot}} - E_{\text{HF}}
\]

and the correlation energy for CCSD can be written:

\[
E_{\text{corr}} = \frac{1}{4} \sum_{ijab} t_{ijab} \bar{v}_{ijab}
\]

Where \( \bar{v}_{ijab} \) are the antisymmetrized repulsion integrals and \( t_{ijab} \) are the doubles amplitudes (present in \( \hat{T} \)). Finally, we note that in the UEG, the singles amplitudes are not included in this sum, as they are zero by momentum symmetry. Thus, in the UEG, CCSD is equivalent to coupled cluster doubles (CCD); we will call the method we are using CCD for the rest of this work.

B. Full configuration interaction quantum Monte Carlo

For our quantum Monte Carlo calculations, we work with full configuration interaction quantum Monte Carlo (FCIQMC)\textsuperscript{56} as implemented in the HANDE package.\textsuperscript{57} Our description below follows notation given in our prior studies for consistency.\textsuperscript{47} FCIQMC is a stochastic wavefunction-based method that uses a linear combination of Slater determinants to form the wavefunction. Each Slater determinant represents a configuration with \( N \) electrons and \( M \) single-electron spin orbital basis functions:

\[
\Phi_0 = \sum_j C_j D_j
\]

In the case of FCIQMC in the UEG, the basis set is composed of normalized plane waves:

\[
D_j = A[\phi_1(\mathbf{x}_1)\phi_2(\mathbf{x}_2)\ldots\phi_N(\mathbf{x}_N)]
\]

Where \( j \) is the unique index for each determinant, \( \phi_j \) are the single particle plane wave orbitals, and \( A \) is the anti-symmetrization operator. The Hamiltonian (\( \hat{H} \)) can be written in this basis and then diagonalized to find the FCI eigenstates, which are the exact solutions to the Schrödinger Equation for this basis.

Alternatively, when substituted into the imaginary-time Schrödinger Equation, Eq. (5) produces a set of coupled equations based on the determinant coefficients:

\[
-\frac{dC_j}{dt} = (\hat{H}_j - E_{\text{HF}} - S)C_j + \sum_{ij} H_{ij} C_i
\]

Here, \( \tau \) is the imaginary time, and the sum over \( j \) is taken over the singly- and doubly-excited determinants from \( i \) (as \( \hat{H} \) is a two-particle object). A population of \( N_w \) walkers are then introduced to stochastically sample the wavefunction through simulating the determinant coefficients using a finite-difference version of Eq. (7). The
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In particular, the sum over \(j\) is sampled once per Monte Carlo cycle.

The shift, \(S\), is used as a population control for the walkers, and is set up such that it is held constant until the walkers have reached a set population. Then, it is allowed to vary around the total energy to make sure the total walker population stays within a certain range and allows the calculation to reach convergence, which is reached when (1) the energy and walker population both reach a constant value on average (representing \(\frac{\partial E}{\partial S} = 0\)), and (2) the walker population is sufficiently large. At convergence, \(S\) can be averaged as an estimate of the ground-state energy. The estimate we use for this study is the projected energy: \(\langle \Phi_0 | \Psi_{\text{HF}} \rangle\), which agrees with \(S\) for converged calculations but typically, here, has a smaller stochastic error. For FCIQMC, then, this produces a set of master equations that can be used to measure the dynamic stochastic error. For FCIQMC, then, this produces a set of master equations that can be used to measure the dynamic stochastic error.

The FCI space grows exponentially with the size of the system and the initiator approximation (i-FCIQMC) is used to help combat this scaling through further refining which walks are used. Here, the determinant space is divided up using a set constant, \(n\). If a determinant has a population greater than \(n\), the walkers are allowed to spawn to empty determinants, and the determinant whose walkers are allowed to spawn is labeled an initiator determinant. This helps the calculation converge faster by refining the population and removing some of the stochastic error. Our prior work indicates that \(n=3\) gives a good compromise. It is important to note that in the large walker limit, i-FCIQMC converges to the FCI energy, as has been shown in previous work.

### C. Twist averaging

Twist averaging is used to reduce finite size effects and produce a smoother convergence to the thermodynamic limit. The finite size errors that twist averaging overcomes are those associated with shell filling effects. The shells here are made of degenerate orbitals. Thus, this form of averaging helps to reduce the random fluctuation at each \(N\) seen in the \(\Gamma\)-point energy, providing a smoother extrapolation to the thermodynamic limit. Twist averaging addresses this issue by applying a small momentum offset, \(k_s\), to the orbitals:

\[
\phi_j \propto \exp(i (k_j - k_s) \cdot r)
\]  

(8)

This offset breaks orbital degeneracy. We refer to the \(k_s\) as twist angles for consistency with original work. The twist-averaged energy is then the average over all twist angles. For the correlation energy, this is:

\[
\langle E_{\text{corr}} \rangle_{k_s} = \frac{1}{N_{k_s}} \sum_{i=1}^{N_{k_s}} E_{\text{corr}}(k_s, t)
\]

(9)

In this equation, \(N_{k_s}\) is the total number of twist angles used. As a single calculation typically has to be run at each twist angle, the cost of twist averaging scales as \(N_{k_s}\). Here, we will address the method of twist averaging as applied to the correlation energy exclusively, in part because it is traditional in quantum chemistry to assume that it is best to separate the much easier/cheaper to converge HF component from the more expensive correlation component.

### D. Twist averaging in i-FCIQMC

Twist-averaging in i-FCIQMC follows similar conventions as in CCD, which were outlined above, with the exception that we used 50 random twist angles rather than 100 due to the higher cost of i-FCIQMC. To maintain the most consistency between our methods (CCD and FCIQMC) and with our prior work, we use a random twist angle approach for our FCIQMC calculations even though we note other approaches in the literature.

Each i-FCIQMC calculation was run using the fixed shift strategy, where the shift is not varied throughout the calculation and the population is allowed to grow. For each twist angle, one i-FCIQMC calculation was performed. Then, the different simulations were averaged. This removes the stochastic error from i-FCIQMC and performs the twist averaging simultaneously.

The optimal shift for each \(r_s\) value was found in previous work and, in general, results were insensitive to the choice of shift because initiator convergence was faster than expected. Initiator error was removed by growing the population (increasing \(N_w\)) until the energy converges.

### E. Connectivity Twist Averaging

As stated above, twist averaging has a linear cost scaling of \(N_{k_s}\). Over the years, there have been efforts in the QMC community to find the twist-averaged energy by using only a single twist angle or a small number of twist angles. These methods come with drawbacks, such as the Balderschi point being more effective for insulators (whether applied to \(k\)-points or twist angles). Recently, we developed a method call connectivity twist averaging (cTA) that analyzes the way that the occupied space is connected to the virtual space through two-electron excitations. For a given excitation in the UEG consisting of two occupied orbitals \((i,j)\) and two virtual orbitals \((a,b)\), momentum conservation can zero the four-index integral \(\langle \psi_{ijab} \rangle\). The following equation expresses
momentum conservation:

$$\eta_{ijab,G} = \delta_{k_i-k_a,G} \delta_{k_j-k_b,G} \delta_{\sigma_i,\sigma_a} \delta_{\sigma_j,\sigma_b}$$  \hspace{1cm} (10)

through setting $\eta_{ijab,G}$ to 0 or 1 depending on whether the excitation is disallowed or allowed respectively.

What we term the connectivity is measured through a vector labelled $h^{61}$ with elements given by the expression:

$$h_x = \sum_{ijab} \eta_{ijab,G_x} + \sum_{ijab} \eta_{ijba,G_x}.$$  \hspace{1cm} (11)

The integer index $x$ can be found as a function of $G$, $x = (G \frac{2\pi}{\pi})^2$.

Here, the form of the sum may be familiar as it is intended to be the same as the MP2 correlation energy.

A special twist angle is then selected by finding the single twist angle whose connectivity vector most closely matches the twist-averaged connectivity vector. Formally, we can define the sum of residuals as:

$$S_{res}(\mathbf{k}_s) = \sum_{x} \frac{1}{x^2} |h_x(\mathbf{k}_s) - \langle h_x \rangle_{\mathbf{k}_s}|^2,$$  \hspace{1cm} (12)

The special twist angle, $\mathbf{k}_s^\ast$, is calculated as the $\mathbf{k}_s$ that minimizes $S_{res}(\mathbf{k}_s)$. The factor $1/x^2$ weights the sum towards shorter momentum vectors – that are energetically more relevant – which improves convergence at larger basis set sizes.

In our original work,\(^4\) we found that CCD energy computed using the special twist angle $\mathbf{k}_s^\ast$ is very similar to the twist-averaged CCD energy. We found that it was useful to include twist-averaged HF eigenvalues (instead of the HF eigenvalues for a single twist angle) in addition to the twist angle selection, as this improved the agreement between the cTA and TA energies for small systems. This was impractical for this proof-of-concept i-FCIQMC study due to details of the implementation of the UEG in the code we are using, but is something that we will explore in the future. Thus, comparisons are made between CCD and i-FCIQMC that omit the averaging over eigenvalues. For clarity, we will re-emphasize this in the text throughout.

Overall, as only one calculation needs to be performed, the cTA method reduces the cost of twist averaging by a factor of $N_{\mathbf{k}_s}$. One of the advantages of this method in comparison to the Baldereschi point is that, instead of using one special twist angle for all systems with the same symmetry, it selects different twist angles depending on the system. We hope that this will allow for a broader applicability. In our previous study, we applied this method to CCD and showed good comparisons between TA-CCD and cTA-CCD. Here, we will expand our application of cTA to methods a more complete description of correlation, here FCIQMC, to show that these calculations can also benefit from the cTA method.
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more straightforward to converge with walker number. To see this, we make comparison with the convergence data in work by Alavi and coworkers, who studied the $N = 14$ uniform electron gas.\textsuperscript{47} In so doing, they identified that as the density decreases, the number of walkers required to converge the energy increases. In particular, an $r_s$ of 5.0 requires populations of about $10^9$ to obtain convergence.

Figure 1 shows the $i$-FCIQMC energy as a function of walker number ($N_w$) for two different densities. The energy is said to be converged with initiator error in these graphs when increasing $N_w$ does not change the energy. In Fig. 1, the convergence of the TA-$i$-FCIQMC and cTA-$i$-FCIQMC energies can be seen in comparison to the $\Gamma$-point energy convergence for $r_s = 1.0$. The $\Gamma$-point data match previously studied calculations by Alavi and coworkers, appearing to fully converge around $N_w = 10^5$. The twist-averaged energies show a somewhat faster convergence with $N_w$ but have a larger stochastic error, which may hide the convergence trend. The large error is mostly attributable to the difference in energy between different twist angles (i.e., not $i$-FCIQMC itself). Also in Fig. 1, this analysis is repeated for a different density of $r_s = 5.0$. In contrast with $r_s = 1.0$, the $r_s = 5.0$ energies are somewhat slower to converge. This probably does not match the prior observations of taking $10^9$ walkers,\textsuperscript{47} but is still more significant than at $r_s = 1.0$.

We are particularly interested in energy differences to the $\Gamma$-point energy (i.e. $\Delta E_{\Gamma} = E_{\Gamma} - E_{\Gamma}$), because taking these differences smooths out the TDL extrapolation curve. Now, energy differences are converged at the same rate for both densities (Fig. 2). This fast convergence presumably results from error cancellation of two calculations with similar initiator error. While it is known that initiator error is not size consistent, for the same system with a different symmetry, the initiator error appears to have cancelled. This is important and useful for the scope of our study, as it means we can study a key energy difference (the TA correction to the $\Gamma$-point) for a wider range of systems where the total energy is significantly harder to converge.

B. cTA reliability in $i$-FCIQMC

The purpose of this section is to address the question of whether methods that include correlation beyond CCD and more complex wavefunctions will similarly benefit from cTA. As in our previous paper, we will examine energy differences to the $\Gamma$-point (i.e. $\Delta E_{\Gamma} = E_{\Gamma} - E_{\Gamma}$) for the sake of clarity. Our goal is to relate these energy differences between CCSD and $i$-FCIQMC with a view to showing that cTA performs similarly to $i$-FCIQMC. The main statistic we will use to show this is the mean absolute error.

In Fig. 3, we show the results of cTA-$i$-FCIQMC compared with TA-$i$-FCIQMC for the $N = 14$ electron gas at a range of $r_s$ values with a basis set of $M = 114$. Also

Figure 4. Comparison between twist averaging and connectivity twist averaging for $i$-FCIQMC and CCD calculations on a $N = 14$ system with varying basis sets at (a) $r_s = 1.0$ and (b) $r_s = 5.0$. All energies are shown as a difference to the $\Gamma$-point. The cTA points are plotted without eigenvalue averaging.
In order to investigate how cTA-i-FCIQMC varies with basis set size, we computed cTA-i-FCIQMC and TA-i-FCIQMC for a range of basis sets (from $M = 38$ to $M = 2090$) for a set system size of $N = 14$. In Fig. 4(a) and 4(b), we show the results for $r_s = 1.0$ and $r_s = 5.0$, respectively. The mean absolute errors (compared with TA) for these two data sets are $1.3(2)$ mHa/electron for cTA-CCD and $1.1(4)$ mHa/electron for cTA-i-FCIQMC. These agree within error, indicating that the performance of cTA is the same for both methods.

In Fig. 5(a) and Fig. 5(b), we show the results of cTA-i-FCIQMC compared with TA-i-FCIQMC for a range of system sizes from $N = 8$ to $N = 10$ for a set basis set of $M = 114$. Following the trend of the other figures, the CCD, cTA, and TA comparison is also shown here with good agreement across system size, confirming the assertion of cTA-i-FCIQMC and cTA-CCD are of comparable quality in reproducing their respective twist-averaged energy. The mean absolute errors for the electron number ranges (across both $r_s$ values) are $0.9(2)$ mHa/electron for cTA-CCD and $1.1(4)$ mHa/electron for cTA-i-FCIQMC.

In Fig. 6, the i-FCIQMC results have been plotted as a function of CCD energies for the difference between the cTA and TA results for $N = 8–24$, $M = 114$ and $r_s = 1.0$ and 5.0. Here, we see a linear relationship between the two methods across densities. This relationship shows that the cTA-i-FCIQMC error is almost identical to the cTA-CCD error.

Overall, from these analyses, we find that the cTA method is transferable to FCIQMC (and, thus, other methods beyond CCD) based on its ability to obtain TA-i-FCIQMC energies with a similar accuracy to cTA-CCD. This is consistent with our hypothesis that the cTA method is transferable to total energies of different methods beyond many-body perturbation theory.
C. Energy matching

In our Communication on this method, we had ruled out using the MP2 correlation energy as a way to perform twist angle selection because we were concerned about energy divergences for a metallic system. We had also preferred a method that would relate to a property of the wavefunction (which we termed the connectivity) over an energy measure. However, since we now wish to make application to methods beyond CCD, it becomes more important to consider alternative ways to find a special twist angle. Here, we examine whether it is feasible to use MP2 as a way to select twist angles here.

To use the MP2 energy, we introduce an energy matching criterion as a way to find the special twist angle. In this variant of the method, \( N \) MP2 calculations at random twist angles are run. The special twist angle \( \mathbf{k}^* \) is identified as the twist angle with the energy that is the minimum absolute difference to the twist-averaged energy, i.e., the twist angle that minimizes:

\[
S_{\text{res, emTA}} = |E_{\text{MP2}}(\mathbf{k}_s) - \langle E_{\text{MP2}} \rangle_{\mathbf{k}_s}| \tag{13}
\]

The twist angle selected in this way is used to calculate the CCD energy. We refer to this procedure as energy matching twist averaging (emTA).

In Fig. 7, we show a comparison between the five twist averaging coupled cluster methods for a range of electron numbers, \( N = 8 - 24 \), at \( r_s = 1.0 \). The energies have all been graphed as a difference to the \( \Gamma \)-point as before. We find that the cTA energy closely resembles the emTA energy, i.e., cTA chooses the same twist angle as emTA over this range of systems. Exceptions to this are unusual; the only one we found was at \( N = 20 \). We also looked at what happened when we replaced the MP2 energy with the CCD energy (denoted CCD-based emTA in Fig. 7). This, too, produces the same energy. The mean absolute error (to TA) is 1.2(3) for emTA. It is important to note that this method is highly dependent on the quality of the MP2 energies and may not be a viable method at larger system sizes, where the MP2 energy diverges. The success of energy matching comes from the mean value theorem which, here, guarantees that the twist-averaged (mean) energy appears within the distribution of twist angles.

IV. DISCUSSION AND CONCLUDING REMARKS

The purpose of twist angle selection schemes is to accurately reproduce twist-averaged results from a single, special twist angle. Connectivity twist averaging is one such selection scheme that uses an MP2-cost calculation for the selection process. In our first paper, we showed this was effective for the CCD energy; here, we generalized this result to methods without a truncation by using \( i \)-FCIQMC. We performed \( i \)-FCIQMC calculations over a range of system sizes, basis sets, and densities for the uniform electron gas. We were able to take advantage of a cancellation of error in the initiator error in FCIQMC, allowing us to take energy differences between calculations with different boundary conditions (i.e., periodic vs. twist-averaged), which converged quicker with walker number than the corresponding correlation energies. For the systems considered, we showed that the energy of the selected twist angle and the twist-averaged energy differed by a similar amount for \( i \)-FCIQMC when compared to our original CCD method. We then studied another twist angle selection scheme that we had set aside in our original work, which selects the twist angle by comparison of the MP2 energy. For these small systems, where the MP2 energy does not obviously diverge, the twist angle selection agreed between energy matching and connectivity twist averaging.

There are a wide range of proposals in the literature for how to remedy finite size errors with no single clearly-established protocol. Some are obviously compatible with twist-averaging. Two classes of examples include extrapolations, which benefit from reduced extrapolation error \( 1,7,33-35 \); or correction schemes, where the correction is either additive or receives an additional benefit from a more balanced description of different electron numbers. \( 3,9,22,33,35,38,39,44,62-64 \) It is unclear or unlikely that twist averaging would be of use for other methods that reduce finite-size effects, including embedding theories such as DMET \( 65,66 \), DMFT \( 67,68 \), SEET \( 59,70 \) and density functional embedding theory \( 71 \), or DFT-based corrections. \( 35 \) Addressing the applicability of twist averaging to these methods is an open question beyond the scope of this paper.
We close noting two key limitations of our study. The first is that we have not yet generalized connectivity twist averaging to real systems. This will be considered in a forthcoming separate paper. The second is that we have only studied smaller system sizes, a limitation imposed by $i$-FCIQMC. Despite this latter limitation, we still believe that our method is transferable to larger system sizes in-line with how CCD behaves.
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