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1. Introduction

The wind has attracted considerable attention as cleaning, renewable energy. Over the past decades, the installed capacity of wind power has increased dramatically and will continue to increase in the future. As the Global Wind Energy Council (GWEC) reported, the global wind industry has increased more than 50 GW of new capacity each year since 2014 and expected 55 GW to be increased each year until 2023 [1]; however, the price of electricity from wind was higher than that from coal-fired power, and the latter was the dominating source of electricity supply due to price reasons. Thus, how to achieve cheaper electricity out of the wind has become increasingly prominent. To reduce wind power costs, beneficial wind farm operations and maintenance strategies that are derived from diurnal wind speed forecasting are essential. Accurate diurnal wind speed forecast decreases wind curtailment, limiting electricity effectively, utilizes wind energy further, and then provides beneficial information on wind power consumption or reduction of maintenance time and reduces the cost of power generation [2]. Therefore, accurate diurnal wind speed forecasting is particularly noteworthy for wind farms.

The literature survey suggests that few studies mentioned the long-term (over 24 hours) prediction of wind speed, and the results of these studies are achieved by splitting long-term predictions into continuous short-term predictions [3, 4]; such approaches are short-term forecasting essentially. It is reported that the result of 24-hour ahead forecasting is the most point for the power company [5]. Tian et al. also supported that wind speed prediction research should take into account the actual demand of wind farms, and they developed an Elman-based prediction system [6]. However, they still did not mention daily wind speed prediction. Subsequently, researchers have proposed different referable methods in short-term wind speed forecasting, and it has been proved that machine learning and deep learning algorithms are effective forecasting approaches [7, 8]. Han et al. studied the application effect of statistical model and neural network algorithm by comparing three different
methods on the 1-hour wind speed forecasting, and the conclusion is that compared to statistical models, the neural network has superiority in the treatment of nonlinear characteristics of wind speed, which verified the effectiveness of the neural network in wind speed forecasting issue. Meanwhile, the parameter adjustment of the neural network that considered the autocorrelation analysis of wind made the forecasting results more accurate [9], and the study of Shi et al. also demonstrated similar conclusions on autocorrelation analysis of wind [10]. Furthermore, the gate recurrent unit (GRU) [11, 12] and long short-term memory network (LSTM) that have the time correlation are considered in wind speed forecasting issue fully. Li et al. compared the performance of ANN and GRU models in wind speed prediction and indicated that the error (mean absolute error, MAE) of forecasting by GRU was less than the counterpart of ANN [13]. It testified to the algorithm considering the time correlation of wind has improved accuracies of prediction. Especially, Liu et al. showed that the LSTM and variational mode decomposition (VMD) hybrid method can accurately forecast wind speed within 1 hour [14].

Although the combination of autocorrelation and neural networks brought to more accurate wind speed prediction, wind speed forecasting still faced the challenge on the nonlinear characteristics of wind. Most researchers have considered signal decomposition algorithms to preprocess such characteristics. Liu et al. attempted to improve the wind speed forecasting accuracy of intelligent algorithms by compositing methods twice (wavelet packet decomposition and complete ensemble empirical mode decomposition), the most accurate result of the prediction had an error (mean absolute percentage error, MAPE) of 4.82% in 1 hour [15], and the conclusions of the study strongly prove the validity of the signal decomposition algorithm in wind speed prediction. Besides, Zhang et al. verified that VMD improves the accuracy of wind speed prediction by a GA-based backpropagation neural network on one step [16]. Zhang et al. also processed wind speed data for VMD, wavelet decomposition, and principal component analysis and adopted a neural network algorithm to predict wind speed [17]. The combination of signal decomposition and neural network considering the time correlation of wind is considerable according to these studies. Furthermore, there are other studies on wind speed also. Tian et al. used chaos theory to describe changes in wind speed along the timeline [18], and they observed chaotic attractors through phase space reconstruction and proposed that large prediction steps would reduce the accuracy of wind speed prediction. Yuan et al. suggested that the predictable duration of wind speed is not stable [19], which means that any prediction of wind speed requires a judgment about the predictability of wind speed.

Besides, the inconsistent data set of prediction of studies above is confusing. The wind speed data observed by meteorological observation stations are utilized to study meteorological law normally, and it is difficult to make contributions to specific wind turbines. It is suggested using wind speed data collected by the supervisory control and data acquisition (SCADA) system instead [20], which has consistent sampling interval, makes access easier, and is more indispensable in wind farm operational problems than the data from the meteorological observation station.

For the requirement of cost reduction of wind farms, this work proposed a hybrid model of the VMD and the nonlinear autoregressive neural network (Narnet) on diurnal wind speed forecasting and compared the prediction of VMD-Narnet with the counterpart of VMD-LSTM. Concretely, the decomposition layer of VMD was determined by observing the central frequency and the ratio of the adjacent central frequency of intrinsic mode function (IMF) components, and we applied the VMD method to extract the IMF for processing the nonstationary and nonlinear characteristics. As IMF component inputs of the Narnet and LSTM, we predicted wind speed 24-hour ahead, then compared the prediction results of the two models, analyzed the prediction step size of the Narnet in 24 hours, computed MAE and MAPE to evaluate prediction results, and completed daily wind speed prediction mission.

In detail, the main contributions of our work are as follows:

1. A system framework for daily wind speed prediction based on SCADA data is proposed, which ensures that each wind turbine has its wind speed prediction and the targeted operation and maintenance of each wind turbine.

2. The induction of a novel hybrid model combined VMD, Narnet, and sample entropy for each wind turbine in farms. It improved the accuracy of medium-term wind speed forecasting and will provide a new judgment source for operation and maintenance of the turbine.

3. Validation of the neural network with time variable can better predict wind speed, and the Narnet model has a prediction accuracy of 61.9% higher than the LSTM under the same input.

2. Hybrid Wind Speed Prediction Model

2.1. Variational Modal Decomposition. Although the effects of empirical mode decomposition (EMD) are widespread, the signal decomposition process still lacks mathematical theory to explain, which is the advantage of the VMD. The signal decomposition is built for the variational constraint model by VMD, and then, the introduction of the Lagrange multiplier transforms the constraint model to a nonconstrained variational problem. In this work, we set \( \{ \omega_k \} \) as IMF of wind speed data, \( \{ \omega_k \} \) as the central frequency of IMF, and \( k \) as the quantity of IMF components.

The unconstrained variational problem of wind speed decomposition is defined as follows [21]:

\[ \min_{\{ \omega_k \}} \int \left( \sum_k \psi_k(x) \right)^2 \, dx \]

subject to the constraint

\[ \sum_k \int \psi_k(x) \, dx = 1 \]

where \( \psi_k(x) \) are the IMF components of the wind speed data, and \( \omega_k \) is the central frequency of IMF.
\[ L([u_k], [\omega_k], \lambda) = \alpha \sum_{k=1}^{K} \left\| \hat{\delta}(t) + \frac{j}{\pi t} \right\| u_k(t) e^{-j\omega_k t} \right\|^2 \right\|^2_2 + \left\| f(t) - \sum_{k=1}^{K} u_k(t) \right\|^2_2 + \left\langle \lambda(t), f(t) - \sum_{k=1}^{K} u_k(t) \right\rangle. \]

With the \( n \) iterations, \([u_k] \) and \([\omega_k]\) were calculated as

\[
\begin{align*}
\bar{u}^{n+1}_k(\omega) &= \frac{\tilde{f}(\omega) - \sum_i \bar{u}_i(\omega) + (\bar{u}(\omega)/2)}{1 + 2\alpha(\omega - \omega_k)^2}, \\
\omega^{n+1}_k &= \frac{\int_0^\infty \omega |\bar{u}_k(\omega)|^2 d\omega}{\int_0^\infty |\bar{u}_k(\omega)|^2 d\omega}
\end{align*}
\]

In equations (1) and (2), \( L(.) \) is the nonconstrained variational problem; \( \lambda(t) \) is the introduced Lagrangian multiplier; \( \alpha \) is the introduced penalty factor; \( \delta(t) \) is the Dirac function; \( e^{-j\omega k t} \) is a phasor describing the rotation of the complex signal in time; \( f(t) \) is the observed signal of wind speed; \( \bar{u}^{n+1}_k, \bar{u}(\omega), \) and \( \tilde{f}(\omega) \) is the Fourier transform of \( u^{n+1}_k, u(\omega), \) and \( f(\omega), \) respectively; and \( \ast \) denotes the convolution operation. The VMD needs to specify the number \( k \) of IMFs firstly and then the unilateral spectrum of each IMF obtained by Hilbert transform and determines the spectrum “baseband” of each IMF by exponential mixing tuning to the corresponding estimated center frequency; ultimately, the estimated bandwidth is obtained by the square norm of the gradient [21]. The \( k \) value can be determined by combining the central frequency observation method and the frequency ratio of adjacent centers [22]. When the central frequency \( (\omega_k) \) of each IMF component remains stable under different \( k \) values, it shows that there is no overdecomposition of the original wind speed data. When the frequency ratio of adjacent centers is greater than 90%, it indicates that the primal wind speed data are overdecomposed, and there are false components obtained from overdecomposition in the IMF components. To be specific, it is suggested that the decomposition of the IMF is stable if the amplitude of the central frequency is less than 100 for the same IMF under different \( k \), and then, the decomposition of the wind speed signal is complete if all IMFs are stable. For example, if all IMFs are stable when the \( k \) is not less than 18, the decomposition of the signal is complete when the \( k \) is not less than 18. Furthermore, it is necessary to make \( k \) greater than 18 to decompose the signal and compute the central frequency ratios of different IMFs, and the decomposition is excessive if the central frequency of adjacent IMFs is greater than 90% under the same \( k \), like 19; thus, the \( k \) is 18.

2.2. Nonlinear Autoregressive Neural Network. The Narnet is a shallow artificial neural network considering time delay, which effectively identifies the nonlinear mode of IMF components of the wind speed. Additionally, the autocorrelation property of the wind speed in the time axis is taken into account in the calculation of the time-delay variable [23]. In this work, we adopt the Levenberg–Marquardt algorithm on the backpropagation of the Narnet model. Let \( y \) be the IMF component value of the actual wind speed, and the Narnet network neuron input function expressed is given by the following equation:

\[ z(y) = \sum_{i=0}^{d} u_i y_{t-i} + b, \]

where \( d \) is the time-delay number, \( y_i \) is the IMF component value of the actual measured wind speed at moment \( t, y_{t-i} \) is the IMF component value of the predicted network wind speed at moment \( t, w_i \) is the hidden layer weight, and \( b \) is the bias. The neuron activation function selects the hyperbolic tangent function:

\[ a(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}, \]

where \( z \) is the input function value of the neuron and \( a \) is the activation function of the neuron. The activation function of neurons in the output layer is the linear transfer function:

\[ f(a) = \sum_{j=1}^{n} a_j. \]

In equation (5), \( f \) is the linear transfer function and \( a \) is the value of the neuronal activation function. The multistep prediction of the IMF component of wind speed was obtained by the iteration \( \hat{y} \) of the Narnet model, and the linear superposition of the IMF component of wind speed was the result of the prediction. The topology structure of the Narnet network model is constructed through equations (3)–(5), as shown in Figure 1.

2.3. Long Short-Term Memory Network. LSTM is a recurrent neural network variant model, whose deep network structure can learn the nonlinear model of IMF component of wind speed, and the threshold structure in neurons enables LSTM to have time-delay information transmission capability [24], which can deal with the time-dependent
relationship of wind speed. Here, the backpropagation of the LSTM model adopts the Adam algorithm.

Let \( y_t \) be the IMF component value of current input wind speed, \( \hat{y}_t \) be the IMF component value of current forecast wind speed, and \( c_t \) be the threshold state of neurons.

The neuronal transfer function of the LSTM network selects the hyperbolic tangent function (as shown in equation (4)), and the threshold state transfer function is the sigmoid function [25].

The multistep predicted value of the IMF component of wind speed was obtained by the \( \hat{y} \) iteration of the IMF component of the LSTM model, and the linear superposition of IMF component was the predicted value of wind speed. The constructed model network topology is shown in Figure 2.

In Figure 2, \( y_t \) is the IMF component value of wind speed at moment \( t \), \( \hat{y}_t \) is the IMF component value of the current forecast wind speed, \( z_t \) is the forgetting gate input (as shown in equation (3)), \( f_t \) is the forgetting gate state at moment \( t \), \( c_t \) is the input gate input, \( z_t \) is the current unit state input, \( i_t \cdot \odot \), \( c_t \) is the input gate state at moment \( t \), \( o_t \) is the output gate state at moment \( t \), \( c_t \) is the unit state, \( \odot \) represents the vector splicing operation, \( \ast \) represents multiplication by vector elements, \( \sigma \) is the sigmoid function, and \( \tanh \) is the hyperbolic tangent function.

### 2.4. Evaluation Index.

The MAE and MAPE were utilized as quantitative evaluation indexes for the prediction of the hybrid intelligent algorithm on wind speed forecasting. Set \( y = \{ y_1, y_2, \ldots, y_n \} \) as the observed wind speed value and \( \hat{y} = \{ \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n \} \) as the model predicted wind speed value. MAE and MAPE are calculated as follows:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|,
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|.
\]

In equations (6) and (7), \( n \) is the predicted step size and \( t \) is the current predicted step size.

### 3. Case Study

According to the contents mentioned above, we determined the \( k \) of IMF and decomposed the collected wind speed data by VMD firstly; then, we put the IMF components in the prediction model (Narnet and LSTM), respectively, to obtain the estimated values of each IMF. Furthermore, to achieve the 24-hour ahead predictions, we regard the one step-ahead prediction as a new input of the trained model and obtain the next one-step prediction. The iteration of prediction in the trained model proved the 24-ahead predictions finally.

Here, the wind speed data were recorded by the SCADA system of a wind farm in Jiangxi Province, and data set from July 2018 to July 22, 2019, were recorded every 10 min. The data contain 54,555 measured values, and there are missing and repeating in it. Firstly, the repeated values are deleted, and the wind speed data of 387 days are divided into diurnal sets according to the natural day. Then, the diurnal set which is less than 24 hours is deleted. Ultimately, we acquired 342-day sets of wind speed. To avoid the illogic problem on time, that is, using later wind speed data to predict past wind speed data, the prediction target is the wind speed of the last day in this study (342\textsuperscript{nd} day).

By the variational modal decomposition strategy described before (see equation (1)), variational modal decomposition is performed for wind speed data on days 1 to 341. The preset number \( k \) of IMF component of wind speed data is determined by the central frequency observation method combined with the frequency ratio of adjacent centers. The frequencies of IMF centers corresponding to different \( k \) values are listed in Table 1.

Table 1 shows that the IMF component’s central frequency \( (\omega_k) \) of each wind speed tends to be stable. The adjacent central frequency ratios of each wind speed IMF were calculated, and it was found that when there were IMF components (IMF 18, IMF 19, IMF 20, and IMF 21) with a central frequency ratio greater than 90\%, there were false components in the IMF component of decomposed wind speed, and the IMF component of wind speed \( k \) was less than 19. Therefore, the number of IMF wind speed components with different frequencies is 18.

Therefore, the wind is decomposed by 18 layers and acquires eighteen IMF components. Here, we put the IMF components in the Narnet and the LSTM model, respectively, and each component was predicted by the model independently. Specifically, the first 310-day IMF components (44784 points) serve as the train set of two artificial intelligence algorithms above, and the 311–341 days of these components (4320 points) serve as the verification set of these models; then, the 342\textsuperscript{nd} component is the test set for observed values. To implement wind prediction at 144 steps (24 hours), the predicted values will input in the model after the first forecasting and computes 144 values iteratively. Ultimately, the linear superposition of prediction of all IMF components is the wind predicted result of the 342\textsuperscript{nd} day. For instability of the neural network, the whole iterative process mention needs to be repeated 10 times and averaged. The calculation result is presented in Figure 3.

Figure 3 presents that, before point A, the LSTM and the Narnet predicted the wind exact, and after point A, the predicted wind speed value of the LSTM model moves away from the observed value, and there is no overlap between the predicted and observed values basically. And after point B, the value of the Narnet deviates from the observed value; still, the predicted trend is consistent with the actual trend. To quantitatively evaluate the prediction accuracy of the Narnet and LSTM model, MAE and MAPE were computed in 24 hours, respectively. The calculation results are listed in Table 2.

Table 2 lists that MAE and MAPE of the Narnet are 1.1218 and 21.83\%, and the counterparts of LSTM are 3.9440 and 83.73\%, that is, 2.822 and 61.90\% lower than that of the Narnet, respectively. In other words, MAE and MAPE values of LSTM prediction are above 3.000 and 50\% severally so that Narnet model’s wind speed prediction results are more accurate than LSTMs. To analyze and compare the accuracy
variation in two models’ prediction with step length further, we compute the absolute error between the forecast value and the observed value, and the result is shown in Figure 4.

As presented in Figure 4, at point A (31, 1.09777), the error of the LSTM model was more than 1 m/s for the first time, and then, the error was raised, which means that the LSTM model predicted wind speed in acceptable 31 steps (about 5.2 h). In contrast, the prediction of the Narnet model is acceptable in 72 steps (at point B (72, −1.0951)), for the error of the Narnet prediction was less than 1 m/s in 72 steps (about 12 h). Therefore, for the wind speed on the same day, the forecasting time horizon of the LSTM model wind speed is 41 steps (about 6.8 hours) narrower than the Narnet. The computed results demonstrated that the forecasting time horizon of the Narnet was wider than that of LSTM; however, the prediction was unacceptable after 72 steps. For improving the accuracy of prediction of the Narnet further in 24 hours, the length of predict steps was reduced to 72. The wind speed rolling prediction results and prediction error are shown in Figure 5.

Figure 5 illustrates that Narnet model’s predicted step size after 12 hours decreases to 35 steps compared to the previous (72 steps) in the wind speed prediction and the error beyond 1 m/s at point B (107, 1.36006) for the first time. MAE and MAPE values of prediction results (0:00 and 12:00 (72 steps) and 12:00 and 24:00 (72 steps)) were calculated, respectively. The results are listed in Table 3.

As listed in Table 3, the MAE value of the Narnet model’s prediction is 0.2849 in the 12 hours after (00:00 to 12:00), which is 0.5368 lower than after 12 hours (0.8217), and the MAPE value is 4.79%, which is 6.32% lower than after 12 hours (11.11%). Despite the length of the forecast time horizon is the same, the trained model still gave different accuracies, which indicated that wind condition was variable between before and after noon. We characterized the variable by sample entropy, computed, and rolled the observed wind speed data in 12 hours (72 steps), and the results are depicted in Figure 6.

Figure 6 shows that the complexity of the observed wind speed in time has raised sharply after point A (66, 1.20397),
Table 1: Central frequency ($\omega_k$) of IMF at different $k$ values.

| $k$ | IMF 1  | IMF 2  | IMF 3  | ... | IMF 16 | IMF 17 | IMF 18 | IMF 19 | IMF 20 | IMF 21 |
|-----|--------|--------|--------|-----|--------|--------|--------|--------|--------|--------|
| 2   | 5.55   | 606.58 | —      | —   | —      | —      | —      | —      | —      | —      |
| 3   | 3.67   | 366.12 | 948.61 | —   | —      | —      | —      | —      | —      | —      |
| ... | ...    | ...    | ...    | ... | ...    | ...    | ...    | ...    | ...    | ...    |
| 16  | 0.47   | 78.32  | 204.12 | ... | 4661.06| —      | —      | —      | —      | —      |
| 17  | 0.47   | 78.20  | 203.67 | ... | 4155.91| 4712.45| —      | —      | —      | —      |
| 18  | 0.47   | 78.04  | 203.01 | ... | 3688.31| 4164.82| 4713.35| —      | —      | —      |
| 19  | 0.47   | 77.92  | 202.55 | ... | 3652.16| 4070.63| 4499.30| 4851.58| —      | —      |
| 20  | 0.47   | 77.85  | 202.32 | ... | 3284.23| 3674.42| 4077.48| 4493.20| 4845.27| —      |
| 21  | 0.47   | 77.77  | 202.07 | ... | 2974.13| 3299.55| 3684.33| 4083.22| 4493.84| 4844.38|

Figure 3: Mean result of ten predictions.

Table 2: Evaluation of model prediction results.

| Model  | MAE (m/s) | MAPE (%) |
|--------|-----------|----------|
| Narnet | 1.1218    | 21.83    |
| LSTM   | 3.9440    | 83.73    |

Figure 4: Error of model prediction results.
the leap of sample entropy indicating that the complexity in time was different after the 66th step (11:00–23:00). Unfortunately, on account of the lack of relevant meteorological data, the reason for this leap was unknown. However, the low accuracy from the leap solved by adding times of prediction is effective. In fact, this is one of the reasons that the accuracy of prediction is better when the steps are shorter in most research literature. Specifically, the VMD-Narnet hybrid method was adopted to compute the diurnal wind speed three times: 1h–12h (72 steps) was computed for the first time, 12h–18h (36 steps) was calculated for the second time, and 18h–24h (36 steps) wind speed was calculated for the third time. The three-time rolling prediction results of the Narnet model are depicted in Figure 7.

The leap of sample entropy shown in Figure 6 indicated that the law of wind speed is more complicated on the timeline and represented the credibility of prediction is reduced after the moment sample entropy leaped. Therefore, we corrected the prediction after point A by shortening the forecasting step and predicted again. As presented in Figure 7, the result of three times prediction approximates the observed wind speed. Here, we computed the MAE and MAPE values as 0.3476 and 6.31% and compared them to the one-time prediction of 144 steps;
the counterpart of three times decreased by 0.7742 and 15.52%, respectively. The prediction indicated that this correction is effective.

4. Conclusions

In this work, we proposed a diurnal wind speed forecast model, which provided a foundation for wind farm operation and maintenance strategies, thus achieving the goal of reducing wind power generation cost. The model mixed variational mode decomposition and nonlinear autoregressive network (VMD-Narnet) and was assessed by MAE and MAPE. The VMD-Narnet had superior performance than VMD-LSTM on the wind speed forecasting issue. We compared this method with the mixed model of variational mode decomposition and long-term and short-term memory network (VMD-LSTM), and the results showed that the values of MAE and MAPE of the VMD-Narnet hybrid method decreased by 2.8222 and 61.90%. The wind speed complexity measured by sample entropy changed with time, and the leap of it led to inaccurate prediction results. Accordingly, the predictable step size of VMD-Narnet is 72 steps in the first 12 hours of the day and is 34 steps in the last 12 hours. Then, the accurate daily wind speed prediction results of VMD-Narnet are obtained in three-time prediction.

In the next work, we will try to improve the Narnet model by deepening the number of topological layers and further improving the prediction accuracy of 24-hour wind speed. Also, the VMD-Narnet was demonstrated to be effective on the 24-hour wind speed forecasting; however, the meteorological reasons for sample entropy’s leap were not explored. We will combine the actual records of the wind farm to explore this leap and improve the model according to them. Also, the operation and maintenance strategies from the forecasting before will be generated and applied to actual wind farms to drive costs of wind power down.
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