Existence results for a multipoint boundary value problem of nonlinear sequential Hadamard fractional differential equations
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ABSTRACT

In this paper, existence and uniqueness results are established for a nonlinear sequential Hadamard fractional differential equation with multi-point boundary conditions, via Banach and Krasnosel’ski’s fixed point theorems and Leray-Schauder nonlinear alternative. An example illustrating the existence of a unique solution is also constructed.

RESUMEN

En este artículo se establecen resultados de existencia y unicidad para una ecuación diferencial fraccional nolineal secuencial de Hadamard con condiciones de borde multi-punto, a través de teoremas de punto fijo de Banach y Krasnosel’ski y la alternativa nolineal de Leray-Schauder. Se construye un ejemplo ilustrando la existencia de una única solución.
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1 Introduction

Fractional calculus has been extensively developed during the last few decades as the techniques of this branch of mathematics considerably improved the mathematical modeling of many scientific phenomena, for instance, see [16, 17]. In particular, fractional-order nonlocal boundary value problems are found to be of significant interest for many researchers. Much of the literature on this class of problems is based on Riemann-Liouville or Liouville-Caputo type fractional order differential equations. For details, we refer the reader to some recent works [27] and the references cited therein. In addition to Riemann-Liouville and Caputo type derivatives, there is another kind of derivative, which contains logarithmic function of arbitrary exponent in its definition. This derivative is known as Hadamard derivative [14] and its construction is invariant in relation to dilation and is quite suitable for the problems with semi-infinite domain. For example, Lamb-Bateman integral equation is the one containing Hadamard fractional derivatives of order $1/2$ [8]. In [11], a modified Lamb-Bateman equation involving Hadamard derivative and fractional Hyper-Bessel-type operators was studied. One can find application details of Hadamard fractional differential equations in the articles [12, 20]. For some recent results on Hadamard type fractional differential equations, for instance, see [2, 4, 5, 10, 18, 19, 21, 22, 23, 25, 26]. In a recent monograph [3], one can find a detailed description of initial/boundary value problems and inequalities involving Hadamard fractional differential equations and inclusions. New multiple positive solutions for Hadamard-type fractional differential equations with nonlocal conditions on an infinite interval were studied in [28]. In [6], the authors studied a coupled system of Caputo-Hadamard type sequential fractional differential equations supplemented with nonlocal boundary conditions involving Hadamard fractional integrals. A Caputo-Hadamard fractional turbulent flow model was studied in [24]. However, the Hadamard-type fractional boundary value problems are not sufficiently studied in the mainstream literature.

In this paper, motivated by aforementioned work on Hadamard fractional differential equations, we introduce and study a nonlocal multipoint boundary value problem involving a nonlinear sequential Hadamard fractional differential equation to enrich the related literature. Precisely, we investigate the existence criteria for the following problem:

$$
\begin{cases}
(HD^\alpha + \lambda HD^{\alpha-1})x(t) = f(t, x(t)), & 1 < \alpha \leq 2, \ 1 < t < T, \\
x(1) = 0, \ x(T) = \sum_{j=1}^{m} \beta_j x(t_j),
\end{cases}
$$

(1.1)

where $HD^{(\cdot)}$ denotes the Hadamard fractional derivative of order $\alpha$, $f : [1, T] \times \mathbb{R} \to \mathbb{R}$ is a continuous function, $\lambda \in \mathbb{R}^+$, $t_j, j = 1, 2, \ldots, m$, are given points with $1 \leq t_1 \leq \ldots \leq t_m < T$, and $\beta_j$ are appropriate real numbers. An existence and uniqueness result is proved via Banach’s fixed point theorem and also two existence results are established by using Krasnosel’skii’s fixed point theorem and Leray-Schauder nonlinear alternative.
The remaining part of the paper is structured as follows: In Section 2 we recall the related background material and establish a lemma regarding a linear variant of the problem (1.1), useful to transform the problem (1.1) into an equivalent fixed point problem. Section 3 contains the main results for the problem (1.1). An example illustrating the existence and uniqueness result is also included.

2 Preliminaries

We introduce notations and definitions of fractional calculus.

**Definition 2.1.** ([3, 17]) The Hadamard fractional integral of order \( q \in \mathbb{C}, \mathbb{R}(q) > 0, \) for a function \( g \in L^p[a, b], 0 \leq a \leq t \leq b \leq \infty, \) is defined as

\[
I^q_{a^+} g(t) = \frac{1}{\Gamma(q)} \int_a^t \left( \log \frac{t}{s} \right)^{q-1} \frac{g(s)}{s} ds,
\]

\[
I^q_{b^+} g(t) = \frac{1}{\Gamma(q)} \int_t^b \left( \log \frac{s}{t} \right)^{q-1} \frac{g(s)}{s} ds.
\]

**Definition 2.2.** ([3, 17]) Let \([a, b] \subset \mathbb{R}, \delta = t \frac{d}{dt}\) and \(AC^n_a[a, b] = \{g : [a, b] \to \mathbb{R} : \delta^{n-1}(g(t)) \in AC[a, b]\}. The Hadamard derivative of fractional order \( q \) for a function \( g \in AC^n_a[a, b]\) is defined as

\[
D^q_{a^+} g(t) = \delta^n(I^{n-q}_{a^+})(t) = \frac{1}{\Gamma(n-q)} \left( t \frac{d}{dt} \right)^n \int_a^t \left( \log \frac{t}{s} \right)^{n-q-1} \frac{g(s)}{s} ds,
\]

\[
D^q_{b^+} g(t) = (-\delta)^n(I^{n-q}_{b^+})(t) = \frac{1}{\Gamma(n-q)} \left( -t \frac{d}{dt} \right)^n \int_t^b \left( \log \frac{s}{t} \right)^{n-q-1} \frac{g(s)}{s} ds,
\]

where \( n - 1 < q < n, n = [q] + 1 \) and \([q]\) denotes the integer part of the real number \( q \) and \( \log(\cdot) = \log_e(\cdot). \)

For more details of the Hadamard fractional integrals and derivatives, we refer the reader to Section 2.7 in the text [17].

**Lemma 2.3.** Let \( x \in C^2_\alpha([1, T], \mathbb{R}) \) and \( g \in C([1, T], \mathbb{R}). \) The (integral) solution of the linear Hadamard fractional boundary value problem:

\[
\begin{cases}
(H^{\alpha} x + \lambda H^{\alpha-1} x(t) = g(t), \quad 1 < \alpha \leq 2, \quad 1 < t < T, \\
x(1) = 0, \quad x(T) = \sum_{j=1}^m \beta_j x(t_j),
\end{cases}
\]
is given by

\[ x(t) = \frac{1}{\gamma} \left( t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds \right) \left\{ \sum_{j=1}^{m} \beta_j t_j^{-\lambda} \int_{t_j}^t s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right) \frac{\alpha-2}{r} ds \right) dr \right\} 
- \frac{T^{-\lambda}}{\Gamma(\alpha-1)} \int_1^T s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right) \frac{\alpha-2}{r} ds \right) ds 
+ \frac{T^{-\lambda}}{\Gamma(\alpha-1)} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right) \frac{\alpha-2}{r} ds \right) ds, \tag{2.2} \]

where it is assumed that

\[ \gamma := T^{-\lambda} \int_1^T s^{\lambda-1} (\log s)^{\alpha-2} ds - \sum_{j=1}^{m} \beta_j t_j^{-\lambda} \int_{t_j}^t s^{\lambda-1} (\log s)^{\alpha-2} ds \neq 0. \tag{2.3} \]

**Proof.** The linear Hadamard fractional differential equation in (2.1) can be rewritten as

\[ ^{H}D^{\alpha-1}(tD + \lambda)x(t) = g(t), \quad t \in [1, T]. \tag{2.4} \]

Applying the Hadamard fractional operator \( I^{\alpha-1} \) on both sides of (2.4), we get

\[ \left( D + \frac{\lambda}{t} \right) x(t) = t^{-1} \left( c_1 (\log t)^{\alpha-2} + I^{\alpha-1} g(t) \right), \]

which can be rewritten as

\[ D \left( t^{\lambda} x(t) \right) = c_1 t^{\lambda-1} (\log t)^{\alpha-2} + t^{\lambda-1} I^{\alpha-1} g(t). \tag{2.5} \]

Integrating (2.5) from 1 to \( t \), we get

\[ x(t) = c_0 t^{-\lambda} + c_1 t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds + t^{-\lambda} \int_1^t s^{\lambda-1} I^{\alpha-1} g(s) ds, \tag{2.6} \]

where \( c_i, (i = 0, 1) \) are unknown arbitrary constants. Using the initial condition \( x(1) = 0 \) in (2.6) implies that \( c_0 = 0 \), which leads to

\[ x(t) = c_1 t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds + t^{-\lambda} \int_1^t s^{\lambda-1} I^{\alpha-1} g(s) ds. \tag{2.7} \]

Now using the condition \( x(T) = \sum_{j=1}^{m} \beta_j x(t_j) \) in (2.7), we have

\[ c_1 T^{-\lambda} \int_1^T s^{\lambda-1} (\log s)^{\alpha-2} ds + T^{-\lambda} \int_1^T s^{\lambda-1} I^{\alpha-1} g(s) ds 
= c_1 \sum_{j=1}^{m} \beta_j t_j^{-\lambda} \int_{t_j}^T s^{\lambda-1} (\log s)^{\alpha-2} ds + \sum_{j=1}^{m} \beta_j t_j^{-\lambda} \int_{t_j}^T s^{\lambda-1} I^{\alpha-1} g(s) ds, \]

which, on solving for \( c_1 \) together with (2.3), yields

\[ c_1 = \frac{1}{\gamma} \left[ \sum_{j=1}^{m} \beta_j t_j^{-\lambda} \int_{t_j}^T s^{\lambda-1} I^{\alpha-1} g(s) ds - T^{-\lambda} \int_1^T s^{\lambda-1} I^{\alpha-1} g(s) ds \right]. \]

Substituting the above value of \( c_1 \) in (2.7), we get the desired solution (2.2). The converse of the lemma follows by a direct computation. This completes the proof. \( \Box \)
The following lemma contains certain estimates that we need in the sequel.

**Lemma 2.4.** For \( g \in C([1,T], \mathbb{R}) \) with \( \|g\| = \sup_{t \in [1,T]} |g(t)| \), we have

\[
\begin{align*}
(i) & \quad \left| t^{-\lambda} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{g(r)}{r} dr \right) ds \right| \leq \frac{(\log T)^{\alpha}}{\alpha(\alpha-1)} \|g\|. \\
(ii) & \quad \left| t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds \right| \leq \frac{(\log T)^{\alpha-1}}{\alpha-1} .
\end{align*}
\]

**Proof.** Note that
\[
\int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{1}{r} dr = \frac{(\log s)^{\alpha-1}}{\alpha-1} .
\]

Since \( s^\lambda \leq t^\lambda \) for \( 1 < s < t \), then

\[
\begin{align*}
& \left| t^{-\lambda} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{g(r)}{r} dr \right) ds \right| \\
\leq & \quad \sup_{t \in [1,T]} \left| t^{-\lambda} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{g(r)}{r} dr \right) ds \right| \\
\leq & \quad \|g\| \sup_{t \in [1,T]} \left| t^{-\lambda} \int_1^t s^{\lambda-1} \left( \frac{(\log s)^{\alpha-1}}{\alpha-1} \right) ds \right| \\
\leq & \quad \frac{\|g\|(\log T)^{\alpha}}{\alpha(\alpha-1)} . \quad \Box
\end{align*}
\]

### 3 Existence and uniqueness results

Let \( G = C([1,T], \mathbb{R}) \) denote the Banach space of all continuous functions from \([1,T]\) to \( \mathbb{R} \) endowed with the usual norm \( \|x\| = \sup \{|x(t)| : t \in [1,T]\} \), and \( G^\alpha_\delta([1,T], \mathbb{R}) \) denotes the Banach space of all real valued functions \( g \) such that \( \delta^\alpha g \in G \).

Using Lemma 2.3, we can transform the problem (1.1) into a fixed point problem as \( x = P x \), where the operator \( P : G \to G \) is defined by

\[
(Px)(t) = \frac{1}{\gamma} \left( t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds \right)
\times \left\{ \sum_{j=1}^{\infty} \frac{\beta_j t^{\lambda}}{\Gamma(\alpha-1)} \int_1^{t_j} s^{\lambda-1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{f(r,x(r))}{r} dr \right) ds \right.
\right.
\left. - \frac{T^{-\lambda}}{\Gamma(\alpha-1)} \int_1^T s^{\lambda-1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{f(r,x(r))}{r} dr \right) ds \right\}
\left. + \frac{t^{-\lambda}}{\Gamma(\alpha-1)} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha-2} \frac{f(r,x(r))}{r} dr \right) ds, \quad t \in [1,T]. \quad (3.1)
\right.
\]
For computational convenience, we set
\[
\Lambda = \frac{(\log T)^{\alpha-1}}{|\gamma| (\alpha - 1)} \left[ \frac{\sum_{j=1}^{N} |\beta_j| (\log T)^\alpha}{\Gamma (\alpha + 1)} + \frac{(\log T)^\alpha}{\Gamma (\alpha + 1)} \right] + \frac{(\log T)^\alpha}{\Gamma (\alpha + 1)}. \tag{3.2}
\]

In the next theorem, we prove the uniqueness of solutions for problem (1.1) via Banach’s fixed point theorem.

**Theorem 3.1.** Let \( f : [1, T] \times \mathbb{R} \to \mathbb{R} \) be a continuous function and there exists a constant \( L > 0 \) such that:

\((H_1)\) \( |f(t, x) - f(t, y)| \leq L|x - y|, \forall t \in [1, T] \) and \( x, y \in \mathbb{R} \).

Then, problem (1.1) has a unique solution on \([1, T]\) if \( L\Lambda < 1 \), where \( \Lambda \) is given by (3.2).

**Proof.** Let us define \( M \) be finite number given by \( M = \sup_{t \in [1, T]} |f(t, 0)| \), and show that \( \mathcal{P} B_r \subset B_r \), where \( B_r = \{ x \in C[1, T] : \|x\| \leq r \} \) with \( r \geq \frac{M\Lambda}{1 - L\Lambda} \).

For \( x \in B_r, t \in [1, T] \), using \((H_1)\), we get
\[
|f(t, x(t))| = |f(t, x(t)) - f(t, 0) + f(t, 0)| \\
\leq |f(t, x(t)) - f(t, 0)| + |f(t, 0)| \\
\leq L\|x\| + M \leq Lr + M.
\]

Then
\[
|\mathcal{P}(x)(t)| \leq \sup_{t \in [1, T]} \left\{ \frac{1}{|\gamma|} (r^{-\lambda} \int_1^t s^{\lambda - 1} (\log s)^{-2} ds) \right. \\
+ \frac{\sum_{j=1}^{N} |\beta_j| t_j^{-\lambda}}{\Gamma (\alpha - 1)} \int_1^t s^{\lambda - 1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{-2} |f(r, x(r))| dr \right) ds \\
+ \frac{T^{-\lambda}}{\Gamma (\alpha - 1)} \int_1^T s^{\lambda - 1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{-2} |f(r, x(r))| dr \right) ds \\
+ \left. \int_1^t s^{\lambda - 1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{-2} |f(r, x(r))| dr \right) ds \right\} \\
\leq (Lr + M) \left[ \frac{(\log T)^{\alpha-1}}{|\gamma| (\alpha - 1)} \left( \frac{\sum_{j=1}^{N} |\beta_j| (\log T)^\alpha}{\Gamma (\alpha + 1)} + \frac{(\log T)^\alpha}{\Gamma (\alpha + 1)} \right) + \frac{(\log T)^\alpha}{\Gamma (\alpha + 1)} \right] \\
\leq \Lambda (Lr + M) \leq r.
\]

In consequence, \( \|\mathcal{P}x\| \leq r \), for any \( x \in B_r \), which shows that \( \mathcal{P} B_r \subset B_r \).

Now we prove that the operator \( \mathcal{P} \) is a contraction. For \( (x, y) \in C([1, T], \mathbb{R}) \) and for each \( t \in [1, T] \),
we obtain
\[
|(\mathcal{P}x)(t) - (\mathcal{P}y)(t)| \\
\leq \sup_{t \in [1,T]} \left\{ \frac{1}{|\gamma|} \left( t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds \right) \\
\times \left[ \sum_{j=1}^h |\beta_j| \gamma_j^{-\lambda} \int_1^{\gamma_j} s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha-2} \left| f(r,x(r)) - f(r,y(r)) \right| dr \right) ds \right] \\
+ t^{-\lambda} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha-2} \left| f(r,x(r)) - f(r,y(r)) \right| dr \right) ds \right\} \\
\leq L \left[ \frac{(\log T)^{\alpha-1}}{|\gamma|((\alpha-1)}} \left( \frac{\sum_{j=1}^h |\beta_j| (\log T)^{\alpha}}{\Gamma(\alpha+1)} + \frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \right) \right] \\
\leq LA \|x - y\|
\]

By the given condition \(LA < 1\), it follows that the operator \(\mathcal{P}\) is a contraction. Thus, the conclusion of the theorem follows by the contraction mapping principle (the Banach fixed point theorem). The proof is complete.

The following existence result is based on the Leray-Schauder nonlinear alternative.

**Theorem 3.2** (Nonlinear alternative for single valued maps [13]). Let \(E\) be a Banach space, \(C\) a closed, convex subset of \(E\), \(U\) an open subset of \(C\) and \(0 \in U\). Suppose that \(F : U \to C\) is a continuous, compact (that is, \(F(U)\) is a relatively compact subset of \(C\)) map. Then either

(i) \(F\) has a fixed point in \(U\), or

(ii) there is a \(u \in \partial U\) (the boundary of \(U\) in \(C\)) and \(\nu \in (0,1)\) with \(u = \nu F(u)\).

**Theorem 3.3.** Let \(f : [1,T] \times \mathbb{R} \to \mathbb{R}\) be a continuous function such that the following conditions hold:

(H2) There exists a function \(k \in C([1,T],\mathbb{R}^+)\) and a nondecreasing function \(\Psi : \mathbb{R}^+ \to \mathbb{R}^+\) such that \(|f(t,x)| \leq k(t)\Psi(\|x\|)\) for all \((t,x) \in [1,T] \times \mathbb{R}\);

(H3) There exists a positive constant \(S > 0\) such that

\[
\frac{S}{\Psi(S)\|k\|\Lambda} > 1,
\]

where \(\|k\| = \sup_{t \in [1,T]} |k(t)|\) and \(\Lambda\) is defined by (3.2).

Then problem (1.1) has at least one solution on \([1,T]\).
Proof. Firstly, we shall show that the operator $\mathcal{P}$ defined by (3.1) maps bounded sets into bounded sets in $C([1,T],\mathbb{R})$. For a number $r > 0$, let $B_r = \{x \in C[1,T] : \|x\| \leq r\}$ be a bounded set in $C([1,T],\mathbb{R})$. Then, by assumption $(H_2)$, we obtain

\[
|(\mathcal{P}x)(t)| \leq \sup_{t \in [1,T]} \left\{ \frac{1}{|\gamma|} \left( t^{-\lambda} \int_1^t s^{\lambda - 1} (\log s)^{\alpha - 2} ds \right) \right. \\
\times \left[ \sum_{j=1}^n |\beta_j| t_j^{-\lambda} \int_1^t s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x,y)|}{r} dr \right) ds \right] \\
+ \frac{T^{-\lambda}}{|\Gamma(\alpha - 1)|} \int_1^T s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x)|}{r} dr \right) ds \\
\left. + \frac{t^{-\lambda}}{|\Gamma(\alpha - 1)|} \int_1^t s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x,y)|}{r} dr \right) ds \right\} \\
\leq \Psi(||x||) ||k|| \left[ \frac{(\log T)^{\alpha - 1}}{|\gamma|(|\alpha - 1|)} \left( \frac{\sum_{j=1}^n |\beta_j| (\log T)^{\alpha}}{|\Gamma(\alpha + 1)|} + \frac{(\log T)^{\alpha}}{|\Gamma(\alpha + 1)|} \right) \right],
\]

and consequently,

\[
\|\mathcal{P}x\| \leq \Lambda \Psi(r) ||k||.
\]

Next we show that $\mathcal{P}$ maps bounded sets into equicontinuous sets of $C([1,T],\mathbb{R})$. Let $\tau_1, \tau_2 \in [1,T]$ with $\tau_1 < \tau_2$ and $x \in B_r$. Then, we have

\[
|(\mathcal{P}x)(\tau_2) - (\mathcal{P}x)(\tau_1)| \leq \Psi(r) ||k|| \left\{ \frac{1}{|\gamma|} \left( |\tau_1 - \tau_2| - \int_{\tau_1}^{\tau_2} s^{\lambda - 1} (\log s)^{\alpha - 2} ds \right) \right. \\
+ \tau_2^{-\lambda} \int_{\tau_1}^{\tau_2} s^{\lambda - 1} (\log s)^{\alpha - 2} ds \right. \\
\times \left[ \sum_{j=1}^n |\beta_j| (t_j - \lambda) \int_1^{t_j} s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x,y)|}{r} dr \right) ds \right] \\
+ \frac{T^{-\lambda}}{|\Gamma(\alpha - 1)|} \int_1^T s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x)|}{r} dr \right) ds \\
+ \frac{|\tau_1 - \tau_2|}{|\Gamma(\alpha - 1)|} \int_{\tau_1}^{\tau_2} s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x,y)|}{r} dr \right) ds \\
\left. + \frac{T^{-\lambda}}{|\Gamma(\alpha - 1)|} \int_1^T s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x)|}{r} dr \right) ds \right. \\
\left. + \frac{t^{-\lambda}}{|\Gamma(\alpha - 1)|} \int_1^t s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x,y)|}{r} dr \right) ds \right. \\
\left. + \frac{t^{-\lambda}}{|\Gamma(\alpha - 1)|} \int_1^t s^{\lambda - 1} \left( \int_1^s \left( \frac{\log \frac{s}{r}}{r} \right)^{\alpha - 2} \frac{|f(x)|}{r} dr \right) ds \right\}.
\]

Obviously the right-hand side of the above inequality tends to zero independently of $x \in B_r$ as $\tau_2 - \tau_1 \to 0$. Therefore, by the Arzelá-Ascoli Theorem, the operator is completely continuous.

The result will follow from Theorem 3.2 once it is established that the set of all solutions to equations $x = \nu \mathcal{P}x$ for $\nu \in (0,1)$ is bounded. Let $x$ be a solution of problem (1.1). Then, for $t \in [1,T]$, as in the first step, we can find that

\[
\|x\| = \sup_{t \in [1,T]} \{\nu(\mathcal{P}x)(t)\} \leq \Lambda \Psi(||x||)||k||,
\]
which leads to
\[
\frac{\|x\|}{\Lambda \Psi(\|x\|)} \leq 1.
\]

By condition \((H_3)\), there exists \(S > 0\) such that \(\|x\| \neq S\). Let us set \(U = \{x \in C([1, T], \mathbb{R}) : \|x\| < S\}\). Note that the operator \(P : \overline{U} \to C([1, T], \mathbb{R})\) is continuous and completely continuous. From the choice of \(U\), there is no \(x \in \partial U\) such that \(x = \nu Px\) for some \(\nu \in (0, 1)\). Consequently, we deduce by Theorem 3.2 that \(P\) has a fixed point \(x \in U\), which is a solution of problem (1.1). This completes the proof.

Our final existence result is based on Krasnosel’s fixed point theorem.

**Theorem 3.4.** (Krasnosel’s fixed point theorem) Let \(M\) be a closed convex and nonempty subset of a Banach space \(X\). Let \(A, B\) be the operators such that

\(\text{(i)}\) \(Ax + By \in M\) whenever \(x, y \in M\),

\(\text{(ii)}\) \(B\) is a contraction mapping,

\(\text{(iii)}\) \(A\) is compact and continuous.

Then there exists \(z \in M\) such that \(z = Az + Bz\).

**Theorem 3.5.** Let \(f : [1, T] \times \mathbb{R} \to \mathbb{R}\) be a continuous function satisfying the condition \((H_1)\). In addition, we assume that:

\(\text{(H4)}\) \(|f(t, x)| \leq \mu(t)\) for all \((t, x) \in [1, T] \times \mathbb{R}, \mu \in C([1, T], \mathbb{R}^+)\).

Then, the boundary value problem (1.1) has at least one solution on \([1, T]\), provided that

\[L \left(\Lambda - \frac{(\log T)^\alpha}{\Gamma(\alpha + 1)}\right) < 1, \quad (3.3)\]

where \(\Lambda\) is given by (3.2).

**Proof.** Consider \(B_\rho = \{x \in G : \|x\| \leq \rho\}, \|\mu\| = \sup_{t \in [0, 1]} |\mu(t)|\), with \(\rho \geq \|\mu\| \Lambda\). Then we define the operators \(P_1\) and \(P_2\) on \(B_\rho\) as

\[
(P_1 x)(t) = \frac{1}{\gamma} \left( t^{-\lambda} \int_1^t s^{\lambda-1} (\log s)^{\alpha-2} ds \right) \times \left\{ \sum_{j=1}^m \beta_j t_j^{-\lambda} \int_1^{t_j} s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha-2} f(r, x(r)) \right) \frac{dr}{r} ds \right. \\
- \frac{T^{-\lambda}}{\Gamma(\alpha - 1)} \int_1^T s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha-2} f(r, x(r)) \right) \frac{dr}{r} ds \right\}, \quad t \in [1, T],
\]

\[
(P_2 x)(t) = \frac{t^{-\lambda}}{\Gamma(\alpha - 1)} \int_1^t s^{\lambda-1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha-2} f(r, x(r)) \right) \frac{dr}{r} ds, \quad t \in [1, T].
\]
As in 3.1 we can prove that \( \|P_1x + P_2y\| \leq \|\mu\|\Lambda < \rho \), and thus, \( P_1x + P_2y \in B_\rho \). By using condition (3.3) it is easy to prove that \( P_1 \) is a contraction (see also 3.1). Moreover the continuous operator \( P_2 \) is uniformly bounded, as
\[
\|P_2\| \leq \frac{(\log T)^\alpha}{\Gamma(\alpha + 1)} \|\mu\|,
\]
and equicontinuous as
\[
|\langle P_2x(\tau_2) - (P_2x)(\tau_1)\rangle| \leq \frac{|\tau_1^\lambda - \tau_2^\lambda|}{\Gamma(\alpha - 1)} \int_1^{\tau_1} s^{\lambda - 1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha - 2} \frac{1}{r} dr \right) ds
\]
\[
+ \frac{\tau_2^\lambda}{\Gamma(\alpha - 1)} \int_{\tau_1}^{\tau_2} s^{\lambda - 1} \left( \int_1^s \left( \log \frac{s}{r} \right)^{\alpha - 2} \frac{1}{r} dr \right) ds.
\]
Hence, by Arzelá-Ascoli Theorem, \( P_2 \) is compact on \( B_\rho \). Thus all the assumptions of 3.4 are satisfied and the conclusion of 3.4 implies that the boundary value problem (1.1) has at least one solution on \([1, T]\). The proof is completed.

**Example 3.6.** Consider the boundary value problem for Hadamard fractional differential equations
\[
\begin{align*}
&\left\{ \begin{array}{ll}
(HD^{7/4} + 2 HD^{3/4})x(t) = f(t, x(t)), & t \in [1, e], \\
x(1) = 0, & x(e) = \sum_{j=1}^{3} \beta_j x(t_j).
\end{array} \right.
\end{align*}
\]
(3.4)

Here, \( \alpha = 7/4, \lambda = 2, T = e, m = 3, \beta_1 = 1/3, \beta_2 = 1/9, \beta_3 = 1/27, t_1 = 5/4, t_2 = 3/2, t_3 = 7/4 \) and \( f(t, x) = \frac{1}{13\sqrt{t^2 + 24}} |x| + \frac{1}{t + 2} \log t. \)

Clearly, \( L = 1/65 \) as \( |f(t, x) - f(t, y)| \leq (1/65) |x - y|. \) Using the given data, we have \( |\gamma| \approx 0.691358 \) and \( \Lambda \approx 1.104500. \) Then \( LA \approx 0.016992 < 1. \) Thus, by 3.1, the boundary value problem (3.4) has a unique solution on \([1, e]\).
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