Variation in the fine-structure constant, distance-duality relation and the next generation of high-resolution spectrograph
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The possibility of variation of the fundamental constants of nature has been a long-standing question, with important consequences for fundamental physics and cosmology. In particular, it has been shown that variations in the fine-structure constant, $\alpha$, are directly related to violation of the distance duality relation (DDR), which holds true as long as photons travel on unique null geodesics and their number is conserved. In this paper we use the currently available measurements of $\Delta \alpha/\alpha$ to impose the most stringent constraints on departures of the DDR to date, here quantified by the parameter $\eta$. We also perform a forecast analysis to discuss the ability of the new generation of high-resolution spectrographs, like ESPRESSO/VLT and E-ELT-HIRES, to constrain the DDR parameter $\eta$. From the current data we obtain constraints on $\eta$ of the order of $10^{-7}$ whereas the forecasted constraints are two orders of magnitude lower. Considering the expected level of uncertainties of the upcoming measurements, we also estimate the necessary number of data points to confirm the hypotheses behind the DDR.

I. INTRODUCTION

The search for space-time dependence of the fundamental constants is crucial to build empirical grounds of our current physical theories and also to explore signs of new physics that might manifest through small deviations \[\text{(see also 2, 3 for recent reviews). In this regard, several experiments and observations have tested whether or not the fundamental constants of physics are indeed constants, being grouped into astronomical and local methods. The latter ones include geophysical methods such as that for the natural nuclear reactor that operated about 1.8 × 10^9 yrs ago in Oklo, Gabon 4, 5, 6, the analysis of natural long-lived $\beta$ decayers in geological minerals and meteorites 7, 8, 9, and laboratory measurements such as comparisons of rates between several clocks with different atomic numbers 10, 11, 12. The astronomical methods are based mainly on the analysis of spectra from high-redshift quasar absorption systems 13, 14, 15, 16, 17, 18. Besides, further constraints on a possible variation of the fine structure constant ($\alpha$) can be obtained comparing X-ray and SZ measurements in galaxy clusters 19, 20, 21, 22, 23, 24. The variation of the fundamental constants in the early universe can also be analyzed from primordial nucleosynthesis predictions of the abundance of the light elements 25, 26 and the Cosmic Microwave Background (CMB) fluctuation spectrum 27, 28, 29, 30 – see e.g. 2, 31 for extensive discussions of the many observational techniques.}

From the theoretical point of view, the attempt to unify the four fundamental interactions resulted in the development of multidimensional theories 2, 31, 32 like string-motivated field theories, related brane-world theories, and (related or not) Kaluza-Klein theories, which predict at the low energy limit a dependence of the fundamental constants with time and space. Later on, phenomenological models which specifically study a potential variation of one fundamental constant were also proposed 33, 34, 35, 36. Moreover, among all tests of the Einstein Equivalence Principle (EEP) – a cornerstone of the General Relativity (GR) – the search for spatial and temporal variations of the fundamental constants is certainly an important way to test Local Position Invariance. Most of the theories that predict a time variation of the fine structure constant incorporate a non-minimal multiplicative coupling between the scalar field responsible for the variation and the matter fields. This coupling implies a non-conservation of the photon number along geodesics which has several observational consequences. For instance, Refs. 37, 38 showed that variations of the fine structure constant and violations of the distance-duality relation (DDR)\[ \frac{d_L}{d_A(1+z)^2} = \eta \, , \]with $\eta = 1$, are intimately and unequivocally related, where $d_L$ and $d_A$ are the luminosity and angular diameter distances, respectively. As is well known, the DDR is valid as long as photon number is conserved and gravity is described by a metric theory with photons traveling
on unique null geodesics – see e.g. [39, 40, 41, 42] (see also [43]). Recently, a number of analysis have tested the DDR with both cosmological and local data (see e.g. [42, 44, 45, 46, 47, 48] and references therein).

It is well true that the results of most experiments and observations do not show evidence for variations of the fundamental constants. In 1999, however, Webb et al [17] claimed a detection of a variation in \( \alpha \) from observations made with the Keck telescope. Nevertheless, an independent analysis performed with UVES at the Very Large Telescope (VLT) some years later provided null results [49]. Contrary to the previous results, another analysis using VLT/UVES data also suggested a variation in \( \alpha \), but now with \( \alpha \) increasing with redshift [50, 51]. However, more recently, a recalculation of systematic errors using new techniques showed that there is no compelling evidence for any variation in \( \alpha \) from quasar data [52]. Finally, a program using the world’s three largest optical telescopes (VLT, Keck and Subaru) was developed specifically to test the stability of fundamental couplings. No evidence for variation in \( \alpha \) or the proton to electron mass ratio, \( \mu = m_p/m_e \), was found [53, 54, 55].

It is worth noticing that the above measurements were performed with spectrograph such as UVES, HARPS or Keck-HIRES, which are far from optimal for testing possible variations of fundamental constants. Therefore, more precise measurements using the new generation of high-resolution spectrograph, like ESPRESSO for the VLT [56] and E-ELT-HIRES for the E-ELT [57], are expected to significantly improve the precision of the data and, crucially, have a much better control over possible systematics.

The goal of this paper is twofold. First, to discuss constraints on the DDR from the best currently available measurements of variations of the fine structure constant \( \Delta \alpha/\alpha \). Second, to perform a forecast analysis to discuss the ability of the next generation of high-resolution spectrograph to constrain departures from the DDR. In order to perform our analyses, we assume different theoretical parameterizations for \( \eta \) and show that the results obtained are independent of them. This paper is organized as follows. In Section II, we introduce the data set and the possible targets of future missions that will be used for the statistical and forecast analyses. We also present the \( \eta \) parameterizations assumed in the paper and the first constraints on \( \eta \) from the current observational data. Section III describes the statistical and forecast analyses performed considering the uncertainty expectations of the missions ESPRESSO/VLT and E-ELT/HIRES as well as a discussion of the results. We end the paper by summarizing the main results in section IV.

| Object        | \( z \) | \( \Delta \alpha/\alpha \times 10^{-6} \) | Reference |
|---------------|--------|-----------------------------------------|-----------|
| J00262857     | 1.02   | 3.5 ± 8.9                               | [58]      |
| J0058+0041    | 1.07   | −1.4 ± 7.2                              | [58]      |
| 3 sources     | 1.08   | 4.3 ± 3.4                               | [58]      |
| HS1549+1919   | 1.14   | −7.5 ± 5.5                              | [58]      |
| HE05154141    | 1.15   | −1.4 ± 0.9                              | [58]      |
| J1237+0106    | 1.31   | −4.5 ± 8.7                              | [58]      |
| HS1549+1919   | 1.34   | −0.7 ± 6.6                              | [58]      |
| J0841+0312    | 1.34   | 3.0 ± 4.0                               | [58]      |
| J0841+0312    | 1.34   | 5.7 ± 4.7                               | [58]      |
| J01080037     | 1.37   | −8.4 ± 7.3                              | [58]      |
| HE00012340    | 1.58   | −1.5 ± 2.6                              | [58]      |
| J1029+1039    | 1.62   | −1.7 ± 10.1                             | [58]      |
| HE11041850    | 1.66   | −4.7 ± 5.3                              | [58]      |
| HE22172818    | 1.69   | 1.3 ± 2.6                               | [58]      |
| HS1946+7658   | 1.74   | −7.9 ± 6.2                              | [58]      |
| HS1549+1919   | 1.80   | −6.4 ± 7.2                              | [58]      |
| Q11032645     | 1.84   | 3.5 ± 2.5                               | [58]      |
| Q22061958     | 1.92   | −4.6 ± 6.4                              | [58]      |
| Q1755+57      | 1.97   | 4.7 ± 4.7                               | [58]      |
| PHL957        | 2.31   | −0.7 ± 6.8                              | [58]      |
| PHL957        | 2.31   | −0.2 ± 12.9                             | [58]      |

TABLE I. Current measurements of \( \Delta \alpha/\alpha \) from the ESO UVES Large Program. The first column shows the source along the line of sight, the redshift of the absorption system is shown in the second column, while the reported value of \( \Delta \alpha/\alpha \) and the corresponding 1\( \sigma \) error in units of \( 10^{-6} \) are shown in the third column; the last column shows the respective reference.

II. DATA SET AND CONSTRAINTS

A. Data sets

In the previous section we mentioned the results reported by different groups regarding measurements of a possible variation of \( \alpha \) from astronomical observations. A specific concern regarding the results of Refs. [17, 49, 50, 51] is that they are based on archival data, that is, the data were not taken for the specific purpose of measuring variation of fundamental constants. Furthermore, the data acquisition procedures were also far from ideal, particularly regarding the key issue of wavelength calibration.

The ESO UVES Large Program was developed to confirm these results being the only large program dedicated specifically to test possible variations of fundamental constants, with an optimized sample and methodology. The results obtained for the variation of \( \alpha \) are shown in Table II and will be used in this paper to derive constraints on the \( \eta \) parameter of Eq. (1) as well as to perform a forecast analysis to estimate the number of measurements needed to verify the validity of the DDR (see Section III).

On the other hand, Leite et al. [53] identified a list of 14 \( \alpha \) targets in the redshift range \( 1.35 < z < 3.02 \) to be observed during the ESPRESSO Fundamental Physics Guaranteed Time Observations (GTO). Table II shows the best currently available measurements of \( \alpha \), among the targets accessible to ESPRESSO. Throughout this
For the ESPRESSO/VLT we consider two scenarios: baseline and ideal which intend to bracket the expected performance of both missions. For the ESPRESSO/VLT we consider $\sigma_{\text{VLT}}^{\text{baseline}} = 6 \times 10^{-7}$ and $\sigma_{\text{VLT}}^{\text{ideal}} = 2 \times 10^{-7}$ whereas for the E-ELT-HIRES, $\sigma_{\text{ELT}}^{\text{baseline}} = 1 \times 10^{-7}$ and $\sigma_{\text{ELT}}^{\text{ideal}} = 0.3 \times 10^{-7}$.

### B. Theoretical expressions for $\eta(z)$

As mentioned earlier, Refs. [37, 38] derived a direct relation between variations of $\alpha$ and violation of the DDR, i.e.,

$$\Delta \alpha = \eta^2(z) - 1 \rightarrow \eta(z) = \sqrt{\frac{\Delta \alpha}{2}} + 1. \quad (2)$$

Considering the above expression, we show in the left panel of Fig. 1 the original values of $\Delta \alpha / \alpha$ (displayed in Table I) whereas the corresponding values of $\eta(z)$ are shown in the right panel of the same figure.

In order to constrain a possible violation of the DDR, we explore three parameterizations of $\eta(z)$:

- **P1**: $\eta(z) = 1 + \eta_0 z$,  
- **P2**: $\eta(z) = 1 + \eta_0 \left( \frac{z}{1+z} \right)$,  
- **P3**: $\eta(z) = (1 + z)^{\eta_0}$,  

which cover a wide range of possibilities, as discussed in [42]. The first one is a natural approximation to the problem but it diverges at large redshifts whereas the second parameterization fixes the divergence problem. The third parameterization accounts for a general photon attenuation, and was introduced originally in the context of a departure from CMB’s transparency [68]. As shown in Section III, our results are independent of the parameterization adopted.
We obtain the best fit values and errors for the parameter $\eta_0$ through a $\chi^2$ statistics using the data set shown in Table III. The corresponding likelihood, $L \propto e^{-\chi^2}$, as a function of $\eta_0$ is shown in Fig. 2 (left) whereas the numerical results are displayed in Table III. For all parameterizations, both the values are of the order of $10^{-7}$, which essentially means that deviations from the DDR obtained from the current measurements of $\Delta\alpha/\alpha$ are very small, with $\eta(z) \sim 1$. It is worth mentioning that when compared with recent constraints on the DDR parameter from cosmological observations (see e.g. [37, 42, 44, 45, 46, 47, 48, 69]) the above results are orders of magnitude more restrictive.

We also compare our results with the ones reported by [37] using measurements of $\Delta\alpha/\alpha$ from 154 absorbers observed with VLT and 128 absorbers observed at the Keck observatory. The former (latter) measurements provide $(10^{-7})$: $\eta_0 = 8.4 \pm 3.5$ ($\eta_0 = -16 \pm 6$), $\eta_0 = 20 \pm 10$ ($\eta_0 = -49 \pm 17$) and $\eta_0 = 14 \pm 6$ ($\eta_0 = -30 \pm 11$) for P1, P2 and P3 parameterizations, respectively. Clearly, the two data sets show incompatible results which were interpreted by the authors as due to a possible variation of $\alpha$ in the Northern and Southern hemispheres.

### III. FORECAST ANALYSIS

In this section we describe the forecast analysis performed with the inferred observational values of $\eta_0$ from both the currently available data set and the targets available for future missions. We use the three parameterizations described in the previous section and show that the results are independent of the parameterization adopted.

We performed a series of Monte Carlo simulations, divided into two sets of forecast (Forecast I and Forecast II), which are explained below. In order to make clearer the simulation procedure we describe the general methodology as follows:

- We set the fiducial model of $\eta(z)$ for each parameterization with the corresponding best-fit value of $\eta_0$ obtained from current observations (Table III);
- For Forecast I, we use the relative error ($\sigma_{\eta(z)}/\eta(z)$) obtained from the observational data. For Forecast II, we consider the mean value of $\eta$ from the observational inferred values shown in Table III and the uncertainties as described in Section I for future surveys. We then perform a statistical analysis and obtain a linear fit from the relative error, resulting in a mean and $1\sigma$ errors. We remove the points that are further than $1\sigma$ from the previous fit and, with the remaining points, we perform again the same statistical analysis to obtain the final mean and $1\sigma$ errors.
- By the convolution of the final fit for the relative error with the fiducial model we obtain the final fit for the error with a mean and $1\sigma$ errors;
- With the fiducial model and errors, we run the simulations by setting the number of points in each realisation of the simulations. The points are equally distributed in redshift;
- The mean value of the simulation, for each redshift, is obtained from a random pick in a Gaussian distribution $N(\mu, \sigma)$ with the mean $\mu$ and standard deviation $\sigma$, given by the fiducial model;
- The corresponding errors of the simulation, for each redshift, is also obtained from a random pick in the Gaussian distribution $N(\mu, \sigma)$. In this case,
with the mean ($\mu$) and standard deviation ($\sigma$), as previously described, given by the convolution of the final fit for the relative error with the fiducial model;

- The previous procedures are repeated for each redshift.

- A $\chi^2$ statistics is used to obtain the mean best fit value of $\eta_0$ for a given realisation.

- The whole procedure is repeated for different numbers of points.

| $\eta_{\text{sim}}$ | VLT (baseline) [$\times 10^{-7}$] | VLT (ideal) [$\times 10^{-7}$] | E-ELT (baseline) [$\times 10^{-7}$] | E-ELT (ideal) [$\times 10^{-7}$] |
|----------------------|----------------------------------|---------------------------------|---------------------------------|----------------------------------|
| 15                   | 2.77 ± 6.53 × 10^{-1}            | 3.13 ± 6.56 × 10^{-1}          | 3.13 ± 6.52 × 10^{-1}          | 3.13 ± 6.59 × 10^{-1}          |
| 20                   | 3.13 ± 6.59 × 10^{-1}            | 3.13 ± 6.55 × 10^{-1}          | 3.13 ± 6.51 × 10^{-1}          | 3.13 ± 6.58 × 10^{-1}          |
| 25                   | 3.13 ± 6.50 × 10^{-1}            | 3.13 ± 6.54 × 10^{-1}          | 3.13 ± 6.50 × 10^{-1}          | 3.13 ± 6.57 × 10^{-1}          |
| 30                   | 3.13 ± 6.57 × 10^{-1}            | 3.13 ± 6.57 × 10^{-1}          | 3.13 ± 6.57 × 10^{-1}          | 3.13 ± 6.56 × 10^{-1}          |
A. Forecast I

For exemplification, we show in Fig. 2 (right) a comparison between the observed data points of Table I (black points) and simulated points of a given realisation from the forecast I (blue points), assuming P1. The evolution of the values of $\eta_0$ with the number of points $N$ assumed in the simulations is shown in Figs. 3 for parameterizations P1 (left), P2 (middle) and P3 (right). As expected, the larger the number of points, the smaller the errors obtained. Thus, we define the critical number, $N_{\text{crit}}$, at which $\sigma_{\eta_0} = \eta_0$ and the validity of the DDR is excluded within $1\sigma$. For parameterizations P1, P2, and P3 we find $N_{\text{crit}} = 248$, $N_{\text{crit}} = 195$, $N_{\text{crit}} = 226$, respectively. It should be noted that the value of $N_{\text{crit}}$ does not depend significantly on the parameterization adopted.

B. Forecast II

The previous forecast used the observationally inferred data set for $\eta(z)$ obtained from the currently available sample of $\Delta \alpha/\alpha$ (Table I) as the starting point of the simulations. In our second forecast analysis, we investigate the ability of future observations to constrain the DDR parameter $\eta(z)$. We use the redshift range of Table II and obtain the mean values of $\eta$ applying Eq. (2) to Table II. We also take the errors equal to the uncertainty expectations of the missions ESPRESSO/VLT and ELT/HIRES for the baseline and ideal scenario, as described in Section II.

We first perform the data simulation and forecast analyses by fixing the number of points to the DS2 data set. The results for each parameterization (with $N = N_{DS2}$) are presented in Table IV. Then, we perform the same analysis by varying the number of measurements. The results for parameterizations P1, P2 and P3 are shown respectively in Tables V, VI and VII. Our analysis shows that with the uncertainty level of the next generation of high-resolution spectrograph (ESPResso/VLT and E-ELT/HIRES) the validity of the DDR can be verified with only 15 measurements, i.e., one order of magnitude lower than the number of data points required by the current data. Note also that the expected bounds on $\eta_0$ ($O(10^{-9})$) are two orders of magnitude lower than the current ones. Such conclusion holds for all parameterizations adopted in this paper.

IV. CONCLUSIONS

The search for space-time dependence of the fundamental constants of Nature is crucial to investigate potential signs of new physics. In this paper we used the best currently available measurements of $\Delta \alpha/\alpha$ to impose the most stringent constraints on a possible violation of the DDR to date ($\eta_0 \sim O(10^{-7})$), assuming a direct relation between variations of $\alpha$ and departures of the DDR ($\eta = 1$), as derived in [37, 38].

Furthermore, we used the estimates of uncertainty of upcoming missions, such as VLT/ESPResso and E-ELT/HIRES, to forecast future constraints on the DDR parameter and estimate the necessary number of data points to confirm the hypotheses behind the DDR. Our results show that, for the level of uncertainties of the present data set, a number of observations $N_{\text{crit}} \gtrsim 200$ is enough to verify the validity of the DDR whereas for the expected level of uncertainties of the upcoming measurements, we found $N_{\text{crit}} \sim 15$. The expected bounds on $\eta_0$ are of the order of $10^{-9}$, regardless of the DDR parameterization adopted.
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