SIMULATED PERFORMANCE OF TIMESCALE METRICS FOR APERIODIC LIGHT CURVES
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ABSTRACT

Aperiodic variability is a characteristic feature of young stars, massive stars, and active galactic nuclei. With the recent proliferation of time-domain surveys, it is increasingly essential to develop methods to quantify and analyze aperiodic variability. We develop three timescale metrics that have been little used in astronomy—Δm−Δt plots, peak-finding, and Gaussian process regression—and present simulations comparing their effectiveness across a range of aperiodic light curve shapes, characteristic timescales, observing cadences, and signal to noise ratios. We find that Gaussian process regression is easily confused by noise and by irregular sampling, even when the model being fit reflects the process underlying the light curve, but that Δm−Δt plots and peak-finding can coarsely characterize timescales across a broad region of parameter space. We make public the software we used for our simulations, both in the spirit of open research and to allow others to carry out analogous simulations for their own observing programs.
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1. INTRODUCTION

Observational astronomy is currently undergoing a revolution following the advent in the 1990s of synoptic time-domain data sets. Led by the Massive Compact Halo Objects project and the continuing Optical Gravitational Lensing Experiment project, the time-domain astronomy effort is now complemented by newer survey projects such as the All-Sky Automated Survey, the Catalina Real-Time Transient Survey, and the Palomar Transient Factory (PTF). Additional work on variability is being performed at other wavelengths (e.g., the VISTA Variables in the Via Lactea or VVV survey) and with more precision and higher cadence from space (e.g., MOST and the K2 mission). Future ground-based time-domain projects in the optical include the Zwicky Transient Facility and the Large-Scale Synoptic Survey Telescope. The coming flood of time-domain data will enable new approaches to long-standing questions in all fields of astrophysics—but only if we have the necessary tools to make full use of variability information.

Timescales are an important clue to the physics underlying variability, and are therefore key to making the most of time-domain surveys. Pulsating variables such as Miras, Cepheids, RR Lyrae, and ZZ Ceti stars have such a timescale, the pulsation period. Periodicity or multiperiodicity is also the basis of asteroseismological studies and stellar rotation work. In the study of variable young stars, the topic that motivated this paper, the bulk of the published literature focuses on derivation of periods and scientific interpretation thereof. Notable periodic variability work includes papers by, e.g., Grinin (2000), Rebull et al. (2006), Herbst et al. (2007), Irwin et al. (2008), and Cieza & Baliber (2007), typically using periodograms (e.g., Lomb 1976; Scargle 1982; Lenz & Breger 2005) to identify the dominant period. Most authors assume that the observed periodic signal reflects the rotation period of the star, regardless of whether the variability origin could be attributed to accretion-induced hot spots or to cool starspots (Herbst et al. 1994).

However, not all variables are periodic, and aperiodic variables can probe different physics from periodic variables. In accreting young stars, complex physical processes also lead to aperiodic variability, which is cataloged but relatively uninterpreted in the young star literature. The suspected physical processes may occur at different locations (from the stellar photosphere, from the accretion flow region, or over a broad circumstellar disk) or driven by different physics (dynamical changes, re-radiation of variability at other wavelengths, magnetic field reorganization, or thermal evolution), and result in a range of different timescales, from hours to years. Similar complexities apply to other accreting systems such as cataclysmic variables, X-ray binaries, and active galactic nuclei (AGNs).

Unlike many periodic phenomena, the aperiodic variables’ connections to specific physics are not well-established. It is, in general, not known whether a particular “irregular” signal probes a dynamical, radiative, or thermal timescale. Roughly half to two-thirds of the variable stars in star-forming regions do not have well-defined periods (e.g., Scholz & Eislöffel 2004; Rodríguez-Ledesma et al. 2009; Cody & Hillenbrand 2010). As aperiodic variables constitute a large fraction of variable stars in star-forming regions, and are expected to probe variable accretion flow or geometry (e.g., Romanova et al. 2003), rapidly changing disk structures (e.g., Turner et al. 2010), and other key processes, characterizing and understanding aperiodic variability is essential to completing our understanding of young star and disk physics. Analogous arguments apply to aperiodic variables in other fields, such as AGNs where sizable data sets also exist (e.g., MacLeod et al. 2012).

Our interest in aperiodic variability lies in the interpretation of several different time series data sets on young star samples. First is the Palomar Transient Factory, which we have used for an unprecedented characterization of young star variability in the North America Nebula (NAN) complex, as described in Findiesen (2015). The high cadence and long baseline of the PTF-NAN data are unmatched among blind surveys of star-forming regions, and allow a variety of variability on...
timescales of days to years to be treated with a unified approach. Second are two higher cadence but shorter duration data sets involving space-based platforms, the standard Young Stellar Object Variability (YSOVAR) data set discussed by Rebull et al. (2011) encompassing a number of young clusters and the Coordinated Synoptic Investigation of NGC 2264 (CSI-2264) data set presented by Cody et al. (2014). All are discussed in more detail in the next section.

The key challenge in making full use of these data sets is that no standard metric analogous to periodograms exists for characterizing aperiodic signals. Therefore, we concentrate on finding a robust metric for characterizing the variability timescale of aperiodic variables and quantitatively distinguishing rapidly from slowly varying signals of this type. Our aim is to establish how to quantify both aperiodic and periodic variability in a uniform manner.

In order to use any timescale metric to best effect, one must first understand the impact of measurement noise, limited cadence, and finite observing windows on the analysis. For example, the generation of periodograms is affected by aliasing, which is a strong function of the cadence and can be characterized by tools such as the window function (Deeming 1975). To our knowledge, no analytical tool analogous to the window function has been developed for the analysis of aperiodic signals. In this work, we employ simulated data sets, which allow us to experiment with the effects of noise and cadence while giving us a “true” timescale to which to compare the output of each timescale metric. Our work supplements recent publications from the extragalactic community (Emmanoulopoulos et al. 2010; de Diego 2010, 2014) that characterize statistical tools popular in AGN research.

In this publication, we present simulations of both periodic and aperiodic signals across a grid of amplitude, timescale, noise, and observing cadence. We describe the signals in Section 2 and the simulations in Section 3. Section 4.1 introduces three candidate timescale metrics—Δam−Δτ plots, peakfinding, and Gaussian process regression—that we then apply to the simulated data in Section 5. By observing how the computed timescale varies with input timescale, other light curve properties, and observing cadence, and how stable it is across multiple simulation runs, we evaluate the performance and reliability of each candidate metric in Section 6. We finish with recommendations for characterizing aperiodic timescales for real data. Application to our own data on variability in the North America Nebula complex is deferred to a later paper.

2. TEST SIGNALS

Our simulations covered five types of signals: sinusoids, white noise, squared exponential Gaussian processes, damped random walks, and undamped random walks. These signals present a sufficiently diverse set that any timescale metric that works well on all of them is likely to also be reliable when applied to real data. The white noise case served as a control group, and is presented only briefly; the other light curves are illustrated in Figure 1, while the frequency distribution for each is presented in Figure 2.

2.1. Sinusoid

As the archetypal periodic function, a sinusoidal signal serves as a good reference point for comparison to aperiodic functions. This signal is defined as

\[ m(t) = m_0 + A \sin(\omega(t - t_0)). \] (1)

Note that in this convention, \( A \) is the half-amplitude, not the peak-to-peak amplitude. The difference between the 5th and 95th percentiles of magnitude (hereafter the “5–95% amplitude”) of a sine is \( 2A \cos \left( \frac{\pi}{2} (0.10) \right) = 1.975 A \). The rms amplitude is \( A \sqrt{\pi} = 1.772 A \).

The power spectral density of a sinusoid, following the Fourier transform convention of Gillespie (1996), is the well-known result

\[ S(\nu) = \frac{1}{2}A^2 \left( \delta \left( \nu - \frac{1}{P} \right) + \delta \left( \nu + \frac{1}{P} \right) \right), \]

where \( \delta \) denotes the Dirac delta function. By definition, a sinusoid has only a single frequency component.

2.2. Squared Exponential Gaussian Process

The squared exponential Gaussian process is a probabilistic model where magnitudes are drawn from a Gaussian distribution, and the correlation between magnitudes at any two times follows a Gaussian function of the time difference between them. It has the form

\[ E(m(t)) = m_0 \]
\[ V(m(t)) = \sigma_m^2 \]
\[ \text{cov}(m(t_i), m(t_j)) = \sigma_m^2 e^{-\left| t_i - t_j \right|^2/2\tau^2}, \] (2)

where \( E(X) \) denotes the expected value of random variable \( X \), \( V(X) \) the variance of \( X \), and \( \text{cov}(X, Y) \) the covariance of random variables \( X \) and \( Y \). \( \tau \) is the correlation time and \( \sigma_m \) is the rms amplitude of the squared exponential Gaussian process. The 5%–95% amplitude for a squared exponential Gaussian process is \( 2\sigma_m \sqrt{2} \text{erf}^{-1}(0.90) = 3.291 \sigma_m \).

The power spectral density of a squared exponential Gaussian process, following the Fourier transform convention of Gillespie (1996), is

\[ S(\nu) = 2\sqrt{2\pi} \tau \sigma_m^2 e^{-2\pi^2 \nu^2 \tau^2/2}. \]

The power spectrum is flat for \( \nu \lesssim 1/\tau \), but has almost no power at higher frequencies, as shown in Figure 2.

2.3. Damped Random Walk

A damped random walk, or more formally an Ornstein–Uhlenbeck process (Uhlenbeck & Ornstein 1930), is a stochastic model in which a variable undergoes random Gaussian perturbations but also experiences a restoring force. Although a damped random walk is normally defined in terms of a stochastic differential equation, it is also a Gaussian process (Doob 1942), though with weaker short-timescale correlations than the squared exponential Gaussian process introduced previously. If \( m(t) - m_0 \) follows an Ornstein–Uhlenbeck process (we subtract \( m_0 \) because we follow the formalism of Gillespie 1996, who defines the process to have mean zero), then

\[ E(m(t)) = m_0 \]
\[ V(m(t)) = \frac{D\tau}{2} \]
\[ \text{cov}(m(t_i), m(t_j)) = \frac{D\tau}{2} e^{-\left| t_i - t_j \right|/\tau}, \] (3)

where \( D \) is the diffusion constant for the random walk and \( \tau \) is the damping time.

The 5%–95% amplitude for a damped random walk is \( 2\sqrt{D\tau} \text{erf}^{-1}(0.90) = 2.327 \sqrt{D\tau} \). The rms amplitude is \( \sqrt{D\tau/2} \).
The power spectral density of a damped random walk, following Gillespie (1996), is

\[ S(\nu) = \frac{2D\tau^2}{1 + (2\pi \nu \tau)^2}. \]

The power spectral density is flat for \( \nu \lesssim 1/\tau \), but decays as \( 1/\nu^2 \) at higher frequencies (Figure 2).

### 2.5. White Noise

A Gaussian white noise process is a probabilistic model where magnitudes are drawn from a Gaussian distribution, and are independent of the magnitudes at all other times. Formally,

\begin{align*}
E(m(t)) &= m_0 \\
V(m(t)) &= \sigma_m^2 \\
\text{cov}(m(t_i), m(t_j)) &= \sigma_m^2 \delta(t_i, t_j),
\end{align*}

where \( \delta \) denotes the Kronecker delta, not the Dirac delta. \( \sigma_m \) can be interpreted as the rms amplitude of the white noise process. The 5%–95% amplitude for a white noise process is

\[ 2\sigma_m \sqrt{\text{erf}^{-1}0.90} = 3.291\sigma_m. \]

The power spectral density of a white noise process, following Gillespie (1996), is

\[ S(\nu) = 2\sigma_m^2. \]

By definition, a white noise process has a uniform power spectrum.
3. SIMULATIONS

In this section, we describe the software, input parameters, and analysis methods we used to test timescale metrics on simulated light curves. The metrics themselves are presented in detail in the next section.

3.1. LightcurveMC: an Extensible Light Curve Simulation Program

We have developed a program to generate random light curves and to perform automated statistical analysis of each light curve. LightcurveMC is designed to be highly modular, allowing new light curve types or new analysis tools to be introduced without excessive development overhead. The statistical tools are completely agnostic to how the light curve data is generated, and the light curve generators are completely agnostic to how the data will be analyzed. The use of fixed random seeds throughout guarantees that the program generates consistent results from run to run.

All figures and results in this work were generated using LightcurveMC 2.3.0. It is available, with documentation, from the Astrophysics Source Code Library as ascl:1408.012 (Findeisen 2014). For the simulation runs presented here, the program was built using GCC 4.4.7-3 on Red Hat Enterprise Linux 6.4 and linked against kpfutils4 1.0.0, Timescales5 1.0.0, Boost6 1.41.0, GSL7 1.10, TCLAP8 1.2.1, R9 2.15.1, Rcpp10 0.10.3, RInside11 0.2.10, gptk12 1.06, and numDeriv13 2012.9-1. The random generation of squared exponential and two-timescale Gaussian processes is sensitive to the version of GSL used, but otherwise the program output reported here should be reproducible regardless of compiler, interpreter, or library version.

4 https://github.com/kfindeisen/kpfutils
5 https://github.com/kfindeisen/Timescales
6 http://www.boost.org/
7 http://www.gnu.org/software/gsl/
8 http://tclap.sourceforge.net/
9 http://www.r-project.org/
10 http://dirk.eddelbuettel.com/code/rcpp.html
11 http://dirk.eddelbuettel.com/code/rinside.html
12 http://cran.r-project.org/web/packages/gptk/
13 http://cran.r-project.org/web/packages/numDeriv/
Figure 3. Simulated damped random walk light curve with a damping time of 16 days, sampled at each of the cadences presented in Table 1. All four panels are different subsets of the same light curve. Note that the width of the plot varies from 35 days (YSOV AR 2010) to 4 yr (PTF-NAN Full). The CoRoT light curve shows the smallest-scale variability well, while the full PTF light curve shows long-term trends. The PTF-NAN 2010 and YSOVAR 2010 cadences provide a much sparser sampling, but comparing the CoRoT and YSOV AR 2010 figures one can see similar structures in both; the sparser coverage of the YSOV AR 2010 cadence does not preclude a characterization of its major variability component(s).

Table 1

| Cadence            | Number of Points | Base Line (days) | Char. Cadence (days) | Longest Gap (days) |
|--------------------|------------------|------------------|----------------------|--------------------|
| PTF-NAN Full       | 910              | 1,224.9          | 0.21                 | 179.3              |
| PTF-NAN 2010       | 126              | 252.7            | 1.98                 | 17.0               |
| YSOVAR 2010        | 39               | 35.7             | 1.26                 | 2.5                |
| CoRoT              | 6,307            | 38.7             | 0.012                | 0.78               |

Notes. Characteristic cadence is a measure of the “typical” spacing between observations and is defined in the text. The longest gap is the maximum interval, within the light curve, containing no observations.

3.2. Input Cadences

We tested timescale metrics on four observing cadences, representing different young star monitoring programs recently carried out at Caltech and the Infrared Processing and Analysis Center. The cadences, presented in Table 1 and illustrated in Figure 3, were selected to probe different observing regimes. The PTF-NAN Full cadence is the cadence at which we observed the North America Nebula with the Palomar Transient Factory from 2009 August to 2012 December (Findeisen et al. 2013; Findeisen 2015; K. Findeisen et al., in preparation), with a cadence varying between hourly and biweekly over the course of the survey. The PTF-NAN 2010 cadence is the subset of these observations that were taken in 2010, when the cadence was consistently every one to three days. The YSOVAR 2010 cadence represents a month of Spitzer observations for the
Young Stellar Object Variability survey (Morales-Calderón et al. 2011; Rebull et al. 2014) to represent a higher-cadence and shorter-baseline monitoring program than either of the two PTF-NAN cadences. Finally, the CoRoT cadence represents 40 days of high-frequency observations taken by Cody et al. (2014) to probe the extremes of both very high cadence and very large number of points.

We characterize each cadence by its baseline, by its characteristic cadence, and by the length of the longest gap in the data.

To define a characteristic cadence for an irregularly sampled time series, we note that a regular time series of \(N\) observations spaced by \(\Delta t\) probes timescales from \((N-1)\delta t\) to \(N\delta t\). Specifically, if one finds the set of separations between any two points in the light curve, \(\{\Delta t\}\), there are \(N-1\) pairs of points separated by \(\delta t\), \(N-2\) pairs separated by \(2\delta t\), and so on, for a total of \(N(N-1)/2\) pairs of points. Since the first \(N-1\) of these \(N(N-1)/2\) pairs are equal to the cadence, the cadence is the \(2/N\)th quantile of the set \(\{\Delta t\}\). Reasoning that the set \(\{\Delta t\}\) is a complete characterization of which timescales get probed with what degree of redundancy by a data set, we define the characteristic cadence of any time series to be the \(2/N\)th quantile of \(\{\Delta t\}\).

### 3.3. Parameter Grid

For the simulations we generated light curves from sinusoidal, squared exponential Gaussian process, damped random walk, and random walk models over a grid of light curve parameters. These parameters included the choice of cadence, the choice of light curve, the light curve amplitude, the light curve timescale, and the signal-to-noise of the data. Since the simulations were motivated by our study of optical young stellar variability, we selected model parameters reflecting our expectations for young stellar variability.

Figure 1 shows a sample of the program output, one panel per light curve type, for a regular test cadence.

We tested amplitudes of 1 mag, 0.5 mag, 0.25 mag, and 0.1 mag, values typical for young stars (e.g., Herbst et al. 1994; Grankin et al. 2007), measured between the 5th and 95th percentiles (“5%–95% amplitude”). The lower limit of 0.1 mag amplitude was set by the limited photometric precision of our data. The formulae from Section 2 were used to transform these amplitudes into model parameters. For example, since the 5%–95% amplitude for a sine wave is 1.975 \(\lambda\) from Section 2.1, we selected \(A = 1/1.975 = 0.506\) mag to generate a 1 mag sinusoidal signal.

We added Gaussian white noise to each light curve, in flux space, at signal-to-noise ratios of 20, 10, and 4, measured with respect to the theoretical median flux of the light curve. The amplitude-to-noise ratio depends on both the signal-to-noise ratio and the selected amplitude. We also had a corresponding run with no noise (for testing Gaussian process models, one of the timescale metrics, we instead adopted a signal-to-noise ratio of 300 because the fits could not converge if there was exactly zero noise). Points that had negative flux after adding noise were counted as nondetections and removed from the analysis, but we did not simulate detection limits explicitly.

We tested the PTF-NAN Full cadence, the PTF-NAN 2010 cadence, and the YSOVAR 2010 cadence from Table 1. To keep computation times down, we did not test all 48 combinations of amplitude, signal-to-noise, and cadence; instead, we tested each amplitude at a signal-to-noise of 20 and PTF-NAN Full cadence (values typical for much of the PTF-NAN data), each signal-to-noise at an amplitude of 0.5 mag and PTF-NAN Full cadence, and each cadence at a signal-to-noise of 20 and amplitude of 0.5 mag, for a total of nine combinations.

For simulations using either PTF-NAN cadence, we tested light curve timescales (denoted \(\tau\) or \(P\) in Section 2) of 0.5 days, 2 days, 5 days, 16 days, 64 days, and 256 days at all nine combinations of amplitude, signal-to-noise, and cadence. This timescale grid was chosen because we wanted to determine our sensitivity to variability across the entire time range probed by our cadence. The lower limit was set to several hours, both because we had little data probing intranight variability, and because previous work showed little variation on such short timescales (Smith et al. 1996; Cody et al. 2013). The upper limit was set to order a year, so that we could still sample the characteristic timescale three or more times in our multi-year survey. For simulations using the YSOVAR 2010 cadence, we instead tested timescales of 0.1 days, 1 day, 2 days, 5 days, 20 days, and 40 days, applying analogous arguments to the cadence and time baseline of the YSOVAR 2010 cadence.

In addition to the primary parameter grid described above, we ran simulations of only one of the timescale metrics, peak-finding, on the cadence used by CSI 2264. These separate simulations were run at a signal-to-noise ratio of 100, a value typical of the light curves studied by Cody et al. We used the same amplitude and timescale grids as for the YSOVAR 2010 cadence.

In either grid, at each grid point we generated 1000 light curves of each type, giving them the appropriate amplitude and timescale. Since a random walk does not have a well-defined amplitude or timescale, we assigned it a diffusion constant \(D = 2\sigma^2/\tau\), where \(\sigma\) and \(\tau\) were the amplitude and timescale parameters adopted for the damped random walk. This convention for \(D\) gave the damped and undamped random walks at the same grid point equal diffusion constants for ease of comparison (cf. Equation (3)). We also generated 1000 white noise light curves at each combination of amplitude, signal-to-noise, and cadence to compare to the structured light curves. The final tally was 213,000 simulated light curves. Each timescale metric was tested on each of the light curves, with one exception. To keep running times down, the much slower Gaussian process fitting, presented in Section 4.3, was tested on only the first 30 light curves of each set of 1000.

### 3.4. Timescale Characterization

The simulation setup described in Sections 2 and 3 is generic, and can be applied to a variety of problems in observational time-domain astronomy, including accurate amplitude or shape parameter estimation. Here, we are primarily interested in identifying the characteristic timescales of observed light curves. The speed at which a source varies is an important physical probe of a variety of physical mechanisms, as described in Section 1.

Characterizing timescales in aperiodic, irregularly sampled signals is a difficult problem. For a metric to be useful in real applications, we must show that it gives meaningful and precise results, and that it can do so regardless of the (unknown a priori) type of light curve. We would also prefer a metric that is not affected by either physical details of a source, such as the light curve amplitude, or observational details of the data, such as signal-to-noise ratio or cadence.

The grid presented in Section 3.3 probes a broad range of both “physical” and observational parameters. In Section 6, we plot metric performance against light curve shape, input timescale, signal-to-noise ratio, and cadence. While the effects of light
techniques. It is defined by pairing up all observations curve’s behavior and thus allows a broader range of analysis 2010), although it preserves more information about the light variability is observed on a particular timescale. In some ways curve that describes the frequency with which a particular degree of variability is observed on which time baselines. If the original curve amplitude and signal-to-noise ratio are not perfectly degenerate (i.e., a 1 mag variable at a signal-to-noise ratio of 10 is not equivalent to a 0.1 mag variable at a signal-to-noise ratio of 100, due to the nonlinear relationship between magnitude and flux changes), the difference is subtle enough that, for brevity, we only present how timescale metrics depend on signal to noise at fixed amplitude, but not how they depend on amplitude at fixed signal to noise.

4. TIMESCALE RECOVERY METRICS

4.1. \(\Delta m-\Delta t\) Plots

The \(\Delta m-\Delta t\) plot is a nonparametric representation of a light curve that describes the frequency with which a particular degree of variability is observed on a particular timescale. In some ways it resembles the self-correlation analysis of Percy et al. (2003, 2010), although it preserves more information about the light curve’s behavior and thus allows a broader range of analysis techniques. It is defined by pairing up all observations \(m_i(t_i)\) of a light curve, and recording only the time and magnitude differences:

\[
\Delta t_{ij} = |t_i - t_j| \quad (i > j)
\]

\[
\Delta m_{ij} = |m_i - m_j| \quad (i > j)
\]

where the restriction \(i > j\) is to ensure each pair is considered only once. These differences may then be represented as a scatter plot of \(\Delta m\) as a function of \(\Delta t\), presenting directly how much variability is observed on which time baselines. If the original light curve had \(N\) data points, the corresponding \(\Delta m-\Delta t\) plot has \(N(N-1)/2\) pairs of \((\Delta t, \Delta m)\) values. The \(\Delta m-\Delta t\) plot is closely related to the structure function SF, as \(SF(\Delta t) = E(\Delta m^2)\). A similar technique was used to characterize ensembles of light curves in Mahabal et al. (2011), although in this work each \(\Delta m - \Delta t\) plot corresponds to a single light curve.

For light curves with hundreds or thousands of epochs, \(\Delta m-\Delta t\) plots may have thousands to millions of unique pairs of points. A plot with this many points is difficult to interpret, as nearly all the points simply blend together. Therefore, another layer of abstraction, such as a histogram or a density estimator, may be used to present a \(\Delta m-\Delta t\) plot. An example of a histogram-based \(\Delta m-\Delta t\) plot is shown in Figure 4.

In general, different timescales will be sampled to different degrees by a \(\Delta m-\Delta t\) plot. For example, consider a time series consisting of \(N\) points uniformly spaced by an interval \(\delta t\). The allowed values of \(\Delta t\) will have the form \(\Delta t = n\delta t\), with \(1 \leq n \leq N - 1\), and the number of pairs with each value will be \(N-n\). The shortest timescales will be by far the best-sampled, with the median value of \(\Delta t\) being approximately \(0.3N\delta t\) in the limit \(N \gg 1\). Data gaps and other complexities can lead to other bias patterns.

Any method of analyzing \(\Delta m-\Delta t\) plots, whether qualitative or formal, must correct for the differing number of pairs at different timescales, because the relative number of pairs at different timescales is a property of the experimental setup rather than of the source(s) being studied. At present, we are binning the pairs in \(\log \Delta t\), and describing the \(\Delta m-\Delta t\) plots in terms of summary statistics on \(\Delta m\) within each time bin. This representation removes the biases associated with variable sampling, though (as with all histograms) the results will tend to converge slowly to the true distribution as the number of observations increases, and the results may be biased by changes in the \(\Delta m\) distribution across the width of an individual bin. In addition, the shortest timescale bins, being the narrowest, are poorly populated, introducing sampling noise into the results.

We convert a \(\Delta m-\Delta t\) plot into a scalar timescale by finding the first \(\Delta t\) at which the 90% quantile exceeds one half of the 5%–95% amplitude. Both thresholds were chosen on the basis of intuition: the 90% quantile should represent the “upper envelope” of variability that only occurs ~10% of the time, allowing us to probe intermittent variability, while one half the total amplitude is a reasonable definition of a significant magnitude change. Discussion of alternative measures, both other choices of quantile and other choices of threshold, can be found in Findeisen (2015).

In general, the 90% quantile increases monotonically with timescale. This behavior is easy to understand if the star is varying incoherently: the amount by which the star changes brightness in, for example, 100 days cannot be less than the amount by which it changes brightness in 10 days because it
Figure 5. Example of a simulated damped random walk light curve with a damping time of 16 days (left) and a peak-finding plot derived from it (right). The blue line illustrates the exercise of defining the timescale as the point at which the peak-finding curve crosses a threshold (half the 5%–95% amplitude, in this example).

has had the opportunity to undergo a 10 day change within the 100 day period. In particular, if the star has no variability mechanisms operating on timescales longer than 10 days, then the 100 day brightness change will simply be the net result of 10 uncorrelated (or nearly uncorrelated) 10 day changes. A flattening in the 90% quantile curve therefore means that all the variability occurs on shorter timescales.

For the simulations presented in this work, the first bin edge was set at $10^{−0.97}$ days, with subsequent bins at increments of 0.15 dex up to the full light curve baseline. This choice of bins allowed all possible timescales to be probed, even in the highest-cadence portions of the PTF-NAN, YSOVAR, and CoRoT observing patterns, while the nightly observing gaps in the PTF-NAN data would only deplete points from two bins, from $10^{−0.47}$ days to $10^{−0.32}$ days and from $10^{−0.32}$ days to $10^{−0.17}$ days. These precise bin edges led to the cleanest separation between well-populated and poorly populated bins.

In practice, the variance in timescales across different realizations of the same light curve generator usually exceeds the $\sim$40% error introduced by quantizing the output to 0.15 dex bins. Therefore, finer bins would not improve performance, and are likely to worsen it by increasing the scatter in each bin.

The use of $\Delta t$ bins in analyzing the $\Delta m$–$\Delta t$ plots forces the output timescale onto a grid set by the bin edges. While the scatter in most simulation runs exceeds the bin width, in some runs enough of the observations fall into the same bin to give much less scatter than would be present if we used finer bins or an unbinned analysis. To give a more representative measure of the intrinsic precision of $\Delta m$–$\Delta t$ analysis, we add, in quadrature, $\frac{1}{\sqrt{12}}$ of the bin width to the standard deviation of all $\Delta m$–$\Delta t$-based timescales. The factor of $\frac{1}{\sqrt{12}}$ comes from the fact that the standard deviation of a uniformly distributed random variable is $\frac{1}{\sqrt{12}}$ the length of the interval in which the variable may be found. With no constraint on where within a bin the unbinned timescale would have lied, its position is effectively a uniform random variable in log $\Delta t$ space.

4.2. Peak-finding

Peak-finding is a timescale metric developed by Cody et al. (2014) for well-sampled aperiodic light curves. A direct generalization of periods, peak-finding computes a timescale based on the spacing between local minima and local maxima in a light curve. The more regularly spaced these minima and maxima are, the more precise the metric.

We begin with the first point on the light curve, then identify the first local minimum or maximum that differs from the first point by a predetermined magnitude threshold. After each local minimum we find the first local maximum differing from it by the threshold, and vice versa. In this way, the method builds up a list of alternating minima and maxima, discarding low-amplitude fluctuations. The mean time between minima and maxima separated by a given amplitude threshold, including the end points, is a measure of the speed of fluctuations of that amplitude. By repeating the process for a variety of thresholds, one builds up a plot (Figure 5) of timescale as a function of magnitude scale, from the level of measurement noise up to the full light curve amplitude.

The procedure described above is a slightly older version of the method from that presented by Cody et al., which begins from the global maximum of the light curve, working outward in both directions, rather than from the first point. In addition, we have altered the algorithm of Cody et al. (2014) by considering the median separation between fluctuations, rather than the mean. The mean separation would be biased high by the large seasonal gaps in the two PTF-NAN observing cadences. The median separation is much more robust to coverage gaps provided that most of the variability is on timescales shorter than the length of an observing season, because then the many minima and maxima within each season’s coverage dominate the median. Use of the median instead of the mean does not have a significant effect for simulations using the YSOVAR 2010 or CoRoT cadences, which have much more uniform coverage.

For the simulations, the median peak separation was calculated at each multiple of 0.01 mag, up to the full light curve amplitude. The strategy with which we converted the peak-finding plot into a single timescale varied between the two sets of parameter grids:

1. For simulations using the CoRoT cadence, we identified the highest magnitude threshold at which at least one minimum and one maximum were found, and adopted the median...
separation at 80% of that highest threshold as our timescale. This definition was chosen to allow direct comparison of the simulation results to the work of Cody et al. (2014).

2. For simulations using the YSOVAR 2010 cadence or either PTF-NAN cadence, we identified the median separation between peaks differing by at least half the light curve’s 5%–95% amplitude. We preferred this timescale definition because other simulations, presented in Findeisen (2015), showed that this definition of timescale had considerably less scatter but slightly higher systematics than the 80% criterion used by Cody et al. (2014).

4.3. Gaussian Process Regression

Gaussian process regression is an increasingly popular analysis tool for modeling aperiodic time series that are assumed to consist of a smooth (but unknown) function plus noise (e.g., Rasmussen & Williams 2006). Since a Gaussian process has no specific functional form, a good fit is instead characterized by a high likelihood that the data were drawn from a Gaussian distribution with a particular covariance matrix.

In the most common case, the one we use here, the covariance matrix $K$ of measurements taken at $t_i$ and $t_j$ is assumed to be the sum of a squared exponential Gaussian process, characterized by an amplitude $\sigma$ and a coherence time $\tau$, and a white noise process, characterized by an amplitude $\sigma_n$:

$$K_{ij} = K(t_i, t_j) = \sigma^2 \exp\left(-\frac{(t_i - t_j)^2}{2\tau^2}\right) + \sigma_n^2 \delta(t_i, t_j),$$

where $\delta$ denotes the Kronecker delta. For the purposes of this study, the two amplitudes $\sigma$ and $\sigma_n$ are nuisance parameters, and only the best-fit coherence time $\tau$ is reported. The fitting package we used (gptk) used conjugate gradient descent to maximize the likelihood

$$L(\sigma, \tau, \sigma_n|m) = -\frac{1}{2} m^T K^{-1} m - \frac{1}{2} \log |K| - \frac{n}{2} \log 2\pi$$

given the vector of observed magnitudes $m$. An example of the maximum-likelihood fit is shown in Figure 6.

Because the likelihood function for Gaussian process regression involves the inverse of the $N \times N$ covariance matrix $K$, where $N$ is the number of data points, computing the likelihood function is a cubic operation in $N$. Since conjugate gradient descent may require up to $N$ iterations to converge, the overall task of fitting a light curve is quartic in $N$. To keep running times reasonable, we only attempted Gaussian process regression on light curves simulated on the YSOVAR 2010 cadence ($N = 39$), and only generated 30 light curves per grid point rather than the usual 1000. The light curve parameter grid was the same as described in Section 3.3, except that the noise-free case was replaced with a signal-to-noise ratio of 300. Since the amount of noise in the data is one of the free parameters, and since gptk fits the parameters in log space, attempting to fit a noise-free squared exponential Gaussian process ($\ln \sigma_n = -\infty$) with a noisy squared exponential Gaussian process would never converge.

5. TIMESCALE METRIC EXAMPLES

In this section, we present average $\Delta m$–$\Delta t$ and peak-finding plots for the simulated light curves, concentrating on sinusoidal and damped random walk models. We also present the scatter of each plot around its mean. All plots are computed for the PTF-NAN Full cadence. These plots illustrate many of the metrics’ properties described in the previous section. In addition, they help place into context the results of Section 6, where the plots from multiple runs are distilled into a single number, then averaged together.

5.1. $\Delta m$–$\Delta t$ Plots

5.1.1. Sinusoid

We present in Figure 7 the average value of the $\Delta m$ median, as a function of the time interval between time observations, for a set of 1000 simulations of a sinusoidal light curve with different periods. All light curves are observed using the PTF-NAN Full cadence. The most dramatic change with the sine period is that the first peak in $\Delta m$, and the rise leading up to it, shift so that the first peak always appears at half the period. At very long
timescales, the wide $\Delta t$ bins provide little information, as they do not resolve the periodic variability.

In Findeisen (2015), we presented theoretical expectations for $\Delta m - \Delta t$ plots assuming infinite cadence and observing baseline. These predictions are shown as the red curve on the plots. The values of $\Delta m$ in each bin generally follow the predictions, although in most bins $\Delta m$ is averaged over multiple cycles. As a result, while in principle the $\Delta m$ values oscillate with the period of the sinusoidal signal, the oscillations can only be discerned for one or at most two periods of the measured $\Delta m$ curve.

### 5.1.2. Damped Random Walk

We present in Figure 8 the average value of the $\Delta m$ median, as a function of the time interval between time observations, for a set of 1000 simulations of a damped random walk with different correlation times. All light curves are observed using the PTF-NAN Full cadence. The median $\Delta m$ value steadily rises up to a few times the light curve’s damping time, where it levels off to reflect the absence of longer-term variability. The two sparsely populated bins at $\Delta t \sim 0.5$ days show consistently large scatter, reflecting the small-number statistics used to find the median. In addition, the 64 and 256 day models show significant scatter at the longest $\Delta t$ bins probed by the observations; we believe this reflects there not being enough long baselines to probe the characteristic timescale of the variability.

In Findeisen (2015), we presented theoretical expectations for $\Delta m - \Delta t$ plots assuming infinite cadence and observing baseline. These predictions are shown as the red curve on the plots. The values of $\Delta m$ in each bin generally follow the predictions, but there is a large amount of scatter from run to run.

### 5.1.3. Other Light Curves

$\Delta m - \Delta t$ plots for a squared exponential Gaussian process qualitatively resemble those for a damped random walk, in that they have a rise and a leveling out on average but have a large degree of scatter from run to run. The $\Delta m - \Delta t$ plots for a random walk, on the other hand, show nearly 100% scatter for bins probing timescales longer than 200 days. The rise in scatter for a damped random walk model suggests that $\Delta m - \Delta t$ plots cannot accurately represent variability with (damping) timescales exceeding $\sim 1/5$ of the observing baseline; the light curve provides an unrepresentative snapshot of variability on longer timescales, and the $\Delta m - \Delta t$ plot cannot present information that is not in the data.

### 5.2. Peak-finding

#### 5.2.1. Sinusoid

We present in Figure 9 the average value of the peak-finding curve for a set of 1,000 simulations of a sinusoidal light curve with different periods, observed using the PTF-NAN
Full cadence. A common feature to all curves is a steep rise at half the period. This rise makes timescales based on the peak-finding curve highly consistent for sinusoids. The steep rise terminates close to the light curve amplitude (all simulations were run at a 5%–95% amplitude of 0.5 mag, which for a sine corresponds to a peak-to-peak amplitude of 0.51 mag). The irregular behavior after the peak (including occasional descents) is an artifact of the averaging process used to make these plots; only the simulation runs in which the peak-finding plot was slow to reach the theoretical maximum of 0.51 mag have a peak-finding curve defined at long time offsets, so only those get included in the average.

5.2.2. Damped Random Walk

Figure 10 shows the average peak-finding curve for simulations of a damped random walk, observed using the PTF-NAN Full cadence. Except for a knee at two to three times the noise level, the peak-finding curves show no distinct features. The curves corresponding to long timescale variables rise more slowly than those corresponding to short timescale variables. As with the Δm–Δt plots, the peak-finding plots corresponding to the longest-timescale damped random walks have increased scatter over long time intervals. We believe, in both cases, that the high scatter reflects the lack of a representative sample of variability at these long timescales. However, the effect described in the description of peak-finding curves for sinusoidal signals, where the curve may be undefined at long time intervals, likely contributes to the scatter here as well.

5.2.3. Other Light Curves

On a squared exponential Gaussian process, a peak-finding plot shows a leveling out on long timescales, indicating that high-amplitude minima and maxima rapidly become rare for these light curves. However, the peak-finding plot varies too much from light curve to light curve for this feature to serve as a useful timescale metric. On a random walk, which has no characteristic timescale, the peak-finding plot generally slopes upward, as it does for a damped random walk. However, the peak-finding plot for a random walk has many irregularities, including areas where it levels out, at timescales short compared to the observing baseline. We have not determined the cause of this behavior.

6. TIMESCALE METRIC PERFORMANCE

In this section we present the ensemble of simulated timescale metrics, and summarize their performance as a function of light curve and observational parameters. We focus on the mean and average behavior of the metrics, rather than on specific cases, in order to assess their suitability for large surveys. Since manual confirmation of automated results is impractical in such surveys,
it is important to understand how reliable a timescale method is when left to its own devices.

We rank each timescale metric by the following criteria.

1. Precision: characterized by the relative scatter across each set of 1000 identical runs.
2. Discriminatory power: the smallest difference in underlying timescales that can be distinguished using the timescale metric, characterized by the ratio of the scatter in output timescale to the slope of the dependence of output timescale on input timescale.
3. Sensitivity to noise: characterized by the rate at which the precision and discrimination deteriorate as the noise level increases.
4. Sensitivity to cadence: characterized by the bias with respect to theoretical performance, where available, and by the range of timescales having optimal precision and discrimination at each cadence.
5. Sensitivity to incomplete data: characterized by the difference in output timescale between the PTF-NAN 2010 and PTF-NAN Full light curves.

We do not test whether timescale metrics match the model input timescales in absolute scale, because the input timescales represent a convention for parameterizing light curves. For example, while the covariance function for a squared exponential Gaussian process was written as \( \text{cov}(m(t_i), m(t_j)) = \sigma^2_m e^{-(t_i-t_j)^2/2\tau^2} \) in Equation (2), it could have been written, with equal validity, as \( \text{cov}(m(t_i), m(t_j)) = \sigma^2_m e^{-(t_i-t_j)^2/\tau^2} \), after the transformation \( \tau \rightarrow \tau/\sqrt{2} \). Therefore, it is more important that the inferred timescale be proportional to the input timescale (a trait indirectly characterized by discriminatory power) than that it match exactly.

In this section, we use these criteria to examine candidate timescale metrics, while in Section 7, we summarize the performance of the metrics as characterized by these criteria.

6.1. \( \Delta m-\Delta t \) Plots

6.1.1. Qualitative Behavior

In Figure 11, we illustrate the performance of timescales derived from \( \Delta m-\Delta t \) plots for light curves observed using the PTF-NAN Full cadence. In order to clearly present the behavior across five orders of magnitude in input timescale, we normalize the inferred timescale by the timescale theoretically expected for a \( \Delta m-\Delta t \) plot given infinite cadence, infinite observing baseline, and zero noise (Findeisen 2015). This timescale is \( P/6 \) for a sinusoidal signal, 1.178\( \tau \) for a squared exponential Gaussian process, and 0.693\( \tau \) for a damped random walk. These normalized timescales are shown in the top three panels of Figure 11; the dotted line across the middle of the plot represents behavior consistent with analytical theory.

For sinusoidal signals, the calculated timescale is in general consistent with analytical results. For damped random walks, the calculated timescale is consistent with theory for damping times up to 16 days; walks with timescales of 64 days or longer see a fall-off of up to a factor of three as the \( \Delta m-\Delta t \) plot no longer has a representative sampling of the variability.

6.1.2. Precision

Panels (d) and (f) of Figure 11 show the scatter in the estimated timescale over multiple simulation runs. For sinusoidal signals, the scatter is of order 10%. For two day periods the scatter is much higher because at that period the largest change in the signal is over time intervals from half a day to a day, which our nightly cadence samples very poorly. For the damped random walk, the scatter is of order 40% for short timescale variables, and 50% or larger at long timescales.

6.1.3. Discrimination

The bottom three panels of Figure 11 show the smallest difference in input timescale that can be distinguished using the output timescale. Since the \( \Delta m-\Delta t \) timescale is, in general, proportional to the true timescale, the discrimination is set by the scatter in the estimated timescale. For long-timescale damped random walks, the drop-off in output timescale is reflected in a reduced ability to discriminate between timescales differing by less than a factor of two.

6.1.4. Sensitivity to Noise

Figure 11 shows the performance of a \( \Delta m-\Delta t \) timescale as a function of the signal-to-noise ratio of the light curve. The average value of the timescale changes very little between an effectively infinite signal-to-noise and a signal-to-noise ratio of 20, particularly for a sinusoidal signal (panel (a)). At a signal-to-noise ratio of 4, on the other hand, the calculated timescale is always close to the smallest timescale sampled, suggesting that the \( \Delta m-\Delta t \) plot is dominated by noise.

The scatter in individual measurements (panels (d)–(f)) rises smoothly with decreasing signal-to-noise. The degree to which noise degrades measurement precision is independent of both the light curve shape and the true timescale. The discriminating power of the timescale metric (panels (g)–(i)) degrades similarly, although for a damped random walk the power is more sensitive to signal-to-noise at short timescales than at long timescales.

6.1.5. Sensitivity to Cadence

In Figure 12, we compare the behavior of a \( \Delta m-\Delta t \) timescale for the two PTF-NAN cadences and the YSOVAR 2010 cadence. For sinusoidal signals (panel (a)) sampled at the PTF-NAN Full cadence, the timescale is proportional to the period for periods from half a day to 256 days. At the PTF-NAN 2010 cadence, the timescale is well behaved for periods of six days or longer, but systematically too high for periods of two days or shorter. At the YSOVAR 2010 cadence, the timescale is proportional to the period for periods of two days and longer, but not for one day or shorter. For all three cases, the “turnoff” on the plot appears to happen at around the characteristic cadence (see Section 3.2 for a definition) or by at most twice this value; the simulation grid is too coarse to make a precise assessment. This suggests that the \( \Delta m-\Delta t \) timescale cannot properly assess timescales that are not well sampled by the data.

The \( \Delta m-\Delta t \) timescale shows a somewhat different behavior for damped random walks (panel (c)). At the PTF-NAN Full cadence, the timescale is proportional to the damping time for timescales between half a day and 64 days. At the PTF-NAN 2010 cadence and at the YSOVAR 2010 cadence, there is no obvious interval over which the \( \Delta m-\Delta t \) timescale is proportional to the true timescale. At short timescales, the timescale is overestimated, possibly for the same reasons as for short periods in the sinusoidal case. At long timescales, the timescale is underestimated, because the observed light curve no longer probes the slowest variability in the system (cf. the \( \Delta m-\Delta t \) plots in Figure 8).

When applied to a sinusoidal signal (panel (d)), a \( \Delta m-\Delta t \) timescale has slightly more scatter on the YSOVAR 2010 cadence.
6.1.6. Summary

We considered in this section the behavior of the \( \Delta m - \Delta t \) plot and associated timescales when applied to finite, noisy data sets. Even when given imperfect data, the \( \Delta m - \Delta t \) timescale curve, which is worst for the YSOVAR 2010 cadence and best for the PTF-NAN Full cadence.

Figure 11. Timescale calculated from a \( \Delta m - \Delta t \) plot, plotted as a function of the true underlying timescale input to the simulation. Columns are, from left to right, for a sinusoidal, squared exponential Gaussian process, and damped random walk model. Top panels show the ratio of the output timescale to the value predicted in Findeisen (2015), in order to improve the dynamic range of the plot. Middle panels show the ratio of the standard deviation to the mean output timescale. Bottom panels show the degree by which the input timescale has to change to significantly affect the output timescale. In all panels, orange represents zero noise, red represents a signal-to-noise ratio of 20, purple a signal-to-noise ratio of 10, and black a signal-to-noise ratio of 4. All light curves have an expected 5%–95% amplitude of 0.5 magnitudes and are sampled using the PTF-NAN Full cadence.

cadence (~30%) than on either of the PTF-NAN cadences (~20%). When applied to a damped random walk (panel (f)), the timescale has the most scatter on the YSOVAR 2010 cadence (~100%) and the least on the PTF-NAN Full cadence (~50%). The ability to discriminate input timescales (panels (g)–(i)) follows a similar pattern. This scaling is most likely driven by either the number of points or the time baseline of each light curve, which is worst for the YSOVAR 2010 cadence and best for the PTF-NAN Full cadence.
Figure 12. Same as Figure 11, but plotting only simulation runs with a signal-to-noise ratio of 20. Blue represents the PTF-NAN Full cadence, green the PTF-NAN 2010 cadence, and orange the YSOV AR 2010 cadence. Note that the scatter or discrimination statistic exceeds 100% in some cases, indicating that the metric provides no useful constraint on underlying timescales in those circumstances. The point at which the inferred timescale first becomes systematically underestimated for long-timescale sources, visible as a drop in the upper row of panels, is roughly proportional to the time baseline covered by the cadence. The extent to which the inferred timescale is overestimated for short-timescale sources is roughly proportional to the spacing between observations.

correlates well with the true timescale of the light curve, confirming that it remains accurate even under realistic conditions. However, the behavior of individual light curves introduces a lot of scatter into the $\Delta m - \Delta t$ timescale, with a typical standard deviation as high as 50%–70%. Therefore, $\Delta m - \Delta t$ timescales are not precise.

The $\Delta m - \Delta t$ timescales are moderately sensitive to the presence of noise in the light curve. Noise biases the inferred timescale downward; the effect is moderate if the noise rms is at most one tenth the light curve amplitude, but quickly grows more severe at higher noise levels. The $\Delta m - \Delta t$ timescale also requires a cadence with a high dynamic range of sampling; it will overestimate the timescale for sources varying faster than about $\sim 1$–2 times the characteristic cadence, and will underestimate the timescale if the true timescale is greater than about one-fifteenth of the monitoring baseline (Figures 12(a)–(c)). Since the $\Delta m - \Delta t$ timescale is, on average, 1.178$\tau$ for a squared exponential Gaussian process and 0.693$\tau$ for a damped random walk, the $\Delta m - \Delta t$ timescale is reliable so long as the output timescale is below $\sim 1/15$ the baseline as well. We should note that the
Figure 13. Timescale calculated from a peak-finding plot, plotted as a function of the true underlying timescale input to the simulation. Columns are, from left to right, for a sinusoidal, squared exponential Gaussian process, and damped random walk model. Black diagonal lines represent the 10:1, 1:1, and 1:10 ratios of output to input. Top panels show the average value of the output timescale. Middle panels show the ratio of the standard deviation to the mean output timescale. Bottom panels show the fractional amount by which the input timescale has to change to significantly affect the output timescale. In all panels, orange represents zero noise, red represents a signal-to-noise ratio of 20, purple a signal-to-noise ratio of 10, and black a signal-to-noise ratio of 4. All light curves have an expected 5%–95% amplitude of 0.5 magnitudes and are sampled using the PTF-NAN Full cadence. Note that the scatter or discrimination statistic exceeds 100% in some cases, indicating that the metric provides no useful constraint on underlying timescales in those circumstances.

6.2. Peak-finding

6.2.1. Qualitative Behavior

In Figure 13, we present the performance of peak-finding timescales for light curves sampled using the PTF-NAN Full cadence. For sinusoidal signals (panel (a)), the calculated timescale is proportional to the period for periods of two days or longer. For damped random walks (panel (c)), the calculated timescale increases with the damping time, but at a slower rate than a strict proportionality. In neither case do the inferred timescales ever fall below one day; the median separation between peaks is always at least one day even if the magnitude threshold is lowered far enough to probe noise.

6.2.2. Precision

The panels (d)–(f) of Figure 13 show the scatter in the estimated timescale over multiple simulation runs. For
timescales. short timescale light curves, but grows to over 100% at longer
larger for damped random walks; it is on the order of 20% for short timescale light curves, but grows to over 100% at longer timescales.

6.2.3. Discrimination

Because the peak-finding timescale is linear with the period for a sine, the discrimination (panels (g)–(i)) shows the same behavior as the scatter. Because the peak-finding timescale grows more slowly than the damping time for a damped random walk, and even levels out for long timescale signals, the discriminating power of the peak-finding plot is never better than \( \sim 30\% \).

6.2.4. Sensitivity to Noise

Figure 13 shows the performance of a peak-finding timescale as a function of the signal-to-noise ratio of the light curve, for light curves sampled at the PTF-NAN Full cadence. The average value of the timescales changes very little between an effectively infinite signal-to-noise and a signal-to-noise ratio of 20 in the case of a sinusoidal signal (panel (a)), but decreases systematically with signal-to-noise in the case of a damped random walk (panel (c)). In both cases, at signal-to-noise of 10 or less the peak-finding timescale is barely correlated with the true timescale.

The precision of timescale measurements of a sinusoidal signal (panel (d)) generally increases with signal-to-noise, as one might expect. The precision of timescale measurements of a damped random walk (panel (f)), on the other hand, decreases with signal-to-noise. This may indicate that at low signal-to-noise the timescale is strongly affected by a fixed systematic term, which suppresses scatter in the computed timescale.

The discriminating power of the peak-finding timescale roughly follows the precision for a sine wave, but is substantially poorer—no better than 30%—than the precision for a damped random walk (compare panels (g)–(i)). As noted above, for signal-to-noise of 10 or less the peak-finding timescale cannot discriminate between short- and long-timescale signals.

6.2.5. Sensitivity to Cadence

In Figure 14, we compare the behavior of a peak-finding timescale for both PTF-NAN cadences and the YSOVAR 2010 cadence. For sinusoidal signals sampled at either the PTF-NAN Full cadence or the YSOVAR 2010 cadence (panel (a)), the timescale is proportional to the period for periods of two days or more. For the more sparsely sampled PTF-NAN 2010 cadence, peak-finding overestimates the period for a two day sine by nearly a factor of two. The average behavior of the peak-finding timescale, when applied to a damped random walk (panel (c)), is qualitatively similar regardless of the light curve cadence.

The peak-finding timescale shows the least scatter for light curves observed with the PTF-NAN Full cadence, more for light curves observed with the PTF-NAN 2010 cadence, and the highest amount of scatter for the YSOVAR 2010 cadence. This is true regardless of whether the timescale is measured for sinusoidal signals or for damped random walks (panels (d)–(f)). The discriminating power shows a similar trend with signal-to-noise ratio (panels (g)–(i)).

6.2.6. The CSI 2264 CoRoT Cadence

The CSI 2264 survey (Cody et al. 2014) of the NGC 2264 region combined infrared time series photometry from Spitzer with optical time series photometry from CoRoT to investigate the variability of young stars in both wavelength regimes. Cody et al. (2014) calculated timescales for CoRoT light curves from the survey using the peak-finding method, which we described in Section 4.2 and illustrated in Figure 5. Since their light curves covered an interval of 39 days at a roughly 10 minute cadence, they represent a qualitatively different observing pattern from the other cadences studied in this section. We therefore simulated peak-finding on the CoRoT cadence using a separate parameter grid, as described in Section 3.3.

We present the simulation results in Figure 15. The top row of panels, which compares the timescale found by peak-finding to the timescale parameter used in the simulations, show that the peak-finding timescale is proportional to the timescale input to the simulation (the “true timescale”) for true timescales between 0.1 and 10 days. For longer-term variables, the timescale from the peak-finding analysis appears to level out at roughly 20 days. The bias is much smaller than that found in Section 6.2.1 for peak-finding plots run on the PTF-NAN Full cadence. The middle row of panels shows that, for aperiodic signals, the scatter in timescales is of the same order as the timescale itself, or a factor of two error. This is comparable scatter to that found in Section 6.2.2.

Cody et al. (2014) normalized their peak-finding timescale to twice the value plotted in Figure 15 so that it would agree with the period for periodic sources. After we correct for this convention, introduced after the simulations were carried out, our simulations indeed show that the peak-finding timescale found for simulated sinusoidal signals equals the period on average.

6.2.7. Summary

The numerical simulations presented in this section suggest that, while the peak-finding timescale correlates with the input timescale for a variety of light curves, the shape of the scaling is sensitive to the type of light curve.

For rapidly varying signals the peak-finding timescale shows a scatter of \( \sim 10\% \)–20% for long time series such as the PTF-NAN cadences, but somewhat more scatter (\( \sim 40\% \)) for light curves observed with the YSOVAR 2010 cadence. Regardless of cadence, the scatter grows to a factor of two for aperiodic light curves with input timescales longer than one-fifteenth to one-twentieth the observing baseline. Since the peak-finding timescale is \( \sim 5 \times \) times larger than the coherence time for a squared exponential Gaussian process or \( \sim 3 \) times larger than the damping time for a damped random walk, peak-finding timescales larger than one-fifth to one-third the observing baseline should be treated with caution.

The timescale metric’s performance depends on both signal-to-noise and the cadence. The peak-finding timescales are moderately sensitive to the presence of noise in the light curve. Noise biases the inferred timescale downward; the effect is moderate if the noise rms is at most one tenth the light curve amplitude, but quickly grows more severe at higher noise levels. Among the PTF-NAN and YSOVAR 2010 cadences, the average behavior of the light curve seems to depend little on the cadence adopted, showing a similar slope (Figures 14(a)–(c) up to timescales of order the time series baseline. While the results for the CoRoT cadence (Figure 15) do show a steeper slope than in the other simulation runs, this may be due to the high signal-to-noise ratio of that simulation run. As noted above, the timescale needs a long time series to provide precise measurements.
The Astrophysical Journal, 798:89 (23pp), 2015 January 10
Findeisen, Cody, & Hillenbrand

Figure 14. Same as Figure 13, but plotting only simulation runs with a signal-to-noise ratio of 20. Blue represents the PTF-NAN Full cadence, green the PTF-NAN 2010 cadence, and orange the YSOVAR 2010 cadence. Note that the scatter or discrimination statistic exceeds 100% in some cases, indicating that the metric provides no useful constraint on underlying timescales in those circumstances. The point at which the inferred timescale first becomes systematically underestimated for long-timescale aperiodic sources, visible as a drop in the upper row of panels, is roughly proportional to the time baseline covered by the cadence. Unlike with the $\Delta m - \Delta t$ plots shown in Figure 12, there is no systematic trend with the frequency of observations.

The peak-finding timescale is best suited for long-term monitoring of short-timescale variability, particularly in densely sampled light curves. The 5%–95% amplitude of the variability should be at least ten times the rms of the noise to ensure that noise does not confuse the peak-finding algorithm.

6.3. Gaussian Process Regression

6.3.1. Qualitative Behavior

Figure 16 shows the performance of timescales derived from Gaussian process fitting, sampled using the YSOVAR 2010 cadence, as a function of the signal-to-noise ratio of the magnitude measurements. The fit converged only in 20%–60% of simulations runs with timescales below 1 day, and in 60%–100% of simulations with longer timescales; the curves in Figure 16 are only for those modeling attempts that returned a valid solution.

For sinusoidal signals (panel (a)), the calculated timescale is proportional to the period for periods of two days or longer, while timescales for shorter sine periods tend to be higher than those for longer periods. For squared exponential Gaussian processes (panel (b)), the timescale generally increases with
Figure 15. Timescale calculated from a peak-finding plot in simulated CoRoT observations, plotted as a function of the underlying timescale of the simulated light curve. Columns are, from left to right, for a sinusoidal, squared exponential Gaussian process, and damped random walk model. Black diagonal lines represent the 10:1, 1:1, and 1:10 ratios of output to input. Top panels show the average value of the output timescale, which increases linearly with the true timescale before deviating from linearity at \( \sim 10 \) days. Middle panels show the ratio of the standard deviation to the mean output timescale; the uncertainty is typically a factor of two for the two aperiodic models. Bottom panels show the fractional amount by which the input timescale has to change to significantly affect the output timescale. In all panels, orange represents light curves with an expected 5–95th percentile amplitude of 0.5 mag, red an amplitude of 0.25 mag, purple an amplitude of 0.1 mag, and black an amplitude of 0.01 mag. All runs have a signal-to-noise ratio of 100.

the true timescale except in low signal-to-noise simulations. For damped random walks (panel (c)), on the other hand, the calculated timescale is always one to four days, with only a weak dependence on underlying timescale. This might be because the damped random walk has substantial structure on timescales shorter than the characteristic timescale, and Gaussian process fitting is reported to be dominated by the most rapidly varying component (A. Miller, 2012, private communication).

For all three types of light curves, the best-fit timescale has a systematic trend in the sense that the timescale is lower for lower signal-to-noise light curves. The same behavior was observed for \( \Delta m - \Delta t \) plots and for peak-finding, and just as in those cases the likely cause is that the noise (which, by construction, has an infinitesimal timescale) is being mistaken for real variability. Why this confusion should happen when fitting a model that explicitly includes a white noise term, however, is unclear. It may be a bias introduced by the use of maximum-likelihood methods, combined with a partial degeneracy in the model between a short timescale for the main process and a strong white noise component. Choi et al. (2014) also encountered a bias toward short timescales when fitting damped random walk models to noisy light curves; we may be seeing a related issue here.

Unlike the other timescale metrics described in this work, Gaussian process fitting provides an uncertainty for the best-fit timescale. To test the accuracy of these uncertainties, for each set of 30 identical simulations we computed

\[
\chi^2 = \sum_i \frac{(\tilde{\tau}_i - \langle \tilde{\tau}_i \rangle)^2}{\sigma_{\tilde{\tau}_i}^2},
\]
Figure 16. Timescale calculated from a squared exponential Gaussian process model, plotted as a function of the true underlying timescale input to the simulation. Only runs with an expected 5%-95% amplitude of 0.5 mag, sampled at the YSOVAR AR cadence, are shown. Top panels show the average value of the output timescale. Middle panels show the ratio of the standard deviation to the mean output timescale. Bottom panels show the degree by which the input timescale has to change to significantly affect the output timescale. In all panels, orange represents a signal-to-noise ratio of 300, red represents a signal-to-noise ratio of 20, purple a signal-to-noise ratio of 10, and black a signal-to-noise ratio of 4. Note that the scatter or discrimination statistic exceeds 100% in some cases, indicating that the metric provides no useful constraint on underlying timescales in those circumstances.

where $i$ denotes one of the 30 light curves in each run, $\hat{\tau}_i$ is the timescale returned by the fit, and $\sigma_{\hat{\tau}_i}$ is the error returned by the fit. In general, the formal errors reflect the true uncertainty (i.e., $\chi^2 \approx 30$) in $\hat{\tau}$ for light curves with timescales shorter than one to two days, but grossly underestimate it ($\chi^2 \sim 10^3-10^5$) for longer timescale light curves, with the discrepancy growing at decreasing signal-to-noise. Curiously, even when the light curve is a squared exponential process with noise—in other words, the model being fitted is perfectly accurate—the scatter in $\hat{\tau}$ still exceeds that predicted by the formal uncertainties. The excess scatter at long input timescales may indicate that the time series no longer covers a long enough interval to sample the full variability; given the steep dependence of running time on light curve length, we did not test any extensions of the YSOVAR 2010 cadence.

6.3.2. Precision

The middle three panels of Figure 16 show the scatter in the estimated timescale over multiple simulation runs. For sinusoidal signals and squared exponential Gaussian process
signals (panels (d) and (e)), the scatter is typically a few tens of percent. The scatter in the timescale is much larger for damped random walks (panel (f)), on the order of 80% or more.

6.3.3. Discrimination

Because the Gaussian process fitting timescale is linear with the period for a sine, the discrimination (panel (g)) shows the same behavior as the scatter. Because the timescale grows very slowly with the damping time for a damped random walk, the discriminating power of Gaussian process regression is never better than a factor of two (panel (i)). The simulations with squared exponential Gaussian process light curves (panel (h)) are intermediate between these two cases, with good discriminating power at high signal-to-noise but rapid degradation as the data get noisier.

6.3.4. Completeness

The Gaussian process fit rarely converges when applied to sines with periods shorter than two days, has a roughly 40% convergence rate at two days, and has a high (>90%) convergence rate at longer periods. This threshold roughly corresponds to the period at which the timescale begins to show a linear dependence on the period. There is no clear trend with signal-to-noise.

When applied to a short timescale squared exponential Gaussian process light curve, the fit converges roughly 50% of the time, with higher rates for longer true timescales. Curiously, while for timescales of 10 or 20 days the convergence rate is maximized at high signal-to-noise, for timescales of 1 or 2 days the convergence rate is higher for a signal-to-noise ratio of 10 or 20 than at signal-to-noise of 300. As with the sines, the change between these two regimes corresponds to a change in the behavior of the timescale itself: at long periods, the timescale is systematically underestimated at low signal-to-noise, just when the fraction of successful fits falls.

The rate of successful convergence is qualitatively the same for a damped random walk as for a squared Gaussian process, except with a weaker dependence on signal-to-noise. There is no obvious change in the behavior of the timescales at five days, when the convergence rate for low signal-to-noise light curves begins to fall.

6.3.5. Sensitivity to Noise

Figure 16 shows the performance of Gaussian process fitting as a function of the signal-to-noise ratio of the light curve. When applied to either sinusoidal or squared exponential Gaussian processes (panels (d) and (e)), the timescale inferred from Gaussian process fitting decreases systematically with signal-to-noise. When applied to a damped random walk (panel (f)), the timescale shows no obvious trend with signal-to-noise, but also seems to depend little on the intrinsic properties of the light curve.

The precision of timescale measurements of a sinusoidal signal or a squared exponential Gaussian process signal generally increases with signal-to-noise, as one might expect. The fractional uncertainty is 10%–30% for mid-range timescales (1–10 days), but rises to 100% at timescales of one day or shorter, and 20 days or longer for the Gaussian process. The scatter in timescale measurements also increases at low signal-to-noise for a damped random walk, but to a much lesser degree than in the other two cases.

The discriminating power of the Gaussian process timescale roughly follows the precision for a sine wave and for a squared exponential Gaussian process (panels (g) and (h)), although in the latter case the degradation with signal-to-noise is much steeper than for the precision. The Gaussian process has almost no discriminating power when applied to a damped random walk (panel (i)), thanks to the combination of weak average dependence on the damping timescale and high scatter from light curve to light curve.

6.3.6. Summary

The numerical simulations presented in this section suggest that the Gaussian process timescale is correlated with the true timescale for some kinds of light curves but not others, nor does it always converge. Therefore, Gaussian process regression is of limited use when characterizing light curves whose statistical properties are not known a priori.

We do not recommend the use of Gaussian process models as a timescale metric, unless the data are known in advance to have only a small number of frequency components. For complex light curves, such as damped random walks, the model results are inaccurate as well as computationally expensive.

7. SUMMARY OF NUMERICAL RESULTS

7.1. The Relative Merits of Candidate Timescale Metrics

We summarize in Table 2 the simulated performance of each timescale metric according to the criteria provided in Section 6. In most cases these are necessarily qualitative descriptions, as the timescale metrics’ performance can vary as an arbitrary function of cadence, signal-to-noise, and simulated signal timescale. Therefore, we direct the reader to Section 6 and the accompanying figures for quantitative details.

The scatter in timescale measurements between different random realizations of the same signal (“precision”) covers a range from a few tens of percent to a factor of two for all three timescale metrics tested. The precision is usually a strong function of the light curve timescale as well as of signal-to-noise. In general, peak-finding tends to show slightly less scatter than \(\Delta m - \Delta t\) plots do.

### Table 2

| Criterion                  | \(\Delta m - \Delta t\) Plots | Peak-finding | GP Modeling |
|----------------------------|-------------------------------|--------------|-------------|
| Precision                  | 20%–100%                      | 10%–100%     | 10%–100%    |
| Discriminatory power       | 20%–100%                      | 25%–100%     | 6%–600%     |
| Sensitivity to noise        | High if rms noise > 1/10 amp.  | High if rms noise > 1/10 amp. | High       |
| Sensitivity to cadence      | High                          | High         | ...         |
| Sensitivity to incomplete data | High                       | Moderate     | ...         |

Notes. See the individual sections of this work for more details. A value of ⋯⋯ means the criterion was not tested.
The tested timescale metrics do differ in the smallest difference in underlying timescale that can be distinguished by a timescale metric (“discrimination”). The poor correlation between the timescale inferred from Gaussian process regression and the timescale of the simulated light curve manifests as an inability to determine the timescale to better than an order of magnitude. The discrimination of Δm–Δt plots and peak-finding are both much lower, and comparable to each other. While peak-finding is more precise than Δm–Δt plots, it also suffers from larger systematic effects, and the discrimination score depends on both.

While simulations showed that the scatter of timescale metrics usually rises smoothly with decreasing signal-to-noise, the correlation between inferred and underlying timescale underwent a sharp transition between simulations with a signal-to-noise ratio of 20 and a signal-to-noise ratio of 10, for runs with a 5%–95% amplitude of 0.5 mag. This corresponds to a ratio between the rms amplitudes of a sinusoid and of the noise of 5–9, and a ratio between the rms amplitudes of a Gaussian process or damped random walk and of the noise of 1.5–3. For noisier light curves than this threshold, the timescale would be systematically underestimated, while light curves with better signal-to-noise had much more reliable measurements. This was not the case with Gaussian process regression, which tended to produce a too-low timescale when applied to light curves with any noise, and where the size of the bias rose smoothly with decreasing signal-to-noise.

Finally, both the Δm–Δt plots and peak-finding plots are highly dependent on the details of the cadence used, in particular the typical sampling frequency and the total time baseline covered. Δm–Δt plots are only linearly correlated with the input timescale over timescales between the survey’s characteristic cadence and one-fifteenth of the survey time baseline, and appear to “saturate” at one-fifth the survey baseline. Peak-finding shows high scatter above one-twentieth to one-fifteenth the baseline and levels out at one-fifth the survey baseline, but appears to be more robust when the light curve timescale is comparable to the survey cadence. These numbers are for the timescales input as model parameters, which are typically shorter than more intuitive measures such as periods or peak-finding by a factor of several.

While Gaussian process regression is too unreliable to use in research, the limitations of Δm–Δt plots and peak-finding are modest enough to permit careful use in real applications. Both metrics offer a rough characterization of the characteristic timescale of a light curve, provided that the photometry is reasonably clean and noise-free. The most substantial difference between the two metrics is the maximum underlying timescale, relative to the observing cadence, at which the metric gives an unbiased result. We recommend the use of peak-finding for signals whose statistical properties are known a priori (e.g., they are all well described by a particular model) as well as timescales much shorter than the monitoring baseline, and the use of Δm–Δt plots for signals of unknown form but with timescales known to be intermediate between the cadence and the maximum baseline.

### 7.2. Converting between Timescale Metrics

Because they probe different parts of the light curve, timescales based on competing metrics cannot be directly converted to each other; the conversion factor depends on the statistical properties of a signal, which for a real light curve are usually unknown a priori. The distinction is similar to the varying conversion factor between rms amplitude and peak-to-peak amplitude for light curves with different properties.

In Table 3, we show the ratio of all simulated timescales to Δm–Δt timescales for each light curve model considered here. We used simulation runs with the PTF-NAN Full cadence, since the cadence has a high dynamic range, and ignored the long- and short-timescale runs where the timescale reported by the metric was no longer proportional to the timescale input to the simulation. Gaussian process timescales are not listed because the metric does not show a clear correlation with light curve properties. While most definitions of timescale are within an order of magnitude of each other, they can still differ by a factor of several. These conversions need to be kept in mind while comparing results from different papers.

The timescale conversion factors between peak-finding and Δm–Δt timescales differ greatly between the sinusoid and the aperiodic models we considered. This difference in scale arises because peak-finding characterizes the most extreme variations in a light curve, while Δm–Δt timescales characterize the most typical variations. For a sinusoidal model, we showed in Findeisen (2015) that the Δm–Δt timescale is one-sixth the period, consistent with a factor of 7 difference between peak-finding (when adopting Cody et al.’s (2014) convention of using the distance between consecutive minima or consecutive maxima) and Δm–Δt plots after allowing for errors introduced by noise and cadence. For either flavor of Gaussian process model, on the other hand, the probability of an extremum falls faster than exponentially as one moves away from the model mean, so the peaks selected by peak-finding become proportionally rarer. The ratio between peak-finding and Δm–Δt

---

**Table 3**

Output Timescale of Each Metric on Simulated Data, Normalized by the Δm–Δt Timescale

| Timescale Metric | Sinusoid | Squared Exponential GP | Damped Random Walk |
|------------------|---------|------------------------|--------------------|
| Period           | ~7      | ...                    | ...               |
| Δm–Δt 90% quantile crosses 1/2 amp | 1       | 1                      | 1                  |
| Peak-finding crosses 1/2 amp      | ~3      | ~2                     | ~2                 |
| Peak-finding crosses 80% of peak-finding max | ~3      | ~6                     | ~6                 |

**Notes.** This table can be used to convert between different timescale metrics by dividing each column by the timescale to be converted from. For example, the period is usually around 7/3 the peak-finding timescale for a periodic signal. Two variants of the peak-finding timescale are listed: finding the time at which the peak-finding curve crosses 80% of its maximum is the approach adopted by Cody et al. (2014), while we prefer to find the time at which it crosses half the light curve amplitude, which gives less scatter in measurements at the cost of systematically lower results at long timescales. All results are for a simulated 0.5 mag peak-to-peak light curve observed at a median signal-to-noise ratio of 20 using the PTF-NAN Full cadence.
timescales for real light curves therefore depends on whether observed fluxes tend to cluster in the middle of a source’s variability range (as in a Gaussian process) or toward the edges (as in a sinusoid).

A major result of this section is that, while relative timescales are meaningful when using the same metric, timescale comparisons across metrics should be avoided without careful attention to systematics such as those reported in Table 3. Unlike the situations across metrics should be avoided without careful attention (as in a sinusoid).

Periodic time series analysis is at the forefront of extrasolar planet detection, asteroseismology, the Cepheid period–luminosity relation, pulsar timing, and many other fields, despite several key weaknesses of Fourier analysis. In particular, the pattern of observations almost always introduces spurious peaks (“aliases”) in the frequency spectrum, which can confuse measurements of the period. Period analysis has been successful because time-domain astronomers are aware of the danger of aliasing, and are prepared to use either simulations or analytical techniques (e.g., following Deeming 1975) to identify aliased periods. The well-characterized nature of period analysis contributes as much to its value as a scientific tool as more obvious factors such as its precision.

A well-characterized metric is also essential for accurately analyzing timescales of aperiodic variables. Emmanoulopoulos et al. (2010) showed that invalid conclusions can be drawn from SFSs because of cadence-related artifacts, de Diego (2010) and de Diego (2014) did the same for variance-based tests, and we have shown that the quality and accuracy of \( \Delta m - \Delta t \) plots, peak-finding plots, and Gaussian process regression also depends on the observing cadence. To our knowledge, there is no analytical treatment of the effect of arbitrary sampling patterns on aperiodic timescale analysis, so simulations are the only way at present to constrain the reliability of these timescale metrics.

We have attempted to characterize the dependence in terms of characteristic timescales of an observing pattern, particularly the average cadence and the time baseline, but we cannot prove a direct connection between timescale metric performance and these figures. We recommend that future researchers use cadence properties only as a rough estimate of what timescales can be probed by an observing pattern (bearing in mind that \( \Delta m - \Delta t \) plots are slightly more robust to limited time baselines, while peak-finding is more robust to coarse sampling; see Section 7.1), and run simulations specific to their data sets when analyzing aperiodic timescales.

In addition, we have shown that aperiodic timescale metrics have uncertainties of a few tenths of percent or greater, considerably more than is typical for measurements of periods. These large errors are due in part to the absence of any coherence in the light curve; while collecting more data makes \( \Delta m - \Delta t \) or peak-finding timescales more precise, the uncertainty does not decrease inversely with the observing baseline as it does for periods. It is important for researchers to keep these large uncertainties in mind, lest they over-interpret their data to draw erroneous conclusions.

With the growing prominence of time-domain astronomy, we will soon have access to a wealth of data for both Galactic and extragalactic aperiodically varying sources. We have outlined two preliminary techniques, \( \Delta m - \Delta t \) plots and peak-finding plots, for extracting information from irregularly sampled, aperiodic light curves, along with limitations that need to be kept in mind to obtain valid results. We have also presented a conceptual and software framework that can be used to test the suitability of different aperiodic light curve analysis techniques for specific observing cadences. These tools and techniques represent only the first steps toward making the most of the coming wave of time-domain astronomy.

We thank the referee for valuable corrections and feedback. We would also like to thank the Time Domain Forum, a Caltech initiative organized by Ashish Mahabal, for valuable feedback on time series techniques and their characterization. K. F. also thanks Adam Miller and Timothy Morton for suggestions they made for the LightcurveMC software.
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