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It is by now well understood that quantum dissipative processes can be harnessed and turned into a resource for quantum-information processing tasks. In this paper we demonstrate yet another way in which this is true by providing a dissipation-assisted protocol for the simulation of general Markovian dynamics. More precisely, we show how a suitable coherent coupling of a quantum system to a set of Markovian dissipating qubits allows one to enact an effective Liouvillian generator of any Lindbladian form. This effective dynamical generator arises from high-order virtual-dissipative processes and governs the system dynamics exactly in the limit of infinitely fast dissipation. Applications to the simulation of collective decoherence are discussed as an illustration.

Quantum decoherence and dissipation have been regarded until recently purely detrimental to the aim of quantum information processing (QIP) [1, 2]. Interactions with the environment in fact inevitably lead to entanglement between the quantum computing system and uncontrollable degrees of freedom. This unwanted entanglement in turn results in a system subdynamics that is in general incoherent and irreversible: unitarity is quickly lost and with it the quantum information processing advantages e.g., computational speed-ups, one was seeking for. This state of affairs triggered a spectacular theoretical effort that led to the discovery of a host of techniques to tame decoherence [3] as quantum error correction [4, 5], decoherence-free subspaces [6–8], noiseless subsystems [9–13] and holonomic quantum computation [14, 15].

It is therefore a conceptually remarkable shift the recent realization that by reservoir-engineering dissipation can be harnessed and turned into a useful practical resource for QIP (see [16] for an early pioneering insight). For example one can dissipatively achieve quantum state preparation [17, 18], quantum simulation [19], holonomic quantum computation [20] and even universal computation [21]. Simulation of highly non-trivial properties of matter as topological order [22] and non-abelian synthetic gauge fields [23] can also be accomplished by dissipative means. Finally, all forms of QIP that encode information in the ground state of a time-dependent Hamiltonian, e.g., open system adiabatic quantum computation and quantum annealing, also benefit from dissipation and relaxation to negate thermally driven errors [24, 25].

In particular in [27] it has been shown that quantum information can be encoded in the set of steady states (SSS) of a sufficiently symmetric strongly dissipative system and manipulated coherently by an effective dissipation-projected Hamiltonian. The latter is of geometric nature and is robust against some types of Hamiltonian and dissipative perturbations [28]. The key idea of Ref. [27] is a simple one: once the system is prepared in the SSS the fast dissipative processes adiabatically decouple non steady-states away while at the same time strongly renormalize the system Hamiltonian in such a way that the SSS remains invariant under this projected dynamics. This phenomenon can be thought of as a sort of environment-induced quantum Zeno effect [29, 30] at the superoperator space level [28].

In this paper we extend the ideas of [27] to higher order. In the case in which the dissipation-projected Hamiltonian is vanishing, higher order virtual dissipative processes give rise, in a suitable limit, to an effective Liouvillian generator that leaves the SSS invariant. However, at variance with the case studied in [27] this effective generator is no longer Hamiltonian: a slow irreversible process unfolds within the SSS. We will show how this mechanism can be exploited to the end of the simulation of any Markovian dynamics. More precisely, we will show that by...
suitably coupling a quantum system to a structured reservoir comprising multiple qubits undergoing fast amplitude damping one can implement an effective Liouvillian generator in general Lindblad form \[31\]. We will use our results by analyzing the dissipative simulation of qubits subject to collective decoherence.

**Preliminaries.** Let \( \mathcal{H} \) denote the Hilbert space of the system and \( L(\mathcal{H}) \) the algebra of linear operators over it. A time-independent Liouvillian super-operator \( \mathcal{L}_0 \) acting on \( L(\mathcal{H}) \) is given. The SSS of \( \mathcal{L}_0 \) consists of all the quantum states \( \rho \in L(\mathcal{H}), \rho \geq 0, \text{Tr} \rho = 1 \) contained in the kernel \( \ker \mathcal{L}_0 := \{ X \in L_0(X) = 0 \} \) of \( \mathcal{L}_0 \). We shall denote by \( \mathcal{P}_0 = \mathcal{P}_0^\dagger \) the spectral projection over \( \ker \mathcal{L}_0 \) (the complementary subspace of \( \ker \mathcal{L}_0 \)). As in \[27\] the Liouvillian \( \mathcal{L}_0 \) is also assumed to be such that: a) \( e^{t \mathcal{L}_0} \), \( t \geq 0 \) defines a semi-group of trace-preserving positive maps with \( \| e^{t \mathcal{L}_0} \| \leq 1 \), b) The non-zero eigenvalues \( \lambda_h, (h > 0) \) of \( \mathcal{L}_0 \) have negative real parts, i.e., the SSS is attractive. In this case \( \mathcal{P}_0 = \lim_{t \to \infty} e^{t \mathcal{L}_0} \) and \( \mathcal{P}_0 \mathcal{L}_0 \mathcal{P}_0 = 0 \). We also denote by \( S := -\lim_{\epsilon \to 0} (z - \mathcal{L}_0)^{-1} \mathcal{P}_0 \) the reduced resolvent of \( \mathcal{L}_0 \) at \( z = \theta \) and by \( \tau_R := \| S \| \). The latter provides a natural time-scale associated with the relaxation processes described by \( \mathcal{L}_0 \). The energy scale \( \tau_R^{-1} \) is of the order of the dissipative gap of \( \mathcal{L}_0 \), i.e., the smallest modulus of a non-zero eigenvalue of \( \mathcal{L}_0 \). The dimensionless (and normalized) resolvent is defined by \( \hat{S} := \tau_R^{-1} S \). We now add an Hamiltonian term \( \mathcal{K} := -i[K, \hat{S}] \) where \( K = \mathcal{K}^\dagger \) such that \( \mathcal{L}_T := \mathcal{L}_0 + \mathcal{K} \). We set \( \mathcal{K} = (\tau_R T)^{-1/2} \hat{K} \), in such a way that \( \hat{K} \) is dimensionless and \( \| K \| \leq O(1) \). The time-scale \( T \) is our scaling parameter and has to be thought of as large or even infinite in the spirit of the adiabatic theorem. We first establish

**Proposition 1:** If \( \mathcal{P}_0 K \mathcal{P}_0 = 0 \), then for sufficiently large \( T \) one has that

\[
\sup_{t \in [0, \theta T]} \| (e^{t \mathcal{L}_T} - e^{t \hat{\mathcal{L}}_T^n}) \mathcal{P}_0 \| \leq C_\theta \sqrt{T \tau_R} \tag{1}
\]

where \( \hat{\mathcal{L}}_T = -\mathcal{P}_0 \mathcal{K} \mathcal{P}_0, \mathcal{L}_T := \mathcal{L}_0 + \frac{1}{\sqrt{\tau_R T}} \hat{K}, \theta = O(1) > 0 \) and \( C_\theta = O(1) \) depends on \( \theta \) and \( \mathcal{L}_0 \).

Proof. – is provided in the Appendix. \( \square \)

This result provides the starting point of this paper. In particular from Eq. \[1\] it follows that \( \lim_{t \to \infty} \| (e^{t \mathcal{L}_T} - e^{t \hat{\mathcal{L}}_T^n}) \mathcal{P}_0 \| = 0 \). In words: if the system is prepared at time \( t = 0 \) inside the SSS and then evolves for finite time \( \theta T \), in the large \( T \) limit the time-evolution leaves the SSS invariant and it is governed by the effective (dimensionless) generator \( \hat{\mathcal{L}}_T \). It is also sometimes convenient to introduce the effective dimensionful generator \( \mathcal{L}_T := -\mathcal{P}_0 K \mathcal{S}_K \mathcal{P}_0 \) whose norm is \( \| L T \| = O(\| K \|^2 \tau_R) \). In terms of \( L T \) the second term in the norm of Eq. \[1\] reads \( e^{t L T} \).

**Remarks:** 0) The stronger the dissipation outside the SSS i.e., the shorter \( \tau_R \), the weaker the effective one inside i) Since, by construction \( \| \hat{L}_T \| = O(1) \), the (dimensionless) action associated to the effective propagator \( e^{t \hat{L}_T} \) is \( O(\theta) \) for \( T \to \infty \). ii) The RHS of Eq. \[1\] represents an error bound, if we fix it at \( \epsilon \to 0 \), we see that one needs that \( T \geq \epsilon^{-2} C_\theta \tau_R \). iii) If \( K \to K + T^{-1} \hat{K}_1 \) where \( \| \hat{K}_1 \| = O(1) \) and \( \mathcal{P}_0 K_1 \mathcal{P}_0 \neq 0 \) then \[1\] holds with \( \mathcal{L}_T \to \mathcal{L}_T + \mathcal{P}_0 \mathcal{K}_1 \mathcal{P}_0 \) and a different constant \( C_\theta = O(1) \) \[32\].

The effective Liouvillian generator \( \hat{\mathcal{L}}_T \) is clearly reminiscent of the second-order effective Hamiltonians routinely used e.g., in quantum optics, and obtained by some sort of adiabatic decoupling technique \[33\]. However, this dynamics, at variance with that case as well as with the situation considered in \[27\] is not unitary but of general Liouvillian type.

**Universal Lindbladian simulation.** Let us consider a system \( S \) coupled to a system \( B \) via the general Hamiltonian

\[
K = \sum_{i=1}^M L_i \otimes B_i, \tag{2}
\]

where the tensor ordering follows that of the total Hilbert space, \( \mathcal{H} = H_S \otimes H_B \) and, without loss of generality, we assume \( B_i^\dagger B_i = B_i, (i = 1, \ldots, M) \). We also assume that the dissipative term is of the form \( \mathcal{L}_0 = \mathcal{P}_0 \rho_0 \), such that \( \mathcal{L}_0 \rho_0 = 0 \) where \( \rho_0 \) is by assumption the unique steady state of \( \mathcal{L}_0 \). The SSS of \( \mathcal{L}_0 \) is given by all the states of the form \( \rho_0 \otimes \rho_0 \) and it is isomorphic to the full-space state of \( S \). In this case one has \( \mathcal{P}_0 (X) = T_B(X) \otimes \rho_0 \) and \( \mathcal{P}_0 \mathcal{K}_0 \mathcal{P}_0(\cdot) = -i[K_0, \cdot] \) with \( K_0 = T_B(K \rho_0) \otimes 1_B \) \[27\]. Let \( S \Lambda \) be the the projected resolvent of \( \mathcal{L}_0 \) at \( z = 0 \).

**Proposition 2:** If \( K \rho_0 = 0 \) then \( \mathcal{L}_T = \mathcal{L}_T(S) \otimes 1_B, \)

\[
\mathcal{L}_T(S) (\rho) = -i[H_{eff}, \rho] + \sum_{i,j=1}^M 2 \Gamma_{ij} L_i \rho L_j - \frac{1}{2} \{ L_j L_i, \rho \} \tag{3}
\]

where \( \Gamma := (\Gamma^{(A)} + \Gamma^{(B)})/2, H_{eff} = \frac{1}{2 \pi} \sum_{i,j=1}^M (\Gamma^{(A)} - \Gamma^{(B)}) \}_{i,j} L_i L_j \) and \( \Gamma^{(A)}(\cdot) = -\text{Tr} (S_B(B_i \rho_0 B_j)) \).

Proof. – is provided in the Appendix. \( \square \)

Notice that \( H_{eff} = H_{eff} \) and that Eq. \[3\] describes a truly Lindbladian dynamics iff \( \Gamma \geq 0 \). Our main
result now follows as a particular case of Proposition 2 above. Let us consider a $d$-dimensional system $S$ coupled to a system $B$ comprising $M$ qubits, by the Hamiltonian $K = \sum_{i=1}^{M} g_i (L_i \otimes \sigma_i^z \pm \text{h.c.})$, where the $L_i$’s are given operators acting on the system state-space only. Let us also suppose $\mathcal{L}_B = \sum_{i=1}^{M} \mathcal{L}_i$ where each of the $M$ qubits independently dissipates according to the local Liouvillian

$$\mathcal{L}_i(\rho) = \tau_i^{-1}(\sigma_i^- \rho \sigma_i^+ - \frac{1}{2} \{\sigma_i^+, \sigma_i^-, \rho\}).$$

The unique steady state of $\mathcal{L}_B$ is $\rho_0 = |0\rangle \langle 0| \otimes M$ and since $\text{Tr}(\sigma_i^\pm \rho_0) = 0 \ (i \in V)$ one has \( K_{\text{eff}} = 0 \).

**Proposition 3:** \( \mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{eff}}^{(S)} \otimes 1_B \) where

$$\mathcal{L}_{\text{eff}}^{(S)}(\rho) = 4 \sum_{i=1}^{M} g_i^2 \tau_i (L_i \rho L_i^{-1} - \frac{1}{2} (L_i^\dagger L_i, \rho)).$$

**Proof.** To obtain Eq. (5) from Eq. (3), re-write the $B_i, L_i$ in (2) such that $K = \sum_{i=1}^{M} g_i (L_i \otimes \sigma_i^z \pm \text{h.c.})$. Remembering that $\rho_0 = |0\rangle \langle 0| \otimes M$, and $\mathcal{L}_B$ as in Eq. (1), we recover Eq. (6) as required by direct evaluation of the matrix $\Gamma^{(\alpha)}$ in Prop. 2.

Notice now that, in view of remark iii) after Prop. 2, one can add any Hamiltonian $K_3 = T^{-1}K_1 \ [\|K_1\| = O(1)]$ acting on the system $S$ only ($\Rightarrow \mathcal{P}_0 K_1 \mathcal{P}_0 = \mathcal{P}_0 K_3 \mathcal{P}_0$). This will result in $\hat{\mathcal{L}}_{\text{eff}} \mapsto \hat{\mathcal{L}}_{\text{eff}} + \hat{\mathcal{L}}_3$. Therefore we see that Prop. 2 shows that in principle any Liouvillian in the Lindblad form \[ i.e., the most general generator of semi-groups of Markovian CP maps, can be obtained given the availability of $M$ auxiliary qubits (one for each Lindblad operator) subject to an amplitude damping channel and the ability to enact the Hamiltonian $K$. Dissipation turns into a resource that allows one to simulate a general Lindbladian evolution.

We would like to make a couple of remarks: 1) One might think of obtaining the Lindbladian dynamics Eq. (5) directly coupling the system $S$ to some reservoir with an interaction Hamiltonian of type \( \hat{\mathcal{L}}_3 \) and then using the standard Born Markov approximation \[ i.e., the point is that the latter involves uncontrolled approximations (Markov) whereas Eq. (1) has a uniform and controlled error $O(\sqrt{\tau_{R}/T})$. This means that the effective dynamics of $S$ becomes exactly Lindbladian, with generator \( \hat{\mathcal{L}}_3 \), for $T \to \infty$. Of course this is true as long as the auxiliary qubits are exactly described by the Lindbladian in Eq. (1) i.e., their genuine Markovianity is a key resource in our universal simulation protocol along with the ability of switching on the the Hamiltonian in Eq. (2). 2) In view of physical applications, we stress that the effective dynamics in Eq. (5) still holds if the $M$ qubits are replaced by $M$ bosonic modes subject to amplitude damping i.e., the $\sigma_i^\pm$ in Eq. (1) are replaced by annihilation operators $a_i$.

In the next section we will discuss, for the sake of illustration of our general results, the simulation of different types of collective decoherence when $S$ is itself a set of multiple qubits.

**Simulating Collective Amplitude Damping.** Here we use our general result Eq. (3) to simulate a qubit subject to collective damping. This type of symmetric noise is interesting as it admits decoherence-free subspaces \( \mathcal{G} \) \( \mathcal{S} \) and can be used to dissipatively prepare entangled states. Let us consider a system of $N$ qubits coupled to a bosonic mode e.g., $N$ atoms coupled to a cavity EM mode, via a (collective) Jaynes-Cummings Hamiltonian $K = g (S^a \sigma^+_1 \sigma^- a^+ + \text{h.c.})$ moreover we assume that the system dissipates according to the Liouvillian $\mathcal{L}_0 = 1_S \otimes \mathcal{L}_B$ where $\mathcal{L}_B(\rho) = -i \omega [a^\dagger a, \rho] + \frac{1}{16} g^2 (\rho a^\dagger a - \frac{1}{2} [a^\dagger a, \rho])$. Using Eq. (5) with $L_1 = S^-$ one finds the effective generator $\hat{\mathcal{L}}_{\text{eff}}^{(S)}(\rho) = g^2 \tau_R (S^- \rho S^+ - \frac{1}{2} \{S^+ S^-, \rho\})$ where $\rho$ is just the qubit state as the generator is trivial in the bosonic degrees of freedom (frozen at $|0\rangle$).

Proposition 2 shows that one can consider for the auxiliary qubits a Liouvillian that is more general than Eq. (1) (as long as its steady state is unique). We illustrate this fact by considering the thermalization of an auxiliary qubit at non-zero temperature. Namely, we add to Eq. (1) an excitation Liouvillian, such that now $\mathcal{L}_B(\rho) = \tau_{\text{eff}}^{-1}(\sigma^- \rho \sigma^+ - \frac{1}{2} \{\sigma^+ \sigma^-, \rho\}) + \tau_{\text{eff}}^{-1}(\sigma^+ \rho \sigma^- - \frac{1}{2} \{\sigma^- \sigma^+, \rho\})$. By explicit computation of the $\Gamma$ matrix in Prop. 2 one can check that the new effective generator (in the system $S$ sector) is

$$\hat{\mathcal{L}}_{\text{eff}}^{(S)}(\rho) = \sum_{\alpha = \pm} \tau_{\text{eff},\alpha}^{-1} (S^{\alpha} \rho S^{\alpha} - \frac{1}{2} (S^{\alpha} S^{\alpha}, \rho)).$$

where $\tau_{\text{eff},\pm} = 4 g^2 \tau_R \tau_{\text{eff}} \tau_{\text{eff}}^{-1} \tau_{\text{eff}}$. A numerical check of the validity of Eq. (1) is shown in Fig. 2

Note that one can add a Hamiltonian term of the form $H_B = \omega_B \sigma^z$ in such a way that the unperturbed Lindbladian becomes a thermalizing Davies-type generator, for which the temperature is fixed by $\tau_{\text{eff}} \tau_{\text{eff}}^{-1} = \exp(\beta_B \omega_B)$ \[ i.e., the remark iii) above, using the remark iii) above, we can add a properly rescaled Hamiltonian term $K_3$ in such a way that $\mathcal{L}_{\text{eff}} \mapsto \mathcal{L}_{\text{eff}}' = \mathcal{L}_{\text{eff}}' + \mathcal{P}_0 K_3 \mathcal{P}_0$, and $\mathcal{L}_{\text{eff}}'$ is again of Davies type. In other words, also the effective generator can be made thermal and so it defines a temperature according to $\tau_{\text{eff},\alpha} = \exp(\beta_{\text{eff}} \omega_{\text{eff}})$ for some energy scale $\omega_{\text{eff}}$. From $\tau_{\text{eff}} / \tau_{\text{eff}}^{-1} = \tau_{\text{eff}} \tau_{\text{eff}}^{-1}$ it follows $T_{\text{eff}} / T_B = \omega_{\text{eff}} / \omega_B$, namely one has cooling or heating according to whether $\omega_B > \omega_{\text{eff}}$ or vice-versa.
Simulating collective dephasing. Following a similar set-up as the previous subsection but with a Hamiltonian of the form $K = g S^x \otimes \sigma^x$, the effective generator becomes that of collective dephasing along the x-direction

$$\mathcal{L}^{(S)}(\rho) = 4g^2 \frac{\tau_-}{\tau_+ + \tau_-} (S^x \rho S^x - \frac{1}{2} \{S^x S^x, \rho\}). \quad (7)$$

In Fig. 3 we plot the distance between the actual and the effective evolution as a function of $t$ for different time-scales $T$. According to Eq. (1) by changing $T \rightarrow cT$ ($c > 1$), we expect the distance to fall by a factor of $\sqrt{c}$ (cf. in Fig. 3, the maximum error falls from the dash to solid line by a factor of $\sim \sqrt{10}$). In the limit of $T \rightarrow \infty$, the exact evolution becomes identical to that of the effective one for all times $t$ (the actual evolution ‘adiabatically follows’ the effective one).

Conclusions. There is increasing evidence that dissipative and quantum incoherent processes can be used to enact quantum information processing primitives, see e.g. [10, 23]. In this paper we have shown how a suitable coherent coupling between a quantum system $S$ and an environment comprising multiple qubits subject to strong Markovian dissipation, can be used to simulate universal Lindbladian dynamics over $S$. More precisely, by using high-order virtual dissipative processes, one can build an effective Liouvillean generator in arbitrary Lindblad form [31] that governs the dynamics of $S$ exactly in the limit of infinitely fast dissipation. This approach has to be contrasted with the standard one in which Lindbladian evolution arises from a weak Hamiltonian coupling to a unitarily evolving environment and involves uncontrolled Markovian approximations e.g., Born-Markov factorization of the joint density matrix [34]. We illustrated our results by numerical simulations of concrete physical models. Our findings show that Markovianity itself can be seen as a resource in that it allows for universal simulation of an important class of quantum irreversible processes.
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Note Added. After the completion of this work we became aware of Ref. [35] where a different approach to simulation of Markovian systems is pursued.
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Proof of Proposition 1

Here we provide a Proof of Eq. 1 and an asymptotic (large $T$) estimate of the constant $C_0$. Let $\mathcal{P}$ be the spectral projection of $L_T = L_0 + K$, $\|K\| = O(\frac{1}{\sqrt{T}})$ associated with the zero eigenvalue of $L_0$. Since, because of the Lindblad structure, there is no nilpotent term associated with the zero eigenvalue, the perturbation theory reads, as shown in In T. Kato, *Perturbation theory for Linear operators*, for small $\|K\|$, i.e., large $T$,

$$\mathcal{P} - \mathcal{P}_0 = -\mathcal{P}_0 K S - SKP_0 + O(\|K\|^2),$$

$$\mathcal{P}L_T\mathcal{P} = \mathcal{P}_0 KP_0 - \mathcal{P}_0 KSKP_0 - \mathcal{P}_0 KPK_0S$$

From the first equation it now follows (for sufficiently large $T$)

$$\|\mathcal{P} - \mathcal{P}_0\| = O(\tau_R\|K\|) \leq C'_1 \tau_R\|K\|, \quad (9)$$

where $C'_1$ is a suitable constant (notice that $\|P_0\| = 1$). On the other hand, using $\mathcal{P}_0 KP_0 = 0$ and the definition $\mathcal{L}_{\text{eff}} := -\mathcal{P}_0 KS\mathcal{P}_0$ for the dimensionful effective generator from the last equation in (8) it follows

$$\|\mathcal{P}L_T\mathcal{P} - \mathcal{L}_{\text{eff}}\| = O(\|K\|^3), \quad (10)$$

whence (for small $\|K\|$, $\|P L_T \mathcal{P}\| \leq C_3 \|\mathcal{L}_{\text{eff}}\|$). Since

$$e^{tL_T} \mathcal{P} = e^{tPL_T\mathcal{P}} \mathcal{P}$$

one can write

$$e^{tL_T} \mathcal{P} = (e^{tL_T} - e^{tPL_T\mathcal{P}})(\mathcal{P} - \mathcal{P}_0)$$

$$+ (e^{tL_T} - e^{tL_T})$$

Using $\|e^{X} - e^{X + Y}\| \leq \|Y\|\|e^{X}\| + \|Y\|$ with $X := t\mathcal{L}_{\text{eff}}$ and $Y = t(P L_T \mathcal{P} - \mathcal{L}_{\text{eff}})$ and the bounds above it also follows that, for $0 \leq t \leq \theta T$,

$$\|e^{tL_{\text{eff}}} - e^{tPL_T\mathcal{P}}\| \leq C'_3 t \|K\|^3 \quad (12)$$

where $C'_3$ is a constant of that, for dimensional reasons, is $O(\frac{\tau_R^2}{\theta})$ i.e., $C'_3 \leq C_2 \tau_R^2$. From (12) one obtains $\|e^{tL_T}\| = 1$, and standard operator norm inequalities one finds

$$\epsilon_t := \|e^{tL_T} - e^{tL_{\text{eff}}}\|_0 \leq \|e^{tL_{\text{eff}}} - e^{tPL_T\mathcal{P}}\|_0 + (\|e^{tL_T}\| + \|e^{tPL_T\mathcal{P}}\|)\|\mathcal{P} - \mathcal{P}_0\|$$

$$\leq \|e^{tL_{\text{eff}}} - e^{tPL_T\mathcal{P}}\| + (1 + \|\mathcal{P} - \mathcal{P}_0\|)\|\mathcal{P} - \mathcal{P}_0\|$$

(13)

Notice that $\epsilon_t$ is the quantity showing up in the LHS of (1), namely is the quantity whose upper bound over $[0, T]$ we desire to show is $O(\sqrt{\tau_R}/T)$. Now using the bounds (6), (10), (12) and $0 \leq t \leq \theta T$, ($\theta > 0$) one finds

$$\epsilon_t \leq \tau_R\|K\|(C_1 + C_2 t \tau_R\|K\|^2), \quad (14)$$

where $C_1 \geq C'_1(1 + e^{C_3\theta}\|\mathcal{L}_{\text{eff}}\|)$. By moving to the dimensionless Hamiltonian such that $\|K\| = (\tau_R T)^{-1/2}\|\mathcal{K}\|$ the inequality (14) becomes $\epsilon_t \leq \sqrt{\mathcal{P}}(C_1 + \frac{1}{2}C_2)$. Notice that the requirement of $\|\mathcal{K}\|$ being sufficiently small used repeatedly in the above translate now in the “adiabatic criterion” of $T$ being sufficiently large. Finally by taking the supremum

$$\mathcal{L}_{\text{eff}}(X) = \{ \sum_{i,j=1}^{M} \Gamma_{ij}^{(A)} (L_i \rho L_j - L_j L_i \rho) + \sum_{i,j=1}^{M} \Gamma_{ij}^{(B)} (L_j \rho L_i - \rho L_i L_j) \} \otimes \rho_0, \quad (15)$$

where $\Gamma_{ij}^{(A)} = -\text{Tr} (S_B(B_i \rho_0)B_j)$, and $\Gamma_{ij}^{(B)} = -\text{Tr} (S_B(\rho_0 B_j)B_i)$. In passing we notice that one can rewrite the system $S$ part of these equations in...
a more familiar form, using that without loss of generality $L_i = L_i^\dagger$ and $B_i = B_i^\dagger$. Just observe that since $S_R$ is a Hermitian-preserving map, we have $\Gamma(A)^* = \Gamma(B)$. Eq. (3) then follows as required.

**The dissipation-projection hierarchy**

Before concluding, we would like to show how the construction leading to the effective dynamics (1) can in principle be iterated over a sequence of exponentially longer time-scales. Let us set the error parameter $\epsilon := \|K\|\tau_R \ll 1$. The effective relaxation time of (1) can be roughly estimated as $\tau_R^{(1)} \sim \|L_{\text{eff}}\| \geq (\|K\|^2\tau_R)^{-1} = \epsilon^{-2}\tau_R \gg \tau_R$, where the last inequality stems from the condition $\epsilon \ll 1$.

Suppose that the dynamics generated by $L_{\text{eff}}$ admits itself a high-dimensional SSS (let $\mathcal{P}_0^{(1)}$ denote the associated projection) and that one can switch on an extra Hamiltonian $K_1$ such that $\|K_1\|\tau_R^{(1)} = \epsilon \ll 1$. One can now apply the projection theorem [1] to $L_{\text{eff}}$ and $K_1$ and argue that the effective dynamics in the SSS of $L_{\text{eff}}$ is ruled by $K_{\text{eff}}^{(1)} := \mathcal{P}_0^{(1)}K_1\mathcal{P}_0^{(1)}$. If even this effective Hamiltonian vanishes then one can iterate the projection procedure assuming as a starting state-space the SSS of $L_{\text{eff}}$. In general, if at the $n$-th level one finds $\mathcal{P}_0^{(n)}K_1\mathcal{P}_0^{(n)} = 0$ and $\mathcal{P}_0^{(n)}$ is high-dimensional then one can move to the next level where $L_{\text{eff}}^{(n+1)} = -\mathcal{P}_0^{(n)}K_nS^{(n)}K_n\mathcal{P}_0^{(n)}$ and a new Hamiltonian $K_{n+1}$ such that $\|K_{n+1}\|\tau_R^{(n)} = \epsilon \ll 1$ is introduced. Reasoning as in the above one can show that at each iteration the relaxation time scale (Hamiltonian norm) gets stretched (compressed) by a factor $\epsilon^{-2}$ $(\epsilon^2)$. From the point of view of potential applications the interest in exploring this projection hierarchy rests on the possibility that the first non-vanishing effective Hamiltonian has some desired property e.g., higher-locality [27].