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Abstract—Automatic diabetic retinopathy (DR) lesions segmentation makes great sense of assisting ophthalmologists in diagnosis. Although many researches have been conducted on this task, most prior works paid too much attention to the designs of networks instead of considering the pathological association for lesions. Through investigating the pathogenic causes of DR lesions in advance, we found that certain lesions are closed to specific vessels and present relative patterns to each other. Motivated by the observation, we propose a relation transformer block (RTB) to incorporate attention mechanisms at two main levels: a self-attention transformer exploits global dependencies among lesion features, while a cross-attention transformer allows interactions between lesion and vessel features by integrating valuable vascular information to alleviate ambiguity in lesion detection caused by complex fundus structures. In addition, to capture the small lesion patterns first, we propose a global transformer block (GTB) which preserves detailed information in deep network. By integrating the above blocks of dual-branches, our network segments the four kinds of lesions simultaneously. Comprehensive experiments on IDRiD and DDR datasets well demonstrate the superiority of our approach, which achieves competitive performance compared to state-of-the-arts.
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I. INTRODUCTION

DIABETIC retinopathy (DR) has become a worldwide major medical concern for the large population of diabetic patients and has been the leading cause of blindness in the working-age population today [1]–[3]. DR lesions often present as microaneurysms (MAs), hemorrhages (HEs), soft exudates (SEs), and hard exudates (EXs) which can be observed in colorful fundus images and are the basis of diagnosis for ophthalmologists.

However, until now there has been no valid treatment to cure this disease completely. The most recognized treatment is the early diagnosis and intervention to control the progression of the disease and to avoid eventual loss of vision [4]. Thus, many national health institutions are promoting DR screening, which has been proven effective in reducing the rate of blindness caused by DR [2], [5]. However, screening is a heavy burden for primary care systems during the promotion, since the ophthalmologists are in very short supply and have already engaged in post-DR treatment. For this reason, automatic segmentation technology for DR lesions has become a trend towards assisting ophthalmologists in diagnosis.

Recent research efforts have been directed towards automatic DR segmentation based on deep learning (DL). Guo et al. [6] adopted a pretrained Vgg16 [7] as backbone with multi-scale feature fusion block for DR lesion segmentation. Specifically, they extracted side features from each convolution layer in Vgg16 and fused them in a weighted way. Further, a multi-channel bin loss was proposed to alleviate class-imbalance and loss-imbalance problems. Zhou et al. [8] designed a collaborative learning network to jointly improve the performance of DR grading and DR lesion segmentation with attention mechanism. The attention mechanism allowed features with image-level annotations to be refined by class-specific information, and generated pixel-level pseudo-masks for the training of segmentation model. However, previously published studies paid too much attention to the designs of networks and many of the researches up to now have only achieved the segmentation of just one or two lesions [9]–[13].
It should be noted that as a complex medical lesion segmentation task, the pathological connections have not received enough attention.

After comprehensive investigation in possible causes of DR lesions, we found two interesting presentation phenomena shown in Fig.1: 1) lesions are usually closed to specific veins and arteries. For example, SEs are generally distributed at the margins of the main trunk of the upper and lower arteries, and MAs are generally distributed at the margins of the capillaries; 2) most lesions have certain spatial interactions with each other. Specifically, SEs commonly appear at the edge of HEs, while EXs are usually arranged in a circular pattern around one or several MAs, which is consistent with the occurrence of pathology.

Motivated by the above observations, we propose a relation transformer block (RTB), comprised of a cross-attention and a self-attention head, to explore dependencies among lesions and other fundus tissues. For specific, the cross-attention head is designed to capture implicit relations between lesions and vessels. We design a dual-branch network to employ both lesion and vascular information, and cross-attention head is integrated between the two branches to make effective use of vascular information in lesion segmentation branch. As we know, the fundus tissues, e.g., vessels, optic disc, nerves and other lesions, are complex and easily confused with DR lesions of interest, but considering that vascular information describes certain distribution patterns of the above tissues, the cross-attention head is able to locate more lesions through the layout provided and eliminate the false positives far from certain vessels. The self-attention head is employed to investigate the relationships of multi-lesion themselves. Since some of the lesions look similar, e.g., HE and MA (both red-lesion), SE and EX (both exudate-lesion), misclassifications between lesions occur frequently. Through impactful information emphasized by self-attention head, the distinction and connection of lesions play roles in reducing confusion in segmentation. Note that before DL was utilized in medical imaging, vessels were easily mistaken for red lesions, and vessel detection was regarded as a routine step in the segmentation with detected vessels being removed straight away. However, as no fundus dataset is annotated with both vessels and DR lesions, the DL-based lesion segmentation task no longer extracts vessel features separately. To our best knowledge, this is the first trial that utilizes vascular information for deep based fundus lesion segmentation.

In addition, some special lesion patterns, such as MA with small size and SE with blurred border, are hard to be situated accurately due to the lack of fine-grained details in high-level features. To alleviate this, we propose a Global Transformer Block (GTB) inspired by GCNet [14] to further extract detail information, which can preserve the detailed lesion information and suppress the less useful information of channels in each position. In our network, GTB is also adopted to generate dual branches. Specifically, after the backbone, the shared fundus features are obtain as input of the two GTBs, and then GTBs generate more specific features of vessels and lesions respectively, which would be further investigated at the pathological connection level by RTB.

We have evaluated our network on two publicly available datasets - IDRiD and DDR. Experimental results show that our network outperforms the state-of-the-art DR lesion segmentation reports and achieves the best performance in EX, MA and SE. Furthermore, we also implement ablative experiments on IDRiD dataset and validate the effectiveness of RTB and GTB in improving DR lesion segmentation outcomes. In summary, our contributions are as follows:

- We propose a dual-branch architecture to obtain vascular information, which contributes to locate the position of DR lesions. For effective use of vascular information in multi-lesion segmentation, we design a relation transformer block (RTB) based on transformer mechanism. To our best knowledge, this is the first work to employ multi-heads transformer structure in lesion segmentation in fundus medical images.
- We present global transformer block (GTB) and relation transformer block (RTB) to detect the special medical patterns with small size or blurred border. The design explores the internal relationship between DR lesions which improves the performance in capture the details of interest.
- Experiments on the IDRiD dataset show that our method achieves a front row finish on DR multi-lesion segmentation. Specifically, our method achieves the best performance in exudates segmentation and ranks second in HE lesion segmentation. Experiments on the DDR dataset show that our method outperforms other methods on EX, MA and SE segmentation task and ranks second on HE segmentation task.

II. RELATED WORK

A. Pathological Analysis of the DR Lesions

DR lesions segmentation is a complex topic due to large intra-class variance. Furthermore, DR lesions vary with different stages of disease as well, which also brings challenges to segmentation. However, instead of discovering lesions directly, we notice that there are pathological associations between these lesions, which can be depicted in the spatial distribution.

We first investigate the possible pathological causes of DR lesions. Briefly, MA is the earliest lesion of DR observed as spherical lateralized swelling which is produced by vascular atresia; EX looks like yellowish-white well-defined waxy patch, generally thought to be lipid produced by the rupture of the retinal nerve tissues, incidentally, which is also resulted from the vascular atresia. Additionally, when the rupture of vessels happens after the vascular atresia, bloods leak out from the vessels, which leads to the lipoproteins in vessels leaking into the retina as well. The leaking bloods form the HE patterns and the leaking lipoproteins form the SE patterns with poorly defined borders. In summary, as shown in Fig.1(b), most of the EXs are observed arranged in a circular pattern around one or several MAs (the bottom line) and most of the SEs appear at the edge of HEs (the upper line).

In addition to the intra-class dependencies among lesions, the inter-class relations between DR lesions and vessels also make great sense. As mentioned above, vascular abnormalities
are the direct or indirect causes of DR lesions, specifically, we found the fact that SEs are often distributed near the trunk of upper and lower arteries, and MAs are generally distributed among the capillaries. Furthermore, intricate fundus tissues often confuse the identification of lesions, but we notice that there are certain pattern rules of fundus, especially in the distribution of various veins and arteries, which would provide valuable prior information.

To confirm the above pathological analysis, we count the distances in pixel between different fundus tissues on the IDRIID dataset. Fig.1 (c) illustrates the distance between cluster center of EX and the nearest neighbor MA, SE and the nearest neighbor HE, MA and the closet capillaries, SE and closest upper and lower arteries, respectively. The statistical results verify that there is an exploitable pattern in the distribution of DR lesions.

**B. Deep Neural Networks in DR Lesion Segmentations**

DR lesion segmentation task based on traditional image processing techniques [15]–[17] is facing two main challenges: the great morphological differences of the same lesions in different disease stages and the confusions of DR lesions and similar structures in the fundus. These two problems have not been effectively solved until deep neural networks (DNNs) exploded in the field of computer vision (CV) [18] and have also been widely applied to DR lesion segmentations [19]–[21].

However, DNNs also raise new difficulties. For instance, the detailed information is easily lost by deep networks but most of the DR lesions are very small and even just one or two pixels. Besides, considering the balance of different characteristics of red and exudate lesions, the accuracy of multi-task model is limited.

To deal with the above issues, researchers have proposed many improvements, which can be summarised as two directions:

Firstly, some researchers focus on the designs of attention models fusing low-level and high-level features together to avoid details lost in the deep network. Zhang et al. [22] fused multiple features with distinct target features in each layer based on attention mechanism and achieved preliminary MA detection. Wang et al. [23] designed a dual-branch attention network, with one producing a 5-graded score map and the other producing an attention gate map combined to the score map to highlight suspicious regions. Zhou et al. [8] applied low-level and high-level guidances to different lesion features and obtained the refined multi-lesion attention maps, which were further employed as pseudo-masks to train the segmentation model.

Secondly, the task of segmenting DR lesions is divided into segmenting red lesions and exudate lesions separately, which evades the balanced cost of inter-class disparities and enables fully learning of the same type of lesions. Mo et al. [13] designed a fully convolutional residual network incorporating multi-level hierarchical information to segment the exudates without taking the red lesions into account. Xie et al. [24] built a general framework to predict the errors generated by existing models and then correct them, which performed well in MA segmentation.

However, the first direction pays much attention to the network designs, with seldom considering the pathological connections of DR lesions, while the second direction leads to time consuming and large memory requirements. In order to take advantages of the pathological connections and improve the efficiency of the multi-task model, we propose a RTB consisting of self-attention and cross-attention head to segment DR lesions simultaneously.

**C. Transformer in Medical Images**

Transformer network has been one of the fundamental architecture for natural language processing (NLP) since 2017 due to the efficient and effective self-attention mechanism [25]. It improves the performance on many NLP tasks, such as text classification, general language understanding and question answering. Compared with recurrent networks, transformer network achieves parallel computation and reduces the computational complexity. In a basic transformer attention block, Query (Q), Key (K), Value (V) are the three typical inputs to a attention operation. At first, Q and K are computed in the form of pairwise function to obtain the corresponding attention of all points on K for each point on Q. The pairwise function can optionally be Gaussian, Embedding Guassian, Dot-Product, Concatenation and etc. Then, the product is multiplied by V and passes through a column-wise softmax operator to ensure every column sum to 1. Every position on the output contains the recoded global information by attention mechanism. In self-attention operator, $Q = K = V$, so that the output has the same shape with input.

Inspired by the success in the domain of NLP, a standard transformer was applying to CV in 2020 [26] with the fewest modifications, called as Vision Transformer (ViT). The input to a ViT is a sequence of cropping images which are linearly encoded by aliquoting the original image. The image patches are treated the same way as tokens (words) in an NLP application.

Recently, the transformer architecture has also been applied to the field of medical image processing. Liu et al. [27] proposed a global pixel transformer (GPT) to predict several target fluorescent labels in microscopy images. The GPT is similar to a three-headed transformer with different sizes of query inputs, which allows it to adequately capture features at different scales. Guo et al. [28] applied the ViT to anisotropic 3D medical image segmentation, with the self-attention model arranged at the bottom of the Unet architecture. Song et al. [29] built a Deep Relation Transformer (DRT) to combine OCT and VF information for glaucoma diagnosis. They modified the standard transformer to an interactive transformer that utilizes a relationship map of VF features interacting with OCT features.

**III. METHODOLOGY**

In this section, we first give a brief overview of our proposed network, and then elaborate on the key network components, i.e., global transformer block (GTB) and relation
transformer block (RTB). Finally, designed loss function is further provided.

A. Overview

Given an input fundus image, the proposed network is designed to output one vascular mask and four lesion masks in parallel. Fig. 2 depicts its overall architecture, which is comprised of four key components: backbone, global transformer block (GTB), relation transformer block (RTB), and segmentation head. A dual-branch architecture is employed upon the backbone to explore vascular and pathological features separately, where the transformers based on GTB and RTB are incorporated to reason about interactions among both features.

To be specific, the fundus image first passes through a backbone to obtain an abstracted feature map \( F \), with a spatial resolution of \( W \times H \) and \( C \) number of channels. Then, two parallel branches comprised of global transformer block (GTB) are incorporated to exploit long-range dependencies among pixels in \( F \), resulting in specific vessel features \( F_v \) and primary lesion features \( F_l \) fueled with global contextual information, respectively. Upon the branch providing lesion features, we further integrate a relation transformer block (RTB) to model spatial relations between vessels and lesions due to their inherent pathological connections using a self-attention and a cross-attention head: the self-attention head inputs only the lesion features \( F_l \), and exploits long-range contextual information to generate self-attentive features \( F_s \) through a self-attention mechanism; the cross-attention head inputs both the lesion and vessel features \( F_l, F_v \), and incorporates beneficial fine-grained vessel structural information into \( F_v \), producing cross-attentive features \( F_c \). The resulting \( F_s \) and \( F_c \) are concatenated together to form the output of the RTB. Finally, two sibling heads, each of which contains a Norm layer and a \( 1 \times 1 \) convolution, are used to predict vascular and pathology masks based on the vessel features and concatenated lesion features, respectively.

GTB contains one head while RTB contains two heads. Although the basic heads of GTB and RTB are based on the transformer structure that generates query, key and value for relation reasoning, they are structurally different in our work. The query of head in GTB is similar to a channel-wise weights and the one in RTB has the same size in spatial dimension with the input. In a training process, GTB is employed to generate specific multi-lesion and vessel features independently which maintain more details of interest, and RTB further exploits the inherent pathogenic relationships between multi-lesion and vessels, which eliminate noise and imply the location information.

B. Global Transformer Block

The Global Transformer Block (GTB) contains two parallel branches of the same architecture to extract features for lesions and vessels separately. Such a dual-branch design owns to the fact that lesions and vessels generally have dramatically different visual patterns. To be concrete, lesions are discrete patterns, with nearly random spatial distribution. While vessels are topological connected structures, and the layout of vascular trunks, containing central retinal artery, ciliary artery and etc, generally follows some common rules. It is hence necessary to use specialized branches to learn specific characteristics of different objects of interest.

Fig. 3 presents the detailed structure of each GTB branch. It takes an input \( F \in \mathbb{R}^{C \times W \times H} \) generated from the backbone, and outputs attentively-refined feature maps \( F_i \in \mathbb{R}^{C \times W \times H} \), \( i \in \{l, v\} \) of lesions and vessels respectively. Specifically, GTB follows the typical framework of transformer networks. Three generators, denoted as \( Q, K \) and \( V \) are first employed to transform the input \( F \) into query, key and value, respectively. In GTB, the generator \( Q \) is implemented with a \( 3 \times 3 \) convolution followed by a global average pooling, and outputs a query vector \( Q(F) \in \mathbb{R}^{C' \times 1} \) with the channel number designed as \( C' = C/8 \); the generator \( K \) and \( V \) have the same architecture as \( Q \) expect for replacing the global averaging pooling with a reshape operation, leading to the key and value \( K(F), V(F) \in \mathbb{R}^{C' \times HW} \).

We define the pairwise function of query and key as a matrix multiplication:

\[
F(F) = K(F)^T Q(F),
\]

where the superscript \( T \) denotes a transpose operator for matrix. Note that the query of GTB acts as a channel-wise query instead of the position query as NLNet [30]. To be specific, the query vector is considered as a feature selector for channels of key matrix. Subsequently, the product \( F(F) \in \mathbb{R}^{HW \times 1} \) also acts as a feature selector for spatial positions of value matrix. In summary, the GTB can be roughly described as an attention mechanism which fuses channel-wise first and then spatial-wise weighted features together with input information.

Next, we consider the global transform operation defined as:

\[
G(F) = V(F) \text{softmax}(F(F)) \in \mathbb{R}^{C' \times 1},
\]

where \( \text{softmax} \) is a softmax function to normalize the \( F(F) \).

Then, We take the obtained attentive features \( G(F) \) with a linear embedding as a residual term to the input \( F \), and get the final output through a residual connection:

\[
F_i = W G(F) + F, \quad i \in \{l, v\},
\]

where the \( + \) operation denotes broadcasting element-wise sum operation; the \( W \) is a linear embedding, implemented as \( 1 \times 1 \) convolution to convert the channel number of intermediate feature map from \( C' \) back to \( C \). As a result, the output features are received with the same format as the input, but have been enriched with specialized vessel and lesion features, respectively.

The GTB structure is inspired by the GCNet [14]. They both follow the idea of transformer mechanism but generate the per-channel weights. The weight vectors in GCNet and GTB both obtained by a matrix multiplication, but different from GCNet, GTB attains the two multipliers with three generator to further highlight the useful channels in each position, realizing both channel-wise and spatial-wise attention. Due to the fundus lesion features, especially the small discrete ones, are easily confused with artifacts or idiosyncratic tissues,
Fig. 2. Pipeline of the proposed method. The input image passes through a backbone to obtain the shared feature $F$. Then the shared feature $F$ takes two branches to achieve vessels and multi-lesion segmentation respectively. Two Global Transformer Blocks (GTB) are applied to both branches to generate specific features, and a Relation Transformer Block (RTB) is incorporated after GTB to explore the inherent pathological connections among multi-lesion and between multi-lesion and vessels.

Fig. 3. The overall structure of Global Transformer Block (GTB).

Fig. 4. The details of Relation Transformer Block (RTB).

useful information tends to exist in only a few pixels of certain channels. It is an improved method aimed at the feasibility of small discrete pattern segmentation in fundus images.

C. Relation Transformer Block

Relation Transformer Block (RTB) consists of a self-attention and a cross-attention head, used to capture intra-class dependencies among lesions and inter-class relations between lesions and vessels, respectively, as shown in Fig.4. In each head, three trainable linear embeddings, implemented with a $3 \times 3$ convolution followed by a reshape operation, are employed as the query, key and value generator $G_i, K_i, V_i, i \in \{s, c\}$, respectively. The pairwise computations of query and key in self-attention head and cross-attention head are described as:

$$F_s(F_l) = K_s(F_l)^T Q_s(F_l)$$
$$F_c(F_l, F_v) = K_c(F_v)^T Q_c(F_l),$$

where the subscripts $s$ and $c$ denote the self-attention and the cross-attention head, respectively. It is important to emphasize that different from the self-attention head that derives the query, key all from input lesion features $F_l$, the cross-attention head generates the key from the vessel features $F_v$ instead to integrate vascular information.

Next, the individual attentive features of the two heads are computed respectively as:

$$G_s(F_l) = V_s(F_l)\operatorname{softmax}(F_s(F_l))$$
$$G_c(F_l, F_v) = V_c(F_v)\operatorname{softmax}(F_c(F_l, F_v)).$$

We adopt residual learning to each head as well and get the outputs:

$$F_i = W_i G_i(F_l, F_v) \oplus F_l$$
$$i \in \{s, c\},$$

where the $W_i$ is a linear embedding implemented as $1 \times 1$ convolution, and the $\oplus$ operation is performed by a residual connection of element-wise addition.

As such, the self-attention head computes the response in a position as a weighted sum of the features in all positions, and thus well captures long-range dependencies. Given the fact that DR lesions are usually dispersed over a broad range, the self-attention can exchange message among multiple lesions, regardless of their positional distance, and thus allows the modeling of intra-class pairwise relations of lesions. The head is supposed to distinguish the mixtures of more than two lesions and further refine the edges of large patterns in lesion segmentation.

The cross-attention head queries global vascular structures from the vessel features, thus incorporating interactions between lesions and vessels. Considering that lesions and vessels have strong inherent pathogenic connections, the cross attention help to better locate MA and SE, and meanwhile
eliminate false positives of EX caused by vessel reflection and MA caused by capillary confusion.

We concatenate the resulting features $F_s$ from the self-attention head and that $F_c$ from the cross-attention head, leading to the final RTB output:

$$F_{out} = [F_s; F_c],$$

where the $[; ; ;]$ denotes the concatenation at channel dimension.

D. Loss Function

We employ two loss functions, i.e., $\mathcal{L}_{\text{lesion}}$ and $\mathcal{L}_{\text{vessel}}$ for the multi-lesion and vessel segmentation branches respectively, and the total loss of our network is defined as:

$$\mathcal{L} = \mathcal{L}_{\text{lesion}} + \lambda \mathcal{L}_{\text{vessel}},$$

where the $\mathcal{L}_{\text{lesion}}$ denotes the 5-class weighted cross-entropy loss for multi-lesion segmentation and the $\mathcal{L}_{\text{vessel}}$ is a binary weighted cross-entropy loss to learn vascular features; the $\lambda$ is set as the weight in the loss function. When $\lambda = 0.0$, the network is optimized by the multi-lesion features only, and as $\lambda$ grows, vascular information plays an increasing role in optimization.

IV. EXPERIMENTS AND RESULTS

A. Datasets

IDRiD Dataset is available for the segmentation and grading of retinal image challenge 2018 [31], [32]. The segmentation part of the dataset contains 81 4288 $\times$ 2848 sized fundus images, accompanied by four pixel-level annotations, i.e., EX, HE, MA and SE if the image has this type of lesion. In total, there are 81 EX annotations, 81 MA annotations, 80 HE annotations, and 40 SE annotations. The partition of training set and testing set is provided on IDRiD already, with 54 images for training and the rest 27 images for testing.

DDR Dataset is provided by Ocular Disease Intelligent Recognition (ODIR-2019) for lesion segmentation and lesion detection [33]. This dataset consists 13,673 fundus images from 147 hospitals, covering 23 provinces in China. For segmentation task, 757 fundus images are provided with pixel-level annotation for EX, HE, MA and SE if the image has this type of lesion. In total, there are 490 EX annotations, 570 MA annotations, 501 HE annotations, and 239 SE annotations. The partition of training set, validation set and testing set is provided on DDR already, with 383 images for training, 149 images for validation and the rest 225 images for testing.

B. Implementation Details

1) Data Preparation: To prepare more trainable data, some operations are performed on the original images. First, the images are input into the a segmentation model pretrained on DRIVE [39] and STARE [40] dataset with vessel annotations and the pseudo vascular masks are obtained. Next, limited by the memory received, the large images are random resized and cropped into small pieces of 512 $\times$ 512 size, additionally we apply random horizontal flips, vertical flips, and random rotation as forms of data augmentation to reduce overfitting. Then, in order to enhance image contrast while preserving local details, we process Contrast Limited Adaptive Histogram Equalization (CLAHE) on all input images with ClipLimit=2 and GridSize=8 by setting. The CLAHE is proven to be effective due to the anomalousness distinguished from the background in diabetic fundus, and the quantitative results are presented in Table V.

2) Model Settings: The typical UNet architecture [38] is a popular method for medical images segmentation, constructed by an encoder and a decoder with skip connections in channel-wise concatenation manner. In this paper, we apply DenseNet-161 [41] pretrained on ImageNet dataset as the backbone of UNet encoder [37] to achieve better performance. The channel number $C$ of output of UNet is set to 32.

3) Experiment settings: Our framework is implemented using pytorch backend and performed on NVIDIA GeForce RTX 3090 GPU with 24GB of memory. During the training, the batch-size is set to 16. The initial learning rate is set to 0.001 and is decay in a step-wise manner to 0.1 times of the previous every 120 epochs. All models are trained for 250 epochs with the SGD optimizer with momentum 0.9 and weight decay 0.0005.

The loss function settings are as follows: a) the return loss ratio $\lambda$ is set to 0.1; b) the weights of $\mathcal{L}_{\text{lesion}}$ are set as 0.001, 0.1, 0.1, 1.0, 0.1 for background, EX, HE, MA and SE respectively; c) The coefficients of background and vessels in $\mathcal{L}_{\text{vessel}}$ are set as 0.01 and 1.0.

C. Evaluation Metrics

To evaluate the performance of the proposed method, we employ the area-under-the-curve (AUC) of both the precision and recall (PR) curve [42], which are also recognized as metrics of fundus image segmentation in previous competitions and researches. The former is more concerned with the accuracy of the true data in prediction, while the latter reflects the performance of the data predicted positively. There is more emphasis on recall metric in medical images, which indicates the performance of true samples being successfully predicted, i.e., the AUC_PR drawn by recall metric shows more practical value, and the AUC_ROC also characterizes the effectiveness of the model.

D. Comparisons on Other State-of-the-art Methods

We compare our method with previous works reported on the IDRiD dataset (Table I). Our method ranks first in AUC_ROC of EX, MA and SE and AUC_PR of EX and SE, ranks second in AUC_ROC and AUC_PR of HE. Note that the first five methods of Table I all employed individual models segmenting the four lesions separately: according to the conference reports of the top 3 IDRiD competition teams, four models were developed for segmentation of four lesions respectively; DRUNet [34] and SESV [35] proposed a specific network to segment MA only. Although SESV achieved the
### E. Ablation Studies on IDRiD Dataset

We conduct ablation studies to better understand the impact of each component of our network. First, results of several encoding architectures are available to select the proper one as backbone. Then, considering the topology of vessels, regularization terms of loss function are discussed. Next, we analyze the effect of GTB based on the baseline, which is defined as the complete workflow without GTB and RTB. In order to identify whether vascular information contributes to lesion segmentation in advanced, we apply concatenation operation to the two outputs of GTBs directly. Finally, the roles of both self-attention head and cross-attention head in RTB are discussed thoroughly. Since AUC_PR is considered as the most important clinical evaluation metric for lesion segmentation in fundus images, we simplify the metrics to AUC_PR only for ablative comparisons. The loss and PR curves obtained from different experiments are set out in Fig.5 and detailed AUC_PR values can be compared in Table VI.

1) **Analysis on the Backbone**: To compare the effectiveness of backbone models, we perform experiments to select proper encoding architecture. ResNet-34 [43], ResNet-50 [43], Xception [44], Vgg19-bn [7] and DenseNet-161 [41] integrated with UNet are implemented with the segmentation heads of our network. As can be seen from the Table III, the DenseNet-161 integrated with UNet achieves the best performance in all lesions and is utilized as the following backbone.

2) **Analysis on the Regularization Term**: Considering the topology of vessels, an extension of loss function regularization terms has been conducted. In the result of vessel topology of vessels, an extension of loss function regularization terms is utilized as the following backbone.
Fig. 5. Loss and PR curves for segmentation over four DR lesions. Ablation studies are compared to explore the effectiveness of the baseline itself and stacked by GTB, self-attention head (sah), cross-attention head (rah) and RTB one by one.

Fig. 6. Visualization of (a) Original images with annotations; (b) spatial attention features with Convolutional Block Attention Module (CBAM) and (c) query attention features $\mathcal{F}$ with Global Transformer Block (GTB) for three images from IDRiD dataset. The GTB picks more discrete and small lesions up and fine-grains the patterns of interest.

and the truncated trunks. Based on the above cases, we propose two regularization terms $R_{thin}$ and $R_{cl}$. The former inspired by [45] applies focal-loss function specifically on peripheral vessels, and the latter utilizes the center-line idea of [46] to ensure the connectivity. Table IV indicates that the $R_{thin}$ improves the performance of MA segmentation and the $R_{cl}$ achieves the best grades in AUC, PR of HE and MA. However, the alterations are unremarkable, probably due to the fact that the groundtruths of vessels are pseudo-masks generated by semi-supervision, rather than manually annotated masks. The upper bound on the performance of the vessel segmentation restricts the improvement of the regularization terms on the final results.

3) Analyze the Effect of GTB: Table VI shows that GTB improves the performance on the basis of baseline, which indicates the weights assigned to channels in each position by GTB benefit the segmentation of all four lesions. To highlight the performance of GTB further, we compare it with other popular attention blocks under the same model parameters. Table V illustrates that the performance of GTB on IDRiD dataset is better than others. Different from the pooling operation as other attention blocks do, channel-wise weights of GTB are specific in each pixel, so that different channels are enlightened in different pixels.

As shown in Fig.6, the snapshots of attentive features after softmax function are taken in color. In the comparison of the spatial attention features of CBAM [48] and the attention features $\mathcal{F}$ of GTB, many discrete and small patterns overlooked by the former are noticed by the latter.

4) Analyze the Effect of RTB: Table VI lists the ablation results. We first reaffirm the idea that vascular information

| $R_{thin}$ | $R_{cl}$ | AUC, PR |
|-----------|---------|---------|
| ✓         |         | 0.9024  |
| ✓         | ✓       | 0.8975  |
| ✓         | ✓       | 0.8912  |

| AUC, PR   |
|-----------|
| 0.6880    |
| 0.6845    |
| 0.6891    |
| 0.6808    |

| EX, HE, MA, SE |
|----------------|
| 0.4897, 0.7502 |
| 0.4899, 0.7432 |
| 0.4895, 0.7426 |
Table V

| lesion          | Hard Exudates | Haemorrhages | Microaneurysms | Soft Exudates |
|-----------------|---------------|--------------|----------------|---------------|
| baseline(without CLAHE) | 0.8025        | 0.9912       | 0.6031        | 0.9498        |
| baseline        | 0.8593        | 0.9919       | 0.6284        | 0.9553        |
| baseline+SENet [47] | 0.8653        | 0.9931       | 0.6408        | 0.9497        |
| baseline+CBAM [48] | 0.8606        | 0.9918       | 0.6470        | 0.9480        |
| baseline+GC [14] | 0.8633        | 0.9929       | 0.6406        | 0.9488        |
| baseline+GTB(Ours) | 0.8659        | 0.9933       | 0.6570        | 0.9534        |

Table VI

| Framework | GTB | cat | RTB | AUC_PR | CAH | SAH | EX | HE | MA | SE |
|-----------|-----|-----|-----|--------|-----|-----|----|----|----|----|
| baseline  | ✓   | ✓   | ✓   | 0.8593 | 0.6284 | 0.4071 | 0.5766 | 0.9111 |
|           | ✓   |     | ✓   | 0.8659 | 0.6570 | 0.4279 | 0.5968 | 0.9299 |
|           | ✓   | ✓   |     | 0.8672 | 0.6756 | 0.4294 | 0.6663 | 0.9373 |
|           | ✓   | ✓   | ✓   | 0.8862 | 0.6818 | 0.4847 | 0.7463 | 0.9573 |
|           | ✓   | ✓   | ✓   | 0.9024 | 0.6880 | 0.4897 | 0.7502 | 0.9458 |

As visualized in Fig.7, query-specific attention maps focus on specialized tissues. Take the query pixel on MA as an example, the self-attention tends to smaller patterns, and the cross-attention specializes the vascular tributaries, which are supposed to assist in reducing false negatives mistaken for tributaries and eliminating false alarms far from tributaries. Both self-attention head and cross-attention head play a role in improving the network performance, evincing the fact that exploring the internal relationships of multi-lesion and vessels makes sense.

Finally both GTB and RTB are incorporated and the network achieves the highest results. As shown in the bottom half of the Fig.5, the curve corresponding to the complete network wraps almost entirely around the others.

F. Generalization Studies on DDR and IDRiD Dataset

For medical images, it is challenging but meaningful to realize the generalization over different domains under different imaging conditions. In purpose to validate the generalization capability, models are trained with the images from the train set of DDR dataset and tested on test set of IDRiD dataset which is captured from another source. Table VII compares the results obtained from the preliminary analysis of generalization. From the chart, it can be seen that our method achieves the best performance by narrowing down the gap between images under different conditions.

G. Qualitative Results

To better illustrate the effect of GTB and RTB, we visualize the results of certain images. Fig.8 compares the segmentation
Fig. 8. Visualization of segmentation results for multi-lesion segmentation on IDRiD dataset. The different columns represent the original images, the segmentation results generated by baseline, baseline+GTB, baseline+GTB+RTB and groundtruths respectively. The yellow boxes denote the improvements over baseline brought about by GTB, in the form of pickups of missing detections, while the green boxes denote the improvements over baseline+GTB brought about by RTB, mainly in the form of fewer false alarms.
results with corresponding original images and groundtruths. We take the segmentation maps of baseline, baseline with GTB and baseline with GTB and RTB to present the improvements of different components of our network. The yellow boxes present the improvements of GTB, where the missing detections are discovered. The green boxes are steps up from the yellow boxes by RTB, which picks up missing detections further and reduces false alarms. Additionally, the edges of the large lesion patterns are more precisely fine-tuned by RTB, especially for the SE with blurred edges.

V. Conclusion and Discussion

In this paper, we present a novel network that employs a dual-branch architecture with GTB and RTB to segment the four DR lesions simultaneously. Outstanding experiment results of our network can be attributed to GTB and RTB, which investigate the intra-class dependencies among multi-lesion and inter-class relations of multi-lesion and vessels. However, limited to the considerable cost of expertise pixel-level annotations, the vessel pseudo masks provided by semi-supervised learning are inevitably coarse-grained and lead to the inadequacy of our network. Therefore, in our future work, we will further modify the vascular semi-supervised learning strategy and keep improving the transformer structures to achieve better performance in DR multi-lesion segmentation with less memory requirement.
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