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A B S T R A C T

Intelligent service care robots have increasingly been developed in mission-critical sectors such as healthcare systems, transportation, manufacturing, and environmental applications. The major drawbacks include the open-source Internet of Things (IoT) platform vulnerabilities, node failures, computational latency, and small memory capacity in IoT sensing nodes. This article provides reliable predictive analytics with the optimisation of data transmission characteristics in StreamRobot. Software-defined reliable optimisation design is applied in the system architecture. For the IoT implementation, the edge system model formulation is presented with a focus on edge cluster log-normality distribution, reliability, and equilibrium stability considerations. A real-world scenario for accurate data streams generation from in-built TelosB sensing nodes is converged at a sink-analytic dashboard. Two-phase configurations, namely off-taker and on-demand, link-state protocols are mapped for deterministic data stream offloading. An orphan reconnection trigger mechanism is used for reliable node-to-sink resilient data transmissions. Data collection is achieved, using component-based programming in the experimental testbed. Measurement parameters are derived with TelosB IoT nodes. Reliability validations on remote monitoring and prediction processes are studied considering neural constrained software-defined networking (SDN) intelligence. An OpenFlow-SDN construct is deployed to offload traffic from the edge to the fog layer. At the core, fog detection-to-cloud predictive machine learning (FD-CPML) is used to predict real-time data streams. Prediction accuracy is validated with decision tree, logistic regression, and the proposed FD-CPML. The data streams latency gave 40.00%, 33.33%, and 26.67%, respectively. Similarly, linear predictive scalability behaviour on the network plane gave 30.12%, 33.73%, and 36.15% respectively. The results show satisfactory responses in terms of reliable communication and intelligent monitoring of node failures.

1. Introduction

The term ‘intelligent service-care robots’ (ISCs) or ‘StreamRobots’ refers to a purposeful machine with a built-in intuitive capacity to gather information streams from both external and internal environments, while using reliability optimisations (e.g., domain knowledge) to carefully deliver service tasks. In context, TelosB nodes refer to low-powered open-source modules that support experiments with universal serial bus programming, IEEE 802.15, an integrated radio antenna, as well as a low-power scaled processor running on TinyOS 1.1. This is useful in robotic computing (RC) which is one of the most well-known methods of bringing a synergistic interaction of robots with challenging work environments. Despite its usefulness in task provisioning, little effort has been committed to its physical parameter optimisation for reliable data transmission in StreamRobots.

Within manufacturing/Industry 4.0, transportation, energy systems, and health care delivery, among others, service robots may use well-calibrated parameters based on RC to solve complex problems [1]. For instance, ISCR was massively applied to combat the COVID-19 pandemic, e.g., by taking care of elderly and sick people [2]. These ISCs are directly engaging human users to solve complex problems. This is because interactions that foster human-friendly relationships with ISCR are encouraged for complex services [3]. In this case, StreamRobots incorporate social-cognitive features of humans and can be deployed in complex environments such as hospitals and open places [4]. Specifically, there are major concerns in IoT sensor-powered robots for pre-
dictive vital signal scanning (PVSS), especially for infected people [5]: These are reliable signal transmission (RST) and resource conservation.

Considering the former: RST in the robots requires smart optimisation. The reason is that ISRs drive the democratisation of complex processes that advance robots to provide human support and assistance. Second, resource conservation is a key issue due to prolonged outdoor exposure, even in StreamRobots. As such, a reliable IoT service robot for the COVID-19 PVSS must have the predictive capability to detect vulnerabilities and absorb parametric deviations with high accuracy. Such robots should be able to assist healthcare experts in offering treatments to patients in isolation. In this case, a probability distribution that offers a continuous randomised variable could be used for efficient parameter determination in a service robot.

In both cases, the adaptation of artificial intelligence (AI) into robotics will handle complex issues in mission-critical applications. For example, the use of ISRs in many sectors lowers production costs (i.e., operation expenditure and OPEX) while increasing output productivity. Monotonous and repetitive tasks make ISCR ideal since AI seamlessly replaces human agents, thereby yielding improved outcomes. According to the International Federation of Robotics (IFR), production automation is increasing globally. There are 74 robotic units per 10,000 employees and this is the recent average of global robot density in the manufacturing industries. Given the daily improvements in applications and capabilities, critical sectors such as healthcare are constantly leveraging robots for various computational tasks. This is found in complex surgeries, clinical training, medicine dispensing, and personal care, among others.

Therefore, using ISCRs fused with computational SDN procedures, makes it possible to achieve functions such as identifying infected patients, disinfecting, cleaning up, and even delivering drugs to patients under treatment [6]. In most cases, the use of transactional analytics helps in getting quick results, especially the vitals. As such, explicit sensing operations and physical signal characterisation of sensor nodes can assist in deriving coarse-grained solutions in dynamic TelosB based applications [7]. This leads to reliable datasets for analytics within indoor and outdoor deployments. For lightweight computation, software-defined methods can be used to process vital parameters from IoTs.

In a current work, shown in Fig. 1a-b, the StreamRobot was designed and deployed at the Accident and Emergency Unit of the University of Calabar teaching hospital in Nigeria. The system had an AI health vital-signal monitoring system and combines computer vision (CV) with infrared scanning to determine patients’ forehead temperature and other vitals via wireless signalling. It was deployed to combat the COVID-19 pandemic and provide support for frontline health workers. The optimisation of the data transmission characteristics in the StreamRobot, using the software-defined technique, is the major focus of this article.

As part of the design requirements, data gathering is achieved with IoT integrations. However, to use these nodes, its energy metrics for transmission, forwarding, and reception of data streams through wireless links need reliability optimisation. In this case, scheduling algorithms such as semi-dynamic and dynamic schemes can be implemented in the TinyOS environment, housing TelosB nodes. Such an example can be found in environmental cyber-physical systems [8]. Once deployed, energy management operations must be satisfied to ensure continuous data-streaming into the cloud sink. This means that with reliability infusion in IoT-based autonomous robots, mission-critical services can achieve significant control within its deployment context.

For StreamRobots, node reliable connectivity is very important, since any delay or node failure can dislodge the system from receiving processed data. Additionally, disconnections can lead to the malfunctioning of the sensing communication network. This is unacceptable in such a mission-critical environment. Most works have attempted to fix this concern using node redundant schemes. In this case, new nodes are introduced where existing StreamRobot-nodes have failed. This appears to be counter-productive, especially in the COVID-19 era where service robots need minimal human intervention. As such, this may not be viable.

Another sensor optimisation scheme focussed on a wireless sensor network (WSN) relocation for connection restoration [9]. This is because WSN is still commonly used in hazardous terrains such as battlefields, power plants, dense forests, and similar areas. The restoration of the network in these areas is very difficult. Therefore, network restoration can be possible when the traffic is localised.

Ultimately, connectivity and coverage in IoT service network (ISNs) are critical when considering the overall network lifetime within outdoor and indoor environments. As observed in IoT sensor nodes, battery power, CPU execution, and connection resources are limited. Therefore, a huge number may be needed to effectively meet demands in selected domains and improve data gathering with reliability. During the deployment of ISNs, a neighbourhood connection is established so that these nodes can execute tasks (i.e., transmit and forward data streams) to the uplink sinks.

However, the reliability of sensor nodes is a major factor in the service robot. Besides, link outage, which affects data stream propagation, is always unacceptable.

Therefore, this article presents a reliability model for StreamRobots (for IoT-TelosB sensor nodes) that uses link-state-on-demand characterisation infusion (LS-OHCI) to perform data stream uploads in two phases, namely off-taker (OT) and on-demand link-state (ODLS). The former generates data traffic while the latter has the cluster head aggregator whose role is to move data stream into the analytics server via software-defined controller interfaces. The entire baseline IoT node that generates data traffic, forms the OT and has a neighbourhood list (NL) or lookup table (LUT) for node identifiers (IDs). The ODLS has the cluster head aggregator whose role is to move data stream into the analytics server. The ODLS node is a very sensitive and dynamic node with expandable compute, storage, and power resources. The OT and ODLS are fully heterogeneous (i.e., some have more capabilities concerning computing resources and power drain) for data stream transmission or reception. At all times, the ODLS monitors the broadcasts from OTs and sets an energy equilibrium using congestion or beacon feedback notification. Failure nodes are detected by the ODLS as the aggregator’s head and corrected by the orphan reconnection trigger mechanism (ORTM). Such failures may be due to localisation impairments at the node level. Through its recycle monitoring, it offers a lower overhead and extended lifespan via optimal battery/energy utilisation. Finally, the various reliability algorithms are introduced for StreamRobot functionality. The considered metrics include a link quality indicator (LQI), a received signal strength indicator (RSSI), battery life, and throughput.

The main contribution of this article is highlighted as follows:

i. To propose a StreamRobot edge plane system architecture for data acquisition that integrates edge analytics with the IoT TelosB nodes. Further, the work aims to reduce the memory-overhead due to the storage constraints in IoT devices.
ii. To propose log-normality probability distribution for StreamRobots with interface IoT WSN.

iii. To create a resource-conservative algorithm that is coverage-aware with a connectivity convergence scheme. This makes use of a dynamic transmission for baseline service nodes, while removing failures in complex deployments.

iv. To resolve boundary problems using the reliability orphan-node relive algorithm.

v. To show an optimisation reliability protocol termed SDN-intelligence, for StreamRobot IoT data transmission. The scheme executes data and control layers to save the orphan nodes while ensuring that the forwarding layer uses its engine to process the received broadcasts. In this case, every received signal is pushed to the sink-SDN node for topological database build-up for reliable route selection.

vi. To demonstrate the proof-of-concept with the OpenFlow SDN-IoT hardware prototype and machine learning validations.

The novelty of the proposed work is found in the StreamRobot reliability optimisation for multi-connectivity among its sensor nodes. The schemes are based on the advantages of AI and SDN. The log normality theory promotes system stability, leading to standardisation and operationalisation. The major attribute of the proposed approach is the layered computational structure based on the ideals of principles of IoT-SDN, edge computing for system orchestration, and streams computing. These schemes provide support for decentralised network provisioning. Agility and flexibility gave rise to improved parametric signalling and versatility in the OpenFlow SDN-IoT hardware prototype.

To the best knowledge of the authors, this research represents the first practical effort to address the issue of simultaneous IoT node characterisation, using both analytical and applied testbeds with TelosB-IoT nodes. Explicit analytical relations describing the TelosB sensor nodesystem reliability constraints are derived. The main objective of this article is to optimise data transmission characteristics.

Section 2 focusses on the existing literature about this study. Section 3 presents the system model for edge log normality distribution. Section 4 describes the field TelosB sensor deployment specifications. Section 5 presents the OpenFlow SDN integration architecture. Section 6 presents the deployment system testbed. In Section 7, a StreamRobot fog detection cloud predictive machine learning model (FD-CPMLM) is discussed. Section 8 presents the hardware prototype. Finally, Section 9 concludes the article.

2. Literature review

2.1. Service robots

There are current efforts on sensor applications in service robots. For instance, the IoT blockchain integration on TelosB MSP430 platform CC2420 IEEE 802.15.4 radio interface has been developed for reliable data transmission [7]. In terms of signalling, research efforts have been carried out to determine LQI, a channel prediction model, and RSSI in an outdoor environment [10]. The authors [11] applied TelosB sensor nodes in web services for battlefield management systems. The article [12] discussed single-chip nodes for autonomous node programming over USB model design. In [13], medical sensor networks (MSN) were developed for e-healthcare systems, considering trust management in TelosB nodes where collection tree protocols were applied. In [14], an experimental study on the ZigBee frequency agile (FA) scheme was implemented on the TelosB testbed via test case experiments. In [15], an accuracy-aware diffusion process mapping scheme was developed with smart aquatic mobile sensors – TelosB nodes. In their work, scheduling movements were introduced while validating their profile accuracy with TelosB nodes.

2.2. System optimisation algorithms

In developing intelligent service robots, various contributions to the optimisation scheme are studied. The authors [16] have discussed a hybrid technique capturing particle swarm optimisation (PSO) and bacterial foraging optimisation (BFO) for a multi-machine power loading design system stability. The article [17] proposes BAT search algorithm (BSA) for the optimal design of power system stabilisers (PSSs) in a multimachine environment. The optimisation problem is solved, using BSA under parameter tuning. The authors [18] introduce the Cuckoo search (CS) algorithm for an optimal power system stabiliser (PSS) design in a multimachine power system. The PSS parameter tuning problem is formulated as an optimisation problem that is solved by a CS algorithm. The article [19] presents ant colony optimisation for the identification of the number as well as locations of IoT relays within QoS thresholds.

In [20], the authors propose the Bottle antennae algorithm (BAA) in wireless sensor networks for jamming attack points. The authors [21] focus on a new approach, deployed for human motion-denoising via a joint optimisation of kinematic and anthropometric constraints. This is considered as noisy-wave skeleton data meant for depth-sensor-based motion capture (D-Mocap). The captured data are usually error-prone, outliers, and distorted. The article [22] proposes an energy-aware and trust-based routing protocol for WSNs, leveraging adaptive genetic algorithms for resisting routing attacks and minimising energy consumption triggered by data transmission. The authors [23] focus on a topology optimisation method (TOM) needed for precise multi-axis inertia sensing needed in self-positioning autonomous robot control. The work [24] explores a soft sensing optimisation scheme for detecting obstacles and discriminating the scalable obstacles using an untextured miniature, soft, C-legged robot, M-Squad, the first modular C-legged quadruped consisting of three modules. The authors [25] have developed an optimisation model, addressed with an elitist preservation genetic algorithm (EGA). There have been some optimisation techniques and research efforts in real-time monitoring of signals within and outside healthcare systems. Most are found in service-robot monitoring models discussed in robotic computing repositories, for instance, the service-robot types (SRT), industrial robots, human-aware robots, AI-assisted smart robots, high-speed industrial robots, and robot frameworks [26]. This work compares with selected reliability optimisation schemes discussed in Section 6.

2.3. Research gaps

i. Existing literature suggests a lack of discussion and findings at the IoT sensor node log normality distribution, especially in TelosB service robotic applications.

ii. None of the research focusses on continuous traffic monitoring, such as real-time scanning of patients for COVID-19 vulnerabilities.

iii. Most efforts fail to identify optimal operational metrics in sensor activities.

iv. There are very few works on real-time information gathering, using IoT nodes for indoor data acquisition with zero error deviation, especially in mobile robots deployed in cities during COVID-19.

v. There are non-existent IoT open-source TelosB nodes used in StreamRobots for the estimation of physical node characteristics from the existing studies.

vi. Orphan node problems are yet to be fully addressed in complex networks. However, for replication of a typical TelosB system, the details of IEEE 802.15.4 characteristics (compatible IoT open-source TelosB) are needed for classical experimental studies [27, 28, 29]. This can be used to estimate temperature, relative humidity, and light parameters in the ISCR. The next section will discuss the system architecture and mathematical background for the implementation testbed.
3. Edge system model formulation

3.1. Edge cluster log-normality distribution model

In this section, log normality distribution (LND) is described for StreamRobot TelosB sensor node clusters with buffers storing the generated data streams, as shown in Fig. 2.

LND is the continuous probability distribution of a random IoT node variable whose logarithm is normally distributed. This is adapted into the sensor nodes for stream end-to-end data transmission. In Fig. 2, the IoT sensor node data-streams reliability and the payload is constrained by the mean and standard deviation parameter to the sink server where analytics takes place. For random stream variables, it has implications on the traffic parameters of StreamRobots, such as battery life, LQI, RSSI, and transmission throughputs in ISCRs. Any deviation from the expected patterns (or both the parent and orphan nodes) may lead to predictive errors. For the edge clusters, transmission reliability is very important. The baseline sensor nodes (OTs) provide active data stream propagation into the ODLS (head aggregator). An efficient optimisation algorithm can reliably transmit data streams into the server sink through the SDN clusters.

3.2. StreamRobot reliability model

Consider a lognormal distribution for edge nodes $X_1, X_2, X_3, \ldots \ldots X_{n+1}$ in StreamRobots whose traffic strength of data streams is given as $S_i$ and its payload is given as $L_p$. Both are constrained to a sink logger (cf. Fig. 2).

For a scenario of continuous data streaming from edge devices, there is a need to derive a reliability function for such distribution. Therefore, Eq. (1) is used as the baseline reliability model, which is theoretically defined as the probability of success at time $t$, which is denoted $R(t)$ [30].

$$R(t) = Pr(T > t) = \int_{t=0}^{\infty} f(x)dx$$

where $f(x)$ is the failure probability density function and $t$ is the length of the period (which is assumed to start from time zero).

In the case of Fig. 2, for a new random variable $X_T$, $R(t)$ is given as the ratio of traffic strength $S_i$ to data stream payload $L_p$ [30]. Let us now define the intrinsic reliability of a new random variable $X_T$ (i.e., edge node) as the ratio of traffic strength $S_i$ to data stream payload $L_p$, hence, using (1), which gives Eq. (2). Complete characterization of the system reliability

$$R(t) = Pr(T > t) = \int_{t=0}^{\infty} f(x)dx = \frac{S_i}{L_p}$$

This then gives (3):

$$R(t) = Pr(T > t) = \int_{t=0}^{\infty} f(x)dx$$

However, $R(t)$ can be observed to be normally distributed, since both $S_i$ and $L_p$ are also distributed normally. Now, the edge reliability of the TelosB nodes can be expressed as Eq. (4):

$$R(t) = Pr\left(\frac{S_i}{L_p} > 1\right) = Pr(X_T > 1) = \int_{t=0}^{\infty} f(x)dx$$

Since $R(t)$ is normally distributed, $X_T$ follows a lognormal distribution. Hence, it is feasible to define a standard normal variate $Z$ using Eq. (5) as

$$Z(t) = \frac{\ln x - \ln L_p}{\ln L_p}$$

where $\ln L_p$ and $\ln x$ are the mean and standard deviation of $\ln X_T$ respectively.

If Eq. (5) is rewritten in terms of $Z$, the new limits of integration can be defined such that when $x = 1$, $Z(t) = Z_1 = \frac{\ln x - \ln L_p}{\ln L_p}$, and when $x = \infty$, $Z = Z_2 = \infty$. The random variable $X_T$ is the sensor node with normal distribution, while $x$ is the instance of the failure probability density function of $X_T$. Therefore, Eq. (6) can be rewritten in terms of $Z$ using Eq. (6):

$$R(t) = Pr\left(\frac{S_i}{L_p} > 1\right) = Pr(X_T > 1) = \int_{t=0}^{\infty} f(x)dx$$

Eq. (7) gives the bounded $Z$ from Eq. (5). Now, if $X_T$ is log-normally distributed, its probability density function is given by Eq. (8).

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma_x} \exp\left\{-\frac{1}{2}\left(\frac{\ln x - \mu}{\sigma}\right)^2\right\} \text{ for } X_T > 0$$

where $\mu \in (Ln x) = \ln L_p$, $\sigma = \sigma_x$, and the variable $Ln x$ are normally distributed. By defining $Y = Ln x$, it is feasible to obtain the expected value (edge data stream) and the standard deviation of $x$ as Eq. (9):

$$E(x) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_x} \exp\left\{-\frac{1}{2}\left(\frac{\ln x - \mu}{\sigma}\right)^2\right\} dx$$

Since $x = e^y$ and $dy = \frac{1}{2} dy \text{ or } dx = xdy$, then (9) can be written as Eq. (10):

$$E(x) = E(e^y) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^y \exp\left\{-\frac{1}{2}\left(\frac{\ln x - \mu}{\sigma}\right)^2\right\} dy$$

Then (10) can be further simplified concerning (2) and given by Eq. (11):

$$E(x) = \exp\left(\mu + \frac{\sigma^2}{2}\right)$$

The computation of $\sigma_x$ requires the evaluation of $E(x^2)$ and is represented in Eq. (12):

$$E(x^2) = E(e^{2x}) = \int_{-\infty}^{\infty} e^{2y} \exp\left\{-\frac{1}{2}\left(\frac{\ln x - \mu}{\sigma}\right)^2\right\} dx$$
For the edge plane, (12) can be further simplified to (4), using Eq. (13):

$$E(x^2) = \exp\{2(\mu + \sigma^2)\}$$

Therefore, the estimated variance of the edge node clusters, $X_{n+1}$ is given by Eq. (14):

$$
\sigma^2 = E\{\{x_E(x)\}^2\} - E(x)^2
= \exp\{2(\mu + \sigma^2)\} - \exp\{2(\mu + \sigma^2/2)\}
$$

(14)

This means that Eq. (11) and Eq. (14) can be resolved to find $\mu$ and $\sigma^2$ as presented in Eq. (15):

$$
\mu = \ln E(x) - \frac{\sigma^2}{2} = \ln \mu_k - \frac{\sigma^2}{2}
$$

and

$$
\sigma^2 = \ln\left[\frac{\sigma^2}{(E(x))} + 1\right]
$$

From a linear programming perspective, the objective function in StreamRobots is to optimise data transmission reliability and avoid losses based on well-selected constraints and its relation map between the decision variables. In the StreamRobot, the constraints refer to capacity, availability, resources, technology, etc., and reflect the limitations of the business environment.

From Eq. (15), the reliability of the traffic strength $S_i$ and its payload $L_i$ are constrained by the mean and standard deviation to a sink-logger. This optimisation derivative has implications on traffic delivery and can affect the performance of StreamRobots in their deployed environments. For instance, with a limit of very low value, this will imply that the values transmitted will be very close to the mean or expected value, eliminating the need for parity checks. With a lower payload reduction, a transmission efficiency will be guaranteed. To achieve LND for random OTs distributed at scale, an exponential function is needed for only positive real nodes in Eq. (15).

### 3.3. StreamRobot equilibria and stability

Let us assume a contextual case of an autonomous linear discrete model of the form Eq. (16). This leads to joint kinematics optimization described [21].

$$U_a = aU_{a-1} + b(a \neq 1)$$

(16)

where $a$ and $b$ are constant coefficients in the StreamRobot. If $U^*$ is the equilibrium solution of the model, then

$$U_a = U_{n+1} = U^*$$

$$aU^* + b = U^*$$

therefore Eq. (17) holds.

$$U^* = \frac{b}{1-a}$$

The equilibrium point $U^*$ is said to be stable if all the solutions of $U_a = aU_{a-1} + b$ approach Eq. (17) as $n$ becomes large ($\rightarrow \infty$). The equilibrium point $U^*$ is unstable if all solutions (if it exists) diverge from $U^*$ to $\pm \infty$. The stability of the equilibrium solution $U^*$ of the equation $U_a = aU_{a-1} + b$ depends on $a$. For the reliability test conditions in Eq. (17), it is stable if $|a| < 1$ and unstable if $|a| > 1$.

As depicted in Fig. 2, the TelosB CC2420 sensor node with ORTM is used to collect real-world data, as discussed in Section 5. By increasing the number of edge nodes in the topology, packets are easily forwarded to the next hop by using a tree routing mechanism. In this case, the ORTM computes the packet destination address, using its distributed Internet protocol (IP) address assignment mechanism. However, in a very complex node deployment, network parameter constraints may trigger an IoT orphan node problem (IONP). Orphan nodes are devices that are unable to obtain network addresses and are thus disconnected from the network. This is the only major limitation of complex node deployment.

The algorithm uses link-state-on-demand characterisation infusion (LS-ODCI) application Programming Interface (API) to process the wireless parameters. This is used to transfer data from the edge to the sink where higher analytic processing takes into account the small memory space, energy life, node failure, and quality of service requirements.

The input and output variables were carefully scheduled to optimise traffic transmission. This is fully coordinated through machine-node to machine-node communication. Unlike in most works, the parametric variables are processed within the QoS thresholds without draining the battery quickly.

### Algorithm 1 Log normality TelosB integration API with LS-ODCI

| Inputs: | R0, OTI, LQI, RSSI, BatteryLife, Throughput |
|---------|------------------------------------------|
| Output: | Sink,OPTS,LS-ODCI |
| Begin | TelosB ( ) |
| While | if SensorRouterC_monitorSchedule do |
| | Metrics,historyItem=HistoryList.get (HistoryListSize) ( ); |
| | CallEnergymodel ( ); |
| | NodeTxDataMoving=SensorRouterC (Container history); |
| | totalSensorRouterC_weight = totalNodeTxDataMoving_weight; |
| | nodeTxData ( ); |
| | end while |
| | Receive.receive (message, msg, void “load, unit, t, ten”) ( NodeTxData In=–(NodeTxData) ) payload; |
| | NodeTxData= out; //Orphan reconnection trigger mechanism |
| | in=sensorNodeParameter = call CC2420Packet. |
| | getparameter (msg); |
| Return | |

To maximise data transmission reliability in StreamRobots:

- $c_i$ is the coefficient that matches the $r$th variable.
- $X_i$ is the ISCR $r$th decision variable.
- Subject to reliability test conditions in Eq. (17).

### 4. Field sensor node deployment

#### 4.1. TelosB tested characterisation

This section describes the tested design parameters of the TelosB device used in the StreamRobot deployment. An experimental task is used to characterise the device setup while gathering key parameters needed for the service sensor edge analytics system. Using previous details in [28] and [29], a discussion on the sensor node design and deployment is highlighted in Section 5. To validate the ISN reliability model, four TelosB nodes were used to facilitate the test measurements. This was because of cost and convenience at the time of this study. However, the setup was sufficient for the data acquisition needed for this study, but it can be scaled up, depending on the deployment environment. A demonstration of how the sensors could rapidly acquire physical parameters and then transmit the data streams into the sink, is
shown. This was done regardless of the data size and the transitional kinetic energy needed to forward the data to the server. The experimental setup process/testbed design parameters and deployments are discussed in section below.

4.2. Optimal addressing scheme

In this section, the optimal addressing scheme for reliable parametric transmission is discussed. In this case, the IEEE 802.15.4 standard is used. This has a TI-MSP430F1611 microcontroller and Texas instruments CC2420 RF chip (i.e., IEEE 802.15.4 2.4 GHz wireless module). It uses a TinyOS 2.x that is compatible with a USB interface. The 48Kb memory is then used with a 12-bit ADC, having eight channels. In this work, the USB interface is attached to the sink server for telemtry captures.

For the StreamRobot testbed architecture in Fig. 3a, four nodes (CC2420 TelosB nodes) are considered for ease of configuration and simplicity per domain site. Fig. 3b depicts the sink analytics for data aggregation from the ISCRs/StreamRobot. The design of the addressing scheme for OTs and ODLS (including the server sink) leveraged a scheme known as classless inter-domain routing (CIDR) [31]. Similarly, stateful Multi-Index Hybrid Trie (MIHT) can be used for a network scale of any size [32]. Hence, CIDR and MIHT achieve scalability, route aggregation (summarisation), dynamic updating, lower administrative distances, split horizon, and route poison control. These are very important in the system design.

The CIDR IP address assignment policy introduced may be conservative for a very large-scale deployment. This could result in a poor utilisation of the available pool in a subnet for such complex deployments. IoT nodes that could fail to receive real-time network addresses will be disconnected from the service network, making them orphan nodes. This boundary problem is resolved, using the reliability orphan-node relive algorithm (RONRA). This is introduced to boost the reliability of data transmission and effectively reduce such problems as shown in Fig. 3a and 3b. Fig. 3a shows the physical testbed with linearised IoT node clusters, communicating with a sink logger in Fig. 3b (i.e., sink analytics). A reliability optimisation is built into Algorithm 2, considering Fig. 3a-b. It shows a reliability node recovery scheme called the orphan reconnection trigger mechanism (ORTM). This is based on an improved probability distribution function which includes multi-node instances (MNI) in-service field deployments. The ORTM selects nodes with active IP addresses to connect similar node instances or sink nodes. This is done to scale up connectivity in the node-to-sink network. It effectively leads to reduced cases of IoT orphan nodes, especially in complex deployments.

Algorithm 2 shows a more complex analysis. It shows both orphan and parent nodes established for seamless communication. From the orphan path, parent nodes are checked in the broadcast range. Once satisfied, it requests for the get-IP address of all nodes. When all the IP addresses are retrieved, it then compares the mean and standard deviation (SD) for the best node ID. After confirmation, a joint request is sent to the parent node with the largest SD. The parent nodes, in all instances, will check for their neighbours, send IP get-requests, and execute the algorithm. As such, an association established with the orphan node and parent nodes is made. This takes care of the case of an increased number of nodes on the robot.

Algorithm 2 Log normality TelosB integration with ORTM.

| Function | Description |
|-----------|-------------|
| Inputs: R(i), total number of IoT nodes on site, node-parent (Np, parent), Node.Array, Np, parent — remaining capability // outstanding capability of the parent |
| Output: Sink_ODLS // parent node terminal for rounds |
| Begin ( ) Np ← remaining capability // outstanding capability of the parent |
| Parameters: Define_Array, SensorRouterC_parameters ← Set // Node array Ready Configuration.SensorRouterAppC {}, i ← 0; |
| While i < SensorRouterC_monitorCallSchedule do |
| CalInf {Num, Node, parent, Array, Sensor} ← HistoryList.get(HistoryList.Size()); |
| for (int i = 0; i < Num; i++) |
| if (node[i].parent = Np, parent & node[i].type = ZR) |
| i ← Np, parent; |
| for (node[i].MaxDepth = 0; |
| CalInf {Num, Ns, Node, Array, Np, parent} ← HistoryList.get(HistoryList.Size()); |
| Else |
| IPsource = Np, parent; |
| if (node[i].parent = Np, parent & node[i].type = Sink_ODLS) |
| IPsource = Np, parent; |
| end while |
| Receive.receive (message, t msg, void *payload, uint8_t len) { |
| NodeRxData in = NodeRxData * payload; |
| NodeRxData.out = NodeRxData.out; //Orphan reconnection trigger mechanism |
| in SENSORNodeparameter = call CC2420Packettparameter(msg); |
| Return IPsource |
| End for |
| Return Sink_ODLS |

The experimental setup employed a reliable field characterisation of the IoT nodes for optimal data transmission. This is because the reliability of the traffic/data streams strength $S$ and its payload $L_p$ is expected to be constant in an on-demand fashion. After developing the IP mapping, static and dynamic IP mapping were explored for the main deployment. The generic dynamic host configuration protocol (DHCP) of the sink-based station was used to allocate addresses, thereby optimising administrative costs/overheads. In the testbed, a combination of CIDR and MIHT gave scalable inter-domain routing addressing scheme (SIRAS) for Fig. 1 for all the TelosB nodes (i.e., Node 100, 200, 300, 400, n + 1).

Now, assuming that a disposible IP block of 192.168.10.33/27 is needed for the service robot nodes, the network address can be given as 192.168.10.0, since this is a Class C address. Then, the subnet mask $S_n$ is given by 255.255.255.244 (since the CIDR value of $27 = 244$). The number of valid nodes for site_1, $v_N_n$ are given by $2^N - 2^v - 2 = 30$ nodes where $N = 8$ bits. The number of subnets for Site_1, $N_{site}$ is given by $2^{16} = 2^{12} = 8$ subnets where $X = 16$ bits. The block size or valid subnets is given by $2^{16} - 244 = 32$, hence, 8 subnets. The IP map identification subnet for the CC2340 TelosB nodes is derived as shown in Table 1.

Hence, for site_1, the valid range for CC2420 is 192.168.10.33 – 192.168.10.62 (subnet 32). In site_2, the valid range for CC2420 is 192.168.10.65 – 192.168.10.94 (subnet 64). Additionally, in site_3, the valid range for CC2420 is 192.168.10.97 – 192.168.10.126 (subnet 69). Hence, any address outside the valid node range becomes either a subnet or broadcast address which is unassignable in this design. In this
work, broadcast addresses were used to register the initial presence of sensor nodes in the coverage deployment field. The remaining IP blocks from subnet 128 to 224 were not utilised because only a few sensor nodes were considered. However, this has no significant impact on the IoT node’s baseline performance, considering the ORTM.

4.3. OutDoor testbed description

The Cisco LAB of the Federal University of Technology, Owerri (FUTO), situated in South-East Nigeria (FUTO-Cisco LAB), was used as the testbed for parametric outdoor scanning as shown in Fig. 3. The StreamRobot monitoring follows the LND, described previously. It accounts for both indoor and outdoor environmental deployments. The first testbed is the outdoor setup phase with the geographical coordinates (6° 14’ 0” north, 7° 17’ 0” East). In this testbed, four TelosB sensors were used in the experiment by calibrating the nodes at various distances, while attaching one of the sensor nodes to a laptop that served as the sink via an ODLs shown in Fig. 3a and 3b.

The remaining three sensor nodes were placed at 0°, 90°, and 180° from the sink with equal distances of 10 metres apart. The measurements were taken at several distances every 1 minute, and the data obtained were recorded. The nodes are assigned to ID 100, 200, 300, and 400 respectively.

The second testbed shown in Fig. 4 is an indoor setup, located at the School of Engineering building complex’s overhead control corridor. Because of cost and convenience, these four-sensor nodes were deployed for data capture. However, the four-node setup was sufficient for the preliminary data acquisition needed for the study. One of the sensor nodes was attached to the server laptop as the sink while the other nodes were placed in the first testbed, as measurements were taken from the sink-analytics in Fig. 4.

The TelosB sensor node’s characteristics are highlighted in [28] and [29]. The main composition of the node includes the CC2420 transceiver, a microcontroller with 3.3V CMOS compatible batteries. The ranges of the parametric variables such as temperature, humidity, and visible light sensors are highlighted. As shown in Fig. 4, the TelosB nodes have a smart USB slot with a programmed API driver in the Core i7 server machine, and TinyOS in DOS emulation mode maps with Cygwin libraries. With high-level TinyOS 2.x-Java GUI sockets developed on the IDE, the final API code was used to acquire real-time data as shown in Fig. 4, using Algorithm 1. Fig. 4b shows how the Sink SIRAS configuration palette is used to visually setup various nodes such as Node 100, 300, ..., $N + 1$, etc., regardless of their location (indoor or outdoor). Cases of TelosB captured parameters for analytics on the node cluster head (N#100), while node 200, 300, etc. were obtained as indicated in Fig. 4.

Using the setup shown in Fig. 4, three case scenarios involving IoT-TelosB captured parameters for analytics were determined. These include temperature, light intensity, humidity, RSSI, LQI, and frame sizes. It was used to determine indoor deployment locations for the ISCRs.

4.4. Outdoor results analysis

In this section, the observations from the previous experimental testbed are discussed. From Fig. 5, the LQI depicts the amount of data stream packets/bytes received on the sink. For the COVID-19 ISCRs, moving data streams have implications on the LQI. As the placement distance increases, the LQI continues to drop. In the case of LS-ODC, network topological changes will drop the LQI, thereby showing log-normality distribution observation for the available nodes. The LQI status for all the attached nodes determines connectivity pathways. Any path with a satisfactory LQI profile is optimised to deliver messages/data streams to the sink reliably. Hence, Fig. 5 shows that to deliver data streams to the sink servers, the energy efficiency of the TelosB nodes must rely on defined short distances. Therefore, for the battery-powered nodes, a uniform trend was observed for LQI, starting from 105.5 dBm, considering the various placement distances. This implies that the measured and captured data streams under LS-ODC reached the sink server for possible analytics.

Fig. 6 shows the obtained RSSI behaviour under LS-ODC. It depicts a considerable measure of data stream signal quality on the fly. For energy conservation during traffic routing, path selection can draw enormous power. Hence, the energy model positively impacted RSSI, using Algorithm 1. The total energy received for the physical TelosB nodes is −40 dBm. It was observed that given the various placement distances, the RSSI appears to be dropping as the node distances increase under the influence of LS-ODC. This means that the service robots need to be very close to the targeted objects to avoid a loss of signal with the central server.

This implies that the service-care robot’s (SCR) RF can receive signals based on the connectivity profiled with RSSI. This reveals the true power level of the TelosB node when receiving traffic or when its sink head aggregator receives a similar data stream. As a thread-off, the throughput can be seriously impaired at a very low RSSI. From the measurement testbed, the various battery profiles (i.e., energy conservation usage) are highlighted in Fig. 7. It is important to note that a CMOS electrochemical battery (AA 3.3 V) was used to power the TelosB sensor node in the testbed. Clearly, with the LS-ODC, the wake-up status with active power is made very small, thereby reducing the energy consumption and its discharge characteristics of TelosB nodes. The implication is that the nodes can be active for a longer duration of time, as shown in the various discharge rate profiles in Fig. 7. This result offers the basis for battery-efficient discharge and sensing capabilities.

Fig. 8 shows the influence of the log normality distribution on throughput parameters under LS-ODC. All the joined nodes are represented with node four as a test case orphan that got disconnected. In reality, the nodes transmit data streams from the off-takers, but it was observed that node placement distances affect the network performance, especially for complex deployments. TelosB node 3, placed
Fig. 5. Impact of LQI on TelosB sensor placement distance (m).

Fig. 6. Impact of RSSI on TelosB sensor placement distance (M).

Fig. 7. Impact of battery life under LS-ODCI.
closer to the sink, experienced the highest throughput without any deviation. Similarly, nodes 2 and 1 were placed closer to the sink after node 3 – both experienced differential a throughput behaviour with LS-ODCI. Results shown in Fig. 8 indicate that the LS-ODC nodes closer to the sink analytic server experienced better throughput compared to those behind the lead node. This is a normal distribution confirmed from the experiment. Therefore, the introduced ORTM can trigger instant node recommendations for complex network setups [33]. This is good for the StreamRobot optimisation of data transmission. To migrate these parameters to the cloud, a set of fog devices can be employed for streams analytics. The insights gathered can be used for intelligent decision-making in the deployed context [34] and [35].

With such smart task placement in StreamRobot IoT TelosB nodes on a large-scale computing platform, workload optimisations will deliver sensitive data traffic, involving low power drain at the edge nodes. The fog will improve latency and can be applied in container orchestration domains, while machine learning heuristics could be applied to achieve quicker decisions in terms of scheduling. Future efforts will consider reinforcement learning and evolutionary schemes for dynamic IoT TelosB edge to cloud transactions.

In all cases, the throughput increases as the data stream increases from the off-takers to the sink. RSSI and LQI can affect the throughput, especially if the node placement distances are wrongly calibrated or if an orphan node exits. So far, using the proposed scheme, the results show that data stream transmission, considering LQI, RSSI, battery life, or energy conservation reliability and throughput (under efficient node placements), can sustain optimal traffic flows through any wireless vector path. Therefore, reliable physical calibrations are necessary for the proposed ISCR.

Furthermore, with an increasing number of IoT edge nodes, the total number of the joined nodes with ORTM will remain higher than that of conventional IP TelosB nodes. Using ORTM, offers similar results even in a complex experiment. In this article, the network employed a smaller number of joined IoT TelosB nodes for parameter gathering in a service robot. The behaviour of the individual nodes was studied for a reliability analysis. As the number of nodes increases, the ORTM eliminates possible saturation effects. The implication is that more nodes can join in a subnet cluster using CIDR or MIHT. Also, in an unstructured deployment, ORTM can accommodate a massive node deployment, improve the overall joined ratio, and regulate all active deployment interactions.
It is difficult to notice the disjoined/unconnected state when the nodes are increased with ORTM. Consequently, an increase in the node placement will have less impact on the overall network at any given location, especially the battery lifespan. Fig. 9 shows the StreamRobot cloud interface for all the cyber-physical parametric captures.

Fig. 10 shows Kendall’s correlations map for capturing the ordinal association between the measured quantities by the StreamRobot. Fig. 11 shows the Pearson’s correlations for the StreamRobot multivariable. It depicts the statistical relation between the continuous variables. Fig. 12 shows the Phi_K correlation coefficient obtained from several adjustments to Pearson’s hypothesis test of independence among multi-variables. Fig. 13 shows Spearman’s correlations between the variables. The various test statistics depict a common similarity pattern in terms of all the captured variables by the StreamRobot. In Section 5, a discussion of the complex system-of-systems with OpenFlow SDN is presented.

5. OpenFlow SDN integration architecture

In most mission-critical environments, the use of service robots is unpopular, and the legacy computing systems depend on human agent operators who manually monitor and manage the system conditions. The efficiency depends on the overall system-of-systems integration. This ensures proper coordination and offers system stability at deployment sites.

Apart from the edge parameter transmission, critical intelligence is realised using self-monitoring and feedback control schemes in the StreamRobot. Such a system-of-systems model (cf. Fig. 14) can have an average lifespan of 10 to 30 years with SDN deep learning integrations [36, 37]. The issues of orphan node problems in the systems-of-systems architecture lead to the premature death of the StreamRobot. This
the lookup forwarding tables. Every time an incoming signal gets into the SDN OpenFlow switch, the signal-packet details are checked against the forwarding table for concurrence. Matched validity results in forwarding accent to the designated port. If this is invalid, a smart query request is to be sent to the SDN controller for advice updates, defining the exact location to forward the packetized signal. This is then achieved by allowing the SDN-controller to carry out quick topological database queries with deep learning and confirm new rules or notification states.

The proposed StreamRobot SDN-ML architecture in Fig. 14 fuses its forwarding plane optimally. It depicts the OpenFlow engine meant for the core IoT wireless network. Above this layer is the smart control plane. This gives a clear picture of the data manipulation and route management supports. A highly secure channel interface, the core SDN, and sink-SDN controllers were introduced in the architecture. The reason was to ensure security and optimal reliability. Finally, the management layer provides the compute storage and real-time deterministic sensing domain, housing all fault-error predictions in the system-of-systems network.

6. Deployment system testbed

A production deployment for the proposed StreamRobot SDN-ML comprises a Linux-based virtual server. The main data centre network executes the SDN design, having seven SDN controllers with their respective fail-over supports. The OpenFlow switch is used as the forwarding engine (i.e., OpenFlow multilayer vs switch (3) [37]. An Ubuntu server was used with a 16-port NIC Intel ethernet [38], mininet [39], and a floodlight-controller [40] being deployed as SDN components. This was upgraded to fit the proposed network demands for the StreamRobot. The matching constructs determine the data stream forwarding verified from the lookup table. The SDN floodlight was used to determine which device should receive forwarded packets. The TelosB sensor nodes provide a critical wireless tunnel for the StreamRobot. Bluetooth LoRa RF provides sensor capability for a variety of readings. The TelosB IoT wireless network works with the SDN controller. While the SDN sink-node forms the SDN controller, the other SDNs provide an OpenFlow forwarding engine. This article depends on the modified SDN algorithm [37]. This was used to achieve StreamRobot communication seamlessly (cf. Fig. 14). The system setup also has both virtualised and StreamRobot hardware prototypes employed to achieve the deployment. The virtualised domain supplies the baseline network with the smart SDN and OpenFlow switches. TelosB nodes for various sensing attributes are used to measure all the physical parameters as well as to trigger notifications on the application management plane via north- and southbound APIs. First, the physical variables were profiled on the analytic dashboards. These nodes capture analogue variables, mapped via signal conditioners into the Arduino UNO microcontroller. This processes the analogue-to-digital conversion while activating the LoRa module for data transmission. For failure predictions on the StreamRobot and the network conditions, this work introduced a reliability fault predict agent, leveraging past TelosB nodes historical datasets. Section 8 discusses the hardware proof of concept.

7. StreamRobot fog detection cloud predictive machine learning model (FD-CPMLM)

7.1. FD-CPMLM-MSE analysis

In this section, FD-CPMLM was introduced in Fig. 15 to train the accuracy of the StreamRobot’s predictions. This is also called enhanced neural discriminant analysis (ENDA), based on SDN intelligence propagation (i.e., OpenFlow-SDN). The number of hidden neurons chosen is based on the mean square error (MSE) and regression (R). The prediction model design is the neural-based training data classification for a StreamRobot’s IoT datasets. Ten neurons were chosen to design
the network prediction model due to the number of data complexity involved. In evaluating a model’s performance, error measurements were considered. The MSE refers to the error that is to be minimised to realise an acceptable output from the artificial neural network (ANN). When the MSE between two consecutive epochs is less than the minimum error that is specified, then the training stops. Essentially, the training also stops when the validation resolves that overfitting occurs. The MSE also determines how well the network output fits the desired output. The R-value is considered, as it measures the correlation between outputs and targets. An R-value close to 1 means a close relation, while the reverse indicates a random relation. A comparison of the MSE and R-values for all numbers of nodes was carried out. The lowest MSE value was selected as the optimum number of nodes in the hidden layer, and also the R-value, which is the highest. MATLAB 17 is the multi-paradigm numerical computing environment employed in this regard. It has a network fitting tool referred to as NFTOOL used for solving data fitting problems. It maps a data set of numeric inputs and a set of numeric targets. Table 2 shows the tuning parameters for the predictive training classifications.

Fig. 15 shows a typical NN model with multiple hidden layers. The major consideration in computing the error level in the StreamRobot prediction model, including testing reliability of systems-of-systems prediction states, is the already mentioned mean square error (MSE) and root-mean-square error (RMSE). These represent the objective-cost function in the StreamRobot.

Essentially, the smaller the objective cost function in the system, the more reliable its fault prediction analytics becomes. Eq. (19) and Eq. (20) are used to express the MSE and RMSE in the proposed system. The differentials in both equations allow RMSE to give more computational weights to huge errors. This is certainly reasonable in the instance of unacceptable errors predicted [37].

\[
Obj(k_1, k_2, k_3, k_4 \ldots \ldots k_{n+1}) = \frac{1}{n} \sum_{i=1}^{n} (RL_{pred} - RL_{start})^2
\]  

(19)

\[
Obj(k_1, k_2, k_3, k_4 \ldots \ldots k_{n+1}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (RL_{pred} - RL_{start})^2}
\]  

(20)

From Eq. (19) and Eq. (20), the system is routinely trained in a repetitive fashion, accommodating new events on an hourly basis.

With the backpropagation model [41], cost-effective retraining is achieved in the SDN-ML/FD-CPMLM. The baseline MSE estimated reference used is 7.6 × 10⁻³ [42]. After using the deployed machine learning model (cf. Fig. 15), it was observed that it provides efficient accuracy in all of its predictions with similarity patterns in respect of the measured variables. This monitors the entire system status. In this case, a prediction status profile (PSP) was assumed as a significant tool for determining the operational health state of the StreamRobot. Added to that, the PSP is considered to be significant on the baseline scales of 0 to 1 where < 0 denotes ‘no serious status’ and 1 denotes a ‘high

**Table 2. Neural classification tuning parameters.**

| Neural Specification | Specification Values |
|----------------------|----------------------|
| Network type         | Predictive neural controller |
| Number of samples    | 6,000                |
| Hidden layer         | 10                   |
| Samples/epoch        | 20 sec               |
| Sampling interval    | 0.2                  |
| Plant input/output   | 2                    |
| Training samples     | 6,000                |
| Training epochs      | 200                  |
| Training function    | Trainlm              |
| Control weighing factor (σ) | 0.00229          |
| Search parameter     | 0.001                |
| Control horizon (N𝑝) | 2                    |
| Cost horizon         | 2                    |
| Reliability coefficient | 1                   |

![Fig. 16. Machine predictive model with slow rate data streams.](image)

![Fig. 17. FD-CPMLM/predictive model (SDN) with more accurate detection.](image)

health condition’ without orphan nodes. The fuzzy states between 0 and 1 are denoted as the operational conditions of the SDN-powered StreamRobot. By mapping the TelosB sensor data streams into a sigmoid function, the optimal reliability of the StreamRobots can be deduced. Take Xᵢ to denote the PSP of a TelosB sensor node. The PSP for multivariable inputs is now given as a typical logistic regression model in Eq. (21) [37]:

\[
SI = \frac{1}{1 + e^{-\sum_{i=1}^{n}(βX_i)}} \times 100\%
\]

(21)

When β denotes the computational weight effect of each IoT node variable, this typically ranges between 1 and 10. Fig. 16 illustrates a predictive machine model with slow rate data streams for a four-input sample over 200 simulation cycles. For the four input samples, the mean square error is between 0 and 0.5. The classified neural output shows no significant moving trend – hence a very small error was detected. It shows that a machine predictive model (OpenFlow-SDN) in which the four input samples have a mean square error, is between −0.5 and 1. The classified neural output shows a significant moving trend – hence some error states were detected. Fig. 17 shows a composite machine predictive SDN with improved detection. In this case, the mean square error is between −1 and 1. Similarly, the classified neural output shows a significant moving trend – hence internal state errors were detected.

Fig. 18 shows the completed StreamRobot schedule training data validation, using a SDN data mining predictive controller. To obtain the training residual of 0.19422, the target (T) must approximately correspond to the predictive output (Y) i.e., Y → T. Hence, in the validation
plot of the training residual at 0.16013, the target completely approximates the predictive output $T(22) \rightarrow Y(22)$. Additionally, in Fig. 18, a complete StreamRobot test data validation using a data mining predictive controller, is demonstrated. For the test residual ($R = 0.18492$), the target ($T = 22.5$) linearly approximated the predictive output ($Y = 22.5$). Similarly, in Fig. 19, for the validated test residual, $R = 0.10523$. Here, the validated target ($T = 23$) has linearly approximated the predictive output ($Y = 23$). Fig. 20 shows the complete streamRobot training data validation (FD-CPMLM) as discussed above. It illustrates the regression plot of the training, which shows the relation existing between the outputs of the network and the targets. Essentially, the four plots represent the training, validation, testing, and general data for the model. The dashed line in each plot represents the targets or perfect result-outputs. The solid line represents the best fit linear regression line between the outputs and targets.

Fig. 20 illustrates the StreamRobot data mining predictive controller (FD-CPMLM) MSE validation. As shown in Fig. 21, the dotted path shows the best path. The best validation performance is experienced in which the dotted horizontal line and the dotted vertical line intersects. This was achieved after six iterations. The performance stopped increasing at this point, and the training was stopped. For this model, the best validation performance was observed at epoch 1 without further increase, so the training was stopped at the eighth epoch. It was observed that out of the 14 epochs for training, test, and best residuals, the best validation performance was obtained at the eighth epoch, at 1.7562 MSE error. The significance of these results is that the proposed system offers a very reliable/accurate region of failure/error classification. From these results, it is clear that the established data mining predictive controller has 1.7562 MSE for the discriminant function’s 0.08229 critical value (threshold). This makes it difficult to have orphan nodes.

7.2. FD-CPMLM-MSE validation and testing

In this section, the performance evaluation of selected identified machining learning models is carried out. The idea is to discover the most optimal model that is accurate, consistent, and reliable in a StreamRobot. In this regard, three reliability optimisation schemes were studied for error/failure detection, namely decision tree (DT) [43, 44], logistic regression (LR) [45], and the deployed SDN scheme (i.e., ENDA).

Fig. 22 shows the validation plots for data clustering mean square latencies for the three optimisation algorithms. It was observed that three algorithms, namely decision tree, logistic regression, and SDN-ENDA (proposed) gave a latency hit-clustering of 40.00%, 33.33%, and 26.67% respectively, for the predictive fog model.

Fig. 23 shows the StreamRobot’s linear predictive scalability behaviour of the selected algorithms on the network plane. These algorithms vary significantly in predictive scalability, especially as data samples are increased. These scalable algorithms, namely decision tree, logistic regression, and enhanced neural discriminant analysis (proposed) (ND) offer a clustering scalability of 30.12%, 33.73%, and 36.15% respectively.

From the analysis so far, it is obvious that the optimal SDN computational strategy (i.e., SDN-ENDA) offers a better prediction of errors than existing decision trees and regression schemes. However, identifying the proper attributes and mapping exact thresholds may even offer more precise results.

8. Experimental hardware prototype

Fig. 14 depicts the systems architecture powered by an optimal SDN packet flow engine. The integral part of the network is denoted as the fog cloud. This has multiplexed-multipath route connections driven by the SDN controllers, which activate and enforce off-taker forwarding engines to fix recurring query requests. All the location-based SDN controllers are linked via cascaded SDN with OpenFlow switches. This depends on TelosB IoT sensor data streams to the major SDN controller deployed at the cloud edge. The StreamRobot experimental cloud is the Linux-based virtualised hypervisor machine. In practical deployment, mininet and floodlight controllers are the SDN controller implementation agents. At the open vSwitch engine, the rule-base was deployed fully. The proof of concept for the systems-of-systems is presented at the fog control plane. Automatic enascement deployment for the StreamRobot gate is discussed below, as depicted in Figs. 24 to 26. This addresses the disaster issues in the COVID-19 incident response concerns in Nigeria and other African countries. The StreamRobot has the following specifications as depicted in Table 3.

In the deployment context, a facial recognition system powered by a deep learning neural convolutional script agent, coordinates the access control to the StreamRobot gate (Fig. 25). This is integrated with the temperature screening function. This quickly takes a skin-surface temperature and uploads abnormal temperature events to the network operating centre orchestrated in the private cloud network operating
Fig. 21. Data mining predictive controller (FD-CPMLM) MSE validation.

Fig. 22. Validation plots for data clustering latency.

Table 3. Features of the StreamRobot prototype.

| StreamRobot gate features                  | Parametric values |
|--------------------------------------------|-------------------|
| Disinfection scheme                        | Aerosol-vent sprayer methods |
| Disinfectant molecular size when applied   | 0.1-0.3-0.5 microns |
| Surface retention time after application   | 6 hours           |
| Internal tank on full state                | 40 litres         |
| Number of the points that apply disinfectant to the surface nozzle | 12 pcs            |
| Nozzle type                                | Aluminium         |
| Nozzle angle                               | 80 degrees/fan    |
| Automation                                 | Digital control   |
| Tank internal capacity                     | 75 litres         |
| Pressure pump                              | 35 bar            |
| Main flow pump                             | 1 litre/minute    |
| Voltage                                    | 220-230v/60 Hz    |
| Device dimension (cm)                      | E: 130x180x220 cm |
| Weight                                     | 120 kg            |
| Sensors (distance, tank capacity, temperature, oxygen level, etc.) | Default/Enabled  |
Graph Illustrating Predictive Controller Detection Responses (DTA, LRA, And Proposed)

Fig. 23. Validation plots for data clustering latency.

Fig. 24. a) StreamRobot gate face camera mode without face mask; b) Face-mask detection mode; c) StreamRobot gate deep learning scan for final verification to fog-cloud agents; and d) StreamRobot temperature mode.

Fig. 25. a) StreamRobot gate face camera mode without face mask; b) Face-mask detection mode; c) StreamRobot gate deep learning scan for final verification to fog-cloud agents; and d) StreamRobot temperature mode.

centre (NOC). The StreamRobot deployment provides support for the Vanadium Oxide uncooled sensor that measures the target temperature range: 30 °C to 45 °C (86 °F-113 °F); accuracy: 0.1 °C; deviation: ±0.53 °C; recognition distance: 0.3 to 1.8 metre. The camera resolution is 120*160, with a framerate of 25fps and 2MP dual-lens. At deployment, the fast temperature measurement mode detects faces and takes temperature readings without identity authentication (Fig. 24).

However, multiple authentication modes are supported, such as card and temperature, face and temperature, card and face, and temperature. Another feature introduced is the face mask-wearing alert, foglet agent. In this case, the moment the face-recognition face module fails to identify the face mask, the device IoT voice reminder is activated. Fig. 26 shows the entry, standstill, and verification modes upon receiving control commands from the StreamRobot front-end depicted in Figs. 1 and 14.

Similarly, the authentication and attendance are flagged as valid, once the facial recognition engine verifies the captures. Forced mask alerting wearing alert can occur. In this case, if the recognising face does not wear a mask, the device prompts the IoT voice reminder. At the same time, the authentication or attendance will fail. Furthermore, the display temperature measurements are captured on the authentical page (cf. Fig. 25a). For accurate temperature measurement, the system is powered on for 90 minutes for warm-power-up. A voice prompt is triggered to indicate an abnormal temperature reading. The system works in both indoor and outdoor environments.

As shown in Fig. 24, the face recognition duration is less than 0.2 second per user. The face accuracy rate is ≥ 99%, with over 6,000 to 50,000 face capacity. The card capacity is 6,000 to 50,000 and can
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handle an event capacity of 100,000 to 200,000 event capacity. The
facial height for image recognition is between 1.4 and 1.9 metres. By
default, the system supports over 6 attendance status, including check
in, check-out, break-in, break-out, overtime-in, overtime-out. At a high
field programmable controller auto-synchronisation clock, the watchdog
design and tamper functions are enabled. The audio prompt for
authentication results is enabled for errors (cf. Fig. 3). The system con
nects to an external access control unit via a bluetooth radio and fog
radio frequency of 2.4 GHz at 1 Mbps data rate. From the deployment,
datasets are imported or exported from the StreamRobot via the feglets
into the private cloud NOC. The StreamRobot’s gate chamber uses its
configurable status (open/close) when detecting abnormal temperature
or orphan node problems. The front end equally displays the informa
tion via the TCP/IP communication APIs and stores it on its internal
memory for next reference.

In Fig. 26, the StreamRobot SDN IoT bode prototype is depicted.
This is constructed with a customised IoT core, programmed with SDN
constellation scripts. The prototype hardware module is based on an
Arduino board working as a programmable microcontroller device with
SDN supports. The module has various sensors such as temperature,
humidity, proximity distance sensor, humidity, and tank capacity. The
telosB sensor device-nodes are mapped with an OpenFlow orchestrator,
which interacts with the terminal SDN controller, leveraging the long-range
network connectivity LoRa network. This fog gateway SDN supports various
heterogeneous transactions and handles all sink-SDN controllers that gather sensor datasets meant for the forwarding aggre
-gation to the cloud sink NoC. Immediately the data stream is processed and computed, and these are polled into the prediction dashboard for
prediction analytics on cyber-physical real-timed sensed datasets. With
reliable predictions, failure modes or errors can be identified in the de
ployed StreamRobot whose enscamement gates are shown in Figs. 25 and
26 respectively.

This work has shown that with the reliability optimisation technique
in the StreamRobot, it is feasible to predict and even analyse critical re
tention profiles from the global trained datasets. The SDN intelligence
fully achieves this capability and eliminates the orphan node problem.
The robot has multiple arrays of sensors and can be deployed in vari
dous scenarios, like enterprises, stations, residential buildings, factories,
schools, hospitals, campuses, etc.

The developed intelligent service-care robots will benefit mission
critical sectors such as healthcare systems [46], transportation, manu
facturing, and environmental applications. For instance, the system
can be deployed as a smart surveillance model for predictive-early
detection/notification of community-induced epidemics (SSMPEDCIE).

Fig. 26. a) StreamRobot gate entry mode; b) standstill mode; and c) final veri
cification to fog-cloud agents.

The practical significance of the system offers a predictive early
warning, especially for strange/unnatural health status conditions in data
aggregated captures. Such clinical (structured) and nonclinical (un
structured) data information can give insights to perceived syndrome
or unconventional health updates. Other crisis areas include hospital
sanitising, drug deliveries, and frontline healthcare workers’ support to
mitigate a COVID-19 exposure.

In summary, recent studies have justified the significance of ISCR,
especially in collaborative sensing robots (cobots) [47, 48, 49, 50]. Other
new areas include IoT-telemedicine robots [51], service robots
[52], companion cloud-based robots [53], telesopere robots [54], so
-cial care geriatric robots [55], human-care robots [56, 57], telebotics
[58], and social assistive robots [59, 60]. These works offer greater
potential for the internet of medical robots (IoMR). The adaptation of
deep learning and unsupervised machine learning can create a huge
computational workload for the edge controllers. Therefore, lightweight
computation using dockers/containers at the edge appears preferable for
ISCRs using LS-ODCI API and SDN.

In this article, LS-ODCI API offers a lightweight approach to pro
cessing ISCR wireless parameters, and draws less system resources in
terms of computational complexity (space and time). On the other hand,
the SDN offers a robust technique for a robotic network management
and logically supports dynamic programmability and configurability,
thereby improving system performance. It supplies a better approach
towards monitoring networks, unlike other schemes that run on static
architecture of traditional robotic network designs. When deployed on a
robot to centrally manage all the traffic processes, this disassociates the
wireless network forwarding process (data plane) from the routing pro
cess (control plane). The control plane is the brainbox of the ISCR-SDN.
The only issue is that of scalability and elasticity within the OpenFlow
remote communication network.

9. Conclusion

In this article, the physical design and experimentation of a Stream
Robot have been carried out using reliability optimisation techniques.
Unlike exiting service care robots, the proposed StreamRobot uses LS
-ODCI and SDN to address reliable data transmission gaps in the lit
erature. It achieved link resilience and log normality distribution with
ORTM. LS-ODCI with ORTM handled performance issues relating to IP
enhancement probability and standard deviation effects of edge nodes
in the TelosB network field as a link connectivity scheme. Additionally,
an investigation into the LND feasibility of a StreamRobot to enhance
the connectivity concerns was discussed. Experiments were conducted
using a real-world testbed. Added to that, an analysis into the use-case
scenario (accurate data streams are seamlessly delivered from the IoT
nodes to the sink servers) was carried out. The work analysed sensor
nodes’ deployment parameters such as LQI, RSSI, throughput, and en
ergy consumption lifespan for sustained data stream transactions. An
investigation into the connectivity scheme in respect of an efficient
battery/energy consumption is considered. A satisfactory LQI, RSSI,
and transmission throughput for a limited number of TelosB nodes in the StreamRobot were also observed. The work showed that a few selected metrics presented a normality distribution for operational efficiency with the IoT node placement distances. A smart SDN IoT engine was introduced to monitor errors and orphan node issues in the deployed environment. The customised controller programmability and its functional operations for the baseline and sink deployments were discussed. Using an intelligent SDN scheme, the IoT nodes were efficiently managed in the StreamRobot. An implementation of the core tested on a virtualised Linux-based NOC, having multiplexed path redundancy, was also realised. Using the MATLAB neural prediction tool, the prediction accuracy was achieved based on the Python scripting on the OpenFlow virtual switch. Further validation results provided a prediction for data clustering mean square latencies. Considering the three optimisation algorithms, it was observed that decision tree, logistic regression, and SDN-ENDA (proposed) gave data streams latency as 40.00%, 33.33%, and 26.67% respectively for the fog predictive model. For the StreamRobot’s linear predictive scalability behaviour of the selected algorithms on the network plane, these algorithms vary significantly, especially as data samples are increased. In this case, decision tree, logistic regression and SDN-ENDA (proposed) offer streams clustering scalability as 30.12%, 33.73%, and 36.15% respectively. Various experimental tests were carried out to validate the hardware prototype, constructed with IoT-SDN sensors and controller modules. The observation is that the proposed reliability optimisation scheme eliminates the orphan node problem during data stream transmissions. Finally, the proposed reliability optimisation schemes offer low-cost overheads and eliminate orphan node conditions while providing a satisfactory realistic management of the StreamRobot processes. Future work will fully investigate node-level optimisations, data stream error controls, and security constraints. Lastly, the impact of ORTM will be explored with other computational algorithms to improve connectivity in a very complex deployment.
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