Math. Z. (2015) 279:27–59
DOI 10.1007/s00209-014-1356-9

Mathematische Zeitschrift

\( \ell^p(\mathbb{Z}) \) — Boundedness of discrete maximal functions along thin subsets of primes and pointwise ergodic theorems

Mariusz Mirek

Received: 26 January 2014 / Accepted: 8 May 2014 / Published online: 14 August 2014
© Springer-Verlag Berlin Heidelberg 2014

Abstract We establish the first pointwise ergodic theorems along thin sets of prime numbers; a set with zero density with respect to the primes. For instance we will be able to achieve this with the Piatetski–Shapiro primes. Our methods will be robust enough to solve the ternary Goldbach problem for some thin sets of primes.

1 Introduction and statement of results

In the mid 1980’s, Bourgain and Wierdl generalized Birkhoff’s pointwise ergodic theorem, showing that almost everywhere convergence still holds when averages are taken only along the set of prime numbers \( P \). More precisely, let \( (X, B, \mu, T) \) be a general dynamical system where \( T \) is an invertible, measure preserving transformation on the \( \sigma \)-finite measure space \( (X, B, \mu) \). Then, for any \( f \in L^r(X, \mu) \) where \( r > 1 \), the limit

\[
\lim_{N \to \infty} \frac{1}{|P \cap [1, N]|} \sum_{p \in P \cap [1, N]} f(T^p x),
\]

exists for \( \mu \)-almost every \( x \in X \). See [5] and [41]. At almost the same time Nair [27, 28] showed that (1.1) remains still valid when \( T^p \) is replaced with \( T^{W(p)} \), where \( W \) is an arbitrary integer valued polynomial. The restriction to the range \( r > 1 \) is essential as LaVictoire [19], extending work of Buczolich and Mauldin [6], showed the pointwise convergence result (1.1) fails on \( L^1(X, \mu) \).

Since the work of Bourgain and Wierdl, there have been many results establishing both pointwise ergodic theorems along various arithmetic subsets of the integers and investigating
discrete analogues of classical operators with arithmetic features; see [2,12,13,22,24,29,31, 33–38,40]. However, not many have been proven for the subsets of primes; see [27,28,41] and recently [25].

The aim of this article is to extend the result of Bourgain [5], Wierdl [41] and Nair [27,28] to the case where the ergodic averages operators (1.1) are defined along appropriate subsets of primes.

One of the main objects will be the set of Piatetski–Shapiro primes \( P_\gamma \) of fixed type \( \gamma < 1 \), where \( \gamma \) is sufficiently close to 1, i.e.

\[
P_\gamma = \{ p \in \mathbb{P} : \exists n \in \mathbb{N} \; p = \lfloor n^{1/\gamma} \rfloor \}.
\]

In particular we will show the pointwise ergodic theorem along the set of Piatetski–Shapiro primes.

**Theorem 1.1** Let \((X, \mathcal{B}, \mu, T)\) be a dynamical system and let \( W : \mathbb{Z} \mapsto \mathbb{Z} \) be a fixed polynomial of degree \( q \in \mathbb{N} \). Then there exists \( 0 < \gamma_q < 1 \) such that for every \( \gamma_q < \gamma < 1 \) the limit

\[
\lim_{N \to \infty} \frac{1}{|P_\gamma \cap [1, N]|} \sum_{p \in P_\gamma \cap [1, N]} f(T W(p) x),
\]

exists \( \mu \)-almost everywhere on \( X \), for every \( f \in L^r(X, \mu) \) with \( r > 1 \).

In view of the transference principle, one can transpose our problem and work with the set of integers rather than an abstract measure space \( X \). In these settings we will consider the averages

\[
M_{S,N} f(x) = \frac{1}{|S \cap [1, N]|} \sum_{p \in S \cap [1, N]} f(x - W(p)), \quad \text{for } x \in \mathbb{Z}, \tag{1.2}
\]

along a fixed set \( S \subseteq \mathbb{P} \), where \( W : \mathbb{Z} \mapsto \mathbb{Z} \) is a fixed polynomial of degree \( q \in \mathbb{N} \). Finally, let \( M_{S,N} f(x) = \sup_{N \in \mathbb{N}} |M_{S,N} f(x)| \) be the maximal function corresponding with the averages defined in (1.2). Such maximal functions, as we will see in the sequel, play essential roles in the pointwise convergence problems.

It is worth emphasizing that, in fact, Bourgain [5] and Wierdl [41] (with \( W(x) = x \)) and Nair [27,28] (with general polynomials \( W \)) showed that the maximal function \( M_P \) is bounded on \( \ell^r(\mathbb{Z}) \) for every \( r > 1 \).

We shall show the following maximal theorem along the set of Piatetski–Shapiro primes.

**Theorem 1.2** Let \( W : \mathbb{Z} \mapsto \mathbb{Z} \) be a fixed polynomial of degree \( q \in \mathbb{N} \). Then there exists \( 0 < \gamma_q < 1 \) such that for every \( \gamma_q < \gamma < 1 \) and every \( 1 < r \leq \infty \) there is a constant \( C > 0 \) such that

\[
\| M_{P_\gamma} f \|_{\ell^r(\mathbb{Z})} \leq C \| f \|_{\ell^r(\mathbb{Z})},
\]

for every \( f \in \ell^r(\mathbb{Z}) \).

Throughout the paper we will be considering thin subsets of primes. The set \( S \) consisting of prime numbers is called thin if \( |S| = \infty \) and

\[
|S \cap [1, x]| = o(P \cap [1, x]) \quad \text{as } x \to \infty.
\]

The famous theorem of Piatetski–Shapiro [30] establishes the asymptotic formula

\[
|P_\gamma \cap [1, x]| \sim \frac{x^\gamma}{\log x} \quad \text{as } x \to \infty,
\]
for every \( \gamma \in (11/12, 1) \), which obviously implies that \( P_\gamma \) is a thin subset of primes. The asymptotic formula was discovered by Piatetski–Shapiro [30] in 1953 for \( \gamma \in (11/12, 1) \). This range was subsequently improved by Kolesnik [16], Graham (unpublished), Leitmann (unpublished), Heath–Brown [8], Kolesnik [17], Liu–Rivat [21]. Currently, due to recent result of Rivat and Sargos [32], we know that \( \gamma \in (2426/2817, 1) \), and this is the best known range.

In fact the set of Piatetski–Shapiro will be a particular example of a wide family of thin subsets of \( P \) of the form

\[
P_h = \{ p \in P : \exists n \in \mathbb{N} \; p = [h(n)] \},
\]

where \( h \) is an appropriate function, as in Definition 1.3. Specifically, we will study the sets \( P_h \) with functions \( h \) of the following form

\[
h_1(x) = x^c \log^A x, \quad h_2(x) = x^c e^{A \log^B x}, \quad h_3(x) = x \log^C x, \quad h_4(x) = x e^{C \log^B x},
\]

\[
h_5(x) = x l_m(x),
\]

where \( c \in (1, 2) \), \( A \in \mathbb{R} \), \( B \in (0, 1) \), \( C > 0 \), \( l_1(x) = \log x \) and \( l_{m+1}(x) = \log(l_m(x)) \), for \( m \in \mathbb{N} \).

However, we encourage the reader to bear in mind the set of Piatetski–Shapiro primes \( P_\gamma \) as a principal example. This will allow us to get a better understanding of further generalizations.

**Definition 1.3** Let \( c \in [1, 2) \) and \( \mathcal{F}_c \) be the family of all functions \( h : [x_0, \infty) \mapsto [1, \infty) \) (for some \( x_0 \geq 1 \)) satisfying

(i) \( h \in C^\infty([x_0, \infty)) \) and

\[
h'(x) > 0, \quad h''(x) > 0, \quad \text{for every} \; x \geq x_0.
\]

(ii) There exists a real valued function \( \vartheta \in C^\infty([x_0, \infty)) \) and a constant \( C_h > 0 \) such that

\[
h(x) = C_h x^c \ell_h(x), \quad \text{where} \quad \ell_h(x) = e^{\int_{x_0}^{x} \frac{\vartheta(t)}{t} dt}, \quad \text{for every} \; x \geq x_0,
\]

and if \( c > 1 \), then for every \( n \in \mathbb{N} \)

\[
\lim_{x \to \infty} \frac{1}{\vartheta(x)} = 0, \quad \text{and} \quad \lim_{x \to \infty} x^n \vartheta^{(n)}(x) = 0.
\]

(iii) If \( c = 1 \), then \( \vartheta(x) \) is positive, decreasing and for every \( \varepsilon > 0 \) there is a constant \( C_{\varepsilon} > 0 \)

\[
\frac{1}{\vartheta(x)} \leq C_{\varepsilon} x^{\varepsilon}, \quad \text{and} \quad \lim_{x \to \infty} \frac{x}{h(x)} = 0.
\]

Furthermore, for every \( n \in \mathbb{N} \)

\[
\lim_{x \to \infty} \frac{1}{\vartheta(x)} = 0, \quad \text{and} \quad \lim_{x \to \infty} x^n \vartheta^{(n)}(x) = 0.
\]

Let \( \varphi : [h(x_0), \infty) \mapsto [1, \infty) \) be the inverse function to \( h \) and \( \pi_h(x) \) denotes the cardinality of the set \( P_{h,x} = P_h \cap [1, x] \). The family \( \mathcal{F}_c \) was introduced by Leitmann in [20], where he showed

\[
\pi_h(x) \sim \frac{\varphi(x)}{\log x} \quad \text{as} \; x \to \infty,
\]

for every \( h \in \mathcal{F}_c \) with \( c \in [1, 12/11) \). Some example was also studied in [15].

The family \( \mathcal{F}_c \) was also considered by the author in [23], where the counterpart of Roth’s theorem for the sets \( P_h \) has been proven. See also [24].

Let \( c_q = (2^{2q^2} + 2^q - 2)/(2^{2q^2} + 2^q - 3) \) for \( q \in \mathbb{N} \). Our main result is the following.
Theorem 1.4 Let $W : \mathbb{Z} \mapsto \mathbb{Z}$ be a fixed polynomial of degree $q \in \mathbb{N}$. Assume that $h \in \mathcal{F}_c$ with $c \in [1, c_q)$. Then for every $1 < r \leq \infty$ there is a constant $C > 0$ such that
\[
\|M_{P_h} f\|_{\ell^r(\mathbb{Z})} \leq C \|f\|_{\ell^r(\mathbb{Z})},
\]
for every $f \in \ell^r(\mathbb{Z})$.

The proof of Theorem 1.4, see Sect. 5, will be based to a certain extent on the ideas of Bourgain pioneered in [3,4] and [5], see also [27,28,41]. However, the circle method of Hardy and Littlewood is inefficient here, (it was one of the main tools in Bourgain’s works). Instead of that the main basic idea in the proof is to make use of the following inequality
\[
\|M_{P_h} f\|_{\ell^r(\mathbb{Z})} \leq C \left( \|M f\|_{\ell^r(\mathbb{Z})} + \sup_{N \in \mathbb{N}} (\|M_{P_{h,2^N}} - M_{P_{h,2^N}}\|_{\ell^2(\mathbb{Z})}) \right).
\]

In view of Bourgain–Wierdl’s [5,41] and Nair’s [27,28] theorems the only point remaining is to bound the maximal function associated with the error term. Heuristically speaking, our aim will be to show, working on the Fourier transform side, that $\|M_{P_{h,2^N}} - M_{P_{h,2^N}}\|_{\ell^2(\mathbb{Z})} \to \ell^2(\mathbb{Z}) = O(2^{-\delta N})$ for some $\delta > 0$, see Lemma 4.1 in Sect. 4. In order to establish this decay we will use some Van der Corput’s inequality rather than Weyl’s inequality to bound the exponential sums corresponding with the Fourier transform of the operators $M_{P_{h,2^N}} - M_{P_{h,2^N}}$, see Sects. 3 and 4. As far as we know there are no other results dealing with maximal functions along thin subsets of primes.

Theorem 1.4 combined with some oscillation inequality (see (6.4) in Sect. 6) will lead us, via the transference principle, to the following generalization of Theorem 1.1.

Theorem 1.5 Let $(X, \mathcal{B}, \mu, T)$ be a dynamical system. Let $W : \mathbb{Z} \mapsto \mathbb{Z}$ be a fixed polynomial of degree $q \in \mathbb{N}$. Assume that $h \in \mathcal{F}_c$, with $c \in [1, c_q)$. Then, for every $f \in L^1(X, \mu)$ where $r > 1$, the ergodic averages
\[
A_{h,N} f(x) = \frac{1}{\pi_h(N)} \sum_{p \in \mathcal{P}_{h,N}} f(T^{W(p)}x) \quad \text{for } x \in X,
\]
converge $\mu$–almost everywhere on $X$.

On the other hand there is a natural question about the endpoint estimates for $M_{P_h} f$, i.e. when $r = 1$. Recently, Buczolich and Mauldin [6] and LaVictoire [19] showed, as it was mentioned above, that the pointwise convergence of ergodic averages along $p(n) = n^k$ for $k \geq 2$ or the set of primes fails on $L^1$. In view of the recent achievements in this field, it would be nice to know what the answer is to this question in our case.

Finally, we will show that the ternary Goldbach problem has a solution in primes belonging to $\mathcal{P}_h$. The ternary Goldbach conjecture, or three–primes problem, asserts that every odd integer $N$ greater than 5 is the sum of three primes, see for instance [26]. This conjecture has been recently verified by Helfgott in the series of papers [9–11].

Theorem 1.6 Let $0 < \gamma_1, \gamma_2, \gamma_3 \leq 1$ be fixed real numbers such that
\[
16(1 - \gamma_1) + 14(1 - \gamma_2) + 14(1 - \gamma_3) < 1,
\]
\[
16(1 - \gamma_2) + 14(1 - \gamma_1) + 14(1 - \gamma_3) < 1,
\]
\[
16(1 - \gamma_3) + 14(1 - \gamma_1) + 14(1 - \gamma_2) < 1.
\]
Assume that $h_1 \in \mathcal{F}_1/\gamma_1$, $h_2 \in \mathcal{F}_1/\gamma_2$, $h_3 \in \mathcal{F}_1/\gamma_3$ and $\varphi_1, \varphi_2, \varphi_3$ be their inverse respectively. Then there exists a constant $C(\gamma_1, \gamma_2, \gamma_3) > 0$ such that $R(N)$ the number of representations of an odd $N \in \mathbb{N}$ as a sum of three primes $p_i \in \mathcal{P}_{h_i}$ where $i = 1, 2, 3$ satisfies
\[ R(N) = \sum_{p_1 + p_2 + p_3 = N \atop p_i \in \mathcal{P}_{h_i, N}} 1 \geq C(\gamma_1, \gamma_2, \gamma_3) \cdot \frac{\mathcal{G}(N)\varphi_1(N)\varphi_2(N)\varphi_3(N)}{N \log^3 N}, \]  

(1.12)

for every sufficiently large \( N \in \mathbb{N} \), where \( \mathcal{G}(N) = \prod_{p \in \mathcal{P}} \left(1 - \frac{1}{(p-1)^2}\right) \prod_{p \mid N} \left(1 - \frac{1}{p^2 - 3p + 3}\right) > 0 \) is the singular series as in the classical ternary Goldbach problem.

In particular (1.12) means that every sufficiently large odd integer can be written as a sum of three primes \( p_i \in \mathcal{P}_{h_i} \) where \( i = 1, 2, 3 \). Balog and Friedlander in [1] and Kumchev in [18] solved the ternary Goldbach problem in the Piatetski–Shapiro primes. Here we extend the results of Balog and Friedlander, and Kumchev to more general sets \( \mathcal{P}_{h_i} \) for \( h \in \mathcal{F}_c \) at the expense of more restrictive conditions on \( \gamma_1, \gamma_2, \gamma_3 \) in (1.11). The proof of Theorem 1.6 will be a combination of methods developed by Heath–Brown [8] with the Vinogradov’s methods [26].

The paper is organized as follows. In Sect. 2 we give the necessary properties of function \( h \in \mathcal{F}_c \) and its inverse \( \varphi \). In Section 3 we estimate some exponential sums which allow us to give the proof of Lemma 4.1 in Section 4. In the last three sections we give the proofs of Theorem 1.4, Theorem 1.5 and Theorem 1.6 respectively.

Throughout the whole paper, \( C > 0 \) will stand for a large positive constant whose value may vary from occurrence to occurrence. For two quantities \( A > 0 \) and \( B > 0 \) we say that \( A \lesssim B \) (\( A \gtrsim B \)) if there exists an absolute constant \( C > 0 \) such that \( A \leq CB \) (\( A \geq CB \)). We will shortly write that \( A \approx B \), if \( A \lesssim B \) and \( A \gtrsim B \) hold simultaneously. We will also write \( A \lesssim_{\delta} B \) (\( A \gtrsim_{\delta} B \)) to indicate that the constant \( C > 0 \) depends on some \( \delta > 0 \).

2 Basic properties of functions \( h \) and \( \varphi \)

Let us begin this section from reviewing the properties of function \( h \in \mathcal{F}_c \) and its inverse \( \varphi \) which have been established in [23]. It is easy to see that there exists a function \( \theta : [h(x_0), \infty) \to \mathbb{R} \) such that \( \lim_{x \to \infty} \theta(x) = 0 \) and \( x \varphi'(x) = \varphi(x)(\gamma + \theta(x)) \). Moreover, 

\[ \varphi(x) = x^\gamma \ell_\varphi(x), \quad \text{where} \quad \ell_\varphi(x) = e^{\int_{h(x_0)}^{x} \frac{\theta(x)}{h(x)} \, dt + D}, \]  

(2.1)

for every \( x \geq h(x_0) \), where \( D = \log \left( \frac{x_0}{h(x_0)} \right) \) and

\[ \theta(x) = \frac{1}{(c + \varphi(x))} - \gamma = -\frac{\theta(\varphi(x))}{c(c + \theta(\varphi(x)))}. \]  

(2.2)

If \( L(x) = \ell_h(x) \) or \( L(x) = \ell_\varphi(x) \), then for every \( \varepsilon > 0 \) we have

\[ \lim_{x \to \infty} x^{-\varepsilon} L(x) = 0, \quad \text{and} \quad \lim_{x \to \infty} x^{\varepsilon} L(x) = \infty, \]  

(2.3)

and consequently, for every \( \varepsilon > 0 \)

\[ x^{\gamma - \varepsilon} \lesssim_x \varphi(x), \quad \text{and} \quad \lim_{x \to \infty} \frac{\varphi(x)}{x} = 0. \]  

(2.4)

Furthermore, \( x \mapsto x\varphi(x)^{-\delta} \) is increasing for every \( \delta < c \), (if \( c = 1 \), even \( \delta \leq 1 \) is allowed) and for every \( x \geq h(x_0) \) we have

\[ \varphi(x) \simeq \varphi(2x), \quad \text{and} \quad \varphi'(x) \simeq \varphi'(2x). \]  

(2.5)

The next lemma will be essential in the proof of Lemma 4.1.
Lemma 2.1 Assume that $h \in F_c$ and let $\varphi : [h(x_0), \infty) \mapsto [x_0, \infty)$ be its inverse. Then
\[ p \in P_h \iff [-\varphi(p)] - [-\varphi(p + 1)] = 1, \quad (2.6) \]
for all sufficiently large $p \in P_h$.

Proof Note that $h(x + 1) - h(x) \geq 1$ since $h'(x) \geq 1$ for every large enough $x \geq x_0$. Assume that $p = [h(n)]$, this is equivalent to
\[ p \leq h(n) < p + 1 \iff \varphi(p) \leq n < \varphi(p + 1), \]
and implies that
\[ \varphi(p + 1) \leq \varphi(h(n + 1)) \leq \varphi(h(n + 1)) = n + 1, \]
hence $-n - 1 \leq -\varphi(p + 1) < -n \leq -\varphi(p)$, and we get $[-\varphi(p + 1)] = -n - 1$ and $-n \leq [-\varphi(p)]$. Thus the equality $[\varphi(p) - [-\varphi(p + 1)] = 1$, follows from
\[ 1 = n + 1 - n \leq [-\varphi(p)] - [-\varphi(p + 1)] < \varphi(p + 1) - \varphi(p) + 1 \]
\[ = \int_p^{p+1} \varphi'(x)dx + 1 < 2, \]
for all sufficiently large $p \in P_h$, since $\varphi'(x) = \frac{1}{n(\varphi(x))}$ and $[-\varphi(p + 1)] > -\varphi(p + 1) - 1$.

Now assume that $[-\varphi(p)] - [-\varphi(p + 1)] = 1$, hence $[-\varphi(p)] = 1 + [-\varphi(p + 1)] \leq -\varphi(p)$, thus
\[ \varphi(p) \leq -[-\varphi(p + 1)] - 1 < \varphi(p + 1) + 1 - 1 = \varphi(p + 1). \]
Therefore, taking $n = -[-\varphi(p + 1)] - 1$ we obtain
\[ \varphi(p) \leq n < \varphi(p + 1) \iff p \leq h(n) < p + 1, \]
as desired and the proof of Lemma 2.1 is completed.

Lemma 2.2 Assume that $c \in (1, 2)$ and $h \in F_c$. If $c > 1$, then for every $n \in \mathbb{N}$
\[ \lim_{x \to \infty} \frac{x^n h^{(n)}(x)}{h(x)} = c(c - 1)(c - 2) \cdots (c - n + 1). \quad (2.7) \]
If $c = 1$, then $xh'(x) = h(x)(1 + \vartheta(x))$ and for every $n \in \mathbb{N}$ with $n \geq 2$
\[ \lim_{x \to \infty} \frac{x^n h^{(n)}(x)}{\vartheta(x)h(x)} = (-1)^{n-2}(n - 2)! \quad (2.8) \]

Proof We may assume, without loss of generality, that the constant $C_h = 1$. Firstly, we consider the case when $c > 1$. Let $D_n f(x) = \frac{d^n}{dx^n} f(x)$ be the operator of the $n$-th derivative and $D_0 f(x) = f(x)$. By the definition $h(x) = x^c \ell_h(x)$, then in view of the Leibniz rule we have
\[ x^n D_n h(x) = x^n D_n (x^c \ell_h(x)) = x^n \sum_{k=0}^{n} \binom{n}{k} D_k(x^c) D_{n-k} \ell_h(x) \]
\[ = \sum_{k=0}^{n} \binom{n}{k} c_k h(x) \frac{x^{n-k} D_{n-k} \ell_h(x)}{\ell_h(x)}, \]
where \( c_k = c(c - 1) \cdots (c - k + 1) \). The proof will be completed, if we show that
\[
\lim_{x \to \infty} \frac{x^k D_k \ell_h(x)}{\ell_h(x)} = 0, \quad \text{for any } k \in \mathbb{N},
\]
then
\[
\lim_{x \to \infty} x^n \frac{D_n h(x)}{h(x)} = \lim_{x \to \infty} \sum_{k=0}^{n} \binom{n}{k} c_k \frac{x^{n-k} D_{n-k} \ell_h(x)}{\ell_h(x)} = c_n,
\]
and we get (2.7). In order to show (2.9) we will proceed by induction and prove that for every \( k \in \mathbb{N} \) there exists a polynomial \( P_k : \mathbb{R}^k \to \mathbb{R} \) such that \( P_k(0, \ldots, 0) = 0 \) and
\[
x^k D_k \ell_h(x) = \ell_h(x) P_k(\vartheta(x), x \vartheta'(x), x^2 \vartheta''(x), \ldots, x^{k-1} \vartheta^{(k-1)}(x)).
\]
Now we easily see that (2.9) follows by (1.5) and the continuity of polynomials, since \( x^k \ell'_h(x) = \ell_h(x) \vartheta(x) \). Our statement is true for \( k = 1 \), since \( x \ell'_h(x) = \ell_h(x) \vartheta(x) \). Now assume that it holds for all \( 1 \leq k \leq n - 1 \). By induction we prove that it is true for \( k = n \). For this purpose, let \( P_1 = 1 \) and observe that \( D_{n-1}(x \ell'_h(x)) = D_{n-1}(\vartheta(x) \ell_h(x)) \), thus
\[
x D_n \ell_h(x) + (n - 1) D_{n-1} \ell_h(x) = \sum_{k=0}^{n-1} \binom{n-1}{k} D_k \vartheta(x) D_{n-1-k} \ell_h(x).
\]
Therefore, by the inductive hypothesis we obtain that
\[
x^n D_n \ell_h(x) = \sum_{k=0}^{n-1} \binom{n-1}{k} x^k D_k \vartheta(x) \cdot x^{n-1-k} D_{n-1-k} \ell_h(x) - (n - 1)x^{n-1} D_{n-1} \ell_h(x)
\]
\[
= \ell_h(x) \sum_{k=0}^{n-1} \binom{n-1}{k} x^k D_k \vartheta(x)
\]
\[
\cdot P_{n-1-k}(\vartheta(x), x \vartheta'(x), \ldots, x^{n-1-k} \vartheta^{(n-1-k-1)}(x))
\]
\[
- \ell_h(x) (n - 1) P_{n-1}(\vartheta(x), x \vartheta'(x), \ldots, x^{n-2} \vartheta^{(n-2)}(x)).
\]
We have just shown that \( x^n D_n \ell_h(x) = \ell_h(x) P_n(\vartheta(x), x \vartheta'(x), \ldots, x^{n-1} \vartheta^{(n-1)}(x)) \) for some polynomial \( P_n : \mathbb{R}^n \to \mathbb{R} \) such that \( P_n(0, \ldots, 0) = 0 \). This proves (2.9) and completes the proof for \( c > 1 \).

Assume now that \( c = 1 \) and we prove (2.8). By the Leibniz formula we get
\[
D_n h(x) = D_{n-1}(\ell_h(x)(1 + \vartheta(x))) = D_{n-1} \ell_h(x)(1 + \vartheta(x)) + \ell_h(x) D_{n-1} \vartheta(x)
\]
\[
+ (n - 1) \ell'_h(x) D_{n-2} \vartheta(x) + \sum_{k=2}^{n-2} \binom{n-1}{k} D_k \ell_h(x) D_{n-1-k} \vartheta(x).
\]
We will show by induction with respect to \( n \in \mathbb{N} \) that
\[
\lim_{x \to \infty} \frac{x^n D_n \ell_h(x)}{\vartheta(x) \ell_h(x)} = (-1)^{n-1}(n - 1)!, \quad (2.10)
\]
and consequently (2.8) will follow, since by (2.10) and (1.7), for \( n \geq 2 \) we have
\[
\lim_{x \to \infty} \frac{x^n D_n \ell_h(x)}{\vartheta(x) \ell_h(x)} = \lim_{x \to \infty} \frac{x^{n-1} D_{n-1} \ell_h(x)}{\vartheta(x) \ell_h(x)} (1 + \vartheta(x)) + \lim_{x \to \infty} \frac{x^{n-1} D_{n-1} \vartheta(x)}{\vartheta(x)} + (n-1) \lim_{x \to \infty} \vartheta(x) \frac{x^{n-2} D_{n-2} \vartheta(x)}{\vartheta(x)} + \lim_{x \to \infty} \sum_{k=2}^{n-2} \left( \binom{n-1}{k} \frac{x^k D_k \ell_h(x)}{\vartheta(x) \ell_h(x)} \frac{x^{n-1-k} D_{n-1-k} \vartheta(x)}{\vartheta(x)} \right) \ell_h(x),
\]
\[
= \lim_{x \to \infty} \frac{x^{n-1} D_{n-1} \ell_h(x)}{\vartheta(x) \ell_h(x)} = (-1)^{n-2}(n-2)!. \]

For \( n = 1 \) (2.10) is obviously satisfied, since \( x\ell'_h(x) = \ell_h(x) \vartheta(x) \). Now assume that (2.10) is true for all \( 1 \leq k \leq n-1 \) we will show that it also remains true for \( k = n \). Observe that the identity \( D_{n-1}(x\ell'_h(x)) = D_{n-1}(\vartheta(x)\ell_h(x)) \), yields
\[
x D_n \ell_h(x) = (\vartheta(x) - (n-1)) D_{n-1} \ell_h(x) + \sum_{k=1}^{n-1} \left( \binom{n-1}{k} D_k \vartheta(x) D_{n-1-k} \ell_h(x) \right),
\]
thus we obtain that
\[
\frac{x^n D_n \ell_h(x)}{\vartheta(x) \ell_h(x)} = \frac{x^{n-1} D_{n-1} \ell_h(x)}{\vartheta(x) \ell_h(x)} + \sum_{k=1}^{n-1} \left( \binom{n-1}{k} D_k \vartheta(x) D_{n-1-k} \ell_h(x) \right),
\]
and consequently by the inductive hypothesis and (1.7) we get (2.10). The proof of Lemma 2.2 is completed.

**Lemma 2.3** Assume that \( c \in [1, 2) \) and \( h \in \mathcal{F}_c \). Then for every \( n \in \mathbb{N} \) there exists a function \( \vartheta_n : [x_0, \infty) \mapsto \mathbb{R} \) such that \( \lim_{x \to \infty} \vartheta_n(x) = 0 \) and
\[
x h^{(n)}(x) = h^{(n-1)}(x)(\alpha_n + \vartheta_n(x)), \quad \text{for every } x \geq x_0, \tag{2.11}
\]
where \( \alpha_n = c - n + 1, \vartheta_1(x) = \vartheta(x) \). If \( c = 1 \) and \( n = 2 \), then there exist constants \( 0 < c_1 \leq c_2 \) and a function \( \varphi : [x_0, \infty) \mapsto [c_1, c_2] \), such that
\[
x h''(x) = \varphi(x)\vartheta(x) \varphi(x), \quad \text{for every } x \geq x_0. \tag{2.12}
\]

**Proof** We may assume, without loss of generality, that the constant \( C_h = 1 \). Since \( h(x) = x^c \ell_h(x) \) and \( x \ell'_h(x) = \ell_h(x) \vartheta(x) \), then
\[
h'(x) = x^{c-1} \ell_h(x)(c + \vartheta(x)),
\]
thus taking \( \vartheta_1(x) = \vartheta(x) \) we obtain (2.11) for \( n = 1 \). Generally, we see that for \( c > 1 \) and \( n \geq 1 \), or \( c = 1 \) and \( n \geq 1 \) we have
\[
x h^{(n)}(x) = h^{(n-1)}(x)(\alpha_n + \vartheta_n(x)), \quad \text{where } \vartheta_n(x) = \frac{x h^{(n)}(x)}{h^{(n-1)}(x)} - \alpha_n,
\]
and \( \lim_{x \to \infty} \vartheta_n(x) = 0 \), by (2.7) or (2.8) respectively. If \( c = 1 \) and \( n = 2 \), then we have
\[
x h''(x) = h'(x) \vartheta(x) \varphi(x), \quad \text{where } \varphi(x) = \frac{x h''(x)}{h'(x) \vartheta(x)} \text{ and } \lim_{x \to \infty} \varphi(x) = \lim_{x \to \infty} \frac{x^2 h''(x)}{\vartheta(x) h(x)} = 1, \text{ by (2.8). This completes the proof of the lemma.}
We will look more closely at the function \( \varphi \) being the inverse function to the function \( h \in \mathcal{F}_c \) and we collect all required properties its derivatives in the following.

**Lemma 2.4** Assume that \( c \in [1, 2), h \in \mathcal{F}_c, \gamma = 1/c \) and let \( \varphi : [h(x_0), \infty) \mapsto [x_0, \infty) \) be its inverse. Let \( \theta \) be the function defined as in (2.2). If \( c > 1 \), then for every \( n \in \mathbb{N} \) we have

\[
\lim_{x \to \infty} x^n \theta^{(n)}(x) = 0. \tag{2.13}
\]

If \( c = 1 \), then for every \( n \in \mathbb{N} \) we have

\[
\lim_{x \to \infty} \frac{x^n \theta^{(n)}(x)}{\theta(x)} = 0. \tag{2.14}
\]

**Proof** Let \( D_n f(x) = \frac{d^n}{dx^n} f(x) \) denotes the operator of the \( n \)-th derivative as in Lemma 2.2 and \( D_0 f(x) = f(x) \). According to (2.2) we know that \( \theta(h(x)) = \frac{1}{(c+\varphi'(x))} - \gamma \). We only show the case when \( c = 1 \), the same reasoning applies to the case \( c > 1 \). Equivalently, it suffices to show that \( \lim_{x \to \infty} h(x)D_1 \theta(h(x)) = 0 \). We shall proceed by induction with respect to \( n \in \mathbb{N} \). For \( n = 1 \), we note that

\[
\lim_{x \to \infty} \frac{h(x)D_1 \theta(h(x))}{\theta(h(x))} = \lim_{x \to \infty} \frac{ch(x)}{x \varphi'(x)(c + \varphi'(x))} \cdot \frac{x \varphi'(x)}{\varphi'(x)} = 0,
\]

by (1.7) and Lemma 2.2. Assume now that (2.14) is true for any \( 1 \leq k \leq n - 1 \). We show that it holds for \( k = n \). First of all, observe that for every \( n \in \mathbb{N} \), by the Faá di Bruno formula applied to \( [\theta \circ h](x) \), we obtain

\[
D_n[\theta \circ h](x) = \sum_{0 \leq m_1, \ldots, m_n \leq r \atop m_1 + 2m_2 + \ldots + nm_n = n} \binom{n}{m_1, \ldots, m_n} D_{m_1 + \ldots + m_n} \theta(h(x)) \prod_{l=1}^{n} \left( \frac{D_l h(x)}{l!} \right)^{m_l}
\]

\[
= D_n \theta(h(x))(D_1 h(x))^n + \sum_{0 \leq m_1, \ldots, m_n \leq r \atop m_1 + 2m_2 + \ldots + nm_n = n} \binom{n}{m_1, \ldots, m_n} D_{m_1 + \ldots + m_n} \theta(h(x)) \prod_{l=1}^{n} \left( \frac{D_l h(x)}{l!} \right)^{m_l}
\]

\[
= D_n \theta(h(x))(D_1 h(x))^n + \sum_{r=1}^{n-1} \sum_{a_{m_1, \ldots, m_n} \neq 0} \prod_{l=1}^{n} \binom{n}{m_l} \prod_{l=1}^{n} \left( \frac{D_l h(x)}{l!} \right)^{m_l}.
\]

(2.15)

where \( a_{m_1, \ldots, m_n} = \binom{n}{m_1, \ldots, m_n} \cdot \prod_{l=1}^{n} \left( \frac{1}{l!} \right)^{m_l} \). By the Leibniz rule, we have

\[
D_n[(c + \varphi'(x))^2] = 2(c + \varphi'(x)) D_n \varphi'(x) + \sum_{k=1}^{n-1} \binom{n}{k} D_k \varphi'(x) D_{n-k} \varphi'(x). \tag{2.16}
\]

Since \( (c + \varphi'(x))^2[\theta \circ h](x) = -\varphi'(x) \) then one can see that again the Leibniz rule applied to \( D_{n-1}[(c + \varphi'(x))^2[\theta \circ h]'(x)] \), gives

\[
(c + \varphi'(x))^2 D_n[\theta \circ h](x) = -D_n \varphi'(x) - \sum_{k=1}^{n-1} \binom{n-1}{k} D_k (c + \varphi'(x))^2 D_{n-k} [\theta \circ h](x).
\]

\( \Gamma( Springer \)
Thus combining the last identity with (2.15) and \( \theta(h(x)) = \frac{-\theta(x)}{c(x + \theta(x))} \) we get

\[
\frac{h(x)^n D_n \theta(h(x))}{\theta(h(x))} = \frac{c}{(c + \theta(x))} \frac{x^n D_n \theta(x)}{\theta(x)} \frac{h(x)^n}{(x D_1 h(x))^n}
\]

\[
- \sum_{k=1}^{n-1} \binom{n-1}{k} \frac{h(x)^{n-k} D_{n-k}[\theta \circ h](x)}{(x D_1 h(x))^{n-k}} \frac{h(x)^{n-k} D_{n-k}[\theta \circ h](x)}{(x D_1 h(x))^{n-k}}
\]

\[
- \sum_{k=1}^{n-1} \frac{h(x)^k D_k \theta(h(x))}{\theta(h(x))} \prod_{j=1}^{n-k} \frac{h(x) D_j h(x)^m_j}{(D_1 h(x))^m_j} \prod_{r=1}^{k-1} \frac{h(x)^r D_r \theta(h(x))}{\theta(h(x))}
\]

\[
\prod_{l=1}^{k} \frac{h(x)^{n-r} (D_1 h(x))^{m_1}}{(D_1 h(x))^k}
\]

\[
= \frac{h(x)^k D_k \theta(h(x))}{\theta(h(x))} \frac{h(x)^n D_n \theta(x)}{\theta(x)} \frac{h(x)^n}{(x D_1 h(x))^n}
\]

\[
= I_1(x) + I_2(x) + I_3(x).
\]

(2.17)

Now we have to show that \( \lim_{x \to \infty} I_j(x) = 0 \) for \( j = 1, 2, 3 \). By Lemma 2.2 and (1.7) it is obvious that \( \lim_{x \to \infty} I_1(x) = 0 \). By Lemma (2.2) and (2.16) we have

\[
\lim_{x \to \infty} \frac{h(x)^{k} (D_1 h(x))^m_1}{(D_1 h(x))^k} = c^k = 1, \quad \text{and} \quad \lim_{x \to \infty} \frac{x^k D_k ((c + \theta(x))^2)}{(c + \theta(x))^2} = 0,
\]

and \( \lim_{x \to \infty} I_2(x) = 0 \) if we show that for every \( 1 \leq k \leq n-1 \)

\[
\lim_{x \to \infty} \frac{h(x)^k D_k [\theta \circ h](x)}{\theta(h(x)) (D_1 h(x))^k} = 0.
\]

For this purpose we use formula (2.15) and the inductive hypothesis. Indeed,

\[
\frac{h(x)^k D_k [\theta \circ h](x)}{\theta(h(x)) (D_1 h(x))^k} = \frac{h(x)^k D_k \theta(h(x))}{\theta(h(x))}
\]

\[
+ \sum_{r=1}^{k-1} \frac{h(x)^r D_r \theta(h(x))}{\theta(h(x))} \sum_{0 \leq m_1, \ldots, m_k \leq k} a_{m_1, \ldots, m_k} \prod_{l=1}^{k} \frac{h(x)^{n-r} (D_1 h(x))^{m_1}}{(D_1 h(x))^k}
\]

In view of the inductive hypothesis it only remains to estimate the inner sum, or more precisely the last product. Namely, observe that

\[
\prod_{l=1}^{k} \frac{h(x)^{n-r} (D_1 h(x))^{m_1}}{(D_1 h(x))^k}
\]

\[
= \prod_{l=2}^{k} \frac{h(x)^{k-r} (D_1 h(x))^{m_1}}{(D_1 h(x))^{k-m_1}}
\]

\[
= \frac{h(x)^{k-r} (\theta(x) h(x))^{r-1}}{(x D_1 h(x))^{k-m_1}} \prod_{l=2}^{k} \left( \frac{x^l D_1 h(x)}{\theta(x) h(x)} \right)^{m_1}
\]

\[
= \frac{h(x)^{k-r} (\theta(x) h(x))^{r-1}}{(x D_1 h(x))^{k-m_1}} \prod_{l=2}^{k} \left( \frac{x^l D_1 h(x)}{\theta(x) h(x)} \right)^{m_1},
\]

thus in view of Lemma 2.2 and (1.7) the last expression tends to 0 as \( x \to \infty \) as desired. In view of the inductive hypothesis one can show that \( \lim_{x \to \infty} I_3(x) = 0 \) arguing in a similar way as above. This finishes the proof of the lemma.
Lemma 2.5 Assume that $c \in \{1, 2\}$, $h \in \mathcal{F}_c$, $\gamma = 1/c$ and let $\varphi : [h(x_0), \infty) \mapsto [x_0, \infty)$ be its inverse. Then for every $n \in \mathbb{N}$ there exists a function $\theta_n : [h(x_0), \infty) \mapsto \mathbb{R}$ such that $\lim_{x \to \infty} \theta_n(x) = 0$ and

$$x\varphi^{(n)}(x) = \varphi^{(n-1)}(x)(\beta_n + \theta_n(x)), \quad \text{for every } x \geq h(x_0), \tag{2.18}$$

where $\beta_n = \gamma - n + 1$ and $\theta_1(x) = \theta(x)$. If $c = 1$, then there exists a positive function $\sigma : [h(x_0), \infty) \mapsto (0, \infty)$ and a function $\tau : [h(x_0), \infty) \mapsto \mathbb{R}$ such that $(2.18)$ with $n = 2$ reduces to

$$x\varphi''(x) = \varphi'(x)\sigma(x)\tau(x), \quad \text{for every } x \geq h(x_0). \tag{2.19}$$

Moreover, $\sigma(x)$ is decreasing, $\lim_{x \to \infty} \sigma(x) = 0$, $\sigma(2x) \simeq \sigma(x)$, and $\sigma(x)^{-1} \lesssim_{\varepsilon} x^{1/\varepsilon}$, for every $\varepsilon > 0$. Finally, there are constants $0 < c_3 \leq c_4$ such that and $c_3 \leq -\tau(x) \leq c_4$ for every $x \geq h(x_0)$.

Proof In fact, $(2.18)$ for $n = 1$ with $\theta_1(x) = \theta(x)$, has been shown in $(2.2)$. Arguing likewise in the proof of Lemma 2.2 we show, in view of $(2.13)$ and $(2.14)$, that if $c > 1$, then for every $n \in \mathbb{N}$

$$\lim_{x \to \infty} \frac{x^n \varphi^{(n)}(x)}{\varphi(x)} = \gamma(\gamma - 1)(\gamma - 2) \cdots (\gamma - n + 1). \tag{2.20}$$

If $c = 1$, then for every $n \in \mathbb{N}$ with $n \geq 2$

$$\lim_{x \to \infty} \frac{x^n \varphi^{(n)}(x)}{\varphi(x)} = (-1)^{n-2}(n-2)!. \tag{2.21}$$

Now we see that $(2.18)$ and $(2.19)$ follow from $(2.20)$ and $(2.21)$ and their proofs run as the proof of Lemma 2.3 with obvious modification for $c = 1$ with $n = 2$. In this case it is easy to see that it suffices to take

$$\sigma(x) = 1 - \frac{1}{1 + \varphi(x)} = -\vartheta(x), \quad \text{and} \quad \tau(x) = \frac{x\varphi''(x)}{\varphi'(x)\sigma(x)},$$

and these have desired properties by $(1.6)$ and Lemma 2.3. It only remains to verify that $\sigma(2x) \simeq \sigma(x)$. For this purpose it is enough to prove that $\vartheta(2x) \simeq \vartheta(x)$. Notice that for some $\xi_x \in (0, 1)$ we have

$$\left| \frac{\vartheta(2x)}{\vartheta(x)} - 1 \right| \leq \left| \frac{(x + \xi_x x)\vartheta'(x + \xi_x x)}{\vartheta(x + \xi_x x)} \right| \frac{x}{x + \xi_x x} \left| \frac{\vartheta(x + \xi_x x)}{\vartheta(x)} \right| \xrightarrow{x \to \infty} 0,$$

since $\vartheta(x)$ is decreasing. This completes the proof.

3 Estimates for some exponential sums

In this section we will be concerned with the estimates of some exponential sums (see Lemma 3.1 and Lemma 3.3 below) which will be critical in the proof of Lemma 4.1. Let us recall that $\mu(n)$ denotes the Môbius function and $\Lambda(n)$ denotes von Mangoldt’s function, i.e.

$$\mu(n) = \begin{cases} 1, & \text{if } n = 1, \\ (-1)^k, & \text{if } n \text{ is the product of } k \text{ distinct primes}, \\ 0, & \text{if } n \text{ is divisible by the square of a prime}, \end{cases}$$
and

\[
\Lambda(n) = \begin{cases} 
\log p, & \text{if } n = p^m \text{ for some } m \in \mathbb{N} \text{ and } p \in \mathbb{P}, \\
0, & \text{otherwise.}
\end{cases}
\]

Our purpose will be to prove the following.

**Lemma 3.1** Let \( W : \mathbb{Z} \mapsto \mathbb{Z} \) be a fixed polynomial of degree \( q \in \mathbb{N} \). Assume that \( P \geq 1, \ \xi \in [0, 1] \) and \( M = P^{1+\gamma+\epsilon} \varphi(P)^{-1} \) with \( \gamma > 0 \) such that \((2q+2 + 2q - 2)(1 - \gamma) + 2q^2(2q+3 - 2)\chi < 1 \) and \( 0 < \epsilon < \frac{\chi}{100(2q+2-1)} \). Then for every \( 0 < |m| \leq M \) we have

\[
\sum_{P < k \leq P_1 \leq 2P} \Lambda(k) e^{2\pi i (\xi W(k) + m \varphi(k))} \lesssim |m| \frac{1}{2q+1-2} \log^2 P_1 \left( \sigma(P_1) \varphi(P_1) \right) - \frac{1}{q} P_1^{1+\frac{2q+1-2}{2q+1+2q-2}}
\]

\[
+ |m| \frac{1}{2q+1-2} \log^6 P_1 \left( \sigma(P_1) \varphi(P_1) \right) \frac{2q+1-2}{2q(2q+2-2)} P_1^{1+\frac{2q-1}{2q(2q+2-2)}}.
\]  

(3.1)

If \( c > 1 \) then the function \( \sigma \) is constantly equal to 1.

The estimate (3.1) will be essential in the proof of Lemma 4.1 in Sect. 4, there its need naturally arises. At the first glance it is difficult to deal with the exponential sum in (3.1) due to the occurrence of von Mangold function under the sum. However, exploring Vaughan’s identity (3.2), we will be able to overcome this obstacle. If \( n > v \) then

\[
\Lambda(n) = \sum_{kl=n} \log k \mu(l) - \sum_{l \leq v} \sum_{k \leq n} \Pi_v(l) + \sum_{kl=n, k > v} \Lambda(k) \Xi_v(l),
\]

(3.2)

where

\[
\Pi_v(l) = \sum_{r:s=1, r \leq v, s \leq v} \Lambda(r) \mu(s), \quad \text{and} \quad \Xi_v(l) = \sum_{d|l, d > v} \mu(d).
\]

(3.3)

The proof of (3.2) can be found in [14] see Proposition 13.4, page 345 or in [7] Lemma 4.12, page 49. Moreover, for every \( L \in \mathbb{N} \), we have

\[
\sum_{L < l \leq 2L} |\Pi_v(l)|^2 \lesssim L \log^2 L, \quad \text{and} \quad \sum_{L < l \leq 2L} |\Xi_v(l)|^2 \lesssim L \log^3 L.
\]

(3.4)

**Proof of Lemma 3.1** Setting

\[
v = P_1^{\frac{2q+1-2}{2q+1+2q-2}},
\]

we immediately see, in view of (3.2), that

\[
\sum_{P < n \leq P_1 \leq 2P} \Lambda(n) e^{2\pi i (\xi W(n) + m \varphi(n))} = \sum_{P < l < k \leq P_1} \log k \mu(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))}
\]

\[
- \left( \sum_{l \leq v} + \sum_{l \leq v} \right) \sum_{P < l < k \leq P_1} \Pi_v(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))}
\]

\[
+ \sum_{v < l \leq P_1/v} \sum_{P < l < k \leq P_1/l} \Lambda(k) \Xi_v(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))} = S_1 - S_{21} - S_{22} + S_3.
\]

(3.5)
Hence we are reduced to estimate these sums. It suffices to show that
\[
|S_1|, \ |S_2| \lesssim |m|^{1 \over 2^{q+1} - 2} \log^2 P_1 \left( \sigma(P_1) \varphi(P_1) \right)^{-1} P_1^{1 + \eta^{q+1-2} \over 2^{q+1} + 2^{q+1} - 2}, \tag{3.6}
\]
and
\[
|S_3|, \ |S_4| \lesssim |m|^{1 \over 2^{q+1} - 2} \log^6 P_1 \left( \sigma(P_1) \varphi(P_1) \right)^{-1} P_1^{1 + 2 \eta^{q+1-2} \over 2^{q+1} + 2^{q+1} - 2}. \tag{3.7}
\]
The bounds in (3.6) and (3.7) will be proved in the next two subsections.

The proof of the inequalities (3.6) and (3.7) to a large extent will be based on the Van der Corput estimates. 

**Lemma 3.2** (Van der Corput [7, 39] or [14]) Suppose that \(N \geq 1, k \geq 2\) is an integer and \(a \leq b \leq a + N\). Let \(F \in C^k([a, b])\) be a real valued function such that
\[ \eta \lesssim |F^{(k)}(x)| \lesssim r \eta, \quad \text{for every } x \in [a, b], \]
for some \(\eta > 0\) and \(r \geq 1\). Then
\[ \left| \sum_{a \leq n \leq b} e^{2 \pi i F(n)} \right| \lesssim r N \left( \eta^{1/(2^k - 2)} + N^{-2/2^k} + (N^k \eta)^{-2/2^k} \right), \]
where the implied constant is absolute.

With the aid of Lemma 3.2 we will derive a very useful estimate in the next lemma.

**Lemma 3.3** Let \(W : \mathbb{Z} \mapsto \mathbb{Z}\) be a fixed polynomial of degree \(q \in \mathbb{N}\). For every \(m \in \mathbb{Z} \setminus \{0\}, l \in \mathbb{N}, j \geq 0\) and \(X \geq 1\) we have
\[
\left| \sum_{1 \leq k \leq X} e^{2 \pi i (\xi j W(kl) + m \varphi(kl))} \right| \lesssim |m|^{1/(2^q+1-2)} \log(lX) lX \left( \sigma(lX) \varphi(lX) \right)^{-1/2^q}. \tag{3.8}
\]

If \(c > 1\) then \(\sigma\) is constantly equal to 1.

**Proof** Let \(U_{j,l}(X)\) denote the sum in (3.8), and split \(U_{j,l}(X)\) into \(\log X\) dyadic pieces of the form \(\sum_{Y < k \leq Y' \leq 2Y} e^{2 \pi i (\xi j W(kl) + m \varphi(kl))}\), where \(Y \in [1, X]\). One can assume, that \(m > 0\) and let \(F(t) = \xi j W(lt) + m \varphi(lt)\) for \(t \in [Y, 2Y]\). According to Lemma 2.5 we know that
\[ {x^\alpha \varphi^{(d)}(x) \over \sigma(x) \varphi(x)} \simeq c_{\varphi,n} \neq 0 \text{ for every } n \in \mathbb{N}, \text{ (if } c > 1 \text{ one can think that } \sigma \text{ is constantly equal to } 1). \]
Thus
\[
|F^{(q+1)}(t)| = |ml^{q+1} \varphi^{(q+1)}(lt)| \simeq \frac{ml^{q+1} \sigma(lY) \varphi(lY)}{(lY)^{q+1}},
\]
and consequently by Lemma 3.2 we obtain
\[
\left| \sum_{Y < k \leq Y' \leq 2Y} e^{2 \pi i (\xi j W(kl) + m \varphi(kl))} \right| \\
\lesssim Y \left( \frac{ml^{q+1} \sigma(lY) \varphi(lY)}{(lY)^{q+1}} \right)^{1/(2^q+1-2)} + Y^{-1/2^q} + \left( Y^{q+1} \frac{ml^{q+1} \sigma(lY) \varphi(lY)}{(lY)^{q+1}} \right)^{-1/2^q}
\]
\[
\lesssim (ml)^{1/(2^q+1-2)} Y^{1-q/(2^q+1-2)} + Y^{1-1/2^q} + Y \left( \frac{1}{\sigma(lY) \varphi(lY)} \right)^{1/2^q}
\]
\[
\lesssim m^{1/(2^q+1-2)} lY \left( \sigma(lY) \varphi(lY) \right)^{-1/2^q}.
\]
Finally we obtain that

\[
|U_{j,l}(X)| \lesssim \log X \sup_{Y \in [1,X]} m^{1/(2^{q+1} - 2)} l Y (\sigma(l Y) \varphi(l Y))^{-1/2q}
\]

\[
\lesssim m^{1/(2^{q+1} - 2)} \log(l X) l X (\sigma(l X) \varphi(l X))^{-1/2q},
\]

since \( x \mapsto x (\sigma(x) \varphi(x))^{-1/2q} \) is increasing. The proof of Lemma 3.3 follows.

In the sequel, we will use the following version of summation by parts.

**Lemma 3.4** (See [26]) Let \( 0 \leq a < b \) be real numbers and \( g(n) \) and \( u(n) \) be arithmetic functions such that \( g \in C^1([a, b]) \) and \( U(t) = \sum_{a < n \leq t} u(n) \). Then

\[
\sum_{a < n \leq b} u(n) g(n) = U(b) g(b) - \int_a^b U(t) g'(t) dt.
\]

### 3.1 The estimates for \( S_1 \) and \( S_{21} \)

Let us define \( U_j(x) = \sum_{P / l < k \leq x} e^{2\pi i (\xi W(lk) + m \varphi(lk))} \) and recall that \( v = P_1^{2q+1-2} \).

Applying summation by parts to the inner sum in \( S_1 \) we see that

\[
S_1 = \sum_{l \leq v} \mu(l) \sum_{P / l < k \leq P_1 / l} \log k e^{2\pi i (\xi W(kl) + m \varphi(kl))}
\]

\[
= \sum_{l \leq v} \mu(l) \left( U_j(P_1 / l) \log(P_1 / l) - \int_{P_1 / l}^{P_1 / l} U_j(x) \frac{dx}{x} \right).
\]

This implies

\[
|S_1| \leq \log P_1 \sum_{l \leq v} \sup_{P / l \leq x \leq P_1 / l} |U_j(x)|.
\]

Moreover,

\[
|S_{21}| \leq \sum_{l \leq v} |\Pi_v(l)||U_j(P_1 / l)| \lesssim \log P_1 \sum_{l \leq v} |U_j(P_1 / l)|,
\]

since \( |\Pi_v(l)| \leq \sum_{k | l} \Lambda(k) = \log l \). Thus Lemma 3.3 applied to \( U_j(x) \) implies that

\[
|S_1|, |S_{21}| \leq \log P_1 \sum_{l \leq v} \sup_{P / l \leq x \leq P_1 / l} |U_j(x)|
\]

\[
\lesssim \log P_1 \sum_{l \leq v} \sup_{P / l \leq x \leq P_1 / l} |m|^{1/(2^{q+1} - 2)} \log(l x) l x (\sigma(l x) \varphi(l x))^{-1/2q}
\]

\[
\lesssim |m|^{1/(2^{q+1} - 2)} \log^2 P_1 (\sigma(P_1) \varphi(P_1))^{-1/2q} P_1^{1 + 2q+1-2} P_1^{1 + 2q+1-2},
\]

since \( x \mapsto x (\sigma(x) \varphi(x))^{-1/2q} \) is increasing and the proof of (3.6) is completed.
3.2 The estimates for $S_{22}$ and $S_3$

Here we shall bound $S_{22}$ and $S_3$. For $S_{22}$, we have

$$|S_{22}| = \left| \sum_{v < l \leq v^2} \sum_{P / l < k \leq P_1 / l} \Pi_v(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))} \right|$$

$$\lesssim \log^2 P_1 \sup_{L \in [v, v^2]} \sup_{K \in [P_1/v, P_1]} \left| \sum_{L < l \leq L'} \sum_{K < k \leq K'} \Pi_v(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))} \right|,$$

and for $S_3$, we have

$$|S_3| = \left| \sum_{v < l \leq P_1 / v} \sum_{K \in [v^2, P_1 / v]} \sum_{k > v} \Lambda(k) \Xi_v(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))} \right|$$

$$\lesssim \log^2 P_1 \sup_{L \in [v, P_1 / v]} \sup_{K \in [v^2, P_1]} \left| \sum_{L < l \leq L'} \sum_{K < k \leq K'} \Lambda(k) \Xi_v(l) e^{2\pi i (\xi W(kl) + m \varphi(kl))} \right|.$$  

(3.9) (3.10)

In view of these decompositions it remains to show.

**Lemma 3.5** Let $K, L \in \mathbb{N}$, $m \in \mathbb{Z} \setminus \{0\}$, Assume that $\varphi(KL) \leq \min \{K, L\}^{3/2q+1+2q^{-2}}$ and $|m| \min \{K, L\}^{2q+1-2q^{-2}} \leq \left( \sigma(KL) \varphi(KL) \right)^{2q+1-2q^{-2}}$. Then

$$\left| \sum_{L < l \leq L'} \sum_{K < k \leq K'} \Delta_1(l) \Delta_2(k) e^{2\pi i (\xi W(kl) + m \varphi(kl))} \right|$$

$$\lesssim |m|^{1/2q+1-2q^{-2}} \log^2 L \log^2 K \left( \sigma(KL) \varphi(KL) \right)^{-2q+1-2q^{-2}} \min \{K, L\}^{2q+1-2q^{-2}} K L.$$  

(3.11)

for every sequences of complex numbers $(\Delta_1(l))_{l \in [L, 2L]}$, and $(\Delta_2(k))_{k \in [K, 2K]}$ such that

$$\sum_{L < l \leq 2L} |\Delta_1(l)|^2 \lesssim L \log^3 L, \text{ and } \sum_{K < k \leq 2K} |\Delta_2(k)|^2 \lesssim K \log^3 K.$$  

(3.12)

Assuming Lemma 3.5 we would have the bounds for $S_{22}$ and $S_3$ as in (3.7). Indeed, recall that $M = P_1^{1+\varepsilon} \varphi(P)^{-1}$ with $\varepsilon > 0$ such that $(2^{\gamma+1} + 2^{-\gamma - 2})(1 - \gamma) + 2^{\gamma} (2^{\gamma+3} - 2) \chi < 1$ and $0 < \varepsilon < \frac{1}{100(2^{\gamma+2} - 1)}$. Observe that

$$v = P_1^{2q+1+2q^{-2}} \leq P_1 1 - \frac{2q+1+2q^{-2}}{2q+1+2q^{-2}} = P_1 / v^2,$$

and consequently $v \leq P_1^{1/2}$ and $v^2 \leq P_1 / v$. Thus in both cases $K, L \in [v, P_1 / v]$. Therefore, $v \leq \min \{K, L\} \leq P_1^{1/2}$ since $KL \simeq P_1$, and for sufficiently large $P_1 \simeq P$, we see that $\varphi(KL) \leq \min\{K, L\}^{2q+1+2q^{-2}}$. If not, then

$$\min \{K, L\}^{2q+1+2q^{-2}} < \varphi(KL) \leq \varphi(P_1) \leq P_1,$$
hence \( \min\{K, L\} < P_1^{2q+1-2} \gamma \) contrary to what we have just shown. Finally, it remains to verify that \(|m| \min\{K, L\} \gamma \leq (\sigma(KL)\varphi(KL))^{-2q+1} \gamma \). Indeed, \( 2 - 1/2^q + \chi + 4\varepsilon - \gamma(3 - 2/2^q) \leq 1/2^q((3 \cdot 2^q - 2)(1 - \gamma) - 2^q + 1 + 5 \cdot 2^q \chi) \leq 1/2^q((2^{q+2} + 2^q - 2)(1 - \gamma) + 2^q(2^{q+3} - 2) \chi - 1) < 0 \), thus

\[
|m| \min\{K, L\} \gamma \leq M P_1^{1-1/2^q}
\]

\[
= P_1^{2-1/2^q + \chi + 4\varepsilon - \gamma}\varphi(P_1)^{-1}(\sigma(KL)\varphi(KL))^{-(2-2/2^q)} (\sigma(KL)\varphi(KL))^{-2q+1} \gamma
\]

\[
\leq P_1^{2-1/2^q + \chi + 4\varepsilon - \gamma(3 - 2/2^q)} (\sigma(KL)\varphi(KL))^{2q+1-2} \gamma
\]

Therefore, (3.11) yields

\[
\left| \sum_{L < l \leq L'} \sum_{P < k \leq K} \Delta_1(l) \Delta_2(k)e^{2\pi i (\xi W(kl) + m\varphi(kl))} \right|
\]

\[
\leq |m| \frac{1}{2q+2} \log^2 L \log^2 K (\sigma(KL)\varphi(KL))^{-2q+1} \gamma \min\{K, L\} \gamma
\]

\[
\leq |m| \frac{1}{2q+2} \log^4 P_1 (P_1^{1/2})^{2q+1} (\sigma(P_1)\varphi(P_1))^{-2q+1} \gamma
\]

\[
\leq |m| \frac{1}{2q+2} \log^4 P_1 (\sigma(P_1)\varphi(P_1))^{-2q+1} \gamma
\]

This in turn completes the proof of the estimates (3.7), since after appropriate choice of \( \Delta_1(l) \) and \( \Delta_2(k) \) in \( S_{22} \) and \( S_3 \), (3.4) shows that (3.12) is satisfied, we get

\[
|S_{22}|, |S_3| \leq |m| \frac{1}{2q+2} \log^6 P_1 (\sigma(P_1)\varphi(P_1))^{-2q+1} \gamma
\]

where the additional \( \log^2 P_1 \) factor forms the dyadic decompositions (3.9) and (3.10).

**Proof of Lemma 3.15** In view of the symmetry between the variables \( k, l \) in the sums in (3.11) one can assume that \( K \leq L \). We will divide the proof into three steps and we are going to follow the concepts of Heath–Brown from [8] Sect. 5, see also [7] Sect. 4.

**Step 1.** Let us define

\[
E_r = \sum_{L < l \leq L'} \sum_{K < k \leq K'} \Delta_2(k) \Delta_2(k + r)e^{2\pi i (\xi W(kl) + m\varphi(kl) - \xi W((k+r)l) - m\varphi((k+r)l))},
\]

for every \( r \in \mathbb{Z} \). If \( r = 0 \) we see, by (3.12), that

\[
|E_0| \leq \sum_{L < l \leq L'} \sum_{K < k \leq K'} |\Delta_2(k)|^2 \leq L \sum_{K < k \leq K^2} |\Delta_2(k)|^2 \leq LK \log^3 K.
\]

(3.13)

Moreover, setting

\[
\tilde{S}(k, r) = \sum_{P < l \leq P_1} e^{2\pi i (\xi W(kl) + m\varphi(kl) - \xi W((k+r)l) - m\varphi((k+r)l))},
\]

we see that for any \( r \in \mathbb{Z} \setminus \{0\} \) we have

\[
E_r = \sum_{\max\{K, K-r\} < k \leq \min\{K', K'-r\}} \Delta_2(k) \Delta_2(k + r) \tilde{S}(k, r).
\]
One can see that for every $R \geq 1$ we have

$$
\sum_{1 \leq |r| \leq R} |E_r| \lesssim \sum_{1 \leq |r| \leq R} \sum_{K < k, k+r \leq K'} |\Delta_2(k)|^2 |\tilde{S}(k, r)| + |\Delta_2(k+r)|^2 |\tilde{S}(k+r, -r)|
\leq \sum_{1 \leq |r| \leq R} \sum_{K < k, k+r \leq K'} |\Delta_2(k)|^2 |\tilde{S}(k, r)| + \sum_{1 \leq |r| \leq R} \sum_{K < k, k-r \leq K'} |\Delta_2(k)|^2 |\tilde{S}(k, -r)|
\lesssim \sum_{1 \leq |r| \leq R} \sum_{K < k, k+r \leq K'} |\Delta_2(k)|^2 |\tilde{S}(k, r)|
= \sum_{K < k \leq K'} |\Delta_2(k)|^2 \sum_{1 \leq |r| \leq R} |\tilde{S}(k, r)||1_{(K,K')}(k+r)|.
$$

(3.14)

since $|\tilde{S}(k, r)| = |\tilde{S}(k+r, -r)|$.

**Step 2.** We will prove that for every $m \in \mathbb{N}$, $k \in (K, 2K]$ and $R \geq 1$ we have

$$
\frac{1}{R} \sum_{1 \leq |r| \leq R} |\tilde{S}(k, r)||1_{(K,2K)}(k+r)| \lesssim (mR)^{1/(2^{q+1}-2)} KL(\sigma(KL)\psi(KL))^{-1/2^q} K^{1/2^q-1}.
$$

(3.15)

For this purpose define $F(x) = \xi W(kx) + m\varphi(kx) - \xi W((k+r)x) - m\varphi((k+r)x))$, for $x \in (L, 2L)$. Then, according to Lemma 2.5 and the mean value theorem, for some $\eta \in (0, 1)$ and $\eta_{k,r} = k + \eta r$ if $r > 0$ and $\eta_{k,r} = k + r - \eta r$ if $r < 0$, we have

$$
|F^{(q+1)}(x)| = |m(k^{q+1}\varphi^{(q+1)}(kx) - m(k+r)^{q+1}\varphi^{(q+1)}((k+r)x))|
= |r((q+1)m^{q+1}\varphi^{(q+1)}(x\eta_{k,r}) + m^{q+1}\varphi^{(q+1)}(x\eta_{k,r}))|
= |r\eta_{k,r}^{q+1}\varphi^{(q+1)}(x\eta_{k,r})(q + \beta_{q+1} + \theta_{q+1}(x\eta_{k,r}))|
\lesssim |mK^{q}\varphi^{(q+1)}(K)| \lesssim \frac{|mK^{q}\varphi^{(q+1)}(KL)|}{(KL)^{q+1}},
$$

since $k, k+r \in (K, 2K]$ and $\eta_{k,r} \in (K, 2K]$. Therefore, by Lemma 3.2 we obtain

$$
|\tilde{S}(k, r)| \lesssim L \left( \left( \frac{|mK^{q}\varphi^{(q+1)}(KL)|}{(KL)^{q+1}} \right)^{1/(2^{q+1}-2)} + L^{-1/2^q} \right)
+ \left( L^{q+1} m|K^{q}\varphi(KL)|\phi(KL) \right)^{-1/2^q}
\lesssim (m|K|)^{1/(2^{q+1}-2)} L^{-1/q}/(2^{q+1}-2) + L^{-1/2^q} + KL^{-1/2^q} \left( \frac{1}{\sigma(KL)\psi(KL)} \right)^{1/2^q}
\lesssim (m|K|)^{1/(2^{q+1}-2)} L^{1-1/2^q} + KL \left( \frac{1}{\sigma(KL)\psi(KL)} \right)^{1/2^q} K^{1/2^q-1}
\lesssim (m|K|)^{1/(2^{q+1}-2)} KL(\sigma(KL)\psi(KL))^{-1/2^q} K^{1/2^q-1},
$$

\( \odot \) Springer
and (3.15) follows (if \( c > 1 \), as before, one can think that \( \sigma \) is constantly equal to 1). Combining (3.14) with (3.15) we obtain that

\[
\frac{1}{R} \sum_{1 \leq |r| \leq R} |E_r| \lesssim \sum_{K \leq k \leq K'} |\Delta_2(k)|^2 \frac{1}{R} \sum_{1 \leq |r| \leq R} |\tilde{S}(k, r)|I_{(K, K')}(k + r)
\]

\[
\lesssim K \log^3 K \cdot (mR)^{1/(2q+1-2)} KL(\sigma(KL)\varphi(KL))^{-1/2q} K^{1/2q-1}.
\]  

(3.16)

**Step 3.** Now we can finish our proof. We shall apply Weyl–Van der Corput shift inequality (see [8] Lemma 5, page 258), which asserts that for a fixed \( U \geq 1 \), any complex number \( z_u \in \mathbb{C} \) with \( U < u \leq 2U \) and any interval \( I \subseteq (U, 2U) \) we have for every \( R \in \mathbb{N} \) that

\[
\left| \sum_{u \in I} z_u \right|^2 \leq \frac{U + R}{R} \sum_{|r| < R} \left( 1 - \frac{|r|}{R} \right) \sum_{u, u + r \in I} z_u \tilde{z}_{u + r}.
\]

By the Cauchy–Schwartz inequality and Weyl–Van der Corput shift inequality, applied with \( U = K \) and an integer \( 1 \leq R \lesssim K \) which will be adjusted later, we see that

\[
\left| \sum_{L < l \leq L' \leq 2L} \sum_{K \leq k \leq K'} \Delta_1(l) \Delta_2(k) e^{2\pi i(\xi W(kl) + m\varphi(kl))} \right|^2
\]

\[
\leq \left( \sum_{L < l \leq L' \leq 2L} \sum_{K \leq k \leq K'} \Delta_2(k) e^{2\pi i(\xi W(kl) + m\varphi(kl))} \right)^2
\]

\[
\lesssim L \log^3 L \sum_{L < l \leq L' \leq 2L} \sum_{K \leq k \leq K'} \Delta_2(k) e^{2\pi i(\xi W(kl) + m\varphi(kl))} \left| \sum_{K \leq k \leq K'} \Delta_2(k) e^{2\pi i(\xi W(kl) + m\varphi(kl))} \right|^2
\]

\[
\lesssim L \log^3 L \frac{K + R}{R} \sum_{|r| \leq R} \left( 1 - \frac{|r|}{R} \right) |E_r|
\]

\[
\lesssim L^2 K \log^3 L \log^3 K \frac{K + R}{R} + L \log^3 L \frac{K + R}{R} \sum_{1 \leq |r| \leq R} |E_r|
\]

\[
\lesssim \log^3 L \log^3 K \left( \frac{L^2 K^2}{R^2} + K^2 L (mR)^{1/(2q+1-2)} KL(\sigma(KL)\varphi(KL))^{-1/2q} K^{1/2q-1} \right).
\]  

(3.17)

We have used the estimate (3.13) for \( |E_0| \) and the inequality (3.16). Now let us define \( R = \lceil m^{-a} K^{-b} L^c (\sigma(KL)\varphi(KL))^{-d} \rceil \) for some \( a, b, c, d \in \mathbb{R} \) and observe that the last expression in (3.17) is bounded by

\[
\log^3 L \log^3 K \left( m^a K^{2+b} L^{2-c} (\sigma(KL)\varphi(KL))^d 
\right.
\]

\[
+ m^{1-a} K^{2+b} L^{2-c} (\sigma(KL)\varphi(KL))^d 
\]

\[
= m^{1-a} K^{2+b} L^{2-c} (\sigma(KL)\varphi(KL))^d.
\]

Springer
It suffices to arrange the parameters $a, b, c, d \in \mathbb{R}$ so that to make the last two terms equal. Namely, it is enough to take
\[
a = \frac{1 - a}{2q+1 - 2} \iff a = \frac{1}{2q+1 - 1},
\]
\[
2 + b = 2 + \frac{1}{2q} - \frac{b}{2q+1 - 2} \iff b = \frac{1}{2q} - 2
\]
\[
2 - c = 2 + \frac{c}{2q+1 - 2} \iff c = 0,
\]
\[
d = -\frac{d}{2q+1 - 2} - \frac{1}{2q} \iff d = -\frac{1}{2q} - 2.
\]
We now easily see, since we have assumed that $K \leq L$, that
\[
1 \leq m^{-\frac{1}{2q+1 - 2}} K^{-\frac{2q+1 - 2}{2v(2q+1 - 1)}} (\sigma(KL)\phi(KL)) \frac{2q+1 - 2}{2v(2q+1 - 1)} \leq K,
\]
by our assumptions, thus $1 \leq R \leq K$ and consequently (3.11) follows, since
\[
\left| \sum_{L < l \leq L' \leq 2L} \sum_{K \leq k' \leq K} \Delta_1(l) \Delta_2(k) e^{2\pi i (\xi W(kl) + m\phi(kl))} \right| 
\]
\[
\leq m^{\frac{1}{2q+1 - 2}} \log^2 L \log^2 K (\sigma(KL)\phi(KL))^{-\frac{2q+1 - 2}{2v(2q+1 - 2)}} K^{\frac{2q+1 - 2}{2v(2q+1 - 2)}} KL.
\]
This completes the proof of Lemma 3.5.

4 The main lemma

We have just gathered all necessary estimates for the exponential sums in Sect. 3 and now we can formulate the main lemma of this paper. Lemma 4.1 is the heart of the matter and will allow us to prove both Theorem 1.4 and Theorem 1.6. Recall that $c_q = (2^{2q+2} + 2q - 2)/(2^{2q+2} + 2q - 3)$.

Lemma 4.1 Let $W : \mathbb{Z} \rightarrow \mathbb{Z}$ be a fixed polynomial of degree $q \in \mathbb{N}$. Assume that $h \in \mathcal{F}_c$, $\phi$ be its inverse and $\gamma = 1/c$ with $c \in [1, c_q)$. Let $\chi > 0$ be a number obeying $(2^{2q+2} + 2q - 2)(1 - \gamma) + 2q(2^{2q+3} - 2)\chi < 1$, then there exists $\chi' > 0$ such that for every $N \in \mathbb{N}$ and for every $\xi \in [0, 1]$
\[
\sum_{p \in \mathbb{P}_{h,N}} \phi'(p)^{-1} \log p e^{2\pi i \xi W(p)} = \sum_{p \in \mathbb{P}_N} \log p e^{2\pi i \xi W(p)} + O(N^{1-\chi-\chi'}).
\]
The implied constant is independent of $\xi \in [0, 1]$ and $N \in \mathbb{N}$.

We shall provide detailed proof of Lemma 4.1, which will be based on the ideas of Heath–Brown from [8]. A variant of Lemma 4.1, for the set of Piatetski–Shapiro primes with $W(x) = x$, was proved by Balog and Friedlander [1] and by Kumchev [18]. They used this result to show that the ternary Goldbach problem has a solution in the Piatetski–Shapiro primes. We start with the following.

Lemma 4.2 Let $\Phi(x) = \{x\} - 1/2$ and $\Lambda(n)$ denote von Mangoldt’s. Then, under the assumptions of Lemma 4.1, for every $N \in \mathbb{N}$ and $0 < \varepsilon < \frac{1}{100(2^{q+2} - 1)}$ we have
for $\chi > M$ where moreover, expanding $\Phi_1$ into the Fourier series (see [8] Sect. 2), we obtain

$$\sum_{p \in \mathbb{P}_{h,N}} \varphi'(p)^{-1} \log p e^{2\pi i \xi \omega(p)} = 2 \sum_{p \in \mathbb{P}_N} \varphi'(p)^{-1} \log p e^{2\pi i \xi \omega(p)}$$

$$+ \sum_{k=1}^N \varphi'(k)^{-1} (\Phi(-\varphi(k)) - \Phi(-\varphi(k))) \Lambda(k) e^{2\pi i \xi \omega(k)} + O\left(N^{1-\chi-\epsilon}\right). \quad (4.2)$$

**Proof** Form Lemma 2.1 we know that $p \in \mathbb{P}_h \Leftrightarrow [-\varphi(p)] - [-\varphi(p+1)] = 1$, for all sufficiently large $p \in \mathbb{P}_h$. By the definition of function $\Phi(x) = \{x\} - 1/2$ we obtain that for every $p \in \mathbb{N}$ there exists $\xi_p \in (0, 1)$ such that

$$[-\varphi(p)] - [-\varphi(p+1)] = \varphi(p+1) - \varphi(p) + \Phi(-\varphi(p+1)) - \Phi(-\varphi(p)).$$

Thus by Mertens’ theorem (see [26] Theorem 6.6, page 160), since $\varphi''(p)/\varphi'(p) = O(1/p)$, we have

$$\sum_{p \in \mathbb{P}_{h,N}} \varphi'(p)^{-1} \log p e^{2\pi i \xi \omega(p)} = \sum_{p \in \mathbb{P}_N} \varphi'(p)^{-1} (\varphi(p+1) - \varphi(p) + \Phi(-\varphi(p+1)) - \Phi(-\varphi(p))) \log p e^{2\pi i \xi \omega(p)}$$

$$= \sum_{p \in \mathbb{P}_N} \log p e^{2\pi i \xi \omega(p)} + \sum_{p \in \mathbb{P}_N} \varphi'(p)^{-1} (\Phi(-\varphi(p+1)) - \Phi(-\varphi(p))) \log p e^{2\pi i \xi \omega(p)}$$

$$+ O(\log N).$$

The proof is completed since

$$\sum_{p \in \mathbb{P}_N} \varphi'(p)^{-1} (\Phi(-\varphi(p+1)) - \Phi(-\varphi(p))) \log p e^{2\pi i \xi \omega(p)}$$

$$= \sum_{k=1}^N \varphi'(k)^{-1} (\Phi(-\varphi(k+1)) - \Phi(-\varphi(k))) \Lambda(k) e^{2\pi i \xi \omega(k)} + O\left(\varphi'(N)^{-1} \pi(N^{1/2}) \log N\right).$$

In view of the assumptions of Lemma 4.1 we see that $O(\varphi'(N)^{-1} N^{1/2}) = O\left(N^{3/2} \varphi(N)^{-1}\right) = O\left(N^{3/2-\gamma+\epsilon}\right) = O\left(N^{1-\chi-\epsilon}\right)$, since $3/2-\gamma+\epsilon = 1-\chi-\epsilon+2(1-\gamma)-1+2(\epsilon+\chi))/2 < 1-\chi-\epsilon$ and $x^{\gamma-\epsilon} \lesssim \varphi(x)$.

The proof of Lemma 4.1 will be completed if we show that

$$\sum_{k=1}^N \varphi'(k)^{-1} (\Phi(-\varphi(k+1)) - \Phi(-\varphi(k))) \Lambda(k) e^{2\pi i \xi \omega(k)} = O\left(N^{1-\chi-\chi'}\right), \quad (4.3)$$

for $\chi > 0$ such that $(2^{2q+2} + 2^q - 2)(1-\gamma) + 2^q(2^{q+3} - 2)\chi < 1$ and some $\chi' > 0$. Expanding $\Phi$ into the Fourier series (see [8] Sect. 2), we obtain

$$\Phi(t) = \sum_{0 \leq |n| \leq M} \frac{1}{2\pi i m} e^{-2\pi i m t} + O\left(\min\{1, (M\|t\|)^{-1}\}\right), \quad (4.4)$$

for $M > 0$, where $\|t\| = \min_{n \in \mathbb{Z}} |t - n|$ is the distance of $t \in \mathbb{R}$ to the nearest integer. Moreover,

$$\min\{1, (M\|t\|)^{-1}\} = \sum_{m \in \mathbb{Z}} b_m e^{2\pi i m t}, \quad (4.5)$$

where

$$|b_m| \lesssim \min\{M^{-1}\log M, |m|^{-1}, M|m|^{-2}\}. \quad (4.6)$$
Lemma 4.3. Let \( W : \mathbb{Z} \mapsto \mathbb{Z} \) be a fixed polynomial of degree \( q \in \mathbb{N} \). Assume that \( P \geq 1 \) and \( M = P^{1+\chi+\varepsilon} \varphi(P)^{-1} \) with \( \chi > 0 \) such that \( (2^{2q+2} + 2^q - 2)(1 - \gamma) + 2^q (2^{2q+3} - 2) \chi < 1 \) and \( 0 < \varepsilon < \frac{\chi}{100(2^{2q+2} - 1)} \). Then we have

\[
\sum_{P < k \leq P_1 \leq 2P} \varphi'(k)^{-1} (\Phi(-\varphi(k + 1)) - \Phi(-\varphi(k))) \Lambda(k) e^{2\pi i W(k)}
\]

\[
= \sum_{0 < |m| \leq M} \frac{1}{2\pi i m} \sum_{P < k \leq P_1 \leq 2P} \frac{\Lambda(k)}{\varphi'(k)} \left( e^{2\pi i (\xi W(k) + m\varphi(k+1))} - e^{2\pi i (\xi W(k) + m\varphi(k))} \right) + O(P^{1-\chi-\varepsilon}).
\]

(4.7)

**Proof.** Let \( S \) be the first sum in (4.7), then the Fourier expansion (4.4) yields

\[
S = \sum_{0 < |m| \leq M} \frac{1}{2\pi i m} \sum_{P < k \leq P_1 \leq 2P} \frac{\Lambda(k)}{\varphi'(k)} \left( e^{2\pi i (\xi W(k) + m\varphi(k+1))} - e^{2\pi i (\xi W(k) + m\varphi(k))} \right) + O \left( \sum_{P < k \leq P_1 \leq 2P} \frac{\Lambda(k)}{\varphi'(k)} \left( \min \left\{ 1, (M \| \varphi(k) \|)^{-1} \right\} + \min \left\{ 1, (M \| \varphi(k + 1) \|)^{-1} \right\} \right) \right).
\]

In a similar way as in [23] it suffices to bound the error term with min \( \left\{ 1, (M \| \varphi(k) \|)^{-1} \right\} \). The same reasoning will give the same bound for the sum with min \( \left\{ 1, (M \| \varphi(k + 1) \|)^{-1} \right\} \). By (4.5) we see that

\[
\sum_{P < k \leq P_1 \leq 2P} \frac{\Lambda(k)}{\varphi'(k)} \cdot \min \left\{ 1, (M \| \varphi(k) \|)^{-1} \right\} \leq \frac{\log P}{\varphi'(P)} \sum_{m \in \mathbb{Z}} |b_m| \sum_{P < k \leq P_1 \leq 2P} e^{2\pi i m \varphi(k)}.
\]

Lemma 3.3 applied to the inner sum with \( l = 1, j = 0 \) and \( q = 1 \) (in fact we refer to the proof of Lemma 3.3) and the bounds (4.6) for \( |b_m| \) imply that

\[
\sum_{m \geq 0} |b_m| \sum_{P < k \leq P_1 \leq 2P} e^{2\pi i m \varphi(k)} \leq \frac{P \log M}{M} + \left( \sum_{0 < m \leq M} \frac{\log M}{M} + \sum_{m > M} \frac{M}{m^2} \right) \frac{m^{1/2} P}{(\sigma(P)\varphi(P))^{1/2}} \leq \frac{P \log M}{M} + \log M M^{1/2} \frac{P}{(\sigma(P)\varphi(P))^{1/2}}.
\]

Taking \( M = P^{1+\chi+\varepsilon} \varphi(P)^{-1} \), we obtain

\[
\frac{\log P}{\varphi'(P)} \sum_{m \geq 0} |b_m| \sum_{P < k \leq P_1 \leq 2P} e^{2\pi i m \varphi(k)} \leq \frac{P \log M}{\varphi'(P) M} \log P + \log M M^{1/2} \frac{P \log P}{\varphi'(P) \sigma(P) \varphi(P)}^{1/2} \leq \frac{\varphi(P) P^{-\chi-\varepsilon}}{\varphi'(P)} \log^2 P + \frac{P^{3/2+\chi/2+\varepsilon/2}}{\varphi'(P) \sigma(P)^{1/2} \varphi(P)} \log^2 P \leq \frac{\varphi(P) P^{-\chi-\varepsilon}}{\varphi'(P)} \log^2 P \left( 1 + \frac{P^{3/2+\chi/2+3\varepsilon/2}}{(\sigma(P)^{1/2} \varphi(P)^2)} \right) \leq \frac{\varphi(P) P^{-\chi-\varepsilon}}{\varphi'(P)} \leq P^{1-\chi-\varepsilon}.
\]

Taking \( 0 < \varepsilon < \frac{\chi}{100(2^{2q+2} - 1)} < \chi/100 \) one can show that the last parenthesis is bounded. Namely, due to the inequalities \( x^\varepsilon \leq \varepsilon x(x), \) and \( (\sigma(x))^{-1} \leq \varepsilon \).
Now we can illustrate the proof of Lemma 4.1.

Proof of Lemma 4.1 Recall that $\chi > 0$ such that $(2^{q+3} - 2)^2 (1 - \gamma) + 2^q (2^{q+3} - 2) < 0$, and this finishes the proof.

It is easy to note that

Now we have to estimate the last two terms in (4.9). We will use the inequalities

Proof of Lemma 4.1

Now we can illustrate the proof of Lemma 4.1.
\[ P^{-1} \leq P^{1-x+10^\varepsilon + (2q+2-3)x + 1 + 1 + \frac{1}{2q+1-2} + \frac{2q+1-2}{2q+1+2q-2} - \gamma} \left( 1 + \frac{1}{2q+1-2} \right) \]

for some \( \varepsilon' > 0 \), since \( \log^2 P \lesssim P^e \) and

\[
1 + \frac{1}{2q+1-2} + \frac{2q+1-2}{2q+1+2q-2} - \gamma \left( \frac{2q+1 + 2q - 2}{2q(2q+1-2)} \right) < 0
\]

On the other hand, we get

\[
M^{1+\frac{1}{2q+1+2q-2}} \log^6 P \left( \sigma(P) \psi(P) \right) \left( \frac{2q+1-2}{2q(2q+1+2q-2)} \right) P^{1+\frac{2q+1-2}{2q(2q+1+2q-2)}}
\]

\[
= \left( P^{1+x+e} \psi(P)^{-1} \right)^{1+\frac{1}{2q+1+2q-2}} \log^6 P \left( \sigma(P) \psi(P) \right) \left( \frac{2q+1-2}{2q(2q+1+2q-2)} \right) P^{1+\frac{2q+1-2}{2q(2q+1+2q-2)}}
\]

\[
\leq P^{1-x + \frac{2q+1-2}{2q(2q+1+2q-2)}} \log^6 P \left( \sigma(P) \psi(P) \right) \left( \frac{2q+1-2}{2q(2q+1+2q-2)} \right) P^{1+\frac{2q+1-2}{2q(2q+1+2q-2)}} \leq P^{1-x - \varepsilon'}
\]

This provides the desired upper bound for (4.9) and the proof of Lemma 4.1 is completed.

## 5 Proof of Theorem 1.4

In this section, with the aid of Lemma 4.1, we shall illustrate the proof of Theorem 1.4. The maximal functions which will occur in this section will be initially defined for any nonnegative finitely supported function \( f \geq 0 \) and unless otherwise stated \( f \) is always such a function. Let us introduce a maximal function

\[
\mathcal{M}_h f(x) = \sup_{N \in \mathbb{N}} \left| K_{h,N} \ast f(x) \right| \quad \text{for} \ x \in \mathbb{Z},
\]

for some \( \varepsilon' > 0 \), since \( \log^6 P \lesssim P^e \) and

\[
\frac{2q+1-2}{2q(2q+1+2q-2)} - \gamma \left( \frac{2q+1 + 2q - 2}{2q(2q+1-2)} \right) < 0
\]

This provides the desired upper bound for (4.9) and the proof of Lemma 4.1 is completed.
where \( \delta_n(x) \) denotes Dirac’s delta at \( n \in \mathbb{N} \) and \( W : \mathbb{Z} \mapsto \mathbb{Z} \) is a fixed polynomial of degree \( q \in \mathbb{N} \). Due to (1.8) we see that \( M_h f(x) \simeq M_{P_h} f(x) \). Therefore, it suffices to show the inequality from (1.9) with \( M_h f \) instead of \( M_{P_h} f \). Now we are going to slightly redefine the maximal function \( M_h f(x) \) defined in (5.1). We will take the supremum over \( \mathcal{D} = \{ 2^n : n \in \mathbb{N} \} \) rather that \( \mathbb{N} \), i.e.

\[
M_h f(x) = \sup_{N \in \mathcal{D}} |K_{h,N} f(x)|, \tag{5.3}
\]

with \( K_{h,N} \) defined in (5.2). It will cause no confusion if we use the same letter \( M_h f \) in both definitions, since the maximal functions from (5.1) and (5.3) are equivalent and give the same \( \ell^r(\mathbb{Z}) \) bounds for \( r > 1 \).

We start with some general observations concerning maximal functions.

**Lemma 5.1** Let \( S \subseteq \mathbb{N} \) be a fixed subset of integers and \( \Omega : \mathbb{Z} \mapsto \mathbb{C} \) be a fixed function. Let us introduce for \( i = 1, 2 \)

- a nonnegative function \( w_i : [0, \infty) \mapsto [0, \infty) \),
- a sum \( W_i(n) = \sum_{k \in \mathbb{N} \cap [1, n]} w_i(k) \), corresponding with \( w_i \), where \( n \in \mathbb{N} \),
- and a weighted maximal function

\[
\mathcal{M}_i^*(f)(x) = \sup_{N \in \mathbb{N}} \frac{1}{W_i(N)} \left| \sum_{k \in \mathbb{N} \cap [1, N]} w_i(k) f(x - \Omega(k)) \right|,
\]

where \( Z \subseteq \mathbb{N} \) and \( f : \mathbb{Z} \mapsto \mathbb{C} \) is any nonnegative finitely supported function. Assume that

(i) the sequence \( \left( \frac{w_2(n)}{w_1(n)} \right)_{n \in \mathbb{N}} \) is decreasing, or

(ii) the sequence \( \left( \frac{w_2(n)}{w_1(n)} \right)_{n \in \mathbb{N}} \) is increasing and \( \sup_{n \in \mathbb{N}} \frac{w_2(n) - W_1(n)}{w_1(n) - W_2(n)} < \infty \).

Then

\[
\mathcal{M}_2^*(f)(x) \lesssim \mathcal{M}_1^*(f)(x),
\]

for every \( f \in \ell^r(\mathbb{Z}) \) and for every \( x \in \mathbb{Z} \).

Some variant of this lemma was proved in [41], but our formulation is more handy. We will apply Lemma 5.1 with \( Z = \mathbb{N} \) or \( Z = \mathcal{D} \).

**Proof** Assume that the sequence \( \left( \frac{w_2(n)}{w_1(n)} \right)_{n \in \mathbb{N}} \) is increasing and \( \sup_{n \in \mathbb{N}} \frac{w_2(n) - W_1(n)}{w_1(n) - W_2(n)} = C < \infty \). Denote \( M_i^N f(x) = \sum_{k \in \mathbb{N} \cap [1, N]} w_i(k) f(x - \Omega(k)) \) for \( i = 1, 2 \) with \( M_i^0 f(x) = 0 \). Applying summation by parts twice and exploring positive nature of the maximal operators we can easily observe that for every \( N \in \mathbb{Z} \) we have

\[
\frac{1}{W_2(N)} M_2^N f(x) = \frac{1}{W_2(N)} \sum_{k \in \mathbb{N} \cap [1, N]} \frac{w_2(k)}{w_1(k)} w_1(k) f(x - \Omega(k))
\]

\[
= \frac{1}{W_2(N)} \sum_{n=1}^N \frac{w_2(n)}{w_1(n)} (M_1^N f(x) - M_1^{n-1} f(x)) = \frac{w_2(N)}{w_1(N)} \cdot \frac{1}{W_1(N)} \frac{1}{W_2(N)} M_1^N f(x)
\]

\[
+ \frac{1}{W_2(N)} \sum_{n=1}^{N-1} W_1(n) \left( \frac{w_2(n)}{w_1(n)} - \frac{w_2(n+1)}{w_1(n+1)} \right) \frac{1}{W_1(n)} M_1^N f(x)
\]
and this implies that $w_\ell$ when the sequence $\{2w(n)\}$ decreases is similar, but simpler, and is left to the reader. 

Lemma 5.2 Let $W: \mathbb{Z} \mapsto \mathbb{Z}$ be a polynomial of degree $q \in \mathbb{N}$ and define a maximal function $\mathcal{M}_h^1 f(x) = \sup_{N \in \mathbb{D}} |K_{h,N}^1 * f(x)|$, where

$$K_{h,N}^1(x) = \frac{1}{N} \sum_{p \in \mathbb{P}_{h,N}} \varphi(N)^{-1} \log p \delta_{W(p)}(x).$$

Then

$$\mathcal{M}_h f(x) \lesssim \mathcal{M}_h^1 f(x),$$

for every $x \in \mathbb{Z}$.

Proof We shall apply Lemma 5.1 to the maximal functions

$$\mathcal{M}_h^1 f(x) = \sup_{N \in \mathbb{D}} \frac{1}{W_1(N)} \sum_{p \in \mathbb{P}_{h,N}} w_1(p) f(x - W(p)),$$

$$\mathcal{M}_h^2 f(x) = \sup_{N \in \mathbb{D}} \frac{1}{W_2(N)} \sum_{p \in \mathbb{P}_{h,N}} w_2(p) f(x - W(p)),$$

with weights $w_1(x) = \varphi(x)^{-1} \log x$, $w_2(x) = 1$ and sums $W_1(N) = \sum_{p \in \mathbb{P}_{h,N}} \varphi(p)^{-1} \log p$ and $W_2(N) = \pi_h(N)$. Therefore, Lemma 5.1 yields that

$$\mathcal{M}_h f(x) = \mathcal{M}_h^2 f(x) \lesssim \mathcal{M}_h^1 f(x).$$

What is left is to show that

$$\mathcal{M}_h^1 f(x) = \sup_{N \in \mathbb{D}} \frac{1}{W_1(N)} \sum_{p \in \mathbb{P}_{h,N}} \varphi(p)^{-1} \log p f(x - W(p)) \simeq \mathcal{M}_h^1 f(x).$$
If we prove \( \frac{W_1(N)}{N} \xrightarrow{N \to \infty} 1 \) the assertion follows. We now apply Lemma 3.4 with \( g(x) = \varphi'(x)^{-1} \log x \) and \( U(x) = \sum_{p \in \mathbb{P}_{N, x}} 1 = \pi_h(x) \). Indeed,

\[
\frac{1}{N} \sum_{p \in \mathbb{P}_{N, x}} \varphi'(p)^{-1} \log p = \frac{1}{N} \pi_h(N) \varphi'(N)^{-1} \log N - \frac{1}{N} \int_2^N \pi_h(x) \left( \varphi'(x)^{-1} \log x \right) dx,
\]

Since

\[
\lim_{N \to \infty} \frac{1}{N} \pi_h(N) \varphi'(N)^{-1} \log N = 1/\gamma,
\]

it remains to prove that

\[
\frac{1}{N} \int_2^N \pi_h(x) \left( \varphi'(x)^{-1} \log x \right) dx = \frac{1 - \gamma}{\gamma}.
\]

Observe that

\[
\left( \varphi'(x)^{-1} \log x \right)' = \frac{\varphi'(x) - x \varphi''(x) \log x}{x \varphi'(x)^2} = \frac{1 - \rho_h(x) \log x}{\varphi(x)(\gamma + \theta_1(x))},
\]

where

\[
\rho_h(x) = \begin{cases} 
\gamma - 1 + \theta_2(x), & \text{if } \gamma < 1, \\
\sigma(x) \tau(x), & \text{if } \gamma = 1.
\end{cases}
\]

This easily shows that

\[
\lim_{x \to \infty} \frac{\varphi(x)}{\log x} \cdot \frac{1 - \rho_h(x) \log x}{\varphi(x)(\gamma + \theta_1(x))} = \begin{cases} 
\frac{1 - \gamma}{\gamma}, & \text{if } \gamma < 1, \\
0, & \text{if } \gamma = 1,
\end{cases}
\]

which in turn implies that

\[
\lim_{N \to \infty} \frac{1}{N} \int_2^N \pi_h(x) \left( \varphi'(x)^{-1} \log x \right) dx = \lim_{N \to \infty} \frac{1}{N} \int_2^N \frac{1 - \rho_h(x) \log x}{\log x(\gamma + \theta_1(x))} dx,
\]

and consequently

\[
\lim_{N \to \infty} \frac{1}{N} \int_2^N \frac{1 - \rho_h(x) \log x}{\log x(\gamma + \theta_1(x))} dx = \frac{1 - \gamma}{\gamma}.
\]

This completes the proof of the lemma.

We have reduced the matters to proving

\[
\| M_1^h f \|_{\ell^r(Z)} \preceq_r \| f \|_{\ell^r(Z)}, \quad (5.4)
\]

for every \( f \in \ell^r(Z) \), where \( r > 1 \). For this purpose let us define \( M_2^h f(x) = \sup_{N \in D} |K_{h, N}^2 f(x)| \), where

\[
K_{h, N}^2(x) = \frac{1}{N} \sum_{p \in \mathbb{P}_N} \log p \delta_{W(p)}(x).
\]

Due to Bourgain–Wierdl–Nair’s theorem we know that

\[
\| M_2^h f \|_{\ell^r(Z)} \preceq_r \| f \|_{\ell^r(Z)},
\]

for every \( f \in \ell^r(Z) \), where \( r > 1 \). For more details we refer to [27,28], see also [5,41]. Observe now that

\[ \square \]
\[ \| M_h f \|_{\ell^r(\mathbb{Z})} \lesssim \| M_h^1 f \|_{\ell^r(\mathbb{Z})} + \| \sup_{N \in D} |(K_{h,N}^1 - K_{h,N}^2) \ast f| \|_{\ell^r(\mathbb{Z})} \]

\[ \lesssim \| f \|_{\ell^r(\mathbb{Z})} + \left( \sum_{N \in D} |(K_{h,N}^1 - K_{h,N}^2) \ast f| \right)^{1/r} \]

\[ \lesssim \| f \|_{\ell^r(\mathbb{Z})} + \left( \sum_{N \in D} \| (K_{h,N}^1 - K_{h,N}^2) \ast f \|_{\ell^r(\mathbb{Z})} \right)^{1/r} \].

The estimate (5.4) will be completed if we establish the following inequality

\[ \left( \sum_{N \in D} \| (K_{h,N}^1 - K_{h,N}^2) \ast f \|_{\ell^1(\mathbb{Z})} \right)^{1/r} \lesssim \| f \|_{\ell^r(\mathbb{Z})}. \]

For this purpose we begin with \( r = 2 \) and apply Plancherel’s theorem to \( K_{h,N}^1 - K_{h,N}^2 \) which allows us to make use of Lemma 4.1. Indeed,

\[ \| (K_{h,N}^1 - K_{h,N}^2) \ast f \|_{\ell^2(\mathbb{Z})}^2 = \int_0^1 |\hat{K}_{h,N}^1(\xi) - \hat{K}_{h,N}^2(\xi)|^2 \cdot |\hat{f}(\xi)|^2 d\xi \]

\[ \leq \sup_{\xi \in [0,1]} |\hat{K}_{h,N}^1(\xi) - \hat{K}_{h,N}^2(\xi)|^2 \int_0^1 |\hat{f}(\xi)|^2 d\xi \]

\[ = \| \hat{K}_{h,N}^1 - \hat{K}_{h,N}^2 \|_{L^\infty([0,1])}^2 \| f \|_{\ell^2(\mathbb{Z})}^2 \lesssim N^{-2\chi} \| f \|_{\ell^2(\mathbb{Z})}^2, \]

since by Lemma 4.1 we have

\[ \| \hat{K}_{h,N}^1 - \hat{K}_{h,N}^2 \|_{L^\infty([0,1])} \lesssim N^{-\chi}, \]

for some \( \chi > 0 \) and every \( N \in \mathcal{D} \). Now observe that

\[ \| (K_{h,N}^1 - K_{h,N}^2) \ast f \|_{\ell^r(\mathbb{Z})} \lesssim \| K_{h,N}^1 - K_{h,N}^2 \|_{\ell^1(\mathbb{Z})} \| f \|_{\ell^r(\mathbb{Z})} \lesssim \| f \|_{\ell^r(\mathbb{Z})}. \]

Since from the proof of Lemma 5.2 we know

\[ \| K_{h,N}^1 \|_{\ell^1(\mathbb{Z})} = \sum_{x \in \mathbb{Z}} \frac{1}{N} \sum_{p \in \mathcal{P}_{h,N}} \phi'(p)^{-1} \log p \delta_W(p)(x) \]

\[ = \frac{1}{N} \sum_{p \in \mathcal{P}_{h,N}} \phi'(p)^{-1} \log p \xrightarrow{N \to \infty} 1, \]

and the same reasoning applies to

\[ \| K_{h,N}^2 \|_{\ell^1(\mathbb{Z})} = \frac{1}{N} \sum_{p \in \mathcal{P}_N} \log p \xrightarrow{N \to \infty} 1. \]

Therefore, Riesz–Thorin interpolation theorem yields that for every \( 1 < r \leq 2 \) there is \( \chi_r > 0 \) such that

\[ \| (K_{h,N}^1 - K_{h,N}^2) \ast f \|_{\ell^r(\mathbb{Z})} \lesssim N^{-\chi_r} \| f \|_{\ell^r(\mathbb{Z})}, \]

for every \( N \in \mathcal{D} \). Finally we obtain the desired bounds

\[ \left( \sum_{N \in \mathcal{D}} \| (K_{h,N}^1 - K_{h,N}^2) \ast f \|_{\ell^r(\mathbb{Z})} \right)^{1/r} \lesssim \left( \sum_{N \in \mathcal{D}} N^{-\chi_r} \right)^{1/r} \| f \|_{\ell^r(\mathbb{Z})} \lesssim_r \| f \|_{\ell^r(\mathbb{Z})}. \]

This completes the proof of Theorem 1.4.
6 Proof of Theorem 1.5

The main aim of this section is to prove Theorem 1.5. For this purpose we will proceed as follows. First of all we show the pointwise convergence on $L^r(X, \mu)$, then we can easily extend the pointwise convergence of $A_{h,N}f(x)$ for all $f \in L^r(X, \mu)$, where $r > 1$, see [3].

We start with a very simple observation based on summation by parts. Namely, if

$$
\pi h(A_\pi h \frac{1}{f} (p) - 1 \log p f(T_x^W(p)x) \overrightarrow{N \to \infty} f^*/x \text{ for } \mu - \text{a.e. } x \in X,
$$

then

$$
A_{h,N}f(x) = \frac{1}{\pi h(N)} \sum_{p \in P_{h,N}} f(T_x^W(p)x) \overrightarrow{N \to \infty} f^*(x) \text{ for } \mu - \text{a.e. } x \in X. \tag{6.2}
$$

Let $M_k f(x) = \sum_{p \in P_{h,k}} f(T_x^W(p)x)$ and $M_{k+1} f(x) = \sum_{p \in P_{h,k}} \phi'(p) - 1 \log p f(T_x^W(p)x)$ and $M_1 f(x) = M_{1}^1 f(x) = 0$. Let $m_k = \sum_{p \in P_{h,k}} 1 = \pi h(k)$ and $m_{k+1} = \sum_{p \in P_{h,k}} \phi'(p) - 1 \log p$. Then, for $f \geq 0$, we have

$$
\frac{1}{\pi h(N)} \sum_{p \in P_{h,N}} f(T_x^W(p)x) = \frac{1}{\pi h(N)} \sum_{p \in P_{h,N}} \phi'(p) - 1 \log p f(T_x^W(p)x)
$$

$$
= \frac{1}{\pi h(N)} \sum_{k=2}^N \phi'(k) (M_k^1 f(x) - M_{k-1}^1 f(x))
$$

$$
= \frac{\phi'(N)}{\pi h(N) \log N} M_N^1 f(x)
$$

$$
+ \frac{1}{\pi h(N)} \sum_{k=2}^{N-1} \left( \frac{\phi'(k)}{\log k} - \frac{\phi'(k+1)}{\log(k+1)} \right) M_k^1 f(x)
$$

$$
= \frac{m_N^1 \phi'(N)}{\pi h(N) \log N} A_{h,N}^1 f(x)
$$

$$
+ \frac{1}{\pi h(N)} \sum_{k=2}^{N-1} \left( \frac{m_k^1 \phi'(k)}{\log k} - \frac{m_k^1 \phi'(k+1)}{\log(k+1)} \right) \frac{k}{m_k} A_{h,k}^1 f(x).
$$

On the other hand

$$
\frac{m_N^1 \phi'(N)}{\pi h(N) \log N} f^*(x) + \frac{1}{\pi h(N)} \sum_{k=2}^{N-1} \left( \frac{m_k^1 \phi'(k)}{\log k} - \frac{m_k^1 \phi'(k+1)}{\log(k+1)} \right) f^*(x)
$$

$$
= \frac{1}{\pi h(N)} \sum_{k=2}^N \phi'(k) (m_k^1 - m_{k-1}^1) f^*(x) = f^*(x).
$$

Let $\epsilon > 0$ such that for every $N > N_0$ we have

$$
\left| \frac{N}{m_N^1} A_{h,N}^1 f(x) - f^*(x) \right| < \epsilon/4.
$$
Since, \( \pi_h(N) \xrightarrow{N \to \infty} \infty \), we see

\[
\limsup_{N \to \infty} \left| \frac{1}{\pi_h(N)} \sum_{p \in \mathcal{P}_h, N} f(T^W(p)x) - f^*(x) \right| \\
\leq \limsup_{N \to \infty} \frac{m_N}{\pi_h(N) \log N} \left| \frac{N}{m_N} A_{h,k}^1 f(x) - f^*(x) \right| \\
+ \limsup_{N \to \infty} \left( \frac{1}{\pi_h(N)} \left( \sum_{k=2}^{N_0} + \sum_{k=N_0+1}^{N-1} \right) \left( \frac{m_k^\ast \psi'(k)}{\log k} - \frac{m_k^\ast \psi'(k+1)}{\log(k+1)} \right) \right) \left| \frac{k}{m_k} A_{h,k}^1 f(x) - f^*(x) \right| \\
\leq \varepsilon,
\]

and (6.2) is justified.

In order to prove (6.1) on \( L^2(X, \mu) \) it suffices to show that

\[
\left\| \sup_{N \in \mathbb{N}} |A_{h,N} f| \right\|_{L^2(X, \mu)} \lesssim \|f\|_{L^2(X, \mu)},
\]

and

\[
\sum_{j=1}^J \left\| \sup_{N_j \leq N \leq N_j + 1} |A_{h,N} f - A_{h,N_j} f| \right\|_{L^2(X, \mu)} \lesssim o(J \|f\|_{L^2(X, \mu)}),
\]

where \( Z_\varepsilon = \{(1 + \varepsilon)^n : n \in \mathbb{N}\} \) for some fixed \( \varepsilon > 0 \) and \( (N_j)_{j \in \mathbb{N}} \) is any rapidly increasing sequence \( 2N_j < N_{j+1} \). Using transference principle as in [5] we see that (6.3) and (6.4) can be transferred to \( Z \) and (6.3) is equivalent to (5.4) (with \( r = 2 \)) from Sect. 5. If it comes to (6.4) we use Lemma 4.1. Indeed,

\[
\sum_{j=1}^J \left\| \sup_{N_j \leq N \leq N_j + 1} |K_{h,N}^1 f - K_{h,N_j}^1 f| \right\|_{\ell^2(Z)} \\
\lesssim \sum_{j=1}^J \left\| \sup_{N_j \leq N \leq N_j + 1} |K_{h,N}^2 f - K_{h,N_j}^2 f| \right\|_{\ell^2(Z)} \\
+ \sum_{j=1}^J \left( \sum_{N_j \leq N \leq N_j + 1} \left\| K_{h,N}^1 f - K_{h,N}^2 f \right\|_{\ell^2(Z)}^2 \right)^{1/2} \\
\lesssim o(J \|f\|_{\ell^2(Z)}) + \sum_{j=1}^J N_j^{-\chi} \|f\|_{\ell^2(Z)} \lesssim o(J \|f\|_{\ell^2(Z)}),
\]
as desired. Since the first inequality follows from [28], and the second one follows by Parseval’s identity and Lemma 4.1. This completes the proof of Theorem 1.5.

\textbf{7 Proof of Theorem 1.6}

This section is intended to prove Theorem 1.6. In particular we will be concerned with showing (1.12). We shall apply (4.1) with \( W(x) = x, q = 1 \) and any \( 0 < \gamma \leq 1 \) and \( \chi > 0 \) such that \( 16(1 - \gamma) + 28\chi < 1 \). Let \( R(N) \) be the number of representations of an odd \( N \in \mathbb{N} \) as a sum of three primes \( p_i \in \mathcal{P}_{h_i} \) where \( i = 1, 2, 3 \). Let
\[ \tilde{G}_N^i(\xi) = \sum_{p \in \mathbb{P}_{h_i,N}} \phi_i'(p)^{-1} \log p \, e^{2\pi i \xi p}, \] and \[ \tilde{F}_N^i(\xi) = \sum_{p \in \mathbb{P}_N} \log p \, e^{2\pi i \xi p}, \]

for \( i = 1, 2, 3 \). Lemma 3.4 applied twice and Lemma 4.1 yield

\[
G_N^i(\xi) = \sum_{p \in \mathbb{P}_{h_i,N}} e^{2\pi i \xi p} = \sum_{p \in \mathbb{P}_{h_i,N}} \left( \phi_i'(p)^{-1} \log p \, e^{2\pi i \xi p} \right) \frac{\phi_i'(p)}{\log p} \\
= \tilde{G}_N^i(\xi) \frac{\phi_i'(N)}{\log N} - \int_2^N \tilde{G}_N^i(\xi) \frac{\phi_i'(x)}{\log x} \, dx \\
= \tilde{F}_N^i(\xi) \frac{\phi_i'(N)}{\log N} - \int_2^N \tilde{F}_N^i(\xi) \frac{\phi_i'(x)}{\log x} \, dx + O \left( \phi_i(N)N^{-\chi_i-\varepsilon_i} \right) \\
= \sum_{p \in \mathbb{P}_N} \phi_i'(p) \, e^{2\pi i \xi p} + O \left( \phi_i(N)N^{-\chi_i-\varepsilon_i} \right) = F_N^i(\xi) + O \left( \phi_i(N)N^{-\chi_i-\varepsilon_i} \right),
\]

for some \( \varepsilon_i > 0 \) and \( \chi_i > 0 \) as in Lemma 4.1.

Thus

\[
R(N) = \sum_{p_1 + p_2 + p_3 = N, p_i \in \mathbb{P}_{h_i,N}} 1 = \int_0^1 G_N^1(\xi)G_N^2(\xi)G_N^3(\xi)e^{-2\pi i \xi N} \, d\xi \\
= \sum_{p_1 + p_2 + p_3 = N, p_i \in \mathbb{P}_N} \phi_i'(p_1)\phi_i'(p_2)\phi_i'(p_3) \\
+ \int_0^1 (G_N^1(\xi)G_N^2(\xi)G_N^3(\xi) - F_N^1(\xi)F_N^2(\xi)F_N^3(\xi)) \, e^{-2\pi i \xi N} \, d\xi.
\]

Analysis similar to that in the proof of Theorem 1 in [1] shows that

\[
\left| \int_0^1 (G_N^1(\xi)G_N^2(\xi)G_N^3(\xi) - F_N^1(\xi)F_N^2(\xi)F_N^3(\xi)) \, e^{-2\pi i \xi N} \, d\xi \right| \\
\leq \sup_{\xi \in [0,1]} |G_N^1(\xi) - F_N^1(\xi)| \left( \int_0^1 |F_N^2(\xi)|^2 \, d\xi \right)^{1/2} \left( \int_0^1 |F_N^3(\xi)|^2 \, d\xi \right)^{1/2} \\
+ \sup_{\xi \in [0,1]} |G_N^2(\xi) - F_N^2(\xi)| \left( \int_0^1 |G_N^1(\xi)|^2 \, d\xi \right)^{1/2} \left( \int_0^1 |F_N^3(\xi)|^2 \, d\xi \right)^{1/2} \\
+ \sup_{\xi \in [0,1]} |G_N^3(\xi) - F_N^3(\xi)| \left( \int_0^1 |G_N^1(\xi)|^2 \, d\xi \right)^{1/2} \left( \int_0^1 |G_N^2(\xi)|^2 \, d\xi \right)^{1/2}. \tag{7.1}
\]

By Parseval’s identity we see

\[
\left( \int_0^1 |F_N^i(\xi)|^2 \, d\xi \right)^{1/2} = \left( \sum_{p \in \mathbb{P}_N} \phi_i'(p)^2 \right)^{1/2} \leq \left( \sum_{p \in \mathbb{P}_N} \phi_i'(p) \right)^{1/2} \lesssim \left( \frac{\phi_i(N)}{\log N} \right)^{1/2}, \tag{7.2}
\]

and

\[
\left( \int_0^1 |G_N^i(\xi)|^2 \, d\xi \right)^{1/2} = \left( \sum_{p \in \mathbb{P}_{h_i,N}} 1 \right)^{1/2} \lesssim \left( \frac{\phi_i(N)}{\log N} \right)^{1/2}, \tag{7.3}
\]

\[ \square \]

Springer
for every $i = 1, 2, 3$. Combining (7.1), (7.2), (7.3) with Lemma 4.1 we immediately obtain
\[
\left| \int_0^1 \left( G_N^1(\xi) G_N^2(\xi) G_N^3(\xi) - F_N^1(\xi) F_N^2(\xi) F_N^3(\xi) \right) e^{-2\pi i \xi N} d\xi \right| \leq \frac{\varphi_1(N) \varphi_2(N) \varphi_3(N)}{N \log^3 N} \left( N^{1-\chi_1-\epsilon'_1} \log^2 N + \frac{N^{1-\chi_2-\epsilon'_2} \log^2 N}{\varphi_1(N)^{1/2} \varphi_3(N)^{1/2}} + \frac{N^{1-\chi_3-\epsilon'_3} \log^2 N}{\varphi_1(N)^{1/2} \varphi_2(N)^{1/2}} \right). \tag{7.4}
\]

If at least two of $\gamma_1, \gamma_2, \gamma_3$ are not equal to 1, then bearing in mind (1.11) and the inequality $x^{\gamma_i - \delta_i} \leq \varphi_i(x)$ one can arrange $\chi_1 = \frac{1}{2}(1 - \gamma_2) + \frac{1}{2}(1 - \gamma_3) > 0$, $\chi_2 = \frac{1}{2}(1 - \gamma_1) + \frac{1}{2}(1 - \gamma_3) > 0$, $\chi_3 = \frac{1}{2}(1 - \gamma_1) + \frac{1}{2}(1 - \gamma_2) > 0$ and $\frac{1}{2}(\delta_1 + \delta_2 + \delta_3) < \min\{\epsilon'_1, \epsilon'_2, \epsilon'_3\}$, and observe that
\[
\frac{N^{1-\chi_1-\epsilon'_1} \log^2 N}{\varphi_2(N)^{1/2} \varphi_3(N)^{1/2}} \leq \frac{N^{1-\chi_1-\epsilon'_1 - \frac{\gamma_2 + \gamma_3}{2}}}{\varphi_2(N)^{1/2} \varphi_3(N)^{1/2}} \log^2 N \leq N^{-\delta'}, \tag{7.5}
\]
for some $\delta' > 0$. The two remaining summands in (7.4) have decays of the same type. If for every $k, l \in \{1, 2, 3\}$ we have $\gamma_k = 1$ or $\gamma_l = 1$, then there are two, let say $\gamma_2, \gamma_3$ such that $\gamma_2 = 1$ and $\gamma_3 = 1$, then we have the same bound as in (7.5) with $\chi_1 > 0$ carried by Lemma 4.1. Therefore,
\[
R(N) = \sum_{p_1 + p_2 + p_3 = N} 1 = \sum_{p_1 + p_2 + p_3 = N} \varphi'_1(p_1) \varphi'_2(p_2) \varphi'_3(p_3) + o\left( \frac{\varphi_1(N) \varphi_3(N) \varphi_3(N)}{N \log^3 N} \right).
\]

We are now in a position where we can easily derive (1.12). Let $r(N)$ be the number of representations of an odd $N \in \mathbb{N}$ as a sum of three regular primes, i.e. $p_i \in \mathbb{P}$ where $i = 1, 2, 3$. Then Vinogradov’s theorem (see [26] Chapter 8) provides an asymptotic formula
\[
r(N) = \sum_{p_1 + p_2 + p_3 = N} 1 = \frac{\mathcal{S}(N) N^2}{2 \log^3 N} + o\left( \frac{N^2}{\log^3 N} \right),
\]
where $\mathcal{S}(N)$ is the singular series. Therefore, there exists $C = C(\gamma_1, \gamma_2, \gamma_3) > 0$ such that
\[
\sum_{p_1 + p_2 + p_3 = N} \varphi'_1(p_1) \varphi'_2(p_2) \varphi'_3(p_3) \geq \varphi'_1(N) \varphi'_2(N) \varphi'_3(N) \cdot r(N)
\geq C \cdot \frac{\mathcal{S}(N) \varphi_1(N) \varphi_2(N) \varphi_3(N)}{N \log^3 N},
\]
for sufficiently large $N \in \mathbb{N}$. The proof of Theorem 1.6 is completed.
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