User Embedding for Rating Prediction in SVD++-Based Collaborative Filtering
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Abstract: The collaborative filtering algorithm based on the singular value decomposition plus plus (SVD++) model employs the linear interactions between the latent features of users and items to predict the rating in the recommendation systems. Aiming to further enrich the user model with explicit feedback, this paper proposes a user embedding model for rating prediction in SVD++-based collaborative filtering, named UE-SVD++. We exploit the user potential explicit feedback from the rating data and construct the user embedding matrix by the proposed user-wise mutual information values. In addition, the user embedding matrix is added to the existing user bias and implicit parameters in the SVD++ to increase the accuracy of the user modeling. Through extensive studies on four different datasets, we found that the rating prediction performance of the UE-SVD++ model is improved compared with other models, and the proposed model’s evaluation indicators root-mean-square error (RMSE) and mean absolute error (MAE) are decreased by 1.002%–2.110% and 1.182%–1.742%, respectively.
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1. Introduction

The past decades witnessed strong growth of internet use worldwide. The amount of information on the internet is increasing explosively, giving rise to the problem of “information overload”. Recommendation systems help users automatically retrieve and filter information or services required by users from the massive available data. For a long time, recommendation systems recommended items in which a particular user may be interested from user–item interaction information such as ratings. Under these circumstances, the accuracy of the rating prediction directly affects the recommended effect.

In recent years, the collaborative filtering (CF) algorithms [1–4] was one of the most widely used and classic technologies for rating prediction in recommendation systems, among which the matrix factorization (MF) model [5–7] was the most commonly used technique. The MF model expresses the rating data in a matrix form to mine the low-dimensional implicit feature space. The correlation is characterized by the inner product between the user and item vectors. However, the rating data have the characteristics of high sparsity and uneven distribution, leading to several problems such as low recommendation performance. To solve this problem, researchers introduced additional information about the user or item into the MF model, and they obtained good recommendation results to some extent. For example, the FUNK-SVD (A model proposed in the context of the Netflix Prize by Simon Funk) model decomposed the sparse and high-dimensional rating matrix into two low-dimensional matrices and predicted the rating using the reconstructed low-dimensional matrices. Then, the BIAS-
SVD [8] model not only considered the user-independent or item-independent factors as the biased part, but also considered the interaction between the user and item as a personalized part, and it considered that the bias component of the MF model plays a more essential role in improving the accuracy of the rating prediction than the personalized component. The singular value decomposition plus plus (SVD++) model [8] added the implicit feedback to the users based on the BIAS-SVD. Guo et al. [9] considered the user’s explicit trust relationship and the item’s rating as the implicit feedback information, and they added the social feedback information into the original SVD++ model to reconstruct the TRUST-SVD model of the rating prediction.

Clearly, the bias and the implicit feedback of the user are considered to model the user features, while the explicit feedback of the user in the rating is ignored in the existing traditional SVD++ model. Therefore, the development of an effective method for further enriching the user features and improving the rating prediction precision is a key issue for the future improvement of recommendation systems. In this paper, we propose a novel rating prediction model based on user embedding and SVD++ named UE-SVD++. The UE-SVD++ model exploits the user potential correlation from the rating and constructs the user embedding matrix to enrich the user modeling. To build the user embedding matrix, we primarily calculate and extract a collection of strongly favored users for each item in the dataset. Inspired by Adomavicius et al. [10,11], we define a user with a rating of greater than 70% of the highest rating on the given item as the favored user of this item. Then, we calculate the User-wise Mutual Information (UMI) values to obtain the relationship between different users, and derive the user embedding matrix according to the set UMI threshold k. Finally, the user embedding matrix is added to the existing user bias and implicit parameters in the SVD++ to model the user features more accurately on rating prediction. The experimental results on four real-world datasets demonstrate that the UE-SVD++ model outperforms the state-of-the-art rating prediction models.

The rest of this paper is organized as follows: we review the related work in Section 2. Then, we describe the design and construction of the UE-SVD++ model in Section 3. The selection of the optimal model parameters, and the performance comparison and discussion of the UE-SVD++ model with other models using extensive experiments are described in Section 4. Finally, we conclude this paper in Section 5.

2. Related Work

The MF model received extensive attention as a popular and effective rating prediction method in recommendation systems for the past few years. The basic MF model splits the rating matrix into the user and item potential feature matrix and improves the rating prediction accuracy by learning the potential relationship between the user and item.

With the advent of the information interconnection era, the basic MF model no longer met the requirements of the recommendation systems, which prompted the development of many variants of this model. To improve the accuracy of the rating prediction, Levy et al. [12] proposed a semi-supervised non-negative matrix method that can fuse prior information kernels based on the MF model. Dong-Kyu et al. [13] and Salakhutdinov et al. [14] added a graph probability model to better adapt to the real data of the sparse environment. Salakhutdinov et al. [15] interpreted the MF model as a probabilistic graph model to alleviate the sparsity and imbalance of the real dataset. Koren et al. [16] introduced the user and item biases to model specific characteristics of the user and item. Kim et al. [17] proposed a method based on the content metadata to effectively utilize content metadata to alleviate the problem of data sparsity. Koren et al. [18] regarded all of the unobserved user ratings as a negative feedback process. Then, Devooght et al. [19] considered the user and item bias and the impact of the rated items other than the user- and item-specific vectors on the rating prediction in order to objectively describe the user preferences.

In addition to the above MF models that aimed to further improve recommendation system performance based on rating data, researchers integrated the trust relationship between users into
the MF model. Jamali et al. [20] proposed a new social recommendation model named SocialMF based on the trust propagation mechanism in social networks. Ma et al. [21] introduced the SoRec model that adds the user’s social relationship information to the original Probabilistic Matrix Factorization (PMF) recommendation model. Different from the social information construction method of the SoRec model, the recommended model TrustMF was proposed by Yang et al. [22] based on the relationship between the trustees and trusters. The TrustMF model maps each user to two different K-dimensional feature vectors according to the directionality of trust relationship. Different from the above models which decompose social information into two feature vector inner product forms, Tang et al. [23] proposed a social recommendation model named LOCABAL (local and global) that combines the local and global social information. Guo et al. regarded the user’s explicit trust relationship and the item’s ratings as the implicit feedback information and added the social feedback information to the original SVD++ model to reconstruct the TRUST-SVD rating prediction model. Hao et al. [24] proposed a new collaborative filtering method based on social information fusion. This approach firstly relies on the social information fusion to search for similar users, and then uses the similar users to update the product user ratings to generate recommendations.

The user embedding model proposed in this paper was inspired by the word-embedding models [25] in the field of natural language processing. Among them, Word2vec is often used to solve the similarity problem between words. In recommendation systems, we can think of the collection of all users as one document and each user as an individual word. Therefore, Levy et al. [26] used the implicit similarity of Word2vec technology for the MF model. Mikolov et al. [27] used the word embedding model to model the item features in recommendation systems. Guardiasebaoun et al. [28] applied the item embedding technique to the CF algorithm. Barkan et al. [29] not only introduced item embedding technology into the MF model, but also quantified the items that users like or dislike, improving the rating prediction accuracy.

3. Proposed UE-SVD++ Model

In this section, we firstly introduce the fundamental theory of the proposed UE-SVD++ model. Then, we describe the user embedding method. Ultimately, the details and the training process of the UE-SVD++ model are illustrated.

3.1. Fundamental Theory

The abovementioned SVD-based collaborative filtering method is widely used in recommendation systems. In particular, the SVD++-based CF algorithms add the bias and implicit feedback of the user into the MF model to improve the rating prediction accuracy. Hence, we adopt the popular SVD++ model into our proposed rating prediction method. This method firstly analyzes the potential correlation between the different users based on the proposed UMI values. Thus, the user embedding matrix is extracted from the rating matrix. Finally, the user embedding matrix is added to the existing user bias and implicit parameters to model the user features more accurately for rating prediction.

Generally, the proposed UE-SVD++ model for rating prediction has several components, including the process of generating the favored users of every item, the user embedding matrix, the SVD++ model, and predicting the rating. Figure 1 illustrates the framework of the proposed UE-SVD++ model. In Figure 1, the data used are the four datasets commonly used in the recommendation systems that contain a rating of “0–5” used to represent the user satisfaction. A value of “5” means the highest positive rating, while a value of “0” means the lowest negative rating. Therefore, inspired by previous works, we define a user with a rating of greater than “3.5” on the given item as the favored user of this item and calculate the favored user set for each item. Then, the user embedding matrix is constructed based on the proposed UMI values. In addition, based on the preprocessed user embedding matrix and the original rating matrix, the SVD++ model is introduced to complete matrix factorization, and both the user matrix and the item matrix are obtained sequentially. The user matrix represents the latent information of the user. The item matrix represents the latent information of the
item. Using these two matrices, it is easy to predict the rating of the target user for all of the items, and the dot product between these matrices is computed to complete the rating prediction.

3.2. User Embedding Matrix

Generally, we consider that users who frequently consume the same item are similar, just as the words that appear in a document are related to the same topic. For example, “organic food” and “fitness” may appear in a series of health articles at the same time. Due to the excellent performance of the Word2vec technology in the field of natural language processing, Barkan et al. added the Word2vec technology into the CF algorithm for recommendation systems. Inspired by Adomavicius et al., when users A and B give the same item a higher rating (>3.5/5), we can set users A and B as having similar interests. Therefore, if user A gives a higher rating on an item that is not in user B’s evaluation item list, we can recommend the item to user B.

Based on the above description, modeling with the original rating data, all users of item 1 to N were statistically evaluated, and the users who rated an item greater than 70% of the highest rating were identified as the favored user data for a particular item. For instance, if we consider the rating data of three users and three items, the calculation process of the favored users of the three items is as shown in Figure 2.

In Figure 2, \{U_2, U_3\}, \{U_2, U_3\}, and \{U_1, U_3\} are the favored user collections of \(I_1\), \(I_2\), and \(I_3\). Here, we use the user-wise mutual information \(\text{UMI}(i, j)\) value to measure the potential relationship between \(U_i\) and \(U_j\). Let a specific user be a word in the context; the total number of words and word context pairs is \(D\). Then, the \(\text{UMI}(i, j)\) between the word \(U_i\) and its context \(U_j\) is calculated as follows:

\[
\text{UMI}(i, j) = \log \frac{P(U_i, U_j)}{P(U_i) \times P(U_j)},
\]

\[
P(U_i, U_j) = \frac{\#(U_i, U_j)}{|D|},
\]
\[ P(U_i) = \frac{\#(U_i)}{|D|} \quad (3) \]
\[ P(U_j) = \frac{\#(U_j)}{|D|} \quad (4) \]
where \( P(U_i, U_j) \) is the probability that word \( U_i \) and word \( U_j \) appear simultaneously in a fixed window, \( P(U_i) \) is the probability that \( U_i \) appears in set \( D \), and \( P(U_j) \) is the probability that \( U_i \) appears in set \( D \). Therefore, substituting Equations (2)–(4) into Equation (1) yields the following equation:
\[ UMI(U_i, U_j) = \log \frac{\#(U_i, U_j) \cdot |D|}{\#(U_i) \cdot \#(U_j)} \quad (5) \]

By calculating the \( UMI \) value of the specific \( U_i \) and \( U_j \) in the user set, we can form a \( UMI \) matrix with dimension \( m \times m \). Here, \( m \) is the total number of users. To increase the credibility of the \( UMI \) matrix, we introduce the threshold parameter \( k \) to primarily control the credibility of the matrix. When \( k \) is larger, the calculated \( UMI \) value is larger, and the similarity between \( U_i \) and \( U_j \) is greater. Then, we only reserve \( KUMI(U_i, U_j) \) greater than the threshold \( k \), and the calculation method is as shown in Equation (6).
\[ KUMI(U_i, U_j) = \max\{UMI(U_i, U_j), \log(k)\} \quad (6) \]

where the \( \max\{UMI(U_i, U_j), \log(k)\} \) means that only the \( UMI(U_i, U_j) \), which is greater than the threshold \( k \), is reserved; finally, the user embedding matrix is constructed. Algorithm 1 shows the details of the construction process of the user embedding matrix.

**Algorithm 1:** The process of computing the user embedding matrix.

**Input:** the rating matrix

**Output:** the user embedding matrix

1. Count all user collections that rated on the item based on the rating matrix.
2. Calculate the number of the favored users for a particular item. The users who rated for an item with a rating greater than 70% of the highest rating are the favored user data.
3. Compute the user-wise mutual information (\( UMI \)) value of specific \( U_i \) and \( U_j \) using Equations (1)–(4).
4. Filter the UMI values using Equation (6).
5. Generate the user embedding matrix.

### 3.3. Proposed UE-SVD++ Model.

Compared with the traditional MF algorithm, the singular value decomposition plus plus (SVD++) model adds the user bias information and implicit parameters to objectively describe the user preferences. User ratings imply preference information; some ratings are low (or high). Therefore, we design our model based on the SVD++ to better mine user preferences and accurately calculate predicted rating. The rating prediction calculation in the SVD++ model is given by Equation (7).
\[ \hat{R}_{ui} = B_u + B_i + \mu + Q_i^T \left( P_u + |N_u|^{-1} \sum_{n \in N_u} Y_n \right), \quad (7) \]

where \( \hat{R}_{ui} \) represents the predicted rating given by user \( u \) to item \( i \), and \( \mu \) represents the mean of the global ratings. \( B_u \) represents the user bias (the rate habits of a particular user), which is independent of the items’ characteristics. \( B_i \) represents the item bias (a rating given for a particular
item), which is independent of the user interest. Then, \( \mu \) represents the mean of the global ratings. \( Q_i \) and \( P_u \) are the latent feature vectors of item \( i \) and user \( u \). For a particular user \( u \), the collection of items that provides the implicit feedback is defined as \( N_u \). \( Y_n \) denotes the implicit influence of items rated by user \( u \) in the past on the ratings of unknown items in the future, and all of the user \( u \)’s ratings revised values are \( \sum_{n\in N_u} Y_n \). These are usually expressed as \( Q_i^T Y_n \), and \( |N_u|^{-1/2} \) is introduced to eliminate the difference caused by different \( N_u \) numbers. To sum up, the SVD++ model describes the user preferences based on bias information, implicit parameters, etc. The object function in the SVD++ model is given by Equation (8).

\[
J_0 = \frac{1}{2} \sum_{(u,i)\in R} \left( R_{u,i} - \mu - B_u - B_i - Q_i^T \left( P_u + |N_u|^{-1/2} \sum_{n\in N_u} Y_n \right) \right)^2 + \frac{\lambda}{2} \left( \sum_u (B_u^2 + \|P_u\|^2) + \sum_i (B_i^2 + \|Q_i\|^2 + \|Y_i\|^2) \right)
\]

(8)

The loss value is calculated in the first part of Equation (8), where \( R \) is the rating matrix, the latter part \( \lambda \left( \sum_u B_u^2 + \|P_u\|^2 \right) + \sum_i (B_i^2 + \|Q_i\|^2 + \|Y_i\|^2) \) is a regularization term for preventing the over-fitting of the model, and \( \lambda \) is the regularization coefficient.

The UE-SVD++ model adds the user embedding matrix to the user structure based on the existing user bias information and implicit parameters of the SVD++ model to improve the accuracy of the rating prediction. The rating prediction calculation method is given by Equation (9).

\[
R_{u,i} = B_u + B_i + \mu + Q_i^T \left( P_u + |N_u|^{-1/2} \sum_{n\in N_u} Y_n + |D_u|^{-1/2} \sum_{\omega\in E_D} Z_{\omega} \right),
\]

(9)

where \( D_u \) is the dependent dataset of user \( u \), and \( Z_{\omega} \) is the specific user potential feature vector on which user \( u \) depends. Therefore, \( Q_i^T |D_u|^{-1/2} \sum_{\omega\in E_D} Z_{\omega} \) represents the influence of the dependent user on the rating of a particular user based on a certain item. In simple terms, we model the user feature vectors based on the item rating matrices and the user embedding matrices. The optimization objective function of the UE-SVD++ model is given by Equation (10).

\[
J_1 = \frac{1}{2} \sum_u \sum_{i\in I_u} (R_{u,i} - \overline{R_{u,i}})^2 + \frac{\theta_d}{2} \sum_u \sum_{\omega\in E_D} (D_{u,\omega} - \overline{D_{u,\omega}})^2,
\]

(10)

where \( \overline{D_{u,\omega}} \) is the prediction dependence between users \( u \) and \( \omega \), and \( \theta_d \) is a parameter that controls the degree of dependence between different users.

Guo et al. proposed the use of smaller penalties for the popular users and items to decrease the likelihood of over-fitting. In contrast, those items which rarely get a rating or users with very few ratings have a large likelihood of over-fitting, and they should be weighted. Then, the new objective function is given by Equation (11).

\[
J_2 = \frac{1}{2} \sum_u \sum_{i\in I_u} (R_{u,i} - \overline{R_{u,i}})^2 + \frac{\theta_d}{2} \sum_u \sum_{\omega\in E_D} (D_{u,\omega} - \overline{D_{u,\omega}})^2 + \frac{\theta}{2} \left( \sum_u |N_u|^{-1/2} (B_u^2 + \|P_u\|^2 + \|Y_u\|^2) + \sum_i |N_i|^{-1/2} (B_i^2 + \|Q_i\|^2) \right) + \frac{\theta}{2} \left( \sum_u |D_u|^{-1/2} \|P_u\|^2 + \sum_{\omega} |D_{\omega}|^{-1/2} \|Z_{\omega}\|^2 \right).
\]

(11)

The first part of \( J_2 \) is the loss based on the least square method. The second part of \( J_2 \) is the regularization term. In addition, the initial values of \( B_u \) and \( B_i \) are set as the null vectors, and the initial values of \( P_u \) and \( Q_i \) are obtained from the normal distribution by sampling with the zero mean value. The UE-SVD++ model is optimized by the stochastic gradient descent (SGD) [30] method.
\[ e_{u,i} = |R_{u,i} - \hat{R}_{u,i}|, \]  
\[ B_u^{(t)} \leftarrow B_u^{(t-1)} + \gamma (e_{u,i} - \theta |N_u|^{-1/2}B_u^{(t-1)}), \]  
\[ B_i^{(t)} \leftarrow B_i^{(t-1)} + \gamma (e_{u,i} - \theta |N_i|^{-1/2}B_i^{(t-1)}), \]  
\[ P_u^{(t)} \leftarrow P_u^{(t-1)} + \gamma \left[ e_{u,i} - (\theta |N_u|^{-1/2} + \theta |D_u|^{-1/2})P_u^{(t-1)} \right], \]  
\[ Q_i^{(t)} \leftarrow Q_i^{(t-1)} + \gamma \left[ e_{u,i}(P_u^{(t-1)} + |N_u|^{-1/2} \sum_{u \in N_u} Y_u^{(t-1)} + |D_u|^{-1/2} \sum_{u \in D_u} Z_u^{(t-1)}) - \theta Q_i^{(t-1)} \right], \]  
\[ Y_u^{(t)} \leftarrow Y_u^{(t-1)} + \gamma \left[ e_{u,i}(P_u^{(t-1)} + |D_u|^{-1/2}Q_i^{(t-1)} - \theta Q_i^{(t-1)}) \right], \]  
\[ Z_u^{(t)} \leftarrow Z_u^{(t-1)} + \gamma \left[ e_{u,i}(P_u^{(t-1)} + |D_u|^{-1/2}Q_i^{(t-1)} + \theta P_u^{(t-1)}) - \theta Q_i^{(t-1)} \right], \]

where \( e_{u,i} \) is the prediction error, \( \gamma \) is the learning rate, and \( \theta \) is the regularization parameter. Additionally, \( (t) \) represents the current iteration, and \( (t-1) \) represents the previous iteration update. Algorithm 2 shows the details of the proposed UE-SVD++ model based on the SVD++ model.

**Algorithm 2**: The Proposed UE-SVD++ algorithm.

**Input**: the rating matrix, the user embedding matrix  
**Output**: the predicted rating matrix  
1. Calculate the mean rating \( \mu \) based on the rating matrix.  
2. Initialize the "bias information" \( B_u \) and \( B_i \). Initialize the user vector \( P_u \) and the item vector \( Q_i \). Initialize the user embedding hidden feature \( Z_u \). Initialize the implicit parameters \( Y_u \).  
3. Calculate the inner product of the user vector \( P_u \) and the item vector \( Q_i \) using Equation (9). User ratings are predicted.  
4. Calculate the prediction error \( e_{u,i} \) based on the real rating and the predicted rating. The stochastic gradient descent (SGD) method is utilized to complete optimization, as shown in Equations (12)–(18).  
5. Repeat the third step and fourth step to get the prediction rating \( \hat{R}_{u,i} \). Update the predicted rating matrix.

### 4. Experiment

In this section, we firstly introduce the four datasets used in our experiment and the evaluation indexes of the model. Secondly, we carry out several experiments to select the optimal parameters of our proposed model. Finally, we compare the performance of the UE-SVD++ with other rating prediction models.

#### 4.1. Experimental Datasets and Evaluations

The experiment used four widely used datasets in the recommended field, FilmTrust, Epinions, MovieLens-100K, and EachMovie, to evaluate the effectiveness of the UE-SVD++ model. The statistics of the four datasets are presented in Table 1.
Table 1. Statistics of the experimental datasets.

| Dataset            | Users | Items | Ratings | Ratings Range | Density  |
|--------------------|-------|-------|---------|---------------|----------|
| FilmTrust          | 1508  | 2071  | 35,497  | [0.5, ..., 4.0] | 1.136%   |
| Epinions           | 49,289| 139,738| 664,823 | [1.0, ..., 5.0] | 0.051%   |
| MovieLens-100K     | 943   | 1682  | 100,000 | [1.0, ..., 5.0] | 6.304%   |
| EachMovie          | 29,520| 1648  | 1,048,575| [0.2, ..., 1.0] | 2.155%   |

To measure the accuracy of the rating prediction, we used two commonly used evaluation indicators, namely, the root-mean-square error (RMSE) and the mean absolute error (MAE), which were obtained by calculating the difference between the true rating and the predicted rating to measure the accuracy of the rating prediction of recommendation systems. A smaller value corresponds to a higher accuracy of the rating prediction. RMSE and MAE are defined by the following equations:

\[
RMSE = \sqrt{\frac{1}{T} \sum_{u,i} (R_{u,i} - \hat{R}_{u,i})^2},
\]  

\[
MAE = \frac{1}{T} \sum_{u,i} |R_{u,i} - \hat{R}_{u,i}|,
\]

where T is the number of the rating records of the test set, \( R_{u,i} \) is the true rating value, and \( \hat{R}_{u,i} \) is the predicted rating value.

4.2. Model Parameter Selection

The selection of the UE-SVD++ model parameters has great impact on rating prediction performance. To obtain more accurate data, we used the average values obtained from five experiments as our data. As shown in Figures 3–6, we listed the effects of the changes in the parameters on each dataset during training on the performance of the UE-SVD++ model.

It is worth mentioning that the method to select optimal parameters was the control variable method in this section. For example, when we wanted to find the optimal value of the parameter \( k \), we fixed the other three parameters unchanged, and so on. Of course, the selection of the initial value of the parameter was not random. We determined the value range of the parameter based on previous work, so as to try to find the optimal value of this parameter.
Figure 3. Parameter optimization for UE-SVD++ in FilmTrust dataset.

Figure 4. Parameter optimization for UE-SVD++ in Epinions dataset.
As can be seen in Figures 3–6, the change in rating prediction accuracy of UE-SVD++ was mostly caused by the change in parameter k. The reason is that parameter k controls the density of the user embedding matrix in the model. When the value of k is small, the density of the embedding matrix is very high, and users with low correlation are also added, which leads to inaccurate modeling of
users and low prediction accuracy. When the value of parameter \( k \) is large, only a few users are added into the embedding matrix, which also leads to the weak generalization ability of the model and the decline in prediction accuracy. \( \theta \) is the parameter used to prevent the model from over-fitting, \( \theta_d \) is the parameter used to control the weight of the relationship between users in the model, and \( \gamma \) is the model’s learning rate. From the above description, it can be seen that, when the value of parameter \( k \) is determined, the changes in the other three parameters only cause slight changes in the model.

Based on the experimental results, we can draw a few conclusions. The optimal parameters of the FilmTrust were as follows: UMI threshold parameter \( k = 6 \), regularization parameter \( \theta = 0.5 \), \( \theta_d = 0.25 \), learning rate \( \gamma = 0.002 \). The optimal parameters of the Epinions were as follows: UMI threshold parameter \( k = 8 \), regularization parameter \( \theta = 0.9 \), \( \theta_d = 0.5 \), learning rate \( \gamma = 0.005 \). The optimal parameters of MovieLens-100K were as follows: UMI threshold parameter \( k = 4 \), regularization parameter \( \theta = 0.5 \), \( \theta_d = 0.05 \), learning rate \( \gamma = 0.003 \). The optimal parameters of the EachMovie were as follows: UMI threshold parameter \( k = 9 \), regularization parameter \( \theta = 0.001 \), \( \theta_d = 0.05 \), learning rate \( \gamma = 0.003 \). The training order of parameters was \( k, \theta, \theta_d, \gamma \). For instance, when the parameter \( \theta \) is trained, the remaining parameters were fixed.

4.3. Compared Models

To further prove the good performance of the UE-SVD++ model in rating prediction, we used 10 classical models based on the CF algorithm for comparison. The comparison models used in this paper are described below.

USER-MF (user based matrix factorization) and ITEM-MF (item based matrix factorization) perform rating prediction based on the user’s given item rating and the average of the ratings received by the items. SOCIAL-MF uses the direct social relationship (user trust) to model the user feature matrix to achieve a better effect of the rating prediction. PMF introduces a probabilistic model based on the regularization matrix factorization to further optimize the effect of the rating prediction. A social recommendation model (LOCABAL) [31] combines the rating matrix and the social relation matrix by using local and global social relations. FUNK-SVD decomposes the sparse and high-dimensional rating matrix into two low-dimensional matrices and predicts the user’s rating for the item using the reconstructed low-dimensional matrices. BIAS-SVD considers the user-independent or item-independent factors as the biased part, and considers the interaction between the user and the item as a personalized part, and it is considered that the bias part in the MF model plays a more essential role in improving the accuracy of rating prediction than the personalized part. A recommendation model (MFC) [32] of regularization and integration of social information in overlapping communities considers that users classified into the same communities have similar tastes. The SVD++ model adds the implicit feedback to the users based on BIAS-SVD. The TRUST-SVD model follows the approach of SVD++, while adding the implicit social feedback information to represent the user feature matrix, and the social relationship matrix is also decomposed to form the user feature matrix and the social feature matrix.

Since the MovieLens-100K and EachMovie datasets do not contain user trust data, the SOCIAL-MF, LOCABAL, MFC, and TRUST-SVD models were not applied to the above two datasets. To make the experimental results more accurate and representative, we used the classic evaluation indicators (RMSE and MAE) in the rating prediction. Each group of data was tested five times to obtain the mean value. An examination of the results presented in Table 2 shows that the RMSE and MAE values of the UE-SVD++ model on the four different datasets were superior to the other compared models, and it is clear that the evaluation performance was stable.
Table 2. Comparison of rating prediction performance of different models. RMSE—root-mean-square error; MAE—mean absolute error.

| Datasets | FilmsTrust | Epinions | MovieLens-100K | EachMovie |
|----------|------------|----------|----------------|-----------|
| Metrics  | RMSE       | MAE      | RMSE           | MAE       | RMSE     | MAE     |
| Models   |            |          |                |           |          |         |
| ITEM-MF  | 0.9274     | 0.7138   | 1.2001         | 0.9134    | 1.0872   | 0.8717  | 0.2842 | 0.2228 |
| USER-MF  | 0.8960     | 0.6646   | 1.1894         | 0.9128    | 1.0946   | 0.8648  | 0.2847 | 0.2296 |
| PMF      | 0.8541     | 0.6554   | 1.1152         | 0.8426    | 0.9573   | 0.7602  | 0.2627 | 0.2058 |
| BIAS-SVD | 0.8199     | 0.6311*  | 1.0809*        | 0.8342    | 0.9629   | 0.7587* | 0.2597 | 0.2029*|
| FUNK-SVD | 0.8487     | 0.6546   | 1.0970         | 0.8331    | 0.9587   | 0.7594  | 0.2615 | 0.2054 |
| SVD++    | 0.8340     | 0.6315   | 1.1194         | 0.8315    | 0.9521*  | 0.7624  | 0.2594*| 0.2035 |
| LOCALAL  | 0.8297     | 0.6519   | 1.1316         | 0.8477    |          |         |        |        |
| SOCIAL-MF| 0.8506     | 0.659    | 1.0823         | 0.8314    |          |         |        |        |
| MFC      | 0.8198     | 0.6496   | 1.1263         | 0.836     |          |         |        |        |
| TRUST-SVD| 0.8197*    | 0.6349   | 1.0908         | 0.8258*   |          |         |        |        |
| UE-SVD++ | 0.8024     | 0.6201   | 1.0583         | 0.8153    | 0.9417   | 0.7501  | 0.2568 | 0.2005 |
| Improve  | 2.110%     | 1.742%   | 2.091%         | 1.271%    | 1.092%   | 1.133%  | 1.002% | 1.182% |

4.4. Performance Comparison

In this section, we compare our proposed UE-SVD++ with the above comparison models. The model was trained and tested by the method of five-fold cross validation. Specifically, the datasets were divided equally at random, with 80% of the dataset used as the training set and 20% as the test set in each test. The use of five experiments ensured that all of the data were tested, and the final test result was the average of the results of the five experiments.

In Table 2, we show the performance of all the comparison models and our proposed model on the four datasets. We use a bold font to represent the best performance on each of the four datasets, and the symbol * to indicate the second best performance. Among the models tested, TRUST-SVD and BIAS-SVD performed better on the FilmTrust and Epinions datasets. SVD++ and BIAS-SVD performed better on Movielens-100k and EachMovie datasets. The main reason is that the above models added the implicit feedback information to re-express the user feature matrix. It is clear that our model (UE-SVD++) was superior to the other models in terms of each metric for both datasets. Relative to the second best performance, we showed an improvement of our model. The RMSE index of UE-SVD++ improved by 1.002%–2.110%, and the MAE index improved by 1.133%–1.742%. The above experimental results show that our model has a high accuracy when effectively rating prediction.

4.5. The Influence of the Training Data Volume on Model Performance and the Execution Time

In this section, we used the FilmTrust dataset to study the influence of the amount of training data on the model performance and the execution time, and the results are shown in Table 3. We reduced the amount of training data during model training randomly. For example, 50% of the training data meant that we randomly selected 50% data from the total rating data for the training of the model. The experimental results show that, when the training data were more than or equal to 60%, the prediction accuracy did not fluctuate too much. When the data were lower than 60%, the fluctuation of accuracy increased obviously. Then, with the increase in training data, the time used to train the model also increased gradually. In conclusion, it is apt to take 80% of the training data as the benchmark of the model. Although the model takes a long time, it is acceptable to have the best prediction accuracy.
Table 3. The impact of less training data on performance in the FilmTrust dataset.

|          | 30% Training | 40% Training | 50% Training | 60% Training | 70% Training | 80% Training |
|----------|--------------|--------------|--------------|--------------|--------------|--------------|
| RMSE     | 0.8634       | 0.8406       | 0.8291       | 0.8196       | 0.8109       | 0.8024       |
| MAE      | 0.6742       | 0.6684       | 0.6521       | 0.6324       | 0.6259       | 0.6201       |
| Time (s) | 1394.2       | 1420.6       | 1482.4       | 1549.7       | 1636.4       | 1719.1       |

5. Conclusions

The rating prediction is one of the key tasks in recommendation systems, and the user preference mining is a key factor that restricts the accuracy of rating prediction. In this paper, we propose a novel rating prediction model based on user embedding and SVD++ named UE-SVD++.

As a classical rating prediction model in the CF algorithm, the SVD++ model ignores the explicit feedback of the user in the rating. To enrich the user features and improve the accuracy of rating prediction, the user embedding matrix based on the rating is proposed in this paper to enhance the correlation between the users. The user embedding matrix represents the potential association between two users. Based on the rating data, we calculate the number of times that any two users consumed the same item at the same time to obtain the user-wise mutual information values, and then construct the user embedding matrix. Eventually, the user embedding matrix is added to the existing user bias and implicit parameters to model the user features on rating prediction. The experimental results on four real-world datasets demonstrate that the UE-SVD++ model outperforms the state-of-the-art rating prediction models.

Despite the good rating prediction effect, there are still some areas we ignored in this method. In future work, we will consider the introduction of new metrics to measure the proposed approach more comprehensively. We will also introduce user assistance information as much as possible, such as the social relationship data between users.
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