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ABSTRACT

The deep learning models used for speaker verification are heavily dependent on large-scale data and correct labels. However, noisy (wrong) labels often occur, which deteriorates the system’s performance. Unfortunately, there are relatively few studies in this area. In this paper, we propose a method to gradually filter noisy labels out at the training stage. We compare the network predictions at different training epochs with ground-truth labels, and select reliable (considered correct) labels by using the OR gate mechanism like that in logic circuits. Therefore, our proposed method is named as OR-Gate. We experimentally demonstrated that the OR-Gate can effectively filter noisy labels out and has excellent performance.

Index Terms— speaker verification, speaker embedding, noisy label, OR-Gate

1. INTRODUCTION

In recent years, deep neural network based speaker models (e.g., TDNN \textsuperscript{1}, ResNet \textsuperscript{2}, and ECAPA-TDNN \textsuperscript{3}) have become the mainstream approaches for speaker verification, as well as deriving many variants (e.g., PSDTDNN \textsuperscript{4}, MFA-Conformer \textsuperscript{5}) with excellent performance. The success of these models depends on large-scale labeled datasets. Unfortunately, noisy (wrong) labels often occur during data collection, for example, Li et al. \textsuperscript{6} found about 1\% noisy labels in the NIST SRE04-10 dataset. Although these noisy labels can be corrected manually, this would be costly and impractical in large-scale databases.

The noisy labels are of three types \textsuperscript{6}: closed-set noise, open-set noise and mixed noise respectively. Closed-set noise means that the labels of the samples are incorrectly labeled as other types in the dataset, open-set noise means that the labels of the samples are incorrectly labeled as types that do not exist in the dataset, and mixed noise consists of both of the above error types.

In the presence of noisy labels in the dataset, the loss function contains wrong labels, which leads to the model to gradient descent towards a wrong direction. Noisy labels will hinder the model to learn stable speaker features. Therefore, it is essential to incorporate a model with stable training behavior to learn better speaker features from data with noisy labels.

Researchers have conducted numerous studies on image recognition with noisy labels, and these works can be roughly divided into four categories \textsuperscript{7}: robust architecture, robust regularization, robust loss function, and sample selection. The robust architecture \textsuperscript{8,9} models the noise transition matrix from a noisy dataset, the robust regularization \textsuperscript{10,11} aims to avoid overfitting of noisy labels by regularization techniques, the robust loss function \textsuperscript{12,13} reduces the contribution of noisy samples to network parameter updates by dynamically weighting different samples or obtains refurbished labels based on network predictions to calculate the loss function, the sample selection \textsuperscript{14,15} aims to select reliable samples from noisy data and then train with supervised or semi-supervised methods.

Image recognition with noisy labels has been well investigated, but there are relatively few studies \textsuperscript{6,16,17} on speaker verification with noisy labels. Since closed-set noise is more challenging \textsuperscript{18} and most studies have focused on closed-set noise, so we only focus on closed-set noise in this work.

In this paper, we propose a method to filter the noisy labels in the speaker dataset. The idea is based on trust in the model, and we judge whether labels are reliable by comparing model predictions with sample labels. The trust in the model has derived from the experimental observation that the deep learning model is robust to noisy labels during the initial stage of training. Therefore, we conduct the warm-up mechanism and use all data to train the model for a few epochs to get a speaker model with basic recognition ability. In each subsequent epoch, we use the OR-Gate with the top-k mechanism to split the data into a part with reliable labels and a part with unreliable labels, then only the data with reliable labels are used to update the network parameters. In summary, we have made the following contributions:

\begin{itemize}
  \item We propose the OR-Gate, which uses the comparison of model predictions and sample labels to determine the reliability of the labels and add the warm-up and top-k
\end{itemize}
mechanisms to the OR-Gate framework.

- We have demonstrated the superiority of the OR-Gate through extensive experiments and proved that the OR-Gate can farthest filter the correct labels from the noisy labels through tracing experiments.

2. RELATED WORK

Our work is inspired by SELF [15], which is a sample selection method of image recognition with noisy labels. The model attempts to identify correct labels progressively by self-forming ensembles of models and predictions. It uses a moving-average of ensemble models and predictions to improve filtering decisions, where the ensemble models are actually a vector $\bar{z}$. The moving-average is updated by the equation:

$$\bar{z}_j = \alpha \bar{z}_{j-1} + (1 - \alpha) \hat{z}_j$$

whereby $\bar{z}_j$ depicts the moving-average prediction for sample $k$ at epoch $j$, $\alpha$ is a momentum that represents the confidence in the model prediction as training progresses, $\hat{z}_j$ is the model prediction for sample $k$ in epoch $j$. In summary, $\bar{z}$ is the combined prediction of the model for sample $k$. By comparing the label $y$ of sample $k$ with the corresponding $\bar{z}$, we can evaluate whether the label $y$ is reliable or not.

SELF [15] maintains and updates $\bar{z}$. At each epoch, it compares the sample labels with the corresponding moving average prediction $\bar{z}$ whether they are consistent and thereby selects the data with reliable labels to train the network. Although SELF [15] achieved success in image recognition with noisy labels, it does not guarantee excellent performance for speaker verification with noisy labels.

3. METHOD

3.1. Network Architecture

During training, we maintain and update a variable $Z = \{\bar{z}_1, \bar{z}_2, \ldots, \bar{z}_n\}$, which records the number of successful matches of label and model prediction for each sample, and it is used to split the data by the OR-Gate.

Fig. 1 shows the framework of the OR-Gate. First, we train the model with all data $D$ for $w$ epochs, and then at each epoch, we divide the data into data $D_1$ with reliable labels and data $D_2$ with unreliable labels by the OR-Gate. $D_1$ is used to train the model and use the model prediction to update $Z$, while $D_2$ only makes the model prediction to update $Z$. At the next epoch, we continue to divide the data by the OR-Gate and repeat the above operation. For details, see Algorithm 1.

3.2. The OR-Gate mechanism

We evaluate the reliability of the labels by comparing the model predictions with the sample labels. Usually, the model fluctuates during training, and the predictions of the same sample may not be consistent across epochs. Therefore, we use the OR gate mechanism of analog circuits. During training, a label is considered reliable as long as the model prediction and the sample label are successfully matched. The above is repeated until the training is finished. Algorithm 1 illustrates the detailed training process.

3.3. Why adopt the warm-up and top-k mechanism?

Despite noisy labels negatively affecting the performance of speaker models, Nguyen et al. [15] discovered that deep learning first learns the samples that are easy to learn and then adapts the samples with noisy labels. Therefore, first training a few epochs with all the data can enable the model to learn a basic ability to recognize speakers.

Considering that the model is not completely accurate in recognizing the speaker after the warm-up, we use the top-$k$ mechanism when matching model predictions and sample labels in order to avoid overconfidence in the model. When us-
reliable label, in contrast, Y
_1 denotes the model prediction and Y_i denotes the one-hot label.

match(P_i, Y_i) 
match(P_i, Y_i) 
match(P_i, Y_i) 

...(a) The top-k mechanism. P_i denotes the model prediction and Y_i denotes the one-hot label.

(b) The OR-Gate. P_i^t denotes the model’s prediction of sample X_i in the t-th epoch and Y_i denotes the label of X_i.

**Fig. 2: The OR-Gate with top-k mechanism.** (a) Assume that the model output is 10-dimensional and k = 5. The different depths of the orange background in P_i are the top-k predictions. Y_i is in the top-k predictions of P_i, so Y_i is a reliable label, in contrast, Y_2 is unreliable. (b) Use the top-k mechanism to match P_i^t with Y_i. Y_i is considered reliable as long as the match succeeds once.

**Algorithm 1: OR-Gate.** Line 3-8: the warm-up; Line 10-11: splitting data by the OR-Gate; Line 6,15,20: matching model prediction and sample label by the top-k mechanism.

**4. EXPERIMENTS AND ANALYSIS**

4.1. Dataset and Implementation Details

We use the dev set and test set of VoxCeleb1 [19] respectively to train and evaluate, where the dev set contains 1211 speakers with 148,642 utterances. Since VoxCeleb1 has been manually checked, it can be considered as without noisy labels. In order to simulate different noisy label proportions, we add different proportions (0%, 5%, 10%, 20%, 30%, 50%) of closed-set noisy labels to the dev set for experiments.

We use ResNet34 [22] as the backbone, and attentive statistics pooling [20] and AM-Softmax [21] loss as the pooling layer and loss function respectively. The input of the network is 80-dimensional Fbank, the embedding dimension is set to 512 dimensions, and the mini-batch size is 128. The network parameters are optimized by the Adam optimizer, the initial learning rate is 0.0002 and every 5 epochs is reduced to 40% of the current one. The back-end takes cosine distance as a score. The warm-up hyperparameter has been set to w = 5 and the top-k mechanism used k = 90. For all experiments, the best EER of the last 5 epochs was used as the experimental result. All of our comparison experiments use the same network setup, except for the training strategy.

4.2. Results of comparison experiments

**Table 1**: EER(%) comparisons on VoxCeleb1 with different proportions of noisy labels added.

| System               | 0%   | 5%   | 10%  | 20%  | 30%  | 50%  |
|----------------------|------|------|------|------|------|------|
| Baseline             | 4.36 | 5.30 | 6.24 | 7.99 | 9.78 | 14.39|
| SELF [15] (Re-implented) | 5.52 | 5.94 | 5.90 | 6.34 | 7.50 | 11.90|
| LNCL+Sub-AM [16] + PLDA + Cosine | 4.64 | 4.83 | 5.11 | 5.45 | 5.56 | 6.32 |
| LNCL+Sub-AM [16] + NL-PLDA | 3.92 | 4.32 | 4.63 | 4.85 | 5.04 | 5.65 |
| OR-Gate              | 4.27 | 4.07 | 4.22 | 4.28 | 4.41 | 5.53 |

Table [1] shows the results of the comparison experiments. Firstly, it can be seen that the performance of baseline rapidly decreases with the increase of noisy labels, which proves that noisy labels do have a serious negative impact on the speaker model. Second, the OR-Gate achieved the best performance among all methods when the training data contained noisy labels. Finally, some seemingly counterintuitive data can be seen in the experiments, where the performance of the OR-Gate with a small number of noisy labels is better than the performance without noisy labels. It must be declared that all experimental data in this paper is authentic. We have published the performance curves for all experiments on the In-
and it can be seen that with fewer noisy labels, the amount of noisy data removed by the OR-Gate is relatively small, so the amount of data used for training does not differ much at noise rates of 0%, 5%, and 10%, respectively, and thus the performance of the model in these scenarios is neck-and-neck.

### 4.3. Results of filtering ability experiments

**Table 2:** F1 Scores for filtering noisy labels on VoxCeleb1 with different proportions of noisy labels added.

| Epoch | 0% | 5% | 10% | 20% | 30% | 50% |
|-------|----|----|-----|-----|-----|-----|
|       | 0.9756 | 0.9676 | 0.9562 | 0.9070 | 0.8248 | 0.4679 |
| 5     | 0.9973 | 0.9970 | 0.9966 | 0.9946 | 0.9887 | 0.8977 |
| 10    | 0.9988 | 0.9985 | 0.9981 | 0.9971 | 0.9939 | 0.9186 |
| 20    | 0.9990 | 0.9988 | 0.9983 | 0.9973 | 0.9941 | 0.9180 |
| 50    |      |      |      |      |      |      |
| 80    |      |      |      |      |      |      |

F1 scores are rarely used in the speaker verification field, but in order to evaluate the ability of the OR-Gate to select clean samples from a noisy labeled dataset, we add different tags for correct and wrong labels and track them during training. Specifically, we count the final $D_1$ contained true clean label and false clean label, and the $D_2$ contained false noisy label and true noisy label, these four statistics correspond to the TP, FP, FN, TN in the confusion matrix respectively, and then use the F1 Score, which synthesizes the precision and recall, to score the classification results. As shown in Table 2, the OR-Gate can largely extract the data with true label when the training data contains different proportions of noisy labels.

### 4.4. Results of robustness experiments

**Table 3:** EER(%) comparisons using different backbones.

| System            | Proportion of Noisy Labels |
|-------------------|-----------------------------|
|                  | 0%  | 5%  | 10% | 20% | 30% | 50% |
| Baseline          | 4.36| 5.30| 6.24| 7.99| 9.78| 14.39|
| OR-Gate           |     |     |     |     |     |     |
| $w = 1$           | 5.99| 6.27| 6.87| 8.37| 13.05| 25.83|
| $w = 2$           | 4.69| 4.41| 4.37| 4.68| 6.07 | 13.86|
| $w = 3$           | 4.16| 4.23| 4.11| 4.38| 4.83 | 8.10 |
| $w = 4$           | 4.17| 4.12| 4.19| 4.54| 4.60 | 6.41 |
| $w = 5$           | 4.27| 4.07| 4.22| 4.28| 4.41 | 5.53 |
| $w = 6$           | 4.07| 4.24| 4.47| 4.41| 4.52 | 5.37 |
| $w = 7$           | 4.19| 4.14| 4.31| 4.40| 4.55 | 5.20 |
| $w = 8$           | 4.44| 4.34| 4.23| 4.53| 4.66 | 5.16 |

Through further experiments, we explored the effect of different $w$ (or $k$) on the OR-Gate. As can be seen from Table 3 when the *warm-up* for 1 or 2 epochs is performed, the OR-Gate does not achieve good results because the training time is so short that the model does not learn sufficiently. However, after performing the *warm-up* for at least 3 epochs, the performance of the model can be greatly improved. Table 3 also illustrates that the $w$ value does not require meticulous selection and can achieve good performance over a wide range.

**Table 4:** EER(%) comparisons with different $k$ ($w = 5$).

| System         | Proportion of Noisy Labels |
|----------------|-----------------------------|
|                | 0%  | 5%  | 10% | 20% | 30% | 50% |
| Baseline       | 4.36| 5.30| 6.24| 7.99| 9.78| 14.39|
| OR-Gate        |     |     |     |     |     |     |
| $k = 1$        | 5.21| 4.81| 5.15| 5.58| 6.17| 8.55 |
| $k = 5$        | 4.67| 4.23| 4.31| 4.57| 5.21| 7.16 |
| $k = 10$       | 4.13| 4.48| 4.22| 4.62| 4.62| 6.56 |
| $k = 20$       | 4.26| 4.34| 4.37| 4.45| 4.64| 6.18 |
| $k = 30$       | 4.19| 4.15| 3.99| 4.45| 4.79| 6.28 |
| $k = 40$       | 4.33| 4.13| 4.31| 4.46| 4.77| 5.95 |
| $k = 50$       | 4.04| 4.21| 4.27| 4.17| 4.49| 5.74 |
| $k = 70$       | 4.32| 4.22| 4.16| 4.50| 4.63| 5.89 |
| $k = 90$       | 4.27| 4.07| 4.22| 4.28| 4.41| 5.53 |

We also explored the effect of the $k$ value for the OR-Gate performance at the same *warm-up* time. From Table 4 we can see that the OR-Gate’s performance is significantly improved by using the top-$k$ mechanism ($k > 1$) than not using the top-$k$ mechanism ($k = 1$). And over a wide range of $k$ value causes little deviation of performance, showing the robustness of $k$ value.

**Table 5:** EER comparisons using different backbones.

| System           | Proportion of Noisy Labels |
|------------------|-----------------------------|
|                  | 0%  | 5%  | 10% | 20% | 30% | 50% |
| TDNN             | 6.30| 7.27| 7.55| 9.13| 10.70| 13.61|
| ECAPA-TDNN       | 4.39| 5.57| 5.94| 7.83| 9.44 | 13.91|
| ResNet34         | 4.36| 5.30| 6.24| 7.99| 9.78 | 14.39|
| OR-Gate          |     |     |     |     |     |     |
| $w = 1$          | 6.33| 6.20| 6.43| 6.69| 7.03 | 8.34 |
| $w = 2$          | 4.33| 4.13| 4.31| 4.46| 4.77 | 5.95 |
| $w = 3$          | 4.26| 4.07| 4.22| 4.28| 4.41 | 5.53 |
| $w = 4$          | 4.07| 4.24| 4.47| 4.41| 4.52 | 5.37 |
| $w = 5$          | 4.27| 4.14| 4.31| 4.40| 4.55 | 5.20 |
| $w = 6$          | 4.44| 4.34| 4.23| 4.53| 4.66 | 5.16 |

Through further experiments, we explored the effect of different $w$ (or $k$) on the OR-Gate. As can be seen from Table 3 when the *warm-up* for 1 or 2 epochs is performed, the OR-Gate does not achieve good results because the training time is so short that the model does not learn sufficiently. However, after performing the *warm-up* for at least 3 epochs, the performance of the model can be greatly improved. Table 3 also illustrates that the $w$ value does not require meticulous selection and can achieve good performance over a wide range.

The OR-Gate is independent of particular network architecture, it can combine different backbones, pooling layers, and loss functions to achieve better performance, and is very portable. Table 5 demonstrates that different network architectures can be combined with the OR-Gate to achieve significant performance improvements.

### 5. CONCLUSIONS

In this paper, we propose a simple but effective method to filter the noisy labels from the speaker dataset. Experiments show that the OR-Gate achieves excellent performance with various proportions of noisy labels, as well as tracking experiments on noisy labels demonstrate the OR-Gate’s ability to filter noisy labels. Furthermore, the OR-Gate remains robust despite the increasing proportion of noisy labels and is suitable for various network architectures.

1 https://github.com/PunkMale/OR-Gate
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