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Abstract
Homomorphic encryption has become a practical solution for protecting the privacy of computations on sensitive data. However, existing homomorphic encryption pipelines do not guarantee the correctness of the computation result in the presence of a malicious adversary. We propose two plaintext encodings compatible with state-of-the-art fully homomorphic encryption schemes that enable practical client-verification of homomorphic computations while supporting all the operations required for modern privacy-preserving analytics. Based on these encodings, we introduce VERITAS, a ready-to-use library for the verification of computations executed over encrypted data. VERITAS is the first library that supports the verification of any homomorphic operation. We demonstrate its practicality for various applications and, in particular, we show that it enables verifiability of homomorphic analytics with less than 3× computation overhead compared to the homomorphic encryption baseline.

I. INTRODUCTION
Homomorphic encryption (HE) enables a computing server to perform operations on encrypted data without decrypting it. It has become an auspicious technique to support practical privacy-preserving computations in various scenarios, ranging from pure computation outsourcing [31], [36], [67], to distributed computation among multiple clients [33], [30], [85], [98], [51]. Due to the wide range of operations they support and their efficiency, lattice-based HE schemes, e.g., BGV [21], [66], are becoming the basis for many privacy-preserving applications such as medical research analytics [36], [67], [77], [97], private information retrieval [20], private set intersection [32], and machine learning (ML) [23], [31], [58], [78], [98].

However, existing HE schemes [45], [60], [21], [66] do not provide clients with any guarantees about the correctness of the computations performed by the computing server. Thus, a malicious adversary can break the security and privacy of the HE computation without being detected [29], [104]. For instance, clients can be fooled into accepting a wrongful computation result and potentially leak unintended information from the decryption [34]. In current HE applications, the lack of computational integrity can lead to catastrophic consequences. For example, in medical applications, an adversary inducing a wrongful prediction might cause a misdiagnosis, and in machine learning an adversary able to inject backdoors during training can create vulnerabilities when the model is deployed [10], [16], [15].

A trivial way for clients to check the correctness of the computation would be to recompute the result in plaintext. However, this is not always feasible, e.g., in multi-client scenarios where not all the input data is available to the clients. To address this problem, researchers have proposed generic verifiable computation techniques, e.g., [14], [25], [57], [53], [90], [109], to check the integrity of server computations. These techniques, however, are hard to integrate with lattice-based HE. This is because the efficiency gains that make modern HE practical (e.g., for medical research [36], [67], [77] and ML [23], [31], [58], [78], [98], [97]) stem from the use of (i) specific polynomial constructions and algebraic parameters, and (ii) non-linear operations (e.g., relinearization and rotation) and parallel processing over encrypted data (Single Input, Multiple Data; SIMD). Generic verification techniques cannot cope with all these constraints efficiently.

To date, only a handful of verification works are tailored to homomorphically encrypted data. Fiore et al. [49] pioneered a solution based on homomorphic Message Authentication Codes (MACs) to verify encrypted computations. Their work focuses only on verifying quadratic functions over a constrained version of the BV scheme [22]. Thus, it cannot support flexible parameterization (e.g., large-degree polynomials) and complex operations (e.g., rotations) required to implement modern HE-based applications. Subsequent works rely on generating a proof-of-correct computation using succinct non-interactive arguments of knowledge (SNARKs) [50], [52], [52]. But, due to incompatibilities of SNARKs with the algebraic structure of recent HE schemes and their non-algebraic operations (e.g., rounding) these works also do not support variable HE parameters [50] and core HE operations [52] such as relinearization, rotation, and bootstrapping. Without support for flexible HE parameters and critical HE operations, these works have very limited application in practice.
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Our Contribution. We provide the first practical solution that enables the verifiability of all the operations supported by state-of-the-art lattice-based HE schemes over the integers (see Table I). Therefore, our solution supports any existing privacy-preserving application that employs such HE schemes and it can protect its computation integrity against a malicious computing server oblivious of the decryption result and the verification outcome. Additionally, our solution does not require the input data to verify the computation which makes it applicable to settings with multiple trusted clients and a malicious server.

The key idea behind our solution is to shift the verification from the ciphertext domain, where the constraints imposed by the algebraic structure of HE ciphertexts limit the practicality of previous solutions, to the plaintext space. To this end, we design two new plaintext HE-encoders that, combined with HE schemes, instantiate homomorphic authenticators [26], [59], [54], i.e., efficient constructions to verify homomorphically-executed computations. These authenticators permit the verification of the computations by checking a set of challenge values that can be pre-computed without access to the original input data (i.e., this pre-computation is an optimization and can be assigned to any entity that does not collude with the computing server). This makes our solution suitable for multi-party scenarios [33], [30], [85] and computationally constrained clients. Our first encoding is based on replication and takes advantage of the batching encoder supported by modern HE to introduce error-detection and redundancy in the data. The second one achieves more compact authentications and requires less challenge values to be verified by encoding the data using a polynomial information-theoretic MAC. The two encoders achieve different tradeoffs depending on the volume of input data and the depth of the computation, hence, they can support various application settings.

Using our novel encodings, we design VERITAS, an open-source library that facilitates the conversion of existing HE computing pipelines, that assume an honest-but-curious computing server, into pipelines that can detect a malicious but rational server [6]. We benchmark VERITAS on native HE operations and evaluate its performance on five use cases: ride-hailing, genomic-data analysis, encrypted search, and machine-learning training and inference, where computation integrity is crucial. Our results demonstrate that VERITAS provides verification capabilities that were out of reach using prior work, at minimal costs for the client and the server. For instance, our solution is the first to practically enable the verifiability of a two-layer neural network evaluation for image recognition, with less than $1 \times$ computation overhead for the client and server, compared to the HE baseline. It also enables the verifiability of a disease prediction result on genomic data with less than $3 \times$. In both cases, the communication overhead is at most $2 \times$.

In summary, our contributions are the following:

- The design of two error-detecting HE encodings that support all the operations enabled by efficient HE schemes over integer plaintexts. We provide an in-depth study of their respective utility tradeoffs.
- Several optimizations that reduce the communication and computation overhead induced by our encodings. We present, in particular, a new communication-efficient polynomial compression protocol and a client-aided re-quadratization technique that reduces both the server’s computation overhead and the overall communication overhead.
- The implementation of VERITAS, a library that clients can use to detect with high probability a malicious server attacking the HE pipeline. VERITAS is the first open-source and ready-to-use library that enables off-the-shelf secure homomorphic analytics under malicious but rational adversaries. We evaluate VERITAS’ performance on five use-cases and show that it outperforms the state of the art [49], [52].

II. Problem Statement and Solution Overview

In this section, we present our system and threat models and the desired objectives, before presenting an overview of our solution.

System & Threat Model. We consider an HE-based computation scenario where one or more clients desire to perform computations on their sensitive data, which they encrypt with an HE scheme. The clients employ a computing server that is responsible for carrying out the computations; these range from the entirety of the computation in the case of a single-client [31], [36], [67], to aiding in the homomorphic evaluation for multiparty scenarios [33], [30], [85], [33], [30]. We consider a malicious-but-rational server that tampers with the computations and does not want to be detected (i.e., detected only with a negligible probability [6]). Our model does not consider that the adversary has access to a decryption oracle. Similarly, our model considers that the adversary cannot perform verification queries and is oblivious to the client’s behavior. We assume that the client(s) and the server are authenticated to each other. We do not consider network faults in the communication.

---

TABLE I: Comparison between VERITAS and prior work w.r.t. the supported HE operations (linear, multiplicative, rotation, relinearization, bootstrapping) and parameterization.

| Scheme | Linear | Mult. depth | Relin. | Rot. | Bootstrap. | Flex. params. |
|--------|--------|-------------|--------|------|------------|--------------|
| [49]   | ✓      | ✓           | ✓      | ✓    | ✓          | ✓            |
| [50]   | ✓      | ✓           | ✓      | ✓    | ✓          | ✓            |
| [33], [52] | ✓      | ✓           | ✓      | ✓    | ✓          | ✓            |
| Ours   | ✓      | any         | ✓      | ✓    | ✓          | ✓            |
Fig. 1: HE pipeline. It returns the homomorphic evaluation of a function $f(\cdot)$ over the encryption of a message $m$.

Fig. 2: Enhanced HE pipeline. The square boxes correspond to the original HE pipeline (see §III-A and Fig. 1) and the dotted boxes are the new components offering verification capabilities. The grey box represents the computing server. For a message $m$ associated with a label $\tau$ and for a function $f(\cdot)$, the verification pipeline checks if the Eval. step performed by the computing server was executed correctly. $sk_{\text{HE}}$ and $evk$ are the HE secret key and evaluation key respectively. $K$ is the encoder’s secret key.

**Objectives.** The client wants (i) to guarantee the privacy of its input data and the computation output vis-à-vis the server. In particular, the server should learn nothing about the input data and the computation result. The client also wants (ii) to ensure the correctness of the result with respect to the agreed-upon computation and inputs: the client must be able to detect a cheating server with probability at least $1 - 2^{-\lambda}$ for a security parameter $\lambda$.

**Solution Overview.** To protect data privacy during outsourcing and the subsequent server computation (i.e., Objective (i)), the client uses state-of-the-art lattice-based HE to encrypt it (§III-A). This protects also the privacy of the client, in the absence of a decryption and verification oracle (i.e., the server does not obtain any information after a decryption). To ensure the correctness of the server’s computation on the outsourced data (i.e., Objective (ii)), we embed the verification of the computations into the plaintext space. During outsourcing, the client encodes its data using an error-detection encoder, encrypts and sends it (see Figure 2). We design two encoders with error-detecting capabilities that respect the homomorphic operations in the plaintext space. Combined with the HE scheme, they emulate homomorphic authenticators (§III-C) that enable client-based verification capabilities and act in lieu of the classic HE pipeline (by adapting the HE evaluation and decryption to the new plaintext encoders – see Figure 1 vs. Figure 2). After the server computation, the client decrypts and verifies the integrity of the encodings, thus vouching for the computation correctness with high probability. The first encoder, which is based on replication, mixes replicas of the data with challenge values in an extended vector (see Figure 3) that is encrypted by the client. After the server computation, the client can check its correctness by decrypting and inspecting the resulting extended vector. This encoder is detailed in §IV.

The second one, which is based on a polynomial encoding, encodes the message as a bivariate polynomial (see Figure 4) that is encrypted by the client. After the server computation, the client verifies its correctness by decrypting and evaluating the resulting polynomial on a secret point. This is presented in §V.

The two encodings support any HE operation and prevent malicious servers from tampering with the requested computations undetected while achieving different efficiency trade-offs that we analyze in §VI-C.

**Verification Outcome.** With our solution, a client is able to detect with high probability if the server misbehaves. Thus, malicious but rational servers are strongly discouraged from tampering with the requested computations. Yet, similarly to prior HE works, our solution would be vulnerable if the adversary learns the outcome of the decryptions [35], [70] and the result of the verification. Thus, our threat model does not consider a decryption oracle and the client’s behavior following a verification should be independent from the verification result. To ensure this there is a need for orthogonal countermeasures at the application layer on top of our solution: e.g., single query-system, dummy queries, etc. In the remainder of the paper, and w.l.o.g., we assume the client sends a constant number of independent computation requests at regular intervals (either legitimate or dummy ones) to the server and then resets the system. This way, the server is oblivious to the verification result (see Appendix G-C for a formal description).

III. PRELIMINARIES

We introduce some key components used in this work. Let $a \sim \chi$ denote that $a$ is sampled uniformly at random from a distribution $\chi$; a vector (resp. polynomial) be denoted by a boldface letter, e.g., $x$, with $x[i]$ its $i$-th element (resp. coefficient). Let $[n]$ refer to the set of integers $\{0, \ldots, n\}$ and $[0:n]$ the set $\{0\} \cup [n]$. The security parameter is an integer denoted by $\lambda$. For a prime $t$, denote $\mathbb{Z}_t$ its finite field and $\mathbb{Z}_t^*$ its non-zero elements. Let $[m]_q$ denote $m \mod q$. 

\[\chi\]
A. Homomorphic Encryption

Homomorphic encryption (HE) enables the execution, without decryption, of certain operations on ciphertexts. When decrypted, the resulting ciphertext reveals the result of the computation as if it were executed on the plaintexts. Trending lattice-based HE schemes, e.g., BFV [45], [60] and BGV [21], [66], rely on the hardness of the learning with errors (LWE) [94] or ring-LWE (RLWE) [80] problems. Such schemes approach fully homomorphic encryption (FHE) as they can support an unbounded number of additions and multiplications due to a bootstrapping operation [65].

Our work focuses on lattice-based HE schemes that support modular arithmetic in a field $\mathbb{Z}_t$, e.g., the BGV and BFV schemes that are under standardization [5]. These schemes share the same plaintext algebra and differ only in the plaintext data-representation and encryption-noise management (see [66]). For completeness, we describe briefly the BFV scheme used in this work. The plaintext space is $\mathcal{R}_t=\mathbb{Z}_t[x]/(x^{N}+1)$, with $t$ a prime and $N$ a power-of-two polynomial degree. Analogously, the ciphertext space is $\mathcal{R}_q$ with $q >> t$. We denote by $k$ and $e$ the key and error distribution in $\mathcal{R}_q$.

**HE Encoders.** As shown in Figure 1, a plaintext encoder converts a vector of scalar values into a polynomial element in $\mathcal{R}_t$. Several encoders exist: e.g., scalar, integer, and fractional ones (see [69, §7]). In this work, we employ an encoder called batching that enables Single Instruction, Multiple Data (SIMD) operations. It converts a vector in $\mathbb{Z}_t^N$ to a polynomial in $\mathcal{R}_t$. To enable server-computation verifiability (see §IV), we extend this encoder to introduce error-detection capabilities (see §V). We term *slot* a component of the plaintext vector before its encoding as a polynomial.

The main BFV algorithms are:

**BFV.KeyGen**$(1^\lambda)$→ $\text{sk}_{\text{HE}}, \text{pk}_{\text{HE}}, \text{evk}_{\text{HE}}$: Choose a low-norm secret key $s$ and set $\text{sk}_{\text{HE}}$ := (1, $s$). The public key is defined as $\text{pk}_{\text{HE}}$ := ($a$, $a$) where $a$ is sampled uniformly at random from $\mathcal{R}_q$ and $b := \lceil (a \cdot s + e) \rceil \in \mathcal{R}_q$ with $e \leftarrow \chi_e$. For the evaluation, define an evaluation key $\text{evk}_{\text{HE}}$ that comprises the relinearization and the rotation keys. Output $\text{sk}_{\text{HE}}, \text{pk}_{\text{HE}}$, and $\text{evk}_{\text{HE}}$.

**BFV.Enc**$(p; \text{pk}_{\text{HE}})$→ $c$: For a message $m \in \mathbb{Z}_t^N$ encoded as a polynomial $p \in \mathcal{R}_t$, sample $u \leftarrow \chi_k$ and $e'_0, e'_1 \leftarrow \chi_e$. Output $c := [u \cdot \text{pk}_{\text{HE}} + (e'_0 + \lceil q/t \rceil \cdot p, e'_1)]_q$. Thus, a fresh ciphertext comprises two polynomials in $\mathcal{R}_q$, i.e., $c := (c_0, c_1)$.

**BFV.Dec**$(c; \text{sk}_{\text{HE}})$→ $m$: Decode $[\lceil t/q \rceil \cdot [\text{sk}_{\text{HE}}, c]]_q$ to $m$.

BFV is a canonical HE scheme i.e., it supports circuit evaluation and composition. Let us now present the supported operations.

**BFV.Add**$(c, \hat{c})$: A homomorphic addition simply adds the ciphertext vectors in $\mathcal{R}_q^2$. Given $c$ and $\hat{c}$, it outputs $[c + \hat{c}]_q$.

**BFV.Mul**$(c, \hat{c}; \text{evk}_{\text{HE}})$: The multiplication requires a relinearization procedure. Given two ciphertexts $c := (c_0, c_1)$ and $\hat{c} := (\hat{c}_0, \hat{c}_1)$, it does the following:

1) **Tensoring**: Computes $c'_0 := c_0 \cdot \hat{c}_0$, $c'_1 := c_0 \cdot \hat{c}_1 + c_1 \cdot \hat{c}_0$, and $c'_1 := c_1 \cdot \hat{c}_1 \in \mathcal{R}$ without modular reduction. Note that this represents the convolution between the two input ciphertexts.

2) **Relinearization**: Sets $c'_i := \lceil t/q \cdot c'_i \rceil_q$, for $i \in \{0, 1, 2\}$. Then it uses the relinearization key to convert the ciphertext $c'$ of three polynomials to a ciphertext comprising only two polynomials. This operation is not arithmetic and cannot be performed over $\mathcal{R}_q$ (see [60]).

To fully support SIMD operations, a homomorphic rotation operation (i.e., **BFV.Rot**$(\cdot)$) rotates the plaintext vector slots by using rotation keys that are created and shared. Each rotation key is associated with a specific rotation step (i.e., $r$) and stored in the evaluation key $\text{evk}_{\text{HE}}$. Additional operations, e.g., bootstrapping or key-switching, provide further functionalities without affecting the plaintext. All these operations cannot be represented by an arithmetic circuit in $\mathcal{R}_q$ as they require arithmetic over an extended ring or require rounding operations. In the following, we denote by **BFV.Eval**$(f(\cdot), (c_1, ..., c_n); \text{evk}_{\text{HE}})$ the SIMD evaluation of the plaintext function $f(\cdot)$ on the ciphertexts $(c_1, ..., c_n)$.

B. Verifiable Programs

To enable computation verification, it is necessary to clearly identify the inputs, the output, and the function being evaluated. We briefly recall here a formalization of identifiers and programs for verifiable computation [9], [54]. Any possible input message $m$ is represented by an identifier $\tau$. This identifier can be seen as a string uniquely identifying the data in a database. A program corresponds to the application of a function (i.e., circuit) $f(\cdot)$ to inputs associated with specific identifiers: it is labeled as a tuple $P = (f(\cdot), (\tau_1, ..., \tau_n))$. Correctness of a program ensures that, given the identified inputs, the output of the function is the expected one without corruption. A program is said to be well-defined if all inputs contributing to the computation are authenticated (see Catalano and Fiore for the formal definition [26]).
C. Homomorphic Authenticators

Homomorphic authenticators (HA) are cryptographic schemes used to verify computation integrity. They consist of four probabilistic polynomial time (PPT) procedures: the key generation (HA.KeyGen), the authentication (HA.Auth) of the input data, the evaluation (HA.Eval) of an agreed-upon function on authenticated data, and the verification (HA.Ver) of the claimed output. Correctly instantiated homomorphic authenticators provide authentication and evaluation correctness as well as security (see Appendix A for a formal description). In the following sections, we show how to instantiate an HA using a verifiable HE-encoding. As mentioned in §II, by adapting the HE pipeline to work with our new plaintext encoders, we emulate the HE-encoding. As mentioned in §II, by adapting the HA procedures for the authentication, the evaluation, and the verification. Figure 2 displays the modifications performed to the original HE pipeline as dashed boxes.

IV. Replication Encoding

We first design a replication-based verifiable encoding (§IV-A) that takes advantage of the native HE batching to introduce error-detection and redundancy in the data. Then, we construct an authenticator (§IV-B) following the footprint of homomorphic MACs.

A. Replication-Based Encoding

On input a vector $m$ with identifier $\tau$, a power-of-two security parameter $\lambda$, a challenge set $S \subset \lambda$ of size $\lambda/2$, and a pseudorandom function (PRF) $F_K(\cdot)$, the replication-based encoder returns an encoding as follows: For each scalar value of $m$ (say the $i$-th), an extended vector $M_i$ of length $\lambda$ is created. For all indices of $M_i$ in $S$, the vector is filled with a challenge value obtained from the PRF and the identifier $\tau[i]$ if $i \notin S$ and $F_K(\tau[i], j)$ otherwise.

3) Process $M \in \mathbb{Z}_t^{\lambda N}$ as $[p_1, \ldots, p_\lambda] \in \mathcal{R}_t^\lambda$ using the batching encoder.
4) Return $[p_1, \ldots, p_\lambda]$.

B. Replication-Based Authenticator

We combine the replication-based encoding with an HE scheme to obtain a homomorphic authenticator. As we change the plaintext encoder, the evaluation and decryption algorithms of the HE pipeline need to be adapted. We present how in the following.

Let $F_K: \mathbb{Z} \rightarrow \mathbb{Z}_t$ be a variable length pseudorandom function (PRF) and HE a secure homomorphic encryption scheme as in §III-A with plaintext space $\mathcal{R}_t = \mathbb{Z}_t[X]/(X^N + 1)$ of degree $N$. Let $\mathcal{F}$ be a set of admissible polynomial functions over $\mathbb{Z}_t$ with degree $d \ll t$ and a non-trivial and varied image space (i.e., for which the image cannot be trivially guessed w.p. more than $1/3$). We define a Replication Encoding-based authenticator (REP) as in Scheme 2 that we describe here.

REP.KeyGen($1^\lambda$) $\rightarrow$ (evk, sk): For a power-of-two security parameter $\lambda$, this procedure sets up the PRF with key $K$ and instantiates the HE scheme such that both achieve at least $\lambda$-bits security. It also generates the encryption and evaluation keys. The latter comprise the relinearization key and the rotation keys. It picks at random a challenge set of indices $S \subset [\lambda]$ subject to $|S| = \lambda/2$. Finally, it sets the authenticator evaluation and secret keys.

![Fig. 3: Replication Encoding](image-url)
REP.KeyGen\( (λ^\prime) \): For a power-of-two security parameter \( λ \).
1) Choose a PRF key \( K=\{0,1\}^r \) for at least \( λ \)-bits security.
2) Set the HE keys \( (pk_{ib}^\prime, evk_{ib}^\prime, sk_{ib}^\prime)=\text{HE.KeyGen}(λ^\prime) \) for at least \( λ \)-bits security.
3) Randomly sample a challenge set \( S \subset [λ] \) s.t. \( |S|=λ/2 \).
4) Return \( evk^\prime=(pk_{ib}^\prime, evk_{ib}^\prime) \) and \( sk=\langle K,S, sk_{ib}^\prime \rangle \).

REP.Auth\((m, τ; sk)\): For \( m \in \mathbb{Z}_N^λ \) with identifiers in \( τ \).
1) Encode: \( \text{Encode} \langle p_1, \ldots, p_N \rangle = \text{ReplicationEncoder}(m, τ; λ, S, F_{λ^\prime}) \)
2) Encrypt: \( \text{Encrypt} = \langle p_1, \ldots, p_N \rangle \rightarrow \{ α \} \)
   \( α \) = \langle HE.Enc(p_1, sk_{ib}), \ldots, HE.Enc(p_N, sk_{ib}) \rangle.
3) Return \( α=\langle c \rangle \).

REP.Eval\((f(\cdot), \vec{σ}; evk)\): For a function \( f(\cdot) \) to be computed over previously authenticated encrypted inputs stored in \( \vec{σ} \):
1) Parse the authenticated inputs \( \vec{σ}=(σ_1, \ldots, σ_n)=(c_1, \ldots, c_n) \).
2) Evaluate \( c'=\text{HE.Eval}(f(\cdot), (c_1, \ldots, c_n); evk_{ib}) \).
3) Return \( c'=c' \).

REP.Ver\((P, σ'; sk)\): Parse the target program \( P=(f(\cdot), (τ_1, \ldots, τ_n)) \) and \( c'=σ' \).
Check the function \( f(\cdot) \) and pre-compute the challenge values:
1) If \( f(\cdot) \) then abort.
2) \( \forall i \in S, \forall j \in [N/λ], \forall k \in [n/λ] \), set \( r_{i,j,k}=F_{λ^\prime}(τ_1[k]) \).
3) \( \forall i \in S \) compute on the challenges \( \vec{r}=f(\{r_{i,j,k}\}_j) \).
\( \text{w.l.o.g. the output is a scalar value stored in the first extended vector.} \)
4) If \( \forall i \in S \) \( \vec{r} \) then abort.

In the online phase:
1) Decode the decryption \( p=\text{HE.Dec}(c'; sk_{ib}) \) using the \textit{batching decoder} and interpret the resulting vector as \( M=\langle M_1, \ldots, M_l \rangle \) with \( l=N/λ \).
2) \( \forall i \in S \), check if \( M_1[i]=\vec{r} \).
   If not, return \( 0 \).
3) Check that \( \forall i \in S \) \( \vec{r} \) have the same value.
   If not, return \( 0 \).
4) Return \( 1 \) (i.e., accept).

**Correctness.** Authentication correctness follows directly from the correctness of the HE scheme, and evaluation correctness follows from the canonical property and correctness of the HE scheme (§III-A).

**Security.** Within the scope of our threat model (§II), the following theorem states that a misbehaving computing server has only a negligible probability of tampering, without getting caught, with the computation requested by the client.

**Theorem 1.** Let \( λ \) be a power-of-two security parameter. If the PRF \( F_{λ^\prime} \) and the canonical HE scheme are at least \( λ \)-bit secure, then for any admissible program \( P \), REP as in Scheme 2 is a secure authenticator and a PPT adversary has a probability of successfully cheating the verification negligible in \( λ \).
A. Polynomial-Based Encoding

On input a vector $m \in \mathbb{Z}_t^N$ with identifier $\tau$, a secret key $\alpha$, and a pseudorandom function (PRF) $F_K(\cdot)$, the polynomial-based encoder outputs a polynomial $P$ such that $P(0)=m$ and $P(\alpha)=r_\tau$, with $r_\tau$ the challenge vector obtained from the PRF $F_K(\cdot)$. Then, each component of $P$ is encoded using batching. A simplified version of the encoding is represented in Figure 4 and the details of the encoder are shown in Scheme 3.

B. Polynomial-Based Authenticator

We combine the polynomial-based encoding with an HE scheme and show that it instantiates a homomorphic authenticator [26]. Similar to REP, we describe the complete pipeline.

\begin{align*}
\text{PE.KeyGen}(1^\lambda) &\rightarrow (\text{evk}, \text{sk}) : \text{For } t \text{ a } \lambda\text{-bit prime number, it samples a random invertible point } \alpha \in \mathbb{Z}_t^* \text{ It sets up the PRF with key } K \text{ and the HE scheme such that both achieve at least } \lambda\text{-bit security. It generates the encryption and evaluation keys for the HE scheme. Finally, it outputs the authenticator evaluation and secret keys.}
\end{align*}

\begin{align*}
\text{PE.Auth}(m, \tau; \text{sk}) &\rightarrow \sigma : \text{On input a plaintext vector } m \in \mathbb{Z}_t^N \text{ with identifiers } \tau \text{ (and } N \text{ the degree of the plaintext polynomial ring), it calls } \text{PolynomialEncoder}(m, \tau; \alpha, F_K(\cdot)) \text{ that returns } (y_0, y_1) \in \mathbb{Z}_t^2 \text{ (Encode). Then, it encrypts } y_0 \text{ and } y_1 \text{ to } c_0 \text{ and } c_1 \text{ respectively using the HE scheme. It returns the authentication } \sigma=(c_0, c_1). \text{ Note that initially, a message is encoded as a degree-one polynomial in } \mathcal{R}_q \text{ (i.e., a length 2 list of polynomials) identified by its coefficients } c_0 \text{ and } c_1. \text{ Through the evaluation process, this degree can increase. We denote by } d \text{ the polynomial encoding’s degree (e.g., } d=1 \text{ after a fresh authentication).}
\end{align*}
Scheme 3: POLYNOMIAL-BASED ENCODER IN \( \mathcal{R}_t=\mathbb{Z}_t[X]/(X^{N_t}+1) \)

**PolynomialEncoder**(\( \mathbf{m}, \tau; \alpha, F_K(\cdot) \)):
1. Compute \( r_i \in \mathbb{Z}_t^N \) s.t. \( \forall i \in [N], \ r_i[i] = F_K(\tau[i]) \).
2. Set \( y_0 \) and \( y_1 \) to be the batching encoding of \( \mathbf{m} \) and \( [(r_{\tau} - \mathbf{m}) \cdot \alpha^{-1}]_t \).
3. Return \( P = (y_0, y_1) \).

Scheme 4: POLYNOMIAL ENCODING-BASED AUTHENTICATOR

- **PE.KeyGen**(1\(^\lambda\)): Let \( t \) be a \( \lambda \)-bit prime number.
  1. Sample a random invertible point \( \alpha \in \mathbb{Z}_t^* \).
  2. Choose a PRF key \( K \in \{0, 1\}^* \) for at least \( \lambda \)-bits security.
  3. Initialise the HE keys \( \{pk_{\text{HE}^*}, evk_{\text{HE}^*}, sk_{\text{HE}}\} = \text{HE.KeyGen}(1^\lambda) \) for at least \( \lambda \)-bits security.
  4. Return \( \text{evk} = (evk_{\text{HE}}, t) \) and \( sk = (K, \alpha, sk_{\text{HE}}) \).

- **PE.Auth**(\( \mathbf{m}, \tau; sk \)):
  - For \( \mathbf{m} \in \mathbb{Z}_t^N \) with identifiers in \( \tau \).
  - Encode: \( (y_0, y_1) = \text{PolynomialEncoder}(\mathbf{m}, \alpha, F_K(\cdot)) \)
  - Encrypt:
    1. Create \( c_i = \text{HE.Enc}(y_i; pk_{\text{HE}}) \), \( \forall i \in [0:1] \).
    2. Return \( \sigma = (c_0, c_1) \).

- **PE.Eval**(\( f(\cdot), \sigma; evk \)):
  Let \( C \) be the HE arithmetic circuit of a function \( f(\cdot) \) to be computed over previously authenticated encrypted inputs stored in \( \sigma \).
  1. Parse \( \sigma = (\sigma_1, ..., \sigma_n) \).
  2. Evaluate homomorphically each gate in \( C \) and output \( \sigma' = (c_0, ..., c_d) \), an authentication of degree \( d \), s.t.:
    - **Addition**: On input two authentications \( \sigma_1 \) and \( \sigma_2 \) of degree \( d_1 \) and \( d_2 \) respectively, set \( d = \max(d_1, d_2) \) and \( \sigma = \sigma_1 + \sigma_2 \), i.e., \( \forall k \in [d+1], \sigma[k] = \text{HE.Add}(\sigma_1[k], \sigma_2[k]) \).
    - **Multiplication**: On input \( \sigma_1 \) and \( \sigma_2 \) of degree \( d_1 \) and \( d_2 \) respectively, set \( d = d_1 + d_2 \) and perform a convolution, i.e., \( \forall k \in [d+1], \sigma[k] = \sum_{i=0}^{d-k} \text{HE.Mul}(\sigma_1[i], \sigma_2[d-i+1], evk_{\text{HE}}) \).
    - **Rotation by** \( r \): On input an authentication \( \sigma \) of degree \( d_1 \), set \( d = d_1 \) and rotate all components of \( \sigma \), i.e., \( \forall k \in [d+1], \sigma[k] = \text{HE.Rot}_{r}(\sigma[k]; evk_{\text{HE}}) \).
  3. Return \( \sigma' \), the authentication output of the final gate in \( C \).

- **PE.Ver**(\( P, \sigma'; sk \)): Parse the target program \( P = (f(\tau_1, ..., \tau_n)) \). Pre-compute the challenge values:
  1. \( \forall i \in [n], \forall j \in [N], \text{set } r_{\tau_i}[j] = F_K(\tau_i[j]) \).
  2. Compute \( \rho = f(r_{\tau_1}, ..., r_{\tau_n}) \).
  Then, during the online phase, parse \( \sigma' = (c_0, ..., c_d) \) obtained from the evaluation and:
    1. Set the result to \( y_0 = \text{HE.Dec}(c_0; sk_{\text{HE}}) \).
    2. Set \( y_i = \text{HE.Dec}(c_i; sk_{\text{HE}}) \), \( \forall i \in [0:d] \).
    3. Check if \( \rho = \sum_{i=0}^{d} y_i \cdot \alpha^i \), else return 0.
    4. Return 1 (i.e., accept).

**PE.Eval**(\( f(\cdot), \sigma; evk \)) \( \rightarrow \sigma' \): A function \( f(\cdot) \) represented by an arithmetic circuit \( C \) over the ciphertexts is evaluated gate by gate on the \( n \) previously authenticated input vectors in \( \sigma = (\sigma_1, ..., \sigma_n) \). The output of each gate in \( C \) depends on its functionality: Additive gates execute the corresponding HE operation component-wise on the input authentications and multiplicative ones perform a convolution. Rotation gates execute the corresponding homomorphic rotation on each component of the input authentication. After the circuit evaluation, this procedure returns \( \sigma' \), the authentication output of the final gate in \( C \).

**PE.Ver**(\( P, \sigma'; sk \)) \( \rightarrow \{0, 1\} \): It parses the labeled program \( P = (f(\tau_1, ..., \tau_n)) \) and \( \sigma' = (c_0, ..., c_d) \). Offline, it pre-computes the value \( \rho = f(F_K(\tau_1), ..., F_K(\tau_n)) \). Online, it decrypts the encrypted vector \( \sigma' \) to \( (y_0, ..., y_d) \) and checks if \( \rho = \sum_{i=0}^{d} y_i \cdot \alpha^i \). If the check passes, it accepts the result \( y_0 \).

**Correctness.** The authentication correctness follows from the correctness of the HE scheme (§III-A). The evaluation correctness follows from the construction. For linear gates (additions, multiplication by constant, and rotations), correctness follows by the correctness of the HE scheme encrypting the encoding of the input. The multiplicative gate is a convolution between the inputs: When executed on the ciphertext it ports to the plaintexts by the correctness of the HE scheme. By the definition of polynomial convolution, this leads to an encoding of the product of scalar inputs. PE differs from the original authenticator by Catalano and Fiore [26] by injecting, before encryption, the encoding in the native plaintext polynomial ring.

**Security.** Within the scope of our threat model (§II), the following theorem states that a misbehaving server has only a negligible
probability of cheating without being detected.

**Theorem 2.** If the PRF \( F_K \) and the canonical HE scheme are at least \( \lambda \)-bit secure and if \( t \) is a \( \lambda \)-bit prime number, then, for any program \( \mathcal{P} \) with authentications of bounded degree, PE is a secure authenticator and a PPT adversary has a probability of successfully cheating the verification negligible in \( \lambda \).

**Proof Intuition.** The security follows from the security of the PRF and the polynomial identity lemma for various polynomials over the field \( \mathbb{Z}_t \) (as \( t \) is a prime number); the probability of the adversary cheating without being detected is negligible in \( \lambda \). The formal proof is presented in Appendix C.

**Overhead.** After the evaluation, the size of the resulting PE authentication \( \sigma' \) grows polynomially with the degree of the polynomial computation due to the convolution between the authentications. Hence, for programs with large multiplicative depth, PE might introduce a significant communication overhead between the client and the server and become less communication efficient than REP. This growth can also affect the client’s computational overhead due to the cost of pre-computing the challenges plus the cost of the polynomial evaluation (Step 3 in PE.Ver). To account for this issue, we design a new polynomial compression protocol (§V-C). Moreover, the convolutions introduced by the multiplicative gates during the evaluation phase yield a non-negligible computational and communication overhead for the computing server (see §VI). For client-aided scenarios, we mitigate the effects on the computation and communication overheads, by introducing a new technique called re-quadratization (§V-D).

**C. Polynomial Compression Protocol**

As seen in §V-B, the size of the PE authentication \( \sigma' \) grows linearly with the degree of the function represented by the evaluated circuit (i.e., it comprises more and more ciphertexts). This can cause a significant communication overhead between the server and the client. To mitigate this overhead, we design a polynomial compression protocol (PoC) that compresses the authentication from \( d+1 \) ciphertexts to only two, for authentications of degree \( d \). Informally, once the computing server (i.e., the prover) has sent the claimed output \( y_0 \), the client (i.e., the verifier) challenges the server with a hash function. The server responds with the hash digest and the intermediate results \( \{w_i\}_{i=0}^d \). A sketch of our PoC can be seen in Figure 5. This protocol is made non-interactive in the ROM using the Fiat-Shamir heuristic. As we will see in §VI-C, the PoC reduces the communication and verifier overhead at the cost of higher runtimes for the prover.

The combination of PE with PoC leads to a secure authenticator. Informally, the compression uses a polynomial hashing mechanism that by the polynomial identity lemma gives a negligible soundness error for an appropriate choice of parameters. We provide the full proof in Appendix D.

**D. Interactive Re-Quadratization**

As discussed in §V-B, PE executes a convolution for every multiplication gate of the evaluation circuit. Hence, due to the growing number of homomorphic multiplications and ciphertexts, the longer the input enodings are, the heavier the server’s operations are. When interactions between the server and the client are possible (i.e., in client-aided settings), we propose a re-quadratization (ReQ) (similar to the relinearization used in HE). It converts an authentication comprising five ciphertexts (i.e., \( \sigma' = (c_0, \ldots, c_4) \) for the authentication of a depth-two computation) to one of three ciphertexts (i.e., related to a depth-one). In a nutshell, ReQ evaluates part of the verification procedure for the terms of higher degree (i.e., \( c_3 \) and \( c_4 \)) and embeds the result in the lower terms (i.e., \( c_1 \) and \( c_2 \)). Our interactive protocol bounds the authentication to, at most, three ciphertexts, thus limiting the computational burden of computing the convolution of high-degree polynomials for the server (see §VI-C).

Figure 6 presents our protocol in detail. In a nutshell, the client decrypts the higher term ciphertexts sent by the server (i.e., \( c_3 \) and \( c_4 \)) and returns to the server encryptions of two masked random linear combinations of the plaintexts. The random masks create an offset of the encoding that is removed by the shift value \( \Delta_G \) that keeps track of the offset up to the re-quadratization after the \( G \)-th multiplication gate. The correctness of PE combined with ReQ follows directly by construction. The security
of the combination is guaranteed by the random maskings. A full description of ReQ and its security proof are presented in Appendix E.

Similar to other client-aided operations \cite{64,4,3}, ReQ trades-off interactivity for higher performance. The theoretical communication complexity of ReQ is the exchange of four ciphertexts per re-quadratization. This leads to a linear overhead in the degree of the function as in the original PE. The memory complexity for the client is to keep the state of the blinding list $\Omega$ (storing two new polynomials per re-quadratization). The computation complexity for the client is to execute two HE encryption/decryption operations and to compute the offset $\Delta_G$ (i.e., a plaintext convolution). Overall, ReQ requires that (i) both client and server be online, and (ii) the client engages in some computations. Nevertheless, ReQ has the major advantage of maintaining a $\sigma'$ of at most degree-two, which implies (i) lower communication overhead to obtain the result, and (ii) lower computation overhead for the server compared to the original PE (as the convolution now involves at most two degree-two polynomials).

VI. VERITAS

We introduce VERITAS, a new library that implements the two encodings and authenticators (and their optimizations) described in §IV and §V. We first present our implementation (§VI-A), before benchmarking native HE operations (§VI-B) and evaluating it over several use-cases (§VI-C). We then compare VERITAS’ performance with prior work (§VI-D) and summarize the main takeaways (§VI-E).

A. Implementation and Hardware

VERITAS facilitates the transition from a standard HE pipeline (Figure 2) to a pipeline enhanced with computation verification capabilities (Figure 3) by implementing (i) our two encoders and (ii) the corresponding authenticators. VERITAS instantiates REP and PE with the BFV homomorphic encryption scheme, and Blake2b \cite{96} as a PRF. VERITAS offers flexible parameterization of the authenticator security parameter $\lambda$ to provide sufficient security guarantees, depending on the application requirements (typically, $\lambda \geq 32$ for malicious-but-rational adversarial models \cite{75}), and it sets the HE and hash function security requirements to max($\lambda, 128$)-bits. By default, using VERITAS does not provide any feedback to the computing server (see Appendix G-C). As BFV is a semantically secure canonical homomorphic encryption scheme and Blake2b yields a secure PRF \cite{96}, and as both are parameterized to achieve 128-bits security, VERITAS securely instantiates REP and PE. Thus, it protects the privacy of the client data and the computation result; by semantic security of BFV, the ciphertexts and the authentications reveal nothing about the underlying data before decryption. We build VERITAS in Golang on top of Lattigo’s BFV implementation \cite{43}. It is modular and enables developers to seamlessly obtain client verification capabilities in existing homomorphic encryption pipelines (i.e., by only changing a few lines of code). VERITAS can be employed to verify the result correctness of any circuit admissible by BFV. We show its versatility over various use cases in §VI-C. All experiments were conducted on a machine with an Intel Xeon E5-2680 v3 processor and 256GB of RAM.

B. Benchmarking BFV Operations

As described in §IV and §V, both authenticators trivially support the BFV linear operations (e.g., addition, subtraction, constant multiplication). These operations are simply executed on all components of the authentication $\sigma$. Although both authenticators support any rotations, REP requires keys with an increase of the rotation step by a factor of $\lambda$ to avoid mixing up the various slots. These linear operations do not expand the size of the authentication. REP naturally supports multiplication operations, whereas PE requires a convolution for every multiplication. The computation complexity of this operation depends on the degree $d$ of the input authentication. Both REP and PE naturally support relinearization. We present benchmarks of the amortized evaluation costs (over the ciphertext slots) for each BFV operation in Table II for $\lambda = 32$, averaged over 100K runs. The BFV parameters are set to $(\log N = 14, \log q = 438)$. We observe that REP’s linear operation timings are multiplied by $\lambda$ (as the messages are replicated $\lambda$ times), whereas PE less than triples them. Regarding multiplications, REP’s computational overhead remains constant and the
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computational overhead of the PE scheme increases with every depth of the circuit. Furthermore, each multiplication introduces a linear growth of the authentication size hence affects memory and communication. In terms of memory requirements, REP has in the worst case a linear overhead in $\lambda$ (this can be reduced if the whole encoding fits into a single ciphertext). For PE, the size $d$ of the authentication is linear in the degree of the evaluated function. We discuss in Appendix F the influence of the security parameter $\lambda$ on VERITAS’ overhead.

C. Experimental Case Studies

We now show how VERITAS introduces computation verification capabilities in existing homomorphic encryption pipelines. We illustrate the performance of VERITAS under different conditions: small (ride-hailing [VI-C1]), genomic-data analysis [VI-C2] federated averaging [VI-C3] vs. large (encrypted search [VI-C3] multiplicative depth, and small [VI-C2] machine-learning prediction [VI-C4] vs. large ([VI-C3] and VI-C5) amount of data. For each use case, we first describe the baseline (i.e., the homomorphic encryption pipeline that protects only privacy) and then analyze the performance of VERITAS using both authenticators and their optimizations when relevant. Note that, although the PE operations are embarrassingly parallelizable, we evaluate them on a single thread for the sake of comparison. VERITAS’ relative (with respect to the baseline) computation and communication overheads ($i.e., (x - x_{base})/x_{base}$) are presented in Figure 7; these overheads are averaged over 1K runs.

1) Ride-Hailing Services: Ride-hailing services enable the matching of a driver to a customer (or rider), depending on their locations. As location data can leak sensitive information [61], [103], existing solutions use HE to protect confidentiality against the ride-hailing service [2], [92]. Furthermore, it is crucial to verify the correctness of the matching in order to ensure a fair and transparent process [19], [71].

Description. We evaluate an HE pipeline inspired by ORide [92]. Each driver encrypts their location into a single ciphertext (each coordinate into a different slot piloted by the driver ID). The rider encrypts its location into a fully packed ciphertext (replicating its coordinates through the whole vector). The server computes the squared difference between the ciphertext of the rider and the ciphertext resulting from the sum of all drivers’ ciphertexts. It returns the result to all drivers and to the rider who decrypts to discover the closest match. Using VERITAS, the drivers and the rider collectively run the authenticator-key generation and encode, before encryption, their respective location vectors.

Parameterization. In our use-case, we consider 32 drivers, and set the HE cryptographic parameters to $\log N=15$ and $\log q=700$. With BFV, the client and drivers need in total 2.3s to encrypt their location, and the server’s matching requires 0.5s. The client decryption/decoding needs 34ms and the client egress/ingress communication per client is 6.3MB. We parameterize the encodings with a security parameter $\lambda \geq 40$ ($i.e., \lambda=64$ for REP and $t$ a 56-bit prime for PE). Due to this use-case’s low multiplicative depth, we do not present the PoC and ReQ optimizations.

Results. In Figure 7a, we observe that both authenticators induce minimal overheads for the offloading client. With REP, the client’s computation time for the creation of the encodings is multiplied by 1.6, whereas PE is 1.9× slower than the BFV baseline for encoding and encryption. This modest overhead is due to the small amount of data handled: REP’s extended vector fits into a single ciphertext. As a result, the client needs 3.6s and 6.7s to generate, respectively, a REP and a PE authentication. REP has almost no effect on the evaluation time, whereas the circuit’s multiplication leads to a 2.4× increase in the server evaluation with PE (1.8s). The effort of the decrypting client for REP is mainly for the verification of the challenges, whereas for PE this is negligible; its cost is dominated by the decryption and decoding of the ciphertexts. Indeed, compared to the baseline (34ms), it takes 3.3× more time for PE to decrypt, decode, and verify the result of the challenges. Although REP does not affect the communication overhead between the server and the client, PE doubles the server’s ingress and triples the egress costs (see Table 7).

2) Genomic-Data Analysis: The emergence of direct-to-consumer and medical services that collect DNA to improve users’ health and to customize their treatment [1], [42], along with the immutable and personal nature of genomic data, raises numerous privacy concerns [44]. As a result, several works consider protecting the confidentiality of the genomic data with HE [7], [40], [41], [106]. The medical nature of the computations performed on this data entails the correctness of the outcome to avoid misdiagnosis or insurance fraud [8], [102].

### TABLE II: Amortized timings of VERITAS for homomorphic operations evaluation ($\mu$s) for an authenticator’s security parameter $\lambda=32$. The baseline is the standard BFV scheme.

| Op. | Add. | Mul. | Rot. | Relin. | Mul. depth |
|-----|------|------|------|--------|------------|
| BFV | 0.02 | 0.04 | 2.3  | 1.8    | 2.6        |
| REP | 1.07 | 1.4  | 70   | 60     | 105        |
| PE  | 0.09 | 0.1  | 2.9  | 4.8    | 9.3        |
**Description.** We apply VERITAS to a disease-susceptibility computation. Users offload an encrypted version of their DNA (single nucleotide polymorphisms or SNPs) to the server. Later on, a medical institution offloads encrypted weights to the server; these are used for a specific disease prediction. The server computes the scalar product between the weights and the SNPs, and it returns the result to the user. The user can verify the result, even if it does not have access to the weights in cleartext and has access only to their identifiers shared by the medical institution.

**Parameterization.** The user encrypts $2^{15}$ SNPs of her DNA, and the medical center encrypts their corresponding weights for breast cancer prediction [24]. The HE cryptographic parameters are thus set to $(\log N=15, \log q=700)$. The baseline client encoding/encryption time is $0.13\text{s}$, and the disease susceptibility computation by the server requires $1.9\text{s}$. The decryption/decoding needs $39\text{ms}$, and the disease susceptibility computation by the server requires $1.8\text{s}$.

The description is primarily about the process of offloading encrypted data and verifying results in a medical context, with specific details about the cryptographic parameters and execution times.
Results. Figure 7a shows that, as the client offloads a fully packed ciphertext, the overhead induced by REP’s creation is $70 \times$ the baseline (9.2s). In contrast, PE only triples the creation time (0.4s). The ingress communication to the server and its computations abide to a similar scaling (404MB for REP and 13MB for PE). The server evaluation time, compared to the baseline, is tripled in the case of PE (6s) and is $10 \times$ for REP (22s). This is due to an optimized evaluation circuit for REP that only performs the required inner sum after the 64 SNPs/weights ciphertexts are multiplied slot-wise; a naive evaluation would lead to a $\lambda$-factor overhead. The ingress communication to the decrypting client is tripled for PE, whereas it remains unchanged for REP. We also observe that REP’s verification time (123ms) is dictated by the verification of the challenges ($\lambda/2$ of them), whereas the fast verification time of PE’s challenge is shadowed by the decryption and decoding of 2 additional ciphertexts compared to the baseline (leading to 157ms).

3) Search on Encrypted Data: Encrypted lookups protect the confidentiality of sensitive data while enabling clients to query a database that stores it [3, 38, 95, 108]. As both the database and the query are encrypted, the executing server does not learn any information. This can be applied, for instance, to an encrypted DNS search or to a query for the existence of a password in a list of vulnerable passwords [86]. In such cases, an unencrypted query would leak information to the server, e.g., the websites a client is trying to access or their passwords; and an incorrect search result could lead to an application-level vulnerability, e.g., redirection to a malicious website, or to the use of an insecure password.

Description. We implement an encrypted DNS search in a database of domains of at most 16 characters in ASCII bit-representation. We follow the blueprints of the lookup use-case implemented in HElib [62] that we adapt to BFV. The query’s bit-representation is XORed with the bit-representation of all database entries. If any of the result’s bits are null (i.e., this entry did not match the query), its bit representation is multiplied by 0. The results for each entry are aggregated into a single ciphertext. For efficiency, several database entries are packed into a single ciphertext. We deliberately choose this use-case to demonstrate the impact of a large multiplicative depth on VERITAS’ efficiency.

Parameterization. The authenticator parameters are set to $\lambda=64$ for REP and to $\log t=58$ for PE. To support the circuit, we opt for ($\log N=16, \log q=1, 140$). We focus on a fully packed ciphertext that comprises 512 database entries. The client needs 0.9s to encode and encrypt the search query, and the server requires 30s to run it on the encrypted database. The decryption/decoding executes at 140ms, and the client in/out communication is 25MB per ciphertext.

Results. REP introduces a significant computational and communication overhead for the offloading client as the extended vector is encrypted into $\lambda$ ciphertexts. PE, on the contrary, less than triples the encoding/encryption time and communication overhead towards the server. The server computational overhead is $51 \times$ more important for REP (1,500s), compared to the baseline. As the circuit is of depth 7 (with relinearization), the convolutions required by the PE create significant computation and egress communication overheads for the server (i.e., 83$\times$ or 2,500s for computations and 131$\times$ more communication than the baseline). Accordingly, PE’s verifying cost is dominated by the numerous ciphertexts that store the encoding (21s). We observe that ReQ significantly reduces by more than 20-fold the server and client computational overhead while minimizing the communication overhead, compared to the standard PE approach (at the cost of online client-server interactions). With ReQ, the server evaluation now takes only 120s with a short client involvement during the interaction (4.9s). The client verification eventually requires only 550ms (5.5s in total compared to 21s for standard PE). REP does not need this optimization but needs more challenge values to be verified in the Verify phase.

4) Machine-Learning Prediction: Advances in machine learning (ML) enable new ways for data analytics and several works explore the use of HE in order to protect, during ML inference, data confidentiality [23, 81, 89, 112, 116]. However, as the correctness of the prediction can be tantamount to confidentiality, we apply VERITAS to an encrypted ML inference pipeline. Indeed, misclassification or malicious predictions could render the application pointless and have dire consequences, such as financial misprediction or cyberthreat misclassification, for the end users [55, 81, 110, 112].

Description. For this use-case, we re-implemented the Low-Latency Privacy Preserving Inference (LoLa) [23] pipeline in Go. This pipeline uses a neural network composed of a convolutional layer (with 5 kernel maps of size 5$\times$5 and a stride of 4), followed by a square activation function and a fully connected layer. The model is pre-trained on the MNIST handwritten digit dataset (comprising 28$\times$28 grayscale images) and its weights are offloaded encrypted by an ML provider. Following [23], the client encodes and packs each image into 25 ciphertexts with different packing approaches that facilitate the neural-network operations.

Parameterization. We use the HE parameters ($\log N=15, \log q=700$). The client requires 1.6s to encode and encrypt the input image, and the server requires 13s to perform the inference. The decryption/decoding executes at 330ms and the server ingress/egress communication is 160/63MB. We set $\lambda=64$ for REP and $\log t=56$ for PE.

Results. Figure 7d shows that, as the ciphertexts are not fully packed, REP introduces a negligible overhead for the offloading client (less than 1$\times$). The PE creation is 2$\times$ slower than the baseline. Whereas REP is seamless for the server, PE introduces an overhead that is 3$\times$ more; the activation function requires a multiplication that introduces convolutions. The verification cost for REP is piloted by the challenge verification and the decoding, which leads to a total Verify phase of 0.6s. PE verifies the challenges in 0.006s but introduces decryption and decoding overhead due to the exchange of 3$\times$ more ciphertexts than the baseline. We observe that PoC reduces the communication to only two ciphertexts assuming an investment from the server (i.e., 8$\times$ slower evaluation).
5) Federated Learning: Federated learning has emerged as a technique for improving ML training by relying on silos of training-data distributed amongst several clients. Clients locally train models and exchange the model updates with a central entity that aggregates them and broadcasts the result. As the values exchanged during the training of a federated model leak information about the training data [17], [84], [82], [113], several works rely on secure aggregation techniques by using HE to protect confidentiality [42], [117], [115]. Also, ensuring the correctness of the aggregation is crucial for avoiding the introduction of backdoors, maliciously biased weights, and/or simply the deliberate exclusion of some client models by a malicious server [17], [91], [100], [111], [116].

Description. We adapt the federated averaging pipeline (FedAvg) proposed by McMahan et al. [83] for MNIST digit recognition to a cross-silo setting where clients trust each other but not the aggregator. This pipeline employs a simple multi-layer perceptron with two hidden-layers of 200 units using the ReLu activation function (199, 210 parameters in total). The dataset is split across 100 clients, and 10 of them are randomly polled at each epoch for the federated averaging. Weights are locally quantized, by each client, to integers (16-bits as in [115]) before being sent encrypted to the aggregator. After secure aggregation, the global weights are then decrypted and de-quantized by the clients and used for the next epoch. After 100 epochs, we obtain an accuracy of 91% (achieving higher accuracy with more iterations or different parameterization is out of the scope of this work). As all the clients trust each other, one client is in charge of generating the cryptographic keys and uses a secure channel (such as TLS) to share them with the server and the other clients. As the local training datasets are never shared, VERITAS enables result verification without needing the input data.

Parameterization. We use the HE parameters ($\log N=15$, $\log q=700$) and report results per epoch. Clients require $4.3s$ to encode and encrypt their local models, and the server requires $0.2s$ to aggregate them. The client decryption/decoding requires $214ms$ and the client egress/ingress communication is $44/44MB$. We set the authenticator parameters to $\lambda=64$ for REP and $\log t=55$ for PE.

Results. Figure 7e shows that, due to the huge volume of data (199, 210 model parameters encrypted in 7 ciphertexts per client), REP creation is about 60× slower than the baseline, thus making the PE encoding much more efficient ($255s$ vs. $11s$, resp.). Similarly, the non-existent multiplicative complexity of secure aggregation showcases that PE is more efficient for the server; it introduces a 1.5× server evaluation overhead, compared to REP’s 80× one ($0.4s$ vs. $13s$). Accordingly, the client verification with PE is only 2.2× slower than the baseline, whereas REP introduces an overhead of 70× more ($0.7s$ vs. $15s$ resp.). The overall communication overhead of REP is more significant than PE (24GB vs. 88MB).

D. Comparison With Prior Work

A direct performance comparison between VERITAS and the related work is not straightforward due to (i) the different models employed for verifying the integrity of homomorphic computations, (ii) the related work’s limitations regarding the homomorphic operations supported (see Table I), and (iii) the lack of implemented solutions. For instance, Fiore et al. [49] cannot support the HE parameterization used in [VI-C] and Bois et al. [18] cannot evaluate rotation or relinearization operations; neither work has a public implementation. We implemented Rinocchio [52] and discovered that it can practically handle only arithmetic operations: To support the rounding operations required by modern HE schemes for tensoring and rotations (key-switching) (see §III-A), Rinocchio requires emulating multiple rings which would significantly slow down its performance. Thus, we evaluate Rinocchio only on the federated learning use-case (§VI-C5). Although it yields a succinct proof (118sB), Rinocchio is computationally more expensive than our solution (23s and 8s for the Create and Verify phases resp. compared to $0.4s$ and $0.7s$ for VERITAS) – and assuming the already expensive setup phase ($\sim 1h$). Only the early work of Fiore et al. [49] has been officially implemented. As their work is limited to quadratic functions and cannot support rotations, we can compare it with VERITAS only on the ride-hailing (§VI-C1) and federated learning (§VI-C5) use-cases. For a similar HE parameterization, we estimate that their verification would take 180ms for the ride-hailing (resp. 4.1s for federated learning), whereas VERITAS requires 50ms with the best encoding (resp. 0.7s for federated learning). Similarly, following Fiore et al.’s evaluation, the server’s ride-hailing evaluation takes 0.8s (resp. 0.1s for federated learning), which is very similar to VERITAS (0.5s and 0.4s, resp.). We stress again that none of the other use-cases from [VI-C] can be efficiently achieved by using prior work.

E. Evaluation Take-Aways

Our evaluation shows that VERITAS is suitable for various applications and yields different trade-offs depending on the setting and the security requirements. When the volume of input data is small and REP’s (§IV) extended vector fits in a single ciphertext, then REP outperforms PE (§VI-C1,§VI-C4). When the application requires fully packed ciphertexts, PE (§V) reduces the load of the client by an order of magnitude (§VI-C3,§VI-C5). Furthermore, our analysis demonstrates that PE yields a significant overhead for the server when the circuit multiplicative depth is large (§VI-C3). This is alleviated by ReQ (§V-D) which further improves the client verification time when interactivity is possible. With some computation overhead at the server, the PoC (§V-C) reduces the volume of data sent back to the decrypting client (§VI-C4). Both ReQ and PoC optimizations improve the computation and communication overheads at the client, thus making the use of VERITAS suitable for constrained clients. Our evaluation also shows that VERITAS can cope with various use-cases relying on complex homomorphic operations that were not supported by the state of the art [18], [50], [52]. Overall, we observe that it enables homomorphic computation verifiability with acceptable overheads for the client and server (and even more considering the overhead of the HE pipeline itself; see Appendix G-B).
For instance, it enables the verifiability of a disease prediction result on genomic data, with less than 3× computation and communication overhead for the client and the server, compared to the HE baseline.

VII. RELATED WORK

We review the literature on the verification of HE operations. We identify the following approaches.

Enc-and-Mac [68], [73], [72]. These works create homomorphic authenticators of the plaintext data and its encryption concurrently. To preserve confidentiality, the homomorphic authenticator needs to provide semantic security. Li et al.’s solutions [73], [72] work only for bounded degree polynomials and cannot cope with non-algebraic HE operations, e.g., relinearization or key-switching, and are as secure as the underlying MAC.

Enc-then-Mac [28], [101], [113], [49]. Catalano et al. [28] authenticate linear ciphertext operations using the homomorphic MAC of [26]. By modifying this authenticator and by relying on different security assumptions (e.g., structure-preserving signatures [74], error-free approximate greatest common divisor problem [63], and functional encryption [56]), other works support quadratic functions [101], [113]. Fiore et al. [49] propose the first solution tailored to a RLWE-based scheme similar to BGV: Ciphertexts are integrity-protected via a homomorphic MAC [9] and a hashing technique compresses them to save storage and computational resources. But their instantiation works for a simplified version of BV without relinearization and key-switching (thus, without rotations nor SIMD) and supports only quadratic functions (see Table I).

SNARKs [50], [18], [52]. These works consider proving the correctness of ciphertext operations by relying on generic proof systems e.g., [57], [12], [25], [37], [59], [82], [90], [99], [103], [109]. Fiore et al. [50] use commitments and SNARKs to achieve verification of homomorphic evaluation for bounded polynomial operations. They reduce the overhead due to the ciphertext expansion by relying on two blocks: (i) a commit-and-prove SNARK for arithmetic circuits, and (ii) a commit-and-prove SNARK for multiple polynomial evaluations. But their solution does not support modulus switches and rounding operations; contrary to our approach, this limits the use of several state-of-the-art schemes (e.g., BFV and BGV). Moreover, it requires the SNARKs and the HE scheme to share the same cryptographic parameters, which can result in an undesired overhead; the HE modulus should match the SNARK one which is usually much larger. Although this latter constraint is lifted by Bois et al. [18], the resulting approach still limits the admissible HE pipelines (since it does not support modular reduction). Rinocchio [52] introduces a new SNARK for rings that can be used for verifiable computations on encrypted data. Compared to [50], Rinocchio supports common lattices used by HE schemes. But Rinocchio is still not as expressive as HE and cannot practically support core operations (e.g., relinearization, key-switch, and bootstrapping). Overall, these works are limited in the admissible operations supported (see Table I) and potentially induce a non-negligible memory and computation cost for the prover.

Trusted Hardware [88]. This line of research employs trusted hardware to ensure computation integrity. But it relies on a different threat model (i.e., a trusted chip manufacturer) and might be vulnerable to side-channel privacy leakage [76], [107], [114] and integrity attacks [46], [93].

VIII. CONCLUSION

In this work, we have proposed two error-detection encodings that can be used to verify the integrity of homomorphic computations. With these encodings, a client can augment existing privacy-preserving pipelines based on homomorphic encryption with computation verification at a minimal cost; this way, their threat model can be easily extended from an honest-but-curious adversary provider to a malicious but rational one. We have also provided VERITAS, a new open-source library that implements our solution and we demonstrated its practicality and versatility on several use-cases.
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APPENDIX A

HOMOMORPHIC AUTHENTICATORS

In this section, we recall the formalism of homomorphic authenticators.

HA.KeyGen(1^λ) → (evk, sk): Output a secret key sk and an evaluation key evk for the authenticator.

HA.Auth(m, τ; sk) → σ: Create an error-detecting authentication σ for a message m associated with an identifier τ.

HA.Eval(f(·), σ̂; evk) → σ′: Evaluate a deterministic function f(·) on authenticated data where σ̂=(σ_1, ..., σ_n) and each σ_i authenticates the i-th input m_i. σ′ authenticates the result m′=f(m_1, ..., m_n).

HA.Ver(¿, σ′; sk) → {0, 1}: Check that m′ obtained from the authentication σ′ is the correct output of the program ¿=(f(·), (τ_1, ..., τ_n)); i.e., the evaluation of f(·) on authenticated inputs identified by τ_1, ..., τ_n.

We now recall some of the properties of an HA scheme.
• **Authentication Correctness**: For any message $m$ associated with $\tau$,

\[
\Pr \left[ \text{HA.Ver}(\mathcal{T}, \sigma, \sk) = 1 \mid (\text{evk}, \sk) \leftarrow \text{HA.KeyGen}(1^\lambda) \right] = 1,
\]

with $\mathcal{T} = (\text{Id}, \tau)$ the program associated with the identity function.

• **Evaluation Correctness**: Consider any key pair $(\text{evk}, \sk)$ generated through the HA.KeyGen$(1^\lambda)$ procedure. Define any fixed circuit $f(\cdot)$, and any correctly generated triplet $\{(\mathcal{P}_i, m_i, \sigma_i)\}_{i=1}^{n}$. If $m^* := f(m_1, \ldots, m_n)$, $\mathcal{P}^* := f(\mathcal{P}_1, \ldots, \mathcal{P}_n)$, and

\[
\sigma^* := \text{HA.Eval}(f, (\sigma_1, \ldots, \sigma_n); \text{evk}),
\]

then HA.Ver$(\mathcal{P}^*, \sigma^*; \sk) = 1$.

• **Authenticator Security**: Given the security parameter $\lambda$, the probability of a malicious adversary convincing the verifier to accept a wrongfully computed result is negligible. More formally, define $\text{Exp}_A[\text{HA}, \lambda]$ as in Experiment [1]. The authenticator HA is said to be secure if for any PPT adversary $A$, $\Pr[\text{Exp}_A[\text{HA}, \lambda]] = 1 \leq \negl(\lambda)$.

### APPENDIX B

**Security Proof for REP (§IV-B)**

**Theorem [1]** Let $\lambda$ be a power-of-two security parameter. If the PRF $\text{F}_K$ and the canonical HE scheme are at least $\lambda$-bit secure, then for any admissible program $\mathcal{P}$, REP as in Scheme 2 is a secure authenticator and a PPT adversary has a probability of successfully cheating the verification negligible in $\lambda$.

**Proof**: We follow Gennaro and Wichs’ Theorem 3.1 on the security of their homomorphic MAC [54]. Let $\mathcal{A}(1^\lambda)$ be a probabilistic polynomial time (PPT) attacker. We define the following game following Experiment [1].

**Game0**: This is the forgery game based on Experiment [1] as $\text{Exp}_A[\text{REP}, \lambda]$. We recall that the game outputs 1 if the verification procedure $\text{REP.Ver}(\mathcal{P}^*, \sigma^*; \sk) = 1$ and one of the two conditions holds:

- **Type 1**: $\mathcal{P}^*$ is not well-defined w.r.t. the set of inputs $T$ (see §III-B).
- **Type 2**: $\mathcal{P}^*$ is well-defined on $T$ and $f(m_1^*, \ldots, m_n^*) \neq \hat{m}^*$ (i.e., wrongful computation).

The scheme REP is said secure if for all PPT $\mathcal{A}$,

\[
\Pr \left[ \text{Game0}(1^\lambda) = 1 \right] \leq \negl(\lambda).
\]

Now let us design hybrid games by modifying Game0.

**Game1**: We modify Game0 by replacing the PRF $\text{F}_K$ with random values in the authentication and verification procedures such that any random oracle outputs random values on the fly. By the pseudorandomness of $\text{F}_K$, it is clear that

\[
\Pr \left[ \text{Game1}(1^\lambda) = 1 \right] \geq \Pr \left[ \text{Game0}(1^\lambda) = 1 \right] - \negl(\lambda).
\]

**Game2**: We change the winning condition of Game1 such that the adversary wins only if the Type 2 attacks succeed and Type 1 fail. Let $E$ be the event of winning a Type 1 forgery in Game1. For the adversary to win a Type 1 forgery, it must pass some unauthenticated inputs. Because the verifier can directly reject inputs with unknown identifiers, the only option for the adversary is to submit a forgery of the input authentications. Forging an input authentication implies: (i) finding all the $\lambda/2$ replication slots to store the forged input and (ii) guessing the $\lambda/2$ challenge values in $Z_t$. The probability of (i) is negligible by construction, and the probability of (ii) is at most $(1/\lambda)^{\lambda/2}$, which is negligible in $\lambda$ for any non-trivial plaintext modulus $t > 3$. Therefore, we have that $\Pr[\text{Game2}(1^\lambda) = 1] \geq \Pr[\text{Game1}(1^\lambda) = 1] - \negl(\lambda)$.

**Game3**: We modify the winning condition of Game2. Now, the challenger remembers the authentication $\sigma$ associated to a message $m$ with identifier $\tau$ (i.e., it stores $(\tau, m, \sigma) \in T$ and remembers the randomness used for the encryptions and the keys). Additionally, the challenger re-packs the extended vectors such that $\forall i \in [\lambda] \setminus S$, $\mathcal{P}_i$ either stores the original message $m$ or $\forall i \in S$, $\mathcal{P}_i$ stores a challenge vector (this re-packing is a client-side operation and does not change the adversary’s view). Consider the adversary outputting a forgery $(m^*, \mathcal{P}^* = (f(\cdot), (\tau_1^*, \ldots, \tau_n^*)), \sigma^* = \hat{c}^*)$. Denote by $\hat{c}$ the honest ciphertext for the labeled program $\mathcal{P}^*$ (i.e., the homomorphic evaluation of $f(\cdot)$ on inputs $c_1, \ldots, c_n$). Denote by $\mathcal{P}_i^*$ the forgery of the first polynomial decrypted from $c^*$. We modify the verification procedure to:

1) Use the stored ciphertexts in $T$ and decrypt them to obtain the challenge values, compute $f(\cdot)$ to get the challenge values of the output $\hat{\tau}_i$, and recompute the result ciphertext $\hat{c}$. Check if $\forall i \in S$, $\mathcal{P}_i^* = \hat{\mathcal{P}}_i$ and the ciphertexts match. Otherwise, reject.
2) $\forall i \in [\lambda] \setminus S$, check if all $\mathcal{P}_i^*$ are equal to the honest output obtained from $\hat{c}$ (say $\hat{m}$). If so, reject.

By construction, any Type 2 forgery accepted in Game2 is also accepted in Game3. This is because the protocol admits as functions only admissible polynomial operations on the plaintext space (the randomness of the ciphertexts is now fixed in this
If the PRF Theorem 2: protocol aborts if all the challenges have the same value). Since the program is admissible, this event happens with probability consider a PPT adversary A. This game is the forgery game based on Experiment 1 as which can be parameterized to be negligible in S honest extended vectors match. The adversary wins if the second and third steps of Game3 pass which only occurs if successfully cheating the verification negligible in λ. Thus, thus breaking the semantic security of the HE scheme.

In Game4, S is never used at authentication time. Thus, we can think of the challenger picking S only at verification time. For any Type 2 forgery (m∗, P∗=(f, (τ∗1, ..., τ∗n)), σ∗), decryption leads to HE.Dec(c∗; skHE)=(p1∗, ..., pλ∗). Denote by p∗i the i-th vector of the honestly generated ciphertext. Let S∗={i ∈ [λ] : p1∗=p∗i ∧ c∗=ci} be the indices on which the forged and honest extended vectors match. The adversary wins if the second and third steps of Game3 pass which only occurs if S = S′ (the protocol aborts if all the challenges have the same value). Since the program is admissible, this event happens with probability 2−λ. Thus, Pr [Game4(1λ) = 1] ≤ 2−λ. In turn, we see that

Pr [Game0(1λ) = 1] ≤ 2−λ + negl(λ) ≤ negl(λ)

which can be parameterized to be negligible in λ, concluding the proof.

APPENDIX C
SECURITY PROOF FOR PE (§V-B)

Theorem 2 If the PRF FK and the canonical HE scheme are at least λ-bit secure and if t is a λ-bit prime number, then, for any program P with authentications of bounded degree, PE is a secure authenticator and a PPT adversary has a probability of successfully cheating the verification negligible in λ.

Proof: We follow the security analysis sketched in Catalano and Fiore’s information-theoretic homomorphic MAC. We consider a PPT adversary A(1λ). We design the following series of games.

Game0: This game is the forgery game based on Experiment 1 as ΞP[P,E, λ]. The different types of forgeries (i.e., Type 1 and 2) are defined in Appendix B. Recall that the scheme PE is said secure if ∀ PPT A,

Pr [Game0(1λ) = 1] ≤ negl(λ).

Now let us design hybrid games by modifying Game0.

Game1: We modify the verification procedure in Game0 such that the challenger checks whether the program P is well-formed or not (i.e., all inputs are authenticated) using probabilistic polynomial identity testing (see Prop.1):

\[ |Pr[Game1(1λ) = 1] − Pr[Game0(1λ) = 1]| ≤ 2−λ. \]

Game2: We modify Game1 by replacing the PRF FK with random values in the authentication and verification procedures such that a random function outputs random values on the fly. By the pseudorandomness of FK, it is clear that

\[ |Pr[Game2(1λ) = 1] − Pr[Game1(1λ) = 1]| ≤ negl(λ). \]

Game3: We modify only the verification procedure of Game2. For the labeled program P = (f (·), (τ1, ..., τn)), and a verification query (m, P, σ′), parse σ′ = (c0, ..., cλ).

- If y0 = HE.Dec(c0; skHE) ≠ m, then reject.
- If P is not well-defined on T, then the challenger sequentially:
  1) ∀i ∈ [n], s.t. (τi, ·) /∈ T, samples uniformly at random rτi, and computes ρ = f(rτ1, ..., rτn).
  2) Decrypts the ciphertexts s.t. ∀i ∈ [0:d], yρ = HE.Dec(cρ; skHE).
  3) Computes Z=ρ − \( \sum_{i=0}^{d} y_{i} \cdot c_{i} \).
  4) If Z=0 mod t then the challenger accepts (i.e., outputs 1), otherwise it rejects.

As it is merely a syntactic change from Game2.

\[ Pr[Game2(1λ) = 1] \equiv Pr[Game3(1λ) = 1]. \]
Game4: We modify the verification procedure of Game3. Consider that $\mathcal{P}$ is well-defined over $T$. For all $i \in [n]$ such that $(\tau_i, \cdot) \notin T$ (i.e., one of the slot values was not in $T$), the challenger chooses a dummy $\sigma_i$ generated for a random message for the corresponding slot. The challenger then computes $\hat{\sigma}' = (\hat{c}_0, \ldots, \hat{c}_d) \leftarrow \text{PE.Eval}(f(\cdot), \hat{\sigma}; \text{evk})$. Now:

- (A) If $\forall k \in [0:d]$ $\text{HE.Dec}(c_k; \text{sk}_{HE}) = \text{HE.Dec}(\hat{c}_k; \text{sk}_{HE})$, then accept.
- (B) If $\exists k$ s.t. $\text{HE.Dec}(c_k; \text{sk}_{HE}) \neq \text{HE.Dec}(\hat{c}_k; \text{sk}_{HE})$, compute

$$Z = \sum_{i=0}^{d} (\text{HE.Dec}(c_i; \text{sk}_{HE}) - \text{HE.Dec}(\hat{c}_i; \text{sk}_{HE})) \cdot \alpha^i.$$

If $Z = 0 \mod t$ then accept, otherwise reject.

We show that the adversary has the same view as in Game3. Consider $(m, \mathcal{P}, \sigma' = (c_0, \ldots, c_d))$ with $\mathcal{P} = (f, (\tau_1, \ldots, \tau_n))$ well-defined on $T$. We distinguish two cases:

1) **All inputs were authenticated:** $\forall i \in [n]$, $(\tau_i, m_i) \in T$ and $\sigma_i \leftarrow \text{PE.Auth}(m_i, \tau_i; \text{sk})$. Recall that the challenger computes $\hat{\sigma}' = (\hat{c}_0, \ldots, \hat{c}_d) \leftarrow \text{PE.Eval}(f(\cdot), \hat{\sigma}; \text{evk})$. Now if (A) occurs, then the answer is correct by the correctness of the HE scheme. If (B) occurs, as the same values $\{r_{\tau_i}\}$ are generated,

$$\rho = \text{PE.Ver}(P, \hat{\sigma}'; \text{sk}) = \text{PE.Ver}(P, \sigma'; \text{sk}).$$

So accepting if $Z = 0$ is the same as returning the output of $\text{PE.Ver}(P, \sigma'; \text{sk})$.

2) **Some of the inputs were not authenticated:** $\exists i \in [n]$, s.t. $(\tau_i, \cdot) \notin T$ (at least in one of its $N$ components). Thus, by definition of the well-defined program, wires with those inputs are not used in the computation (i.e., same output regardless of the value of those wires). This also holds after the homomorphic transformation and thus the dummy input chosen does not impact the computation.

As Game4 is only a syntactic change from Game3, $\Pr[\text{Game3}(1^\lambda) = 1] \equiv \Pr[\text{Game4}(1^\lambda) = 1]$.

Game5: We modify the verification procedure of Game4. We define a flag $[\text{BAD}]$ initially set to false. When verifying $(m, \mathcal{P}, \sigma')$, if the computation $Z = 0 \mod t$ then the challenger rejects and sets $[\text{BAD}] = \text{True}$. By definition of the verification procedure, **Type 1** and **Type 2** forgeries are rejected leading to $\Pr[\text{Game5}(1^\lambda) = 1] = 0$. Note that Game4 and Game5 are identical unless the event $\xi = \text{"[BAD] is true"}$ occurs. Thus, $\Pr[\text{Game5}(1^\lambda) = 1] = 0$ leads to

$$\Pr[\text{Game4}(1^\lambda) = 1] - \Pr[\text{Game5}(1^\lambda) = 1] \leq \Pr[\xi].$$

For the flag $[\text{BAD}]$ to be set, the challenger needs to compute $Z$. Depending on the definition of $\mathcal{P}$ two cases occur:

1) $\mathcal{P}$ is well-defined and $Z = \sum_{i=0}^{d}(y_k - \hat{y}_k) \cdot \alpha^i = 0 \mod t$ where $\exists k \in [0:d]$ s.t. $y_k \neq \hat{y}_k$. Call this constraint $\xi_1$.

2) $\mathcal{P}$ is not well-defined, $Z = \rho - \sum_{k=0}^{d} y_k \cdot \alpha^i = 0 \mod t$, and $\rho$ is computed using at least one value $r_{\tau_i}$ that was not authenticated. Call this constraint $\xi_2$.

This leads to

$$\Pr[\xi] \leq \Pr[Z = 0|\xi_1] + \Pr[Z = 0|\xi_2].$$

Observe that before the verification, there exists exactly $t$ possible tuples $(\alpha, \{r_{\tau_i}\}_{\tau \in T})$ consistent with the adversary’s view. The first probability in Eq. [1] is bounded by $d/t$ as the polynomial $\sum_{i=0}^{d}(y_i - \hat{y}_i) \cdot x^i$ has at most $d$ zeros and there are at most $t$ possible values for $\alpha$. Indeed, finding these values is equivalent to finding the common zeros to $N$ degree $d$ polynomial equations. By defining the bivariate polynomial $Z[X, Y] = \sum_{i=0}^{d}((y_k Y - \hat{y}_k Y) \cdot X^i)$, we can rewrite the above polynomial as $Z[X, Y] = \sum_{i=0}^{d} \sum_{j=0}^{N-1} z_{ij} \cdot Y^j X^i$. To find the zeros in $X$ for all possible values in $Y$, we can project on the basis generated by the $\{Y^j\}$ leading to $N$ polynomial equations of the form $\sum_{i=0}^{d} z_{ij} x^i = 0$, for $j \in [0: N-1]$, each with at most $d$ zeros. Thus, the overall number of zeros in the X-dimension of the bivariate polynomial is the intersection of all these zeros which cannot be more than $d$. For the second probability of Eq. [1], as the program is not well-defined, $\rho$ can be seen as a non-constant polynomial in $\{r_{\tau_i}\}_{\tau \in T}$. As no query has involved $\tau_i$, the adversary can only guess its value with probability $1/t$. By the polynomial identity lemma, $\Pr[Z = 0|\xi_2] \leq \frac{1}{t}$. Thus, $\Pr[\xi] \leq \frac{2d}{t}$, which in turn leads to

$$\Pr[\text{Game0}(1^\lambda) = 1] \leq \frac{2d}{t} + 2^{-\lambda} + \text{negl}(\lambda) \leq \text{negl}(\lambda),$$

which can be parameterized to be negligible in $\lambda$, concluding the proof. \qed
In this section, we analyse the security of our polynomial compression protocol (PoC).

**Theorem 3.** PE achieving the conditions of Th.2 and combined with the polynomial compression of Fig. 3 is a secure authenticator (§III-C and Appendix A).

**Proof:** We focus on the verification procedure of PE to estimate the probability of check (3) passing with wrongful polynomials. Let $W$ be the event that the verifier accepts. Consider a malicious server that deviates from the honest prover. The view of the malicious prover (denoted by a tilde) is different from that of the honest one, i.e., $\tilde{\sigma} \neq \sigma'$. Consider the messages sent by the server ($m_1$ and $m_2$) depend, respectively, on all the information previously sent by the client. For any message $k$, we define $E_k$ as the event that the message $m_k$ sent by the prover agrees with the message $m_2$ that the honest prover would have sent on the same view $\sigma$. By the law of total probability, we can write $Pr[W|E_2] \leq Pr[W|E_2] + Pr[W|E_2]$. The probability $Pr[W|E_2]$ is bounded by

$$Pr[W|E_2] \leq Pr \left[ \rho(\alpha) = \sum_{i=0}^{d} \tilde{w}_i \cdot \alpha^i | \tilde{m}_2 \neq m_2, \alpha \leftrightarrow Z_t^* \right].$$

Following the security proof of PE (Appendix C), this probability is upper bounded by $d/(t-1)$ by the polynomial identity lemma. The probability $Pr[W|E_2]$ can be decomposed by the law of total probability as $Pr[W|E_2] \leq Pr[W|E_2 \wedge E_1] + Pr[W|E_2 \wedge E_1]$.

The probability $Pr[W|E_2 \wedge E_1]$ is bounded by

$$Pr[W|E_2 \wedge E_1] \leq Pr \left[ \tilde{w}_0 = \frac{m(\delta)}{H_{k,\beta}(\sigma')} \neq \sum_{i=0}^{d} \tilde{w}_i \cdot \beta^i | \tilde{m}_1 \neq m_1, \tilde{m}_2 \neq m_2 \leq \frac{d+N}{t}. \right.$$

The inequality holds by the property of the hash (which is itself derived from the polynomial identity lemma); the malicious prover’s knowledge of $(\delta, \beta)$ arrives after $m_1$ (see §III-C and Appendix A). The probability $Pr[W|E_2 \wedge E_1]$ is upper bounded by $Pr[W|E_1]$ which is, by the polynomial identity lemma on $H_{(.,\beta)(\sigma)}$, bounded by $\frac{d}{t}$. Overall, the probability that the verifier accepts the protocol conversing with the malicious prover is bounded by

$$Pr[W] \leq \frac{2(d+N)}{t} + \frac{d}{t-1}.$$

As a result, with an appropriate choice of parameters, the prover can only cheat the verifier with negligible probability.

**APPENDIX E**

**Security Proof for ReQ (§V-D)**

In this section, we describe in more depth our interactive re-quadratization protocol (ReQ) shown in Fig 6 and analyse its security.

Figure 4 presents the ReQ protocol in detail. At the $G$-th multiplicative gate, the server holds $\sigma' = (c_0, c_1, c_2, c_3, c_4)$. It interacts with the client to obtain $\bar{\sigma} = (c_0, c_1, c_2)$. The server sends the client the higher degree terms $c_3$ and $c_4$. The client decrypts them to $y_3$ and $y_4$ by using its secret key $sk_{HE}$. For security reasons, ReQ introduces random blindings that need to be accounted for in further computations. It samples uniformly two random numbers $k_1, k_2 \leftarrow Z_t$ and two random polynomials $r, \bar{r} \leftarrow R_t$. It sets $\bar{y}_2 = \alpha k_1 y_3 + \alpha^2 k_2 y_4 + r$. We introduce the Shift($\cdot$) function that takes as input the sub-circuit $P_G$ that leads to gate $G$, the authenticator secret key $sk$, the identifiers $\tau$, and the set $\Omega$ of previously used randomness (initially empty). This function returns the polynomial offset that was introduced by the addition of blindings in previous re-quadratizations. We call $\Delta_G$ the result of Shift($P_G$, $\tau$, $sk$, $\Omega$). It then evaluates $\bar{y}_1 = \bar{P}(\alpha) = \alpha^3 y_4 + \alpha^2 y_3 - \Delta_G + \bar{r}$. It encrypts $\bar{c}_2 = HE.Enc(\bar{y}_2; pk_{HE})$ and $\bar{c}_1 = HE.Enc(\bar{y}_1; pk_{HE})$ and sends them to the server. It also updates the list $\Omega$ with $(r, \bar{r})$. The server appends them to the corresponding ciphertexts (i.e., $c_i \leftarrow c_i + \bar{c}_i$, for $i \in \{1, 2\}$). To remove the final offset, the verification procedure at the client is slightly modified. As a result, the client can pre-process (at least part) of the offsets and use them directly during the interactive protocol. Let us now analyze ReQ’s security.

**Theorem 4.** PE achieving the conditions of Th.2 and combined with the ReQ protocol from Fig. 6 is a secure authenticator (§III-C and Appendix A).

**Proof:** The security of PE remains unchanged by the correctness of the ReQ that follows from its construction: evaluated on the secret point $\alpha$, $\bar{\sigma}$ equals the same evaluation of the original degree-four $\sigma'$ (up to a deterministic shift $\Delta_G$). The quantity $\Delta_G = \text{Shift}(P_G, \tau, sk, \Omega)$ enables us to remove the offset introduced by the previous randomness. Hence, we subtract it to the term of degree one. As $k_1$ and $k_2$ are uniformly random values in $Z_t$, the quantity $\alpha k_1 y_3 + \alpha^2 k_2 y_4$ is a random linear combination of $y_3$ and $y_4$. The addition of the random polynomial $r$ ensures perfect secrecy, hence the result $\bar{y}_2$, and even more its encryption, reveal nothing about $\alpha$: $\bar{y}_2$ is indistinguishable from a random value in $R_t$. The random polynomial $\bar{r}$ acts again as a blinding value thus providing perfect secrecy of the polynomial $\bar{y}_1$. The server knows only that $\bar{c}_1$ and $\bar{c}_2$ encrypt $\bar{y}_1$ and
\( \bar{y}_2 \), respectively. Although the (bivariate) polynomial \( X^4 \cdot y_4 + X^3 \cdot y_3 + X^2 \cdot (y_2 - \bar{y}_2) + X \cdot (y_1 - \bar{y}_1 + \bar{r} - \Delta_G) \) admits \( \alpha \) as one of its roots for all \( N \) dimensions, the server cannot find the roots as it does not know its coefficients; the random polynomial \( \bar{r} \) is kept secret. Consequently, both ciphertexts \( \bar{e}_1 \) and \( \bar{e}_2 \) reveal nothing about the secrets (\( i.e., sk, \Omega \)).

\section*{Appendix F
Security Configuration vs. Overhead}

We analyze VERITAS’ overhead with respect to the authenticator security parameter \( \lambda \) for a fixed evaluation circuit. Figure 8 presents our experimental results for the BFV homomorphic addition operation (log \( N = 14 \), log \( q = 438 \)) with \( \lambda \in \{16, 32, 64\} \). We observe that REP induces a linear computation (and communication) overhead with respect to \( \lambda \). This is unsurprising since with REP there is an expansion factor of \( \lambda \) due to the replication and the challenges (\( §IV-B \)). On the contrary, PE’s overhead is constant with respect to \( \lambda \) since its security is linked only to the size of the plaintext space (\( §V-B \)). For appropriate parameterization of the HE scheme, increasing \( \lambda \) does not affect the ciphertexts. However, we remind that PE’s efficiency is directly linked to the authenticator’s growth at every multiplication (\( \| V-C \| \) and \( \| V-C \| \)). Moreover, we note that in the Lattigo implementation, the HE circuit constraints the plaintext space and PE can be parameterized to achieve a security level of up to \( \lambda = 53 \) (depending on the ring size and the evaluation circuit). We emphasize that this is only due to the specific implementation and using arbitrary-precision arithmetic would overcome this issue.

\section*{Appendix G
Discussion}

\subsection*{A. Challenge Verification}

Both authenticators operate in the designated verifier setting, \( i.e., \) they require the challenge computation during the verification procedure by the client (or any holder of the secret key). In some cases, this might be a limitation because the client has to spend resources on this computation (\( §VI-C \)). Nonetheless, these challenges do not leak any information about the initial data (recall that they are computed by the keyed PRF and the identifiers), and they can be offloaded to another entity that does not collude with the server. Hence, standard verifiable computation techniques, such as interactive proofs \( [57] \), SNARKs \( [25] \) or STARKs \( [11] \), could be employed to ensure the correct computation on these challenges. With state-of-the-art SNARKs \( \| e.g., [25], [82], [90] \| \), this would lead to a sublinear verification complexity in the size of the circuit, albeit with a modification in our system model \( (§II) \).

\subsection*{B. Veritas’ Overhead in Perspective}

As observed in Figure 8 compared to the HE baseline, the use of VERITAS introduces an overhead factor between \( 0.5 \times \) and \( 38 \times \) for the client upon offloading and decryption (and verification) and between \( 0.1 \times \) and \( 3 \times \) for the server’s evaluation. Although non-negligible, this overhead is actually much smaller than the one already induced by the use of HE. Indeed, compared to a client running the computations directly on its local data, offloading encrypted data is between one and two orders of magnitude more expensive (10–100\times). At the same time, evaluating the homomorphic circuit on encrypted data at the server is between one and four orders of magnitude slower (10–15,000\times). For example, in the disease susceptibility use-case (\( §VI-C2 \)), the client’s offloading work is 600\times more expensive than running the computation locally, whereas its decrypting work is 186\times more costly. Similarly, the server’s operations under encryption are 15,000\times more expensive compared to the plaintext evaluation which is much more significant than the overhead created by our encodings. Therefore, VERITAS’ overhead for both the client and the server is close to a negligible addition to the cost of HE. Further improvements that lower the overhead of the HE schemes would directly translate to a reduction in VERITAS’ overhead as well.
C. Preventing Verification Outcome Leakage

VERITAS enables a client to detect with high probability if a server miscomputed a homomorphic evaluation. As described in our threat model (§II), our work considers a malicious but rational adversary that cheats only if it has a negligible chance of being detected. Such servers are strongly discouraged from tampering with the requested computations in the presence of VERITAS. Yet, a misbehaving server that does not care about being detected could purposefully cheat a homomorphic computation in an attempt to obtain side-channel information about the client’s data based on the latter’s behavior, e.g., its termination of the service, or its request to re-compute a computation (that failed the verification check) on the same inputs, etc. To prevent this leakage, as discussed in §II, application-layer countermeasures can be employed orthogonally to VERITAS.

We now present an example mechanism that prevents the leakage of the verification outcome to the server by imposing a constant behavior at the client irrespective of the verification outcome. Informally, the mechanism forces the client to send a fixed number of periodic and independent computation queries to the server. We define a session as a logical computation context in which the client performs a maximum number of computation requests to the server at periodic time intervals. The maximum number and frequency of computations are established with an a priori agreement between the client and the server based on the application requirements, e.g., the client purchases a subscription for \( n \) computation requests to the server which are performed every minute. At the end of a session, the client is expected to disconnect and terminate her interaction with the server. Without loss of generality, we consider that the client engages in a single session with the server; the mechanism can be trivially extended to multiple sessions.

**Session Setup.** The client establishes a session with the server and they both agree on a homomorphic encryption scheme and the appropriate parameterization (i.e., the polynomial rings \( R_q \)). Moreover, they agree on the maximum number of computation requests for the session \( \text{maxNReq} \) and the frequency \( \text{freq} \) of computation requests based on application requirements; the client sets up a counter \( \text{count} \) that keeps track of the number of computation requests remaining for the session and sets \( \text{count} = \text{maxNReq} \). The client initializes the session by generating the appropriate key material with HA.KeyGen. This process generates the homomorphic key material (i.e., \( \text{sk}_{\text{HE}}, \text{pk}_{\text{HE}}, \) and \( \text{sk}_{\text{HE}} \)) but also the PRF key \( K \) and the encoding’s secret (i.e., \( S \) or \( \alpha \)).

**Program Generation.** When the client wants to evaluate a function \( f(\cdot) \) on its inputs \( m_1, \ldots, m_n \) corresponding to the identifiers \( \tau_1, \ldots, \tau_n \), she first generates a verifiable program (see §III-B) \( P = (f(\cdot), \tau_1, \ldots, \tau_n) \). As described in §III-B, the identifiers \( \tau_i \) are strings that uniquely identify the client’s private inputs.

**Authentication.** The client authenticates her inputs by calling the homomorphic authenticator’s authentication procedure (HA.Auth(\( \cdot \))). The authentication returns a list of ciphertexts encrypting its inputs encoded using the homomorphic encoder.

**Computation Requests.** Every \( \text{freq} \) timesteps, the client performs a computation request for a specific verifiable program to the server. She sends the list of ciphertexts and the function to be evaluated homomorphically. The server then calls the homomorphic authenticator’s evaluation procedure (HA.Eval(\( \cdot \))). After each computation request, the client decreases \( \text{count} \).

**Computation Verification.** Upon receiving the ciphertexts containing the computation result from the server, the client calls the homomorphic authenticator’s verification procedure (HA.Ver(\( \cdot \))). Upon verification failure, the client completely loses her trust in the server. Yet, the client continues performing independent and periodic computation requests to the server until the session termination and she silently discards their results.

**Session Termination.** Once the counter \( \text{count} \) reaches zero, the client stops using the encoding’s secret key and terminates the existing session with the server.

We now briefly analyze this mechanism and we argue that the server does not learn any information about the different verification outcomes. For our analysis, we make the assumption that the verification outcome leakage happens when the client detects a wrongful computation performed by the server and immediately stops using the server for future computations.

When the client detects a wrongful computation, she does not trust the server anymore. Yet, she still continues the session until its termination, i.e., she performs computation requests until \( \text{count}=0 \). All the subsequent requests following the verification failure can be seen as dummy requests for which the client simply silently discards the results. As these computation requests are independent and periodic, the server cannot determine the client’s verification bit.

**Proof Sketch.** When \( \text{count}=1 \), the client uses the server for a final single computation in the session. As such, the interaction between the two stops directly after the server sends back the resulting ciphertext. Thus, if the server cheats this final computation, it does not gain any information from the verification outcome as no further communication between the client and the server is expected. When \( \text{count}>1 \), upon a verification failure, the client keeps sending sequentially independent requests until \( \text{count}=0 \) but discards the ciphertexts returned by the server: Those requests can be seen as dummy requests. Because the requests are periodic and by the semantic security of the homomorphic encryption scheme, from the server’s perspective, the client’s behavior against the dummy queries is indistinguishable from legitimate queries, i.e., the server’s view does not change between accepted/rejected
computations. To support this claim, we propose the following indistinguishability experiment \( \text{Exp}^{\text{IND}}_{A,b} \) in which the adversary aims at distinguishing ciphertexts from two databases (Experiment 2). Because the computation queries are independent and periodic, they can be seen as parallel events over a database \( \text{DB} \) of size \( N_{\text{db}} \) comprising plaintexts \( \mathbf{m}_1, \ldots, \mathbf{m}_{N_{\text{db}}} \). This experiment calls a query oracle \( O_{\text{Query}}(\mathcal{P}) \) for a verifiable program \( \mathcal{P} \).

The proof proceeds with a sequence of games to show that the adversary has a negligible advantage of winning \( \text{Exp}^{\text{IND}}_{A,b} \). Game 0 is the original experiment \( \text{Exp}^{\text{IND}}_{A,b} \). In Game 1, we modify Game 0 such that the input ciphertexts are all pre-computed right after the pick of the challenge bit \( b \). This mere reordering of the operations does not change the adversary’s advantage of winning the game. In Game 2, we replace the pre-computed ciphertext of the inputs by encryptions of zeros. If the adversary could distinguish between Game 1 and Game 2 then it would be able to break the IND-CPA security of the HE scheme. Now, Game 2 is independent of the challenge bit \( b \). Thus, the advantage of the adversary winning Game 2 is negligible which concludes the proof.

The proposed mechanism based on dummy queries successfully prevents the revelation of the verification results under the leakage assumption of a client immediately terminating a session upon the detection of a tampered computation. Note that for non-independent computations, the mechanism can be extended to operate in sessions of single computations (i.e., \( \text{count} = 1 \)), where the client alters her identity after each session (using an appropriate anonymity mechanism).