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Abstract—Event-based vision has already revolutionized the perception task for robots by promising faster response, lower energy consumption, and lower bandwidth without introducing motion blur. In this work, a novel deep learning method based on gated recurrent units utilizing sparse convolutions for detecting gates in a race track is proposed using event-based vision for the autonomous drone racing problem. We demonstrate the efficiency and efficacy of the perception pipeline on a real robot platform that can safely navigate a typical autonomous drone racing track in real-time. Throughout the experiments, we show that the event-based vision with the proposed gated recurrent unit and pretrained models on simulated event data significantly improve the gate detection precision. Furthermore, an event-based drone racing dataset consisting of both simulated and real data sequences is publicly released.

I. INTRODUCTION

The use of event cameras represents a paradigm shift in the way we capture and process visual information in robot vision [1]. Unlike conventional cameras, each pixel in an event camera responds asynchronously to local brightness changes, generating a sparse stream of individual events with very low latency. Furthermore, the amount of data generated by an event camera depends on the scene dynamics. If the scene is static, no event is generated. This implies that the event camera generally generates less redundant data, therefore speeding up processing algorithms. Moreover, pixels have logarithmic response to the brightness signal, resulting in a very high dynamic range. This makes event-based sensors extremely fast, enabling them to avoid motion blur and can see dark and bright regions simultaneously. The aforementioned characteristics are appealing for a large number of systems and applications, including event-triggered control [2, 3], autonomous driving [4], surveillance [5, 6, 7], and vision-based robot navigation [8, 9].

Event-based vision can be utilized to solve the challenging benchmark problem of navigation in autonomous drone racing. In this task, a flying robot is set to complete an unknown course at high speeds through a sequence of racing gates without collision [10, 11]. A crucial aspect of this challenge is to accurately and robustly detect the drone racing gates to enable successful motion planning [12, 13]. The difficulty of perceiving a particular object under aggressive and jerky maneuvers often limits the speeds and angular rates of the autonomous drone and also places a burden on controllers to ensure optimal conditions for perception [14].

In this study, we address the gate detection task in the autonomous drone racing problem using a single onboard event camera. The motivation is to demonstrate the feasibility of using an event camera for navigation tasks and eventually heading to create agile systems with increased robustness in challenging lighting conditions and aggressive ego-motion. The contributions of this study are summarized as follows:

- A novel recurrent deep learning architecture based on sparse convolutions and gated recurrent units for gate detection is proposed. We show that the recurrent unit and pretraining the network with simulation data significantly improve gate detection accuracy.
- A publicly available dataset using an event-based camera for the gate detection task is released, consisting of hours of both simulated and real data.
- The effectiveness of the event-based perception method for the autonomous drone racing problem is demonstrated in varying light conditions and high speeds through real-time experiments.

The rest of this work is organized as follows. Section II reviews the event-based vision methods and algorithms. Section III summarizes our method for gate detection. Section IV compares the proposed method with a state-of-the-art baseline and presents extensive real-time experiments to demonstrate the efficiency of the proposed novel framework. Finally, some conclusions are drawn from this study in Section V.

(*) These authors contributed equally to this work.

1The code and data will be available at https://github.com/open-airlab/neuromorphic_au_drone_racing.git

Fig. 1. An illustration of the proposed event-based autonomous navigation and control framework. The temporal data streamed from the event camera are processed and fed into the gate detection network, which consists of a sparse backbone convolutional neural network (CNN), a gated recurrent unit, and a YOLO detection output. The predicted bounding box center of the gate is used by an image-based tracking controller to guide the drone past the gate safely. The area of the bounding box is used by a race planner to determine the next gate to pass.
II. RELATED WORK

In order to process event-based sensor data, one method is the use of spiking neural networks (SNNs) [15] [16] that implicitly incorporate time into neuron models. These methods preserve the temporal resolution of the data and exploit the information encoded in the timing of events. However, there are difficulties in training SNNs as well as applying them to complex tasks. Furthermore, SNNs generally achieve lower accuracy when compared to dense networks [17]. Another approach fundamentally alters the working principle of layers of traditional convolutional neural networks (CNNs) to efficiently process asynchronous events [18] [19], but this approach is difficult to implement. An alternative paradigm considers accumulating the event stream into a dense representation, constructing a more common input for traditional deep learning and computer vision methods. This approach tends to partially discard the temporal resolution and information but it improves spatial accuracy. Many works in this paradigm focus on developing a handcrafted or learned input representation that preserves and enhances the salient features encoded in the event data [20] [21] [22].

Since event-based object detection is a relatively new research direction in robotics, there is limited amount of studies in the literature. Canicci et al. [18] present two network architectures inspired by the “you only look once” (YOLO) [23] method. One network operates synchronously on dense representations of event data, and the other operates asynchronously on raw events using a novel formalization of layers. Messikommer et al. [19] improve the results of [18] by redefining the working principle of convolutional layers to preserve the spatial and temporal sparsity better. Perot et al. [17] propose a novel recurrent architecture operating on dense input representations that learns an end-to-end memory mechanism using long short-term memory (LSTM) units. The network is demonstrated to have performance comparable to highly-tuned frame-based object detectors.

One reason for the limited number of papers in event-based object detection is the lack of datasets containing event data and ground truth annotations. Some frame-based datasets have been converted to event-based datasets, but they only correspond to short sequences with synthetic motions [24]. Recently, large-scale datasets for autonomous driving have been published [25, 17] but they do not contain data collected with complex 6-DOF motions necessary for aerial robots. For this reason, in this work, we propose a novel event-based dataset intended for gate detection in autonomous drone racing.

A few papers also demonstrate the use of event cameras in aerial systems. Vemprala et al. [26] present an event-based reinforcement learning network utilizing variational autoencoder for simulated quadrotors in obstacle avoidance scenarios. Salvatore et al. [27] use both SNN and conventional CNN architectures to train a reinforcement learning network with simulated event sensors obtained at high-speed for collision avoidance tasks. These results are only demonstrated through simulations, however there exists a big gap between simulations and real-world applications.

III. METHODOLOGY

In this section, our approach towards event-based gate detection is presented. When one single pixel of an event camera detects a brightness change (i.e. due to robot motions or scene dynamics) in the scene, it immediately outputs an event $e_k$ that is a tuple containing the image plane location $x_k,y_k$, the time in microseconds $t_k$, and the one-bit polarity $p_k$ representing the positive or negative direction of the change. The overall pipeline (see Fig. 2) first aggregates $N$ asynchronous events $E = \{e_k\}_{k=1}^N$ into two dense 2D histograms, one for each event polarity. We empirically select a fixed window $N = 10,000$ events to construct the histograms. Since event-based data are inherently spatially sparse, feeding the histograms directly into a traditional CNN is fundamentally inefficient. As the frame propagates deeper into the network, the number of active sites increases rapidly, further decreasing the network efficiency. To address this problem and preserve the spatial sparsity of event data, we utilize submanifold sparse convolutions [28] to redefine a wide set of CNN layers and operations optimized for sparse input data. It has been shown that these sparse convolutions achieve lower theoretical computation bound than traditional convolutions for sparse data [19]. To make use of the new sparse CNN, the two dense histograms are converted into a sparse tensor. This tensor consists of two vectors: a feature vector $v$ containing the values of dense histograms and a location vector $u$ containing the spatial locations of each corresponding value. This process can be expressed as a mapping $M$:

$$M : E = \{e_k\}_{k=1}^N = \{(x_k,y_k,t_k,p_k)\}_{k=1}^N \rightarrow T = (v, u).$$  \hspace{1cm} (1)

This sparse histogram $T$ in (1) is then propagated into the backbone sparse CNN utilizing a recurrent unit. We use a YOLO [29] detection output of a $5 \times 7 \times 11$ tensor containing predicted bounding boxes for each grid cell in the frame. Each bounding box is of the form $B = (c_x, c_y, \hat{w}, \hat{h})$, representing the center location $(c_x, c_y)$ and the size $\hat{w} \times \hat{h}$ of a gate on the image plane. The overall network architecture can be seen in Fig.3

---

**Fig. 2. Illustration of the detection pipeline.** The pipeline aggregates asynchronous events into dense histograms using a fixed window and converts them into a sparse tensor of a feature vector $v$ and a location vector $u$. They are then fed into a sparse CNN network with a GRU, and regressed to obtain predictions of the center location and shape of a gate on the image plane.
A. Backbone CNN architecture and regression head

In this paper, a lightweight variation of the VGG11 network [30] is adopted as the backbone network for feature extraction, similar to [19]. The motivation behind this choice is that a deep neural network with small filters can learn more complex features and outperform a shallow network with large filters in many scenarios. The network consists of 11 convolutional layers structured into blocks of two separated by a max pooling layer. All convolutions use a filter kernel size of $3 \times 3$. The first convolution layer has 16 channels, and the number of channels is doubled at each convolution block. The output of this feature extractor is a tensor of size $5 \times 7 \times 256$.

After the last convolutional layer, the resulting tensor is flattened and fed into the regression head consisting of two fully connected layers, producing the final detection results. We apply a Rectified Linear Unit (ReLU) activation function and use batch normalization after each convolution layer to speed up training convergence. Unlike [19], a recurrent unit is appended in-between the regression head and the backbone network in the later phase of the training.

B. Gated recurrent units

The primary reason for utilizing recurrence is to exploit the implicit relationships among event-based data at different time steps. By continuously preserving the sequential or temporal information internally as hidden states, the network can learn long-term dependencies and temporal correlations from training samples. Recurrent networks for event-based processing have earlier been utilized with success [31, 32, 17], with [17] being the closest to this work as they tackle object detection using LSTM cells. In this paper, we choose to utilize a recent variation of a long-term recurrent cell, called the gated recurrent unit (GRU) [33]. GRUs have been shown to achieve similar performance as LSTM cells [34] at a smaller computational cost since they only consist of two gates instead of three in LSTM [35].

The GRU (see Fig. 3) takes the feature extractor output tensor at the current time step $x_t$ and the hidden state from the previous time step $h_{t-1}$ as inputs. The update gate $z_t$ consists of a convolution with a sigmoid activation layer to determine how much information from the previous hidden state should be forgotten. The reset gate $r_t$ with a similar structure is used to determine how much of the past state should be retained. The equations governing a convolutional GRU can be expressed as:

$$
z_t = \sigma(W_z \ast [h_{t-1}, x_t]),
$$

$$
r_t = \sigma(W_r \ast [h_{t-1}, x_t]),
$$

$$
h_t = \tanh(W_h \ast [r_t \odot h_{t-1}, x_t]),
$$

$$
t_t = (1 - z_t) \odot h_{t-1} + z_t \odot h_t,
$$

where $W_z$, $W_r$, $W_h$ denote trainable weights, $\ast$ denotes convolution, and $\odot$ denotes the Hadamard product. Equation (2) is implemented as a stand-alone convolutional layer, also using submanifold sparse convolutions, and incorporated into the overall CNN architecture (Fig. 3), after the feature extractor, and before the regression head. It is designed to concatenate the output of the last convolutional layer with the hidden state of the previous timestep both having dimensions $7 \times 5 \times 256$, and therefore operates on a $7 \times 5 \times 512$ tensor. By placing the GRU here, we aim to model the temporal characteristics of high-level features, and at the same time, reduce the computational complexity and memory requirements of the network.

C. Dataset generation

Collecting and annotating data from a real event camera is a tedious and expensive process. This work aims to reduce the use of real event data by generating event data from simulations. AirSim [4] is utilized as a physically and visually realistic simulation (Fig. 3). The event generation process begins with collecting RGB images from the camera of a simulated quadrotor tracking randomized trajectories at different linear and angular velocities in our simulated lab environment at the highest possible frame rate (120 fps). When a fixed number of images has been collected, the event generator ESIM [36] is employed to produce event data with a fixed sampling rate. Segmentation images collected from the simulation are used to automatically annotate bounding boxes around each gate. The simulation dataset contains 3.5 hours of simulated event data captured with a $240 \times 180$ sensor with over 450,000 annotated bounding boxes.

To evaluate the performance of the gate detection pipeline realistically, a small dataset of real event sequences is collected. We set up a quadrotor mounted with an iniVation DAVIS240 event camera. The sensor provides a resolution of $240 \times 180$ pixels, with high bandwidth of 12 million events per second.

The dataset contains sequences with varying linear and angular velocities, lab lighting, and gate placement. Afterwards, bounding boxes are manually annotated. The real dataset contains half an hour of event data captured with a real event camera and 15,000 bounding boxes. The final dataset consisting of both simulated and real sequences is named N-AU-DR and is made publicly available.

D. Network training

In order to ensure that the recurrent network learns long-term temporal dependencies, the training procedure must be carefully designed. We use truncated backpropagation through time [37] with $k = 20$ forward passes implying that the network can learn from events that happened up to 20 steps ago. The value of 20 time steps roughly corresponds to remembering 1-2 seconds back in time and was chosen empirically as it provided a decent trade-off between what memory is relevant to retain while not making training too computationally expensive.

References:

https://www.unrealengine.com/en-US/
https://microsoft.github.io/AirSim/
https://inivation.com/wp-content/uploads/2019/06/DAVIS240.pdf
In practice we feed input samples to the network one time step at a time, and use a batch size of 15, meaning that we stream 15 videos simultaneously, resulting in input tensors of size $15 \times 255 \times 191 \times 2$. We do 20 forward passes while maintaining the graph and gradients, and finally do one backward pass through the entire graph to update the weights. The loss function of YOLO [29], the Adam optimization algorithm [38], and a learning rate of $1e^{-4}$ are employed in the training.

In the initial experiments, the simulated data are found to be not representative enough for real-time experiments, yielding low precision scores. Instead, we use the simulated data in a transfer learning scheme aiming to help the detector generalize to different contexts. It is particularly suitable when only a small real dataset is available. The procedure for training the network is summarized in Algorithm 1.

![Fig. 3. Proposed event-based gate detection network architecture. The network consists of (1) a backbone CNN utilizing sparse convolution as the feature extractor, (2) a GRU as the recurrent unit, and (3) a YOLO output layer as the regression head. The recurrent unit operates on both the output of last convolutional layer and the hidden state $h_{t-1}$ from the previous timestep visualized by the vertical arrows. The final vector of size 385 is reshaped into a $5 \times 7 \times 11$ tensor containing bounding boxes according to the YOLO regression method.](image)

![Fig. 4. Simulated and real environment. (a) An image from the simulation environment. (b) Simulated event data. (c) A photo of the real lab. (d) Real event data.](image)

![Algorithm 1 - Recurrent neural network training procedure](image)

**IV. Experiments**

**A. Real dataset experiment**

In this part, the proposed method is evaluated for gate detection on the collected real-time dataset with various lighting and gate placements. We quantitatively compare our performance with the baseline method [19], as it is the only open-source state-of-the-art method that has similarities with our approach. Essentially, four different detection models are compared as follows:

1) VGG Real data only: a baseline non-recurrent VGG [19] that is trained only on the real dataset.
2) VGG transfer learning: a baseline non-recurrent VGG [19] that is pretrained on simulated data and fine-tuned on the real dataset.
3) RNN Real data only: the proposed recurrent network that is trained only on the real dataset.
4) RNN transfer learning: the proposed recurrent network that is pretrained on simulated data and fine-tuned on the real dataset.

The metric used is the average precision (AP), which measures precision (the number of true positives over the number of true positives and false positives) averaged across all unique recall levels.
As can be seen from Table II, compared to the baseline method, our transfer learning method has an overall significant improvement in average precision for all real data sequences across different illumination settings. The memory mechanism of the GRU helps reduce the number of false positives (see Table III). We do notice a significantly worse average precision when using our model on real data only, indicating that the recurrent network is more sensitive to the negative effects of only having a small train dataset. Direct sim-to-real weight transfer did not yield good results, as ESIM cannot sufficiently provide realistic event responses for the gates as its simulated output generally lacks features (e.g. the checker patterns of the gates) and ambient noise, and it is generated with a much lower temporal resolution compared to a real event camera. However, simulation data helps the networks learn useful features, e.g. the outer edges of the gates.

### Table I
**Average Precision for Sparse RNN Methods and the Baseline Methods for Different Sequences of the Real Dataset with Different Illumination Percentages.**

| Model                               | 100% | 50% | Varied |
|-------------------------------------|------|-----|--------|
| VGG Transfer learning [19]          | 0.455| 0.280| 0.117  |
| VGG Real data only [19]             | 0.206| 0.127| 0.079  |
| RNN Transfer learning (Ours)        | 0.684| 0.388| 0.275  |
| RNN Real data only (Ours)           | 0.108| 0.040| 0.028  |

### Table II
**Transfer Learning Results on Average Precision (AP), Number of True Positives (TP), False Positives (FP) Averaged Over All Real Sequences.**

| Model                               | AP   | TP   | FP   |
|-------------------------------------|------|------|------|
| VGG Transfer learning [19]          | 0.391| 5.569| 5.854|
| VGG Real data only [19]             | 0.274| 4.044| 5.062|
| RNN Transfer learning (Ours)        | 0.567| 5.505| 2.442|
| RNN Real data only (Ours)           | 0.087| 4.787| 35.718|

### Table III
**Success Rates (in Percentage) for Gate Detection with Different Angular Rates and Scene Illumination Levels.**

| Spin rate | Light | 100% | 70% | 40% | 10% |
|-----------|-------|------|-----|-----|-----|
| 0.5 rad/s |       | 95   | 100 | 100 | 70  |
| 1.0 rad/s |       | 100  | 100 | 80  | 60  |
| 2.0 rad/s |       | 100  | 100 | 75  | 20  |
| 3.0 rad/s |       | 80   | 70  | 62  | 20  |

B. Real-time drone racing experiment

Unlike some recent works in event camera-based navigation for aerial robots that show results in simulations [26, 27], the viability of the proposed recurrent network method is demonstrated for a small quadrotor system to navigate in a typical real-time autonomous drone racing scenario. The quadrotor is equipped with one DAVIS240 event camera and an NVIDIA Jetson TX2 onboard computer. It has a Pixhawk 4 Autopilot board to handle low-level attitude and thrust control of the drone. The race track is formed by four square gates (Fig. 5(a)) with different heights but identical inner dimensions of 1.5 x 1.5 m. As the drone with propellers has a tip-to-tip diameter of 0.5 m, it is challenging for the drone to pass the gates.

Due to the difficulties in implementing the sparse convolution network on the GPUs of the Jetson TX2, the perception pipeline inference rate is clocked at 2 Hz onboard. While this onboard system can perform some simple tasks (e.g. gate passing at slow speeds), we mostly use an offboard computer (Intel Core-i7, GPU: NVIDIA GeForce RTX 2080 Max-Q) to run the network and attain an inference rate of 40 Hz for our experiments.

In the first part of the real-time experiments, the gate detection task is demonstrated in difficult conditions. In order to recreate similar conditions in drone racing, the drone is rotated with an increasingly faster yaw rate and varying lighting conditions. A typical detection of the gate and the bounding box can be seen in Fig. 5(b). Table III presents the successful detection rate at different speeds and scene illumination. The detection network performs well at low speeds and high illumination, except for 0.5 rad/s and 100% illumination the network sometimes misses a gate because slow movements cause the event camera to generate less data. The performance degrades at very high speeds and extreme illumination levels, which is expected due to more noisy data returned from the camera when background ambient light sources become more dominant.

In the second part, the drone is tasked to autonomously navigate through multiple unknown gates in a race track, using a single event camera onboard. The overall architecture of the system can be seen in Fig. 1. Events streaming from the DAVIS camera are processed by the perception node. The outputs of this node are the predicted center of the bounding box and the size of the bounding box for each detected gate on the scene. In this work, we assume that the next gate is always visible within its field of view. The race planner node

[https://developer.nvidia.com/embedded/jetson-tx2](https://developer.nvidia.com/embedded/jetson-tx2)
[https://docs.px4.io/master/en/](https://docs.px4.io/master/en/)
calculates the area of each bounding box and assumes the gate with the maximum area is the next gate.

To control the drone passing through a gate’s center safely, we employ an image-based linear control method: as the prediction does not depend on a particular non-linear camera calibration setting, the control inputs can be considered to follow linear relationships with the lateral and vertical difference between the drone’s image center $I_c$ and the predicted center of the gate $[\hat{c}_x, \hat{c}_y]$ on an image plane. Therefore, our controller can be expressed as:

$$\begin{cases} u = (u_x, u_y, u_z), \\ u_x = v_{long}, \\ u_y = f(I_{c,x} - \hat{c}_x) = k_{lat}\Delta_x, \\ u_z = f(I_{c,y} - \hat{c}_y) = k_{ver}\Delta_y, \end{cases}$$

(3)

where $u$ is the control input vector with component $u_x, u_y, u_z$ along the drone’s body frame axes (see Fig. 6), $(\Delta_x, \Delta_y)$ are differences in pixels, and $k_{lat}, k_{ver}$ are tunable gains. In the experiments, we choose a constant forward longitude velocity $v_{long} = 1$ (m/s) and only calculate lateral and vertical velocities of the drone. One advantage of this method is that the drone only requires local information from its camera and velocities on its body frame. An example of the resulting trajectories of our drone navigating a race track can be seen in Fig. 7. Thanks to the accuracy of the gate detection, the drone mostly tracks the gate center when passing a gate. Because of the narrow field of view of our event camera ($60^\circ$ horizontal $\times$ $50^\circ$ vertical), the drone may lose sight of the gate when it is getting close. Although this does not affect the performance in practice, as the predicted bounding boxes generally do not change in the last second before passing, the drone should have other supplement sensors to ensure safe gate passing in more complex scenarios. Readers are encouraged to see the video of the real-time experiments available on the following link: https://youtu.be/aFhtpOzczrc

**V. Conclusion**

This paper demonstrates the use of an event camera for a typical navigation and control task of an autonomous racing drone. The proposed method that relies on a sparse CNN and a GRU with sim-to-real transfer learning is shown to significantly improve the gate detection accuracy and outperforms a baseline method in our dataset experiments. Although the simulated event camera data do not realistically capture the scene information with sufficient temporal resolution, it is still helpful to pretrain the network to learn useful appearance features. The used data are organized and publicly released as a comprehensive dataset consisting of both simulated and real data for gate detection problem. The proposed method generally performs well in real-time at high speeds and under varying illumination, although it should be noted that background ambient light does negatively affect the performance at high speeds and extreme dark illumination. Finally, the closed-loop system tests demonstrate the viability of safe navigation using a single event camera not only for autonomous drone racing, but also for other vision-based control applications. For future work, we will extend the method to predict the depth information of the gates for improved control and planning algorithms in more complicated settings, and also increase the efficiency of the network for a faster inference rate, that could allow higher drone speeds.
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