High-Order Qubit Dephasing at Sweet Spots by Non-Gaussian Fluctuators: Symmetry Breaking and Floquet Protection
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Although the Gaussian-noise assumption is widely adopted in the study of qubit decoherence, non-Gaussian noise sources, especially the strong discrete fluctuators, have been detected in many qubits. It remains an important task to further understand and mitigate the distinctive decoherence effect of the non-Gaussian noise. Here, we study the qubit dephasing caused by the non-Gaussian fluctuators, and predict a symmetry-breaking effect that is unique to the non-Gaussian noise. This broken symmetry results in an experimentally measurable mismatch between the extremum points of the dephasing rate and qubit frequency, which demands extra carefulness in characterizing the noise and locating the optimal working point. To further enhance the coherence time at the sweet spot, we propose to suppress the second-order derivative of the qubit frequency by the Floquet engineering. Our simulation with a heavy fluxonium shows an order of magnitude improvement of the dephasing time, even after including the noise introduced by the drive.

Introduction.— Efficient quantum computing relies on high-coherence qubits and high-fidelity quantum operations [1, 2]. However, further enhancement of the coherence times and gate fidelities toward full quantum error correction, one prerequisite for full-fledged quantum computation [1–4], has been set back by the decoherence caused by the environmental noise [4–7]. For example, the notorious 1/f noise limits the coherence times of many superconducting qubits [18–31].

This challenge has motivated research efforts on identifying, understanding, and mitigating the contributing noise channels [5–64]. Theoretically, the noise is usually assumed Gaussian (sometimes Markovian), while the realistic noise is more complicated. For example, if strong discrete fluctuators are present [13–18], the decoherence process of the qubits deviates significantly from the prediction by assuming only Gaussian noise [5, 8, 9, 13, 27, 36, 37, 42, 43]. Since the optimization of the circuit design and control protocols of the superconducting qubits crucially relies on the appropriate estimation of the coherence rate, it is important to carefully include the realistic environmental noise in the analysis.

In this Letter, we focus on the qubit dephasing at the sweet spots, the working points where the qubits reach their maximal dephasing time [23, 26, 31, 50, 53, 60, 61, 65]. We report that the non-Gaussian noise introduces a previously unrevealed dephasing feature, the $\mathbb{Z}_2$ symmetry breaking at the qubit sweet spot. The breaking is predicted to cause an otherwise unexpected mismatch between the extremum points of the qubit dephasing rate and its oscillating frequency. Using a realistic non-Gaussian noise model, the strong two-level fluctuators (TLFs), we theoretically demonstrate such mismatch in a concrete qubit model, the heavy fluxonium qubit [26]. This finding provides a simple yet decisive tool to identify the non-Gaussian component in the noise background [51]. To further enhance the sweet-spot coherence time limited by such fluctuators (also Gaussian noise), we propose a triple-protection scheme via the Floquet engineering [46, 47, 66–68], where the qubit is not only protected from the dc fluctuation to the second order, but also from ac fluctuation to the first order.

Model.— The system we study is a tunable qubit subjected to the low-frequency fluctuation. The full Hamiltonian in consideration is given by $\hat{H} = \hat{H}_q(\lambda) + \delta\xi(t)\hat{x}$, where $\hat{H}_q(\lambda)$ denotes the bare qubit Hamiltonian, $\delta\xi(t)$ is the fluctuations due to the environmental noise and $\hat{x}$ is the operator that the fluctuators are coupled to. The qubit is tuned by an external control parameter $\lambda$ according to $\hat{H}_q(\lambda) = \hat{H}_q(0) + \lambda\hat{x}$, which for example corresponds to the flux (charge) control of the fluxonium (Cooper-pair box) [33, 56]. We assume that the first-order derivative of this qubit vanishes at $\lambda = 0$, which is a result of a $\mathbb{Z}_2$ symmetry. Specifically, the Hamiltonian satisfies $\delta\hat{H}_q(0)\hat{R}^\dagger = \hat{H}_q(0)$, where $\hat{R}$ is a reflection operation defined by the relation $\hat{R}\hat{x}\hat{R}^\dagger = -\hat{x}$. This symmetry ensures $(\partial\omega_j^{\text{bare}}/\partial\lambda)|_{\lambda=0} = 0$, where $\omega_j^{\text{bare}}$ is the eigenenergy of the $j$th eigenstate of the bare Hamiltonian $H_q(\lambda)$. The external control is assumed to only modulate the Hamiltonian of the qubit while negligibly affecting the properties of the fluctuation $\delta\xi(t)$ over the small range of $\lambda$ under inspection.

$\mathbb{Z}_2$ symmetry and its breaking.— The symmetry we address is the invariance of the ensemble-averaged qubit density matrix elements, $\rho_{ij}(t)|_\Lambda$, evaluated in their respective eigenbasis, under the reflection $\lambda \to -\lambda$. Such a symmetry is strictly preserved if the fluctuation is Gaussian, and is generally broken for non-Gaussian $\delta\xi(t)$.

To rigorously derive the conclusion above, we first inspect the relation between the qubit Hamiltonians and eigenstates for $\pm\lambda$. The Hamiltonians are related by $\hat{H}_q(-\lambda) = \hat{R}\hat{H}_q(\lambda)\hat{R}^\dagger$, and the eigenstates can also be chosen to transform by such reflection, $|j(-\lambda)\rangle = \hat{R}|j(\lambda)\rangle$, to avoid unnecessary complication. However, the interaction Hamiltonian $\hat{H}_I(t) \equiv \delta\xi(t)\hat{x}$ does not transform similarly, because $\hat{H}_I(t)$ is independent of the choices of $\lambda$, while a reflection operation on this interaction term flips its sign, i.e., $\hat{R}\hat{H}_I(t)\hat{R}^\dagger = -\hat{H}_I(t)$. As a result of this sign flip, we find the following relation between the propagators:

$$\hat{R}\hat{U}_r(t)|_{\lambda}\hat{R}^\dagger = (-1)^\gamma \hat{U}_r(t)|_{-\lambda}. \quad (1)$$
FIG. 1. A cartoon illustrating how noise breaks the reflection symmetry of the qubit. Since the fluctuation $\delta \xi(t)$ we consider is independent of the control parameters, the noise term $\tilde{H}_I(t)$ will not undergo a similar reflection (bottom gray curve) as the bare Hamiltonian by the external operation $-\lambda \rightarrow \lambda$, which in general breaks the reflection symmetry. Exceptionally, the Gaussian noise still preserves this symmetry because the statistical effect of the Gaussian fluctuator $\delta G_{\xi}(t)$ on the qubit is identical to that of $-\delta \xi(t)$.

Above, $\tilde{U}_I(t)$ is the $\nu$th-order term in the Dyson expansion of the interaction propagator $\tilde{U}_I(t) = \Gamma \exp[-i \int_0^t dt' \tilde{H}_I(t')]$, where $\tilde{H}_I(t) = \tilde{U}_0(t) \tilde{H}_I(t) \tilde{U}_0(t)$ and $\tilde{U}_0(t) = \exp[-i \tilde{H}_q(\lambda)t]$. The propagator $\tilde{U}_I(t)$ is expanded as $\tilde{U}_I(t) = \sum_{\nu} \tilde{U}_I^{\nu}(t)$ according to the Dyson series, where $\tilde{U}_I^{\nu}(t)$ contains a product of $\nu$ times $\tilde{H}_I(t)$.

The sign flipping is further carried to the density matrix elements, which are expanded as

$$\rho_{I,jk}(t)|_\Lambda = \langle \tilde{U}_I^{\nu}(t) \tilde{U}_0(t) \rho_I(0) \tilde{U}_I^{\nu}(t)|_\Lambda \rangle = \sum_{j,k'} \rho_{I,j'k'}(0) \Pi^{\nu}_{j,k'=j,k'}(t)|_\Lambda.$$  

(2)

Here, we define the interaction-picture density matrix $\rho_I(t) = \tilde{U}_0(t) \tilde{H}_I(t) \tilde{U}_0(t)$ and the Keldysh projector $\Pi^{\nu}_{j,k'=j,k'}(t)|_\Lambda \equiv \sum_{\nu'} \langle j| \bar{\rho}_I(t) \tilde{U}_0(t) \rho_I(0) \tilde{U}_0(t) \rho_I(0) \tilde{U}_0(t)|k'| \rangle$. Using Eq. (1), one finds $\Pi^{\nu}_{j,k'=j,k'}(t)|_\Lambda = (-1)^\nu \Pi^{\nu}_{j,k'=j,k'}(t)|_\Lambda$, which implies that $\rho_{I,jk}(t)|_\Lambda$ and $\rho_{I,jk}(t)|_{-\Lambda}$ are unequal in general. One exception is when all odd projectors are not relevant. The Gaussian noise ensures this condition due to its vanishing odd correlation functions, such as $\delta G_{\xi}(t) \delta G_{\xi}(t) \delta G_{\xi}(t) = 0$. This special property allows us to ignore the complication of flipping signs, and finally find the invariance relation, $\rho_{I,jk}(t)|_{-\Lambda} = \rho_{I,jk}(t)|_\Lambda$ (the same conclusion in the lab frame), given the identical initial matrix elements $\rho_{I,jk'}(0)$.

On the other hand, non-Gaussian noise does not in general preserve this equality. We summarize the discussion of the symmetry breaking and preserving in FIG. 1.

To theoretically confirm the predicted symmetry breaking, we adopt a simple yet realistic model, i.e., the strong TLFs [27, 36, 37]. This model is motivated by both the microscopic understanding of the materials used in solid-state qubits [5] and abundant experimental evidence [13–18]. Therefore, studying and understanding the dephasing rates by the TLFs also have realistic values for research on solid-state qubits. To make our results more broadly applicable, the full fluctuation $\delta \xi(t)$ here consists of both the Gaussian noise and $N_F$ strong TLFs, which specifies $\delta \xi(t) = \sum_{\mu=1}^{N_F} \delta \xi_{T\mu}(t) + \delta \xi_G(t)$. The TLFs can only take two values, i.e., $\pm |\xi_{T\mu}| - \bar{\xi}_{T\mu}$, where $|\xi_{T\mu}|$ describes the noise magnitude, and $\bar{\xi}_{T\mu}$ is used to cancel the time average of the fluctuator.

The dephasing of a qubit at its sweet spot by the low-frequency noise reaches beyond the description of the master-equation formalism, which is based on the second-order approximation [69]. To study the high-order dephasing effect, we use the Keldysh diagrammatic technique [38, 57, 58, 70] to perturbatively calculate the evolution of qubit density matrix [71]. Our results provide an expression of the free-induced (Ramsey) evolution of the off-diagonal matrix element $\rho_{eg}(t) \approx \rho_{eg}(0) \exp[-i \omega' t - \Phi(t)]$. Here, the Lamb-shifted qubit oscillation frequency is approximated by $\omega' \approx \Delta + D_{2,\lambda = 0}[\lambda^2 + \int d\omega S_\nu(\omega)/2\pi] / 2$, where the coefficient $D_{2,\lambda = 0} \equiv (\langle \delta^2 \omega_{bare}^2 / \delta \lambda^2 \rangle)|_{\lambda = 0}$ denotes the second-order derivative of the bare qubit frequency and $\Delta$ is the extremum qubit bare frequency $\Delta \equiv \langle \omega_{bare}^2 / \omega_{bare}^2 \rangle|_{\lambda = 0}$. (Here and below, we omit the integration limits $\pm \infty$ in $I_{\infty}$ to save space.) The dephasing profile $\Phi(t)$ can be divided into multiple contributions $\Phi(t) \approx \Phi_G(t) + \sum_{\mu=1}^{N_F} \Phi_{T\mu}(t) + \sum_{\nu \neq \nu'} \Phi_{\nu\nu'}(t)$, where $\Phi_G(t)$, $\Phi_{T\mu}(t)$ and $\Phi_{\nu\nu'}(t)$ are contributed by the Gaussian noise, the $\mu$th TLF and mutual effect by two different components. Specifically, they are given by

$$\Phi_G(t) = D_G^2 \sum_{\nu = 0}^{2N} \langle \omega \rangle \frac{1}{2\pi} S_G(\omega) K^R(\omega, t)$$

\[+ \frac{D_{\nu,\lambda = 0}^2}{2 \pi} \int \frac{d\omega}{2\pi} \frac{d\omega'}{2\pi} S_G(\omega) S_G(\omega') K^R(\omega + \omega', t),\]

$$\Phi_{T\mu}(t) = D_{\mu,\lambda = 0}^2 \langle \lambda - \bar{\xi}_{T\mu} \rangle^2 \int \frac{d\omega}{2\pi} S_{\mu}(\omega) K^R(\omega, t),$$

$$\Phi_{\nu\nu'}(t) = \frac{D_{\nu\nu',\lambda = 0}^2}{2 \pi} \int \frac{d\omega}{2\pi} \frac{d\omega'}{2\pi} S_{\nu}(\omega) S_{\nu'}(\omega') K^R(\omega + \omega', t),$$

where $S_G(\omega)$ is the Fourier transformation of the two-point correlation functions, $S_G(\omega) = \int dt \xi_G(t) \xi_G(0) e^{i \omega t}$ ($\nu = G, T\mu$ and $\mu = 1, 2, \cdots, N_F$), and the sum spectrum is denoted by $S(\omega) = \sum_{\nu} S_{\nu}(\omega)$. These spectra are sampled time-dependently according to the filter function $K^R(\omega, t) \equiv \int \frac{d\omega}{2\pi} \frac{d\omega'}{2\pi} S_{\nu}(\omega) S_{\nu'}(\omega') K^R(\omega + \omega', t)$ by the filter $\Phi(\omega, t)$, since nonzero $\bar{\xi}_{T\mu}$ leads to $\Phi_{T\mu}(t)|_{\Lambda} \neq \Phi_{T\mu}(t)|_{-\Lambda}$. Meanwhile, up to the leading order, the qubit frequency is still symmetric after including the Lamb shift, implying an unexpected mismatch between the minima of the dephasing rate and frequency.

In addition to the analytical calculation based on the perturbation theory, we further confirm our prediction independently with numerical simulation. The method we use to emulate the qubit evolution subjected to low-frequency fluctuation is the stochastic Schrödinger equation (SSE) [36, 37]. This method averages the ensemble of traces of the qubit evolution according to many realizations of the random fluctuation. We choose the heavy fluxonium qubit as a concrete
model [56], and generate the fluctuation traces according to
\[ \delta \xi(t) = \sum_{\tau_T=1}^{N_T} \delta \xi_T \tau_T(t) + \delta \xi_G(t). \]

In FIG. 2 (a) and (b), we plot the calculated qubit frequencies and dephasing rates as functions of the control parameter \( \lambda \) for \( N_T = 0 \) (purely Gaussian) and 1 (non-Gaussian), respectively. Both the dephasing rates \( \gamma_2 \) and the qubit frequency \( \omega_q \) are extracted by fitting the simulated Ramsey measurement using a simple exponential function over the same time range. (Note that the dephasing profile is not exactly exponential given the structured noise we use, but we choose this simplest protocol for consistency in comparing the results from different methods and parameters.) For both cases, we find impressive agreement between our analytical prediction (dashed lines) and numerical simulation (squares). (In (a), the Gaussian fluctuator \( \delta \xi_G(t) \) ensures the \( \mathbb{Z}_2 \) symmetry under the reflection \(-\lambda \rightarrow \lambda\). In (b), we observe a measurable mismatch between the minimum of the dephasing rate and the qubit frequency. For a more intuitive demonstration of such mismatch, we showcase two simulated Ramsey signals in FIG. 2 (c), taken at the numerically simulated minima of the dephasing rate (red star) and qubit frequency (blue star) in (b). Although the red signal decays slower, it oscillates faster compared to the blue one. This mismatch demands more carefullness in locating the optimal working point experimentally: the extremum point of the qubit frequency is not necessarily the qubit dephasing sweet spot. Based on our simulation, the Ramsey dephasing rates at the two mismatched minima differ by a factor of 2. Note that different from the analytical prediction, we also find a shift of the minimum of the qubit frequency from \( \lambda = 0 \) for \( N_T = 1 \). This is attributed to the less accuracy of the perturbation theory at long times (\( t = 0.5 \) ms). [We find much better agreement if we fit for the rate over \( 0 < t < 20 \mu s \), as plotted by light pink circles in (b).]

Farther away from the sweet spot, the dephasing rates are constantly measured to extract the amplitude of the low-frequency noise [23, 26, 30, 53], due to its usually dominant decoherence contribution. In this operating region, the non-Gaussian fluctuators, for example, the two-level fluctuators, can also dephase the qubit distinctively from its Gaussian counterpart [36, 37, 40, 42, 43]. Using the theory developed above, we extend our calculation to this parameter region to reveal such distinction in detail, especially the different dependence of the dephasing rate on \( \lambda \). Because the strong discrete noise can introduce beatings in the Ramsey signals [36, 37, 40], we switch to the Echo protocol to extract the dephasing rates. We plot the calculated results using the analytical (dashed lines) and numerical methods (squares) in FIG. 2 (d). From the bottom to top, the number of TLFs is varied from 0 to 3 (cyan, blue, red, purple). For the analytical method, the only difference from the Ramsey protocol is the replacement of \( K^R(\omega, t) \) by \( K^E(\omega, t) \equiv t^2 \sin^2(\omega t/4) \sin^2(\omega t/4)/2 \) in Eq. (3) [71]. We find great agreement in the rates obtained by the analytical (dashed curves) and numerical (squares) methods for \( N_T = 0 \) and in the vicinity of \( \lambda \approx 0 \) for nonzero \( N_T \) ’s, but the deviation is prominent for larger \( |\lambda| \) in the non-Gaussian \((N_T > 0)\) cases. In that regime, the dephasing rate contributed by the

![FIG. 2. Noise-mediated evolutions of a fluxonium qubit. (a) and (b) show the calculated qubit frequency (purple) and dephasing rates (black) by the Keldysh perturbation theory (dashed lines) and SSE (squares and dots) by simulating the Ramsey measurements. In (c), the red and blue curves are the simulated Ramsey signals at the points marked by red and blue stars (b), respectively. The black dashed curves describe the dephasing profile predicted using Eq. (3). We choose \( N_T = 0 \) for (a) and \( N_T = 1 \) for (b) and (c). (d) plots the fitted Echo dephasing rates over a wider range of control parameters, where the dashed curves are from analytical calculation and the squares from SSE. The number of TLFs \( N_T \) used in this simulation is varied from 0 to 3 (cyan, blue, red, purple). The solid lines mark the projected saturation rates by the strong TLFs. The details of the qubit and noise are given as follows. The qubit Hamiltonian is given by \( \hat{H} = 4E_C\hat{n}^2 + E_J[\hat{\phi} + \phi_{\text{ext}} + \delta \xi(t)]^2/2 - E_J \cos \hat{\phi}, \) where \( \hat{\phi} \) and \( \hat{n} \) are the conjugate phase and charge operators. The circuit parameters are chosen as \( E_C/2\pi = 0.479 \) GHz, \( E_J/2\pi = 0.132 \) GHz and \( E_J/2\pi = 3.395 \) GHz according to Ref. [26]. The sweet spot we study is located at \( \phi_{\text{ext}} = \pi \), which gives the choices \( \lambda = \phi_{\text{ext}} - \pi \) and \( \xi \equiv E_J \hat{\phi}. \) The strong TLFs have a magnitude \( |\delta \xi(t)|/2\pi = 9 \times 10^{-5} \) and uneven probability distribution \( P_{\text{ext}} = 0.7(0.3). \) The Gaussian noise bath is approximated by 2001 much weaker and independent TLFs with even probability distributions, which have a \( 1/\kappa \) distribution [45, 62] for \( \kappa \in [1 \text{ kHz}, 1 \text{ MHz}] \) to mimic the classical \( 1/\kappa \) noise, and yield a noise magnitude \( |\delta \xi_G(t)|/2\pi = 2 \times 10^{-5}. \)
FIG. 3. Floquet engineering of the triple sweet spots. (a) plots the product of the derivatives, i.e., $|\partial e_{01}/\partial \lambda|^2 \times |\partial e_{01}/\partial A|$, as a function of the drive amplitude $A$ and frequency $\omega_d$. The two dark curves correspond to the vanishing of the two derivatives, respectively, and the crossing hosts the triple sweet spot (cyan diamond). (b) and (c) show the quasi-energy spectra as functions of the dc control parameter $\lambda$ and the drive amplitude $A$, respectively, to show the flattening of the spectra visually. The red dashed lines describe the quasi-energies of the undriven bare fluxonium and the crosses mark the location of static working points ($A = 0$). (d) compares the simulated Ramsey measurements between the Floquet engineered triple sweet spot (cyan) and the static one (red). The dashed cyan line corresponds to the scenario where the drive amplitude has a 1% random fluctuation. The gray solid curves are the simulated Floquet excited state population for $1\rightarrow 0$ decay (top) and $0\rightarrow 1$ excitation (bottom), which we use to confirm its dominant contribution to the Floquet dephasing.

TLFs saturates [36, 37, 40, 43] and does not further grow with larger qubit linear dispersion. Using a method based on the rotating-wave approximation [71], we derive the saturated dephasing rates as $\bar{\kappa} = \sum \kappa_{ij} \bar{\kappa}_{ij} P_{ij}$, where $\bar{\kappa}$ is one configuration of the group of strong TLFs, and $\kappa_{ij}$ and $P_{ij}$ are the flipping rate corresponding to that configuration and the probability of finding such configuration, respectively. These predicted saturation rates (solid lines) well capture the behaviors of the dephasing rates at the far left part of the FIG. 2 (d). Therefore, if non-Gaussian fluctuatators are present, the estimated noise amplitude will be inconsistent at different $\lambda$ if one still assumes the noise as Gaussian.

*Triple protection by Floquet engineering.* – Our calculations suggest the need to explore beyond the first-order protection from the low-frequency noise at traditional sweet spots. Specifically, Eq. (3) points out the crucial role of the second-order derivative $D_{2,\lambda,\epsilon=0}$ in limiting the optimal coherence times, for the presence of both the Gaussian noise and non-Gaussian TLFs. From the hardware level, it is ideal to design a qubit with flatter spectrum [33, 34, 48, 53, 64]. However, the experimental implementation of some of these qubits, especially the protected qubits which are predicted to possess both long $T_1$ and $T_2$, encounters challenges from the experimentally achievable range of circuit parameters for full protection [7, 53]. In the following, we present a drive-based protocol that can suppress the second-order derivative of the qubit, which can circumvent the limitations from the hardware level.

Different from the dynamical sweet spots studied in [46, 47], here we fix the dc control parameter at its static sweet spot ($\lambda = 0$), and search for operating points where both $\partial e_{01}/\partial \lambda$ and $\partial^2 e_{01}/\partial^2 \lambda$ vanish. (Here, $e_{01}$ denotes the bare quasi-energy difference.) In fact, these operating points are not difficult to find. For example, this derivative vanishes if the qubit is driven resonantly by $\hat{H}_d(t) = A \cos(\omega_d t) \hat{x}$ (choosing $\omega_d \approx \Delta$) at its sweet spot [46], where $A$ and $\omega_d$ denote the drive amplitude and frequency, respectively. However, as pointed out in Refs. [47, 49, 50, 59, 63, 72], the fluctuation of the drive amplitude also causes qubit dephasing. It is therefore useful to enable protection from the ac noise as well.

The need to protect qubits from both dc and ac noises motivates us to target operating points with $\partial e_{01}/\partial \lambda = 0$, $\partial^2 e_{01}/\partial^2 \lambda = 0$ and $\partial e_{01}/\partial A = 0$, which we call the triple sweet spots. These operating points are more difficult to find. For the fluxonium qubit we work with, we do not find such triple protection with the simple sinusoidal drive. (We have confirmed this absence numerically over a wide range of the drive parameters.) However, a slightly more complex periodic drive solves this problem. For example, we find the vanishing of the three derivatives using $\hat{H}_d(t) = A [\cos \omega_d t + \alpha \cos(2n + 1) \omega_d t] \hat{x}$ (choosing $\alpha = n$ in $\mathbb{N}^*$). (We choose an odd integer $2n + 1$ to ensure the vanishing of $\partial e_{01}/\partial \lambda$ [71]). This driving protocol is similar to those chosen in Refs. [49, 50, 59, 63, 72], although we are targeting working points with an extra second-order protection. We show one example of such sweet spots in FIG. 3 (a), where we choose $\alpha = 1$ and $n = 1$. Beside the position of this sweet spot, we also visually demonstrate the flattening of the spectrum. In FIG. 3 (b), we plot the quasi-energies of the qubit as a function of the dc control parameter $\lambda$, with the ac drive amplitude $A$ fixed at the sweet spot, and the other way around in (c). Both plots show suppressed variation of the qubit frequency around the sweet spot. In (b), the variation of the frequency of the undriven qubit (subtracted by integer multiples of the drive frequency for comparison) is plotted (red-dashed curve) to contrast the second-order suppression. Similar sweet spots for other choices for $\alpha$ and $n$ have also been found. According to Eq. (3), this protection protocol should mitigate dephasing caused by both the Gaussian noise and the non-Gaussian TLFs.

To numerically confirm the improvement of coherence
times, we use the SSE method to simulate the Floquet Ramsey evolution [47], and compare the dephasing time with that in the undriven case in FIG. 3 (d). Still using the noise model \( \delta \xi(t) \) (\( N_f = 2 \) for this simulation), the dephasing time at this triple protection point (solid cyan curve) is improved by 10 times compared to that at the static sweet spot (solid red curve). This is directly related to the suppression of the second-order derivative [FIG. 3 (b)]. The limiting factor for the coherence time at this protection point is the depolarization (solid gray curves) by the noise at the smaller qubit frequency, which can potentially be further mitigated by optimizing the qubit parameters and drive shapes. To emulate the low-frequency drive noise, we further include random fluctuation of the drive amplitude \( A \) before each evolution trace in the SSE simulation. Remarkably, we still find 8 times improvement (cyan dashed curve) for up to 1% fluctuation of the drive amplitude. This insensitivity is owing to the first-order insensitivity of the quasi-energy difference to the drive amplitude [FIG. 3 (c)].

**Conclusion.**—We study the high-order dephasing effect in a qubit by non-Gaussian fluctuators. Our calculation predicts a symmetry breaking that is unique to the non-Gaussian noise. Concretely, we show that the strong TLFs, a popular non-Gaussian noise model, dramatically change the behavior of the dephasing rates and cause an unexpected mismatch between the minima of the dephasing rate and the qubit frequency. These findings challenge the usually assumed equivalence between the two minima, call for extra carefulness in locating the optimal working point, and caution the use of the Gaussian model for noise characterization. Finally, we propose a triple-protection scheme to suppress both the first-order and the second-order sensitivity of the qubit energy to these fluctuators, where the qubit is also first-order protected from the low-frequency drive noise. Our simulation demonstrates an order of magnitude improvement of the dephasing time based on the parameters of an experimentally realized heavy fluxonium qubit.
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I. MODEL

A. Qubit

This section provides more details of the qubit and the fluctuators studied in the main text. As a recap of the main text, the Hamiltonian of the qubit is $\hat{H}_q(\lambda) = \hat{H}_0(0) + \lambda \hat{x}$, where $\lambda$ is a control parameter of the qubit. The Hamiltonian $\hat{H}_q(0)$ satisfies a $\mathbb{Z}_2$ symmetry, i.e., $\hat{R} \hat{H}_q(0) \hat{R}^\dagger = \hat{H}_q(0)$, where $\hat{R}$ is defined by the transformation $\hat{R} \hat{x} \hat{R}^\dagger = -\hat{x}$. Using this property, one can prove

$$\left(\partial \omega_{ge} / \partial \lambda\right)|_{\lambda=0} = \langle e|\hat{x}|e\rangle|_{\lambda=0} - \langle g|\hat{x}|g\rangle|_{\lambda=0} = 0. \quad (S1)$$

The last equation holds because the $\mathbb{Z}_2$ symmetry renders $\langle j|\hat{x}|j\rangle|_{\lambda=0} = -\langle j|\hat{x}^2|j\rangle|_{\lambda=0} = 0$ for any non-degenerate eigenstates $|j\rangle$ with eigenenergy $\omega_j$ of bare Hamiltonian $\hat{H}_q(\lambda)$. (We use $j$ to index the eigenstates.)

Important for the discussion below, here we evaluate perturbatively the matrix elements of $\hat{x}$ for $\lambda \approx 0$. We find

$$|j\rangle|_{\lambda=0} = |j\rangle + \lambda \sum_{j' \neq j} \left( x_{jj'} \omega_{j'} - x_{j'j} \omega_j \right) |j'\rangle + O(\lambda^2), \quad (S2)$$

where we define $x_{jj'} \equiv \langle j'|\hat{x}|j\rangle$. This approximation equates $x_{gg}|_{\lambda} \approx 2\lambda \left( [\omega_{ee}]^2 / [\omega_{ge}^2 - \omega_{ee}^2] \right)|_{\lambda=0}$ as well as $x_{ee}|_{\lambda}$ by switching $e$ and $g$.

B. Two-level fluctuators

This subsection focuses on the correlation functions of a single TLF. As a recap of the main text, the TLF $\delta \xi_T(t)$ can only take two values, $\pm|\xi_T|$, and the probabilities of finding the TLF in these states are $P_{\pm}$. (We omit the subscript $\mu$ that indexes the TLFs, since only one TLF is under investigation.) The coefficient $\xi_T$ is set by $\xi_T = |\xi_T|(P_+ - P_-)$ to ensure $\delta \xi(t) = 0$. The rate of the downward (upward) flipping is denoted by $\kappa_{- (+)}$. The state probabilities and flipping rates satisfy $\kappa P_+ = \kappa P_-$. For convenience, we denote the sum rate by $\kappa \equiv \kappa_+ + \kappa_-$. To derive the correlation functions, we find it convenient to first study the equal-amplitude but nonzero-average TLF: $\xi_T(t) \equiv \delta \xi_T(t) + \xi_T$. If we can find the correlation functions of $\xi_T(t)$, those of $\delta \xi_T(t)$ can be easily derived. An important fact for $\xi_T(t)$ is that, if we find the TLF $\xi_T(t)$ in $+|\xi_T|$ state at time $t$, then at time $t + \Delta t$ ($\Delta t > 0$), the probability of finding it still in the same state is $f_1(\Delta t) \equiv P_+ e^{-\kappa_+ \Delta t} + P_+$. Using this relation, we can derive the multi-time correlation functions as products of such probabilities based on the formula for conditional probability:

$$\begin{align*}
&\xi_T(t)| + |\xi_T| \cdot |\xi_T(t_1)| + |\xi_T| \cdots |\xi_T(t_n)| + |\xi_T| |\xi_T(0) + |\xi_T| \\
&= 2|\xi_T|^{n+1} P_+ f_1(t - t_1) f_1(t_1 - t_2) \cdots f_1(t_{n-1} - t_n). \quad (S3)
\end{align*}$$

Note that the times shown above are ordered by $t > t_1 \cdots > t_n \geq 0$. Thus, the correlation functions of $\xi_T(t)$ and $\delta \xi_T(t)$ can be obtained to arbitrary orders. Specifically, we show the results up to the fourth order:

$$\begin{align*}
\delta \xi_T(t) &= 0, \quad (S4) \\
\delta \xi_T(t) \delta \xi_T(0) &= |\xi_T|^2 P_+ P_- e^{-\kappa_+ t} \\
\delta \xi_T(t) \delta \xi_T(t_1) \delta \xi_T(t_2) \delta \xi_T(t_3) &= |\xi_T|^4 (P_+ - P_-)^2 e^{-\kappa_+ (t_1 + t_2 + t_3)}, \\
\delta \xi_T(t) \delta \xi_T(t_1) \delta \xi_T(t_2) \delta \xi_T(t_3) &= |\xi_T|^4 (P_+ - P_-)^2 e^{-\kappa_+ (t_1 + t_2 + t_3)}. 
\end{align*}$$

Obviously, the three-time correlation function of the TLF is nonzero in general, while such function of a Gaussian fluctuator is strictly zero.

Although a single TLF shows clear non-Gaussian features, a sufficiently large number of independent TLFs can be approximated as Gaussian noise according to the central limit theorem. Therefore, the Gaussian noise in our numerical simulation is emulated by 2001 independent weak TLFs. Using this Gaussian-noise model, we find great agreement between the numerical simulation and the analytical prediction.

II. KELDYSH FORMALISM

A. General Keldysh discussion

The Keldysh technique is a powerful tool that evaluates the formal expression of $\hat{\rho}_f(t) = \hat{U}_f^\dagger(t) \hat{\rho}_f(0) \hat{U}_f(t)$ perturbatively and diagrammatically. This perturbative treatment starts with the expansion of $\hat{U}_f(t) \equiv \mathcal{T} \exp[-i \int_0^t dt' \hat{H}_f(t')]$ in powers of the perturbation Hamiltonian $\hat{H}_f(0) = \hat{U}_0^\dagger(0) \hat{H}_f(0) \hat{U}_0(0)$, where the bare propagator is $\hat{U}_0(t) \equiv \exp[-i \hat{H}_q(0) t]$ and the noise coupling term is $\hat{H}_f(t) = i \hat{\xi}(t) \hat{x}$. [This specific choice of $\hat{U}_0(t)$ is suitable for describing the free-induced (Ramsey) dephasing of the qubit.] The expansion is $\hat{U}_f(t) = \sum_n \hat{U}_f^n(t)$,
where the \( v \)th term \( \tilde{U}_I^v(t) \) is given by
\[
\tilde{U}_I^v(t) = (-i)^v \int_0^t dt_1 \tilde{H}_I(t_1) \int_0^{t_1} \tilde{H}_I(t_2) dt_2 \cdots \times \int_0^{t_{v-1}} \tilde{H}_I(t_v) dt_v.
\] (S5)

It contains a product of \( v \) times of \( \tilde{H}_I \).

Using Eq. (S5), we expand the density matrix elements as
\[
\rho_{I, jk}(t) = \sum_{k' v} \rho_{I, jk'}(0) \Pi^v_{jk' \rightarrow jk}(t),
\] (S6)
where the \( v \)th order Keldysh projector is defined by
\[
\Pi^v_{jk' \rightarrow jk}(t) \equiv \sum_{\nu + \nu' = v} \langle j | \tilde{U}_I^{\nu'}(t) | j' \rangle \langle k' | \tilde{U}_I^{\nu}(t) | k \rangle.
\]

With no noise coupling, we have \( \Pi^0_{jk' \rightarrow jk}(t) = \delta_{j', j} \delta_{k', k} \), which is also the zeroth-order term in the expansion (S6). Note that not all the projectors are important. Because we are interested in the dephasing of the qubit, which is related to the decay of the off-diagonal matrix element, we only focus on the projectors \( \Pi^v_{eg \rightarrow jk}(t) \). To measure the evolution of \( \rho_{I, eg}(t) \), the qubit is usually prepared in an equal superposition state \( | e \rangle \) and \( | g \rangle \), which sets \( \rho_{I, eg}(0) = \rho_{I, ge}(0) = \rho_{I, gg}(0) = 1/2 \) and other initial matrix elements zero. This specific protocol further restricts our attention to projectors with \( j = e, g \) and \( k = e, g \).

To extract the noise-mediated qubit frequency and the dephasing rate, the quantity we focus on is the exponent of the evolution \( -i\omega t \Phi(t) \) in \( \rho_{I, eg}(t) \). In the literature on Keldysh formalism [1–3], this exponent is related to the self energy. For the specific measurement protocol we describe above, the “self energy” in this paper is defined as
\[
\Sigma_{eg}(t) \equiv \ln \left[ \sum_{i,j = e,g} \Pi_{eg \rightarrow ij}(t) \right]
\] (S7)
\[
= \sum_{i,j = e,g, v = 0} \Pi^{(v)}_{eg \rightarrow ij}(t) - \frac{1}{2} \left[ \sum_{i,j = e,g, v = 0} \Pi^{(v)}_{eg \rightarrow ij}(t) \right]^2 + \cdots
\]

To obtain useful expressions for the dephasing profile and qubit frequency, in the next subsection we introduce a truncation and approximation protocol to perturbatively evaluate formal expansion above.

### B. Truncation and approximation

In the main text, we mainly focus on the parameter region \( \lambda \sim |\delta \xi(t)| \equiv \left[ \delta \xi^2(t) \right]^{1/2} \), where we find the mismatch of the extrema of the qubit frequency and dephasing rate. In this parameter regime, the quantities \( \delta \xi(t) \) and \( \lambda \) should be treated on equal footing in the perturbation theory. To track the order of the magnitude of the terms we derive in the following, we add a prefactor \( \epsilon \) before the two small parameters \( \lambda \) and \( \delta \xi(t) \), i.e., \( \lambda \rightarrow \epsilon \lambda \) and \( \delta \xi(t) \rightarrow \epsilon \delta \xi(t) \), and finally set \( \epsilon = 1 \).

Under this ordering scheme, the real and imaginary parts of \( \Sigma_{eg}(t) \) are found to be of different orders, i.e.,
\[
\text{Re} \{ \Sigma_{eg}(t) \} \sim O(\epsilon^4), \quad \text{Im} \{ \Sigma_{eg}(t) \} \sim O(\epsilon^2).
\]

Beyond the leading orders, we can certainly use (S7) to include higher-order contributions, but we find it difficult to cast the high-order terms into simple expressions with clear physical meaning. Therefore, we will approximate the real and imaginary parts of \( \Sigma_{eg}(t) \) only to their respective leading order in \( \epsilon \), which we find sufficient to capture the quantitative behaviors of the qubit frequency and dephasing rate around the sweet spot. Because of this approximation scheme, we only need to keep the Keldysh expansion \( \Pi^v_{eg \rightarrow ij}(t) \) up to \( v = 4 \), and only require imaginary parts up to \( v = 2 \). This approximation scheme is nicknamed as “εR4I2”, convenient for referencing below. Using the assumption of the low-frequency noise, we can further neglect the contributions from \( \Pi_{eg \rightarrow ij}(t) \) for \( i \neq e \) or \( j \neq g \) in this approximation scheme — their contributions are oscillatory and do not grow with time. This further focus our attention on \( \Pi_{eg \rightarrow eg}(t) \).

### C. Two-point Keldysh diagrams

In this and the following subsections, we expand the projectors according to Eq. (S5) for the concrete noise model considered in the main text. Each subsection addresses one specific type of diagrams. We start with the two-point ones due to the vanishing of \( \delta \xi(t) \). There are in total four such diagrams. Two of them are shown in FIG. S1 (A) and (B), while the remaining can be obtained by flipping the dots between the upper and lower branches.

To help readers better follow our derivation, we next show calculation details of (A) for example. The two-point diagram, FIG. S1 (A), corresponds to the integral
\[
(A) = (-i)(i) \epsilon^2 \int_0^t dt_1 \int_0^{t_1} dt_2 (e^{i\xi(t_2)} e^{i\xi(t_1)}) \int_0^{t_1} dt (S(\omega) e^{-i\omega(t_1-t_2)})
\]
\[
= \epsilon^2 \int_0^t dt_1 \int_0^{t_1} dt_2 x_{ee} x_{gg} \frac{2}{\pi} \delta \xi(t_1) \delta \xi(t_2)
\]
\[
= \epsilon^2 \int_0^t dt_1 \int_0^{t_1} dt_2 x_{ee} x_{gg} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} S(\omega) e^{-i\omega(t_1-t_2)}
\]
\[
= \epsilon^2 x_{ee} x_{gg} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} S(\omega) (K_R(\omega, t) + i K_I(\omega, t)).
\] (S8)

Above, \( \delta \xi(t) = \delta \xi_G(t) + \sum_\mu \delta \xi_T(\mu) \) is the full fluctuator, whose two-point spectrum is \( S(\omega) \equiv \delta \xi_G(\omega) + \sum_\mu S_\mu(\omega) \). The filter functions \( K_R(\omega, t) \) and \( K_I(\omega, t) \) are real and imaginary parts of the integral \( \int_0^t dt_1 \int_0^{t_1} dt_2 e^{-i\omega(t_1-t_2)} \), which are derived as \( K_R(\omega, t) \equiv \frac{i}{2} \sum_\mu \text{Re} \{ S_\mu(\omega) \} \) and \( K_I(\omega, t) \equiv 0 \). The rotated operator \( \tilde{x}(t) \) is given by
\[
\tilde{x}(t) \equiv \tilde{U}_0^t(\tilde{x}) \equiv \sum_{j,k} x_{jk} |j \rangle \langle k| e^{i(\omega_j - \omega_k) t}.
\] (S9)
Following the same procedure, (B) gives us

\[ (B) = (-i)^2 e^2 |e_j|^2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} S(\omega) \times [K_{R}(\omega + \omega_j - \omega_e, t) + iK_{I}(\omega + \omega_j - \omega_e, t)] \]  

(S10)

(In this and following expressions, we will drop the superscript “bare” to save space). Note that at this order, it is unnecessary to differentiate between the Gaussian and non-Gaussian noise.

To further simplify the expressions, we next approximate the structures of both the filter functions \( K_{R,I}(\omega, t) \) and the noise spectrum \( S(\omega) \). First, the spectrum \( S(\omega) \) assumed in this study is symmetric (due to the classical nature of the noise) and is concentrated around \( \omega = 0 \), as shown in FIG. S2 (black-dashed curves). Such structured spectrum motivates us to assume that at any non-zero qubit transition frequency \( \omega = \omega_j - \omega_{j'} (j \neq j') \), the noise power \( S(\omega) \) is negligible. Second, we are interested in the timescale that is much longer than the qubit oscillation period, i.e., \( t \gg 2\pi / (\omega_j - \omega_{j'}) (j \neq j') \). In this way, the widths of the filter functions are much smaller than the qubit frequencies, and any filter function centered at a nonzero qubit transition frequency negligibly sample the low-frequency part of the noise spectrum (see FIG. S2).

With these assumptions, we first simplify the real parts of these diagrams. The most important approximations are made for (B) with \( j \neq e \). The real-valued contribution from high frequencies is negligible due to the assumption of low-frequency noise. (For the Floquet case discussed later, such contribution is potentially more important due to the smaller quasi-energy difference.) After neglecting it, the magnitude of the real part of such diagram is approximately

\[ e^2 |e_j|^2 \int d\omega S(\omega) / (2\pi \omega_{j_e}^2) \],

which does not grow with time and is negligible if the noise amplitude is sufficiently weak. After dropping such contributions, the sum of the remaining real-valued terms from (A) and (B) and their flipped diagrams is approximated by

\[ -\Phi^{(2)}(t) \approx -e^2 (x_{ee} - x_{gg})^2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} K_{R}(\omega, t)S(\omega) \]

\[ = -e^2 D_{1,4}^2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} K_{R}(\omega, t)S(\omega) \]

\[ \approx -e^4 D_{2,0}^2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} K_{R}(\omega, t)S(\omega), \]  

(S11)

where we have used

\[ D_{1,4} \equiv \frac{\partial \omega_{ge}^{\text{bare}}}{\partial \lambda} = x_{ee} - x_{gg} \]

and \( D_{1,4} \approx D_{2,0} \). Eq. (S11) is reminiscent of those derived using the Bloch-Redfield theory [4, 5], which describes how the dephasing of the qubit is related to the first-order derivative. Note that in Eq. (S11) we add the prefactor \( e^2 \) to track the order of the small parameter \( \lambda \). This term is of the order \( O(e^4) \), and grows with \( t \) according to the expression of \( K_{R}(\omega, t) \). For example, if \( S(\omega) \) can be treated flat within the width of the filter function, \( \Phi^{(2)}(t) \) grows linearly with \( t \), while for \( 1/f \) noise, such growth is approximately \( \sim t^2 \) [5].

We next turn to the imaginary parts of (A) and (B). Contrary to \( K_{R}(\omega, t) \), the function \( K_{I}(\omega, t) \) is an odd function in the frequency domain. The symmetric spectrum of the classical noise then guarantees the vanishing of the integral \( \int_{-\infty}^{\infty} (d\omega/2\pi) S(\omega) K_{I}(\omega, t) \). Therefore, the imaginary terms

FIG. S1. Keldysh diagrams for \( T_{ee}^{y=3,4}(t) \) that are relevant under the eR4I2 approximation scheme. The black dashed lines represent the correlation functions of the full fluctuation \( \delta \xi(t) \), while the blue and pink lines represent those of the Gaussian fluctuator, \( \delta \xi_G(t) \), and a single TLF, \( \delta \xi_{TF}(t) \).
we collect are from the diagrams with $j \neq e$ in (B). Using the assumption of the low-frequency noise again, we only focus on the integration over $\omega \approx 0$, which allows us to approximate $K^I(\omega+\omega_j-\omega_e) \approx -i/\epsilon (\omega_j-\omega_e)$. This step simplifies the expression of the imaginary part by

$$-i\delta\omega(\omega) = -i\epsilon e^2 \int \frac{d\omega}{2\pi} \left| \sum_{j \neq e} |x_{ej}|^2 K^I(\omega+\omega_j-\omega_e)S(\omega) \right| \approx -i\epsilon e^2 \int \frac{d\omega}{2\pi} \left| \sum_{j \neq e} |x_{ej}|^2 K^I(\omega+\omega_j-\omega_e)S(\omega) \right|. $$

Above, we have used the relation

$$D_{2,1} \equiv \frac{\partial^2 \omega_{bare}}{\partial \omega^2} = 2 \left( \sum_{j \neq e} \frac{|x_{ej}|^2}{\omega_e-\omega_j} - \sum_{j \neq g} \frac{|x_{ej}|^2}{\omega_g-\omega_j} \right).$$

(S14)

Eq. (S13) is related to the Lamb shift caused by the fluctuator $\delta\omega(\omega)$. To summarize, the two-point diagrams contribute $\Pi^{(2)}_{r\rightarrow g}(t) = -\Phi^{(2)}(t) - i\delta\omega(\omega)$ to the full projector, where $\Phi^{(2)}(t)$ is of the order $\epsilon^4$ and $i\delta\omega(\omega)$ is of the order $\epsilon^2$.

D. Three-point Keldysh diagrams

Different from in Refs. [2, 3, 6], it is necessary to calculate diagrams with odd interaction points due to the non-zero odd-time correlation functions. This subsection focuses on these diagrams. According to the eR4I2 scheme described in Sec.II.B and the expansion Eq. (S7), we only need to focus on real parts of these diagrams.

The relevant diagrams are FIG. S1 (C)-(E). Again, we show the calculation details of one of them. The diagram (C) corresponds to the integral

$$\langle C \rangle = (-i)(i)^2 e^3 \int_0^t dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 x_{ee}|x_{g}\rangle^2 \
	imes \delta\xi(t_1)\delta\xi(t_2)\delta\xi(t_3) e^{i(\omega_j-\omega_g)t_2+4i(\omega_e-\omega_g)t_1}. $$

(S15)

In general, we need the information of the bispectrum associated with the correlation $\delta\xi(t_1)\delta\xi(t_2)\delta\xi(t_3)$ to proceed with the calculation [1]. Fortunately, the three-time correlation functions of the TLFs, shown in Eq. (S4), have a simple structure. As one can check using Eq. (S3), the three-time correlation function of one TLF can be expressed as

$$\delta\xi(t_1)\delta\xi(t_2)\delta\xi(t_3) = -2\xi^3 S_T(t_1-t_3) $$

$$= -2\xi^3 \int_0^\infty \frac{d\omega}{2\pi} S_T(\omega) e^{-i\omega(t_1-t_3)}. $$

(S16)

Since the Gaussian noise does not contribute odd-time correlation functions, the full correlation $\delta\xi(t_1)\delta\xi(t_2)\delta\xi(t_3)$ is just the sum of all TLF contributions. In the following, we will first focus on one TLF’s contribution.

For a single TLF, we insert Eq. (S16) into Eq. (S15). The result is more concisely expressed by a Laplace transform:

$$\mathcal{L}\{\langle C \rangle\}(s) = -ie^3 x_{ee}|x_{g}\rangle^2 \int_0^\infty \frac{d\omega}{2\pi} \xi^3 S_T(\omega) $$

$$\times \frac{1}{s^2 + i\omega} \frac{1}{s^2 + i(\omega_j-\omega_g)}.$$  

(S17)

Note that we are not interested in diagrams with $j = g$ because their leading order is $O(\epsilon^6)$. Then for $j \neq g$, the last line of the expression above is approximated by

$$\mathcal{L}^{-1}\left[ \frac{iK^R(\omega, t)}{\omega_j-\omega_g} \right] \rightarrow \frac{iK^R(\omega, t)}{\omega_j-\omega_g}.$$  

(S18)

The second term contributes negligibly due to the structures of $K^R(\omega+\omega_j+\omega_e, t)$ and $S_T(\omega)$ as presented in FIG. S2, therefore we can focus only on the first one.

We can calculate (D) and (E) following similar procedures. Again, we will neglect diagrams with $j = g$ in (D) and $j' = e$ in (E) according to the $\epsilon^4$ approximation. On the other hand, (E) with $j \neq e$ and $j' \neq e$ does not contribute significantly to the real part, so we will also omit the evaluation of this case. To summarize, we find

$$\langle C \rangle_{j \neq e} \approx -e^3 x_{ee}|x_{g}\rangle^2 \int \frac{d\omega}{2\pi} 2\xi^3 K^R(\omega, t)S_T(\omega),$$

$$\langle D \rangle_{j = e} \approx -e^3 x_{ee}|x_{g}\rangle^2 \int \frac{d\omega}{2\pi} 2\xi^3 K^R(\omega, t)S_T(\omega),$$

$$\langle E \rangle_{j = e, j' = e} \approx -e^3 x_{ee}|x_{g}\rangle^2 \int \frac{d\omega}{2\pi} 2\xi^3 K^R(\omega, t)S_T(\omega).$$

(S19)
Finally, using Eqs. (S12) and (S14), we summarize (C)-(E) and their flipped diagrams as
\[
-\Phi^{(3)}(t) \approx e^3 D_{1,\lambda} D_{2,\lambda} \sum_{\mu} \int \frac{d\omega}{2\pi} \tilde{\xi}_{T\mu} K^R(\omega, t) S_{T\mu}(\omega),
\]
\[
\approx e^4 D_{2,\lambda} \sum_{\mu} (2\lambda \tilde{\xi}_{T\mu}) \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega).
\]
(S20)

The three-point diagrams contribute \(\text{Re}\{\Pi^{(3)}_{\epsilon g - \epsilon g}(t)\} \approx -\Phi^{(3)}(t)\) to the projector up to \(e^4\).

### E. Four-point Keldysh diagrams

The calculation of the four-point diagrams is more complicated than the previous cases, because here both Gaussian and non-Gaussian noise contribute. Some diagrams only involve one of them, while the others involve both. The four-time correlation functions of these two types of fluctuators can both be derived from the two-time ones, but through different relations. Specifically, they are respectively expanded by
\[
\delta \xi_G(t) \delta \xi_G(t_1) \delta \xi_G(t_2) \delta \xi_G(t_0) = \delta \xi_G(t) \delta \xi_G(t_1) \delta \xi_G(t_2) \delta \xi_G(t_0) + \delta \xi_G(t) \delta \xi_G(t_2) \delta \xi_G(t_1) \delta \xi_G(t_0) + \delta \xi_G(t) \delta \xi_G(t_0) \delta \xi_G(t_1) \delta \xi_G(t_2),
\]
\[
\delta \xi_T(t) \delta \xi_T(t_1) \delta \xi_T(t_2) \delta \xi_T(t_0) = \delta \xi_T(t) \delta \xi_T(t_1) \delta \xi_T(t_2) \delta \xi_T(t_0) + \left(2\xi\right)^2 \delta \xi_T(t) \delta \xi_T(t_0).
\]
(S21)

In the following, we will carefully address such distinction, and outline the results of various types of combinations.

As discussed in Ref. [6], certain diagrams should not appear in the self energy due to the cancellation by the products of aforementioned diagrams, according to Eq. (S7). We first focus on these redundant ones, which are called the disconnected diagrams, e.g., (F) and (G). Without showing more details, we list the results of these integrals below
\[
\text{Re}\{F\}_{j g, j g} \approx \frac{e^4 t^2}{2(\omega - \omega')^2} S(\omega) S(\omega'),
\]
\[
\text{Re}\{G\}_{j g, j g} \approx \frac{e^4 t^2}{2(\omega - \omega')^2} S(\omega) S(\omega').
\]
(S22)

On the contrary, FIG. S1 (H)-(M) can describe both the mutual contribution by a Gaussian fluctuator-TLF pair or a TLF-TLF pair and the contribution by the Gaussian noise itself. In the Gaussian fluctuator-TLF case, the four diagrams are evaluated as
\[
\text{Re}\{(H)_{j g, j g}\} \approx \frac{e^4}{2} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega)
\]
\[
\times \int \frac{d\omega'}{2\pi} K^R(\omega + \omega', t) S_{\mu}(\omega') S_{T\nu}(\omega - \omega') S_{\nu}(\omega - \omega'),
\]
\[
\text{Re}\{(I)_{j g, j g}\} \approx \frac{e^4 t^2}{2} \sum_{\nu} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega)
\]
\[
\times \int \frac{d\omega'}{2\pi} K^R(\omega + \omega', t) S_{\mu}(\omega) S_{T\nu}(\omega - \omega') S_{\nu}(\omega - \omega').
\]
(S23)

These expressions correspond to the mutual decoherence terms contributed by the Gaussian fluctuator \(\delta \xi_G(t)\) and the \(\mu\)th TLF \(\delta \xi_{T\mu}(t)\). The TLF-TLF contribution can be obtained by replacing \(S_G(\omega')\) by the noise spectrum of another TLF \(S_{T\nu}(\omega')\), while the pure Gaussian contribution is obtained by replacing \(S_{T\mu}(\omega)\) by \(S_G(\omega)\).

Finally, using Eq. (S14) again, we can summarize all real-valued contributions from four-point diagrams up to \(e^4\) as
\[
-\Phi^{(4)}(t) \approx -e^4 D_{2,\lambda=0} \sum_{\mu} \tilde{\xi}_{T\mu} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega),
\]
\[
-\frac{e^4}{2} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega) S_{T\nu}(\omega - \omega') S_{\nu}(\omega - \omega'),
\]
\[
-\frac{e^4}{2} \sum_{\mu} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega) S_{T\nu}(\omega - \omega') S_{\nu}(\omega - \omega'),
\]
\[
-\frac{e^4}{2} \sum_{\mu} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_{T\mu}(\omega) S_{T\nu}(\omega - \omega') S_{\nu}(\omega - \omega').
\]
(S25)

These diagrams will be cancelled by the products of two-point ones. For example, one can check \(\text{Re}\{\Pi\} \approx |\text{Im}\{(B)\}|^2/2\). Therefore, according to Eq. (S7), \(\text{Re}\{\Pi\}\) should not contribute to the self energy. The same conclusion holds for (F) as well as their flipped diagrams.
F. Summary

After adding the terms from Sec. II.C-E, we finally find the leading-order expressions of $\text{Re}\{\Sigma_{eg}(t)\} = \Phi(t)$ and $\text{Im}\{\Sigma_{eg}(t)\} = -\delta\omega_{LS}$ as

$$
\delta\omega_{LS} \approx \frac{D_{2,1=0}}{2} \int \frac{d\omega}{2\pi} \mathcal{S}(\omega),
$$

(S26)

$$
\Phi(t) \approx D_{2,1=0} \int \frac{d\omega}{2\pi} K^R(\omega, t) S_G(\omega),
$$

(S27)

$$
\begin{align*}
&\quad + D_{2,1=0} \sum_{\mu} (\lambda - \xi_{T\mu})^2 \int \frac{d\omega}{2\pi} K^R(\omega, t) S_\mu(\omega) \\
&\quad + D_{2,1=0} \sum_{\mu\neq\mu'} \int \frac{d\omega}{2\pi} K^R(\omega + \omega', t) S_\mu(\omega) S_{\mu'}(\omega') \\
&\quad + D_{2,1=0} \sum_{\mu} \int \frac{d\omega}{2\pi} K^R(\omega + \omega', t) S_\mu(\omega) S_{\mu'}(\omega'),
\end{align*}
$$

(G. Generalization to the Floquet dephasing)

The expressions derived above can be generalized to describe the qubit dephasing under a periodic drive. In the following, we will outline such generalization and predict the Floquet dephasing profile using the Keldysh method.

Compared to the diagrams for static (Ramsey) dephasing, those in this driven case have two major differences. First, the qubit is prepared in a superposition of the two computational Floquet states, rather than its bare eigenstates. Second, due to the inclusion of the periodic drive, the bare propagator $\hat{U}_0(t)$ is

$$
\hat{U}_0(t) = \sum_k e^{-i\varepsilon_k t} |w_k(t)\rangle \langle w_k(0)|,
$$

(S28)

where $|w_k(t)\rangle$ is the $k$th independent Floquet state, and $\varepsilon_k$ is its quasi-energy. As a result, the rotated operator in Eq. (S9) is replaced by

$$
\begin{align*}
\hat{x}(t) &= \sum_{k,k'} \langle w_k(t)|\hat{x}|w_{k'}(t)\rangle e^{i(\varepsilon_k - \varepsilon_{k'})t} |w_k(0)\rangle \langle w_{k'}(0)| \\
&= \sum_{k,k',n} x_{kk',n} e^{i(\varepsilon_k - \varepsilon_{k'} - n\omega_d)t} |w_k(0)\rangle \langle w_{k'}(0)|,
\end{align*}
$$

(S29)

where $\omega_d = 2\pi/T_d$ denotes drive frequency, and $x_{kk',n}$ is the $k$th Fourier coefficient of the time-dependent matrix element defined by

$$
\begin{align*}
x_{kk',n} &= \frac{1}{T_d} \int_0^{T_d} dt \langle w_k(t)|\hat{x}|w_{k'}(t)\rangle e^{int\omega_d}.
\end{align*}
$$

(S30)

Note that the expansion Eq. (S29) is analogous to Eq. (S9), except that there is an additional index $n$ to enumerate. The analogy allows us to use the Keldysh diagrams in FIG. S1 to perturbatively calculate the Floquet dephasing profile. Useful for this calculation, here the matrix elements are related to the derivatives by

$$
\begin{align*}
D_{1,1=0}^F &= \frac{\partial \varepsilon_{01}}{\partial \lambda} = x_{11,0} - x_{00,0}, \\
D_{2,1=0}^F &= 2 \left[ \sum_{k \neq 1, n \in \mathbb{Z}} \frac{|x_{1k,n}|^2}{\omega_1 - \varepsilon_k - n\omega_d} - \sum_{k' \neq 0, n' \in \mathbb{Z}} \frac{|x_{0k',n'}|^2}{\omega_0 - \varepsilon_{k'} - n'\omega_d} \right].
\end{align*}
$$

(S31)

Before proceeding with the approximations, we notice one important difference in the Floquet calculation – the vanishing of $D_{1,1=0}^F$ is not guaranteed for a general periodic drive. Such vanishing is the basis of the protection scheme introduced in the main text, which we must ensure. Fortunately, we prove that this condition is satisfied if we choose $H_d(t) = f(t)\hat{x}$ and set $f(t + T/2) = -f(t)$. [The protocol used in the main text for the triple protection clearly satisfies this condition.] This vanishing is again related to the $\mathbb{Z}_2$ symmetry of the qubit Hamiltonian. In detail, the drive we choose ensures that noise-free Hamiltonian at $\lambda = 0$, $\hat{H}_{q,d}(0,t) = \hat{H}_q(0) + \hat{H}_d(t)$, satisfies

$$
\hat{R}\hat{H}_{q,d}(0,t)\hat{R}^\dagger = \hat{H}_{q,d}(0, t + \frac{T}{2}).
$$

(S32)

Again, if there is no degeneracy in the quasi-energy spectrum, the Floquet states must preserve a certain parity, i.e., $\hat{R}|w_k(t)\rangle = \pm|w_k(t + T/2)\rangle$. Then using the definition (S30) and the relation $\hat{R}\hat{x}\hat{R}^\dagger = -\hat{x}$, one can find $x_{kk',0}|_{t=0} = 0$, which further leads to $D_{1,1=0}^F = 0$ according to Eq. (S31).

After ensuring $D_{1,1=0}^F = 0$, we can follow a similar perturbative calculation in the previous sections to derive the Floquet dephasing profile. Conveniently, if the quasi-energy differences are sufficiently large, the profile can be obtained by replacing $D_{2,1=0}^F$ by $D_{2,1=0}^F$ in Eq. (S27). In the main text, the Floquet mitigation protocol improves the dephasing time of a static qubit by 10 times, which is limited by the non-negligible Floquet depolarization rather than pure dephasing [7]. Such limitation goes beyond the approximation made above by neglecting the contribution from noise at qubit frequency, because this frequency (quasi-energy difference) is reduced at the triple protection point. In this way, the qubit is more susceptible to depolarization. However, such limitation can be potentially lifted by engineering larger $\varepsilon_{01}$ at the triple protection point through optimizing the qubit parameters and driving protocols.
III. ADIABATIC APPROXIMATION AND ECHO DEPHASING PROFILE

In this section, we derive the qubit dephasing profile using a different method, which is based on the adiabatic approximation [5]. The purpose of this derivation is twofold. First, we want to check whether the intuitive picture, which assumes that the noise only shifts the qubit frequency, reproduces the rigorously derived results in Eq. (S26) and (S27). Second, we can derive an expression of the dephasing profile by the Echo protocol around the qubit sweet spot, which is difficult to obtain using the Keldysh expansion.

Under the adiabatic approximation, the qubit dephasing profile is approximated by \( \exp[-\mathcal{K}(t)] \), where the kernel is expressed as

\[
\mathcal{K}(t) = \ln \left[ \exp \left( -i \int_0^t \chi(t') \sum_v \frac{D_{v,A}}{v!} \delta \xi_v(t') \right) \right].
\]  

(S33)

Above, \( \chi(t') \) describes the external control pulses specific to different measurement protocols. For a Ramsey measurement, we take the control function to be \( \chi_R(t') = 1 \), while in the Echo case, we set it by \( \chi_E(t') = 1 \) for \( 0 < t' < \frac{t}{2} \) and \( \chi_E(t') = -1 \) for \( \frac{t}{2} < t' < t \). Similar to the previous section, we will expand Eq. (S33) to \( \delta \xi^4(t) \). The terms that contain \( v \) times of \( \delta \xi(t) \) are collected into \( \mathcal{K}^{(v)}(t) \), which is given by

\[
\mathcal{K}^{(2)}(t) = - \frac{D_{1,A}^2}{2} \int_0^t dt_1 dt_2 \chi(t_1) \chi(t_2) \delta \xi(t_1) \delta \xi(t_2) \]  

(S34)

\[
\mathcal{K}^{(3)}(t) = - i \frac{D_{1,A}^2}{6} \int_0^t dt_1 \chi(t_1) \delta \xi^2(t_1),
\]  

(S35)

\[
\mathcal{K}^{(4)}(t) = \frac{D_{1,A}^4}{24} \int_0^t dt_1 dt_2 dt_3 dt_4 \chi(t_1) \chi(t_2) \chi(t_3) \chi(t_4) \delta \xi(t_1) \delta \xi(t_2) \delta \xi(t_3) \delta \xi(t_4) \]  

(S36)

\[
- \frac{D_{1,A}^3 D_{3,A}}{6} \int_0^t dt_1 dt_2 \chi(t_1) \chi(t_2) \delta \xi(t_1) \delta \xi^3(t_2),
\]  

\[
\mathcal{K}^{(4)}(t) = \frac{D_{1,A}^4}{24} \int_0^t dt_1 dt_2 dt_3 dt_4 \chi(t_1) \chi(t_2) \chi(t_3) \chi(t_4) \delta \xi(t_1) \delta \xi(t_2) \delta \xi(t_3) \delta \xi(t_4) \]  

(S37)

\[
- \frac{D_{2,A}^2}{2} \int_0^t dt_1 \chi(t_1) \delta \xi^4(t_1),
\]

We provide several key points in proceeding with the derivation. First, some correlation functions are Fourier transformed by

\[
\delta \xi^2(t_1) = \int \frac{d\omega}{2\pi} S(\omega), \quad \delta \xi(t_1) \delta \xi(t_2) = \int \frac{d\omega}{2\pi} S(\omega) e^{-i \omega (t_1 - t_2)}, \quad \delta \xi(t_1) \delta \xi^2(t_2) = \sum_{\mu} (2\xi^2_{\mu}) \int \frac{d\omega}{2\pi} S_{T\mu}(\omega) e^{-i \omega (t_1 - t_2)},
\]

\[
\delta \xi^2(t_1) \delta \xi^2(t_2) = \left( \int \frac{d\omega}{2\pi} S(\omega) \right)^2 + 2 \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} S_\omega(\omega) S_\omega(\omega') e^{-i (\omega + \omega') (t_1 - t_2)} + \sum_{\mu} (2\xi^2_{\mu})^2 \int \frac{d\omega}{2\pi} S_{T\mu}(\omega) e^{-i \omega (t_1 - t_2)}
\]

\[+ 2 \sum_{\mu} \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} S_{G\mu}(\omega) S_{T\mu}(\omega') e^{-i (\omega + \omega') (t_1 - t_2)} + 2 \sum_{\mu \neq \mu'} \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} S_{G\mu}(\omega) S_{G\mu'}(\omega') e^{-i (\omega + \omega') (t_1 - t_2)}, \]  

(S38)

Second, for the Ramsey case, the integral \( I(\omega, t) = \int_0^t dt_1 \int_0^t dt_2 \chi(t_1) \chi(t_2) e^{-i \omega (t_1 - t_2)} \) gives us the filter function \( 2\mathcal{K}^R(\omega, t) \) by setting \( \chi(t) = \chi_R(t) \). Using these expressions, if we still truncate the expressions according to the \( \epsilon \mathcal{R}412 \) scheme, we can recover Eq. (S26) and (S27). [Note that only the terms that survive this approximation scheme are numbered.]
For the Echo protocol, the filter function is replaced by $I(\omega, t) = 2K^E(\omega, t)$ considering the choice $\chi(t) = \chi_0$. As a reminder, we define $K^R(\omega, t) \equiv \imath \sin^2(\omega t/2)$, and $K^E(\omega, t) \equiv \imath \sin^2(\omega t/4) \sin(\omega t/4)$. Conveniently, the imaginary parts up to $\epsilon^4$ in this Echo case vanish due to the introduction of $\chi_0$. Therefore, from this method, the Echo dephasing profile is obtained by replacing $K^R(\omega, t)$ by $K^E(\omega, t)$ in Eq. (S27). We note that, although this derivation is less rigorous than the Keldysh formalism, the expression we obtain here well fits the Echo dephasing rates for $\lambda \approx 0$.

**IV. DEPHASING RATE IN THE TLF BEATING REGIME**

In this section, we study the dephasing rates of the qubit for $\lambda \gg |\delta \xi(t)|$, where the TLF has entered the beating regime [8].

(We will define this regime later.) This form allows us to express the qubit density matrix by

$$
\hat{\rho}_q(t) = \sum_{\eta} |\eta \rangle \langle \eta| \hat{\rho}_{q,\eta}(t). \quad (S43)
$$

As a reminder, we define

$$
\epsilon_t = \epsilon \sin \omega t = \eta_1 \eta_2 \cdots \eta_{N_T},
$$

where $\eta_i$ is the sum flipping rate of the $\mu$th TLF. The configuration of the strong TLFs is denoted as a vector $\vec{\eta} = [\eta_1, \eta_2, \cdots, \eta_{N_T}]$ ($\eta_i = \pm \sqrt{2}$), corresponding probability is $P_{\vec{\eta}} = \prod_\mu P_{\eta_{\mu}}$. The inverse of the characteristic time for one flip to take place from this configuration is $\Delta_T = \sum_\mu \kappa_{\mu, -\eta_{\mu}}$. The dephasing rate is estimated by the intuition that, if we only focus on one TLF, it takes the time $\sim 1/\kappa_{\mu}$ for this TLF to flip back and forth, which means the phase shift introduced between the two adjacent flips is $\sim 2 \Delta_T/\kappa$. Here, the frequency difference is approximated by $2 \omega T_{\mu} \approx 2 |D_{1,\mu}| \omega T_{\mu}$. If this phase shift is much larger than $2 \pi$, the phase coherence should be completely destroyed after this process. Therefore, in this regime, the qubit dephasing time is determined by the flipping rate of the TLF, which also means that the qubit dephasing rate will not further grow with increasing $\Delta_T$ [8].

For a specific TLF configuration $\vec{\eta}$, if this intuition still holds, the phase coherence time is given by $(\Delta_T)^{-1}$. Then, if we consider all possible configurations, the average flipping rate of the TLFs sets the qubit dephasing rate by $\kappa = \sum_{\eta} \kappa_{\eta} P_{\eta}$. In the simplest case, if we assume identical probability $P_{\mu, \pm} = 0.5$ and $\kappa_{\mu} = \kappa$, the dephasing rate is reduced to $\kappa = N_T \kappa / 2$.

A more rigorously justification is made via the master equation method. Except for the correlation functions, we can also conveniently describe the flipping dynamics of TLFs by the jump operators in the master equation, if we promote the TLFs to quantum degrees of freedom. One can check that, this method yields identical correlation functions as in Eq. (S3) using the quantum regression theorem [9]. For simplicity, we truncate the qubit degree of freedom to only two levels for a minimal model. The full qubit-TLF Hamiltonian is given by

$$
\hat{H}_{q,\text{TLF}} = \frac{\omega_q}{2} \hat{\sigma}_z + \sum_\mu \frac{\Delta T_{\mu}}{2} (\hat{\tau}_{\mu} - \langle \hat{\tau}_{\mu} \rangle) \hat{\sigma}_z, \quad (S39)
$$

where $\hat{\sigma}_z$ and $\hat{\tau}_{\mu}$ are the Pauli $z$ operators for the qubit and the $\mu$th TLF, respectively, and $\langle \hat{\tau}_{\mu} \rangle = \langle P_{+\mu} - P_{-\mu} \rangle$ is the expectation of $\hat{\tau}_{\mu}$ given the probability distribution introduced previously. Since the TLFs we address are classical, in the Hamiltonian above we have not included the bare TLF Hamiltonians, and the interaction between the qubit and TLFs is longitudinal such that the qubit and TLFs do not exchange excitations. Note that the later assumption is only reasonable for the regime $|D_{1,\mu}| |\delta \xi(t)| \gg |D_{2,\mu}| |\delta \xi(t)|^2 / 2$ interest in this section. Close to the sweet spot, the transverse coupling cannot be neglected. Including the flipping dynamics of the TLFs, the master equation is given by

$$
\frac{d\hat{\rho}_{q,\text{TLF}}(t)}{dt} = -i [\hat{H}_{q,\text{TLF}}, \hat{\rho}_{q,\text{TLF}}(t)] + \sum_\mu \left[ \kappa_{\mu, +} \mathcal{D} [\hat{\tau}_{\mu, +}] \hat{\rho}_{q,\text{TLF}}(t) + \kappa_{\mu, -} \mathcal{D} [\hat{\tau}_{\mu, -}] \hat{\rho}_{q,\text{TLF}}(t) \right], \quad (S40)
$$

where the jump operator is defined by $\mathcal{D} [L] \hat{\rho} \equiv \hat{L} \hat{\rho} \hat{L}^\dagger - \frac{1}{2} \{ \hat{L}^\dagger \hat{L}, \hat{\rho} \}$ and $\hat{\tau}_{\mu, +(-)}$ is the raising (lowering) operator for the $\mu$th TLF.

The quantity that we are interested in is the partial density matrix of the qubit $\hat{\rho}_{q}(t) \equiv \text{Tr}_{\text{TLF}}[\hat{\rho}_{q,\text{TLF}}(t)]$ rather than the full matrix $\hat{\rho}_{q,\text{TLF}}(t)$. Before we proceed with the derivation of the evolution of $\hat{\rho}_{q}(t)$, it is important to first specify the initial states of the qubit-TLFs system. Since the TLFs serve as classical noise in this model, there should be no entanglement between the qubit and the TLFs at $t=0$, and the TLFs are in its equilibrium state. Therefore, the full system is initiated as

$$
\hat{\rho}_{q,\text{TLF}}(0) = \hat{\rho}_{q}(0) \otimes \sum_\vec{\eta} P_{\vec{\eta}} |\vec{\eta}\rangle \langle \vec{\eta}|, \quad (S41)
$$

where $|\vec{\eta}\rangle$ is the state of the TLFs in configuration $\vec{\eta}$. Using Eq. (S40), one can prove that the density matrix can keep the form

$$
\hat{\rho}_{q,\text{TLF}}(t) = \sum_\vec{\eta} \hat{\rho}_{q,\vec{\eta}}(t) \otimes P_{\vec{\eta}} |\vec{\eta}\rangle \langle \vec{\eta}| \quad (S42)
$$

for any $t > 0$, where the partial density matrix satisfies $\text{Tr}_q[\hat{\rho}_{q,\vec{\eta}}(t)] = 1$. The proof is based on the assumption of the longitudinal coupling, which does not affect the population in the TLF and qubit states, and the relation satisfied by the upward and downward flipping rates, $\kappa_{\mu, +} P_{\mu, -} = \kappa_{\mu, -} P_{\mu, +}$. This form allows us to express the qubit density matrix by

$$
\hat{\rho}_q(t) = \sum_\vec{\eta} P_{\vec{\eta}} \hat{\rho}_{q,\vec{\eta}}(t). \quad (S43)
$$
Eq. (S40) can be further simplified by rotation of $\hat{\rho}_{qTLF}(t)$ according to

$$\tilde{\rho}_{qTLF}(t) = U^\dagger_{qTLF}(t)\hat{\rho}_{qTLF}(t)U_{qTLF}(t),$$

(S44)

where the propagator is given by $U_{qTLF}(t) = \exp[-i\hat{H}_{qTLF}t]$. Using Eq. (S42), the rotated density matrix is expanded by

$$\tilde{\rho}_{qTLF}(t) = \sum_{\tilde{q}} \tilde{U}_{qTLF}(t)\hat{\rho}_{qTLF}(t)\tilde{U}_{qTLF}(t),$$

(S45)

where we define the partial $\tilde{q}$-dependent unitary $U_{qTLF}(t) = \exp[-i(\omega \tilde{q} + \Delta \omega \tilde{q})\tilde{\sigma}_T t/2]$ and $\Delta \omega \tilde{q} \equiv \sum_{\mu} \Delta \omega_{\mu}(\tilde{q})\tilde{\sigma}_T \mu - (\frac{\Delta \omega}{2}).$ The evolution of the rotated partial density matrix $\tilde{\rho}_q(t) \equiv Tr_{TLF}\{\tilde{\rho}_{qTLF}(t)\}$ is governed by

$$\frac{d\tilde{\rho}_{qTLF}(t)}{dt} = \sum_{\mu} [\kappa_{\mu,+}D[\tilde{\tau}_{\mu,+}(t)]\tilde{\rho}_{qTLF}(t) + \kappa_{\mu,-}D[\tilde{\tau}_{\mu,-}(t)]\tilde{\rho}_{qTLF}(t)],$$

(S46)

where the jump operators are also rotated by the unitary $U_{qTLF}(t).$ For example, the raising operator of the $\mu$th TLF is rotated by

$$\tilde{\tau}_{\mu,+}(t) = U^\dagger_{qTLF}(t)\tilde{\tau}_{\mu,+}U_{qTLF}(t)$$

(S47)

and the corresponding eigenvectors (not normalized) are

$$|\tilde{v}_{\pm}\rangle = \Delta\omega - 2i\Delta\omega_T \pm (\frac{\Delta \omega_T}{2}),$$

(S55)

The lab-frame density matrix elements can be obtained by the reverse transformation of Eq. (S44), which only multiplies a $\tilde{q}$-dependent oscillatory factor to the exponential decay function on the right-hand side of Eq. (S50). In the short-time limit ($\kappa_T \ll 1$), the effective dephasing rate is then approximated by $\tilde{\kappa} = \sum_{\tilde{q}} \kappa_{\tilde{q}} J_{\tilde{q}},$ which confirms the expression obtained previously.

The results given above are derived for the Ramsey measurement. However, we check that including the Echo pulse in the qubit Hamiltonian does not affect the conclusion of the dephasing rate in the beating limit [8, 10]. In this parameter regime, it is expected that one random flip of the strong TLFs already occurs during the qubit coherence time, which impedes the refocusing of the phase of the qubit.

**Exact solution.**—The asymptotic solution obtained above gives the saturation dephasing rates and clearly explains the beating behavior in the qubit oscillation. Meanwhile, an exact analytical solution for the density matrix of this longitudinally coupled qubit-TLFs model is also possible [8, 11].

The derivation of the solution presented below follows the aforementioned references, although the framework used to describe this problem is not exactly the same. Also, we do not take the simplification of even probability distribution [12].

For the ODE (S46), we propose a solution of $\tilde{\rho}_{qTLF}(t) \equiv \langle e|\tilde{\rho}_{qTLF}(t)|g\rangle$ as

$$\tilde{\rho}_{qTLF}(t) = \rho_{qTLF}(0)I \otimes \langle h_{\mu}(t)|+\mu\rangle\langle+\mu|+h_{\mu}(t)|-\mu\rangle\langle-\mu|,$$

(S51)

whose initial condition is set by (S41) as $h_{\mu}(0) = P_{\mu,\pm}.$ For this solution to satisfy Eq. (S46), the coefficients should satisfy the following differential equation:

$$\frac{d\rho_{\mu,\pm}(t)}{dt} = -\kappa_{\mu,\pm}h_{\mu}(t) + \kappa_{\mu,\pm}h_{\mu}(t)e^{2i\Delta\omega_{T\mu}t},$$

(S52)

Note that the rotating wave approximation we have made above is equivalent to neglecting the second term on the right-hand side. This approximation directly leads to the asymptotic solution in Eq. (S50). For the exact solution, we do not omit any term. Then to remove the time dependence in Eq. (S52), we find it convenient to instead investigate the evolution of $h_{\mu,\pm}(t) = h_{\mu}(t)e^{2i\Delta\omega_{T\mu}t},$ which satisfy

$$\frac{d}{dt}[h_{\mu,\pm}(t)] = \left[ -\kappa_{\mu,\pm} \kappa_{\mu,\pm} - \kappa_{\mu,\pm} i\Delta\omega_{T\mu} \kappa_{\mu,\pm} \right] h_{\mu,\pm}(t).$$

(S53)

This differential equation set can be solved conveniently after diagonalizing the 2x2 matrix, if the determinant $S = (\kappa_{\mu,\pm} - 4\Delta\omega_{T\mu}^2 - 4i\delta_{\mu,\pm})$ is not zero ($\Delta\omega_{T\mu}$ is the difference in decay rates $\Delta\omega_{T\mu} \equiv \kappa_{\mu,\pm} - \kappa_{\mu,\pm}$). We first focus on the scenario with nonzero $S$, where the two eigenvalues are

$$\Omega_{\mu,\pm} = \frac{1}{2}(-\kappa_{\mu,\pm} \pm S),$$

(S54)

and the corresponding eigenvectors (not normalized) are

$$v_{\pm} = \left[ \frac{\Delta\omega - 2i\Delta\omega_{T\mu} \pm S}{\kappa - \Delta\omega}, 1 \right]^T,$$

(S55)
The solutions for $h'_{\mu, \pm}(t)$ are then obtained by matching the initial condition. Toward this goal, it is convenient to first find the inverse of $V = [v_+, v_-]$, which is

$$V^{-1} = \frac{1}{2S} \begin{bmatrix} \kappa - \Delta \kappa & -\Delta \kappa + 2i\Delta \omega T \mu + S \\ \Delta \kappa - \kappa & \Delta \kappa - 2i\Delta \omega T \mu + S \end{bmatrix}. \quad (S56)$$

The initial population of $v_\mu$ is denoted by $p = V^{-1} \mathbf{p}$, where $\mathbf{p} = [P_{\mu, +}, P_{\mu, -}]^T$. Using these notations, we express the solutions as

$$h'_{\mu, +}(t) = (V^{-1} \mathbf{p})_+(V)_{++} e^{\Omega_{\mu, +} t} + (V^{-1} \mathbf{p})_+(V)_{+-} e^{\Omega_{\mu, -} t},$$
$$h'_{\mu, -}(t) = (V^{-1} \mathbf{p})_-(V)_{--} e^{\Omega_{\mu, -} t} + (V^{-1} \mathbf{p})_+(V)_{+-} e^{\Omega_{\mu, +} t}. \quad (S57)$$

The exact solutions presented above are complicated. If we only consider TLFs with even probability distribution ($\Delta \kappa = 0, P_{\mu, \pm} = 1/2$), these solutions are simplified as

$$h'_{\mu, +}(t) = \frac{1}{4S} \left[ (S - 2i\Delta \omega T \mu + \kappa \mu) e^{\frac{1}{4}(\kappa \mu + S)t} \right]^{\frac{1}{2}},$$
$$h'_{\mu, -}(t) = \frac{1}{4S} \left[ (S + 2i\Delta \omega T \mu - \kappa \mu) e^{\frac{1}{4}(\kappa \mu - S)t} \right]^{\frac{1}{2}}, \quad (S58)$$

which reproduce the results in Refs. [8, 11] after tracing the TLF degrees of the freedom.

The special case with $S = 0$, which is equivalent to $\Delta \kappa = 0$ and $\kappa \mu = 2|\Delta \omega T \mu|$, gives a critical solution

$$h'_{\mu, \pm}(t) = \left[ \frac{1}{4} (1 \pm i) \kappa \mu t + \frac{1}{2} \right] e^{\kappa \mu t/2}. \quad (S59)$$

This solution can also be obtained by taking the limit $S \to 0$ in Eq. (S58).
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