IMPULSE NULL APPROXIMATE CONTROLLABILITY FOR HEAT EQUATION WITH DYNAMIC BOUNDARY CONDITIONS

S. E. CHORFI, G. EL GUERMAI, L. MANIAR, AND W. ZOUHAIR

ABSTRACT. The main purpose of this article is to prove a logarithmic convexity estimate for the solution of a linear heat equation subject to dynamic boundary conditions in a bounded convex domain. As an application, we prove the impulsive null approximate controllability for an impulsive heat equation with dynamic boundary conditions.

1. INTRODUCTION

It is well-known that the heat equation is one of the most significant partial differential equations of parabolic type. It is a model for a large class of physical phenomena which describes the distribution of heat of a homogeneous medium over time.

Let \( \Omega \subset \mathbb{R}^n \) be a bounded convex domain of smooth boundary \( \Gamma \) of class \( C^2 \) and let \( T > 0 \) be a final fixed time. More precisely, we consider the following controlled system

\[
\begin{aligned}
\frac{\partial}{\partial t} \psi - \Delta \psi &= 0, & \text{in } \Omega \times (0, T) \setminus \{ \tau \}, \\
\psi(\cdot, \tau) &= \psi(\cdot, \tau^-) + \mathbb{1}_\omega h(\cdot, \tau), & \text{in } \Omega, \\
\frac{\partial}{\partial t} \psi_T - \Delta^\Gamma \psi_T + \partial_\nu \psi &= 0, & \text{on } \Gamma \times (0, T) \setminus \{ \tau \}, \\
\psi_T(\cdot, \tau) &= \psi_T(\cdot, \tau^-), & \text{on } \Gamma, \\
\psi_T(x, t) &= \psi_{\mid \Gamma}(x, t), & \text{on } \Gamma \times (0, T), \\
(\psi(\cdot, 0), \psi_{\mid \Gamma}(\cdot, 0)) &= (\psi^0, \psi^0_{\mid \Gamma}), & \text{on } \Omega \times \Gamma,
\end{aligned}
\]  

(1)

where \((\psi^0, \psi^0_{\mid \Gamma}) \in L^2\) denotes the initial condition, \(\psi(\cdot, \tau^-)\) denotes the left limit of the function \(\psi\) at time \(\tau \in (0, T)\), \(\omega \subset \Omega\) is a nonempty open subset, and \(\mathbb{1}_\omega\) stands for the characteristic function of \(\omega\). We also denote by \(\psi_{\mid \Gamma}\) the trace of \(\psi\) and \(\partial_\nu \psi := (\nabla \psi \cdot \nu)_{\mid \Gamma}\) denotes the normal derivative, where \(\nu\) stands for the unit exterior field normal to \(\Gamma\). The tangential gradient will be denoted as \(\nabla^\Gamma \psi = \nabla \psi - (\partial_\nu \psi) \nu\).

Let \(g\) denote the standard Riemannian metric on \(\Gamma\) inherited from \(\mathbb{R}^n\). The Laplace-Beltrami operator \(\Delta^\Gamma\) is defined locally as follows

\[
\Delta^\Gamma = \frac{1}{\sqrt{|g|}} \sum_{i,j=1}^{N-1} \frac{\partial}{\partial x^i} \left( \sqrt{|g|} g^{ij} \frac{\partial}{\partial x^j} \right),
\]

where \(g = (g_{ij})\) is the metric tensor, \(g^{-1} = (g^{ij})\) its inverse and \(|g| = \det (g_{ij})\).

Finally, we will denote the Hessian matrix of \(\psi\) with respect to \(g\) by \(\nabla^2 \psi\). In the
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sequent, we mainly use the divergence formula

\[
\int_\Gamma \Delta \Gamma u \, v \, dS = -\int_\Gamma (\nabla \Gamma u, \nabla \Gamma v) \, dS, \quad u \in H^2(\Gamma), \ v \in H^1(\Gamma),
\]

where \(\langle \cdot, \cdot \rangle_\Gamma\) is the Riemannian inner product of tangential vectors on \(\Gamma\). We refer to [17, 35] for a detailed exposition of PDEs on Riemannian manifolds.

The observability estimate for parabolic equations was initiated independently by [22] and [14] in the context of null controllability, based on Carleman inequalities (see also [12]). Furthermore, the observability estimate at one point of time, which is an estimate of the energy at a fixed time on the whole domain in terms of the energy at the same time but on a small subdomain, was already established for a linear heat equation with homogeneous Dirichlet boundary conditions by Phung in [28], using a new strategy combining the logarithmic convexity method and a Carleman commutator approach (see [1, 30]). From the underlying observation at one time, many applications were derived as impulse approximate controllability [29, 31], which consists on finding an impulsive control steering approximately the system from an arbitrary initial state to a final state in a finite interval of time. This type of control is very weak since it only acts in a subdomain at one instant of time, which makes the problem of controllability for the heat equation with impulse control very challenging. Unlike the interior controllability for impulsive systems that have been extensively studied in the literature, see for instance [4, 9, 23, 24, 27] and the references therein, the problem of controllability with impulse controls has attracted less attention and not as many works are available in this area, we mention [6, 18, 29].

Parabolic equations with dynamic boundary conditions have received a considerable attention in last years, see, e.g., [11, 20, 36]. Such equations arise in several areas of applications which include chemical reaction theory and heat transfer problems as well as populations dynamic [10, 21]. We mention the papers [15, 32], which physically derive the dynamic boundary conditions. Furthermore, the controllability and inverse problems of heat equation with dynamic boundary conditions have recently been investigated in [2, 5, 7, 19, 25], where the authors have proven controllability and stability results by proving new Carleman estimates.

To the best of authors’s knowledge, there is no paper which deals with heat equation with dynamic boundary conditions in the presence of an impulsive control. Motivated by the above facts, we study the approximate controllability for the impulsive heat equation with dynamic boundary conditions.

The key result that will enable us to prove the impulsive approximate controllability of the above system is the following observability estimate at one point of time.

**Theorem 1.1.** Let \(\Omega \subset \mathbb{R}^n\) be a bounded convex domain of class \(C^2\), \(\omega \subseteq \Omega\). Let \(\langle \cdot, \cdot \rangle\) denote the usual inner product in \(L^2(\Omega) \times L^2(\Gamma)\) and let \(\| \cdot \|\) be its corresponding norm. Then the following observation estimate holds

\[
\| U(\cdot, T) \| \leq \left( \mu e^{\frac{K}{2}} \| u(\cdot, T) \|_{L^2(\omega)} \right)^{\frac{\beta}{\gamma}} \| U(\cdot, 0) \|^ {1-\beta},
\]

(2)
where $\mu, K > 0$, $\beta \in (0, 1)$ and $U = (u, u_\Gamma)$ is the solution of the following system

$$
\begin{cases}
\partial_t u - \Delta u = 0, & \text{in } \Omega \times (0, T), \\
\partial_t u_\Gamma - \Delta_\Gamma u_\Gamma + \partial_\nu u = 0, & \text{on } \Gamma \times (0, T), \\
u_\Gamma(x, t) = u_\Gamma(x, t), & \text{on } \Gamma \times (0, T), \\
(u(\cdot, 0), u_\Gamma(\cdot, 0)) = (u^0, u^0_\Gamma), & \text{on } \Omega \times \Gamma.
\end{cases}
$$

(3)

**Remark 1.** We emphasize that (2) is an observability inequality estimating the whole solution $U = (u, u_\Gamma)$ of the system (3) at final time $T$ by only using one internal observation on the first component $u$, which is localized in the subdomain $\omega$.

Consequently, we obtain the main result which reads as follows

**Theorem 1.2.** The system (1) is null approximate impulse controllable at any time $T > 0$. Moreover, for any $\varepsilon > 0$, the cost of null approximate impulse control function at time $T$ satisfies $K(T, \varepsilon) \leq \frac{M_1 e^{M_2 T}}{\varepsilon^2}$, where the positive constants $M_1$, $M_2$ and $\delta$ are from the estimate (29).

This paper is organized as follows. In Section 2, we recall some preliminary results needed in the sequel. In Section 3, we first introduce the weight function; then we present the strategy to obtain the observation estimate at one point of time by a Carleman commutator approach. Section 4 is devoted to the proof of the impulsive approximate controllability for the impulsive heat equation with dynamic boundary conditions.

## 2. Preliminaries

In this section, we recall some results that will be useful in the sequel. We will often use the following real space

$$\mathbb{L}^2 := L^2(\Omega, dx) \times L^2(\Gamma, dS),$$

which is a Hilbert space equipped with the inner product given by

$$\langle (u, u_\Gamma), (v, v_\Gamma) \rangle = \langle u, v \rangle_{L^2(\Omega)} + \langle u_\Gamma, v_\Gamma \rangle_{L^2(\Gamma)},$$

where the Lebesgue measure on $\Omega$ is denoted by $dx$ and the surface measure on $\Gamma$ by $dS$. We also consider the space

$$\mathbb{H}^k := \{(u, u_\Gamma) \in H^k(\Omega) \times H^k(\Gamma): u_\Gamma = u_\Gamma \}$$

for $k = 1, 2$, equipped with the standard product norm.

System (3) can be written as an abstract Cauchy problem

$$
\begin{cases}
\partial_t U = AU, & 0 < t \leq T, \\
U(0) = (u^0, u^0_\Gamma),
\end{cases}
$$

where $U := (u, u_\Gamma)$ and the linear operator $A : D(A) \subset \mathbb{L}^2 \rightarrow \mathbb{L}^2$ is given by

$$A = \begin{pmatrix}
\Delta & 0 \\
-\partial_\nu & \Delta_\Gamma
\end{pmatrix}, \quad D(A) = \mathbb{H}^2.$$

The operator $A$ is selfadjoint and dissipative, it generates then an analytic $C_0$-semigroup of contractions $(e^{tA})_{t \geq 0}$ on $\mathbb{L}^2$ (see [25]). Hence, the solution map
Lemma 2.1. The system (ACP) has a unique mild solution (see [13, 33]) given by some well-known properties of $\psi$, $\psi$ for every $U$.

Proof. By the subgradient inequality, we obtain that

$$
\Psi(t) = e^{tA}\Psi_0 + \int_{t\geq\tau}(t)e^{(t-\tau)A}(I_\omega h(\tau), 0), \quad t \in (0, T).
$$

To achieve the aim of this paper, we need the following lemma.

Lemma 2.1. Let $\Omega \subset \mathbb{R}^n$ be a bounded convex domain of class $C^1$ and $x_0 \in \Omega$.

(i) There exists a convex function $\theta : \mathbb{R}^n \to \mathbb{R}$ of class $C^1$ such that

$$
\Omega = \{x \in \mathbb{R}^n, \theta(x) < 0\},
$$

$$
\partial \Omega = \{x \in \mathbb{R}^n, \theta(x) = 0\},
$$

$$
\nabla \theta(x) \neq 0 \quad \text{for all } x \in \Gamma.
$$

(ii) For all $x \in \Gamma$,

$$
-(x - x_0) \cdot \nu(x) < 0.
$$

Proof. (i) For simplicity, we assume that $x_0 = 0$. The gauge function of $\Omega$, defined by

$$
j_\Omega(x) = \inf \left\{ t > 0 : \frac{x}{t} \in \Omega \right\},
$$

is convex positively homogeneous of degree 1. We recall here some well-known properties of $j_\Omega$, see [10]:

(a) $j_\Omega(0) = 0$, $j_\Omega(x) > 0$, $\forall x \neq 0$,

(b) $j_\Omega(\lambda x) = \lambda j_\Omega(x)$, $\forall \lambda > 0$, $\forall x \in \mathbb{R}^N$,

(c) $j_\Omega(x + y) \leq j_\Omega(x) + j_\Omega(y)$, $\forall x, y \in \mathbb{R}^n$,

(d) $j_\Omega$ is Lipschitz continuous,

(e) $\Omega = \{x \in \mathbb{R}^n : j_\Omega(x) < 1\}$,

(f) $\Gamma = \{x \in \mathbb{R}^n : j_\Omega(x) = 1\}$.

The boundary $\Gamma$ is parameterized by the function

$$
g : S^{N-1} \to \Gamma
$$

$$
x \mapsto \frac{x}{j_\Omega(x)}.
$$

Since $\Gamma$ is of class $C^1$, $j_\Omega$ is a $C^1$ function on $\mathbb{R}^n \setminus \{0\}$. Moreover, since $j_\Omega$ is Lipschitz continuous, $\nabla j_\Omega$ is bounded. Let $\theta = j_\Omega^2 - 1$. We have $\Omega = \{\theta < 0\}$ and $\Gamma = \{\theta = 0\}$. Moreover, $\theta$ is of class $C^1$ on $\mathbb{R}^n \setminus \{0\}$. On the other hand, we have $\nabla \theta = 2j_\Omega \nabla j_\Omega$ and $\lim_{x \to 0} \nabla \theta(x) = 0$. Finally, if there exists $x \in \Gamma$ such that $\nabla \theta(x) = 0$, then $\nabla j_\Omega(x) = 0$. By the subgradient inequality, we obtain that

$$
j_\Omega(y) \geq j_\Omega(x) + \nabla j_\Omega(x)(y - x) \geq 1
$$

for all $y \in \mathbb{R}^n$, which is not the case.
(ii) Let $x \in \Gamma$. Then $\theta(x) = 0$, $\theta(x_0) < 0$ and $\nu = \frac{\nabla \theta}{|\nabla \theta|}$. Since $\theta$ is convex, by the subgradient inequality, we obtain

$$-(x - x_0) \cdot \nabla \theta(x) \leq \theta(x) < 0.$$ 

Thus, the proof is complete. $\square$

3. Logarithmic convexity by the Carleman commutator approach

In this section, we will present an approach to obtain the observation estimate at one point of time for system (3) in a convex bounded domain $\Omega \subset \mathbb{R}^n$ with boundary $\Gamma = \partial \Omega$ of class $C^2$. We start by introducing the weight function needed in the proof. Following [8], we invoke a small parameter $s \in (0, 1)$ that enables us to deal with some new boundary terms arising from integration by parts.

3.1. The weight function. Let $\Phi: \overline{\Omega} \times (0, T) \to \mathbb{R}$ be the weight function defined by

$$\Phi(x, t) = -\frac{s |x - x_0|^2}{4(T - t + h)},$$

where $x_0 \in \omega \subset \Omega$, $h > 0$ and $s \in (0, 1)$. To simplify, we set

$$\varphi(x) = -\frac{|x - x_0|^2}{4} \quad \text{and} \quad \Upsilon(t) = T - t + h,$$

so that

$$\Phi(x, t) = s \frac{\varphi(x)}{\Upsilon(t)}.$$

The function $\varphi$ satisfies the following properties

1. $\varphi(x) + |\nabla \varphi(x)|^2 = 0$, $\forall x \in \Omega$,
2. $\nabla \varphi(x) = -\frac{1}{2}(x - x_0)$, $\forall x \in \overline{\Omega}$,
3. $\Delta \varphi(x) = -\frac{n}{2}$, $\forall x \in \Omega$,
4. $\nabla^2 \varphi = -\frac{1}{2}I_n$,
5. $\partial_\nu \varphi(x) = -\frac{1}{2}(x - x_0) \cdot \nu(x)$, $\forall x \in \Gamma$.

3.2. Proof of the logarithmic convexity estimate. We shall present the strategy of the proof step by step following some ideas in [28] in a modified form.

**Step 1. Symmetric part and antisymmetric part.** Let $(u^0, u^\Gamma_0) \in L^2 \setminus \{(0, 0)\}$. We define the quantity

$$F(x, t) = U(x, t)e^{\Phi(x, t)/2},$$

where $U = \left( \begin{array}{c} u \\ u_\Gamma \end{array} \right)$ is the solution of (3) and $F = \left( \begin{array}{c} f \\ f_\Gamma \end{array} \right)$. We introduce the operator $P$ as follows

$$PF = e^{\Phi/2} \left( \begin{array}{cc} \partial_t - \Delta & 0 \\ \partial_\nu & \partial_t - \Delta_\Gamma \end{array} \right) e^{-\Phi/2} F.$$
Then

\[
PF = \left( \begin{array}{c}
\partial_t f - \Delta f - \frac{f}{2} (\partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2) + \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta \Phi f \\
(\partial_t f_R - \Delta_R f_R + \partial_t f - \frac{1}{2} f \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) - \frac{1}{2} \partial_t \Phi f_R + \frac{1}{2} \partial_t \Phi f - \frac{1}{2} \Delta_R \Phi f - \langle \nabla_R \Phi, \nabla f_R \rangle_R 
\end{array} \right)
\]

Let us define \( P_1 \) as follows

\[
P_1 F = \left( \begin{array}{c}
\Delta f + \frac{f}{2} (\partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2) - \nabla \Phi \cdot \nabla f - \frac{1}{2} \Delta \Phi f \\
(\Delta_R f_R - \partial_t f - \frac{1}{2} f \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) + \frac{1}{2} \partial_t \Phi f R - \frac{1}{2} \Delta_R \Phi f - \langle \nabla_R \Phi, \nabla f_R \rangle_R 
\end{array} \right).
\]

Since \( U \) is the solution of (3), then \( PF = 0 \). Hence

\[
\left( \begin{array}{c}
\partial_t f \\
\partial_t f_R 
\end{array} \right) = P_1 F.
\]

Let us compute the adjoint operator of \( P_1 \). For any \( G = \left( \begin{array}{c}
g_r \\
g_r 
\end{array} \right) \in L^2(\Gamma) \), we have

\[
\langle P_1 F, G \rangle = \int_{\Omega} \Delta f g dx + \int_{\Omega} \frac{1}{2} f g \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dx - \int_{\Omega} g \nabla \Phi \cdot \nabla f dx
\]

\[
- \frac{1}{2} \int_{\Omega} \Delta \Phi g dx + \int_{\Gamma} \Delta_R f_R g R dS - \int_{\Gamma} \partial_t f_R g R dS + \frac{1}{2} \int_{\Gamma} f_R g R dS + \frac{1}{2} \int_{\Gamma} \partial_t f_R g R dS
\]

\[
- \frac{1}{2} \int_{\Gamma} \Delta_R \Phi f_R g R dS + \int_{\Gamma} g R \langle \nabla_R \Phi, \nabla f_R \rangle_R dS
\]

\[
= \int_{\Gamma} \partial_t f g R dS - \int_{\Omega} \nabla f \cdot \nabla g dx + \frac{1}{2} \int_{\Omega} f g \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dx
\]

\[
- \int_{\Gamma} \partial_t \Phi f_R g R dS + \int_{\Gamma} f \mathrm{div}(\nabla \Phi) dx - \frac{1}{2} \int_{\Omega} \Delta f g dx
\]

\[
- \int_{\Gamma} \langle \nabla_R f_R, \nabla_R g R \rangle_R dS - \int_{\Gamma} \partial_t f g R dS + \frac{1}{2} \int_{\Gamma} f_R g R \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dx
\]

\[
+ \frac{1}{2} \int_{\Gamma} \partial_t \Phi f_R g R dS - \frac{1}{2} \int_{\Gamma} \Delta_R \Phi f_R g R dS + \int_{\Gamma} f_R \mathrm{div}R(g R \nabla \Phi) dS
\]

\[
= - \int_{\Gamma} f \partial_t g dS + \int_{\Omega} f \Delta g dx + \frac{1}{2} \int_{\Omega} f g \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dx
\]

\[
- \frac{1}{2} \int_{\Omega} \Delta \Phi f g dx + \int_{\Omega} f \nabla \Phi \cdot \nabla g dx - \frac{1}{2} \int_{\Omega} \Delta f g dx
\]

\[
+ \int_{\Gamma} f R \Delta_R g R dS + \frac{1}{2} \int_{\Gamma} f_R g R \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dS
\]

\[
- \int_{\Gamma} \Delta_R \Phi f_R g R dS + \int_{\Gamma} f_R \langle \nabla_R \Phi, \nabla_R g R \rangle_R dS + \int_{\Gamma} \Delta_R \Phi f_R g R dS
\]

\[
= - \int_{\Gamma} f \partial_t g dS + \int_{\Omega} f \Delta g dx + \frac{1}{2} \int_{\Omega} f g \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dx
\]

\[
- \frac{1}{2} \int_{\Omega} \partial_t \Phi f_R g R dS + \frac{1}{2} \int_{\Omega} \Delta f g dx + \int_{\Omega} f \nabla \Phi \cdot \nabla g dx
\]

\[
+ \int_{\Gamma} f R \Delta_R g R dS + \frac{1}{2} \int_{\Gamma} f_R g R \left( \partial_t \Phi + \frac{1}{2} |\nabla \Phi|^2 \right) dS
\]
+ \frac{1}{2} \int_\Gamma \Delta \Phi f_\Gamma g_\Gamma \, dS + \int_\Gamma f_\Gamma \left( \nabla_\Gamma \Phi_\Gamma, \nabla_\Gamma g_\Gamma \right)_\Gamma \, dS
= \langle F, P_1^* G \rangle.

Next, we introduce the following operators
\[ A = \frac{P_1 - P_1^*}{2} = \begin{pmatrix} -\nabla \cdot \nabla - \frac{1}{2} \Delta \Phi & 0 \\ 0 & \frac{1}{2} \partial_\nu \Phi - \langle \nabla_\Gamma \Phi, \nabla_\Gamma \rangle_\Gamma - \frac{1}{2} \Delta_\Gamma \Phi \end{pmatrix}, \]
which is antisymmetric on \( H^1 \), and
\[ S = \frac{P_1 + P_1^*}{2} = \begin{pmatrix} \Delta + \eta & 0 \\ -\partial_\nu & \Delta_\Gamma + \theta \end{pmatrix}, \]
that is symmetric on \( H^1 \), where
\[ \eta = \frac{1}{2} \left( \partial_\nu \Phi + \frac{1}{2} |\nabla \Phi|^2 \right), \]
\[ \theta = \frac{1}{2} \left( \partial_\nu \Phi + \frac{1}{2} |\nabla_\Gamma \Phi|^2 \right). \]
Thus
\[ \partial_t F = SF + AF. \]

**Step 2. Energy estimates.** Multiplying the above equation by \( F \), we obtain
\[ \frac{1}{2} \partial_t \|F\|^2 - \langle SF, F \rangle = 0. \]
Introduce the frequency function \( N = \frac{-\langle SF, F \rangle}{\|F\|^2} \). Then
\[ \frac{1}{2} \partial_t \|F\|^2 + N\|F\|^2 = 0. \]
We prove here that the derivative of \( N \) satisfies
\[ \frac{d}{dt} N \leq \frac{1}{\|F\|^2} \left( -\langle SF', F \rangle \|F\|^2 - \langle SF, F' \rangle \|F\|^2 + \int_\Gamma \partial_\nu f (A_1 f)_\Gamma \, dS + \int_\Gamma \partial_\nu f A_2 f_\Gamma \, dS 
+ \int_\Gamma \partial_\nu f_\Gamma (S_1 f)_\Gamma \, dS - \int_\Gamma \partial_\nu f_\Gamma S_2 F \, dS \right), \]
where \( SF = \left( \begin{array}{c} S_1 f \\ S_2 (f, f_\Gamma) \end{array} \right) \), \( AF = \left( \begin{array}{c} A_1 f \\ A_2 f_\Gamma \end{array} \right) \) and \( \langle [S, A] F, F \rangle = \langle SAF, F \rangle - \langle ASF, F \rangle \).
Indeed, we have
\[ \frac{d}{dt} N = \frac{1}{\|F\|^4} \left( \frac{d}{dt} \langle SF, F \rangle \|F\|^2 + \langle SF, F \rangle \frac{d}{dt} \|F\|^2 \right) \]
\[ = \frac{1}{\|F\|^2} \left( \langle SF', F \rangle \|F\|^2 + \frac{2}{\|F\|^4} \langle SF, F' \rangle \|F\|^2 \right) \]
\[ = \frac{1}{\|F\|^2} \left( \langle SF', F \rangle - 2 \langle SF, F' \rangle + \frac{2}{\|F\|^4} \|SF\|^2 \right) \]
\[ \leq \frac{1}{\|F\|^2} \left( \langle SF', F \rangle - 2 \langle SF, AF \rangle \right). \]
On the other hand, we have

\[
\langle SF, AF \rangle = \int_{\Omega} (\Delta f + \eta f) A_1 f \, dx + \int_{\Gamma} (-\partial_v f + \Delta f\Gamma + \theta f\Gamma) A_2 f\Gamma dS
\]

\[
= \int_{\Gamma} \partial_v f (A_1 f)_{\Gamma} dS - \int_{\Omega} \nabla f \cdot \nabla (A_1 f) \, dx + \int_{\Gamma} \eta f A_1 f \, dx - \int_{\Gamma} \partial_v f A_2 f\Gamma dS
\]

\[
= \int_{\Gamma} \partial_v f (A_1 f)_{\Gamma} dS - \int_{\Gamma} f\Gamma \partial_v (A_1 f) dS + \int_{\Omega} f\Delta (A_1 f) \, dx + \int_{\Omega} \eta f A_1 f \, dx
\]

\[
- \int_{\Gamma} \partial_v f A_2 f\Gamma dS + \int_{\Gamma} f\Gamma \Delta f\Gamma (A_2 f\Gamma) dS + \int_{\Gamma} \theta f\Gamma A_2 f\Gamma dS
\]

\[
= \int_{\Omega} (\Delta + \eta) (A_1 f) \, dx + \int_{\Gamma} (-\partial_v (A_1 f) + (\Delta f + \theta)(A_2 f\Gamma)) f\Gamma dS
\]

\[
+ \int_{\Gamma} \partial_v f (A_1 f)_{\Gamma} dS - \int_{\Gamma} \partial_v f A_2 f\Gamma dS.
\]

Therefore, we obtain

\[
\langle SF, AF \rangle = \langle SA F, F \rangle + \int_{\Gamma} \partial_v f [(A_1 f)_{\Gamma} - A_2 f\Gamma] dS. \tag{5}
\]

Similarly, we prove that

\[
\langle SF, AF \rangle = - \langle AS F, F \rangle - \int_{\Gamma} \partial_v \Phi f\Gamma (S_1 f)_{\Gamma} dS + \int_{\Gamma} \partial_v \Phi f\Gamma S_2 F dS. \tag{6}
\]

By combining (5) and (6), we obtain

\[
2 \langle SF, AF \rangle = \langle SA F, F \rangle - \langle AS F, F \rangle + \int_{\Gamma} \partial_v f (A_1 f)_{\Gamma} dS - \int_{\Gamma} \partial_v f A_2 f\Gamma dS
\]

\[
- \int_{\Gamma} \partial_v \Phi f\Gamma (S_1 f)_{\Gamma} dS + \int_{\Gamma} \partial_v \Phi f\Gamma S_2 F dS. \tag{7}
\]

Combining the equalities (4) and (4) yields the desired formula.

**Step 3. Calculating the Carleman commutator.** We show that

\[
\langle (S' + [S, A]) F, F \rangle - \int_{\Gamma} \partial_v f (A_1 f)_{\Gamma} dS - \int_{\Gamma} \partial_v f A_2 f\Gamma dS
\]

\[
+ \int_{\Gamma} \partial_v \Phi f\Gamma (S_1 f)_{\Gamma} dS - \int_{\Gamma} \partial_v \Phi f\Gamma S_2 F dS
\]

\[
= -\frac{s}{4 \Gamma^3} \int_{\Omega} \left( \varphi + \frac{s}{2} \nabla \varphi \right) |f|^2 \, dx + \frac{s}{2 \Gamma} \int_{\Omega} |\nabla f|^2 \, dx + \frac{s}{\Gamma} \int_{\Gamma} \partial_v \varphi |\partial_v f|^2 \, dx
\]

\[
- \frac{s^2 (2 - s)}{4 \Gamma^3} \int_{\Omega} |\nabla \varphi|^2 |f|^2 \, dx - \frac{s}{\Gamma^3} \int_{\Gamma} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f\Gamma|^2 \, dS
\]

\[
- \frac{2s}{\Gamma} \int_{\Gamma} \nabla \varphi (\nabla f\Gamma, \nabla f\Gamma) dS + \frac{s}{\Gamma} \int_{\Gamma} (\Delta \varphi + \partial_v \varphi - \Delta_f \varphi) \partial_v f\Gamma dS
\]

\[
+ \frac{s}{2 \Gamma} \int_{\Gamma} (\Delta_f \varphi - \Delta f \partial_v \varphi) |f\Gamma|^2 \, dS - \frac{s^2}{2 \Gamma^3} \int_{\Gamma} (|\nabla f\Gamma|^2 + s |\nabla \varphi (\nabla f\Gamma, \nabla f\Gamma)|^2) |f\Gamma|^2 \, dS
\]

\[
+ \frac{s^3}{4 \Gamma^3} \int_{\Gamma} (\partial_v \varphi)^3 |f\Gamma|^2 \, dS. \tag{8}
\]
Indeed, one has

\[ S_A F = \begin{pmatrix}
\Delta \left( -\nabla \Phi \cdot \nabla f - \frac{1}{2} \Delta f \right) - \eta \nabla \Phi \cdot \nabla f - \frac{1}{2} \eta \Delta f \\
\partial_\nu \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta f \right) - \frac{1}{2} \Delta f \partial_\nu f_{\Gamma} + \left( \nabla \Gamma \partial_\nu \Phi, \nabla f_{\Gamma} \right)_\Gamma + \frac{1}{2} \partial_\nu \Phi \Delta f_{\Gamma} f_{\Gamma}
\end{pmatrix}, \]

and

\[ A_S F = \begin{pmatrix}
\partial_\nu \left( -\nabla \Phi \cdot \nabla f - \frac{1}{2} \Delta f \right) - \eta \nabla \Phi \cdot \nabla f - \frac{1}{2} \eta \Delta f \\
-\frac{1}{2} \partial_\nu \Phi \partial_\nu f_{\Gamma} + \frac{1}{2} \partial_\nu \Phi \Delta f_{\Gamma} + \frac{1}{2} \partial_\nu \Phi f_{\Gamma} + \left( \nabla \Gamma \Phi f_{\Gamma} \right)_\Gamma \\
\end{pmatrix}. \]

We also have

\[ S' F = (S F)' - S F' \]

\[ = \begin{pmatrix}
\Delta \left( \partial_t f_{\Gamma} \right) + \partial_t \eta f_{\Gamma} + \eta \partial_t f_{\Gamma} \\
-\partial_t \left( \partial_t f_{\Gamma} \right) + \Delta t \partial_t f_{\Gamma} + \partial_t \theta f_{\Gamma} + \theta \partial_t f_{\Gamma}
\end{pmatrix} - \left( \begin{pmatrix}
\partial_t \left( \partial_t f_{\Gamma} \right) + \eta \partial_t f_{\Gamma} \\
-\partial_t \left( \partial_t f_{\Gamma} \right) + \Delta t \partial_t f_{\Gamma} + \partial_t \theta f_{\Gamma} + \theta \partial_t f_{\Gamma}
\end{pmatrix}
\]

Hence

\[ -(S' + [S, A]) F = \begin{pmatrix}
-\partial_t \eta f_{\Gamma} + \Delta \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta f \right) - \nabla \Phi \cdot \nabla f - \nabla \eta f - \frac{1}{2} \Delta \eta f \\
-\partial_t \theta f_{\Gamma} + \partial_\nu \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta f \right) - \frac{1}{2} \Delta f \partial_\nu f_{\Gamma} + \left( \nabla \Gamma \partial_\nu \Phi, \nabla f_{\Gamma} \right)_\Gamma \\
+ \Delta t \left( \nabla \Gamma \Phi f_{\Gamma} \right)_\Gamma + \frac{1}{2} \Delta f \partial_\nu f_{\Gamma} + \left( \nabla \Gamma \partial_\nu \Phi, \nabla f_{\Gamma} \right)_\Gamma - \frac{1}{2} \partial_\nu \Phi \partial_\nu f_{\Gamma}
\end{pmatrix}. \]

On the other hand,

\[ - \int \Gamma \partial_\nu f(A_1 f)|_{\Gamma} dS + \int \Gamma \partial_\nu f A_2 f_{\Gamma} dS + \int \Gamma \partial_\nu \Phi f_{\Gamma} (S_{\Gamma})_1 dS - \int \Gamma \partial_\nu \Phi f_{\Gamma} (S_2_{\Gamma}) dS \]

\[ = - \int \Gamma \partial_\nu f \left( -\nabla \Phi \cdot \nabla f - \frac{1}{2} \Delta f \right) dS + \int \Gamma \partial_\nu f \left( \frac{1}{2} \partial_\nu \Phi f_{\Gamma} - \left( \nabla \Gamma \Phi \nabla f_{\Gamma} \right)_\Gamma - \frac{1}{2} \Delta f \right) dS \]

\[ + \int \Gamma \partial_\nu \Phi f_{\Gamma} \left( \Delta f \right) dS - \int \Gamma \partial_\nu f_{\Gamma} \left( -\partial_\nu f + \Delta f + \Gamma f + \theta f \right) dS \]

\[ = \int \Gamma \partial_\nu f \left( \nabla \Gamma \Phi \nabla f_{\Gamma} \right)_\Gamma + \partial_\nu f_{\Gamma} \right) dS + \frac{1}{2} \int \Gamma \Delta f \partial_\nu f_{\Gamma} dS + \frac{1}{2} \int \Gamma \partial_\nu \Phi f_{\Gamma} dS \]

\[ - \int \Gamma \partial_\nu f \left( \nabla \Gamma \Phi \nabla f_{\Gamma} \right)_\Gamma - \frac{1}{2} \int \Gamma \partial_\nu f \Delta \Gamma f_{\Gamma} dS + \int \Gamma \partial_\nu \Phi f_{\Gamma} \Delta \Gamma f_{\Gamma} dS - \int \Gamma \partial_\nu \Phi f_{\Gamma} \Delta \Gamma f_{\Gamma} dS \]

\[ = \int \Gamma \partial_\nu f \partial_\nu f \Delta \Gamma f_{\Gamma} dS + \frac{1}{2} \int \Gamma \partial_\nu \Phi f_{\Gamma} \Delta \Gamma f_{\Gamma} dS + \frac{3}{2} \int \Gamma \partial_\nu \Phi \partial_\nu f_{\Gamma} f_{\Gamma} dS \]

\[ + \int \Gamma \partial_\nu \Phi f_{\Gamma} \left( \Delta f \right)_{\Gamma} dS - \int \Gamma \partial_\nu f_{\Gamma} \Delta f_{\Gamma} dS + \int \Gamma \partial_\nu \Phi f_{\Gamma} \left( \Delta f \right)_{\Gamma} dS \]

\[ = \int \Gamma \partial_\nu f \partial_\nu f_{\Gamma} dS + \frac{1}{2} \int \Gamma \left( \Delta f - \Delta \Gamma f \right) \partial_\nu f_{\Gamma} dS + \frac{3}{2} \int \Gamma \partial_\nu \Phi \partial_\nu f_{\Gamma} dS \]
Combining (9) and (10), we obtain

\[
\langle - (S' + [S, A]) F, F \rangle - \int_{\Gamma} \partial_v f_{|\Gamma} dS + \int_{\Gamma} \partial_v f A_{2|\Gamma} dS + \int_{\Gamma} \partial_v f_{\Gamma} dS - \int_{\Gamma} \partial_v f_{\Gamma} S_{1|\Gamma} dS - \int_{\Gamma} \partial_v f_{\Gamma} S_{2 F} dS
\]

\[
= \int_{\Omega} - \partial_\eta |f|^2 dx + \int_{\Gamma} \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta \Phi f \right) f_{\Gamma} dS
\]

\[- \int_{\Gamma} \nabla \cdot \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta \Phi f \right) \cdot \nabla f dx - \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \int_{\Gamma} \Delta \Phi_{|\Gamma} f_{|\Gamma} dS + \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \frac{1}{2} \int_{\Gamma} \Delta \Phi_{|\Gamma} f_{|\Gamma} dS - \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \frac{1}{2} \int_{\Gamma} \Delta \Phi_{|\Gamma} f_{|\Gamma} dS - \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \frac{1}{4} \int_{\Gamma} (\partial_v \Phi)^3 |f_{|\Gamma}|^2 dS.
\]

Using integration by parts, we infer that

\[
\langle - (S' + [S, A]) F, F \rangle - \int_{\Gamma} \partial_v f_{|\Gamma} dS + \int_{\Gamma} \partial_v f A_{2|\Gamma} dS + \int_{\Gamma} \partial_v f_{\Gamma} dS - \int_{\Gamma} \partial_v f_{\Gamma} S_{1|\Gamma} dS - \int_{\Gamma} \partial_v f_{\Gamma} S_{2 F} dS
\]

\[
= \int_{\Omega} - \partial_\eta |f|^2 dx + \int_{\Gamma} \partial_v \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta \Phi f \right) f_{\Gamma} dS
\]

\[- \int_{\Gamma} \nabla \cdot \left( \nabla \Phi \cdot \nabla f + \frac{1}{2} \Delta \Phi f \right) \cdot \nabla f dx - \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \int_{\Gamma} \Delta \Phi_{|\Gamma} f_{|\Gamma} dS + \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \frac{1}{2} \int_{\Gamma} \Delta \Phi_{|\Gamma} f_{|\Gamma} dS - \int_{\Gamma} \partial_v \Phi_{|\Gamma} f_{|\Gamma} dS + \frac{1}{4} \int_{\Gamma} (\partial_v \Phi)^3 |f_{|\Gamma}|^2 dS.
\]
\[\int \Gamma \frac{\Delta \Phi}{\Delta t} f_{f_t} |f_{f_t}|^2 dS + \frac{1}{2} \int \Gamma \langle \nabla_{\mathbb{F}} \Delta_{f_t} \Phi, \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} |f_{f_t}|^2 dS + \int_{\Gamma} \partial_{\mathbb{F}} \Phi \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS
\]
\[- \int_{\Gamma} \Delta_{f_t} \Phi \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS - \int_{\Gamma} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} \partial_{\mathbb{F}} f_{f_t} dS + \int_{\Gamma} \Delta_{f_t} \Phi \Delta_{f_t} f_{f_t} |f_{f_t}|^2 dS
\]
\[+ \int_{\Gamma} \Delta_{f_t} f_{f_t} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} |f_{f_t}|^2 dS - \int_{\Gamma} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} |f_{f_t}|^2 dS + \frac{1}{2} \int_{\Gamma} \Delta_{f_t} \Phi \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS
\]
\[+ \int_{\Gamma} \partial_{\mathbb{F}} \Phi \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS + \frac{1}{2} \int_{\Gamma} \langle \Delta_{f_t} \Phi - \Delta_{f_t} \Phi \rangle \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS
\]
\[+ \int_{\Gamma} \partial_{\mathbb{F}} \Phi f_{f_t} |f_{f_t}|^2 dS - \int_{\Gamma} \partial_{\mathbb{F}} f_{f_t} \Delta_{f_t} f_{f_t} |f_{f_t}|^2 dS + \frac{1}{4} \int_{\Gamma} \langle \partial_{\mathbb{F}} \Phi \rangle |f_{f_t}|^2 dS
\]
\[- \int_{\Omega} \partial_{\eta} |f_{f_t}|^2 dS - \int_{\Omega} \sqrt{2} \Phi \langle \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS + \frac{1}{2} \int_{\Omega} \langle \nabla_{\mathbb{F}} \Phi \rangle \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS - \frac{1}{2} \int_{\Omega} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} |f_{f_t}|^2 dS
\]
\[+ \frac{1}{2} \int_{\Gamma} \Delta_{f_t} f_{f_t} |f_{f_t}|^2 dS - \frac{1}{2} \int_{\Gamma} \Delta_{f_t} \Phi |f_{f_t}|^2 dS + \frac{1}{2} \int_{\Gamma} \partial_{\mathbb{F}} \Phi \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS
\]
\[+ \int_{\Gamma} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} f_{f_t} \rangle_{\mathbb{F}} \partial_{\mathbb{F}} f_{f_t} dS + \int_{\Gamma} \langle \Delta_{f_t} \Phi - \partial_{\mathbb{F}} \Phi \rangle f_{f_t} \Delta_{f_t} f_{f_t} |f_{f_t}|^2 dS
\]
\[- \int_{\Gamma} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} f_{f_t} \rangle_{\mathbb{F}} \partial_{\mathbb{F}} f_{f_t} dS - \int_{\Gamma} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} f_{f_t} \rangle_{\mathbb{F}} |f_{f_t}|^2 dS + \frac{1}{4} \int_{\Gamma} \langle \partial_{\mathbb{F}} \Phi \rangle |f_{f_t}|^2 dS
\]
\[- \int_{\Omega} \partial_{\eta} |f_{f_t}|^2 dS - \int_{\Omega} \sqrt{2} \Phi \langle \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS + \frac{1}{2} \int_{\Omega} \langle \nabla_{\mathbb{F}} \Phi \rangle \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS - \frac{1}{2} \int_{\Omega} \langle \nabla_{\mathbb{F}} \Phi, \nabla_{\mathbb{F}} |f_{f_t}|^2 \rangle_{\mathbb{F}} |f_{f_t}|^2 dS
\]
\[+ \int_{\Gamma} \partial_{\mathbb{F}} \Phi \partial_{\mathbb{F}} f_{f_t} |f_{f_t}|^2 dS + \frac{1}{4} \int_{\Gamma} \langle \partial_{\mathbb{F}} \Phi \rangle |f_{f_t}|^2 dS
\]
Step 4. For any $h \in (0, 1)$ and $s \in (0, 1)$ sufficiently small, we prove that

$$
\langle - (S' + [S, A])F, F \rangle - \int_{\Gamma} \partial_{\nu} f(A_1 f)_{|\Gamma} dS + \int_{\Gamma} \partial_{\nu} f A_2 f_{|\Gamma} dS
+ \int_{\Gamma} \partial_{\nu} \Phi f_{\Gamma}(S_1 f)_{|\Gamma} dS - \int_{\Gamma} \partial_{\nu} \Phi f_{\Gamma} S_2 F_{|\Gamma} dS
\leq \frac{1 + C_0}{\chi} \langle SF, F \rangle + \frac{C}{\chi^2} \|F\|^2,
$$

(11)

where $C = C(\Omega) > 0$ and $C_0 = C(s) \in (0, 1)$. Indeed, we have

$$
\langle SF, F \rangle = \int_{\Omega} (\Delta f + \eta |f|^2 + \theta f_{\Gamma}) f dx - \int_{\Gamma} \partial_{\nu} f f_{\Gamma} dS + \int_{\Gamma} (\Delta f_{\Gamma} + \theta f_{\Gamma}) f_{|\Gamma} dS
= \int_{\Omega} \Delta f f dx + \int_{\Omega} \eta |f|^2 dx - \int_{\Gamma} \partial_{\nu} f f_{\Gamma} dS + \int_{\Gamma} \Delta f_{\Gamma} f_{\Gamma} dS
+ \int_{\Gamma} \theta |f_{\Gamma}|^2 dS
= \int_{\Gamma} \partial_{\nu} f f_{\Gamma} dS - \int_{\Omega} |\nabla f|^2 dx + \int_{\Omega} \eta |f|^2 dx - \int_{\Gamma} \partial_{\nu} f f_{\Gamma} dS.
$$
\[- \int_{\Gamma} |\nabla f_{\Gamma}|^2 dS + \int_{\Gamma} \theta |f_{\Gamma}|^2 dS \]

\[= - \int_{\Omega} |\nabla f|^2 dx + \frac{s}{2Y^2} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f|^2 dx - \int_{\Gamma} |\nabla f_{\Gamma}|^2 dS \]

\[+ \frac{s}{2Y^2} \int_{\Gamma} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f_{\Gamma}|^2 dS.\]

Hence

\[\frac{1}{Y} (-SF, F) = \frac{1}{Y} \int_{\Omega} |\nabla f|^2 dx + \frac{s}{2Y^2} \int_{\Omega} \left[ - \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) \right] |f|^2 dx + \frac{1}{Y} \int_{\Gamma} |\nabla f_{\Gamma}|^2 dS \]

\[+ \frac{s}{2Y^2} \int_{\Gamma} \left[ - \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) \right] |f_{\Gamma}|^2 dS.\]

Next, we estimate each term of the formula (8). For \( s \in (0,1) \) sufficient small we have

\[\frac{s}{Y} \int_{\Omega} |\nabla \varphi|^2 dx - \frac{2s}{Y} \int_{\Gamma} \nabla \varphi (\nabla f_{\Gamma}, \nabla f_{\Gamma}) dS \leq \frac{1}{Y} \int_{\Omega} |\nabla f|^2 dx + \frac{1}{Y} \int_{\Gamma} |\nabla f_{\Gamma}|^2 dS.\]

By using \( |\nabla \varphi|^2 = -\varphi \), we obtain

\[\frac{-s}{Y^3} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f|^2 dx - \frac{s^2(2-s)}{4Y^3} \int_{\Omega} |\nabla \varphi|^2 |f|^2 dx \]

\[= \frac{1}{Y^3} \left( -s + s^2 - \frac{s^3}{4} \right) \int_{\Omega} \varphi |f|^2 dx \]

\[= -s(4 + s^2 - 4s) \frac{1}{4Y^3} \int_{\Omega} \varphi |f|^2 dx \]

\[= -s(2-s)^2 \frac{1}{4Y^3} \int_{\Omega} \varphi |f|^2 dx, \]

also,

\[\frac{-s}{2Y^3} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f|^2 dx = \frac{-s(2-s)}{4Y^3} \int_{\Omega} \varphi |f|^2 dx, \]

using (14) and (15), we obtain

\[\frac{-s}{Y^3} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) dx - \frac{s^2(2-s)}{4Y^3} \int_{\Omega} |\nabla \varphi|^2 |f|^2 dx = (2-s) \frac{-s}{2Y^3} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f|^2 dx.\]

On the other hand,

\[\frac{-s}{Y^3} \int_{\Gamma} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f_{\Gamma}|^2 dS - \frac{s^2}{2Y^3} \int_{\Gamma} (|\nabla f_{\Gamma}|^2 + s \nabla^2 \varphi (\nabla f_{\Gamma}, \nabla f_{\Gamma})) |f_{\Gamma}|^2 dS \]

\[+ \frac{s^3}{4Y^3} \int_{\Gamma} (\partial_{\nu} \varphi)^3 |f_{\Gamma}|^2 dS \]

\[= 2 \frac{-s}{2Y^3} \int_{\Gamma} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f_{\Gamma}|^2 dS + \frac{s^3}{4Y^3} \int_{\Gamma} (\partial_{\nu} \varphi)^3 |f_{\Gamma}|^2 dS \]

\[= \frac{-s^2}{2Y^3} \int_{\Gamma} (|\nabla f_{\Gamma}|^2 + s \nabla^2 \varphi (\nabla f_{\Gamma}, \nabla f_{\Gamma})) |f_{\Gamma}|^2 dS. \]
Choosing $s \in (0, 1)$ sufficiently small, using $\partial_v \varphi < 0$ (by Lemma 2.1), the fact that
\[
\varphi + \frac{s}{2} |\nabla \varphi|^2 \leq \varphi + |\nabla \varphi|^2 = -|\nabla \varphi|^2 = -|\partial_v \varphi|^2 < 0,
\]
we obtain
\[
\frac{s^3}{4} (\partial_v \varphi)^3 \leq \frac{s^4}{2} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right),
\]
and
\[
|\nabla \varphi|^2 + s |\nabla^2 \varphi(\nabla \varphi, \nabla \varphi)| \geq 0.
\]
Therefore, combining (17)-(19), we obtain
\[
\begin{align*}
&\frac{s^3}{4} \int_{\Omega} (\varphi + \frac{s}{2} |\nabla \varphi|^2) |f_1|^2 dS - \frac{s^2}{2T^2} \int_{\Omega} (|\nabla \varphi|^2 + s |\nabla^2 \varphi(\nabla \varphi, \nabla \varphi)|) |f_1|^2 dS \\
&+ \frac{s^3}{4T^3} \int_{\Omega} (\partial_v \varphi)^3 |f_1|^2 dS \\
&\leq (2 - s^3) \left[ \frac{-s^3}{2T^3} \int_{\Omega} (\varphi + \frac{s}{2} |\nabla \varphi|^2) |f_1|^2 dS \right].
\end{align*}
\]
Furthermore, the last sum terms of (20) satisfies
\[
\begin{align*}
&\frac{s}{T} \int_{\Omega} (\Delta \varphi + \partial_v \varphi - \Delta_T \varphi) \partial_v f f_1 dS + \frac{s}{T} \int_{\Omega} (\Delta_T \varphi - \Delta_T \partial_v \varphi) |f_1|^2 dS \\
&\leq \frac{s}{T} \int_{\Omega} \partial_v \varphi \partial_v f |f_1|^2 dS + \frac{C}{h^2} \int_{\Omega} |f_1|^2 dS,
\end{align*}
\]
where $C = C(\Omega)$ is a positive constant. Indeed, let $\varepsilon > 0$. Using Young inequality, $\partial_v \varphi < 0$ (by Lemma 2.1), and the fact that $\varphi \in C^\infty(\Omega)$. Then there exists a positive constant $C$ such that
\[
\begin{align*}
&\frac{s}{T} \int_{\Omega} (\Delta \varphi + \partial_v \varphi - \Delta_T \varphi) \partial_v f f_1 dS = \frac{s}{T} \int_{\Omega} \left( \frac{1}{\sqrt{\varepsilon}} |\partial_v \varphi|^2 (\Delta \varphi + \partial_v \varphi - \Delta_T \varphi) f_1 \right) \\
&\quad \times \left( \sqrt{\varepsilon} |\partial_v \varphi|^2 |\partial_v f| \right) dS \\
&\leq \frac{sC}{\varepsilon T} \int_{\Omega} |f_1|^2 dS + \frac{s}{T} \int_{\Omega} \partial_v \varphi \partial_v f |f_1|^2 dS.
\end{align*}
\]
Furthermore,
\[
\begin{align*}
&\frac{s}{T} \int_{\Omega} (\Delta_T \varphi - \Delta_T \partial_v \varphi) |f_1|^2 dS \leq \frac{sC}{T} \int_{\Omega} |f_1|^2 dS.
\end{align*}
\]
Choosing $\varepsilon = \frac{1}{2}$ and using the fact that $s \in (0, 1)$, $h \in (0, 1]$ and $\frac{1}{T} \leq \frac{1}{h} \leq \frac{1}{T^2}$ leads us to the desired inequality (21). Using (8), (13), (16), (20) and (21), we have
\[
\begin{align*}
&\langle (-S' + [S, A]) F, F \rangle - \int_{\Omega} \partial_v f (A_1 f) r dS + \int_{\Omega} \partial_v f A_2 f r dS + \int_{\Omega} \partial_v \Phi f r (S_1 f) r dS \\
&- \int_{\Omega} \partial_v \Phi f r S_2 F dS \\
&\leq \frac{1}{T} \int_{\Omega} |\nabla f|^2 dx + (2 - s) \left[ \frac{-s}{2T^3} \int_{\Omega} (\varphi + \frac{s}{2} |\nabla \varphi|^2) |f_1|^2 dS \right] + \frac{1}{T} \int_{\Omega} |\nabla r f_1|^2 dS \\
&+ (2 - s^3) \left[ \frac{-s}{2T^3} \int_{\Omega} (\varphi + \frac{s}{2} |\nabla \varphi|^2) |f_1|^2 dS \right] + \frac{s}{T} \int_{\Omega} \partial_v \varphi \partial_v f |f_1|^2 dS.
\end{align*}
\]
By (22), (23) and \( \parallel f_t \parallel_{L^2(\Gamma)}^2 \leq \| F \|^2 \), we obtain

\[
\frac{s}{2} \int_{\Gamma} |\varphi\varphi_{\Gamma}|^2 |f_t|^2 \, dS + \frac{s}{2} \int_{\Gamma} |\varphi\varphi_{\Gamma}|^2 |f_t|^2 \, dS = \frac{s}{2} \int_{\Gamma} |\varphi\varphi_{\Gamma}|^2 |f_t|^2 \, dS \leq 0.
\]  
(23)

By (22), (23) and \( \| f_t \|_{L^2(\Gamma)}^2 \leq \| F \|^2 \), we obtain

\[
\langle (-S' + [S, A])F, F \rangle - \int_{\Gamma} \partial_{\nu} f(A_1 f)_{\Gamma} dS + \int_{\Gamma} \partial_{\nu} f A_2 f_{\Gamma} dS + \int_{\Gamma} \partial_{\nu} \Phi f_{\Gamma} (S f)_{\Gamma} dS - \int_{\Gamma} \partial_{\nu} \Phi f_{\Gamma} S_2 F dS
\]

\[
\leq \frac{1}{T} \int_{\Omega} |\nabla f|^2 \, dx + (2 - s) \left[ -\frac{s}{2T^3} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f|^2 \, dx \right] + \frac{1}{T} \int_{\Gamma} |\nabla f_{\Gamma}|^2 \, dS
\]

\[+(2 - s^3) \left[ -\frac{s}{2T^3} \int_{\Omega} \left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) |f_{\Gamma}|^2 \, dS \right] + \frac{C}{h^2} \| F \|^2.
\]

For \( s \in (0, 1) \), we have \( 1 < 2 - s < 2 - s^3 \). Hence

\[
\langle (-S' + [S, A])F, F \rangle - \int_{\Gamma} \partial_{\nu} f(A_1 f)_{\Gamma} dS + \int_{\Gamma} \partial_{\nu} f A_2 f_{\Gamma} dS + \int_{\Gamma} \partial_{\nu} \Phi f_{\Gamma} (S f)_{\Gamma} dS - \int_{\Gamma} \partial_{\nu} \Phi f_{\Gamma} S_2 F dS
\]

\[
\leq (2 - s^3) \left[ \frac{1}{T} \int_{\Omega} |\nabla f|^2 \, dx + \frac{s}{2T^3} \int_{\Omega} \left[ -\left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) \right] |f|^2 \, dx \right] + \frac{1}{T} \int_{\Gamma} |\nabla f_{\Gamma}|^2 \, dS
\]

\[+\frac{s}{2T^3} \int_{\Gamma} \left[ -\left( \varphi + \frac{s}{2} |\nabla \varphi|^2 \right) \right] |f_{\Gamma}|^2 \, dS \] + \frac{C}{h^2} \| F \|^2.
\]

This leads to the desired inequality (11), with \( C_0 = 1 - s^3 \).

**Step 5.** The following differential inequalities hold

\[
\begin{aligned}
\left\{ \begin{array}{l}
\frac{1}{2} \frac{d}{dt} \| F (\cdot, t) \|^2 + \mathcal{N} (t) \| F (\cdot, t) \|^2 = 0, \\
\frac{d}{dt} \mathcal{N} (t) \leq \frac{1 + C_0}{T (t)} \mathcal{N} (t) + \frac{C}{h^2},
\end{array} \right.
\end{aligned}
\]

(24)

where \( C_0 = 1 - s^3 \) and \( C = C(\Omega) \) is a positive constant.

Using [8, Proposition 3], we infer, for any \( 0 < t_1 < t_2 < t_3 \leq T \), that

\[
\left( \| F (\cdot, t_2) \|^2 \right)^{1+M} \leq \left( \| F (\cdot, t_1) \|^2 \right)^M \| F (\cdot, t_3) \|^2 e^D,
\]

where

\[
M = \frac{\int_{t_2}^{t_3} \frac{1}{(T - t + h)^{1+\theta_0}} \, dt}{\int_{t_1}^{t_2} \frac{1}{(T - t + h)^{1+\theta_0}} \, dt} \quad \text{and} \quad D = 2(1 + M)(t_3 - t_1)^2 C h^2.
\]

Consequently, we obtain

\[
\left( \| U (\cdot, t_2) e^{\Phi (\cdot, t_2)} \|^2 \right)^{1+M} \leq \left( \| U (\cdot, t_1) e^{\Phi (\cdot, t_1)} \|^2 \right)^M \| U (\cdot, t_3) e^{\Phi (\cdot, t_3)} \|^2 e^D.
\]
Step 6. We take off the weight function $\Phi$ from the integrals

$$
(\|U(\cdot, t_2)\|^2)^{1+M} \leq \exp \left[ - (1 + M) \min_{x \in \Omega} \Phi(x, t_2) + M \max_{x \in \Omega} \Phi(x, t_1) \right] \\
\times (\|U(\cdot, t_1)\|^{2^M} \|U(\cdot, t_2)\|^2 e^{\frac{d(t_2, t_1)}{2}})^{1+M}.
$$

(25)

Let $\omega$ be a nonempty open subset of $\Omega$. Then

$$
\left\| U(\cdot, t_3) e^{\frac{d(t, t_3)}{2}} \right\|^2 = \int_\Omega |u(x, t_3)|^2 e^{\Phi(x, t_3)} \, dx + \int_{\Gamma} |u_\Gamma(x, t_3)|^2 e^{\Phi(x, t_3)} \, dS \\
= \int_\omega |u(x, t_3)|^2 e^{\Phi(x, t_3)} \, dx + \int_{\Omega \setminus \omega} |u(x, t_3)|^2 e^{\Phi(x, t_3)} \, dx \\
+ \int_{\Gamma \setminus \Gamma_\omega} |u_\Gamma(x, t_3)|^2 e^{\Phi(x, t_3)} \, dS \\
\leq \exp \left[ \max_{x \in \omega} \Phi(x, t_3) \right] \int_\omega |u(x, t_3)|^2 \, dx \\
+ \exp \left[ \max_{x \in \Omega \setminus \omega} \Phi(x, t_3) \right] \int_{\Omega \setminus \omega} |u(x, t_3)|^2 \, dx \\
+ \exp \left[ \max_{x \in \Gamma \setminus \Gamma_\omega} \Phi(x, t_3) \right] \int_{\Gamma \setminus \Gamma_\omega} |u_\Gamma(x, t_3)|^2 \, dS.
$$

Since $\omega$ is a nonempty open subset of $\Omega$, then

$$
\exp \left[ \max_{x \in \Gamma} \Phi(x, t_3) \right] \leq \exp \left[ \max_{x \in \Omega \setminus \omega} \Phi(x, t_3) \right].
$$

Therefore,

$$
\left\| U(\cdot, t_3) e^{\frac{d(t, t_3)}{2}} \right\|^2 \leq \exp \left[ \max_{x \in \omega} \Phi(x, t_3) \right] \int_\omega |u(x, t_3)|^2 \, dx + \exp \left[ \max_{x \in \Omega \setminus \omega} \Phi(x, t_3) \right] \|U(\cdot, t_3)\|^2.
$$

(26)

Using (25) and (26), we obtain

$$
\left( \|U(\cdot, t_2)\|^2 \right)^{1+M} \leq e^D \exp \left[ - (1 + M) \min_{x \in \Omega} \Phi(x, t_2) + M \max_{x \in \Omega} \Phi(x, t_1) \right] \\
\times (\|U(\cdot, t_1)\|^2)^{M} \int_\omega |u(x, t_3)|^2 \, dx \\
+ e^D \exp \left[ - (1 + M) \min_{x \in \Omega} \Phi(x, t_2) + M \max_{x \in \Omega} \Phi(x, t_1) \right] \\
\times (\|U(\cdot, t_1)\|^2)^{M} \|U(\cdot, t_3)\|^2.
$$

Using the fact that $\|U(\cdot, T)\| \leq \|U(\cdot, t)\| \leq \|U(\cdot, 0)\|$, $0 < t < T$, the above inequality becomes

$$
\left( \|U(\cdot, T)\|^2 \right)^{1+M} \leq e^D \exp \left[ - (1 + M) \min_{x \in \Omega} \Phi(x, t_2) + M \max_{x \in \Omega} \Phi(x, t_1) + \max_{x \in \Omega} \Phi(x, t_3) \right] \\
\times \left( \|U(\cdot, 0)\|^2 \right)^{M} \int_\omega |u(x, t_3)|^2 \, dx \\
+ e^D \exp \left[ - (1 + M) \min_{x \in \Omega} \Phi(x, t_2) + M \max_{x \in \Omega} \Phi(x, t_1) + \max_{x \in \Omega} \Phi(x, t_3) \right] \\
\times \left( \|U(\cdot, 0)\|^2 \right)^{1+M}.
$$
Since $\Phi(x,t) = \frac{s_t(x)}{t-h_t}$, then
\[
\|U(\cdot,T)\|^{1+M_t} \leq e^{D_t \exp \frac{M_t}{2}} \left[ -\frac{1+M_t}{T-t+h} \min_{x \in \Omega} \varphi(x) + \frac{M_t}{1+2\ell} \max_{x \in \Omega} \varphi(x) + \frac{1}{1+2\ell} \max_{x \in \Omega} \varphi(x) \right]
\times \|U(\cdot,0)\|^{M_t} \|u(\cdot,T)\|_{L^2(\omega)}
\]
\[
+ e^{D_t \exp \frac{M_t}{2}} \left[ -\frac{1+M_t}{T-t+h} \min_{x \in \Omega} \varphi(x) + \frac{M_t}{1+2\ell} \max_{x \in \Omega} \varphi(x) + \frac{1}{1+2\ell} \max_{x \in \Omega\setminus\omega} \varphi(x) \right]
\times \|U(\cdot,0)\|^{1+M_t},
\]
where $M_t = \frac{(\ell+1)C_0 - 1}{1 - \left( \frac{\ell+1}{2\ell+1} \right) C_0}$ and $D_t = 2C_1\ell^2(1+M_t)$.

Step 7. We choose $t_3 = T$, $t_2 = T - \ell h$, $t_1 = T - 2\ell h$ and $\ell > 1$, such that $0 < 2\ell h < T$.

Since $\varphi(x) \leq 0$, $\forall x \in \Omega$, $x_0 \in \omega$ and $\varphi(x_0) = 0$, then $\max_{x \in \Omega} \varphi(x) = 0$. Therefore,
\[
-\frac{1+M_t}{1+\ell} \min_{x \in \Omega} \varphi(x) + \frac{M_t}{1+2\ell} \max_{x \in \Omega} \varphi(x) + \frac{1}{1+2\ell} \max_{x \in \Omega\setminus\omega} \varphi(x) = -\frac{1+M_t}{1+\ell} \min_{x \in \Omega} \varphi(x) + \frac{M_t}{1+2\ell} \max_{x \in \Omega\setminus\omega} \varphi(x).\]

Now, we use the fact that $C_0 \in (0,1)$ and choose $\ell > 1$ sufficiently large in order that
\[
-\frac{1+M_t}{1+\ell} \min_{x \in \Omega} \varphi(x) + \frac{M_t}{1+2\ell} \max_{x \in \Omega\setminus\omega} \varphi(x) < 0.
\]

Consequently, there are $C_1 > 0$ and $C_2 > 0$ such that for any $h > 0$ with $0 < 2\ell h < T$,
\[
\|U(\cdot,T)\|^{1+M_t} \leq e^{D_t e^{C_1\ell^2}} \|U(\cdot,0)\|^{M_t} \|u(\cdot,T)\|_{L^2(\omega)} + e^{D_t e^{-C_2\ell^2}} \|U(\cdot,0)\|^{1+M_t}.\]

Therefore, we obtain
\[
\|U(\cdot,T)\|^{1+M_t} \leq e^{D_t e^{C_1\ell^2}} \|U(\cdot,0)\|^{M_t} \|u(\cdot,T)\|_{L^2(\omega)} + e^{D_t e^{-C_2\ell^2}} \|U(\cdot,0)\|^{1+M_t}.\]

For any $2\ell h \geq T$, $1 \leq e^{D_t e^{C_2\ell^2} e^{-C_2\ell^2}}$. Using the fact that $\|U(\cdot,T)\| \leq \|U(\cdot,0)\|$, we deduce that for any $2\ell h \geq T$,
\[
\|U(\cdot,T)\|^{1+M_t} \leq e^{D_t e^{C_1\ell^2}} \|U(\cdot,0)\|^{M_t} \|u(\cdot,T)\|_{L^2(\omega)} + e^{D_t e^{C_2\ell^2} e^{-C_2\ell^2}} \|U(\cdot,0)\|^{1+M_t}.\]

Using (27) and (28), for any $h > 0$, we obtain that
\[
\|U(\cdot,T)\|^{1+M_t} \leq e^{D_t e^{C_1\ell^2}} \|U(\cdot,0)\|^{M_t} \|u(\cdot,T)\|_{L^2(\omega)} + e^{D_t e^{C_2\ell^2} e^{-C_2\ell^2}} \|U(\cdot,0)\|^{1+M_t}.\]
Finally, we choose $h > 0$, such that

$$e^{D_t e^{C_2 t} e^{-C_2 h} \|U (\cdot, 0)\|^{1+M_\ell}} = \frac{1}{2} \|U (\cdot, T)\|^{1+M_\ell},$$

that is,

$$e^{C_2 t} = 2e^{D_t e^{C_2 t} \left( \frac{\|U (\cdot, 0)\|}{\|U (\cdot, T)\|} \right)^{1+M_\ell}},$$
in order that

$$\|U (\cdot, T)\|^{1+M_\ell} \leq 2e^{D_t} \left( 2e^{D_t e^{C_2 t} \left( \frac{\|U (\cdot, 0)\|}{\|U (\cdot, T)\|} \right)^{1+M_\ell}} \right)^{\frac{C_1}{c_2}} \|U (\cdot, 0)\|^{M_\ell} \|u (\cdot, T)\|_{L^2(\omega)}.$$

Hence

$$\|U (\cdot, T)\|^{1+M_\ell+(1+M_\ell)} \frac{C_1}{c_2} \leq 2^{1+\frac{C_1}{c_2}} e^{D_t (1+\frac{C_1}{c_2})} e^{C_2 t} \left( \frac{\|U (\cdot, 0)\|}{\|U (\cdot, T)\|} \right)^{M_\ell+(1+M_\ell)} \|u (\cdot, T)\|_{L^2(\omega)}.$$  

Setting $\sigma = M_\ell + (1 + M_\ell) \frac{C_1}{c_2} \mu = 2^{1+\frac{C_1}{c_2}} e^{D_t (1+\frac{C_1}{c_2})}$ and $k = 2c_1$, we obtain

$$\|U (\cdot, T)\| \leq \left( \mu e^k \right)^{\frac{1}{1+\sigma}} \|U (\cdot, 0)\|^{\frac{1}{1+\sigma}} \|u (\cdot, T)\|^{\frac{1}{1+\sigma}}.$$

This provides the desired inequality.

Now, we state the following lemma, which is a direct corollary of Theorem 1.1 needed to establish the impulse controllability of system (1).

**Lemma 3.1.** Let $\vartheta = (v, v_T)$ be the solution of (3). Then there exist positive constants $M_1$, $M_2$ and $\delta = \delta (\Omega, \omega)$ such that the following estimate holds

$$\|\vartheta (\cdot, T)\|^2 \leq \left( \frac{M_1 e^{\frac{\delta}{\varepsilon^\delta}}}{\varepsilon^\delta} \right)^2 \|v (\cdot, T)\|^2_{L^2(\omega)} + \varepsilon^2 \|\vartheta (\cdot, 0)\|^2.$$  

**(Proof.** Using Theorem 1.1 there exist $K_1 > 0$, $K_2 > 0$ and $\beta \in (0, 1)$ such that

$$\|\vartheta (\cdot, T)\|^2 \leq \left( K_1 e^{\frac{\delta}{\varepsilon^\delta}} \right)^2 \|v (\cdot, T)\|^2_{L^2(\omega)} \|\vartheta (\cdot, 0)\|^{2(1-\beta)}.$$  

Let $\varepsilon > 0$. We have

$$\left( K_1 e^{\frac{\delta}{\varepsilon^\delta}} \right)^2 \|v (\cdot, T)\|^2_{L^2(\omega)} \|\vartheta (\cdot, 0)\|^{2(1-\beta)} = \left( K_1 e^{\frac{\delta}{\varepsilon^\delta}} \right)^2 \left( \frac{1}{\varepsilon^{\frac{\delta}{\varepsilon^\delta}}} \|v (\cdot, T)\|_{L^2(\omega)} \left( \frac{1}{\varepsilon^{\frac{\delta}{\varepsilon^\delta}}} \right)^{2(1-\beta)} \right)^{2(1-\beta)} \|\vartheta (\cdot, 0)\|^{2(1-\beta)} \times \left( \varepsilon \left( \frac{1}{1-\beta} \right)^{\frac{1}{2}} \|\vartheta (\cdot, 0)\| \right).$$  

Applying Young’s inequality, we obtain

$$\left( K_1 e^{\frac{\delta}{\varepsilon^\delta}} \right)^2 \|v (\cdot, T)\|^2_{L^2(\omega)} \|\vartheta (\cdot, 0)\|^{2(1-\beta)} \leq \left( \frac{\left( K_1 e^{\frac{\delta}{\varepsilon^\delta}} \right)^2 (1-\beta)^{\frac{1}{2(1-\beta)}}}{\varepsilon^{\frac{\delta}{\varepsilon^\delta}}} \|v (\cdot, T)\|^2_{L^2(\omega)} \right)^{2(1-\beta)} \beta \|\vartheta (\cdot, 0)\|^2 + \varepsilon^2 \|\vartheta (\cdot, 0)\|^2.$$  

Thus,

$$\|\vartheta (\cdot, T)\|^2 \leq \left( \frac{\left( K_1 e^{\frac{\delta}{\varepsilon^\delta}} \right)^2 (1-\beta)^{\frac{1}{2(1-\beta)}}}{\varepsilon^{\frac{\delta}{\varepsilon^\delta}}} \right)^2 \beta \|v (\cdot, T)\|^2_{L^2(\omega)} + \varepsilon^2 \|\vartheta (\cdot, 0)\|^2.$$
Therefore, we get our desired estimate (29) with
\[ M_1 := K_1 \beta (1 - \beta \beta), \quad M_2 := K_2 \beta, \quad \delta := \frac{1 - \beta}{\beta}. \]

\[ \square \]

4. Null approximate impulse controllability

As an application of the inequality (2), we study the null approximate impulse controllability of the heat equation with dynamic boundary conditions (1), where the control function acts on a subdomain \( \omega \) and at one point of time \( \tau \in (0, T) \), (see more about impulse control in [26, 34]).

**Definition 4.1** (see [37]). System (1) is null approximate impulse controllable at time \( T \) if for any \( \varepsilon > 0 \) and any \( \Psi^0 = (\psi^0, \psi^0_\Gamma) \in L^2 \), there exists a control function \( h \in L^2(\omega) \), such that the associated state at final time satisfies
\[ \| \Psi(\cdot, T) \| \leq \varepsilon \| \Psi^0 \|. \]
This means that for every \( \varepsilon > 0 \) and \( \Psi^0 = (\psi^0, \psi^0_\Gamma) \in L^2 \), the set
\[ R_{T, \Psi^0, \varepsilon} := \{ h \in L^2(\omega) : \text{the solution of (1) satisfies} \| \Psi(\cdot, T) \| \leq \varepsilon \| \Psi^0 \| \}, \]
is nonempty; which leads to the definition of the cost of null approximate impulse control.

**Definition 4.2.** The quantity
\[ K(T, \varepsilon) := \sup_{\| \Psi^0 \| = 1} \inf_{h \in R_{T, \Psi^0, \varepsilon}} \| h \|_{L^2(\omega)} \]
is called the cost of null approximate impulse control at time \( T \).

**Proof of Theorem** [L2]. Consider the following system
\[
\begin{aligned}
\partial_t v - \Delta v &= 0, &\text{in } \Omega \times (0, T), \\
\partial_t \nu_T - \Delta_r \nu_T + \partial_r v &= 0, &\text{on } \Gamma \times (0, T), \\
\nu_T &= \nu|_\Gamma, &\text{on } \Gamma \times (0, T), \\
(\nu(\cdot, 0), \nu_T(\cdot, 0)) &= (\nu^0, \nu^0_T) =: \bar{\nu}^0, &\text{on } \Omega \times \Gamma.
\end{aligned}
\]

(30)

Let us fix \( \varepsilon > 0 \), \( \Psi^0 \in L^2 \), and put \( \kappa := \frac{M_1 \varepsilon^2}{M_2} \) where the constants \( M_1, M_2 \) and \( \delta \) are from the estimation (29). We define the functional \( J_\varepsilon : L^2 \rightarrow \mathbb{R} \) as follows
\[ J_\varepsilon(\vartheta) = \frac{\kappa^2}{2} \| v(\cdot, T - \tau) \|^2_{L^2(\omega)} + \frac{\varepsilon^2}{2} \| \vartheta \|^2 + \left\langle \Psi^0, \vartheta(\cdot, T) \right\rangle, \]
where \( \vartheta = (v, \nu_T) \) is the solution of (30). Notice that \( J_\varepsilon \) is strictly convex, \( C^1 \) and coercive, i.e., \( J_\varepsilon(\vartheta^0) \rightarrow \infty \) when \( \| \vartheta^0 \| \rightarrow \infty \). Therefore, \( J_\varepsilon \) has a unique minimizer \( \bar{\vartheta}^0 \in L^2 \) such that
\[ J_\varepsilon(\bar{\vartheta}^0) = \min_{\vartheta^0 \in L^2} J_\varepsilon(\vartheta^0). \]
It implies that $J_2'(\tilde{\vartheta}^0)\zeta^0 = 0$ for any $\zeta^0 \in L^2$, i.e., the following estimation holds for any $\zeta^0$

$$\kappa^2 \int_{\omega} \tilde{v}(x, T - \tau)z(x, T - \tau)dx + \varepsilon^2 \left(\tilde{\vartheta}^0, \zeta^0\right) + \left(\Psi^0, \zeta(\cdot, T)\right) = 0,$$

where $\tilde{\vartheta} = (\tilde{v}, \tilde{v}_T)$ and $\zeta = (z, z_T)$ are respectively the solutions of $\vartheta^0$ corresponding to $\tilde{\vartheta}^0$ and $\zeta^0$. Recall that $(\psi, \psi_T)$ satisfies

$$\begin{cases}
\partial_t \psi - \Delta \psi = 0, & \text{in } \Omega \times (0, T) \setminus \{\tau\}, \\
\psi(\cdot, \tau) = \psi(\cdot, \tau^-) + 1_{\omega}h(\cdot, \tau), & \text{in } \Omega, \\
\partial_t \psi_T - \Delta_T \psi_T + \partial_n \psi = 0, & \text{on } \Gamma \times (0, T) \setminus \{\tau\}, \\
\psi_T(\cdot, t) = \psi_T(\cdot, t), & \text{on } \Gamma \times (0, T), \\
\psi_T(\cdot, \tau) = \psi_T(\cdot, \tau^-), & \text{on } \Gamma.
\end{cases}$$

Multiplying (32) by $z(\cdot, T - t)$ and (32) by $z_T(\cdot, T - t)$, for every $t \in (0, T) \setminus \{\tau\}$, we obtain

$$\int_{\Omega} \partial_t \psi(x, t)z(x, T - t)dx - \int_{\Omega} \Delta \psi(x, t)z(x, T - t)dx + \int_{\Gamma} \partial_t \psi_T(x, t)z_T(x, T - t)dS$$
$$- \int_{\Gamma} \Delta_T \psi_T(x, t)z_T(x, T - t)dS + \int_{\Gamma} \partial_n \psi(x, t)z_T(x, T - t)dS = 0.$$

By two integration per parts, we obtain

$$\int_{\Omega} \partial_t \psi(x, t)z(x, T - t)dx - \int_{\Omega} \partial_n \psi(x, t)z_T(x, T - t)dS + \int_{\Gamma} \psi_T(x, t)\partial_n z(x, T - t)dS$$
$$- \int_{\Gamma} \psi_T(x, t)\Delta_T z_T(x, T - t)dS + \int_{\Gamma} \partial_t \psi_T(x, t)z_T(x, T - t)dS$$
$$- \int_{\Gamma} \psi_T(x, t)\Delta_T z_T(x, T - t)dS + \int_{\Gamma} \partial_n \psi(x, t)z_T(x, T - t)dS = 0.$$

Hence

$$\int_{\Omega} \partial_t \psi(x, t)z(x, T - t)dx - \int_{\Gamma} \psi_T(x, t)\Delta_T z_T(x, T - t)dS + \int_{\Gamma} \partial_t \psi_T(x, t)z_T(x, T - t)dS$$
$$- \int_{\Gamma} \psi_T(x, t)\Delta_T z_T(x, T - t)dS - \int_{\Gamma} \partial_n z(x, T - t)dS = 0.$$

Since $\zeta = (z, z_T)$ is the solution of $\vartheta^0$, then $\Delta z(\cdot, T - t) = \partial_t z(\cdot, T - t)$ and

$$\Delta_T z_T(\cdot, T - t) - \partial_n z(\cdot, T - t) = \partial_t z_T(\cdot, T - t).$$

Therefore,

$$\int_{\Omega} \partial_t \psi(x, t)z(x, T - t)dx - \int_{\Gamma} \psi_T(x, t)\partial_t z(x, T - t)dS + \int_{\Gamma} \partial_t \psi_T(x, t)z_T(x, T - t)dS$$
$$- \int_{\Gamma} \psi_T(x, t)\partial_t z(x, T - t)dS = 0.$$

That is,

$$\int_{\Omega} \frac{d}{dt} \left(\psi(x, t)z(x, T - t)\right)dx + \int_{\Gamma} \frac{d}{dt} \left(\psi_T(x, t)z_T(x, T - t)\right)dS = 0.$$

Integrating (33) over $(0, \tau)$ yields

$$\int_{\Omega} \left[\psi(x, t)z(x, T - t)\right]_0^\tau dx + \int_{\Gamma} \left[\psi_T(x, t)z_T(x, T - t)\right]_0^\tau dS = 0.$$
Therefore,
\[
\int_{\Omega} (\psi(x, \tau^-) z(x, T - \tau) - \psi(x, 0) z(x, T)) \, dx + \int_{\Gamma} (\psi_T(x, \tau^-) z_T(x, T - \tau) - \psi_T(x, 0) z_T(x, T)) \, dS = 0.
\]
(34)

Integrating (33) over \((\tau, T)\) gives us
\[
\int_{\Omega} |\psi(x, t) z(x, T - t)|_T^T \, dx + \int_{\Gamma} |\psi_T(x, t) z_T(x, T - t)|_T^T \, dS = 0.
\]
Hence
\[
\int_{\Omega} (\psi(x, T) z(x, 0) - \psi(x, \tau) z(x, T - \tau)) \, dx + \int_{\Gamma} (\psi_T(x, T) z_T(x, 0) - \psi_T(x, \tau) z_T(x, T - \tau)) \, dS = 0.
\]
(35)

Combining (34) - (35), and taking in consideration the fact that \(\psi(\cdot, \tau) = \psi(\cdot, \tau^-) + 1_\omega h(\tau)\) and \(\psi_T(\cdot, \tau) = \psi_T(\cdot, \tau^-)\), we obtain
\[
\int_{\Omega} h(\tau, x) z(x, T - \tau) \, dx + \int_{\Omega} \psi(x, 0) z(x, T) \, dx + \int_{\Gamma} \psi_T(x, 0) z_T(x, T) \, dS
\]
\[
- \int_{\Omega} \psi(x, T) z(x, 0) \, dx - \int_{\Gamma} \psi_T(x, T) z_T(x, 0) \, dS = 0.
\]
(36)

Thus, if we choose \(h(\tau, x) = \kappa^2 \tilde{v}(x, T - \tau)\), we obtain, from (31) and (33), that
\[
\left\langle \Psi(\cdot, T) + \varepsilon^2 \tilde{v}^0, \zeta^0 \right\rangle = 0, \quad \forall \zeta^0 \in L^2.
\]
Hence, \(\Psi(x, T) = -\varepsilon^2 \tilde{v}^0(x)\). Moreover, with \(\zeta^0 \equiv \tilde{v}^0\), using the Cauchy-Schwarz inequality, it follows from (31) that
\[
\kappa^2 \|\tilde{v}(\cdot, T - \tau)\|^2_{L^2(\omega)} + \varepsilon^2 \|\tilde{v}^0\|^2 \leq \|\Psi^0\| \|\tilde{v}(\cdot, T)\|.
\]
By virtue of the energy estimate for the system (30), which is
\[
\|\tilde{v}(\cdot, T)\| \leq \|\tilde{v}(\cdot, T - \tau)\|,
\]
we obtain
\[
\kappa^2 \|\tilde{v}(\cdot, T - \tau)\|^2_{L^2(\omega)} + \varepsilon^2 \|\tilde{v}^0\|^2 \leq \|\Psi^0\| \|\tilde{v}(\cdot, T - \tau)\|.
\]
(37)

Applying the result in Lemma 3.3, which is
\[
\|\tilde{v}(\cdot, T - \tau)\|^2 \leq \kappa^2 \|\tilde{v}(\cdot, T - \tau)\|^2_{L^2(\omega)} + \varepsilon^2 \|\tilde{v}(\cdot, 0)\|^2,
\]
and using (37), we obtain
\[
\|\tilde{v}(\cdot, T - \tau)\|_{L^2(\omega)} \leq \|\Psi^0\|.
\]
(38)

Finally, combining (37) and (38), we obtain
\[
\kappa^2 \|\tilde{v}(\cdot, T - \tau)\|^2_{L^2(\omega)} + \varepsilon^2 \|\tilde{v}^0\|^2 \leq \|\Psi^0\|^2.
\]
Recall that \(\Psi(x, T) = -\varepsilon^2 \tilde{v}^0(x)\) and \(h(x) = \kappa^2 \tilde{v}(x, T - \tau)\). Thus
\[
\frac{1}{\kappa^2} \|h\|_{L^2(\omega)}^2 + \frac{\varepsilon^2}{\varepsilon^2} \|\Psi(\cdot, T)\|^2 \leq \|\Psi^0\|^2.
\]
This completes the proof. □
In this work, the impulsive null approximate controllability for the heat equation with dynamic boundary conditions is proved for a bounded convex domain $\Omega \subset \mathbb{R}^n$ with smooth boundary $\Gamma$. The used technique is based on a logarithmic convexity estimate obtained by a Carleman commutator approach. The results of this work can be generalized to the case of a star-shaped domain or the general case of a $C^2$ domain by adapting the approach given in [28] for Dirichlet boundary conditions.

Finally, in real life problems, the impulse starts abruptly at a certain moment of time and remains active on a finite time interval. However, the time of the action is little. Such an impulse is known as non-instantaneous impulse (NII) (see [23]). It would be of much interest to investigate the impulsive null approximate controllability for the system [11] with non-instantaneous impulses.
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