Interface-Induced Conservation of Momentum Leads to Chiral-Induced Spin Selectivity
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We study the non-equilibrium dynamics of electron transmission from a straight waveguide to a helix with spin–orbit coupling. Transmission is found to be spin-selective and can lead to large spin polarizations of the itinerant electrons. The degree of spin selectivity depends on the width of the interface region, and no polarization is found for single-point couplings. We show that this is due to momentum conservation conditions arising from extended interfaces. We therefore identify interface structure and conservation of momentum as crucial ingredients for chiral-induced spin selectivity, and confirm that this mechanism is robust against static disorder.

Chiral-induced spin selectivity (CISS) [1, 2] is an intriguing phenomenon wherein the chirality of organic molecules such as DNA [3], oligopeptides [4], bacteriorhodopsine [5] or photosystem I [6] induces notable spin dependence on various electronic processes. Experiments have demonstrated that unpolarized photoelectrons can become highly spin-polarized when transmitted through (mono-)layers of helical molecules, with the molecule’s handedness deciding the sign of the polarization [7, 8]. The CISS effect has also been observed for bound electron transport in the form of spin-dependent currents when helical molecules are placed between a substrate and an atomic force microscope (AFM) tip [9]. Naturally, such phenomena have attracted much interest in the field of spintronics that uses the electron spin to process information in nanodevices [10–15]. More recently, the relations between electron spin, enantioselectivity and chemical reactivity in chiral molecules has also been the subject of increased attention [16–20]. Though it is apparent that the experimentally observed spin polarization is related to the spin–orbit coupling (SOC) experienced by the electrons moving through the helical or chiral structures, a consensus on the microscopic mechanism has not yet been reached [21].

In this work, we present a simple and natural model exhibiting CISS whose underlying mechanism can be rigorously understood using intuitive physical concepts: Electrons initially traveling along a SOC-free straight waveguide approach a helical waveguide (Fig. 1(a)) with SOC to which they can tunnel, resulting in an effective coupling region of width $\xi$ (Fig. 1(b)). We show that an initially spin-unpolarized electron wavepacket naturally becomes polarized after coming into proximity with the helix if the interaction region is not a single point, i.e., if $\xi > 0$. This process can be repeated if the electron then comes into contact with further helices, amplifying the effect. We demonstrate that high spin polarization $\sim 50\%$ can be achieved for moderate SOC strengths $\hbar\alpha \sim 1$ meV nm, despite the helical waveguide being modeled as a single one-dimensional channel without -- contrary to previous theoretical studies -- intramolecular

---

* martin.plenio@uni-ulm.de

FIG. 1. (a) Helix-shaped waveguide with radius $R$ and pitch $2\pi P$. At each point, a coordinate system is defined by the normal ($e_N$), bi-normal ($e_B$) and tangential ($e_T$) vectors. (b) Schematic representation of multiple scattering events of an electron wavepacket traveling along a SOC-free waveguide. The scattering occurs over a region of non-zero length $\xi$, leading to a transmitted wavepacket in the helical waveguide and a remaining wavepacket in the free waveguide. (c) Spin-dependent dispersion relations of a helical waveguide. The initial wavenumber $k_0$ and energy $E_0$ of an input state are marked by a green circle. The difference between the input wavenumber $k_0$ and spin-dependent wavenumbers $k_\uparrow$ and $k_\downarrow$ of the $E_0$-energetically resonant eigenstates of the helical waveguide are highlighted by red and blue arrows, respectively.
multi-channel structures. However, when the SOC-free and helical waveguides are coupled only at a single point ($\xi \to 0$), the outgoing state remains unpolarized. As we will show in this work, these results can be rationalized in terms of spin-dependent inter-waveguide transmission probabilities, as an extended interaction region $\xi > 0$ prescribes (partial) conservation of momentum, resulting in spin-selective transmissions due to spin–orbit coupling within the helix. Therefore, our work highlights the importance of interface modeling in CISS.

As shown in Fig. 1(a), each helical molecule is characterized by its radius $R$ and pitch $2\pi P$; we use the geometrical parameters of DNA, $R = 0.7\,\text{nm}$ and $2\pi P = 3.4\,\text{nm}$ throughout. As a model for an electron traveling through the potential energy landscape of a helical molecule, we assume that an electron wavepacket propagates solely in the tangential direction $e_T$ of a helical path due to a trapping potential acting in the normal $e_N$ and binormal $e_B$ directions. The electron’s dynamics can then be described by an effective one-dimensional quantum state in the form $\psi(t) = \psi_+ + \psi_-$, where $\{|\uparrow\rangle, \{|\downarrow\rangle\}$ are the eigenstates of the Pauli matrix $\sigma_z$, $t$ is the time coordinate and $s$ represents the position on the helical path, as shown in Fig. 1(a). As in previous CISS models [23–28], we assume that the electric field induced by the molecule is helical-symmetric and that the field on the helical path is oriented in the normal direction, $E = E_N(s)$ with constant $E$, where the normal unit vector $e_N(s)$ depends on the position $s$. The dynamics of the electron wavepacket is governed by an effective Hamiltonian [29] of the form

$$H_h = \frac{p_s^2}{2m_h} + U_h + \frac{\alpha}{2}\{\sigma \cdot e_B(s), p_s\},$$  

(1)

where $p_s = -ih\partial_s$ is the momentum operator in the tangential direction $e_T(s)$, $m_h = 10m_e$ is the effective electron mass [30, 31] with $m_e$ its rest mass, and $U_h$ is a constant potential energy shift. The last term in Eq. 1 represents the spin–orbit interaction, which is generally described by $H_{SOC} = -\sigma \cdot (\alpha \times p)$, where $\alpha$ is proportional to $E$ and quantifies the SOC strength via its magnitude $\alpha$. Thus, since we assume $E$ parallel to $e_N(s)$, we have $\alpha = \alpha e_N(s)$ and $H_{SOC}$ as shown in Eq. 1. As shown in the SI, the eigenstates as a function of the helical position coordinate $s$ can be expressed as

$$\langle s|k, \pm\rangle = \frac{A_\pm e^{ik_\pm s}}{\sqrt{2\pi (1 + |A_\pm|^2)}},$$

(2)

with $D = \sqrt{R^2 + P^2}$, where the spin-dependent wavenumbers are given by $k_+ = k - (2D)^{-1}$ and $k_- = k + (2D)^{-1}$, and $A_+$ and $A_-$ are $k$-independent coefficients. This shows that there are two distinct groups of eigenstates, $\{|k, +\rangle\}$ and $\{|k, -\rangle\}$, with different energies and opposite spin polarizations $P_\pm = \langle \sigma_z \rangle = (|A_+|^2 - 1)/(|A_+|^2 + 1)$ which fulfill $P_+ = P_-$. In Fig. 1(c), the dispersion relation between energy $E(k, +)$ and wavenumber $k_+$ (or $k_-$) of the eigenstates $\{|k, +\rangle\}$ is shown in a red (or blue) solid line, where $U_h = 0.9\,\text{eV}$ and $\hbar a = 10\,\text{meV}\,\text{nm}$ are considered as an example. These $k_+$ and $k_-$ curves differ due to the correlations between spin states and wavenumbers induced by spin–orbit interaction, as shown in Eq. 2. Similarly, the two components of the dispersion relation of the $\{|k, -\rangle\}$ eigenstates are shown in red and blue dashed lines, respectively, in Fig. 1(c). These results demonstrate that when an electron with well-defined energy $E_0$ and wavenumber $k_0$ enters a helical waveguide in such a way that the energy of an electron wavepacket is conserved (such that $E_0 = E(k, \pm)$), the wavenumber $k_+$ or $k_-$ of the helical eigenstate $|k, \pm\rangle$ will generally differ from $k_0$ of the input state. Importantly, the difference between wavenumbers can be smaller or larger depending on the incoming state’s polarization. In the case shown in Fig. 1(c), the difference is smaller for a spin-up state than for a spin-down state, $|k_0 - k_+| < |k_0 - k_-|$, as highlighted by red and blue arrows. Therefore, if the transition probability favors smaller differences between wavenumbers – that is, if momentum conservation is (at least partially) enforced then a $|\uparrow\rangle$ state will transition to the helix more readily than a $|\downarrow\rangle$ state. As we will show shortly, this partial momentum conservation does indeed arise when the interfacial coupling is extended over a region rather than being point-like, thus constituting the centerpiece of our model. Finally, it follows from these preliminaries that an initially unpolarized mixed state will lose $|\uparrow\rangle$ population to the helix more quickly than $|\downarrow\rangle$: This results in a net negative spin polarization of the remaining electronic density that has not been transmitted to the helix, an effect which can be further amplified by repeated interactions with other helices.

To quantitatively model the relation between interfacial structure and momentum-conservation assisted spin filtering, we introduce a second one-dimensional waveguide. This second waveguide shall be governed by a free-space Hamiltonian in the form $H_f = (2m_e)^{-1}p_q^2$, where $p_q = -ih\partial_q$ is the momentum operator along a separate coordinate $q$, as shown in the inset of Fig. 1(b). The eigenstates of $H_f$ are spin-independent and given by $\langle q|k\rangle = (2\pi)^{-1/2}e^{ikq}$ with wavenumbers $k$ and $\langle q|k\rangle = 0$. We call this the free waveguide or free-space channel, as opposed to the helical waveguide. To model an inter-waveguide scattering process occurring over an extended region, we consider coupling between free (coordinate $q$) and helical waveguides (s) of the form

$$V(q, s) = V_0 \exp\left(-\frac{(s - s_0)^2}{2\xi^2}\right)\delta((s - s_0) - (q - q_0))$$

(3)

where $s$ and $q$ denote the position on the helical and free waveguide, respectively and $\delta(x)$ is the Dirac delta, which signifies that each position is coupled to exactly one position on the opposite waveguide. This $V(q, s)$ implies that when an electron wavepacket propagates in the free waveguide, the phase information of the input
state, encoded as a function of the free-space coordinate \(q\), is transferred to the helical waveguide over an extended width \(\xi\) of the interface centered at \((s, q) = (s_0, q_0)\), as shown schematically in the inset to Fig. 1(b). When the input state of the free-space channel is a \(|\uparrow\rangle\) state with wavenumber \(k_0\), the coupling to a helical eigenstate \(|k, \pm\rangle\) is given by

\[
|\langle k, \pm|V|k_0, \uparrow\rangle|^2 = \left(\frac{V_0^2 \xi^2}{2\pi} \frac{|A_{\pm}|^2}{1 + |A_{\pm}|^2}\right) e^{-\xi^2(\Delta k)^2} \tag{4}
\]

with \(\Delta k = k_\uparrow - k_0\). We see that the coupling strength is stronger if the eigenstate \(|k, \pm\rangle\) has a larger \(|\uparrow\rangle\) component amplitude \(|A_{\pm}|\) (cf. Eq. 2). However, more importantly, as the width \(\xi\) of the interface increases, the effective coupling strength becomes more sensitive to the momentum mismatch \(\hbar \Delta k\), and as a result transfer occurs only if the wavenumber is conserved, \(k_\uparrow \approx k_0\). On the other hand, when the interface is very narrow, \(\xi \to 0\), the effective coupling strength becomes independent of \(\Delta k\). In this case, the only information provided to a helical channel is the time-dependent amplitude of the input state at a single-point contact with the free waveguide. This makes scattering probabilities independent of changes in momentum, similar to the textbook problem of one-dimensional scattering at a step potential \([32]\).

To demonstrate that a non-zero length \(\xi\) of the interface can induce the momentum-conservation assisted spin filtering, we consider a Gaussian initial electron state in the form

\[
\langle q|\psi_\sigma^0(t = 0) = \frac{1}{\pi^{1/4} \xi^{1/2}} \exp\left(-\frac{(q - q_i)^2}{2\xi^2} + i k_0 q_0 \right) |\sigma\rangle, \tag{5}
\]

with \(\sigma \in \{\uparrow, \downarrow\}\), and with an initial center position \(q_i\) such that the amplitude at the interface around \(q_0\) is negligible. This is a superposition of the eigenstates \(|k\rangle\) of the free-space Hamiltonian \(H_f\) such that \(|\langle k|\psi_\sigma^0\rangle|^2 \propto e^{-\frac{(k - k_\sigma)^2}{2\xi^2}}\), which is centered at \(\langle k\rangle = \langle p\rangle/\hbar = k_0\) with an uncertainty \(\xi_k = (\sqrt{2}\xi)^{-1}\) (we use \(\xi = 100/k_0\) throughout). We can then apply time-dependent perturbation theory to first order in \(V\) (Eq. 3), similar to Fermi’s Golden Rule, to obtain the probability that an incoming Gaussian state \(|\psi_\sigma^0\rangle\) of polarization \(\sigma\), Eq. 5, has transitioned to a helix eigenstate \(|k_{\text{out}}, \pm\rangle\), Eq. 2, in the long-time limit \(t \to \infty\) (see SI for further details):

\[
\lim_{t \to \infty} |\langle k_{\text{out}}, \pm|\psi_\sigma^0(t)\rangle|^2 \propto \int_{\mathbb{R}} e^{-\frac{\xi^2(\Delta k)^2}{2} - \frac{\xi^2(k - k_\sigma)^2}{2}} e^{-i\phi(k)} \delta(\omega(k)) \, dk, \tag{6}
\]

where \(\Delta k = k_\sigma - k\) and \(\omega(k) = \hbar k^2/(2m_e) - E(k_{\text{out}}, \pm)/\hbar\), and \(\phi(k) = (q_i - q_0)k\) is a (largely irrelevant) phase. We see that in the long-time limit, energy is rigorously conserved during transitions, but momentum is only loosely conserved according to a Gaussian law, as predicted by Eq. 4. For small \(\xi\) and/or \(V_0\), such that the influence of

\[
V(s, q) \text{ remains perturbative, this simple equation can be used to accurately describe the transition probabilities and therefore the spin polarizations of our model. We quantify the spin polarization arising from an initially unpolarized mixed state } \rho_0 = \frac{1}{2} \left[|\psi^\uparrow\rangle\langle\psi^\uparrow| + |\psi^\downarrow\rangle\langle\psi^\downarrow|\right] \text{ with } |\psi_\sigma^0\rangle \text{ from Eq. 5 as}
\]

\[
P_1 = \text{Tr}\left\{[P_f \rho_1 P_f^\dagger] \sigma_\sigma\right\}/\text{Tr}\{P_f \rho_1 P_f^\dagger\},
\]

where \(\rho_1\) is the state \(\rho_0\) after passing through an interaction region with a helix, and \(P_f\) is the projector onto the free-waveguide component. The polarization \(P_n\) af-
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ter $n$ repeated interactions with separate helices is defined analogously using the state $\rho_n$, which is the result of scattering the state $\mathcal{P}_n$.

To expand our analysis to the non-perturbative regime, we calculate numerically the dynamics of the wavepacket using a standard finite-difference scheme (see SI), which further shows good agreement with Eq. 6 within the perturbative regime. We illustrate the rich physics of our model by demonstrating the effect of varying the interfacial length $\xi$ and the incoming momentum $h\xi$: In Fig. 2(a), the dispersion relations of the spin components of the helical eigenstates $|k, \pm\rangle$ are shown in red and blue, in addition to that of the free-space eigenstates, shown in black. The dispersion curves are crossed at four different wavenumbers $k_{1,2,3,4}$, highlighted by green arrows. In Fig. 2(b), where $h\alpha = 10$ meV nm and $V_0 = 10$ meV, the spin polarization $P_1$ after a single scattering event is shown as a function of the input wavenumber $k_0$ and the width $\xi$ of the Gaussian coupling spectrum of the interface. As expected from the above discussion, the spin polarization is zero for $\xi = 0$ (single-point coupling) and the spin polarization effect is enhanced as $\xi$ increases. At the crossing point of the momenta $k_{1,3}$ ($k_{2,4}$), the spin polarization becomes maximally positive (negative), as these momenta correspond to the $|$ component of the helical eigenstates, causing an incoming $|\rangle$ $|\rangle$ state to be transmitted to the helix with higher probability, as predicted by Eq. 6. In Fig. 2(c), where $\xi = 1$ nm and $k_0 \approx 5$ nm$^{-1}$, the spin polarization is displayed as a function of the interfacial coupling strength $V_0$ for different spin–orbit coupling strengths from 0.1 meV nm to 10 meV nm. It is notable that even for weak spin–orbit coupling $h\alpha = 0.1$ meV nm and 1 meV nm, the spin polarization reaches values up to $\sim 2\%$ and $\sim 22\%$, respectively. Figure 2(d) shows the results of numerical simulations (shown as dots) with $V_0 = 40$ meV demonstrating that the spin polarization is further enhanced when the input wavepacket is scattered multiple times by independent helices (cf. Fig. 1(b)). For example, in the case of weak spin–orbit coupling strength $h\alpha = 1$ meV nm, the spin polarization is increased from $P_1 \approx 6\%$ to $P_{10} \approx 43\%$ after 10 consecutive scattering events. Furthermore, using a transfer-matrix-like method, we can estimate the $n$-scattering polarization $P_n$ based only on the single-scattering data, which also shows that $|P_{\infty}| < 100\%$ is caused by spin-flip back-transfer from the helical to straight waveguide (solid lines in Fig. 2(d), see SI for details). These results demonstrate that high spin polarization can be obtained from initially unpolarized electrons when scattering occurs over an extended region of a helical molecule even for weak intrinsic SOC strength ($h\alpha \leq 1$ meV nm).

Notice that the vanishing spin polarization in the case of single-point couplings is in line with the well-known fact that in one-dimensional theories, spin–orbit coupling can be removed by a unitary transformation and hence – on its own – cannot account for spin-filtering [33]. Previous studies have therefore claimed that multiple channels such as additional helix strands [34, 35] or orbitals [25, 36] are required to observe spin polarization. As shown in the SI, the extended nature of the interface coupling prevents spin-dependence in our model from being removed by a unitary transformation and no intramolecular multi-channel structure need be employed.

The mechanism of momentum conservation and spin-dependent transmission can also be used to understand spin-polarized transport through a helical waveguide attached to leads: Figure 3(a) illustrates a three-terminal setup with an electrode tip coupled to a helix over a length $\xi$. A wavepacket transmitted to the helix splits into oppositely polarized wavepackets propagating in opposite directions inside the helix. In this case – as well as in any general $N$-terminal setup as depicted in Fig. 3(b) – average spin polarization vanishes if all couplings are point contacts.

Lastly, the coupling function $V(s, q)$ of Eq. 3 may be a simplification of the inter-waveguide coupling, as it does not directly depend on the 3D arrangement of the system. Therefore, to further validate our interface-based mechanism and test its robustness against disorder, we have calculated dynamics using a more elaborate coupling function $V(s, q)$ based on the 3D overlap between Gaussian cross-section wavefunctions occupying the straight and
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helical systems, as illustrated in Fig. 3(c). This more advanced coupling model naturally depends on the angle and distance between the helix and the straight waveguide, and it is also no longer diagonal in the sense that $V = 0$ does not necessarily hold for $s - s_0 \neq q - q_0$. Using this geometry-dependent model, we examine the influence of variations of the angle to the helix, illustrated in Fig. 3(d). The simpler coupling model of Eq. 3 is closest to the geometrical configuration in which the tangent vectors of the two waveguides are parallel at their point of least separation, given by $\theta = \arccos(P/D) \approx 52^\circ$. We find that variations of $\pm 20^\circ$ about this angle have little impact on the spin selectivity (shown in SI). We therefore conclude that our model is sufficiently robust against static disorder to be measurable in experimental setups similar to those proposed here.

In conclusion, using a simple model consisting of a straight electron waveguide coupled to a helical waveguide, we have shown that electron wavepackets can become strongly polarized due to spin-dependent transmission when the inter-waveguide coupling is extended over a region of non-zero length. A multichannel structure of the helical molecule is not required. These effects are robust against static disorder and can be enhanced by consecutive helix interactions. By quantitatively investigating the relationship between the coupling region width and the spin polarization, we identified interface-induced (partial) conservation of momentum as a crucial ingredient to this manifestation of CISS, pointing us to an intuitive and well-established principle to guide further studies of spin selectivity. This complements existing work on interface design in CISS experiments [37] by providing a directly deducible and simple mechanism without the need to invoke further phenomena such as dephasing. This mechanism is found to arise naturally in the continuum case, and further analysis may reveal how our findings are changed when considering a discretized tight-binding case or how the principle of momentum conservation could be applied to setups involving transport through helical molecules. Furthermore, our findings can be investigated experimentally using a setup as shown in Fig. 3(d) with waveguides or leads of varying thickness representing different interface widths.
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I. Helix model

A. Parameterization

For a right-handed helix and corresponding left-handed helix, we choose parameterizations

\[ \mathbf{r}^{\text{rh}} = \begin{pmatrix} R \cos \left( \frac{s \chi}{D} \right) \\ R \sin \left( \frac{s \chi}{D} \right) \\ P \frac{\chi}{D} \end{pmatrix}, \quad \mathbf{r}^{\text{lh}} = \begin{pmatrix} R \cos \left( \frac{s \chi}{D} \right) \\ -R \sin \left( \frac{s \chi}{D} \right) \\ P \frac{\chi}{D} \end{pmatrix}. \]

We will focus only on the right-handed case and drop the superscript. Curvature \( \kappa \) and torsion \( \tau \) of the helix are related to radius and pitch as \( R = \kappa D^2 \) and \( P = \tau D^2 \) with the length scale \( D = \sqrt{R^2 + P^2} \) and can be expressed via an angle \( \beta = \arctan \frac{\tau}{\kappa} \) as

\[ \kappa = \frac{\cos \beta}{D}, \quad \tau = \frac{\sin \beta}{D}. \]

Using these definitions, the moving frame \( s \mapsto \{ \mathbf{e}_T(s), \mathbf{e}_N(s), \mathbf{e}_B(s) \} \) (the Frenet–Serret vectors) takes the form (Spi-vak, 1999)

\[ \mathbf{e}_T(s) = \begin{pmatrix} -\cos \beta \sin \frac{s \chi}{D} \\ \cos \beta \cos \frac{s \chi}{D} \\ \sin \beta \end{pmatrix}, \quad \mathbf{e}_N(s) = \begin{pmatrix} -\cos \frac{s \chi}{D} \\ -\sin \frac{s \chi}{D} \\ 0 \end{pmatrix}, \quad \mathbf{e}_B(s) = \begin{pmatrix} -\sin \beta \sin \frac{s \chi}{D} \\ -\sin \beta \cos \frac{s \chi}{D} \\ \cos \beta \end{pmatrix}. \]

(SI.1)
and the corresponding Pauli matrices in the \{\vert \uparrow \rangle, \vert \downarrow \rangle \} basis are

\[
\sigma_T(s) = \begin{pmatrix}
\sin(\beta) & -ie^{-is_D}\cos(\beta) \\
-ie^{is_D}\cos(\beta) & -\sin(\beta)
\end{pmatrix},
\sigma_N(s) = \begin{pmatrix}
0 & -e^{-is_D} \\
e^{is_D} & 0
\end{pmatrix},
\sigma_B(s) = \begin{pmatrix}
\cos(\beta) & ie^{-is_D}\sin(\beta) \\
-ie^{is_D}\sin(\beta) & -\cos(\beta)
\end{pmatrix}.
\]

### B. Eigenstates of the Hamiltonian

The full form of Hamiltonian of Eq. 1 (including SOC in the bi-normal direction) is

\[
H_h = -\frac{\hbar^2}{2m_h} \partial_s^2 - i\alpha_N \left( \sigma_B \partial_s - \sigma_N \frac{\tau}{2} \right) + i\alpha_B \left( \sigma_N \partial_s - \sigma_T \frac{\tau}{2} + \sigma_B \frac{\tau}{2} \right) + U_h.
\]

(SI.2)

Defining the canonical momentum \( \hat{p} := m\hat{v} \), where the velocity operator \( \hat{v} \) is the time derivative of the position operator \( \hat{s} \),

\[
\hat{p} = -\frac{im_h}{\hbar} [\hat{s}, H_h] = -i\hbar \partial_s + \frac{m_h}{\hbar} (\alpha_N \sigma_B - \alpha_B \sigma_N)
\]

\[
= -i\hbar \partial_s + \frac{m_h}{\hbar} \left( \begin{pmatrix}
\alpha_N \cos \beta \\
\alpha_B - i\alpha_N \sin \beta \end{pmatrix} e^{is_D} \begin{pmatrix}
\alpha_B + i\alpha_N \sin \beta e^{-is_D} \\
-\alpha_N \cos \beta
\end{pmatrix},
\right)
\]

the Hamiltonian can be written in the manifestly self-adjoint form

\[
H_h = \frac{\hat{p}^2}{2m_h} - \frac{m_h}{2\hbar^2} (\alpha_N^2 + \alpha_B^2) + U_h
\]

(SI.3)

or simply \( H_h = \hat{p}^2/(2m_h) + U_h \) if the constant term is absorbed into \( U_h \). To find the eigenvectors of \( H_h \), we use a continuous basis \( \vert \xi_k^\dagger \rangle \) defined as

\[
\vert \xi_k^\dagger \rangle = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} ds e^{-i\frac{\tau}{2} s} e^{iks} \vert s \rangle \otimes \vert \uparrow \rangle,
\]

\[
\vert \xi_k^\dagger \rangle = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} ds e^{i\frac{\tau}{2} s} e^{iks} \vert s \rangle \otimes \vert \downarrow \rangle
\]

(SI.4)

that satisfies \( \langle \xi_{k_1}^\dagger \vert \xi_{k_2}^\dagger \rangle = \delta_{s_1, s_2} \delta(k_1 - k_2) \). In this basis, one finds the eigenvalues

\[
p_{k,S} = \hbar k + S \frac{Dm_h}{\hbar} \Gamma = \hbar \left( k + \frac{S\Gamma}{2\varepsilon D} \right)
\]

of the momentum operator \( \hat{p} \). Here, we introduced

\[
\Gamma := \sqrt{\varepsilon^2 + \varepsilon_N^2 + \varepsilon_B^2 - 2\varepsilon \varepsilon_N \cos \beta}, \quad \varepsilon := \frac{\hbar^2}{2m_h D^2}, \quad \varepsilon_{N,B} := \frac{\alpha_{N,B}}{D}.\]

(SI.5)

The corresponding (unnormalized) eigenvectors are

\[
\vert k,S \rangle := A_S \vert \xi_k^\dagger \rangle + \vert \xi_k^\dagger \rangle
\]

with \( S \in \{+, -\} \) and

\[
A_\pm = \frac{-\varepsilon + \varepsilon_N \cos \beta \pm \Gamma}{\varepsilon_B - i\varepsilon_N \sin \beta}.
\]

(SI.6)

Since \( \hat{p} \) commutes with the Hamiltonian, these vectors are also eigenstates of \( H_h \) and using the definitions of Eq. SI.5, the eigenvalues of \( H_h \) are easily found as

\[
E_k^S = \frac{p_{k,S}^2}{2m_h} - \frac{\varepsilon_N^2 + \varepsilon_B^2}{4\varepsilon} = E_k + S \Delta E(k),
\]
FIG. SI.1 Wavepacket inserted into the helix with momentum $k$ and polarization $|↑⟩/|↓⟩$ splits into two oppositely polarized wavepackets moving at different velocities.

with the energies $E_k$ and $\Delta E_k$ defined as

$$E_k = \varepsilon \left(D^2 k^2 + \frac{1}{4}\right) - \frac{1}{2} \varepsilon N \cos \beta, \quad \Delta E_k = D k \Gamma.$$ 

Going back to the original basis, the eigenstates are

$$|k, S⟩ = \frac{1}{N_S} \left(A_S \int_R ds e^{-\frac{i}{2} \tilde{\Sigma} e^{iks} |s⟩} \otimes |↑⟩ + \int_R ds e^{\frac{i}{2} \tilde{\Sigma} e^{iks} |s⟩} \otimes |↓⟩\right), \quad (SI.7)$$

where we introduced a normalization constant $N_S := \sqrt{2\pi(1 + |A_S|^2)}$.

C. Single-channel wavepacket dynamics

The energy gap $\Delta E(k)$ induces spatial splitting of $|↑⟩$- or $|↓⟩$-polarized wavepackets injected into the helix: The constituent $|k, +⟩$ components of the wavepacket move faster than the $|k, −⟩$ components, whose respective group velocities are given by $v_± = h^{-1} \partial_k E(k) = (\hbar/m_h)k ± DΓ/\hbar$, as shown in Fig. SI.1. While this leads to a chirality-dependent spin current, it requires directly placing the electrons inside the helix.

Spin polarization is not obtained when placing the initial wavepacket in free space connected to a helix via a single point (e.g., in a 1D free space–helix–free space setup), with the helix Hamiltonian of Eq. SI.2 and a standard free-space Hamiltonian $H_f = -\frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial q^2}$. In this setup all spin dependence can be removed from the Hamiltonian by a unitary transformation (cf. sec. II). The dynamics at each interface are then similar to the textbook problem of scattering through a rectangular potential barrier (Shankar, 1994), where boundary conditions only require conservation of energy without any conservation of momentum. If a right-moving wavepacket is injected into the first free part, calculations of the dynamics show that no spin polarization is achieved. This is in line with a theorem by Bardarson (Bardarson, 2008), which can be used to prove that such a time-reversible single-channel two-terminal Hamiltonian cannot produce CISS (Evers et al., 2021).

D. Spin

With non-zero spin-orbit coupling, the Hamiltonian eigenstates are no longer eigenstates of $\sigma_z$ but we can define a tilted spin-operator $\sigma_\eta$ that commutes with the Hamiltonian and has eigenvalues $S \in \{-1, 1\}$. First, let

$$e_{\text{spin}} := \frac{1}{\Gamma} \begin{pmatrix} -\varepsilon B & \varepsilon N \sin \beta \\ \varepsilon N \sin \beta & \varepsilon - \varepsilon N \cos \beta \end{pmatrix}, \quad \sigma_\eta := \sigma \cdot e_{\text{spin}} = \frac{1}{\Gamma} \begin{pmatrix} \varepsilon - \varepsilon N \cos \beta & -(\varepsilon B + i\varepsilon N \sin \beta) \\ -(\varepsilon B - i\varepsilon N \sin \beta) & -\varepsilon + \varepsilon N \cos \beta \end{pmatrix}. $$
Note that in the limit of vanishing spin-orbit coupling, \( \epsilon \to (0, 0, 1) \) and \( \sigma^\xi \to \sigma_z \). For non-zero spin-orbit coupling, the Hamiltonian eigenstates represented in basis of Eq. SI.4 are eigenvectors of \( \sigma^\xi \) with eigenvalues \( \pm 1 \). Transforming to the original basis, one easily finds the explicit representation

\[
\sigma_h = \frac{1}{\Gamma} \left( \begin{array}{ccc}
\epsilon - \epsilon N \cos \beta & -(\epsilon B + i \epsilon N \sin \beta) e^{i \frac{\pi}{4}} \\
-(\epsilon B - i \epsilon N \sin \beta) e^{-i \frac{\pi}{4}} & \epsilon + \epsilon N \cos \beta
\end{array} \right)
\]

which satisfies \( [\sigma_h, H_h] = 0 \) and \( \sigma_h \psi_{k,S}(s) = -S\psi_{k,S}(s) \) for \( \psi_{k,S}(s) = \langle s|k, S \rangle \) and \( S \in \{ \pm 1 \} \). The polarization of the eigenstates of Eq. SI.7 with respect to \( \sigma_z \) is

\[
P_{\pm} := \langle k, S|\sigma_z|k, S \rangle = \frac{|A_S|^2 - 1}{|A_S|^2 + 1} = S\frac{\epsilon N \cos \beta - \epsilon}{\Gamma},
\]

where we plugged in the definition from Eq. SI.6. Writing the couplings as \( \alpha_N = \cos(\gamma)\alpha \) and \( \alpha_B = \sin(\gamma)\alpha \) with \( \gamma \in (0, \pi/2) \), we find that in the limiting case of strong SOC:

\[
P_{\pm}^{\infty} := \lim_{\alpha \to \infty} P_{\pm} = \pm \cos \gamma \cos \beta.
\]

II. GAUGE THEORY AND SOC IN ONE- AND TWO-CHANNEL DEVICES

We will now show that in the theory considered so far, all spin-dependence can be removed by a gauge transformation. First, the Legendre transform

\[
L = \langle \psi | (i\hbar \partial_t - H_h) | \psi \rangle
\]

yields the Lagrangian density

\[
\mathcal{L} = i\hbar \psi^\dagger \psi + \psi^\dagger \left( \frac{\mathcal{A} A}{2m_h} - U_h \right) \psi - \frac{1}{2m_h} \psi^\dagger \left( i \hbar \partial_s + \mathcal{A} \right) \left( -i \hbar \partial_s + \mathcal{A} \right) \psi
\]

which has the same equations of motion as the Hamiltonian of Eq. SI.2. Here, \( \psi, \psi^\dagger \) are the spinor wavefunctions \( \psi : s \mapsto \langle s|\psi \rangle, \psi^\dagger : s \mapsto \langle \psi|s \rangle, \mathcal{A} = \mathcal{A}^a T_a \) (summation over repeated indices is implicit in this section) and \( \mathcal{A}^a(s) \) with \( a \in \{ x, y, z \} \) are defined as the coefficients in the expansion

\[
\mathcal{A}^a T_a = \frac{m_h}{\hbar} (\alpha_N \sigma_B - \alpha_B \sigma_N), \quad T_a = \frac{1}{2} \sigma_a.
\]

Introducing the gauge-covariant derivative \( D_s := \partial_s + ig \mathcal{A}^a T_a \) with \( g := \hbar^{-1} \), the Lagrangian then takes the form

\[
\mathcal{L} = i\hbar \psi^\dagger \psi - \frac{\hbar^2}{2m_h} (D_s \psi)^\dagger (D_s \psi) - \psi^\dagger U_h \psi + \frac{1}{2m_h} \psi^\dagger \mathcal{A} \mathcal{A} \psi.
\]

(SI.8)

With Eq. SI.8, we have re-written the Hamiltonian in a manner that resembles a non-Abelian gauge theory with gauge group \( SU(2) \): Indeed, it is easy to see that, for any time-independent differentiable \( \mathcal{U} : \mathbb{R} \to SU(2) \), a gauge transformation of the form

\[
\psi \mapsto \mathcal{U}(s)\psi, \quad \mathcal{A}(s) \mapsto \mathcal{U}(s) \mathcal{A}(s) \mathcal{U}^{-1}(s) + \frac{i}{g} (\partial_s \mathcal{U}(s)) \mathcal{U}^{-1}(s),
\]

transforms \( D_s \psi \mapsto \mathcal{U}(s)D_s \psi \) and therefore leaves first three terms in Eq. SI.8 invariant. Further, since the system is one-dimensional, \( \mathcal{A} \) is pure gauge, i.e., \( \mathcal{A} \) can be set to zero via an appropriately chosen gauge transformation. However, the last term in Eq. SI.8, which is spin-independent and quadratic in the gauge field, breaks the gauge symmetry.

Nevertheless, we can define a unitary transformation

\[
U(s) = \mathcal{P} e^{-\frac{i}{\hbar} \int_s^{s'} \mathcal{A}(s') ds'},
\]

with \( s \) arbitrary and where \( \mathcal{P} \) denotes path ordering with respect to \( s \), such that \( \partial_s U(s) = -\frac{i}{\hbar} \mathcal{A}(s)U(s) \). This transforms the Hamiltonian \( H_h \) of Eq. SI.3 into a spin-independent form:

\[
U H U^{-1} = -\frac{\hbar^2}{2m_h} \partial_s^2 - \frac{m_h}{2\hbar^2} (\alpha_N^2 + \alpha_B^2) + U_h,
\]
where the first term is the standard kinetic energy of a free particle and the remaining terms are constant and therefore physically irrelevant energy shifts. This demonstrates that the Hamiltonian of the helical path with SOC is unitarily equivalent to a quasi-free particle, and therefore SOC alone cannot lead to spin polarization effects. However, this changes in a coupled-waveguide model as considered in the main text: The states then take the form \( \psi(s, q) = \psi_h(s) + \psi_f(q) \) with \( \psi_h \perp \psi_f \) and the Hamiltonian is \( H = H_h + H_f + V \) with \( V \) the coupling between the two channels. Then, the unitary transformation that removes the spin-orbit coupling from the helix Hamiltonian is

\[
\mathcal{U}(s, q) = U(s)P_s + P_q,
\]

where \( P_s, P_q \) are the projectors \( P_s \psi(s, q) = \psi_h(s) \) and \( P_q \psi(s, q) = \psi_f(q) \). While \( \mathcal{U} \) indeed renders the helix Hamiltonian spin-independent while leaving the free-channel part unchanged, the coupling \( V(s, q) = f(s, q)(|s\rangle\langle q| + |q\rangle\langle s|) \) is transformed as

\[
V'(s, q) = (U(s)P_s + P_q)V(s, q)(P_sU^{-1}(s) + P_q)
= f(s, q) \left[ U(s) |s\rangle\langle q| + |q\rangle\langle s| U^{-1}(s) \right]
\]

which is spin-dependent as long as the coupling is extended over a region. Hence, the spin-orbit coupling cannot, in general, be removed by a unitary transformation. However, for a point-like coupling at position \((s_0, q_0)\), one has \( f(s, q) = f_0\delta(s - s_0)\delta(q - q_0) \) and

\[
V' = \int_{\mathbb{R}^2} ds dq \, V'(s, q) = f_0 \left[ U(s_0)|s_0\rangle\langle q_0| + |q_0\rangle\langle s_0| U^{-1}(s_0) \right].
\]

Since we are free to choose \( U(s) = Pe^{-i\sigma f_s A(s')ds} + c \) with \( c \in \mathfrak{su}(2) \), one can take \( U(s_0) = I \) and hence, \( V' = f_0(|s_0\rangle\langle q_0| + |q_0\rangle\langle s_0|) \). Thus, we have shown that in the limit of a point-like coupling, the Hamiltonian of the coupled two-channel system is unitarily equivalent to one that is spin-independent and hence, cannot produce spin polarization.

### III. NUMERICs

To compute the time evolution numerically, we employ the fourth-order Runge-Kutta method. Given a spinor wavefunction \([a, b] : s \mapsto (\psi_s(s), \psi_s(s))\), the interval \([a, b]\) is divided into \(N\) discrete points \((s_1, \ldots, s_N)\) with distance \(\Delta s := s_{j+1} - s_j\). Accordingly, a state \(\psi\) is represented by \(2N\) complex numbers and the Hamiltonian is a \((2N \times 2N)\)-matrix. In our simulations, we choose \(N\) such that \(\Delta s\) is on the order of 0.01 nm. To obtain the state \(\psi^t\) at some later time \(t\), we divide the time interval \(t\) into \(M\) small time segments \(\Delta t\) (on the order of 0.01 fs in our simulations). Then, four \(2N\)-component vectors \(k_1, \ldots, k_4\) are defined as

\[
k_1 = (H \cdot \psi) \Delta t, \quad k_2 = (H \cdot k_1) \frac{\Delta t}{2}, \quad k_3 = (H \cdot k_2) \frac{\Delta t}{3}, \quad k_4 = (H \cdot k_3) \frac{\Delta t}{4}
\]

and \(\psi^{\Delta t} = \psi + k_1 + k_2 + k_3 + O((\Delta t)^3)\). Applying this scheme \(M\) times then results in the state \(\psi^t\) at time \(t = M\Delta t\).

Since the Hamiltonian contains derivatives \(\partial s\) and \(\partial s^2\), we also need to discretize the first and second derivative operators. This is done using fourth-order finite difference schemes as (Scherer, 2010)

\[
\frac{\partial \psi}{\partial s} \bigg|_{s_j} \approx \frac{1}{12} \psi_{j-2} - \frac{2}{3} \psi_{j-1} + \frac{2}{3} \psi_{j+1} - \frac{1}{12} \psi_{j+2},
\]

\[
\frac{\partial^2 \psi}{\partial s^2} \bigg|_{s_j} \approx -\frac{1}{12} \psi_{j-2} + \frac{4}{3} \psi_{j-1} - \frac{5}{2} \psi_j + \frac{4}{3} \psi_{j+1} - \frac{1}{12} \psi_{j+2}.
\]

### IV. EXTRAPOLATION TO AND SATURATION BEHAVIOR OF MULTIPLE SCATTERINGS USING TRANSFER MATRICES

In Fig. 2(d) of the main text, we showed that for multiple concatenated scattering events, the spin polarization of the transmitted free wavepacket is amplified. Here, describe how we estimate the behavior of these multiple-scattering events from that of a single scattering, and we explain why the numerical simulations indicate that the spin polarization after \(n\) events, \(P_n\), generally levels off at values less than 100%.

---

1 Note that the \(k_1\) through \(k_4\) defined here are unrelated to the wavenumbers and crossing points mentioned in the main text.
We illustrate how this behavior arises using a transfer-matrix-like approach that is valid in the narrow-bandwidth (quasi-monochromatic) limit: Due to conservation of energy, an incoming free-waveguide state of some definite \( k_0 > 0 \) will scatter to free-waveguide states of the same \( |k| = k_0 \), as well as to helical-waveguide states of a different but nevertheless definite \( k_\pm \) satisfying \( E(k_\pm, \pm) = \hbar^2 k_0^2 / (2m_e) \). Therefore, assuming negligible reflection to negative-\( k \) components, we can represent the combined free- and helical-waveguide wavefunction as a simple four-tuple:

\[
|\phi\rangle = f_\uparrow |k_0\rangle |\uparrow\rangle + f_\downarrow |k_0\rangle |\downarrow\rangle + h_+ |k_+, +\rangle + h_- |k_-, -\rangle \quad \iff \quad \phi = \begin{pmatrix} f_\uparrow \\ f_\downarrow \\ h_+ \\ h_- \end{pmatrix},
\]

where the first two components, \( f_\uparrow \) and \( f_\downarrow \), form the free-waveguide spinor and the latter two, \( h_+ \) and \( h_- \), the helical-waveguide spinor. In this monochromatic limit, a state that was initially prepared in some \( \phi_0 \) and then undergoes scattering in an interaction region is given exactly by \( U\phi_0 \), where \( U \) is a unitary \( 4 \times 4 \) matrix which is theoretically computable from the propagator \( U = e^{-iHt/\hbar} \) of the system. This is essentially equivalent to a beamsplitter description of the system in which the spin states of the electron are analogous to the polarization direction of light. Note that the matrix \( U \) can be thought of as consisting of four \( 2 \times 2 \) matrices,

\[
U = \begin{pmatrix} U_{ff} & U_{fh} \\ U_{hf} & U_{hh} \end{pmatrix},
\]

where the block \( U_{ff} \) (\( U_{hh} \)) describes the relationship between the incoming and outgoing free-waveguide (helical-waveguide) components, whereas the off-diagonal blocks quantify the dynamics of transfer from helical to free waveguide and vice versa.

We can now further simplify this approach by realizing that for the purposes of calculating the free-waveguide spin polarization, we are only interested in the free-waveguide components \( f_\uparrow \) and \( f_\downarrow \). In addition, the incoming state to each scattering event also consists, by assumption, only of such free-waveguide components. Therefore, we can project onto the free waveguide before and acting with \( U \), such that in effect only the upper-left \( 2 \times 2 \) block \( U_{hh} \) is of interest to our analysis and we can reduce our system from four to two dimensions. However, note that this matrix, which we call \( U_{hh} = M \) from now on, is no longer unitary, which is to be expected as the scattering events are not norm-conserving from the perspective of the free-waveguide state.

In this formalism, \( n \) repeated scatterings of a pure state \( \phi \) are easily described as \( M^n \phi \), and thus we obtain the average polarization of an unpolarized stochastic mixture of states, \( \rho_0 = \frac{1}{2} I_{2 \times 2} \), after \( n \) scatterings as

\[
P_n = \frac{\text{Tr} \{ \sigma_z \rho_n \} }{\text{Tr} \{ \rho_n \} } = \frac{\text{Tr} \{ \sigma_z M^n \rho_0 (M^\dagger)^n \} }{\text{Tr} \{ M^n \rho_0 (M^\dagger)^n \} } = \frac{\text{Tr} \{ (M^\dagger)^n \sigma_z M^n \} }{\text{Tr} \{ (M^\dagger)^n M^n \} }.
\]

(SI.9)

In Fig. 2(d) of the main text, we show the predictions that are obtained from Eq. SI.9 by approximating the matrix elements of \( M \) from the populations after a single scattering as:

\[
M \approx \begin{pmatrix} \sqrt{P_{\uparrow\uparrow}} & \sqrt{P_{\uparrow\downarrow}} \\ \sqrt{P_{\downarrow\uparrow}} & \sqrt{P_{\downarrow\downarrow}} \end{pmatrix}
\]

\[
\text{where } P_{\sigma_1\sigma_2} = \int_{\text{free}} \left| \left( \langle \sigma_j | \otimes \langle q | \right) |\psi(t)\rangle \right|^2 dq,
\]

(SI.10)

where \( |\psi(t)\rangle \) is the state (Eq. 5) with polarization \( \sigma_1 \) after passing through the interaction region \( (t \to \infty) \), and where the integration is only over the free-waveguide part of the system. The quasi-monochromatic limit is then applicable in the limit of large \( \zeta \).

We can also show analytically that the many-scattering limit polarization is, in general, less than 100\%, i.e., \( \lim_{n \to \infty} P_n \) < 1. For this analysis, we assume \( M \) to be real and symmetric, as is the case in Eq. SI.10.\(^2\) Then we can diagonalize \( M \) as

\[
M = U_{\theta}^{-1} \Lambda U_{\theta} \quad \text{with} \quad U_{\theta} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \quad \text{and} \quad \Lambda = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix}, \quad \text{where} \quad \tan(2\theta) = \frac{2\sqrt{P_{\uparrow\dagger}}}{\sqrt{P_{\uparrow\uparrow}} - \sqrt{P_{\downarrow\downarrow}}},
\]

(SI.11)

\(^2\) It is evident from the second-order Dyson series term that the two probabilities \( P_{\uparrow\uparrow} \) and \( P_{\downarrow\downarrow} \) are equal, as the two Feynman diagrams are composed of identical vertices in opposite order, which ensures that our approximate representation of \( M \) is symmetric.
which allows us to easily compute $M^n = U_\theta^{-1} \Lambda^n U_\theta$. Inserting this into Eq. SI.9, one finds after a straightforward calculation that

$$P_n = \frac{\text{Tr}\{M^{2n}\sigma_3\}}{\text{Tr}\{M^{2n}\}} = \frac{\eta^n - 1}{\eta^n + 1} \cos(2\theta) \quad \text{where} \quad \eta := \left(\frac{\lambda_1}{\lambda_2}\right)^2 \geq 0.$$ 

It is then easy to see that the many-scattering limit is

$$\lim_{n \to \infty} P_n = P_\infty = \begin{cases} \cos(2\theta) & \text{if } \eta > 1, \\ -\cos(2\theta) & \text{if } \eta < 1, \\ 0 & \text{if } \eta = 1. \end{cases}$$

We can interpret this result by first considering the case in which spin-flip processes occur with very low probabilities $p_{\uparrow\downarrow}$, such that $\theta \approx 0$ according to Eq. SI.11: Then $\eta \approx p_{\uparrow\uparrow}/p_{\downarrow\downarrow}$ and the limiting polarization will tend toward +1 if $|\uparrow\rangle$ states are more likely to be transmitted unabsorbed and −1 if $|\downarrow\rangle$ states are more readily transmitted, or 0 if both are transmitted with equal probabilities, as one might naively expect from such a saturation. However, once spin-flip processes are introduced, $\theta \neq 0$ and the limiting polarization $|P_\infty| < 1$, which immediately demonstrates how second-order processes (in the coupling strength $V_0$) can cause the polarization to saturate to values of less than 100%.

V. WAVEFUNCTION OVERLAP MODEL

A. Overlap between Gaussian functions in a wedge geometry

1. Definitions and geometry

Let the local coordinate system of the helical waveguide be $(\hat{n}_1, \hat{n}_2, \hat{s})$ and that of the straight waveguide $(\hat{x}_1, \hat{x}_2, \hat{z})$. The axes $(\hat{n}_1, \hat{n}_2, \hat{s})$ correspond to $(\hat{B}, -\hat{N}, \hat{T})$ in the Frenet–Serret frame. The helical waveguide shall be discretized into wedge-like sections that are bounded by two non-parallel planes. The straight waveguide shall be discretized into simple discs bounded by parallel planes.

We begin by calculating the interaction in the case of zero thickness, i.e., the case of two-dimensional planes. Then the interaction between the two segments on the individual waveguides is described by an integral on the intersection of these two planes, which is a line integral (or a 2D integral in a degenerate geometry). This line integral follows the line of nodes given by the intersection between the $x_1$-$x_2$ and $n_1$-$n_2$ planes.

We begin with the situation in which the two coordinate systems are coincident, $(\hat{n}_1 \parallel \hat{x}_1$ and $\hat{n}_2 \parallel \hat{x}_2$ and $\hat{s} \parallel \hat{z})$, where the $z$ system shall remain fixed. We then consider three elemental rotations about the $s$ system, first about the $\hat{s}$ (or $\hat{z}$) axis, then about the $\hat{n}_1$ axis and finally about the $\hat{s}$ axis again—these rotations correspond to the common $z$-$s$-$z''$ Euler angle convention. We follow the usual Euler angle convention of calling the angles of these three rotations $\alpha, \beta, \gamma$; $\alpha$ is then the angle between the $\hat{x}_1$ axis and the line of nodes, $\beta$ is the angle between the $\hat{z}$ axis and the $\hat{s}$ axis and $\gamma$ is the angle between the line of nodes and the $\hat{n}_1$ axis.

First, we immediately notice that if $\beta = 0$, then the line of nodes is degenerate and becomes a plane instead of a line. Therefore, we consider these two cases separately, beginning with the more general non-degenerate case, $\beta \neq 0$. In this case, the overlap between two slices of Gaussians of infinitesimal thickness is given by the line of nodes between the two coordinate systems. Furthermore, let the position of the helical segment’s origin relative to the straight origin be given in cylindrical coordinates, by a radial distance $d_r$, a height distance $d_z$ and an angle $\varphi$. In the non-degenerate case (Fig. SI.2), let the line of nodes be parametrized as a function of a variable $t$. Let the point $t = 0$ be the point on the line of nodes that is closest to the $s$ origin, and call this distance $d_n := d_z / \sin \beta$. Further, define

$$d_q^2 = d_r^2 + (d_z \cot \beta)^2 - 2d_r d_z \cot \beta \sin(\varphi - \alpha)$$

and

$$\theta := \text{atan2}(d_r \sin \varphi - d_z \cot \beta \cos \alpha, d_r \cos \varphi + d_z \cot \beta \sin \alpha).$$

3 Note that the quantities $\alpha, \beta, \gamma$ of sec. I.A are unrelated to these Euler angles.
FIG. SI.2 The geometry considered in the overlap-based coupling matrix calculations, showing the arrangement of the various angles involved: The two “principal” axes are \( \hat{s} \) and \( \hat{z} \), the tangent axis (and thus local direction of electron propagation) of the helical and straight waveguide, respectively. a) and b) show a side view and top-down view of the same configuration, respectively, whereas c) shows the two coordinate systems superimposed.

Then the line of nodes in the helical system as a function of \( t \) is

\[
\begin{pmatrix}
  n_1 \\
  n_2 
\end{pmatrix} = \ell_n(t) := \begin{pmatrix}
  -d_n \sin \gamma \\
  -d_n \cos \gamma 
\end{pmatrix} + t \begin{pmatrix}
  \cos \gamma \\
  -\sin \gamma 
\end{pmatrix}
\]

and in the Cartesian system:

\[
\begin{pmatrix}
  x_1 \\
  x_2 
\end{pmatrix} = \ell_x(t) := d_r \begin{pmatrix}
  \cos \varphi \\
  \sin \varphi 
\end{pmatrix} + d_z \cot \beta \begin{pmatrix}
  \sin \alpha \\
  -\cos \alpha 
\end{pmatrix} + t \begin{pmatrix}
  \cos \alpha \\
  \sin \alpha 
\end{pmatrix}.
\]

Thus, we know that the overlap integral in question will depend on the integral of the two wavefunctions with the \( x \) and \( n \) components given by the parametrization of the line of nodes:

\[
\int_R \phi^*(\ell_n(t), s) \psi(\ell_x(t), z) \, dt.
\]

Furthermore, we need to consider the fact that the standard Lebesgue integration measure weights every point equally, which is not the behavior we want here. Instead, in order to capture the wedge structure of the helical segments, we need to linearly increase the weight of the integration measure in one direction and let it decrease to zero in the opposite direction. Let \( \hat{n}_2 \) be the direction impacted by this scaling (and therefore \( \hat{n}_1 \) must always be perpendicular to the wedge direction and extend over all of \( \mathbb{R} \)):

\[
dn_2 \mapsto f(n_2) \, dn_2 \quad \text{with} \quad f(n_2) = \begin{cases} 
1 + \frac{n_2}{R} & \text{if } n_2 > -R, \\
0 & \text{else}.
\end{cases}
\]

Thus, we obtain

\[
I(s, z) = \int_R f(-d_n \cos \gamma - t \sin \gamma) \phi^*(\ell_n(t), s) \psi(\ell_x(t), z) \, dt,
\]

where the argument of \( f \) is the \( n_2 \) component of \( \ell_n(t) \).

Finally, we need to integrate this line integral over an area, since we want each element of our discretization of the waveguides to cover a finite volume:

\[
I(S_i, Z_j) = \int_{s \in S_i} \int_{z \in Z_j} I(s, z) \, ds \, dz.
\]
As an approximation for sufficiently small discretization elements, the geometry can be assumed to be constant over the discretization element, allowing us to approximate

\[ I(S_i, Z_j) \approx |S_i||Z_j| I(s_i, z_j), \]

where \( s_i \) and \( z_j \) are some representative values of \( S_i \) and \( Z_j \), respectively. We choose the value at the center of \( S_i \) as \( s_i \) (and similarly for \( Z_j \) and \( z_j \)).

2. Inserting Gaussians and evaluating the integral for \( \beta \neq 0 \)

We can now insert the Gaussian wavefunctions,

\[ \phi(n_1, n_2, s \in S_i) = \frac{1}{\sqrt{|S_i|\pi \sigma_n^2}} e^{-\frac{n_1^2 + n_2^2}{2 \sigma_n^2}} \]

(which have the same functional form for \( \psi(x_1, x_2, z) \)), along with the line-of-nodes parametrization to obtain:

\[ I(S_i, Z_j) \approx K \int_{\mathbb{R}} f(-d_n \cos \gamma - t \sin \gamma) \exp \left\{ -\frac{1}{2\sigma^2} \left( t + \frac{d_q \sigma^2 \cos(\theta - \alpha)}{\sigma_x^2} \right)^2 \right\} dt \]

with

\[ K := \frac{\sqrt{|S_i||Z_j|}}{\pi \sigma_n \sigma_x} \exp \left\{ -\frac{d_n^2}{2\sigma_n^2} - \frac{d_q^2}{2\sigma_x^2} \left( 1 - \frac{\sigma^2 \cos^2(\theta - \alpha)}{\sigma_x^2} \right) \right\} \] \hspace{1cm} (SI.12)

and

\[ \frac{1}{\sigma^2} := \frac{1}{\sigma_n^2} + \frac{1}{\sigma_x^2} \iff \sigma^2 = \frac{\sigma_x^2 \sigma_n^2}{\sigma_x^2 + \sigma_n^2}. \] \hspace{1cm} (SI.13)

Moreover, the scaling function \( f \) is found to have the following form here:

\[ f(n_2) = \begin{cases} 1 - \frac{d_n}{R} \cos \gamma & \text{if } \gamma \mod \pi = 0 \text{ and } d_n \cos \gamma < R, \\ \frac{1 - \frac{\sin \gamma + d_n \cos \gamma}{R}}{\frac{R}{\sin \gamma}} & \text{if } \gamma \mod 2\pi < \pi \text{ and } t < \frac{R}{\sin \gamma} - d_n \cot \gamma, \\ 1 - \frac{\sin \gamma + d_n \cos \gamma}{R} & \text{if } \gamma \mod 2\pi < \pi \text{ and } t > \frac{R}{\sin \gamma} - d_n \cot \gamma, \\ 0 & \text{if } \gamma \mod 2\pi < \pi \text{ and } t = \frac{R}{\sin \gamma} - d_n \cot \gamma. \end{cases} \] \hspace{1cm} (SI.14)

Therefore, we separate the evaluation of the integral into three cases.

\( a. \ \gamma \mod 2\pi < \pi \) In the case in which the line of nodes is not parallel to the \( \hat{n}_1 \) axis and \( \sin \gamma > 0 \), there is a variable scaling component given by \( f \), and the integral has an upper bound that is determined by \( f \):

\[ I(S_i, Z_j) \approx \frac{K}{R} \int_{-\infty}^{\frac{R}{\sin \gamma} - d_n \cot \gamma} (R - d_n \cos \gamma - t \sin \gamma) \exp \left\{ -\frac{1}{2\sigma^2} \left( t + \frac{d_q \sigma^2 \cos(\theta - \alpha)}{\sigma_x^2} \right)^2 \right\} dt \]

with \( K \) as given in Eq. SI.12. Evaluating the first two terms is straightforward by using the definition of the error function \( \text{erf} \). Using partial integration and defining \( \lambda := \frac{d_q \sigma^2 \cos(\theta - \alpha)}{\sigma_x^2} \), the third term is equal to

\[ \begin{align*}
- \frac{K \sin \gamma}{R} \int_{-\infty}^{\frac{R}{\sin \gamma} - d_n \cot \gamma} & t \exp \left\{ -\frac{1}{2\sigma^2} \left( t + \lambda \right)^2 \right\} dt \\
& = -\frac{K \sin \gamma}{R} \left[ -\sigma^2 \exp \left\{ -\frac{1}{2\sigma^2} \left( \frac{R}{\sin \gamma} - d_n \cot \gamma + \lambda \right)^2 \right\} \right] - \lambda \int_{-\infty}^{\frac{R}{\sin \gamma} - d_n \cot \gamma} e^{-\frac{1}{2\sigma^2}(t+\lambda)^2} dt.
\end{align*} \]

Thus we obtain

\[ I(S_i, Z_j) \approx \frac{\sigma^2 K \sin \gamma}{R} \left( \text{erf}(\mathcal{U}) + 1 + e^{-\mathcal{U}^2} \right), \] \hspace{1cm} (SI.15)

where another shorthand was defined:

\[ \mathcal{U} := \frac{\frac{R}{\sin \gamma} - d_n \cot \gamma + \lambda}{\sqrt{2\sigma^2}} = \frac{\frac{R}{\sin \gamma} - d_n \cot \gamma}{\sqrt{2\sigma^2}} + \frac{\sigma^2 d_q \cos(\theta - \alpha)}{\sigma_x^2}. \]
b. $\gamma \text{ mod } 2\pi > \pi$ The second case is almost identical to the first, but applies when $\sin \gamma < 0$. Then the sign changes and the integral’s upper bound becomes the lower bound instead:

$$I(S_i, Z_j) \approx \frac{K}{R} \int_{\frac{R}{\sin \gamma} - d_n \cot \gamma}^{\infty} (R - d_n \cos \gamma - t \sin \gamma) \exp \left\{ -\frac{1}{2\sigma^2} \left( t + \frac{d_q \sigma^2 \cos(\theta - \alpha)}{\sigma^2_x} \right)^2 \right\} dt.$$  

Using the same procedure as above:

$$-\frac{K \sin \gamma}{R} \int_{\frac{R}{\sin \gamma} - d_n \cot \gamma}^{\infty} t \exp \left\{ -\frac{1}{2\sigma^2} (t + \lambda)^2 \right\} dt$$

$$= -\frac{K \sin \gamma}{R} \left[ \sigma^2 \exp \left\{ -\frac{1}{2\sigma^2} \left( \frac{R}{\sin \gamma} - d_n \cot \gamma + \lambda \right)^2 \right\} - \lambda \int_{\frac{R}{\sin \gamma} - d_n \cot \gamma}^{\infty} e^{-\frac{1}{2\sigma^2}(t + \lambda)^2} dt \right].$$

By modifying the shorthand $\mathcal{U}$ to be defined in the following, more general way,

$$\mathcal{U} := \frac{R}{\sin \gamma} - d_n \cot \gamma + \lambda = \frac{R \cos \gamma - d_n \cot \gamma + \frac{\sigma^2 d_q \cos(\theta - \alpha)}{\sigma^2_x}}{\text{sgn}(\sin \gamma) \sqrt{2\sigma^2}},$$

we can define the general equation for both $\sin \gamma < 0$ and $\sin \gamma > 0$:

$$I(S_i, Z_j) \approx \frac{\sigma^2 K |\sin \gamma|}{R} \left( \mathcal{U} \sqrt{\pi} \left[ \text{erf}(\mathcal{U}) + 1 \right] + e^{-\mathcal{U}^2} \right)$$  

(SI.16)

with $\sigma$ as defined in Eq. SI.13 and $K$ as defined in Eq. SI.12. This contains Eq. SI.15 as a special case.

c. $\gamma \text{ mod } \pi = 0$ In the case in which the line of nodes is parallel to the $\hat{n}_1$ axis (i.e., $\sin \gamma = 0$), the line of nodes is infinitely long and the scaling is constant, as given by Eq. SI.14:

$$I(S_i, Z_j) \approx \begin{cases} 
K \left( 1 - \frac{d_r}{R} \cos \gamma \right) \sqrt{2\pi\sigma^2} & \text{if } d_n \cos \gamma < R, \\
0 & \text{else.}
\end{cases}$$  

(SI.17)

3. Evaluating the integral for $\beta = 0$

For the parallel (degenerate) case, $\beta = 0$, the situation is slightly different, since the intersection of the integration sets is then a plane instead of a line. The case $\beta = 0$, intuitively, means that the helical segment is pointing in the same direction as the straight waveguide.

Due to the relatively simple geometry in this case, it is easier to compute the full 3D integral here. Since $\beta = 0$ is a fringe case that rarely occurs, we do not cover its (rather straightforward) derivation in detail. The final result in this case is

$$I_0(S_i, Z_j) = \frac{|S_i \cap Z_j|}{\sqrt{|S_i||Z_j|}} \sqrt{\frac{2\sigma^6}{\pi R^2 \sigma^2_x \sigma^2_e}} e^{-\frac{d_e^2}{2(\sigma^2_e + \sigma^2_x)}} \left( \mathcal{U}' \sqrt{\pi} \left[ \text{erf}(\mathcal{U}') + 1 \right] + e^{-\mathcal{U}'^2} \right),$$

where

$$\mathcal{U}' := \frac{1}{\sqrt{2\sigma^2}} \left( R - \frac{d_r \sigma^2 \sin(\varphi - \alpha)}{\sigma^2_x} \right),$$

which takes on an analogous role to $\mathcal{U}$ defined for $\beta \neq 0$. 

B. Including helix parametrizations

As stated above, we use Euler angles corresponding to a \(z'-x'-z''\) sequence of intrinsic active rotations. That is, the rotation matrix corresponding to our Euler angles \(\alpha, \beta, \gamma\) is given by

\[
\mathcal{R} = \begin{pmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \beta & -\sin \beta \\
0 & \sin \beta & \cos \beta
\end{pmatrix}
\begin{pmatrix}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\cos \alpha \cos \gamma - \cos \beta \sin \alpha \sin \gamma - \cos \alpha \sin \gamma & -\cos \alpha \sin \gamma & \sin \alpha \sin \beta \\
\cos \gamma \sin \alpha + \cos \alpha \cos \beta \sin \gamma & \cos \alpha \cos \beta \sin \gamma & \sin \alpha \sin \beta \\
\sin \beta \sin \gamma & \cos \gamma \sin \beta & \cos \beta
\end{pmatrix}.
\]  (SI.18)

We explicitly use this rotation matrix \(\mathcal{R}\) in the following.

1. Geometrical parameters for the base case: Helix axis parallel to straight waveguide

From Eq. SI.18, we can immediately derive

\[
\alpha = \text{atan}2(\mathcal{R}_{13}, -\mathcal{R}_{23}), \quad \beta = \arccos(\mathcal{R}_{33}), \quad \gamma = \text{atan}2(\mathcal{R}_{31}, \mathcal{R}_{32}).
\]

Now, recall that each matrix element \(\mathcal{R}_{ij}\) of \(\mathcal{R}\) (a change-of-basis matrix) can be understood as the \(i\)-th component of the \(j\)-th transformed basis vector, such that

\[
\alpha = \text{atan}2(\hat{x} \cdot \hat{s}, -\hat{y} \cdot \hat{s}), \quad \beta = \arccos(\hat{z} \cdot \hat{s}), \quad \gamma = \text{atan}2(\hat{z} \cdot \hat{n}_1, \hat{z} \cdot \hat{n}_2).
\]  (SI.19)

Therefore, using the Frenet–Serret frame of Eq. SI.1 and the identification \((\hat{n}_1, \hat{n}_2, \hat{s}) = (\hat{B}, -\hat{N}, \hat{T})\), we find the Euler angles to be

\[
\alpha = \text{atan}2(-R \sin \left(\frac{s}{D}\right), -R \cos \left(\frac{s}{D}\right)), \quad \beta = \arccos \left(\frac{P}{D}\right), \quad \gamma = \frac{\pi}{2} \text{sgn}\{R\}.
\]

Having established the angular geometry, we proceed to the absolute configuration. Let the helix be shifted in the \(x-y\) plane by \((x_0, y_0, 0)\). We also need the radial distance \(d_r\) as a function of \(s = zD/P\),

\[
d_r = \sqrt{x_0^2 + y_0^2 + R^2 + 2R \left(x_0 \cos \left(\frac{s}{D}\right) + y_0 \sin \left(\frac{s}{D}\right)\right)},
\]

and the angle \(\varphi\),

\[
\varphi = \text{atan}2\left(y_0 + R \sin \left(\frac{s}{D}\right), x_0 + R \cos \left(\frac{s}{D}\right)\right).
\]

Finally, we choose the same segmentation for both waveguides such that the \(z\) component of each segment is the same length \(l\). The \(z\) center of a segment \(Z_j\) shall be at \(jl\) and similarly for \(S_i\). This means that the straight segment lengths are trivially given by \(|Z_j| = l\) and the length of a corresponding helical segment is \(|S_i| = lD/P\). Given these parameters, the height distance between segments \(S_i\) and \(Z_j\) is \(d_z = (i-j)l\).

2. Tilted helix axis

To incorporate the relative geometry of the two waveguides, we tilt the helix axis relative to the straight axis. We introduce a second set of Euler angles \(\mathcal{A}, \mathcal{B}, \mathcal{C}\) analogous to \(\alpha, \beta, \gamma\), which specify the rotation of the helical system. Note that \(\mathcal{C}\) is largely irrelevant due to the symmetry of the helix. We insert these three new angles into Eq. SI.18 to obtain a secondary rotation matrix which is then applied to the helix parametrization and to its associated Frenet–Serret vectors. We then use the latter to compute the Euler angles \(\alpha, \beta, \gamma\) using Eq. SI.19. The segment lengths \(|S_i|\) and \(|Z_j|\) are unchanged by this transformation.

The angle \(\theta\) that is varied in the main text is the angle \(B\) given here, as it represents the aperture between the helix axis and the straight axis (cf. Fig. SI.2(c)).
C. Results

We employ eqs SI.16 and SI.17 to compute coupling matrices which are then inserted into the numerical method described in sec. III to obtain polarization dynamics, which we compare to the polarization dynamics found using the simpler diagonal coupling matrix $V(s,q)$ of Eq. 3 in the main text. As before, we choose the helix parameters $R = 0.7 \text{ nm}$ and $2\pi P = 3.4 \text{ nm}$ with $l = 2\pi D / 1000 \approx 0.056 \text{ nm}$. For the remaining parameters, we choose a helix-cross section width $\sigma_n = 0.2 \text{ nm}$ (small enough to achieve negligible density at the next turn) and a helix position shift of $(x_0, y_0) = (-R, 0)$ such that the electron traveling on the straight waveguide passes exactly through the helical waveguide at the origin. The straight cross-section is chosen as $\sigma_x = 0.5 \text{ nm}$ which is wider than the helix cross-section but still sufficiently narrow to produce results comparable to those of the simpler $V(s,q)$ model. Finally, since $A$ and $C$ have a lesser impact on the relative geometry, we keep both of these angles fixed at $A = B = 0$ while varying only $B$, which is named $\theta$ in the main text. Fig. SI.3 shows the average spin-polarization after a single scattering event as a function of the input wavenumber for various angles $\theta$ between straight waveguide and helix axis. The red line ($\theta = 52^\circ$) corresponds to a setup where the tangent vectors of straight and helical waveguides are parallel at their point of least separation. As can be seen from the figure, the maximum spin polarization ranges from $4\%$ to $7\%$ for $\theta$ ranging from $32^\circ$ to $72^\circ$ while the form of the curves in Fig. SI.3 is only slightly affected by the angle. We conclude that the results discussed in the main text are robust against static disorder.

VI. PERTURBATION THEORY

We compute first-order transmission and polarization probabilities for the Gaussian coupling model using standard time-dependent perturbation theory. We treat the Hamiltonian of two uncoupled waveguides (helix and free, i.e., Eq. 1 of the main text and a standard free-particle Hamiltonian, respectively) as the known Hamiltonian $H_0$ and the Gaussian coupling $V$ between the two as the perturbation. Then the first-order time-dependent transition probability at time $t$ from an initial state that is completely localized on the free waveguide at time $t = 0$ to a helix eigenstate $|k, \pm\rangle$ is given by

$$
|\langle k_{\text{out}}, \pm | \psi(t) \rangle|^2 = \left| \frac{-i}{\hbar} \int_0^t e^{iH_0 t'/\hbar} \langle k_{\text{out}}, \pm | V e^{-iH_0 t'/\hbar} | \psi_i(0) \rangle \right|^2 .
$$

We use the initial state $|\psi_i(0)\rangle$ given in Eq. 5 with $\sigma = \uparrow$ (see below for $|\downarrow\rangle$). In $k$ space, this state is given by:

$$
|\psi_i(0)\rangle = \left( e^{2/\pi} \right)^{1/2} \int e^{-k^2/2} \left[ (k-k_0)^2 - i k q \right] e^{-ik_0^2/2} |k\rangle dk \right] \otimes |\uparrow\rangle .
$$

Of central importance to the transition probability is the matrix element

$$
\langle k_{\text{out}}, \pm | V | k, \uparrow \rangle = \frac{A_{\pm}}{2\pi \sqrt{1 + |A_{\pm}|^2}} \int_{\mathbb{R}^2} e^{-i(s(k_{\text{out}} - 2\pi) / \hbar)} V(s,q) e^{iqk} ds dq .
$$
We see that this is essentially a Fourier transform of the coupling $V$. Using a Gaussian $V(s, q)$ as in Eq. 3:

\[
(k_{\text{out}}, \pm |V| k, \uparrow) = \frac{A^2_\pm V_0 \sqrt{\xi^2 e^{-i\phi}}} {\sqrt{2\pi} (1 + |A_\pm|^2)} \exp\left(-\frac{(\Delta k)^2}{2} - i\varphi_0 \Delta k\right)
\]

where $\Delta k := k_{\text{out}} - \frac{1}{2D} - k$.

Here, $\phi = (k_{\text{out}} - \frac{1}{2\pi}) (s_0 - q_0)$ is a $k$-independent phase. Inserting this matrix element and Eq. SI.21 into Eq. SI.20, we get

\[
\left|\langle k_{\text{out}}, \pm |\psi^\dagger(t)\rangle\right|^2 = \frac{|A^2_\pm V_0^2 \zeta^2_\xi^2|}{2\pi \hbar^2 \sqrt{\pi} (1 + |A_\pm|^2)} \left|\int_{-\infty}^{\infty} \exp\left(-\frac{\xi^2 (k_{\text{out}} - k - \frac{1}{2\pi})^2}{2} - \frac{\zeta^2 (k - k_0)^2}{2} - i(k(q_i - q_0) + \frac{\omega t}{2})\right) \sin\left(\frac{\omega t}{2}\right) dk\right|^2.
\]

We define a Bohr frequency:

\[
\omega = \frac{E_k - E(k_{\text{out}}, \pm)}{\hbar} = \frac{\hbar k^2}{2m_e} - \frac{1}{\hbar} \left(\varepsilon D^2 k_{\text{out}}^2 \pm k_{\text{out}} D \Gamma - \frac{\varepsilon N}{2} \cos \beta + \frac{\xi}{4} + \Delta V\right).
\]

Using this frequency $\omega$ and the fact that

\[
\int_{-\infty}^{\infty} e^{-i\omega t'} dt' = t e^{-it\omega/2} \sin\left(\frac{\omega t}{2}\right),
\]

we get

\[
\left|\langle k_{\text{out}}, \pm |\psi^\dagger(t)\rangle\right|^2 = \frac{t^2 |A^2_\pm V_0^2 \zeta^2_\xi^2|}{2\pi \hbar^2 \sqrt{\pi} (1 + |A_\pm|^2)} \left|\int_{-\infty}^{\infty} \exp\left(-\frac{\xi^2 (k_{\text{out}} - k - \frac{1}{2\pi})^2}{2} - \frac{\zeta^2 (k - k_0)^2}{2} - i(k(q_i - q_0) + \frac{\omega t}{2})\right) \sin\left(\frac{\omega t}{2}\right) dk\right|^2.
\]

On the other hand, for a $|\downarrow\rangle$-polarized initial state, we follow the same procedure to obtain

\[
\left|\langle k_{\text{out}}, \pm |\psi^\dagger(t)\rangle\right|^2 = \frac{t^2 V_0^2 \zeta^2_\xi^2}{2\pi \hbar^2 \sqrt{\pi} (1 + |A_\pm|^2)} \left|\int_{-\infty}^{\infty} \exp\left(-\frac{\xi^2 (k_{\text{out}} - k + \frac{1}{2\pi})^2}{2} - \frac{\zeta^2 (k - k_0)^2}{2} - i(k(q_i - q_0) + \frac{\omega t}{2})\right) \sin\left(\frac{\omega t}{2}\right) dk\right|^2,
\]

which is identical bar the missing $|A_\pm|^2$ in the prefactor and the different sign of $\frac{1}{2\pi}$ in the exponential (which is precisely the difference in $\Delta k$ due to the $\uparrow$ and $\downarrow$ states).

The preceding two equations are the exact first-order transition probabilities for finite times $t$ and can be numerically integrated to obtain time-resolved dynamics. However, since we are mostly interested in the "final" states that remain after the wavepackets have fully left the interaction region, we can further investigate the limit $t \to \infty$. To further simplify the calculations, we also take the lower limit of the time integrals to be $-\infty$ instead of 0 (note that these two yield virtually indistinguishable results if $q_i$ is sufficiently smaller than $q_0$ and $p_0$ is positive and reasonably small, as the wavepacket then undergoes only trivial dynamics in the time interval $(-\infty, 0)$). In this case, instead of the above sinc function, we can use

\[
\int_{-\infty}^{\infty} e^{-i\omega t'} dt' = 2\pi \delta(\omega).
\]

Before we carry on with the explicit evaluation of the integrals, we would like to point out the physically intuitive form that we are currently presented with (for $|\uparrow\rangle$-polarized initial states):

\[
\lim_{t \to \infty} \left|\langle k_{\text{out}}, \pm |\psi^\dagger(t)\rangle\right|^2 \propto \left|\int_{-\infty}^{\infty} \exp\left(-\frac{\xi^2}{2} (k_{\text{out}} - \frac{1}{2D} - k)^2 - \frac{\zeta^2 (k - k_0)^2}{2} - ik(q_i - q_0)\right) \delta(\omega) dk\right|^2.
\]
which is exactly Eq. 6 of the main text. The δ ensures (rigorous) conservation of energy. The two quadratic exponential (and therefore Gaussian) terms act as “filters” for the transmission: The first ensures weak conservation of momentum, with stronger enforcement for larger ξ (wider interaction regions), whereas the second term corresponds to the initial distribution of momenta around the average momentum \( p_0 \), i.e., states that are initially weakly occupied will remain weakly occupied. The linear, imaginary term acts carries phase information that is responsible for interference effects. As noted in the main text, this can also be read as a convolution of a Gaussian with the incoming wavefunction in \( k \) space.

Continuing the explicit evaluation of the integrals, we use the definition of \( \omega \) and the rules for composition of a δ distribution with a function to find

\[
\delta(\omega) = \sqrt{\frac{m_e}{2E(k_{\text{out}, \pm})}} \left[ \delta \left( k - \frac{\sqrt{2m_e E(k_{\text{out}, \pm})}}{\hbar} \right) + \delta \left( k + \frac{\sqrt{2m_e E(k_{\text{out}, \pm})}}{\hbar} \right) \right].
\]

Note that since \( k \) is only integrated over the reals, \( E_k \) is positive, and thus \( \omega = 0 \) is only fulfilled if \( E(k_{\text{out}, \pm}) > 0 \). For \( E(k_{\text{out}, \pm}) < 0 \), the δ term is zero, which we symbolize using the Heaviside function \( \theta\{E(k_{\text{out}, \pm})\} \). Inserting this into Eq. SI.22 and using \( k_E := \frac{\sqrt{2m_e E(k_{\text{out}, \pm})}}{\hbar} \):

\[
\lim_{t \to \infty} \left| \langle k_{\text{out}, \pm} | \psi_\uparrow(t) \rangle \right|^2 = \frac{4\sqrt{\pi} |A_{\pm}|^2 V_0^2 \zeta^2 m_e}{\hbar^2 \left( 1 + |A_{\pm}|^2 \right) E(k_{\text{out}, \pm})} \theta\{E(k_{\text{out}, \pm})\} \\
\times \exp \left( -\xi^2 \left[ \left( k_{\text{out}} - \frac{1}{2D} \right)^2 + k_E^2 \right] - \xi^2 \left( k_E^2 + k_0^2 \right) \right) \left| \cosh \left\{ k_E \left[ \zeta^2 \left( k_{\text{out}} - \frac{1}{2D} \right) + \zeta^2 k_0 - i (q_i - q_0) \right] \right\} \right|^2.
\]

As before, for initially \( |\downarrow\rangle \)-polarized states, we need to remove \( |A_{\pm}|^2 \) from the prefactor and flip the sign of every \( \frac{1}{2D} \), which changes the weighting of the spin components and shifts the momenta in the opposite direction, respectively.

We finally obtain the total first-order transmission rates of \( |\uparrow\rangle \) and \( |\downarrow\rangle \) initial states to the helix by integrating over the individual transmission probabilities:

\[
T_\sigma = \lim_{t \to \infty} \int_R \left[ \langle(k_{\text{out}}, +) | \psi_\uparrow(t) \rangle^2 + \langle(k_{\text{out}}, -) | \psi_\downarrow(t) \rangle^2 \right] \, dk_{\text{out}}.
\]

Then the polarization of the free-waveguide wavepacket after it has left the interaction region can be approximated, to first order, as

\[
\mathcal{P}_1 \approx \frac{(1 - T_\uparrow) - (1 - T_\downarrow)}{(1 - T_\uparrow) + (1 - T_\downarrow)} = \frac{T_\uparrow - T_\downarrow}{2 - T_\uparrow - T_\downarrow}.
\]
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