Augmented Reality Appendages for Robots: Design Considerations and Recommendations for Maximizing Social and Functional Perception
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Abstract—In order to address the limitations of gestural capabilities in physical robots, researchers in Virtual, Augmented, Mixed Reality Human-Robot Interaction (VAM-HRI) have been using augmented-reality visualizations that increase robot expressivity and improve user perception (e.g., social presence). While a multitude of virtual robot deictic gestures (e.g., pointing to an object) have been implemented to improve interactions within VAM-HRI, such systems are often reported to have tradeoffs between functional and social user perceptions of robots, creating a need for a unified approach that considers both attributes. We performed a literature analysis that selected factors that were noted to significantly influence either user perception or task efficiency and propose a set of design considerations and recommendations that address those factors by combining anthropomorphic and non-anthropomorphic virtual gestures based on the motivation of the interaction, visibility of the target and robot, salience of the target, and distance between the target and robot. The proposed recommendations provide the VAM-HRI community with starting points for selecting appropriate gesture types for a multitude of interaction contexts.

Index Terms—Augmented, Mixed, and Virtual Reality for Human-Robot Interaction; social perception; functional perception; deictic gesture

I. INTRODUCTION

To address the limitations of gestural capabilities in physical robots, researchers in the field of Virtual, Augmented, Mixed Reality Human-Robot Interaction (VAM-HRI) have been using augmented reality visualizations to enhance robot expressivity and improve user perception of robots (e.g., social presence, functional capability) [1]. Research has shown that gestures can be designed to boost users’ functional or social perception of robots. Functional perception is the user’s belief that a robot is able to accurately communicate its functional capabilities and intentions (e.g., the user can easily choose the target from a list of objects) [2], [3]. Social perception is the user’s belief that a robot is capable of participating in the interaction as a social actor that is an interactive, autonomous, and adaptable agent that performs anthropomorphic actions [4].

A virtual gesture performed by a robot can be either
anthropomorphic or non-anthropomorphic. Anthropomorphic gestures, such as those in Fig. 2a, are human-like gestures [5, 6] that support Human-Robot Interaction (HRI) [3]. Non-anthropomorphic gestures are abstract gestures (e.g., virtual arrows) that aim to communicate goals of actions efficiently and accurately [5, 3]. While non-anthropomorphic gestures can be 2D (e.g., a flat dashed line) or 3D (e.g., arrow line in Fig. 2b), our proposed recommendations suggest using 3D non-anthropomorphic gestures because they situate gestures in real interaction space and communicate added information such as directionality and depth (e.g., via shading/shadows). Further, utilizing 3D non-anthropomorphic gestures may increase social perceptions of the robot as users may associate the non-anthropomorphic signal as part of the robot. Additionally, anthropomorphic and non-anthropomorphic gestures can be used in tandem, as shown in Fig. 1 where the robot points at an object and an arrow connects its virtual arm to the object.

While a variety of virtual robot deictic gestures (i.e., gestures that point toward objects or areas in order to redirect user’s attention) have been implemented to improve VAM-HRI, both anthropomorphic and non-anthropomorphic gesture systems have been found to involve tradeoffs between functional task performance and user social perception of robots [3], creating a need for a unified approach that considers both functional and social attributes.

Toward that goal, we propose a set of design recommendations and techniques that combine anthropomorphic and non-anthropomorphic virtual gestures based on the placement of the robot, user, and target object during an interaction. Our design recommendations were compiled by analyzing the relevant literature for design considerations, and highlighting factors that were reported to significantly influence either social perception or task efficiency [3, 7, 8, 9, 10]. We distill the findings into the following key factors: motivation of the interaction, a target’s visibility, a target’s salience, and a target’s distance. To illustrate the recommendations, we consider the example of a robot attempting to draw attention to an object via an anthropomorphic deictic gesture and use the proposed recommendations to create AR gestures that consider both functional and social user perceptions.

II. BACKGROUND

This paper builds on past work on communicating robot intent, robot gestures, anthropomorphism, and expressivity in VAM-HRI, briefly summarized next.

A. Influencing Functional Perception

Functional perception is a key concept in Augmented Reality (AR). Developers often project AR on objects in the physical world in order to quickly and concisely communicate concepts. Walker et al. [7] designed and evaluated various explicit and implicit AR interfaces and reported that certain designs (e.g., NavPoints) were able to significantly improve the communication of robot intent as well as objective task efficiency. Other studies have also shown that utilizing AR can increase user task speed and facilitate human-robot collaboration [10, 11, 12, 13]. These findings suggest that AR visualizations can be used to accurately communicate robot intent within a desirable reaction time, and therefore boost the functional perception of a robot.

B. Influencing Social Perception

AR has also been used as a medium to enhance the expressivity of mobility-constrained robots (i.e., robots that are either unable to move or move slowly in the context of the interaction) and give them a prominent role as social actors within interactions [2] [14]. Additionally, past research suggests that implementing AR arms on a low-expressivity robot can increase its physical and social presence. Groechel et al. [2] projected AR arms on a physical robot and found that participants were more likely to view the robot as a physical teammate. VAM-HRI has explored other techniques for using augmented reality to boost expressivity, such as “robot expressionism through cartooning,” which applies common comic and cartoon art [14]. Social perception is also highly influenced by the user’s action attribution of the manipulation (e.g., when an object moves during an interaction, the user attributes the movement to the robot) [15]. The intended anchor location perception being robot-anchored increases social perception.

C. Trade-Offs Between Functional and Social Perception

Although Walker et al. [7] reported an improvement in the communication of robot intent and task efficiency, they also observed trade-offs between intent clarity and users’ perception of the robot as a teammate. This trade-off between social and functional perception has been recognized in other work as well. Hamilton et al. [3] compared ego-sensitive gestures (e.g., a virtual arrow placed on a robot) and non-ego-sensitive allocentric gestures (e.g., a virtual arrow placed on a target), and found that using non-ego-sensitive gestures resulted in faster reaction time and greater accuracy, whereas ego-sensitive gestures resulted in higher social perception and likability [3].

III. DESIGN CONSIDERATIONS AND RECOMMENDATIONS

Research has shown that when discussing an object, people consider the context of the target object and the surrounding environment when making the decision between using deictic and non-deictic gestures to draw attention to the it [8]. Similar to how people take account of contextual factors when determining when and how to use gestures, we highlight four main design considerations for the VAM-HRI community, based on a literature review [3, 7, 8, 9, 10]. From these design considerations, a set of proposed recommendations were developed. The recommendations were designed for mobility-constrained robots with an AR field of view. A summary of the recommendations is found in Table I which shows the proposed method of gesturing for all combinations of design considerations.
A. Motivation of the Interaction

The motivation of the interaction is the intended end goal or purpose of the interaction. We refer to an interaction as a single correspondence between a robot and human, and a composite interaction as sequence of multiple interactions. The motivation of the interaction is for the robot to communicate information to the user in order to achieve a given goal. More specifically, motivation can have a functional component, social component, or both.

1) Motivation as a Functional Component: An interaction is motivated by a functional component when the objective is the overall task performance. The accuracy and efficiency of how information is conveyed is prioritized, placing the user’s functional perception of the robot above the social perception.

2) Motivation as a Social Component: An interaction contains a social component when the intent of doing the action is for the robot to be perceived as more social. In other words, the user believes the robot has social agency within an interaction [4], potentially viewing it as acting more human-like than machine-like. Increasing social perception is an example of social motivation. Social perception is the user’s belief that a robot is a social agent; the belief may not accurately reflect the robot’s true role or capabilities within an interaction.

Proposed Recommendations

Functional Component: If the motivation for a human-robot interaction contains only a functional component (e.g., increasing functional perception), prior research suggests utilizing a non-anthropomorphic gesture to maximize the efficiency and accuracy of task performance [5], [10]. Similarly, Krenn et al. [13] found that robot deictic gestures can help the user interpret the next intended task. Given that the social presence of the robot is not prioritized, solely using non-anthropomorphic gestures will ensure clear and efficient communication [3].

Social Component: If the motivation of a human-robot interaction contains only a social component (e.g., increasing social perception), prior research suggests including anthropomorphic gestures (e.g., virtual arm for pointing). Deictic gesturing, for example, portrays the robot as a social agent that is an active part of the interaction [3]. Using this type of gesture solidifies the robot as an agent and encourages the user to refer back to the robot, increasing the robot’s salience within the interaction [3]. While anthropomorphic gestures provide robots with the communication and social presence of human-like gesturing, they impose limitations in terms of communication speed and accuracy. Physically-realistic gesturing takes more time than displaying an arrow on the screen. This phenomenon increases social perception but hinders functional perception due to the reduction in the speed of communication.

Functional and Social Component: If the motivation consists both of functional and social components, then non-anthropomorphic and anthropomorphic gestures can be used in combination, as illustrated in Fig. 2c, but the combination is not always the best approach. For consistency, it may be

| TABLE I: Recommended Gesture Type Based on Design Considerations: "A" is anthropomorphic gesture and "NA" is non-anthropomorphic gesture. "NA*" suggests a directional non-anthropomorphic gesture (e.g., vector with arrow pointing in the direction of the target). The ordering between "A" and "NA" suggests the prioritization between the two types. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Close to Target, Both in FOV   | Functional      | Functional      | Social          | Social          | Functional      | Functional      |
|                                | Motivation, High | Motivation, Low | Motivation, High | Motivation, Low | Motivation, High | Motivation, Low |
| Close to Target, Only one in FOV | A               | NA + A          | A               | A + NA          | A               | A + NA          |
| Close to Target, Neither in FOV | NA              | NA              | A + NA          | NA + A          | NA + A          | NA + A          |
| Far from Target, Both in FOV   | NA*             | NA*             | A + NA*         | A + NA*         | NA*             | NA*             |
| Far from Target, Only one in FOV| NA + A          | NA + A          | A + NA          | NA + A          | A + NA          | NA + A          |
| Far from Target, Neither in FOV| NA              | NA              | NA + A          | NA + A          | NA + A          | NA              |


best to use anthropomorphic gestures and consider including non-anthropomorphic gestures only when needed for speed or clarity. The goal of a composite interaction may not always be to maximize functional and social components. For example, if the interaction requires high functional capability, it may be advantageous to forgo anthropomorphic gesturing altogether.

### B. Visibility

Visibility refers to whether the user can see the target object in their field of view (FOV) [8]. This category can be affected by virtual or physical occlusions. During an interaction, the user may see both the robot and target (AND), only the robot or target (XOR), or neither (NAND).

This section assumes that an object within the FOV is within the boundaries of the AR FOV (e.g., object B in Fig. 3). AR FOV is a subset of human FOV that is limited by the scale in which the platform displaying AR components is able to capture the environment the user sees. A physical object that is in the user’s FOV but outside of the AR FOV is considered to be out of frame. This includes the robot as long as the AR appendages are not visible within the AR FOV. Because the FOV of AR devices is dynamically changing and interaction-dependent, our proposed recommendations specifically target the use of an AR FOV rather than a human FOV. Consequently, the recommendations for this category may not be applicable if a non-AR FOV is being used.

1) **Both Robot and Target Object are Visible (AND):** The user can clearly view the robot and the target object in their FOV without having to adjust their gaze.

2) **Visible Robot or Object but Not Both (XOR):** The user can only view the robot or only view the target object in their FOV. The user may need to adjust their gaze in order to see both targets at once or it may not be possible for them to be in the same FOV.

3) **Neither Robot nor Target Object is Visible (NAND):** The user cannot see the robot or the target object because they are placed outside of the viewer’s FOV.

### Proposed Recommendation

**Both Target and Robot in User’s FOV (AND):** Humans are more likely to use deictic gestures (e.g., pointing) when the target is visible [8]. To maximize the robot’s social perception, if both the target object and the robot are within the user’s FOV, prior research suggests to use anthropomorphic gestures, as shown in Fig. 2a. The robot using anthropomorphic deictic gestures will improve the user’s recall and human-robot rapport [8].

**Visible Robot or Object but Not Both (XOR):** If the target is outside of the user’s FOV but the robot is within it, an anthropomorphic and non-anthropomorphic gesture (e.g., an arrow from the robot’s pointing finger) should be considered to associate the robot to the target. This implementation increases both functional and social perception because anthropomorphic deictic gesturing draws attention and connects the robot’s intentions with the specific task and functionality [8]. The non-anthropomorphic gesture contributes to the functional perception by allowing the user to accurately distinguish the location of the object. The same recommendation applies if the user can only see the target.

In a scenario where only the target is visible, developers can choose whether or not to implement non-anthropomorphic gestures. If non-anthropomorphic gestures are present, the user can clearly identify the target without having to refer back to the robot, increasing functional perception. However, if only anthropomorphic gestures are used, the user will be compelled to find the robot. Looking back at the robot in order to identify its anthropomorphic gestures will make the robot a more prominent as an active agent in the interaction, promoting its social perception.

**Neither in User’s FOV (NAND):** If neither the target nor robot are in the user’s FOV, we propose to first consider what the motivation for the interaction is and whether it consists of a functional and/or social component. For instance, one might use a directional non-anthropomorphic gesture, such as a large arrow that points to the direction of the robot’s location or an arrow as in Fig. 1 to redirect the user’s FOV to the robot. However, if the motivation is social, using anthropomorphic deictic gesturing that encourages the user to find the robot first and then search for the object may be more effective for social perception.

### C. Salience of Target

Salience refers to how noticeable a target is within its environment, a property analogous to accessibility [9]. Gestures made toward an object can change its salience value.

When there are multiple objects in close proximity (e.g., Fig. 4), each may have attributes that distinguish it from others, (e.g., color, scale, shape) and increases its salience [9]. Non-verbal robots are often unable to or highly constrained in their ability to indicate the location of a specific object while utilizing existing salience factors [1]; they are typically limited to gesturing toward the object to draw attention to it. Therefore, when it comes to nonverbal signaling, gesturing can increase the salience of an object, but anthropomorphic deictic
Fig. 4: The target object’s salience depends on the characteristics of the objects around it (e.g., color, scale, shape). The more the objects share similar characteristics, the lower the target object’s salience.

Anthropomorphic deictic gestures can also increase the salience of surrounding objects by bringing attention to the overall area. This is known as implied spatial salience [9]. It is necessary to consider salience when choosing to include anthropomorphic and non-anthropomorphic gestures because it is also determined by how distinguishable the target is from its neighbors.

**Proposed Recommendation**

*Target is Far Away from Other Objects:* When the target object in an interaction is not in close proximity to other objects, the user can clearly interpret the intent of an anthropomorphic gesture made toward that object [9]. If there are extraneous factors that prevent the user from clearly identifying the object (e.g., distance, FOV), non-anthropomorphic gestures can be implemented to more accurately communicate the location of the target.

*Target is in Close Proximity with Other Objects:* The target has low salience if it is in close proximity with other objects [9]. The user may find it difficult to distinguish between the objects in the direction the robot is pointing, and may require additional visual assistance. Therefore, non-anthropomorphic gestures, along with anthropomorphic gestures, can be used to clearly indicate the target. If the motivation of the interaction is functional, developers may avoid anthropomorphic gestures and simply use non-anthropomorphic gestures to quickly indicate the target.

**Salience of Augmented Reality Components:** While our design recommendations emphasize the salience of the target object, the salience of the non-anthropomorphic gestures should also be considered. Factors such as color, size, and opacity may influence how the user perceives the robot’s gesture. Salience of a non-anthropomorphic gesture affects how disruptive it is to the user, which determines how noticeable it is [10] and how quickly the user can take action after the gesture is produced. For instance, developers generating an arrow to gesture towards a target object may choose to select an opaque color, as in Fig. 1, to make it more noticeable, or select a shade that is more transparent, as in Fig. 2c, to make it more cohesive with the robot and obstruct less of the background. Considering the opacity, scale, and color of non-anthropomorphic gestures is important because overlaying AR visualizations onto the real world may distract the user and obstruct their FOV [16]. Therefore, non-anthropomorphic gestures that have higher opacity, large scale, or similar color to the background are undesirable.

Choosing the color of the non-anthropomorphic signal objects (e.g., arrows) can be specifically targeted for different use cases. A signal can be given the same color as the target object for better salience with that object. To avoid blending in with the background, a dynamic coloring system can be created by contrasting the color of the signal’s background. A color can be generated as a preprogrammed map (e.g., complimentary colors), inverted, or changed to a secondary color choice. Finally, when aiming for the most social signal, developers should choose a color on the robot or average color of the robot to boost the signal attribution toward the robot. The same recommendation applies to choosing colors for adding appendages to the robot.

**D. Distance**

In an interaction composed of a user, target object, and robot, our distance model prioritizes the displacement between the robot and the object. Hamilton et al. [3] reported that there was no significant evidence that the distance between a user and target influenced the social presence of a robot. The findings of their study suggest that there may be a correlation between the robot-target distance and the robot’s social presence, which calls for further study. This paper focuses on mobility-constrained robots; distance issues are more complex for highly mobile robots (e.g., drones) that can move quickly and efficiently toward a target.

**Proposed Recommendation:**

*Target Close to Robot:* If the target object is in close proximity to the robot, anthropomorphic gestures may be used to promote the robot’s social presence. Using deictic gestures would enhance the robot’s anthropomorphism because humans tend to use the same gesturing model when objects are visible and in close proximity [6]. The close proximity will also reduce issues of salience [4]. Solely using anthropomorphic gestures when the robot is close to the target boosts the social perception of the robot. However, if there are extraneous factors (e.g., salience, field of view) that prevent the user from
clearly distinguishing the target object, non-anthropomorphic gestures may be helpful.

**Target Far from Robot:** If the target object is outside of a predetermined distance boundary (calculated for each interaction considering the specific robot and environment), it can be considered far from the robot. Since distance between the robot and target make it difficult to interpret the direction of deictic gestures, developers may use non-anthropomorphic gestures [8] along with anthropomorphic gestures to indicate the location of a target object without sacrificing functional or social perception. If the interaction is motivated by a functional component, developers may use only non-anthropomorphic gestures in order to promote speed and accuracy [3].

IV. DISCUSSION AND LIMITATIONS

In this paper, we presented design recommendations that maximize social and functional perception in nonverbal robot gesturing (Table I). From prior works, we gathered motivation, visibility, salience, and distance as the key design considerations. For the combination of each consideration, we developed recommendations for whether the robot should indicate the location of an object using anthropomorphic, non-anthropomorphic, or both anthropomorphic and non-anthropomorphic gestures.

The presented recommendations require further investigation and empirical evaluation. As noted above, they may not be applicable to robots with high mobility (e.g., drones). While this paper attempted to introduce a design framework for selecting gesture types in VAM-HRI, gestures are highly dependent on the context of a given interaction (e.g., motivation of an interaction that is not clearly distinguishable as social or functional). Therefore, the design recommendations merit empirical testing and analysis in different scenarios. Future work should explore how various anthropomorphic and non-anthropomorphic gestures (e.g., circling the target object versus generating an arrow line connecting the robot to the target) influence user perception.

ACKNOWLEDGMENT

This work was supported by the National Science Foundation (NSF) under award IIS-1925083 and University of Southern California Viterbi School of Engineering under the Merit Research Award and Viterbi Fellowship Award.

REFERENCES

[1] E. Cha, Y. Kim, T. Fong, M. J. Mataric, et al., “A survey of nonverbal signaling methods for non-humanoid robots,” Foundations and Trends® in Robotics, vol. 6, no. 4, pp. 211–323, 2018.

[2] T. Groechel, Z. Shi, R. Pakkar, and M. J. Mataric, “Using socially expressive mixed reality arms for enhancing low-expressivity robots,” in 2019 28th IEEE International Conference on Robot and Human Interactive Communication (RO-MAN), pp. 1–8, IEEE, 2019.

[3] J. Hamilton, N. Tran, and T. Williams, “Tradeoffs between effectiveness and social perception when using mixed reality to supplement gesturally limited robots,” in International Workshop on Virtual, Augmented, and Mixed Reality for HRI (VAM-HRI), pp. 207–210.

[4] S. Bagchi, J. A. Marvel, et al., “Towards augmented reality interfaces for human-robot interaction in manufacturing environments,” in Proceedings of the 1st International Workshop on Virtual, Augmented, and Mixed Reality for HRI (VAM-HRI), 2018.

[5] K. Chandan, V. Kudalkar, X. Li, and S. Zhang, “Arroch: Augmented reality for robots collaborating with a human,” in 2021 IEEE International Conference on Robotics and Automation (ICRA), pp. 3787–3793, IEEE, 2021.

[6] B. Krenn, T. Reinboth, S. Gross, C. Busch, M. Mara, K. Meyer, M. Heiml, and T. Layer-Wagner, “It’s your turn!–a collaborative human-robot pick-and-place scenario in a virtual industrial setting,” arXiv preprint arXiv:2105.13838, 2021.

[7] J. E. Young, M. Xin, and E. Sharlin, “Robot expressionism through cartooning,” in 2007 2nd ACM/IEEE International Conference on Human-Robot Interaction (HRI), pp. 309–316, 2007.

[8] T. Groechel, M. Walker, C. T. Chang, E. Rosen, and J. Forde, “A tool for organizing key characteristics of virtual, augmented, and mixed reality for human-robot interaction systems: Synthesizing vam-hri trends and takeaways,” IEEE Robotics & Automation Magazine, 2022.

[9] N. Pärsch, C. Harnischmacher, M. Baumann, A. Engeln, and L. Krauß, “Designing augmented reality navigation visualizations for the vehicle: a question of real world object coverage?,” in International Conference on Human-Computer Interaction, pp. 161–175, Springer, 2019.