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Abstract: Multiple-input–multiple-output (MIMO) communication systems utilize multiple transmitters to send different pieces of information in parallel. This offers a promising way to communicate at a high data rate over bandwidth-limited underwater acoustic channels. However, underwater acoustic MIMO communication not only suffers from serious inter-symbol interference, but also critical co-channel interference (CoI), both of which degrade the communication performance. In this paper, we propose a new framework for underwater acoustic MIMO communications. The proposed framework consists of a CoI-cancellation-based channel estimation method and channel-estimation-based decision feedback equalizer (CE-DFE) with CoI cancellation functionalities for underwater acoustic MIMO communication. We introduce a new channel estimation model that projects the received signal to a specific subspace where the interference is free; therefore, the CoI is cancelled. We also introduce a CE-DFE with CoI cancellation by appending some filters from traditional CE-DFE. In addition, the traditional direct adaptive decision feedback equalization (DA-DFE) method and the proposed method are compared in terms of communication performance and computational complexity. Finally, the sea trial experiment demonstrates the effectiveness and merits of the proposed method. The proposed method achieves a more than 1 dB of output SNR over traditional DA-DFE, and is less sensitive to parameters. The proposed method provides a new approach to the design of robust underwater acoustic MODem.

Keywords: underwater acoustic MIMO communication; co-channel interference cancellation; channel-estimation-based decision feedback equalizer; channel estimation; signal projection

1. Introduction

In recent years, the demand for underwater acoustic communication is increasing, such as ocean remote sensing [1], resource exploitation, ocean environmental monitoring, the use of smart autonomous underwater vehicles [2], etc. The underwater acoustic communication has attracted increasing attention.

Compared with radio wireless channels, underwater acoustic channels are much more complicated. Specifically, because of the boundary, the multipath could extend from several milliseconds to hundreds of milliseconds, which leads to severe inter-symbol interference (ISI). Since the underwater sound propagates at an extremely low speed, slight movements between the transmitter and receiver lead to significant Doppler shifts. Moreover, the carrier frequency for communication is less than 100 kHz, and the bandwidth for communication is limited, especially for long-range communication. Under such difficult channels, high-speed and long-range acoustic communication is a great challenge.

Generally speaking, there are two kinds of modulation technologies that can counteract the complicated underwater acoustic channels: single carrier modulation and multicarrier modulation. Multicarrier modulation, such as orthogonal frequency-division multiplexing (OFDM) [3–5], has a substantial ability to combat channel distortions using cyclic prefix.
(CP) or zero padding (ZP), and the frequency-domain equalization (FDE) reduces the computational complexity. However, the usage of CP or ZP degrades the bandwidth efficiency. Moreover, the frequency-domain equalizer performs a block-wise process, the duration of a block is typically large, and it is assumed that, within a block, the channel is time-invariant; therefore, it is not applicable in fast-varying channels. In addition, the OFDM systems suffer from a high peak-to-average power ratio, which leads to difficulties in designing power amplifiers. However, single carrier modulation has the advantage of a high spectral efficiency and a fast channel-tracking ability.

Under limited-bandwidth acoustic channels, one promising approach to increase the data rate is to use multiple transmitters; this system is referred to as a multiple-input–multiple-output (MIMO) system. Unfortunately, despite suffering from ISI caused by the multipath, the MIMO system also suffers from serious co-channel interference (CoI), which introduces a lot of noise in the per-channel channel decoding process. In the last two decades, underwater acoustic MIMO communications have been investigated in [6–18] to fundamentally increase the achievable data rate. Due to interference among concurrent transmission streams, powerful detection algorithms are highly in demand. The most effective way to deal with ISI and CoI is channel equalization for underwater acoustic MIMO systems. The channel equalization for single-carrier MIMO communication includes frequency-domain equalizers [6–8] and time-domain equalizers [9–17]. In [6], a single-carrier receiver scheme with bandwidth-efficient FDE was proposed. The proposed algorithm implemented an overlapped-window FDE by partitioning a large block into small subblocks, and a decision-direct channel estimation algorithm was incorporated into the overlapped-window FDE to track channel variations and improve error performance. The proposed FDE reduced the average bit error rate compared to traditional single-carrier equalization by 74.4% and 84.6% for the 400 m and 1000 m range systems. In [7], a frequency-domain turbo-equalization scheme without CP or ZP was proposed for single-carrier MIMO communication. In the first iteration, a low-complexity detection was used in the frequency domain; in the second iteration, inter-block-interference and CP were applied to enable effective symbol detection. Its feasibility and effectiveness have been tested by field trial data. In [8], a three-step frequency-domain equalization scheme was described for MIMO underwater acoustic communication. The first iteration was channel estimation, the second iteration was to suppress CoI, and the final iteration was to equalize symbols. The traditional frequency domain equalizers need CP or ZP to prevent inter-block interference, which degrades the bandwidth efficiency. Some methods may not need CP or ZP [7], but serval iterations are performed for decoding, which increases the computational complexity.

A common approach to decode MIMO symbols is direct adaptive decision feedback equalization (DA-DFE). Due to the serious Doppler shift in underwater acoustic channels, a phase-tracking module is usually required. For example, a second-order phase-locked loop was adopted for DA-DFE in [19]. After phase compensation, the DA-DFE approach uses adaptive algorithms, such as least mean square (LMS) and recursive least square (RLS) criteria to train the equalizer’s taps or equalize received symbols. The merit of DA-DFE is not necessarily to explicitly estimate the channel, but the DA-DFE approach requires long training sequences to achieve convergence, which degrades the spectral efficiency. Due to the easy implementation of DA-DFE, it was intensively used to equalize underwater acoustic single-input–multiple-output (SIMO) systems [20–22] or MIMO systems [9–12, 18]. In [9], space–time trellis codes layered with space–time codes combined with low-complexity DA-DFE was proposed. The space–time trellis codes layered with space–time codes utilized the large diversity, and the ISI and the CoI were suppressed by the DA-DFE. A data rate of 48 kb/s in 23 kHz of bandwidth, and 12 kb/s in 3 kHz of bandwidth were achieved in the 2 km range. In [10], a time-reversal-based underwater acoustic MIMO communication was proposed. A parallel interference cancellation method was incorporated to suppress the CoI in the MIMO system, while the DA-DFE was used to frequently update the channel used for the time reversal process. In [11], both serial and parallel interference cancellation
techniques were integrated with time reversal DA-DFE to address the CoI in underwater acoustic MIMO systems. High bandwidth efficiencies were achieved in the experiment. In [18], a joint sparsity for underwater acoustic MIMO communication was proposed, distributed compressed sensing was used to estimate the underwater acoustic channel, and then time reversal was adopted to suppress the multipath and combine multiple channels. Finally, a single-channel DA-DFE was applied to decode symbols. In [12], many kinds of sparse DA-DFEs with the proportionate-updating or the zero-attracting adaptive filtering principles were compared. To reduce the computational complexity, a partial tap update scheme via hard thresholding was introduced to sparse DA-DFEs. The results revealed that, although the improved DA-DFEs show a more improved performance, the RLS DA-DFE still achieved the best performance. The DA-DFE parameters (such as the length of feedforward filter, the iterative step, and the forgotten factor) require careful manual achieving to achieve the considerable performance. When the channel is varied, those parameters should subsequently be updated. Hence, this is not suitable for the design of a robust MIMO communication system.

The turbo equalization method, which utilizes multiple iterations, was used to decode MIMO symbols [13–15]. Turbo equalization typically consists of two components: a soft-input–soft-output equalizer and a soft-input–soft-output decoder, which iteratively exchange extrinsic information to improve the detection performance. For example, in [13] the NLMS-algorithm-based DA-DFEs were used in a soft-input–soft-output equalizer. The DA-DFEs consisted of a feedforward filtering unit and soft interference cancellation unit; the experiment verified the effectiveness of the proposed method. In [14,15], the IPNLMS algorithm or RLS-DCD algorithm was used for iterative channel estimation in turbo equalization, and a minimum mean-square-error equalizer was used to detect the symbols. However, the interference cancellation was not considered in channel estimation. Other methods also were proposed for underwater MIMO communications. For example, in [17], sparse learning via iterative minimization was used in the estimation channel; then linear minimum mean-square error criterion was used to detect symbols. After the 1st iteration, the CoI was subtracted from the received signal. This process was iteratively performed. However, when the decoded symbols are incorrect, the reconstructed CoI will introduce a lot of noise, and this noise will propagate to the next iteration; hence, the detection of symbols will fail.

In a single-input–multiple-output (SIMO) system, CE-DFE was demonstrated to achieve a better performance and was widely investigated. The CE-DFE directly estimates the channel using shorter training sequences, and directly calculates the equalizer’s taps based on channel estimates. In [23], the CE-DFE was used for multi-band underwater acoustic channel equalization; in [24], the CE-DFE was utilized in a time-varying underwater acoustic channel. However, due to the heavy CoI, the traditional CE-DFE, which was used for SIMO communication systems, will fail when it is used in underwater acoustic communications. To date, the literature reporting on CE-DFE that is suitable for underwater acoustic MIMO communications has been very limited. In [16], we proposed a CE-DFE with Col cancellation component for underwater acoustic MIMO communication, but the channel estimation still suffered from serious interference. The limitations of the existing methods are listed in Table 1.

As mentioned, the CE-DFE taps were achieved via channel estimates, which provide prior information for equalizers. Some efforts have been taken to improve the performance of channel estimation under an impulsive noise environment [25–28], but very limited work focuses on interference cancellation for single-carrier MIMO channel estimation. In [16], we proposed distributed compressed sensing to enhance the channel estimates with common delays, but the different delays still suffered from serious Col. Our previous work did not fully deal with the Col.

In this paper, we propose a new framework that combines both the Col-cancellation-based channel estimation method and Col-cancellation-based CE-DFE. As far as we know, this is the first time that the Col-cancellation-based channel estimation and Col-cancellation-
based channel equalization have been proposed. Specifically, in channel estimation, we use the projection method to project CoI to a specific subspace in which the CoI in this subspace is free. As a result, the CoI is cancelled. In channel equalization, we introduce CE-DFE with CoI cancellation to underwater acoustic MIMO communication. The proposed methods do not need to reconstruct the CoI, and can perfectly address the CoI, whether or not the CoI from different transmitters is serious. In addition, to date, there has been no detailed comparison between traditional DA-DFE and CE-DFE. In this paper, the performance is compared in terms of output SNR and computational complexity between CE-DFE and DA-DFE for underwater acoustic MIMO communications. Compared to DA-DFE, the proposed receiver does not need to carefully tune parameters such as the length of taps, forgotten factor, etc. Moreover, since the CE-DFE performs block by block, the Doppler can be estimated and compensated block by block, while the DA-DFE is usually sensitive to Doppler, which has an impact on convergence. In a word, the proposed method for MIMO communication is more robust to the complicated underwater acoustic channel, and the proposed MIMO receiver provides an available scheme for the design of high-speed underwater acoustic communication systems.

Table 1. The limitations of the existing methods.

| Methods                  | Limitations                                                                 |
|--------------------------|-----------------------------------------------------------------------------|
| frequency domain equalization [6–8] | In [6,8], CP or ZP are needed to prevent inter-block interference, thus degrading the bandwidth efficiency. In [7], if the reconstructed CoI is not correct, the error will propagate to the next iteration. |
| DA-DFE in [9–12]         | Sensitive to parameters, and need long sequences to achieve convergence.     |
| turbo and/or MMSE in [13–15] | Several iterations increase the computational complexity of turbo equalization, and the computation complexity of MMSE is exponential compared to the number of transmitters |
| CE-DFE in [16]           | The channel estimation does not perform interference cancellation; the equalizers’ filter contains much noise. |

The contributions of this paper are as follows:

1. We propose a novel receiver for underwater acoustic MIMO communication. The proposed receiver consists of channel estimation with CoI cancellation and channel equalization with CoI cancellation.
2. In Ref. [29], only two transmitters were considered for underwater acoustic MIMO channel estimation. Without loss of generality, in this paper, we extend the number of transmitters to more than two. Additionally, we analyze the performance of the proposed channel estimation method.
3. We compare the difference between the proposed CE-DFE receiver and the traditional DA-DFE receiver in terms of analysis and experimental results. The results demonstrate that the proposed receiver achieves better communication performance, and the proposed receiver is not sensitive to parameters; therefore it provides an alternative to the design of a robust underwater acoustic MIMO MODEM.

The remainder of this paper is organized as follows. In Section 2, the framework for underwater acoustic MIMO system with CoI cancellation, including channel estimation and channel equalization, is expressed. In Section 3, the results and analysis are described. Finally, some conclusions are drawn in Section 4. The following notations are used in this paper. Bold upper-case and lower-case letters denote matrices and column vectors, respectively. Superscripts $(\cdot)^T$, $(\cdot)^H$ denote transpose and Hermitian transpose. Notation
The structure of the proposed receiver is illustrated in Figure 1. The proposed method works with a number of $M$ CE-DFEs. For each CE-DFE, there are two stages: one channel estimator with interference cancellation (IC), Doppler estimation and compensation, and one decision feedback equalizer with IC. The proposed receiver works in training mode if the decoded symbols are known; otherwise, it works in the decision-directed mode. Before channel estimation and channel equalization, the Doppler estimation and Doppler compensation are performed using decoded symbols. In the channel estimator, we utilize the decoded symbols to construct projection matrix $P_m$, whose purpose is to project the interference to a specific subspace and to free the interference in the subspace. As a result, the channel estimation performance will be improved. If the projection matrix equals the unit matrix, the proposed channel estimation model reduces to the traditional channel estimation model, which cannot mitigate the interference. In Figure 1, filters $g_{ff}$ and $g_{fb}$ are the feedforward and feedback filters, respectively. We added filter $g_{ic}$ based on traditional CE-DFE in [30]. The purpose of this filter $g_{ic}$ is to mitigate the interference. Differing from DA-DFE, which uses various criteria to achieve filter taps, the filters $g_{ff}$, $g_{fb}$, and $g_{ic}$ are measured by channel estimates. Compared with traditional CE-DFE, the proposed receiver not only removes the Col in channel equalization, but also removes it in channel estimation; therefore, the performance of the proposed method will be significantly improved. In the following, we will demonstrate the proposed receiver in detail.
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**Figure 1.** The system overview for the proposed underwater acoustic MIMO communication.

### 2.2. Projection Based Channel Estimation

At present, the Col cancellation is typically performed in channel equalization; however, the literature investigating the role of Col cancellation in channel estimation is very limited. For CE-DFE, the filter taps are obtained from channel estimates; thus, the accuracy of the channel estimation determines the channel equalization performance. In this subsec-
tion, we introduce a projection-based channel estimation. The signal received in baseband at \( n \)-th hydrophone can be expressed as:

\[
y_n(i) = \sum_{m=1}^{M} \left( \sum_{l=0}^{L-1} x_m(i-l)h_{m,n}(l) \right) + w_n(i) .
\]  

(1)

In (1), \( x_m(i) \) is transmitted symbols from \( m \)-th transmitter, where \( m = 1, 2, \ldots, M \), and \( M \) is the number of total transmitters. Notation \( y_n(i) \) is the received signal at \( n \)-th hydrophone; \( h_{m,n}(i) \) is the channel from \( m \)-th transmitter to \( n \)-th receiver; \( w_n(i) \) is the ambient noise. \( L \) is the channel length.

It is assumed that the channel is time invariant over a number of \( S \) samples; then, (1) can be written in matrix form, such as

\[
y_n = \sum_{m=1}^{M} A_m h_{m,n} + w_n ,
\]  

(2)

where

\[
A_m = \begin{pmatrix}
x_m(L-1) & x_m(L-2) & \cdots & x_m(0) \\
x_m(L) & x_m(L-1) & \cdots & x_m(1) \\
\vdots & \vdots & \ddots & \vdots \\
x_m(L+S-2) & x_m(L+S-3) & \cdots & x_m(S-1) 
\end{pmatrix},
\]  

(3)

\[
y_n = \left( \begin{array}{c}
y_n(L-1) \\
y_n(L) \\
\vdots \\
y_n(L+S-2) 
\end{array} \right)^T ,
\]  

(4)

\[
h_{m,n} = \left( \begin{array}{c}
h_{m,n}(L-1) \\
h_{m,n}(L-2) \\
\vdots \\
h_{m,n}(0) 
\end{array} \right)^T ,
\]  

(5)

\[
w_n = \left( \begin{array}{c}
w_n(L-1) \\
w_n(L) \\
\vdots \\
w_n(L+S-2) 
\end{array} \right)^T .
\]  

(6)

When estimating the channel from \( i \)-th transmitter \( h_{i,n} \), the signals received from other transmitters are the co-channel interference. Traditional channel estimation methods do not consider the CoI cancellation; the CoI is treated as noise, and the SNR received from a specific transmitter is low. This results in a lower channel estimation and channel equalization accuracy. The orthogonal projection method is used to cancel such CoIs. The main idea of the orthogonal projection is that a projection matrix is used to span the received signal to a new subspace, where the interference is free. Our previous work in [29] first applied the projection method to channel estimation, but only two transmitters in the near-far network were considered. In this paper, we extend more than two transmitters for underwater acoustic MIMO channel estimation using the orthogonal projection method.

It is supposed that channel \( h_{m,n} \) needs to be estimated, and the interference is canceled in order. That is to say, the interference from transmitter 1 is canceled first, and the interference from transmitter \( M \) is canceled last. The cancellation is iteratively performed until the signal from \( m \)-th transmitter remains, and interference from other transmitters is removed. When canceling the CoI from transmitter 1, the projection is defined as \( P_1 = I - A_1(A_1^H A_1)^{-1}A_1^H \). Left multiplying \( P_1 \) to (2), it can be obtained

\[
P_1 y_n = P_1 A_1 h_{1,n} + \sum_{m=2}^{M} P_1 A_m h_{m,n} + P_1 w_n = \sum_{m=2}^{M} P_1 A_m h_{m,n} + P_1 w_n .
\]  

(7)

The second step is to cancel the interference from transmitter 2. The projection matrix is defined as \( P_2 = I - (P_1 A_2)((P_1 A_2)^H (P_1 A_2))^{-1}(P_1 A_2)^H \). Similarly, by left multiplying \( P_2 \) to (7), the received signal can be expressed as

\[
P_2 P_1 y_n = P_2 A_2 h_{2,n} + \sum_{m=3}^{M} P_2 P_1 A_m h_{m,n} + P_1 P_2 w_n = \sum_{m=3}^{M} P_2 P_1 A_m h_{m,n} + P_1 P_2 w_n .
\]  

(8)
The process continues until all the interference is cancelled.
In general, when sequentially canceling the interference from \( k \)-th transmitter, the projection matrix \( P_k \) is defined as

\[
P_k = I - B_k (B_k^H B_k)^{-1} B_k^H.
\]  

(9)

The matrix \( B_k \) is defined as

\[
B_k = \left( \prod_{i=1}^{k} P_{i-1} \right) A_k,
\]  

(10)

where \( P_0 = I \) and \( P_m = I \). It is interesting to see that

\[
P_k^p B_k = B_k - B_k (B_k^H B_k)^{-1} B_k^H B_k = 0.
\]  

(11)

Equation (11) is the key principle of the orthogonal projection method.
After all interference is canceled, the remaining signal related to \( h_{m,n} \) is

\[
\left( \prod_{i=1}^{M} P_i \right) y_n = \left( \prod_{i=1}^{M} P_i \right) A_m h_{m,n} + \left( \prod_{i=1}^{M} P_i \right) w_n.
\]  

(12)

From (12), one can observe that all the interference is canceled. In Ref. [11], the CoI is sequentially measured and then subtracted from the received signal. If the measured CoI is not accurate, the error will propagate to the next iteration; thus, this results in performance degradation. The proposed channel model does not need to directly measure the CoI, so the performance will be significantly improved. Equation (12) can be directly solved by LS algorithm. When the number of transmitters is \( M = 2 \), the proposed channel model reduces to the case in Ref. [29].

2.3. Channel Estimation Based Decision Feedback Equalization with IC

Considering the channel equalization model, (1) can be written as

\[
y_n = \sum_{m=1}^{M} G_{m,n} x_n + w_n.
\]  

(13)

where \( G_{m,n} \) is the channel matrix from the \( m \)-th transmitter to the \( n \)-th hydrophone, and \( w_n \) is the ambient noise. Notations \( y_n, x_n, w_n, \) and \( G_{m,n} \) are defined as follows

\[
y_n \triangleq (y_n(i + L_c) \cdots y_n(i) \cdots y_n(i - L_a + 1))^T,
\]  

(14)

\[
x_n \triangleq (x_n(i + L_c) \cdots x_n(i) \cdots x_n(i - L_a + 1))^T,
\]  

(15)

\[
w_n \triangleq (w_n(i + L_c) \cdots w_n(i) \cdots w_n(i - L_a + 1))^T,
\]  

(16)

\[
G_{m,n} \triangleq \begin{pmatrix}
h_{m,n}(0) & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & h_{m,n}(L - 1) & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & h_{m,n}(0) & \cdots & h_{m,n}(L - 1)
\end{pmatrix},
\]  

(17)

\[
G_{m,n} = (G_0 | g_1 | F_1).
\]  

(18)

In (14)–(16), \( L_c \) and \( L_a \) denote the number of causal and a-causal taps, respectively. The lengths of \( g_{ff}, g_{fb}, \) and \( g_{ic} \) are \( L_{ff}, L_{fb}, \) and \( L_{ic} \), respectively. We partition the transmitted symbols into three groups \( x_n = (x^T_{fb,n} \ x_m(i), x^T_{fb,n}) \). Notations \( x^T_{fb,n} \) and \( x^T_{fb,n} \) are defined as

\[
x^T_{fb,n} \triangleq (x_m(i + L_{fb}), x_m(i + L_{fb} - 1), \cdots, x_m(i + 1))^T
\]  

and

\[
x^T_{fb,n} \triangleq (x_m(i - 1), \cdots, x_m(i -
where \( L_a = L_c - L + 1 \). Similarly, the channel matrices \( G_{m,n} \) are partitioned into three groups, as shown in (18). Then, (13) can be written as

\[
y_n = \sum_{m=1}^{M} (g_{m}x_m(i) + F_{m}x_{fb_m} + G_{0m}x_{0m}) + w_n.
\]  

(19)

From (19), we can observe that the symbols from all transmitters interfere with each other; if no cancellation is applied, the signal-to-noise ratio for each branch will be significantly degraded. In (19), the terms \( g_{m}x_m(i) \) are the transmitted symbols that need to be recovered. As an example to recover \( x_1(i) \), the second term \( F_{1}x_{fb_1} \) should be cancelled by feedback filter, and the terms \( \sum_{m=2}^{M} F_{m}x_{fb_m} \) should be cancelled by IC filters. The remaining terms are the effective observation noise that the feedforward filters must try to eliminate.

According to Figure 1, \( x_{s,m} \) can be represented by

\[
x_{s,m} = g_{H} H_{ff,m} y_n + g_{H} H_{fb,m} x_{fb,m} + \sum_{i=1,i \neq m}^{M} (g_{H} H_{ic,m,i} x_{fb,i}) .
\]

(20)

Finally, the coefficients of the filters are measured as (21) (see [16] for complete derivations).

\[
g_{ff,m} = (\sum_{k=1}^{M} (g_k g_k^H + D_k))^{-1} g_m .
\]

(21a)

\[
g_{fb,m} = -F_m g_{ff,m} ,
\]

(21b)

\[
g_{ic,m,k} = -F_k g_{ff,m} , \quad k \neq m .
\]

(21c)

From (21), as we expected, the filters of channel equalization are obtained via channel estimates. The traditional channel estimation method does not perform interference cancellation, and the filters \( g_{ff}, g_{fb}, \) and \( g_{ic} \) will have plenty of noise; as a result, the channel equalization performance will degrade. In addition, traditional CE-DFE does not have IC filters to eliminate the CoI. In this paper, the proposed method has the functionality to remove the interference in both channel estimation and channel equalization; therefore, the communication performance will be significantly improved.

### 2.4. Performance Analysis

For convenience, and based on the fact that most underwater acoustic MIMO communication systems utilize two transmitters, in this subsection, we analyze the performance using two transmitters \((M = 2)\).

Consider the proposed channel model in (12); we used the LS method to analyze the performance. This assumed that the estimated channel is \( \hat{h}_{1,n} \), which can be achieved by least square,

\[
\hat{h}_{1,n} = (\Phi_1^H \Phi_1)^{-1} \Phi_1 p_{y_{1,n}} .
\]

(22)

Notation \( \Phi_1 \) is defined as \( P_2 A_1 \) and \( p_{y_{1,n}} \) is defined as \( P_2 y_n \), where \( P_2 = (I - A_2 (A_2^H A_2)^{-1} A_2^H) \). Defining the channel mean square error (MSE) is

\[
MSE = E\|\hat{h}_{1,n} - h_{1,n}\|^2 ,
\]

(23)

where \( h_{1,n} \) is the true channel estimate. Then, the channel MSE of \( \hat{h}_{1,n} \) is
will provide more precise channel information to CE-DFE. The orthogonal projection method to remove the CoI. The more accurate channel estimate is far less than that obtained by traditional method, because the proposed method adopts ambient noise \( w \) and the erroneous channel estimate matrix \( x_s \).

We combine (19), (20) and (30); the output of CE-DFE for branch 1 is

\[
\begin{align*}
\text{MSE}_{h_{1,n}} &= \mathbb{E}\{ \| (\Phi_1^H \Phi_1)^{-1} \Phi_1 (h_{1,n} + P_w) - h_{1,n} \|^2 \} \\
&= \mathbb{E}\{ \| (\Phi_1^H \Phi_1)^{-1} \Phi_1 P_w \|^2 \} \\
&= \mathbb{E}\{ \text{tr}(P_w^H \Phi_1 (\Phi_1^H \Phi_1)^{-2} P_w^H) \} \\
&= \text{tr}(\mathbb{E}\{P_w P_w^H \}) (\Phi_1^H \Phi_1)^{-1} = \frac{\mathbb{E}\{P_2 w_n w_n^H P_2^H\}}{\text{tr}(A_1^H P_2^H P_2 A_1)} \\
&= \frac{\sigma_w^2 \text{tr}(P_2 P_2^H)}{\text{tr}(A_1^H P_2^H P_2 A_1)}. 
\end{align*}
\] (24)

In (24), notation \( \sigma_w^2 \) is the variance of ambient noise \( w_n \). As \( P_2^H \) is a projection matrix, it satisfies

\[
P_2^H P_2 = P_2 P_2^H = P_2^H \approx \frac{P - L}{P} I. \] (25)

Appendix A I proves (25). Then, we can easily obtain

\[
\text{MSE}_{h_1} = \frac{\sigma^2}{\text{tr}(A_1^H A_1)}. \] (26)

Analogously, consider the traditional way that does not consider CoI; the MSE for \( h_{1,n} \) is

\[
\begin{align*}
\text{MSE}_{h_{1,n}} &= \mathbb{E}\{ \| (A_1^H A_1)^{-1} A_1 (A_2 h_{2,n} + w_n) \|^2 \} \\
&= \text{tr}(\mathbb{E}\{(A_2 h_{2,n} + w_n)(A_2 h_{2,n} + w_n)^H\} (A_1^H A_1)^{-1}) . 
\end{align*}
\] (27)

It is assumed that the transmitted symbols are white sequences and independent of ambient noise \( w_n \) and channel estimate; therefore, we can obtain

\[
\mathbb{E}\{(A_2 h_{2,n} + w_n)(A_2 h_{2,n} + w_n)^H\} = \sigma_{h_{2,n}}^2 \text{tr}(A_2 A_2^H) + \sigma_w^2 . \] (28)

As a result, the channel MSE, obtained in the traditional way, is

\[
\text{MSE}_{h_{1,n}} = \frac{\sigma_{h_{2,n}}^2 \text{tr}(A_2 A_2^H) + \sigma_w^2}{\text{tr}(A_1^H A_1)}. \] (29)

Comparing (26) to (29), one may see that the MSE obtained by the proposed method is far less than that obtained by traditional method, because the proposed method adopts the orthogonal projection method to remove the CoI. The more accurate channel estimate will provide more precise channel information to CE-DFE.

It is assumed that the estimated channel consists of the true channel estimate \( \hat{G}_{m,n} \) and the erroneous channel estimate matrix \( E_{G_{m,n}} \).

\[
G_{m,n} = \hat{G}_{m,n} + E_{G_{m,n}}. \] (30)

We combine (19), (20) and (30); the output of CE-DFE for branch 1 is

\[
x_s(i) = g_{f_1}^H (\sum_{k=1} g_k x_k(i) + \sum_{k=1} f_k x_{f_k} + \sum_{k=1} g_{0_k} x_{0_k} + w_n) + g_{f_{12}}^H x_{f_{12}} + g_h^H x_{f_2}. \] (31)

Substituting (21) into (31), the following can be obtained

\[
x_s(i) = g_{f_1}^H (\sum_{k=1} g_k x_k(i) + \sum_{k=1} f_k x_{f_k} + \sum_{k=1} (v_k + \hat{G}_{0_k} x_{0_k}) + \sum_{k=1} E_{G_{0,k}} x_k) . \] (32)
where $v_1 + v_2 = w_n$. The output error of CE-DFE for branch $1$ is

$$
\epsilon = x_n(1) - x_1(1)
$$

$$
= \{ g_{f_i}^H \sum_{k=1}^{2} g_k x_k(i) + g_{f_i}^H f_2 x_{fb_2} + g_{f_i}^H \sum_{k=1}^{2} (v_k + G_{o_k} x_0) - x_1(i) \} + g_{f_i} \sum_{k=1}^{2} E_{G_{o_k}} x_k .
$$

The terms in the brace in (33) are called the minimum achievable error of the equalizer. This error can be obtained based on the perfect knowledge of the channel impulse response and noise statistics.

Focusing on the last term in (33), which is called the excess error, one may observe that the excess error related to the channel error has a significant impact on the output error of CE-DFE. The lower the channel estimate error, the lower the CE-DFE error. In sum, the proposed structure for underwater acoustic MIMO communication cancels the CoI, not only in channel estimation, but also in channel equalization; hence, the communication performance significantly improved.

2.5. Computational Complexity Analysis

In this subsection, we simply analyze the computational complexity of the proposed methods, including the channel estimation method and channel equalization method.

Let us first consider the channel estimation model. When canceling the interference from $k$-th transmitter, the computational complexity of (10) is $O(k S^2) + O(S^2 L) = O(S^3)$. The computational complexity of the term $B_k^f B_k$ is $O(L^2 S)$; the complexity of the term $(B_k^f B_k)^{-1}$ is $O(L^3)$; the complexity of the term $B_k^f (B_k^f B_k)^{-1} B_k^f$ is $O(S L^2 + S^2 L) = O(S^2 L)$. Therefore, the total computational complexity of (9) is $O(S^3) + O(S^2 L) + O(S L) = O(S^3)$. The computational complexity of the term $[\prod_{l=1}^{M} P_l] y_n$ in (12) is $O(S^2 L)$. When solving the (12) using least square, the computational complexity is also $O(S^3)$. Since the number of transmitters for underwater acoustic MIMO communication is very limited, the computational complexity of the proposed channel estimation is still $O(S^3)$.

The main complexity for the channel equalizer is the matrix inverse process. The computational complexity of the term $g_k g_k^H$ is $O(L_2^2)$; the complexity matrix inverse in (21a) is $O(L_3_{ff})$; the computational complexity of (21b) and (21c) is $O(L_{fb} L_{ff})$.

It can be concluded that the computational complexity of the proposed receiver is determined by the training length $S$ and the length of the feedforward filter $L_{ff}$.

2.6. Relationship between CE-DFE and DA-DFE

The DA-DFE used for underwater acoustic communication can be found in Ref. [9]. Comparing the DA-DFE and the proposed CE-DFE, the structures are almost the same, consisting of a feedforward filter, feedback filters, and IC filters. There are some differences between CE-DFE and DA-DFE.

1. The biggest difference between the DA-DFE and the proposed CE-DFE is that the DA-DFE uses some criteria, such as least mean square or recursive least square, to train the filters, while the CE-DFE uses channel estimates to measure the filters directly. As the underwater acoustic channel is usually typically sparse, channel estimation can be performed using the compressed sensing method, which needs fewer training sequences, while the DA-DFE needs long sequences to achieve convergence.

2. The CE-DFE always performs block by block. It is assumed that, within a data block, the channel is time-invariant, but varied in the next data block. The filters of CE-DFE will not change within one data block. In the decision-directed mode, some periodical training sequences are essential to prevent error propagation, because the decoding symbols are used for Doppler estimation and channel estimation, which may appear as erroneous symbols. Meanwhile, the DA-DFE iterates symbol by symbol, and the DA-DFE filters are updated symbol by symbol; thus, the filters can track the
underwater acoustic channel. As a result, the computational complexity of DA-DFE is typically higher than that of CE-DFE, if the filter length relatively large.

3. The Doppler estimation and compensation can be performed block by block for CE-DFE, while the DA-DFE utilizes the phase lock loop to track channel variance.

4. The CE-DFE has fewer controlling parameters than DA-DFE, and DA-DFE is very sensitive to parameters such as the length of filters, forgotten factor and training length. Therefore, the CE-DFE is more robust to underwater acoustic channel.

3. Experimental Results

3.1. Experimental Setting

The experiment was conducted in Wuyuan Bay, Xiamen, China. The water depth was about 10 m, and two transmitters were suspended at the depth of 4 m and 6 m, respectively. A vertical receiving array, which consisted of 8 hydrophones, was fixed on a boat with a uniform space of 1 m, as shown in Figure 2a. The transmitters located in 4 m and 6 m are denoted as transmitter 1 and transmitter 2, respectively. The range between transmitters and receivers was approximately 1000 m. The average SNR was 29.3 dB. Figure 2b shows the sound speed profile; from this figure, one may observe that the sound speed varies within 1 m/s. There is an obvious mixed layer above 2.3 m, and the sound speed shows a slight positive distribution.

![Diagram of deployment and sound speed profile](image)

**Figure 2.** The diagram of deployment and the sound speed. (a) The diagram of deployment. (b) The sound-speed profile.

The parameters of the communication system are shown in Table 2. The bandwidth was 3200 symbols/s, and the quadrature phase shift keying (QPSK) mapping method was used.

| Parameters                  | Value        |
|-----------------------------|--------------|
| Sampling frequency          | 96,000 symbols/s |
| Bandwidth                   | 3200 symbols/s |
| Constellation Mapping       | QPSK         |

In the following section, the proposed CE-DFE receiver will be compared with some CE-DFE-based receivers and a DA-DFE-based receiver. In Ref. [12], the equalizers were compared. The RLS-based DA-DFE and IPNLMS-based DA-DFE achieved the best communication performance. Therefore, in this paper, we utilize the two kinds of DA-DFEs as the benchmark. We define some abbreviations to better describe this.

1. **RLS_DADFE.** The receiver can be found in [9]. The filters were obtained by recursive least square.

2. **IPNLMS_DADFE.** The receiver can be found in [12]. This is an improved normalized least mean square equalizer.
3 CE_NoIC+DFE_NoIC. Channel estimation used a traditional model [23] with no interference cancellation. Channel equalization used the traditional CE-DFE [30]; the CE-DFE does not have IC filters.

4 CE_IC+DFE_NoIC. Channel estimation used the proposed channel model, which has the ability to eliminate interference, but channel equalization does not.

5 CE_IC+DFE_NoIC. This is the opposite case to CE_IC+DFE_NoIC. The channel estimation used interference cancellation method, but channel equalization does not.

6 CE_IC+DFE_IC. This is the proposed receiver. Both channel estimation and channel equalization can eliminate interference.

In this paper, we utilize the output SNR to evaluate the communication performance of different kinds of receivers. The output SNR is defined as

$$\rho_m = 10 \times \log_{10} \frac{||x_m||^2}{||x_m - x_{sm}||^2},$$

where $x_m$ is the transmitter symbols from the $m$-th transmitter, and $x_{sm}$ is the soft output from the $m$-th DFE branch. The higher output SNR indicates a better communication performance.

### 3.2. Results and Analysis

Figure 3 shows the channel estimates. The channel length was set at 62.5 ms, and the observation length $S$ was set to be three times the channel length to achieve accurate channel estimates. The channel estimation method was LSQR [31] in both the traditional channel estimation model and the proposed channel estimation model. Before channel estimation, the Doppler estimation and Doppler compensation were performed. The channel estimate in Figure 3c was obtained by the traditional channel model without IC. From Figure 3c, one may observe that the multipath is obviously rich and the relative delay is more than 20 ms. One also may observe that, in Figure 3c, more estimated noise is caused by CoI. Focusing on Figure 3d, obtained by the proposed method, we can see that the multipath outline is much clearer, and the noise level is much lower. The reason for this is that the proposed channel estimation model projects the CoI to a specific subspace where the CoI is free; thus, it does not suffer from interference, which results improved SNR and lower MSE, as (26) shows. In addition, the multipath from transmitter 2 is much richer than that from transmitter 1.

The communication performance is compared in terms of output SNR. The lengths of feedforward filters, feedback filters, and IC filters for CE-DFE-based receivers were 125 ms (400 symbols), 62.2 ms (199 symbols), and 62.2 ms, respectively. The lengths of feedforward filters, feedback filters, and IC filters for DA-DFE based receivers were 18.75 ms (60 symbols), 9.37 ms (30 symbols), and 9.37 ms, respectively. The forgotten factor for RLS_DADFE was 0.9985; the IPNLMS_DADFE step is 0.25; the remaining parameters for IPNLMS_DADFE are the same as in Ref. [12]. The parameters for RLS_DADFE and IPNLMS_DADFE were chosen carefully to achieve the best communication performance. In the CE-DFE-based receivers, the Doppler was estimated via match filtering [11], while in RLS_DADFE and IPNLMS_DADFE, the phase lock loop was used, and the phase lock loop parameters were the same as in Ref. [19].

Figure 4 shows the output SNR in training mode. In training mode, the input of feedback filter and IC filters is known in advance; in other words, the interference is known. One may observe that the CE_NoIC+DFE_IC receiver and CE_NoIC+DFE_NoIC receiver obtained the lowest output SNR. The reason for this is that, because the traditional channel estimation does not cancel the CoI, the channel estimates contain more estimated noise. The feedforward filters and feedback filters, which are directly measured via channel estimates, also contain a large amount of noise. As shown in (33), the excess error is significant, so the output SNR from channel equalization is low for both the CE_NoIC+DFE_NoIC receiver and CE_NoIC+DFE_IC receiver. Meanwhile, the
CE_NoIC+DFE_IC receiver has IC filters; this introduces more noise to the channel equalizer than the CE_NoIC+DFE_NoIC receiver does. In addition, the output from equalizers in the CE_NoIC+DFE_IC receiver is fed to the different branches shown in Figure 1, while the output from the equalizer from CE_NoIC+DFE_NoIC receiver is fed to its own branch. If the equalizer output is not correct, the CE_NoIC+DFE_IC receiver introduces much more noise. As a result, the output SNR obtained by the CE_NoIC+DFE_IC receiver is lower than that obtained by the CE_NoIC+DFE_NoIC receiver. For example, the average output SNR from CE_NoIC+DFE_NoIC and CE_NoIC+DFE_IC for transmitter 1 is 5.71 dB and 3.99 dB, while for transmitter 2 it is 7.80 dB and 4.59 dB, respectively. Looking at the output SNR obtained by the CE_IC+DFE_NoIC receiver in Figure 5, it can be seen that the output SNR is not significantly improved. Although the channel estimation performs interference cancellation, and the CE-DFE filters are more accurate, the interference is not canceled in equalizers. The average output SNR from CE_IC+DFE_NoIC receiver is 5.67 dB for transmitter 1 and 7.65 dB for transmitter 2.

Figure 3. Channel estimation results. (a) Channel estimation without IC from transmitter 1 to hydrophone 6. (b) Channel estimation with IC from transmitter 1 to hydrophone 6. (c) Channel estimation without IC from transmitter 2 to hydrophone 6. (d) Channel estimation with IC from transmitter 2 to hydrophone 6.

Since the DA-DFE is widely used in underwater acoustic MIMO communication, we utilized DA-DFEs as benchmark. Looking at the output SNR obtained by the DA-DFE based equalizer, one can see the output SNR obtained by RLS_DADFE is much higher than that obtained by IPNLMS_DADFE, as can be seen in Figure 4a,b. The reason for this is that the RLS-based equalizer achieves a lower output error than LMS-based equalizer achieves, but the cost of this better performance is a high computational complexity. One may also observe that the output SNR obtained by IPNLMS_DADFE shows obvious vibrations; the reason for this is that the channel is varied, as shown in Figure 3. The IPNLMS_DADFE cannot track channel variation. Since the RLS_DADFE and IPNLMS_DADFE contain the
IC filters, and the filters are obtained via training sequences with specified criteria, the worst channel estimation results would not be introduced to the equalizers. As a result, the output SNR obtained by RLS_DADFE and IPNLMS_DADFE is higher than that obtained by CE_NoIC+DFE_NoIC, CE_NoIC+DFE_IC, and CE_IC+DFE_NoIC. The average output SNR from RLS_DADFE and IPNLMS_DADFE is 12.86 dB and 7.85 dB for transmitter 1, and 10.73 dB and 9.76 dB for transmitter 2.

Focusing on the proposed CE_IC+DFE_IC in Figure 5, it can be seen that the output SNR is the highest for both transmitter 1 and transmitter 2; for example, the average output SNR is 13.11 dB and 14.14 dB, respectively. Not only does the channel estimation perform interference cancellation by projecting the CoI onto a specific subspace, the channel equalization utilizes IC filters to remove the interference shown in (19); thus, the SNR output is significantly improved. One can observe that the output SNR obtained by the proposed CE_IC+DFE_IC does not show significant vibration, because the channel estimation and Doppler compensation are performed block by block, and the filters for CE_IC+DFE_IC are updated periodically.

![Figure 4. The output SNR in training mode. (a) The output SNR for TX1. (b) The output SNR for TX2.](image)

The communication performance is also compared in decision-directed mode. The parameters are the same as they are in the training mode for all equalizers. To prevent error propagation in CE-DFE-based equalizers and DA-DFE-based equalizers, 25% training symbols were periodically inserted.

![Figure 5. The output SNR in decision-directed mode. (a) The output SNR from transmitter 1. (b) The output SNR from transmitter 2.](image)

In Figure 5, the results are similar to those in Figure 4. The obvious difference is that the average output SNR slightly drops for all the receivers. In the decision-directed mode,
the input of the feedforward filter and IC filters is the decoded symbols; when the decoded symbols make an erroneous decision, the interference is incorrect, so the output SNR drops. In addition, for the CE-DFE-based equalizers, the decoded symbols are also used for channel estimation. Erroneous symbols will also lead to a worse channel estimation performance. The other difference is that the IPNLMS_DADFE output SNR obtained by IPNLMS_LMS receiver significantly drops in Figure 5a, and IPNLMS_LMS fails to decode the symbols from transmitter 1. The average output SNR obtained by CE_IC+DFE_IC is 10.41 dB and 12.4 dB for transmitter 1 and transmitter 2, respectively. The average output SNR obtained by RLS_DADFE is 9.2 dB and 11.8 dB for transmitter 1 and transmitter 2, respectively. The proposed CE_IC+DFE_IC receiver achieves an average gain of about 1 dB compared to the RLS_DADFE receiver.

The constellations obtained by IPNLMS_DADFE, RLS_DADFE, and CE_IC+DFE_IC receivers in decision-directed mode are provided in Figure 6. One can observe that the constellations are clearly separated obtained by the proposed CE_IC+DFE_IC for both transmitter 1 and transmitter 2; this demonstrates that the proposed receiver achieves a fantastic communication performance. The constellations from transmitter 2 are much more separated than those from transmitter 1. The reason for this could be that, since the depths of the transmitters are different, as shown in Figure 2, the gains in spatial diversity from transmitter 2 are higher than those from transmitter 1.

To illustrate the flexibility of the proposed CE_IC+DFE_IC receiver, we compare the communication performance using different lengths of feedforward filters, feedback filters and IC filters. The lengths of different filters are the same for IPNLMS_DADFE, RLS_DADFE, and the proposed CE_IC+DFE_IC. The lengths of feedback filters and IC filters are half of the length of feedforward filters, while the length of the feedforward filters varied from 6.25 to 112.5 ms. The IPNLMS_DADFE, RLS_DADFE, and the proposed CE_IC+DFE_IC work in training mode. From Figure 7, one may observe that the output
SNR obtained by the proposed CE_IC+DFE_IC receiver increases with increasing filter length; the result verifies the theoretical analysis in Ref. [30], concluding that the output SNR increases with increasing filter length. The SNR output obtained by RLS_DADFE decreases when the length of feedforward filter increases. In addition, the output SNR obtained by IPNLMS_LMS almost remains the same. This implies that the performance of IPNLMS_LMS does not rely on the filter length. The output SNR obtained by RLS_DADFE and IPNLMS_DADFE reaches its maximum when the feedforward filter length is 20 ms. One may find that when the length of the feedforward filter is less than 10 ms, it fails to decode; the reason for this is that, in Figure 3, there is no multipath located within 10 ms. Based on Figures 3 and 7, we conclude that, when the strong multipath is located within the window of the feedforward filter, the proposed method achieves a considerable performance.

![Figure 7](image)

**Figure 7.** Relationship between length of filters and the output SNR. The lengths of feedforward filters, feedback filters, and IC filters are varied.

To further investigate the relationship between the lengths of filters and communication performance, the lengths of feedback filters and IC filters were fixed at 25 ms (80 symbols), while the length of feedforward filters was varied from 12.5–150 ms. The RLS_DADFE, IPNLMS_DADFE, and the proposed CE_IC+DFE_IC receivers also work in training mode. The results are shown in Figure 8. It can be observed that the output SNR obtained by our proposed CE_IC+DFE_IC receiver still slightly increases, while it decreases when obtained by DA-DFE. From Figures 7 and 8, it can be concluded that, when designing underwater acoustic MIMO communication systems, the filter length of the proposed CE_IC+DFE_IC receiver is more flexible. The filter length can be set to as long as possible to cover the long-time delay path and obtain a higher SNR output.
From Figures 7 and 8, we can observe that the gain in output SNR over Tx1 and Tx2 obtained by our proposed CE_IC+DFE_IC receiver is relatively small, while the gain obtained by DA-DFE is significant. Figures 7 and 8 imply that, when designing a MIMO underwater acoustic system, our proposed CE_IC+DFE_IC receiver is fairly suitable as an underwater acoustic channel, because the filter length of our proposed CE_IC+DFE_IC receiver can be set as long as possible, regardless of the length of the real underwater acoustic channel. In other words, our proposed method has more flexibility. However, as shown in Figures 7 and 8, the DA-DFE is very sensitive to filter length, which should be carefully tuned in one scenario and changed in other scenarios. In addition, the DA-DFE is very sensitive to the forgotten factor. In sum, our proposed CE_IC+DFE_IC offers a new approach to the design of a robust underwater acoustic MIMO communication system.

Finally, we compared the computational complexity using the consumption of time. The code runs on the matlab platform in a laptop, the CPU is Intel i7-10510U, and the size of RAM is 16 GB. The sequences with a length of 187.5 ms are used for Doppler estimation, Doppler compensation, and channel estimation in our proposed CE_IC+DFE_IC receiver, while in the DA-DFE receiver, the sequences with a length of 187.5 ms were used to train the filters. After obtaining the equalizer filters, 500 QPSK symbols were equalized for both CE_IC+DFE_IC RLS_DADFE, and IPNLMS_DADFE receivers. The lengths of the feedback filters and IC filters are half the lengths of the feedforward filter. Table 3 shows the average time. It can be observed that the consumption for IPNLMS_DADFE is the shortest, since it does not need the matrix inverse process. However, it does not achieve a considerable performance. Comparing the consumption of RLS_DADFE and the proposed CE_IC+DFE_IC, when the filters length for RLS_DADFE is short, e.g., \( L_{fb} = 18.7 \text{ ms} \), the consumption for DA-DFE is short; however, when the filter length for RLS_DADFE is relatively long, the consumption is significantly increased. For example, when the filter length time is \( 62.5/18.75 = 3.33 \), the consumption time is \( 4408.8/45.85 = 96.1 \). However, the consumption of our proposed method almost remains the same. The key reason for this is that the RLS_DADFE performs symbol by symbol, while our proposed method performs block by block. From Table 3, it can be concluded that when the channel length is long, our proposed method has great advantages over RLS_DADFE in terms of computational complexity.
Table 3. Average running time.

| Method                      | $L_{fb} = 18.7$ ms | $L_{fb} = 62.5$ ms |
|-----------------------------|-------------------|-------------------|
| CE_IC+DFE_IC                | 80.41 s           | 80.78 s           |
| RLS_DADFE                   | 45.85 s           | 4408.8 s          |
| IPNLMS_DADFE                | 4.05 s            | 25.70 s           |

4. Conclusions

The DA-DFE is widely used in underwater acoustic communications, but DA-DFE needs to carefully tune some parameters, such as the length of filters and forgotten factor, to achieve convergence. The CE-DFE’s robustness has been verified in underwater acoustic SIMO communications. However, the traditional CE-DFE, including channel estimation and channel equalization, does not consider CoI when used in MIMO communication, and the communication performance is not improved. To address this issue, in this paper, we proposed a new structure for underwater acoustic MIMO communication. The proposed receiver consisted of channel estimation with IC, and channel equalization with IC. Specifically, in channel estimation, the interference was projected to a new subspace where the interference was free; thus, the channel estimation performance was improved, which provided more accurate channel information for the channel equalizer. In channel equalization, IC filters were added to traditional CE-DFE; thus, the interference was further eliminated. In addition, the traditional DA-DFE and our proposed method were compared in terms of output SNR and time. Finally, the sea trial experiment demonstrated that our proposed method outperformed the traditional DA-DFE and traditional CE-DFE. Since our proposed method did not rely on parameters, it was robust for different underwater acoustic channels. Our proposed method provided a new alternative to the design of underwater acoustic MIMO communication systems. In the future, we will consider implementing the proposed method in hardware, and design an underwater acoustic MIMO MODEM.
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Appendix A. Proof of (25)

In this appendix, we simply provide the proof of (25).

\[
P_2^H \mathbf{P}_2 = (I - A_2 (A_2^H A_2)^{-1} A_2^H) (I - A_2 (A_2^H A_2)^{-1} A_2^H)^H
\]

\[
= I - A_2 (A_2^H A_2)^{-1} A_2^H - (A_2 (A_2^H A_2)^{-1} A_2^H)^H + A_2 (A_2^H A_2)^{-1} A_2^H
\]

\[
= I - A_2 (A_2^H A_2)^{-1} A_2^H
\]

\[
= \mathbf{P}_2
\]

(A1)

In the similar way, it is easy to obtain $\mathbf{P}_2 \mathbf{P}_2^H = \mathbf{P}_2$. 


It is assumed $A(:,i)^H A(:,j) = b_{ij}$, then $b_{ij}$ is the $(i,j)$-th entry of matrix $A_2^H A_2$. It is also assumed that, the energy of each transmitted symbol is $\kappa$, the transmitted symbols are independent identically distribution, so when $i = j$, $b_{ij} \approx P\kappa$, when $i \neq j$, $b_{ij} \approx 0$. Hence we can obtain $b_{ij} \ll P\kappa$. Finally, it can be obtained $A_2^H A_2 \approx (P\kappa)I$. Similarly, it can be achieved $A_2 A_2^H \approx (L\kappa)I$. As a result, we obtain

$$A_2 (A_2^H A_2)^{-1} A_2 \approx \frac{L}{P} I,$$  \hspace{1cm} (A2)

and

$$P_2 \approx \frac{P - L}{P} I.$$  \hspace{1cm} (A3)
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