gPCE-Based Stochastic Inverse Methods: A Benchmark Study from a Civil Engineer’s Perspective
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Abstract: In civil and mechanical engineering, Bayesian inverse methods may serve to calibrate the uncertain input parameters of a structural model given the measurements of the outputs. Through such a Bayesian framework, a probabilistic description of parameters to be calibrated can be obtained; this approach is more informative than a deterministic local minimum point derived from a classical optimization problem. In addition, building a response surface surrogate model could allow one to overcome computational difficulties. Here, the general polynomial chaos expansion (gPCE) theory is adopted with this objective in mind. Owing to the fact that the ability of these methods to identify uncertain inputs depends on several factors linked to the model under investigation, as well as the experiment carried out, the understanding of results is not univocal, often leading to doubtful conclusions. In this paper, the performances and the limitations of three gPCE-based stochastic inverse methods are compared: the Markov Chain Monte Carlo (MCMC), the polynomial chaos expansion-based Kalman Filter (PCE-KF) and a method based on the minimum mean square error (MMSE). Each method is tested on a benchmark comprised of seven models: four analytical abstract models, a one-dimensional static model, a one-dimensional dynamic model and a finite element (FE) model. The benchmark allows the exploration of relevant aspects of problems usually encountered in civil, bridge and infrastructure engineering, highlighting how the degree of non-linearity of the model, the magnitude of the prior uncertainties, the number of random variables characterizing the model, the information content of measurements and the measurement error affect the performance of Bayesian updating. The intention of this paper is to highlight the capabilities and limitations of each method, as well as to promote their critical application to complex case studies in the wider field of smarter and more informed infrastructure systems.
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1. Introduction

In recent decades, increasing effort has been devoted to the identification of constructed systems. Structural identification (St-Id) is actually a subfield of system identification, which originated in electrical engineering in relation to circuit and control theory; it has been defined as “the parametric correlation of structural response characteristics predicted by a mathematical model with analogous quantities derived from experimental measurements” [1].

Models that might be updated can be classified in two main classes: physics-based models, such as mathematical physics and discrete geometric models and non-physics-based models, such as inter alia probabilistic, statistical and meta-models.
Discrete geometric models include finite element (FE) models, commonly used in civil, bridge and structural engineering to analyze, e.g., the internal forces and displacements of structures in several limit states, or to predict the response of the system to dynamic actions such as earthquakes, wind and traffic. It must be emphasized, on the one hand, that the input parameters of the model (material properties, geometric properties, boundary conditions, load conditions, etc.) are affected by different sources of uncertainty; on the other, that simplifying modelling assumptions regarding the model structure are often required or implicitly made. All these issues may significantly decrease the quality and accuracy of the numerical model, which consequently needs suitable updating.

To improve the model, a possible technique relies on direct measurements of the parameter of interest; however, this approach is often hindered by several difficulties. For example, when assessing material parameters of existing structures, only a few non-destructive or semi-destructive in situ tests can be performed, due to the necessity to safeguard integrity and static performances of the construction [2–4]. Another frequently used approach consists of collecting static and dynamic information about the global and local behavior of the built structure of interest in its service state; to assess the structural response, particularly relevant parameters are, inter alia, strains, displacements, accelerations, time histories, frequency response functions, natural frequencies, mode shapes, etc. The latter approach is usually less intrusive, since experiments can often be executed in an operational state of the structure.

The uncertain input parameters of the model can be thus identified resorting to model updating techniques, also called model calibration or parameter estimation and identification.

Considering the updating procedure, a classical approach is to try to match the response of the updated model and the experimental data [5,6], minimizing the discrepancy between them. This discrepancy is evaluated by means of the so-called objective function. The values of the relevant parameters are indeed determined by minimizing the objective function with a suitable optimization algorithm. A problem that is frequently encountered with this approach is that the inversion problem—the task to compute the input parameters from the measured output—is not necessarily a well-posed one. There may be many sets of the parameter values that explain the observation in a “best” way and we restrict ourselves to finding some local minima of the problem. To obtain a unique solution, one may need to resort to a somewhat ad hoc regularization procedure [7].

The relevant input parameters might be considered as deterministic quantities, but, if previous information regarding their uncertainty is available, it is more suitable to describe these parameters as random variables, characterized by appropriate probability distributions that disclose uncertainties about the value of these input parameters. The calibration process of these parameters is tackled here in a probabilistic fashion, with the help of the Bayes theorem [8,9] and the result of the identification is not a deterministic value of the parameters but an updated version of the a priori defined distributions. Furthermore, such a model can take into account both the confidence level of the input parameters and the confidence level of the measured responses.

Pioneering applications of the Bayesian inference methods for structural identification are in [10–13], while new examples can be found in [14–16]. Comprehensive reviews of this topic are given in [17–19]. The idea of probabilistic inversion is only now becoming more widespread in the civil engineering community. Nevertheless, some very promising applications for the calibration of FE model parameters are presented in [20], for a r.c. water tank; in [21], for a concrete gravity dam; in [22], for a cable-stayed footbridge using dynamic measurements; and in [23], for a tall timber building. With such methods, not only parameters but also uncertain fields can be identified; for example, the compressibility field of soil below a gas platform is identified in [24] while a Bayesian hierarchical model is presented in [25] to characterize the spatial behavior of climate extremes.
In recent years, research has widely focused on the computational aspects of the Bayesian inverse method [26]. The brute force approach is represented by the Markov Chain Monte Carlo (MCMC) method [27–30]. This approach has the advantage of being model-independent, but it requires a huge number of model simulations. The MCMC generates samples of the Bayesian posterior distribution of the parameters by a random walk, but, at every random step of the walk, the model response has to be evaluated at a new value of the parameters, which is computationally expensive. To speed up the process, it is possible to resort to a surrogate model of the system response, which can be obtained through a general polynomial chaos expansion (gPCE) of the model response [31–34]. Here, the idea is to replace the computationally expensive physics-based model—the FE model—with a computationally inexpensive non-physics-based model—the surrogate model—carrying out the updating of the first through the updating of the second. Applications of the gPCE-based stochastic inverse method for structural identification can be found in [20–24,35–44].

However, despite the implementation of the surrogate model, the MCMC is still affected by a low convergence rate; furthermore, it would be desirable to have a functional representation of the updated parameters instead of only obtaining samples of it. This can be especially important when the updating process has to be sequentially updated as new measurements become available. The Polynomial Chaos Expansion-based Kalman Filter (PCE-KF) [45,46] is a linear Bayesian filter in which all random variables, the prior input parameters, the measurable outputs as well as the updated input parameters are functionally approximated, enabling a sampling-free updating. Nonetheless, the applicability of this method is mainly restricted to linear models. A recently proposed method based on the Minimum Mean Squared Estimator (MMSE) [47–49] overcomes this limitation by using a non-linear filter; this method is also explained and investigated in this paper. Evidently, the advantage of the used functional representation becomes more relevant as the complexity of the given construction, or of the given infrastructure, increases.

2. Scope of the Overview

As highlighted in the introduction, the application of Bayesian inverse methods has grown rapidly in recent years in many research fields, including structural identification. However, Bayesian inverse methods are often seen as “perfect” tools and applied without paying so much attention to the peculiarities of the investigated problem and the capabilities of the adopted updating procedure.

The aim of this work is to familiarize civil engineers with gPCE-based Bayesian inversion methods through “toy models” and simple civil engineering examples. In presenting and discussing the results obtained with different updating procedures for these simple examples, the capabilities of the different updating procedures are shown, focusing on the expected outcomes of the updating, as well as on the interpretation and skilled use of results. Keeping this in mind and without pretending to be exhaustive, we would like to draw attention to a few aspects of the St-Id problem, especially those that are more relevant from a civil engineering perspective [50]. In other words, we focus on the degree of non-linearity of the model, the engineering knowledge that is reflected by the adopted prior distribution model, the number of random variables involved in the problem, the information content of the available measurements and the magnitude of the measurement error. The aim is to promote a critical approach to the use of the mentioned gPCE-based updating procedures by first testing them on simplified models and then by moving to more complex and realistic case studies. There are seven relevant benchmark models considered in this paper:

- Four analytical, abstract toy models;
- A one-dimensional static model (a clamped beam);
- A one-dimensional dynamic model (an inverse pendulum);
- An FE model of a real structure (a reinforced concrete water tank).
The updating procedures presented in the introduction, namely, the PCE-based MCMC, the PCE-KF and the method based on the MMSE, are tested on the benchmark; artificial measurements are generated, and the performance of each method is assessed. In this way, this study identifies the capabilities and limitations of each method, which is a useful approach for civil engineering. In fact, the correct use of updating procedures can provide evidence for informed decision making not only at the reliability assessment stage, but also during the design and maintenance planning of engineering structures and infrastructures [20].

In the following section, the Bayesian approach to the inverse problem is introduced and the numerical procedures are described in detail; then, the benchmark study is carried out and the partial outcome of each analysis is discussed, leading us to draw some promising conclusion.

3. Methods
3.1. The Bayesian Approach to the Inverse Problem

Let us consider a mechanical system whose behavior is modelled by a set of governing equations, i.e., partial differential equations. Let us suppose that the mechanical model is characterized by a vector \( \mathbf{Q}: \Omega \rightarrow \mathbb{R}^k \) of input random parameters, with \( \Omega \) the set of possible events. The epistemic uncertainty coming from our lack of knowledge is modelled by this randomness and we assign some arbitrary prior probability distribution \( \pi_Q(\mathbf{q}) \) of the \( \mathbf{Q} \) random vector, based on engineering judgement and professional expertise. We note one realization of \( \mathbf{Q} \) by \( \mathbf{q} \in \mathbb{R}^k \). Further in the paper, capital letters are used for random variables and small letters for their realizations. For mathematical convenience, we also introduce a map \( F: \mathbb{R}^k \rightarrow \mathbb{R}^n \), which maps this set of random variables into a set of mutually independent random variables \( \mathbf{Z}: \Omega \rightarrow \mathbb{R}^n \), characterized by elements \( Z_i \), each one characterized by a standard normal distribution \( \mathcal{N}(0,1) \). We suppose that the \( F \) map is a bijective one. Due to the independence, the joint prior density function of \( \mathbf{Z} \) reads

\[
\pi_Z(\mathbf{z}) = \prod_{i=1}^{n} \pi_i(z_i) \quad (1)
\]

Let the relationship between the vector \( \mathbf{Q} \) and the observable \( \mathbf{u} \) given by the forward model \( G \) be

\[
\mathbf{u} = G(\mathbf{q}), \quad G: \mathbb{R}^k \rightarrow \mathbb{R}^m \quad (2)
\]

where \( \mathbf{u} \in \mathbb{R}^m \) is a vector gathering the response quantities. Here, it is assumed that there exists a deterministic solver (e.g., an FE model code) that takes as input a given set of input parameters \( \mathbf{q} \) and provides a unique response vector \( \mathbf{u} \). Typically, the operator \( G \) is not given explicitly, but defined by numerically solving some partial differential equation; nevertheless, here, we write this operator in an abstract way.

Since measurement errors are unavoidable in practice, observable data \( \mathbf{y}_m \) may not match the true value of the response \( \mathbf{u} \); thus, assuming additional observational errors \( \mathbf{e} \), the measurement data take the form

\[
\mathbf{y}_m = \mathbf{u} + \mathbf{e} = G(\mathbf{q}_{true}) + \mathbf{e}, \quad (3)
\]

where \( \mathbf{e} \in \mathbb{R}^m \) is one realization of a random vector \( \mathbf{E}: \Omega \rightarrow \mathbb{R}^m \) modelling the measurement error. Here, we assume \( \mathbf{E} \) to be some mutually independent Gaussian random variables with joint probability density function (pdf):

\[
\pi_E(\mathbf{e}) = \prod_{i=1}^{m} \pi_{e_i}(e_i). \quad (4)
\]
The Bayesian approach seeks to estimate the updated density of the random vector \( Q \) given a set of observations \( y_m \). The Bayes rule takes the form

\[
\pi_{Q|y_m}(q) = \frac{\pi_{y_m|q}(y_m|q)\pi_Q(q)}{\int \pi_{y_m|q}(y_m|q)\pi_Q(q)\,dq}
\] (5)

where \( \pi_Q(q) \) is the prior probability density of \( Q \); \( \pi_{y_m|q}(y_m|q) \) is the likelihood function; and \( \pi_{Q|y_m}(q) \) is the density of \( Q \) conditional on the data \( y_m \); or, in other words, the posterior probability density of \( Q \). In this case, the likelihood reads

\[
L(q) = \pi_{y_m|q}(y_m|q) = \prod_{i=1}^{m} \pi_{e_i}(y_{m+i} - u_i).
\] (6)

It must be recalled that, in most cases, the likelihood and thus the posterior distribution cannot be analytically derived in a closed form.

3.2. Numerical Approach to the Bayesian Updating

3.2.1. Surrogate Modelling: The Polynomial Chaos Expansion

Let us consider an engineering system. Performing uncertainty quantification analysis, as well as solving Bayesian inverse problems for such a system, may require running the forward model \( G \) many times with a high computational cost. In order to speed up the computations, a proxy model for the predicted measurable \( u \) replacing the \( G \) map can be extremely helpful. Here, the PCE surrogate model is adopted. For an extensive review of this topic, please refer to [7, 51].

Without going into mathematical details, if \( U = G(Q) \) has a finite variance, the \( U_h \) approximation of the response reads

\[
U = G(F^{-1}(Z)) \approx U_h = \sum_{i} \hat{u}_i \Phi_i(Z)
\] (7)

where \( \Phi_i(Z) = \phi_0, \ldots, \phi_n \) are the PCE basis functions, some orthogonal multivariate polynomials of total degree less than or equal to \( N \), and \( \hat{u}_i \) are the coefficients of the PCE. As \( Z \) is a Gaussian vector, the corresponding orthogonal polynomials with respect to the Gaussian measure are the Hermite polynomials. The computation of the coefficients can be carried out with different methods, such as interpolation, regression, or pseudo-spectral projection. For further details about this topic, please refer to [7, 51]. When the PCE of a given forward model is available, one has, in fact, an analytical representation of \( u \) in terms of \( z \), with the advantage that, for any realization of the random parameter \( Q \), the response \( u \) can be easily evaluated by first mapping \( q \) to \( z \) and then evaluating the PCE, with not much computational expense. This is crucial when the deterministic solver is computationally demanding. Furthermore, statistical information can be also analytically computed in a straightforward and efficient manner. Similarly, the parameter \( Q \) and the measurement error \( E \) can also be represented with a PCE expansion:

\[
Q_h = F^{-1}(Z) = \sum_{i} \hat{q}_i \Phi_i(Z)
\] (8)

\[
E = \sum_{i} \hat{e}_i \Phi_i(X),
\] (9)

where \( \Phi_i(Z) \) and \( \Phi_i(X) \) are the PCE basis functions, \( \hat{q}_i \) and \( \hat{e}_i \) are the corresponding PCE coefficients and \( X \) is a set of standardized Gaussian random variables. Then, assuming an additive error (Equation (3)), the measurement model \( Y \) can be written with the PCE:
\[ Y_h = U_h + E = \sum_j \hat{u}_j \Phi_j(Z) + \sum_j \hat{e}_j \Phi_j(X). \] (10)

The data \( y_m \) that will be measured represent a sample of the \( Y \) measurement model. To simplify the computations, the two PCE representations in Equation (10) can be combined, obtaining a single PCE:

\[ Y_h = \sum_j \hat{y}_j \Phi_{c_j}(Z, X), \] (11)

where \( \Phi_{c_j} \) is the same PCE basis adopted for \( U_h \), but further extended with the basis function of \( E \) [24].

3.2.2. The Markov Chain Monte Carlo (MCMC) Method

As mentioned before, in most cases, the posterior distribution \( \pi_{q|y_m}(q) \) cannot be derived in a closed form, but it can be estimated by sampling techniques. One of the most used method is the MCMC. The algorithm of the MCMC samples from the posterior distribution, with the help of a random walk, constructs a Markov chain that has the desired pdf as its equilibrium distribution [52]. This approach is not only very general and intuitive, but also easy to compute. Nevertheless, the MCMC algorithm is a very demanding procedure; in fact, the system response must be individually evaluated for each new proposed sample.

A random walk starts at a point of the parameter space \( q^{(j)} \) of the \( Q \), e.g., at the mean value of the a priori distribution. Considering \( j = 0 \), the sample \( q^{(j)} \) is plugged into the forward model \( G \). Once the response \( u^{(j)} = G(q^{(j)}) \) is computed, the likelihood \( L(q^{(j)}) \) from Equation (6) and the prior probability \( \pi(q^{(j)}) \) can be easily calculated. The normalization constants of the denominator in Equation (5), which are hard to compute, do not have to be evaluated since the acceptance probability of the random walk only involves the computation of the numerator in Equation (5). Then, a proposal is made to randomly change the value of the parameters to \( q^{(j+1)} \) by sampling from the so-called proposal density. At this new value, the numerator of Equation (5) is recomputed. If the numerator in the new point \( q^{(j+1)} \) is higher than the one at the actual point \( q^{(j)} \), the new point is accepted as a sample point. If it is lower, the closer the numerator (and thus the posterior probability) at this new sample point is to the numerator at the previous point, the higher the probability is of accepting this new value of the parameters. When the proposal distribution is symmetric, the probability of acceptance of each step \( j + 1 \) is computed from the ratio of the posterior probabilities, which is

\[ r = \min\{1, \frac{L(q^{(j+1)})\pi_q(q^{(j+1)})}{L(q^{(j)})\pi_q(q^{(j)})}\}. \] (12)

When the step is not accepted, then the \( (j + 1) - \) th sample point is the same as the previous \( j - \) th sample point of \( Q \). The process is repeated till the equilibrium distribution is reached. The speed of the convergence may significantly depend on the initial step. Because the beginning of the chain is still influenced by the starting point, it is common to exclude a few starting samples from the chain, the so-called “burn in period” [24]. In order to improve the efficiency of the MCMC method, the introduced PCE surrogate model can be used, instead of using the computationally expensive FE solver, for all the samples [53].

Here, we implemented a parallelized multiple chain version of the algorithm that could further speed up the computations. The algorithm is described in Appendix A.

3.2.3. Ensemble Kalman Filter and the Sample Free Kalman Filter

The Kalman Filter (KF) was initially proposed as a method for sequential state estimation for incompletely observable, linear discrete-time dynamics [45]. The KF scheme can be also applied to solve the inverse problem [54]. As the KF assumes that the
parameters to be updated are Gaussian, we update the $Z$ parameters instead of $Q$ and then map it back to $Q = F^{-1}(Z)$.

The updated parameter $Q'$ is determined as a combination of the prior parameter $Q$ and the measurement $y_m$ from

$$Q' = Q + K(y_m - Y),$$

where $K$ is the Kalman gain:

$$K = \text{Cov}(Q, U)[\text{Cov}(U) + \text{Cov}(E)]^{-1}.$$

The main assumption of Kalman filtering is that the map from parameter $Q$ to the measurable response $U$ can be written in a linear form. To overcome this limitation, various approximations have been developed. Among others, the Ensemble Kalman Filter (EnKF) keeps the form of the filter given in (14), but computes the covariances by MC samples of $Q$, $U$, and error $E$ [30, 55] To avoid the sampling procedure required by the EnKF, one may resort again to a functional approximation of the random variables; in this light, the linear Bayesian procedure is reduced to a simple algebraic method [51].

In the sample free Kalman filter (PCE-KF), the random input $Q$, the predicted system response $U$ and the measurement model $Y$ can be all represented in a polynomial chaos expansion form, using the approximations in Equations (8)–(10). It is then possible to approximate Equation (13) by

$$Q_{h'} = Q_h + K(y_m - Y_h).$$

where $K$ is the Kalman gain that is calculated according to Equation (14) in an algebraic way, evaluating the covariance matrices directly from the PCE coefficients $q_i$, $u_i$ and $\theta_i$.

It is important to notice that each new measurement enlarges the space we project onto [24, 56]; thus, as the number of measurements increases, the number of PCE terms involved in the expansion grows and, consequently, so does the computational cost of the method. $Q_{h'}$ is described in the combined basis; therefore, before using Equation (15), $Q_h$ and the deterministic values $y_m$ should be described in terms of this combined basis $\Phi_{c,i}$. More details about the implementation of the algorithm can be found in [24].

3.2.4. Method Based on the Minimum Mean Squared Error Estimator

The advantage of the Kalman Filter when compared with the brute force MCMC is that it is computationally much more efficient, provided that a PCE surrogate model is available providing a closed form of the posterior. With such a closed form, a sequential update becomes possible, so a new update can be computed once new information about the response arrives. To obtain the posterior, the Kalman Filter applies a linear estimator, but the limitation of linearity can be removed by applying a Minimum Mean Square Estimator (MMSE).

Recalling that $Q: \Omega \rightarrow \mathbb{R}^{nk}$ is the vector of input random parameters and that $y_m \in \mathbb{R}^m$ is the measurement of the system output, an estimator $\hat{\varphi}: \mathbb{R}^m \rightarrow \mathbb{R}^k$ is any function of the measurement $y_m$. Instead of the Bayesian posterior, we formulate the conditional expectation [48, 49] as

$$\hat{\varphi} = \mathbb{E}[Q|Y],$$

where the estimator $\hat{\varphi}$ minimizes the mean square error,

$$e_{\text{MSE}}^2 = \mathbb{E} \left[ (Q - \varphi(Y))^2 \right],$$

of $Q$ given the measurement model $Y$ and provides a numerical framework for non-linear filtering [57]. In order to carry out the minimization, $\varphi$ is defined over a finite dimensional function space $\mathbb{V}_\varphi$. It is a space spanned by some basis functions $\Psi_i$, e.g., some multivariate fixed polynomials. If we restrain the minimization to such subspace, the estimator $\varphi$ can be written as linear combination of these basis functions up to degree $P$:
\[ \varphi := y_m \mapsto \sum_i \varphi_i \psi_i(Y). \] (18)

In this way, the problem of computing the minimizer is reduced to solving a system of linear equations

\[ A \varphi = b. \] (19)

the unknown coefficients \( \varphi_i \) in Equation (18) being collected in the vector \( \varphi \) and

\[ [A]_{ij} = \mathbb{E}[\psi_i(Y(Z,X))\psi_j(Y(Z,X))], \] (20)

\[ [b]_i = \mathbb{E}[Q(Z)\psi_i(Y(Z,X))]. \] (21)

being integrals that can be evaluated with the help of numerical integration:

\[ \mathbb{E}[\psi_i(Y(Z,X))\psi_j(Y(Z,X))] \approx \sum_k w_k \psi_i(Y(Z,X))\psi_j(Y(Z,X)) \] (22)

\[ \mathbb{E}[Q(Z)\psi_i(Y(Z,X))] \approx \sum_k w_k Q(Z)\psi_i(Y(Z,X)) \] (23)

Then, the updated input parameter is described by

\[ Q'(Z,Y) = Q(Z) - \varphi(Y(Z,X)) + \varphi(y_m). \] (24)

and the posterior distribution can be estimated directly from samples of the Gaussian-independent random variables \( Z \) and \( X \). Further details regarding the optimization algorithm are also given in [24,49].

4. Benchmark Study

The performance of the methods described in the previous section is investigated with respect to the most relevant issues: the degree of non-linearity of the model, the adopted prior distribution, the measurement error, the information content of the measurements and the number of random variables. The benchmark models introduced in the section “Scope of the Overview” are considered in this study. However, some models are more suitable than others for investigating specific issues; Table 1 shows a comprehensive overview of the aspects investigated through the different models.

| Model                  | Non-Linearity of the Model | Magnitude of Prior Uncertainty | Magnitude of Measurement Error | Number of Measurements | Number of Random Variables |
|------------------------|----------------------------|--------------------------------|-------------------------------|------------------------|---------------------------|
| Analytical, abstract models | ✓                          | ✓                              | ✓                             | -                      | -                         |
| One-dimensional static model | ✓                          | ✓                              | ✓                             | ✓                      | -                         |
| One-dimensional dynamic model | ✓                          | ✓                              | ✓                             | -                      | ✓                         |
| FE model               | ✓                          | ✓                              | ✓                             | ✓                      | ✓                         |

The numerical results of the benchmark study are given in Tables 2–11 in terms of posterior modes and percentage deviation from the assumed true values of the random parameters, while graphical representations are provided in the relevant Figures. The diagrams illustrated in these have a double y-axis, with the left axis being used for PDF and the right axis for the model response. Each figure reports:

- The prior PDF, in blue;
The posterior PDFs obtained via MCMC (cyan), via PCE-KF (green) and via NL-MMSE (red solid line);
- The true value of the parameter $q_{\text{true}}$ (red dashed line);
- The model response $u(q)$, in black;
- The measurement $y_m$ from which the update was computed (black dashed line);
- The $\pm 3 \sigma$ region of the measurement (grey area).

The updating algorithms, which were developed from the open source stochastic library called SGLIB [58], are set up in the following way:

- For MCMC, the starting point of the random walk was the mean of the prior distribution and running multiple chains, as discussed in the Appendix; the posterior distribution was described by 50,000 or more samples;
- For the NL-MMSE, a degree $p = 10$ was used for the polynomial approximation, on the basis of the updating results obtained with different degrees of approximation.

### Table 2. Performance of the different updating procedures: comparison of posterior mode $q_m^\prime$ and $q_{\text{true}} = \mu + \sigma = 2.5$.

| Method | Model 1 | Model 2a | Model 2b | Model 3 |
|--------|---------|----------|----------|---------|
|        | $q_m^\prime$ | $q_m^\prime$ | $q_m^\prime$ | $q_m^\prime$ | $q_m^\prime$ |
| MCMC   | 2.454   | 1.84     | 2.503    | 0.12    | 2.495    | 0.20    | 2.497    | 0.12   |
| PCE-KF | 2.466   | 1.36     | 2.494    | 0.24    | 2.457    | 1.72    | 2.498    | 0.08   |
| MMSE   | 2.442   | 2.32     | 2.495    | 0.20    | 2.501    | 0.04    | 2.506    | 0.24   |

### Table 3. Performance of the different updating procedures: comparison of posterior mode $q_m^\prime$ and $q_{\text{true}} = \mu + 3\sigma = 3.5$.

| Method | Model 1 | Model 2a | Model 2b | Model 3 |
|--------|---------|----------|----------|---------|
|        | $q_m^\prime$ | $q_m^\prime$ | $q_m^\prime$ | $q_m^\prime$ |
| MCMC   | 3.235   | 7.57     | 3.457    | 1.23    | 3.480    | 0.57    | 3.484    | 0.46   |
| PCE-KF | 3.244   | 7.31     | 3.761    | 7.46    | 3.799    | 8.54    | 4.496    | 28.46  |
| MMSE   | 3.249   | 7.17     | 3.467    | 0.94    | 3.679    | 5.11    | 3.502    | 0.06   |

### Table 4. Performance of the different updating procedures: comparison of posterior mode $EJ_m^\prime$ and $EJ_{\text{true}} = m + s = 1.2$.

| Method | 1 Measurement | 2 Measurements | 3 Measurements |
|--------|---------------|----------------|----------------|
|        | $EJ_m^\prime$ | $EJ_m^\prime$ | $EJ_m^\prime$ |
| MCMC   | 1.187         | 1.08           | 1.193          | 0.58          | 1.201    | 0.33   |
| PCE-KF | 1.175         | 2.08           | 1.174          | 2.17          | 1.122    | 1.92   |
| MMSE   | 1.181         | 1.58           | 1.19           | 0.83          | 1.195    | 0.5    |

### Table 5. Performance of the different updating procedures: comparison of posterior mode $EJ_m^\prime$ and $EJ_{\text{true}} = m + 3s = 1.6$.

| Method | 1 Measurement | 2 Measurements | 3 Measurements |
|--------|---------------|----------------|----------------|
|        | $EJ_m^\prime$ | $EJ_m^\prime$ | $EJ_m^\prime$ |
| MCMC   | 1.558         | 2.63           | 1.578          | 1.38          | 1.582    | 1.13   |
| PCE-KF | 1.424         | 11             | 1.427          | 10.81         | 1.428    | 10.75  |
| MMSE   | 1.554         | 2.88           | 1.576          | 1.5           | 1.584    | 1      |

### Table 6. Performance of the different updating procedures after mapping the response: comparison of posterior mode $EJ_m^\prime$ and $EJ_{\text{true}} = m + s = 1.2$.

| Method | 1 Measurement | 2 Measurements | 3 Measurements |
|--------|---------------|----------------|----------------|
|        | $EJ_m^\prime$ | $EJ_m^\prime$ | $EJ_m^\prime$ |
| MCMC   |               |                |                |
| PCE-KF |               |                |                |
| MMSE   |               |                |                |
Table 7. Performance of the different updating procedures after mapping the response: comparison of posterior mode \( E_m' \) and \( E_{\text{true}} = m + 3 \ s = 1.6 \).

| Method | 1 Measurement | 2 Measurements | 3 Measurements |
|--------|---------------|----------------|----------------|
|        | \( E_m' \)   | \( \Delta\% \) | \( E_m' \)       | \( \Delta\% \) | \( E_m' \)       | \( \Delta\% \) |
| MCMC   | 1.186         | 1.17           | 1.188          | 1               | 1.195           | 0.42 |
| PCE-KF | 1.175         | 2.08           | 1.19           | 0.83            | 1.191           | 0.75 |
| MMSE   | 1.19          | 0.83           | 1.192          | 0.67            | 1.195           | 0.42 |

Table 8. Comparison of posterior mode \( E_m' \) and \( E_{\text{true}} \) according to different updating procedures.

| Method | \( E_{\text{true}} = E + s_E = 1.2 \) | \( E_{\text{true}} = E + 2 \ s_E = 1.4 \) | \( E_{\text{true}} = E + 3 \ s_E = 1.6 \) |
|--------|---------------------------------------|---------------------------------------|---------------------------------------|
|        | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) |
| MCMC   | 1.18        | 1.92           | 1.37        | 1.86           | 1.55        | 2.87 |
| PCE-KF | 1.17        | 2.08           | 1.38        | 1.36           | 1.59        | 0.69 |
| MMSE   | 1.19        | 0.75           | 1.38        | 1.57           | 1.56        | 2.25 |

Table 9. Comparison of posterior mode \( E_m' \) and \( E_{\text{true}} \) according to different updating procedures by measuring the fundamental natural frequency \( f_i \).

| Method | \( E_{\text{true}} = E + s_E = 52 \) | \( E_{\text{true}} = E + 2 \ s_E = 62 \) | \( E_{\text{true}} = E + 3 \ s_E = 72 \) |
|--------|---------------------------------------|---------------------------------------|---------------------------------------|
|        | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) |
| MCMC   | 51.45       | 1.05           | 61.15       | 1.36           | 71.28       | 1.01 |
| PCE-KF | 51.58       | 0.81           | 62.83       | 1.35           | 75.43       | 4.77 |
| MMSE   | 51.87       | 0.25           | 61.66       | 0.55           | 71.49       | 0.71 |

Table 10. Comparison of posterior mode \( E_m' \) and \( E_{\text{true}} \) according to different updating procedures by measuring the displacement in two different points.

| Method | \( E_{\text{true}} = E + s_E = 52 \) | \( E_{\text{true}} = E + 2 \ s_E = 62 \) | \( E_{\text{true}} = E + 3 \ s_E = 72 \) |
|--------|---------------------------------------|---------------------------------------|---------------------------------------|
|        | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) |
| MCMC   | 51.52       | 0.81           | 60.65       | 2.18           | 69.51       | 3.46 |
| PCE-KF | 50.36       | 3.15           | 56.58       | 8.75           | 61.83       | 14.13|
| MMSE   | 51.54       | 0.89           | 60.86       | 1.84           | 69.81       | 3.05 |

Table 11. Comparison of posterior mode \( E_m' \) and \( E_{\text{true}} \) according to different updating procedures (after mapping) by measuring the displacement in two different points.

| Method | \( E_{\text{true}} = E + s_E = 52 \) | \( E_{\text{true}} = E + 2 \ s_E = 62 \) | \( E_{\text{true}} = E + 3 \ s_E = 72 \) |
|--------|---------------------------------------|---------------------------------------|---------------------------------------|
|        | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) | \( E_m' \) | \( \Delta\% \) |
| MCMC   | 51.70       | 0.57           | 60.73       | 2.04           | 69.26       | 3.81 |
| PCE-KF | 51.45       | 1.05           | 62.33       | 0.53           | 74.55       | 3.54 |
| MMSE   | 51.48       | 1.00           | 60.64       | 2.19           | 69.23       | 3.85 |

4.1. Analytical Abstract Models

The stochastic inverse methods previously described are first tested on four analytical abstract models, characterized by an increasing degree of non-linearity:

- Model 1: \( u(q) = 1 + \alpha \ q, \ \alpha = 1 \);
- Model 2a: \( u(q) = 1 + q^2 \);
- Model 2b: \( u(q) = 8 - 7 \ q + 2 \ q^2 \);
- Model 3: \( u(q) = 1 + 0.3 \, q^4 \).

It is important to notice that, since these models are explicit, the model response is already a polynomial; a response surface approximating the system response can be still defined by means of the PCE theory. Nevertheless, when working with real-life problems, unfortunately, the surrogate modelling can introduce additional errors in the inversion.

Assuming the input parameter \( Q \) is normally distributed \( N(\mu = 2, \sigma = 0.5) \), synthetic measurements are considered and are obtained by setting the true value of the input random variable \( q_{\text{true}} \) to \( \mu + \sigma \) and \( \mu + 3\sigma \). The measurement data \( y_m \) were generated according to Equation (3), where \( \epsilon \) was sampled from the distribution of the error which was set to be a normal distribution with zero mean and initial standard deviation \( \sigma_e = u(q_{\text{true}})/20 \).

In Figure 1, the results of the update are shown for \( q_{\text{true}} = \mu + \sigma \) and, in Figure 2, those for \( q_{\text{true}} = \mu + 3\sigma \), while, in Tables 2 and 3, they are summarized in terms of the posterior mode \( q'_{\text{post}} \), the true value of the parameter \( q_{\text{true}} \) and the percentage deviation from the true value, \( \Delta\% \).
Figure 1. Comparison of different updating methods considering $q_{\text{true}} = \mu + \sigma$: (a) Model 1, (b) Model 2a, (c) Model 2b and (d) Model 3. In each figure, the following are reported: the prior PDF (in blue); the posterior PDFs obtained via MCMC (in cyan), via PCE-KF (in green) and via NL-MMSE (red solid line); the true value of the parameter $q_{\text{true}}$ (red dashed line); the model response $u(q)$ (black solid line); the measurement $y_m$ (black dashed line); the $\pm 3 \sigma_e$ region of the measurement (grey area).

Figure 2. Comparison of different updating methods considering $q_{\text{true}} = \mu + 3\sigma$: (a) Model 1, (b) Model 2a, (c) Model 2b and (d) Model 3. In each figure, the following are reported: the prior PDF (in blue); the posterior PDFs obtained via MCMC (in cyan), via PCE-KF (in green) and via NL-MMSE (red solid line); the true value of the parameter $q_{\text{true}}$ (red dashed line); the model response $u(q)$ (black solid line); the measurement $y_m$ (black dashed line); the $\pm 3 \sigma_e$ region of the measurement (grey area).

Considering Model 3 and $q_{\text{true}} = \mu + \sigma$, we notice that the posterior distribution obtained with the PCE-KF, which is a linear filter, succeeds on recovering the Bayesian posterior that we obtain by the MCMC. However, in case of an inadequate level of knowledge, represented by a true value rather distant from the prior assumption $q_{\text{true}} = \mu + 3 \sigma$, the PCE-KF is not applicable because of its high deviation. The KF tries to linearize the model using the high probability region of the prior. Due to the flat slope here, the KF
overshoots the posterior. Increasing the degree of the estimator by MMSE improves the results. It must be stressed that, for some problems, the polynomial approximation of the estimator is not suitable for inverting highly non-linear models, according to the limitations pointed out in [59].

As already explained, the inverse problem is ill-posed and this issue is particularly relevant in the case of Model 2b, since, for each possible output of the model, two values of the input can be assigned. Assuming that, in the Bayesian framework, the problem becomes well posed at the price of “only” obtaining probability distributions on the possible values of \( q \) [7], we speculate that the posterior distribution should be bimodal. However, the only method among those analyzed, which is capable of delivering the bimodal distribution, is the MCMC. Nevertheless, the mean of the posterior recovered by the MMSE approximates the mean of the Bayesian posterior sufficiently enough.

We study how the sensitivity of the measured response to variation in the input parameter influences the Bayesian posterior. With this aim, we consider the linear model (Model 1) with different slopes \( \alpha \) and we compute the deviation (\( \Delta \% \)) between the posterior mode \( q_m \) and the true value \( q_{true} \). Figure 3 clearly shows that, as the slope \( \alpha \) increases, the mode of the posterior becomes closer to \( q_{true} \). To analyze the effect of changing the magnitude of the measurement uncertainty, three different values of the standard deviation of the measurement error \( \sigma_\varepsilon \) (\( \sigma_\varepsilon = 0.2, 0.4, \) and \( 0.6 \)) were considered for each slope. As we put less trust in the measurement characterized by a higher value of \( \sigma_\varepsilon \), the Bayesian update puts more weight on the prior knowledge; as a consequence, the posterior mode becomes more distant from the true value. In Figure 3, the deviations are shown for all three methods. Due to the linearity of the model, the three methods should theoretically provide the same result; therefore, the deviations essentially depend on numerical errors.

![Figure 3](image)

**Figure 3.** Percentage deviation \( \Delta \% \) in the updating plotted as a function of the slope \( \alpha \) of the linear model (Model 1) and the measurement error \( \sigma_\varepsilon \) (\( q_{true} = \mu + \sigma \)). Results are compared for the MCMC method (in cyan), the PCE-KF method (in green) and the NL-MMSE method (in red).

Now, we analyze the error update as a function of the measurement error in Figure 4. It must be noticed that the \( \Delta \% \) shows a higher dependency in the case of the linear model than in the non-linear models. This is motivated by the fact that the model outputs of the non-linear model are more sensitive to variations in \( q \) than the linear model.
Therefore, in terms of identification problems, special attention should be devoted not only to the global degree of non-linearity of the system response, but also to the local evaluation of first derivatives in the measurement region. Higher derivatives imply a higher sensitivity of the response to the parameter variation in the investigated region \[60\], thus making parameter identification possible. This should be considered when designing the experiment, e.g., the location of the sensors. In fact, to calibrate the input parameters, outputs should be selected that privilege measurements that are more sensitive to variations in the input parameters themselves.

4.2. One-Dimensional Static Problem

Taking inspiration from \[61\], we consider a one-dimensional static problem, namely, the Euler–Bernoulli cantilever beam shown in Figure 5. The beam, whose length is \(L\), is subjected to a deterministic static-distributed load \(q\).

![Figure 5. Cantilever beam subjected to uniformly distributed transverse load.](image)

By solving the Euler–Bernoulli equation, we trivially obtain the well-known analytical expression for the deflection \(w(x)\):

\[
w(x) = \frac{q}{24EI} \left( x^4 - 4Lx^3 + 6x^2L^2 \right). \tag{25}
\]

Let us assume from our engineering expertise that the bending rigidity \(EI\) has a lognormal prior distribution with mean \(m = 1\) and standard deviation \(s = 0.2\). Our reference random variable \(Z\) is a standardized Gaussian variable and the map from the reference random variable to \(EI\) is

\[
EI = e^{2\alpha + \mu}, \tag{26}
\]

where \(\mu\) and \(\sigma\) are the parameters of the lognormal distribution, given by

\[
\mu = \ln \left( \frac{m^2}{\sqrt{m^2 + s^2}} \right) \quad \text{and} \quad \sigma^2 = \ln \left( 1 + \frac{s^2}{m^2} \right) \tag{27}
\]

The updating is performed considering:

- One measurement of the deflection at the end of the cantilever \((x = L)\);
- Two measurements of the deflection, at \(x = L/2\) and \(x = L\);
Three measurements of the deflection, at \( x = L/3 \), \( x = 2/3L \) and \( x = L \).

The synthetic measurements are obtained by setting the true value of the input random variable to \( m + s \) and \( m + 3s \). The results are reported in Tables 4 and 5 and illustrated, when only one available measurement is hypothesized, in Figure 6.

![Figure 6. Comparison of updating procedures—cantilever beam: (a) \( E_I^{true} = m + s = 1.2 \) and (b) \( E_I^{true} = m + 3s = 1.6 \). In each figure, the following are reported: the prior PDF (in blue); the posterior PDFs obtained via MCMC (in cyan), via PCE-KF (in green) and via NL-MMSE (red solid line); the true value of the parameter \( q^{true} \) (red dashed line); the model response \( u(q) \) (black solid line); the measurement \( y_m \) (black dashed line); the \( \pm 3 \sigma_x \) region of the measurement (grey area).](image)

By the MCMC and MMSE methods, the posterior modes provide a good one-point estimate of bending stiffness. As expected, when increasing the number of measurements, the mode becomes closer to the “true” value of the parameter. PCE-KF performs satisfactorily when the “true” value is in the high prior probability region, but the results are very poor due to the linearization when \( E_I^{true} = m + 3s \). However, since the relationship between the uncertain parameter \( E_I \) and the measurement \( w \) is explicit, a linearization of the measurement operator can easily be performed [53] for this specific case by defining a response map \( \Phi \):

$$\Phi(w(x)) = \frac{1}{w(x)}.$$  \hspace{1cm} (28)

When transforming the observations, the measurement error should also be transformed and the gradient of the map should be calculated in order to define the mapped error.

Repeating the updating after the mapping of the response, we notice that the PCE-KF succeeds in identifying the input—as shown in Figure 7 and Tables 6 and 7—where the percentage deviation \( \Delta\% \) between \( E_I^{true} \) and \( E_I^{true} \) is reduced with respect to the previous case (Tables 4 and 5).
Figure 7. Comparison of updating procedures after mapping—cantilever beam: (a) $E_{\text{true}} = m + s = 1.2$ and (b) $E_{\text{true}} = m + 3s = 1.6$. In each figure, the following are reported: the prior PDF (in blue); the posterior PDFs obtained via MCMC (in cyan), via PCE-KF (in green) and via NL-MMSE (red solid line); the true value of the parameter $q_{\text{true}}$ (red dashed line); the model response $u(q)$ (black solid line); the measurement $y_m$ (black dashed line); the $\pm 3\sigma$ region of the measurement (grey area).

Finally, we study the impact of the measurement error on the posterior distribution for $E_{\text{true}} = m + s$ and $E_{\text{true}} = m + 3s$; the variations in percentage error in the different updating procedures, after mapping, are shown in Figure 8. As highlighted in the previous section, since the derivative of the model in $E_{\text{true}} = m + s$ is greater than the derivative in $E_{\text{true}} = m + 3s$, in the former case, the influence measurement error is smaller than in the latter case. Therefore, the low values of the update errors that we obtain for $q_{\text{true}}$: $\mu + \sigma$ can be explained not only in terms of better prior knowledge, but also in relation to the minor influence of the measurement error.

Figure 8. Percentage error in the updating according to different methods, variations with measurement error: (a) $E_{\text{true}} = m + s = 1.2$ and (b) $E_{\text{true}} = m + 3s = 1.6$. Results are compared for the MCMC method (in cyan), the PCE-KF method (in green) and the NL-MMSE method (in red).
4.3. One-Dimensional Dynamic Problem

We now consider a 1D dynamic problem, which is a single degree of freedom (SDOF) system represented by a cantilever beam with a height $L = 1$ and a mass $m = 10$ at the free end (Figure 9). Despite being schematic, this simple model of an inverted pendulum is widely used in engineering studies; it can be used, for example, as a simplified reference model to study the structural behavior of a bridge pier.

![Figure 9. Single degree of freedom system (SDOF).](image)

Let us assume from our engineering expertise that the bending rigidity $EJ$ is a random variable described by a lognormal prior distribution with mean $\mu_{EJ} = 1$ and standard deviation $\sigma_{EJ} = 0.2$. Then, the updating is performed through a measurement of the fundamental natural frequency of the system $f = \frac{\omega_0}{2\pi} = \sqrt{\frac{k}{m}}$ with $k = \frac{3EJ}{h^2}$.

As observed in the 1D static problem, MCMC and MMSE can be equivalently used for the parameter identification (see Table 8 and Figure 10). However, in this case, PCE-KF also performs a satisfying update because of the low degree of non-linearity of the response in the measurement region.

![Figure 10. Comparison of updating procedures—SDOF: (a) $EJ_{\text{true}} = EJ + 1.2$ and (b) $EJ_{\text{true}} = EJ + 3 s_{EJ} = 1.6$. In each figure, the following are reported: the prior PDF (in blue); the posterior PDFs obtained via MCMC (in cyan), via PCE-](image)
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KF (in green) and via NL-MMSE (red solid line); the true value of the parameter $q_{true}$ (red dashed line); the model response $u(q)$ (black solid line); the measurement $y_m$ (black dashed line); the ±3 $\sigma$ region of the measurement (grey area).

The case in which two parameters, namely $E_J$ and $m$, are affected by uncertainty is now considered. When several uncertain parameters are concerned, it is practical to compute the sensitivities of the model, to establish which parameters can be identified. For non-linear models, local sensitivity is evaluated by the gradient, which changes from point to point in the parametric space when a nonlinear model is considered. For such a model, it is beneficial to look at global sensitivities instead. Variance-based local sensitivities, the Sobol indices [62,63], can be computed in a straightforward and computationally efficient way from the PCE surrogate model [64].

Assuming the mass $m$ is a random variable described by a lognormal prior distribution with mean $\bar{m} = 10$ and coefficient of variation (COV) equal to 0.2—which is the same COV of that previously considered for the bending rigidity $E_J$—the model shows an equal sensitivity to the two uncertain parameters, making them identifiable. Figure 11 shows the results obtained with different updating procedures.

![Figure 11. Comparison of different updating methods with two uncertain parameters—SDOF: (a) prior and marginal posterior pdfs of $E_J$, (b) scatterplot of the samples of the prior and posterior pdfs, (c) prior and marginal posterior pdfs of $m$ and (d) scatterplot of the samples of the prior and posterior pdfs. The prior distributions and the results of the different methods are shown with different colors: prior (in blue), MCMC (in cyan), PCE-KF (in green) and MMSE (in red).](image)

Regarding reducing the uncertainty associated with the mass $m$, i.e., decreasing the coefficient of variation (COV$_m$), the sensitivity of the response to the mass decreases and the mass parameter becomes less identifiable compared to stiffness. This fact can be visualized by means of the response surfaces (Figure 12). Sensitivities for each parameter ($SI_{E_J}$ and $SI_{m}$) are computed in terms of Sobol indices, which are analytically derived directly from the PCE expansion of the model response [64]. Different values of COV$_m$ are considered (COV$_m = 0.05, 0.1, 0.15$ and 0.2); as the sensitivity index for the mass decreases, the dependence of the response surface on the mass parameter weakens. This outcome is graphically shown in Figure 12 by the intersection line of the response surface with the measurement, which becomes almost parallel to the $m$-axis when $SI_{m}$ is reduced, thus making the mass parameter unidentifiable.
Figure 12. Comparison of response surfaces with different sensitivities for the parameters—SDOF: (a) $\text{COV}_m = 0.05$, (b) $\text{COV}_m = 0.1$, (c) $\text{COV}_m = 0.15$ and (d) $\text{COV}_m = 0.2$.

This evidence is corroborated by the results shown in Figure 13, where the posterior modes and standard deviation of the two parameters are plotted against Sobol indices. Posterior modes for $E_I$ and $m$ become closer to the true value (dashed black lines) as the sensitivity of the model, with respect to these parameters, increases; the $E_I$ posterior standard deviation decreases and the $m$ posterior standard deviation increases, as the $m$ prior standard deviation increases due to the increased sensitivity of the response surface to the mass parameter.

Figure 13. Posterior modes and standard deviations of $E_I$ and $m$ considering the variation in sensitivities ($S_{E_I}$ and $S_{m}$): (a) posterior mode $E_I^\text{post}$, (b) posterior standard deviation $E_I^\text{post}$, (c) posterior mode $m^\text{post}$, and (d) posterior standard deviation $m^\text{post}$. Results are compared for the MCMC method (in cyan), the PCE-KF method (in green) and the NL-MMSE method (in red).
4.4. Real Case Study: Reinforced Concrete Water Tank

A real case study of a reinforced concrete water tank, already analyzed by the authors in a previous study [20], is now considered in the benchmark study. This water storage facility is a component of a complex infrastructure system and its maintenance requires special attention for fundamental functioning within the network. In order to analyze its structural behavior, the FE model illustrated in Figure 14 is created and, to reduce the uncertainty in the reliability assessment, a calibration of the input parameters is carried out considering different measurements and updating procedures.

![Figure 14. FE model of the concrete water tank.](image)

In a first stage, the modulus of elasticity $E$ is considered as the unique uncertain parameter of the model, which is characterized by a lognormal prior distribution with mean $\bar{E} = 42$ GPa and standard deviation $s_E = 10$ GPa. The updating is carried out by measuring the fundamental natural frequency $f_1$, whose measurement error can be described by a normal distribution $\mathcal{N}(0, 0.02$ Hz). The results are shown in Table 9 and Figure 15, confirming what was observed for the SDOF problem. In fact, MCMC and MMSE give good results in terms of posterior modes compared with the true values; PCE-KF is also able to perform a satisfactory update because of the low degree of non-linearity of the response when the measurement is close to the prior mean ($\bar{E} \pm 2s_E$ region).
Figure 15. Comparison of updating procedures—concrete water tank: (a) $E_{\text{true}} = \bar{E} + s_E$ and (b) $E_{\text{true}} = \bar{E} + 3s_E$. In each figure, the following are reported: the prior PDF (in blue); the posterior PDFs obtained via MCMC (in cyan), via PCE-KF (in green) and via NL-MMSE (red solid line); the true value of the parameter $E_{\text{true}}$ (red dashed line); the model response $f(E)$ (black solid line); the measurement $f_m$ (black dashed line); the $\pm 3\sigma_E$ region of the measurement (grey area).

The updating of the uncertain parameter is then performed considering the measurement of displacements in two different points (for an extensive description of the experimental campaign, please refer to [20]). The pdf of the measurement error of the displacement is characterized by a standard deviation of $\sigma_E = 0.1$ mm. The results are summarized in Table 10. It emerges that larger errors are obtained and the PCE-KF is not able to perform the update due to the increased degree of non-linearity of the response. Linearizing the measurement operator is again a good way to reduce the errors for the PCE-KF, as confirmed by the results in Table 11.

The impact of the measurement error on the results of the updating is also investigated by increasing the standard deviation $\sigma_E$ from 0.1 to 0.5 mm. The results are illustrated in Figure 16 for both cases: $E_{\text{true}} = \bar{E} + s_E$ and $E_{\text{true}} = \bar{E} + 3s_E$. Similar trends are obtained for the different updating methods with slightly higher values of deviation for the PCE-KF.
Figure 16. Percentage deviation in the updating according to different methods, variation with measurement error: (a) $E_{\text{true}} = \bar{E} + s_E$ and (b) $E_{\text{true}} = \bar{E} + 3s_E$. Results are compared for the MCMC method (in cyan), the PCE-KF method (in green) and the NL-MMSE method (in red).

We assume now that the density $w$ of reinforced concrete is also a random variable, which can be described by a lognormal prior distribution with mean $\bar{w} = 24\text{kN/m}^3$ and standard deviation $s_w = 1.2\text{kN/m}^3$. First, the forward problem is solved and the Sobol indices of the random parameters are computed in order to assess their identifiability. Sobol indices are equal to 0.98 for concrete elastic modulus and to 0.02 for concrete density $w$, denoting the low relevance of concrete density in the computation of the response. This outcome is confirmed by the diagram in Figure 17.

Figure 17. Response surface of the fundamental natural frequency $f$—concrete water tank.

Looking at the figure, it can be observed that the intersection of the response surface (in green) and of the measurement plane is a line (in red) almost parallel to the $w$-axis. Based on these observations, we expect that the identifiable parameter is only the elastic modulus; this conclusion is confirmed by the results illustrated in Figure 18.
Figure 18. Comparison of different updating methods with two uncertain parameters—concrete water tank: (a) prior and marginal posterior pdfs of $E$, (b) scatterplot of the samples of the prior and posterior pdfs, (c) prior and marginal posterior pdfs of $m$ and (d) scatterplot of the samples of the prior and posterior pdfs. The prior distributions and the results of the different methods are shown with different colors: prior (in blue), MCMC (in cyan), PCE-KF (in green) and MMSE (in red).

5. Conclusions

In this paper, three PCE-based stochastic inverse methods—the Markov Chain Monte Carlo (MCMC), the polynomial chaos expansion-based Kalman Filter (PCE-KF) and a method based on the minimum mean square error (MMSE)—are tested on a benchmark of models characterized by an increasing degree of complexity, namely four analytical abstract models, a one-dimensional static model, a one-dimensional dynamic model and an FE model. Meanwhile, important problems commonly encountered in civil, structural and engineering fields are also taken into consideration; most notably, the degree of non-linearity of a model, the basic engineering knowledge reflected by an adopted prior model, the sensitivity of a model to the uncertain parameters, the information content of the available measurements and the magnitude of the measurement error.

From the presented results, it is possible to draw the following conclusions:

- The PCE-KF struggles to identify the input parameters when the dependence of the measurable quantities is non-linear. This is especially true when the non-linearity is significant and when the “true” value of the parameter lies in a low prior probability region. However, the performance of the method can be improved by defining a mapping function capable of linearizing the model’s response, when such a map is available, or when it can be easily envisioned. For example, if the task is to identify the stiffness of a structure by measuring displacements, the flexibility (the inverse of the stiffness) should instead be identified. In more sophisticated highly non-linear FE models, one does not have the knowledge of the magnitude of non-linearity and/or it is difficult to convert the problem to a linear description [65,66]. Therefore, after checking nonlinearity by means of uncertainty quantification methods, if the non-linearity is strong, it is recommended to use another method for updating.

- The MCMC is an efficient but brute force method for all investigated models, capturing the bimodal shape of the posterior distribution. However, on the one hand, the method requires a high computational effort; on the other hand, its convergence can be very slow. In addition, the derived posterior is only given in the form of samples. Such a description makes a sequential update difficult when we wish to repeat the update when new measurements become available. Nevertheless, when the goal is to update the structural model only once, in an offline manner, this is a very effective method to tackle the posterior distribution of the uncertain parameters or fields, that can be used in a general way for any civil engineering problems.

- The MMSE represents a good alternative to an MCMC capable of deriving a closed form of the posterior in terms of functional representation. The performance of MMSE was promising for all tested models considered in this paper. Nevertheless, for multimodal posterior distributions, it is often more beneficial to use the MCMC.
method when the goal is not only to compute the mean of the Bayesian posterior. This method, similar to its linear update version, the Kalman Filter, makes a sequential update of the uncertain parameters or fields possible due to the functional representation of the posterior distribution. A disadvantage of the MMSE method is that it suffers strongly from the curse of dimensionality, which makes it difficult to apply when the dimension of the uncertain parameters is high. Dimension reduction methods may tackle this issue, as described in [24], but could also complicate computations further.

Good knowledge of the engineering problem (i.e., an adequate choice of the prior distribution) is fundamental for the success of the identification process. However, unsatisfactory results due to a poor prior model can be improved by increasing the number of measurements and the information content of the measurement (when possible). The evaluation of the Sobol indices is fundamental for assessing the identifiability of the parameters, while also offering significant information about the experiment that should be carried out. Based on the sensitivities, the most suitable output to be measured can be selected and the location of the sensors is optimized [67]. It has been shown how higher derivatives in the measurement region imply a higher sensitivity of the response to the parameter variations, thus facilitating parameter identification and reducing the effect of measurement errors on updating.

The ultimate scope of this paper is to promote a critical approach for the use of structural identification procedures, as well as to shed light on the influence of the most important aspects of inverse problems usually encountered in civil engineering in terms of updating results.
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Appendix A

As mentioned in the paper, a parallelized version of the MCMC algorithm was used for the calculations. The key idea of the algorithm is to run $T$ multiple chains of $N$ samples in parallel; thus, the $z_i$ samples of the posterior distribution are obtained according to the following steps:

1. procedure parallelMHA($\pi(z)$, $g_v$, $L(z)$, $N$, $T$)
2. draw initial value $z_i^{(0)}$ from prior $p(z)$
3. for each $j = 1 \rightarrow T$ do
4.  for each $i = 1 \rightarrow N$ do
5.   draw $z_i^{(\ast)}$ value from the proposal distribution
6.   $g_k(z_i^{(\ast)} | z_i^{(j-1)})$
7.   evaluate the probability of acceptance
8.   $r = \min \{ 1, \frac{L(z_i^{(\ast)}) \pi(z_i^{(\ast)}) g_k(z_i^{(j-1)} | z_i^{(\ast)})}{L(z_i^{(j-1)}) \pi(z_i^{(j-1)}) g_k(z_i^{(\ast)} | z_i^{(j-1)})} \}$
9. accept the next state with probability $r$
10. $z_i^{(j)} = z_i^{(c)}$
11. or reject with probability $1-r$
12. $z_i^{(j)} = z_i^{(j-1)}$
13. end
14. end
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