Abstract—In this paper, we study a class of spatially coupled turbo codes, namely partially information- and partially parity-coupled turbo codes. This class of codes enjoy several advantages such as flexible code rate adjustment by varying the coupling ratio and the encoding and decoding architectures of the underlying component codes can remain unchanged. For this work, we first provide the construction methods for partially coupled turbo codes with coupling memory $m$ and study the corresponding graph models. We then derive the density evolution equations for the corresponding ensembles on the binary erasure channel to precisely compute their iterative decoding thresholds. Rate-compatible designs and their decoding thresholds are also provided, where the coupling and puncturing ratios are jointly optimized to achieve the largest decoding threshold for a given target code rate. Our results show that for a wide range of code rates, the proposed codes attain close-to-capacity performance and the decoding performance improves with increasing the coupling memory. In particular, the proposed partially parity-coupled turbo codes have thresholds within 0.0002 of the BEC capacity for rates ranging from 1/3 to 9/10, yielding an attractive way for constructing rate-compatible capacity-approaching channel codes.
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I. INTRODUCTION

Spatially coupled codes, originally introduced in [2], [3] as convolutional low-density parity-check (LDPC) codes (also known as spatially coupled LDPC (SC-LDPC) codes), have now been recognized as promising candidates for a range of applications such as optical communication [4] and data storage systems [5]. SC-LDPC codes can be obtained by spreading the edges of the Tanner graph [6] of the underlying uncoupled regular LDPC block codes [7] to several adjacent blocks [8]. It was shown in [8]–[12] that SC-LDPC codes have much better decoding thresholds than those of the uncoupled LDPC codes. In particular, SC-LDPC codes exhibit a phenomenon called threshold saturation: the decoding threshold under iterative belief propagation (BP) decoding converges to that under maximum-a-posteriori (MAP) decoding for the binary erasure channel (BEC) [9], [13] and the class of binary memoryless symmetric channels in general [14], [15]. In addition, SC-LDPC codes can be efficiently decoded by a sliding window decoder in a component-wise manner [16], enabling a continuous streaming fashion with a lower decoding delay than conventional LDPC block codes. Due to these advantages, the research on SC-LDPC codes has attracted considerable interest in both academia and industry [17].

Spatial coupling techniques have also been applied to other codes. For example, a class of spatially coupled product codes called staircase codes [18], [19] have demonstrated superior error performance over uncoupled product codes and they have close-to-capacity performance under iterative bounded-distance decoding. Recently, spatially coupled turbo-like codes were introduced in [20], [21], where the turbo-like codes are referring to the codes whose graph representations [22] have trellis constraints. Specifically, the component codes used for spatial coupling include parallel concatenated convolutional codes (PCCs) [23], [24], serially concatenated convolutional codes (SCCs) [25] and braided convolutional codes (BCCs) [26]. It was proved that threshold saturation also occurs for all the proposed spatially coupled turbo-like codes in [20]. However, it can still be observed that spatially coupled PCCs (SC-PCCs) have a noticeable gap to the capacity for various code rates unlike spatially coupled SCCs (SC-SCCs) and spatially coupled BCCs (SC-BCCs). This is because the MAP thresholds of PCCs [20] (when punctured) are away from capacity and thus the same happen to the BP thresholds of the resulting SC-PCCs [20]. Motivated by the fact that PCCs (also called turbo codes) are the standard channel coding schemes in 3G and 4G wireless mobile communication systems which coexist with 5G systems, we are particular interested in designing and investigating new spatial coupling techniques to further enhance the performance of turbo codes.

Very recently, a class of spatially coupled turbo codes called partially information-coupled turbo codes (PIC-TCs) were proposed in [27] to enhance the performance of the hybrid automatic repeat request protocol of 4G [28] and 5G [29] by reducing the error rate of each transport block (TB) and the number of retransmissions. Instead of using a very long code to encode the entire information of a TB into a codeword, in PIC-TCs the information sequence of a TB is divided into several small sub-sequences and each sub-sequence as well as a part of the information bits from consecutive sub-sequences are encoded into a component codeword. In other words, some of the information bits are shared between consecutive component codewords. This introduced coupling between component codewords improves the reliability of the transmitted TBs while the spatial coupling nature of PIC-TCs allows low latency decoding via sliding window decoding. Furthermore,
the encoding and decoding of the component codewords is performed by standard turbo encoding and decoding, respectively. It is also worth pointing out that the component code can be any linear code, e.g., LDPC codes [30] and polar codes [31], as long as the component code is systematic. Due to the partially information coupling on the turbo code level, the code rates of PIC-TCs can be adjusted flexibly by varying the coupling ratio (i.e., the ratio of the number of shared information bits to the number of information bits of a component codeword). Simulation results show that PIC-TCs constructed from LTE turbo codes can have a signal-to-noise ratio gain up to 0.73 dB over uncoupled LTE turbo codes in the Gaussian channel [27]. However, only codes with coupling memory \( m = 1 \) and rates lower than \( 1/3 \) were considered in [27]. Moreover, in [27] an upper bound on the decoding threshold of PIC-TCs was derived via extrinsic information transfer (EXIT) functions [32] by assuming that the coupled information bits for every component code are perfectly known to the decoder. The exact decoding threshold of PIC-TCs, however, was not derived [27]. Thus, the theoretical performance of the codes has not been fully understood.

In this paper, we study the design and analyze partially coupled turbo codes. Apart from PIC-TCs, we also propose a new family of partially coupled codes called partially parity-coupled turbo codes (PPC-TCs). The decoding performance of both codes under the BEC are investigated. Our results show that applying the technique of partial coupling to turbo codes can lead to significant threshold improvements over uncoupled turbo codes. Moreover, both PIC-TCs and PPC-TCs are fully compatible with the current wireless systems as we keep the encoding and decoding architectures of the component turbo codes unchanged. The main contributions of the papers are as follows:

- We first introduce a general construction method of PIC-TCs with coupling memory \( m \geq 1 \). Inspired by the design of PIC-TCs, we also propose PPC-TCs, a new family of partially coupled codes which extend the concept of PIC-TCs to the coupling of parity sequences and provide a great flexibility in terms of code rates. The decoding procedures and the update rules for the log-likelihood ratio (LLR) for both codes are also provided.
- We derive the exact density evolution (DE) equations for PIC-TC and PPC-TC ensembles and compute their iterative decoding thresholds on the BEC. For both PIC-TCs and PPC-TCs, we observe that the decoding thresholds improve as the coupling ratio and the coupling memory increase. In particular, PIC-TCs have a gap to the BEC capacity of 0.0018 when half of the information bits of the component codewords are coupled.
- We investigate the rate-compatible design of PIC-TCs and PPC-TCs and derive the respective DE equations assuming random puncturing. We jointly optimize the coupling and puncturing ratios in order to achieve the largest decoding threshold for a given code rate and coupling memory. We show that by choosing the optimal pair of coupling ratio and puncturing ratio, the proposed PIC-TCs and PPC-TCs achieve larger decoding thresholds than SC-PCCs in [20] while PPC-TCs even have better performance than SC-SCCs [20] and comparable performance to SC-BCCs [20] with large coupling memory. Most notably, PPC-TCs only show a gap to the BEC capacity within 0.0002 for a wide range of code rates for large enough coupling memory. The design of PPC-TCs can be easily extended to the cases with very low rates (e.g., rate-1/10 and lower) by increasing the coupling ratio. Our analysis suggests that it is possible to approach the capacity over a wide range of code rates by applying the partial coupling technique on existing turbo codes without changing their encoding and decoding architectures.
- We evaluate the error performance of PIC-TCs and PPC-TCs with simulations. The theoretical analysis is verified via simulating the error performance of the proposed PIC-TCs and PPC-TCs. In addition, we also investigate the performance of both codes under sliding window decoding, where we show that window size 4 suffices to allow the proposed codes to achieve considerable error performance and outperform uncoupled turbo codes. We finally show that the optimized PIC-TCs and PPC-TCs also perform well over the AWGN channel with practical component codeword length.

A. Notations

Scalars and vectors are written in lightface and boldface letters, respectively, e.g., \( x \) and \( \mathbf{x} \). For a vector \( \mathbf{x} \), \( n(\mathbf{x}) \) gives the number of elements in \( \mathbf{x} \).

II. PARTIALLY INFORMATION-COUPLED TURBO CODES

In this section, we introduce the construction of the proposed PIC-TCs. The encoding and decoding procedures of the codes are provided. For ease of understanding, we start with introducing the codes for coupling memory \( m = 1 \) and then show the coupling for higher coupling memories.

In PIC-TCs, linear binary systematic turbo codes are used as the component codes. The partial information coupling means that some information bits are shared between consecutive turbo encoders. The details of the scheme are given in the following.

A. Encoding of PIC-TCs

The block diagram of a PIC-TC with \( m = 1 \) is depicted in Fig. 1. The underlying component code is a turbo code with information length \( K \) and codeword length \( N \). As shown in Fig. 1 an information sequence \( \mathbf{u} \) is divided into \( L \) vectors \( \mathbf{u}_{1,t}, \ldots, \mathbf{u}_{L,t} \), which are encoded into \( L \) code blocks (CBs). Each vector \( \mathbf{u}_{t} \) for \( t \in \{1, \ldots, L\} \) is further decomposed into two vectors \( \mathbf{u}_{t,t} \) and \( \mathbf{u}_{t,t+1} \), corresponding to the uncoupled and coupled information sequence, respectively. That is, \( \mathbf{u}_{t} = [\mathbf{u}_{t,t}, \mathbf{u}_{t,t+1}] \) as shown in Fig. 1. Here, \( \mathbf{u}_{t,t+1} \) is the coupled information sequence which is a part of the input to both the \( t \)-th CB encoder and the \((t+1)\)-th CB encoder while \( \mathbf{u}_{t,t} \) is the uncoupled information sequence that is only encoded by the \( t \)-th CB encoder. In other words, the
information sequence \( u_{t,t+1} \) is shared between the \( t \)-th CB and the \((t+1)\)-th CB and thus this coupled information sequences are encoded twice and are protected by two component turbo codewords. For the \( t \)-th CB encoder, its input is a length \( K \) vector \( u_t = [u_{t-1,t}, u_{t,t}, u_{t,t+1}] \). Its output is a length \( N \) vector \( [u_t, v_t] = [u_{t-1,t}, u'_t, v_t] \), where \( v_t \) represents the parity sequence. Considering that the component code is a systematic code, the coupled information \( u_{t-1,t} \), which is encoded twice, is only transmitted once. That is, the final codeword of the \( t \)-th CB is obtained as \( c_t = [u'_t, v_t] = [u_{t,t}, u_{t,t+1}, v_t] \), where \( u_{t-1,t} \) is punctured at the \( t \)-th CB since it has already been included as a part of the codeword for the \((t-1)\)-th CB, i.e., \( c_{t-1} = [u_{t-1,t-1}, u_{t-1,t}, v_{t-1}] \).

Recall that the underlying component code is a rate \( R_0 = \frac{K}{N} \) turbo code. We denote by \( D \) the length of the coupling information sequence \( u_{t,t+1} \). We define the coupling ratio as \( \lambda = \frac{D}{K} \in [0, \frac{1}{2}] \), where \( \lambda = 0 \) means that the code is an uncoupled turbo code and \( \lambda = \frac{1}{2} \) means that half of the information bits of \( u_t \) are coupled and hence there is no uncoupled information in the codeword, i.e., \( n(u_{t,t}) = 0 \).

As a result, we have that \( n(u_{t,t+1}) = \lambda K, n(u_{t,t}) = (1-2\lambda)K, n(u'_t) = (1-\lambda)K \) and \( n(c_t) = N-\lambda K \). The coupling ratio is an important parameter that determines the overall code rate and the decoding threshold, which will be discussed later. For initialization and termination of PIC-TCs, zero padding is applied before encoding to the first CB and the \( L \)-th (last) CB such that \( u_{0,1} = 0 \) and \( u_{L,L+1} = 0 \), respectively. Then, the code rate of a PIC-TC with coupling memory \( m = 1 \) is

\[
R_{\text{PIC}} = \frac{\sum_{t=1}^{L} n(u'_t) - n(u_{L,L+1})}{\sum_{t=1}^{L} n(c_t) - n(u_{L,L+1})} = \frac{L(K - \lambda K) - \lambda K}{L(N - \lambda K) - \lambda K}. \tag{1}
\]

We now consider the general case of coupling memory \( m > 1 \). At time \( t \), the information sequence is decomposed into \( u'_t = [u_{t,t}, u_{t,t+1}, \ldots, u_{t,t+m}] \), where for \( j \in \{1, \ldots, m\} \), \( u_{t,t+j} \) is the coupled information sequence encoded by both the \( t \)-th CB encoder and the \((t+j)\)-th CB encoder, and \( n(u_{t,t+j}) = \frac{\lambda K}{m} \). The input sequence of the \( t \)-th CB encoder is the length-\( K \) vector \( u_t = [u_{t-m,t}, \ldots, u_{t-1,t}, u'_t] = [u_{t-m,t}, \ldots, u_{t-1,t}, u_{t,t+1}, \ldots, u_{t,t+m}] \). After the turbo encoding, we obtain the length-\( N \) component codeword \( c_t = [u'_t, v_t] = [u_{t,t}, u_{t,t+1}, \ldots, u_{t,t+m}, v_t] \), where we note that \( u_{t-m,t}, \ldots, u_{t-1,t} \) are punctured at the \( t \)-th CB. For initialization, zero padding is applied to the coupled information sequences such that \( u_{t-j,t} = 0 \) for all \( t \in \{1, \ldots, m\}, j \in \{t, \ldots, m\} \). To terminate PIC-TCs, zero padding is applied to the coupled information sequences such that \( u_{t,j,t} = 0 \) for all \( t \in \{L - m + 1, \ldots, L\}, j \in \{L - t + 1, \ldots, m\} \). As a result, the code rate of the PIC-TC with coupling memory \( m \) is

\[
R_{\text{PIC}} = \frac{\sum_{t=1}^{L} n(u'_t) - \sum_{t=L-m+1}^{L} \sum_{j=L-t+1}^{m} n(u_{t,t+j})}{\sum_{t=1}^{L} n(c_t) - \sum_{t=L-m+1}^{L} \sum_{j=L-t+1}^{m} n(u_{t,t+j})} = \frac{L(K - \lambda K) - \lambda K(m+1)}{L(N - \lambda K) - \lambda K(m+1)} \tag{2}
\]

When \( L \) is very large, the code rate in (2) becomes

\[
\lim_{L \to \infty} R_{\text{PIC}} = \frac{K - \lambda K}{N - \lambda K} = R_0 \left( \frac{1 - \lambda}{1 - \lambda R_0} \right), \tag{3}
\]

where we recall that \( R_0 = \frac{K}{N} \) is the code rate of the underlying turbo code.

**Remark 1.** It can be seen from (3) that the code rate of a PIC-TC can be lowered by increasing the coupling ratio \( \lambda \). Moreover, the structural difference between PIC-TCs and SC-PCCs \(^{20}\) is that the coupling of PIC-TCs is on the turbo code level while for SC-PCCs is on the convolutional code level. This is because the coupled information bits of PIC-TCs are encoded by two turbo encoders (i.e., four convolutional code encoders) while the coupled information bits for SC-PCCs \(^{20}\) are encoded by two convolutional code encoders. As a result, the information nodes in the code graphs of PIC-TCs have *irregular* degrees. Like the case for irregular LDPC codes \(^{33}\), the irregularity in the degree distributions greatly improves the decoding thresholds of the proposed codes as we will see in the density evolution results. Due to the nature of the proposed partial coupling, any linear systematic code can be used as the component code without changing its encoder and decoder. It is also worth pointing out that parallel encoding (i.e., encoding all CBs at the same time after coupling) can be used for PIC-TCs to reduce the encoding latency.

**B. Decoding of PIC-TCs**

The decoding of PIC-TCs is accomplished by a feed-forward and feedback (FF-FB) decoding \(^{27}\) in an iterative manner. Specifically, the FF-FB decoding employs a serial scheduling by decoding the 1st CB to the \( L \)-th CB serially during the FF decoding and then starts from decoding the \( L \)-th CB to the 1st CB during the FB decoding, as shown in Fig. 2. The decoding for each CB uses the component code decoder. In our case, the CB decoding is realized by a standard turbo
decoder with the Bahl–Cocke–Jelinek–Raviv (BCJR) decoder \(^{[34]}\) as the constituent decoder.

The input to the turbo decoder a sequence of \(N\) LLRs. For \(t \in \{1, \ldots, L\}\), we use \(L_e^{(t)}(u)\) and \(L_c^{(t)}(u)\) to represent the a priori and extrinsic LLRs sequences associated with sequence \(u\) at the \(t\)-th CB decoder, respectively. We let \(L_{\text{CH}}^{(t)}(u)\) to represent the channel LLRs sequence associated with sequence \(u\) at the \(t\)-th CB decoder. To avoid repetition, we focus on the input LLR updates for the coupled information bits since the input LLRs updates for the uncoupled information bits \(u_{i,t}\) and the parity bits \(v_j\) are the same as that for uncoupled turbo codes. The LLRs of the coupled information bits input to the \(t\)-th CB decoder are coupled to be a part of the information sequence \(u_{i,t}\).

The decoder outputs the \(t\)-th CB. The update rules for the input LLRs still follow \((4)\) and \((5)\).

\[
L_e^{(t)}(u_{t-j,t}) = L_c^{(t)}(u_{t-j,t}) + L_e^{(t)}(u_{t-j,t}) + L_{\text{CH}}^{(t)}(u_{t-j,t}) = L_c^{(t)}(u_{t-j,t}) + L_{\text{CH}}^{(t)}(u_{t-j,t}), \quad (4)
\]

\[
L_c^{(t)}(u_{t-t+j}) = L_c^{(t)}(u_{t-t+j}) + L_c^{(t)}(u_{t-t+j}) + L_{\text{CH}}^{(t)}(u_{t-t+j}) = L_c^{(t)}(u_{t-t+j}) + L_{\text{CH}}^{(t)}(u_{t-t+j}). \quad (5)
\]

where we note that for \(j \in \{1, \ldots, m\}\), the extrinsic LLR sequence associated with \(u_{t-j,t}\) from the \((t-j)\)-th CB \(L_c^{(t-j)}(u_{t-j,t})\) becomes the a priori LLR sequence \(L_a^{(t)}(u_{t-j,t})\) at the \(t\)-th CB, the extrinsic LLR sequence associated with \(u_{t-t+j}\) from the \((t+j)\)-th CB \(L_c^{(t+j)}(u_{t-t+j})\) becomes the a priori LLR sequence \(L_a^{(t)}(u_{t-t+j})\) at the \(t\)-th CB as illustrated in Fig. 2 and the channel LLR \(L_{\text{CH}}^{(t-j)}(u_{t-j,t})\) is from the \((t-j)\)-th CB because \(u_{t-j,t}\) is punctured at the \(t\)-th CB. Due to initialization and termination, \(L^{(t-j)}(u_{t-j,t}) = \infty\) for \(t \in \{1, \ldots, m\}\), \(j \in \{1, \ldots, m\}\) and \(L^{(t+j)}(u_{t-t+j}) = \infty\) for \(t \in \{L-m+1, \ldots, L\}\), \(j \in \{L-t+1, \ldots, m\}\).

Due to the proposed coupling, the extrinsic information from the \((t-j)\)-th CB and the extrinsic information from the \((t+j)\)-th CB is passed to the \(t\)-th CB at the same time for \(j \in \{1, \ldots, m\}\). In this way, the iterative decoding performance is improved as we will show in the DE analysis in Section \(\nabla\). The decoding terminates when the maximum number of decoding iterations of the FF-FB decoding is reached. Note that for the BEC channel, we can also terminate the decoding when the number of the erased bits (i.e., the number of LLRs being zero) for the current decoding iteration is the same as that for the previous decoding iteration.

The decoding can also be performed by using sliding window decoding. Given a window size \(W \geq m+1\), the FF-FB decoding is performed within a window from the \((t-W-1)\)-th CB to \((t-W)\)-th CB for \(t \in \{1, \ldots, L-W+1\}\). The update rules for the input LLRs still follow \((4)\) and \((5)\). When the decoder reaches the maximum number of windowed decoding iterations or there are no errors in the codeword, the sliding window decoder outputs the \(t\)-th CB and then moves to the decoding window from \((t+1)\)-th CB to \((t+W)\)-th CB.

III. PARTIALLY PARITY-COUPLED TURBO CODES

In this section, we introduce a new design on partial coupling where a portion of parity digits from a component codeword are coupled to be a part of the information sequence of other component codewords. We refer to this type of codes as partially parity-coupled turbo codes (PPC-TCs). For ease of understanding, we provide an example and an algorithm to show the detailed construction.

A. Encoding of PPC-TCs

For ease of explanation, we start with the case of \(m = 1\). The block diagram of a PPC-TC with \(m = 1\) is depicted in Fig. 3.

Similar to PIC-TCs, we consider that the component code of PPC-TCs is an \((N, K)\) turbo code. First, an information sequence \(u\) is divided into \(L\) parts as \(u_1, \ldots, u_L\). Different from PIC-TCs, for the \(t\)-th CB, \(t \in \{1, \ldots, L\}\), the message to be encoded is \(u_t = [v_{t-1,t}, u_t]\), where \(v_{t-1,t}\) is the coupled parity sequence from the \((t-1)\)-th CB and \(u_t\) is the uncoupled information sequence. Here, the coupled parity sequence is obtained via two steps. As shown in Fig. 3, the parity sequence of the \((t-1)\)-th CB is decomposed into two parts, \(v_{t-1} = [v_{t-1,t-1}, v_{t-1,t}]\). Next, \(v_{t-1,t}\) is passed to the \(t\)-th CB and form the information sequence \(u_t = [v_{t-1,t}, u_t]\). After the turbo encoding, the codeword of the \(t\)-th CB is \(c_t = [u_t', v_t] = [u_t', v_{t-1,t}, v_{t-1,t+1}]\). Note that the coupled parity sequence \(v_{t-1,t}\) is punctured in codeword \(c_t\) since it has been included in the codeword for the \((t-1)\)-th encoder, i.e., \(c_{t-1} = [u_{t-1}, v_{t-1,t-1}, v_{t-1,t}]\). The coupling length is now \(D = n(v_{t-1,t+1})\) and the coupling ratio is \(\lambda = \frac{n}{N} \in [0, 1]\). Then, we have that \(n(v_{t-1,t+1}) = \lambda K\) and \(n(v_{t-1,t}) = N - \lambda K\).

One can notice that the coupling ratio of PPC-TCs can be naturally extended to any value larger than \(\frac{1}{2}\) unlike that of PIC-TCs. For the initialization of PPCTCs, zero padding is applied to the first CB such that \(v_{0,0} = 0\). To terminate PPC-TCs, we use an all-zero vector of length \(\min\{\lambda K, K - \lambda K\}\) in the \(L\)-th (last) CB. For \(\lambda > \frac{1}{2}\), the number of termination bits is at most \(K - \lambda K\). The code rate of a PPC-TC with \(m = 1\) is

\[
R_{\text{PPC}} = \frac{\sum_{t=1}^{L} n(u_t') - \min\{\lambda K, K - \lambda K\}}{\sum_{t=1}^{L} n(c_t) - \min\{\lambda K, K - \lambda K\}} = \frac{L(K - \lambda K) - \min\{\lambda K, K - \lambda K\}}{L(N - \lambda K) - \min\{\lambda K, K - \lambda K\}}. \quad (6)
\]

We use an example to show the construction of PPC-TCs with \(m = 1\).

**Example 1.** Consider a PPC-TC with \(K = 1000\), \(L = 10\), \(\lambda = \frac{1}{4}\) and \(m = 1\). Assume that the component code is a rate-1/3 turbo code. At time \(t = 1\), the turbo encoder takes a length \(K = 1000\) input vector \(u_1 = [v_{0,1}, u_1']\), where \(v_{0,1}\) is an all-zero vector of length \(\lambda K = 250\) and \(u_1'\) is an information vector of length \(750\). The component turbo codeword at time \(t = 1\) is \(c_1 = [u_1', v_1]\) of length \(N - \lambda K = 2750\), where \(v_1\) is the parity sequence of length 2000. Then, at time \(t = 2\) the parity sequence \(v_1\) is decomposed into \(v_{1,1}\) and \(v_{1,2}\), where \(v_{1,2}\) together with the input sequence \(u_2'\) is then encoded by the component turbo encoder. This process continues until \(t = 10\). The input to the component
turbo code becomes $u_{10} = [v_{9,10}, u'_{10}, 0]$, where $u'_{10}$ is an information vector of length 500 and 0 is a length-250 all-zero vector for termination. The component turbo codeword is $c_{10} = [u'_{10}, v_{10}]$ of length 2500. Finally, the codeword of the PPC-TC is $[c_2, \ldots, c_{10}] = [u'_1, v_1, \ldots, u'_{10}, v_{10}]$ of length 27250.

We now consider the case of coupling memory $m \geq 1$. At time $t$, the parity sequence of the $t$-th CB is divided into $m$ parts as $v_t = [v_{t,t}, v_{t,t+1}, \ldots, v_{t,t+m}]$, where for $j \in \{1, \ldots, m\}$, $v_{t,t+j}$ is the coupled parity sequence to be fed to the $(t+j)$-th CB encoder and $n(v_{t,t+j}) = \frac{\lambda K}{m}$. The input of the $t$-th CB encoder is the length-$K$ vector $u_t = [v_{t-m,t}, \ldots, v_{t-1,t}, u'_t]$. After turbo encoding, we obtain the component codeword as $c_t = [u'_t, v_t] = [u'_t, v_{t,t}, v_{t,t+1}, \ldots, v_{t,t+m}]$. The detailed encoding procedures are given in Algorithm 1. The code rate of a PPC-TC with coupling memory $m$ is

$$R_{PPC} = \frac{\sum_{t=1}^{L} n(u'_t) - \sum_{t=L-m+1}^{L} \min\{((t-L+m)\frac{\lambda K}{m}, K - \lambda K)\}}{\sum_{t=1}^{L} n(c_t) - \sum_{t=L-m+1}^{L} \min\{(t-L+m)\frac{\lambda K}{m}, K - \lambda K)\}}$$

$$L(K - \lambda K) - \sum_{j=1}^{m} \min\{j \frac{\lambda K}{m}, K - \lambda K\}$$

$$= \frac{L(N - \lambda K) - \sum_{j=1}^{m} \min\{j \frac{\lambda K}{m}, K - \lambda K\}}{L(N - \lambda K) - \sum_{j=1}^{m} \min\{j \frac{\lambda K}{m}, K - \lambda K\}}. \quad (7)$$

**Remark 2.** PPC-TCs are somewhat similar to Type-I BCCs [20]. Indeed, the coupled parity sequence of a component code becomes the information sequence of another component code and the overall code rate after coupling is lower than that of the uncoupled component code. However, contrary to Type-I BCC, for which the coupling is on the convolutional code level and the whole parity sequences are coupled [20], only parts of the parity sequence are coupled in PPC-TCs and the coupling is on the turbo code level. Hence, the encoder and decoder of the component code for PPC-TCs can be kept unchanged. Similar to PIC-TCs, the parity nodes in the code graphs of PPC-TCs

---

**Algorithm 1: PPC-TC Encoding**

**Input:** Component code $(N, K)$. Coupling ratio $\lambda \in [0, 1]$. Coupling memory $m \geq 1$. Coupling length $L \geq 2m$. Information sequences $u'_{1}, \ldots, u'_{t}$, where $n(u'_t) = K - \lambda K$ when $t \in \{1, \ldots, L - m\}$ and $n(u'_t) = \max\{K(1 + (\frac{L-t}{m} - 2)\lambda), 0\}$ when $t \in \{L - m + 1, \ldots, L\}$.

**Output:** PPC-TC Codeword $[c_1, \ldots, c_L]$, where $n(c_t) = N - \lambda K$ when $t \in \{1, \ldots, L - m\}$ and $n(c_t) = \max\{N + (\frac{L-t}{m} - 2)\lambda K, N - K\}$ when $t \in \{L - m + 1, \ldots, L\}$.

1. for $t = 1 \rightarrow m, j = t \rightarrow m$ do
   2. Initialize zero padding $v_{t-j,t} = 0$.
   3. for $t = 1 \rightarrow L$ do
      4. if $t \leq L - m$ then
         5. Construct input vector $u_t = [v_{t-m,t}, \ldots, v_{t-1,t}, u'_t], n(u_t) = K$.
      6. else
         7. Initialize termination vector 0 of length $\min\{(t-L+m)\frac{\lambda K}{m}, K - \lambda K\}$.
         8. Construct input vector $u_t = [v_{t-m,t}, \ldots, v_{t-1,t}, u'_t, 0]$.
      9. Encode $u_t$ to obtain the full codeword $c'_t = [u_t, v_t], n(c'_t) = N, n(v_t) = N - K$.
     10. Keep $u'_t$ and $v_t$ to obtain the final component codeword $c_t = [u'_t, v_t]$.
     11. Decompose parity sequence $v_t = [v_{t,t}, v_{t,t+1}, \ldots, v_{t,t+m}], n(v_{t,t}) = N - K - \lambda K$.
have irregular degrees, which will be shown to greatly benefit the decoding threshold.

B. Decoding of PPC-TCs

The decoding of PPC-TCs is similar to that of PIC-TCs except for the LLR update rules. Here, we focus on the input LLR updates for the coupled parity bits since the input LLR updates for the information bits $u_t^i$ and the uncoupled parity bits $v_{t,t}^i$ for $t \in \{1, \ldots, L\}$ are the same as that for uncoupled turbo codes. Following the notations and definitions in Section II-B, the LLRs of the coupled parity bits input to the $t$-th CB decoder are updated as follows:

$$L(t)(v_{t-j,t}) = L_e(t)(v_{t-j,t}) + L_c(t-j)(v_{t-j,t}) + L_{CH}(t-j)(v_{t-j,t}),$$

(8)

$$L(t)(v_{t:t+j}) = L_e(t)(v_{t:t+j}) + L_c(t+j)(v_{t:t+j}) + L_{CH}(t)(v_{t:t+j}),$$

(9)

Due to the zero padding, $L_c(t-j)(v_{t-j,t}) = \infty$ for $t \in \{1, \ldots, m\}, t \in \{t, \ldots, m\}$. For $t \in \{L - m + 1, \ldots, L\}$, the LLRs associated with the termination bits in the $t$-th CB are set to $\infty$.

IV. GRAPH MODEL REPRESENTATION

In this section, we describe the graph model for PIC-TC and PPC-TC ensembles that will be used for deriving the DE equations in Section V. For illustrative purposes, we consider an example with a rate-1/3 turbo code as the underlying component code.

A. Graph Model Representation of PIC-TCs

We start with the case of PIC-TCs with $m = 1$ for ease of explanation. We note that turbo code ensembles can be represented by a compact graph [20, Sec. III], which simplifies the factor graph representation. The main idea is that each sequence of information bits and parity digits in the factor graph is represented by a single variable node and the trellises are represented by factor nodes. The compact graph representations of PIC-TC ensembles are depicted in Fig. 4.

Since the component code is a turbo code built from two rate-$1/2$ recursive systematic convolutional codes, the corresponding compact graph of each turbo code has an upper component decoder and a lower component decoder. Two factor nodes $f^U$ and $f^L$ represent the upper and lower convolutional code decoders, respectively, while the decoder takes a length $N$ sequence as its input. The parity sequences associated with the upper and lower decoder at time $t$ are denoted by $v_{t}^U$ and $v_{t}^L$, respectively. The effect of interleaving on the information sequence of the turbo code is represented by a slash on the edge connecting the information nodes and the lower factor node.

As shown in Fig. 4(a), for $m = 1$ and at time $t$, we use three information nodes to represent $u_{t}^L$ by treating the coupled and uncoupled information sequences separately because these nodes have different degrees. First, the uncoupled information sequence is represented by node $u_{t}^i$. The coupled information sequence from the decoder at time $t - 1$ is represented by node $u_{t-1,t}^c$. Here, node $u_{t-1,t}^c$ is shared by both the compact graphs at time $t - 1$ and time $t$, where we recall that the coupled information sequence $u_{t-1,t}^c$ is the input of both the $t$-th CB decoder and the $(t - 1)$-th CB decoder. It can be seen that the coupled information sequences $u_{t-1,t}^c$ is encoded by four convolutional encoders at time $t - 1$ and time $t$. Hence, the extrinsic information is passed between the upper and lower factor nodes at time $t - 1$ and time $t$ via node $u_{t-1,t}^c$. On the other hand, the uncoupled information node $u_{t}^i$ only connects the upper and lower factor nodes at time $t$ as these information bits are only encoded by the two constituent convolutional encoders at time $t$. The extrinsic information from $u_{t}^i$ at time $t$ will be propagated to the upper or the lower factor nodes at time instances $t - 1$, $t$, and $t + 1$, simultaneously.

Fig. 4(b) shows the compact graph representation of the PIC-TC ensemble with coupling memory $m \geq 1$. Due to the partially information coupling, there are $m$ information nodes $u_{t-m,t}, \ldots, u_{t-m,1}$ connected to $m$ compact graphs from time instances $t - m$ to $t - 1$, respectively. Then, there are also $m$ information nodes $u_{t+1,t}, \ldots, u_{t+m,t}$ which are connected to $m$ compact graphs from time instances $t + 1, \ldots, t + m$, respectively. From the $(t + j)$-th decoder perspective, the information node $u_{t,t+j}$ is shared between the $t$-th compact graph and the $(t + j)$-th compact graph for $j \in \{1, \ldots, m\}$. As a result, the extrinsic information of $u_{t,t+j}$ is propagated between the upper and lower decoders at time instance $t$ and $t + j$, where the extrinsic information on different edges is independent of each other. The uncoupled information node $u_{t,t}^i$ only connects the upper and lower factor nodes at time $t$.

B. Graph Model Representation of PPC-TCs

We start with the case of $m = 1$. The compact graph of the PPC-TC for $m = 1$ is depicted in Fig. 4(a).

First, let node $u_{t}^i$ represent the uncoupled information sequence at time $t$. We also note that the parity sequence consists
of the upper and lower parity sequences, i.e., \( \nu_t = [\nu_t^U, \nu_t^L] \) for \( t \in \{1, \ldots, L\} \). Each parity sequence is further decomposed into \( \nu_t^U = [\nu_{t,t}^U, \nu_{t,t+1}^U], \nu_t^L = [\nu_{t,t}^L, \nu_{t,t+1}^L] \), where \( \nu_{t,t+1}^U \) and \( \nu_{t,t+1}^L \) are the coupled parity sequences output from the upper and lower decoders at time \( t \), respectively, and \( \nu_t^U \) and \( \nu_t^L \) are their uncoupled counterparts, respectively. Analogous to PIC-TCs, we refer to the nodes representing the coupled and uncoupled parity sequences as the sequences themselves. The rest of the notations and definitions follow from those of PIC-TCs in Section \[IV-A\].

Different from PIC-TCs, the coupled parity node \( \nu_{t,t+1}^U \) \((\nu_{t,t+1}^L)\) at time \( t \) is seen as the coupled information node from the \((t+1)\)-th decoder perspective. Hence, the extrinsic information of the coupled parity sequences is propagated between the parity output of the upper (lower) decoder at time \( t \) and the information output of the upper and lower decoder at time \( t + 1 \) via the shared node \( \nu_{t,t+1}^U \) \((\nu_{t,t+1}^L)\). The information node \( \nu_t^U \) is a super node consisting of nodes \( \nu_{t,t}^U, \nu_{t,t-1}^U, \nu_{t,t}^L, \) and \( \nu_t^L \). The information flow for the uncoupled parity and information sequences has the same behavior as that for uncoupled turbo codes. For the case of coupling memory \( m \geq 1 \) shown in Fig. 5(b), at time \( t \) there are \( 2m \) parity nodes \( \nu_{t,t+j}^U \) and \( \nu_{t,t+j}^L \) for \( j \in \{1, \ldots, m\} \) that connect the compact graphs at times \( t, t+j \) and \( t \).

**V. Density Evolution Analysis for PIC-TCs and PPC-TCs**

In this section, we derive the exact DE equations of PIC-TCs and PPC-TCs based on the graph models introduced in Section \[IV\] for transmissions over the BEC and analyze their decoding thresholds. We denote by \( \epsilon \) the channel erasure probability. In what follows, we first show the DE analysis for \( m = 1 \). This simple case will allow us to explain all the important ingredients of our analysis. The derivation for \( m \geq 1 \) for PIC-TCs and PPC-TCs is deferred to Appendix \[A\] and Appendix \[B\] respectively.

**A. Density Evolution for PIC-TCs**

For the compact graph at time \( t \), we let \( p_{U,t}^{(i)} \) and \( q_{U,t}^{(i)} \) represent the average extrinsic erasure probability from \( f_t^U \) to \( u_t \) and \( \nu_t^U \), respectively, after \( i \) decoding iterations. Similarly, we let \( p_{L,t}^{(i)} \) and \( q_{L,t}^{(i)} \) represent the average extrinsic erasure probability from \( f_t^L \) to \( u_t \) and \( \nu_t^L \), respectively, after \( i \) decoding iterations. The transfer function of the upper factor node for information bits and parity bits are denoted by \( f_p^U \) and \( f_p^L \), respectively. Similarly, the transfer function of the lower factor node for information bits and parity bits are denoted by \( f_q^U \) and \( f_q^L \), respectively. The transfer function of a specific convolutional code with BCJR decoding \([25]\) under the BEC can be explicitly derived by using the methods proposed in \([25], [26]\).

We denote by \( p_{L,t}^{(i)} \) the average erasure probability of all information nodes, i.e., \( u_t \), input to factor node \( f_t^U \) at time \( t \). Based on the graph model in Fig. 2(a), \( p_{L,t}^{(i)} \) is the weighted sum of the erasure probabilities of information nodes \( u_{t-1,t}, u_{t-1,t} \), and \( u_{t-1,t} \) to node \( f_t^U \), where the weights are determined by the coupling ratio \( \lambda \). Specifically, \( p_{L,t}^{(i)} \) is

\[
\begin{align*}
p_{L,t}^{(i)} &= \epsilon \left( \lambda \cdot p_{U,t-1}^{(i-1)} \cdot p_{L,t-1}^{(i-1)} \cdot p_{U,t}^{(i)} + (1 - 2\lambda)p_{L,t}^{(i)} \right) \\
&\quad + \lambda \cdot p_{L,t}^{(i)} \cdot p_{U,t-1}^{(i-1)} \cdot p_{U,t}^{(i)},
\end{align*}
\]

where \( 1 - 2\lambda \) is the ratio of the uncoupled information sequences. Here, \( p_{U,t-1}^{(i-1)} \) and \( p_{L,t-1}^{(i-1)} \) is the extrinsic erasure probability on the edge between the information node \( u_{t-1,t} \) and factor node \( f_t^U \) at time \( t \). It is noteworthy that the multiplication of the erasure probabilities is due to that the decoder can obtain two independent pieces of extrinsic information regarding \( u_{t-1,t} \). This in fact coincides with the addition of LLR sequences for the coupled information sequence as shown in \([4] \) and \([5] \) with \( m = 1 \). Likewise, the extrinsic erasure probability on the edge connecting the information node \( u_{t-1,t} \) and \( f_t^U \) is obtained as \( p_{U,t}^{(i)} \cdot p_{U,t-1}^{(i-1)} \) by following \([4] \) and \([5] \) with \( m = 1 \).

The DE updates at node \( f_t^U \) at time \( t \) are

\[
\begin{align*}
p_{U,t}^{(i)} &= f_p^U \left( p_{U,t}^{(i-1)} \cdot q_{U,t}^{(i)} \right), \\
q_{U,t}^{(i)} &= f_q^U \left( p_{U,t}^{(i-1)} \cdot q_{U,t}^{(i)} \right),
\end{align*}
\]

where \( q_{U,t}^{(i)} = \epsilon \) is the average erasure probability of \( \nu_t^U \) to factor node \( f_t^U \) at time \( t \).

Likewise, the average erasure probability from \( u_t \) to node \( f_t^L \) at time \( t \) is

\[
\begin{align*}
p_{U,t}^{(i)} &= \epsilon \left( \lambda \cdot p_{U,t-1}^{(i-1)} \cdot p_{U,t}^{(i)} + (1 - 2\lambda)p_{U,t}^{(i)} \right) \\
&\quad + \lambda \cdot p_{U,t}^{(i)} \cdot p_{U,t-1}^{(i-1)} \cdot p_{U,t}^{(i)}.
\end{align*}
\]

The DE updates at node \( f_t^L \) at time \( t \) are

\[
\begin{align*}
p_{L,t}^{(i)} &= f_p^L \left( p_{U,t}^{(i)} \cdot q_{L,t}^{(i)} \right), \\
q_{L,t}^{(i)} &= f_q^L \left( p_{U,t}^{(i)} \cdot q_{L,t}^{(i)} \right),
\end{align*}
\]
where $\frac{1}{\bar{q}_{L,t}} = \epsilon$ is the erasure probability of $v^U_t$ to factor node $f^L_t$ at time $t$.

Finally, the \textit{a-posteriori} erasure probability of $u_t$ at the $i$-th decoding iteration is
\[
\begin{align*}
\hat{p}^{(i)}_{u_t} = \epsilon \cdot P_{L,t}^{(i)} \cdot P_{U,t}^{(i)}.
\end{align*}
\]

\section*{B. Density Evolution for PPC-TCs}

We define the coupling ratio of the upper and lower parity sequences by $\lambda_q^U \triangleq \frac{n(v^U_{t+1})}{n(v^L_{t+1})}$ and $\lambda_q^L \triangleq \frac{n(v^L_{t+1})}{n(v^P_{t+1})}$, respectively. Then, the overall coupling ratio is $\lambda = \lambda_q^U + \lambda_q^L$.

At time $t$ and iteration $i$, the average extrinsic erasure probability from the super node $u_t$ to node $f^U_t$ is
\[
\begin{align*}
\bar{q}_{L,t}^{(i)}(1 - \lambda_q^U - \lambda_q^L) P_{L,t}^{(i)}
\end{align*}
\]

where $\lambda_q^U = \frac{1}{\bar{q}_{L,t} - 1} \cdot P_{U,t}^{(i)}$ is the extrinsic erasure probability on the edge connecting the coupled parity node $v^U_{t+1}$, and the factor node $f^U_t$ at time $t$. The multiplication is due to the fact that the extrinsic information regarding the parity sequence $v^U_{t+1}$ is obtained independently from node $f^L_t$ at time $t+1$ and node $u_t$ at time $t$, which coincides with the LLR updates shown in [8] and [9]. Likewise, $\lambda_q^L = \frac{1}{\bar{q}_{L,t} - 1} \cdot P_{U,t}^{(i)}$ is the extrinsic erasure probability on the edge connecting the coupled parity node $v^U_{t+1}$ and the factor node $f^U_t$ at time $t$.

Next, the DE updates at node $f^U_t$ at time $t$ are
\[
\begin{align*}
P_{U,t}^{(i)} &= f^U_{p}\left(\bar{q}_{U,t}^{(i)}, \bar{q}_{U,t}^{(i)}\right), \\
\tilde{q}_{U,t}^{(i)} &= f^U_{p}\left(\bar{q}_{U,t}^{(i)}, \bar{q}_{U,t}^{(i)}\right),
\end{align*}
\]

where the \textit{weighted sum} of the average erasure probability of $v^U_{t+1}$ to $f^U_t$ and that of $v^L_{t+1}$ to $f^U_t$ is given by
\[
\bar{q}_{U,t}^{(i)}(1 - \lambda_q^U) + \lambda_q^L P_{U,t}^{(i-1)} \cdot P_{U,t}^{(i+1)}).
\]

Similarly, the average erasure probability from the super node $u_t$ to node $f^U$ at time $t$ is
\[
\begin{align*}
\hat{p}^{(i)}_{u_t} = \epsilon \left(1 - \lambda_q^U + \lambda_q^L P_{U,t}^{(i)} \cdot P_{U,t}^{(i-1)}
\end{align*}
\]

and DE updates at node $f^L_t$ at time $t$ are
\[
\begin{align*}
P_{L,t}^{(i)} &= f^L_{p}\left(\bar{q}_{L,t}^{(i)}, \bar{q}_{L,t}^{(i)}\right), \\
\tilde{q}_{L,t}^{(i)} &= f^L_{p}\left(\bar{q}_{L,t}^{(i)}, \bar{q}_{L,t}^{(i)}\right),
\end{align*}
\]

where the \textit{weighted sum} of the average erasure probability of $v^L_{t+1}$ to $f^L_t$ and that of $v^L_{t+1}$ to $f^U$ is given by
\[
\bar{q}_{L,t}^{(i)} = \epsilon \left(1 - \lambda_q^U + \lambda_q^L P_{U,t}^{(i)} \cdot P_{U,t}^{(i-1)}
\end{align*}
\]

Finally, the \textit{a-posteriori} erasure probability of $u_t$ at the $i$-th decoding iteration is
\[
\hat{p}^{(i)}_{u_t} = \epsilon \cdot P_{L,t}^{(i)} \cdot P_{U,t}^{(i)}.
\]

\begin{table}[h]
\centering
\caption{Thresholds For PIC-TCs and PPC-TCs}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Ensemble} & \textbf{Rate} & \textbf{$\lambda$} & \textbf{$\epsilon_{BP}$}^{(m=1)} & \textbf{$\epsilon_{BP}$}^{(m=12)} & \textbf{$\delta$}^{(m=1)} & \textbf{$\delta$}^{(m=12)} \\
\hline
PIC-TC & 0.3191 & 1/6 & 0.6628 & 0.6633 & 0.0181 & 0.0176 \\
PPC-TC & 0.3191 & 1/6 & 0.6622 & 0.6628 & 0.0187 & 0.0181 \\
PIC-TC & 0.3043 & 1/8 & 0.6818 & 0.6828 & 0.0139 & 0.0127 \\
PPC-TC & 0.3043 & 1/8 & 0.6803 & 0.6818 & 0.0154 & 0.0139 \\
PIC-TC & 0.3043 & 1/7 & 0.6871 & 0.6893 & 0.0129 & 0.0107 \\
PPC-TC & 0.3000 & 1/6 & 0.6854 & 0.6939 & 0.0146 & 0.0028 \\
PIC-TC & 0.2727 & 1/4 & 0.7182 & 0.7186 & 0.0091 & 0.0067 \\
PPC-TC & 0.2727 & 1/4 & 0.7156 & 0.7190 & 0.0117 & 0.0070 \\
PIC-TC & 0.2500 & 1/3 & 0.7424 & 0.7475 & 0.0076 & 0.0043 \\
PPC-TC & 0.2500 & 1/3 & 0.7394 & 0.7441 & 0.0106 & 0.0047 \\
PIC-TC & 0.2381 & 3/8 & 0.7546 & 0.7585 & 0.0073 & 0.0034 \\
PPC-TC & 0.2381 & 3/8 & 0.7516 & 0.7570 & 0.0103 & 0.0039 \\
PIC-TC & 0.2000 & 1/2 & 0.7926 & 0.7982 & 0.0074 & 0.0018 \\
PPC-TC & 0.2000 & 1/2 & 0.7899 & 0.7970 & 0.0101 & 0.0030 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{thresholds.png}
\caption{Thresholds versus the coupling memory with $\lambda = 1/8$.}
\end{figure}

\section*{C. Density Evolution Results}

In this section, we evaluate the iterative decoding thresholds of PIC-TC and PPC-TC ensembles over the BEC by using the derived DE equations. We consider that the underlying component code is a rate-1/3 turbo code with identical 4-state rate-1/2 component encoders with generator polynomial $(1, \frac{1}{2})$ in octal notation. As a result, the transfer functions for the upper and lower decoders are the same, i.e., $f^U_p = f^L_p$. For a given coupling memory $m$, the iterative decoding thresholds (denoted by $\epsilon_{BP}^{(m)}$) and the gap to the BEC capacity (denoted by $\delta^{(m)}$) for PIC-TCs and PPC-TCs with various values of $\lambda$ are shown in Table I. For the PPC-TCs, we choose $\lambda_p^U = \lambda_p^L$ as we observed that this choice yields the best threshold.

From Table I it can be seen that the DE thresholds of both PIC-TCs and PPC-TCs are close to the BEC capacity and PIC-TCs perform better than PPC-TCs for the same coupling ratio and coupling memory. Further, the gap between the threshold and the BEC capacity decreases with increasing $\lambda$ and the thresholds improve with increasing coupling memory. It is interesting to note that the threshold improvements with $m$ are larger for larger coupling ratios. A possible reason could be
that since the codes with larger coupling ratios are stronger than those with smaller coupling ratios, the stronger codes benefit significantly from increasing the coupling memory. This phenomena was also observed in [20], where SC-SCCs have much larger decoding threshold improvements over SC-PCCs with increasing $m$ because the MAP threshold of uncoupled SCCs is much better than that of uncoupled PCCs.

To see the details on how the thresholds behave when we increase the coupling memory, we plot the decoding thresholds of PIC-TCs and PPC-TCs versus the coupling memory in Fig. 6 and Fig. 7 for $\lambda = 1/8$ and $1/2$, respectively.

From Figs. 6-7, we can see that the decoding thresholds of PIC-TC and PPC-TC as $m \to \infty$, the thresholds of our codes are still increasing when $m > 15$ as we will see in Section VI-A.

D. Error Performance Simulation and Comparison

We present the numerical results on the error performance for PIC-TCs and PPC-TCs with $m = 1$ under the FF-FB decoding over the BEC. Unless specified otherwise, we use random interleavers and randomly choose the positions of coupled bits (random for each transmission).

Recall that the component turbo code of PIC-TCs and PPC-TCs is a rate-1/3 turbo code. To see the erasure rate performance for large block length, we set the information length of the component code $K = 100000$. In addition, we set $L = 100$ to minimize the code rate loss due to zero padding. We consider $\lambda = 1/8, 1/3, \text{ and } 1/2$, corresponding to the code rates of 0.3043, 0.2500, and 0.2000, respectively. The performance is measured in terms of bit erasure rate (BER) versus the erasure probability of the BEC and is shown in Fig. 8. Moreover, the corresponding DE thresholds are included in the figure.

To put the results of the proposed scheme in context, we also include the error performance and the MAP decoding thresholds of shortened turbo codes in Fig. 8. The MAP thresholds $\epsilon_{MAP}$ are obtained from the following equation [37]

$$R = \int_{\epsilon_{MAP}}^{1} p(\epsilon) + (1 - R)q(\epsilon) d\epsilon,$$

where $R$ is the target code rate, $p(\epsilon)$ and $q(\epsilon)$ are the average extrinsic erasure probability for information bits and parity bits, respectively. The values of the MAP thresholds for shortened turbo codes with rates 0.3043, 0.2500 and 0.2000 are obtained as 0.6808, 0.7276 and 0.7704, respectively. The simulated shortened turbo codes assume random shortening patterns and with information length 100000. Note that the MAP thresholds of the shortened turbo codes are in fact the iterative decoding threshold of the shortened SC-PCCs as it can be easily shown that threshold saturation occurs with shortening.

It can be observed from Fig. 8 that the actual decoding performance of all PIC-TCs and PPC-TCs is in agreement with the corresponding DE thresholds. Moreover, both PIC-TCs and PPC-TCs significantly outperform the shortened turbo codes for all the code rates we have simulated. It is also worth noting that PIC-TCs and PPC-TCs perform significantly better than the shortened SC-PCCs when the coupling ratio is large. This implies that by simply increasing the coupling ratio to lower the code rate and without explicitly designing the code structures, PIC-TCs and PPC-TCs can provide superior performance over shortened turbo codes and shortened SC-PCCs while and approach the BEC capacity.

VI. RATE-COMPATIBLE PARTIALLY COUPLED TURBO CODES

In this section, we consider rate-compatible PIC-TCs and PPC-TCs and analyze their decoding thresholds. To obtain
higher code rates, we consider applying random puncturing [38] on parity bits. To obtain lower code rates, we can further increase the coupling ratio such that \( \lambda > 1/2 \) for PPC-TCs. We also find the best coupling ratio and puncturing ratio pair in order to obtain the optimal decoding threshold for a given code rate and coupling memory.

### A. High Rate Performance Under Random Puncturing

We let \( \rho \in [0,1] \) represent the fraction of surviving bits after puncturing. For such a randomly punctured code sequence transmitted over a BEC with erasure probability \( \epsilon \), the erasure probability for the code sequence is \( \epsilon_p = 1 - (1 - \epsilon)\rho \) [27].

For the punctured PIC-TCs, the code rate in (3) becomes

\[
R_{\text{PIC}} = \frac{1 - \lambda}{(1 - \rho) - \lambda + 1 - \lambda}. \tag{27}
\]

Hence, for a given target code rate \( R_{\text{PIC}} \) and coupling ratio \( \lambda \), we can determine \( \rho \) from (27). The DE equations for the punctured PIC-TCs are obtained by substituting \( \rho \rightarrow \rho_{U,t} \) in (11) and (12) and substituting \( \rho \rightarrow \rho_{L,t} \) in (14) and (15).

For PPC-TCs, we have the same code rate as that of PIC-TCs in (27) when puncturing the parity bits. The DE equations for the punctured PPC-TCs requires to modify (35) and (37) to

\[
p_{L,t}^{(i)} = p_{L,t}^{(i)} \left( \epsilon_p \sum_{j=1}^{m} \left( \lambda_U - \lambda_p \right) \cdot q_{L,t-j}^{(i)} \right) + \epsilon \left( \lambda - \lambda_U - \lambda_L \right), \tag{28}
\]

and

\[
p_{U,t}^{(i)} = p_{U,t}^{(i)} \left( \epsilon_p \sum_{j=1}^{m} \left( \lambda_U - \lambda_p \right) \cdot q_{U,t-j}^{(i)} \right) + \epsilon \left( \lambda - \lambda_U - \lambda_L \right), \tag{29}
\]

respectively, and substitute \( \rho \rightarrow \epsilon \) in (36) and (38).

For both PIC-TCs and PPC-TCs, from (27) it results that for given a code rate \( R \), each choice of \( \lambda \) corresponds to a unique \( \rho \),

\[
\rho = \frac{1}{1 - \lambda} \frac{1 - \lambda}{1 - \rho} \tag{30}
\]

For a target code rate and coupling memory, we jointly optimize the pair \( (\lambda, \rho) \) such that the iterative decoding thresholds are maximized. The optimized pair \( (\lambda, \rho) \) and the corresponding thresholds for PIC-TCs and PPC-TCs for \( m = 1, 15, 50, 200, 1000 \) are reported in Table II and Table III respectively. Note that for some cases, the optimal pair \( (\lambda, \rho) \) is given as two sets of values. This is because these choices yield almost the same decoding threshold with only a very minor difference, e.g., \( \pm 0.00003 \). Note that when \( m = 1000 \), we choose the largest value of \( \lambda \) from the case of \( m = 200 \) for simplicity. For comparison purposes, we also report the decoding thresholds for SC-PCCs, SC-SCCs, SC-BCCs (Type-II) [27] Tabel II.

From Table III it can be seen that the decoding thresholds of PIC-TCs and PPC-TCs are better than those of SC-PCCs [27] Tabel II for the same rates. Satisfactory decoding performance can be attained for both codes with coupling memory \( m = 1 \) and the decoding thresholds of both codes improve with increasing coupling memory. Moreover, PPC-TCs outperform both SC-SCCs [27] and have comparable performance to SC-BCCs [27] when the coupling memory is large. For example, the PPC-TC for rate-4/5 has a decoding threshold of 0.1999 while the decoding thresholds for SC-SCCs and SC-BCCs are 0.1990 and 0.1999, respectively, for \( m = 1000 \). Our results strongly suggest that PPC-TCs may approach the BEC capacity asymptotically as the coupling memory tends to infinity. It is also interesting to note in Table I for PIC-TCs that the coupling ratio needs to be very large in order to obtain more coupling gain when the code rate is higher. The reason is that the coupled bit nodes with puncturing can still provide reliable information due to their larger degrees compared to the uncoupled bit nodes. Furthermore, PPC-TCs can operate very close to the BEC capacity for a wide range of code rate without changing the component codes.

To verify the above results, we simulate the error performance for the designed rate-compatible PIC-TCs and PPC-TCs with coupling memory \( m = 1 \) and two code rates 2/3 and 3/4. The information length of the component turbo code is \( K = 100000 \) and the coupling length is \( L = 100 \). The parity digits of both codes are randomly punctured. We choose \( \lambda = 0.5 \) for PIC-TCs with rates 2/3 and 3/4 and \( \lambda = 0.2870 \) and \( \lambda = 0.3093 \) for PPC-TCs with rates 2/3 and 3/4,
respectively, according to Table III. The error performance of both codes under the FF-FB decoding and the corresponding DE thresholds are shown in Fig. 9. In addition, we also include the MAP threshold for the uncoupled turbo codes (also the iterative decoding threshold of SC-PCCs [27, Table II]) as well as the BEC capacity in the figure.

First, it can be observed that all PIC-TCs and PPC-TCs perform close to their respective DE thresholds. In addition, the optimized PPC-TCs have better error performance than the optimized PIC-TCs. By comparing the finite length performance of PIC-TCs and the MAP threshold of uncoupled turbo codes, it is seen that PIC-TCs and PPC-TCs can achieve significant coding gains over SC-PCCs [27].

B. Very Low Rate Performance by Further Increasing the Coupling Ratio

In this section, we consider the case of very low code rates. We are particularly interested in the performance of PPC-TCs because very low code rates can be achieved by increasing the coupling ratio while for PIC-TCs lower rate component encoders or shortening is required. It is also worth pointing out that for PPC-TCs \( \lambda \) and \( \rho \) can be jointly optimized to achieve the best decoding thresholds even in the very low rate regime. Here, we only consider increasing the coupling ratio (without puncturing) for simplicity and we will show that this is sufficient for PPC-TCs to attain close-to-capacity performance at very low code rates. The DE thresholds for the PPC-TCs with rates \( \frac{1}{10}, \frac{1}{20} \) and \( \frac{1}{100} \) are reported in Table IV.

It is interesting to see that by further increasing the coupling

### Table II

| Ensemble | Rate | \( m = 1 \) | \( m = 15 \) | \( m = 50 \) | \( m = 200 \) |
|----------|------|------------|------------|------------|------------|
| PIC-TC   | 9/10 | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |
| PPC-TC   | 9/10 | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |
| PIC-TC   | 4/5  | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |
| PPC-TC   | 3/4  | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |
| PIC-TC   | 2/3  | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |
| PPC-TC   | 1/2  | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |
| PIC-TC   | 1/3  | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) | (0.5,0.0278) |

### Table III

| Ensemble | Rate | \( (m=1) \) | \( (m=15) \) | \( (m=50) \) | \( (m=200) \) | \( (m=1000) \) |
|----------|------|-------------|-------------|-------------|-------------|-------------|
| PIC-TC   | 9/10 | 0.0863      | 0.0881      | 0.0882      | 0.0882      |
| PPC-TC   | 9/10 | 0.0931      | 0.0990      | 0.0990      | 0.0990      |
| SC-PCC   | 9/10 | 0.0582      | 0.0582      | 0.0582      | 0.0582      |
| SC-SCC   | 9/10 | 0.0624      | 0.0990      | 0.0990      | 0.0990      |
| SC-BCC   | 9/10 | 0.0954      | 0.0990      | 0.0990      | 0.0990      |
| PIC-TC   | 4/5  | 0.1811      | 0.1846      | 0.1846      | 0.1846      |
| PPC-TC   | 4/5  | 0.1896      | 0.1985      | 0.1994      | 0.1997      |
| SC-PCC   | 4/5  | 0.1391      | 0.1391      | 0.1391      | 0.1391      |
| SC-SCC   | 4/5  | 0.1644      | 0.1990      | 0.1990      | 0.1990      |
| SC-BCC   | 4/5  | 0.1986      | 0.1999      | 0.1999      | 0.1999      |
| PIC-TC   | 3/4  | 0.2307      | 0.2349      | 0.2351      | 0.2351      |
| PPC-TC   | 3/4  | 0.2385      | 0.2483      | 0.2497      | 0.2497      |
| SC-PCC   | 3/4  | 0.1876      | 0.1876      | 0.1876      | 0.1876      |
| SC-SCC   | 3/4  | 0.2155      | 0.2486      | 0.2486      | 0.2486      |
| SC-BCC   | 3/4  | 0.2481      | 0.2491      | 0.2491      | 0.2491      |
| PIC-TC   | 2/3  | 0.3151      | 0.3204      | 0.3206      | 0.3207      |
| PPC-TC   | 2/3  | 0.3206      | 0.3313      | 0.3325      | 0.3330      |
| SC-PCC   | 2/3  | 0.2772      | 0.2772      | 0.2772      | 0.2772      |
| SC-SCC   | 2/3  | 0.3303      | 0.3316      | 0.3316      | 0.3316      |
| SC-BCC   | 2/3  | 0.3323      | 0.3331      | 0.3331      | 0.3331      |
| PIC-TC   | 1/2  | 0.4865      | 0.4930      | 0.4933      | 0.4934      |
| PPC-TC   | 1/2  | 0.4865      | 0.4977      | 0.4991      | 0.4996      |
| SC-PCC   | 1/2  | 0.4689      | 0.4689      | 0.4689      | 0.4689      |
| SC-SCC   | 1/2  | 0.4708      | 0.4981      | 0.4981      | 0.4981      |
| SC-BCC   | 1/2  | 0.4988      | 0.4993      | 0.4993      | 0.4993      |
| PIC-TC   | 1/3  | 0.6576      | 0.6635      | 0.6639      | 0.6640      |
| PPC-TC   | 1/3  | 0.6545      | 0.6645      | 0.6658      | 0.6664      |
| SC-PCC   | 1/3  | 0.6553      | 0.6653      | 0.6553      | 0.6553      |
| SC-SCC   | 1/3  | 0.6437      | 0.6654      | 0.6654      | 0.6654      |
| SC-BCC   | 1/3  | 0.6651      | 0.6653      | 0.6653      | 0.6653      |
TABLE IV
DE THRESHOLDS FOR PPC-TCs WITH $\lambda > 1/2$

| Ensemble | Rate | $\lambda$ | $\epsilon_1^{(m=1)}$ | $\delta_1^{(m=1)}$ | $\epsilon_1^{(m=15)}$ | $\delta_1^{(m=15)}$ |
|----------|------|-----------|-----------------------|-------------------|-----------------------|-------------------|
| PPC-TC   | 1/10 | 7/9       | 0.8896                | 0.0104            | 0.0010                |                   |
| PPC-TC   | 1/20 | 17/19     | 0.9411                | 0.0089            | 0.0006                |                   |
| PPC-TC   | 1/100| 97/99     | 0.9858                | 0.0042            | 0.0006                |                   |

ratio, PPC-TCs can operate even closer to the BEC capacity with a very low code rate compared to the case of smaller coupling ratio shown in Table I.

We then show the simulated error performance of the PPC-TC for rate-1/10 with $m = 1$ and $\lambda = 7/9$ in Fig. 10. Again, the error performance and the MAP decoding threshold of a shortened turbo codes with the same code rate are also included.

From Fig. 10, similar observation can be made that the actual error performance of PPC-TCs is very close to the DE threshold and significantly better than the uncoupled shortened turbo codes. For spatially coupled turbo-like codes [27], such low rate would require using lower rate component encoders. Hence, PPC-TCs with large coupling ratio $\lambda$ present a simple way to construct very low rate capacity-approaching channel codes.

C. Practical Codeword Length Performance under Sliding Window Decoding

In this section, we investigate the error performance under sliding window decoding.

We set $K = 6144$, $\lambda = 1/8, 1/2$, and choose the window size $W = 4, 8, 16$. The corresponding decoding latencies $L = W \cdot K$ [39] are 24576, 49152, 98304 bits. For comparison, we include the error performance of the uncoupled shortened turbo codes with equal rates and decoding latencies as well as the error performance of PIC-TCs and PPC-TCs with $K = 6144$ and $K = 100000$ under the FF-FB decoding. The information lengths of the uncoupled turbo codes are 24576, 49152, and 98304, respectively. The BER performance for rates 0.2 and 0.3034 are shown in Figs. 11 and 12 respectively.

It can be observed that for both PIC-TCs and PPC-TCs, when the coupling ratio is small, the decoding performance under a window size of 8 approaches to that under the FF-FB decoding while for the large coupling ratio increasing the window size from 4 to 16 leads to negligible performance improvement. For both cases, the gap on the decoding performance between the sliding window decoding with $W = 4$ and the FF-FB decoding is less than 0.004, which suggests that choosing window size 4 suffices to achieve considerable error performance. Moreover, both PIC-TCs and PPC-TCs show superior waterfall performance over the uncoupled shortened turbo codes with the same or smaller decoding latency. It is also interesting to see that the error floor performance of the codes with larger coupling ratios is better than that with smaller coupling ratios. In light of the decoding performance shown in Sec. VI-A, using of large coupling ratio is more desirable for PIC-TCs and PPC-TCs as the codes with larger $\lambda$ show better waterfall and error floor performance than the
codes with smaller $\lambda$.

Since the length of the component codeword is short, the error floor performance is also largely affected by the underlying interleavers. It is possible to design a fixed interleaver to improve the error performance of PIC-TCs and PPC-TCs under short block length. For example, we applied a fixed interleaver from the LTE standard \cite{3GPP} to the PIC-TC with $\lambda = 1/8$, $W = 16$ and show its decoding performance (labeled “PIC-TC $W = 16$ fixed”) in Fig. 12. It can be seen that the error floor performance under the LTE interleaver is improved by about half an order of magnitude compared to that under the random interleaver. The design of fixed interleavers and the analysis of the error floor are left for our future work.

D. Performance on the AWGN channel

In this section, we investigate the performance of PIC-TCs and PPC-TCs on the AWGN channel.

First, we note that directly analyzing the decoding thresholds for the families of spatially coupled turbo-like codes is difficult since the DE equations of the component convolutional codes can no longer be obtained in closed form \cite{19}. We also note that Monte Carlo methods can be applied to estimate the decoding thresholds by tracking the densities of a huge number of message samples in each iteration, albeit extremely time-consuming \cite{21}. This approach requires significantly large computational effort for spatially coupled codes because their graphs contain different edge types whose message densities have to be considered individually during density evolution. Alternatively, one can estimate the decoding thresholds on the AWGN channel from the thresholds obtained for the BEC channel by using the technique introduced in \cite{21, 41, 42}. Such an approach is computationally attractive for turbo-like codes since the BEC thresholds can be computed exactly with relatively small effort. Most importantly, it is shown in \cite{21, 41} that the estimated thresholds by this approach are very close to the Monte Carlo thresholds for turbo-like codes.

Let $C_G(\epsilon) = 1 - \epsilon$ be the capacity of the BEC with erasure probability $\epsilon$ and $C_G(\sigma)$ the capacity of the binary-input AWGN channel whose noise follows $\mathcal{N}(0, \sigma^2)$. Let $\epsilon^*$ and $\sigma^*$ be the decoding thresholds of the code ensembles on the BEC and the AWGN channel, respectively. Based on the observation \cite{41, 42},

$$C_G(\sigma) \approx C_E(\epsilon),$$  \hfill (31)

the following approximation can be obtained

$$\sigma^* \approx C_G^{-1}(C_E(\epsilon)) = C_G^{-1}(1 - \epsilon^*).$$  \hfill (32)

We consider PIC-TCs and PPC-TCs with coupling memory $m = 1$ and rate-$1/3$. By using \cite{32}, the AWGN decoding thresholds for PIC-TC and PPC-TC ensembles are 0.345 dB and 0.294 dB, respectively. To simulate the error performance of PIC-TCs and PPC-TCs, we set the coupling length $L = 100$ and the information length of the component turbo code $K = 1024$ and $K = 6144$. We choose $\lambda = 0.39$ for PIC-TCs and $\lambda = 0.34$ for PPC-TCs according to Table III. The error performance of PIC-TCs, PPC-TCs under FF-FB decoding and uncoupled turbo codes, as well as their corresponding DE thresholds and the capacity of BPSK signaling are shown in Fig. 13.

It can be seen that at a BER of $10^{-5}$, the PIC-TC and PPC-TC with $K = 6144$ operate within 0.4 dB of their respective DE thresholds, which are about 0.1 dB away from the capacity. In addition, the PIC-TC performs slightly better than the PPC-TC by about 0.1 dB in agreement with the results on the BEC (see Table III). All the above observations confirm that the predicted decoding thresholds are accurate and the optimal design of $(\lambda, \rho)$ based on the BEC is also effective for the AWGN channel. It is also noteworthy that both codes significantly outperform the uncoupled turbo codes for various component code lengths.

E. Comparisons between PIC-TCs and PPC-TCs

Finally, we give a detailed comparison between PIC-TCs and PPC-TCs. The main difference is that the coupled information sequence and the parity sequence are protected by two component turbo codewords in PIC-TCs and PPC-TCs, respectively. As a result, PIC-TCs can enjoy parallel encoding by encoding all the component turbo codeword at the same time while PPC-TCs have to encode each component codeword one by one. That being said, the design of PPC-TCs is more flexible as it can be easily extended to very low rates by increasing the coupling ratio. The extension for PIC-TCs to very low rates is nontrivial since the coupling ratio cannot be larger than 0.5. Most importantly, PPC-TCs have better decoding thresholds than PIC-TCs when the code rate is greater than 1/3 and the coupling memory is large. It can be seen from Table III and Table IV that PPC-TCs with a joint design of coupling ratio and puncturing ratio approach the BEC capacity for a wide range of code rates and their performance gap to the capacity almost vanishes when the coupling memory is large.
VII. CONCLUDING REMARKS

We investigated the impact of partial coupling on the iterative decoding thresholds of turbo codes. We first studied the performance of PIC-TCs under the BEC and also proposed PPC-TCs. We provided the encoding and decoding methods for PIC-TCs and PPC-TCs with coupling memory $m \geq 1$. We derived the exact DE equations for any given coupling memory and coupling ratio. Rate-compatible designs for PIC-TCs and PPC-TCs based on jointly designing the puncturing ratio and the coupling ratio are also proposed. Both our theoretical analysis and simulation results show that existing uncoupled turbo codes can be significantly benefit from partially information and partially parity coupling. In particular, the proposed PPC-TCs have better decoding thresholds than existing spatially coupled turbo-like codes and can operate within 0.0002 to the BEC capacity for a wide range of code rates without changing the encoding and decoding architecture of the component turbo codes.

APPENDIX A
DENSITY EVOLUTION FOR PIC-TCs WITH $m \geq 1$

For $m \geq 1$, the erasure probability of $u_t$ depends on the erasure probability of the coupled information $u_{t-m,t}, \ldots, u_{t-1,t}$ and $u_{t,t+1}, \ldots, u_{t+m,t}$. Hence, the average erasure probability of $u_t$ to $f^U$ at time $t$ from (10) needs to be modified to

$$\bar{p}_{L,t}^{(i)} = \epsilon \left( \frac{\lambda}{m} \sum_{j=1}^{m} p_{L,t-j}^{(i-1)} \cdot p_{U,t-j}^{(i)} \cdot p_{L,t}^{(i)} + (1 - 2\lambda) p_{L,t}^{(i)} \right)$$

$$+ \frac{\lambda}{m} \sum_{j=1}^{m} p_{L,t}^{(i)} \cdot p_{U,t+j}^{(i-1)} \cdot p_{L,t+j}^{(i)}$$

$$= \epsilon \cdot p_{U,t}^{(i)} \left( \frac{\lambda}{m} \sum_{j=1}^{m} \left( p_{L,t-j}^{(i-1)} \cdot p_{U,t-j}^{(i)} + p_{U,t+j}^{(i-1)} \cdot p_{L,t+j}^{(i)} \right) \right)$$

$$+ (1 - 2\lambda),$$

(33)

where $\frac{\lambda}{m}$ is the portion of the coupled information sequence shared between two CBs at different time instances.

Similarly, the average erasure probability from $u_t$ to node $f^L$ at time $t$ from (13) is modified to

$$\bar{p}_{U,t}^{(i)} = \epsilon \left( \frac{\lambda}{m} \sum_{j=1}^{m} p_{L,t-j}^{(i-1)} \cdot p_{U,t-j}^{(i-1)} \cdot p_{U,t}^{(i)} + (1 - 2\lambda) p_{U,t}^{(i)} \right)$$

$$+ \frac{\lambda}{m} \sum_{j=1}^{m} p_{L,t}^{(i-1)} \cdot p_{U,t+j}^{(i-1)} \cdot p_{U,t+j}^{(i)}$$

$$= \epsilon \cdot p_{U,t}^{(i)} \left( \frac{\lambda}{m} \sum_{j=1}^{m} \left( p_{L,t-j}^{(i-1)} \cdot p_{U,t-j}^{(i-1)} + p_{U,t+j}^{(i-1)} \cdot p_{L,t+j}^{(i-1)} \right) \right)$$

$$+ (1 - 2\lambda).$$

(34)

The rest of the DE equations remain the same as those for the case of $m = 1$ in Section V.A

APPENDIX B
DENSITY EVOLUTION FOR PPC-TCs WITH $m \geq 1$

For $m \geq 1$, the average erasure probability of $u_t$ to $f^U$ at time $t$ is the weighted sum of the erasure probability from nodes $v_{t-1,j}, v_{t,j}$ to $f^U$ for $j \in \{1, \ldots, m\}$. Hence, (17) is modified to

$$\bar{p}_{L,t}^{(i)} = \epsilon \left( \frac{\lambda_U}{m} \sum_{j=1}^{m} q_{q,t-j}^{(i-1)} \cdot p_{L,t}^{(i)} + (1 - \lambda_q - \lambda_{L}^{(i)}) p_{L,t}^{(i)} \right)$$

$$+ \frac{\lambda_L}{m} \sum_{j=1}^{m} q_{q,t-j}^{(i)} \cdot p_{L,t}^{(i)}$$

$$= \epsilon \cdot p_{L,t}^{(i)} \left( \frac{\lambda_U}{m} \sum_{j=1}^{m} q_{q,t-j}^{(i-1)} + \frac{\lambda_U}{m} \cdot q_{q,t-j}^{(i)} \right)$$

$$+ 1 - \lambda_U - \lambda_{L}^{(i)}.$$  

(35)

where $\lambda_U^{(i)}$ and $\lambda_L^{(i)}$ are the portions of the coupled upper and lower parity sequence, respectively, shared between two CBs at different time instances. In addition, the average erasure probability of $v_{t}^{U}$ to $f^U$ from (20) is modified to

$$\bar{q}_{U,t}^{(i)} = \epsilon \left( 1 - \lambda_U^{(i)} + \frac{\lambda_U}{m} \sum_{j=1}^{m} p_{q,t+j}^{(i)} \cdot p_{U,t+j}^{(i-1)} \right).$$

(36)

Likewise, the average erasure probability from $u_t$ to node $f^L$ at time $t$ from (21) is modified to

$$\bar{q}_{U,t}^{(i)} = \epsilon \left( \frac{\lambda_U}{m} \sum_{j=1}^{m} q_{q,t-j}^{(i-1)} \cdot p_{U,t}^{(i)} + (1 - \lambda_p - \lambda_{L}^{(i)}) p_{U,t}^{(i)} \right)$$

$$+ \frac{\lambda_L}{m} \sum_{j=1}^{m} q_{q,t-j}^{(i)} \cdot p_{U,t}^{(i)}$$

$$= \epsilon \cdot p_{U,t}^{(i)} \left( \frac{\lambda_U}{m} \sum_{j=1}^{m} q_{q,t-j}^{(i-1)} + \frac{\lambda_U}{m} \cdot q_{q,t-j}^{(i-1)} \right)$$

$$+ 1 - \lambda_p - \lambda_{L}^{(i)}.$$  

(37)

and the average erasure probability of $v_{t}^{L}$ to $f^L$ from (24) is

$$\bar{q}_{L,t}^{(i)} = \epsilon \left( 1 - \lambda_{L}^{(i)} + \frac{\lambda_L}{m} \sum_{j=1}^{m} p_{q,t+j}^{(i)} \cdot p_{U,t+j}^{(i-1)} \right).$$

(38)

The rest of the DE equations remain the same as those for the case of $m = 1$ in Section V.B
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