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Abstract

StyleGAN is NVIDIA’s open-sourced TensorFlow implementation. It has revolutionized high quality facial image generation. However, this democratization of Artificial Intelligence / Machine Learning (AI/ML) algorithms has enabled hostile threat actors to establish cyber personas or sock-puppet accounts in social media platforms. These ultra-realistic synthetic faces. This report surveys the relevance of AI/ML with respect to Cyber & Information Operations. The proliferation of AI/ML algorithms has led to a rise in DeepFakes and inauthentic social media accounts. Threats are analyzed within the Strategic and Operational Environments. Existing methods of identifying synthetic faces exists, but they rely on human beings to visually scrutinize each photo for inconsistencies. However, through use of DLIBs’ 68-landmark pre-trained file, it is possible to analyze and detect synthetic faces by exploiting repetitive behaviors in StyleGAN images. Project Blade Runner encompasses two scripts necessary to counter StyleGAN images. Through PapersPlease.py acting as the analyzer, it is possible to derive indicators-of-attack (IOA) from scraped image samples. These IOAs can be fed back into among_us.py acting as the detector to identify synthetic faces from live operational samples. The open-source copy of Blade Runner may lack additional unit tests and some functionality, but the open-source copy is a redacted version, far leaner, better optimized, and a proof-of-concept for the information security community. The desired end-state will be to incrementally add automation to stay on-par with its closed-source predecessor.

Going forward PapersPlease, papersplease.py, or papers_please.py naming schema will be used interchangeably, similar to Blade Runner and Among Us (AmongUs, among_us.py, or amongus.py).
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Introduction

Artificial Intelligence (AI) & Machine Learning (ML) are increasing areas of concern in the realm of cybersecurity. Adversaries are exploiting bleeding-edge technologies to enable cyber and information operations. Threat actors are leveraging DeepFakes and synthetic facial imagery to manipulate others. Democratization of AI/ML-based technologies poses a significant and continual cyber risk to national security. CNN reported that OpenAI refused to release their AI out of concern for abuse [1]. Open-source reporting suggests that proliferation of AI-generated imagery has been a key enabler for espionage, trolling, and harassment [2] [3].

DeepFakes remain a significant threat through projection of misinformation (misleading) and disinformation (deception) campaigns. However, one specific type of fake comes in the form of AI-generated synthetic facial images. Issues in the Strategic Environment (SE) derive from geopolitical propriety (or lack thereof). International law has not kept up with advances in technology. For example, the Tallinn Manual has not yet addressed advances in AI/ML and its dangerous potential in war. The technology has not been adequately regulated either. In Operational Environments, AI/ML technologies are actively exploited by threat actors seeking to sew discord, maliciously influence others, or engage in social-engineering activities. People are prone to trust DeepFakes because they are getting more sophisticated in production and possibly based on cognitive biases. Social media personas leverage these synthetic photos which is a next-generation alternative to stolen real-photographs or generic stock images.

Blade Runner leverages pre-trained ML-predictor files to detect StyleGAN images through exploitable repetitive behaviors and Indicators-of-Attack (IOAs). Future iterations of open-source Blade Runner will automate certain tasks to stay on-par with its closed-source counterpart.
Artificial Intelligence

In 2016, Microsoft created an AI chatbot: Tay on Twitter, to conduct an experiment in learning “conversations”. The premise leveraged the idea that with more interaction (more data), AI would act more human through learning. However, Twitter users disrupted Tay-AI’s learning and radicalize the chatbot [4]. Needless to say, AI learning can easily be disrupted by bad actors.

DeepFake is a portmanteau of “Deep Learning” [ML-technique] and “Fake [News]”. The term was first observed in 2017 via a Reddit user account called: u/deepfakes [5]. This Redditor grafted celebrity faces onto pornographic media, but their account now lies devoid of any content [6]. This same technology has been used in Hollywood to posthumously revive beloved characters such as with: “Grand Moff Tarkin” and “Princess Leia” in Star Wars: Rogue One [7]. However, in the hands of threat actors, the technology has been abused to misinform or deceive audiences, degrade public-image, blackmail or embarrass geopolitical leaders, socially-engineer others, or sew discord in already chaotic environments [8] [9]. It’s been used in memes where Hollywood actor Nicholas Cage’s likeness is superimposed onto Harrison Ford’s character in Indiana Jones: Raiders of the Lost Ark [10]. Nevertheless, the computer science areas of AI/ML are exponentially advancing. AI-assisted media manipulation will be a contested issue between freedom-of-research and misuse by hostile actors.

The capabilities have since been cyclically advanced and refined. Due to this nature of continuous improvement, technology for synthesizing DeepFakes has become common in industry. The technology has been democratized by different research entities and thus more openly-available to the public [11]. Academic research at leading technical universities has compelled the nation to expand in the AI/ML space [12] [13]. In bygone eras, this was called
“doctoring” media and “photoshopping” (based on Adobe products). Today, this they are known as DeepFakes.

About StyleGAN

NVIDIA is a well-respected company making advances in the Graphical Processing Unit (GPU) and graphics card industry. Their department of research heavily operates in AI/ML-space. Their research in AI/ML has facilitated unparallel advances in computer-generated graphics. It must be acknowledged that StyleGAN allows ultra-realistic synthetic faces at 1024x1024 resolution.

Generative Adversarial Networks (GANs). DeepFakes rely on multiple algorithms to synthesize images. Some images are manipulated through encoding processes to overlay latent images. However, some use ML-algorithms to intelligently overlap photos. Early forms of DeepFakes. It should be known that StyleGAN itself is not a malicious tool, nor was the research itself malicious. The application of StyleGAN by hostile actors is what makes the tool dangerous. Essentially, GANs rely on generators and discriminators to create these ultra-realistic images.

Evolution of StyleGAN:

- **2018**
  - NVIDIA proposed StyleGAN as their “official TensorFlow implementation” which used the Flickr-Faces-High-Quality (FFHQ) dataset to train their neural network [14] [15]
- **2019**
  - NVIDIA implemented improvements to the existing StyleGAN to enhance existing capabilities to generate synthetic imagery as StyleGAN 2 [16].
- **2021**
  - StyleGAN 3 acknowledges weaknesses of StyleGAN2 where certain features are placed based on fixed coordinates [17].
  - StyleGAN-NADA aims to use text to morph images from one graphic to another with limited training (such as Nvidia’s example of a dog shifting to The Joker) [18].
Proliferation of AI-Generated Images

*Availability of Tools.* Technology necessary to generated synthetic or grafted media has become easily-accessible to private individuals. For synthetic static imagery, two vendors are the most common: ThisPersonDoesNotExist (TPDNE) and GeneratedPhotos (GP). Dr. Lyu of University of Buffalo asserts that defense needs to evolve to counter AI/ML-counterfeiting advances [19]. For example: OpenAI DALL-E2, TensorFlow, GoogleAI, and PyTorch are openly available to the populace to use, test, or develop with. This very openness poses a risk of *information disruption* and it’s arguable that one could equate this to concept of “script-kiddies” having access to DDoS tools. DDoS tools alone are stress testers for networks. However, simplicity of the tool and ease-of-access make them disruptive to enterprise networks. Open-source availability of AI/ML algorithms may be the same. However, societal benefits of AI/ML could very well outweigh risks of exploitation by bad actors.

*ThisPersonDoesNotExist.* ThisPersonDoesNotExist (TPDNE) went viral in 2019 and implemented NVIDIA’s StyleGAN solution. TPDNE was founded by Phillip Wang in demonstrating the power, capabilities, and looming threat for misuse of AI [20] [20]. Alternative, *DoesNotExist websites have been founded as well to demonstrate the power of StyleGAN and AI-generated imagery. TPDNE generates photos upon refresh. Currently, there is little user-customization and photos are generated at 1024x1024 resolution. The generation is sometimes imperfect.

*GeneratedPhotos.* GeneratedPhotos (GP) gives user the opportunity to customize images based on background, faces, age, gender. It also provides a measure to buy or subscribe for bulk downloads of synthetic imagery. The freemium version of the tool generates photos at 512x512 resolution and for personal-use only.

Right, wrong, or indifferent – the democratization of AI/ML algorithms has led to a proliferation of AI-Generated Images misused by threat actors.
Current Threats to the Strategic Environment

*Cyber Geneva Convention.* At the RSA Conference 2017, Brad Smith of Microsoft proposed the necessity of a “Cyber Geneva Convention” to establish precedent for conduct of hostilities in the Fifth Domain of Warfighting (Cyber) [21] [22]. Cyberwarfare is still a gray-zone in terms of the engagements between competing-powers. As the world enters an era of great-power competition between near-peer and peer adversaries, the likelihood of escalation from digital to kinetic warfighting increases. Given global trade and infrastructure heavily rely on cyber-physical systems, the cascading effects of crippled enterprises will lead to unintended (or intended) harm inflicted on civilians.

*Legal Complications.* As this report is being written, the Tallinn Manual 2.0 remains the current standard for International Customary Law with respect to cyber operations. Tallinn Manual 2.0 does not account for issues concerning AI/ML algorithms developed or deployed by nations. The “Black-Letter Rules” are bolded text yield the codified standards in policy and *jus ad bellum* [23]. Tallinn Manual 3.0 is currently being drafted by NATO Cooperative Cyber Defence Centre of Excellence (CCDCOE) [24]. At the time of this report, a recommendation was submitted by to Tallinn Manual workgroup to include a “Black-Letter Rule” for AI-algorithms.

One possibility is to apply export-controls onto AI/ML algorithms, but that would be a ceremonial response than practical. The European Union (EU) has attempted to regulate AI [25] [26]. This attempt of regulation of AI will not be without controversy.

*Information Warfare.* Cyber Operations focuses maneuver in and through networks and use of computers to provide effects upon a network [27]. Information Operations (IO) focuses on “integration of *influence, deception, corruption, usurping*,” and changing perceptions of people by way of social media or another communication platform [28]. Rob M. Lee suggests intelligence
activities belong somewhere between Defensive Cyber Operations – Response Actions and Offensive Security [29]. Doctrinally, these are distinct types of operations because the desired end-states are different. However, the mindset should shift to consider not two independent spectrums, but one unified plane. Operations are enabled by cyber and weaponization of information.

**Current Threats to the Operating Environment**

*Social Media.* The introduction of social media has facilitated rapid communications across the globe. Most social media platforms rely on a combination of: username, email, phone number, date of birth, or photo to establish a digital persona. The problem is that platforms do not
have adequate tools necessary to detect hostile actors leveraging AI-generated images. Controversy surrounding Twitter suggests that bots are a significant problem in social media [30]. By extension a subset of inauthentic accounts using synthetic faces.

**Cyber Operations.** StyleGAN has been a worry of the cybersecurity community for several years. Open-Source Intelligence (OSINT) Researcher and former SANS Institute Instructor, Micah Hoffman, identified the StyleGAN images as a photographic component for building cyber personas, commonly known as “sock-puppet” accounts in his SANS SEC487: OSINT Gathering & Analysis class [31]. Researchers at the Atlantic Council’s Digital Forensic Research Lab (DFRLab) noted issues as well [32]. A major concern is that these easily-created synthetic faces are being operationalized *en masse* for spear-phishing or illicit criminal activities.

**Information Operations.** The addition of AI-generated photos can be observed temporally. In Fall of 2019, Graphika investigated influence operations against Hong Kong by a threat actor dubbed “Spamouflage Dragon” (Graphika moniker) and Graphika found that influence operations on YouTube and Facebook leveraged stock photos [33]. This tactic would later evolve to incorporate StyleGAN images towards the end of 2019. Thereafter, a joint investigation by Graphika and Atlantic Council’s DFRLab suggested that the majority of personas leveraged AI-generated photos [34]. It is perceived that Spamouflage Dragon later shifted operations to target the US General Election 2020, as well as agitate COVID-19 divisions [35]. In 2022, Graphika continued to monitor Spamouflage Dragon and found that the actor began engaging real-world (authentic) users with influence materials or propaganda and exited the established echo-chamber [36]. This change over the past several years indicate a shift of priority for capabilities, infrastructure, targeting, and desired impact.
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Based on these facts, defenders are reminded that information and cyber operations are driven by humans behind the keyboard and therefore stratified by motivations or desires.

**Proposed Categories of Influence Actors** [37]

- **Orchestrator** (*Manipulators*)
  - Real hostile operator (social-engineering).
  - **Desire of Engagement**: Careful ~1:1 interaction to shape thinking or groom behavior.
- **Influencers** (*Cult Leaders*)
  - Real account.
  - **Desire of Popularity**: High follower count pushes message for them.
- **Die-Hards** (*Fanatics*)
  - Real people (sedated by propaganda).
  - **Desire of Dominance**: Engage in fights, build echo chambers, be-the-heroes.
- **Trolls** (*Dividers & Disruptors*)
  - Spambots or real people w/ destructive nature.
  - **Desire of Discord**: Engage in fights to sew resentment.
- **Amplifiers** (*Spray n’ Pray Msg.*)
  - Spambots.
  - **Desire of Diffusion**: Botnet management & widest net cast.

**Marketing.** Surprisingly, recruiters are starting to use StyleGAN images for catfishing, social-engineering, or constructing sock-puppet accounts for head-hunting clients. Perceived
The intents of these inauthentic accounts could be innocent or malicious [38] [39]. By applying degrees-of-separation through counterfeit user profiles, there will continue to be a degradation of trust in communicative and social etiquettes between two persons. Not all threat actors are inherently criminals, agents of espionage, or warring parties. However, StyleGAN will continue to be abused outside of traditional inauspicious factions.

Threat actors will continue to use any and all means to appear valid and establish a digital beachhead by maintaining cyber personas or sock-puppet accounts, while projecting influence, continue targeting, supporting campaigns, and applying effects in the digital operating environment.

**Hypothesis on Trust in DeepFakes**

Although the focus of this report is on countering synthetic images leveraged by inauthentic personas, it is worth identifying reasons why AI-generated images will be arduous to combat from human-based visual analysis alone.

**Biological (Symmetry & Attractiveness).** It is possible that cognitive bias derives from subconscious assessments of attractiveness from facial symmetry. This symmetry is found in most of the generated StyleGAN photos. It is suggested that facial attractiveness has influence over socialization [40]. By extension, it is likely this bias carries over to with inauthentic accounts because the accounts use ultra-realistic images.

**Psychological (Halo Effect).** Cognitive biases are always present in the human condition. In the 1920s, Edward Thorndike identified attractiveness as a contributor to cognitive bias [41] [42]. The term was later coined by S.M. Harvey in 1938 [41] [43]. A YouTube Channel: “Practical
Psychology”, notes that the Halo Effect is essentially [unfairly] “judging a book by its cover” [44]. It is believed that this cognitive bias has undue influence over a person’s ability to decide whether a social media persona is trustworthy (strictly based on photos alone).

**StyleGAN.** From a technological standpoint, DeepFakes are becoming harder to distinguish from real media (audio, photographic, video). Specifically, StyleGAN images are expected to mirror this trend. With StyleGAN2, production of synthetic faces has become increasingly harder to detect and more likely to be trusted by viewers [45]. Images are expected to become higher resolution.

**Hypothesis.** The current hypothesis is that facial symmetry is more likely to be trusted compared to asymmetrical ones [46]. The thesis and study conducted at George Mason University suggested there is perceived attractiveness in symmetry, however trustworthiness scoring was not validated due to errors in implementation and narrow sampling [46]. It’s important to note that the “Halo Effect” is still contested in modern-day studies due to skewed results based on low sampling [47]. With media, video games, and images becoming higher resolution and AI algorithms becoming smarter through ML training, countermeasures for DeepFakes will need to evolve to keep hostile actors in-check.

**Current Detection Methods**

Current countermeasures leverage ML to counter these AI-generated images. This is not a new concept. For instance, Silvia Man leveraged large face data sets and a ML neural network to determine whether or not AI-generated [48]. Silvia used modestly large datasets of faces derived from *UTKF Face* (real) and *GeneratedPhotos* (synthetic). The distinction being ML-based (core
components) which leverage significant training vs. ML-enabled (pre-trained datasets) having most of the core components being generic scripting or simple data manipulation.

**Brady Bunch Method.** Different research groups have placed the photos of identical sizes into matrices similar to the “Brady-Bunch” introductions. SANS Institute outlined this in their urgent webcast warning about personas leveraging synthetic photos during the Second Invasion of Ukraine in early 2022 [49]. This method provides a means to overlay lines or boxes and relies on visual analysis and intersection of photographic eyes. Based on the way photos are generated by StyleGAN, it appears that certain facial features like mouth corners and eyes are situated in identical locations across images. Because computers can’t tell or don’t care for these lines drawn on photos, this analysis relies on a human being to make a determination. Not to say a method cannot be coded – it can, but will take additional logic and functions. One drawback to the Brady Bunch method is that it relies on other photos in a set to be simultaneously analyzed together.

![Figure 3: Modified copy of observable characteristics in StyleGAN outlined by SANS Institute webcast [49](Image source: TPDEN)]
Generation Quirks (TPDNE). StyleGAN has some observable oddities. More obvious issues are monstrosities in the imagery. It appears StyleGAN (at least the implementation by TPDNE) can only adequately generate one centered face. The input images may have included additional faces, but the GAN was unable separate or remove the faces. Another weakness of generation comes from mismatched apparel or wearable-accessories (ie. glasses, earrings) [50]. Other quirks include faces with hats that coincidentally turn into the hairline. These examples of are visible problems with StyleGAN and are visually-detectable fakes.

Photo Overlay. Overlaying photos is a technique used by image analysts for various functions. In 2019, a YouTuber named Atomic Shrimp, found that overlaying AI-generated photos would yield a generic face [51]. When AI-generated photos resurfaced in the InfoSec community, they were once again a topic of concern. In 2021, the Center of Information Resilience (CIR), suggested that eyes are generally fixed in location [52]. In 2022, a security researcher, Ben Nimmo
(Twitter @benimmo), attempted the same detection methodology and if defenders superimpose transparent copies of photos, then they would eventually yield mechanisms which eyes align [53]. One problem is that overlaying by itself does not necessarily act as a detection, but rather can support hypotheses from which to derive detection capabilities.

A problem with current detection methods is that it relies on end-users to visually scrutinize images for inconsistencies such as blurry backgrounds, green clouds, mismatching jewelry, or asymmetrical facial features. Acknowledging without these prior efforts, Blade Runner would not be possible.
Proposed Detection Method: Blade Runner

Many of the current methods for detecting AI-enabled fakes or DeepFakes rely on AI-countering-AI. SOC analysts can script solutions as stop-gap measures, but AI/ML are getting more advanced by-day. A major problem is SOC analysts may not have the in-house expertise in AI/ML DevOps (MLOps). SOC analysts may not have that expertise in this arena unless self-studying or having a strong background in Computer Science. Secondly, some organizations may not have the funding or resources to run large cloud-based systems or on-site supercomputers necessary to do large data-set analysis. Proliferation of AI/ML algorithms causes problems to increase exponentially especially when countering social-engineering where sock-puppets can be easily rotated, refreshed, reconstituted, or disposed. However, use of pre-trained ML libraries is a decent middle-ground where SOC analysts can simply script and the heavy-lifting of training AI/ML is already completed for them. Therefore, Blade Runner is necessary as a stop-gap measure to buy time for more permanent countermeasures.

For static images, simpler countermeasures are possible with pre-trained datasets. Typically, defenders are restrained by manpower, operational budgets, or vendor service costs. Using pre-trained libraries is an acceptable stop-gap solution which can be easier to implement or operationalize. Future detection methods may require significant use of AI/ML to counter-AI/ML and render human analysts obsolete. However, the immediate solution is to detect leverage pre-trained datasets and available tools to exploit existing problems with synthetic images.

OpenCV and DLIB. In 2017, Dr. Adrian Rosebrock noted that faces can be detected and outlined using a combination of Python, OpenCV, and DLIB [54]. Faces can be defined by the pre-trained landmark set by DLIB [54] [55]. DLIB’s pretrained predictor file relies on 68-
landmarks which can map to a face [56] [57]. With this pre-trained library, defenders can skip building their own ML-tool from scratch. Thus, saving time crafting a solution to counter synthetic images. However, DLIB requires images be converted to grayscale with OpenCV to work. Following this logic, it is possible to map the pre-trained outline onto an image of a person and thus build a detection against StyleGAN.

**Blade Runner Architecture.** This proposed detection method is composed of two components: PapersPlease (Analyzer) and AmongUs (Detector). PapersPlease becomes more accurate with more data scraped from publicly available websites like: [ThisPersonDoesNotExist](#) or [GeneratedPhotos](#). Blade Runner is intended to be a stop-gap solution to give defenders a chance to identify hostile actors and notify appropriate authorities.

**PapersPlease (Analyzer).** Based on mass analysis of data from PapersPlease, defenders can establish a goal-post or similarities across all known StyleGAN images (goal-posts being specific coordinate pairs for eyes). Defenders can derive coordinates for eyes for images across multiple resolutions. Samples analyzed by PapersPlease are large data-sets of synthetic faces. PapersPlease will scale images down from its original 1024x1024 resolution by Base-2 and Base-10 scales. It leverages the 68-landmark predictor in order to support the operations to determine
center-points of eyes on an image of various resolutions. Albeit, some operations are still manually executed (at least in the open-source copy) and future work requires more automation. After deriving averages across different images and visual-testing, defenders can ascertain the center-of-eye coordinates. From here, data can be fed back into AmongUs. The premise is that with more StyleGAN image samples, the more accurate the coordinate-analysis will be.

**AmongUs (Detector).** This script relies on pre-trained landmarking. Similarly, AmongUs specifically uses the [68-landmark predictor](#). Based on this mapping, defenders can build quadrilateral polygons around centers of each eye (using landmarks on left-side: 37, 38, 40, 41 or right-side: 43, 44, 46, 47). These landmarks are planted, recorded, enumerated in sequential order and consistent across location mapping. Using the known coordinate goal-posts from PapersPlease, AmongUs is intended to be launched against live samples of images (whether synthetic or real) captured by network defenders via production security appliances. Defenders can test StyleGAN images and examine whether the sample image has eye-boxes which overlap the point-of-interest (goal-posts) (as derived from PapersPlease). For point and eye-box overlaps yielding True-True (Left, Right), defenders can reasonably assess that the image is likely StyleGAN-generated. Additionally, if eyes are in consistent locations, then the distance between the two will be constant. Other features such as nose or mouth width or height may be useful for future testing. Again, the open-source copy of Blade Runner does not yield as many unit-tests (or overt decision-making print-statements) for various reasons including speed-of-release. However, metadata is recorded for each image for future upgrades or performing new unit tests on images, and can be easily patched.

**Detection Weaknesses.** It must be acknowledged that the detection is less reliable when matched against synthetic faces wearing sunglasses (which obscure eye-outlines), especially with
varying levels of tint. Secondly, data derived from papers_please.py is a mass average, false-positives have been observed for StyleGAN images glancing far-left or far-right and have been able to bypass the eye-overlap test. It is possible to detect them with the same methods, albeit with modified goal-post coordinates. At 100x100 pixel images, the detection is far-less reliable in images with full-body shots or with faces that do not take up the center-mass of the image. The detector has been known to fail where faces can be detected by OpenCV, but DLIB is incapable of mapping landmarks against faces. It is also a concern if an actor alters an image. Simply put, an adversary could carve away or delete a row or column of pixels to change the composition. In such case, the detection will need to account for movement of facial landmarks. The tool also does not detect use of generic stock images or stolen photos.

Figure 8: Applying Dr. Rosebrock’s tracing technique against StyleGAN image [54]. (Image source: TPDNE)
Figure 9: StyleGAN images with faces wearing sunglasses. (Image source: TPDNE)
Exploitable Observations in StyleGAN2

- StyleGAN images are created through repetitive patterns, thus it can be exploited.
  - The sum of the x-coordinates of each eye will approximately add up to the resolution width).
    - Without intensive code-review, the current hypothesis is that StyleGAN will divide square image into 3x equal-width vertical sections (depicted by “w”).
    - StyleGAN likely hand-rails the two-cuts (red dotted-lines) to place eyes.
      - Meaning the AI-Generator may attempt calculate sites for eyes, plot the eyes first, and build a face around these hard-points and tries to do this by vertically dividing the image layout into approximate vertical-thirds.
    - The alternative analysis is that this is coincidence. However, this observable has been routinely seen across all scaled samples. This summation behavior is more apparent or prevalent when analyzing high number of image samples.
  - The y-coordinates of the eyes (represented by blue dots) will always be just above* the horizontal half-way mark (yellow-line) of the image.
    - The resolution-height will be slightly more than the doubling the eye y-coordinate values.

- Due to the way the images are generated, the coordinates for each eye, will scale with the resolution (with roughly a 1–2-pixel margin-of-error).
  - The coordinates will naturally scale through:
    - Observed in Base-2 resolutions \( (128... 256... 2^n) \)
    - Observed in multiples of Base-10 resolutions \( (100... 200... 100n) \)
  - This observation is currently based on limited testing for images with resolutions \( \leq 1024x1024 \).
  - Therefore, we can reasonably predict where the next coordinates will be for up-scaled photos over \( 1024x1024 \).
  - If StyleGAN changes to incorporate higher resolution and larger images, then defenders have a chance to predict and detect it.

- The more data used in PapersPlease will lead to more accurate indicators-of-attack.

---
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Future Work

**Refactoring Blade Runner Project.** Several iterations of among_us.py have been crafted for various purposes and are active within production environments. However, it must be acknowledged that the open-source copy of Blade Runner is not as feature-rich as its closed-source counterpart – simply due to constraints of time and level-of-effort outside of normal business hours. The open-source copy is in a proof-of-concept and will be upgraded as time allows.

At the time of this report, papers_pllease.py uses imperfect CSV-write operations to record the eye-coordinates in StyleGAN images (extra headers written based on using Python PANDAS). Over time, other calculations will be added such as standard deviations. Hopefully, with larger datasets, defenders can ascertain distinctions between types of images (forward-looking, head-tilted, etc.). Defenders will need to mark samples similar to the Blade Runner (*ie:* A - Forward-facing, etc). The intent is to continuously upgrade or refactor Blade Runner and to better meet defender needs such as automating more mundane tasks: arithmetic operations, comparing, and contrasting StyleGAN image samples. Eye-locations (indicator-of-attack) were derived from manual execution of the analyzer and comparison with marked input image samples.

Papers_please.py requires additional testing to see if alternative types of synthetic faces have any significant deviations in facial features (such as face glancing left or right). *Does StyleGAN shift one of the eyes when glancing?* Papers_please.py does extract metadata and categorizes them based on pre-defined CSV files for future analysis.
Now, among_us.py still relies on hard-coded Boolean flags (for debugging purposes) and also will be optimized over-time. It is acknowledged that the code released with this report is still proof-of-concept, but worth sharing with the information security community for defensive purposes. Eventually, the open-source copy of Among Us will process multiple images instead of one per its proof-of-concept.

**Evolution of StyleGAN.** It is important to acknowledge a race condition that exists in cyber security between defenders and attackers. Each side operates in a contested domain and in a continuous and cyclical contestation for dominance. It is expected that StyleGAN will evolve due upgrade of the codebase as well as research by the originating vendor. Due to the advancements in AI/ML technology, it is guaranteed that successive iterations of StyleGAN will evolve beyond its known weaknesses [17]. It is very likely that future codebase forks or upgrades to StyleGAN will leverage alternative poses such as head-tilts or head locations or perhaps multiple faces per photo. Therefore, Blade Runner countermeasures will need to evolve to be able to counter personas or sock-puppets misusing synthetic imagery.
Conclusion

Democratization of AI/ML algorithms has led to advancements in image generation. AI/ML-assisted tools are the future of rapid solutioning for various problems: including lack of cloud or supercomputing hardware or even MLOps expertise. These tools have been misused by hostile actors to project influence or conduct attacks in the Fifth Domain. DeepFakes are a persistent threat to the Strategic and Operating Environments. StyleGAN has revolutionized synthetic imagery generation by providing ultra-realistic faces based on ML-training. However, threat actors are exploiting this technology to enable their campaigns in popular social media platforms. Current detection capabilities rely on visual analysis by human operators. Defenders need ML-enabled solutions to counter StyleGAN images. Without time-consuming processes of training ML-algorithms, it is possible to craft a rapid countermeasure to StyleGAN by using publicly available pre-trained models. Project Blade Runner (through PapersPlease and AmongUs) is the stopgap solution to detect and counter synthetic faces. The open-source version of the tool is still undergoing refinement to match similar (but not identical) capabilities of its closed-source version (without compromising proprietary information). It is expected that StyleGAN will evolve, thus defender capabilities must do the same.
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