Zero-Reference Image Restoration for Under-Display Camera of UAV

Zhuoran Zheng\(^1\), Xiuyi Jia\(^1\)\(^*\) and Yunliang Zhuang\(^2\)
\(^1\)CSE, Nanjing University of Science and Technology  \(^2\)SISE, Shandong Normal University

Abstract
The exposed cameras of UAV can shake, shift, or even malfunction under the influence of harsh weather, while the add-on devices (Dupont lines) are very vulnerable to damage. We can place a low-cost T-OLED overlay around the camera to protect it, but this would also introduce image degradation issues. In particular, the temperature variations in the atmosphere can create mist that adsorbs to the T-OLED, which can cause secondary disasters (i.e., more severe image degradation) during the UAV’s filming process. To solve the image degradation problem caused by overlaying T-OLEDs, in this paper we propose a new method to enhance the visual experience by enhancing the texture and color of images. Specifically, our method trains a lightweight network to estimate a low-rank affine grid on the input image, and then utilizes the grid to enhance the input image at block granularity. The advantages of our method are that no reference image is required and the loss function is developed from visual experience. In addition, our model can perform high-quality recovery of images of arbitrary resolution in real time. In the end, the limitations of our model and the collected datasets (including the daytime and nighttime scenes) are discussed.

1 Introduction
In extreme environments, the exposed cameras of UAVs are susceptible to wind and meteorological factors that can lead to camera failure. To solve this issue, we design a low-cost scheme to keep the stability of the camera system of the exposed camera on the UAV, as shown in Figure 1 (b). Specifically, we use a low-cost Transparent OLED (T-OLED) to wrap around the camera device. All-in-one design can provide better user perceptive (see Figure 1 (b), for instance the flowing appearance) and other intelligent experience [Zhou et al., 2021]. More importantly, this design offers a reference for saving the complicated peripherals around the camera, thereby reducing the weight of the UAV. However, this new system is mired in the same morass as the Under-Display Camera (UDC) [Zhou et al., 2021; Sundar et al., 2020; Kwon et al., 2021; Feng et al., 2021; Yuqian Zhou, David Ren, Kyle Tolentino, et al., 2020; Yang and Sankaranarayanan, 2021], because it is relatively difficult to retain full functionality of an imaging sensor after mounting it behind a display. Specifically, the imaging quality of a camera will be degraded due to lower light transmission rate and diffraction effects [Zhou et al., 2021]. Moreover, the image quality degradation is further exacerbated because the temperature difference between the land and the sky creates a haze that adheres to the protector. As a result, the captured image clings to the surface of the image as if there is a white veil (the camera with T-OLED in Figure 1 (c)).

Currently, image restoration methods focused on UDC are trained on a pair of the blurred and clear images [Zhou et al., 2021; Sundar et al., 2020]. Unfortunately, it is difficult for
us to obtain a pair of the blurred and the clear images due to the instability of the UAV at high altitude. In this study, we endeavor to implement the image restoration task without reference images by leveraging the UDC prior rather than considering the high-cost GAN techniques [Jiang et al., 2021; Afifi et al., 2021]. In simple terms, our approach does not require any paired information in the training process.

To achieve our goal, we propose a novel lightweight deep learning-based method. Zero-Reference Under-Display Camera Network (ZRUDC-Net), for UDC image enhancement on the UAV. It can cope with a variety of luminance conditions, including uniform chromatic aberration and water haze disturbance. Instead of performing image-to-image mapping, we reformulate the task as an image-specific affine estimation problem. In detail, we estimate an affine transform tensor (affine grid), we can learn it end-to-end through the U-Net [Ronneberger et al., 2015]. Second, we develop a zero-reference learning pattern thanks to sophisticated technologies [Cai et al., 2020a; Golts et al., 2020; Guo et al., 2020]. This is achieved through a set of specially designed non-reference loss functions, including spatial consistency loss, exposure control loss, color constancy loss, dark and bright channel priors loss, and light smoothing loss. At last, we discuss in the work the limitations and struggles imposed by collecting data sets, especially for nighttime scenes.

In summary, the main contributions of our work are: (1) We empirically develop a pipeline based on the visual experience and use this pipeline to guide us in formulating the final solution, including the design of the network and the configuration of the loss functions. (2) We propose the first zero-reference UDC enhancement network that is independent of paired and unpaired training information. Numerous experiments have demonstrated the effectiveness of our method. (3) We collect the first UDC dataset on the UAV (diverse visual scenes are included) which will be released and evaluated by the public.

2 Related Work

UDC imaging and restoration. Several previous work proposed positioning the camera under the display panel to obtain high-resolution photos [Cheng et al., 2019; Zhou et al., 2021; Emerton et al., 2020]. T-OLED is a better display panel [Cheng et al., 2019] and is commonly used in commercial televisions, cellphones and mobile devices. Recently, several works [Kwon et al., 2016; Qin et al., 2016; Qin et al., 2017] described and analyzed the diffraction effects of UDC systems. However, these works cannot tackle the image restoration problem. Although several works [Hirsch et al., 2009; Suh et al., 2013; Suh et al., 2012] proposed camera-behind-display design, these are low-resolution images with very low-quality content and are not suitable for everyday photography. Zhou et al. [2021] and the ECCV challenge [Yuqian Zhou, David Ren, Kyle Tolentino, et al., 2020] attempted to address the problem of UDC image restoration with publicly released datasets. However, the above methods have an obvious drawback that the non-clear images carry only one form of image degradation. Some approaches [Zhang, 2020; Sethumadhavan et al., 2020] attempted to develop deep CNNs to handle the low SNR and large blur in under-panel imagery. We also refer to the architecture of these methods to generate the required affine coefficients for the raw images.

Unsupervised single image restoration. Currently numerous unsupervised techniques are employed for image enhancement tasks such as GAN-based approaches [Afifi et al., 2021; Jiang et al., 2021]. Although GAN-based methods can yield outstanding results in image restoration, such methods require paired or unpaired images as an auxiliary, which is costly. Fortunately, Zero-Net [Guo et al., 2020] provides an efficient and sophisticated idea to tackle the problem of image degradation. Therefore, we can refer this approach to solve the image degradation problem by com-

Figure 2: The architecture and configuration of the proposed single UDC restoration approach, which consists of four components. First, we downsample the input image (the resolution is $3 \times W \times H$) to obtain a fixed resolution image ($3 \times 256 \times 256$). Then we develop the UNet and extra convolution layer to generate an affine grid (the resolution is $12 \times 12$). Next, we enforce a regular term to clean up the noise from the affine grid by using a 2D pooling layer (MaxPool). Finally, we upsample the affine grid to yield a full resolution clear image ($12 \times W \times H$) and apply it to the raw input image through the Smoothing Slicing operator (S-Slicing). We use filters (Conv (convolutional layer with kernel is 3)) to decompress the channels to get a smoother image.
Our task is a blind image degradation problem, and the point spread function (PSF) is hard to estimate from the degraded images. To solve these ill-posed problems, we propose a new pipeline (see Figure 3 (a) → (b) → (c)) that attempts to address the problem of image degradation on the UAV. Finally, on the basis of this pipeline, we design a zero-reference image enhancement strategy.

### 3.2 ZRUDC-Net

Given an arbitrary resolution input, our network first reconstructs the affine grid using a modified U-Net [Ronneberger et al., 2015] on a fixed resolution of the input. Capitalizing on the regressed affine grid, we can generate high-quality affine coefficients. Moreover, to obtain the low-rank affine grid, we use pooling layers to limit its space characteristics. Figure 2 illustrates the architecture of the proposed single zero-reference UDC restoration approach, which consists of four parts: downsampling of the input image, generating an affine grid, obtaining the low-rank affine grid and producing a clear image.

**Affine grid learning.** It is well-known that bilateral learning [Gharbi et al., 2017] in image restoration tasks is a well-reliable technique. Its core lies the estimation of a bilateral grid to regress a high quality affine coefficient tensor (the channels are 12). However, this depends heavily on the extraction of the guidance information, which is performed on a full-resolution image, and therefore only several convolution kernels can be used to estimate it (to reach the goal of real-time processing). To further boost the modelling speed, we use the deep network directly to learn an affine grid.

First, we reduce the raw input image to a fixed resolution of $256 \times 256$ and extract low-level features by a U-Net and a convolution layer as shown in Figure 2. This yields a $12 \times 256 \times 256$ array of the feature maps $T$ that contains rich textures and edges (see Figure 4 (b)). $T$ also can be viewed as a $256 \times 256$ information grid, where each grid cell contains 12 numbers, one for each coefficient of a $3 \times 4$ affine transformation matrix. Then we use the 2D pooling layer $\text{MaxPool}$ and a PReLU layer acting on $T$ to obtain a smaller scale $T'$. Specifically, a multi-channel affine grid $T$ whose third dimension has been unrolled:

\[
T'[x', y', c] = \text{PReLU}(\text{MaxPool}(T[x, y, c]))
\]

where $[x = 256, y = 256]$ denotes the coordinates of the affine grid cell, and each cell has $c = 12$ number. In addition, $[x', y', c]$ denotes the affine grid is downsampled in both height and width dimensions. $T'$ is regarded as an array of low rank for the full-resolution affine grid $T^*$ of the next stage. That is because the procedure from $T'$ to $T^*$ is implemented through the use of the linear operator (interpolation).
of a haze-free outdoor image. Golts et al. [2020] found an idea from the soft matting approach to design a loss function based on the dark channel prior. McCarney and Hall [1977] designed a cyclic system on the optical model to avoid over-fitting while dehazing, which is an unsupervised strategy. The dark channel prior loss \( L_{dcp} \) is a remarkably significant loss term for our algorithm, but it also depends much on the initialized configuration.

**Spatial consistency loss.** We use a spatial consistency loss \( L_s \) to enhance image through preserving the difference of neighboring regions (left, right, down and top) between patches of the input image. The enhanced formula is shown as follows:

\[
L_s = \frac{1}{P} \sum_{i=1}^{P} \sum_{j \in \Omega(i)} \left( |O_i - O_j| - |I_i - I_j| \right)^2 ,
\]

where \( P \) is the number of local patches, \( \Omega(i) \) is neighboring regions centered at the region \( i \). \( O \) and \( I \) denote the average intensity value of each local region in the model output and the input image, respectively. The loss term empirically sets the size of the local region to \( 8 \times 8 \) in this study.

**Exposure control loss.** To address over-exposed regions, especially for the sky and the night lights, we use an exposure control loss \( L_e \) to keep the exposure degree. The loss can be expressed as:

\[
L_e = \frac{1}{M} \sum_{k=1}^{M} |Y_k - E| ,
\]

where \( M \) represents the number of non-overlapping local regions of size \( 16 \times 16 \), \( Y \) is the average intensity value of a local region in the enhanced image. \( E \) represents the distance between the average intensity value of any local regions.

**Color constancy loss.** We use a color constancy loss \( L_{cc} \) to correct the color deviations in the enhanced image and reconstruct the relations among the three adjusted channels. This loss can be expressed as:

\[
L_{cc} = \sum_{\forall (p,q) \in \varepsilon} (J^p - J^q)^2 , \varepsilon = \{(R, G), (R, B), (G, B)\},
\]

where \( J^p \) denotes the average intensity value of \( p \) channel in the enhanced image, \( (p, q) \) represents a pair of channels.

**Illumination smoothness loss.** We use the illumination smoothness loss function \( L_{adv} \) to preserve the linear relations between neighboring pixels, which is defined as:

\[
L_{adv} = \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in \xi} (|\nabla_x F^c_n| + |\nabla_y F^c_n|)^2 , \xi = \{R, G, B\}
\]

where \( N \) represents the number of iteration, \( \nabla_x \) and \( \nabla_y \) represent the horizontal and the vertical gradient operations, respectively. The four loss functions as described above are denoted by the term \( L_{ile} \) for convenience in the next description, and the weight coefficients of each term we adopt the native version [Guo et al., 2020].

---

**3.3 Non-Reference Loss Functions**

We propose a basket of differentiable non-reference losses to enable zero-reference learning on deep network. The following six types of losses are enforced to train the ZRU-DC-Net.

**Dark channel prior loss.** The dark channel prior is an image statistical property, indicating that the darkest pixels in all color channels are very dark and close to zero in a small block of a color channel. The dark channel prior is an image statistical property, indicating that the darkest pixels in all color channels are very dark and close to zero in a small block.
Dark and bright channels loss. Enforcing a regularization term on the features of the bright and the dark channels is beneficial to restoring a sharp image, especially, for a sparse regularization term [Cai et al., 2020b]. In this work, we use an $L_1$-regularization term to enforce sparsity on both dark and bright channels of shallow features. The dark and bright channels loss $L_{dbc}$ is defined as:

$$L_{dbc} = ||D||_1 + ||1 - B||_1,$$

where $D$ and $B$ are the conventional methods to extract the information of the dark channel and the bright channel, respectively.

The total loss can be expressed as:

$$L_{total} = w_{dcp}L_{dcp} + w_{lle}L_{lle} + w_{dbc}L_{dbc},$$

where $w_{dcp}$, $w_{lle}$ and $w_{dbc}$ are the weights of the losses. In this work, we set the $w_{dcp}$, $w_{lle}$ and $w_{dbc}$ to 0.8, 0.1 and 0.1, respectively.

4 Experiments

In the section, we evaluate the proposed approach by conducting experiments on both a public dataset [Yuqian Zhou, David Ren, Kyle Tolentino, et al., 2020] and our collected real-world images (including records in extreme weather such as rainy). All the results are compared against four image restoration methods: DCP + Zero-Net [He et al., 2009; Guo et al., 2020], HDRNet [Gharbi et al., 2017], DAGF [Sundar et al., 2020], DEUNet [Zhou et al., 2021]. In addition, we conduct ablation studies to demonstrate the effectiveness of each module of our network.

Implementation details. To train and test the proposed network as well as the comparison methods, we develop a new high resolution image restoration dataset on UAV with T-OLED, which consists of 30,000 frames blur images from 15 video clips by UAVs. Since clean labels are missing, we can test the pre-trained model of the above method directly on this dataset.

The proposed model is implemented in PyTorch and Adam optimizer is used to train the model. We use the full-resolution 1280 $ \times $ 720 images with a batch size 21 to train the network. The initial learning rate is set to 0.002. We train the network 100 epochs in total. For DCP + Zero-Net method, we conduct different window sizes to trade-off the accuracy and the efficiency, and $45 \times 45$ is finally applied in the experiment. In addition, to assess the situation in the extreme weather, we fine-tuned deep learning based models on the raindrop dataset [Qian et al., 2018]. The fine-tuning methods all use a learning rate of 0.01, the SGD method, and a batchsize of 8.

Qualitative and Quantitative Evaluation. The comparison experiments are evaluated on two datasets: Ours and the T-OLED dataset [Zhou et al., 2021]. Our model is fine tuned on the training data of the T-OLED dataset. Sample results on four images (including two images of rainy weather) from our dataset and four images from the T-OLED dataset, as shown...
Figure 6: Enhanced results on the T-OLED dataset. Our method yields a pleasing visual experience. HDRNet generates vivid colors on the test image, but many regions of the images are obviously overexposed.

Figure 7: Ablation experiments: without using $\mathcal{L}_{dcp}$ tends to generate haze in the image, without using $\mathcal{L}_{lle}$ tends to generate dark corner, and without using $\mathcal{L}_{dbc}$ makes the scene, such as vehicles and blurry.

in Figure 5 and Figure 6. DCP + Zero-Net and HDRNet tend to over-enhance the results (over-exposure), while other models still cannot handle the real-world images (remain some haze in the results). However, the restoration images generated by our method in Figure 5-6 (f) trade-offs the exposure and a pleasing visual perception is obtained. The quantitative results on the T-OLED dataset reported in Table 1 demonstrate the effectiveness of our proposal.

Table 1: Quantitative evaluations on the T-OLED (the resolution is 2K) test data in terms of PSNR, SSIM, LPIPS, and Time.

|                  | PSNR   | SSIM   | LPIPS   | Time |
|------------------|--------|--------|---------|------|
| DCP + Zero-Net   | 21.22  | 0.6990 | 0.4289  | 538ms|
| HDRNet           | 29.81  | 0.8197 | 0.2779  | 20ms |
| DAGF             | 35.89  | 0.9707 | 0.1255  | 48ms |
| DEUNet           | 36.71  | 0.9713 | 0.1209  | 25ms |
| Ours             | 37.77  | 0.9689 | 0.1189  | 18ms |

Ablation Study. To demonstrate the effectiveness of each loss function and the 2D pool layer in ZRUDC-Net, we perform an ablation study involving the following two experiments:

1) w/o $\mathcal{L}_{dcp}$, w/o $\mathcal{L}_{lle}$, and w/o $\mathcal{L}_{dbc}$: We remove these loss functions respectively on training our proposed dataset.

2) Kernel size of the 2D pool layer: we use different kernel sizes of the 2D pool layer in our network to train the T-OLED dataset.

Table 2: Effectiveness of the 2D pool scheme, and K denotes the kernel size, and K = None means removing the 2D pool layer in our network.

|                  | PSNR   | SSIM   |
|------------------|--------|--------|
| K=None           | 37.59  | 0.9701 |
| K=3              | 37.77  | 0.9689 |
| K=8              | 36.13  | 0.9554 |
| K=16             | 30.86  | 0.9020 |

Corresponding visual comparisons are shown in Figure 7. Table 2 compares our method against these three baselines on the T-OLED dataset, we use K=3 as the parameter in our network ($Adaptpool$ may be better, but inference time can increase).

5 Limitations and Discussion
In this study, we have two limitations: 1) we do not consider the UAV camera situation under P-LED, and 2) as shown in the Figure 8, we have bad image recovery at night, especially for the illumination information. For our proposed deep network, we provide a more direct and efficient strategy to generate arbitrary resolution of the enhanced image (see Figure 5) compared to bilateral learning methods. In addition, for HDRNet [Gharbi et al., 2017], we replace the additive operator with a convolutional operator in the slicing process, and the PSNR value is increased on the FIVEK dataset. More discussions are described in the supplementary materials.

6 Conclusion
In this paper, we propose a zero-reference image restoration method via ZRUDC-Net and visual experiences. The key to our method is using different loss functions to build regression task, which effectively maintains the detailed edges and enhances the color of the image. At the same time, we establish ZRUDC-Net to handle images of arbitrary resolution (including ultra high definition image) in real time. Quantitative and qualitative results show that our proposed method can generate visually-pleasing results on the non-clear images.
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