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Abstract: Recent research in non-intrusive data-driven model order reduction (MOR) enabled accurate and efficient approximation of parameterized ordinary differential equations (ODEs). However, previous studies have focused on constant parameters, whereas time-dependent parameters have been neglected. The purpose of this paper is to introduce a novel two-step MOR scheme to tackle this issue. In a first step, classic MOR approaches are applied to calculate a low-dimensional representation of high-dimensional ODE solutions, i.e. to extract the most important features of simulation data. Based on this representation, a long short-term memory (LSTM) is trained to predict the reduced dynamics iteratively in a second step. This enables the parameters to be taken into account during the respective time step. The potential of this approach is demonstrated on an occupant model within a car driving scenario. The reduced model’s response to time-varying accelerations matches the reference data with high accuracy for a limited amount of time. Furthermore, real-time capability is achieved. Accordingly, it is concluded that the presented method is well suited to approximate parameterized ODEs and can handle time-dependent parameters in contrast to common methods.
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1. INTRODUCTION

The development of future vehicle safety systems requires knowledge of the driver’s movement in the pre-crash phase to engage the safety system optimally and to reduce the resulting injuries. For multi-parameter simulations and on-board applications real-time predictions of the human response are necessary. However, with common high-fidelity human body models, this is not feasible because they rely on finite element (FE) or elastic multi-body system (MBS) formulations.

As a result, a high demand for efficient but accurate surrogate models arises. In the case of nonlinear black-box models, data-based non-intrusive model order reduction (MOR) schemes have proven their potential. Furthermore, they can benefit from the development, research and validation effort included in the complex MBS and FE systems. One possible approach is to reduce the dimension of the system first using proper orthogonal decomposition (POD) and then learn the reduced dynamics using regression algorithms from the field of machine learning (ML). For example, Hesthaven and Ubbiali (2018) used neural networks to predict the reduced dynamics of parametrized partial differential equations (PDEs).

Most of the literature in this field focuses on predictions for fixed parameters like physical or geometrical properties of the system, e.g. material properties or initial and boundary values. However, time-dependent parameter trajectories (vehicle accelerations) must be taken into account for the occupant model investigated in this paper. Hence, current ML methods reach their limits regarding approximation quality. One approach to tackle time-dependent parameter dependencies is suggested by Zhuang et al. (2021), who apply model order reduction based on a Runge-Kutta neural network. In contrast, a long short-term memory network (LSTM) is implemented in this work enhancing the iterative approach presented by the authors in Kneifl et al. (2021) to capture the time-dependencies. Such networks use recurrent loops to discover temporally encoded information and are commonly used for sequential tasks like language translation or speech recognition. Moreover, they have been used for data-driven time series forecasting in a reduced space in Vlachas et al. (2018).

In summary, two main problems are addressed in this paper. First, how occupant behavior can be efficiently predicted in the pre-crash phase, and second, how parameter time dependencies can be incorporated into a surrogate model. The paper itself is structured as follows: section 2...
introduces the occupant model, gives an overview of the required theoretical knowledge and explains the procedure to conduct the non-intrusive MOR approach combining POD and LSTMs. In section 3 the implementation of the MOR approach for the model is described in detail and results compared to the high-fidelity model are presented. Subsequently, a conclusion is drawn in section 4.

2. METHODOLOGY

In the following, we present a methodology that can approximate a high-fidelity model for time-dependent simulation parameter functions and a fixed initial value without any knowledge of its underlying dynamics. The example considered in this paper is an elastic multibody model. We want to emphasize that the unknown dynamics can also be described by a finite element (FE)-discretized partial differential equation (PDE).

2.1 Model

The Madymo simulation model consists of a vehicle interior and a reactive human body model which is positioned on the driver seat with its hands on the steering wheel and fastened seat belt, see Tass International (2019). For a given driving scenario the vehicle accelerations are applied to the simulation model. The movement of the occupant is measured by recording the nodal displacement during the simulation. By neglecting all static vehicle interior objects only the relevant nodes that describe the displacement of the human body model remain, see Fig. 1. Further information about model quantities follow in section 3. However, the internal calculation rules remain inaccessible.

2.2 Problem Definition

Accordingly, only the high-fidelity black-box model

\[ z(t) = F(t, \mu, z_1) \]  

(1)

is available as basis for the creation of a surrogate model. In this context \( t \in \mathcal{T} = \{t_1, ..., t_n\} \) describes the considered set of discrete time points, \( z: \mathcal{T} \rightarrow \mathbb{R}^N \) represents the state vector describing the system and \( \mu: \mathcal{T} \rightarrow \mathcal{P} \subseteq \mathbb{R}^r \) the simulation parameter function. The solution operator (1) is known as flow map and maps the initial condition \( z_1 \in \mathbb{R}^N \) and the past values of the time-dependent simulation parameter trajectory \( \mu \) to the solution at time \( t \geq t_1 \).

From a mathematical point of view, the task of approximating the flow map (1) can be formulated as optimization problem

\[
\begin{align*}
\min_{\Phi \in \mathcal{M}} \quad & \text{mean } J(z(\cdot), \tilde{z}(\cdot)) \\
\text{s.t.} \quad & \tilde{z}(t_{i+1}) = \Phi(\tilde{z}(t_i), \mu(t_i)), \quad i \in I \setminus \{\eta\} \\
& z(t) = F(t, \mu, z_1), \quad t \in \mathcal{T} \\
& \tilde{z}_1 = \tilde{z}(t_1) = z(t_1) = z_1,
\end{align*}
\]

(2)

where \( I := \{1, ..., \eta\} \) represent the time indices, and \( \mathcal{M} := \{\mu : \mathcal{T} \rightarrow \mathcal{P}\} \) the admissible set of parameter functions. The main purpose of the optimization problem (2) is to find a surrogate model \( \Phi \) with output \( \tilde{z} \) which approximates the high-fidelity solution best with respect to the objective function \( J(z(\cdot), \tilde{z}(\cdot)) \). Moreover, the mean operator ensures that the optimum is reached for a wide variety of considered parameter trajectories. Note that another goal is to create a surrogate model, which is cheaper to evaluate than the full model. To simplify the presentation, it is assumed that all all discrete-time quantities are evaluated at the same time points, i.e on the set \( \mathcal{T} \). Nevertheless, the following methodology can be applied to series of varying lengths as well.

2.3 Model Reduction

The dynamic solution of high-dimensional FE or elastic multibody systems are often approximately embedded in a low-dimensional space \( Z_r \in \mathbb{R}^r \) with \( r \ll N \). Hence, an approximation in the reduced order space can be beneficial regarding computational complexity and interpretability. One approach to find a suitable low-dimensional description are reduced-basis methods, see Quarteroni et al. (2016). They aim to capture the original system behavior with a linear combination \( z(t) \approx \sum_{i=1}^{r} \bar{z}^{(i)}(t) v_i \) of the so-called reduced basis vectors \( \{v_1, ..., v_r\} \subseteq \mathbb{R}^r \). The reduced states \( \bar{z}(t) = [\bar{z}^{(1)}(t) ... \bar{z}^{(r)}(t)]^T : \mathcal{T} \rightarrow Z_r \subseteq \mathbb{R}^r \) correspond to the reduced basis’ coefficients. Snapshot-based methods are one class of completely data-driven approaches to obtain the reduced basis functions. They rely on a snapshot matrix \( Z \in \mathbb{R}^{N \times \eta} \) with

\[
Z = \begin{bmatrix} z(t_1, \mu_1^{(1)}) & \ldots & z(t_1, \mu_1^{(\eta)}) \\ \vdots & \ddots & \vdots \\ z(t_\eta, \mu_\eta^{(1)}) & \ldots & z(t_\eta, \mu_\eta^{(\eta)}) \end{bmatrix}
\]

consisting of \( \kappa \) high-fidelity simulations. Those simulations are based on a discrete and finite parameter set \( \mathcal{M}_c = \{\mu^{(1)}, ..., \mu^{(\kappa)}\} \subseteq \mathcal{M} \) including several relevant load cases. It is assumed that the subspace \( \mathcal{S}_{\mathcal{M}_c} = \text{span}\{Z\} \) approximates the discrete solution manifold \( \mathcal{S}_{\mathcal{M}} = \{z(\mu, t) \mid t \in \mathcal{T}, \mu \in \mathcal{M}\} \) to a satisfying degree as long as enough snapshots are present.

The POD is one famous snapshot-based method in which a set of ordered orthonormal basis functions \( v_l, l = 1, ..., d \) is determined. These functions can optimally represent the snapshots in the solution manifold with only the first \( r \) basis functions, see Gubisch and Volkwein (2017). Such a set can be computed using the singular value decomposition (SVD)

\[
Z = U [S \ 0 \ 0] P^T = U \Sigma P^T,
\]

where the columns of \( U \in \mathbb{R}^{N \times \kappa} \) are known as left-singular vectors and the columns of \( P \in \mathbb{R}^{\kappa \times r} \) correspondingly as right-singular vectors. The singular values are stored in decreasing order on the diagonal of \( S = \text{diag}(\sigma_1, ..., \sigma_d) \in \mathbb{R}^{\kappa \times \kappa} \) which is a part of \( \Sigma = \text{diag}(\sigma_1, ..., \sigma_d) \in \mathbb{R}^{\kappa \times \kappa} \).
\[ \mathbb{R}^{N \times \eta}. \] Consequently, the column space of \( \mathbf{Z} \) can be represented with \( d \) linear independent columns of \( \mathbf{U} \) considering \( \Sigma \mathbf{P}^T \) as coefficients. The optimal \( r \)-dimensional approximation

\[ z(t) \approx \hat{z}(t) := \mathbf{V} \hat{z}(t) = \mathbf{U}_r \hat{z}(t) = [v_1 \ldots v_r] \hat{z}(t), \quad (3) \]

of the system states with respect to the Frobenius norm is found by truncating \( \mathbf{U} \) yielding \( \mathbf{V} \in \mathbb{R}^{N \times sr} \).

2.4 Surrogate Model Architecture

Once a reduced description of the system states is found, the question arises of how to approximate their trajectories. One possibility is an iterative approach such that the respective parameter dependency can be considered at each time step. Therefore, the discrete state transition is described by the difference equation \( z(t+1) = \hat{z}(t) + \Delta \hat{z}(t) \) with the state difference \( \Delta \hat{z}(t_i) \in \mathbb{Z} \). We also allow this assumption to the reduced dynamics, which allows us to approximate the difference equation in the reduced space and subsequently project it back into the physical one. Consequently, the surrogate model should approximate a time stepping scheme and takes the form

\[ \Phi(\hat{z}(t_i), \mu(t_i)) = \mathbf{V}(\mathbf{V}^T \hat{z}(t_i) + \phi(\mathbf{V}^T \hat{z}(t_i), \mu(t_i))) = \mathbf{V}(\hat{z}(t_i) + \phi(\hat{z}(t_i), \mu(t_i))) \]

\[ = \mathbf{V}(\hat{z}(t_i) + \Delta \hat{z}(t_i)), \]

with an unknown function \( \phi: \mathbb{Z} \times \mathcal{P} \rightarrow \Delta \mathbb{Z} \), approximating

\[ \phi(\hat{z}(t_i), \mu(t_i)) = \Delta \hat{z}(t_i) \approx \Delta \hat{z}(t_i) = \mathbf{V}^T \Delta z(t_i). \]

The field of machine learning (ML) provides a library of regression algorithms to identify (5) solely based on data. In particular, a parametric regression algorithm to find \( \phi(\hat{z}(t_i), \mu(t_i), \mathbf{w}) \) is chosen for the identification of the unknown function. In this context, \( \mathbf{w} \) represents the additional parameters of the algorithm, which are optimized during training such that the predicted state difference \( \Delta \hat{z} = \phi(\hat{z}(t_i), \mu(t_i), \mathbf{w}) \) approximates \( \Delta z \) best with respect to a certain loss function \( \mathcal{L}(\Delta \hat{z}, \Delta z) \). A common loss function is the squared error loss

\[ \mathcal{L}_{sq}(\Delta \hat{z}, \Delta z) := \frac{1}{r} \sum_{i=1}^{r} (\Delta \hat{z}^{(i)} - \Delta z^{(i)})^2. \]

2.5 Regression via Long Short-Term Memory

The class of recurrent neural networks (RNNs), to which long short-term memory networks (LSTMs) belong, store information of previous temporal steps in a hidden state using feedback connections, see Aggarwal (2018). Hence, they are frequently used for the prediction of sequential data and are well suited to solve the time-dependent problem of approximating \( \phi(\hat{z}(t_i), \mu(t_i)) \). In a classical recurrent network, the hidden state \( h_i \in \mathbb{R}^{n_h} \) and the output \( y_i \in \mathbb{R}^{n_o} \) at the \( i \)-th time step are calculated by

\[ h_i = \sigma_h(W_{h_h} h_{i-1} + b_h) = f^h(x_{i-1}, h_{i-1}) \]

\[ y_i = \sigma_y(W_{h_y} h_i + b_y) = f^y(x_i, h_{i-1}), \]

where \( x_i \in \mathbb{R}^{n_i} \) is the input, \( W_{h_h} \in \mathbb{R}^{n_h \times n_h} \) represents the input to hidden weight matrix, \( W_{h_y} \in \mathbb{R}^{n_o \times n_h} \) the hidden to hidden and \( W_{h_y} \in \mathbb{R}^{n_o \times n_h} \) the hidden to output weight matrix with biases \( b_h \in \mathbb{R}^{n_h} \) and \( b_y \in \mathbb{R}^{n_o} \). Furthermore, \( \sigma_h \) and \( \sigma_y \) are the activation functions of the hidden and output state. Each prediction shares the same weights and consequently the same underlying functions are evaluated for all time steps. Moreover, recurrent neural networks can deal with sequences of different lengths due to the recursive form of (7).

However, classical RNNs suffer from vanishing or exploding gradients. To mitigate this problem Hochreiter and Schmidhuber (1997) introduced long short-term memory networks, which use gates to ensure constant error flow through internal states. The structure of a LSTM block is shown in Fig. 2 and can be described by

\[ g^i = \sigma_i(W_i[h_{i-1}, x_i] + b_i), \quad \tilde{c}_i = \tanh(W_c[h_{i-1}, x_i] + b_c) \]

\[ g^i = \sigma_i(W_i[h_{i-1}, x_i] + b_i), \quad c_i = g^i c_{i-1} + g^i \tilde{c}_i \]

\[ g^o = \sigma_o(W_o[h_{i-1}, x_i] + b_o), \quad h_i = g^o \tanh(c_i) \]

with the input \( x_i \in \mathbb{R}^{n_i} \), the cell state \( c_i \in \mathbb{R}^{n_c} \) which is used for the long term memory capability, the hidden state \( h_{i-1} \in \mathbb{R}^{n_h} \) serving as output of the cell and the weights \( W_i, W_c, W_o \in \mathbb{R}^{n_i \times (n_c+n_h)} \) and biases \( b_i, b_c, b_o \in \mathbb{R}^{n_i} \). In this context, the forget gate \( g^f_i \in \mathbb{R}_i^{n_i \times (n_h+n_i+1)} \) decides whether any information remains in a cell, the input gate \( g^i_i \in \mathbb{R}_i^{n_i \times (n_h+n_i+1)} \) determines to what extent new values flow into a cell and the output gate \( g^o_i \in \mathbb{R}_i^{n_i \times (n_h+n_o)} \) specifies the information that leaves the cell. All gates use sigmoid activation functions \( (\sigma_i, \sigma_o, \sigma_h) \). For further information about LSTMs refer to Hochreiter and Schmidhuber (1997). Let \( h_i = f^h(x_i, h_{i-1}) \) be the function that maps a current input and previous hidden state to the following one. Then

\[ h_i = f^h(x_i, h_{i-1}) \]

\[ = f^h(x_i, f^h(x_{i-1}, f^h(\ldots f^h(x_{i-n_w+1}, h_{i-n_w})))))_{h_{i-1}} \]

\[ =: f(x_i, x_{i-1}, \ldots, x_{i-n_w+1}, h_{i-n_w}) \]

calculates the current hidden state based on the \( n_w \) last states by sequential evaluation of \( f^h \). Please note that the same weights are used in each evaluation. In the last layer of the network the hidden states correspond to its output, i.e \( y_i = h_i = f(x_i, x_{i-1}, \ldots, x_{i-n_w+1}, h_{i-n_w}) \). Hence, the multi time step dependency also transfers to the output and the size of the last layer must be compatible with the output dimension \( \mathbb{R}^{n_o} \).

![Fig. 2. Structure of a LSTM block with pointwise operations ⊗ and neural network layers for the gates.](image-url)
In the problem considered in this paper, the state difference \( \Delta \vec{z}(\mu^{(j)}) \) at the \( i \)-th time step from the \( j \)-th simulation serves as network output data \( y_{ij} \). The input \( x_{ij} \), on the other hand, consists of the previous \( n_u \) reduced basis coefficients \( \vec{z} \) along with the corresponding simulation parameters \( \mu \). This all leads to a dataset

\[
D = \left[ \vec{z}_{i-n_u}(\mu^{(j)}), \ldots, \vec{z}_{1}(\mu^{(j)}), \Delta \vec{z}(\mu^{(j)}) \right]_{j \in K}
\]

which can be assembled out of the high-fidelity simulation results with \( K = \{1, \ldots, \kappa \} \). We emphasize that the first \( w-1 \) data samples per simulation lack predecessors. Based on this dataset, the optimization process of the weights \( w \) of the LSTM network (5) can be conducted.

2.6 Problem Reformulation

The modeling ideas mentioned so far lead to a reformulation of the initially stated problem definition. By introducing the ideas of reduction from section 2.3, transition via state differences from section 2.4 and regression from section 2.5 along with the corresponding loss function (6) into (2), the new problem formulation

\[
\begin{align*}
\min_{\mu \in \mathcal{M}_\kappa} & \quad \mathcal{L}_{\text{red}}(\Delta \vec{z}, \Delta \hat{\vec{z}}) \\
\text{s.t.} & \quad \vec{z}(t_{i+1}) = \vec{z}(t_i) + \hat{\phi}(\vec{z}(t_i), \mu(t_i), w), \quad i \in \mathbb{T} \setminus \{\eta\} \\
& \quad \vec{z}(t) = V \hat{\vec{z}}(t), \quad t \in \mathbb{T} \\
& \quad \vec{z}_1 = \vec{z}(t_1) = V^T \vec{z}_1.
\end{align*}
\]

arises. For practical reasons, only a finite set of parameter functions \( \mathcal{M}_\kappa \) is considered in (9). Furthermore, it is valid to replace \( J(\vec{z}, \hat{\vec{z}}) \) in favor of \( \mathcal{L}_{\text{red}}(\Delta \vec{z}, \Delta \hat{\vec{z}}) \) given that the overall objective function is minimized as the predicted state difference approaches the reference trajectory.

2.7 Algorithm

All mentioned ideas are combined into one algorithm which will be referred to as POD-LSTM in the following. It can be divided into two parts: (i) an offline process to solve (9), summarized in Algorithm 1, in which the high-fidelity model is evaluated, the reduction matrix \( V \) is calculated, the dataset \( D \) is assembled and the training of the LSTM network is conducted and (ii) an online process, in which the dynamics are approximated for new parameter trajectories summarized in Algorithm 2.

During the online part, the difference \( \Delta \hat{\vec{z}} \) is predicted based on the reduced initial state \( \vec{z}_1 \) and the corresponding parameter \( \mu_1 \). Hereafter, the resulting reduced state \( \hat{\vec{z}} \) is calculated, which in turn serves as input for the next prediction. Hence, the first predictions lack predecessors. Thus, the ability of LSTMs to deal with inputs of variable length is of high importance.

3. IMPLEMENTATION & RESULTS

As first step of Algorithm 1, a set of 107 parameter trajectories \( \mathcal{M}_{\text{107}} = \{ \mu^{(1)}(t), \ldots, \mu^{(107)}(t) \} \) is generated for the simulations with the human occupant model. Each trajectory \( \mu^{(i)}(t) \in \mathbb{R}^3 \) includes accelerations in all three Cartesian coordinate directions. Subsequently, the high-fidelity occupant model is evaluated for each trajectory. The generated simulation results are randomly split into training, validation and test data. The training data consists of \( \kappa = 90 \) full simulations resulting in \( n_{\text{samples}} = 10478 \) samples, whereas the validation set includes 11 and the test data 6 simulations. All simulation results are sampled every 0.025 s and contain the displacements \( q_\kappa(t) = [q_1(t), q_2(t), q_3(t)] \in \mathbb{R}^{n_{\text{nodes}} \times 3} \) of all \( n_{\text{nodes}} = 25411 \) nodes with respect to a reference configuration. In this regard, \( q_1(t) \) represent the displacement in the first coordinate direction and \( q_2(t) \) and \( q_3(t) \) the displacement in the corresponding second and third one. For further processing, the displacements are vectorized yielding the system states \( \vec{z}(t) = \vec{v}(q(t)) \in \mathbb{R}^N \) with \( N = 76233 \).

Based on the training data, the snapshot matrix \( Z \in \mathbb{R}^{N \times n_{\text{samples}}} \) is assembled and the remaining POD-LSTM offline algorithm is evaluated. The reduced system size is chosen to be \( n_{\text{red}} = 30 \). Tensorflow\(^1\) is used for the implementation of the neural network. The architecture consists of a masking layer followed by four LSTM layers as shown in Fig. 3. The masking layer ensures comparability with samples of different length. The first LSTM layers consist of 256 units each, while the last one only contains \( r = 30 \) units to ensure compatibility with the output dimension. It applies for all LSTM layers, that the previous 8 time steps are considered for each prediction. The network is trained over 150 epochs using the RMSprop optimizer with a learning rate of 0.001 and a batch size of 5. The network weights \( w \) that resulted in the lowest loss for the validation set during training are selected for the following evaluation. All mentioned hyperparameter are fitted using a grid-search on the validation set.

\[^1\] http://www.tensorflow.org/
The test data consists of simulations that are not used during the offline stage, neither for the calculation of the reduced basis using POD nor during the training of the network. For each simulation, the POD-LSTM algorithm is evaluated to receive approximated state trajectories. For the comparison against the reference solution obtained by the high-fidelity model, time-dependent relative error scores

\[
s(\tilde{z}, \hat{z}, t) = 1 - \frac{\| \hat{z}(t) - \tilde{z}(t) \|_2}{\| \tilde{z}(t) \|_2}
\]

are introduced. A value of \( s = 1 \) corresponds to a perfect approximation, whereas the quantity can become negative since the surrogate model can be arbitrarily bad. Furthermore, the mean of the relative score per simulation \( \hat{s}(\tilde{z}, \hat{z}, t) = \frac{1}{T} \sum_{t=1}^{T} s(\tilde{z}, \hat{z}, t) \) serves as overall metric.

Substituting a test state \( \tilde{z}_{\text{test}}(t) = z(t, \mu_{\text{test}}) \) and its reconstructed equivalent obtained via POD into (10) yields the reconstruction score \( s_{\text{regr}}(z_{\text{test}}, VV^T \tilde{z}_{\text{test}}, t) = s(\tilde{z}_{\text{test}}, VV^T \tilde{z}_{\text{test}}, t) \). On the contrary, the regression score \( s_{\text{regr}}(z_{\text{test}}, \hat{z}_{\text{test}}, t) = s(z_{\text{test}}, \hat{z}_{\text{test}}, t) \) compares the reduced basis coefficients \( z_{\text{test}}(t) \) with their approximation obtained from the LSTM network. This score does not only result from the networks’ prediction error but also from error propagation arising from the iterative nature of the approach. The next considered quantity \( s_{\text{approx}}(z_{\text{test}}, \hat{z}_{\text{test}}, t) = s(z_{\text{test}}, \hat{z}_{\text{test}}, t) \) represents the approximation score and thus the overall approximation quality achieved by the POD-LSTM algorithm.

In order to introduce a more tangible metric, the Euclidean node distance

\[
e_{\text{dist}}(t, q^m, \tilde{q}^m) = \| q^m(t) - \tilde{q}^m(t) \|_2
\]

between a high-fidelity simulation and its approximation is used. It compares the displacement of the \( m \)-th node \( q^m(t) \) with its approximation \( \tilde{q}^m(t) \). Furthermore, the maximum distance over all nodes and time steps

\[
e_{\text{max}} = \max_{t \in T} \max_{m \in \{1, \ldots, n_{\text{node}}\}} e_{\text{dist}}(t, q^m, \tilde{q}^m)
\]

describes the overall error during a simulation. The last considered criterion measures the model’s computation time by calculating the ratio between simulation time \( t_{\text{cpu}} \) and simulated time, i.e.

\[
\Delta t = \frac{t_{\text{cpu}}}{t_{\text{cpu}} - t_f}.
\]

A value of \( \Delta t \leq 1 \) thus is equivalent to real-time capability. It must be mentioned that only the online computation time is included in this metric and the offline computation time is neglected.

### 3.2 Simulation Results

In this section, the performance of the surrogate model is validated for 6 test simulations. All high-fidelity and surrogate simulations, are conducted on an Intel Core i7-6700 CPU with 32 GB of RAM. The simulations vary in length and consist out of 74 up to 164 test samples resulting in a total amount of 600 test samples. The results are summarized in Table 1.

It is noticeable that the reconstruction score is almost optimal for all simulations, what confirms the assumption to approximate the dynamics in reduced space. Furthermore, the regression \( s_{\text{regr}} \) and approximation error \( s_{\text{approx}} \) are almost identical. From this it can be concluded that the error within the iterative regression is the decisive factor for the overall approximation quality.

At first glance, there seems to be large differences in the error metrics between the simulations. However, considering only the first second of each simulation, as done in Table 1 with \( c_{\text{approx}} \), it becomes obvious that the main reason is the simulation time. Due to the iterative approach, deviations are propagated through the entire simulation. Hence, once a deviation occurs it continuously contributes to the further error. Nevertheless, the maximum node distance \( e_{\text{dist}} \) among all simulations is still below 1 cm and the surrogate model outperforms its high-fidelity equivalent regarding computation time. While the latter yields a value of \( \Delta t = 2271.70 \) in average, the surrogate reaches real-time capability with an average value of \( \Delta t = 0.985 \), so that the surrogate model is more than 2300 times faster.

For a more detailed analysis, we present the results of simulation 6, which reaches an intermediate approximation quality but exhibits the highest input dynamics. Therefore, the trajectories of the reduced basis’ coefficients \( \tilde{z} \) are compared with their approximations \( \hat{z} \) in Fig. 4. For the sake of clarity, we decided to present only the coefficients of the first three reduced modes since these have the highest relevance. As displayed, the predictions of the POD-LSTM algorithm follow the reference trajectories quite well for the longest time. However, it can be observed again that once a deviation occurs, it persists.

Further aspects are highlighted in Fig. 5, where the reconstruction score \( s_{\text{regr}} \), approximation score \( s_{\text{approx}} \) and regression score \( s_{\text{regr}} \) are shown. It is observable that
the approximation score suffers from both regression and reconstruction. During the first 0.2 s, the reconstruction error is large by its standards and thus contributes to the approximation error above average. However, for the rest of the simulation it is close to the optimum and influences the approximation score only marginally. Consequently, the course of $s_{\text{approx}}$ corresponds to that one of $s_{\text{reg}}$ to a large extent allowing conclusions to be drawn directly from the approximation in the reduced space.

As final comparison, a visualization of the occupant’s motion and its approximation for certain time steps is recorded in Fig. 6. During the first time steps, almost none differences can be perceived. Only towards the end, a quantitative deviation of the upper body can be observed. The motion sequence is nevertheless well reproduced over the complete course. Accordingly, the surrogate model approximates the high-fidelity occupant model to a high degree requiring much less computational effort.

4. CONCLUSION

The presented combination of model order reduction and machine learning is able to create a surrogate model for an accelerated human occupant model. For simulations with short duration, even complex time-dependencies could be captured while simultaneously a remarkable speedup of computation time is achieved. This allows not only the use in real-time scenarios and scanning of multi-parameter spaces, but also the implementation on low-end hardware. Moreover, the surrogate model can be deployed in further simulations environments without adding much computational effort. However, it became apparent that the iterative architecture can lead to error propagation and thus non-negligible deviations to the reference model. Accordingly, it must be a goal of future work to enhance the long term predictions. Either by updating the surrogate model after a certain period of time based on sensor data or by increasing the robustness of the regression algorithm.
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