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Abstract An SRAM-based TCAM (SbT) memory architecture is proposed which exploits the tradeoffs among critical design parameters – such as throughput (T), latency (L), SRAM utilization (U), and power dissipation (P). An 18 kb TCAM is implemented on FPGA that can be adapted as latency & throughput efficient (LTE), Mid-efficient (ME), or a power & memory efficient (PME). Our implementation results show that LTE utilizes 79.3% and 96.5% more SRAM bit resources, consumes 45% and 55% more dynamic power than the ME and the PME, respectively. However, the LTE architecture shows an efficient single clock cycle latency and higher throughput than ME and PME, respectively.
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1. Introduction

The classical ternary content-addressable memory (TCAM) compares input binary vectors with entire list of registered ternary vectors and outputs the address of matched one [1, 2, 3]. Despite being famous for fast searching capability, classical TCAM has high power dissipation, limited and fixed storage capacity [1], complex memory structure and high cost per bit. Researchers have attempted to emulate classical TCAM using static random-access memory (SRAM), which has relatively low power dissipation, better access time, reduced cost per bit and a simple structure [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15].

The SRAM-based TCAM (SbT) mimics the search capabilities by exploiting SRAM read operation. For a binary vector, applied as an input address, it generates a vector holding information of matched and mismatched locations. A priority encoder generates a single address in case of multiple matches. SbT is a suitable design choice in applications like information detection system [16, 17], forwarding engine on routers [18, 19, 20], IP address look-up tables [21, 22, 23], and high-speed data searching solutions [24, 26, 25]. Many works has been done on SbT architectures. Partitioning of large TCAM tables and mapping them to SRAM units have been employed in [8, 9, 10]. However, these techniques choose arbitrary table size and use larger SRAM units. Another technique [11] maps TCAM table on all block RAMs (BRAMs) and distributes on-chip memory of FPGA. Previously, throughput was considered as the only design parameter to emulate TCAM [8, 9, 11], which results in poor resource utilization. There is also a related valuable work [27] that emulate TCAM using eDRAM at chip-level to reduce power consumption and cost for FIB application in routers. DRAMs usually exhibit high access time in comparison to SRAMs which may affect latency issues for search operations. The tradeoffs among power and search latency remain static in [27] and cannot be changed.

Therefore, a methodology needs to be devised that capitalizes on the tradeoffs among all design parameters like throughput, latency, SRAM utilization and power dissipation. This paper aims to provide such methodology as a part of memory architecture. We use the concept of virtual blocks from our previously published work [28] to make a flexible and efficient SbT. Besides, we propose a memory architecture that prevents the early elimination unit from our previous architecture [28] and also exploits inter-dependencies of design tradeoffs for emulation of TCAM.

2. Proposed memory architecture: SbT

The memory architecture of the proposed SbT primitive block of dimension $k \times n$, $k$ addresses and $n$ bits per address is presented in Fig. 1. It is composed of a $m : 1$ multiplexer (MUX) and a $1 : m$ demultiplexer (DeMUX), $k$-bit AND gates, a priority encoder, and a single-port SRAM unit of array size $2^p \times k$, which is dissected virtually in $m$-layers. An $n$-bit input is partitioned into $m$ sub-keys. The SRAM unit is divided into virtual layers. The partitioned sub-keys are sequentially used as addresses to virtual layers of SRAM unit, which produces potential match addresses (PMA) in TCAM. Each virtual layer stores a $k$-bit PMA that is associated with the sub-key used. The 1 and 0 of $k$-bit PMA shows matched and mismatched addresses, respectively.

![Basic block of proposed SbT memory architecture](image-url)
The virtual layers of SRAM hold address. Each layer is exclusively associated with one sub-string, which is achieved using a MUX. The accessed virtual layers produce k-bit PMA that registered through a DeMUX. When all k-bit PMA registers are processed, they are bitwise-ANDed to generate the k-bit matching address. Priority encoder produces a single address in case of multiple matches occur.

To emulate a large TCAM, it is necessary to logically partition it into smaller units, which is mapped to a primitive block. Fig. 2(a) shows an example of a large TCAM array of size $N \times K$ which is divided into smaller units of $n \times k$. The $N$-bit and $K$-bit vectors are divided into $S$ and $L$ equal parts of size $n$ and $k$, respectively. Fig. 2(b) shows an arrangement of multiple primitive blocks to emulate a large TCAM of Fig. 2(a). The primitive blocks are executed in parallel and bitwise ANDed to produce $k$-bit PMA for priority encoder which selects the prioritized address.

### 3. Design tradeoffs in SbT

The proposed SbT involves numerous tradeoffs among important design parameters–like $T$, $L$, $U$, and $P$–to obtain a customized design, that best meets the requirements. The proposed work uses the concept of virtual layers in a single-port-SbT. The proposed methodology aims to evaluate the pivotal tradeoffs in designing SbT, which can emulate a TCAM of size $k \times n$ using an SRAM of size $2^p \times k$ with a single virtual layer. Previous SbT designs allow only a limited bits to be emulated; to increase TCAM size, more SRAM blocks are required. To mitigate this effect and increase emulated TCAM bits per SRAM (ETB), virtual layers are created by bisecting the address space until no more virtual layers can be created. The size of virtual layers is determined such that the capacity of holding TCAM bits of related entries is larger than that of a SRAM unit without using them. However, increasing virtual layers requires multiple accesses to the SRAM during search operation—which decreases $T$. Parameter $T$ in proposed SbT is defined as the number of address bits generated per second from a primitive block, which operates at system clock (CLK). The $T$ is halved, whenever virtual layers are doubled. For example, when virtual layers are increased from one to two in SRAM unit of $2^p \times k$; the ETB increases from $k \times p$ to $2 \times k \times (p - 1)$, but at the cost of two times reduced $T$. Eq. (1) and (2) show the mathematical expressions to compute ETB and $T$ by selecting appropriate number of virtual layers in SRAM units ($m$), respectively.

$$ETB = m \times (k \times (p - \log_2 m))$$  \hspace{1cm} (1)

$$Throughput = CLK \times k/m$$  \hspace{1cm} (2)

The latency is defined as SRAM read operations required from the arrival of input at primitive block till the output is generated. The selection of $m$ also affects the latency: it increases as $m$ is increased. Eq. (1) and (2) show the interdependencies of design parameters on $m$. The ETB increases with $m$, which contribute to efficient utilization of SRAM resources, however at the cost of reduced $T$ and increased $L$. Increasing $m$ also reduces $P$ as it requires less number of SRAM resources to emulate a TCAM. Therefore, $m$ in the proposed architecture can be determined to allow designers select the tradeoffs in relation to parameters such as $T$, $L$, $U$ and $P$. The proposed memory architecture can be adapted as the latency and throughput efficient (LTE) TCAM by selecting one virtual layer in the SRAM unit. The selection of $m = 1$ allows one access to SRAM for search operation to achieve higher throughput & single cycle latency. However, these benefits come at the cost of poor SRAM utilization and a higher power dissipation. Similarly, the architecture can be adapted as the power & memory efficient (PME) TCAM by creating maximum possible virtual layers in an SRAM unit. This allows the SRAM unit to hold large number of ETB and achieve minimum power dissipation, due to efficient SRAM utilization. However, these benefits come at the cost of high latency and reduced throughput because the PME configuration requires maximum number of sequential accesses to complete a search operation. Selecting $m$ in the middle of its maximum and minimum limit results in mid-efficient (ME) configuration of SbT. It produces intermediate latency, power dissipation and SRAM utilization in comparison to LTE and PME TCAM configurations.

### 4. Hardware implementation

We implemented the 18 kb LTE, ME and PME TCAMs using Xilinx Kintex-7 to exploit the tradeoffs among different parameters. The primitive block uses system clock of 100 MHz, and the input vector bit width (N) 256 is divided into smaller units ($n = 9$ for LTE, $n = 6$ for ME and $n = 2$ for PME) when 18 kb TCAM is realized. Table I shows the resource utilization and dynamic power dissipation for the Kintex-7 implementation of 18 kb TCAM configurations. The LTE, ME and PME designs utilize 29, 6 and 1 unit(s) of 36 kb RAM and consume 236, 129 and 105 mW, respectively, whereas number of layers (m) used are 1, 8 and 128, respectively. Increasing the number of virtual layers (m) from 1 to 8 and then from 8 to 128 decreases throughput by 87% and 94%, reduces the power dissipation by 45% and 19%, respectively. Required BRAM resources decrease by 81% and 84% when comparing LTE with ME and ME with PME, respectively. Nevertheless, latency of LTE mode is too low compared with the PME, while the latency of ME is medium-low.

### 5. Scalability of memory architecture

Here we discuss the scalability of proposed architecture for...
For the LTE configuration does not allow to be implemented on an FPGA. At the cost of increased latency & reduced throughput (see Table I), 18 kb SbT on Xilinx FPGA show that the architecture is flexible to implement LTE TCAM at the cost of 79.3% and 96.5% more SRAM resource usage and 45% and 55% higher power dissipation than ME and PME configurations, respectively. Likewise, PME configuration implements a power and memory (resource) efficient configuration at the cost of 129 clock cycles latency and 128 times reduced throughput than that of LTE TCAM.
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## Table I

| Parameters | LTE | ME | PME |
|------------|-----|----|-----|
| Dimensions (N × K) | 256 × 72 | 256 × 72 | 256 × 72 |
| LUT (logic + f) | 1188 | 795 | 686 |
| RAMB36 | 29 | 6 | 1 |
| No. of virtual layers (m) | 1 | 8 | 128 |
| Latency (cycles) | 2 | 9 | 129 |
| Throughput (Mbps) | 72000 | 900 | 56.25 |
| Power_L (mW) | 0.1 | 2 | 0.1 |
| Power_S (mW) | 6 | 3 | 1 |
| Power_R (mW) | 131 | 25 | 4 |
| Power_total (mW) | 95 | 95 | 95 |
| Power_total (mW) | 236 | 129 | 105 |

Where:

- N = S × n (used/total) = 29 × 9 = 261
- L = K × k (256/261) = 1 × 72 = 72

### Table II

| TCAM Size Mb | LTE (256 × 72) | ME (256 × 72) | PME (256 × 72) |
|--------------|----------------|---------------|---------------|
| 1 Mb | 58 | 2 | 12 | 2 | 129 | 0.56 |
| 2 Mb | 116 | 2 | 24 | 9 | 9 | 129 | 0.56 |
| 4 Mb | 232 | 2 | 48 | 9 | 9 | 129 | 0.56 |
| 8 Mb | 464 | 2 | 96 | 9 | 9 | 129 | 0.56 |