ABSTRACT

Semantic segmentation using convolutional neural networks (CNN) is a crucial component in image analysis. Training a CNN to perform semantic segmentation requires a large amount of labeled data, where the production of such labeled data is both costly and labor intensive. Semi-supervised learning algorithms address this issue by utilizing unlabeled data and so reduce the amount of labeled data needed for training. In particular, data augmentation techniques such as CutMix and ClassMix generate additional training data from existing labeled data. In this paper we propose a new approach for data augmentation, termed ComplexMix, which incorporates aspects of CutMix and ClassMix with improved performance. The proposed approach has the ability to control the complexity of the augmented data while attempting to be semantically-correct and address the tradeoff between complexity and correctness. The proposed ComplexMix approach is evaluated on a standard dataset for semantic segmentation and compared to other state-of-the-art techniques. Experimental results show that our method yields improvement over state-of-the-art methods on standard datasets for semantic image segmentation.
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1. INTRODUCTION

Semantic segmentation is concerned with assigning a semantic label to pixels belonging to certain objects in an image. Semantic segmentation is fundamental to image analysis and serves as a high-level pre-processing step to support many applications including scene understanding and autonomous driving. CNN-based fully-supervised approaches have achieved remarkable results in semantic segmentation of standard datasets. Generally, when sufficient labeled data is available, training a state-of-the-art network can easily achieve high accuracy. Labeling a large set of samples is expensive and time consuming and so the goal in semi-supervised semantic segmentation is to use a small labeled set and a large unlabeled set to train the network thus reducing the amount of labeled data needed.

Consistency regularization has been applied to semi-supervised classification [123] yielding significant progress in the past few years. The key idea behind consistency regularization is to apply various data augmentations to encourage consistent predictions for unlabeled samples. Its effectiveness relies on the observation that the decision boundary of a classifier usually lies in low density regions and so can benefit from clusters formed by augmented data [4]. While consistency regularization has been successfully employed for classification tasks, applying traditional data augmentation techniques to semantic segmentation has been shown [5] to be less effective as semantic segmentation may not exhibit low density regions around class boundaries. Several approaches have been developed to address this issue by applying augmentation on encoded space instead of input space [6], or by enforcing consistent predictions for unsupervised mixed samples as in CutMix [75], CowMix [8], and ClassMix [9].

The method proposed in this paper belongs to the category of enforcing consistent predictions for unsupervised mixed samples. We propose a more effective mask-based augmentation strategy for segmentation maps, termed ComplexMix, to address semi-supervised semantic segmentation. We hypothesize that there is added value in increasing the complexity of semantically correct augmentation and so attempt to produce complex augmentation which is semantically correct. We do so by splitting the segmentation map of one image into several squares of identical size and predict semantic labels in each square based on the current model. Following the augmentation strategy of ClassMix [9], we then select in each square half of the predicted classes and paste them onto the augmented image to form a new augmentation that respects semantic boundaries. The complexity of the augmentation is controlled by the number of squares generated in the initial split. Experimental evaluation results demonstrate that the proposed ComplexMix augmentation is superior to random augmentations or simple semantically correct augmentation techniques.

The key contribution of this paper is in employing consistency regularization to semantic segmentation through a novel data augmentation strategy for producing complex and semantically correct data from unlabeled examples. The proposed approach has the ability to control the complexity of the augmented data and so balance a tradeoff between complexity and correctness. Experimental evaluation results on a standard dataset demonstrate improved performance over state-of-the-art techniques.
Fig. 1. Illustration of our proposed approach to semi-supervised segmentation via mask-based data augmentation. Our approach uses the mean teacher strategy. The top and bottom branches in this network belong to the teacher who is trained to produce semantic segmentation predictions, whereas the middle branch belongs to the student which attempts to match mixed predictions from the teacher with its own predictions based on the mixed image input.

2. RELATED WORK

Semi-supervised semantic segmentation has been studied using different mechanisms, including generative adversarial learning [10, 11], pseudo labeling [12, 13], and consistency regularization [5, 14, 9].

Generative adversarial learning. GAN-based adversarial learning has been applied to semi-supervised semantic segmentation in different ways. Mittal et al. [11] use two network branches to link semi-supervised classification with semi-supervised segmentation, including self-training, and so reduce both low- and the high-level artifacts typical when training with few labels. In [10], fully convolutional discriminator enables semi-supervised learning through discovering trustworthy regions in predicted results of unlabeled images, thereby providing additional supervisory signal.

Pseudo labeling. Pseudo labeling is a commonly used technique for semi-supervised learning in semantic segmentation. Feng et al. [12] exploit inter-model disagreement based on prediction confidence to construct a dynamic loss which is robust against pseudo label noise, and so enable it to extend pseudo labeling to class-balanced curriculum learning. Chen et al. [13] predict pseudo-labels for unlabeled data and train subsequent models with both manually-annotated and pseudo-labeled data.

Consistency regularization. Consistency regularization works by enforcing a learned model to produce robust predictions for perturbations of unlabeled samples. Consistency regularization for semantic segmentation was first successfully used for medical imaging but has since been applied to other domains. French et al. [5] attribute the challenge in semi-supervised semantic segmentation to cluster assumption violations, and propose a data augmentation technique termed CutMix [7] to solve it. Ouali et al. [6] apply perturbations to the output of an encoder to preserve the cluster assumption. Olsson et al. [9] propose a similar technique based on predictions by a segmentation network to construct mixing, thus encouraging consistency over highly varied mixed samples while respecting semantic boundaries in the original images. Our proposed method incorporates ideas from [5] and [9] to enforce a tradeoff between complexity and correctness and avoid the problem where large objects dominate the mixing.

3. PROPOSED SEMI-SUPERVISED LEARNING APPROACH

In this section, we present our proposed approach for addressing semi-supervised semantic segmentation. We introduce the proposed augmentation strategy termed ComplexMix, discuss the loss functions used to guide the model parameter estimate, and provide details of the training procedure.

3.1. ComplexMix for semantic segmentation

Mean-teacher framework. The proposed approach follows commonly employed state-of-the-art semi-supervised learning techniques [5, 8, 9] by using the mean teacher framework [15], where the student and teacher networks have identical structure. In this
We then enforce correspondence between student predictions on values ($y_u$) and controlling the tradeoff between complexity and correctness. An illustration of this framework is shown in Figure 4. In this figure, the student and teacher segmentation networks are denoted by $f_\theta$ and $g_\phi$, respectively, where $\theta$ and $\phi$ are the network parameters. The input image pair to be mixed is denoted by $u_a$ and $u_b$, and the mixed image is denoted by $u_{ab}$. The blending mask used to generate the mix is denoted by $M$. To generate the mask $M$ the teacher provides predictions $\hat{y}_a = g_\phi(u_a)$ and $\hat{y}_b = g_\phi(u_b)$. The teacher’s mixed prediction for $u_{ab}$ is denoted by $\hat{y}_{ab}$ whereas the student’s prediction for $u_{ab}$ is given by $f_\theta(u_{ab})$. The consistency loss term enforcing correspondence between student and blended teacher predictions is denoted by $L_u$. All the data used in this figure is unsupervised.

**Mixing strategy.** Producing a mix of images for training the student is possible in different ways. The proposed approach uses a mask $M$ to achieve this. Given a pair of images $(u_a, u_b)$ and a mask $M$, a portion of $u_a$ defined by $M$ can be cut from $u_a$ and pasted onto $u_b$ to create a mixed image $u_{ab} = M \odot u_a + (1 - M) \odot u_b$. Likewise, semantic labels $\hat{y}_a$ and $\hat{y}_b$ could be mixed using $M$ to produce the mixed semantic label $\hat{y}_{ab}$. Different approaches for generating the mask $M$ exist. The proposed ComplexMix strategy combines ideas from CutMix and ClassMix to generate $M$. In CutMix [7] the mask $M$ is a random rectangular region with area covering half of the image. In ClassMix [5], the mask $M$ is generated based on semantic labels produced by a network.

The motivation for the proposed ComplexMix strategy is to create complex and semantically-correct mixing masks $M$. Given two images $u_a$ and $u_b$ with corresponding semantic labels $\hat{y}_a$ and $\hat{y}_b$, we split $u_a$ and its corresponding semantic label $\hat{y}_a$ into $p \times p$ equal size blocks. In each block we randomly select $C/2$ classes (where $C$ is the total number of classes) and use the pixels belonging to the selected classes (based on $\hat{y}_a$) to form the mask $M$.

The parameter $p$ is used to control the complexity of the mask. With a higher value of $p$ there are more blocks and so we have a more granular mixing with higher complexity. However, because the boundaries of blocks are arbitrary they introduce errors into the mixing. There is, thus, a tradeoff between complexity and correctness that needs to be balanced by the selection of the parameter $p$. In our experiments we treat $p$ as a hyper parameter and determine its value empirically. The selection of the parameter $p$ may depend on the size of objects in the image (a larger $p$ is possible for small objects). Subsequently, to account for different scales of objects in the image, instead of a fixed value for $p$ we select it randomly during each iteration from a possible set of values $\{4,16,64,128\}$ in our experiments.

There are three key benefits to the proposed ComplexMix strategy: preventing large objects from dominating the blended image, forcing mixed objects to have more complex boundaries, and controlling the tradeoff between complexity and correctness.

**Algorithm.** The student model $f_\theta$ is initially trained based on labeled data using a supervised segmentation loss. The teacher model is then initialized by copying the student network weights. Note that the student and teacher networks are identical. We denote the supervised training set using $S = \{(s, y)|s \in R^{H \times W \times 3}, y \in \{1, C\}^{H \times W}\}$, where each sample $s$ is an $H \times W$ color image which is associated with a ground-truth C-class segmentation map $y$. Each entry $y^{i,c}$ takes a class label from a finite set $(1, 2, ..., C)$ or a one-hot vector $[y^{i,j,c}]_c$. Similarly, we denote the unlabeled set using $U = \{\{u\}|u \in R^{H \times W \times 3}\}$.

After the initial training of the student using supervised data, the training continues using both supervised and unsupervised data. Two images $u_a$ and $u_b$ are randomly sampled from the unlabeled dataset $U$ and fed into the teacher’s model $g_\phi$ to produce pseudo-labels (segmentation map predictions) $\hat{y}_a = g_\phi(u_a)$ and $\hat{y}_b = g_\phi(u_b)$. To improve performance we use a common self-supervised-learning (SSL) method where pseudo-labels are assigned to unlabeled samples only when the confidence in the label is sufficiently high. The pseudo-labels are then used to produce a mixing mask $M$ and a mixed image $u_{ab}$ with a corresponding pseudo-label $\hat{y}_{ab}$ as described in Section 3.1. The pseudo label $\hat{y}_{ab}$ is used to train the student through the unsupervised loss term $L_u$. In addition, supervised images $s$ are selected from the labeled set $S$ and used to train the student through the supervised loss term $L_s$.

**3.2. Loss function and training**

**Loss function.** Our model is trained to minimize a combined loss composed of a supervised loss term $L_s$ and an unsupervised consistency loss term $L_u$:

$$L = L_s(f_\theta(s), y) + \lambda L_u(f_\theta(u), g_\phi(u))$$

(1)

In this equation $\lambda$ is a hyper-parameter used to control the balance between the supervised and unsupervised terms.

The supervised loss term $L_s$ is used to train the student model $f_\theta$ with labeled images in a supervised manner using the categorical cross entropy loss:

$$L_s(f_\theta(s), y) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{H \times W} \sum_{c=1}^{C} y^{(i,j,c)} \log f_\theta(s)^{(i,j,c)}$$

(2)

where $N$ is the total number of labeled examples. In this equation, $y^{(i,j,c)}$ and $f_\theta(s)^{(i,j,c)}$ are the target and predicted probabilities for pixel $(i,j)$ belonging to class $c$, respectively.

The unsupervised loss term $L_u$ is used to train the student model $f_\theta$ with unlabeled image pairs $u_a$ and $u_b$ using the categorical cross entropy loss to match pseudo-labels:

$$L_u(f_\theta(u_{ab}), \hat{y}_{ab}) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{H \times W} \sum_{c=1}^{C} \hat{y}_{ab}^{(i,j,c)} \log f_\theta(u_{ab})^{(i,j,c)}$$

(3)

where $u_{ab}$ is the mixed image of $u_a$ and $u_b$ using $M$, and $\hat{y}_{ab}$ is the mixed pseudo label of $\hat{y}_a = g_\phi(u_a)$ and $\hat{y}_b = g_\phi(u_b)$ based on
Table 1. Evaluation results showing mean IoU in percent for different portions of the data with labels. The symbol “-” indicates data was not provided in reference paper. The different columns show the fraction of labeled data used in training.

| Group | Labeled samples | 1/30 | 1/8 | 1/4 | 1/2 | Full |
|-------|-----------------|------|-----|-----|-----|------|
| 1     | Deeplab-V2      | 43.84| 54.84| 60.08| 63.02| 66.19|
| 2     | Adversarial [10]|      | -   | 58.8 | 62.3 | 65.7 | N/A |
|       | s4GAN [11]      |      | -   | 59.3 | 61.9 | -    | N/A |
|       | DST-CBC [12]    | 48.7 | 60.5| 64.4 | -    | N/A |
| 3     | French et al. [9]| 51.20| 60.34| 63.87| -    | N/A |
|       | ClassMix [9]    | 54.07| 61.35| 63.63| 66.29| N/A |
| 4     | Ours (ComplexMix)| 53.88 ± 0.56 | 62.25 ± 1.22 | 64.07 ± 0.46 | 66.77 ± 0.83 | N/A |

As described earlier, the teacher model is updated by blending its coefficients with updated student coefficients.

**Training details.** To obtain high-quality segmentation results, it is critical to choose a strong base model. In this work, we use Deeplab-V2 [17] with a pretrained ResNet-101 [18] model, as the base semantic segmentation network \( f_0 \).

We use the Pytorch deep learning framework to implement our network on two NVIDIA-SMI GPU with 16 GB memory in total. Stochastic Gradient Descent is employed as the optimizer with momentum of 0.9 and a weight decay of \( 5 \times 10^{-4} \) to train the model. The initial learning rate is set to \( 2.5 \times 10^{-4} \) and decayed using the polynomial decay schedule of [17].

4. EVALUATION

In this section, we present experimental results using common metrics. We evaluate the proposed approach and compare it with known approaches using standard evaluation datasets.

**Datasets.** We demonstrate the effectiveness of our method on the standard Cityscapes [19] urban scene dataset. The dataset consists of 2975 training images and 500 validation images. We follow the common standard of the baseline methods we compare to by resizing each image to \( 512 \times 1024 \) without any additional augmentation such as random cropping or scaling. The batch size for labeled and unlabeled samples is set to 2 for training, and the total number of training iterations is set to \( 40k \) following the settings in [10, 9].

**Evaluation metrics.** To evaluate the proposed method, we use Intersection over Union (IoU) which is a commonly used metric for semantic segmentation. The different columns show the fraction of labeled data used in training. When training on fraction of the data we repeated each experiment 5 times and computed the average IoU value of all experiments for all classes in the dataset.

**Results.** The evaluation results for Cityscapes are shown in Table 1 where entries indicate mean intersection-over-union (mIoU) percentages. A higher mIoU indicates better results. The different columns show the fraction of labeled data used in training. We compare the proposed approach with six baseline methods, all using the same DeepLab-v2 framework. The baseline result in group 1 is a fully supervised method that does not take advantage of unlabeled data. It is a lower bound for results. The methods in group 2 are semi-supervised approaches using unlabeled data in an adversarial way. The methods in group 3 use mask-based data augmentation, and are in the same category as the proposed approach. N/A indicates the full labeled data set is used for supervised learning, while “-” indicates the evaluation was not reported in the reference paper. Note that the baselines Deeplab-V2 results reported in [10, 11, 5, 9] have small insignificant variations compared with the results shown here.

As can be expected, smaller portions of labeled data result in reduced performance. However, observe in the table that adding unlabeled data with semi-supervised approaches improves performance in a meaningful way. The methods in group 3 where augmentation is used generally preform better than the methods in group 2. The proposed ComplexMix approach belongs to the the class of group 3 and as can be observed obtains results which are better than other group 3 methods in most cases.

5. CONCLUSION

In this paper, we address the problem of semi-supervised learning for semantic segmentation using mask-based data augmentation. We propose a new augmentation technique that can balance between complexity and correctness and show that by using it we are able to improve on the state-of-the-art when evaluating semantic segmentation over a standard dataset.
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