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Abstract

We develop a novel Monte Carlo strategy for the simulation of the Boltzmann-BGK model with both low-collisional and high-collisional regimes present. The presented solution to maintain accuracy in low-collisional regimes and remove exploding simulation costs in high-collisional regimes uses hybridized particles that exhibit both kinetic behaviour and diffusive behaviour depending on the local collisionality. In this work, we develop such a method that maintains the correct mean, variance, and correlation of the positional increments over multiple time steps of fixed step size for all values of the collisionality, under the condition of spatial homogeneity during the time step. In the low-collisional regime, the method reverts to the standard velocity-jump process. In the high-collisional regime, the method collapses to a standard random walk process. We analyze the error of the presented scheme in the low-collisional regime for which we obtain the order of convergence in the time step size. We furthermore provide an analysis in the high-collisional regime that demonstrates the asymptotic-preserving property.
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1 Introduction

Applications such as rarefied gas modeling [5], radiation transport [17], and neutral or ion transport in nuclear fusion [21,31] frequently have to cope with large differences in collision rates between simulated regions. In low-collisional regions, a kinetic description is often required for accuracy, whereas this kinetic description becomes computationally intractable in high-collisional regions. However, in high-collisional regimes, a limiting fluid description can become valid, which is cheaper to simulate. One strategy to handle such situations uses domain decomposition, where part of the domain is described via the kinetic model and part by the fluid description [5,11]. Another popular method is separating the density in both a kinetic part and a fluid part throughout the
Both types of solutions involve complications in determining the partition of the domain and in coupling the two different parts of the model.

A different solution type is formed by the asymptotic-preserving (AP) methods that avoid couplings by using a single method throughout the domain. Such methods are designed with the accuracy of the kinetic simulation in the kinetic regions and the efficiency of a fluid simulation in the fluid regions. The first such method was developed in the context of radiation transport \[17\] \[16\], for neutron transport \[3\], and for the Boltzmann equation \[18\]. Most of these methods are fully deterministic \[2\] \[4\] \[6\] \[10\] \[14\] \[23\] \[22\] \[25\] \[27\] and generally fully resolve the velocity domain, which is unnecessary in the fluid limit. Asymptotic preserving Monte Carlo methods (APMC) \[30\] \[19\] \[15\] \[7\] \[12\] \[8\] avoid unnecessarily resolving the velocity dimensions and have as additional advantages dimension independence and the capability to easily cope with complex geometries.

Here, we develop a new kinetic-diffusion APMC method that combines a standard Monte Carlo (MC) method for the kinetic equation with a random walk MC method for the limiting advection-diffusion equation. In each time step, the MC particles in the new method move according to the kinetic equation until they collide. After a collision, the MC particle moves diffusively according to a random walk process for the remainder of that time step. This diffusive motion is such that the positional increments match the kinetic process’ mean and variance exactly in every time step. Furthermore, the correlation of the motion between subsequent time steps is maintained by the proposed combination of kinetic and advection-diffusion parts.

In the low-collisional regime, the kinetic parts of the methods prevail, resulting in only very minor parts of the particle paths where the particle moves according to the (in that limit invalid) diffusive process. In the high-collisional regime, the kinetic parts make up only a marginal part of the process, resulting in a large gain in efficiency. The presented method is furthermore easily implementable due to its simple structure: kinetic motion with filling of the time steps with a diffusive step.

In Section 2, we present the kinetic description of the Boltzmann-BGK model and the corresponding standard MC simulation, which forms the basis of the new algorithm. In Section 3 we derive expressions for the mean and variance of a positional increment in the standard MC simulation of the kinetic model. These expressions are used for the advection-diffusion coefficients in the diffusive motion in the kinetic-diffusion (KD) simulation method. The KD simulation method is presented in Section 4. In Sections 5 and 6 we provide error bounds on the presented simulation schemes in respectively the low-collisional and high-collisional limit, proving both consistency and the asymptotic-preserving property. Finally, in Section 7 a numerical illustration of the low error and the speed-up is presented.

2 The kinetic model and its simulation

In Section 2.1 we present the kinetic model in its integro-differential form. In Section 2.2 we introduce the standard Monte Carlo method for the kinetic
model, which is founded in the particle description of the kinetic model. Then, in Section 2.3, we consider the limiting equation in the diffusive limit. Finally, in Section 2.4, we discuss the exploding simulation cost of the standard Monte Carlo method in diffusive regimes and shortly introduce our strategy to mitigate this computational burden, which will be based on the limiting behaviour as found in Section 2.3.

2.1 Kinetic model

The BGK kinetic model describes particles that move according to a velocity jump process: the particle moves with a constant velocity until it collide, at which point its velocity changes to a new velocity, sampled from the position-dependent distribution $\mathcal{M}(v; x)$. We write the integro-differential equation for the density $f(x, v, t)$ of such particles as

$$\frac{\partial f(x, v, t)}{\partial t} + \frac{v}{\epsilon} \frac{\partial f(x, v, t)}{\partial x} = \frac{\sigma(x)}{\epsilon^2} \left( \mathcal{M}(v; x) \int f(x, v, t) dv - f(x, v, t) \right), \quad (1)$$

with initial condition $Q(x, v)$, scattering rate $\frac{\sigma(x)}{\epsilon^2}$, scaling parameter $\epsilon$, and post-collisional velocity distribution $\mathcal{M}(v; x)$. The scaling parameter $\epsilon$ captures the diffusive scaling [1] as $\epsilon \to 0$, which describes a situation with large velocities and a very high collision rate. The post-collisional velocity distribution, $\mathcal{M}(v; x)$, is often a Maxwellian and we will denote the mean velocity as $u(x)$ and the temperature as $T(x)$, leading to a probability density function

$$\mathcal{M}(v; x) = \frac{1}{\sqrt{2\pi T(x)}} e^{-\frac{(v - u(x))^2}{2T(x)}}. \quad (2)$$

The post-collisional velocity distribution being normal is not a requirement for the method proposed in this manuscript, but knowledge of the mean plasma velocity $u(x)$ and temperature $T(x)$ is essential.

In a general 3D setting, the dimensionality of this equation is seven, prompting the use of Monte Carlo methods. We restrict our discussion to the 1D version of the equation, since both the standard Monte Carlo method and the simulation method we propose can be readily extended to higher dimensions by treating the different dimensions identically and independently.

2.2 Kinetic particle description and standard Monte Carlo

Underlying Equation (2.1) is a particle description which can be used for a standard MC method and which is the topic of this section.

We denote the discrete times at which the particle velocity changes as $\tau_k$, $k \in \{1, 2, \ldots \}$. The equations for the position $t \mapsto x(t)$ and for the velocity $t \mapsto \frac{\dot{x}(t)}{\epsilon}$.
can be written as
\[ (x(0), v(0)) \sim Q(x, v) \]
\[ \frac{dx(t)}{dt} = \frac{v(t)}{\epsilon} \]
\[ v(t) = V_k \text{ for } t \in [\tau_k, \tau_{k+1}), \quad k \in \{0, \ldots, K - 1\} . \]

The collisions with the plasma occur with position-dependent rate \( \frac{\sigma(x)}{2\epsilon} \). Sampling the event times can be done by using standard exponentially distributed samples \( \varepsilon_k \sim \mathcal{E}(1) \) and solving the equation
\[ \int_0^{\Delta \tau_k} \frac{\sigma(x(\tau_k)) + V_k}{\epsilon^2} dt = \varepsilon_k, \]
for the free-flight intervals \( \Delta \tau_k \), from which the next event time can be found as \( \tau_{k+1} = \tau_k + \Delta \tau_k \). We will refer to this sampling of \( \varepsilon_k \) and the following inversion of the integral in Equation (2.2) by the function \text{SAMPLECOLLISION}(x(\tau_k), V_k, \sigma(x), \epsilon)\. At a collision, a new velocity is sampled according to the post-collisional velocity distribution, which is a Maxwellian distribution, Equation (2.1), in this text:
\[ V_k \sim \mathcal{M}(v; x(\tau_k)) . \]

A Monte Carlo algorithm to simulate Equation (2.1) based on this particle description of the kinetic model up to the final time \( \bar{t} \) is algorithm 1.

\begin{algorithm}
\caption{A kinetic simulation up to time \( \bar{t} \)}
\begin{algorithmic}[1]
\Function{KineticSimulation}{\( X, V, \bar{t}, \sigma(x), \epsilon, \mathcal{M}(v; x) \)}
\State \( t \leftarrow 0 \)
\While{\( t < \bar{t} \)}
\State \( \Delta \tau \leftarrow \text{SAMPLECOLLISION}(X, V, \sigma(x), \epsilon) \)
\State \( \tau \leftarrow \min(\Delta \tau, \bar{t} - t) \) \Comment{determine the kinetically moved time}
\State \( X \leftarrow X + \frac{V}{\epsilon} \tau \) \Comment{execute the free flight}
\State \If{\( \Delta \tau < \bar{t} - t \)}
\State \( V \leftarrow \mathcal{M}(v; x) \) \Comment{sample the post-collisional velocity}
\EndIf
\State \( t \leftarrow t + \tau \)
\EndWhile
\State \Return \( X, V \)
\EndFunction
\end{algorithmic}
\end{algorithm}

2.3 Advection-diffusion limit in the high-collisonal regime

In this section, we will uncover the limiting behaviour of Equation (2.1) when \( \epsilon \to 0 \), according to a standard strategy such as presented in [28].

When the scaling parameter \( \epsilon \) becomes small, the collision rate \( \frac{\sigma(x)}{2\epsilon^2} \) will become very large, resulting in a very quick relaxation of the distribution \( f(x, v, t) \) to \( \mathcal{M}(v; x)\rho(x, t) \) where \( \rho(x, t) = \int f(x, v, t)dv \) represents the density. We capture this behaviour by writing the distribution \( f(x, v, t) \) as
\[ f(x, v, t) = \mathcal{M}(v; x)\rho(x, t) + \epsilon g(x, v, t) , \]
(4)
i.e., the distribution $\mathcal{M}(v; x)\rho(x, t)$ to which $f(x, v, t)$ relaxes plus a small correction term $\epsilon g(x, v, t)$. Plugging Equation (2.3) in Equation (2.1) gives

$$\frac{\partial}{\partial t}(\mathcal{M}(v; x)\rho(x, t) + \epsilon \mathcal{M}(v; x)\rho(x, t)) + \frac{v}{\epsilon} \frac{\partial}{\partial x}(\mathcal{M}(v; x)\rho(x, t)) = -\frac{\sigma(x)}{\epsilon} g(x, v, t),$$

which, after averaging over $v$ becomes

$$\frac{\partial \rho(x, t)}{\partial t} + \frac{1}{\epsilon} \frac{\partial}{\partial x}\left(\int v \mathcal{M}(v; x) dv \rho(x, t)\right) + \int v \frac{\partial g(x, v, t)}{\partial x} dv = 0. \quad (6)$$

When we consider the dominant terms of Equation (2.3), which have $\frac{1}{\epsilon}$ as a factor, we find that

$$v \frac{\partial (\mathcal{M}(v; x)\rho(x, t))}{\partial x} = -\sigma(x) g(x, v, t),$$

which can be used to transform Equation (2.3) into

$$\frac{\partial \rho(x, t)}{\partial t} + \frac{\partial (u(x)\rho(x, t))}{\partial x} - \frac{\partial}{\partial x}\left(\frac{1}{\sigma(x)} \frac{\partial (T(x)\rho(x, t))}{\partial x}\right) = 0, \quad (7)$$

as $\epsilon \to 0$. Equation (2.3) is an advection-diffusion-type equation, which validates the name diffusive limit, when $\epsilon \to 0$. Note that the effects of the collision rate, $\sigma(x)$, and the temperature, $T(x)$, differ in nature, since these coefficients appear at different places in the equation.

In a spatially homogeneous setting with $u(x) \equiv u$, $T(x) \equiv T$, and $\sigma(x) \equiv \sigma$, Equation (2.3) is the Fokker-Planck equation of the stochastic differential equation (SDE)

$$dX = ud\tau + \sqrt{\frac{2T}{\sigma}} dW, \quad (8)$$

with $dW$ expressing a standard Wiener process.

### 2.4 Exploding simulation costs in the diffusive limit

When we consider the kinetic simulation presented in Section 2.2 in the limit $\epsilon \to 0$, the collision rate $\frac{\epsilon}{\sigma}$ becomes very large and therefore the execution of all individual collisions and free flight becomes computationally expensive. The simulation of the SDE of Equation (2.3), however, can be done at a computational cost that does not depend on $\epsilon$ via a random walk simulation. This random walk simulation of Equation (2.3) with a fixed time step $\Delta t$ amounts to

$$X(t + \Delta t) = X(t) + A_0 \Delta t + \sqrt{2D_0 \Delta t} \xi,$$

with $A_0 = u$, $D_0 = \frac{T}{\sigma}$, and $\xi \sim \mathcal{N}(0, 1)$. However, use of Equations (2.3) and (2.4) is only allowed in the limit $\epsilon \to 0$, and therefore introduces a modeling error for finite $\epsilon$.

To cope with the high computational cost for small but finite $\epsilon$, we aim at replacing most free flights in the high-collisional regime by a single random walk step with $\epsilon$-dependent coefficients $A_\epsilon$ and $D_\epsilon$ that covers a fraction of the time step. This corresponds to applying a random walk Monte Carlo discretization
of an advection-diffusion equation for that fraction of the time step. To remove the modeling error for finite $\epsilon$ as the time step $\Delta t$ decreases, we propose two kinetic corrections in the algorithm of Section 4.

The first correction to control the modeling error is not executing the entirety of the time step $\Delta t$ diffusively, but maintaining kinetic motion at the beginning of each time step. The resulting algorithm presented in Section 4 is consequently called the kinetic-diffusion (KD) scheme. As a second correction, we do not use the limiting advection and diffusion coefficients $u$ and $T$, but instead use coefficients $A_\epsilon$ and $D_\epsilon$ such that the first two moments of the diffusive motion match the kinetic process exactly for any fixed and finite value of $\epsilon$. Then, the diffusive substep of the new Monte Carlo algorithm becomes

$$X(t + \theta) = X(t) + A_\epsilon \theta + \sqrt{2D_\epsilon \theta} \xi,$$

with $0 \leq \theta \leq \Delta t$ the diffusive part of the stepped time and $\xi \sim N(0, 1)$ a standard normal distributed random number. The expressions for the advection and diffusion coefficients $A_\epsilon$ and $D_\epsilon$ are derived in Section 3. In Section 4 the new kinetic-diffusion scheme is presented, which is analyzed in the remainder of the paper.

### 3 Mean and variance of the kinetic motion

In this Section, we will derive the mean and variance of the motion of a kinetically simulated particle during a time step of length $\Delta t$ for a spatially homogeneous background. In Section 4 these moments will be used for the advection and diffusion coefficients $A_\epsilon$ and $D_\epsilon$ for positional increments. The assumption of a spatially homogeneous background translates to a constant rate $\frac{\sigma_\epsilon}{\tau}$, and a post-collisional velocity distribution with constant mean $\epsilon u$ and variance $T$.

During the $n$-th time step $[n\Delta t, (n + 1)\Delta t)$ the change in position of a particle is the result of the free flights during that time step. In Figure 1 these free flights occur in the time between the collisions, which are indicated with circles. Only the parts of the free flights that overlap with the time step contribute to the motion in the time step. We denote the index of the last collision before the time interval $[n\Delta t, (n + 1)\Delta t)$ with $\kappa^n$ and we denote the part of the $\kappa^n + 1$-th flight time that is in the time interval $[n\Delta t, (n + 1)\Delta t)$ with $\Delta \tau_{\kappa^n+1|n+1}$. With this notation, the change in position during the $n$-th
time step can be written as
\[
\Delta X_n = \frac{V_{\kappa^n}}{\epsilon} \Delta \tau_{n+1}|_{n} + \sum_{k=\kappa^n+1}^{\kappa^{n+1}} \frac{V_{k-1}}{\epsilon} \Delta \tau_k + \frac{V_{\kappa^{n+1}}}{\epsilon} \Delta \tau_{\kappa^{n+1}+1}|_{n} \tag{11}
\]

It is important to note that in this model, there is correlation between the positional increments during different time steps, because the last velocity of a time step, \(V_{\kappa^n}\), is also the first velocity of the next time step.

Since we are only considering a single time step, it is convenient to discard the dependence on the time step index, \(n\). We rename the velocities \(\{V_{\kappa^n}, \cdots, V_{\kappa^{n+1}}\}\) as \(\{V_0, \cdots, V_K\}\) and the flight times \(\{\Delta \tau_{n+1}|_{n}, \Delta \tau_{\kappa^{n}+2}, \cdots, \Delta \tau_{\kappa^{n+1}, \Delta \tau_{\kappa^{n+1}+1}|_{n}\}\\) as \(\{\Delta \tau_0, \cdots, \Delta \tau_K\}\), with \(K = \kappa^{n+1} - \kappa^n\). This rephrases equation (3) as
\[
\Delta X = \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k , \tag{12}
\]

where we always have
\[
\sum_{k=0}^{K} \Delta \tau_k = \Delta t . \tag{13}
\]

Note that \(K\), the number of collisions during a time step of length \(\Delta t\), is a random variable which follows the Poisson distribution:
\[
P(K = k) = \frac{1}{k!} \left( \frac{\sigma}{\epsilon^2 \Delta t} \right)^k e^{-\frac{\sigma}{\epsilon^2 \Delta t}} . \tag{14}
\]

We will now derive the mean and variance of \(\Delta X\). In Section 3.1, we first neglect correlation with previous and next time steps by treating the initial and final velocity identically to the other velocities. From the resulting formulas from Section 3.1 we proceed to derive formulas for the mean and variance of the positional increment conditioned on a known final velocity, \(V_K\), in Section 3.2. The formulas resulting from this second section allow incorporating correlation with subsequent time steps in the random walk steps itself, leading to the algorithm of Section 4.

### 3.1 Neglecting correlation with other time steps

In this first section, we derive the exact mean and variance of the positional increment of a particle adhering to the model of Section 2.1 during a time step, while neglecting correlation between different time steps. The resulting expressions form the foundation of the derivation in Section 3.2 where we do consider correlation with the subsequent time step.

#### 3.1.1 Neglecting correlation with other time steps: mean

The change in position of a particle following the model of Section 2.1 during a time step \(\Delta t\) is written as \(\Delta X\) and can be expressed as in Equation (3).
With this description, and by conditioning on the Poisson-distributed number of collisions \( K \), we can write the expected value of \( \Delta X \) as

\[
E[\Delta X] = E \left[ \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \right] = E_K \left[ E \left[ \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right] \right],
\]

(15)

where \( E_K \) is the expected value over the specific random variable in the subscript and the expected value without subscript goes over all random variables except the ones on which the expected value is conditioned.

The different \( V_k \) in Equation (3.1.1) are random variables that follow the distribution \( \mathcal{M}(v) \) with mean \( \epsilon u \) and variance \( T \) and the different \( V_k \) are independent of all other random variables. Using this transforms Equation (3.1.1) into

\[
E \left[ \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right] = E \left[ \sum_{k=0}^{K} E \left[ \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right] \right] = u E \left[ \sum_{k=0}^{K} \Delta \tau_k \mid K \right].
\]

(16)

Since the \( \Delta \tau_k \) always sum to \( \Delta t \) by construction of \( \Delta X \) (see Equation (3)) regardless of \( K \), we find

\[
E[\Delta X] = u \Delta t.
\]

(17)

### 3.1.2 Neglecting correlation with other time steps: variance

To find an expression for the variance of the positional increment, we start from the law of total variance,

\[
\text{Var}(\Delta X) = E_K \left[ \text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right) \right] + \text{Var}_K \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right).
\]

(18)

The same notational convention is used for the variance as for the expected value introduced in the previous section: the subscript indicates the random variable with respect to which the variance is taken and the absence of a subscript indicating that the variance is taken over all random variables, except for the ones for which it is conditioned. The second term on the right hand side of Equation (3.1.2) equals zero, since the argument for \( \text{Var}_K \) equals the left hand side of Equation (3.1.1), and was shown to be independent of \( K \) in Section 3.1.1, see Equation (3.1.1). The first term on the right hand side of Equation (3.1.2) can be rewritten as a series by using Equation (3), resulting in

\[
\text{Var}(\Delta X) = \sum_{K=0}^{\infty} \frac{1}{K!} \left( \frac{\sigma}{\epsilon^2} \Delta t \right)^K e^{-\frac{\sigma}{\epsilon^2} \Delta t} \text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right)
\]

(19)

We will now rewrite the conditional variance in Equation (3.1.2). To do so, we first show all the time intervals \( \Delta \tau_k, k = 0 \ldots K \) are identically distributed for a fixed \( K \). Then, we will be able to find a convenient formulation for the conditional variance which we will use to find an expression for the variance at the end of this section.
Identical distribution of the flight times in a time step. The probability of the $k$-th inter-event time to begin after a time in the interval $[\theta, \theta + d\theta]$ and to have a size in the interval $[\Delta \tau_k, \Delta \tau_k + d\Delta \tau_k]$ is equal to the probability of $k - 1$ events occurring in time $\theta$ of which one occurs in the interval $[\theta, \theta + d\theta]$, multiplied by the probability of a collision occurring after exactly $\Delta \tau_k$, multiplied by the probability of $K - k - 1$ events occurring in the remaining time $\Delta t - \theta - \Delta \tau_k$. Integrating over $\theta$, we can write the probability distribution of the time length $\Delta \tau_k$ up to a constant factor as

$$
e^{-\frac{\sigma \Delta \tau_k}{\xi} \frac{\sigma \theta}{\xi}} \int_0^{\Delta t - \Delta \tau_k} \frac{e^{-\frac{\sigma \Delta \tau_k}{\xi} \frac{\theta}{\xi}}}{(k-1)!} \frac{(\sigma(t - \Delta \tau_k - \theta))^{K-k-1}}{(K-k-1)!} e^{-\frac{\sigma(t - \Delta \tau_k - \theta)}{\xi}} d\theta d\Delta \tau_k,$$

Restructuring this equation gives

$$\left(\frac{\sigma}{\xi}\right)^K e^{-\frac{\sigma \Delta \tau_k}{\xi}} \int_0^{\Delta t - \Delta \tau_k} \frac{\theta^{k-1}}{(k-1)!} \frac{(\Delta t - \Delta \tau_k - \theta)^{K-k-1}}{(K-k-1)!} d\theta d\Delta \tau_k,$$

and after repeated partial integration we find

$$\left(\frac{\sigma}{\xi}\right)^K e^{-\frac{\sigma \Delta \tau_k}{\xi}} \frac{(\Delta t - \Delta \tau_k)^{K-1}}{(K-1)!} d\Delta \tau_k,$$  \hspace{1cm} (20)

which is independent of $k$, proving the identical distribution for each $\Delta \tau_k$, $k \in \{0, \ldots, K\}$.

The quantity in Equation (3.1.2) is the probability density function of $\Delta \tau_k$ up to a scaling, but it can be easily rescaled to obtain the probability density function that holds for all $k \leq K$:

$$P(\Delta \tau_k | K) = \begin{cases} \frac{K(\Delta t - \Delta \tau_k)^{K-1}}{\Delta t^K} & \text{if } \Delta \tau_k \in [0, \Delta t] \\ 0 & \text{else} \end{cases} \hspace{1cm} (21)$$

The resulting Equation (3.1.2) holds for all $k \in \{0, 1, \ldots, K\}$.

Expression for the conditional variance. To find an expression for the conditional variance in Equation (3.1.2), the mean and variance of $\Delta \tau_k$ will be required. These can be computed from Equation (3.1.2) to be

$$E[\Delta \tau_k | K] = \int_0^{\Delta t} \Delta \tau_k K(\Delta t - \Delta \tau_k)^{K-1} d\Delta \tau_k = \frac{\Delta t}{K+1} \hspace{1cm} (22)$$

$$E[\Delta \tau_k^2 | K] = \int_0^{\Delta t} \Delta \tau_k^2 K(\Delta t - \Delta \tau_k)^{K-1} d\Delta \tau_k = \frac{2\Delta t^2}{(K+1)(K+2)}$$

$$\text{Var}(\Delta \tau_k | K) = E[\Delta \tau_k^2 | K] - (E[\Delta \tau_k | K])^2 = \frac{K\Delta t^2}{(K+1)^2(K+2)} \hspace{1cm} (23)$$

Due to the fact that the different $\Delta \tau_k$ and the different velocities are identically distributed, the variance of the sum formula can be applied to the conditional
variance in Equation (3.1.2), yielding
\[
\text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \middle| K \right) = (K + 1) \left( \text{Var} \left( \frac{V_k}{\epsilon} \Delta \tau_k \middle| K \right) + K \text{Cov} \left( \frac{V_k}{\epsilon} \Delta \tau_k \middle| K \right) \right)
\]

Because of the independence of the \( V_k \) to other random variables, we have
\[
\text{Var} \left( \frac{V_k}{\epsilon} \Delta \tau_k \middle| K \right) = \text{Var} \left( \frac{V_k}{\epsilon} \middle| K \right) \text{Var}(\Delta \tau_k | K)^2 + \text{Var}(\Delta \tau_k | K) \mathbb{E} \left[ \frac{V_k}{\epsilon} \middle| K \right]^2
\]
and
\[
\text{Cov} \left( \frac{V_k}{\epsilon} \Delta \tau_k \middle| K \right) = \text{Cov}(\Delta \tau_k | K) \mathbb{E} \left[ \frac{V_k}{\epsilon} \middle| K \right]^2.
\]

Applying the standard formula for the variance of a sum formula to the event times, we find

\[
\text{Var} \left( \sum_{k=0}^{K} \Delta \tau_k \middle| K \right) = (K + 1)\text{Var}(\Delta \tau_k | K) + (K + 1)K\text{Cov}(\Delta \tau_k | K) = 0,
\]

which allows the expression of the covariance of the flight time contributions from Equation (3.1.2) as

\[
\text{Cov} \left( \Delta \tau_k \left| \frac{V_k}{\epsilon} \middle| K \right. \right) = -\frac{\text{Var}(\Delta \tau_k | K)}{\mathbb{E} \left[ \frac{V_k}{\epsilon} \middle| K \right]} \left( K + 1 \right)\left( \frac{\mathbb{E} \left[ \frac{V_k}{\epsilon} \middle| K \right]}{K} \right)^2.
\]

Equations (3.1.2) and (3.1.2) can be used to transform the conditional variance of Equation (3.1.2) as

\[
\text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \middle| K \right) = (K + 1)\text{Var}(\Delta \tau_k | K) + \text{Var}(\Delta \tau_k | K) \mathbb{E}[\Delta \tau | K]^2
\]
and

\[
\text{Var}(\Delta X) = \sum_{K=0}^{\infty} \frac{T}{\epsilon^2} \Delta t^2 e^{-\frac{2\Delta t}{\epsilon^2}} \frac{2}{K+2} \left( \frac{\Delta t}{\epsilon} \right)^K \frac{K!}{(K+1)(K+2)!}
\]

Expression for the variance. Expression (3.1.2) for the conditional variance of Equation (3.1.2) can be used to obtain

\[
\text{Var}(\Delta X) = 2 \frac{T}{\epsilon^2} \Delta t^2 e^{-\frac{2\Delta t}{\epsilon^2}} \sum_{K=0}^{\infty} (K + 1) \left( \frac{\Delta t}{\epsilon} \right)^K (K+2)!.
\]
which can be rewritten in the form of the series expansion of an exponential and its derivative as

\[
\text{Var}(\Delta X) = 2 T \epsilon^2 \Delta t^2 e^{-\frac{\sigma \Delta t}{\epsilon^2}} \left( \sum_{K=0}^{\infty} (K + 2) \frac{\left(\frac{\sigma \Delta t}{\epsilon^2}\right)^K}{(K + 2)!} - \sum_{K=0}^{\infty} \frac{\left(\frac{\sigma \Delta t}{\epsilon^2}\right)^K}{(K + 2)!} \right)
\]

\[
= 2 T \epsilon^2 \Delta t^2 e^{-\frac{\sigma \Delta t}{\epsilon^2}} \left( \frac{\epsilon^2}{\sigma \Delta t} \sum_{K=2}^{\infty} K \frac{\left(\frac{\sigma \Delta t}{\epsilon^2}\right)^{K-1}}{K!} - \left( \frac{\epsilon^2}{\sigma \Delta t} \right)^2 \sum_{K=2}^{\infty} \frac{\left(\frac{\sigma \Delta t}{\epsilon^2}\right)^K}{K} \right)
\]

\[
= 2 \frac{\epsilon^2}{\sigma^2} T e^{-\frac{\sigma \Delta t}{\epsilon^2}} \left( \frac{\sigma \Delta t}{\epsilon^2} \frac{d}{d(\sigma \Delta t/\epsilon^2)} \left( e^{-\frac{\sigma \Delta t}{\epsilon^2}} - 1 - \frac{\sigma \Delta t}{\epsilon^2} \right) - \left( e^{-\frac{\sigma \Delta t}{\epsilon^2}} - 1 - \frac{\sigma \Delta t}{\epsilon^2} \right) \right),
\]

resulting in the formula for the variance

\[
\text{Var}(\Delta X) = 2 \frac{\epsilon^2}{\sigma^2} T \left( e^{-\frac{\sigma \Delta t}{\epsilon^2}} - 1 + \frac{\sigma \Delta t}{\epsilon^2} \right). \tag{29}
\]

In the diffusive limit, \( \epsilon \to 0 \), the variance in Equation (29) indeed becomes equal to \( 2 T \Delta t \), in correspondence with Equation (2.3) of Section 2.3. On the other hand, for fixed \( \epsilon \) and decreasing time step size, we obtain a variance proportional to \( T \epsilon^2 \Delta t^2 \). This equals the variance of the motion during a time \( \Delta t \) where the particle has a constant but randomly sampled velocity with variance \( \frac{T}{\epsilon^2} \), which is exactly the kinetic limit of the particle process, with velocities \( \frac{v}{\epsilon} \) with \( v \) distributed according to the Maxwellian of Equation (2.1).

### 3.2 Including correlation by conditioning on the final velocity

In Section 3.1, all velocities were treated as independent new samples. When multiple time steps are considered, the last velocity of the previous time step is equal to the first of the next time step, which results in correlation of the positional increment in different time steps. To correlate the motion within a time step to its subsequent time steps, the mean and variance of the motion can take into account the final velocity during the time step. In a low-collisional regime, this correlation is an important feature of the kinetic behaviour.

#### 3.2.1 Including correlation by conditioning on the final velocity: mean

As in the previous section, we condition the expected value on the number of events and can use the independence of the velocities with respect to the other variables, resulting in

\[
\mathbb{E}[\Delta X] = \mathbb{E} \left[ \mathbb{E} \left[ \sum_{k=0}^{K} \mathbb{E} \left[ \frac{V_k}{\epsilon} \Delta \tau_k \mid K \right] \right] \right].
\]
The difference with before is the treatment of $V_K$ as a fixed predetermined value, resulting in

$$E[\Delta X] = E \left[ E \left[ \sum_{k=0}^{K-1} u \Delta \tau_k + \frac{V_K}{\epsilon} \Delta \tau_K \bigg| K \right] \right]$$

$$= E \left[ u(\Delta t - \Delta \tau_K) + \frac{V_K}{\epsilon} \Delta \tau_K \bigg| K \right]$$

$$= E \left[ u(\Delta t - \Delta \tau_K) + \frac{V_K}{\epsilon} \Delta \tau_K \right]$$

$$= u\Delta t + \left( \frac{V_K}{\epsilon} - u \right) E[\Delta \tau_K].$$

Since $\Delta \tau_K$ equals the time before any collision occurs in $\Delta t$, it is exponentially distributed with rate $\frac{\sigma}{\epsilon}$, and with $\Delta t$ as a ceiling. Its expected value can consequently be computed as

$$E[\Delta \tau_K] = \int_0^{\Delta t} \Delta \tau \frac{\sigma}{\epsilon} e^{-\frac{\sigma}{\epsilon} \Delta \tau} d\Delta \tau + \Delta t \int_{\Delta t}^{\infty} \frac{\sigma}{\epsilon} e^{-\frac{\sigma}{\epsilon} \Delta \tau} d\Delta \tau$$

$$= \frac{\epsilon^2}{\sigma} - \frac{\epsilon^2}{\sigma} e^{-\frac{\sigma}{\epsilon} \Delta t} - \Delta t e^{-\frac{\sigma}{\epsilon} \Delta t} + \Delta t e^{-\frac{\sigma}{\epsilon} \Delta t}$$

$$= \frac{\epsilon^2}{\sigma} \left( 1 - e^{-\frac{\sigma}{\epsilon} \Delta t} \right),$$

resulting in the mean

$$E[\Delta X] = u\Delta t + \left( \frac{V_K}{\epsilon} - u \right) \frac{\epsilon^2}{\sigma} \left( 1 - e^{-\frac{\sigma}{\epsilon} \Delta t} \right).$$

In the diffusive limit, the mean becomes equal to $u\Delta t$. Conversely, for fixed $\epsilon$ and $\Delta t \to 0$, the mean becomes equal to $V_K$ since the probability of a velocity change becomes zero.

### 3.2.2 Including correlation by conditioning on the final velocity: variance

As in Section 3.1.2 we start with the law of total variance, but now applied to the last time interval $\Delta \tau_K$, giving

$$\text{Var}(\Delta X) = E \left[ \text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \bigg| \Delta \tau_K \right) \right] + \text{Var} \left( E \left[ \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \bigg| \Delta \tau_K \right] \right).$$

(32)

For the first term of Equation (3.2.2), we can use that $V_K$ is a known and fixed value to write

$$E \left[ \text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \bigg| \Delta \tau_K \right) \right] = E \left[ \text{Var} \left( \sum_{k=0}^{K-1} \frac{V_k}{\epsilon} \Delta \tau_k \bigg| \Delta \tau_K \right) \right].$$

(33)

Equation (3.2.2) conforms to the case in Section 3.1 but with a time step of length $\Delta t - \Delta \tau_K$, enabling the use of Equation (3.1.2) to find

$$E \left[ \text{Var} \left( \sum_{k=0}^{K} \frac{V_k}{\epsilon} \Delta \tau_k \bigg| \Delta \tau_K \right) \right] = E \left[ \frac{\epsilon^2}{\sigma^2} \left( e^{-\frac{\sigma}{\epsilon}(\Delta t - \Delta \tau_K)} - 1 + \frac{\sigma(\Delta t - \Delta \tau_K)}{\epsilon^2} \right) \right].$$
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In the diffusive limit, \( \epsilon \rightarrow 0 \), Equation (3.2.2) becomes equal to \( 2 \frac{T}{\epsilon} \Delta t \). This is in accordance with Equation (2.4) and is identical to the diffusive limit for Equation (3.1.2). For fixed \( \epsilon \) and decreasing \( \Delta t \), Equation (3.2.2) now becomes

\[
( T + (V_K - \epsilon u)^2 ) \frac{\sigma}{3\epsilon^2} \Delta t^3, \quad \Delta t \rightarrow 0.
\]

This limiting variance is of higher order in \( \Delta t \) than for Equation (3.1.2), where the final velocity was not fixed. This means that with fixed final velocity, the variance becomes lower, which is to be expected since part of the randomness has been removed by fixing the final velocity.

### 4 Kinetic-diffusion scheme

In this Section, we introduce the modified simulation strategy that has been announced in Section 2.4 in which the many free flights in the high-collisional...
regime are replaced by a single random walk step of the form given by Equation (2.4). This replacement by a random walk step is expected to function well when the collision rate is very high, since an advection-diffusion process is the limit of the kinetic process in the high-collisional limit as shown in Section 2.3. In lower-collisional regimes on the other hand, an advection-diffusion description of the particle motion is invalid. We will design the algorithm in such a way that it also functions well in a low-collisional setting.

A first important error when moving diffusively with a random walk step instead of kinetically is that the next position will falsely become normally distributed. A second important error is the supposed independence of the motion during subsequent time steps by a random walk. When moving according to the kinetic model, subsequent time steps are correlated due to the final velocity in a time step featuring as the initial velocity in the next time step. To maintain the kinetic nature of the motion when the collisionalinity is low, we combine two different strategies in our algorithm.

The first strategy consists of executing the first flight during a time step kinetically with as the initial velocity, correctly, the final velocity of the previous time step. Only if a collision occurs within the time step, the remainder, \( \theta \leq \Delta t \), is filled with a random walk step. This way, if the probability of a collision occurring in a time step is low, the particle will nearly always move according to the kinetic process, and only for a small fraction of the time steps, partly diffusively.

The second strategy improves the situation further by incorporating the correlation with the next time step in the advection and diffusion coefficient of the random walk movement for a time \( \theta \). To do so, the background parameters, \( \theta \), \( \sigma \), \( u \), and \( T \) are assumed to be spatially homogeneous. Then, the results from Section 3.2 apply and the exact mean and variance of the kinetic process conditioned on the final velocity equalling the initial velocity of the next time step can be used. We mimic Equation (2.4), but use the advection term

\[
A, \theta = \mathbb{E}[\Delta X],
\]

with \( \mathbb{E}[\Delta X] \) from Equation (3.2.1) and the diffusion term

\[
\sqrt{2D, \theta} = \sqrt{\text{Var}(\Delta X)},
\]

with \( \text{Var}(\Delta X) \) as in Equation (3.2.2). For the time step in these equations, we use the time \( \theta \) during which the particle moves diffusively. For the other parameters \( \sigma \), \( u \), and \( T \) that appear in Equations (3.2.1) and (3.2.2), we use the local values at the beginning of the diffusive motion. For the final velocity in the time step, we use a fresh sample, which is then used as the initial velocity in the next time step. To cope with highly heterogeneous \( \sigma \), some modifications are presented in [26].

The resulting algorithm is shown as Algorithm 2, which we refer to as KD.
Algorithm 2  A kinetic-diffusion simulation up to time $t = N\Delta t$

1. function DIFFUSION_KINETIC_KD$(X, V, \Delta t, \sigma(x), \epsilon, \mathcal{M}(v; x), u(x), T(x))$
2. $t \leftarrow 0$
3. while $t < \bar{t}$ do
4.     $\Delta \tau \leftarrow \text{SAMPLECOLLISION}(X, V, \sigma(X), \epsilon)$  \hspace{1em} \text{$\triangleright$ see page 3}
5.     $\tau \leftarrow \min(\Delta \tau, \bar{t} - t)$ \hspace{1em} \text{$\triangleright$ determine the kinetically moved time}
6.     $X \leftarrow X + \frac{\tau}{\epsilon} V$ \hspace{1em} \text{$\triangleright$ kinetic part of the motion}
7.     if $\Delta \tau < \bar{t} - t$ then
8.         $V \leftarrow \mathcal{M}(v; x)$ \hspace{1em} \text{$\triangleright$ sample the velocity for the next time step}
9.         $\theta \leftarrow \Delta t - (\tau \mod \Delta t)$ \hspace{1em} \text{$\triangleright$ determine the remainder of the time step}
10.    $X \leftarrow X + \mathcal{N}(\text{eq. (3.2.1), eq. (3.2.2)}) |_{\Delta t=\Delta \tau, V_K=V, \epsilon=\epsilon, \sigma=\sigma(X), u=u(x), T=T(X)}$ \hspace{1em} \text{$\triangleright$ random walk}
11. $t \rightarrow t + \Delta t$
12. return $X, V$

When the collisionality $\frac{\epsilon}{\Delta t}$ is large, Algorithm 2 has an enormous computational advantage over Algorithm 1 in that it does not require the execution of an expected $\frac{\epsilon}{\Delta t}$ collisions in a time step but at most one. In low-collisional regimes, the algorithm collapses to the standard Monte Carlo method, meaning approximately the same number of collisions occur.

In the next two sections, we will present an analysis of the error of the KD scheme. The result of Section 5 will show Algorithm 2 converges to the kinetic algorithm of Section 2 when the scaling parameter $\epsilon$ is finite and the time step decreases. In Section 6, we will show the error vanishes for $\epsilon \rightarrow 0$ as well. Then, in Section 7, the low error and reduction in computational time are illustrated numerically.

5 Consistency and convergence analysis for finite values of the scaling parameter

In this section, we analyze the error by replacing a kinetic simulation by the algorithm proposed in Section 4 when the scaling parameter $\epsilon$ is finite. In this regime, the consistency and convergence analyses require only an analysis of how the error depends on the time step $\Delta t$. We conduct this analysis for a spatially homogeneous setting, where $\sigma(x) \equiv \sigma$, $u(x) \equiv u$, and $T(x) \equiv T$. In Section 6, we will treat the diffusive limit, when $\epsilon \rightarrow 0$, separately.

We evaluate the error in terms of its Wasserstein metric $[32]$. The Wasserstein distance between two distributions $g(x)$ and $h(x)$ considers the distance between two distributions as the minimal distance the mass needs to be moved on average to obtain one distribution ($g(x)$) from the other ($h(x)$). The Wasserstein distance can be expressed as the Wasserstein norm of the difference between the distributions $g(x) - h(x)$,

$$\mathcal{W}_1 (g(x) - h(x)) = \inf_{\mathcal{J}(g,h)} \iint |x - y| j(x, y) dx dy,$$  \hspace{1em} (38)
with $\mathcal{J}(g,h)$ the class of all joint probabilities $j(x,y)$ with marginal distributions $g(x)$ and $h(y)$. An important feature of the Wasserstein distance is the consideration of the distance of mass differences, which is relevant when considering the physical meaning of particle distributions. Other often used distances like those derived from the $L_p$-norms penalize mass difference only, regardless of how far the mass of the other distribution is located.

We will compare the exact distribution at time $t^{(n+1)} = (n + 1)\Delta t$, denoted as $f(t^{(n+1)})$, with the distribution $f^{(n+1)}$ obtained by the kinetic-diffusion simulation. We write $S_{\Delta t}$ for the operator that evolves a distribution according to the kinetic equation, Equation (2.1), over a time interval of length $\Delta t$ and $\tilde{S}_{\Delta t}$ for the operator that corresponds to the hybridized KD simulation scheme with time step $\Delta t$. With these notations, we can write

$$f(t^{(n+1)}) = f(t^{(n)}) + S_{\Delta t}(f(t^{(n)})) \quad \text{and} \quad f^{(n+1)} = f^{(n)} + \tilde{S}_{\Delta t}(f^{(n)}).$$

The difference between both is thus

$$f(t^{(n+1)}) - f^{(n+1)} = f(t^{(n)}) - f^{(n)} + S_{\Delta t}(f(t^{(n)})) - \tilde{S}_{\Delta t}(f^{(n)}). \quad (39)$$

To the right hand side of (39), we add and subtract the term $S_{\Delta t}(f^{(n)})$, and we can then bound the Wasserstein error on the distribution via the triangle inequality as

$$W_1\left(f(t^{(n+1)}) - f^{(n+1)}\right) \leq W_1\left(f(t^{(n)}) + S_{\Delta t}(f(t^{(n)})) - f^{(n)} + S_{\Delta t}(f^{(n)})\right) + W_1\left(S_{\Delta t}(f^{(n)}) - \tilde{S}_{\Delta t}(f^{(n)})\right). \quad (40)$$

The error at time $t^{(n+1)}$ thus consists of the error at time $t^{(n)}$ that is propagated over the time step, augmented by the local error due to using the approximate KD process instead of the exact kinetic process.

In the remainder of this section, we will use Equation (40) to derive a bound on the Wasserstein error at some final time $\bar{t} = N\Delta t$ for finite $\epsilon$. We will first treat the last term, expressing the local error due to the difference in distribution when a kinetic process is replaced by a diffusion step, in Section 5.2. Then, we consider how the error propagates through different time steps and show the resulting error at time $\bar{t} = N\Delta t$ in Section 5.2.

### 5.1 Local error when the scaling parameter is finite

The KD operator $\tilde{S}_{\Delta t}$ is only different from the kinetic operator $S_{\Delta t}$ when a collision occurs in the time step. Hence, the paths without a collision do not contribute to the term $W_1\left(S_{\Delta t}(f^{(n)}) - \tilde{S}_{\Delta t}(f^{(n)})\right)$ of Equation (40). We thus only need to consider the paths conditioned on the occurrence of a collision, which we indicate in our operators with a superscript $>0$ as

$$S_{\Delta t}^{>0}(f^{(n)}) = S_{\Delta t}(f^{(n)})\#\text{collisions in } [t^{(n)}, t^{(n+1)}] > 0$$
$$\tilde{S}_{\Delta t}^{>0}(f^{(n)}) = \tilde{S}_{\Delta t}(f^{(n)})\#\text{collisions in } [t^{(n)}, t^{(n+1)}] > 0.$$
The local error term can thus be written as
\[
W_1 \left( \hat{S}_{\Delta t}(f(t^n)) - \hat{S}_{\Delta t}(f'(t^n)) \right) = \mathbb{P} \left( \# \text{collisions in } \Delta t > 0 \right) W_1 \left( S_{\Delta t}^{\geq 0}(f(t^n)) - \hat{S}_{\Delta t}^{\geq 0}(f(t^n)) \right) . \tag{41}
\]

In the remainder of this section, we will first find an expression for the probability on the right hand side of Equation (5.1) and then bound the second factor, to obtain a bound for the local error. At the end of this section, we will numerically show this is not a sharp bound in general.

**Split the local error based on the number of events.** Paths without a collision constitute a fraction \( e^{-\frac{\Delta t}{2}} = 1 - \frac{\sigma \Delta t}{2} + \mathcal{O}\left( \Delta t^2 \right) \), \( \Delta t \to 0 \) of the population with \( \mathcal{O} \) the Landau symbol. Hence, in the limit \( \Delta t \to 0 \), we have
\[
W_1 \left( \hat{S}_{\Delta t}(f(t^n)) - \hat{S}_{\Delta t}(f'(t^n)) \right) = \frac{\sigma \Delta t}{c^2} (1 + \mathcal{O}(\Delta t)) W_1 \left( S_{\Delta t}^{\geq 0}(f(t^n)) - \hat{S}_{\Delta t}^{\geq 0}(f(t^n)) \right) . \tag{42}
\]

To bound the factor \( W_1 \left( S_{\Delta t}^{\geq 0}(f(t^n)) - \hat{S}_{\Delta t}^{\geq 0}(f(t^n)) \right) \) in Equation (5.1), we first introduce the additional operator \( S_{\Delta t}^{=1} \), indicating a kinetic process with exactly one collision. Via a triangle inequality, we can bound Equation (5.1) as
\[
W_1 \left( S_{\Delta t}(f(t^n)) - \hat{S}_{\Delta t}(f(t^n)) \right) \leq \frac{\sigma \Delta t}{c^2} (1 + \mathcal{O}(\Delta t)) W_1 \left( S_{\Delta t}^{=1}(f(t^n)) - S_{\Delta t}^{\geq 1}(f(t^n)) \right) + \frac{\sigma \Delta t}{c^2} (1 + \mathcal{O}(\Delta t)) W_1 \left( S_{\Delta t}^{\geq 1}(f(t^n)) - \hat{S}_{\Delta t}^{\geq 0}(f(t^n)) \right) . \tag{43}
\]

**The first term of Equation (5.1).** \( W_1 \left( S_{\Delta t}^{=1}(f(t^n)) - S_{\Delta t}^{\geq 1}(f(t^n)) \right) \) captures differences between a kinetic process with at least one collision and a kinetic process with exactly one collision. Only if a second collision takes place, the effect of these operators differs. If the first collision takes place after a time \( \tau = \Delta t - \theta \), a second collision takes place with a probability \( \theta^2 \) and the expected difference in distance in such a case is of order \( \theta \) as well, resulting in a contribution proportional to \( \Delta t \theta^2 \). With \( \theta \lesssim \Delta t \), we can write
\[
\frac{\sigma \Delta t}{c^2} (1 + \mathcal{O}(\Delta t)) W_1 \left( S_{\Delta t}^{\geq 0}(f(t^n)) - \hat{S}_{\Delta t}^{\geq 0}(f(t^n)) \right) \to \mathcal{O}(\Delta t^3), \quad \Delta t \to 0 ,
\]
for the first term of Equation (5.1). In the remainder of this section, we will derive a bound for the second term of the right hand side of Equation (5.1) which will turn out to be of order 2.5 in \( \Delta t \) and will be the dominant term of Equation (5.1).

**Conditioning to bound the second term of Equation (5.1).** The second term on the right hand side of Equation (5.1) expresses the difference between a kinetic process with exactly one collision taking place and a KD process where
exactly one collision takes place. Until this single collision, both operators behave identically, but after this collision, the kinetic operator \( S_{\Delta t}^{n+1} \) lets the particle move with a newly sampled velocity whereas the KD operator \( \tilde{S}_{\Delta t}^{\nu_n} \) moves the particle diffusively conditioned on a newly sampled final velocity. To bound the Wasserstein distance between \( S_{\Delta t}^{n+1} \) and \( \tilde{S}_{\Delta t}^{\nu_n} \), we restrict the joint distribution in Equation (6) to a subset of all joint distributions \( f(g,h) \) by coupling the paths in two ways. This conditioning can thus lead to overestimating the error.

The first coupling is based on the initial state at the beginning of the timestep \( (x_n, v_n) = (x(n\Delta t), v(n\Delta t)) \), denoted compactly as \( s_n \), and the remaining time \( \theta_n = \Delta t - \Delta \tau_{n+1|n} \), where the time index is as defined in Figure 1. The resulting bound on the error will decrease with decreasing \( \Delta t \), proving that the KD simulation is consistent with the kinetic model. At the end of this section, we will numerically show the actual error to be significantly lower.

The second coupling strategy is based on the final velocity in the time step, \( v_n = v_{n+1} \). This coupling is pertinent when we consider the error propagation in Section 5.2 since a coupling based on significantly different final velocities would have the particles drift apart during a time step and would generally not correspond to the minimizer in Equation (6).

We denote the resulting distance for the coupled subset of particles as

\[
W_1 \left( S_{\Delta t}^{n+1}(f(t^{(n)})) - \tilde{S}_{\Delta t}^{\nu_n}(f(t^{(n)})) \right| s_n, \theta_n, \nu_n).
\]

The resulting restriction to a subset of the possible joint probabilities of Equation (6) bounds the second term of the right hand side of Equation (5.1) as

\[
W_1 \left( S_{\Delta t}^{n+1}(f(t^{(n)})) - \tilde{S}_{\Delta t}^{\nu_n}(f(t^{(n)})) \right) \leq E \left[ W_1 \left( S_{\Delta t}^{n+1}(f(t^{(n)})) - \tilde{S}_{\Delta t}^{\nu_n}(f(t^{(n)})) \right| s_n, \theta_n, \nu_n \right] 
\]

(44)

This final inequality can also be interpreted as an application of the subadditivity property of the Wasserstein distance [32, p. 94].

The remainder of this section is devoted to finding an analytical expression for \( E \left[ W_1 \left( S_{\Delta t}^{n+1}(f(t^{(n)})) - \tilde{S}_{\Delta t}^{\nu_n}(f(t^{(n)})) \right| s_n, \theta_n, \nu_n \right] \).

Determining \( W_1 \left( S_{\Delta t}^{n+1}(f(t^{(n)})) - \tilde{S}_{\Delta t}^{\nu_n}(f(t^{(n)})) \right| s_n, \theta_n, \nu_n \). Conditioning on \( s_n \) and \( \theta_n \) also implies conditioning on the position at which the first collision takes place, which is \( x_n + v_n(\Delta t - \theta_n) \). Furthermore conditioning on the final velocity \( \nu_n \) means the additional motion \( \Delta X \) by the kinetic operator conditioned on only one collision taking place, \( S_{\Delta t}^{n+1} \), is also fixed and equals \( \frac{\nu_n}{\epsilon}\theta_n \). The additional motion from the position \( x_n + v_n(\Delta t - \theta_n) \) by the KD operator is a normally distributed step with mean and variance according to Equations (3.2.1) and (3.2.2). A comparison between both comes down to a comparison between a dirac delta distribution \( \delta_{\nu_n|\theta_n} \) with probability density function

\[
\delta \left( \Delta X - \frac{\nu_n}{\epsilon}\theta_n \right)
\]

(45)
and the normal distribution $\mathcal{N}$ (Eq. (3.2.1), Eq. (3.2.2)) with probability density function

$$
\frac{1}{\sqrt{2\pi}} e^{-\frac{(\Delta x - \frac{s_n}{\epsilon} + O(\theta_n^2))^2}{2(\Delta x - u)^2 + T}} \sigma_{\theta_n}^2 \left(1 + O(\theta_n)\right), \quad \Delta t \to 0.
$$

(46)

To establish the Wasserstein distance between the dirac delta of Equation (5.1) and the normal distribution of Equation (5.1), we first bound it via a triangle inequality,

$$
W_1\left(\mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)}) - \mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)})\right) \leq W_1\left(\delta_{\text{Eq. (5.1)}} - \delta_{\text{Eq. (5.1)}}\right) + W_1\left(\mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)}) - \mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)})\right),
$$

(47)

where we use a dirac delta at the mean of Equation (5.1) as an additional distribution. The Wasserstein distance between the dirac delta of Equation (5.1) and a dirac delta at the mean of Equation (5.1), the second term on the right hand side of Equation (5.1), is of size $O(\theta_n^2)$, $\theta_n \to 0$. The Wasserstein distance of a normal distribution to a dirac delta positioned at its mean simply equals the expected distance of the normal distribution to its mean, or $\sqrt{2/\pi}$ times the standard deviation of the normal distribution. For the distribution of Equation (5.1), the Wasserstein distance thus becomes

$$
W_1\left(\mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)}) - \mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)})\right) = \sqrt{\frac{2}{3\pi}} \left(\frac{\nu_n}{\epsilon} - u + \frac{T}{\epsilon^2}\right) + O(\sqrt{\theta_n}).
$$

(48)

Since the $O(\theta^2)$ correction due to the first term of Equation (5.1) does not alter the dominant term in Equation (5.1), Equation (5.1) is an asymptotic bound for $W_1\left(\mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)}) - \mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)})\right)$.

**Determining the right hand side of Equation (5.1).** Taking the expected value over possible values of $s_n$, $\theta_n$, and $\nu_n$ of the right hand side term of Equation (5.1) results in a bound on $W_1\left(\mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)}) - \mathcal{N}(\text{Eq. (3.2.1)}, \text{Eq. (3.2.2)})\right)$ as stated by Equation (5.1). We can use the independence of the right hand side of Equation (5.1) on $s_n$, and the independence of $\theta_n$ and $\nu_n$ to simplify the calculation of the expected value to

$$
\mathbb{E}_{s_n, \theta_n, \nu_n} \left[ \sqrt{\frac{2}{3\pi}} \left(\frac{\nu_n}{\epsilon} - u + \frac{T}{\epsilon^2}\right) \sigma_{\theta_n}^2 \right] = \frac{2}{3\pi} \mathbb{E}_{\theta_n} \left[ \sqrt{\left(\frac{\nu_n}{\epsilon} - u\right)^2 + \frac{T}{\epsilon^2}} \right] \mathbb{E}_{\nu_n} \left[ \sqrt{\frac{\sigma_{\theta_n}^2}{\epsilon^2}} \right],
$$

(49)
where the expectation over $\theta_n$ is conditioned on at least one collision taking place, resulting in the formula

$$E_{\theta_n} \left[ \frac{\sigma_{\theta_n}^3}{\epsilon^2} \right] = \int_0^\Delta t \frac{\sigma_3^3(\Delta t - \tau)^3}{\epsilon^2} e^{-\frac{\sigma^3(\Delta t - \tau)}{\epsilon^2}} d\tau$$

$$= \int_0^\Delta t \frac{\sigma_3^3(\Delta t - \tau)^3}{2\Delta t^2} \left( 1 + O(\Delta t) \right) d\theta, \quad \Delta t \to 0, \quad \tau \leq \Delta t$$

$$= \frac{2}{5} \frac{\sigma_{\Delta t^3}}{\epsilon^2} \left( 1 + O(\Delta t) \right), \quad \Delta t \to 0.$$  \hfill (50)

The other expectation in Equation (5.1) is over the final velocity $\nu_n$, which is normally distributed with mean $\epsilon u$ and variance $T$. Using the definition of the expectation and a simple change of variable, $\nu = \nu_n - \epsilon u \sqrt{T}$, yields

$$E_{\nu_n} \left[ \frac{\sqrt{\left( \frac{\nu_n}{\epsilon} - u \right)^2 + T}}{\epsilon^2} \right] = \int \frac{\sqrt{(\nu_n - u)^2 + T}}{\epsilon^2} \frac{1}{\sqrt{2\pi T}} e^{-\frac{(\nu_n - u)^2}{2T}} d\nu_n$$

$$= \sqrt{T} \int \frac{\sqrt{\nu^2 + 1}}{\epsilon^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{\nu^2}{2T}} d\nu.$$

$$\approx 1.3545 \text{ (numerically)}.$$  \hfill (51)

The remaining integral in Equation (5.1) can be numerically computed to equal 1.3545. Substituting the results from Equations (5.1) and (5.1) in Equation (5.1), gives, according to Equation (5.1), the asymptotic bound

$$W_1 \left( \mathcal{S}_{\Delta t}^1(f(t^{(n)})) - \mathcal{S}_{\Delta t}^0(f(t^{(n)})) \right) \leq 0.24959 \sqrt{T \sigma \Delta t^3} + O \left( \sqrt{\Delta t^7} \right), \quad \Delta t \to 0.$$  \hfill (52)

**Resulting bound.** As stated before, the bound on $W_1 \left( \mathcal{S}_{\Delta t}^1(f(t^{(n)})) - \mathcal{S}_{\Delta t}^0(f(t^{(n)})) \right)$ dominates the right hand side of Equation (5.1), since the first term is at least third order in $\Delta t$. We thus find as the bound for the local error term of Equation (5)

$$W_1 \left( \mathcal{S}_{\Delta t}(f(t^{(n)})) - \mathcal{S}_{\Delta t}(f(t^{(n)})) \right) \leq 0.24959 \sqrt{T \sigma \Delta t^3} + O \left( \sqrt{\Delta t^7} \right), \quad \Delta t \to 0.$$  \hfill (53)

**Numerical validation.** We have validated the bound of Equation (6.1) on the new error during a time step numerically. To do so, we assumed all particles have an identical initial state $s_n = (x_n, v_n)$ and we compare the outcome of the kinetic and KD simulation conditioned on the final velocity $\nu_n$, with $\sigma = \epsilon = T = 1$ and $u = 1$. Then, for different $v_n$, we see in Figure 2 that the analytical bound of Equation (5.1) overestimates the actual error. This difference originates from the conditioning on the remaining time $\theta_n$, which was also included in the analysis. If we do include the conditioning on $\theta_n$, we achieve a tight fit with the overestimating bound, as also shown in Figure 2. We thus conclude the
error bound of Equation (5.1) to be valid, but not tight. In the next section, we show the error at a final time $t = N \Delta t$ based on this error bound, and conclude convergence to the kinetic process as $\Delta t \to 0$.

![Figure 2: The Wasserstein distance between the distribution of the kinetic process and of the KD process after conditioning on the final velocity and the time of the diffusion process as a function of $\Delta t$, conducted with 200,000 particle paths with at least one collision.](image)

5.2 Error propagation and total error when the scaling parameter is finite

In this Section, we first find a bound on the error akin to Equation (5), but with conditioning on the velocity at the end of the time steps. This conditioning results in an overestimation of the error, but it enables the computation of the error propagation from time $t^{(n)}$ to time $t^{(n+1)}$. Then, we combine the result with the outcome of the local error analysis in Section 5.1 to find the total error at the simulation end time $t = N \Delta t$.

Since Equation (5) also holds when conditioning on the velocities $\{v_n\}_{n=0}^N = \{v(n\Delta t)\}_{n=0}^N$ at the discrete times $\{n\Delta t\}_{n=0}^N$, we can write

$$
\mathbb{E} \left[ W_1 \left( f(t^{(n+1)}) - f^{(n+1)} \right) \Big| \{v_n\}_{n=0}^N \right] \\
\leq \mathbb{E} \left[ W_1 \left( f(t^{(n)}) + \mathcal{S}_\Delta t(f(t^{(n)})) - \left( f^{(n)} + \mathcal{S}_\Delta t(f^{(n)}) \right) \right) \Big| \{v_n\}_{n=0}^N \right] \\
+ \mathbb{E} \left[ W_1 \left( \mathcal{S}_\Delta t(f^{(n)}) - \tilde{\mathcal{S}}_\Delta t(f^{(n)}) \right) \Big| \{v_n\}_{n=0}^N \right], \quad (54)
$$

and we note that the subadditivity property

$$
W_1 \left( f(t^{(n)}) - f^{(n)} \right) \leq \mathbb{E} \left[ W_1 \left( f(t^{(n)}) - f^{(n)} \right) \Big| \{v_n\}_{n=0}^N \right]
$$

holds for all $n$. 
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The error propagation term from Equation (5.2) can easily be bounded by the above conditioning on the velocities, since the kinetic operator will have an identical effect on the population that has the same initial and final velocity, and thus

$$\mathbb{E} \left[ W_1 \left( f(t^{(n)}) + S_{\Delta t}(f(t^{(n)})) \right| \{v_n\}_{n=0}^N \right] \leq \mathbb{E} \left[ W_1 \left( f(t^{(n)}) - f^{(n)} \right| \{v_n\}_{n=0}^N \right] .$$

Since we also derived a bound for the local error after conditioning on the velocity at time $t^{(n)} = n\Delta t$ in Section 5.1 by conditioning on the final velocity and on the assumption of an identical initial state, we can use the bound from Equation (5.1) as a bound for the local error term in Equation (5.2).

Combining the above elements means we can bound the right hand side of Equation (5.2) as

$$\mathbb{E} \left[ W_1 \left( f(t^{(n+1)}) - f^{(n+1)} \right| \{v_n\}_{n=0}^N \right] \leq \mathbb{E} \left[ W_1 \left( f(t^{(n)}) - f^{(n)} \right| \{v_n\}_{n=0}^N \right] + 0.24959 \sqrt{\frac{T \sigma^2 \Delta t^3}{\epsilon^8} + O \left( \Delta t^3 \right)} , \quad \Delta t \to 0 .$$

With an initial error of zero, this recursive equation has as a solution at time $t = N\Delta t$ which bounds the error at that final time:

$$W_1 \left( f(t^{(n+1)}) - f^{(n+1)} \right) \leq 0.24959 \sqrt{\frac{T \sigma^2 \Delta t^3}{\epsilon^8} + O \left( \Delta t^3 \right)} , \quad \Delta t \to 0 .$$

This proves the new KD simulation scheme becomes identical to a standard, unbiased, particle tracing simulation of the Boltzmann-BGK equation when $\Delta t \to 0$.

6 Asymptotic preserving property and convergence analysis in high-collisional regimes

In this section, we consider the error in the diffusive regime, i.e., when $\epsilon$ becomes very small. In contrast to the treatment of in Section 5 the correlation between subsequent time steps is not a dominant feature in this regime. The first kinetic flight in a time step, which is the origin of this correlation, only makes up an expected fraction $O \left( \epsilon^2 \right)$, $\epsilon \to 0$ of the time step. Furthermore, the execution of this initial flight is identical in the kinetic simulation and the KD simulation. As a consequence, we can ignore the initial flight. We thus consider the kinetic simulation beginning with a resampled velocity, which is represented by the newly introduced operator $S'_{\Delta t}$, and we consider the KD scheme only consisting of a diffusion part, which is denoted by the newly introduced operator $\tilde{S}_{\Delta t}$. As we just argued, these operators become identical to the actual kinetic and KD operators in the diffusive limit, i.e.,

$$S'_{\Delta t} \to S_{\Delta t} \text{ and } \tilde{S}_{\Delta t} \to \tilde{S}_{\Delta t} , \quad \epsilon \to 0 .$$
We use the above defined operators to again write the Wasserstein error at time \( f^{(n+1)} \) in terms of the error propagated from time \( f^{(n)} \) and a new local error

\[
W_1 \left( f^{(n+1)} - f^{(n)} \right) \leq W_1 \left( f(t^{(n)}) + S'_{\Delta t}(f(t^{(n)})) - \left( f^{(n)} + S'_{\Delta t}(f^{(n)}) \right) \right) \quad \text{error propagation}
\]

\[
+ W_1 \left( S'_{\Delta t}(f^{(n)}) - \hat{S}_{\Delta t}(f^{(n)}) \right), \quad \epsilon \to 0, \quad (55)
\]

where the usage of the operators without the initial kinetic flight forms an additional overestimation of the error. The derivation will follow the same structure as in the low-collisional case. We will first find the local error during a time step in Section 6.1. Then, we discuss the error propagation and find the total error bound via a geometric series in Section 6.2.

### 6.1 Local error in the diffusive limit

The final term in Equation (3) expresses the difference between a diffusion step and a kinetic step starting from the same initial condition \( f^{(n)} \). We bound this local error with the subadditivity property of the Wasserstein distance via conditioning on the initial position \( x(n\Delta t) = x_n \) at time \( f^{(n)} \) and on the final velocity \( \nu_n \) in a similar fashion as in Equation (5.1),

\[
W_1 \left( S'_{\Delta t}(f^{(n)}) - \hat{S}_{\Delta t}(f^{(n)}) \right) \leq \mathbb{E} \left[ W_1 \left( S'_{\Delta t}(f^{(n)}) - \hat{S}_{\Delta t}(f^{(n)}) \right) \Big| x_n, \nu_n \right]. \quad (56)
\]

The above conditioning is equivalent to having a dirac delta at \( x_n, \delta_{\nu_n} \), as the initial distribution \( f^{(n)} \). Note that the velocity information at \( f^{(n)} \) is not used by either of the operators \( S'_{\Delta t} \) and \( \hat{S}_{\Delta t} \), because they consider velocity resampling and only a Brownian increment, respectively. We can thus write

\[
W_1 \left( S'_{\Delta t}(f^{(n)}) - \hat{S}_{\Delta t}(f^{(n)}) \Big| x_n, \nu_n \right) = W_1 \left( S'_{\Delta t}(\delta_{x_n}) - \hat{S}_{\Delta t}(\delta_{x_n}) \Big| x_n, \nu_n \right).
\]

To obtain an estimate of \( W_1 \left( S'_{\Delta t}(\delta_{x_n}) - \hat{S}_{\Delta t}(\delta_{x_n}) \Big| x_n, \nu_n \right) \) in the diffusive limit, we perform an Edgeworth expansion [20] of the distribution \( \delta_{x_n} + S'_{\Delta t}(\delta_{x_n}) \) that is the result of kinetic evolution of the initial condition \( \delta_{x_n} \) over a time step \( \Delta t \). The Edgeworth expansion approximates a probability distribution in terms of its cumulants. The cumulants of a random variable \( X \), here the position at time \((n+1)\Delta t\), are defined via the cumulant-generating function \( K'(t) \),

\[
K'(t) = \log \left( \mathbb{E} \left[ e^{t X} \right] \right) = \sum_{i=1}^{\infty} \kappa_i \frac{\Delta t^i}{i!} = m \Delta t + \frac{s^2 \Delta t^2}{2} + \sum_{i=3}^{\infty} \kappa_i \frac{\Delta t^i}{i!},
\]

in which the expectation is taken with respect to the probability distribution \( \delta_{x_n} + S'_{\Delta t}(\delta_{x_n}) \), \( \kappa_i \) denotes the \( i \)-th cumulant, and \( m = \kappa_1 \) and \( s^2 = \kappa_2 \) are the mean and variance of \( \delta_{x_n} + S'_{\Delta t}(\delta_{x_n}) \). By construction, the position distribution of the diffusion process, denoted as \( \delta_{x_n} + \hat{S}_{\Delta t}(\delta_{x_n}) \) is a normal distribution with the same mean and variance as that of the kinetic process, meaning the cumulant generating function is

\[
\hat{K}(\Delta t) = m \Delta t + \frac{s^2 \Delta t^2}{2}.
\]
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We can therefore write the Edgeworth expansion of the distribution

\[
\delta x_n(x) + S'_\Delta t(\delta x_n)(x) = \left( \delta x_n(x) + \tilde{S}_\Delta t(\delta x_n)(x) \right) \left( 1 + \sum_{i=3}^{\infty} \frac{\kappa_i}{i!} H_i \left( \frac{x - m}{s} \right) \right),
\]

in which \( H_i \) denotes the Hermite polynomial of degree \( i \). Bounding the Wasserstein distance \( W_1 \left( S'_\Delta t(\delta x_n) - \tilde{S}_\Delta t(\delta x_n) \right) \mid x_n, \nu_n ) \) therefore reduces to bounding the cumulants \( \kappa_i \).

**Bounding the odd cumulants.** To obtain an estimate on the odd cumulants, it is sufficient to realize that the dominant odd cumulant can be expressed in terms of odd standardized moments \([20]\), on which we can reason more intuitively. The standardized moments \( m_i \) are defined as

\[
m_i = E \left[ \left( \frac{\Delta X - m}{s} \right)^i \right].
\]

When \( \epsilon \to 0 \), the dominant odd term of Equation (6.1) will be formed by the third moment \( m_3 \) of the distribution \( \delta x_n(x) + S'_\Delta t(\delta x_n)(x) \) of the position \( X \) due to the kinetic process conditioned on the initial position \( x_n \) and on the final velocity \( V_K \). The increment \( \Delta X = X - x_n \) arises as the sum of flight path contributions, as expressed by Equation (3). Following on the computation of the first and second moment of the \( \Delta X \) in Section 3.2, the third moment can also be found. Here, we will however only point out that the third moment arises due to asymmetry of the distribution of \( \Delta X \) and the only asymmetry in Equation (3) arises due to the final flight \( V_K \). With the expected duration of the final flight expressed by Equation (3.2.1), the third central moment of this final flight conditioned on the final velocity is found to be

\[
E \left[ \left( \frac{V_K}{\epsilon} \Delta \tau_K - \frac{V_K}{\epsilon} \frac{\epsilon^2}{\sigma} \left( 1 - e^{-\frac{\epsilon^2}{\sigma}} \right) \right)^3 \right] = O \left( \epsilon^3 \right), \quad \epsilon \to 0.
\]

This gives the size of \( m_3 \), since \( s \to O(1), \epsilon \to 0 \). In the next paragraph, we will see the dominant even error term of Equation (6.1) is asymptotically larger, since it is proportional to \( \epsilon^2, \epsilon \to 0 \).

**Bounding the even cumulants.** For the even cumulants, we take a different viewpoint by considering the time step \( \Delta t \) as consisting of \( \frac{\Delta t}{\epsilon^2} \) subtimeteps of equal duration \( \frac{\epsilon^2}{\Delta t} \). We thus split the positional increment \( \Delta X \) over its contributions during these subtimeteps as

\[
\Delta X = \sum_{j=1}^{\sigma \Delta t/\epsilon^2} \Delta X_j.
\]

Except for an overall negligible effect due to the final flight path, the different \( \Delta X_j \) are identically distributed but not independent, since subtimeteps are correlated if no collision takes place during intermediate subtimeteps. This correlation will only be significant for a few neighbouring subtimeteps since,
for the \( j \)-th and \( j' \)-th substeps, the probability of no collision taking place in the \(|j' - j| - 1 \) intermediate substeps, is
\[
e^{-\frac{x^2}{2(|j' - j| - 1)}},
\]
which is independent of \( \epsilon \) and decreases exponentially as a function of the number of intermediate substeps. If the \( \Delta X_j \) would be independent, the cumulant for \( \Delta X \) would equal \( \frac{2\epsilon^4}{\sigma^4} \) times the cumulant of a single \( \Delta X_j \). For all \( \Delta X_j \), the correlation with other substeps is identical, except for those close to the beginning and end of the full time step, since fewer correlated substeps are present for those. When \( \epsilon \to 0 \), and the number of substeps in which the time step is split thus increases, the portion of substeps at the edges decreases as \( \epsilon^2 \) and we can effectively consider the time step as a combination of a number of independent, identically distributed substeps. The correlation between different \( \Delta X_j \) means each increment has a larger effective contribution than if it is considered in isolation, but there is a lower effective number of substeps. We can capture these effects in a multiplicative constant \( k_i' \) to obtain
\[
\kappa_i \to k_i' \epsilon^{-1} \frac{\sigma \Delta t}{e^\epsilon \tilde{\kappa}_i}, \quad \epsilon \to 0, \quad \text{if } i \text{ is even},
\]
with \( \tilde{\kappa}_i \) the cumulant of the kinetic process over a time \( \frac{\epsilon^2}{\sigma} \). The cumulant \( \tilde{\kappa}_i \) of a single part equals a constant times \( \left( \frac{\sqrt{\epsilon \Delta t}}{\sigma} \right)^i \), since the deviation of the mean is a constant times \( \frac{\sqrt{\epsilon \Delta t}}{\sigma} \) and the size of the step is \( \frac{\epsilon^2}{\sigma} \) when \( \frac{\Delta t}{\epsilon} \) is high. In conclusion,
\[
\kappa_i \to k_i' \sqrt{T \epsilon^{i-2}} \frac{\sqrt{\epsilon \Delta t}}{e^\epsilon \tilde{\kappa}_i}, \quad \epsilon \to 0, \quad \text{if } i \text{ is even}, \quad (58)
\]
with \( k_i' \) a constant.

**Determining the dominant term.** The dominant error term is the term with \( i = 4 \) in Equation (57), since it results in a second power of \( \epsilon \) as can be seen from Equation (6.1). For this dominant term, we use the limiting value for \( s \), which equals \( \sqrt{\frac{2 \epsilon}{\pi} \Delta t} \) as given at the end of section 3.2. The dominant error contribution due to a difference in distribution thus equals
\[
W_1 \left( S_{\Delta t}(f^{(n)}) - \bar{S}_{\Delta t}(f^{(n)}) \right) | x_n, \nu_n = W_1 \left( \frac{1}{\sqrt{2 \pi} s} e^{-\frac{(x - \mu)^2}{2 s}} \frac{k_4 \epsilon^2}{4! \sqrt{8 \sigma \Delta t}} H_i \left( \frac{x - \mu}{s} \right) \right)
\]
\[
= \frac{k_4 \epsilon^2 s}{4! \sqrt{8 \sigma \Delta t}} W_1 \left( \frac{1}{\sqrt{2 \pi}} e^{-\frac{x^2}{2}} (x^4 - 6x^2 + 3) \right)
\]
\[
= \frac{k_4 \epsilon^2 \sqrt{T} \epsilon^3}{4! \sqrt{8 \sigma \Delta t}} W_1 \left( \frac{1}{\sqrt{2 \pi}} e^{-\frac{x^2}{2}} (x^4 - 6x^2 + 3) \right), \quad (59)
\]
as \( \frac{\Delta t}{\epsilon} \to \infty \). The values for \( k_4 \) and \( W_1 \left( \frac{1}{\sqrt{2 \pi}} e^{-x^2/2} (x^4 - 6x^2 + 3) \right) \) have been computed numerically, resulting in values 18.3 and 1.51. Since neither \( x_n \) nor \( \nu_n \) feature in the right hand side of Equation (6.1), taking the expectation over all values of \( x_n \) and \( \nu_n \) does not alter the result. In accordance to Equation (6.1), we thus find the bound
\[
W_1 \left( S_{\Delta t}(f^{(n)}) - \bar{S}_{\Delta t}(f^{(n)}) \right) \leq 0.58 \sqrt{T \epsilon^3} \frac{\epsilon^3}{\sqrt{\sigma^4 \Delta t}}, \quad (60)
\]
Numerical validation. We illustrate the accuracy of the bound in Equation (6.1) in Figure 3 with $T = 1$ and $u = 0$, conditioned on different dimensionalized values for the velocity $v_{n+1}$ at time $t^{(n+1)}$. Independently of the value of the final velocity, the bound of Equation (6.1) holds.

![Figure 3: The Wasserstein distance between the distribution of the kinetic process and of the KD process as a function of collisionality for a single time step. The experiment was conducted by averaging over 4,000,000 simulated particles and with $\Delta t = 1$.](image)

6.2 Error propagation and total error in the diffusive limit

The second term on the right hand side of Equation (5) has been treated in Section 6.1. In this Section, we will first treat the first term, expressing how the error at the start of the time step propagates to the next time step. Then, we will solve the resulting recursion to find the total error as in Section 5.2.

An important distinction with the error analysis for fixed values of $\epsilon$ is that now the kinetic contributions have a negligible effect. This means the conditioning on the velocities is not necessary here, and we can immediately use that propagation with the same operator can not increase the error. The first term of Equation (6) can thus be bounded as

$$W_1\left(f(t^{(n)}) + S_{\Delta t}^\epsilon(f(t^{(n)})) - \left(f^{(n)} + S_{\Delta t}^\epsilon(f^{(n)})\right)\right) \leq W_1\left(f(t^{(n)}) - f^{(n)}\right). \tag{61}$$

The bound in Equation (6.2) for the error propagation term in Equation (6) together with the bound from Equation (6.1) for the local error term in Equation (6), gives us the recursion formula

$$W_1\left(f(t^{(n+1)}) - f^{(n+1)}\right) \leq W_1\left(f(t^{(n)}) - f^{(n)}\right) + 0.58 \sqrt{T} \frac{\epsilon^3}{\sqrt{\sigma^2 \Delta t}}, \quad \epsilon \to 0.$$
bound on the Wasserstein error at that time, and equals
\[ \mathcal{W}_1(f(t^N) - f^{(N)}) \leq 0.58\sqrt{T} \frac{\epsilon^3}{\sqrt{\sigma^3 \Delta t^3}}, \quad \epsilon \to 0. \]  
(62)

The error bound in Equation (6.2) proves the asymptotic preserving property, since, as the scale parameter becomes zero, the error due to replacing the real simulation with the KD scheme vanishes.

7 Numerical experiment

In Sections 5 and 6, it was proven that the simulation error by using the KD simulation of Section 4 is low in both the low-collisional and high-collisional regime. In this section, we numerically illustrate and extend these results with the simulation outcome of a model problem. We furthermore numerically show the, in Section 4 predicted, computational speed-up in high-collisional regimes.

The model problem under study, is the Boltzmann equation of Equation (2.1) for spatially homogeneous parameters \( u(x) \equiv 0, T(x) \equiv 1, \) and \( \sigma(x) \equiv 1, \) for different values of \( \epsilon. \) The initial condition is
\[ Q(x, v) = \delta_0(x) \left( \frac{1}{2\sqrt{2\pi}} e^{-\frac{(v+10)^2}{2}} + \frac{1}{2\sqrt{2\pi}} e^{-\frac{(v-10)^2}{2}} \right), \]
i.e., the particles start at \( x = 0 \) and half of them have a normally distributed velocity with mean \(-10\) and variance 1, and the other half have a normally distributed velocity with mean 10 and variance 1. The considered result of this model problem is the distribution at time \( \bar{t} = 1 \) and for the KD simulation a single timestep of duration \( \Delta t = \bar{t} = 1 \) is used.

The distribution of the position at time \( \bar{t} \) resulting from the KD simulation is compared with the result of the standard MC method in Figures 4a–4c for this model problem with \( \epsilon \in \{10, 1, 0.1\}. \) In all three cases, the match is near-perfect. The values \( \epsilon = 10 \) and \( \epsilon = 0.1 \) correspond to respectively a low-collisional and high-collisional regime, and the close match is thus in accordance with the analytical results of Section 5 respectively Section 6. For the intermediate value \( \epsilon = 1, \) the close match in Figure 4b, illustrates that the low error persists, even beyond the asymptotic cases studied in the previous two sections.

(a) The result for \( \epsilon = 10. \) (b) The result for \( \epsilon = 1. \) (c) The result for \( \epsilon = 0.1. \)

Figure 4: The probability distribution of the final position of the KD simulation \( \longrightarrow \) and a standard MC method \( \rightarrow \) for a model problem for different values of \( \epsilon. \) For both methods 100,000 particles were used.
The motivation to use the KD scheme lies in its huge reduction of computational cost compared to the standard MC method when the collisionality is high. Then, most of the collisions that occur in the standard MC method, are not explicitly executed in the KD scheme, but aggregated into a diffusive step. The resulting speed-up in computational time is numerically computed and shown in Figure 5. The computational speed-up is approximately proportional to the reduction in the number of collisions that has to be executed, as can also be seen in Figure 5. In a standard MC method, the expected number of collisions occurring in a time step $\Delta t$ equals $\frac{\sigma \Delta t}{\varepsilon^2}$, whereas in a KD simulation only the first potential collision is actually executed. Hence, the expected number of collisions in a KD simulation equals the probability of at least one collision occurring in a standard MC simulation, which equals $1 - e^{-\frac{\sigma \Delta t}{\varepsilon^2}}$. The ratio of both is shown in Figure 5.

\[\text{Figure 5: The speed-up by using the KD scheme instead of a standard MC method as function of the collisionality } \frac{\sigma \Delta t}{\varepsilon^2}.\text{ The results are found from numerical experiments with 50,000 particles.}\]

8 Conclusion

To overcome high simulation costs in high-collisional regimes and erroneous results in low-collisional regimes, we present a hybridized simulation algorithm for the Boltzmann-BGK equation that combines the standard kinetic simulation and a random walk simulation that captures the high-collisional behaviour, at a much reduced computational cost. We have proven consistency with the kinetic process and we have shown the asymptotic behaviour in the high-collisional limit is also preserved. Furthermore, resulting from the matching first two moments, errors are expected to be low for intermediate collisionality, as is numerically illustrated.

To keep the exposition simple, we have ignored absorption in this paper. Absorption can be easily included in the scheme by simulating the time to the next
absorption separately from the other motion. If an absorption would then occur
during a diffusive substep, the full diffusive substep can be replaced with kinetic
motion or it can be replaced by a diffusive substep until the absorption time.

An important improvement has been presented in [26], where the scheme was
applied to a realistic fusion related case. There, an advection term was added to
cope with the heterogeneity of the collision rate, and the treatment of reflective
boundary conditions was presented.

In future work, we will focus further on the application of this simulation scheme
to fusion reactor simulations, where neutrals play a crucial role in the plasma
edge by providing source terms for the plasma equations. The neutrals un-
dergo both low-collisional and high-collisional regimes, motivating the use of
hybridized schemes. The main challenge in applying the algorithm presented
here in that context, is the extraction of source terms from the diffusion part of
the simulation. Other possible extensions include the addition of a deterministic
fluid model as control variate and multilevel Monte Carlo where the time step
size can be used as a level parameter.
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