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Abstract

Double coverings of the orthogonal groups of the real and complex spaces are considered. The relation between discrete transformations of these spaces and fundamental automorphisms of Clifford algebras is established, where an isomorphism between a finite group of the discrete transformations and an automorphism group of the Clifford algebras plays a central role. The complete classification of Dąbrowski groups depending upon signatures of the spaces is given. Two types of Dąbrowski quotient groups are introduced in case of odd-dimensional spaces. Application potentialities of the introduced quotient groups in Physics are discussed.
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1 Introduction

It is known that there are eight double coverings of the orthogonal group $O(p,q)$ [Dąb88, BD89]:

$$\rho^{a,b,c}: \text{Pin}^{a,b,c}(p,q) \longrightarrow O(p,q),$$

where $a, b, c \in \{+,-\}$. The group $O(p,q)$ consists of four connected components: identity connected component $O_0(p,q)$, and three components corresponding to parity reversal $P$, time reversal $T$, and the combination of these two $PT$, i.e., $O(p,q) = O_0(p,q) \cup P(O_0(p,q)) \cup T(O_0(p,q)) \cup PT(O_0(p,q))$. Further, since the four element group (reflection group) $\{1, P, T, PT\}$ is isomorphic to the finite group $\mathbb{Z}_2 \otimes \mathbb{Z}_2$ (Gauss-Klein group) [Sal81a, Sal81], then $O(p,q)$ may be represented by a semidirect product $O(p,q) \simeq O_0(p,q) \odot (\mathbb{Z}_2 \otimes \mathbb{Z}_2)$. The signs of $a, b, c$ correspond to the signs of the squares of the elements in
**Pin**$^{a,b,c}(p,q)$ which cover space reflection, time reversal and a combination of these two: $P^2 = a$, $T^2 = b$, $(PT)^2 = c$. An explicit form of the group **Pin**$^{a,b,c}(p,q)$ is given by the following semidirect product

$$\text{Pin}^{a,b,c}(p,q) \simeq \left( \text{Spin}_0(p,q) \odot C^{a,b,c} \right) / \mathbb{Z}_2,$$

where $C^{a,b,c}$ are the four double coverings of $\mathbb{Z}_2 \otimes \mathbb{Z}_2$. The all eight double coverings of the orthogonal group $O(p,q)$ are given in the following table:

| a  | b  | c  | $C^{a,b,c}$ | Remark |
|----|----|----|-------------|--------|
| +  | +  | +  | $\mathbb{Z}_2 \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2$ | $PT = TP$ |
| +  | −  | −  | $\mathbb{Z}_2 \otimes \mathbb{Z}_4$ | $PT = TP$ |
| −  | +  | −  | $\mathbb{Z}_2 \otimes \mathbb{Z}_4$ | $PT = TP$ |
| −  | −  | +  | $\mathbb{Z}_2 \otimes \mathbb{Z}_4$ | $PT = TP$ |
| −  | −  | −  | $Q_4$ | $PT = -TP$ |
| +  | +  | −  | $D_4$ | $PT = -TP$ |
| +  | −  | +  | $D_4$ | $PT = -TP$ |
| −  | +  | +  | $D_4$ | $PT = -TP$ |

Here $Q_4$ is a quaternion group, and $D_4$ is a dihedral group. According to [Dab88] the group **Pin**$^{a,b,c}(p,q)$ satisfying to condition $PT = -TP$ is called Cliffordian, and respectively non-Cliffordian when $PT = TP$.

The **Pin** and **Spin** groups (Clifford-Lipschitz groups) widely used in algebraic topology [BH, Hae56, AtBSH, Kar68, Kar79, KT89], in the definition of pinor and spinor structures on the riemannian manifolds [Mil63, Ger68, Ish78, Wh78, DT86, DP87, LMS89, DR83, Cru90, ACh94, Ch94a, Ch94b, CGT95, ACh96], spinor bundles [RF90, RO90, FT96, Fr98, FT99], and also have great importance in the theory of the Dirac operator on manifolds [Bau81, B91, Fr92, Fr97, Amm98]. The Clifford-Lipschitz groups also intensively used in theoretical physics [CDD82, DW90, PRO90a, RS93, DWGK, Ch97]. In essence, the Dąbrowski group is a 'detailed' (correct to a group of discrete transformations) Clifford-Lipschitz group.

In the present paper the Dąbrowski groups considered in the real and complex spaces $\mathbb{R}^{p,q}$ and $\mathbb{C}^n$, respectively. The finite group $\{1, P, T, PT\}$ is associated with an automorphism group $\{\text{Id}, \ast, \tilde{\ast}, \tilde{\ast}\}$ of the Clifford algebras $\mathbb{C}_p^q$ and $\mathbb{C}_{p+q}$. At first, consideration carried out for even-dimensional algebras $\mathbb{C}_p^q$, $\mathbb{C}_{p+q}$ ($p + q = 2m$) and associated spaces $\mathbb{R}^{p,q}$ and $\mathbb{C}^{p+q}$. A relation between signatures of the Clifford algebras $(p, q) = (\underbrace{+ + \ldots +}_{p \text{ times}}, \underbrace{- - \ldots -}_{q \text{ times}})$ and signatures of the Dąbrowski groups $(a, b, c)$ is established in section 4. It is shown that there exist eight non-isomorphic relations between $(p, q)$ and $(a, b, c)$ over the field $\mathbb{F} = \mathbb{R}$ and...
only two over the field \( \mathbb{F} = \mathbb{C} \). Further, odd-dimensional spaces are considered in section 5, at this point the Clifford algebra is understood as a direct sum of two even-dimensional subalgebras. It is shown (Theorem 11) that in this case there exist two quotient groups \( \text{Pin}^b \) and \( \text{Pin}^{b,c} \), the latter group exists only over the field \( \mathbb{F} = \mathbb{C} \): \( \text{Pin}^{b,c}(p + q - 1, \mathbb{C}) \) if \( p + q \equiv 1, 5 \pmod{8} \). The set of discrete transformations of the quotient group \( \text{Pin}^{b,c}(p + q - 1, \mathbb{C}) \) does not form a group. It allows to relate this group with some chiral field in Physics. In conclusion, by way of example, the algebra \( \mathbb{C}_3 \) and the quotient group \( \text{Pin}^{b,c}(p + q - 1, \mathbb{C}) \) are related with a Dirac-Hestenes spinor field [Hest66, Hest90], which has a broad application both in Physics and Geometry [Lou93, RVR93, RSV93, RSVL, Var99a, Var99b].

# 2 Algebraic Preliminaries

Clifford algebras play a key role in the definition of the \( \text{Pin} \) groups. Thus, in this section we will consider some basic facts about Clifford algebras which relevant to definition and construction of the \( \text{Pin} \) groups. Let \( \mathbb{F} \) be a field of characteristic 0 (\( \mathbb{F} = \mathbb{R} \), \( \mathbb{F} = \mathbb{Q} \), \( \mathbb{F} = \mathbb{C} \)), where \( \mathbb{Q} \) is a field of double numbers (\( \mathbb{Q} = \mathbb{R} \oplus \mathbb{R} \)), and \( \mathbb{R} \), \( \mathbb{C} \) are the fields of real and complex numbers, respectively. A Clifford algebra over a field \( \mathbb{F} \) is an algebra with \( 2^n \) basis elements: \( e_0 \) (unit of the algebra), \( e_1, e_2, \ldots, e_n \) and the products of the one-index elements \( e_{i_1 i_2 \ldots i_k} = e_{i_1} e_{i_2} \ldots e_{i_k} \).

Over the field \( \mathbb{F} = \mathbb{R} \) the Clifford algebra is denoted as \( \mathcal{C}^p_{p,q} \), where the indices \( p, q \) correspond to the indices of the quadratic form

\[
Q = x_1^2 + \ldots + x_p^2 - \ldots - x_{p+q}^2
\]

of a vector space \( V \) associated with \( \mathcal{C}^p_{p,q} \). A multiplication law of \( \mathcal{C}^p_{p,q} \) is defined by the following rule:

\[
e_i^2 = \sigma(q - i)e_0, \quad e_ie_j = -e_je_i, \tag{1}
\]

where

\[
\sigma(n) = \begin{cases} 
-1 & \text{if } n \leq 0, \\
+1 & \text{if } n > 0.
\end{cases} \tag{2}
\]

The square of the volume element \( \omega = e_{12\ldots n}, n = p + q \), plays an important role in the theory of Clifford algebras:

\[
\omega^2 = \begin{cases} 
-1 & \text{if } p - q \equiv 1, 2, 5, 6 \pmod{8}, \\
+1 & \text{if } p - q \equiv 0, 3, 4, 7 \pmod{8}.
\end{cases} \tag{3}
\]

A center \( \mathbb{Z}_{p,q} \) of \( \mathcal{C}^p_{p,q} \) consists of the unit \( e_0 \) and the volume element \( \omega \). The element \( \omega = e_{12\ldots n} \) is belong to a center when \( n \) is odd. Indeed,

\[
e_{12\ldots n}e_i = (-1)^{n-i}\sigma(q - i)e_{12\ldots i-1i+1\ldots n},
\]

\[
e_i e_{12\ldots n} = (-1)^{i-1}\sigma(q - i)e_{12\ldots i-1i+1\ldots n},
\]
therefore, $\omega \in \mathbb{Z}_{p,q}$ if and only if $n - i \equiv i - 1 \pmod{2}$, that is, $n$ is odd. Using (3) we have

$$
\mathbb{Z}_{p,q} = \begin{cases} 
1 & \text{if } p - q \equiv 0, 2, 4, 6 \pmod{8}, \\
1, \omega & \text{if } p - q \equiv 1, 3, 5, 7 \pmod{8}.
\end{cases}
$$

(4)

Moreover, when $n$ is odd a center $\mathbb{Z}_{p,q}$ is isomorphic to the fields $\mathbb{C}$ and $\Omega$, respectively:

$$
\mathbb{Z}_{p,q} \simeq \begin{cases} 
\mathbb{R} \oplus i\mathbb{R} & \text{if } p - q \equiv 1, 5 \pmod{8}, \\
\mathbb{R} \oplus e\mathbb{R} & \text{if } p - q \equiv 3, 7 \pmod{8},
\end{cases}
$$

where $e$ is a double unit ($e^2 = 1$).

Further, let $\mathbb{C}_n = \mathbb{C} \otimes \mathcal{A}_{p,q}$ and $\Omega_{p,q} = \Omega \otimes \mathcal{A}_{p,q}$ be the Clifford algebras over the fields $\mathbb{F} = \mathbb{C}$ and $\mathbb{F} = \Omega$, respectively.

**Theorem 1.** If $n = p + q$ is odd, then

$$
\mathcal{A}_{p,q} \simeq \mathbb{C}_{p+q-1} \text{ if } p - q \equiv 1, 5 \pmod{8},
$$

$$
\mathcal{A}_{p,q} \simeq \Omega_{p-1,q} \text{ if } p - q \equiv 3, 7 \pmod{8}.
$$

Proof. The structure of $\mathcal{A}_{p,q}$ allows to identify the Clifford algebras over the different fields. Indeed, transitions $\mathcal{A}_{p-1,q} \to \mathcal{A}_{p,q}$, $\mathcal{A}_{p,q} \to \mathcal{A}_{p,q}$ may be represented as transitions from the real coordinates in $\mathcal{A}_{p-1,q}$, $\mathcal{A}_{p,q}$ to complex coordinates of the form $a + \omega b$, where $\omega$ is an additional basis element $e_{12...n}$ (volume element). Since $n = p+q$ is odd, then the volume element $\omega$ in accordance with (4) belongs to $\mathbb{Z}_{p,q}$. Therefore, we can to identify it with imaginary unit $i$ if $p - q \equiv 1, 5 \pmod{8}$ and with a double unit $e$ if $p - q \equiv 3, 7 \pmod{8}$. The general element of the algebra $\mathcal{A}_{p,q}$ has a form $\mathcal{A} = \mathcal{A}' + \omega \mathcal{A}'$, where $\mathcal{A}'$ is a general element of the algebras $\mathcal{A}_{p-1,q}$, $\mathcal{A}_{p,q}$.

**Example.** Let us consider the algebra $\mathcal{A}_{0,3}$. According to the theorem 1 we have $\mathcal{A}_{0,3} \simeq \Omega_{0,2}$, where $\Omega_{0,2}$ is an algebra of elliptic biquaternions (it is a first so-called Grassmann’s extensive algebra introduced by Clifford in 1878 [Cliff]). Since $\Omega = \mathbb{R} \oplus \mathbb{R}$ and $\Omega_{p,q} = \Omega \otimes \mathcal{A}_{p,q}$, we have $\mathcal{A}_{0,3} \simeq \mathcal{A}_{0,2} \oplus \mathcal{A}_{0,2} \simeq \mathbb{H} \oplus \mathbb{H}$, where $\mathbb{H}$ is a quaternion algebra.

Generalizing this example we obtain

$$
\mathcal{A}_{p,q} \simeq \mathcal{A}_{p-1,q} \oplus \mathcal{A}_{p-1,q} \text{ if } p - q \equiv 1, 5 \pmod{8},
$$

$$
\mathcal{A}_{p,q} \simeq \mathcal{A}_{p,q-1} \oplus \mathcal{A}_{p,q-1} \text{ if } p - q \equiv 3, 7 \pmod{8}.
$$

(5)

Over the field $\mathbb{F} = \mathbb{C}$ there is the analogous result [Ras55].

4
Theorem 2. When $p + q \equiv 1, 3, 5, 7 \pmod{8}$ the Clifford algebra over the field $F = \mathbb{C}$ decomposes into a direct sum of two subalgebras:

$$C_{p+q} \simeq C_{p+q-1} \oplus C_{p+q-1}.$$ 

In Clifford algebra $\mathcal{C}_{p,q}$ there exist four fundamental automorphisms [Sch49, Ras55]:

1) An automorphism $A \rightarrow A$.
This automorphism, obviously, is an identical automorphism of the algebra $\mathcal{C}_{p,q}$, $A$ is an arbitrary element of $\mathcal{C}_{p,q}$.

2) An automorphism $A \rightarrow A^*$. In more details, for arbitrary element $A \in \mathcal{C}_{p,q}$ there exists a decomposition

$$A = A' + A'',$

where $A'$ is an element consisting of homogeneous odd elements, and $A''$ is an element consisting of homogeneous even elements, respectively. Then the automorphism $A \rightarrow A^*$ is such that the element $A''$ is not changed, and the element $A'$ changes sign:

$$A^* = -A' + A''.$$ 

If $A$ is a homogeneous element, then

$$A^* = (-1)^k A,$$  \hspace{1cm} (6)

where $k$ is a degree of element. It is easy to see that the automorphism $A \rightarrow A^*$ may be expressed via the volume element $\omega$:

$$A^* = \omega A \omega^{-1},$$  \hspace{1cm} (7)

where $\omega^{-1} = (-1)^{\frac{n(n-1)}{2}} \omega$, $A$ is an arbitrary element of $\mathcal{C}_{p,q}$. When $k$ is odd, for the basis elements $e_{i_1i_2\ldots i_k}$ the sign changes, and when $k$ is even the sign is not changed. Over the field $F = \mathbb{C}$ we can multiply $\omega$ by $\varepsilon = \pm i^{\frac{n(n-1)}{2}}$, then the equality (7) is not changed. At this point we have always $(\varepsilon\omega)^2 = 1$. Therefore,

$$A^* = (\varepsilon\omega)A(\varepsilon\omega).$$  \hspace{1cm} (8)

3) An antiautomorphism $A \rightarrow \tilde{A}$. The antiautomorphism $A \rightarrow \tilde{A}$ is a reversion of the element $A$, that is, the substitution of the each basis element $e_{i_1i_2\ldots i_k} \in A$ by the element $e_{i_ki_{k-1}\ldots i_1}$:

$$e_{i_ki_{k-1}\ldots i_1} = (-1)^{\frac{k(k-1)}{2}} e_{i_1i_2\ldots i_k}.$$ 

Therefore, for any $A \in \mathcal{C}_{p,q}$ we have

$$\tilde{A} = (-1)^{\frac{k(k-1)}{2}} A.$$  \hspace{1cm} (9)
4) An antiautomorphism \( A \rightarrow \tilde{A}^* \).

This antiautomorphism is a composition of the antiautomorphism \( A \rightarrow \tilde{A} \) with the automorphism \( A \rightarrow A^* \). In the case of homogeneous element from formulae (3) and (4) it follows

\[
\tilde{A}^* = (-1)^{\frac{k(k+1)}{2}} A.
\]  

(10)

It is obvious that \( \tilde{\tilde{A}} = A \), \( (A^*)^* = A \), and \( (\tilde{A}^*)^* = A \).

The Lipschitz group \( \Gamma_{p,q} \), also called the Clifford group, introduced by Lipschitz in 1886 [Lips], may be defined as the subgroup of invertible elements \( s \) of the algebra \( \mathcal{C}_p^\ell_{\pm,q} \):

\[
\Gamma_{p,q} = \{ s \in \mathcal{C}_p^\ell_{\pm,q} \mid \forall x \in \mathbb{R}^{p,q}, \ sxs^{-1} \in \mathbb{R}^{p,q} \}.
\]

The set \( \Gamma_{p,q}^+ = \Gamma_{p,q} \cap \mathcal{C}_p^\ell_{\pm,q}^+ \) is called special Lipschitz group [Che54].

Let \( N : \mathcal{C}_p^\ell_{\pm,q} \rightarrow \mathcal{C}_p^\ell_{\pm,q} \), \( N(x) = xx \). If \( x \in \mathbb{R}^{p,q} \), then \( N(x) = x(-x) = -x^2 = -Q(x) \). Further, the group \( \Gamma_{p,q} \) has a subgroup

\[
\text{Pin}(p, q) = \{ s \in \Gamma_{p,q} \mid N(s) = \pm 1 \}.
\]  

(11)

Analogously, a spinor group \( \text{Spin}(p, q) \) is defined by the set

\[
\text{Spin}(p, q) = \{ s \in \Gamma_{p,q}^+ \mid N(s) = \pm 1 \}.
\]  

(12)

It is obvious that

\[
\text{Spin}(p, q) = \text{Pin}(p, q) \cap \mathcal{C}_p^\ell_{\pm,q}^+.
\]

The group \( \text{Spin}(p, q) \) contains a subgroup

\[
\text{Spin}_+(p, q) = \{ s \in \text{Spin}(p, q) \mid N(s) = 1 \}.
\]  

(13)

It is easy to see that the groups \( O(p, q) \), \( SO(p, q) \) and \( SO_+(p, q) \) are isomorphic correspondingly to the following quotient groups

\[
O(p, q) \simeq \text{Pin}(p, q)/\mathbb{Z}_2,
\]

\[
SO(p, q) \simeq \text{Spin}(p, q)/\mathbb{Z}_2,
\]

\[
SO_+(p, q) \simeq \text{Spin}_+(p, q)/\mathbb{Z}_2,
\]

where a kernel \( \mathbb{Z}_2 = \{1, -1\} \). Thus, the groups \( \text{Pin}(p, q) \), \( \text{Spin}(p, q) \) and \( \text{Spin}_+(p, q) \) are the double coverings of the groups \( O(p, q) \), \( SO(p, q) \) and \( SO_+(p, q) \), respectively.

Further, since \( \mathcal{C}_p^\ell_{\pm,q} \simeq \mathcal{C}_q^\ell_{\pm,p} \), then

\[
\text{Spin}(p, q) \simeq \text{Spin}(q, p).
\]

In contrast with this, the groups \( \text{Pin}(p, q) \) and \( \text{Pin}(q, p) \) are non-isomorphic. Denote \( \text{Spin}(n) = \text{Spin}(n, 0) \simeq \text{Spin}(0, n) \).
Theorem 3 ([Cor84]). The spinor groups

\[ \text{Spin}(2), \text{Spin}(3), \text{Spin}(4), \text{Spin}(5), \text{Spin}(6) \]

are isomorphic to the unitary groups

\[ U(1), \ Sp(1) \sim SU(2), \ SU(2) \times SU(2), \ Sp(2), \ SU(4). \]

In accordance with Theorem 1 and decompositions (5) over the field \( \mathbb{F} = \mathbb{R} \) the algebra \( \mathcal{C}_{p,q} \) is isomorphic to a direct sum of two mutually annihilating simple ideals \( \frac{1}{2}(1 \pm \omega)\mathcal{C}_{p,q} \): \( \mathcal{C}_{p,q} \cong \frac{1}{2}(1 + \omega)\mathcal{C}_{p,q} \oplus \frac{1}{2}(1 - \omega)\mathcal{C}_{p,q} \), where \( \omega = e_{12...p+q} \) if \( p - q \equiv 3, 7 \) (mod 8). At this point, each ideal is isomorphic to \( \mathcal{C}_{p-1,q} \) or \( \mathcal{C}_{p,q-1} \). Therefore, for the Clifford-Lipschitz groups we have the following isomorphisms

\[ \text{Pin}(p,q) \cong \text{Pin}(p-1,q) \cup \omega \text{Pin}(p-1,q) \]
\[ \cong \text{Pin}(p,q-1) \cup \omega \text{Pin}(p,q-1). \]  

(14)

Or, since \( \mathcal{C}_{p-1,q} \cong \mathcal{C}_{p,q}^{+} \subset \mathcal{C}_{p,q} \), then according to (12)

\[ \text{Pin}(p,q) \cong \text{Spin}(p,q) \cup \text{Spin}(p,q) \]

if \( p - q \equiv 3, 7 \) (mod 8).

Further, when \( p - q \equiv 1, 5 \) (mod 8) from Theorem 1 it follows that \( \mathcal{C}_{p,q} \) is isomorphic to a complex algebra \( \mathbb{C}_{p+1,q-1} \). Therefore, for the Pin groups we obtain

\[ \text{Pin}(p,q) \cong \text{Pin}(p-1,q) \cup e_{12...p+q} \text{Pin}(p-1,q) \]
\[ \cong \text{Pin}(p,q-1) \cup e_{12...p+q} \text{Pin}(p,q-1) \]  

(15)

if \( p - q \equiv 1, 5 \) (mod 8) and correspondingly

\[ \text{Pin}(p,q) \cong \text{Spin}(p,q) \cup e_{12...p+q} \text{Spin}(p,q). \]  

(16)

In case \( p - q \equiv 3, 7 \) (mod 8) we have isomorphisms which are analogous to (14)-(16), since \( \omega \mathcal{C}_{p,q} \sim \mathcal{C}_{p,q} \). Generalizing we obtain the following

Theorem 4. Let \( \text{Pin}(p,q) \) and \( \text{Spin}(p,q) \) be the Clifford-Lipschitz groups of the invertible elements of the algebras \( \mathcal{C}_{p,q} \) with odd dimensionality, \( p - q \equiv 1, 3, 5, 7 \) (mod 8). Then

\[ \text{Pin}(p,q) \cong \text{Pin}(p-1,q) \cup \omega \text{Pin}(p-1,q) \]
\[ \cong \text{Pin}(p,q-1) \cup \omega \text{Pin}(p,q-1) \]

and

\[ \text{Pin}(p,q) \cong \text{Spin}(p,q) \cup \omega \text{Spin}(p,q), \]

where \( \omega = e_{12...p+q} \) is a volume element of \( \mathcal{C}_{p,q} \).
In case of low dimensionalities from Theorem 3 and Theorem 4 it immediately follows

**Theorem 5.** For $p + q \leq 5$ and $p - q \equiv 3, 5 \pmod{8}$,

\[
\begin{align*}
\text{Pin}(3,0) &\simeq SU(2) \cup iSU(2), \\
\text{Pin}(0,3) &\simeq SU(2) \cup eSU(2), \\
\text{Pin}(5,0) &\simeq Sp(2) \cup eSp(2), \\
\text{Pin}(0,5) &\simeq Sp(2) \cup iSp(2).
\end{align*}
\]

**Proof.** Indeed, in accordance with Theorem 4 $\text{Pin}(3,0) \simeq \text{Spin}(3) \cup e_{123} \text{Spin}(3)$. Further, from Theorem 3 we have $\text{Spin}(3) \simeq SU(2)$, and a square of the element $\omega = e_{123}$ is equal to $-1$, therefore $\omega \sim i$. Thus, $\text{Pin}(3,0) \simeq SU(2) \cup iSU(2)$. For the group $\text{Pin}(0,3)$ a square of $\omega$ is equal to $+1$, therefore $\text{Pin}(0,3) \simeq SU(2) \cup eSU(2)$, $e$ is a double unit. As expected, $\text{Pin}(3,0) \not\simeq \text{Pin}(0,3)$. The isomorphisms for the groups $\text{Pin}(5,0)$ and $\text{Pin}(0,5)$ are analogously proved.

Further, let $E$ be a vector space, then a homomorphism

\[\rho : \mathcal{C}_{p,q} \longrightarrow \text{End } E,\]

which maps the unit element of the algebra $\mathcal{C}_{p,q}$ to $\text{Id}_E$, is called a representation of $\mathcal{C}_{p,q}$ in $E$ (End $E$ is an endomorphism algebra of the space $E$). The dimensionality of $E$ is called a degree of the representation. The addition in $E$ together with the mapping $\mathcal{C}_{p,q} \times E \rightarrow E$, $(a, x) \mapsto \rho(a)x$, $a \in \mathcal{C}_{p,q}$, $x \in E$, turns $E$ in $\mathcal{C}_{p,q}$-module, a representation module. The representation $\rho$ is faithful if its kernel is zero, that is, $\rho(a)x = 0$, $\forall x \in E \Rightarrow a = 0$. If the representation $\rho$ has only two invariant subspaces $E$ and $\{0\}$, then $\rho$ is said to be simple or irreducible. On the contrary case, $\rho$ is said to be semi-simple, that is, it is a direct sum of simple modules, and in this case $E$ is a direct sum of subspaces which are globally invariant under $\rho(a)$, $\forall a \in \mathcal{C}_{p,q}$. The representation $\rho$ of $\mathcal{C}_{p,q}$ induces a representation of the group $\text{Pin}(p,q)$ which we will denote by the same symbol $\rho$, and also induces a representation of the group $\text{Spin}(p,q)$ which we will denote by $\Delta_{p,q}$. In so doing, we have the following \cite{Che54, Ras55}

**Theorem 6.** If $p + q = 2m$ and $p - q \equiv 0, 2, 4, 6 \pmod{8}$, then

\[
\mathcal{C}_{p,q} \simeq \text{End}_{\mathbb{F}}(I_{p,q}) \simeq M_{2^m}(\mathbb{F})
\]

and

\[
\mathcal{C}_{p,q} \simeq \text{End}_{\mathbb{F}}(I_{p,q}) \simeq M_{2^m}(\mathbb{F}) \oplus M_{2^m}(\mathbb{F})
\]

if $p + q = 2m + 1$ and $p - q \equiv 1, 3, 5, 7 \pmod{8}$, where $\mathbb{F} = \mathbb{R}, \mathbb{C}, \Omega, H$, $I_{p,q}$ is a minimal left ideal of $\mathcal{C}_{p,q}$, $\text{End}_{\mathbb{F}}(I_{p,q})$ is an algebra of linear transformations in $I_{p,q}$ over the field $\mathbb{F}$, $M_{2^m}(\mathbb{F})$ is a matrix algebra.
Let us consider matrix representations of the fundamental automorphisms of \( \mathcal{C}l_{p,q} \) over the field \( \mathbb{F} \) when \( p + q \) is even \cite{Sch49, Ras55}. We start with the antiautomorphism \( A \to \tilde{A} \). In accordance with Theorem 6 in the matrix representation the antiautomorphism \( A \to \tilde{A} \) corresponds to an antiautomorphism of the matrix algebra \( M_{2m}(\mathbb{F}) \):

\[
A \rightarrow A^T,
\]

in virtue of the well-known relation \((AB)^T = B^T A^T\), where \( T \) is a symbol of transposition. On the other hand, in the matrix representation of the elements \( A \in \mathcal{C}l_{p,q} \) for the antiautomorphism \( A \to \tilde{A} \) we have

\[
A \rightarrow \tilde{A}.
\]

The composition of the two antiautomorphisms \( A^T \to A \to \tilde{A} \) gives an automorphism \( A^T \to \tilde{A} \) which is an internal automorphism of the algebra \( M_{2m}(\mathbb{F}) \):

\[
\tilde{A} = EA^T E^{-1},
\]

where \( E \) is a matrix, by means of which the antiautomorphism \( A \to \tilde{A} \) is expressed in the matrix representation of the algebra \( \mathcal{C}l_{p,q} \).

Further, for the automorphism \( A \to A^* \), defined by the formula \( (7) \), in the matrix representation we have

\[
A^* = WAW^{-1},
\]

where \( A \) is a matrix representing an arbitrary element of \( \mathcal{C}l_{p,q} \), \( W \) is a matrix of the volume element \( \omega = e_{12...n} \). Over the field \( \mathbb{F} = \mathbb{C} \) we can multiply \( W \) by the factor \( \varepsilon = \pm \sqrt{(p+q)(p+q-1)} \), then \( (\varepsilon W)^2 = 1 \). Therefore, the relation \( (18) \) may be rewritten in the form

\[
A^* = W'AW',
\]

where \( W' = \varepsilon W \).

Finally, for the antiautomorphism \( A \to \tilde{A}^* \), which is the composition of the antiautomorphism \( A \to \tilde{A} \) with the automorphism \( A \to A^* \), using \( (17) \) and \( (19) \) we obtain a following expression

\[
\tilde{A}^* = W'EA^T E^{-1}W',
\]

or

\[
\tilde{A}^* = (EW'^T)A^T (EW'^T)^{-1}.
\]
Denoting $EW^T = C$, where $C$ is a matrix representation the antiautomorphism $A \to \widetilde{A}^*$, and substituting into (20) we obtain definitely

$$\widetilde{A}^* = CA^TC^{-1}. \quad (21)$$

**Example.** Let consider matrix representations of the fundamental automorphisms of the Dirac algebra $\mathcal{O}_{4,1}$. In virtue of Theorem 1 there is an isomorphism $\mathcal{O}_{4,1} \simeq \mathbb{C}_4$, and therefore $\mathcal{O}_{4,1} \simeq \mathbb{C}_4 \simeq \mathbb{M}_4(\mathbb{C})$. In the capacity of the matrix representations of the units $e_i \in \mathbb{C}_4 (i = 1, 2, 3, 4)$ we take the well-known Dirac $\gamma$-matrices (so-called canonical representation):

$$\gamma_1 = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & -i & 0 \\ 0 & i & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix},$$

$$\gamma_3 = \begin{pmatrix} 0 & 0 & -i & 0 \\ 0 & 0 & 0 & i \\ i & 0 & 0 & 0 \\ 0 & -i & 0 & 0 \end{pmatrix}, \quad \gamma_4 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \quad (22)$$

$\gamma$-matrices form the only one basis from the set of isomorphic matrix basises of $\mathcal{O}_{4,1} \simeq \mathbb{C}_4$. In the basis (22) the element $\omega = e_1e_2e_3e_4$ is represented by a matrix $W = \gamma_5 = \gamma_1\gamma_2\gamma_3\gamma_4$. Since $\gamma_5^2 = 1$, then $\varepsilon = 1$ ($W^T = W$) and the matrix

$$W^T = W = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \quad (23)$$

in accordance with (19) is a matrix of the automorphism $A \to A^*$. Further, in the matrix representation the antiautomorphism $A \to \widetilde{A}$ is defined by the transformation $\widetilde{A} = EATE^{-1}$. For the $\gamma$-matrices we have $\gamma_1^T = -\gamma_1$, $\gamma_2^T = \gamma_2$, $\gamma_3^T = -\gamma_3$, $\gamma_4^T = \gamma_4$. Further,

$$\gamma_1 = -E\gamma_1E^{-1}, \quad \gamma_2 = E\gamma_2E^{-1},$$

$$\gamma_3 = -E\gamma_3E^{-1}, \quad \gamma_4 = E\gamma_4E^{-1}.$$

It is easy to verify that a matrix $E = \gamma_1\gamma_3$ satisfies the latter relations and, therefore, the antiautomorphism $A \to \widetilde{A}$ in the basis (23) is defined by the matrix

$$E = \gamma_1\gamma_3 = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix}. \quad (24)$$
Finally, for the matrix $C = E W^T$ of the antiautomorphism $\mathcal{A} \to \tilde{\mathcal{A}}^*$ from (23) and (24) in accordance with (21) we obtain

$$C = EW^T = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{bmatrix}. \quad (25)$$

3 Fundamental Automorphisms of Odd-dimensional Clifford Algebras

Let us consider the fundamental automorphisms of the algebras $\mathcal{A}_{p,q}$ and $\mathcal{A}_{p+q}$, where $p - q \equiv 1, 3, 5, 7 \pmod{8}$, and $p + q = 2m + 1$. In accordance with (5) and Theorem 2 the algebras $\mathcal{A}_{p,q}$ and $\mathcal{A}_{p+q}$ are isomorphic to direct sums of two algebras with the even dimensionality if correspondingly $p - q \equiv 3, 7 \pmod{8}$ and $p + q \equiv 1, 3, 5, 7 \pmod{8}$. Therefore, matrix representations of $\mathcal{A}_{p,q}$, $\mathcal{A}_{p+q}$ are isomorphic to the direct sums of complete matrix algebras $M_{2m}(\mathbb{F}) \oplus M_{2m}(\mathbb{F})$, here $\mathbb{F} = \mathbb{R}$, $\mathbb{F} = \mathbb{C}$. On the other hand, there exists an homomorphic mapping of $\mathcal{A}_{p,q}$ and $\mathcal{A}_{p+q}$ into one full matrix algebra $M_{2m}(\mathbb{F})$ with preservation of addition, multiplication and multiplication by the number. Besides, in the case of $\mathbb{F} = \mathbb{R}$ and $p - q \equiv 1, 5 \pmod{8}$ the algebra $\mathcal{A}_{p,q}$ is isomorphic to the full matrix algebra $M_{2m}(\mathbb{C})$ (Theorem 1), therefore, representations of the fundamental automorphisms of this algebra may be realized by means of $M_{2m}(\mathbb{C})$.

**Theorem 7.** If $p + q = 2m + 1$, then the following homomorphisms take place

1) $\mathbb{F} = \mathbb{R}$

$\epsilon : \mathcal{A}_{p,q} \longrightarrow M_{2m}(\mathbb{R})$ if $p - q \equiv 3, 7 \pmod{8}$.

2) $\mathbb{F} = \mathbb{C}$

$\epsilon' : \mathcal{A}_{p+q} \longrightarrow M_{2m}(\mathbb{C})$ if $p + q \equiv 1, 3, 5, 7 \pmod{8}$.

**Proof.** We start the proof with a more general case of $\mathbb{F} = \mathbb{C}$. According to (4) the volume element $\omega$ belongs to a center of $\mathbb{C}_n$ ($n = p+q$), therefore, $\omega$ commutes with all basis elements of this algebra and $(\epsilon \omega)^2 = 1$. Further, recalling that a vector complex space $\mathbb{C}^n$ is associated with the algebra $\mathbb{C}_n$, we see that basis vectors $\{e_1, e_2, \ldots, e_n\}$ generate a subspace $C_n \subset C_{n+1}$. Thus, the algebra $\mathbb{C}_n$ in $C_n$ is a subalgebra of $C_{n+1}$ and consists of the elements which does not contain the element $e_{n+1}$. A decomposition of the each element $\mathcal{A} \in \mathbb{C}_{n+1}$ may be written in the form

$$\mathcal{A} = \mathcal{A}^1 + \mathcal{A}^0,$$
where \( \mathcal{A}^0 \) is a set of all elements which contain \( e_{n+1} \), and \( \mathcal{A}^1 \) is a set of all elements which does not contain \( e_{n+1} \), therefore \( \mathcal{A}^1 \in \mathbb{C}_n \). If multiply \( \mathcal{A}^0 \) by \( \varepsilon \omega \), then the elements \( e_{n+1} \) are mutually annihilate, therefore \( \varepsilon \omega \mathcal{A}^0 \in \mathbb{C}_n \). Denoting \( \mathcal{A}^2 = \varepsilon \omega \mathcal{A}^0 \) and taking into account \( (\varepsilon \omega)^2 = 1 \) we obtain

\[
\mathcal{A} = \mathcal{A}^1 + \varepsilon \omega \mathcal{A}^2,
\]

where \( \mathcal{A}^1, \mathcal{A}^2 \in \mathbb{C}_n \). Consider now an homomorphism \( \epsilon : \mathbb{C}_{n+1} \to \mathbb{C}_n \), an action of which is defined by the following law

\[
\epsilon : \mathcal{A}^1 + \varepsilon \omega \mathcal{A}^2 \longrightarrow \mathcal{A}^1 + \mathcal{A}^2.
\]  

(26)

Obviously, at this point the all operations (addition, multiplication, and multiplication by the number) are preserved. Indeed, let

\[
\mathcal{A} = \mathcal{A}^1 + \varepsilon \omega \mathcal{A}^2, \quad \mathcal{B} = \mathcal{B}^1 + \varepsilon \omega \mathcal{B}^2,
\]

then in virtue of \( (\varepsilon \omega)^2 = 1 \) and commutativity of \( \omega \) with all elements, we have for multiplication

\[
\mathcal{A} \mathcal{B} = (\mathcal{A}^1 \mathcal{B}^1 + \mathcal{A}^2 \mathcal{B}^2) + \varepsilon \omega (\mathcal{A}^1 \mathcal{B}^2 + \mathcal{A}^2 \mathcal{B}^1) \xrightarrow{\epsilon} (\mathcal{A}^1 \mathcal{B}^1 + \mathcal{A}^2 \mathcal{B}^2) + (\mathcal{A}^1 \mathcal{B}^2 + \mathcal{A}^2 \mathcal{B}^1) = (\mathcal{A}^1 + \mathcal{A}^2)(\mathcal{B}^1 + \mathcal{B}^2).
\]

that is, the image of product equals to the product of factor images in the same order.

In the particular case of \( \mathcal{A} = \varepsilon \omega \) we have \( \mathcal{A}^1 = 0 \) and \( \mathcal{A}^2 = 1 \), therefore

\[
\varepsilon \omega \longrightarrow 1.
\]

Thus, a kernel of the homomorphism \( \epsilon \) consists of all elements of the form \( \mathcal{A}^1 - \varepsilon \omega \mathcal{A}^1 \), which under action of \( \epsilon \) are mapped into zero. It is clear that \( \text{Ker} \ \epsilon = \{ \mathcal{A}^1 - \varepsilon \omega \mathcal{A}^1 \} \) is a subalgebra of \( \mathbb{C}_{n+1} \). Moreover, the kernel of \( \epsilon \) is a bilateral ideal of \( \mathbb{C}_{n+1} \). Therefore, the algebra \( \mathbb{C}_n \), which we obtain in the result of the mapping \( \epsilon : \mathbb{C}_{n+1} \longrightarrow \mathbb{C}_n \), is a quotient algebra

\[
\mathbb{C}_n \simeq \mathbb{C}_{n+1} / \text{Ker} \ \epsilon.
\]

Further, since the algebra \( \mathbb{C}_n \) \( (n = 2m) \) is isomorphic to the full matrix algebra \( \mathbb{M}_{2m}(\mathbb{C}) \), then in virtue of \( \epsilon : \mathbb{C}_{n+1} \longrightarrow \mathbb{C}_n \subset \mathbb{C}_{n+1} \) we obtain an homomorphic mapping of \( \mathbb{C}_{n+1} \) onto the matrix algebra \( \mathbb{M}_{2m}(\mathbb{C}) \).

The homomorphism \( \epsilon : \mathscr{C}_{p,q} \to \mathbb{M}_{2m}(\mathbb{R}) \) is analogously proved. In this case a quotient algebra has a form

\[
\mathbb{C}_{p,q} \simeq \mathbb{C}_{p+1,q} / \text{Ker} \ \epsilon
\]

or

\[
\mathbb{C}_{p,q} \simeq \mathbb{C}_{p,q+1} / \text{Ker} \ \epsilon,
\]

where \( \text{Ker} \ \epsilon = \{ \mathcal{A}^1 - \omega \mathcal{A}^1 \} \), since in accordance with \( (3) \) at \( p - q \equiv 3, 7 \) (mod 8) we have \( \omega^2 = 1 \), therefore \( \varepsilon = 1 \). □
Let us consider the form which the fundamental automorphisms of $\mathbb{C}_{n+1}$ take after the homomorphic mapping $\epsilon : \mathbb{C}_{n+1} \to \mathbb{C}_n \subset \mathbb{C}_{n+1}$. First of all, for the antiautomorphism $A \to \tilde{A}$ it is necessary that elements $A, B, \ldots \in \mathbb{C}_{n+1}$, which are mapped into one and the same element $D \in \mathbb{C}_n$ (a kernel of the homomorphism $\epsilon$ if $D = 0$) after the transformation $A \to \tilde{A}$ are must converted to the elements $\tilde{A}, \tilde{B}, \ldots \in \mathbb{C}_{n+1}$, which are also mapped into one and the same element $\tilde{D} \in \mathbb{C}_n$. Otherwise, the transformation $A \to \tilde{A}$ is not transferred from $\mathbb{C}_{n+1}$ into $\mathbb{C}_n$ as an unambiguous transformation. In particular, it is necessary in order that $\tilde{\epsilon}\omega = \epsilon\omega$, since 1 and element $\epsilon\omega$ under action of the homomorphism $\epsilon$ are equally mapped into the unit, then $\tilde{1}$ and $\tilde{\epsilon}\omega$ are also must be mapped into one and the same element in $\mathbb{C}_n$, but $\tilde{1} \to 1$, and $\tilde{\epsilon}\omega \to \pm 1$ (in virtue of the formula (9)). Therefore we must assume

$$\tilde{\epsilon}\omega = \epsilon\omega. \quad (27)$$

The condition (27) is sufficient for the transfer of the antiautomorphism $A \to \tilde{A}$ from $\mathbb{C}_{n+1}$ into $\mathbb{C}_n$. Indeed, in this case we have

$$A^1 - A^1\epsilon\omega \longrightarrow \tilde{A}^1 - \tilde{\epsilon}\omega\tilde{A}^1 = \tilde{A}^1 - \epsilon\omega\tilde{A}^1.$$ 

Therefore, the elements of the form $A^1 - A^1\epsilon\omega$ (composing, as known, the kernel of $\epsilon$) under action of the transformation $A \to \tilde{A}$ are converted to the elements of the same form.

The analogous conditions take place for other fundamental automorphisms. However, for the automorphism $A \to A^*$ a condition $(\epsilon\omega)^* = \epsilon\omega$ is not valid, since $\omega$ is odd and in accordance with (6) we have

$$\omega^* = -\omega. \quad (28)$$

Thus, the automorphism $A \to A^*$ is not transferred from $\mathbb{C}_{n+1}$ into $\mathbb{C}_n$.

Let us return to the antiautomorphism $A \to \tilde{A}$ and let consider in more details necessary conditions for the transfer of this transformation from $\mathbb{C}_{n+1}$ to $\mathbb{C}_n$. First of all, the factor $\epsilon$ depending upon the condition $(\epsilon\omega)^2 = 1$ and the square of the element $\omega = e_{12\ldots n+1}$ takes the following values

$$\epsilon = \begin{cases} 
1 & \text{if } p - q \equiv 3, 7 \pmod{8}, \\
i & \text{if } p - q \equiv 1, 5 \pmod{8}.
\end{cases} \quad (29)$$

Further, in accordance with (9) for the transformation $\omega \to \tilde{\omega}$ we obtain

$$\tilde{\omega} = \begin{cases} 
\omega & \text{if } p - q \equiv 3, 7 \pmod{8}, \\
-\omega & \text{if } p - q \equiv 1, 5 \pmod{8}.
\end{cases} \quad (30)$$
Therefore, for the algebras over the field \( F = \mathbb{R} \) the antiautomorphism \( A \to \tilde{A} \) is transferred at the mappings \( \mathcal{A}_{p,q} \to \mathcal{A}_{p-1,q} \), \( \mathcal{A}_{p,q} \to \mathcal{A}_{p,q-1} \), where \( p - q \equiv 3, 7 \) (mod 8). Over the field \( F = \mathbb{C} \) the antiautomorphism \( A \to \tilde{A} \) is transferred in any case, since the algebras \( \mathbb{C}_{n+1} \) with signatures \( p - q \equiv 3, 7 \) (mod 8) and \( p - q \equiv 1, 5 \) (mod 8) are isomorphic. In so doing, the condition \( (27) \) takes a form

\[
\tilde{\omega} = \omega \quad \text{if} \quad p - q \equiv 3, 7 \pmod{8},
\]

\[
i\omega = i\omega \quad \text{if} \quad p - q \equiv 1, 5 \pmod{8}.
\]

Besides, each of these equalities satisfies the condition \((\varepsilon\omega)^2 = 1\).

Let us consider now the antiautomorphism \( A \to \tilde{A}^\ast \). It is obvious that for the transfer of \( A \to \tilde{A}^\ast \) from \( \mathbb{C}_{n+1} \) to \( \mathbb{C}_n \) it is necessary that

\[
(\tilde{\varepsilon}\omega)^\ast = \varepsilon\omega.
\]

It is easy to see that the mapping \( \mathbb{C}_{p+q} \to \mathbb{C}_{p+q-1} \), where \( p + q \equiv 1, 5 \pmod{8} \), in virtue of \((28)\) and the second equality of \((30)\), satisfies the condition \((31)\), since in this case

\[
(\tilde{\varepsilon}\omega)^\ast = \varepsilon\omega^\ast = -\varepsilon\omega^* = \varepsilon\omega.
\]

Hence it immediately follows that over the field \( F = \mathbb{R} \) the antiautomorphism \( A \to \tilde{A}^\ast \) at the mappings \( \mathcal{A}_{p,q} \to \mathcal{A}_{p-1,q} \), \( \mathcal{A}_{p,q} \to \mathcal{A}_{p,q-1} \) \((p - q \equiv 3, 7 \pmod{8})\) is not transferred.

Summarizing obtained above results we come to the following

**Theorem 8.** 1) If \( F = \mathbb{C} \) and \( \mathbb{C}_{p+q} \simeq \mathbb{C}_{p+q-1} \oplus \mathbb{C}_{p+q-1} \), where \( p + q \equiv 1, 3, 5, 7 \) (mod 8), then the antiautomorphism \( A \to \tilde{A} \) at the homomorphic mapping \( \varepsilon : \mathbb{C}_{p+q} \to \mathbb{C}_{p+q-1} \) is transferred into a quotient algebra \( \mathcal{C}_{p+q-1} \) in any case, the automorphism \( A \to \tilde{A}^\ast \) is not transferred, and the antiautomorphism \( A \to \tilde{A}^\ast \) is transferred in the case of \( p + q \equiv 1, 5 \) (mod 8).

2) If \( F = \mathbb{R} \) and \( \mathcal{A}_{p,q} \simeq \mathcal{A}_{p-1,q} \oplus \mathcal{A}_{p,q-1} \), \( \mathcal{A}_{p,q} \simeq \mathcal{A}_{p,q-1} \oplus \mathcal{A}_{p,q-1} \), where \( p - q \equiv 3, 7 \) (mod 8), then at the homomorphic mappings \( \varepsilon : \mathcal{A}_{p,q} \to \mathcal{A}_{p-1,q} \) and \( \varepsilon : \mathcal{A}_{p,q} \to \mathcal{A}_{p,q-1} \) the antiautomorphism \( A \to \tilde{A} \) is transferred correspondingly into quotient algebras \( \mathcal{C}_{p-1,q} \) and \( \mathcal{C}_{p,q-1} \) in any case, and the automorphism \( A \to \tilde{A}^\ast \) and antiautomorphism \( A \to \tilde{A}^\ast \) are not transferred.

### 4 Automorphism Groups of \( \mathcal{O}_{p,q} \), \( \mathbb{C}_{p+q} \) and Discrete Transformations of \( O(p, q) \), \( O(p + q, \mathbb{C}) \)

As noted above, there exists a close relation between Dąbrowski groups \( \text{Pin}^{a,b,c}(p, q) \) and discrete transformations of the orthogonal group \( O(p, q) \) (in particular, Lorentz
group $O(1, 3)$ [DWGK, Ch97, Ch94b, AlCh94, AlCh96]. On the other hand, discrete transformations of the group $O(p, q)$ which acting in the space $\mathbb{R}^{p,q}$ associated with the algebra $\mathcal{C}_{p,q}$, may be realized via the fundamental automorphisms of $\mathcal{C}_{p,q}$. In essence, the group Pin$(p, q)$ is an intrinsic notion of $\mathcal{C}_{p,q}$, since in accordance with (11) Pin$(p, q) \subset \mathcal{C}_{p,q}$.

Let us show that the Dąbrowski group Pin$^{a,b,c}(p, q)$ is also completely defined in the framework of the algebra $\mathcal{C}_{p,q}$, that is, there is an equivalence between Pin$^{a,b,c}(p, q)$ and the group Pin$(p, q) \subset \mathcal{C}_{p,q}$ complemented by the transformations $A \to A^\star$, $A \to \tilde{A}$, $A \to \tilde{A}^\star$ (in connection with this it should be noted that the Gauss-Klein group $\mathbb{Z}_2 \otimes \mathbb{Z}_2$ is a finite group corresponded to the algebra $\mathcal{C}_{1,0} = \Omega$ [Sal81a, Sal84]).

**Proposition 1.** Let $\mathcal{C}_{p,q}$ $(p + q = 2m)$ be a Clifford algebra over the field $\mathbb{F} = \mathbb{R}$ and let Pin$(p, q)$ be a double covering of the orthogonal group $O(p, q) = O_0(p, q) \oplus \{1, P, T, PT\} \simeq O_0(p, q) \oplus (\mathbb{Z}_2 \otimes \mathbb{Z}_2)$ of transformations of the space $\mathbb{R}^{p,q}$, where $\{1, P, T, PT\} \simeq \mathbb{Z}_2 \otimes \mathbb{Z}_2$ is a group of discrete transformations of $\mathbb{R}^{p,q}$, $\mathbb{Z}_2 \otimes \mathbb{Z}_2$ is the Gauss-Klein group. Then there is an isomorphism between the group $\{1, P, T, PT\}$ and an automorphism group $\{\text{Id, } \star, \sim, \tilde{\star}\}$ of the algebra $\mathcal{C}_{p,q}$. In this case, parity reversal $P$, time reversal $T$ and combination $PT$ are correspond respectively to the fundamental automorphisms $A \to A^\star$, $A \to \tilde{A}$ and $A \to \tilde{A}^\star$.

**Proof.** As known, the transformations 1, $P, T, PT$ at the conditions $P^2 = T^2 = (PT)^2 = 1$, $PT = TP$ form an abelian group with the following multiplication table

|     | 1   | $P$ | $T$ | $PT$ |
|-----|-----|-----|-----|------|
| 1   | 1   | $P$ | $T$ | $PT$ |
| $P$ | $P$ | 1   | $PT$| $T$  |
| $T$ | $T$ | $PT$| 1   | $P$  |
| $PT$| $PT$| $T$ | $P$ | 1    |

Analogously, for the automorphism group $\{\text{Id, } \star, \sim, \tilde{\star}\}$ in virtue of the commutativity $(\tilde{A}^\star) = (\tilde{A})^\star$ and the conditions $(\star)^2 = (\sim)^2 = \text{Id}$ a following multiplication table takes place

|     | $\text{Id}$ | $\star$ | $\sim$ | $\tilde{\star}$ |
|-----|-------------|---------|--------|-----------------|
| $\text{Id}$| $\text{Id}$ | $\star$ | $\sim$ | $\tilde{\star}$ |
| $\star$ | $\star$ | $\text{Id}$ | $\sim$ | $\tilde{\star}$ |
| $\sim$ | $\sim$ | $\tilde{\star}$ | $\text{Id}$ | $\star$ |
| $\tilde{\star}$ | $\tilde{\star}$ | $\sim$ | $\star$ | $\text{Id}$ |
The identity of the multiplication tables proves the isomorphism of the groups \( \{1, P, T, PT\} \) and \( \{\text{Id}, \ast, \sim, \cdash\} \).

Further, in the case of anticommutativity \( PT = -TP \) and \( P^2 = T^2 = (PT)^2 = \pm 1 \) an isomorphism between the group \( \{1, P, T, PT\} \) and an automorphism group \( \{\text{I, W, E, C}\} \), where \( \text{W, E and C in accordance with (19), (17) and (21)} \) are the matrix representations of the automorphisms \( A \rightarrow A^\ast, \ A \rightarrow \bar{A} \) and \( \ A \rightarrow \bar{A}^\ast \), is analogically proved.

**Example.** According to \((22), (23), (24) and (25)\) the matrix representation of the fundamental automorphisms of the Dirac algebra \( \mathbb{C}_4 \) is defined by the following expressions: \( \text{W} = \gamma_1\gamma_2\gamma_3\gamma_4, \ \text{E} = \gamma_1\gamma_3, \ \text{C} = \gamma_2\gamma_4 \). The multiplication table of the group \( \{\text{I, W, E, C}\} \sim \{I, \gamma_1\gamma_2\gamma_3\gamma_4, \gamma_1\gamma_3, \gamma_2\gamma_4\} \) has a form

\[
\begin{array}{cccc}
I & \gamma_1\gamma_2\gamma_3\gamma_4 & \gamma_1\gamma_3 & \gamma_2\gamma_4 \\
\gamma_1\gamma_2\gamma_3\gamma_4 & I & \gamma_1\gamma_3 & \gamma_2\gamma_4 \\
\gamma_1\gamma_3 & \gamma_1\gamma_3 & I & -I \\
\gamma_2\gamma_4 & \gamma_2\gamma_4 & \gamma_1\gamma_3 & -\gamma_1\gamma_2\gamma_3\gamma_4 \\
& & & \\
\end{array}
\]

However, in this representation we cannot directly identify \( \text{W} = \gamma_1\gamma_2\gamma_3\gamma_4 \) with the parity reversal \( P \), since in this case the Dirac equation \((i\gamma_4\frac{\partial}{\partial x} - i\gamma_1\gamma_3 - m)\psi(x_4, x) = 0 \) to be not invariant with respect to \( P \). On the other hand, for the canonical basis \((22)\) there exists a standard representation \( P = \gamma_4, \ T = \gamma_1\gamma_3 \) \([\text{BLP89}]\). The multiplication table of a group \( \{1, P, T, PT\} \sim \{I, \gamma_4, \gamma_2\gamma_3, \gamma_4\gamma_1\gamma_3\} \) has a form

\[
\begin{array}{cccc}
1 & P & T & PT \\
1 & 1 & P & T \\
P & P & 1 & PT \\
T & T & PT & -1 \\
PT & PT & T & -P \\
\end{array}
\]

(33)
It is easy to see that the tables (32) and (33) are equivalent, therefore we have an isomorphism \( \{1, W, E, C\} \simeq \{1, P, T, PT\} \). Besides, each of these groups is isomorphic to the group \( \mathbb{Z}_4 \).

**Theorem 9.** Let \( A = \{1, W, E, C\} \) be the automorphism group of the algebras \( A_{p,q} \), \( C_{p+q} \) \( (p + q = 2m) \), where \( W = C_1 \mathcal{E}_{2} \cdots \mathcal{E}_{m} \mathcal{E}_{m+1} \mathcal{E}_{m+2} \cdots \mathcal{E}_{p+q} \), and \( E = C_1 \mathcal{E}_{2} \cdots \mathcal{E}_{m} \), \( C = C_{m+1} \mathcal{E}_{m+2} \cdots \mathcal{E}_{p+q} \), \( C = \mathcal{E}_2 \cdots \mathcal{E}_m \) if \( m \equiv 0 \pmod{2} \), and \( E = C_{m+1} \mathcal{E}_{m+2} \cdots \mathcal{E}_{p+q} \), \( C = \mathcal{E}_2 \cdots \mathcal{E}_m \) if \( m \equiv 0 \pmod{2} \). Let \( A_- \) and \( A_+ \) be the automorphism groups, in which the all elements respectively commute \((m \equiv 0 \pmod{2})\) and anticommute \((m \equiv 1 \pmod{2})\). Then there are the following isomorphisms between finite groups and automorphism groups with different signatures \((a, b, c)\), where \( a, b, c \in \{-, +, \} \):

1) \( \mathbb{F} = \mathbb{R} \). \( A_- \simeq \mathbb{Z}_2 \otimes \mathbb{Z}_2 \) for the signature \((+, +, +)\) if \( p - q \equiv 0, 4 \pmod{8} \).

\( A_- \simeq \mathbb{Z}_4 \) for \((+, -, -)\) if \( p - q \equiv 0, 4 \pmod{8} \) and for \((-+, +, -)\), \((-+, -, +)\) if \( p - q \equiv 2, 6 \pmod{8} \).

\( A_+ \simeq \mathbb{Q}_4 / \mathbb{Z}_2 \) for \((-+, +, +)\) if \( p - q \equiv 0, 4 \pmod{8} \) and \( A_+ \simeq \mathbb{Q}_4 / \mathbb{Z}_2 \) for \((-+, -, -)\) if \( p - q \equiv 2, 6 \pmod{8} \).

2) Over the field \( \mathbb{F} = \mathbb{C} \) there are only two non-isomorphic groups: \( A_- \simeq \mathbb{Z}_2 \otimes \mathbb{Z}_2 \) for the signature \((+, +, +)\) if \( p - q \equiv 0, 4 \pmod{8} \) and \( A_+ \simeq \mathbb{Q}_4 / \mathbb{Z}_2 \) for \((-+, +, +)\) if \( p - q \equiv 2, 6 \pmod{8} \).

**Proof.** First of all, since \( \omega^2 = +1 \) if \( p - q \equiv 0, 4 \pmod{8} \) and \( \omega^2 = -1 \) if \( p - q \equiv 2, 6 \pmod{8} \), then in the case of \( \mathbb{F} = \mathbb{R} \) for the matrix of the automorphism \( \hat{A} \rightarrow \hat{A}^* \) we have

\[
W = \begin{cases} 
+1, & \text{if } p - q \equiv 0, 4 \pmod{8}; \\
-1, & \text{if } p - q \equiv 2, 6 \pmod{8}. 
\end{cases}
\]

Over the field \( \mathbb{F} = \mathbb{C} \) we can always to suppose \( W^2 = 1 \). Further, let us find now the matrix \( E \) of the antiinvariant \( \hat{A} \rightarrow \hat{A} \) at any \( n = 2m \), and elucidate the conditions at which the matrix \( E \) commutes with \( W \), and also define a square of the matrix \( E \). Follows to [Ras53], let introduce along with the algebra \( C_{p+q} \) an auxiliary algebra \( C_m \) with basis elements

\[
1, \varepsilon_\alpha, \varepsilon_{\alpha_1\beta_2} (\alpha_1 < \alpha_2), \varepsilon_{\alpha_1\alpha_2\alpha_3} (\alpha_1 < \alpha_2 < \alpha_3), \ldots \varepsilon_{12\ldots m}.
\]

In so doing, linear operators \( \hat{\mathcal{E}}_i \) acting in the space \( \mathbb{C}^m \) associated with the algebra \( C_m \), are defined by the following rule

\[
\begin{align*}
\hat{\mathcal{E}}_j : \Lambda & \rightarrow \Lambda \varepsilon_j, \\
\hat{\mathcal{E}}_{m+j} : \Lambda^1 & \rightarrow -i \varepsilon_j \Lambda^1, \Lambda^0 \rightarrow i \varepsilon_j \Lambda^0,
\end{align*}
\]

(34)

where \( \Lambda \) is a general element of the auxiliary algebra \( C_m \), \( \Lambda^1 \) and \( \Lambda^0 \) are correspondingly odd and even parts of \( \Lambda \), \( \varepsilon_j \) are units of the auxiliary algebra,
\( j = 1, 2, \ldots, m \). Analogously, in the case of matrix representations of \( \mathcal{O}_{p,q} \) we have

\[
\begin{align*}
\hat{E}_j & : \Lambda \rightarrow \Lambda \beta_j \varepsilon_j, \\
\hat{E}_{m+j} & : \Lambda^1 \rightarrow -\varepsilon_j \beta_{m+j} \Lambda^1, \Lambda^0 \rightarrow \varepsilon_j \beta_{m+j} \Lambda^0,
\end{align*}
\]  

(35)

where \( \beta_i \) are arbitrary complex numbers. It is easy to verify that transposition of the matrices of so defined operators gives

\[
\hat{E}^T_j = E_j, \quad \hat{E}^T_{m+j} = -E_{m+j}.
\]  

(36)

Further, for the antiautomorphism \( A \rightarrow \tilde{A} : \tilde{A} = EA^T E^{-1} \), since in this case \( e_i \rightarrow e_i \), it is sufficient to select the matrix \( E \) so that

\[
E E^T E^{-1} = E_i \text{ or taking into account (36)}
\]  

(37)

Therefore, if \( m \) is odd, then the matrix \( E \) has a form

\[
E = E_1 E_2 \ldots E_m,
\]  

(38)

since in this case a product \( E_1 E_2 \ldots E_m \) commutes with all elements \( E_j \) \((j = 1, \ldots, m)\) and anticommutes with all elements \( E_{m+j} \). Analogously, if \( m \) is even, then

\[
E = E_{m+1} E_{m+2} \ldots E_{p+q}.
\]  

(39)

As required according to (37) in this case a product (38) commutes with \( E_j \) and anticommutes with \( E_{m+j} \).

Let us consider now the conditions at which the matrix \( E \) commutes or anticommutes with \( W \). Let \( E = E_1 E_2 \ldots E_m \), where \( m \) is odd, since \( W = E_1 \ldots E_m E_{m+1} \ldots E_{p+q} \), then

\[
E_1 \ldots E_m E_1 \ldots E_m E_{m+1} \ldots E_{p+q} = (-1)^{m(m-1)} E_1 \sigma_1 \sigma_2 \ldots \sigma_m E_{m+1} \ldots E_{p+q},
\]

\[
E_1 \ldots E_m E_{m+1} \ldots E_{p+q} E_1 \ldots E_m = (-1)^{m(3m-1)} E_1 \sigma_1 \sigma_2 \ldots \sigma_m E_{m+1} \ldots E_{p+q},
\]

where \( \sigma_i \) are the functions of the form (2). It is easy to see that in this case the elements \( W \) and \( E \) are always anticommute. Indeed, a comparison \( m(3m-1) \equiv \frac{m(m-1)}{2} \) \((mod 2)\) is equivalent to \( m^2 \equiv 0, 1 \) \((mod 2)\), and since \( m \) is odd, then we have always \( m^2 \equiv 1 \) \((mod 2)\). At \( m \) is even and \( E = E_{m+1} \ldots E_{p+q} \) it is easy to see that the matrices \( W \) and \( E \) are always commute \((m \equiv 0 \text{ (mod 2)})\). Further, let \( r \) be a quantity of the elements \( E_j \) of the product (38) whose squares equal
to $+1$, and let $s$ be a quantity of the elements $E_{m+j}$ of the product (38) whose squares equal to $-1$. Then a square of the matrix (38) at $m$ odd equals to $+1$ if $r - s \equiv 3 \pmod{4}$ and respectively $-1$ if $r - s \equiv 1 \pmod{4}$. Analogously, a square of the matrix (38) at $m$ even equals to $+1$ if $k - t \equiv 0 \pmod{4}$ and respectively $-1$ if $k - t \equiv 2 \pmod{4}$. It is obvious that over the field $F = \mathbb{C}$ we can to suppose $E_1^{2^{m+1}} = E_{m+1}^{2^{m+1}} = 1$.

Let us find now the matrix $C$ of the antiautomorphism $A \rightarrow \widetilde{A}^*: \widetilde{A}^* = CA^TC^{-1}$. Since in this case $e_i \rightarrow -e_i$, then it is sufficient to select the matrix $C$ so that

$$C E_i^T C^{-1} = -E_i$$

or taking into account (36)

$$C E_j^T C^{-1} = -E_j, \quad C E_{m+j}^T C^{-1} = E_{m+j}.$$  \hfill (40)

where $j = 1, \ldots, m$. In comparison with (37) it is easy to see that in (40) the matrices $E_j$ and $E_{m+j}$ are changed by the roles. Therefore, if $m$ is odd, then

$$C = E_{m+1} E_{m+2} \ldots E_{p+q},$$  \hfill (41)

and if $m$ is even, then

$$C = E_1 E_2 \ldots E_m.$$  \hfill (42)

Permutation conditions of the matrices $C$ and $W$ are analogous to the permutation conditions of $E$ with $W$, that is, the matrix $C$ of the form (41) always anticommutes with $W$ $(m \equiv 1 \pmod{2})$, and the matrix $C$ of the form (42) always commutes with $W$ $(m \equiv 0 \pmod{2})$. Correspondingly, a square of the matrix (41) equals to $+1$ if $k - t \equiv 3 \pmod{4}$ and $-1$ if $k - t \equiv 1 \pmod{4}$. Analogously, a square of the matrix (42) equals to $+1$ if $r - s \equiv 0 \pmod{4}$ and $-1$ if $r - s \equiv 2 \pmod{4}$. Obviously, over the field $F = \mathbb{C}$ we can suppose $C^2 = 1$.

Finally, let us find permutation conditions of the matrices $E$ and $C$. First of all, at $m$ odd $E = E_1 \ldots E_m$, $C = E_{m+1} \ldots E_{p+q}$, alternatively, at $m$ even $E = E_{m+1} \ldots E_{p+q}$, $C = E_1 \ldots E_m$. Therefore,

$$E_1 \ldots E_m E_{m+1} \ldots E_{p+q} = (-1)^{m^2} E_{m+1} \ldots E_{p+q} E_1 \ldots E_m,$$

that is, the matrices $E$ and $C$ commute at $m \equiv 0 \pmod{2}$ and anticommute at $m \equiv 1 \pmod{2}$.

Now we have all the necessary conditions for the definition and classification of isomorphisms between finite groups and automorphism groups of Clifford algebras. Let $F = \mathbb{R}$ and let $m \equiv 0 \pmod{2}$, therefore, a group $A = \{1, W, E, C\}$ is Abelian. A condition $W^2 = E^2 = C^2 = 1$ is equivalent to $p - q \equiv 0, 4 \pmod{8}, r - s \equiv 0 \pmod{4}, k - t \equiv 0 \pmod{4}$, which, clearly, are compatible. In accordance with (38)–(40) and (41)–(42) at $m \equiv 0 \pmod{2}$ $W = CE$ and
\[ W^2 = (CE)^2 = CECE = CCEE = 1. \] Therefore, \( A_- \simeq \mathbb{Z}_2 \otimes \mathbb{Z}_2 \) for the signature \((+, +, +)\) if \( p - q \equiv 0, 4 \pmod{8} \). The isomorphism \( A_- \simeq \mathbb{Z}_4 \) for the signatures \((+, -,-)\) \((p - q \equiv 0, 4 \pmod{8})\) and \((- , +,-), (- , -, +)\) \((p - q \equiv 2, 6 \pmod{8})\) is analogously proved. It is easy to see that for \( m \equiv 0 \pmod{2} \) there are only four isomorphisms considered previously. Further, for \( m \equiv 1 \pmod{2} \) all the elements of the group \( A \) anticommute and in this case \( W = EC \). The signature \((- , -,-)\) is equivalent to conditions \( p - q \equiv 2, 6 \pmod{8} \), \( r - s \equiv 1 \pmod{4} \), \( k - t \equiv 1 \pmod{4} \), here \( W^2 = (EC)^2 = EEC = -EECC = -1 \) and we have an isomorphism \( A_+ \simeq Q_4/\mathbb{Z}_2 \), where \( Q_4/\mathbb{Z}_2 = \{1, i, j, k\} \), \( i, j, k \) are the quaternion units. It is easy to verify that for the signatures \((- , +,+ \) at \( p - q \equiv 2, 6 \pmod{8} \) and \((+, -,-), (+, +, -)\) at \( p - q \equiv 0, 4 \pmod{8} \) we have an isomorphism \( A_+ \simeq D_4/\mathbb{Z}_2 \), where \( D_4/\mathbb{Z}_2 = \{1, e_1, e_2, e_{12}\} \), \( e_1, e_2 \) are the units of the algebra \( C\ell_1,1 \) or \( C\ell_2,0 \). The eight automorphism groups considered previously, each of which is isomorphic to one from the four finite groups \( \mathbb{Z}_2 \otimes \mathbb{Z}_2, \mathbb{Z}_4, Q_4/\mathbb{Z}_2, D_4/\mathbb{Z}_2 \), are the only possible over the field \( F = \mathbb{R} \). In contrast with this, over the field \( F = \mathbb{C} \) we can suppose \( W^2 = E^2 = C^2 = 1 \). At \( m \equiv 0 \pmod{2} \) we have only one signature \((+, +, +)\) and an isomorphism \( A_- \simeq \mathbb{Z}_2 \otimes \mathbb{Z}_2 \) if \( p + q \equiv 0, 4 \pmod{8} \), since over the field \( \mathbb{C} \) the signatures \((+, -,-), (- , +,-)\) and \((- , -,-)\) are isomorphic to \((+, +, +)\). Correspondingly, at \( m \equiv 1 \pmod{2} \) we have an isomorphism \( A_+ \simeq Q_4/\mathbb{Z}_2 \) for the signature \((-, -, -)\) if \( p + q \equiv 2, 6 \pmod{8} \). It should be noted that the signatures \((+, +, +)\) and \((- , -,-)\) are non-isomorphic, since there exists no a group \( A \) with the signature \((+, +, +)\) in which all the elements anticommute, and also there exists no a group \( A \) with \((- , -,-)\) in which the all elements commute. Thus, over the field \( \mathbb{C} \) we have only two non-isomorphic automorphism groups: \( A_- \simeq \mathbb{Z}_2 \otimes \mathbb{Z}_2, A_+ \simeq Q_4/\mathbb{Z}_2 \). \[ \square \]

The following Theorem is a direct consequence of the previous Theorem. Here we establish a relation between signatures \((a, b, c)\) of the Dąbrowski groups and signatures \((p, q)\) of the Clifford algebras with even dimensionality.

**Theorem 10.** Let \( \text{Pin}^{a,b,c}(p,q) \) be a double covering of the orthogonal group \( O(p,q) \) of the space \( \mathbb{R}^p \mathbb{R}^q \) associated with the algebra \( O_{p,q} \) and let \( \text{Pin}^{a,b,c}(p+q, \mathbb{C}) \) be a double covering of the complex orthogonal group \( O(p+q, \mathbb{C}) \) of the space \( \mathbb{C}^{p+q} \) associated with the algebra \( O_{p,q} \) and \( \mathbb{C}^{p+q} \). Dimensionalities of the algebras \( O_{p,q} \) and \( \mathbb{C}^{p+q} \) are even \((p + q = 2m)\), squares of the symbols \( a, b, c \in \{ -, + \} \) correspond to squares of the elements of the finite group \( A = \{1, W, E, C\} : a = W^2, b = E^2, c = C^2 \), where \( W, E \) and \( C \) are correspondingly the matrices of the fundamental automorphisms \( A \rightarrow A^* \), \( A \rightarrow \bar{A} \) and \( A \rightarrow \bar{A}^* \) of \( O_{p,q} \) and \( \mathbb{C}^{p+q} \). Then over the field \( K = \mathbb{R} \) for the algebra \( O_{p,q} \) there are eight double coverings of the group \( O(p,q) \) and two non-isomorphic double coverings of the group \( O(p+q, \mathbb{C}) \) for \( \mathbb{C}^{p+q} \) over the field \( K = \mathbb{C} \):

1. \( F = \mathbb{R} \). Non–Cliffordian groups

\[
\text{Pin}^{+,+,+}(p,q) \simeq \frac{(\text{Spin}_0(p,q) \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2)}{\mathbb{Z}_2},
\]
if $p - q \equiv 0, 4 \pmod{8}$ and

$$\text{Pin}^{a,b,c}(p, q) \simeq \frac{(\text{Spin}_0(p, q) \odot (\mathbb{Z}_2 \otimes \mathbb{Z}_4))}{\mathbb{Z}_2},$$

if $(a, b, c) = (+, -, -)$ and $p - q \equiv 0, 4 \pmod{8}$, and also $(a, b, c) = \{(-, +, -), (-, -, +)\}$ if $p - q \equiv 2, 6 \pmod{8}$.

**Cliffordian groups**

$$\text{Pin}^{-,-,-}(p, q) \simeq \frac{(\text{Spin}_0(p, q) \odot Q_4)}{\mathbb{Z}_2},$$

if $p - q \equiv 2, 6 \pmod{8}$ and

$$\text{Pin}^{a,b,c}(p, q) \simeq \frac{(\text{Spin}_0(p, q) \odot D_4)}{\mathbb{Z}_2},$$

if $(a, b, c) = (-, +, +)$ and $p - q \equiv 2, 6 \pmod{8}$, and also if $(a, b, c) = \{(+, -, +), (+, +, -)\}$ and $p - q \equiv 0, 4 \pmod{8}$.

2) $\mathbb{F} = \mathbb{C}$. A non-Cliffordian group

$$\text{Pin}^{+,+,+}(p + q, \mathbb{C}) \simeq \frac{(\text{Spin}_0(p + q, \mathbb{C}) \odot \mathbb{Z}_2 \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2)}{\mathbb{Z}_2},$$

if $p + q \equiv 0, 4 \pmod{8}$. A Cliffordian group

$$\text{Pin}^{-,-,-}(p + q, \mathbb{C}) \simeq \frac{(\text{Spin}_0(p + q, \mathbb{C}) \odot Q_4)}{\mathbb{Z}_2},$$

if $p + q \equiv 2, 6 \pmod{8}$.

## 5 Dąbrowski Groups for Odd-dimensional Spaces

According to Theorem 8 and Theorem 4 in the case of odd-dimensional spaces $\mathbb{R}^{p,q}$ and $\mathbb{C}^{p+q}$ the algebra homomorphisms $\mathcal{Cl}_{p,q} \to \mathcal{Cl}_{p-1,q}$, $\mathcal{Cl}_{p,q} \to \mathcal{Cl}_{p,q-1}$ and $\mathbb{C}^{p+q} \to \mathbb{C}^{p+q-1}$ induce group homomorphisms $\text{Pin}(p, q) \to \text{Pin}(p-1, q)$, $\text{Pin}(p, q) \to \text{Pin}(p, q-1)$, $\text{Pin}(p+q, \mathbb{C}) \to \text{Pin}(p+q-1, \mathbb{C})$ and correspondingly $\text{Pin}(p, q) \to \text{Spin}(p, q)$, $\text{Pin}(p+q, \mathbb{C}) \to \text{Spin}(p+q, \mathbb{C})$.

**Theorem 11.** 1) If $\mathbb{F} = \mathbb{R}$ and $\text{Pin}^{a,b,c}(p, q) \simeq \text{Pin}^{a,b,c}(p - 1, q) \cup \omega \text{Pin}^{a,b,c}(p - 1, q)$, $\text{Pin}^{a,b,c}(p, q) \simeq \text{Pin}^{a,b,c}(p, q - 1) \cup \omega \text{Pin}^{a,b,c}(p, q - 1)$ are the Dąbrowski groups over $\mathbb{R}$, where $p - q \equiv 3, 7 \pmod{8}$, then in the result of homomorphic
mappings $\Pin^{a,b,c}(p, q) \to \Pin^{a,b,c}(p - 1, q)$ and $\Pin^{a,b,c}(p, q) \to \Pin^{a,b,c}(p, q - 1)$ take place following quotient groups:

$$\Pin^{b}(p - 1, q) \simeq \frac{(\Spin_0(p - 1, q) \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2)}{\mathbb{Z}_2},$$

$$\Pin^{b}(p, q - 1) \simeq \frac{(\Spin_0(p, q - 1) \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2)}{\mathbb{Z}_2}.$$

2) If $\mathbb{F} = \mathbb{C}$ and $\Pin^{a,b,c}(p + q, \mathbb{C}) \simeq \Pin^{a,b,c}(p + q - 1, \mathbb{C}) \cup \Pin^{a,b,c}(p + q - 1, \mathbb{C})$ are the Dąbrowski groups over $\mathbb{C}$, with $p + q \equiv 1, 3, 5, 7 \pmod{8}$, then in the result of an homomorphic mapping $\Pin^{a,b,c}(p + q, \mathbb{C}) \to \Pin^{a,b,c}(p + q - 1, \mathbb{C})$ take place following quotient groups:

$$\Pin^{b}(p + q - 1, \mathbb{C}) \simeq \frac{(\Spin_0(p + q - 1, \mathbb{C}) \otimes \mathbb{Z}_2 \otimes \mathbb{Z}_2)}{\mathbb{Z}_2},$$

if $p + q \equiv 3, 7 \pmod{8}$ and

$$\Pin^{b,c}(p + q - 1, \mathbb{C}),$$

if $p + q \equiv 1, 5 \pmod{8}$, at this point a set of the fundamental automorphisms, which correspond to the discrete transformations of the space $\mathbb{C}^{p+q-1}$ associated with a quotient algebra $\mathbb{C}_{p+q-1}$, does not form a finite group.

Proof. Indeed, over the field $\mathbb{F} = \mathbb{R}$ in accordance with Theorem 8 from all the fundamental automorphisms at the homomorphic mappings $\mathcal{A}_{p,q} \to \mathcal{A}_{p-1,q}$ and $\mathcal{A}_{p,q} \to \mathcal{A}_{p,q-1}$ only the antiautomorphism $\mathcal{A} \to \mathcal{A}$ is transferred into quotient algebras $\mathcal{A}_{p-1,q}$ and $\mathcal{A}_{p,q-1}$. Further, according to Proposition 1 the antiautomorphism $\mathcal{A} \to \mathcal{A}$ corresponds to time reversal $T$. Therefore, groups of the discrete transformations of the spaces $\mathbb{R}^{p-1,q}$ and $\mathbb{R}^{p,q-1}$ associated with the quotient algebras $\mathcal{A}_{p-1,q}$ and $\mathcal{A}_{p,q-1}$ are defined by a two–element group $\{1, T\} \sim \{1, \mathcal{E}\} \simeq \Z_2$, where $\{1, \mathcal{E}\}$ is an automorphism group of the quotient algebras $\mathcal{A}_{p-1,q}$, $\mathcal{A}_{p,q-1}$, $\mathcal{E}$ is a matrix of the antiautomorphism $\mathcal{A} \to \mathcal{A}$. Thus, at $p - q \equiv 3, 7 \pmod{8}$ there are the homomorphic mappings $\Pin^{a,b,c}(p, q) \to \Pin^{b}(p - 1, q)$ and $\Pin^{a,b,c}(p, q) \to \Pin^{b}(p, q - 1)$, where $\Pin^{b}(p - 1, q)$, $\Pin^{b}(p, q - 1)$ are quotient groups, $b = T^2 = \mathcal{E}^2$. At this point, a double covering of $\mathbb{C}^b$ is isomorphic to $\Z_2 \otimes \Z_2$.

Analogously, over the field $\mathbb{F} = \mathbb{C}$ at $p + q \equiv 3, 7 \pmod{8}$ we have a quotient group $\Pin^{b}(p + q - 1, \mathbb{C})$. Further, according to Theorem 8 in the result of the homomorphic mapping $\mathbb{C}_{p+q} \to \mathbb{C}_{p+q-1}$ the antiautomorphisms $\mathcal{A} \to \mathcal{A}$, $\mathcal{A} \to \mathcal{A}^*$ are transferred into a quotient algebra $\mathbb{C}_{p+q-1}$ at $p + q \equiv 1, 5 \pmod{8}$. Therefore, a set of the discrete transformations of the space $\mathbb{C}^{p+q-1}$ associated with the quotient algebra $\mathcal{A}_{p+q-1}$ is defined by a three–element set $\{1, T, PT\} \sim \{1, \mathcal{E}, \mathcal{C}\}$, where $\{1, \mathcal{E}, \mathcal{C}\}$ is a set of the automorphisms of $\mathbb{C}_{p+q-1}$, $\mathcal{E}$ and $\mathcal{C}$ are correspondingly the matrices of the antiautomorphisms $\mathcal{A} \to \mathcal{A}$ and $\mathcal{A} \to \mathcal{A}^*$. It is easy to see
that the set $\{1, T, PT\} \sim \{1, E, C\}$ does not form a finite group. Thus, at $p + q \equiv 1, 5 \pmod{8}$ there is an homomorphism $\text{Pin}^{a,b,c}(p + q, \mathbb{C}) \to \text{Pin}^{b,c}(p + q - 1, \mathbb{C})$, where $\text{Pin}^{b,c}(p + q - 1, \mathbb{C})$ is a quotient group, $b = T^2 = E^2$, $c = (PT)^2 = C^2$.

**Example.** Let us consider a simplest complex Clifford algebra with odd dimensionality, $\mathbb{C}_3$. The algebra $\mathbb{C}_3$ may be represented by two different complexifications: $\mathbb{C}_3 = \mathbb{C} \otimes \mathbb{C} \ell_{3,0}$ and $\mathbb{C}_3 = \mathbb{C} \otimes \mathbb{C} \ell_{0,3}$, where $\mathbb{C} \ell_{3,0}$ and $\mathbb{C} \ell_{0,3}$ are correspondingly the algebras of hyperbolic and elliptic biquaternions. In accordance with Theorem 2 there is a decomposition of $\mathbb{C}_3$ into a direct sum of two subalgebras, which may be represented by a following scheme:

$$
\begin{array}{c}
\mathbb{C}_3 \\
\lambda_-
\end{array}
\begin{array}{c}
\lambda_+
\end{array}
\begin{array}{c}
\mathbb{C}_2 \\
\oplus
\mathbb{C}_2
\end{array}
$$

Here the idempotents

$$
\lambda_- = \frac{1 - i \omega}{2}, \quad \lambda_+ = \frac{1 + i \omega}{2}
$$

in accordance with [CF96] may be identified with helicity projection operators. Further, according to Theorem 5 at the homomorphic mapping $\epsilon : \mathbb{C}_3 \to \mathbb{C}_2$ the antiautomorphisms $A \to \tilde{A}$ and $\mathbb{A} \to \mathbb{A}^*$ are transferred into a quotient algebra $\mathbb{C}_2$, and the automorphism $A \to A^*$ is not transferred. Therefore, there is an homomorphism $\text{Pin}^{a,b,c}(3, \mathbb{C}) \to \text{Pin}^{b,c}(2, \mathbb{C})$ (Theorem 4), where $\text{Pin}^{b,c}(2, \mathbb{C})$ is a quotient group which double covers the orthogonal group $O(2, \mathbb{C})$ of the space $\mathbb{C}^2$ associated with $\mathbb{C}_2$. According to proposition 4 the automorphism $A \to A^*$ corresponds to parity reversal $P$ which under action of the homomorphism $\epsilon$ is not transferred into the quotient algebra $\mathbb{C}_2$ and correspondingly quotient group $\text{Pin}^{b,c}(2, \mathbb{C})$. Thus, we have a ‘symmetry breaking’ of the group of discrete transformations with excluded operation $P$. In physics there is an analog of this situation known as a parity violation. In connection with this it pays to relate the quotient algebra $\mathbb{C}_2$ and quotient group $\text{Pin}^{b,c}(2, \mathbb{C})$ with some chiral field, for example, neutrino field. As known, in Nature there exist only left neutrino and right antineutrino and there exist no right neutrino and left antineutrino, therefore, for the neutrino field the operation $P$ is violated. In order to proceed this analogy, at first we must to establish a relation between the quotient algebra $\mathbb{C}_2$ and some spinor field. Let us show that such a field is a Dirac-Hestenes spinor field [Hest66, Hest90]. Indeed, in accordance with Theorem 3 we have $\mathbb{C}_2 \simeq \mathbb{C} \ell_{3,0}$, further $\mathbb{C} \ell_{3,0} \simeq \mathbb{C} \ell_{1,3}$, where $\mathbb{C} \ell_{1,3}$ is a spacetime algebra. Units of the algebra
\( \mathcal{C}_{1,3} \) in the matrix representation have the form

\[
\Gamma_0 = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}, \quad \Gamma_1 = \begin{pmatrix} 0 & \sigma_1 \\ -\sigma_1 & 0 \end{pmatrix}, \quad \Gamma_2 = \begin{pmatrix} 0 & \sigma_2 \\ -\sigma_2 & 0 \end{pmatrix}, \quad \Gamma_3 = \begin{pmatrix} 0 & \sigma_3 \\ -\sigma_3 & 0 \end{pmatrix},
\]

(43)

where \( \sigma_i \) are the Pauli matrices

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

\( I \) is the unit matrix. The Dirac-Hestenes spinor \( \phi \) is an element of the algebra \( \mathcal{C}_{1,3}^+ \) \( \simeq \mathcal{C}_{3,0} \) and, therefore, may be represented by the biquaternion number

\[
\phi = a^0 + a^{01}\Gamma_{01} + a^{02}\Gamma_{02} + a^{03}\Gamma_{03} + a^{12}\Gamma_{12} + a^{13}\Gamma_{13} + a^{23}\Gamma_{23} + a^{0123}\Gamma_{0123}. \tag{44}
\]

Or in the matrix form

\[
\phi = \begin{pmatrix}
\phi_1 & -\phi_2^* & \phi_3 & \phi_4^* \\
\phi_2 & \phi_1^* & \phi_4 & -\phi_3^* \\
\phi_3 & \phi_4^* & \phi_1 & -\phi_2^* \\
\phi_4 & -\phi_3^* & \phi_2 & \phi_1^*
\end{pmatrix},
\]

(45)

where

\[
\phi_1 = a^0 - ia^{12}, \\
\phi_2 = a^{13} - ia^{23}, \\
\phi_3 = a^{03} - ia^{0123}, \\
\phi_4 = a^{01} + ia^{02}.
\]

The spinor \( \phi \), defined by the expression (44) or (45), satisfies to a Dirac-Hestenes equation \[Hest90\]

\[
\partial \phi \Gamma_{21} = \frac{mc}{\hbar} \phi \Gamma_0,
\]

(46)

where \( \partial = \Gamma^\nu \frac{\partial}{\partial x^\nu} \). Further, let \( \phi \in \mathbb{C}_2 \) be a Dirac-Hestenes 'quotient spinor'. In virtue of the isomorphism \( \mathbb{C}_2 \simeq \mathbb{C}_{3,0} \simeq \mathbb{C}_{1,3}^+ \) we have for the spinor \( \phi \) the representation (44). It is known [RSVL] that a transformation group of the Dirac-Hestenes field is a group \( \text{Spin}_+^{b,c}(1,3) \) which double covers the connected component of the Lorentz group, since

\[
\text{Spin}_+^{b,c}(1,3) \simeq \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathbb{C}_2 : \det \begin{pmatrix} a & b \\ c & d \end{pmatrix} = 1 \right\} = \text{SL}(2, \mathbb{C}).
\]

It is obvious that \( \text{Pin}(2, \mathbb{C}) \simeq \text{Spin}(3, \mathbb{C}) \) and further \( \text{Spin}_0(3, \mathbb{C}) \simeq \text{Spin}_{b,c}(1,3) \), whence \( \text{Spin}_0(3, \mathbb{C}) \simeq \text{Spin}_+^{b,c}(1,3) \), therefore, a transformation group of the quotient spinor \( \phi \) is also isomorphic to \( \text{Spin}_+^{b,c}(1,3) \). The complete transformation group of \( \phi \) is isomorphic to the quotient group \( \text{Pin}^{b,c}(2, \mathbb{C}) \) consisting of
Spin$_\pm(1, 3)$ and the two discrete transformations $T$ and $PT$ (the latter transformation in virtue of CPT-theorem is equivalent to a charge conjugation $C$). Since the quotient algebra $\mathcal{C}_2$ is isomorphic to a subalgebra of all the even elements of the spacetime algebra $\mathcal{O}_{1,3}$, then we can express the automorphisms of $\mathcal{C}_2$ via the automorphisms of $\mathcal{O}_{1,3}$. In accordance with Theorem 9 the automorphism group of $\mathcal{O}_{1,3}$ is isomorphic to the Abelian group $\mathbb{Z}_4$. The non-Cliffordian group double covering the Lorentz group $O(1, 3)$ has a form (theorem 10)

$$Pin^{-\cdot \cdot +}(1, 3) \simeq \frac{(\text{Spin}_0(1, 3) \circ \mathbb{Z}_2 \otimes \mathbb{Z}_4)}{\mathbb{Z}_2} \simeq \frac{(SL(2, \mathbb{C}) \circ \mathbb{Z}_2 \otimes \mathbb{Z}_4)}{\mathbb{Z}_2}. $$

In the group $A_\pm = \{I, W, E, C\}$ the matrices $E$ and $C$ of the antiautomorphisms $A \to \tilde{A}$ and $A \to \tilde{A}^*$ for the basis (43) have the form

$$E = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix}$$

Further, in accordance with (21) an action of the antiautomorphism $A \to \tilde{A}^*$ on the spinor $\phi$, defined by the matrix representation (43), is expressed as follows

$$\tilde{\phi}^* = \begin{pmatrix} \phi_1^\ast & \phi_2^\ast & -\phi_4^\ast & -\phi_3^\ast \\ -\phi_2 & \phi_1 & -\phi_4 & \phi_3 \\ -\phi_4^\ast & -\phi_3^\ast & \phi_1^\ast & \phi_2^\ast \\ -\phi_4 & \phi_3 & -\phi_2 & \phi_1 \end{pmatrix}$$

(47)

It should be noted that the same result may be obtained via $\Gamma^0 \phi^\ast \Gamma^0$ (see [VR93]). Let us assume now that a massless Dirac-Hestenes equation (46) describes the neutrino field

$$\partial^\alpha \phi \Gamma_{21} = 0,$$

(48)

then the antineutrino field is described by an equation

$$(\partial^\gamma \phi \Gamma_{21})^* = 0.$$  

(49)

The equations (48) and (49) are converted into each other under action of the antiautomorphism $A \to \tilde{A}^*$ which in accordance with Proposition 11 corresponds to the combination $PT$ (charge conjugation by CPT–theorem). The fields describing by the equations (48) and (49) possess a fixed helicity (there exist no right neutrino and left antineutrino), since the automorphism $A \to A^*$ corresponded to
parity reversal $P$ in this case is not defined. On the other hand, in accordance with the Feynman-Stueckelberg interpretation the antiparticles are considered as particles moving back in time, therefore a time-reversed equation (48) describes the antiparticle (antineutrino). Moreover, in the Feynman–Stueckelberg interpretation time reversal for the chiral field gives rise to the well-known $CP$–invariance in the theory of weak interactions. Thus, the actions of the antiautomorphisms $\mathcal{A} \to \tilde{\mathcal{A}}$ and $\mathcal{A} \to \tilde{\mathcal{A}}^\star$ and the corresponding operations $T$ and $PT \sim C$ on the field $\tilde{\phi}$ are equivalent. This equivalence immediately follows from (9) and (10) (see also [FRO90]), namely, for $\mathcal{A} \in \mathcal{C}_{p,q}^+$ we have always $\tilde{\mathcal{A}} = \tilde{\mathcal{A}}^\star$, in our case $\tilde{\phi} \in \mathcal{C}_{1,3}^+$ and $\tilde{\phi} \sim \tilde{\phi}^\star$.
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