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SUMMARY
During migration, cells often squeeze through small constrictions, requiring extensive deformation. We hypothesized that nuclear deformation associated with such confined migration could alter chromatin organization and function. By studying cells migrating through microfluidic devices that mimic interstitial spaces in vivo, we found that confined migration results in increased H3K9me3 and H3K27me3 heterochromatin marks that persist for days. This “confined migration-induced heterochromatin” (CMiH) was distinct from heterochromatin formation during migration initiation. Confined migration decreased chromatin accessibility at intergenic regions near centromeres and telomeres, suggesting heterochromatin spreading from existing sites. Consistent with the overall decrease in accessibility, global transcription was decreased during confined migration. Intriguingly, we also identified increased accessibility at promoter regions of genes linked to chromatin silencing, tumor invasion, and DNA damage response. Inhibiting CMiH reduced migration speed, suggesting that CMiH promotes confined migration. Together, our findings indicate that confined migration induces chromatin changes that regulate cell migration and other functions.

INTRODUCTION
Cell migration is a crucial biological process required for many physiological functions (Luster et al., 2005; Scarpa and Mayor, 2016). Cell migration also plays a pivotal role in metastasis, which is the major cause of cancer-related death (Chafer and Weinberg, 2011; Lambert et al., 2017). In vivo, cells must often squeeze through narrow interstitial spaces that are only 1–20 μm in diameter, and thus substantially smaller than the size of the cell (Kameritsch and Renkawitz, 2020; Weigelin et al., 2012). This recognition has led to an increased interest in studying cell migration in “confined” environments, including the use of three-dimensional (3D) in vitro models, such as collagen matrices and microfluidic devices that resemble cell migration in vivo (Paul et al., 2017). Previous studies have revealed that the nucleus, which is the largest (10–20 μm diameter; 3–6 μm height) and most rigid organelle (Lammerding, 2011; Swift et al., 2013), undergoes severe deformation during confined migration (Denais et al., 2016; Irianto et al., 2016; Raab et al., 2016). The nuclear deformation and physical stress associated with confined migration can result in nuclear envelope rupture and cause DNA damage (Denais et al., 2016; Irianto et al., 2016; Raab et al., 2016; Shah et al., 2020). Furthermore, recent evidence suggests that migration through confined spaces can lead to rearrangements in 3D genome organization in neutrophils and cancer cells (Golloshi et al., 2022; Jacobson et al., 2018), which could affect their transcriptional regulation and cellular functions. However, the effect of confined migration on chromatin modifications and their functional consequences have not been explored.

Chromatin is found in two distinct states: the relaxed and transcriptionally active euchromatin, and the condensed and transcriptionally silenced heterochromatin (Janssen et al., 2018; Strålfors and Ekwall, 2011). These states are controlled by post-translational histone modifications (Bannister and Kouzarides, 2011) and DNA methylation (Rose and Klose, 2014). For example, trimethylation of lysine 9 on histone H3 (H3K9me3) is associated with constitutive heterochromatin, which is mostly located in centromeric and telomeric DNA regions (Canzio et al., 2011; Janssen et al., 2018; Strålfors and Ekwall, 2011); trimethylation of lysine 27 on histone H3 (H3K27me3) is associated with facultative heterochromatin, which is
developmentally regulated (Janssen et al., 2018; Strålfors and Ekwall, 2011; Wu et al., 2016). In contrast, acetylation of lysine 9 on histone H3 (H3K9ac) is associated with euchromatin and active promoters (Lenhart et al., 2009). Increased H3K9me3 and H3K27me3 chromatin modifications are crucial to initiating 2D cell migration and for transwell migration (Gerlitz, 2020; Gerlitz and Bustin, 2010; Liu et al., 2018; Zhang et al., 2016a, 2016b), potentially by repression of specific genes (Segal et al., 2018). At the same time, increased euchromatin facilitates cell migration through 3D collagen matrices (Fischer et al., 2020; Wang et al., 2018), likely by increasing nuclear deformability (Fischer et al., 2020; Stephens et al., 2018). Intriguingly, recent studies have found that the physical microenvironment of cells can cause changes in chromatin modifications: mechanical compression of cells induces reversible chromatin condensation with increased H3K9me3 and H3K27me3 marks (Damodaran et al., 2018), whereas cyclic stretching of cells leads to rapid and transient loss of heterochromatin (Nava et al., 2020). Therefore, we aimed to explore whether nuclear deformation during confined migration could result in altered chromatin modifications, genomic accessibility, and transcriptional activity, and whether such changes could modulate the ability of cells to migrate through confined 3D environments.

We found that confined 3D migration in microfluidic devices induced persistent global heterochromatin formation in cancer cells and fibroblasts, well beyond the changes observed during unconfined migration. This heterochromatin formation increased with the degree of confinement, depended on histone modifying enzymes, and was modulated by nuclear envelope proteins and stretch-sensitive ion channels. Although we did not observe global changes of heterochromatin levels in cells migrating in 3D collagen matrices with variable pore sizes, Assay for Transposase-Accessible Chromatin using sequencing (ATAC-seq) analysis revealed that cell migration in collagen matrices with smaller pore sizes led to reduced chromatin accessibility at intergenic regions near centromeres and telomeres, consistent with the heterochromatin formation observed in the microfluidic devices. Global reduction of transcriptional activity after confined migration further supports the predominantly repressing accessibility change. On the other hand, we identified increased chromatin accessibility at promoter regions of genes responsible for a wide range of pathways, such as chromatin silencing, tumor invasion, and DNA damage response. Preventing heterochromatin formation during confined migration could result in altered chromatin modifications, genomic accessibility, and transcriptional activity, and whether such changes could modulate the ability of cells to migrate through confined 3D environments.

RESULTS
Heterochromatin increases during and after cell migration through confined microfluidic channels
To investigate the effect of confined cell migration and the associated nuclear deformation on histone modifications, we studied cells migrating through custom-made polydimethylsiloxane (PDMS) microfluidic devices with precisely defined constrictions that mimic interstitial spaces (Figure 1A) (Davidson et al., 2015; Denais et al., 2016). These microfluidic devices enable us to control the pore sizes that cells encounter during 3D migration independent of the extracellular matrix concentration and stiffness. HT1080 fibrosarcoma cells migrated through channels containing three rows of small constrictions (≤ 2 × 5 μm² in cross-section) that require substantial nuclear deformation to squeeze through (“confined channels”), or through larger “control channels” (15 × 5 μm² in cross-section) that do not require substantial nuclear deformation for transit. Cells were categorized according to their locations in the device: (1) in the unconfined area “before” entering the channels, (2) in the middle of “squeezing” through the confined constrictions (or passing through the larger control constrictions), or (3) “after” migrating out of the channels into the unconfined area (Figure 1A). For a detailed breakdown, we also defined different zones within the 5-μm-tall sections: “Zone 1” encompassed cells that passed through the first row of constrictions but had not yet entered the second row; “Zone 2” defined cells that passed through the second row but had not yet entered the third row (Figure 1A). Cells were subsequently fixed and immunofluorescently labeled for heterochromatin marks (H3K27me3 and H3K9me3) and a euchromatin mark (H3K9ac) (Figure 1B). To distinguish between true changes in chromatin modifications and effects of physical compression of the nuclear content due to deformation, we normalized the heterochromatin mark intensity to the euchromatin mark intensity in each cell. Heterochromatin formation should result in an increased ratio of heterochromatin marks to euchromatin marks, whereas physical compression of chromatin would increase both marks, and therefore not alter their ratio. This ratio of heterochromatin marks to euchromatin marks represents the normalized heterochromatin level, which we refer to as the “heterochromatin level” throughout the article.
Migration of HT1080 cells resulted in increased H3K27me3 heterochromatin levels as the cells squeezed through the \( \leq 2 \times 5 \, \mu m^2 \) confined constrictions, and an even larger increase in H3K27me3 levels in cells that had exited the confined channels, compared to cells that had not entered the channels (Figures 1C and 1D). Staining for H3K9me3 showed similar results, although the facultative heterochromatin (H3K27me3) levels increased more substantially as cells migrated through the confined channels (Figures 1E and 1F). Migration of skin fibroblasts and MDA-MB-231 breast cancer cells through the device yielded similar results (Figures S1A-S1F). Cells exhibited a progressive increase in heterochromatin levels as they migrated through the device (Figures 1G and S1G), whereas the intensity of the H3K9ac euchromatin mark remained constant or even decreased (Figures S1H-S1M). The progressive increase in heterochromatin marks, along with the fact that we observed very few cells with the same high levels of normalized H3K27me3 marks in the “before” population as seen in the “after” population (Figure 1G), supports the interpretation that cells accumulate heterochromatin marks in response to confined migration, instead of enrichment of a pre-existing sub-population with high heterochromatin levels. Nonetheless, we cannot exclude the possibility that selection further contributes to the observed enrichment in heterochromatin marks. As heterochromatin-associated histone modifications such as H3K9me3 can lead to the recruitment of DNA methylation machinery (Rose and Klose, 2014), we hypothesized that the increased heterochromatin histone marks would coincide with an increase in DNA methylation following migration through the devices. Indeed, migration through both control and confined channels increased 5-methylcytosine (5-meC) intensities (Figures S1N and S1O).

Surprisingly, even cells migrating through the \( 15 \times 5 \, \mu m^2 \) control channels displayed an increase in heterochromatin levels. Although the effect was less pronounced than in the \( \leq 2 \times 5 \, \mu m^2 \) confined channels (Figures 1C–1F), it suggests that the vertical confinement of 5 \( \mu m \) is sufficient to induce a nuclear response, consistent with recent observations that cell confinement to heights below 5–7 \( \mu m \) is sufficient to trigger...
mechanosensing responses of the nucleus (Lomakin et al., 2020; Venturini et al., 2020). To determine whether the observed increase in heterochromatin was due to physical confinement or merely represented chromatin changes associated with migration initiation (Gerlitz and Bustin, 2010), we conducted experiments in which cells migrated through either the 15 × 5 μm² control channels or through taller (15 × 10 μm²) channels that do not result in vertical confinement of the nucleus (Figure 1H). Cells migrating through the 5-μm-tall channels exhibited a significantly larger increase in heterochromatin than cells migrating through the 10-μm-tall channels (Figures 1H and 1I), demonstrating that the observed effect is primarily attributed to the confinement and not the migration process per se. Collectively, these data suggest that confined migration can result in increased and persistent heterochromatin formation, which we termed “confined migration-induced heterochromatin” (CMiH).

**Heterochromatin formation is induced after nuclear transit**

As immunofluorescence staining is limited to end-point measurements, we performed time-lapse experiments with cells stably expressing GFP-HP1α, a heterochromatin reporter that directly binds to H3K9me3 but also requires the cooperative interaction of H3K27me3 for stable binding (Boros et al., 2014; Cheutin et al., 2003). We frequently observed local and persistent enrichments of GFP-HP1α in nuclei during cell migration through confined channels compared to control channels (Figures 1J–1L, S2A, and S2B). The GFP-HP1α enrichments lasted for more than 4 h after nuclear transit through the confined constrictions (Figures 1J, 1K, S2A, and S2B; Video S1), suggesting that the increase in GFP-HP1α signal reflects persistent chromatin modifications and not transient pooling of mobile GFP-HP1α. To further validate that the confined migration-induced GFP-HP1α enrichment reflects true heterochromatin formation, we performed fluorescence recovery after photo-bleaching (FRAP) analysis (Schmiedeberg et al., 2004) on the GFP-HP1α-enriched nuclear regions, with centromeric GFP-HP1α foci serving as positive controls (Figures S2C–S2H).

Nuclear blebs with enriched GFP-HP1α signals had a decreased fraction of mobile GFP-HP1α compared to non-bleb nuclear regions (Figures S2G and S2H), suggesting that these enrichments reflect GFP-HP1α bound to heterochromatin formed in nuclear bleb regions.

**Confined migration-induced heterochromatin formation is persistent**

To assess the persistence of CMiH, we performed long-term time-lapse imaging of cells in the migration device in an incubator-mounted microscope combined with subsequent immunofluorescence analysis for H3K27me3 and H3K9ac histone marks (Figure 2A and Video S2), enabling us to correlate heterochromatin levels with the time after nuclear transit through the constrictions for individual cells. Intriguingly, the heterochromatin levels in cells that had passed through the confined channels remained significantly elevated compared to cells in the unconfined “before” area during the 5-day observation period (Figure 2B). Cells maintained CMiH even after completing at least one round of mitosis, without any trend of reversion in their heterochromatin levels (Figures 2C, S3A, and S3B), suggesting that the epigenetic modifications were inheritable through DNA replications. Cells that did not undergo mitosis after nuclear transit even showed a trend toward a further increase in heterochromatin levels over time (Figures 2D and S3A–S3C). Overall, these experiments indicate that CMiH persists for at least 5 days, including in proliferating cells.

**Confined migration-induced heterochromatin formation is dependent on histone-modifying enzymes**

To investigate the molecular mechanisms behind CMiH formation, we inhibited specific steps of the euchromatin-heterochromatin transition (Figure 3A). Histone methyltransferases are required for the addition of methyl groups to H3K9 and H3K27. Treatment with 3-Deazaneplanocin A (DZNep), a broadband histone methyltransferase inhibitor (HMTi) (Miranda et al., 2009; Stephens et al., 2018) (Figure S4A), significantly reduced CMiH (Figure 3B), confirming that the observed changes in H3K27me3 and H3K9me3 heterochromatin levels were the result of increased histone methylation. We used a broadband histone deacetylase inhibitor (pan-HDACi), Trichostatin A (TSA) (Vigushin et al., 2001), to block the removal of histone acetylation (Figure S4A), a prerequisite for methylation of the same residues. Pan-HDACi treatment significantly reduced CMiH compared to vehicle controls (Figure 3C), suggesting that the process is dependent on HDACs. One particular HDAC family member, HDAC3, had previously been implicated in catalyzing heterochromatin formation when cells are subjected to external compression or constraint spreading (Alisafaei et al., 2019; Damodaran et al., 2018). Thus, we hypothesized that HDAC3 may also play a crucial role in CMiH formation. Indeed, treatment with RGFP966, a potent HDAC3 inhibitor (HDAC3i) (Malvaez et al., 2013) (Figure S4B), demonstrated nearly the same inhibitory effect on CMiH as...
pan-HDACi (Figure 3D). Depletion of HDAC3 by siRNA (Figure S4C) similarly reduced CMiH after migration through confined channels, compared to the non-target siRNA control (Figure S4D). Combined treatment of HMTi and pan-HDACi completely eliminated CMiH while also reducing the baseline heterochromatin levels before migration (Figure 3E), speaking to the pivotal role of HMTs and HDACs in chromatin modifications. To test if the transition from heterochromatin back to euchromatin by histone demethylases (HDMs) also affects the levels of CMiH, we used JIB-04, a Jumonji-domain histone demethylases inhibitor (HDMi) (Parrish et al., 2018) (Figure S4E). As expected, HDMi treatment increased CMiH in cells squeezing through constrictions and after migrating out of the channels, compared to vehicle controls (Figure 3F).

Confined migration-induced heterochromatin formation is controlled by HDAC3 phosphorylation

To investigate the molecular mechanism responsible for CMiH in more detail, we examined the intracellular localization of HDAC3 during confined migration, as previous studies had reported that mechanical stimulation can trigger cytoplasmic to nuclear translocation of HDAC3 to induce heterochromatin formation (Alisafaei et al., 2019; Damodaran et al., 2018). However, live cell microscopy of cells stably expressing

---

**Figure 2. Confined migration induces persistent heterochromatin formation lasting for at least 5 days**

(A) The workflow of live imaging with staining experiments using the migration devices. NLS-GFP expressing HT1080 cells were seeded into the device (step 1). Cells were allowed migration for up to 5 days under live imaging (step 2). The acquired time-lapse movie was then used to track single-cell migration path during the experiment, especially the timing of the last nuclear transit through confined constrictions (step 3). The cells were fixed, and the PDMS was removed (step 4), and the cells were then stained for chromatin marks (step 5). Finally, single-cell staining data were matched to the time-lapse tracking data for the correlation of heterochromatin level with the time after nuclear transit (step 6). Please see also Video S2.

(B) The correlation of normalized H3K27me3 heterochromatin level with time after the last nuclear transit through confined constrictions in HT1080 cells, binned by an interval of 24 h. All values are normalized to “before” cells. ***p < 0.001, one-way ANOVA with Tukey’s multiple comparison test.

(C) The correlation and linear regression of normalized H3K27me3 heterochromatin level with time after the last nuclear transit through confined constrictions in HT1080 cells with mitosis. All values are normalized to “before” cells. (D) The correlation and linear regression of normalized H3K27me3 heterochromatin level with time after the last nuclear transit through confined constrictions in HT1080 cells without any mitosis. All values are normalized to “before” cells. Data are presented as the mean ± SEM, based on n cells (listed in each graph) pooled from three biological replicates. Please see also Figure S3.
GFP-HDAC3 did not reveal any changes in the nucleoplasmic-to-cytoplasmic (Nuc/Cyto) ratio of GFP-HDAC3 after nuclear transit through confined constrictions (Figure 3G and Video S3), suggesting that nuclear translocation of HDAC3 does not play a major role in CMiH formation. An alternative hypothesis is that confined migration results in increased activation of HDAC3, thereby contributing to increased heterochromatin formation. To test this hypothesis, we stained for phosphorylation of HDAC3 on serine 424 (pSer424-HDAC3) after nuclear transit through confined constrictions. We observed reduced CMiH after cells depleted of CK2a migrated through confined channels, when compared to non-target siRNA control (Figure 3I). However, the effect was mild and was not mirrored in cells squeezing through constrictions. This suggests that either residual CK2 levels are sufficient for CMiH, or that additional, yet-to-be-determined mechanisms regulating HDAC3 activity are involved in CMiH formation.

**Stretch-sensitive ion channels, but not nuclear envelope rupture, contribute to confined migration-induced heterochromatin formation**

To identify additional molecular players involved in CMiH formation, we investigated the role of the nuclear envelope (NE) proteins emerin and lamin A/C. HDAC3 localization to the nuclear periphery plays a crucial role in maintaining repression for specific gene loci during differentiation (Poleshko et al., 2017), and...
Figure 4. Confined migration-induced heterochromatin formation is affected by stretch-sensitive ion channels, but independent of nuclear envelope rupture

(A) Left panel: representative images of normalized H3K27me3 heterochromatin in HT1080 cells treated with H2O (vehicle) control or GdCl3 during confined migration. Scale bars: 10 μm. Right panel: quantification of normalized H3K27me3 heterochromatin in cells treated with vehicle (H2O) control or GdCl3 during confined migration. All values are normalized to H2O “before” cells. *p < 0.05, **p < 0.001, two-way ANOVA with Tukey’s multiple comparison test.

(B) The workflow of live imaging with staining experiments using the migration devices. cGAS-mCherry expressing cells were seeded into the device (step 1). Cells were allowed migration overnight under live imaging (step 2). The acquired time-lapse movie was then used to track the single-cell migration path during the experiment, especially the timing of the nuclear envelope (NE) rupture, marked by cGAS-mCherry foci formation (step 3). The cells were fixed, and the PDMS was removed (step 4), and the cells were then stained for chromatin marks (step 5). Finally, single-cell staining data were matched to the time-lapse tracking data for the correlation of heterochromatin level with the occurrence of NE rupture and the time after NE rupture (step 6).

(C) Quantification of normalized H3K9me3 heterochromatin levels in HT1080 cells experienced NE rupture (yellow) or not (blue) during confined migration. All “rupture” and “no rupture” heterochromatin levels are normalized the same level in “before” cells. N.S., not significant, based on two-way ANOVA with Tukey’s multiple comparison test.
accumulates at the site of NE rupture (Denais et al., 2016), and then fixed the cells to stain for histone marks thereby leading to heterochromatin formation. To investigate the role of NE rupture in CMiH, we per-

The nuclear lumen and the endoplasmic reticulum (ER) (Lomakin et al., 2020; Venturini et al., 2020). A related mechanism to CMiH, for example, via the influx of extracellular calcium and/or the release of intracellular calcium from the nucleus during confined migration (Denais et al., 2016; Irianto et al., 2016; Raab et al., 2016). NE rupture mechanism may be the transient loss of NE integrity, termed “NE rupture,” due to physical stress on the membrane (Poleshko et al., 2017; van Steensel and Belmont, 2017), did not reduce CMiH but increased the heterochromatin levels during severe nuclear deformation of cell squeezing (Figure S5D). As lamin A/C and emerin have pleiotropic effects on chromatin organization and dynamics (Bronshtein et al., 2015; Dechat et al., 2009; Ranade et al., 2019), the exact mechanisms by which lamin A/C and emerin affect heterochromatin levels during cell squeezing remain to be explored.

Recent studies found that stretch-sensitive ion channels can modulate heterochromatin changes in response to mechanical challenges (Nava et al., 2020; Stephens et al., 2018). To test if CMiH is dependent on stretch-sensitive ion channels, we treated cells with gadolinium chloride (GdCl₃), a broad inhibitor for stretch-sensitive ion channels (Caldwell et al., 1998). GdCl₃-treated cells had significantly reduced CMiH compared to vehicle-treated controls (Figure 4A), indicating that stretch-sensitive ion channels contribute to CMiH, for example, via the influx of extracellular calcium and/or the release of intracellular calcium from the nuclear lumen and the endoplasmic reticulum (ER) (Lomakin et al., 2020; Venturini et al., 2020). A related mechanism may be the transient loss of NE integrity, termed “NE rupture,” due to physical stress on the nucleus during confined migration (Denais et al., 2016; Irianto et al., 2016; Raab et al., 2016). NE rupture could result in calcium release from the nuclear lumen and ER, as well as mislocalization of histone modifying enzymes, ions, or signaling molecules (Denais et al., 2016; Irianto et al., 2016; Raab et al., 2016), thereby leading to heterochromatin formation. To investigate the role of NE rupture in CMiH, we performed time-lapse migration experiments of cells expressing a fluorescent reporter (cGAS-mCherry) that accumulates at the site of NE rupture (Denais et al., 2016), and then fixed the cells to stain for histone marks (Figure 4B). Notably, we did not detect any significant difference in CMiH between cells that incurred NE rupture during migration and those that did not (Figures 4C and S5E). Furthermore, cells that had experienced NE rupture did not show any significant correlation between the time that had passed since rupture and their heterochromatin levels (Figures 4D and S5F). Taken together, these data suggest that CMiH is independent of NE rupture.

Confined migration alters chromatin accessibility

Histone modifications often result in altered chromatin accessibility and gene expression. Increased chromatin accessibility near promoters allows binding of transcriptional machinery and regulatory elements, which can lead to increased gene expression (Buenrostro et al., 2015; Tsompana and Buck, 2014). In contrast, decreased chromatin accessibility is associated with silenced genomic regions and heterochromatin (Buenrostro et al., 2015; Tsompana and Buck, 2014). As the limited number (<100) of cells that each microfluidic device can provide is insufficient for genome-wide analysis techniques, we examined changes in chromatin organization in cells migrating through 3D collagen matrices with different average pore sizes, achieved by polymerization solutions with different collagen concentrations. We chose collagen concentrations that result in average pore sizes ranging from ~27 μm² (0.3 mg/mL, low concentration) to ~4 μm² (1.7 mg/mL, high concentration) in cross-section (Denais et al., 2016; Wolf et al., 2013) (Figure 5A). Experiments were performed either in the absence or presence of a broadband matrix metalloproteinase (MMP) inhibitor. When MMPs are inhibited, cells must migrate through pre-existing pores in the collagen matrix, whose size correlates with the collagen concentration (Wolf et al., 2013).

In contrast to the experiments using microfluidic devices to control cell confinement, cell migration in high-concentration 3D collagen matrices did not increase global heterochromatin levels when compared to cells in low concentration collagen matrices, regardless of MMP inhibitor (MMPi) treatment (Figures 5A and 5B). Furthermore, the degree of nuclear deformation (nuclear circularity) had no correlation with heterochromatin levels (Figure S6A), although this could also reflect the fact that nuclear deformations are very dynamic and thus images provide only a static snapshot of the current nuclear morphology, whereas changes...
Figure 5. Confined migration alters chromatin accessibility
(A) Representative staining of H3K27me3 (red) and H3K9ac (green) in HT1080 cells migrating in low (0.3 mg/mL), medium (1.0 mg/mL), or high (1.7 mg/mL) concentration collagen matrices, under DMSO (vehicle control) or MMPi treatment. Reflected light images of the collagen matrices is shown in cyan. Zoom-in regions of the collagen matrices under MMPi treatment are marked by magenta. Scale bars: 15 μm.

(B) Quantification of the normalized H3K27me3 heterochromatin level in HT1080 cells migrating in collagen matrices, under DMSO or MMPi treatment. All values are normalized to DMSO-treated cells in low concentration collagen. **p < 0.01, two-way ANOVA with Tukey’s multiple comparison test. Data are presented as the mean ± SEM, based on n cells pooled from three biological replicates.
in heterochromatin levels are much more persistent (Figure 2). In collagen matrices made with even higher collagen concentrations (2.4 and 3.1 mg/mL), cells migrating in the absence of MMPi showed a trend toward reduced heterochromatin levels under vehicle control; however, as heterochromatin levels remained essentially unchanged in MMPi-treated cells, independent of collagen concentration (Figure S6B), this trend could not be attributed to differences in confinement, and may instead reflect other effects of increased collagen concentrations. Surprisingly, increasing collagen concentrations in 2D culture did not affect heterochromatin levels (Figure S6C). Overall, these results suggest that when cells migrate through confined environments in 3D collagen matrices under MMPi, global heterochromatin levels do not show an increase, similar to previous reports (Golloshi et al., 2022; Wang et al., 2018). At the same time, these findings point to the difficulty in interpreting results from 3D collagen matrices due to the pleiotropic effects of varying collagen concentrations. For example, the discrepancy between the immunofluorescence staining results for global changes of heterochromatin levels obtained in the microfluidic devices and the 3D collagen matrices could result from the effects of increased collagen concentrations on the viscoelastic properties of the matrix or increased collagen–cell surface receptor interactions.

Despite the lack of overt differences in global heterochromatin levels, we reasoned that cells subjected to confined migration may still exhibit local chromatin changes undetected by whole-cell staining levels, as reported by Golloshi et al., 2022. To test this hypothesis, we performed Assay for Transposase-Accessible Chromatin using sequencing (ATAC-seq) analysis, which measures the accessibility of the chromatin genome-wide by transposase-based tagging and fragmentation of the genome (Corces et al., 2017). Experiments were performed in the presence of MMPi treatment to ensure confined pore sizes in the matrices. We designed an ATAC-seq pipeline involving cell collection out of the collagen matrices using collagenase digestion (Figure 5C), which preserved heterochromatin levels (Figure 5D). Principal component analysis (PCA) of ATAC-seq data showed clustering of samples according to the collagen concentrations (Figure 5D), suggesting the progressive effect of increasing collagen concentrations (and decreasing pore sizes) on local chromatin accessibility. The open and accessible euchromatin is expected to exhibit increased accessibility (i.e., high transposase-tagged fragment reads and therefore high ATAC-seq signal), whereas the compact and inaccessible heterochromatin is expected to show decreased accessibility (i.e., low transposase-tagged fragment reads and therefore low ATAC-seq signal). Differential accessibility analysis of high versus low concentration collagen samples revealed 534 differentially accessible (DA) peaks that were up-regulated in high-concentration collagen samples (referred to as “up” peaks), and 1,319 down-regulated DA peaks (“down” peaks) in high-concentration collagen samples (Figure 5E, panel i). The larger number of “down” peaks (purple) compared to “up” peaks (red) indicates an overall trend of reduction in chromatin accessibility, consistent with the global increase in H3K27me3 and H3K9me3 in the microfluidic devices and suggesting that cells migrating in high-concentration collagen matrices still exhibit local and small-scale heterochromatin formation, despite the lack of global increase. Other comparisons, i.e., high versus medium and medium versus low collagen concentrations, showed similar but less pronounced patterns, with a larger number of “down” than “up” peaks (Figure 5E, panels ii-iii). An overview of all “down” peaks, aligned based on their peak centers, revealed that the ATAC-seq signal of these peaks remained low at all collagen concentrations, without large visual differences, despite their statistical significance (Figure 5F, left panel). These data suggest that these peaks correspond to genomic regions that are already silenced at baseline and thus only poorly accessible. In contrast, the ATAC-seq...
Figure 6. Confined migration decreases intergenic chromatin accessibility near centromeres and telomeres, and global transcription

(A) Distribution of the distance between each "down" peak and TSS of its associated genes, calculated by GREAT annotated region-gene associations. Y-axis: the fraction of all associated genes. X-axis: binned distances to TSS in kb. The number on the top of each bar: the number of peak-associated genes with distances in that bin.

(B) Genome browser shots of three representative genes associated with "down" peaks, (i) TERT, (ii) COL23A1, and (iii) MUC2 ATAC-seq signals in low-, medium-, and high-concentration collagen samples. Red arrows: ATAC-seq peaks that are negatively correlated with increasing collagen concentrations.

(C) The percentage of "up" and "down" peaks located within 3 Mb from centromeres or telomeres. ***p < 0.001, two-way ANOVA with Tukey's multiple comparison test.

(D) Representative karyoplot of DA peaks on chromosome 12. Black lines: locations of "up" peaks (top) and "down" peaks (bottom). Red areas: centromeres. Green areas: telomeres. Blue arrows: clustering of "down" peaks near centromeres and telomeres. Scale bar: 20 Mb.

(E) Left panel: representative images of pSer2-RNAPII (red) and DAPI (blue) in HT1080 cells during confined migration. Scale bar: 10 μm. Right panel: quantification of pSer2-RNAPII intensities in cells migrating through control or confined channels. All values are normalized to control channels "before" cells. *p < 0.05, **p < 0.01, ***p < 0.001, two-way ANOVA with Tukey's multiple comparison test.
Confined migration decreases intergenic chromatin accessibility near centromeres and telomeres

To further assess the potential effects of chromatin accessibility changes on nearby genes, we plotted each peak’s distance to the TSS of its associated genes (i.e., computationally mapped genes and regulatory domains within ±1,000 kb of the peak) using Genomic Regions Enrichment of Annotations Tool (GREAT; McLean et al., 2010). Most of the “down” peaks were located far (i.e., more than 50 kb, a common long-distance cutoff (Akhtar et al., 2013; Wong, 2016) from the TSS of the associated genes (Figure 6A), consistent with their annotation as being located in “intergenic regions” (Figure 5G). These data suggest that most of the computationally associated genes are unlikely to be regulated by “down” peaks, although in some cases, ATAC-seq signals of the “down” peaks mapped onto the corresponding genes displayed a small but progressive decrease in accessibility from low to high collagen concentrations (Figure 6B and Table S1).

Our findings indicate that most “down” peaks are in genomic regions with low chromatin accessibility, i.e., regions that are likely already silenced by heterochromatin at baseline. We thus hypothesized that heterochromatin spreading from centromeric or telomeric regions plays a role in CMiH formation, as heterochromatin spreading from pre-existing heterochromatin is a common mechanism of heterochromatin formation (Allshire and Madhani, 2018; Wang et al., 2014). When we mapped the distance of each DA peak to the centromere or telomeres of the same chromosome, we found that many “down” peaks, but only a few “up” peaks, were located within 3 Mb of centromeres or telomeres (Figure 6C), well within the < 9 Mb definition of peri-centromeric regions or the < 7 Mb definition of sub-telomeric regions (Levy-Sakin et al., 2019). When mapping peaks to whole chromosomes as karyoplots, “down” peaks were visually clustered within or near the centromeres and telomeres, whereas “up” peaks did not follow any obvious pattern (Figures 6D, S7A, and S7B). Moreover, “down” peaks shared among all three different comparisons (high versus low, high versus medium, and medium versus low) of collagen concentration samples (Figure S7C) had even more peaks within 3 Mb of centromeres or telomeres than “down” peaks in high versus low comparison only (Figure S7D), suggesting that CMiH formation consistently clustered around these constitutive heterochromatin sites.

As centromeres, telomeres, and nearby regions contain an abundance of highly repetitive DNA sequences and transposable elements (TEs) (Slotkin and Martienssen, 2007), which are not detectable by conventional sequencing analysis methods, we used custom-developed algorithms (Kapusta et al., 2013; Lynch et al., 2015) to map TEs to “up” or “down” peaks. As expected, “down” peaks were significantly enriched with TEs, including the cancer-overexpressed alpha satellite, ALR_Alpha (Bersani et al., 2015), and one of the most active TEs in the abundant Alu TE family, AluYf (Bennett et al., 2008) (Figure S7E, panel i). In contrast, “up” peaks were depleted for TEs (Figure S7E, panel ii). The locations of the enriched TEs matched centromeres or telomeres (Figures S7F and S7G), further strengthening the observation of “down” peaks clustering around these sites. Taken together, these data suggest that CMiH is associated with reduced chromatin accessibility near centromeres and telomeres, likely resulting from the spreading of constitutive heterochromatin sites, rather than the silencing of new and gene-rich genomic regions.

Confined migration decreases global transcription and nascent mRNA levels

As the global increase in heterochromatin marks and the ATAC-seq analysis suggest a predominantly repressive effect of confined migration on gene expression, we investigated the impact of confined
**Figure 7.** Confined migration increases chromatin accessibility at genes of diverse functions, and confined migration is promoted by heterochromatin formation

(A) Distribution of the distance between each “up” peak and TSS of its associated genes, calculated by GREAT annotated region-gene associations. Y-axis: the fraction of all associated genes. X-axis: binned distances to TSS in kb. The number on the top of each bar: the number of peak-associated genes with distances in that bin.

(B) Genome browser shots of three representative genes associated with “up” peaks, (i) TRIM44, (ii) HDAC3, and (iii) CBX5/HP1α ATAC-seq signals in low-, medium-, and high-concentration collagen samples. Red arrows: ATAC-seq peaks that are positively correlated with increasing collagen concentrations.
migration on RNA polymerase II phosphorylation (pSer2-RNAPII), a marker of active transcription elongation (Bartkowiak and Greenleaf, 2011). Consistent with the chromatin modifications, cells that had migrated through either the control or confined channels had lower pSer2-RNAPII levels than cells in the unconfined “before” area, but the effect was more pronounced in the confined channels (Figure 6E), indicating that confined migration represses transcription. To directly visualize the relative level of transcription, we pulsed cells with 5-ethyluridine (5-EU) to label nascent mRNA transcripts (Jao and Salic, 2008). The results revealed a significant decrease of nuclear 5-EU signal in cells squeezing through the constrictions and after migration through the control and confined channels (Figure 6F), consistent with the reduced RNAPII phosphorylation and a decrease in transcription. The fact that even migration through the 15 × 5 μm² control channels reduced transcription is consistent with our earlier finding that the 5-μm channel height was sufficient for CMiH formation (Figures 1H and 1I). The overall repressed transcription in cells migrating through 5-μm-tall channels supports the ATAC-seq results of local repressive chromatin accessibility changes induced by confined migration, reflecting the silencing effect of CMiH.

Confined migration increases chromatin accessibility at genes associated with diverse cellular functions

Given that a high fraction of “up” peak locations were annotated as promoter-TSS regions (Figure 5G), we examined their relationship to genes within ±1,000 kb of the peaks. The peak-to-TSS distribution showed that most of the “up” peaks were located within 5 kb of the TSS of associated genes (Figure 7A). Mapping the ATAC-seq signals of representative “up” peaks onto the corresponding genes revealed a progressive increase in accessibility near the genes’ promoter-TSS from low- to high-concentration collagen (Figure 7B and Table S1). However, although statistically highly significant, the log₂-fold changes (log2FC) of “up” peaks were typically small in magnitude, with the largest log₂-fold changes only ≈0.4 (Table S1), suggesting that any associated transcriptional changes may be relatively small and difficult to detect. Accordingly, we did not find any significant difference in gene expression during migration in 3D collagen matrices, or in protein levels during migration in the microfluidic devices of two representative genes associated with “up” peaks, HDAC3 and CBX5/HP1α (Figures S8A–S8D). However, we cannot rule out the possibility that other “up” peaks-associated genes may show actual transcriptional changes.

To explore the potential functional consequences of genes associated with “up” peaks, we performed gene ontology (GO) biological process enrichment analysis of these genes (Table 1), revealing an enrichment in chromatin/gene silencing and other chromatin structure-related functions (denoted with a in Table 1), DNA damage checkpoint (Table S3), and cell cycle checkpoint (Table S4). Moreover, GO cellular component enrichment analysis revealed enrichment of DNA packaging complex, nucleosome, and chromosome (telomeric region) associated genes (Table S5). Interestingly, many of the annotated genes encode histones proteins, including genes from all four major histone families of H2A, H2B, H3 and H4, as well as several genes critical for heterochromatin formation and maintenance, such as histone acetyltransferase 1 (HAT1), HDAC3, and CBX5/HP1α (denoted with * in Table S2).

Canonical pathway analysis of the genes associated with “up” peaks (i.e., those whose TSS was nearest to the peak) using Ingenuity Pathway Analysis (IPA) (Krämer et al., 2014) identified a diverse list of significant pathways, including pathways related to cell migration, tumor invasion, histone methylation, and heterochromatin formation (Table 2). Moreover, several of the pathways, such as TGF-β signaling, Pyridoxal 5’-phosphate Salvage Pathway, and ERK5 Signaling, had previously been linked to migration-induced H3K27me3 heterochromatin in scratch wound assays (Segal et al., 2018). Predicted regulatory networks of “up” peak-associated
genes generated using IPA identified cell migration or tumor invasion, heterochromatin formation, and cell growth among the activated downstream functions, whereas DNA damage was among the inhibited downstream functions (Figures 7C and S9). Moreover, genes associated with “up” peaks that were shared among different comparisons (high versus low, high versus medium, and medium versus low) of collagen concentration samples (Figure S8E) exhibited the same predicted downstream functions (Figure S8F), suggesting that such gene functions are important for confined migration. Overall, the presence of numerous chromatin structure-related functions in the GO term and pathway analysis indicates that changes in chromatin accessibility caused by confined migration may drive further chromatin remodeling steps involved in CMiH. Other cellular functions identified in the analysis are consistent with previous findings that cell migration activates tumor invasion and cell proliferation pathways (Segal et al., 2018), and that migration through confined spaces can induce DNA damage pathways (Denais et al., 2016; Irianto et al., 2016, 2017; Shah et al., 2020) and alter cell cycle progression (Moriarty and Stroka, 2018; Xia et al., 2019).

To identify transcription factors (TFs) that may regulate “up” peaks in response to confined migration, we performed motif enrichment analysis on “up” peak sequences and matched the enriched DNA motifs to known TF binding motifs (Figure S8G). The identified TF included SP1 and SMAD3 (underlined in Figure S8G), which form a complex under TGF-β signaling to regulate tumor progression and invasion (Jungert et al., 2006; Lang et al., 2020). Intriguingly, SP1 was also a predicted upstream regulator (underlined in Figure 7C), whereas SMAD3 gene was identified as part of the chromatin GO terms (denoted with ṯ in Table S2) and one of the genes associated with the shared “up” peaks (highlighted in Figure S8F). These findings suggest that both SP1 and SMAD3 could serve potential roles as upstream TFs that regulate the accessibility and downstream functions in genes associated with “up” peaks.

### Confined migration regulates the co-accessibility of enhancer-promoter interactions

One central mechanism by which chromatin accessibility changes can regulate gene expression is through enhancer-promoter interactions (EPIs) that exhibit co-accessibility, i.e., having the same direction of
Table 2. Canonical pathways of genes associated with up-regulated DA peaks in high-concentration collagen samples

| Ingenuity Canonical Pathways                                      | Rank | $-\log(p$-value) | Z score |
|------------------------------------------------------------------|------|------------------|---------|
| NRF2-mediated Oxidative Stress Response*                         | 1    | 3.94             | 2.333   |
| Antioxidant Action of Vitamin C                                  | 2    | 3.22             | -2.449  |
| Spliceosomal Cycle                                               | 3    | 2.86             | 2.236   |
| Kinetochore Metaphase Signaling Pathway                          | 4    | 2.74             | 1.134   |
| Protein Ubiquitination Pathway                                   | 5    | 2.54             | N/A     |
| Superpathway of Methionine Degradation*                          | 6    | 2.44             | 2       |
| mTOR Signaling*                                                  | 7    | 2.44             | 1.633   |
| p38 MAPK Signaling*                                              | 8    | 2.36             | 1.342   |
| Estrogen Receptor Signaling*                                     | 9    | 2.32             | 2.887   |
| Phospholipases                                                   | 10   | 2.28             | 2.236   |
| Thioredoxin Pathway                                              | 11   | 2.23             | N/A     |
| Hypoxia Signaling in the Cardiovascular System                   | 12   | 2.05             | N/A     |
| Cell Cycle: G2/M DNA Damage Checkpoint Regulation                | 13   | 2                | -2      |
| Toll-like Receptor Signaling                                     | 14   | 2                | N/A     |
| CD27 Signaling in Lymphocytes                                    | 15   | 1.88             | 2       |
| Endothelin-1 Signaling*                                          | 16   | 1.78             | 2.828   |
| Role of PKR in Interferon Induction and Antiviral Response       | 17   | 1.78             | 1.342   |
| Glycogen Degradation II                                          | 18   | 1.76             | N/A     |
| IL-1 Signaling*                                                  | 19   | 1.67             | 1.342   |
| DNA Methylation and Transcriptional Repression Signaling*        | 20   | 1.66             | N/A     |
| Glycogen Degradation III                                         | 21   | 1.63             | N/A     |
| TGF-β Signaling*                                                 | 22   | 1.6              | 1.342   |
| Insulin Secretion Signaling Pathway                              | 23   | 1.58             | 3       |
| Choline Biosynthesis III                                         | 24   | 1.57             | N/A     |
| Mitotic Roles of Polo-Like Kinase                                | 25   | 1.57             | N/A     |
| Pyridoxal 5′-phosphate Salvage Pathway*                          | 26   | 1.57             | N/A     |
| UVA-Induced MAPK Signaling                                       | 27   | 1.56             | N/A     |
| Remodeling of Epithelial Adherens Junctions*                     | 28   | 1.53             | N/A     |
| GNRH Signaling                                                   | 29   | 1.51             | 2.646   |
| April Mediated Signaling                                         | 30   | 1.5              | N/A     |
| IL-10 Signaling*                                                 | 31   | 1.49             | N/A     |
| NER Pathway                                                      | 32   | 1.48             | -1.342  |
| B Cell Activating Factor Signaling                               | 33   | 1.48             | N/A     |
| IGF-1 Signaling*                                                 | 34   | 1.47             | N/A     |
| ERK5 Signaling*                                                  | 35   | 1.45             | 2       |
| Endocannabinoid Cancer Inhibition Pathway                        | 36   | 1.42             | 1.633   |
| Pancreatic Adenocarcinoma Signaling*                             | 37   | 1.39             | N/A     |
| iNOS Signaling*                                                  | 38   | 1.37             | N/A     |
| PFKFB4 Signaling Pathway                                         | 39   | 1.35             | N/A     |
| Endocannabinoid Developing Neuron Pathway                        | 40   | 1.31             | 1       |
| Renal Cell Carcinoma Signaling*                                  | 41   | 1.31             | N/A     |
| Chemokine Signaling*                                             | 42   | 1.31             | 2       |

Only pathways with $-\log(p$-value) $> 1.30$ ($p$-value $< 0.05$) and |Z-score| (if known) $\geq 1$ are shown. N/A, not available.

*Cell migration or tumor invasion-related pathways. *Histone methylation or heterochromatin formation-related pathways.
accessibility changes (Klemm et al., 2019; Pliner et al., 2018). To identify potential EPIs in “up” and “down” peaks, we assigned peaks that were within 1 kb upstream of the nearest gene’s TSS to be “promoter-associated,” and all other peaks as “non-promoter-associated.” As expected, we identified more promoter-associated peaks in “up” peaks than in “down” peaks (Figure S10A). We then mapped all peaks to the DNase I hypersensitive regions in the ENCODE database (Rosenbloom et al., 2013), as DNase I hypersensitivity validates chromatin regulatory elements, including promoters and enhancers (Tsompana and Buck, 2014). “Up” peaks overlapped much more with the DNase I data, suggesting that “up” peaks contained more putative promoters and enhancers than “down” peaks (Figure S10B). Based on the validated peaks, we found that EPI distance (promoter to non-promoter, peak-to-peak distance) was significantly longer for “up” peaks, compared to “down” peaks (Figure S10C). This finding suggests that long-range (i.e., more than a few hundred kb) enhancer-mediated regulation plays a role in “up” peaks-associated genes, which is a sign of epigenetic dysregulation and compromised chromatin domains in cancer (Schoenfelder and Fraser, 2019). We identified 41 and 7 EPIs in “up” peaks and “down” peaks, respectively, based on the conventional 500 kb cutoff (van Arensbergen et al., 2014) (Figure S10D). Representative EPIs in “up” peaks mapped to the enhancer and promoter database annotations (Figure S10F), supporting the validity of our EPI identification. Overall, these identified EPIs suggest that confined migration-induced chromatin accessibility changes may influence gene expression via enhancer-mediated regulation.

Heterochromatin formation promotes confined migration

The significant extent of CMiH formation, the associated local chromatin accessibility changes, and the predicted potential downstream functions prompted us to investigate the effects of CMiH on migration. Previous studies showed that reducing heterochromatin levels by treatment with pan-HDACi (TSA) or HMTi (5’-deoxy-5’-methylthioadenosine) impairs migration through 3D confined environments (Fu et al., 2012; Krause et al., 2019). As reduced nuclear stiffness via lamin depletion facilitates nuclear transit through confined spaces (Davidson et al., 2014; Lautscham et al., 2015), it is puzzling that reduced nuclear stiffness due to lower heterochromatin levels would have the opposite effect on confined migration (Krause et al., 2019). Therefore, we decided to test if CMiH offered an advantage for cell migration through confined channels. HMTi (DZNep) treatment resulted in increased nuclear transit time (i.e., decreased migration speed) through constrictions in both 15 × 5 μm² control and ≤ 2 × 5 μm² confined channels compared to vehicle controls, but the effect was less pronounced in control channels (Figure 7D; Videos S4–S7). The inhibitory effect of HMTi treatment on migration speed was even less in cells migrating through 10-μm-tall (15 × 10 μm²) channels (Figure S11A), which do not confine the nucleus. The progressively increasing effect of HMTi treatment on nuclear transit times when comparing 10-μm-tall channels, 5-μm-tall control channels, and confined channels closely mirrors our earlier findings that migration through 5-μm-tall control channels and confined channels results in increasing levels of heterochromatin compared to the 10-μm-tall channels (Figures 1D, 1F, and 1I). This demonstrates that CMiH is particularly beneficial for migration in increasingly confined conditions. This effect of HMTi on confined migration speed was consistent with previous studies (Fu et al., 2012; Krause et al., 2019), demonstrating the importance of CMiH for efficient nuclear transit through tight spaces. On the other hand, increasing heterochromatin during confined migration via HDMi (JIB-04) treatment did not affect migration speed (Figure 7E). However, under conditions that slow down migration, such as mild hypothermia (33°C), which inhibits cancer cell proliferation and migration (Fulbert et al., 2019; Kalamida et al., 2015), HDMi reduced nuclear transit time through constrictions in confined channels compared to vehicle controls (Figure 7F; Videos S8 and S9). These data suggest that additional heterochromatin formation does not speed up confined migration in general, but it can promote confined migration under adverse conditions. Overall, our data show that CMiH is crucial for efficient confined migration, and additional heterochromatin can promote confined migration under environmental conditions adverse to cell migration.

DISCUSSION

In this study, we demonstrated that CMiH is a prominent feature across cancer and non-cancerous cell lines. Confined migration in microfluidic devices led to increases in H3K27me3 and H3K9me3 levels, both globally and in nuclear blebs, but H3K27me3 increased more substantially, resonating with previous findings of its importance in cancer cell migration (Liu et al., 2018; Segal et al., 2018). Vertical confinement to a 5-μm height was sufficient for CMiH formation, consistent with previous studies on the nuclear mechanosensing threshold being around 5–7 μm (Lomakin et al., 2020; Venturini et al., 2020), and CMiH increased further with increasing confinement and with migration through successive constrictions. An alternative explanation of the observed chromatin changes is that they are permissive for confined migration, and
thus cells with these features are passively selected during confined migration. Although time-lapse microscopy revealed formation of persistent GFP-HP1a enrichments in cells during and after nuclear transit through tight constrictions, indicating an active heterochromatin formation process, and the vast majority of cells that had passed through the constrictions had higher normalized H3K27me3 levels than observed in cells in the “before” population (Figure 1G), we cannot rule out the possibility that the observed increase in heterochromatin is a combination of both active induction and passive selection, as suggested by Golloshi et al. regarding the chromatin changes resulted from repeated transwell migration (Golloshi et al., 2022). Taken together, these findings indicate that CMiH is distinct from heterochromatin associated with general migration initiation, which occurs before the onset of migration in 2D and 3D environments (Gerlitz and Bustin, 2010; Segal et al., 2018).

Although we detected significant increases in global heterochromatin levels in cells migrating through confined microfluidic channels, we did not observe the same global changes in cells migrating through 3D collagen matrices with decreasing average pore sizes. The discrepancy between the microfluidic devices and collagen matrices is likely due to the more complex factors contributing to chromatin changes in collagen matrices, such as matrix stiffness (Zhao et al., 2021) and integrin binding to matrix ligands (Carley et al., 2021), whereas the microfluidic devices allow control of cell confinement without affecting the substrate stiffness or ligand density. This precise control of confinement alone makes microfluidic devices an ideal model for studying confinement-induced biological responses.

Intriguingly, CMiH persisted for at least 5 days and was inheritable after mitosis. One possible consequence of these increased heterochromatin levels is replication stress and subsequent DNA damage (Jiang et al., 2009; Kurashima et al., 2020; Lambert and Carr, 2013), which could reduce cell viability. In support of this hypothesis, DNA damage checkpoint and cell cycle checkpoint were among the enriched GO terms associated with increased chromatin accessibility during confined migration. Notably, migration through the confined channels induced around 20% of cell death during a 5-day observation period, compared to 7% cell death for cells migrating through the control channels (Figure S3D), suggesting that persistent high heterochromatin levels may lead to decreased cell viability, although other factors associated with confined migration could further contribute to the increased cell death. The larger increase in cell death compared to what was reported in a previous study using similar migration devices (Denais et al., 2016) may be due to the shorter observation period (<16 h) compared to the multi-day time period analyzed here. A recent study found that nuclear deformation during confined migration is sufficient to cause replication stress and DNA damage (Shah et al., 2020), which could then result in heterochromatin formation (Nikolov and Taddei, 2016). However, the study showed that confined migration-induced DNA damage in HT1080 is mostly due to nuclear envelope ruptures (Shah et al., 2020). Here, we showed that CMiH formation is independent of nuclear envelope ruptures (Figures 4C, 4D, S5E, and S5F). Thus, it would be difficult to explain the heterochromatin formation purely as a response to DNA damage. Moreover, the study showed that migration through the control channel induces very little DNA damage compared to migration through the confined channels (Shah et al., 2020), whereas we showed that migration through the control channel still induces a significant amount of heterochromatin formation. In summary, DNA damage response may be involved, but cannot be the major cause of the observed CMiH formation and transcriptional downregulation.

We identified that CMiH is dependent on a combination of histone modifying enzymes, such as HDAC3 and stretch-sensitive ion channels. However, it is unclear if redundant mechanosensing pathways exist for CMiH regulation, such as through the deformation of nuclear-ER membrane and the subsequent calcium ion influx (Lomakin et al., 2020; Venturini et al., 2020), or through force transmission via cytoskeletons and the linker of nucleoskeleton and cytoskeleton (LINC) complexes (Chang et al., 2015; Crisp et al., 2006).

Our ATAC-seq studies suggest that the increase of heterochromatin predominantly corresponds to the spreading of existing heterochromatin marks in intergenic or transcriptionally repressed regions. The functional consequences of these modifications could include both changes in the mechanical properties of the nucleus such as nuclear compaction and stiffening (Krause et al., 2019; Stephens et al., 2018), but also transcriptional activity due to decreased enhancer accessibility (Klemm et al., 2019; Pliner et al., 2018). On the other hand, we also identified numerous genes with increased accessibility of their promoter-TSS regions. These genes, which frequently had GO terms and pathways associated with chromatin modifications and tumor cell invasion, could promote both the formation of CMiH and downstream effects of confined
migration on other cellular functions. Furthermore, co-accessibility analysis of the ATAC-seq data demonstrated that confined migration may regulate multiple EPIs, which leads to gene expression changes, and long-range EPIs may play a role in the regulation of genes with increased accessibility (i.e., genes associated with “up” peaks). However, as there were far less “up” peaks than “down” peaks, the distances between “up” peaks were overall longer (Figure S10E), potentially resulting in a bias toward overall longer EPI distances in “up” peaks, compared to “down” peaks.

Importantly, we found that CMiH promotes confined migration, as preventing CMiH with HMTi treatment significantly increased transit time, and this effect became increasingly more pronounced with increasing confinement. Possible mechanisms for the pro-migration effect of CMiH include changes in gene expression, nuclear biophysical properties, or a combination of both. For example, CMiH may repress unwanted transcriptional activities, and in turn promote confined migration-related gene expression, similar to the role of H3K27me3 in 2D migration initiation (Segal et al., 2018). On the other hand, CMiH may alter nuclear stiffness and nuclear size (Krause et al., 2019; Stephens et al., 2018), which were shown to affect nuclear transit speed through confined spaces (Krause et al., 2019; Lautscham et al., 2015). Intriguingly, nuclear size was increased under HMTi treatment (Figure S11B) and decreased under HDMI treatment (Figure S11C). The exact mechanism by which CMiH promotes confined migration, however, will require further studies beyond the scope of this work. We will further discuss this in the “limitations of the study” section.

In conclusion, we revealed the phenomenon of heterochromatin formation in the context of confined 3D migration while providing insights into its impact on cell migration and the molecular mechanisms behind it. We have already demonstrated the presence of CMiH in tumor cells and fibroblasts but hypothesize that CMiH also occurs in other cell types, making it relevant for immune responses, wound healing, and during development. Furthermore, the recognition of CMiH in confined migration may provide the motivation for future research to target this mechanism to reduce or prevent cancer metastasis. Moreover, our findings could potentially connect the role of chromatin to the role of the nucleus as a cellular mechanosensory (Lomakin et al., 2020; Venturini et al., 2020), and help pave the way for future studies on how chromatin modifications could affect nuclear and cellular responses to the cell’s physical microenvironment.

Limitations of the study
As the majority of heterochromatin readouts in this study were based on immunofluorescence labeling at fixed time points, one limitation is the lack of real-time data tracking heterochromatin levels in single cells throughout the migration process with quantifiable reporters such as fluorescence resonance energy transfer (FRET) biosensor (Peng et al., 2018) or mintbodies (Sato et al., 2013) that reports chromatin modification changes. However, such single-cell fluorescence-based methods are very sensitive to the intracellular distribution of the reporter, changes in pH, imaging settings, and phototoxicity/photobleaching during repeated imaging, making them challenging to work with for long-term time-lapse microscopy studies of migrating cells. Supporting assays and analysis that can directly quantify the compaction of chromatin, for example, high magnification imaging of DAPI density and transmission electron microscopy (TEM), would validate the heterochromatin readout, but are also limited to fixed cells.

The discrepancy between the changes in global heterochromatin levels observed in the microfluidic device versus in 3D collagen matrices is another limitation of this study. As discussed above, multiple factors likely contribute to these conflicting results, and future studies should address whether other approaches to modulate confinement in 3D matrices, such as using different polymerization temperatures, cross-linkers, or engineered hydrogels with customizable specific material properties, can resolve the differences observed here by reducing confounding factors. Although we performed single-cell analysis combining immunofluorescence labeling for heterochromatin with reflective light microscopy to confirm the local confinement of individual cells in 3D collagen matrices, we nonetheless acknowledge the difficulties stemming from the heterogeneous nature of collagen matrices, which are expected to particularly affect population measurements, such as analysis used in the ATAC-seq and qPCR experiments. Moreover, the standard normalization methods utilized in our ATAC-seq pipeline may mask the potential global changes in accessibility (Chen et al., 2016; Reske et al., 2020). An external spike-in control (Stewart-Morgan et al., 2019) will enable unbiased detection of global-scale changes. The inclusion of a spike-in control is strongly encouraged for follow-up sequencing studies to avoid similar analysis bias. Another limitation of the current ATAC-seq analysis is that we were unable to confirm changes in gene expression or protein levels in the two representative genes we examined. A broader, genome-wide analysis would provide...
further insights into how confined migration could affect gene expression, but would require a collection of larger numbers of cells than currently achievable using our microfluidic devices.

Although our study suggests that confined migration changes chromatin modifications, which may further facilitate cell migration, the exact mechanisms responsible for CMiH and its effect on cell migration remain to be elucidated. Most likely, more than a single mechanism or pathway contribute to the increase in heterochromatin and the associated improvement in confined migration. Aside from potential transcriptional changes (i.e., the predicted regulatory network of ATAC-seq data) and nuclear size that may be affected by histone modifying enzyme inhibitors, we cannot rule out the possibility that other cellular properties, e.g., cell adhesion, traction forces, and cytoskeleton network, may also be affected during the experiments, altering cell migration ability independent of chromatin and nuclear changes.
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### STAR★METHODS

#### KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Antibodies**      |        |            |
| Anti-H3K27me3       | Millipore | Cat# 07-449; RRID: AB_310624 |
| Anti-H3K9me3        | Abcam  | Cat# ab8898; RRID: AB_306848 |
| Anti-H3K9ac         | GeneTex | Cat# GTX630554; RRID: AB_2888219 |
| Anti-phospho-HDAC3 (Ser424) | Cell Signaling | Cat# 3815; RRID: AB_2264084 |
| Anti-lamin A/C (E-1) | Santa Cruz Biotechnology | Cat# sc-376248; RRID: AB_10991536 |
| Anti-lamin A (C-3)  | Santa Cruz Biotechnology | Cat# sc-518013 |
| Anti-emerin         | Leica Biosystems | Cat# NCL-EMERIN; RRID: AB_442088 |
| Anti-phospho-RNA polymerase II (Ser2) | Abcam | Cat# ab5095; RRID: AB_304749 |
| Anti-HDAC3 (7G6CS)  | Cell Signaling | Cat# 3949; RRID: AB_2118371 |
| Anti-HDAC3 (40)     | Santa Cruz Biotechnology | Cat# sc-136290; RRID: AB_10610226 |
| Anti-H1x            | Abcam  | Cat# ab77256; RRID: AB_1523784 |
| Anti-5-methylcytosine (33D3) | Eurogentec | Cat# BI-MECY-0100; RRID: AB_2616058 |
| Anti-histone H3 (1B1B2) | Abcam | Cat# ab195277; RRID: AB_2885180 |
| Anti-histone H3 (D1H2) | Cell Signaling | Cat# 4499; RRID: AB_10544537 |
| Anti-GAPDH         | Proteintech | Cat# 60004-1-lg; RRID: AB_2107436 |
| Anti-pan-actin (D18C11) | Cell Signaling | Cat# 8456; RRID: AB_10998774 |
| **Chemicals, peptides, and recombinant proteins** |        |            |
| Fetal Bovine Serum | WWR, Seradigm | Cat# 89510-186 |
| GlutaMAX supplement | Thermo Fisher, Gibco | Cat# 35050-061 |
| HEPES              | Thermo Fisher, Gibco | Cat# 15630-080 |
| Polybrene infection/transfection reagent | SBI | Cat# LV750A-1 |
| Puromycin          | InvivoGen | Cat# ant-pr-1; CAS# 58-58-2 |
| Blasticidin S      | InvivoGen | Cat# ant-b1-1 |
| Lipofectamine RNAiMAX transfection reagent | Thermo Fisher, Invitrogen | Cat# 13778-100 |
| GM6001 MMP inhibitor | MilliporeSigma | Cat# CC1010 |
| 3-Deazaneplanocin A | Cayman Chemical | Cat# 13828; CAS# 102052-95-9 |
| Trichostatin A     | Sigma-Aldrich | Cat# T8552; CAS# 58880-19-6 |
| RGFP966            | Selleckchem | Cat# S7229,CAS# 1396841-57-8 |
| JIB-04             | Selleckchem | Cat# S7281; CAS# 199596-05-9 |
| Gadolinium(III) chloride | Santa Cruz Biotechnology | Cat# sc-224004; CAS# 10138-52-0 |
| Sylgard 184 Silicone Elastomer Kit (polydimethylsiloxane) | Krayden | Cat# DC019862 |

(Continued on next page)
### REAGENT or RESOURCE SOURCE IDENTIFIER

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| Polyethylenimine, branched | Sigma-Aldrich | Cat# 408727, CAS# 9002-98-6 |
| Rat tail type-I collagen | Corning | Cat# 354236 |
| Human platelet-derived growth factor BB | Cell Signaling | Cat# 89125C |
| Bovine serum albumin | Sigma-Aldrich | Product# A7096, CAS# 9048-46-8 |
| Normal donkey serum | MilliporeSigma | Cat# 637839 |
| S-Ethynyl-uridine | Jena Biosciences | Cat# CLK-N002-10, CAS# 69075-42-9 |
| Collagenase type 7 | Worthington | Cat# LS005333 |
| Poly-L-Lysine | Sigma-Aldrich | Product# P8920, CAS# 25988-63-0 |

### Critical commercial assays

| Critical commercial assays | SOURCE | IDENTIFIER |
|---------------------------|--------|------------|
| RNeasy Plus Mini Kit | Qiagen | Cat# 74134 |
| TURBO DNA-free Kit | Thermo Fisher, Invitrogen | Cat# AM1907 |
| iScript cDNA Synthesis Kit | Bio-Rad | Cat# 1708890 |

### Deposited data

| Deposited data | SOURCE | IDENTIFIER |
|----------------|--------|------------|
| Confined migration ATAC-seq | Gene Expression Omnibus | [GEO]: [GSE181247] |

### Experimental models: Cell lines

| Experimental models: Cell lines | SOURCE | IDENTIFIER |
|--------------------------------|--------|------------|
| HT1080 | DSMZ Braunschweig, Germany | Cat# ACC 315 |
| MDA-MB-231 | ATCC | Cat# ATCC HTB-26 |
| SV40-immortalized human fibroblasts | Coriell Institute | Cat# GM00637 |

### Oligonucleotides

| Oligonucleotides | SOURCE | IDENTIFIER |
|------------------|--------|------------|
| siRNA targeting human LMNA (ON-TARGET plus SMARTpool) | Horizon, DHarmachon | Cat# L-004978-00 |
| siRNA targeting human EMD (Ambion Silencer Select) | Thermo Fisher | Cat# AM16708 |
| siRNA targeting human CK2a | Santa Cruz Biotechnology | Cat# sc-29918 |
| siRNA non-target negative control (ON-TARGETplus non-targeting pool) | Horizon, DHarmachon | Cat# D-001810-10 |
| qPCR primer for HDAC3, forward: GGCACCTCCACTACGGAGC | This paper | N/A |
| qPCR primer for HDAC3, reverse: GGCCTGGTATGGCTTGAAGA | This paper | N/A |
| qPCR primer for CBX5/HP1α, forward: CTCTCAATCCCGGGGACCT | This paper | N/A |
| qPCR primer for CBX5/HP1α, reverse: CAGCTGTCCGCTTGGTTTTC | This paper | N/A |
| qPCR primers for housekeeping control genes, see Table S6 | This paper | N/A |

### Recombinant DNA

| Recombinant DNA | SOURCE | IDENTIFIER |
|-----------------|--------|------------|
| pCDH-CMV-EGFP-HP1α-EF1-puro | This paper | N/A |
| pCDH-CMV-NLS-copGFP-EF1-blast/S | Addgene | Plasmid #132772 |
| pCDH-CAGAS-E225A D227A-mCherry2-EF1-puro | Addgene | Plasmid #132771 |
| pQCXIP-NLS-copGFP-P2A-H2B-tTomato-ires-puro | Elacqua et al. (2018) | N/A |
| pCMV-EGFP-HDAC3 | Nikhil Jain, University of Birmingham, UK | N/A |
### Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Jan Lammerding (jan.lammerding@cornell.edu).

### Materials availability

The plasmids and cell lines generated in this study are available from the lead contact on reasonable request.

---

#### Table of REAGENT or RESOURCE

| REAGENT or RESOURCE                        | SOURCE                                                                 | IDENTIFIER                                      |
|--------------------------------------------|------------------------------------------------------------------------|-------------------------------------------------|
| Software and algorithms                    |                                                                        |                                                 |
| Fastqc                                     | Andrews (2010)                                                         | https://www.bioinformatics.babraham.ac.uk/projects/fastqc/ |
| Fastp                                      | Chen et al. (2018)                                                    | https://github/OpenGene/fastp                   |
| Bowtie2                                    | Langmead and Salzberg (2012)                                          | http://bowtie-bio.sourceforge.net/bowtie2/index.shtml |
| deepTools                                  | Ramírez et al. (2014)                                                 | https://deepTools.readthedocs.io/en/develop/    |
| R                                          | R Core Team (2020)                                                    | https://www.R-project.org/                     |
| Macs2                                      | Zhang et al. (2008)                                                   | https://pypi.org/project/MACS2/                 |
| FeatureCounts                              | Liao et al. (2014)                                                   | http://subread.sourceforge.net/                 |
| DESeq2                                     | Love et al. (2014)                                                   | https://bioconductor.org/packages/release/bioc/html/DESeq2.html |
| HOMER                                       | Heinz et al. (2010)                                                   | http://homer.ucsd.edu/homer/                    |
| BRGenomics (R package)                     | DeBerardine (2020)                                                   | https://mdeber.github.io                       |
| TE-anaysis_Shuffle_bed.pl                  | Kapusta et al. (2013); Lynch et al. (2015)                            | https://github/4ureliek/TEanalysis              |
| Genomic Regions Enrichment of Annotations Tool (GREAT) | McLean et al. (2010)                                               | http://great.stanford.edu/public/html/           |
| Ingenuity Pathway Analysis (IPA)           | Qiangi                                                              | https://digitalinsights.qiagen.com/qiagen-ipa   |
| DREME                                       | Bailey (2011)                                                         | https://meme-suite.org/meme/doc/dreme.html      |
| TomTom                                      | Gupta et al. (2007)                                                   | https://meme-suite.org/meme/tools/tomtom        |
| UCSC genome browser                        | Kent et al. (2002)                                                   | https://genome.ucsc.edu/                        |
| ChIPpeakAnno (R package)                   | Zhu et al. (2010)                                                    | https://bioconductor.org/packages/release/bioc/html/ChIPpeakAnno.html |
| R scripts used to perform ATAC-seq analyses, including exact parameters | This paper                                                           | https://github.com/jaj256/ConfinedATAC (https://doi.org/10.5281/zenodo.6977605) |
| ZEN                                         | Zeiss                                                                 | https://www.zeiss.com/microscopy/us/products/microscope-software/zen.html |
| FIJI-ImageJ                                 | NIH                                                                   | https://image.net/software/fiji/                |
| ImageJ macros used to perform image analyses | This paper                                                          | https://github.com/chiehrenhsia/ConfinedMigration (https://doi.org/10.5281/zenodo.6977605) |
| MATLAB                                      | Mathworks                                                             | https://www.mathworks.com/products/matlab.html  |
| IncuCyte ZOOM                               | Sartorius                                                             | https://www.essenbioscience.com/en/resources/incucyte-zoom-resources-support/software-modules-incucyte-zoom/ |
| Image Studio Lite                          | LI-COR                                                                | https://www.licor.com/bio/image-studio-lite/    |
| GraphPad Prism 9.3.1                        | GraphPad                                                              | https://www.graphpad.com/scientific-software/prism/ |
| Adobe Illustrator CC 2022                   | Adobe                                                                 | https://www.adobe.com/products/illustrator.html |
Data and code availability
ATAC-seq data that supports the findings of this study have been deposited in Gene Expression Omnibus (GEO) repository, with the accession number GEO: GSE181247. The other datasets generated and/or analyzed during the current study are available from the lead contact on reasonable request. The ImageJ Macro scripts used to analyze confocal immunofluorescence staining images and to generate normalized heterochromatin images, and the R scripts used to perform ATAC-seq analyses including the exact parameters can be accessed at https://github.com/jaj256/ConfinedATAC (https://doi.org/10.5281/zenodo.6977605).

EXPERIMENTAL MODEL AND SUBJECT DETAILS
Cell lines and cell culture
The fibrosarcoma cell line HT1080 (ACC315) was purchased from DSMZ in Braunschweig, Germany. The breast adenocarcinoma cell line MDA-MB-231 (ATCC HTB-26) was purchased from American Type Culture Collection (ATCC). The SV40-immortalized human fibroblasts were purchased from the Coriell Institute for Medical Research. All cell lines were cultured in Dulbecco’s Modified Eagle Medium (DMEM, Gibco) supplemented with 10% (v/v) fetal bovine serum (FBS, Seradigm) and 1% (v/v) penicillin and streptomycin (Pen-Strep, Gibco) (i.e., complete DMEM), in the incubator under humidified conditions at 37°C and 5% CO2.

Generation of fluorescently labeled cell lines
HT1080 cells and MDA-MB-231 cells were stably or transiently modified with either of the following constructs: lentiviral construct GFP-HP1α (pCDH-CMV-EGFP-HP1α-EF1-puro) for imaging of heterochromatin formation; retroviral construct NLS (nuclear localization sequence)-GFP and H2B-tdTomato (pQCXIP-NLS-copGFP-P2A-H2B-tdTomato-ires-puro) for measuring of nuclear transit time (Elacqua et al., 2018); GFP-HDAC3 (pCMV-EGFP-HDAC3, a gift from Nikhil Jain) for imaging of HDAC3 localisation; lentiviral construct cGAS-mCherry (pCDH-CMV-cGASE225A/D227A-mCherry2-EF1-blastiS) for imaging of NE rupture (Denais et al., 2016).

METHOD DETAILS
Viral modification
Pseudo-viral particles were produced as described previously (Denais et al., 2016). In brief, 293-TN cells (System Biosciences) were co-transfected with lentiviral packaging plasmid and envelope plasmid (psPAX2 and pMD2.G, gifts from Didier Trono) using Purefection (SBI), following the manufacturer’s protocol. Lentivirus-containing supernatants were collected at 48 and 72 h post-transfection and filtered. Cells were seeded into 6-well plates to reach 50–60% confluency on the day of infection and were transduced 2–3 consecutive days with the viral supernatant in the presence of 8 μg/mL polybrene (Sigma). The viral supernatant was replaced with fresh culture medium, and cells were cultured for 24 h before selection with 1 μg/mL of puromycin (InvivoGen) or 6μg/mL of blasticidin S (InvivoGen) for 7 days.

siRNA-mediated depletion
siRNAs (small interfering RNAs) used were as follows: human LMNA (ON-TARGET plus SMARTpool, Dharmachon Horizon, L-004978-00), human EMD (Ambion Silencer Select, ID: s4646), human HDAC3 (ON-TARGET plus SMARTpool, Dharmachon Horizon, L-003496-00), human CK2α (Santa Cruz, sc-29918), and non-target (NT) negative control (ON-TARGET plus non-targeting pool, Dharmachon, D-001810-10). Cells were seeded into 12-well plates at a density of 40,000 cells per well the day before treatment, and transfected with siRNA using Lipofectamine RNAiMAX (Invitrogen) following the manufacturer’s protocol at a final concentration of 20 nM. Cells were transfected again with fresh siRNA at 24 h. Cells were trypsinized for migration experiments at 48 h after transfection. For HDAC3 knockdown, 40 nM of siRNA was used, and cells were trypsinized for migration experiments at 72 h after transfection, including 24 h of recovery in culture media without transfection reagents. Cells treated with the same condition and duration were harvested for validation of successful protein depletion by Western blot analysis and immunofluorescence (IF) staining.

Pharmacological treatments
For collagen matrix migration experiments, cells were treated with a broad MMP inhibitor, GM6001 (Millipore, 20 μM), to inhibit their matrix degradation ability. For microfluidic migration device experiments,
cells were treated with inhibitors at the time of seeding into the migration device and throughout the experiments. Fresh culture media containing inhibitors were changed every 24 h. Cells were treated with either 5 μM of 3-Deazaneplanocin A (DZNep, Cayman Chemical) for broad-band inhibition of histone methyltransferases (with the exception of 10 μM for HT1080 cells staining experiments); 250 nM of Trichostatin A (TSA, Sigma) for broad-band inhibition of HDACs (with the exception of 125 nM for MDA-MB-231 cells staining experiments); 10 μM of RGFP966 (Selleckchem) for inhibition of HDAC3; 1 μM of JIB-04 (Selleckchem) for inhibition of Jumonji histone demethylases; 10 μM of GdCl₃ (Santa Cruz) for inhibition of mechanosensitive ions channels. Cells treated with the same condition and duration were harvested for validation of successful enzymatic activity inhibition by Western blot analysis and IF staining. Inhibitor stocks were dissolved in dimethyl sulfoxide (DMSO) (Sigma) (with the exception of GdCl₃ in water) before diluting into cell culture medium.

Single cell collagen matrix migration assays
To create glass-bottom wells for collagen matrices, blocks of polydimethylsiloxane (PDMS) were punched with a 10 mm biopsy punch and covalently bonded onto glass coverslips (VWR) after plasma treatment of 5 min. The preparation and making of collagen gel matrices was done as described previously (Cross et al., 2010; Denais et al., 2016). In short, individual wells on glass coverslips were treated with 1% polyelectrolyte (PEI, Sigma), followed by 0.1% glutaraldehyde (Sigma) treatment for consistent bonding of collagen matrices, and washed with PBS. To generate single cell-containing collagen matrices at specified collagen concentrations (0.3, 1.0, and 1.7 mg/mL), acidic solution of rat tail type-I collagen (Corning) was supplemented with complete DMEM and NaOH to reach a neutral pH of 7.4, and then mixed with cell suspension to reach a final density of 100,000 cells per mL. Collagen matrices were allowed to polymerize in the incubator for 30 min before adding complete DMEM with either DMSO or a broad MMP inhibitor, GM6001 (Millipore, 20 μM), to submerge the matrices. Cells were allowed to migrate in the matrices for 48 h before fixation and IF staining.

Fabrication and use of microfluidic migration devices
The microfluidic migration devices were designed and fabricated as described previously (Davidson et al., 2015; Denais et al., 2016). In brief, PDMS replicas of the migration device molds were made from Sylgard 184 following the manufacturer’s protocol (1:10) and baking at 65°C for 2 h. Once the PDMS is demolded and cut into individual blocks of devices, biopsy punches were used to create reservoirs and cell seeding pores. Glass coverslips (VWR) were cleaned with 0.2 M HCl overnight, rinsed with water and isopropanol, and dried with compressed air.

Covalent bonding protocol
For live cell imaging experiments, the migration devices were assembled after plasma treatment of both the PDMS blocks and glass coverslips for 5 min, by gently pressing the PDMS blocks on the activated coverslips to form covalent bonds. The assembled devices were heated on a hot plate at 95°C for 5 min to improve adhesion.

Non-covalent bonding protocol
For fixed cell IF staining experiments, the migration devices were assembled after plasma treatment of only the glass coverslips for 5 min, by gently pressing the PDMS blocks on the activated coverslips to form non-covalent bonds. The assembled devices were heated on a hot plate at 65°C for 1 h to improve adhesion, and then plasma treated for another 5 min after prolonged (10 min) vacuuming.

After bonding, devices were filled with 70% ethanol (the step was skipped in non-covalent bonding protocol) to sterilize, then rinsed and coated with 50 μg/mL rat tail type-I collagen (Corning) in 0.02 N acetic acid (Sigma) overnight at 4°C. After coating, the devices were rinsed with complete DMEM before cell seeding. For overnight live cell imaging experiments and standard IF staining experiments, 30,000 cells suspended in 5 μL of media were seeded into individual loading chambers of the migration devices. A 0-to-200 ng/mL platelet-derived growth factor (PDGF, Cell Signaling) gradient in DMEM was established for migration of human fibroblasts. For low confluency IF staining experiments (5-day-long time-lapse imaging, staining with inhibitor treatments and siRNA depletions), 6,000 cells were seeded, and a 2-to-10% (v/v) FBS gradient in DMEM was established for increased cell migration capacity. Subsequently, devices were put in the incubator, for either a minimum of 6 h to allow cell adhesion before live cell imaging under a LSM700 confocal
microscopy (Zeiss), or around 48 h to allow cell migration before fixation and IF staining. For live cell imaging, cells were cultured and imaged in FluoroBrite DMEM (Gibco) supplemented with 10% FBS, 1% Pen-Strep, GlutaMax (Gibco) and 25 mM HEPES (Gibco). Where indicated, media inside the devices was supplemented with DMSO (vehicle) or inhibitors throughout the experiments. For experiments with GFP-HDAC3, SPY555-DNA (Cytoskeleton, 1:3,000) was used to label nuclear regions.

**Immunofluorescence staining**

For staining of cells in microfluidic migration devices, cells were fixed with 4% paraformaldehyde (PFA, Sigma) in PBS for 30 min at room temperature. After PBS washes, the devices were carefully removed by inserting a razor blade from the PDMS edges into the interface between the PDMS and the glass coverslips, and then gradually lifting up the PDMS blocks. For staining of cells seeded directly on glass coverslips, cells were fixed with 4% PFA in PBS for 10 min at room temperature. The fixation step was followed by permeabilization with 0.3% Triton X-100 (Sigma) in PBS for 15 min, blocking with 3% bovine serum albumin (BSA) (Sigma) in PBS supplemented with 0.2% Triton X-100 and 0.05% Tween 20 (Sigma) for 1 h at room temperature, and incubation overnight at 4°C with primary antibodies (rabbit anti-H3K9me3, Abcam, ab8898, 1:1,000; rabbit anti-H3K27me3, Millipore, 07–449, 1:250; mouse anti-H3K9ac, Genetex, GT464, 1:500; rabbit anti-pSer424-HDAC3, Cell Signaling, 3815, 1:200; mouse anti-lamin A/C, Santa Cruz, sc-376248, 1:300; mouse anti-lamin A, Santa Cruz, sc-518013, 1:100; mouse anti-emerin, Leica Biosystems, NCL-EMERIN, 1:200, rabbit anti-pSer2 RNA polymerase II, Abcam, ab5095, 1:500) in the same blocking buffer. The samples were then washed with PBS and stained with Alexa Fluor secondary antibodies (Invitrogen) and DAPI (Sigma, 1:1,000). For staining of 5-methylcytosines, cells were treated with 4N HCl for an hour at 37°C for denaturing of DNA and washed with PBS before blocking and primary antibody incubation (mouse-anti 5-methylcytosine, Eurogentec, BIMECY-0100, 1:250). After PBS washes, the samples were mounted with Hydromount Nonfluorescing Mounting Media (Electron Microscopy Sciences) onto glass slides (VWR) for confocal microscopy imaging. Alternatively, cells were permeabilized with 0.2% Triton X-100 (Sigma) in PBS for 10 min, and an extra 5% normal donkey serum (Millipore) was added to blocking buffer for certain primary antibodies (mouse anti-HDAC3, Cell Signaling, 3949, 1:250; goat anti-HP1α, Abcam, ab77256, 1:300).

For staining of cells in 3D collagen matrices, cells were fixed with 4% paraformaldehyde (PFA, Sigma) in PBS for 30 min at room temperature. The fixation step was followed by permeabilization with 0.5% Triton X-100 (Sigma) in PBS for 25 min at room temperature, washing by PBS for 15 min for three times, blocking with 3% BSA (Sigma) in PBS supplemented with 0.2% Triton X-100, 0.05% Tween 20 (Sigma), and 5% normal donkey serum (Millipore) overnight at room temperature, and incubation for 3 days at 4°C with primary antibodies (rabbit anti-H3K27me3, Millipore, 07–449, 1:150; mouse anti-H3K9ac, Genetex, GT464, 1:350). The matrices were then washed by PBS for 1 h for three times, followed by a second blocking step overnight at 4°C, and incubation for 1 day at room temperature with Alexa Fluor secondary antibodies (Invitrogen) and DAPI (Sigma, 1:1000). The matrices were then washed by PBS for 1 h for three times before confocal microscopy imaging.

**5-Ethynyl uridine labeling**

To label nascent mRNA, cells were pulsed and labeled as previously described (Jao and Salic, 2008), and following manufacturer’s protocols. Cells migrating in microfluidic devices were pulsed with 1 mM 5-ethynyl uridine (EU, Jena Bioscience) in complete DMEM for 4 h, and then fixed with 4% PFA in PBS for 30 min. After two PBS washes, the devices were carefully removed as described in the IF staining section. The cells were then permeabilized with 0.3% Triton X-100 (Sigma) in PBS for 15 min and incubated for 30 min with freshly prepared EU labeling buffer containing 100 mM Tris base (Sigma), 100 μM Alexa Fluor 488 conjugated-azide (Invitrogen), 4 mM CuSO4 (Sigma), and 100 mM ascorbic acid (Sigma) in water. After the incubation, cells were washed with PBS, and another round of 30 min incubation with EU labeling buffer and PBS washes was repeated. Cells were then incubated with primary antibodies and proceeded with the IF staining protocol.

**Protein immunoblot analysis**

Cells were lysed in RIPA buffer or high-salt RIPA buffer supplemented with cOmplete EDTA-Free protease inhibitor (Roche) and PhosSTOP phosphatase inhibitor (Roche) on ice for 3 min. Lysates were then vortexed for 5 min, and spun down at 4°C. For lysates blotting for proteins that form network scaffolds (lamin A/C and emerin), lysates were sonicated and briefly boiled before spinning down to remove potential DNA.
contamination. Supernatant were then transferred to new tubes. Protein concentration was quantified by Bio-Rad Protein Assay and a Model 550 Microplate Reader. 25 μg of protein lysate was heat-denatured at 95°C for 5 min in Laemmli sample buffer (Bio-Rad), and then separated using a 4 to 12% Bis-Tris polyacrylamide gel (Invitrogen) following a standard SDS-PAGE protocol. Protein was transferred using a semi-dry system (Bio-Rad) to a polyvinylidene fluoride membrane (Millipore, IPVH00010) for 1.5 h at a current of 16 mA. Membranes were blocked with 3% BSA in Tris-buffered saline containing 0.1% Tween 20 (TBST) for 1 h at room temperature, and then incubated overnight at 4°C with primary antibodies (rabbit anti-H3K9me3, Abcam, ab8898, 1:3,000; rabbit anti-H3K27me3, Millipore, 07–449, 1:3,000; mouse anti-H3K9ac, GeneTex, GT464, 1:3,000; mouse anti-HDAC3, Santa Cruz, sc-136290, 1:500; mouse anti-CK2α, Santa Cruz, sc-365762, 1:250) in the same blocking buffer. After TBST rinses, membranes were incubated with loading control primary antibody (mouse anti-histone H3, Abcam, ab195277, 1:5,000; rabbit anti-histone H3, Cell Signaling, 4499, 1:1,000; rabbit anti-pan-actin, Cell Signaling, 8456, 1:1,000) for 1 h at room temperature. Protein bands were detected using IRDye 680LT and IRDye 800CW secondary antibodies (LI-COR) and analyzed with Image Studio Lite (LI-COR).

Extended imaging using an incubator microscope
Long-term imaging was performed using an IncuCyte Live-Cell Analysis System (Sartorius) inside the cell culture incubator. Cells expressing NLS-GFP and migrating inside the microfluidic migration devices were imaged using the IncuCyte filter module for 5 days, every 10 min, with a 20× objective. The acquired migration movies were processed and exported using the IncuCyte ZOOM software (Sartorius). At the end of imaging, the cells were immediately fixed for IF staining of heterochromatin and euchromatin marks.

Confocal microscopy
Fixed cells on coverslips and live cells migrating in microfluidic devices were imaged with an inverted Zeiss LSM700 confocal microscope. z stack images were collected using 20× air (NA = 0.8) or 40× water-immersion (NA = 1.2) objectives. Airy units for all images were set at 1.0. For overnight live cell imaging, the image acquisition was automated through ZEN (Zeiss) software at 10 min intervals, at 37°C in a heated stage chamber for 12–16 h. Where indicated, temperature of the heated chamber was lowered to 33°C.

Reflected light microscopy
Images of collagen matrices were acquired by synchronizing between fluorescence and reflectance tracks on an inverted Zeiss LSM880 confocal microscope, using a 40× water-immersion (NA = 1.2) objective lens. Reflectance was acquired with the 561 nm excitation line, collecting with a 550–570 nm bandwidth.

Fluorescence recovery after photo bleaching (FRAP)
Images were acquired with an inverted Zeiss LSM700 confocal microscope using a 63× oil-immersion (NA = 1.4) objective, at 37°C in a heated stage chamber. Three 1.8 μm by 1.8 μm regions were selected in each cell: one as the “unbleached” control region, one as the low GFP-HP1α intensity “euchromatin” control region, and one as the high GFP-HP1α intensity “inquiry” region (with GFP-HP1α foci or enrichment). The three regions were first imaged for 2 s at 1% power of 488 nm laser and 0.2 s intervals, to calculate the pre-bleach values. The euchromatin control and the inquiry regions were then bleached with a laser pulse of 12% power for 20 iterations. Following bleaching, the three regions were imaged for at least 24 s at 1% power and 0.2 s intervals. The FRAP image acquisition was automated through ZEN (Zeiss) software. Fluorescence recovery was measured as percentage of recovery (with pre-bleach value as 100%), normalized to unbleached control. Immobile fractions were measured as fluorescence intensity that had not recovered after 24 s, after the recovery curve had reached plateau (by around 22 s).

Assay for Transposase-Accessible Chromatin using sequencing (ATAC-seq)
To achieve consistent bonding of collagen matrices, 35-mm glass-bottom dishes (World Precision Instruments) were treated with 1% polyethylenimine, followed by 0.1% glutaraldehyde treatment and washed with PBS as described (Cross et al., 2010). To generate single cell-containing collagen matrices at specified collagen concentrations (low: 0.3 mg/mL; medium: 1.0 mg/mL; high: 1.7 mg/mL), acidic solution of rat tail type-I collagen (Corning) was supplemented with complete DMEM and NaOH to reach a neutral pH of 7.4, and then mixed with cell suspension to reach a final density of 100,000 cells per mL, and a volume of 800 μL.
per dish. Cells were allowed to migrate in the matrices for 48 h in culture media containing a broad MMP inhibitor, GM6001 (Millipore, 20 μM). Where indicated, vehicle control with DMSO was also used. After migration, single cell-containing collagen was carefully collected by pipette tip into microcentrifuge tubes, and an equal volume of 5,000 U (μmol/min) collagenase type 7 (Worthington) dissolved in DPBS (Gibco) was added into each tube for incubation for 15 min at 37°C. After digestion, cells were spun down at 4°C, and then resuspended into freezing media (10% DMSO, 20% FBS, and 70% culture media) for freeze-down. A total of four independent replicates were collected for cells in each collagen concentration. Frozen cells were sent to Cornell University’s Transcriptional Regulation & Expression Facility (TREx) for library preparation.

For library preparation of ATAC-seq, viable frozen cells were thawed rapidly at 37°C, and then slowly diluted using DMEM supplemented with 10% FBS until the diluted volume reached at least 10-fold of the initial volume. If needed, samples were concentrated by centrifuging at 500 RCF for 5 min, followed by removal of supernatant. Omni-ATAC protocol (Corces et al., 2017) was followed, with the following modifications: a cell count of up to 25,000 per sample was used, and cells were washed twice in ATAC-RSB (resuspension buffer) containing 0.1% Tween 20 prior to lysis and transposition. A reaction volume of 25 μL was used for transposition. After the transposition, half of the reaction product was amplified by PCR using a total of 11 cycles without qPCR testing, followed by SPRIselect bead (Beckman Coulter) clean-up (2:1 bead ratio). All the buffers (RSB-Tween, lysis buffer, and TD buffer) were made fresh before use. After the library preparation, samples were quantified by a Qubit (Thermo Fisher) and the size distribution was determined by a Fragment Analyzer (Agilent). If necessary, a digital PCR assay (Bio-Rad QX200) was used to accurately quantify the sequenceable molarity. The libraries were then sequenced on an Illumina HiseqX at Novogene with 2 × 150 paired-end reads (Corces et al., 2017).

ATAC-seq data quality was assessed with fastqc (Andrews, 2010). Adapter sequences were trimmed using fastp (Chen et al., 2018). Reads were aligned to the hg38 reference genome assembly using bowtie2 (Langmead and Salzberg, 2012) in sensitive-local mode. Alignments were filtered to remove reads with multiple valid alignments (mapq >1). Coverage signal tracks were generated using deepTools bamCoverage (Ramirez et al., 2014) and normalized on a per-million basis using RR (Core Team, 2020). Peaks were called using macs2 (Zhang et al., 2008) with default settings, pooling all datasets as input, using a minimum -log10 q-value threshold of 100. Reads mapping within peaks were counted using feature-Counts (Liao et al., 2014), and differential accessibility was determined using DESeq2 (Love et al., 2014), considering peaks with adjusted p values lower than 0.1 as significantly differentially accessible (DA). All DESeq2 comparisons were performed using the full matrix of high, medium, and low concentration collagen ATAC-seq scores, so pairwise comparisons were assessed for significance in the context of global variation across all three conditions. HOMER (Hypergeometric Optimization of Motif EnRichment) (Heinz et al., 2010) was used for annotation of DA peaks. Metaprofiles were generated using the BRGenomics R package (DeBerardine, 2020), and are representative of average and 75% confidence interval over indicated sets of peaks calculated by subsampling of peaks 1,000 times. Peaks that overlap with the region from −1,000 to transcription start site (TSS) of any annotated transcript in the hg38 genome assembly were considered promoter-associated, and all other peaks were considered non-promoter-associated. All promoter-associated peaks with the nearest non-promoter-associated peaks closer than 500 kb were considered enhancer-promoter interactions (EPI). Enrichment of transposable element (TE) overlaps with the DA peaks was performed using the script TE-anaysis_Shuffle_bed.pl (https://github.com/4ureliek/TEanalysis) (Kapusta et al., 2013; Lynch et al., 2015). Scripts used to perform these analyses including exact parameters can be accessed at https://github.com/4ureliek/TEanalysis

Genomic Regions Enrichment of Annotations Tool (GREAT) (McLean et al., 2010) was used to plot each DA peak’s distance to the TSS of its associated genes, and to analyze enrichment of Gene Ontology (GO) Biological Process and Cellular Component terms. Ingenuity Pathway Analysis (IPA, Qiagen, https://www.qiagenbioinformatics.com/products/ingenuitypathway-analysis) (Krämer et al., 2014) was used to analyze enrichment of canonical pathways, and to generate predicted regulatory networks. DREME (Bailey, 2011) was used for motif analysis, and TomTom (Gupta et al., 2007) was used to match known motifs of transcription factors to the enriched motifs. UCSC genome browser (http://genome.ucsc.edu) (Kent et al., 2002), ENCODE annotation data (Rosenbloom et al., 2013), and GENCODE annotation data (Harrow et al., 2012) were used to generate screenshots of EPIs.
The distance of DA peaks to centromeres or telomeres were calculated by using the ‘findOverlapsOfPeaks’ function from the ChIPpeakAnno package (Zhu et al., 2010). The positions of the centromeres were obtained from the Bioconductor website (https://rdrr.io/bioc/rCGH/man/hg38.html). The positions of the telomeres were obtained from the Bioinformatics Work Notes website (https://blog.gene-test.com/telomeric-regions-of-the-human-genome/).

For immunofluorescence staining validation, single cells were embedded into collagen matrices and allowed 48 h of migration in the matrices, as described in the previous paragraphs. After collagenase digestion and collection, cells were seeded onto coverslips coated with 0.01% of poly-L-Lysine (Sigma). After 45 min, cells were fixed and stained as described in the “immunofluorescence staining” section, except that the blocking buffer used 5% donkey serum, and a second blocking step of 20 min was added before incubation with secondary antibodies.

**RNA extraction and quantitative PCR (qPCR)**

To achieve consistent bonding of collagen matrices, 35-mm glass-bottom dishes (World Precision Instruments) were treated with PEI and glutaraldehyde, as described in the ATAC-seq section. To generate single cell-containing collagen matrices at specified collagen concentrations (low: 0.3 mg/mL; high: 1.7 mg/mL), acidic solution of rat tail type-I collagen (Corning) was supplemented with complete DMEM and NaOH to reach a neutral pH of 7.4, and then mixed with cell suspension to reach a final density of 100,000 cells per mL, and a volume of 1.6 mL per dish. Cells were allowed to migrate in the matrices for 48 h in culture media containing a broad MMP inhibitor, GM6001 (Millipore, 20 μM). After migration, each dish was rinsed with diethylpyrocarbonate (DPEC, Sigma)-treated DPBS (Gibco), and single cell-containing collagen was carefully collected by pipette tip into microcentrifuge tubes, and an equal volume of 5,000 U (μmol/min) collagenase type 7 (Worthington) dissolved in DPBS (Gibco) was added into each tube for incubation for 15 min at 37°C. After digestion, cells were spun down at 4°C, and total RNA was extracted using RNeasy Plus Mini Kit (Qiagen). Genomic DNA was removed using the TURBO DNA-free Kit (Thermo Fisher), and mRNA was converted to cDNA with the iScript cDNA Synthesis Kit (Bio-Rad) for a final volume of 20 μL per sample, following the manufacturers’ instructions. A total of six replicates from two independent experiments were collected for cells in high or low concentration collagen for qPCR analysis. qPCR was performed on a LightCycler 480 qPCR system (Roche), using the LightCycler 480 SYBR Green I Master mix (Roche). Gene expression level of HDAC3 and CBX5/HP1α were probed using the primer sequences listed in Table S6; Geometric mean of β-actin, GAPDH and 18S gene expression levels were used as housekeeping controls. The Ct (cycle threshold) values were calculated using the second derivative max method on the LightCycler 480 Software (Roche). The primers (Integrated DNA Technologies) used for each of these genes are listed in Table S6. qPCR cycles were performed using the settings listed in Table S7.

**Image analysis**

Image sequences were analyzed using ZEN (Zeiss), ImageJ or MATLAB (Mathworks) using only linear intensity adjustments uniformly applied to the entire image region. Region of interest intensities were extracted using ZEN or ImageJ. All confocal image stacks were three-dimensionally reconstructed as maximum intensity projections, and then processed with standard background subtraction (rolling ball).

To quantify normalized heterochromatin values, nuclear areas were selected by thresholding using the median-filtered DAPI channel. Mean gray intensity of the heterochromatin mark (H3K9me3 or H3K27me3) and the euchromatin mark (H3K9ac) were quantified, and the heterochromatin intensity was divided by the euchromatin intensity to obtain normalized heterochromatin values. Apoptotic fragments and overlapped nuclei were manually excluded from the dataset. Experiments with high variability of cell seeding between control and experimental groups were excluded. For all other quantification of staining intensities, nuclear areas were selected by thresholding using the median-filtered DAPI channel (or comparable nuclear signal when DAPI was not available), and mean gray intensities of channels of interests were quantified. For generation of normalized heterochromatin images, the heterochromatin mark channel (H3K9me3 or H3K27me3) was divided by the euchromatin mark (H3K9ac) channel using the “image calculator” function in ImageJ. In the euchromatin (H3K9ac) channel, pixels with 0 value were converted to 1 to ensure division without errors. The normalized image was then median-filtered and a nuclear mask of median-filtered DAPI channel was applied to exclude artifacts of non-nuclear background noise. All staining thresholding and quantification were performed through custom ImageJ Macros to ensure consistency and reproducibility.
which can be accessed at https://github.com/chiehrenhsia/ConfinedMigration (https://doi.org/10.5281/zenodo.6977605).

To quantify the dynamics of GFP-HP1α enrichment within the nucleus in time-lapse cell migration sequences, circular regions of 5–10 μm² were manually selected inside the nuclear bleb/periphery region within each frame, and fluorescence intensity of GFP-HP1α within that region was tracked over time. To account for overall changes in fluorescence intensity, we also selected 1–3 circular regions of the same size within the main nucleus and tracked the GFP-HP1α fluorescence intensity within these regions. The GFP-HP1α level within the tracked nuclear bleb/periphery region was normalized by the mean GFP-HP1α fluorescence intensity of the control regions inside the main nucleus. This GFP-HP1α ratio was tracked throughout the enrichment formation duration after nuclear transit, and was further normalized to the baseline mean ratio, i.e., the ratio measure during a 60-min period prior to nuclear transit through the constriction, to display the relative increase in GFP-HP1α fluorescence intensity associated with confined migration. To quantify cells with persistent GFP-HP1α enrichments, time-lapse cell migration movies were blinded to the observer to record the time duration of GFP-HP1α enrichment formation after the start of nuclear transit in Rainbow RGB pseudo-color channel. An enrichment was defined by at least 30% increase (as indicated by the dynamic GFP-HP1α ratio quantification) in nuclear bleb/periphery GFP intensity compared to the main nucleus. The durations of all GFP-HP1α enrichments were plotted, and enrichments with durations longer than the mean +95% confidence interval were considered significantly longer than the mean, therefore defined as persistent enrichments.

To quantify GFP-HDAC3 nucleoplasmic-to-cytoplasmic (Nuc/Cyto) ratio, nuclear region was selected using SPY555-DNA signal, and whole-cell region was traced manually in ImageJ. Cytoplasmic GFP signal was calculated by whole-cell GFP signal subtracting nuclear GFP signal. Nuc/Cyto ratio was then calculated by dividing nuclear signal with cytoplasmic signal. Nuc/Cyto ratio of GFP-HDAC3 from 2–6 time points immediately before and after nuclear transit were quantified and averaged.

To quantify nuclear transit time through microfluidic migration channels, time-lapse cell migration movies were analyzed using a custom MATLAB program, as described previously (Elacqua et al., 2018). Any single outlier with a transit time 180 min greater than the rest of the dataset was excluded in each experiment.

Graphs were generated in Prism 8.2.0 or 9.3.1 (GraphPad) or Excel (Microsoft), and figures were assembled in Illustrator (Adobe).

QUANTIFICATION AND STATISTICAL ANALYSIS

Unless otherwise noted, all experimental results are pooled from at least three independent experiments. For data with normal distribution, two-tailed Student’s t test with Welch’s correction (comparing one variable in two conditions), or one-way analysis of variance (ANOVA) with Tukey’s post hoc test for multiple comparisons (comparing one variable in more than two conditions) was used. For data where two factors were involved, two-way ANOVA with Tukey’s post hoc test for multiple comparisons was used. For data with nonnormal distribution, Wilcoxon Rank-Sum test (comparing one variable in two conditions), or Kruskal-Wallis H test with Dunn’s post hoc test for multiple comparisons (when two factors were involved) was used. For paired data (dynamic GFP-HP1α ratio in regions with or without enrichment; and Nuc/Cyto ratio of GFP-HDAC3 before and after nuclear transit), Wilcoxon matched-pairs signed rank test was used. All statistical tests were performed using Prism version 9.3.1 for Mac, or version 8.2.0 for Windows (GraphPad). Statistical details are provided in the figure legends. Unless otherwise noted, error bars represent the standard error of the mean (SEM).