On the dynamics of Simulated Quantum Annealing in random Ising chains

Glen Bigan Mbeng,1 Lorenzo Privitera,1,2 Luca Arceci,1 and Giuseppe E. Santoro1,3,4

1SISSA, Via Bonomea 265, I-34136 Trieste, Italy
2Institute of Theoretical Physics and Astrophysics,
University of Würzburg, 97074 Würzburg, Germany
3ICTP, Strada Costiera 11, 34151 Trieste, Italy
4CNR-IOM Democritos National Simulation Center, Via Bonomea 265, I-34136 Trieste, Italy

Simulated Quantum Annealing (SQA), that is emulating a Quantum Annealing (QA) dynamics on a classical computer by a Quantum Monte Carlo whose parameters are changed during the simulation, is a well established computational strategy to cope with the exponentially large Hilbert space. It has enjoyed some early successes but has also raised more recent criticisms. Here we investigate, on the paradigmatic case of a one-dimensional transverse field Ising chain, two issues related to SQA in its Path-Integral implementation: the question of Monte Carlo vs physical (Schrödinger) dynamics and the issue of the imaginary-time continuum limit to eliminate the Trotter error. We show that, while a proper time-continuum limit is able to restitute the correct Kibble-Zurek scaling of the residual energy $\varepsilon_{\text{res}}(\tau) \sim \tau^{-1/2}$ for the ordered case and $-\cdots-\tau$ being the total annealing time $\tau$, the presence of disorder leads to a characteristic sampling crisis for a large number of Trotter time-slices, in the low-temperature ordered phase. Such sampling problem, in turn, leads to SQA results which are apparently unrelated to the coherent Schrödinger QA even at intermediate $\tau$.

I. INTRODUCTION

Quantum Annealing (QA) — essentially equivalent to a form of quantum computation known as Adiabatic Quantum Computation (AQC) — was originally introduced as an alternative to classical simulated annealing (SA) for optimization. Due to the realisation of ad-hoc quantum hardware implementations, mainly based on superconducting flux qubits, QA is nowadays a field of quite intense research. There are a number of important issues, both theoretical and experimental, related to QA, such as the question of a quantum speedup, the role of “non-stoquastic” terms in the Hamiltonian or the effects due to the environment.

At the theory level, the dynamics of a time-dependent quantum system under the action of a dissipative environment is a formidable problem. Even disregarding the effects of the environment, a detailed description of the unitary Schrödinger dynamics of a time-dependent quantum system — for instance an Ising spin glass with classical Hamiltonian $H_{cl}(\hat{\sigma}_1^z \cdots \hat{\sigma}_N^z)$ supplemented by a transverse field driving term:

$$i\hbar \frac{d}{dt} |\psi(t)\rangle = \left( \hat{H}_{cl} - \Gamma(t) \sum_{i=1}^{L} \hat{\sigma}_x^i \right) |\psi(t)\rangle,$$  \hspace{1cm} (1)

is usually limited to very small systems, not representative of the actual difficulty of a realistic problem. This has led, since the early days of QA, to QA-approaches employing imaginary-time Quantum Monte Carlo (QMC) techniques — most notably Path-Integral Monte Carlo (PIMC) and Diffusion Monte Carlo —, at least in the most often considered “stoquastic” case, in which off-diagonal matrix elements of the Hamiltonian $H(t)$ are non-positive. These approaches are generally known as Simulated QA (SQA), in analogy with classical Simulated Annealing (SA).

In the case of a PIMC, SQA works as follows: one simulates the quantum system at a fixed value of the transverse field $\Gamma = \Gamma_0$ by resorting to a Suzuki-Trotter path-integral, which involves mapping the equilibrium quantum partition function, $Z_Q = \text{Tr} e^{-\beta (\hat{H}_{cl} - \Gamma \sum \hat{\sigma}_1^z)}$, into the partition function of an equivalent classical Ising system with $P$ replicas of the original lattice. In principle one should take $P \to \infty$, a limit in which the mapping becomes exact. Then, during the SQA simulation, the value of the transverse field $\Gamma(t)$ is decreased step-wise as a function of the Monte Carlo time $t$ down to a final (small) value.

This approach raises a number of issues. On one hand, SQA is built on a classical Markov-chain dynamics which is in principle unrelated to the Schrödinger quantum dynamics of a real QA device; as usual, the Monte Carlo dynamics comes with a certain freedom in the choice of the Monte Carlo moves: what is the role of the moves chosen? On the other hand, the Suzuki-Trotter imaginary-time discretization would require taking the so-called time-continuum limit $P \to \infty$; however, if you think SQA as a classical optimization algorithm, then one might be interested in finding the optimal value of $P$, to so achieve the best performance of the algorithm. Quite evidently, the role of the $P \to \infty$ limit looses part of its meaning unless the SQA dynamics has something to do with the actual physical dynamics.

Concerning the Monte Carlo vs physical dynamics issue, some initial evidence on ground state success probability histograms for Ising problems encouraged to believe that SQA might have something to do with the actual QA dynamics of a real-world hardware: indeed, a certain degree of correlation between the performance of SQA and that of the D-Wave One QA device on random Ising instances with $L = 108$ qubits was found. Equally encouraging was the message of Ref. (28) (see also Ref. 29).
on the tunnelling rate between the two ground states of an ordered Ising ferromagnet: indeed, a correlation between the size-scaling of the PIMC tunnelling rate and the inverse squared gap $\Delta^{-2}$ calculated from exact diagonalization — hence, likely, with the incoherent tunnelling rate of a real device — was found. However, results which suggest a different scenario have meanwhile appeared in the literature: Ref. 31 (see also Ref. 32) studies the PIMC tunnelling rate in a frustrated toy model, showing that it does not match the inverse squared gap $\Delta^{-2}$. Refs. 32 and 33 show that the distributions of excited states and the qubit tunnelling spectroscopy data observed in experiments with the D-Wave One QA device are not correctly reproduced by SQA. Finally, Ref. 17 demonstrates a scaling advantage of the last generation D-Wave chip against SA, while also showing that a discrete-time ($P = 64$) PIMC-SQA has an even better scaling.

Concerning the time-continuum limit issue, Heim et al. have pointed out that the optimization advantage of PIMC-SQA against classical SA, observed in Ref. 4 for a suitably optimal finite value of $P$ in a two-dimensional random Ising model, might disappear when the limit $P \to \infty$ is properly taken. But quite remarkably, as recently shown in Ref. 35, non-convex optimization problems are known in which SQA, with the $P \to \infty$ limit properly taken, is definitely more efficient than its classical SA counterpart.

Here we will reconsider these issues, trying to shed light onto some aspects of the fictitious Monte Carlo dynamics behind SQA. We will do so by performing a detailed analysis of PIMC-SQA on a transverse-field random Ising spin chain, where exact equilibrium and coherent-QA results are readily obtained by a Jordan-Wigner mapping to free spinless fermions. Due to the absence of frustration, we will compare PIMC-SQA results obtained with two types of Monte Carlo moves: Swendsen-Wang (SW) cluster moves limited to the imaginary-time direction, hence local in space, against space-time (non-local) SW cluster moves, which provides an extremely fast Monte Carlo dynamics. We find that equilibrium thermodynamical PIMC simulations at finite $T$ clearly show a sampling problem emerging for large $P$ when local SW cluster moves limited to the time-direction — the most natural candidate moves for a physical single-spin-flip dynamics — are employed below the critical point $\Gamma < \Gamma_c$ and at low temperatures. Next, we move to comparing the annealing dynamics of SQA against coherent-QA evolution results performed by solving the time-dependent Bogoliubov-de Gennes equations for the Jordan-Wigner fermions. We will show that, while the standard Kibble-Zurek $\tau^{-1/2}$ scalings of the residual energy is recovered in the ordered case, in presence of disorder the situation is more complex. The SQA dynamics shows a very interesting feature: the residual energy at $\Gamma(t)$ is essentially predicted by the corresponding equilibrium thermodynamical value, but at an effective temperature $T_{\text{eff}}(\tau) > T$. This aspect is shared by the coherent-QA evolutions, which can also be described by a similar Ansatz. However, the overall behaviours of $T_{\text{eff}}(\tau)$ in the two cases, or equivalently that of $\varepsilon_{\text{res}}(\tau)$ vs $\tau$, are definitely unrelated.

The paper is organized as follows. Section II presents the model we study, the random Ising chain in a transverse field, and briefly describes the methods used: exact Jordan-Wigner mapping to free fermions and PIMC. Section III contains our results, both at equilibrium (Sec. III A) and for QA (Sec. III B). Section IV finally, contains our concluding remarks.

II. MODEL AND METHODS

We consider a random Ising model in one dimension (1D) with open boundary conditions. The Hamiltonian in presence of a time-dependent transverse field $\Gamma(t)$ is

$$
\hat{H}(\ell) = -\sum_{i=1}^{L-1} J_i \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x - \Gamma(t) \sum_{i=1}^{L} \hat{\sigma}_i^z,
$$

where $\hat{\sigma}_i^{x,z}$ are Pauli matrices at site $i$, $J_i$ are random bond couplings and $L$ is the number of spins in the chain. We assume the bond couplings $J_i$ to be uniformly distributed independent positive random variables, $J_i \in (0, 1]$. For $\Gamma = 0$, because of the simple geometry of the system, disorder causes no frustration, and the optimization task is trivial: The two degenerate “classical” ground states of the system are simply the ferromagnetic states $|\uparrow\uparrow\cdots\uparrow\rangle$ and $|\downarrow\downarrow\cdots\downarrow\rangle$, with a minimum energy (per spin), given by $\varepsilon_{\text{gs}}(\Gamma = 0) = \frac{1}{L} \sum_{i=1}^{L-1} J_i$. Nevertheless, disorder alone is sufficient to make the annealing dynamics — both classical13–15 and quantum16–18 — rather complex.

Path-Integral Monte Carlo (PIMC) is a standard approach to simulate the equilibrium properties of the Hamiltonian (2) at finite temperature $T > 0$ when $\Gamma$ does not depend on time. It works as follows: We first apply a standard Suzuki-Trotter mapping of the quantum system at a fixed temperature $T$, corresponding to $\beta = 1/(k_B T)$, into $P \to \infty$ classical coupled replicas:

$$
Z_{\text{Q}} = \text{Tr} e^{-\beta \hat{H}} \simeq \lim_{P \to \infty} \sum_{S} \text{e}^{-K_{\text{cl}}[S]},
$$

which interact with a classical action

$$
K_{\text{cl}} = -\sum_{k=1}^{P} \sum_{i=1}^{L-1} \left( \beta P J_k S_i^k S_{i+1}^k + J_{\perp} S_i^k S_i^{k+1} \right),
$$

at an effective temperature $P T$, corresponding to $\beta P \equiv \beta / P \equiv \Delta T$. Here $S_i^k = \pm 1$ with $k = 1 \cdots P$ is a classical Ising spin at site $i$ and “imaginary-time slice” $\tau_k = (k-1)\beta / (k-1)\Delta T$, with boundary condition $S_i^{k+1} \equiv S_i^1$ required by the quantum trace in the partition function. (The sum over configurations in Eq. (3) runs over $S =$
The uniform ferromagnetic coupling $J^\perp$ along the imaginary-time direction is set by:

$$J^\perp = -\frac{1}{2} \log \left[ \tanh \left( \beta \rho \Gamma \right) \right].$$  

(5)

The correct quantum mechanical equilibrium calculation is recovered by taking the limit $P \to \infty$. Using a Metropolis algorithm we can then implement several different Monte Carlo dynamics for $K_{cl}$, depending on the choice of the Monte Carlo moves on which the corresponding classical Markov chain is built. In an equilibrium PIMC, this would make no difference for the final equilibrium averages: it would just influence how fast the system reaches the equilibrium steady state on which averages are calculated. In an annealing framework, the choice of the Monte Carlo moves is a delicate matter influencing the outcome of the SQA simulation. Indeed, SQA is built by appropriately changing the transverse field $\Gamma$ during the course of the PIMC simulation in the hope of mimicking the physical annealing dynamics behind Eq. (2): there is no intrinsic separation between transient and stationary state. In the following, we will investigate and compare two different Monte Carlo moves:

1): time cluster flips (local in space). Given a site $i$, clusters of spins $\{S^k_i\}$ are constructed along the imaginary-time direction using the Swendsen-Wang algorithm. This is the choice of Ref. [34]. A single Monte Carlo Step (MCS) consists of $L$ time-cluster flips.

2): space-time cluster flips (non-local). Since the classical action in Eq. (1) is ferromagnetic (unfrustrated), one can adopt algorithms which construct space-time clusters, either Swendsen-Wang or Wolff. In a single MCS one space-time cluster flip is performed.

The advantage of working with a random Ising chain is that exact equilibrium as well as coherent evolution QA results can be easily obtained and compared to PIMC data. Indeed, using a Jordan-Wigner transformation, the Hamiltonian in Eq. (2) can be mapped to the following free-fermionic Hamiltonian

$$\hat{H} = -\sum_{i=1}^{L-1} J_i (\hat{c}_i^\dagger \hat{c}_{i+1} + \hat{c}_{i+1}^\dagger \hat{c}_i) - \Gamma \sum_{i=1}^{L} (2\hat{c}_i^\dagger \hat{c}_i - 1),$$  

(6)

where $\hat{c}_i^\dagger$ and $\hat{c}_i$ are spinless fermionic operators. In equilibrium — $\Gamma$ independent of $t$ — one can diagonalize such a BCS-like Hamiltonian by a Bogoliubov transformation, constructed by the numerical diagonalization of a $2L \times 2L$ matrix. The relevant quantity that we will consider is the difference (per spin) between the interaction energy’s thermal average at a given value of $\Gamma$ and the ferromagnetic classical ground-state energy $\varepsilon_{gs}(\Gamma = 0)$:

$$\varepsilon_c(\Gamma, T) = \frac{1}{L} \sum_{i=1}^{L-1} J_i \left( 1 - \langle \hat{\sigma}_i^z \hat{\sigma}_{i+1}^z \rangle_{T, \Gamma} \right).$$  

(7)

$\varepsilon_c(\Gamma, T)$ quantifies thermal and quantum fluctuations over the classical ground states energy. Within a coherent-QA framework, where $\Gamma(t)$ is slowly switched to 0 in a timescale $\tau$ and the Schrödinger dynamics is followed, one can consider the time-dependent residual energy:

$$\varepsilon_{res}(t, \tau) = \frac{1}{L} \sum_{i=1}^{L-1} J_i \left( 1 - \langle \hat{\sigma}_i^z \hat{\sigma}_{i+1}^z \rangle_{t, \tau} \right),$$  

(8)

where now $\langle \hat{\sigma}_i^z \hat{\sigma}_{i+1}^z \rangle_t = \langle \psi(t) | \hat{\sigma}_i^z \hat{\sigma}_{i+1}^z | \psi(t) \rangle$ is the quantum average with the time-evolving state $| \psi(t) \rangle$. It can be calculated through time-dependent Bogoljubov-de Gennes (BdG) equations. The residual energy at the end of the annealing is simply obtained as

$$\varepsilon_{res}(\tau) \equiv \varepsilon_{res}(t = \tau, \tau).$$  

(9)

### III. RESULTS

We now discuss the results obtained on the random Ising chain problem. We start from the equilibrium thermodynamics at finite $T$ and $\Gamma$, where we compare the different choices of Monte Carlo moves — essentially, Swendsen-Wang cluster moves restricted to the time direction only, or extended to space and time — on the way the exact results are attained for $P \to \infty$. Interestingly, we find that, in presence of disorder, there is a clear sampling problem for the time cluster moves as $P$ increases in the ferromagnetic phase $\Gamma < \Gamma_c$.

Next, we move to comparing the annealing dynamics of SQA against coherent-QA evolution results performed by solving the time-dependent Bogoljubov-de Gennes equations for the Jordan-Wigner fermion. We show that, while SQA recovers the standard Kibble-Zurek $\tau^{-1/2}$ scaling of the residual energy in the ordered case, in presence of disorder the situation is less clear.

### A. Equilibrium PIMC simulations

Figure [1] shows our PIMC equilibrium estimates for $\varepsilon_c(\Gamma, T)$ in Eq. (7) at low temperature, $T = 0.01$, for two values of $\Gamma$, above and below the $T = 0$ quantum critical point here at $\Gamma_c = 1$ with $J_i \in [0, 1]$, which sets our energy scale. The data shown refer to a single realization of disorder (no disorder average), in order to precisely test their convergence to the exact value for the same realization of $\{J_i\}$: they are representative of all the instances we have tested. Results for both types of Monte Carlo moves are shown by triangles (time cluster moves) and squares (space-time cluster moves). For $\Gamma = 1 > \Gamma_c$, we see that both Monte Carlo moves provide consistent estimates of $\varepsilon_c(\Gamma, T)$, which approach from below the correct exact value, denoted by the horizontal line, as $P \to \infty$. Notice that, for finite $P$, the Trotter discretization error — of order $O(\frac{1}{P^{1/2}})$, which amounts to a 10% error at...
The time cluster moves are, however, well known for PIMC in continuous systems, see for instance Ref. 49. The time cluster moves are unable to correctly sample the correct distribution, especially at relatively large values of \( P \). Even with quite long simulation times of order \( t_{\text{run}} \sim 10^6 \) MCS, the time cluster moves are, however, not discard more than 50% of the iterations.

The natural question is whether this agreement survives also in the disordered case. We start by showing the results obtained, in the same spirit of the SQA numerics presented in Refs. 4, 25, and 34, by considering the Trotter slice \( k \), which realizes the minimum classical energy value for the residual energy:

\[
\varepsilon_{\text{res}}(\tau) = \frac{1}{P} \sum_{k=1}^{P} S_k^{(k)} S_{i+1}^{(k)},
\]

for a given random instance of a chain with \( L = 256 \) spins and \( J_i \in [0,1] \). In Fig. 3(a) we show SQA data obtained for various \( P \) with the SW time cluster moves. Notice the strong similarity with the SQA data obtained in Ref. 4 and, in particular, with Fig. 3A of Ref. 34, obtained for a two-dimensional frustrated Ising glass: this shows

\[
\Gamma(t) = \Gamma(0) \left( 1 - \frac{t}{\tau} \right).
\]
FIG. 2. Test for Kibble-Zurek behaviour, $\varepsilon_{\text{res}}(\tau) \sim \tau^{-1/2}$, in the ordered transverse-field Ising model. SQA is here implemented with SW time cluster moves at $T = 0.01$. The horizontal thick line denotes the equilibrium thermal value of $\varepsilon_c(\Gamma = 0, T = 0.01)$.

FIG. 3. Residual energy at end of the SQA schedule as a function of the annealing time for various values of $P$ and a fixed disorder realization. The quantity we plot is $\varepsilon_{\text{res}}^\text{min}(\tau)$, see Eq. (12), except in the inset, where $\varepsilon_{\text{res}}^\text{avg}(\tau)$ is also shown.

that, quite likely, the phenomena observed are due to disorder, rather than to a truly complex frustrated landscape. Notice also that, within an optimization framework, the optimal choice of $P$ is not $P \to \infty$, but rather $P_{\text{opt}} \sim 32$, as indeed empirically found in Ref. [4]. As pointed out in Ref. [4], these results raise doubts whether any possible advantage of SQA over plain SA might be lost in the proper quantum limit $P \to \infty$. Figure 3(b) shows that the SQA results obtained with the SW space-time cluster moves behave in a completely different way: they quickly converge to the expected thermal average $\varepsilon_c(\Gamma = 0, T = 0.01)$. This simply tells that the SQA results are highly sensitive to the type of MC moves one adopts, as perhaps expected: most likely, the space-time cluster non-local moves have little to do with any physical dynamics, as we will further comment on in the following.

Returning to the time cluster SQA results, we re-plot them in the inset of Fig. 3(a) for the largest $P$, to highlight the fact that the $P \to \infty$ limit is indeed reached as soon as $P \geq 256$. Here, the two sets of data shown are $\varepsilon_{\text{res}}^\text{min}(\tau)$, the optimal Trotter-slice value in Eq. (12), against the proper “quantum average” $\varepsilon_{\text{res}}^\text{avg}(\tau)$ in Eq. (11), which shows a much smoother and monotonic behaviour: notice that the two curves approach each other for the largest $\tau$ investigated. This witnesses the fact that, for these largest $\tau$, the quantum fluctuations — i.e. the fluctuations along the Trotter-time direction — seem to play no role towards the end of the annealing.

But the question remains: is there any physics that we can learn from the time cluster SQA dynamics in the disordered case? The first tests we have performed consist in monitoring the dynamics of $\varepsilon_{\text{res}}(t, \tau)$, for given $\tau$, versus $t$, both for the QA unitary evolution and the SQA dynamics. Indeed, since each $t$ is univocally associated to a value of $\Gamma(t)$, we can equivalently plot the SQA results, averaged over many repetitions of the Monte Carlo dynamics, versus $\Gamma$. Figure 4(a) shows the results for three values of $\tau$, with the SQA results denoted by points. Here we find a surprising result: the SQA with time-cluster moves visits configurations which are essentially equilibrium configurations, but at an effective temperature $T_{\text{eff}}(\tau)$, which depends on the total annealing time $\tau$. More precisely, we have verified that the following Ansatz for the dynamical residual energy holds:

$$\varepsilon_{\text{res}}(t, \tau) = \varepsilon_c(\Gamma(t), T_{\text{eff}}(\tau)),$$

where the corresponding equilibrium values of $\varepsilon_c(\Gamma, T_{\text{eff}})$, with $T_{\text{eff}}$ obtained by fitting the numerical points, are shown by dashed lines in Fig. 4(a). Even more remarkably, the same Ansatz also holds, on the same disordered instance, for the coherent QA dynamics, performed integrating through a 4th-order Runge-Kutta algorithm the BdG equations [39,44] for the free-fermion Jordan-Wigner mapping, see Fig. 4(b). We might go on and compare the corresponding $T_{\text{eff}}(\tau)$ obtained for the two dynamics. However, since $\varepsilon_{\text{res}}(\tau) = \varepsilon_c(\Gamma = 0, T_{\text{eff}}(\tau))$, due to the validity of the Ansatz [13], we can equivalently compare the results obtained for $\varepsilon_{\text{res}}(\tau)$ in the two cases. Figure
FIG. 4. Test of the dynamical Ansatz in Eq. (13) for the time-cluster SQA dynamics (a) and the coherent QA dynamics (b), for the same disorder realization of Fig. 3. The numerical data for \( \epsilon_{\text{res}}(t, \tau) \) are shown by points, for different \( \tau \), at the corresponding value for \( \Gamma(t) \), while the fits with the equilibrium \( \epsilon_c(\Gamma, T_{\text{eff}}(\tau)) \) are shown by dashed lines. For comparison, the exact equilibrium values for \( \epsilon_c(\Gamma, T = 0.01) \) and \( \epsilon_c(\Gamma, T = 0) \) are also shown by thick solid lines.

FIG. 5. The residual energy \( \epsilon_{\text{res}}(\tau) \) at the end of the annealing for the same disorder realization of Fig. 3. The stars show the coherent-QA results vs \( \tau \) (upper abscissa axis) while the other symbols refer to the SQA results (the same data shown in the inset of Fig. 3(a)). The equilibrium thermal value \( \epsilon_c(\Gamma = 0, T = 0.01) \) is shown by a thick horizontal line.

IV. CONCLUSIONS

We have investigated some aspects of the dynamics behind Simulated Quantum Annealing (SQA), specifically its Path-Integral Monte Carlo (PIMC) implementation, through a detailed analysis of PIMC-SQA on a transverse-field random Ising spin chain, where exact equilibrium and coherent-QA results are easily obtained. Due to the absence of frustration, we were also able to compare results obtained with two types of Monte Carlo (MC) moves, a local-in-space Swendsen-Wang cluster move limited to the imaginary-time direction, against space-time (non-local) SW cluster moves, which provides an extremely fast Monte Carlo dynamics. The results show that the choice of the MC moves is of course crucial, but that fast non-local cluster moves have nothing to do with any physical dynamics, which is better mimicked by local spin-flip moves.

Concerning the latter more physical choice, we have verified that the expected Kibble-Zurek behaviour \( \epsilon_{\text{res}}(\tau) \sim \tau^{-1/2} \) is well reproduced by SQA in the ordered case. In presence of disorder, however, we found that equilibrium thermodynamical PIMC simulations at finite \( T \) show a sampling problem emerging, for large \( P \), below the critical point \( \Gamma < \Gamma_c \) and at low temperatures. The consequences of such a sampling problem on the SQA dynamics are a priori not obvious. Interestingly, we found that the time-dependent residual energy \( \epsilon_{\text{res}}(t, \tau) \) shows features that are shared also by the coherent-QA Schrödinger dynamics, i.e., \( \epsilon_{\text{res}}(t, \tau) \) is perfectly described by the (instantaneous) equilibrium value of \( \epsilon_c(\Gamma(t), T_{\text{eff}}(\tau)) \) at an effective temperature \( T_{\text{eff}}(\tau) \) which depends on the annealing time \( \tau \). Nevertheless, the SQA results for the residual energy \( \epsilon_{\text{res}}(\tau) \) appear to be unrelated, in presence of disorder, with the corresponding coherent-QA results.
Several points still deserve a discussion. One might question the relevance of a comparison of SQA at a finite (low) $T$ against QA results which assume a coherent Schrödinger evolution in absence of any external bath. On the practical side, we might add that while a coherent-QA evolution is here quite easy to perform — you just have to integrate $2L \times 2L$ BdG equations for the Jordan-Wigner fermions — the physical dissipative dynamics of a random Ising chain is still a problem which we do not know how to efficiently and reliably tackle. More to the point, however, we can give arguments which are based on our current understanding of the role of dissipation in the QA dynamics of the ordered Ising chain.\cite{22,25,26,28}

As indeed shown in Ref. 22 and perhaps easy to argue about, dissipation has very little effect at small and intermediate annealing times $\tau$, which implies that the different power-law behaviour displayed in Fig. 5 would likely not be influenced by the presence of a bath. For large $\tau$, on the other hand, dissipation tends to drive the system closer to a thermal steady state, which likely results in a larger residual energy, $\epsilon_{\text{res}}^{\text{diss}}(\tau) > \epsilon_{\text{res}}(\tau)$, due to thermal defects generation. Hence, again, it is unlikely that the effect of a thermal bath at temperature $T$ would lead to a closer agreement between SQA and a physical open quantum system dynamics.

A few comments deserves also the largely accepted viewpoint that the time-continuum limit $P \to \infty$ is crucial for a comparison against real QA hardware devices. While there is no question on the fact that, as pointed out in Ref. 34, a correct quantum mechanical treatment does require the limit $P \to \infty$, this by itself does not guarantee that the resulting SQA dynamics is physical, as we have shown in this paper.

The typical “slow-down” that SQA data with $P \to \infty$ tend to show for large $\tau$ should also not necessarily be taken to imply that there is no quantum speed-up of any type against classical Simulated Annealing (SA). Indeed, based on theoretical argument,\cite{1} a coherent-QA is expected to show some improvement in the exponent of the logarithmic scaling, $\epsilon_{\text{res}}(\tau) \sim [\log(\tau)]^{-\gamma}$, against competing SA strategies: this improvement has been indeed verified on random Ising chains\cite{39,43,44} and on infinitely connected $p$-spin Ising ferromagnets.\cite{52} Moreover, quite remarkably, non-convex optimization problems are known\cite{53} in which SQA, with the $P \to \infty$ limit properly taken, is definitely much more efficient than its classical SA counterpart.
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