Data-driven modeling is an imperative tool in various industrial applications, including many applications in the sectors of aeronautics and commercial aviation. These models are in charge of providing key insights, such as which parameters are important on a specific measured outcome or which parameter values we should expect to observe given a set of input parameters. At the same time, however, these models rely heavily on assumptions (e.g., stationarity) or are “black box” (e.g., deep neural networks), meaning that they lack interpretability of their internal working and can be viewed only in terms of their inputs and outputs. An interpretable alternative to the “black box” models and with considerably less assumptions is symbolic regression (SR). SR searches for the optimal model structure while simultaneously optimizing the model’s parameters without relying on an a-priori model structure. In this work, we apply SR on real-life exhaust gas temperature (EGT) data, collected at high frequencies through the entire flight, in order to uncover meaningful algebraic relationships between the EGT and other measurable engine parameters. The experimental results exhibit promising model accuracy, as well as explainability returning an absolute difference of 3°C compared to the ground truth and demonstrating consistency from an engineering perspective.

I. Introduction

Data-driven modeling is an imperative tool in various industrial applications, including many applications in the sectors of aeronautics and commercial aviation. By data-driven modeling, we do not imply a conceptual model that is based on the data requirements of an application being developed, but rather a model of the underlying
data-generating process. Such predictive models perform the task of identifying complex patterns in multimodal data, something that can also be loosely termed as reverse engineering [1]. These models are in charge of providing key insights, such as which parameters (covariates) are important on a specific measured outcome or which parameter values we should expect to observe given a set of input parameters. In addition, such models can infer future states of the system and distill new or refine existing physical models of nonlinear dynamical systems [1].

A physics-based model that adequately fits the data requires a thorough understanding of the system’s physics and processes, which can be prohibitively costly in terms of time and resources. On the other hand, there are cases where such models are necessary, especially in applications where no sufficient data have been generated yet. A good example is the design and certification phase of new aeronautical systems. Linear and nonlinear statistical models rely on assumptions that might not hold (e.g., stationarity for ARMA [2] models in case of time-series). In contrast to those, non-parametric machine learning (ML) algorithms, such as the more recent deep neural networks (DNNs) [3] are considered to be “black box” models, referring to processes which lack interpretability of their internal workings and can be viewed only in terms of their inputs and outputs. This means that these models do not explain their predictions/outputs in a way that is understandable by humans, and as a result, this lack of transparency and accountability can have severe consequences [4], especially in safety-critical systems. However, model explainability is very important in a variety of engineering applications.

An interpretable alternative to the “black box” models and with considerably less assumptions is symbolic regression (SR). SR is a method for automatically finding a suitable algebraic expression that best describes the observed/sampled data [5]. It is different from conventional regression techniques (e.g., linear regression, polynomial regression) in that SR does not rely on a specific a-priori model structure, but instead searches for the optimal model structure while simultaneously optimizing the model’s parameters. The sole assumption made by SR is that the response surface can be described algebraically [6]. SR can be achieved by various methods, such as genetic programming (GP) [5, 7], Bayesian methods [8] and physics inspired artificial intelligence (AI) [9].

Minimal human bias and low complexity of the modeling process that allows function expressiveness and insights into the underlying data-generating process is of paramount importance. For aeronautical applications, safety is of the foremost significance and the consequences of failure or malfunction may be loss of life or serious injury, serious environmental damage, or harm to plant or property [10]. In aviation, properly understanding the data generating process can lead to developing and improving existing physical models for nonlinear dynamical systems that could lead to new insights, as well as indicate faults and failures that can save lives and money in the context of prognostics and health management (PHM) [11].

Nowadays, with the growing generation of large amounts of data in the aviation industry (e.g. passing from snapshot to continuous data collection), many applications have been developed and improved. Some of them∗ are focused on
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engine health monitoring (EHM), as this is a central topic for engine manufacturers and operators. Continuous engine operating data (CEOD) are collected at high frequencies in newer aircraft types, a development which, in combination with suitable algorithms, can improve the predictive capabilities for engine operators. With the purpose of improving the availability and operability of assets, EHM monitors the state of individual engines or engine fleets, by making use of historical operational data, or of data generated during past events. By optimizing maintenance operations, not only safety is improved, but also asset utilization can be optimized, leading to reduced costs and improved operational efficiency. This is an area of interest not only for engine operators and maintenance providers, but also for engine manufacturers. The aim of these data-driven solutions is primarily to avoid imminent failures by identifying possible anomalies in the engine operation, and secondly, to prevent over-maintenance of parts and components, exploiting their full life span.

From an operational context, the use of models like the one presented in this paper can assist engine users to understand in depth the evolution of the deterioration of their engines, while making more reliable predictions about the time for maintenance actions and mitigate the possible disruptions in their flight and passenger operations. At the same time, maintenance providers can predict the deterioration in detail and anticipate the physical state of the engines they will inspect and repair in the near future, without first having to wait for the real asset to be inducted in the shop. This way, they can streamline the maintenance process and provide more accurate quotations to their customers. Last, engine manufacturers – apart from benefiting in their maintenance business, for the aforementioned reasons – can use this type of work to understand in a better way the performance of their global fleet. This way, they can identify the influence of the different operating environments (e.g., presence of sand particles, salty water, air pollution, etc.) in the evolution of engine’s health and incorporate their findings in the design of either newer versions of the same engines or even to future engine generations.

The temperature of the exhaust gases of an engine, known as Exhaust Gas Temperature (EGT), has evolved to become the standard industrial indicator of the health of an aircraft engine [12]. This is because it can capture the cumulative effect of deterioration in the isentropic efficiency of gas path components.

The above information motivates our main research question: Can we uncover a meaningful algebraic relationship between the EGT and the other measured parameters present in the CEOD data, using SR? By meaningful we mean that the analytic expression between the EGT and the other parameters should also be justifiable. The longtime industrial standard in engine health monitoring is the analysis of static, snapshot data. This approach, despite being computationally lighter, cannot capture the dynamics of continuous engine operation during the different flight phases. Having said that, our main contribution in this work is the first, to our knowledge, attempt to use real-world, continuous data collected along the entire flight duration at a recording frequency of 1Hz in order to model analytically the EGT.
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against the rest of the monitored flight parameters. These data, termed continuous engine operational data (CEOD), allow for a more complete digital representation of the operational history of an engine.

The rest of this paper is organized as follows. In Section II, we give a brief introduction to SR and the framework used and in Section III we present related work done in the field of aviation and engineering in general. In Section IV, we describe the data set used in this study, the experimental setup and the results. Finally, in Section V we conclude this study, discuss limitations of the current work and suggest future research directions.

II. Symbolic Regression

Symbolic regression (SR) is a methodology for finding a suitable algebraic expression that best describes the observed data [5]. In symbolic regression no a-priori assumptions on the possible form of the expression is made, as in, for example, conventional regression models (e.g., linear regression). We could say that the latter class of models constrains the space of available expressions. The only assumption made by SR is that the relationship between the input and the output data can be described analytically (or in a symbolic form) [5]. In order to find the most appropriate solution, SR searches the space of mathematical expressions and estimates the corresponding parameters simultaneously [5, 8].

Performing this data-to-function regression [5] is a sophisticated task. Various frameworks have been developed to tackle this problem, such as genetic programming (GP) [5, 7], Bayesian methods [8] and physics inspired artificial intelligence (AI) [9]. In this work we use GP as our framework to perform SR on our data, as with the progress in the field of GP [5], new ideas and methodologies have made GP a tool that could outperform more traditional techniques when solving modelling and identification problems, such as autoregressive moving-average (ARMA) models [13]. Furthermore GP provides a rather straightforward solution to the problem of SR.

A. Genetic Programming

Genetic Programming (GP), first introduced by Koza [5] in 1992, is a biologically inspired machine learning method that evolves computer programs to perform a specific task. When that task is building an empirical mathematical model then GP is called symbolic regression (SR). GP is a specialized form of genetic algorithms (GA) [14]. GA is likely the most widely known type of Evolutionary Algorithms (EA) which comprise a larger class of direct, probabilistic search and optimization algorithms inspired from the model of organic structure evolution [15, 16]. The idea is to evolve randomly generated initial solutions (or chromosomes, as they are more commonly referred to) on a given problem following Darwin’s theory of evolution and to find the fittest solution after a number of generations or other user-specified termination criteria [14]. Solution candidates are evolved through what are called genetic operators, which include crossover or recombination and mutation, as well as selection [14, 16]. Each individual solution is evaluated using a fitness function, which essentially tailors the evolutionary algorithm to the specific problem. In
essence, solutions are selected in a way that reflects their evaluation (better solutions have a higher chance of getting selected), recombined to make offspring solutions and in turn mutated, and replace the parent population for the next generation. For more information on EA we refer the interested reader to [16].

Instead of using strings of binary digits as chromosomes, to represent solutions, as in GA [14], solutions in GP are represented as tree-structured chromosomes, formed by nodes called operators and terminals. As an example, Figure 1 represents in a basic tree the simple expression:

\[(\cos(x_1) + (x_2 \cdot 0.5))\]

Fig. 1 Basic GP tree representation.

Terminals are variables or values, that the operator can process. These include input variables like \(x_i\) or coefficients to be used. The operators correspond to all those functions that can be applied to terminal nodes. These could be the fundamental arithmetic operators, such as \{+,-,\cdot,/,\exp,\log,\sin,\cos,\ldots\}, Boolean logic functions (AND, OR, NOT, etc) or any other mathematical functions. An individual (tree), is the hierarchical combination of operators and terminals, which is equivalent to an algebraic expression. When generating these tree structures, their computational complexity will be dependent on the used method for building them (hybrid, declarative, procedural, mathematical). A more detailed description of these tree building methodologies, as well as the algorithmic execution of a GP workflow can be found in [17] and is illustrated in Figure 2.

The standard framework of GP, however, suffers from high complexity and overly complicated output expressions in SR [18]. In order to mitigate these side effects, multi-gene genetic programming (MGGP) has been developed as a robust variant of GP [19]. While the standard representation of a GP algorithm is based on the evaluation of one single tree structure, MGGP is designed to generate individual members of the GP population (mathematical models of predictor response data) that are multi-gene in nature, i.e., linear combinations of low-order nonlinear transformations of the input variables [19, 20]. The user can specify the maximum allowable number of genes and the maximum tree depth any gene may have. This facilitates a remarkable control over the maximum complexity of the evolved models [19, 20].
Mathematically, a multi-gene regression model can be expressed as:

\[ \hat{y} = d_0 + d_1 \cdot \text{Tree}_1 + \ldots + d_n \cdot \text{Tree}_n \]  

(2)

where \(d_0\) represents the bias term, \(n\) is the number of genes which constitutes a certain individual and \(d_1, \ldots, d_n\) are the gene weights. Figure 3 represents an example of a multigene genetic programming model that represents the mathematical expression in Equation 3:

\[ d_0 + d_1 \cdot (\cos(x_1) + (x_2 \cdot 0.5)) + d_2 \cdot (x_1/x_2 + 2) \]  

(3)
III. Related Work

Although, to the best of our knowledge, SR by means of GP has not been applied to the modelling of the EGT from real-life continuous flight data, there have been certain related studies. A study closely resembling our work is from Nayyeri et al. [21] who proposed an offline health monitoring system by simulating the EGT using SR by means of GP for the take-off and cruising phases of simulated data. The results returned an error of less than 0.5% and 2.5% for the take-off and cruising phases, respectively, indicating good performance. However, the material used was simulated snapshot data and the authors did not use regularization to reduce model complexity. Arellano et al. [22] developed a SR approach by means of GP to predict future values of EGT, amongst other jet engine parameters, for control design. The data were collected from a small scale jet engine which operates on the same principles as the commercial jet engines. In [23] the authors modeled the start-up process of an aero-engine, by performing SR using a specialized GP that generates models that are linear combinations of nonlinear functions of the inputs and produces more parsimonious solutions. The main idea is to apply orthogonal least squares to estimate the contribution of the branches of the tree to the accuracy of the model. The models outperform the results returned from the support vector machine (SVM) algorithm and in general can identify the dynamic system characteristics correctly, even without system knowledge. GP has further been used in the field of aviation to nonlinear identification of aircraft engine [24–26].

There have also been numerous contributions of SR in engineering in general, apart from aviation. An example is [27] were the authors used SR by means of a specially designed GP to predict the fuel flow and the EGT of a gas turbine in an electrical power setting. Their approach outperformed machine-learning techniques and other symbolic regression techniques, such as fast function extraction (FFX) and multi-variate adaptive regression splines (MARS), on the EGT problem. The results showed that standard GP algorithms can be used to address difficult real-world problems. In [28] the authors present the first approach for the formulation of a gasoline engine performance parameters (torque and brake specific fuel consumption) using an extension of GP called gene expression programming (GEP) that evolves computer programs encoded in linear chromosomes of fixed length. Their results demonstrate that GP can be effectively used to obtain formulations for high nonlinear function approximation problems in general. Bongard and Lipson [29] generated symbolic equations for nonlinear coupled dynamical systems in the fields of mechanics, systems biology and ecology. They also noted the differences between symbolic and numerical models in terms of complexity, making the former easier to interpret. In [30] the authors developed a deterministic SR method to derive algebraic Reynolds-stress models for the Reynolds-averaged Navier-Stokes (RANS) equations, for turbulence modelling.

Genetic programming has also provided solutions to various problems such as classification problems [31], telecommunications problems [32] and manufacturing process modelling [33].

The aforementioned list of applications is by no means exhaustive. It shows, nevertheless, that GP can be successfully applied to real-world industrial problems, with better, comparable and interpretable results, compared to “black box” machine (ML) learning and artificial intelligence (AI) methods. What is more, we can see that there is also a lot of
potential and growing opportunities of GP applications in the field of aviation, still to come. This work stands as an example of such an application on real-life turbo-fan engine data.

IV. Experimental Setup and Results

Our objective is to see if the use of SR can uncover meaningful relationships in complex, engineering problems. Driven by this aim, we performed the following experiments on a real aircraft operational data set, in order to uncover relevant dependencies between the EGT and other measured parameters of a flight.

A. Data

The data used in this study came from a specific GEnx turbofan engine, mounted on a Boeing 787 – 10 and were recorded during four flights in July 2019†. The collected data are termed continuous engine operational data (CEOD) [34] and are a data stream made out of several hundred parameters (696) which are measured along the entire flight duration at a recording frequency of 1Hz. Due to on-board computational limitations, the data have been off-loaded post-flight via gatelink. The four different flights were anonymized for confidentiality and security purposes.

An important point to be made is that the recording of CEOD is a relatively new technical development, so its use in engine health monitoring is still very limited from an operational standpoint. The longtime industrial standard is still the use of snapshot data, which are recorded only once during every flight phase. In other words, snapshot data contain only one point for takeoff and cruise, and, depending on the aircraft type, for the remaining flight phases. The advantage of CEOD for diagnostics and prognostics is obvious when combined with Machine Learning algorithms, since their training can be more effective.

The selected target parameter that will be modelled is termed in the CEOD data set as Selected Exhaust Gas Temperature (DEG_C). In the remainder of this study, we will call this simply EGT.

B. Experimental Setup

1. Data Pre-processing

For this study, we decided to select the most stable phase of the flight, as exhibited by the data. This phase is assumed to be the cruising phase, due to the lack of labelled phase segmentation in the data. This assumption was further validated by field experts. This decision was made to allow for an accurate modelling of the underlying process, as the distribution of EGT measurements does not exhibit extreme fluctuations, since during cruise the operational and the environmental conditions are more stable compared to other flight phases. Thus, phases such as, taxiing, take-off, climb, descent or landing were not investigated as they constitute a transient part of a flight, where engine performance and thermal effects vary with time and with mission characteristics. Furthermore, the cruising phase allowed for a

†The data used is proprietary material of the Koninklijke Luchtvaart Maatschappij N.V. (KLM) and cannot be shared in the public domain.
larger data sample, since it covers the greatest part of a long haul flight. A large sample is important to uncover any meaningful relationships between the EGT and the rest of the monitored engine parameters.

For our experiments three of the flights, henceforth known as flight 1, flight 2 and flight 3, were concatenated into a single data set. From this data set we discarded parameters providing little to no information. Specifically, we removed parameters containing at least one NaN (6.9% of the total parameters) value or string (alphanumeric), retaining only numeric data. Subsequently, we split the remaining data into training and test sets by randomly selecting 80% of the data for training and the remaining 20% for testing. We further pre-processed the training data by performing a correlation analysis with different conditions that result in the different experiments (see Section IV.B.2). The training data will allow the SR algorithm to learn patterns from the data and as a result estimate the model’s parameters. The test set is used in order to reduce any over-fitting of the SR algorithm to the training data, by estimating the generalization capability of the fitted model on the test data. This will reduce the possibility of the resulting algebraic expression reflecting only the training data, from which it was generated. The process of training and testing can be considered as the training phase of the SR algorithm. A fourth flight (flight 4) was selected for validation purposes in order to measure the final performance of our method on unseen data. For the validation and test data we only used the parameters that were retained on the training set after all the pre-processing steps performed on it. The final pre-processing step involved normalizing each of the parameters of the training, test and validation data as follows:

\[ x' = \frac{x - \mu}{\sigma} \tag{4} \]

where \( x, x' \) are the data item and the transformed data item, respectively and \( \mu, \sigma \) are the population (or sample) mean and standard deviation, respectively. It should be pointed out here that \( \mu, \sigma \) which were used to normalize the validation and test parameters, are the same \( \mu, \sigma \) learnt from the training data. The latter step is standard practice in ML. Finally, we should note here that the selection of the flights in order to be used for training and testing has been done randomly, i.e., not taking into consideration flight details or characteristics, e.g. departure airport or duration of the flight. Furthermore, we would like to point out that there are different potential reasons for the presence of NaN values in the dataset. In general, NaN values can be attributed to recording and synchronization issues and to the fact that not all data capturing takes place at the exact same frequency, even if the recording takes place at 1Hz in the CEOD. In addition, not all parameters are recorded during all the phases of a flight, so a part of the missing values could be attributed to this reason. Moreover, some secondary systems might not be functional for operational reasons during specific segments or the totality of the flight. Moreover, temporary recording issues cannot be excluded. For calculated parameters, some required inputs might not be available at the time that certain entries are recorded, for the aforementioned reasons, resulting in NaN values. Finally, as a result of data ownership agreements between the original equipment manufacturer and the aircraft operator, some parameters are missing completely.
2. Methodology and System Setup

We decided to use the GPTIPS [20, 35] to perform our experiments because of its ease of use, as well as its multigene GP approach that was discussed earlier. Additionally, GPTIPS takes into account the trade off surface of model performance and model complexity [20, 35]. In the multi-gene approach complexity is defined as the simple sum of the expressional complexities of its constituent trees [35]. For each experiment, 10 final models were independently created, each of which used 10 independent runs internally. The models resulting from the multiple, internal runs are automatically merged at the end of the execution and the best model is selected in terms of predictive performance (R$^2$ - see also Performance Metrics IV.B.3 below) among models from a Pareto front of model performance and model complexity. This internal, multi-start approach mitigates issues with the possible loss of model diversity over a single run and with the GP algorithm getting stuck in local minima [35]. The repetition (10 times) of the previously mentioned process, per experiment, is performed to have an estimate of the centrality and dispersion of the performances in each experiment. The population size was chosen to be 250 individuals, while the number of generations was at maximum 150 generations. The tournament size is set to 20, Tournament Pareto which encourages less complex models was set to 0.3. Elitism = 30% of the population. Maximum tree depth was set to 5 and the maximum number of genes was selected to be 10. Finally, the function set contained these operators = {\cdot, -, +, \sqrt{}, \exp{}, x^3, x^a, \exp(-x), -x, |x|, \log}. In essence these operators define our alphabet. See Table 1 for a quick reference of the hyperparameters used.

| Hyperparameter         | Value                        |
|------------------------|------------------------------|
| Runs (internal)        | 10                           |
| Population size        | 250                          |
| Number of generations  | 150                          |
| Tournament size        | 20                           |
| Tournament Pareto      | 0.3                          |
| Elitism                | 0.3                          |
| Maximum tree depth     | 5                            |
| Maximum number of genes| 10                           |
| Function set           | \cdot, -,.+/.,x^2, \sqrt{}, \exp{}, x^3, x^a, \exp(-x), -x, |x|, \log |  

Table 1 System setup parameters.

By default GPTIPS provides a multigene symbolic regression fitness function, which was used in order to minimize the root mean squared prediction error on the training data. For the genetic operators we used $p = 0.1$ for the mutation probability and $p = 0.85$ for the crossover probability. The chosen hyperparameters were based on values suggested from literature, in combination with execution time, and preliminary experiments. More specifically, the mutation/crossover rates are equal to the values in [20] (default values). The same is also true for other non-mentioned hyperparameters of the algorithm.
3. Performance Metrics

To measure the performance of our approach against the ground truth, we decided to use the common error metrics for regression [36], namely, root mean squared error (RMSE), mean squared error (MSE), mean absolute error (MAE), and $R^2$:

$$RMSE(y, \hat{y}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (5)$$

$$MSE(y, \hat{y}) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (6)$$

$$MAE(y, \hat{y}) = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (7)$$

$$R^2(y, \hat{y}) = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$  \hspace{1cm} (8)$$

where $y_i$ are the ground truth values, $\hat{y}_i$ the predicted values, $\bar{y}$ is the mean of the observed data, and $n$ the number of samples.

C. Experimental Results

All experiments were executed on an off-the-shelf PC with a processor running at 1.8 GHz and 8 GB of RAM. The source code has been developed using Python version 3.8.3 and MATLAB version R2019b. We used GPTIPS version 2 and Pandas version 1.0.3.

For the experiment a correlation analysis was performed on the input parameters, as a dimensionality reduction step. Specifically, parameters that were highly correlated (over 0.90) were discarded, retaining only the first representative. After this step, 114/696 CEOD parameters remained to be used as final input, in the GP framework, in addition to the target EGT. We performed this experiment 10 times to account for the stochastic nature of GP, by combining internally in each of these executions, 10 independent runs. This resulted in 10 different algebraic expressions. In Table 2 we show the average error metrics (over 10 runs) for the training, the test, and the validation data sets. The results show us that SR has managed to account for the variability of the EGT against the used CEOD parameters on both the training and test sets ($R^2 = 1$). As a result, the average deviation from the ground truth is less than 1 degree Celcius (MAE= 0.77°C and 0.76°C) for the training and test sets, respectively, which is negligible from an engineering perspective. Regarding the validation set, we see a larger average error, compared to the training and test sets. In particular, we see an average error of 3°C degrees Celcius compared to the ground truth EGT values. This slight increase in the error, is also backed up by the small decrease of the average $R^2 = 0.86$, indicating a small degree of overfitting. The small error increase is in general expected. Taking into consideration, however, that we did not correct for parameters such as the duration of the cruising phase, or the flight level, the current error is within an acceptable range.

In Figure 4 we show a plot of the EGT predictions on the validation set (displayed in orange) overlaid against the observed EGT values (displayed in blue). The x-axis represents the number of used data-points. We should note here
Table 2  Average error metrics (over 10 runs) of the training error, the test error and the validation error, on experiment 1.

|             | $R^2$      | RMSE      | MAE      | MSE       |
|-------------|------------|-----------|----------|-----------|
| Training    | 1 ± 0      | 1.3 ± 0.06| 0.77 ± 0.03| 1.69 ± 0.16|
| Test error  | 1 ± 0      | 1.27 ± 0.05| 0.76 ± 0.03| 1.62 ± 0.15|
| Validation  | 0.86 ± 0.08| 8.44 ± 3.27| 3.01 ± 1.01| 80.81 ± 46.8|

that the y axis represents the scaled EGT measures. From the results we can see that the resulting algebraic expression has managed to learn the underlying relationship between the EGT and the other CEOD parameters very well. In addition, in Table 2 we can see that the dispersion of the predictions against the observed EGT is, on average, 3°C.

In Table 3, we show the input variables that appear in the resulting 10 models as well as their percentage of appearance. Here, each variable is represented by an $x$ with an index. The reader might find interesting to know which of the variables have resulted from this experiment. In the following list, we provide the technical meaning of the most frequently occurring variables based on Table 3. In the technical explanations, we considered only parameters with more than 5% occurrence in Table 3.
Table 3  Percentage of appearance per variable over all models (Experiment 1).

| Input variables (Index) | % of appearance |
|-------------------------|-----------------|
| $x_4, x_6, x_{21}$     | 10,6 %          |
| $x_{43}$               | 8,5 %           |
| $x_{12}, x_{74}, x_{113}$ | 5,1 %         |
| $x_5, x_{110}$         | 4,08 %          |
| $x_{11}, x_{14}, x_{39}, x_{59}$ | 3,06 % |
| $x_{18}, x_{23}, x_{24}, x_{94}$ | 2,04 % |
| $x_{1}, x_{8}, x_{13}, x_{25}, x_{46}, x_{52}, x_{57}, x_{60}, x_{96}, x_{111}, x_{112}$ | 1,02 % |

• **Actual Calculated HPT Clearance – $x_4$**
  The tip clearance of the High Pressure Turbine (HPT) is directly related to its isentropic efficiency and the gas enthalpy drop through the blade stages. The higher the clearance, the less efficient the expansion process is, and thus the EGT is higher.

• **Average Gas Temperature at Station 25 – $x_6$**
  This is the gas temperature at the inlet of the High Pressure Compressor (HPC). A higher temperature here indicates a less efficient compression process through the engine booster, which for a given pressure ratio requires increased power input from its corresponding turbine, the Low Pressure Turbine (LPT). This high power output can only be achieved via higher fuel flows that lead to increased EGT.

• **Corrected Fan Speed to Station 12 – $x_{21}$**
  A higher Fan Speed also corresponds to a higher EGT, since the power required from the interconnected LPT is higher, leading to an increased fuel flow.

• **FSV Minimum Main Fuel Split Regulator – $x_{43}$**
  As the Fuel Splitting Valve (FSV) has an influence on the amount of fuel that is directed to the combustion chamber, there is a direct relation between this variable and the resulting EGT.

• **BPCU 1 GCU Generator Load – $x_{12}$**
  This parameter is related to the load control of the engine generators. The higher the load required from the generators, the higher the power extraction from the engine, which leads to higher fuel flow, to cover the increased energy needs. The higher fuel flow results in a higher EGT.

• **Selected Variable Bleed Valve (VBV) Position – $x_{74}$**
  The position of the VBV controls the amount of air that is bled from the engine. With an increasing degree of bleed, the HPC compresses air that does not contribute to the power generated by the turbines, resulting in a reduced overall thermal efficiency. This reduction means that for the same thrust output, the engine needs to
consume a higher amount of fuel, which results in an increased EGT.

- \( \frac{WF}{(P3 \cdot RTH25)} \) Base (PPH/PSIA) – \( x_{113} \)

This is an expression for the non-dimensionalized fuel flow of the engine, which is directly related to a higher EGT.

In the list above, the station numbering (e.g., “Average Gas Temperature at Station 25”) is standardized and follows the SAE Aerospace Standard AS755 (Aircraft Propulsion System Performance Station Designation)\(^2\). Under this standard, station 25 (see “Average Gas Temperature at Station 25”) is the interface between the Low Pressure Compressor (LPC) and the HPC, while station 12 (see “Corrected Fan Speed to Station 12”) is the inlet fan tip station.

Moreover, the coefficients multiplied by the variables in Equation 9 indicate the relative importance (contribution) of that parameter to the output. For example, the coefficients of variables \( x_4, x_6, x_{21} \) are the largest among the coefficients of the other variables, showing their importance to the EGT. This is also backed up by the percentage of appearance of these variables throughout the repetitions, as well as from the nature of these variables as mentioned before.

In addition, we performed two control experiments to investigate the effect that certain parameters might have on the estimation of the EGT. In particular, in the first we removed the parameter Average Temperature at Station 25 (DEG_C), which even though did not exceed the 0.9 correlation threshold, is in direct relation with the EGT. After removing it we performed the same experiment described before which resulted in Table 4. The results show a similar pattern to those of our initial experiments. In addition, we see a slight decrease (by 6%) in the average \( R^2 \) value of the validation set and a small increase (by 8%) in the average MAE value. Despite the error increase, the deviation from the ground truth is still minimal, indicating that the EGT can be evaluated non-trivially. With this we mean that despite dropping parameters that are closely related to the nature of our target output (e.g., Average Temperature at Station 25 (DEG_C)), we still get satisfying results.

|                  | \( R^2 \)  | RMSE     | MAE       | MSE        |
|------------------|-----------|----------|-----------|------------|
| Training Error   | 1 ± 0     | 1.43 ± 0.06 | 0.88 ± 0.03 | 2.03 ± 0.17 |
| Test error       | 1 ± 0     | 1.4 ± 0.07  | 0.87 ± 0.04  | 1.97 ± 0.2  |
| Validation error | 0.81 ± 0.04 | 10.27 ± 1.24 | 3.26 ± 0.26  | 106.93 ± 23.73 |

Table 4  Average error metrics (over 10 runs) of the training error, the test error and the validation error, on experiment 2.

The second experiment involved discarding all the highly correlated (more than 90%) input parameters with the EGT before performing the correlation analysis of our initial experiment. The results of this experiment is summarized in Table 5. Here we see the results resembling more closely those of our initial experiment. It is interesting, however, to see a decrease (by 7%) of the average MAE.

The resulting models and plots from all experiments can be found in the supplemental material accompanying this paper.

\(^2\)https://www.sae.org/standards/content/as755g/
| Training Error | RMSE        | MAE         | MSE        |
|----------------|-------------|-------------|------------|
| 1 ± 0          | 1.23 ± 0.04 | 0.75 ± 0.02 | 1.5 ± 0.1  |
| Test error     | 1 ± 0       | 1.24 ± 0.04 | 0.75 ± 0.02 | 1.55 ± 0.09 |
| Validation error | 0.86 ± 0.08 | 8.44 ± 3.23 | 2.8 ± 0.95 | 80.65 ± 44.63 |

Table 5 Average error metrics (over 10 runs) of the training error, the test error and the validation error, on experiment 3.

V. Discussion and Future Work

In this work, we investigated the use of symbolic regression (SR) by means of genetic programming (GP) on a real engineering problem. Specifically, we examined the use of SR on real aircraft operational data with the aim of uncovering meaningful relationships between the exhaust gas temperature (EGT) - a standard industrial indicator of the health of an aircraft engine - and the rest of the monitored engine parameters. Our main contribution is the first, to our knowledge, analytical model of EGT against the rest of the monitored flight parameters which has been automatically derived from real-world continuous data collected along the entire flight duration at a recording frequency of 1Hz (and been assessed by engine experts to provide useful insights). These data, termed continuous engine operational data (CEOD), allow for a more complete digital representation of the operational history of an engine, while the longtime industrial standard is still the use of snapshot data, which are recorded only once during every flight phase.

The experimental results are promising, both in terms of model accuracy, as well as in explainability. In more detail, the trained models exhibited on average a small amount of overfitting and an absolute difference of 3°C compared to the ground truth EGT values, a small difference from an engineering perspective. Furthermore, the resulting formulas demonstrated consistency from a physics/engineering point of view between the predictor-parameters and the EGT, which was validated by field experts. This indicated that the proposed method can uncover meaningful relationships in the data that can be interpreted by the end-user. In addition, we performed two more experiments to investigate the effect that certain parameters might have on the estimation of the EGT. The results showed a similar pattern to our initial experimental output.

The importance of our study lies in the fact that with little or no field knowledge, we were able to generate models that relate the EGT accurately and meaningfully to other monitored parameters. Such algebraic expressions can assist field practitioners in diagnosing faults or failures and can even uncover new relationships between parameters, previously unknown to engineers or field experts.

At this point, we should also mention some of the limitations of our work. Firstly, we only took into account the cruising phase of the flight, ignoring the others. Having said that we expect a different behavior in phases such as take-off, where the engine performance is transient and thermally unstable. Moreover, we did not take into account or correct in any way the data, based on information such as the cruising flight-level (altitude) or the duration of the flight or the weight of the aircraft during cruising. For example, EGT might increase with increasing HPT tip clearance, since
its isentropic thermal efficiency drops. Moreover, even though the data pre-processing that we did proved to be effective, it meant we had to discard certain data because of the NaN values. Lastly, we only modeled the EGT as a function of the rest of the observed parameters. Modeling other parameters might be more difficult or even impossible. However, as EGT is the standard industrial indicator for the overall engine thermal efficiency, this is not a main concern.

Our aforementioned limitations clearly pave the road into future directions. Initially, we would like to model transient flight phases, such as take-off, which constitutes a very intensive time for the engine. Additionally, it is worth looking into pre-processing the data with minimum loss of information (e.g., NaN value imputation) and to incorporate additional information (data augmentation), such as weather conditions (e.g., when modeling parameters during climb or landing). Regarding the CEOD data specifically, we should emphasize that they can play a significant role since their higher sampling rate can capture, for example, early issues and pinpoint the exact moment they took place. However, since CEOD contain a larger amount of information compared to e.g., snapshot data, this means that the amount of data for training and testing need to be equally high. In addition, as the engine conditions might vary significantly during take off, due to different ambient conditions, airport elevation, engine derate, etc., data representativeness is a key-point for a successful application of the methods we used, and any other ML method in essence. Regarding the modeling, it would very interesting to perform hyperparameter optimization on the GP in order to select the optimal hyperparameters that will allow high accuracy and low generalization error. It would also be of worth, to further build a meta-model that combines all of the formulas derived from the experiments or an ensemble model by, for example, taking the average or other aggregation function of the predictions provided by each of the models. Also, like mentioned before, such models that are interpretable by the end-users, can lend themselves for predictive maintenance. For example, any strong deviation between the predicted value of the model and the monitored parameter(s) can indicate a fault or malfunctioning sensor. This of course would be possible if the model is built from healthy data. These formulas can also be used in order to generate more data healthy or faulty, by tuning the range of the predictor parameters to simulate various conditions. Lastly, by proper data pre-processing, one can also derive formulas that allow forecasting of parameters into the future enabling this way prognostics. This list is by no means exhaustive, but it is clear that the opportunities are endless.
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I. Introduction

Data-driven modeling is an imperative tool in various industrial applications, including many applications in the sectors of aeronautics and commercial aviation. These models are in charge of providing key insights, such as which parameters are important on a specific measured outcome or which parameter values we should expect to observe given a set of input parameters. At the same time, however, these models rely heavily on assumptions (e.g., stationarity) or are “black box” (e.g., deep neural networks), meaning that they lack interpretability of their internal working and can be viewed only in terms of their inputs and outputs. An interpretable alternative to the “black box” models and with considerably less assumptions is symbolic regression (SR). SR searches for the optimal model structure while simultaneously optimizing the model’s parameters without relying on an a-priori model structure.

This document is supplemental material to the main paper “An Application of Symbolic Regression on Exhaust Gas Temperature of Turbofan Engines: A Case Study”, by Kefalas, de Santiago Rojo Jr., Apostolidis, van den Herik, van Stein and Bäck. It holds in detail all the results from the experiments performed together with plots and explanations.
something that can also be loosely termed as reverse engineering [1]. These models are in charge of providing key insights, such as which parameters (covariates) are important on a specific measured outcome or which parameter values we should expect to observe given a set of input parameters. In addition, such models can infer future states of the system and distill new or refine existing physical models of nonlinear dynamical systems [1].

A physics-based model that adequately fits the data requires a thorough understanding of the system’s physics and processes, which can be prohibitively costly in terms of time and resources. On the other hand, there are cases where such models are necessary, especially in applications where no sufficient data have been generated yet. A good example is the design and certification phase of new aeronautical systems. Linear and non-linear statistical models rely on assumptions that might not hold (e.g., stationarity for ARMA [2] models in case of time-series). In contrast to those, non-parametric machine learning (ML) algorithms, such as the more recent deep neural networks (DNNs) [3] are considered to be “black box” models, referring to processes which lack interpretability of their internal workings and can be viewed only in terms of their inputs and outputs. This means that these models do not explain their predictions/outputs in a way that is understandable by humans, and as a result, this lack of transparency and accountability can have severe consequences [4], especially in safety-critical systems. However, model explainability is very important in a variety of engineering applications.

An interpretable alternative to the “black box” models and with considerably less assumptions is symbolic regression (SR). SR is a method for automatically finding a suitable algebraic expression that best describes the observed/sampled data [5]. It is different from conventional regression techniques (e.g., linear regression, polynomial regression) in that SR does not rely on a specific a-priori model structure, but instead searches for the optimal model structure while simultaneously optimizing the model’s parameters. The sole assumption made by SR is that the response surface can be described algebraically [6]. SR can be achieved by various methods, such as genetic programming (GP) [5, 7], Bayesian methods [8] and physics inspired artificial intelligence (AI) [9].

Minimal human bias and low complexity of the modeling process that allows function expressiveness and insights into the underlying data-generating process is of paramount importance. For aeronautical applications, safety is of the foremost significance and the consequences of failure or malfunction may be loss of life or serious injury, serious environmental damage, or harm to plant or property [10]. In aviation, properly understanding the data generating process can lead to developing and improving existing physical models for non-linear dynamical systems that could lead to new insights, as well as indicate faults and failures that can save lives and money in the context of prognostics and health management (PHM) [11].

Nowadays, with the growing generation of large amounts of data in the aviation industry (e.g. passing from snapshot to continuous data collection), many applications have been developed and improved. Some of them* are focused on

---

*Predix Platform: https://www.ge.com/digital/iiot-platform
IntelligentEngine: https://www.rolls-royce.com/products-and-services/civil-aerospace/intelligentengine.aspx
The MRO Lab - Prognos: https://www.afiklmem.com/en/solutions/about-prognos
engine health monitoring (EHM), as this is a central topic for engine manufacturers and operators. Continuous engine operating data (CEOD) are collected at high frequencies in newer aircraft types, a development which, in combination with suitable algorithms, can improve the predictive capabilities for engine operators. With the purpose of improving the availability and operability of assets, EHM monitors the state of individual engines or engine fleets, by making use of historical operational data, or of data generated during past events. By optimizing maintenance operations, not only safety is improved, but also asset utilization can be optimized, leading to reduced costs and improved operational efficiency. This is an area of interest not only for engine operators and maintenance providers, but also for engine manufacturers. The aim of these data-driven solutions is primarily to avoid imminent failures by identifying possible anomalies in the engine operation, and secondly, to prevent over-maintenance of parts and components, exploiting their full life span.

From an operational context, the use of models like the one presented in this paper can assist engine users to understand in depth the evolution of the deterioration of their engines, while making more reliable predictions about the time for maintenance actions and mitigate the possible disruptions in their flight and passenger operations. At the same time, maintenance providers can predict the deterioration in detail and anticipate the physical state of the engines they will inspect and repair in the near future, without first having to wait for the real asset to be inducted in the shop. This way, they can streamline the maintenance process and provide more accurate quotations to their customers. Last, engine manufacturers - apart from being benefited in their maintenance business, for the aforementioned reasons -, they can use this type of work to understand in a better way the performance of their global fleet. This way, they can identify the influence of the different operating environments (e.g. presence of sand particles, salty water, air pollution, etc.) in the evolution of engines health and incorporate their findings in the design of either newer versions of the same engines or even to future engine generations.

The temperature of the exhaust gases of an engine, known as Exhaust Gas Temperature (EGT) has evolved to become the standard industrial indicator of the health of an aircraft engine [12]. This is because it can capture the cumulative effect of deterioration in the isentropic efficiency of gas path components.

The above information motivates our main research question: Can we uncover a meaningful algebraic relationship between the EGT and the other measured parameters present in the CEOD data, using SR? By meaningful we mean that the analytic expression between the EGT and the other parameters should also be justifiable. The longtime industrial standard in engine health monitoring is the analysis of static, snapshot data. This approach, despite being computationally lighter, cannot capture the dynamics of continuous engine operation during the different flight phases. Having said that, our main contribution in this work is the first, to our knowledge, attempt to use real-world, continuous data collected along the entire flight duration at a recording frequency of 1Hz in order to model analytically the EGT against the rest of the monitored flight parameters. These data, termed continuous engine operational data (CEOD), allow for a more complete digital representation of the operational history of an engine.
This document is supplemental material to the main paper “An Application of Symbolic Regression on Exhaust Gas Temperature of Turbofan Engines: A Case Study”. It holds in detail all the results from the experiments performed together with plots and explanations.

The rest of this paper is organized as follows. In Sections II, III, IV we briefly describe the performed experiments and present in detail the experimental results, the generated formulas, and we show figures comparing the predicted to the ground truth EGT values of the test set. Finally, in Section V we conclude this study.

II. Experiment 1 Results

For this experiment, a correlation analysis is performed upon the input variables, so that those which are highly correlated are discarded. The threshold used is 0.90. Those above this threshold have been dropped, only keeping the first representative from a set of highly correlated variables. After these variables are deleted, 114 remain to be used as final input variables in addition to the EGT. The training, testing and validation error metrics results are displayed in tables 1, 2, and 3 for all ten models resulting from the ten independent runs.

| R^2   | RMSE  | MAE  | MSE  |
|-------|-------|------|------|
| 0.998102 | 1.239205 | 0.763866 | 1.535629 |
| 0.997968 | 1.281986 | 0.786991 | 1.643489 |
| 0.997507 | 1.420041 | 0.828125 | 2.016517 |
| 0.997964 | 1.283411 | 0.786591 | 1.647145 |
| 0.998020 | 1.265571 | 0.765595 | 1.601671 |
| 0.998023 | 1.264679 | 0.738129 | 1.599412 |
| 0.997745 | 1.350609 | 0.754343 | 1.824146 |
| 0.998036 | 1.260616 | 0.746105 | 1.589153 |
| 0.998123 | 1.232339 | 0.740111 | 1.518661 |
| 0.997676 | 1.371248 | 0.791502 | 1.880321 |

Table 1 Experiment 1 training error metrics.

| R^2   | RMSE  | MAE  | MSE  |
|-------|-------|------|------|
| 0.99822 | 1.20770 | 0.75207 | 1.45853 |
| 0.99803 | 1.27203 | 0.77908 | 1.61805 |
| 0.99767 | 1.38459 | 0.82148 | 1.91708 |
| 0.99808 | 1.25604 | 0.77368 | 1.57764 |
| 0.99810 | 1.24747 | 0.75516 | 1.55618 |
| 0.99813 | 1.24030 | 0.72427 | 1.53834 |
| 0.99788 | 1.32030 | 0.74576 | 1.74320 |
| 0.99817 | 1.22514 | 0.73863 | 1.50097 |
| 0.99814 | 1.23560 | 0.73759 | 1.52672 |
| 0.99783 | 1.33519 | 0.78411 | 1.78273 |

Table 2 Experiment 1 test error metrics.
Each generated symbolic expression model is shown below:

\[ Y_1^1 = 0.141 \cdot x_4 + 0.123 \cdot x_5 + 0.8 \cdot x_6 + 0.0214 \cdot x_{12} - 0.123 \cdot x_{18} + 0.751 \cdot x_{21} + 0.0261 \cdot x_{60} + 0.0405 \cdot x_{74} - 0.0371 \cdot |\log(x_{39})| + 1.32 \cdot 10^{-4} e^{2 \cdot x_{21}} - 0.0428 \cdot |x_4| - 0.0261 \cdot e^{x_{21}} + 0.00762 \cdot x_{74}^2 + 0.133 \]

\[ Y_2^2 = 0.13 \cdot x_4 + 0.668 \cdot x_6 + 0.0264 \cdot x_{12} - 0.0796 \cdot x_{14} + 0.759 \cdot x_{21} + 0.0484 \cdot x_{43} - 0.00864 \cdot x_{57} + 0.0219 \cdot x_{110} - 0.0219 \cdot x_{113} - 0.0264 \cdot |x_4| + 0.0219 \cdot |x_6| - 0.00702 \cdot |x_{43} - 2.0 \cdot x_{46} + 0.2 \cdot x_{21}^3| - 0.0579 \cdot x_{21}^3 - 6.3 \cdot 10^{-4} \cdot |x_{14} - 1.0 \cdot x_{21}| \cdot |x_{21}|^3 \cdot |x_{43}| + 0.0119 \]

\[ Y_3^3 = 0.169 \cdot x_4 - 0.0168 \cdot x_1 + 0.125 \cdot x_5 + 0.712 \cdot x_6 - 0.0336 \cdot x_{18} + 0.704 \cdot x_{21} + 0.0376 \cdot x_{43} + 0.0156 \cdot x_{110} - 0.00778 \cdot e^{-x_{12}} - 0.0808 \cdot |x_4| - 0.0513 \cdot |x_6| - 0.0156 \cdot |x_{21}| + 0.0432 \cdot |x_4|^{1/2} - 0.00102 \cdot |x_{41} + |(x_{21})|^{1/2} + 0.0368 \cdot |x_{74}|^{1/2} + 0.0736 \]

\[ Y_4^4 = 0.0758 \cdot x_4 + 0.885 \cdot x_6 - 0.2 \cdot x_{13} - 0.156 \cdot x_{14} + 0.43 \cdot x_{21} - 0.0244 \cdot x_{23} - 0.495 \cdot e^{-e^{x_{43}}} + 0.2 \cdot e^{-e^{x_{21}}} + 0.156 \cdot e^{-e^{x_{113}}} + 0.00361 \cdot e^{x_{110}} - 0.787 \cdot e^{-e^{x_{211}}} + 0.00719 \cdot x_{14}^2 + 0.214 \]

\[ Y_5^5 = 0.0887 \cdot x_4 + 0.111 \cdot x_5 + 0.69 \cdot x_6 + 0.0296 \cdot x_{11} + 0.523 \cdot x_{21} - 0.0442 \cdot x_{39} - 0.121 \cdot e^{-x_{10}} - 0.499 \cdot e^{-e^{x_{21}}} + 0.0559 \cdot x_4 \cdot e^{(x_5)}^{1/2} - 0.00493 \cdot x_{74} \cdot x_{113} + 0.353 \]

\[ Y_6^6 = 0.204 \cdot x_4 + 0.592 \cdot x_6 + 0.0242 \cdot x_{11} + 0.485 \cdot x_{21} + 0.0698 \cdot x_{43} + 0.122 \cdot x_{59} - 0.642 \cdot e^{-e^{x_{21}}} - (0.00133 \cdot |x_{34}|/|x_{34}|^2 - 0.0205 \cdot x_4^2 + 0.00106 \cdot x_4^3 + 0.365 \]

\[ Y_7^7 = 0.111 \cdot x_4 + 0.601 \cdot x_6 + 0.0264 \cdot x_{11} + 0.448 \cdot x_{21} - 0.0361 \cdot x_{25} + 0.0459 \cdot x_{43} + 0.111 \cdot x_{59} - 0.0346 \cdot x_{113} - 0.0553 \cdot e^{-x_{4}} + 0.02 \cdot e^{(x_{113})} - 0.774 \cdot e^{-e^{x_{21}}} + 0.326 \]

\[ Y_8^8 = 0.133 \cdot x_4 + 0.649 \cdot x_6 + 0.00805 \cdot x_{12} - 0.101 \cdot x_{14} + 0.749 \cdot x_{21} - 0.0178 \cdot x_{23} + 0.0268 \cdot x_{24} + 0.0463 \cdot x_{43} + \]

Table 3  Experiment 1 validation error metrics.
\[ 0.00805 \cdot x_{52} + 0.0155 \cdot x_{74} + 0.0268 \cdot x_{110} - 0.0115 \cdot x_{111} - 0.0178 \cdot x_{113} - 0.0178 \cdot |x_4| - 0.0178 \cdot |x_{74}| + 0.00455 \cdot x_4 \cdot x_6 - 0.0176 \cdot x_{21} \cdot x_{74} + 0.0176 \cdot x_{23} \cdot x_{74} - 0.0176 \cdot x_{52} \cdot x_{74} + 0.0176 \cdot x_{74} |x_{21}| - 0.00228 \cdot x_4^2 - 0.00228 \cdot x_6^2 - 0.0311 \cdot x_{21}^2 + 0.0271 \]

\[ Y_1^9 = 0.136 \cdot x_4 + 0.592 \cdot x_6 + 0.701 \cdot x_{21} + 0.0567 \cdot x_{43} + 0.127 \cdot x_{96} + 0.0291 \cdot x_{96} - 0.0263 \cdot x_{113} - 0.00304 |(x_8 - 5.11)| \cdot |x_{21}|^2 + 0.00248 \cdot x_4 x_{96} - 0.0307 \cdot x_{21} \cdot |x_{21}| - 4.08 \cdot 10^{-4} \cdot x_{113}^3 + 0.0092 \]

\[ Y_1^{10} = 0.17 \cdot x_4 - 0.00532 \cdot x_3 + 0.121 \cdot x_5 + 0.685 \cdot x_6 + 0.0105 \cdot x_{12} + 0.65 \cdot x_{23} + 0.0375 \cdot x_{24} - 0.00532 \cdot x_{39} + 0.075 \cdot x_{74} - 0.0079 \cdot x_{112} - 0.00532 \cdot x_{43} / x_{94} - 0.0108 \cdot x_4^2 + 4.7 \cdot 10^{-4} \cdot x_4^3 - 0.0202 \cdot x_{21}^2 - 0.00258 \cdot x_{21}^3 - 0.00258 \cdot x_{39}^2 + 0.0246 \]
In the figures below we show the model predictions against the actual values of the EGT per model on the test set:

(a) Model 1  
(b) Model 2  
(c) Model 3  
(d) Model 4

Fig. 1  Scaled EGT predictions (red) (y-axis) on the validation set vs. observed (blue) values (Experiment 1). x-axis shows the data sample index in consecutive order according to their sampling over time.
Fig. 2  Scaled EGT predictions (red) (y-axis) on the validation set vs. observed (blue) values (Experiment 1). x-axis shows the data sample index in consecutive order according to their sampling over time.

III. Experiment 2 Results

Once experiment 1 was completed and results were analyzed, the need for developing a control model is satisfied by experiment 2. Here, one highly correlated variable, which is not above the proposed threshold, was dropped from the input variables. This variable is the Average Temperature at Station 25 (DEG_C). Therefore, 113 input variables were
used in GPTIPS in order to model the EGT. The training and validation error metrics results are displayed in tables 4, 5, 6 and for all ten models resulting from the ten independent runs.

| R²    | RMSE  | MAE  | MSE  |
|-------|-------|------|------|
| 0.99768 | 1.36893 | 0.85751 | 1.87396 |
| 0.99756 | 1.40389 | 0.88441 | 1.97090 |
| 0.99751 | 1.41842 | 0.87606 | 2.01192 |
| 0.99696 | 1.56913 | 0.95831 | 2.46217 |
| 0.99743 | 1.44187 | 0.87915 | 2.07899 |
| 0.99765 | 1.37774 | 0.85544 | 1.89818 |
| 0.99741 | 1.44669 | 0.86240 | 2.09291 |
| 0.99756 | 1.40450 | 0.87028 | 1.97263 |
| 0.99746 | 1.43365 | 0.86886 | 2.05535 |
| 0.99762 | 1.38674 | 0.85581 | 1.92304 |

Table 4  Experiment 2 training error metrics.

| R²    | RMSE  | MAE  | MSE  |
|-------|-------|------|------|
| 0.99781 | 1.34160 | 0.84267 | 1.79988 |
| 0.99766 | 1.38506 | 0.87861 | 1.91840 |
| 0.99766 | 1.38600 | 0.86851 | 1.92098 |
| 0.99701 | 1.56784 | 0.95604 | 2.45812 |
| 0.99751 | 1.42995 | 0.87120 | 2.04477 |
| 0.99784 | 1.33301 | 0.84164 | 1.77691 |
| 0.99748 | 1.43730 | 0.85617 | 2.06582 |
| 0.99767 | 1.38220 | 0.86608 | 1.91047 |
| 0.99755 | 1.41698 | 0.86252 | 2.00783 |
| 0.99777 | 1.35305 | 0.84415 | 1.83074 |

Table 5  Experiment 2 test error metrics.

| R²    | RMSE  | MAE  | MSE  |
|-------|-------|------|------|
| 0.760114 | 11.62049 | 3.508928 | 135.0357 |
| 0.796653 | 10.69894 | 3.228156 | 114.4673 |
| 0.781762 | 11.08375 | 3.578363 | 122.8495 |
| 0.879283 | 8.243387 | 3.037525 | 67.95342 |
| 0.805173 | 10.4724 | 3.198549 | 109.6712 |
| 0.794995 | 10.74246 | 3.204305 | 115.4005 |
| 0.78722 | 10.94429 | 3.307758 | 119.7775 |
| 0.809058 | 10.36747 | 3.247515 | 107.4844 |
| 0.79427 | 10.76145 | 3.539824 | 115.8089 |
| 0.891921 | 7.799965 | 2.70033 | 60.83946 |

Table 6  Experiment 2 validation error metrics.
Each generated symbolic expression model is shown below:

\[ Y_2^1 = 0.0789 \cdot x_4 + 0.143 \cdot x_5 + 0.0207 \cdot x_{10} + 0.799 \cdot x_{17} - 0.524 \cdot x_{19} + 0.575 \cdot x_{20} - 0.0789 \cdot e^{(-e^{-x_{20}})} - 0.441 \cdot e^{(-e^{-x_{41}})} - e^{(-e^{(-x_{20})})} - ((0.0186 \cdot |x_{38}|)/|x_{99}|) + ((0.0092 \cdot x_{38})/x_{51}) + 1.13 \]

\[ Y_2^2 = 0.13 \cdot x_4 + 0.0229 \cdot x_{11} + 0.694 \cdot x_{17} - 0.394 \cdot x_{19} + 0.723 \cdot x_{20} + 0.0604 \cdot x_{42} + 0.107 \cdot x_{58} - 0.0261 \cdot |x_{19}| \cdot |x_{20}| + 0.0168 \cdot x_{42} \cdot x_{112} - 0.033 \cdot x_{20} \cdot |x_{20}| - 0.0162 \cdot x_{42} \cdot |x_{20}| - 0.013 \cdot x_{112} \cdot |x_{19}| + 0.0126 \]

\[ Y_2^3 = 0.123 \cdot x_4 + 0.0305 \cdot x_{10} + 0.713 \cdot x_{17} - 0.327 \cdot x_{19} + 0.628 \cdot x_{20} + 0.0582 \cdot x_{42} + 0.0949 \cdot x_{58} + 0.0263 \cdot x_{73} - 0.0303 \cdot x_{112} - 0.0119 \cdot x_{20}^2 \cdot x_{42} + 0.00167 \]

\[ Y_2^4 = 0.1 \cdot x_4 + 0.671 \cdot x_{17} - 0.389 \cdot x_{19} + 0.506 \cdot x_{20} - 0.0408 \cdot x_{38} + 0.138 \cdot x_{58} - 0.108 \cdot e^{(-x_{38})} + 0.929 \cdot e^{(-e^{(-e^{(-x_{41})})})} - 0.0472 \cdot |x_7| - 0.633 \cdot e^{(-e^{(-x_{20})})} - 0.0392 \]

\[ Y_2^5 = 0.11 \cdot x_4 + 0.662 \cdot x_{17} - 0.39 \cdot x_{19} + 0.526 \cdot x_{20} + 0.0537 \cdot x_{42} + 0.141 \cdot x_{58} + 0.0269 \cdot x_{95} - 0.0609 \cdot e^{(-x_{41})} - 0.00223 \cdot e^{(x_{20})} - 0.587 \cdot e^{(-1.1e^{(x_{20})})} - 0.00143 \cdot x_{23} \cdot x_{112}^2 - 0.00143 \cdot x_{23}^2 \cdot x_{112} - 4.76 \cdot 10^4 \cdot x_{23}^3 - 4.76 \cdot 10^4 \cdot x_{112}^3 + 0.276 \]

\[ Y_2^6 = 0.647 \cdot x_{17} - 0.412 \cdot x_{19} + 0.549 \cdot x_{20} + 0.0505 \cdot x_{42} + 0.157 \cdot x_{58} + 0.0243 \cdot x_{95} - 0.826 \cdot e^{(-e^{(-e^{(-x_{20})})})} - 1.59 \cdot e^{(-e^{(-e^{(x_{112})})})} + 0.00578 \cdot x_{42}^2 - 7.58 \cdot 10^4 \cdot x_{51}^4 + 1.69 \]

\[ Y_2^7 = 0.0925 \cdot x_4 + 0.113 \cdot x_5 + 0.0195 \cdot x_{11} + 0.797 \cdot x_{17} - 0.427 \cdot x_{19} + 0.518 \cdot x_{20} - 0.0181 \cdot x_{112} - 0.452 \cdot e^{(-x_{38})} - 1.13 \cdot e^{(-e^{(-x_{38})})} - 0.45 \cdot e^{(-e^{(-e^{(-x_{41})})})} - 0.847 \cdot e^{(-e^{(-e^{(-x_{20})})})} + 1.89 \]

\[ Y_2^8 = 0.158 \cdot x_4 + 0.131 \cdot x_5 + 0.8 \cdot x_{17} - 0.46 \cdot x_{19} + 0.53 \cdot x_{20} - 0.0231 \cdot x_{22} - 0.0231 \cdot e^{(-x_{41})} - 0.0826 \cdot e^{(-2e^{(-x_{20})})} - 0.928 \cdot e^{(-e^{(-e^{(-x_{20})})})} - 0.00491 \cdot x_{42}^2 - 0.00827 \cdot x_{38}^2 + 0.811 \]

\[ Y_2^9 = 0.172 \cdot x_4 + 0.0239 \cdot x_{10} + 0.667 \cdot x_{17} - 0.403 \cdot x_{19} + 0.593 \cdot x_{20} + 0.0475 \cdot x_{42} + 0.133 \cdot x_{58} + 0.0481 \cdot x_{73} - 0.0481 \cdot e^{(0.567 \cdot x_{20})} - 0.623 \cdot e^{(-e^{0.73 \cdot x_{20}})} - 0.0647 \cdot |x_4| + 0.316 \]

\[ Y_2^{10} = 0.129 \cdot x_4 + 0.69 \cdot x_{17} - 0.373 \cdot x_{19} + 0.455 \cdot x_{20} - 0.0382 \cdot x_{24} + 0.121 \cdot x_{58} - 0.0303 \cdot x_{112} + 0.509 \cdot e^{(-e^{(-e^{(-x_{20})})})} + 0.0771 \cdot e^{(-2e^{(-x_{73})})} - 0.707 \cdot e^{(-e^{(-x_{20})})} - 0.0137 \]
In the figures below we show the model predictions against the actual values of the EGT per model on the test set:

![Graphs showing model predictions against actual values for Models 1 to 4.](image)

Fig. 3  Scaled EGT predictions (red) (y-axis) on the validation set vs. observed (blue) values (Experiment 2). x-axis shows the data sample index in consecutive order according to their sampling over time.
Fig. 4  Scaled EGT predictions (red) (y-axis) on the validation set vs. observed (blue) values (Experiment 2). x-axis shows the data sample index in consecutive order according to their sampling over time.

IV. Experiment 3 Results

A correlation analysis between the input variables and the output variable, EGT, is performed, dropping those variables whose correlation with EGT is higher than 0.90. After doing so, 186 input variables remained. Once this was done, and following experiment’s 1 logic, a correlation analysis upon the remaining input variables is done. Again, those
above the proposed threshold are deleted, only keeping the first representative from a set of highly correlated variables. Once this step was done, 112 input variables remained, plus the output variable, EGT. The training and validation error metrics results are displayed in tables 7, 8, 9 and for all ten models resulting from the ten independent runs.

| R^2  | RMSE | MAE   | MSE   |
|------|------|-------|-------|
| 0.99800 | 1.27580 | 0.74480 | 1.62768 |
| 0.99812 | 1.23542 | 0.75659 | 1.52627 |
| 0.99807 | 1.25291 | 0.76230 | 1.56978 |
| 0.99822 | 1.20218 | 0.75237 | 1.44524 |
| 0.99809 | 1.24816 | 0.73935 | 1.55789 |
| 0.99842 | 1.16893 | 0.75271 | 1.36640 |
| 0.99801 | 1.27283 | 0.78877 | 1.62009 |
| 0.99818 | 1.21660 | 0.73428 | 1.48011 |
| 0.99820 | 1.21099 | 0.72872 | 1.46649 |
| 0.99835 | 1.16035 | 0.71518 | 1.34641 |

Table 7  Experiment 3 training error metrics.

| R^2  | RMSE | MAE   | MSE   |
|------|------|-------|-------|
| 0.99792 | 1.29194 | 0.74879 | 1.66910 |
| 0.99799 | 1.26866 | 0.76180 | 1.60950 |
| 0.99801 | 1.26294 | 0.75916 | 1.59503 |
| 0.99810 | 1.23463 | 0.75536 | 1.52432 |
| 0.99802 | 1.26004 | 0.74229 | 1.58769 |
| 0.99823 | 1.19080 | 0.75385 | 1.41801 |
| 0.99793 | 1.28963 | 0.78988 | 1.66315 |
| 0.99812 | 1.22731 | 0.73710 | 1.50629 |
| 0.99813 | 1.22366 | 0.73682 | 1.49735 |
| 0.998197 | 1.202644 | 0.720882 | 1.446352 |

Table 8  Experiment 3 test error metrics.

| R^2  | RMSE | MAE   | MSE   |
|------|------|-------|-------|
| 0.788536 | 10.91038 | 3.23724 | 119.03647 |
| 0.834811 | 9.64300 | 2.97148 | 92.98735 |
| 0.985225 | 2.88393 | 1.18922 | 8.31704 |
| 0.985034 | 2.90254 | 1.31293 | 8.42474 |
| 0.800509 | 10.59703 | 3.35942 | 112.29699 |
| 0.819613 | 10.07884 | 3.18990 | 101.54277 |
| 0.802258 | 10.55046 | 3.35021 | 111.31211 |
| 0.933994 | 6.09554 | 2.08652 | 37.15565 |
| 0.794766 | 10.74848 | 4.10824 | 115.52974 |
| 0.822608 | 9.99285 | 3.21731 | 99.85703 |

Table 9  Experiment 3 validation error metrics.
Each generated symbolic expression model is shown below:

\[ Y_1^1 = 0.114 \cdot x_5 + 0.771 \cdot x_6 + 0.0249 \cdot x_{11} - 0.0763 \cdot x_{13} + 0.395 \cdot x_{19} + 1.62 \cdot \log(x_4 + e^{(-x_{22})}) + 8.9) + 0.233 \cdot e^{(-x_{23})} - 0.0534 \cdot e^{(-x_{41})} - 1.36 \cdot 10^{-5} e^{(-x_{103})} - 1.14 \cdot e^{(-e^{(-e^{(-x_{41})})})} - 3.11 \]

\[ Y_1^2 = 0.0789 \cdot x_4 + 0.123 \cdot x_5 + 0.696 \cdot x_6 + 0.0219 \cdot x_{11} + 0.068 \cdot x_{19} + 0.156 \cdot x_{72} + 0.357 \cdot e^{(-e^{(-x_{41})})} + 0.29 \cdot e^{(-e^{(-x_{37})})} + 0.54 \cdot e^{(-e^{(-x_{10})} e^{(-e^{(-x_{22})})})} + 0.393 \cdot e^{(-e^{(-x_{27})})} - 0.996 \]

\[ Y_1^3 = 0.0765 \cdot x_4 + 0.683 \cdot x_6 - 0.114 \cdot x_{14} + 0.683 \cdot x_{19} - 0.0189 \cdot x_{21} - 0.0228 \cdot x_{40} + 0.0371 \cdot x_{41} + 0.159 \cdot x_{72} - 0.585 \cdot e^{(-e^{(-x_{41})})} + 0.0371 \cdot e^{(-e^{(-e^{(-x_{22})})})} - 0.136 \cdot |x_{19} - 1.23| + 0.114 \cdot e^{(-e^{real(e^{(-x_{22})})})} - 0.699 \cdot e^{(-e^{real(e^{(-x_{22})})})} + 0.766 \]

\[ Y_1^4 = 0.139 \cdot x_4 + 0.107 \cdot x_5 + 0.698 \cdot x_6 + 0.438 \cdot x_{19} - 0.039 \cdot x_{23} + 0.0508 \cdot x_{41} - 0.0265 \cdot x_{111} - 0.145 \cdot e^{(-e^{(-e^{(-x_{41})})})} - 0.825 \cdot e^{(-e^{(-x_{41})})} - 2.66 \cdot 10^{-4} \cdot x_4^3 + 0.411 \]

\[ Y_1^5 = 0.0906 \cdot x_4 + 0.642 \cdot x_6 + 0.028 \cdot x_{11} + 0.562 \cdot x_{19} + 0.0752 \cdot x_{37} + 0.0171 \cdot x_{67} + 0.0338 \cdot x_{74} - 0.791 \cdot e^{(-Re(e^{(-e^{(-x_{41})})})}) - 0.115 \cdot |x_{37}| + (0.208 \cdot 0.657^{x_{44}} \cdot 0.657^{x_{44}}) / 0.657^{x_{108}} + 0.417 \]

\[ Y_1^6 = 0.101 \cdot x_4 + 0.136 \cdot x_5 + 0.654 \cdot x_6 + 0.448 \cdot x_{19} - 0.0226 \cdot x_{21} + 0.0426 \cdot x_{26} + 0.0484 \cdot x_{41} - 0.0602 \cdot x_{74} + 0.082 \cdot x_{108} - 0.605 \cdot e^{(-e^{(-x_{10})})} + 0.224 \]

\[ Y_1^7 = 0.0831 \cdot x_4 + 0.117 \cdot x_5 + 0.695 \cdot x_6 + 0.0233 \cdot x_{11} + 0.461 \cdot x_{19} - 0.0436 \cdot x_{23} + 0.0436 \cdot x_{41} + 0.0544 \cdot x_{72} - 0.729 \cdot e^{(-e^{(-x_{10})})}) + 0.81 \cdot e^{(-e^{(-x_{10})})}) + 0.368 \cdot e^{(-e^{(-x_{41})})} + 0.883 \]

\[ Y_1^8 = 0.0596 \cdot x_4 + 0.118 \cdot x_5 + 0.671 \cdot x_6 + 0.474 \cdot x_{19} + 0.0446 \cdot x_{41} + 0.0298 \cdot x_{108} - 0.014 \cdot x_{111} - 0.735 \cdot e^{(-e^{(-x_{10})})}) + 0.753 \cdot e^{(-e^{(-x_{41})})^{1/2}} - 3.52 \cdot 10^{-6} \cdot x_{111}^3 \cdot x_4 + x_5 + x_{21}^3 - 0.175 \cdot e^{(-e^{(-x_{10})})^{1/2}} - 0.0498 \]

\[ Y_1^9 = 0.106 \cdot x_4 + 0.125 \cdot x_5 + 0.689 \cdot x_6 + 0.0261 \cdot x_{11} + 0.45 \cdot x_{19} + 0.0515 \cdot x_{41} + 0.00826 \cdot x_{58} - 0.744 \cdot e^{(-e^{(-x_{10})})} + 2.08 \cdot 10^{-7} e^{(2-x_{44})} \cdot |x_{111}|^2 + 0.00826 \cdot x_5 \cdot x_6 - 0.00826 \cdot x_5 \cdot x_{28} - 0.00511 \cdot x_4 \cdot x_{74} + 0.00826 \cdot x_{38} \cdot x_{74} + 0.00511 \cdot x_4^2 e^{(-e^{(-x_{41})})} - 0.176 \cdot e^{(-e^{(-x_{41})})} + 0.467 \]

\[ Y_1^{10} = 0.0825 \cdot x_4 + 0.134 \cdot x_5 + 0.688 \cdot x_6 + 0.0174 \cdot x_{12} + 0.47 \cdot x_{19} + 0.0304 \cdot x_{26} + 0.0409 \cdot x_{41} - 0.523 \cdot e^{(-e^{(-x_{41})})}) - 0.703 \cdot e^{(-e^{(-x_{10})})} + 2.93 \cdot 10^{-4} \cdot x_{72}^3 e^{(-e^{(-x_{10})})} + 0.635 \]
In the figures below we show the model predictions against the actual values of the EGT per model on the test set:

(a) Model 1
(b) Model 2
(c) Model 3
(d) Model 4

Fig. 5  Scaled EGT predictions (red) (y-axis) on the validation set vs. observed (blue) values (Experiment 3). x-axis shows the data sample index in consecutive order according to their sampling over time.
Fig. 6  Scaled EGT predictions (red) (𝑦-axis) on the validation set vs. observed (blue) values (Experiment 3).  
𝑥-axis shows the data sample index in consecutive order according to their sampling over time.

V. Conclusion

This document is supplemental material to the main paper “An Application of Symbolic Regression on Exhaust Gas Temperature of Turbofan Engines: A Case Study”, by Kefalas, de Santiago Rojo Jr., Apostolidis, van den Herik, van Stein and Bäck. It holds in detail all the results from the experiments performed, together with plots and explanations,
as well as all the generated formulas. From the results we can see that Symbolic Regression (SR) is able to model accurately the EGT in all three experimental scenarios. We should note that the authors confirmed the engineering validity of the symbolic expression model of the main paper, while the work presented in the Supplemental Material was meant to be presented as an example of the process and the possible factors associated with the prediction of the EGT. Future work can address the validity of some of these additional expressions, especially if interesting correlations between some engine parameters and EGT are identified.
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