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Abstract—We consider a distributed stochastic optimization problem in networks with finite number of nodes. Each node adjusts its action to optimize the global utility of the network, which is defined as the sum of local utilities of all nodes. While Gradient descent method is a common technique to solve such optimization problem, the computation of the gradient may require much information exchange. In this paper, we consider that each node can only have a noisy numerical observation of its local utility, of which the closed-form expression is not available. This assumption is quite realistic, especially when the system is either too complex or constantly changing. Nodes may exchange partially the observation of their local utilities to estimate the global utility at each timeslot. We propose a distributed algorithm based on stochastic perturbation, under the assumption that each node has only part of the local utilities of the other nodes. We use stochastic approximation tools to prove that our algorithm converges almost surely to the optimum, given that the objective function is smooth and strictly concave. The convergence rate is also derived, under the additional assumption of strongly concave objective function. It is shown that the convergence rate scales as $O\left(\frac{1}{K}\right)$ after a sufficient number of iterations $K > K_0$, which is the optimal rate order in terms of $K$ for our problem. Although the proposed algorithm can be applied to general optimization problems, we perform simulations for a typical power control problem in wireless networks and present numerical results to corroborate our claims.
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I. INTRODUCTION

DISTRIBUTED optimization is a fundamental problem in networks, which helps to improve the performance of the system by maximizing some predefined objective function. Significant work has been done to solve such optimization problems in various applications. For example, power control [2]–[4] and beamforming allocation [5]–[8] problems have been widely studied in wireless communications systems. In such problems, transmitters need to control their transmission power or beamforming in a smart manner, in order to maximize some performance metric such as throughput or energy efficiency. In medium access control problem [9], users set their individual channel access probability in such a way to maximize their benefit. Distributed optimization is also of interest in wireless sensor networks, where sensor nodes collect information to serve a fusion center. A typical example is when each sensor node has to decide independently the quality of its report in such a way to maximize the average quality of information gathered by the fusion center, subject to a maximum power constraint consumed by the sensors [10], [11].

This paper considers an optimization problem in a distributed network where each node adjusts locally its own action, with the objective to maximize the global utility of the system. The global utility is the sum of the local utilities of all nodes in the network and is perturbed by a stochastic process, e.g., wireless channels. Gradient descent method is the most common technique to deal with optimization problems. However, in many scenarios in practice, the gradient computation may require too much information exchange between the nodes (an example is provided in Section VII-A). Furthermore, there are other contexts also where either the utility function of each node does not have a closed form expression or the expression of the utility function is very complex. In such cases, the computation of the derivatives is very complicated and may be not possible, which prevents from using the gradient-based method.

In this paper, we are interested in such contexts where the gradient cannot be derived by each node. In particular, we consider that each node has a noisy numerical observation of its utility function. This assumption is quite realistic when the system is complex and time-varying. In order to make each node independently evaluate the global utility of the network, the nodes may have to exchange their local utilities with some (not all) other nodes. In particular, we consider that a node can receive the local utility of another node with a given probability. This assumption of partial exchange of local utilities is made mainly to limit the signaling overhead in the network, and can be due to the network topology in some cases as well. As a result, each node has to approximate the global utility with only incomplete information of other local utilities. More interestingly, different nodes may have different incomplete information of local utilities, which
makes developing a distributed optimization method more challenging.

In summary, our problem is quite challenging due to the following reasons: i) each node has only a numerical observation of its local utility at each time; ii) each node may have incomplete information of the global utility of the network and this incomplete information may change from one node to another; iii) the action of each node has an impact on the utilities of the other nodes in the network; iv) the utility of each node is also influenced by some stochastic process (e.g., time varying channels in wireless networks) and the objective function is the average global utility.

Since only numerical observation of utilities can be obtained, our problem falls into the framework of derivative-free stochastic optimization (DFSO), and it can be also named as zero-order stochastic optimization. It has been well understood that there is a fundamental performance gap between DFSO and gradient-based optimization. Several lower bounds of the convergence rate have been derived in [12]–[14] to state that, without the knowledge of gradient, the optimization error cannot be better than $O(K^{-0.5})$ after $K$ iterations for strongly concave objective functions. This result holds true for smooth and strongly concave functions [13] as well. Note that when the gradient is available, the convergence rate can be as fast as $O(K^{-1})$ given that the objective function is strongly concave. Although DFSO has attracted much attention in learning community in recent years, the existing algorithms are usually centralized and not easy to be decentralized. For example, the algorithms in [15]–[17] contain the operations of vectors and matrices that require a control center to handle. In more details, even if each node has a perfect knowledge of the utilities of all other nodes, these existing DFSO algorithms will still require a control center and cannot be applied in a decentralized way, since the action of each node is based on manipulations of vectors and matrices that are common to all nodes. More discussions on the exiting DFSO methods will be provided in Section II. In our setting, each node controls only its local variable and may receive feedback from part of the other nodes. We develop a new DFSO algorithm to optimize the average global utility, which is the sum of all local utilities. Our algorithm is named Distributed Optimization algorithm using Stochastic Perturbation (DOSP). In our algorithm, each node will first estimate or approximate the global utility function at each time. Obviously two different nodes may have two different instantaneous estimates of the global utility (i.e. objective function). Each node will then independently updates its local action at each time (or iteration), according to its own numerical approximation/estimation of the current global utility. The main idea of our algorithm is to attempt to estimate the gradient by: i) using only a single approximated value of the objective function by each node at each iteration and, ii) introducing an appropriate stochastic perturbation in the action/decision in such a way that each node can make its action independently from other nodes. It is worth mentioning that our algorithm results in a biased gradient estimation as proved in this paper. By using stochastic approximation tools, we prove in this paper that our distributed DFSO algorithm converges almost surely to the global optimum, given that the objective function is smooth and strictly concave. An important step in the convergence proof is to derive an upper bound on the gradient estimation bias achieved by our algorithm, and then to show that this bias vanishes when the number of iterations tends to infinity. In addition, we analyze the convergence rate of our algorithm by: i) first deriving an upper bound of the average divergence between the action decided by our algorithm and the optimal one at an arbitrary iteration $k$, and ii) deeply investigating the impact of the parameters introduced by our algorithm on this bound. Interestingly, under the assumption that the objective function is smooth and strongly concave, we prove that the convergence rate of our algorithm is of order $O(K^{-0.5})$ after sufficient number of iterations $K > K_0$, which coincides with the lower bounds in [12]–[14]. This implies that, although we consider a challenging distributed setting, the achieved convergence rate (i.e. $O(K^{-0.5})$) of our algorithm is optimal for smooth and strongly concave functions.

Some preliminary results of our work have been presented in [1]. This extended version provides the complete proof of all the results. Moreover, we assume in this work that the action of each node belongs to a predefined compact set and provide an extensive analysis of the convergence rate, which is not considered at all in [1]. It is worth mentioning that the derivation of the convergence rate is much more challenging than that of classical stochastic approximation. In fact, our derivative-free approach leads to a biased estimation of the gradient, and therefore we have to analyze an additional term associated to the estimation bias of gradient.

The rest of the paper is organized as follows. Section II discusses some related work and highlights our main contribution. Section III describes the system model as well as some basic assumptions. Section IV presents our distributed optimization algorithm using stochastic perturbation (DOSP). Section V discusses the almost sure convergence of our DOSP algorithm. Section VI focuses on the analysis of the convergence rate of DOSP. Section VII shows some numerical results as well as a comparison with an alternative algorithm and Section VIII concludes this paper.

II. RELATED WORK

Most of the prior work in the area of optimization consider that the objective function has a well known and simple closed form expression. Under this assumption, the optimization problem can be solved using gradient ascent or descent method [18]. This method can achieve either a local optimum or a global optimum of the problem in some special cases (e.g. concavity of the utility, etc.). Several variants of the gradient-based method have been proposed in the literature. For example, a distributed asynchronous stochastic gradient optimization algorithm is presented in [19]. Incremental subgradient methods for non-differentiable optimization are discussed in [20]. Interested readers are referred to [21] for a survey on incremental gradient, sub-gradient, and proximal methods for convex optimization. The use of gradient-based method supposes in advance that the gradient can be computed.
or is available at each node, which is not always possible as this would require too much information exchanges. In our case, the computation of the gradient is not possible at each node since only limited control information can be exchanged in the network. Our goal is to develop an algorithm that requires only the knowledge of a numerical observation of the utility function. The resulting algorithm should be also distributed.

Distributed optimization has also been studied in the literature using game theoretic tools. However, most of the existing work assume that a closed form expression of the payoff is available. One can refer to [22], [23] and the references therein for more details, while we do not consider a non-cooperative game in this paper.

Stochastic approximation (SA) [24], [25] is an efficient method to solve optimization problems in noisy environment. Typically, the action is updated as follows

$$a_{k+1} = a_k + \beta_k \hat{g}_k.$$  
(1)

where $\hat{g}_k$ represents an unbiased estimation of the gradient $g_k$ with $\mathbb{E}[\hat{g}_k] = g_k$. An important assumption is that the estimation error $\epsilon_k = \hat{g}_k - g_k$ is seen as a zero-mean random vector with finite variance, e.g. see [26]–[29]. If the step-size $\beta_k$ is properly chosen, then $a_k$ can tend to its optimum point asymptotically. The challenge of our work is how to propose such an estimation of the gradient with only a noisy numerical observation of the utilities.

Most of previous works on DFSO consider a control center that updates the entire action vector during the algorithm, see [30] for more details. However, in our distributed setting, each node is only able to update its own action. Nevertheless, a stochastic approximation method using the simultaneous perturbation gradient approximation (SPGA) [31] can be an option to solve our distributed DFSO problem. The SPGA algorithm was initially proposed to accelerate the convergence speed of centralized multi-variate optimization problems with deterministic objective functions. Two measurements of the objective function are needed per update of the action. The approximation of the partial derivative of an element $i$ is given by

$$\hat{g}_{i,k} = \frac{f(a_k + \gamma_k \Delta_k) - f(a_k - \gamma_k \Delta_k)}{2\gamma_k \Delta_{i,k}},$$  
(2)

where $\gamma_k > 0$ is vanishing and $\Delta_k = [\Delta_{1,k}, \ldots, \Delta_{N,k}]$. Each element $\Delta_{i,k}$ is an i.i.d. variable with zero mean. Two successive measurements of the objective function are required to perform a single estimation of the gradient. The interest of the SPGA method is that each variable can be updated simultaneously and independently. Spall has also proposed a one-measurement version of the SPGA algorithm in [32] with

$$\hat{g}_{i,k} = \frac{f(a_k + \gamma_k \Delta_k)}{2\gamma_k \Delta_{i,k}}.$$  
(3)

This algorithm also leads $a_k$ to converge, but with a decreased speed compared with the two-measurement SPGA. An essential result is that the estimation of gradient using (2) or (3) is unbiased if $\gamma_k$ is vanishing, as long as the objective function $f$ is static. However, if the objective function is stochastic and its observation is noisy, there would be an additional term of stochastic noise in the numerator of (2) and (3). This may seriously affect the performance of approximation when the value of $\gamma_k$ is too small. As a consequence, the SPGA algorithm cannot be used directly to solve our stochastic optimization problem.

The authors in [33] proposed a fully distributed Nash equilibrium seeking algorithm which requires only a measurement of the numerical value of the static utility function. Their scheme is based on deterministic sine perturbation of the payoff function in continuous time. In [34], the authors extended the work in [33] to the case of discrete time and stochastic state-dependent utility functions. The convergence of the proposed method to within a close region around Nash equilibrium has been proved. However, in a distributed setting, it is challenging to ensure that the sine perturbation of different nodes satisfies the orthogonality requirement, especially when the number of nodes is large. Moreover, the continuous sine perturbation based algorithm converges slowly in a discrete-time system. A stochastic perturbation based algorithm has also been proposed in [35] to solve optimization problems. The algorithm is given by

$$a_{k+1} = a_k + \beta v_k f(a_k + v_k),$$  
(4)

with $v_k$ is a zero-mean stochastic perturbation. The behavior of (4) has been analyzed in [35], under the assumption that the objective function is static and quadratic. Our proposed algorithm is different from (4) as we use a random perturbation with vanishing amplitude. In addition, the objective function is stochastic with non-specified form in our setting, which is much more challenging. Furthermore, we consider a situation where nodes have to exchange their local utilities to estimate the global utility and each node may have information of part of the local utilities of other nodes.

As we have mentioned in Section I, DFSO has attracted much interests in learning community. Both [15] and [13] used a single realization of the objective function to estimate the gradient, in a way similar to the gradient estimator in (4). The major difference is that the cost function $f(a_k; s_k)$ is affected by some stochastic parameter or oblivious adversary $s_k$, with $s_k$ independent of $a_k$. The algorithm in [15] has been shown to be near-optimal after a total number of $K$ iterations. More precisely, it was shown that the resulting expected regret $\mathbb{E} \left[ \sum_{k=1}^{K} f(a_k; s_k) \right]$ is $O(K^{3/4})$, under the assumption that $f$ is convex and Lipschitz. However, finite-time horizon is not adapted to wireless networks, as it is usually hard to predict the duration of connections and the total number of iterations. For the above reason, in this work, we aim to propose an optimal solution with asymptotic performance optimality. Moreover, a control center is required in the algorithm proposed in [15] in order to generate a random unit norm perturbation vector at each iteration. However, a unit norm perturbation vector is hard to perform in a distributed network since in this case each node must generate independently its own random perturbation.

In [13], a quadratic objective function $f$ is specifically considered. It was shown that $\hat{g}_k$ is an unbiased estimator.
of gradient in this special case. Another interesting work is the one in [16] that also used a single-point gradient estimator, and applied the technique of self-concordant barrier to accelerate the convergence. It was shown that he achievable expected regret is $O\left(K^{1/2}\right)$ when $f$ is smooth and strongly-convex. Again, finite-time horizon was considered in [16] and a controller center is needed to generate random unit norm vectors and to handle some matrix operations.

There are also numbers of papers based on two-point gradient estimator, e.g., [14], [36], [37]. These works assume that it is possible to observe two values of the objective function $f(a_k^1; s_k)$ and $f(a_k^2; s_k)$ under the same realization $s_k$ of the stochastic environment state. However this assumption may be unrealistic in our setting where the value of $s_k$ changes fast. This implies that it is practically impossible to observe two network utilities using different action $a_k$ under the same environment state. For this reason, we focus on single-point gradient estimator in this paper.

III. System Model

This section presents the problem formulation as well as the basic assumptions. Throughout this paper, matrices and vectors are in boldface letters. Calligraphic font denotes set. $\|\mathbf{x}\|$ denotes the Euclidean norm of any vector $\mathbf{x}$.

A. Problem Formulation

Consider a network consisting of a finite set of nodes $\mathcal{N} = \{1, \ldots, \mathcal{N}\}$. Each node $i$ controls its own action $a_{i,k}$ at each discrete timeslot $k$, in order to maximize the performance of the network. $a_{i,k}$ is assumed to be a continuous variable. Introduce the action vector $\mathbf{a}_k = [a_{1,k}, \ldots, a_{\mathcal{N},k}]^T$ which contains the actions of all nodes at timeslot $k$. Let $\mathcal{A}_i$ denote the feasible action set of node $i$, i.e., $a_{i,k} \in \mathcal{A}_i$. Introduce $\mathcal{A} = \mathcal{A}_1 \times \ldots \times \mathcal{A}_\mathcal{N}$.

In general, the local utility of node $i$ at timeslot $k$ depends on the action of a subset of nodes $\mathcal{N}_{i,k} \subseteq \mathcal{N}$, as well as some stochastic environment state (e.g., random channels between nodes in wireless networks) that can be described by a random vector $\mathbf{s}_k \in \mathcal{S}_i$. Note that for any $i \neq j$, $\mathcal{S}_{i,k}$ and $\mathcal{S}_{j,k}$ may share some common elements. The local utility function of node $i$ can then be denoted as $u_i([a_{j,k}]_{j \in \mathcal{N}_{i,k}}; \mathbf{s}_k)$. We are interested in the global utility $f(\mathbf{a}_k; \mathbf{s}_{1,k}, \ldots, \mathbf{s}_{\mathcal{N},k}) : \mathcal{A} \times \mathcal{S}_1 \times \ldots \times \mathcal{S}_\mathcal{N} \to \mathbb{R}$ of the network, which is defined as the sum of the local utilities of all nodes, i.e.,

$$f(\mathbf{a}_k; \mathbf{s}_{1,k}, \ldots, \mathbf{s}_{\mathcal{N},k}) = \sum_{i \in \mathcal{N}} u_i([a_{j,k}]_{j \in \mathcal{N}_{i,k}}; \mathbf{s}_k). \tag{5}$$

It is worth mentioning that we are considering a black-box optimization problem in this paper. The closed form expression of $u_i$ is unavailable, and the exact knowledge of $\mathcal{N}_{i,k}$ and $\mathbf{s}_k$ may also be unknown. Instead of using the heavy notations as in (5), we will denote throughout this paper the local utility and global utility as $u_i(a_k; \mathbf{s}_k)$ and $f(\mathbf{a}_k; \mathbf{s}_k)$ respectively, where $\mathbf{s}_k = [\mathbf{s}_{j,k}]_{j \in \mathcal{N}_k}$ is a collection of all elements of $\mathbf{s}_k$ for any $j \in \mathcal{N}$. In fact $u_i(a_k; \mathbf{s}_k)$ is a general notation, it implies that $u_i$ is potentially affected by $a_k$ and $\mathbf{s}_k$, but does not necessarily mean that $u_i$ is affected by every element of $a_k$ and $\mathbf{s}_k$. More importantly, these notations have no influence on our theoretical results.

With the simplified notations, we can rewrite (5) as

$$f(a_k; \mathbf{s}_k) = \sum_{i \in \mathcal{N}} u_i(a_k; \mathbf{s}_k).$$

Here the random term $\mathbf{s}_k$ is considered as an i.i.d. ergodic stochastic process. The network performance is characterized by the average global utility $F(\mathbf{a}) : \mathcal{A} \to \mathbb{R}$ with

$$F(\mathbf{a}) = \mathbb{E}_S [f(\mathbf{a}; \mathbf{S})].$$

In this work, we consider a challenging setting where nodes do not have the knowledge of $\mathbf{s}_k$ nor the closed-form expression of the utility functions. Each node $i$ has only a numerical estimation $\tilde{u}_{i,k} \in \mathbb{R}$ of its local utility $u_i(a_k; \mathbf{s}_k)$ at each timeslot. Assume that

$$\tilde{u}_{i,k} = u_i(a_k; \mathbf{s}_k) + \eta_{i,k}, \tag{6}$$

with $\eta_{i,k} \in \mathbb{R}$ some additive noise. Each node can receive the local utilities of some (not all) other nodes. Furthermore, two different nodes may receive utilities from two different subset of nodes. This will be discussed in Section III.C where we provide the exact communication model between nodes.

In summary, each node has an incomplete information of the global utility value at each time. In this challenging context, the objective is to develop a distributed solution to the following problem

$$\begin{align*}
\text{maximize} & \quad F(\mathbf{a}) = \mathbb{E}_S [f(\mathbf{a}; \mathbf{S})] \\
\text{subject to} & \quad a_i \in \mathcal{A}_i, \ \forall i \in \mathcal{N}.
\end{align*} \tag{7}$$

The solution must be obtained by using the available information of the global utility value at each time, and the gradient of $f$ is neither available nor possible to derive as explained earlier in this paper. An application example is introduced in Section VII-A to highlight the interest of this problem.

The objective function $F(\mathbf{a})$ is assumed to be a strictly concave function of $\mathbf{a} \in \mathcal{A}$. Note that in the analysis of the convergence Rate in Section VI, an additional assumption concerning the strong concavity of the objective function will be considered. We denote $\mathbf{a}^\star$ as the solution of problem (7) throughout this paper. The formal assumptions on the utility functions, objective function $F$ and optimal solution $\mathbf{a}^\star$ will be provided in Section III.B. In the rest of the paper, we use the following notations to represent the partial derivatives and the gradient of the objective functions:

$$g_i(\mathbf{a}; \mathbf{S}) = \frac{\partial f}{\partial a_i}(\mathbf{a}; \mathbf{S}),$$

$$G_i(\mathbf{a}) = \mathbb{E}_S [g_i(\mathbf{a}; \mathbf{S})] = \frac{\partial F}{\partial a_i}(\mathbf{a}),$$

$$G(\mathbf{a}) = [G_1(\mathbf{a}), \ldots, G_\mathcal{N}(\mathbf{a})]^T = \nabla F(\mathbf{a}).$$

B. Basic Assumptions

We present the basic assumptions on the objective and utility functions considered in this paper in order to guarantee the performance of our proposed algorithm.
First of all, we have the following assumption on the concavity of \( F \).

**Assumption 1:** Both first-order and second-order partial derivatives of \( F(a) \) exist continuously. The objective function \( F(a) \) is strictly concave, i.e.,

\[
(a - a')^T \cdot (G(a) - G(a')) < 0, \quad \forall a, a' \in A : a \neq a' \quad (8)
\]

There exists a unique \( a^* \in A \) such that \( a^* \) is not on the boundary of \( A \) and \( G(a^*) = 0 \).

It is worth mentioning that in the convergence rate analysis, an additional assumption of strong concavity will be used. This will be presented in Section VI as it is not required neither in the development of the algorithm nor in its almost sure convergence proof.

**Assumption 2:** The gradient \( G(a) \) is Lipschitz, i.e., there exists a constant \( L_G \in \mathbb{R}^+ \) such that

\[
\|G(a) - G(a')\| = \|\nabla F(a) - \nabla F(a')\| \\
\leq L_G \|a - a'\|, \quad \forall a, a' \in A, \quad (9)
\]

In other words, \( F(a) \) is \( L_G \)-smooth.

Note that Assumption 2 is less restrictive than the assumption that the second-order derivative of \( F \) is bounded as considered in the previous work [1]. Because \( \|G(a) - G(a')\| \leq N \alpha_G \|a - a'\| \) can be deduced from \( \frac{\partial^2}{\partial a_i \partial a_j} F(a) \leq \alpha_G < +\infty, \forall i, j \), while the converse is not true.

We have some further assumptions on the local utility functions, which will be useful in our analysis.

**Assumption 3:** For any \( i \in \mathcal{N} \), there exists a bounded constant \( \alpha_i \in (0, \infty) \) such that \( \sqrt{\mathbb{E}_s} [u_i^2(a; S)] \leq \alpha_i, \quad \forall a \in A \).

Finally, we consider a common assumption on the noise term \( \eta_{i,k} \) introduced in (6).

**Assumption 4:** The noise \( \eta_{i,k} \) is zero-mean, uncorrelated, and has a bounded variance: i.e., for any \( i \in \mathcal{N} \), we have \( \mathbb{E} [\eta_{i,k}] = 0, \mathbb{E} [\eta_{i,k}^2] = \sigma_{\eta}^2 < \infty \), and \( \mathbb{E} [\eta_{i,k} \eta_{j,k}] = 0 \) for any \( i \neq j \).

Note that Assumptions 1-4 are standard. There exist many functions satisfying these assumptions, e.g.,

- \( u_{i}^{eg1}(a; S) = \omega_1 \log \left( \frac{a_i \sum s_{j,k} e^{a_j}}{s_{i,j} e^{a_i}} \right) - \omega_2 e^{a_i} \), where \( -\infty < a_{\min} \leq a_i \leq a_{\max} < \infty \) for any \( i \in \mathcal{N} \) and each \( s_{i,j} \) follows independent exponential distribution. \( \omega_1, \omega_2 \) and \( \sigma^2 \) are positive constants;
- \( u_{i}^{eg2}(a; S) = -s_i a_i^2 + 4 \log(a_i) + \frac{1}{2(N-1)} \sum_{j \neq i} a_i a_j \), where \( 0 < a_{\min} \leq a_i \leq a_{\max} < \infty \) for any \( i \in \mathcal{N} \) and each \( s_i \in [0.5, 1.5] \) follows independent uniform distribution.

It is straightforward to show that \( \mathbb{E}_s [u_{i}^{eg1}]^2 \) and \( \mathbb{E}_s [u_{i}^{eg2}]^2 \) are bounded. We can also prove easily that the corresponding average global utilities of \( u_{i}^{eg1} \) and \( u_{i}^{eg2} \) are strictly concave and smooth. In fact, both examples are considered to obtain simulation results in this paper. Please refer to Section VII for more details.

C. Network Model and Exchange of Local Utilities Among Nodes

In this paper, we consider a realistic network model where a node has only the knowledge of the local utilities of a subset \( I_{i,k} \) of the other nodes, with \( I_{i,k} \subseteq \mathcal{N} \setminus \{i\} \). Notice that we do not assume any specified network topology and each node has a different and independent set \( I_{i,k} \). This implies that two different nodes may receive at a given time the local utilities from two different subsets of nodes. We present a toy example first to better explain our model and highlight further the difficulty of the optimization problem.

**Example 1:** Here we consider a D2D network with three links. As described in Figure 1, at time \( k \), each transmitter receives the feedback (i.e. numerical value of the local utility) from its own receiver. Note that the received local utility by each transmitter can be a noisy estimation of the real local utility as given by Equation (6). Transmitter 1 knows then \( \tilde{u}_{1,k} \), transmitter 2 knows \( \tilde{u}_{2,k} \), and transmitter 3 knows \( \tilde{u}_{3,k} \). Then, transmitter 1 receives the local utility of link 3 from transmitter 3, transmitter 2 receives the local utility of link 1 transmitter 1, and transmitter 3 receives the one of link 2 from transmitter 2. The ideal estimated global utility should be \( \hat{f}_k = \tilde{u}_{1,k} + \tilde{u}_{2,k} + \tilde{u}_{3,k} \), but each transmitter only knows the local utilities of part of the links of the network. Node 1 (transmitter 1) has to evaluate an incomplete information of the global utility \( f_k \) since this node knows only \( \tilde{u}_{1,k} \) and \( \tilde{u}_{3,k} \). Similarly, node/transmitter 2 knows only \( \tilde{u}_{2,k} \) and \( \tilde{u}_{1,k} \), and node 3 knows only \( \tilde{u}_{2,k} \) and \( \tilde{u}_{3,k} \). One can see that the nodes/transmitters have different knowledge of local utilities and each node must decide independently from other nodes of its own action \( a_{i,k} \). Please note that, in some situations, the transmitters do not have to exchange local utilities: this may be the case when each receiver can send its feedback to part of the transmitters (including its own). For example, receiver 1 sends \( \tilde{u}_{1,k} \) to transmitters 1 and 2, receiver 2 sends \( \tilde{u}_{2,k} \) to transmitters 2 and 3, and receiver 3 sends \( \tilde{u}_{3,k} \) to transmitters 3 and 1.

Throughout this paper, we have the following assumption that defines the subset \( I_{i,k} \) for each node \( i \) at each time/iteration \( k \).

**Assumption 5:** At any iteration \( k \), an arbitrary node \( i \) knows the utility \( \tilde{u}_{i,k} \) of another node \( j \) with a constant probability \( p \in (0, 1] \). This means that the elements contained in the set \( I_{i,k} \) are random, and for any \( j \neq i \) we have

\[
\mathbb{P}[j \in I_{i,k}] = p, \quad \mathbb{P}[j \notin I_{i,k}] = 1 - p. \quad (10)
\]
IV. DISTRIBUTED OPTIMIZATION ALGORITHM USING STOCHASTIC PERTURBATION

We describe our optimization algorithm in this section. We start with the approximation of the value of the global utility (objective function) in Section IV-A. Then, we present our DOSP algorithm (namely distributed optimization algorithm using stochastic perturbation) in Section IV-B. An application example of DOSP is also provided in Section IV-C.

A. Estimation of Global Utility

Recall that each node $i$ knows only the local utilities of a subset $\mathcal{I}_{i,k} \subseteq \mathcal{N} \setminus \{i\}$ of the other nodes at each time $k$. Based on the incomplete knowledge of local utilities, each node can estimate the global utility as follows

$$\tilde{f}_{i,k} = \begin{cases} \tilde{u}_{i,k} + \frac{N-1}{|\mathcal{I}_{i,k}|} \sum_{j \in \mathcal{I}_{i,k}} \tilde{u}_{j,k}, & \text{if } |\mathcal{I}_{i,k}| \neq 0, \\ 0, & \text{if } |\mathcal{I}_{i,k}| = 0. \end{cases}$$ (11)

The basic idea is to consider $(N-1) \sum_{j \in \mathcal{I}_{j,k}} \tilde{u}_{j,k}/|\mathcal{I}_{i,k}|$ as a surrogate function of $\sum_{j \notin N \setminus \{i\}} \tilde{u}_{j,k}$ when $\mathcal{I}_{i,k}$ is non-empty. Otherwise, $\tilde{f}_{i,k}$ is set as 0 since node $i$ does not know any utility of the other nodes and cannot estimate the global utility of the system. Note that different nodes may have different knowledge of the global utility as $\mathcal{I}_{i,k}$ is independent for each node $i$. For example, node $i$ may know $\tilde{u}_{j,k}$ of a different node $j$, whereas node $j$ may not know $\tilde{u}_{i,k}$.

Note that $\tilde{f}_{i,k}$ defined by (11) is affect by the random terms $\Phi_{i,k}$, $\eta_{i}$, and $\mathcal{I}_{i,k}$. The following lemma states that $\tilde{f}_{i,k}$ is a reasonable estimator of the global utility.

**Lemma 1**: Under Assumptions 4 and 5, the expected value of $\tilde{f}_{i,k}$ over $\mathcal{I}_{i,k}$ and $\eta_{i}$ is proportional to the actual global utility $f(\alpha; S_{k})$, i.e.,

$$\mathbb{E}_{\mathcal{I}_{i,k}} \left[ \tilde{f}_{i,k}(\alpha; S_{k}, \eta_{i}, \mathcal{I}_{i,k}) \right] = q f(\alpha; S_{k})$$ (12)

where the constant $q$ is given by

$$q = \mathbb{P}[|\mathcal{I}_{i,k}| \neq 0] = 1 - (1 - p)^{N-1}.$$ (13)

**Proof**: See Appendix A.

B. Algorithm

The DOSP algorithm is presented in Algorithm 1. The algorithm is distributed since each node updates its action independently and each node may not know the local utilities of all the other nodes.

**Algorithm 1** DOSP Algorithm For Each Node $i$

1) Initialize $k = 1$ and set the action $a_{i,1}$ randomly.
2) Generate a random variable $\Phi_{i,k}$, and perform action $a_{i,k} + \gamma_{k}\Phi_{i,k}$.
3) Estimate $\tilde{u}_{i,k}$, exchange its value with some other nodes, and calculate $\tilde{f}_{i,k}$ using (11) based on the collected local utilities.
4) Update $a_{i,k+1}$ according to equation (14)-(15).
5) $k = k + 1$, and go to 2.

At each iteration $k$, an arbitrary reference node $i$ updates its action by applying

$$\bar{a}_{i,k+1} = a_{i,k} + \beta_{k} \Phi_{i,k} \tilde{f}_{i,k},$$ (14)

$$a_{i,k+1} = \min \left\{ \max \left\{ \bar{a}_{i,k+1}, a_{i,min} + \alpha_{\Phi} \gamma_{k+1} \right\}, a_{i,max} - \alpha_{\Phi} \gamma_{k+1} \right\},$$ (15)

in which $\bar{a}_{i,k+1}$ represents an intermediate variable, $\beta_{k}$ and $\gamma_{k}$ are vanishing step-sizes, $\Phi_{i,k}$ is a zero-mean random variable generated independently by each node $i$, and $\Phi_{k} = [\Phi_{1,k}, \ldots, \Phi_{N,k}]^{T}$. We present some desirable properties of $\beta_{k}$, $\gamma_{k}$, and $\Phi_{i,k}$ in the following assumption.

**Assumption 6**: Both $\{\beta_{k}\}$ and $\{\gamma_{k}\}$ are real positive vanishing sequences that satisfy

$$\sum_{k=1}^{\infty} \beta_{k} \gamma_{k} = \infty \text{ and } \sum_{k=1}^{\infty} \beta_{k}^{2} < \infty.$$ (16)

The elements of $\Phi_{k}$ follow some i.i.d. symmetric probability distribution, so that $\mathbb{P}[\Phi_{i,k} \geq c] = \mathbb{P}[\Phi_{i,k} \leq -c]$ for any $c \in \mathbb{R}^{+}$. We have $\mathbb{E}[\bar{a}_{i,k}] = \mathbb{E}[\Phi_{i,k}^{2}] = 0$, $\mathbb{E}[\Phi_{i,k}^{2}] = \sigma_{\Phi}^{2}$, and $\mathbb{E}[\Phi_{i,k} \Phi_{j,k}] = 0$, $\forall i \neq j$. There exist $\alpha_{\Phi} > 0$ such that $\mathbb{P}[\Phi_{i,k} \leq \alpha_{\Phi}, \forall i \in \mathcal{N}]$.

Recall that the approximation $\tilde{f}_{i,k}$ of the global utility is calculated by each node using (11), in which the value depends on the actual action performed by each node $\bar{a}_{i,k} = a_{i,k} + \gamma_{k}\Phi_{i,k}$ and the stochastic term $S_{k}$. We can see that $\mathbb{E}_{\Phi}[\bar{a}_{i,k}] = \mathbb{E}_{\Phi}[a_{i,k}]$ and the difference between $\bar{a}_{i,k}$ and $a_{i,k}$ decreases with $\gamma_{k}$. At each iteration, we also need to ensure that the action $\bar{a}_{i,k}$ is feasible, i.e., $\bar{a}_{i,k} \in [a_{i,min}, a_{i,max}]$. Hence, we need to project step (15) which leads to $a_{i,k+1} + \gamma_{k+1} [\Phi_{i,k+1}] \in [a_{i,min}, a_{i,max}]$ for any $i \in \mathcal{N}$, as $|\Phi_{i,k}| \leq \alpha_{\Phi}$ by Assumption 6.

An example is presented in Section IV-C to describe in detail the application of Algorithm 1 in practice.

Clearly, (14) can be written in the general form (1), with

$$g_{i,k} = \Phi_{i,k} \tilde{f}_{i,k}.$$ (17)

By introducing $g_{k} = [\hat{g}_{1,k}, \ldots, \hat{g}_{N,k}]^{T}$, we have $a_{k+1} = a_{k} + \beta_{k} \hat{g}_{k}$. Here $\hat{g}_{k}$ can be seen as an estimation of the gradient $G(a_{k}) = \nabla F(a_{k})$. It is worth mentioning that such an estimation is biased in general. Nevertheless, $\hat{g}_{k}$ could be an asymptotically unbiased estimation of $G(a_{k})$ when $k \to \infty$, as long as the parameters $\gamma_{k}$ and $\Phi_{k}$ satisfy Assumption 6. The detailed discussion will be provided in Section V-A.

The conditions on the parameters $\gamma_{k}$ and $\Phi_{k}$ can be easily achieved. We show in Example 2 a common setting, which is also used to obtain the simulation results presented in Section VII.

**Example 2**: An easiest choice of the probability distribution of $\Phi_{i,k}$ is the symmetrical Bernoulli distribution with $\Phi_{i,k} \in \{-1,1\}$ and $\mathbb{P}[\Phi_{i,k} = 1] = \mathbb{P}[\Phi_{i,k} = -1] = 0.5$, $\forall i \in \mathcal{N}$. We can verify the conditions in Assumption 6 with $\sigma_{\Phi}^{2} = \alpha_{\Phi} = 1$.

Let $\beta_{k} = \beta_{0}^{k-\nu_{1}}$ and $\gamma_{k} = \gamma_{0}^{k-\nu_{2}}$ with the constants $\beta_{0}, \gamma_{0} \in \mathbb{R}^{+}$, so that both $\beta_{k}$ and $\gamma_{k}$ are vanishing. We can see that $\sum_{k=1}^{\infty} \beta_{k}^{2}$ converges if $\nu_{1} > 0.5$, and $\sum_{k=1}^{\infty} \beta_{k} \gamma_{k}$ converges if $\nu_{1} + \nu_{2} < 1$. Clearly, (16) is satisfied if $0.5 < \nu_{1} \leq 1$ and $0 < \nu_{2} < 1 - \nu_{1} < 0.5$. Thus we show that (14) and (15) are satisfied.
with transmission power $\Phi_{i,k}$, utility $u_{i,k}$, and some probability. The red links represent the transmission failure. Note that in some situations transmitters can also exchange their received $\tilde{u}_{i,k}$, please refer to Figure 1 as an example.

Remark 1: The proposed algorithm has a similar shape compared with other existing methods proposed in [13], [15], [16], [33]–[35]. The difference between our solution and the sine perturbation based method [33], [34] is that we use a random vector $\Phi_k$ instead of some deterministic sine functions as the perturbation term. Furthermore, the amplitude of random perturbation is vanishing in our algorithm, which is not the case in the algorithm presented in [13], [15], [35].

C. Application Example

This section presents the application of Algorithm 1 to perform power control in a D2D network, in order to highlight the interest of our solution. We focus on the requirement arisen by Algorithm 1, in terms of computation, memory and informational exchange.

Figure 2 briefly shows the algorithm procedure during one iteration. Recall that $\hat{a}_{i,k}$ denotes the actual value of the action set by transmitter $i$ at iteration $k$. In order to update $\hat{a}_{i,k}$, each transmitter $i$ needs to

- independently and randomly generate a scalar $\Phi_{i,k}$ that satisfies Assumption 6;
- use a pre-defined vanishing sequence $\gamma_k$ which is common for each link;
- independently update $a_{i,k}$ by applying (14) and (15); more details on this step will be provided later in this section.

Then $\hat{a}_{i,k}$ is given by $\hat{a}_{i,k} = a_{i,k} + \gamma_k \Phi_{i,k}$.

Each transmitter $i$ transmits to its associated receiver with the transmission power of value $\hat{a}_{i,k}$. The associated receiver $i$ estimate the numerical value of its local utility $\tilde{u}_{i,k}$ and send this value to transmitter $i$ as a feedback. $\tilde{u}_{i,k}$ is a noisy version of the exact local utility of the link due to the wireless channel and/or imperfect feedback. Each transmitter can evaluate its $\tilde{f}_{i,k}$ using (11) under Assumption 5 that every transmitter only receives feedback from part of the receivers.

Then iteration $k + 1$ starts, and each transmitter $i$ needs to update its power allocation strategy. For that, the transmitter $i$ will perform the following steps:

- use a pre-defined vanishing sequence $\beta_k$;
- reuse the local random value $\Phi_{i,k}$, which was generated by transmitter $i$ at iteration $k$. It means that the value of $\Phi_{i,k}$ should be saved temporarily;
- use the numerical value of $\tilde{f}_{i,k}$, which has been explained already.

Each transmitter can then update $a_{i,k+1}$ independently using (14) and (15).

Then, each transmitter updates $\hat{a}_{i,k+1}$ in the same way as the previous iteration, i.e., $\hat{a}_{i,k+1} = a_{i,k+1} + \gamma_{k+1} \Phi_{i,k+1}$, with $\Phi_{i,k+1}$ a newly generated pseudo-random value.

We can see that Algorithm 1 can be easily applied in a network of multiple links: the algorithm itself has a low complexity and each receiver only needs to feedback one quantity ($\tilde{u}_{i,k}$) per iteration to perform the algorithm.

V. Almost Sure Convergence

This section investigates the asymptotic behavior of Algorithm 1. We can show that the divergence

$$d_k = \|a_k - a^*\|^2$$

which measures the difference between the actual action $a_k$ and the optimal action $a^*$, tends to zero almost surely (a.s.) when $k \to \infty$. Before proving this result, we need first to show that our DOSP algorithm provides a biased estimation of the gradient. This will be useful in the almost sure convergence proof.

A. Biased Estimation of Gradient

This section presents our first result in Theorem 1 to explain a main property of our DOSP algorithm: how $\tilde{g}_k$, given by (17), can be a reasonable estimator of $G(a_k)$ = $\nabla F(a_k)$.

**Theorem 1:** Suppose that each node $i$ updates its action $a_{i,k}$ using (14). Define

$$\tilde{g}_k = E_S \mathbf{x} \mathbf{u} I [\tilde{g}_k]$$

$$b_k = (\sigma^2_{\tilde{g}}(\gamma_k))^{-1} \tilde{g}_k - G(a_k)$$

then under Assumptions 1, 2, 4, 5, and 6, we have $b_k \neq 0$ in general, and

$$\|b_k\| \leq \frac{\alpha_k}{2} L G N^2 \gamma_k$$

implying that $\|b_k\| \to 0$ as $k \to \infty$ if $\gamma_k$ is vanishing.

**Proof:** See Appendix B.

Note that an alternative way to write (19) is $\tilde{g}_k = E [\tilde{g}_k | a_k]$ since the expectation is taken over all stochastic terms expect $a_k$. In this paper, we prefer to highlight the stochastic terms in (19) for clarity. The estimation bias of the gradient is characterized by $b_k$. From Theorem 1, we conclude that, for a general concave and smooth objective function $F$, $\|b_k\| \to 0$ can be guaranteed by using a vanishing sequence $\gamma_k$. Hence $\tilde{g}_k$ defined in Algorithm 1 is a reasonable estimator of $G(a_k)$.

Note that Theorem 1 presents a more general result compared with Lemma 1 in our previous work [1], in which we had $\|b_k\| \leq 2^{-1} \alpha' \alpha \sigma N^2 \gamma_k$ under a more restrictive assumption that $\frac{\sigma^2_{\tilde{g}}(\gamma_k)}{\alpha_k} \leq \alpha'$, $\forall i, j \in N$. 

In general $b_k \neq 0$, while there does exist one special class of $F$ resulting to $b_k = 0, \forall k$. This case arises when $F$ is a quadratic function.

**Corollary 1:** Suppose that $F$ is a quadratic function and Assumptions 4-6 hold, then $b_k = 0, \forall k$.

**Proof:** See Appendix C.

The proof of Corollary 1 is also given in Appendix B. This result implies that our DFSO algorithm provides an unbiased gradient estimation in this special case. To the best of our knowledge, a quadratic objective function $F$ is the only case where an unbiased gradient estimator can be obtained by DFSO. In fact, $b_k = 0$ holds in this case even with a constant step-size $\gamma_k = \gamma_0$. Such a special case has been well studied in [13]. In this work, we mainly focus on the general strictly concave and smooth function.

**B. Almost Sure Convergence**

In order to proceed with the proof of convergence, we first rewrite (14) in the generalized Robbins-Monro form [25], i.e.,

$$
\tilde{a}_{k+1} = a_k + \beta_k \tilde{g}_k = a_k + \beta_k b_k \sigma_a^2 q_k^2 \nabla F(a_k) + \beta_k (\tilde{g}_k - \bar{g}_k) = a_k + \sigma_a^2 q_k^2 \tilde{e}_k + \beta_k e_k,
$$

where $\bar{g}_k$ and $b_k$ are defined in (19) and (20) respectively. $e_k$ can be seen as the zero-mean stochastic noise, which is the difference between the value of a single realization of $\tilde{g}_k$ and its average $\bar{g}_k$ as defined in (19), i.e.,

$$
e_k = \tilde{g}_k - \bar{g}_k.
$$

**Remark 2:** The analysis presented in this work is challenging and different from the existing results. An explicit difference comes from the unique feature of the algorithm itself as discussed in Remark 1: we are using a different method to estimate the gradient. Besides, the objective function is stochastic with general form in our problem, while it is considered as static in [31], [32] and it is assumed to be static and quadratic in [35]. The existing work in learning community focused on the non-asymptotic convergence rate, while the almost surely convergence are not considered.

The general property of $b_k$ has been discussed in Theorem 1. To perform the analysis of convergence, we still need the following lemmas concerning the property of $\tilde{g}_k$ and $e_k$.

**Lemma 2:** Under Assumptions 3-6, we have $E_s, \psi, \eta, \pi \| \bar{g}_k \|^2 \leq \alpha_g^2$ with

$$
\alpha_g^2 = \left( (\psi + \gamma) (N - 1)^2 + p (N - 1) + q \right) \frac{\alpha_a^2 \sigma_a^2}{N} + \left( (N - 1)^2 \psi + q \right) \frac{\sigma_a^2 \sigma_q^2}{N^2}.
$$

in which $q$ is defined by (13) and

$$
\psi = \sum_{n=1}^{N-1} \frac{1}{n} p^n (1 - p)^{N - 1 - n} \left( \frac{N - 1}{n} \right).
$$

**Proof:** See Appendix D.

Note that the closed form expression of $\psi$ is hard to derive. Note that it is easy to get the following upper bound of $\psi$:

$$
\psi < \sum_{n=1}^{N-1} P [ |I_n| = n ] = q \frac{1}{n} \leq 1 \text{ with } 1 \leq n \leq N - 1.
$$

However, in order to keep the upper bound $E_s, \psi, \eta, \pi \| \bar{g}_k \|^2 \leq \alpha_g^2$ as tight as possible, we decided to use the expression in (24).

Based on Lemma 2, we can prove the convergence of $\sum \beta_k e_k$ by applying Doob’s martingale inequality.

**Lemma 3:** If Assumptions 3-6 are satisfied, then for any constant $\rho > 0$, we have

$$
\lim_{K \to \infty} P \left( \sup_{K' \geq K} \left\{ \sum_{k=K}^{K'} \beta_k e_k \right\} \geq \rho \right) = 0, \quad \forall \rho > 0.
$$

**Proof:** See Appendix E.

According to the results in Theorem 1, Lemma 2, and Lemma 3, we can build conditions under which $a_k \to a^*$ a.s..

**Theorem 2:** If Assumptions 1-6 are satisfied, then $a_k \to a^*$ almost surely as $k \to \infty$ by applying Algorithm 1.

**Proof:** See Appendix F.

**VI. CONVERGENCE RATE**

In this section, we study the average convergence rate of the proposed algorithm in order to investigate how fast the proposed algorithm converge to the optimum from a quantitative point of view. The analysis also provides a detailed guideline of setting the parameters $\beta_k$ and $\gamma_k$ which determine the convergence rate.

Before starting the analysis, we stress out that all the previous assumptions on the objective function and step-sizes $\beta_k$ and $\gamma_k$ (i.e. Assumptions 1-6) hold true in this section. In addition, we consider the following two assumptions:

- We assume that $\beta_k / \gamma_k \to 0$ when $k \to 0$
- We assume that the objective function is strongly concave. More precisely, this assumption is given as follows.

**Assumption 7:** $F(a) \to \kappa-$strongly concave, i.e., there exists $\kappa > 0$ such that

$$
(a - a^*)^T \cdot \nabla F(a_k) \leq -\kappa \|a - a^*\|^2, \quad \forall a \in A.
$$

We start with the analysis considering general forms of vanishing step-sizes $\beta_k$ and $\gamma_k$ in Section VI.A. We then consider special forms of these parameters in Section VI.B, which leads us to obtain the optimal convergence rate order of $O(K^{-0.5})$. A toy example is then considered afterwards to further illustrate our results.

**A. Analysis for General Forms of Vanishing $\beta_k$ and $\gamma_k$**

To study the converge rate, we have first to consider the evolution of the average divergence $D_k = E[\|a_k - a^*\|^2]$. An essential step of the analysis is to investigate the relation between the divergence values obtained at two successive iterations. Our result is stated in Lemma 4. Recall that $\alpha_g^2$ defined in (24) is the upper bounds of $E[\|\bar{g}_k\|^2]$.

**Lemma 4:** Introduce an integer $K_c$ as the minimum value of $k$ such that $\alpha_g^2 \in [a_{\text{min}} + \alpha\gamma \gamma_k, a_{\text{max}} - \alpha\gamma \gamma_k], \forall \gamma_k \in N$. Suppose that Assumptions 1-7 hold, then for any $k \geq K_c$:

- $D_k$ resulting from Algorithm 1 is such that

$$
D_{k+1} \leq (1 - A\beta_k \gamma_k) D_k + B\beta_k \gamma_k^2 \sqrt{D_k} + C\beta_k^2,
$$
with the constants
\[ A = 2q^2A \kappa, \quad B = q_0A^2L_2 N^2, \quad C = \alpha^2. \]  
(29)

- If we consider an additional assumption that the objective function \( F \) is quadratic, then we have
\[ D_{k+1} \leq (1 - 2q^2A \kappa \beta \gamma_k) D_k + \alpha^2 \beta^2_k. \]  
(30)

**Proof:** See Appendix G.

**Remark 3:** In the special case where \( F \) is quadratic, \( b_k = 0 \) by Corollary 1. It is easy to deduce that \( D_k = O(k^{-1}) \) from (30). Thus the optimal convergence rate \( D_k = O(k^{-1}) \) can be achieved by using \( \beta_k = 0 \) and \( \gamma_k = 0 \). In the rest of this section, we focus on the general setting of \( F \).

It is worth mentioning that we have a nonzero term as function of \( \sqrt{D_k} \) in (28), which mainly comes from the fact that in general the estimation bias \( b_k \) is nonzero and may tend to zero if \( \gamma_k \to 0 \), as discussed in Section V-A. The additional term of \( \sqrt{D_k} \) makes our analysis much more challenging than that of the classical stochastic approximation [38], which assumes that an unbiased observation of gradient is always available.

Since \( \beta_k \gamma_k \) is vanishing, there should be \( 1 - A \beta_k \gamma_k > 0 \) when \( k \) is large enough. In this work we are interested in the bound of \( D_k \) when \( k \) is large. Introduce
\[ K_0 = \arg \min_{k \geq K_0, \beta_k \gamma_k < 1/A} k, \]
which implies that \( 1 - A \beta_k \gamma_k > 0 \) and \( k \geq K_c \) as \( k \to K_0 \). Lemma 4 provides us with the relation between \( D_{k+1} \) and \( D_k \). Our next goal is to find a vanishing upper bound of \( D_k \) using (28). When \( k \) is large, in other words, we aim to search a sequence \( U_{K_0}, U_k \) such that
\[ U_{k+1} \leq U_k \text{ and } D_k \leq U_k, \quad \forall k \geq K_0. \]

This type of analysis is usually performed by induction: consider a given expression of \( U_k \) and assume that \( D_k \leq U_k \), one needs to show that \( D_{k+1} \leq U_{k+1} \) by applying (28).

An important issue is then the proper choice of the form of the upper bound \( U_k \). Note that in the classical stochastic approximation algorithm described by (1) there exists only one step-size \( \beta_k \), and \( D_{k+1} \) is hence bounded by a linear function of \( D_k \). Our problem is much more complicated as we use two step-sizes \( \beta_k \) and \( \gamma_k \) with general form under Assumption 6. Moreover, the additional term \( \sqrt{D_k} \) presented in (28) also makes the analysis much more complicated. The following lemma presents an important property of \( U_k \).

**Lemma 5:** If there exists a decreasing sequence \( U_{K_0}, U_k \) such that \( D_{k+1} \leq U_{k+1} \) can be deduced from \( D_k \leq U_k \) and (28), then the following will be true
\[ U_k \geq \left( \frac{B}{2A} \beta_k + \frac{B}{2A} \gamma_k^2 + \frac{C}{A} \frac{\beta_k}{\gamma_k} \right)^2. \]  
(31)

**Proof:** See Appendix H.

Note that the lower bound of \( U_k \) will vanish only if \( \gamma_k \to 0 \) and \( \beta_k / \gamma_k \to 0 \). Such a bound means that, by using induction and applying (28), the convergence rate of \( D_k \) cannot be better than the decreasing speed of \( \gamma_k^2 \) and \( \beta_k / \gamma_k \). After the verification of the existence of bounded constants \( \theta \) such that \( D_k \leq \theta \gamma_k^2 \) or \( D_k \leq \theta \beta_k / \gamma_k \), we obtain the final results stated as follows.

**Theorem 3:** Define the following parameters:
\[ \chi_k = 1 - \frac{(\beta_k + 1)}{\beta_k \gamma_k}, \quad \epsilon_1 = \max_{k \geq K_0} \chi_k, \quad \epsilon_2 = \max_{k \geq K_0} \frac{\beta_k}{\gamma_k}, \]
\[ \varpi_k = 1 - \frac{\beta_k + 1}{\beta_k \gamma_k}, \quad \epsilon_3 = \max_{k \geq K_0} \varpi_k, \quad \epsilon_4 = \max_{k \geq K_0} \sqrt{\frac{\beta_k}{\gamma_k}}. \]  
(32)

If \( \chi_k < A \) for any \( k \geq K_0 \), then
\[ D_k \leq \theta^2 \gamma_k^2, \quad \forall k \geq K_0, \]  
with
\[ \theta \geq \max \left\{ \sqrt{\frac{D_{K_0}}{\gamma_{K_0}}}, \frac{B + \sqrt{B^2 + 4C \epsilon_2 (A - \epsilon_1)}}{2 (A - \epsilon_1)} \right\}. \]  
(35)

If \( \varpi_k < A \) for any \( k \geq K_0 \), then
\[ D_k \leq \theta^2 \beta_k, \quad \forall k \geq K_0, \]  
with
\[ \theta \geq \max \left\{ \sqrt{\frac{D_{K_0} \gamma_{K_0}}{C \epsilon_4^2}}, \frac{B \epsilon_4 + \sqrt{(B \epsilon_4)^2 + 4C (A - \epsilon_3)}}{2 (A - \epsilon_3)} \right\}. \]  
(37)

**Proof:** See Appendix I.

For general forms of vanishing \( \beta_k \) and \( \gamma_k \), Theorem 3 provides two upper bounds on the average divergence \( D_k^{(C)} \) and \( D_k^{(0)} \). The conditions \( \chi_k < A \) and \( \varpi_k < A \) can be checked easily by considering any fixed \( \beta_k \) and \( \gamma_k \). In the situation where both conditions are satisfied, we have
\[ D_k \leq \min \left\{ \theta^2 \beta_k, \theta^2 \gamma_k \right\}, \quad \forall k \geq K_0. \]

From Theorem 3, we can see that the decreasing order of \( D_k \) depends mainly on the step-sizes \( \beta_k \) and \( \gamma_k \). The incompleteness factor \( \theta \) has only an influence on the constant terms \( \vartheta \) and \( \varphi \), which are functions of the parameters \( A, B, \) and \( C \) defined by (29). The results of convergence rate are useful to properly choose the parameters of the algorithm. Intuitively, we need to make \( \gamma_k^2 \) or \( \beta_k / \gamma_k \) decrease as fast as possible, having the constant \( \epsilon_1, \epsilon_2, \epsilon_3, \) and \( \epsilon_4 \) as small as possible.

**B. Special Setting of Step-Sizes**

In this section, we consider the step-sizes as mentioned in Example 2 in Section IV-B:
\[ \beta_k = \beta_0 k^{-\nu_1} \quad \text{and} \quad \gamma_k = \gamma_0 k^{-\nu_2}. \]  
(38)

Recall that \( 0.5 < \nu_1 \leq 1 \) and \( 0 < \nu_2 \leq 1 - \nu_1 \) in order to meet the conditions in Assumption 6.

**Theorem 4:** Consider \( \beta_k \) and \( \gamma_k \) with forms given in (38), if \( \beta_0 \gamma_0 \geq \min \{ 2 \nu_2, \nu_1 - \nu_2 \} / \Omega \), then there exists \( \Omega < \infty \), such that
\[ D_k \leq \Omega k^{-\min\{2 \nu_2, \nu_1 - \nu_2 \}}, \quad \forall k \geq K_0. \]  
(39)

**Proof:** See Appendix J.
From Theorem 4, we get a simple function of $\nu_1$ and $\nu_2$ that determines the minimum convergence speed of $D_k$. It is easy to show
\[ \min \{2\nu_2, \nu_1 - \nu_2\} \leq 0.5 \]
with the equality holds when $\nu_1 = 0.75$ and $\nu_2 = 0.25$, which corresponds to the best choice of $\nu_1$ and $\nu_2$ to optimize the decreasing order of the upper bound of $D_k$. Theorem 4 also provides a sufficient condition on the parameters that should be satisfied in order to ensure the validation of the convergence rate, i.e., the value of $\beta_0 \gamma_0$ should be large enough.

With $\nu_1 = 0.75$ and $\nu_2 = 0.25$, we can further find the optimum values of $\beta_0$ and $\gamma_0$ that minimize the constant term of the upper bound of $D_k$. The result is shown in the following theorem.

**Theorem 5:** Suppose that Assumptions 1-7 hold and $a_k$ is updated by applying Algorithm 1, if the step-sizes are chosen as
\[ \beta_k = \frac{\alpha \Phi L_G}{\sqrt{2q\alpha \Phi \sigma_q^2 k^2}}, \quad \gamma_k = \frac{\sqrt{2\alpha \Phi}}{q\alpha \Phi \sigma_q^2 L_G} N^{-\frac{1}{2}}k^{-\frac{1}{2}}, \]
then we have, for any $k \geq K_0$,
\[ D_k \leq \max \left\{ (1 + K_0)^{-\frac{1}{2}} D_{K_0}, \frac{\sqrt{2q\alpha \Phi L_G}}{k^2 \sigma_q^2 q} N^2 \right\} k^{-\frac{1}{2}}. \]

**Proof:** See Appendix K.

Theorem 5 explicitly shows how each parameter affects the convergence rate of the proposed algorithm. It is worth mentioning that we do not conclude that $\beta_k$ and $\gamma_k$ in (40) are the optimal step-sizes, as they only minimize an upper bound of $D_k$. From the definition of $\alpha \Phi$ in (24), we find that $\alpha \Phi \propto N^{-\frac{1}{2}}$. Thus $D_k = O \left( N^3 k^{-\frac{3}{2}} \right)$. This result implies that the constant term of the convergence rate is also affected by the number of nodes in the network. The increase of the convergence rate with $N$ is at most of order $O \left( N^3 \right)$. It is worth mentioning, however, that the constant term of the upper bound may not be tight, as it includes several upper bounds of different parameters. We therefore provide numerical results in Section VII to illustrate the impact of the number of nodes on the convergence rate. Nevertheless, this aforementioned result implies that our algorithm would perform better in small to mid-sized networks.

1. **Optimality of the Optimization Error Rate:** It is worth mentioning that our result can be compared with the lower bound on the optimization error rate order derived in [12]–[14]. It is shown in [13] that the lower bound $O \left( K^{-0.5} \right)$ is actually the optimal DFSO optimization error rate for smooth and strongly concave functions. Note that the optimization error is defined as $F(a^*) - \mathbb{E}[F(\frac{1}{K} \sum_{k=1}^{K} a_k)]$. Recall that $\| \nabla F(a) - \nabla F(a') \| \leq L_G \| a - a' \|$, $\forall a, a' \in A$, by Assumption 2. This means that
\[ F(a^*) - F(a_k) \leq L_G \frac{1}{2} \| a_k - a^* \|^2, \]
\[ \mathbb{E} [ F(a^*) - F(a_k) ] \leq L_G \frac{1}{2} \mathbb{E} \left[ \| a_k - a^* \|^2 \right] \leq L_G \Omega \frac{1}{2} k^{-0.5} \]
according to Theorems 4 and 5 when $\beta_k \propto k^{-0.75}$ and $\gamma_k \propto k^{-0.25}$. By Jensen’s inequality, we get
\[ F(a^*) - \mathbb{E}[F(\frac{1}{K} \sum_{k=1}^{K} a_k)] \leq F(a^*) - \mathbb{E}[F(a_k) - \mathbb{E}[F(a_k)]] \leq \frac{L_G \Omega}{2} k^{-0.5} \]
We can see clearly that our achievable rate of optimization error is of order $O \left( K^{-0.5} \right)$, which coincides with the lower bound in [12]–[14].

This implies that our achieved optimization error rate is optimal, in the sense that the decay order of the optimization error with $K$ cannot be faster than the achieved one by our algorithm ($O \left( K^{-0.5} \right)$). This result is of interest since it implies that the optimal rate order obtained by centralized DFSO methods can also be achieved in the challenging distributed setting considered in this paper. Recall that in this paper the decision of each node is done independently from other nodes, and a node cannot be aware of the utilities of all other nodes.

**C. Verification**

In this section, we present a toy example to verify Theorem 4.

**Example 3:** Consider $N = 2$ and a simple function $f(a, S) = -s_1 a_1^2 - s_2 a_2^2 + a_1 a_2 + 4 \log(a_1) + 4 \log(a_2)$ with $a_1, a_2 \in [1, 4]$. Both $s_1$ and $s_2$ are realizations of a uniform distributed random variable $S$ which takes value in an interval $[0, 5]$. By taking the average, the objective function is
\[ F(a) = -a_1^2 - a_2^2 + a_1 a_2 + 4 \log(a_1) + 4 \log(a_2). \]

We can deduce the gradient and the Hessian matrix of $F$:
\[ \nabla F(a) = \left[ -2a_1 + 2a_2 + \frac{4}{a_1}, \quad -2a_2 + a_1 + \frac{1}{a_2} \right]^T; \]
\[ \nabla^2 F(a) = \begin{bmatrix}
-2 - 4a_1^{-2} & 1 \\
1 & -2 - 4a_2^{-2}
\end{bmatrix}. \]

We get that $F(a)$ is a strongly concave function with parameter $\kappa = 1.25$, since the matrix $\nabla^2 F(a) + \frac{\sigma^2}{2} I$ is semi-definite negative when $a_1, a_2 \in [1, 4]$. By solving $\nabla^2 F(a^*) = 0$, we obtain the optimal value $a^* = [2, 2]^T$. We set the perturbation $\Delta k$ as introduced in Example 2 (Section IV.B), with $\sigma^2 = 1$. Thus we have $A = 2a_1^{-2}a_2^{-2} = 2.5$ by (29).

Let $\beta_k = \beta_0 k^{-0.75}$ and $\gamma_k = k^{-0.25}$. By setting $\beta_0 \in \{0.1, 0.2, 0.5, 2\}$, we can verify the importance of the condition $\beta_0 \gamma_0 \geq 0.2$ is $\max \{2\nu_2, \nu_1 - \nu_2\}/A$ as presented in Theorem 4. Figure 3 shows the comparison results between the divergence $D_k$, averaged over 1000 simulations, and the bound $\Omega k^{-0.5}$ in (39). Note that we are mainly interested in the decreasing order of $D_k$ for $K > K_0$. Therefore, we set the constant term $\Omega = 2$ mainly to facilitate the visual comparison of different curves. We find that the curves of $D_k$ decrease not-less-slowly than the bound as $\beta_0 \in \{0.28, 0.5\}$. When $\beta_0 = 0.23 < 0.25$, the convergence rate cannot be guaranteed, which further justifies our claim in Theorem 4.
Fig. 3. Comparison of the theoretical upper bound $O(k^{-0.5})$ with the evolution of the average divergence $D_k$ (by averaging over 2000 simulations). $\beta_0 = 0.75$ and $\gamma_0 = k^{-0.25}$, with $\beta_0 \in \{0.1, 0.2, 2\}$.

Fig. 4. Comparison of the theoretical upper bound $O(k^{-0.3})$ with the evolution of the average divergence $D_k$ (by averaging over 2000 simulations). $\beta_k = \min(2\nu, \nu_1 - \nu_2)k^{-\nu_1}$ and $\gamma_k = k^{-\nu_2}$, with $(\nu_1, \nu_2) \in \{(0.85, 0.15), (0.7, 0.15), (0.65, 0.35), (0.5, 0.2)\}$.

Now we consider $(\nu_1, \nu_2) \in \{(0.85, 0.15), (0.7, 0.15), (0.65, 0.35), (0.5, 0.2)\}$, $\beta_0 = \min(2\nu, \nu_1 - \nu_2)/A$ and $\gamma_0 = 1$. Notice that all the four pairs of $(\nu_1, \nu_2)$ lead to the same decreasing order of the upper bound (39), as $\min(2\nu, \nu_1 - \nu_2) = 0.3$. The upper bound in this case is $O(k^{-0.3})$. The curves of $D_k$ (averaged over 2000 simulations) are compared with the upper bound $O(k^{-0.3})$ in Figure 4. Clearly, when the number of iterations is large enough, all the curves decrease with the same speed or even faster as compared with the bound, which again confirms our theoretical results.

VII. SIMULATION RESULTS

In this section, we first describe an application example that shows the limit of classical gradient-based methods. Then we present in Sections VII.B and VII.C some numerical results for this example to assess the performance of the proposed algorithm. In order to verify the convergence of our algorithm for high number of nodes, we present in Section VII.D another example and provide numerical results for high number of nodes.

A. Application Example

We consider the power allocation problem in a general network with $N$ transmitter-receiver links. A link here can be seen as a node in our system model as presented in Section III. For example,

- in a D2D network with $N$ transmitter-receiver pairs, each transmitter communicates with its associated receiver and different links interfere among each other, see Figure 5 (I).
- in a multi-cell network, each base station may serve multiple users. We focus on the downlink, i.e., a user is seen as a receiver and its associated base station is seen as a transmitter, see Figure 5 (II).

In these examples, $S_k$ represents the time-varying channel state of the network. More precisely, $S_k = \{s_{ij,k}\}_{i,j \in N, k \in N}$, in which each element $s_{ij,k} \geq 0$, denotes the power gain between transmitter $i$ and receiver $j$ at timeslot $k$.

There are various utility functions that can be considered in this case such as the total sum rate or the energy efficiency of the users [39]. In this section, we consider a widely used example in which objective function is the total sum rate of all users (i.e. sum-rate maximization problem). Suppose that each active transmitter $i$ controls its transmission power $p_{i,k}$, the Shannon achievable rate of the link is then given by

$$r_{i,k} = \log(1 + \frac{s_{ii,k}p_{i,k}}{\sigma^2 + \sum_{j \neq i} s_{ji,k}p_{j,k}}).$$

At each time-slot $k$, define the global utility, $y_k(p_k, S_k) = \sum_{i \in N}(\omega_1 r_{i,k} - \omega_2 p_{i,k})$, where $\omega_1, \omega_2 \in \mathbb{R}^+$ are constants and $\omega_2 p_{i,k}$ denotes the energy costs of the packet transmission of link $i$. However, $y_k$ is not concave with respect to $p_k$. Thus we consider a well known approximation of $r_{i,k}$ and some variable change to make the objective function concave. This transformation of the sum rate maximization problem is widely used in wireless networks and the details are therefore omitted for brevity. One can refer to [40] for more details. In fact, it is common to use the change of variable $p_{i,k} = e^{a_{i,k}}$ and to consider the approximation $y_k \approx f_k = \sum_{i \in N} u_i(a_k, S_k)$ with [40]

$$u_i(a_k, S_k) = \omega_1 \log\left(\frac{s_{ii,k}e^{a_{i,k}}}{\sigma^2 + \sum_{j \neq i} s_{ji,k}e^{a_{j,k}}}ight) - \omega_2 e^{a_{i,k}}.$$
We can write the partial derivative of the objective function as follows
\[
\tilde{g}_{i,k} = \frac{\partial f}{\partial a_{i,k}} = \omega_1 - \omega_1 \sum_{n \in \mathcal{N} \setminus \{i\}} \sigma_i^2 + \sum_{j \neq n} s_{j,n,k} e^{a_{j,k}} - \omega_2 e^{a_{i,k}},
\]
(45)

One can see that the aforementioned calculation requires the full knowledge of the cross-channel gain \(s_{n,k}, \forall n \in \mathcal{N} \setminus \{i\}\) and \(s_{j,n,k}, \forall j \in \mathcal{N} \setminus \{n\}\). All these channel information has to be estimated and exchanged by each node. Recall that the channels \(S_k\) are time varying which means that the computation of the derivatives, and hence the use of the gradient descent method, requires the estimation and exchanges of all these channel gains \(s_{n,k}\) at each time/iteration, which represents a huge burden for the network.

This example shows clearly the limit of the classical gradient-based methods and motivates the use of our solution that requires low information exchange at each time. Note that limiting the signaling overhead at each time is very critical in wireless networks since the amount of tolerated signaling information at each time is limited in such networks. It is worth mentioning that, apart from the example presented in this section, the solution proposed in this paper can also be applied to other types of problems such as beamforming, coordinated multipoint resource allocation (CoMP) [41], and so on.

In what follows, we apply our algorithm to solve the above optimization problem. The time varying channel \(h_{ij}\) between node \(i\) (transmitter) and node \(j\) (receiver) is generated using a Gaussian distribution with variance \(\sigma_i^2 = 1\) and \(\sigma_{ij} = 0.1, \forall i \neq j\). Notice that the channel gain is \(s_{ij} = |h_{ij}|^2\). Besides, we set \(\sigma_i^2 = 0.2, \omega_1 = 20\) and \(\omega_2 = 1\).

B. Simulations With 4 Nodes

In this section, we consider \(N = 4\) nodes. In all the simulations, the initial values of \(a_{0,i}, \forall i \in \mathcal{N}\) are generated uniformly in the interval \([\alpha_{i,\min}, \alpha_{i,\max}]\). In Algorithm 1, \(\Phi_{t,k}\) follows the symmetrical Bernoulli distribution, i.e.,
\[
P[\Phi_{i,k} = 1] = P[\Phi_{i,k} = -1] = 0.5, \forall k, i.
\]

We first compare our proposed algorithm with the sine perturbation based algorithm in [34]. We consider \(\alpha_{i,\min} = -5\) and \(\alpha_{i,\max} = 5\). The step-sizes are set as \(\beta_1 = 0.1k^{-0.75}\) and \(\gamma_k = \min \{2, 5k^{-0.25}\}\) in the proposed Algorithm 1. Notice that the sine perturbation based algorithm [34] is not easy to implement in practice as it is hard to choose all the parameters properly, especially when \(|\mathcal{N}|\) is large. Furthermore, in order to show the efficiency of our algorithm, we simulate also an ideal gradient-based algorithm (with step-size \(\beta_k = 2.5k^{-1}\)), in which the exact gradient calculated by (45) is known (recall that this gradient is costly to be obtained in practice as discussed in Section VII-A).

We have performed 500 independent simulations to obtain the average results shown in Figures 6 and 7. Figure 6 shows the utility function \(f(\alpha; S)\) versus the number of iterations. We find that our algorithm converges faster than the reference algorithm proposed in [34]. Figure 7 shows the evolution of the power (action) of the four nodes. Notice that the four curves representing the action of each node are close in average in each sub-figure, since we consider a model with symmetric parameters. We find the oscillation of the power (action) is more significant by applying the reference algorithm.

We then consider another scenario where we set \(\alpha_{1,\min} = 0\) and \(\alpha_{1,\max} = 5\), so that the objective function \(F\) is strongly concave. We perform 1000 independent simulations with \(p \in \{1, 0.5, 0.25, 0.1\}\). Recall that \(p\) defined in (10) represents the level of incompleteness. The step-sizes are chosen as \(\gamma_k = \min \{1.5, 15k^{-0.25}\}\) and \(\beta_k = \beta_0 k^{-0.75}\) with \(\beta_0 = \frac{1}{60(1-(1-p)^2)}\), which leads to \(\beta_k \gamma_k = \min \{2p_1, \nu_1 - \nu_2\}\). The results are shown in Figure 8. We can see that after sufficient number of iterations, the different curves are approximately parallel and decrease with the same speed as the theoretical bound \(O(k^{-0.5})\) obtained in Theorem 4. The results also justify that the decreasing order of \(D_k\) is not affected by the value of \(p\).

1 The reference algorithm is quite sensitive to the parameters, the presented results are the best that we have found so far.
2 The strong concavity comes from the fact that \(\sum \log (\sinh a_i)\) is concave with respect to \(a_i\) and the exponential function \(-\exp(\alpha_{i,k})\) is \(\exp(\alpha_{i,\min}) - \text{concave for any } \alpha_{i,k} \geq \alpha_{i,\min}\).
negligible. The following example is therefore considered. In fact, in the previous example, the interference in high number of nodes, we consider in this subsection another example similar to those in Figure 8. The algorithm converges slower and the shape of the curves in Figure 9 is similar to those in Figure 8. The algorithm converges slower as the number of nodes increases, yet the influence of the incompleteness of the received local utilities is less important.

C. Simulations With 10 Nodes

In this section, we consider a more challenging case with \( N = 10 \). We choose \( \gamma_k = \min\{1, 12k^{-0.25}\} \) and \( \beta_k = \frac{k^{-0.75}}{48(1-(1-p)^p)} \). The results are presented in Figure 9 with \( p \in \{1, 0.5, 0.25, 0.1\} \). Note that we have also plotted on this figure a line representing the optimum value of the average utility function. The shape of the curves in Figure 9 is similar to those in Figure 8. The algorithm converges slower as the number of nodes increases, yet the influence of the incompleteness of the received local utilities is less important.

D. Simulations With High Number of Nodes

In order to assess the performance of our algorithm for high number of nodes, we consider in this subsection another example. In fact, in the previous example, the interference in the network increases with the number of nodes \( N \), and hence for high values of \( N \) the utility function of each node becomes negligible. The following example is therefore considered.

Consider \( a = [a_1, ..., a_N] \in [1, 4]^N \) and a simple function
\[
f(a; S) = \sum_{i=1}^{N} \left( 4 \log(a_i) - s_i a_i^2 \right) + \frac{1}{2(N-1)} \sum_{i=1}^{N} \sum_{j \neq i} a_i a_j\]
where \( s_i \) for all \( i \in \{1, ..., N\} \) are realizations of a uniform distributed random variable \( S \) taking values in an interval \([0.5, 1.5]\). By taking the average with respect to \( S \), we have the objective function
\[
F(a) = \sum_{i=1}^{N} \left( 4 \log(a_i) - a_i^2 \right) + \frac{1}{2(N-1)} \sum_{i=1}^{N} \sum_{j \neq i} a_i a_j.
\]
It is straightforward to verify that \( F(a) \) takes its maximum value when \( a = a^* = [2, ..., 2] \).

To perform the proposed algorithm, the step-sizes are set as \( \beta_k = \frac{100}{N} k^{-0.75} \) and \( \gamma_k = \min\{0.5, 10k^{-0.25}\} \). We consider the dimension of the problem as \( N \in \{20, 100, 500\} \). Figure 10 presents the evolution of \( D_k/N \) for multiple values of \( N \). Results show that the algorithm takes more time to converge when \( N \) is high. Comparing the curves in Figure 10, we find that the value of \( D_k/N \) approximately increases linearly with \( N \). This means that, in the considered example, the increase of \( D_k \) with respect to \( N \) is less that the theoretical upper bound derived in Theorem 5 \( D_k = O\left(N^3 k^{-\frac{1}{2}}\right) \). On the other hand, the upper bound is valid for a more general class of smooth and strongly concave function, while the objective function considered here is relatively simple. The obtained results here suggest that our proposed algorithm performs better in small to mid-sized networks.

VIII. Conclusion

In this paper we have addressed a challenging distributed derivative-free stochastic optimization (DFSO), for which classical gradient-based methods cannot be applied. The objective is to optimize the average total sum of the local utilities of the nodes, under the assumptions that each node knows at each time a numerical value of its local utility and part of the local utilities of other nodes. We developed a distributed algorithm in which, each node performs an estimation of the global objective function using the incomplete knowledge of the local utilities of other nodes. Each node updates then its action independently from other nodes, by using an appropriate stochastic perturbation of its estimated value of the objective function. We proved that the proposed algorithm converges almost surely to the optimum, under the assumption that the objective function is smooth and strongly
concave, the convergence rate of the algorithm is also derived. We have shown that, after sufficient number of iterations $K > K_0$, it scales as $O(K^{-0.5})$, which is the optimal convergence rate for smooth and strongly concave functions. Numerical results are also provided to corroborate our claims.

**APPENDIX**

A. Proof of Lemma 1

We start with the conditional expectation, based on (11), we have

$$
\mathbb{E}_{I_x,k} \left[ \bar{f}_{i,k} (a; S_k, \eta_k, I_x,k) \mid [I_x,k] = n \right] = \mathbb{E}_{I_x,k} \left[ \bar{u}_{j,k} [I_x,k] = n \right], \text{ if } n \neq 0,
$$

and

$$
0, \text{ if } n = 0.
$$

(46)

Denote $U^{(n)}$ as a collection of all possible sets $I_x,k$ such that $[I_x,k] = n$, e.g., $U^{(1)} = \{\{1\}, \{2\}, \ldots, \{N\} \}$. Since each node has an equal probability to be involved in $I_x,k$, the sets in $U^{(n)}$ are also equiprobable, i.e.,

$$
P \left[ I_x,k = I \mid [I_x,k] = n \right] = \frac{1}{(N-1)}, \forall I \in U^{(n)},
$$

note that the cardinal of $U^{(n)}$ is $(N-1)$. We evaluate

$$
\mathbb{E}_{I_x,k} \left[ \bar{u}_{j,k} \mid [I_x,k] = n \right] = \frac{1}{N-1} \sum_{j \in I_x,k} \bar{u}_{j,k} = \frac{1}{N-1} \sum_{j \in I_x,k} \bar{u}_{j,k}.
$$

(47)

Combine (46) and (47), for any $n \in \{1, \ldots, N-1\}$, we have

$$
\mathbb{E}_{I_x,k} \left[ \bar{f}_{i,k} \mid [I_x,k] = n \right] = \sum_{j \in N} \bar{u}_{j,k}.
$$

(48)

According to the basic rule of expectation, we have

$$
\mathbb{E}_{I_x,k} \left[ \bar{f}_{i,k} \right] = \sum_{n=0}^{N-1} \mathbb{E}_{I_x,k} \left[ \bar{f}_{i,k} \mid [I_x,k] = n \right] \mathbb{P} \left[ [I_x,k] = n \right]
$$

$$
= \sum_{n=0}^{N-1} \mathbb{P} \left[ [I_x,k] = n \right] \sum_{j \in N} \bar{u}_{j,k}
$$

$$
= (1 - \mathbb{P} \left[ [I_x,k] = 0 \right]) \sum_{j \in N} \bar{u}_{j,k}
$$

$$
= q \sum_{j \in N} \bar{u}_{j,k},
$$

where $q$ is defined in (13). Since $\bar{u}_{j,k} = u_j (a; S_k) + \eta_{j,k}$ and $\mathbb{E} [\eta_{i,k}] = 0$ by Assumption 4, we have $\mathbb{E}_{I_x,k,\eta_k} \left[ \bar{f}_{i,k} \right] = q \sum_{j \in N} u_j (a; S_k) = q f (a; S_k)$, which concludes the proof.

B. Proof of Theorem 1

In this proof, we mainly need to find the relation between $\bar{f}_k$ (the expected estimation of the gradient) and $G(a_k) = \nabla F(a_k)$ (the actual gradient of the objective function), so that the upper bound of $\|b_k\|$ can be derived.

From the definition of $\bar{f}_{i,k}$, we have

$$
\bar{f}_{i,k} = \mathbb{E}_{S,\Phi,\eta} \left[ \Phi_{i,k} f_{i,k} \right] = q \mathbb{E}_{S,\Phi} \left[ \Phi_{i,k} \mathbb{E}_S [f(a_k + \gamma_k \Phi_k; S_k)] \right] = q \mathbb{E}_{S,\Phi} \left[ \Phi_{i,k} F(a_k + \gamma_k \Phi_k) \right],
$$

(49)

note that the $\mathbb{E}_{S,\Phi} \left[ \bar{f}_{i,k} \right] = q f (a_k + \gamma_k \Phi_k; S_k)$ by Lemma 1 and $F$ is the expected value of $f$ by definition.

Based on Taylor’s theorem and mean-valued theorem, there exists $\bar{a}_k$ locating between $a_k$ and $a_k + \gamma_k \Phi_k$ such that

$$
F(a_k + \gamma_k \Phi_k) = F(a_k) + \sum_{j \in N} \gamma_k \Phi_{j,k} G_j (a_k),
$$

+ \sum_{j_1, j_2 \in N} \frac{\gamma_k^2}{2} \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F (\bar{a}_k).
$$

(50)

Substituting (50) into (49), we have, $\forall I \in N$,

$$
\mathbb{E}_{I_x,k} = q F (a_k) \mathbb{E}_{\Phi} \left[ \Phi_{i,k} f_{i,k} \right] + q \gamma_k \sum_{j \in N} G_j (a_k) \mathbb{E}_{\Phi} \left[ \Phi_{i,k} \Phi_{j,k} \right] + q \gamma_k \sum_{j_1, j_2 \in N} \frac{\gamma_k^2}{2} \mathbb{E}_{\Phi} \left[ \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F (\bar{a}_k) \right] = \sigma_k^2 q \gamma_k (G_i (a_k) + b_{i,k}),
$$

(51)

from which we get the bias term

$$
b_{i,k} = \sum_{j_1, j_2 \in N} \frac{\gamma_k}{2} \mathbb{E}_{\Phi} \left[ \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F (\bar{a}_k) \right].
$$

(52)

Note that (51) is obtained by considering Assumption 6 which states that $\mathbb{E}_{\Phi} \left[ \Phi_{i,k} \right] = 0$, $\mathbb{E}_{\Phi} \left[ \Phi_{i,k}^2 \right] = \sigma_k^2$, and $\mathbb{E}_{\Phi} \left[ \Phi_{i,k} \Phi_{j,k} \right] = 0, \forall i \neq j$. It is worth mentioning that in general $\frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F (\bar{a}_k)$ is also an implicit function of $\Phi_k$, thus the closed form expression of $b_{i,k}$ may be complicated to evaluate. Nevertheless, we are interested in the upper bound of $b_{i,k}$.

Since $F$ is concave and $L_G$-smooth, we have

$$
F(a_k + \gamma_k \Phi_k) < F(a_k) + \sum_{j \in N} \gamma_k \Phi_{j,k} G_j (a_k);
$$

(53)

$$
F(a_k + \gamma_k \Phi_k) \geq F(a_k) + \sum_{j \in N} \gamma_k \Phi_{j,k} G_j (a_k) - \frac{L_G}{2} \|\gamma_k \Phi_k\|^2.
$$

(54)

By comparing (53)-(54) with (50), we get

$$
-\frac{L_G}{2} \|\gamma_k \Phi_k\|^2 \leq \sum_{j_1, j_2 \in N} \frac{\gamma_k^2}{2} \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F (\bar{a}_k) < 0
$$

which means that

$$
\sum_{j_1, j_2 \in N} \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F (\bar{a}_k) \leq L_G \|\Phi_k\|^2.
$$

(55)
From (52) and (55), we have

$$\|b_{i,k}\| = \frac{\gamma_k}{\sigma_F} \frac{\gamma_k}{2\sigma_F} \mathbb{E}_F \left[ \Phi_{i,k} \sum_{j_1,j_2 \in N} \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F(\tilde{a}_{j_1}) \right]$$

$$\leq \frac{\gamma_k}{\sigma_F} \frac{\gamma_k}{2\sigma_F} \mathbb{E}_F \left[ |\Phi_{i,k}| \left| \sum_{j_1,j_2 \in N} \Phi_{j_1,k} \Phi_{j_2,k} \frac{\partial^2}{\partial a_{j_1} \partial a_{j_2}} F(\tilde{a}_{j_2}) \right| \right]$$

$$\leq \frac{\gamma_k}{\sigma_F} \frac{\gamma_k}{2\sigma_F} \mathbb{E}_F \left[ \alpha_{2} \left| \Phi_{i,k} \right|^2 \right] = \frac{\gamma_k}{\sigma_F} \frac{\gamma_k}{2\sigma_F} \mathbb{E}_F \left[ \sum_{i \in N} \Phi_{i,k}^2 \right]$$

$$= \frac{\gamma_k}{\sigma_F} \frac{\gamma_k}{2\sigma_F} N \sigma_F^2 = \frac{\alpha_{2}}{2} \mathbb{E}_F \left[ \sum_{i \in N} \Phi_{i,k}^2 \right].$$

Then (21) can be proved as $$\|b_{i,k}\| = \sqrt{\sum_{i=1}^{N} |b_{i,k}|^2}.$$ by the assumption that $$\mathbb{E} \left[ \eta_{j,k}^2 \right] = \sigma_{\eta}^2.$$ Then we consider

$$\mathbb{E}_{\mathcal{I}_{i,k}} \left[ \left( u_{i,k} + \frac{N-1}{n} \sum_{j \in \mathcal{I}_{i,k}} u_j \right)^2 \right] = \mathbb{E}_{\mathcal{I}_{i,k}} \left[ \left( u_{i,k} + \frac{N-1}{n} \sum_{j \in \mathcal{I}_{i,k}} u_j \right)^2 \right]$$

$$\leq \mathbb{E}_{\mathcal{I}_{i,k}} \left[ \left( u_{i,k} + \frac{N-1}{n} \sum_{j \in \mathcal{I}_{i,k}} u_j \right)^2 \right]$$

$$= (n+1) \left( \frac{2N-1}{n} \right) \mathbb{E}_{\mathcal{I}_{i,k}} \left[ \sum_{j \in \mathcal{I}_{i,k}} u_j^2 \right]$$

$$= (n+1) \left( \frac{2N-1}{n} \right) \sum_{j \in \mathcal{I}_{i,k}} u_j^2$$

$$= (n+1) \left( \frac{2N-1}{n} \right) \sum_{j \in \mathcal{I}_{i,k}} u_j^2.$$ (58)

where (a) is by the inequality $\sum_{i=1}^{m} x_i/m \leq \sqrt{\sum_{i=1}^{m} x_i^2/m}$ for all $x_i \in \mathbb{R}$ and (b) can be proved using the same way as (47).

Since $\tilde{g}_{i,k} = 0$ as $n = 0$ by definition, based on (57) and (58), we have

$$\mathbb{E}_{\mathcal{I}_{i,k}} \left[ \left( \tilde{g}_{i,k} \right)^2 \right]$$

$$= \sum_{n=1}^{N-1} \mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] \mathbb{E}_{\mathcal{I}_{i,k}} \left[ \left( \tilde{g}_{i,k} \right)^2 \right]$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q,$$

$$\mathbb{P} \left[ |\mathcal{I}_{i,k}| = n \right] = \mathbb{P} \left[ |\mathcal{I}_{i,k}| \neq 0 \right] = q.$$
which can be proved by
\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N} \setminus \{i\}} u_{j,k}^2 = (N-1) \sum_{i \in \mathcal{N}} u_{i,k}^2
\]
and recall that \( \mathbb{E} [\eta_{i,k}^2] = \sigma_i^2 \) (Assumption 4), \( \mathbb{E} [\Phi_i^2] = \sigma_i^2 \) and \( |\phi_{i,k}| \leq \alpha_\phi \) (Assumption 6). Lemma 2 is then proved.

E. Proof of Lemma 3
The proof of Lemma 3 is mainly by the application of Doob’s martingale inequality [42].

We first need to show that the sequence \( \{K' = K \beta_k e_k \}_{K' \geq K} \) is martingale, which is straightforward as \( \hat{g}_k \) and \( \hat{g}_{k'} \) are independent if \( k \neq k' \) and \( \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [e_k] = \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [\hat{g}_k - \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [\hat{g}_k]] = 0 \).

Then, by Doob’s martingale inequality, for any positive constant \( \rho \), we have
\[
\mathbb{P} \left[ \sup_{K' \geq K} \left| \sum_{k=K}^{K'} \beta_k e_k \right| \geq \rho \right] \\
\leq \frac{1}{\rho^2} \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} \left[ \left( \sum_{k=K}^{K'} \beta_k e_k \right)^2 \right] \\
= \frac{1}{\rho^2} \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} \left[ \left( \sum_{k=K}^{K'} \beta_k e_k \right)^2 \right] \\
= \frac{1}{\rho^2} \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} \left[ \left( \sum_{k=K}^{K'} \beta_k e_k \right)^2 \right] \\
\leq \frac{1}{\rho^2} \sum_{k=K}^{\infty} \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} \left[ \beta_k^2 \| \hat{g}_k - \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [\hat{g}_k] \|^2 \right] \\
= \frac{1}{\rho^2} \beta_k^2 \left( \sum_{k=K}^{\infty} \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [\hat{g}_k] - \sum_{k=K}^{\infty} \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [\hat{g}_k] \right)^2 \\
\leq \frac{1}{\rho^2} \sum_{k=K}^{\infty} \beta_k^2 \mathbb{E}_{\mathcal{N}, \eta, \mathcal{I}} [\hat{g}_k] \leq \frac{\alpha_\phi^2}{\rho^2} \sum_{k=K}^{\infty} \beta_k \quad (61)
\]

where (a) holds as \( \mathbb{E} [e_k^T e_{k'}] = 0 \) for any \( k \neq k' \) and (b) is by Lemma 2. Since \( \lim_{K \to \infty} \sum_{k=K}^{\infty} \beta_k^2 = 0 \) by Assumption 6 and \( M \) is bounded, we have \( \sum_{k=K}^{\infty} \beta_k \) is vanishing for any bounded constant \( \rho \). Therefore, the probability that \( \| \sum_{k=K}^{K'} \beta_k e_k \| \geq \rho \) is also vanishing, which concludes the proof.

F. Proof of Theorem 2
In this proof, we start with the evolution of the divergence \( d_k \) as defined in (18), then we show that \( d_k \) should be vanishing almost surely by applying Theorem 1 and Lemma 3.

We learn first the property of the projection (15). Define \( C_{i,k} = [\alpha_i + \alpha_\phi \gamma_k, \alpha_i - \alpha_\phi \gamma_k] \) for any \( i \in \mathcal{N} \) and \( C_k = C_{1,k} \times \cdots \times C_{N,k} \). Obviously, \( a_{k+1} \in C_{k+1} \) by (15). Since \( \gamma_k \) is a decreasing sequence, we find that \( C_k \subseteq C_{k+1} \). Furthermore, we have \( \lim_{k \to \infty} C_k = \overline{[\alpha_{i,min} + \alpha_\phi \gamma_1, \alpha_{i,max} - \alpha_\phi \gamma_1]} \), as \( \lim_{k \to \infty} \gamma_k = 0 \). Hence, there exists \( K_c \in \mathbb{N} \), such that \( a^* \in C_{k+1} \) for any \( k \geq K_c \). Note that \( K_c = 1 \) if \( a^* \in [\alpha_{i,min} + \alpha_\phi \gamma_1, \alpha_{i,max} - \alpha_\phi \gamma_1] \), \( \forall i \in \mathcal{N} \). It is straightforward to prove that
\[
\| a_{k+1} - a^* \| \leq \| \tilde{a}_{k+1} - a^* \|, \forall k \geq K_c,
\]
meaning that the projection makes \( a_{k+1} \) closer to \( a^* \) in the Euclidean space when \( a_{k+1} \in C_{k+1} \) and \( a^* \in C_{k+1} \).

Considering the divergence as defined in (18), we have, \( \forall k \geq K_c \)
\[
d_{k+1} = \| a_{k+1} - a^* \|^2 \geq \| \tilde{a}_{k+1} - a^* \|^2 = \| a_k + \beta_k \hat{g}_k - a^* \|^2 = d_k + 2 \beta_k \tilde{g}_k a_k - a^* \|^2 + 2 \beta_k (a_k - a^*)^T \cdot \hat{g}_k.
\]

We sum both sides of (62) to obtain
\[
d_{k+1} = d_{k+1} + \sum_{k=Kc}^{K} \left( \beta_k^2 \| \hat{g}_k \|^2 + 2 \beta_k (a_k - a^*)^T \cdot \hat{g}_k \right).
\]

Considering (22), we can rewrite (63) as
\[
d_{k+1} = d_{k+1} + \sum_{k=Kc}^{K} \left( \beta_k^2 \| \hat{g}_k \|^2 + 2 \beta_k (a_k - a^*)^T \cdot \hat{g}_k \right)
+ 2 \sigma_q^2 \sum_{k=Kc}^{K} \beta_k \gamma_k (a_k - a^*)^T \cdot (\nabla F (a_k) + b_k).
\]

We have \( \lim_{K \to \infty} \sum_{k=Kc}^{K} \beta_k e_k \| \| < \| a_k - a^* \| < \infty \) a.s. from Lemma 3, as well as \( \| a_k - a^* \| < \infty \). Thus
\[
\lim_{K \to \infty} \sum_{k=Kc}^{K} \beta_k (a_k - a^*)^T \cdot e_k < \infty, \quad \text{a.s.}
\]

From Lemma 2, we have \( \| \hat{g}_k \|^2 < \infty \) almost surely. With \( \sum_{k=Kc}^{K} \beta_k^2 < \infty \), the following holds almost surely as well,
\[
\lim_{K \to \infty} \sum_{k=Kc}^{K} \beta_k^2 \| \hat{g}_k \|^2 < \infty.
\]

From the above equations (64)-(66), we conclude that there exists \( W < \infty \) such that \( d_{K+1} \leq W + 2 \sigma_q^2 \varepsilon_{z_k} \), with
\[
z_k = \sum_{k=Kc}^{K} \beta_k \gamma_k (a_k - a^*)^T \cdot (\nabla F (a_k) + b_k).
\]

Since \( d_{K+1} \geq 0 \) by definition, we have \( z_k > -\infty \).

By recheck (21), we have that \( \| b_k \| \) is vanishing with \( \gamma_k \). Hence, we can say that for an arbitrary small positive value \( \varepsilon_b \), there exists \( K_b \) such that,
\[
\| \nabla F (a_k) + b_k \| \geq (1 - \varepsilon_b) \| \nabla F (a_k) \|, \forall k \geq K_b,
\]
which also implies that \( \| a_k - a^* \|^2 \cdot (\nabla F (a_k) + b_k) \leq 0, \forall \| a_k - a^* \| \) by the concavity of \( F \) in (8). Therefore \( 0 \leq d_{K+1} < \infty \) for any large \( K \) and \( \lim_{K \to \infty} d_{K+1} = d \) exists.
The following steps of the proof is similar to the classical proof in [43].

Assume that: H1) $\overline{d} > 0$, i.e., $a_k$ does not converge to $a^*$, then for any $\varepsilon_h > 0$, there exists $K_h$ such that
\[
(a_k - a^*)^T \cdot \nabla F(a_k) < -\varepsilon_h, \forall k \geq K_h.
\]
(69)

From (67) and (68), we get that $\forall k \geq K_m = \max \{K_h, K_b, K_c\}$,
\[
(a_k - a^*)^T (\nabla F(a_k) + b_k) < -\varepsilon_h (1 - \varepsilon_h),
\]
(70)

which leads to
\[
\lim_{K \to \infty} \sum_{k=K_m}^K \beta_k \gamma_k (a_k - a^*)^T (\nabla F(a_k) + b_k) < -\varepsilon_h (1 - \varepsilon_h) \lim_{K \to \infty} \sum_{k=K_m}^K \beta_k \gamma_k < -\infty,
\]
(71)
as $\sum \beta_k \gamma_k$ diverges by Assumption 6.

We find that $z_k < -\infty$ and $d_{K+1} < -\infty$. However $d_{K+1}$ should be positive by definition. Therefore, the hypothesis H1 cannot be true, and there should be therefore $\lim_{k \to \infty} d_k = 0$, $\lim_{k \to \infty} \nabla F(a_k) = 0$, and $\lim_{k \to \infty} a_k = a^*$ almost surely, which concludes the proof.

G. Proof of Lemma 4

We investigate the relation between two successive values of the average divergence. In Algorithm 1, we have
\[
D_{k+1} = E \left[ \left\| a_{k+1} - a^* \right\|^2 \right] = E \left[ \left\| a_k + \beta_k \tilde{g}_k - a^* \right\|^2 \right] = D_k + \beta_k^2 E \left[ \left\| \tilde{g}_k \right\|^2 \right] + 2 \beta_k E \left[ (a_k - a^*)^T \tilde{g}_k \right].
\]
(72)

We can evaluate
\[
E \left[ (a_k - a^*)^T \tilde{g}_k \right] = \sigma_{\tilde{g}}^2 q_k \gamma_k E \left[ (a_k - a^*)^T \nabla F(a_k) + b_k \right],
\]
(73)

which can be obtained by using (22) and $E[e_k] = 0$. We have
\[
(a_k - a^*)^T b_k \leq \sum_{i=1}^N \left| a_{i,k} - a_{i}^* \right| \left| b_{i,k} \right|
\]
\[
\leq \frac{1}{2} \sigma_{\tilde{g}} L_G N \gamma_k \sum_{i=1}^N \left| a_{i,k} - a_{i}^* \right|
\]
\[
\leq \frac{1}{2} \sigma_{\tilde{g}} L_G N \gamma_k \sqrt{N \sum_{i=1}^N (a_{i,k} - a_{i}^*)^2}
\]
\[
= \frac{1}{2} \gamma_k \sigma_{\tilde{g}} L_G \gamma_k \left\| a_k - a^* \right\|.
\]
(74)

From (73), (74), and the strong concavity (27), we have
\[
E \left[ (a_k - a^*)^T \tilde{g}_k \right] \leq \sigma_{\tilde{g}}^2 q_k \gamma_k E \left[ -\kappa \left\| a_k - a^* \right\|^2 + \frac{\alpha \phi}{2} L_G N \frac{\gamma_k^2}{\beta_k} \left\| a_k - a^* \right\| \right]
\]
\[
= -\sigma_{\tilde{g}}^2 q_k \gamma_k E \left[ \left\| a_k - a^* \right\|^2 \right] + \frac{1}{2} \alpha \phi \sigma_{\tilde{g}}^2 q_k L_G \gamma_k \frac{\gamma_k^2}{\beta_k} \sqrt{E \left[ \left\| a_k - a^* \right\| \right]^2}
\]
\[
\leq -\sigma_{\tilde{g}}^2 q_k \gamma_k \beta_k d_k + \frac{1}{2} \alpha \phi \sigma_{\tilde{g}}^2 q_k L_G \gamma_k \frac{\gamma_k^2}{\beta_k} \sqrt{D_k}.
\]
(75)

By combining (72), (75) and the fact that $E[\left\| \tilde{g}_k \right\|^2] \leq \sigma_{\tilde{g}}^2$ from Lemma 2, we obtain
\[
D_{k+1} = (1 - 2 \sigma_{\tilde{g}}^2 q_k \beta_k \gamma_k) D_k + \alpha \phi \sigma_{\tilde{g}}^2 \frac{\gamma_k^2}{\beta_k} \frac{\gamma_k^2}{\beta_k} \sqrt{D_k}.
\]
(76)

Lemma 4 is then proved.

H. Proof of Lemma 5

From (28) and $D_k \leq U_k$, we get
\[
D_{k+1} \leq (1 - A \beta_k) U_k + B \beta_k \gamma_k \sqrt{U_k} + C \beta_k^2,
\]
because $1 - A \beta_k \gamma_k > 0$ when $k \geq K_0$. In order to perform the induction, we need to have
\[
(1 - A \beta_k \gamma_k) U_k + B \beta_k \gamma_k \sqrt{U_k} + C \beta_k^2 \leq U_{k+1} \leq U_k,
\]
which leads to
\[
A \gamma_k U_k - B \gamma_k \sqrt{U_k} - C \beta_k \geq 0.
\]
(77)

By solving (77), we obtain (31) as $\sqrt{U_k} > 0$.

I. Proof of Theorem 3

We start with the proof of (34), which is realized by induction.

It is straightforward to get $D_{K_0} \leq \vartheta_2 \gamma_{K_0}^2$ according to the definition of $\vartheta$. We mainly need to verify that $D_k \leq \vartheta^2 \gamma_k^2$ leads to $D_{k+1} \leq \vartheta^2 \gamma_{k+1}^2$ for any $k \geq K_0$.

Suppose that $D_k \leq \vartheta^2 \gamma_k^2$, from (28), we have
\[
D_{k+1} \leq (1 - A \beta_k \gamma_k) \gamma_k^2 \vartheta^2 + B \beta_k \gamma_k \vartheta^2 + C \beta_k^2 \leq U_{k+1} \leq \vartheta^2 \gamma_{k+1}^2,
\]
which can be written as
\[
(\chi_k - A)^2 \vartheta^2 + B \vartheta + C \beta_k \gamma_k^3 \leq 0,
\]
(78)
with $\chi_k = \frac{1 - (\frac{\gamma_{k+1}}{\beta_k \gamma_k})^2}{\beta_k \gamma_k} > 0$ as defined in (32). By assumptions presented in Theorem 3, $\chi_k - A < 0$, and we can deduce from the inequality (78) that $\vartheta \geq \vartheta_k$, with
\[
\vartheta \geq \vartheta_k = \frac{B}{2(A - \chi_k)} + \sqrt{\left( \frac{B}{2(A - \chi_k)} \right)^2 + \frac{C \beta_k \gamma_k^3}{A - \chi_k}}.
\]
Recall that both $B$ and $C/B^2\gamma_k^3$ are positive by definition. Consider $\epsilon_1$ and $\epsilon_2$ as defined in (33), we have
\[
2\vartheta_k \leq B \left( \frac{A}{A - \epsilon_1} + \sqrt{\frac{B}{(A - \epsilon_1)^2} + 4C\epsilon_2} \right) + A - \epsilon_1.
\]
We can thus prove that $D_{k+1} \leq \vartheta^2_{k+1}$ with $\vartheta$ defined in (35).

Then we turn to prove (36). Similar to the previous situation, we have $D_{K_0} \leq \vartheta^{2}_{K_0}$ for any $k \geq K_0$, if $D_k \leq \vartheta^{2}_{k-1}$, then
\[
D_{k+1} \leq (1 - A \beta_k \gamma_k) \frac{\beta_k}{\gamma_k} \vartheta^2 + B (\beta_k \gamma_k)^2 \vartheta + C \beta_k^2.
\]
A sufficient condition to ensure $D_{k+1} \leq \vartheta^2_{k+1}$ is that
\[
(1 - A \beta_k \gamma_k) \frac{\beta_k}{\gamma_k} \vartheta^2 + B (\beta_k \gamma_k)^2 \vartheta + C \beta_k^2 \leq \frac{\beta_{k+1}}{\gamma_{k+1}} \vartheta^2.
\]
Thus $\vartheta$ should satisfy
\[
\left( \frac{\beta_k}{\gamma_k} - \frac{\beta_{k+1}}{\gamma_{k+1}} - A \right) \vartheta^2 + B \beta_k^\frac{3}{2} \gamma_k^2 + C \leq 0
\]
If $\frac{\beta_k}{\gamma_k} - \frac{\beta_{k+1}}{\gamma_{k+1}} - A < \beta_k \gamma_k$, then the condition on $\vartheta$ should be $\vartheta \geq \sqrt{\beta_k}$
\[
\vartheta_k = \sqrt{\beta_k - \frac{B \beta_k^\frac{3}{2} \gamma_k^2 + C}{2(\gamma_k - \vartheta_k)}},
\]
where $\vartheta_k = \beta_k^\frac{3}{2} \gamma_k^2 \left( 2 \frac{\beta_k}{\gamma_k} - \frac{\beta_{k+1}}{\gamma_{k+1}} \right) > 0$ as defined in (33). Consider $\epsilon_3$ and $\epsilon_4$ given in (33), we have
\[
\vartheta_k \leq \frac{B \epsilon_4 + \sqrt{(B \epsilon_4)^2 + 4C(A - \epsilon_3)}}{2(A - \epsilon_3)},
\]
then we can prove (37).

\[J. \text{ Proof of Theorem 4}\]

From Theorem 3, we can see that the order of the convergence rate mainly relies on $\nu_1$ and $\nu_2$, as $\gamma_k^3 \propto k^{-2\nu_2}$ and $\beta_k \propto k^{-(\nu_1-\nu_2)}$. However, before the conclusion, we should still verify two points:

1. $i)$ whether the conditions $\epsilon_1 < A$ and $\epsilon_3 < A$ are satisfied;
2. $ii)$ whether the constant terms $\theta$ and $\vartheta$ are bounded.

We start with an elementary and useful result.

**Lemma 6:** For any $a, b, x \in (0, 1)$, we always have
\[
g(x) = x^{-a} \left( 1 - (1 + x)^{-b} \right) < b.
\]
Besides, $\lim_{x \to 0} g(x) = b$ as $a = 1$.

**Proof:** Since $x^{-a} \leq x^{-1}$ for any $x \in (0, 1)$ and $a \in (0, 1]$, we have $g(x) \leq x^{-1} \left( 1 - (1 + x)^{-b} \right) = h(x)$. We calculate the derivative of $h(x)$, i.e.,
\[
h'(x) = x^{-2} \left( \frac{((b+1) x + 1) (1 + x)^{-b-1} - 1}{x} \right).
\]
Thus the monotonicity of $h(x)$ depends on whether $s(x)$ is positive or negative. We further evaluate
\[
s'(x) = -b (b+1) x (1 + x)^{-b-2} \leq 0,
\]
as $b > 0$ and $x > 0$. Thus $s(x)$ is a decreasing function of $x$ over $(0, 1]$. It is easy to get $\lim_{x \to 0} s(x) = 0$, hence, there should be $s(x) < 0$ and $h'(x) < 0$, $\forall x \in (0, 1]$. We have
\[
h(x) = \lim_{x \to 0} h(x) = \frac{1 - (1 + x)^{-b}}{x} = \frac{1}{b},
\]
which concludes the proof.

With the help of Lemma 6, we can easily verify $\epsilon_1 < A$ and $\epsilon_3 < A$.

**Lemma 7:** Consider $\beta_k$ and $\gamma_k$ with forms given in (38), there exists always bounded $\beta_0$ and $\gamma_0$ to guarantee $\epsilon_1 < A$ and $\epsilon_3 < A$.

**Proof:** Consider (38), $\epsilon_1$ can be bounded
\[
\epsilon_1 = \max_{k \geq K_0} \frac{1 - (1 + k^{-4})^{2\nu_2}}{\beta_0 \gamma_0 k^{-\nu_1 - \nu_2}} \leq \max_{x \in (0, 1]} \frac{1 - (1 + x)^{-2\nu_2}}{\beta_0 \gamma_0 x^{\nu_1 + \nu_2}} < 2\nu_2 \beta_0^{-1} \gamma_0^{-1},
\]
where $(a)$ is obtained by the application of Lemma 6 with $a = \nu_1 + \nu_2$ and $b = 2\nu_2$. Therefore, we conclude that $\epsilon_1 < A$ if $\beta_0 \gamma_0 \geq 2\nu_2 / A$. Similarly, we can show that $\epsilon_3 < A$ if $\beta_0 \gamma_0 \geq (\nu_1 - \nu_2) / A$, as
\[
\epsilon_3 = \max_{k \geq K_0} \frac{1 - (1 + k^{-4})^{-(\nu_1 - \nu_2)}}{\beta_0 \gamma_0 k^{-\nu_1 - \nu_2}} < \frac{\nu_1 - \nu_2}{\beta_0 \gamma_0},
\]
The remaining work is to verify whether the constant term in of the convergence rate can be bounded; and our main result stated in Theorem 4 can be easily obtained.

We start with the analysis of $\epsilon_2$ and $\epsilon_4$, i.e.,
\[
\epsilon_2 = \beta_0 \gamma_0^{-3} \max_{k \geq K_0} k^{-\nu_1 - 3\nu_2} \leq \left\{ \begin{array}{ll}
\beta_0 \gamma_0^{-3} K_0^{-\nu_1 - 3\nu_2}, & \text{if } \nu_1 \geq 3\nu_2, \\
\infty, & \text{if } \nu_1 < 3\nu_2,
\end{array} \right.
\]
and
\[
\epsilon_4 = \beta_0^{-1} \gamma_0 \frac{2 \nu_1 - 3\nu_2}{K_0^{\nu_1 - 3\nu_2}} \leq \left\{ \begin{array}{ll}
\beta_0^{-1} \gamma_0 \frac{2 \nu_1 - 3\nu_2}{K_0^{\nu_1 - 3\nu_2}}, & \text{if } \nu_1 \leq 3\nu_2, \\
\infty, & \text{if } \nu_1 > 3\nu_2.
\end{array} \right.
\]
We can see that $\epsilon_2$ and $\epsilon_4$ cannot be bounded under the same condition, unless $\nu_1 = 3\nu_2$.

When $\nu_1 > 3\nu_2$, $\epsilon_2$ is bounded. We can say that $\theta$ is also bounded by its definition, as long as $\beta_0 \gamma_0 \geq 2\nu_2 / A$ (recall Lemma 7). Meanwhile, $\vartheta \to \infty$ as $\epsilon_4 \to \infty$, which makes the bound (36) loose. Therefore, there exists some bounded constant $\Omega_1$, such that $D_k \leq \Omega_1 k^{-2\nu_2}$.

When $\nu_1 < 3\nu_2$, $\epsilon_4$ is bounded whereas $\epsilon_2 \to \infty$. Then there exists $\Omega_2 < \infty$, such that $D_k \leq \Omega_2 k^{-(\nu_1 - \nu_2)}$ if $\beta_0 \gamma_0 \geq (\nu_1 - \nu_2) / A$.

When $\nu_1 = 3\nu_2$, both $\epsilon_2$ and $\epsilon_4$ are bounded. A similar result can be obtained, which concludes the proof.
K. Proof of Theorem 5
In this proof, we consider \( \beta_k = \beta_0 k^{-\frac{3}{4}} \) and \( \gamma_k = \gamma_0 k^{-\frac{1}{4}} \). Our aim is to find the optimal values of \( \beta_0 \) and \( \gamma_0 \) that minimize the constant terms \( \bar{\theta}_2^2 \gamma_0^2 \) and \( \bar{\theta}_2^2 \beta_0 \gamma_0^{-1} \) presented in the upper bounds (34) and (36). According to (35) and (37), we mainly have to minimize
\[
\sqrt{\Omega_1} = \frac{B + \sqrt{B^2 + 4C\epsilon_2 (A - \epsilon_1)}}{2(A - \epsilon_1)} \gamma_0, \\
\sqrt{\Omega_2} = \frac{B\epsilon_4 + \sqrt{(B\epsilon_4)^2 + 4C(A - \epsilon_3)}}{2(A - \epsilon_3)} \beta_0 \gamma_0^{-1}.
\]
From (79) and (80), we find that \( \epsilon_1 = \epsilon_3 < (2\beta_0 \gamma_0)^{-1} \) as \( \nu_1 = \frac{3}{4} \) and \( \nu_2 = \frac{1}{4} \). We also have \( \epsilon_2 = \beta_0 \gamma_0^{-3} \) and \( \epsilon_4 = \beta_0^{-\frac{3}{4}} \gamma_0^{\frac{1}{4}} \). In this special case, it is straightforward to deduce that
\[
\sqrt{\Omega_1} = \sqrt{\Omega_2} = \frac{B\sqrt{\gamma_0} + \sqrt{B^2\gamma_0^2 + 4C\beta_0 (A - \frac{1}{2\sqrt{\gamma_0}})}}{2(A - \frac{1}{2\sqrt{\gamma_0}})}.
\]
(81)
thus the two upper bounds are in fact identical.
We introduce \( x = \frac{1}{\beta_0 \gamma_0} > 0 \) and \( y = \gamma_0 > 0 \) in (81) to lighten the notations, then (81) can be lower bounded as follows:
\[
\Omega_1 = \Omega_2 = \left( \frac{B y + \sqrt{B^2 y^2 + (4C A - 2^{-\frac{1}{4}}x)^2}}{2(A - 2^{-\frac{1}{4}}x)} \right)^2.
\]
(82)
\[
\geq \left( \frac{1}{2(A - 2^{-\frac{1}{4}}x)} \right)^2 \left[ \frac{3}{4} B \gamma_0 A^{-\frac{2}{4}} \left( \frac{A - 2^{-\frac{1}{4}}x}{x} \right) \right]^2
\]
\[
= \left( 2^{-\frac{3}{4}} B \gamma_0 A^{-\frac{2}{4}} \left( \frac{3}{4} A - 2^{-\frac{1}{4}}x \right) \right)^2.
\]
(83)
where \( \frac{y}{x} = \frac{\beta_0}{2A} \) in (a); (b) is by the fact that for any \( a > 0, b > \gamma_0 \), and \( y > 0 \), the fundamental function \( f_1(y) = ay + \sqrt{a^2 y^2 + by^2} \) takes its minimum value when \( y^* = \frac{a^2 b}{a^2 + b} \) and
\[
f_1(y) \geq f_1(y^*) = \left( \frac{3}{4} + \sqrt{\frac{3}{4} + \frac{3}{4}} \right) a^\frac{1}{4} b^\frac{3}{4} = \frac{3}{4} a^\frac{1}{4} b^\frac{3}{4},
\]
here the equality of (b) holds when
\[
y^* = \left( \frac{4C A - 2^{-\frac{1}{4}}x}{3B^2} \right)^{\frac{1}{4}};
\]
(84)
\[
(x^*) = \frac{A}{2}.
\]
(85)
Considering the definition of \( x \) and \( y \), and combining (84) and (85), we obtain
\[
\beta_0 = (x^*)^{-1} = 2^{-\frac{3}{4}} A^{-\frac{1}{4}} B^{-\frac{1}{4}} C^{\frac{3}{4}};
\]
(86)
Then the values of \( A, B, \) and \( C \) defined in (29) or in (22) can be substituted into (83) and (86) to obtain the results presented in Theorem 5.
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