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Machine learning has achieved dramatic success in a broad spectrum of applications. Its interplay with quantum physics may lead to unprecedented perspectives for both fundamental research and commercial applications, giving rise to an emergent research frontier of quantum machine learning. Along this line, quantum classifiers, which are quantum devices that aim to solve classification problems in machine learning, have attracted tremendous attention recently. In this review, we give a relatively comprehensive overview for the studies of quantum classifiers, with a focus on recent advances. First, we will review a number of quantum classification algorithms, including quantum support vector machines, quantum kernel methods, quantum decision tree classifiers, quantum nearest neighbor algorithms, and quantum annealing based classifiers. Then, we move on to introduce the variational quantum classifiers, which are essentially variational quantum circuits for classifications. We will review different architectures for constructing variational quantum classifiers and introduce the barren plateau problem, where the training of quantum classifiers might be hindered by the exponentially vanishing gradient. In addition, the vulnerability aspect of quantum classifiers in the setting of adversarial learning and the recent experimental progress on different quantum classifiers will also be discussed.
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I. INTRODUCTION

The interplay between machine learning and quantum physics may lead to unprecedented perspectives for both fields [1]. In recent years, machine learning has revolutionized many new techniques in both research and commercial fields, ranging from image recognition to automated driven cars [2–4]. More strikingly, some notoriously challenging problems for traditional methods have been cracked successfully. Notable examples include playing the game of Go with deep neural networks and tree search [5, 6], classifying skin cancers with convolutional neural networks [7], and predicting protein structures with the AlphaFold system [8]. Proceeding along this direction, machine learning methods may likewise shed new light on solving complex problems in quantum physics [9–14]. In parallel, quantum computing has made fascinating progress in recent years, with the experimental demonstrations of quantum supremacy marked as the latest milestone [15–18]. Nowadays, a number of notable algorithms [19–34], such as the Harrow-Hassidim-Lloyd algorithm [23], quantum principal component analysis [24], quantum-enhanced feature space [28, 29], quantum generative models [30–33], quantum support vector machines [25], etc., have been proposed and shown to hold the potential of exhibiting quantum advantages over their classical counterparts. These advances have ignited tremendous interest in exploring enhanced machine learning models with quantum devices.

Classifications, as one of the most important branches in machine learning, are nowadays widely applied in commercial and academic applications ranging from face recognition and recommendation systems to earthquake detection and disease diagnosis [2–4, 7]. With the rapid development of quantum computing theory in the past few years, it is promising to develop quantum enhanced classification models that may be able to handle complex classification tasks. To date, a number of quantum classification models and relevant techniques have already been proposed theoretically with some of them even experimentally demonstrated [25, 28, 29, 35–106]. These works have enriched the studies of quantum classifiers from various aspects and may provide valuable guidance for more advanced models in the future [107–109].

In general, the classification process involves a mapping...
from the input data to different categories, which can also be described as attaching labels to the unlabeled samples. For supervised learning tasks, it requires that there is already some labeled data serving as the training set, e.g., some handwritten digits with their true labels. After the learning process, the trained model is expected to master the data’s pattern and to be used to classify the unseen data. In the early studies of quantum classifiers, some works have extended popular classical classification algorithms to the quantum domain. Renowned examples include the quantum support vector machine [25], quantum nearest neighbor algorithms [59, 60], and quantum decision tree classifiers [61, 62]. Rather than merely implementing the extensions from classical to quantum, among them there are also approaches exhibiting the potential of providing quadratic or even exponential speedups. Moreover, it is desirable to design new quantum classifiers by encapsulating the above-mentioned algorithms, such as the Harrow-Hassidim-Lloyd algorithm [23] and quantum principal component analysis [24], as subroutines. Recently, quantum kernel methods have drawn a lot of attention. In Ref. [25], the authors have proposed to use quantum devices to efficiently prepare the linear or polynomial kernel matrices. When dealing with a classification task, the choice of the input feature space is crucial for the classification performance, e.g., the support vector machine with a linear kernel may not work to classify a dataset that is not linearly separable. Along this line, several quantum kernel methods have been reported in both theoretical studies and experimental demonstrations [28, 29, 35–37, 39, 40, 110]. In particular, Refs. [28, 29, 35–37] propose to use the quantum devices to estimate the kernel matrices and leave the rest computations to classical computers, which might be applicable in the age of noisy intermediate-scale quantum devices [109]. It is also worth mentioning that, in Ref. [110], the authors have proposed a quantum classification algorithm with a rigorous and robust speedup, assuming the hardness of the renowned discrete logarithm problem.

The most successful programming paradigm in machine learning relies on artificial neural networks, a highly abstracted and simplified model of the human brain [2, 3]. An artificial neural network consists of a collection of connected units or nodes called artificial neurons, which are typically organized in layers. There are various types of neural networks, including feedforward [111, 112], convolutional [113], recurrent [114, 115], and capsule neural networks [116–120], each of which bears their own particular structures and levels of complexity. These networks usually contain a large amount of parameters that can be adjusted during the training procedure. Due to the well-designed structures and the nonlinear components, e.g., the activation functions and the pooling layers, some neural networks exhibit outstanding expressive power as classifiers. Inspired by the achievements in classical machine learning, variational quantum classifiers, which inherit some features of the classical neural networks, have attracted a wide range of attention and rapid progress has been made over the recent years [108]. Similar to the classical case, variational quantum circuits contain variational parameters that can be optimized during the training procedure. During the optimization process, a key step is to calculate the derivatives of the target functions with respect to the circuit parameters [44–46, 49, 63, 65–72, 81, 82]. In particular, the widely used “parameter shift rule” has been proposed and developed [45, 46, 49, 63, 70]. In addition to the optimization strategies, a variety of variational quantum classifiers with different structures have emerged [44, 50–53, 55, 75–80, 83, 84]. Among these works, some of them extend straightforwardly the concepts from the classical neural networks to the quantum domain, e.g., the quantum convolutional neural networks [53] and the continuous-variable quantum neural networks (which provide the frameworks suitable for constructing convolutional networks, recurrent networks et al.) [50]. Some other works use special structures inspired by physics to build quantum classifiers, e.g., the tree tensor network classifiers, the multi-scale entanglement renormalization ansatz classifiers [51] and the multi-level quantum system classifiers [55]. It is worth mentioning that there are algorithms that search for appropriate structures of the variational quantum circuits for certain tasks [121–137], e.g., a quantum neuroevolution algorithm that autonomously finds suitable quantum neural networks [126] and a differentiable quantum architecture search algorithm that allows automated quantum circuit designs in an end-to-end differentiable fashion [123].

Though quantum classifiers have drawn a wide range of interest and investigation, there are crucial challenges that may hinder their performance and should be studied in depth: the barren plateau phenomena during the training process and vulnerability of quantum classifiers. First, the barren plateaus refer to the phenomenon in the optimization procedure where the gradients concentrate to zero exponentially fast as the system size increases [138]. To illustrate the phenomenon, we consider the initial parameters in the high-dimensional parameter space with the cost function being an additional dimension. At ideal conditions, during the training process the parameters can converge to the point corresponding to the minimal value of the cost function with decent speed, just like a snow ball rolling down the hill. However, the barren plateaus present the situation that the cost function with respect to the parameters is too flat in most of the space except a small area around the optimal point, thus it is nearly impossible to converge to the optimal point. Nowadays, this phenomenon has attracted broad interest across communities, with many works analyzing the reasons why barren plateau occurs and designing strategies to avoid it [139–157]. The reasons underlying this phenomenon include the poor design of the quantum circuits [139], non-negligible noises [142], massive entanglement [144], and inappropriate choice of cost functions [140, 156]. Second, the vulnerability of quantum classifiers concerns their performance against adversarial attacks. Adversarial examples refer to input samples that an attacker has crafted in order to fool the machine learning models. For a simple example, a classifier is supposed to assign a picture to the class “dog”. If we add a carefully designed and imperceptible perturbation to this picture, then it may be assigned to the class “cat” incorrectly by the classifier. The vulnerability of quantum machine learning models to crafted adversarial examples as well as the design of defense strategies are actively investigated at the current stage, sparking an emergent
research direction of quantum adversarial machine learning [47, 158–162].

In parallel to the theoretical development, stimulating progress has also been made in the experimental side [28, 35–40, 64, 86]. For example, short after the theoretical proposal of the quantum support vector machines and quantum nearest neighbor algorithms, in Refs. [38, 64, 86] the authors have successfully demonstrated the proof-of-principle experiments. With the commercially available quantum annealers from D-Wave Systems [163–166], the quantum annealing based classifiers have also been developed and applied to a variety of tasks. More recently, both the variational quantum classifier [28] and the estimation of kernel matrices [28, 35–37] have been experimentally implemented. These quantum experiments may be carried out with higher accuracy and at a lower cost with the development of quantum devices. And by that time, more practical quantum classifiers might be implemented, and it is appealing to see some of them served in commercial applications.

This review is organized as follows. In Section 2, we will introduce some important algorithms and models for quantum classifiers. This section can be divided into several subsections including the quantum support vector machines, quantum decision tree, quantum nearest neighbors algorithms, quantum annealing based classifiers, and variational quantum classifiers. To better present these advances, we will introduce some relevant classical concepts first and then focus on the quantum models. In addition to the theoretical progress, the experimental advances will be reviewed in Section 3. In the last section, we will summarize this review and give an outlook for the future research.

II. QUANTUM CLASSIFIERS

A. Quantum support vector machine and kernel methods

Support vector machines (SVMs) are widely used machine learning models and can be applied to find the optimal hyperplane for classification tasks [167–169]. For a linearly separable dataset given as

$$D = \{(\vec{x}_1, y_1), (\vec{x}_2, y_2), \ldots, (\vec{x}_M, y_M)\},$$

(1)

where $M$ is the size of the training dataset with data dimension $N$, it is feasible to construct an $(N - 1)$-dimensional hyperplane with the maximum margin to optimally classify the data in the $N$-dimensional hyperspace. For simplicity, we only consider the binary classification task as an example and denote the labels as $y_i = \pm 1$. This basic idea is briefly illustrated in Fig. 1(a).

We use a set of parameters $(\vec{w}, b)$ to denote a hyperplane in the $N$-dimensional space. In general, the hyperplane that classifies the dataset may not be unique, i.e., there exists more than one solution for $\vec{w}$ and $b$ such that for every training data, $y_i(\vec{w} \cdot \vec{x}_i + b) \geq 1$ is satisfied. For SVMs, the task is to find the maximum separation between the two classes, i.e., to maximize the distance $\frac{1}{\|\vec{w}\|}$ between the space $\vec{w} \cdot \vec{x}_i + b \geq 1$ (+1 class) and $\vec{w} \cdot \vec{x}_i + b \leq -1$ (-1 class). Then, the decision function can be written as

$$f(\vec{x}) = \text{sgn}(\vec{w}^* \cdot \vec{x} + b^*),$$

(2)

where $\vec{w}^*$ and $b^*$ are the optimal values for the parameters obtained from the optimization procedure.

To solve the original optimization problem (also called the primal problem in the literature), it is helpful to transform it to the corresponding dual problem. With Lagrange multipliers, the goal can be reduced to maximizing

$$L(\vec{\alpha}) = \sum_{j=1}^{M} y_j \alpha_j - \frac{1}{2} \sum_{j,k=1}^{M} \alpha_j \alpha_k (\vec{x}_j \cdot \vec{x}_k),$$

(3)

where $\sum_{j=1}^{M} \alpha_j = 0$ and $y_j \alpha_j \geq 0$. Then the weights and bias can be recovered as $\vec{w}^* = \sum_{j=1}^{M} \alpha_j \vec{x}_j$ and $b^* = y_k - \vec{w}^* \cdot \vec{x}_k$ for an index $k$ corresponding to a non-zero $\alpha_k$. Actually, we can directly plug these expressions into the decision function

FIG. 1. (a) A schematic diagram for support vector machines classifying a dataset, where the two kinds of data points (marked as orange and blue balls, respectively) are linearly separable. (b) A situation where the dataset is not linearly separable. (c) A method to solve the problem in (b) using kernel methods to map the data to a higher dimensional space.
in Eq. (2) and obtain
\[
f(\vec{x}) = \text{sgn} \left( \sum_{j=1}^{M} \alpha_j^* (\vec{x}_j \cdot \vec{x}) + b^* \right). \tag{4}
\]

For cases where the dataset is nearly linearly separable, i.e., there are a few outliers that violate the linearity, the hard-margin condition can be relaxed to a soft-margin one:
\[
y_i (\vec{u} \cdot \vec{x}_i + b) \geq 1 - \xi_i, \quad \text{where} \quad \xi_i \quad \text{is a cost [167–169].}
\]

Then we can use the similar optimization procedure to solve the problem. Since noisy data is more general in the physical world, the soft-margin condition is more often used than the hard-margin condition in practice.

However, when the dataset is not linearly separable, such as the example shown in Fig.1(b), the above SVM approach may not work. To handle this issue, kernel methods are applied to help build a hyperplane in a higher dimensional kernel space and make the data linearly separable again [170]. This can be briefly illustrated as follows. As shown in Fig.1(b), the data samples in the feature space \((x_1, x_2)\) are not linearly separable. However, if the feature space can be transformed into \((\vec{x}_1, x_2, x_1^2 + x_2^2)\), then it is obvious that the samples in the new basis become linearly separable as shown in Fig.1(c). The kernel function is defined as
\[
K(x, z) = \phi(x) \cdot \phi(z), \tag{5}
\]

where \(\phi(x)\) is the function mapping the feature space to the kernel space. With an appropriate choice of the kernel function, the data sample can be mapped into a higher dimensional space and becomes linearly separable. We note that \(\phi(x)\) does not need to be explicitly defined, since we will only use the kernel function to compute the inner product of the vectors in the kernel space. In this case, the dual problem becomes maximizing
\[
L(\vec{a}) = \sum_{j=1}^{M} y_j \alpha_j - \frac{1}{2} \sum_{j, k=1}^{M} \alpha_j K_{jk} \alpha_k, \tag{6}
\]

where \(\sum_{j=1}^{M} \alpha_j = 0\) and \(y_j \alpha_j \geq 0\). After obtaining the optimal parameters for \(\vec{a}\), the decision function can then be formulated similar to the linear case as
\[
\begin{align*}
f(\vec{x}) &= \text{sgn} \left( \sum_{j=1}^{M} \alpha_j^* K(\vec{x}_j, \vec{x}) + b^* \right) \tag{7},
\end{align*}
\]

In this way, the kernel methods can be utilized to efficiently handle some non-linear problems in the SVM framework.

We now introduce the quantum support vector machines (QSVMs) [25], which are based on a least-squares version of classical SVMs [171]. Compared with the traditional SVMs we introduced above, the least-squares SVMs consider equality type constraints rather than inequality type constraints with slack variables \(e_j\) introduced to transform the constraints as
\[
y_j (\vec{u} \cdot \vec{x}_j + b) \geq 1 \Rightarrow \vec{u} \cdot \vec{x}_j + b = y_j - y_j e_j. \tag{8}
\]

Besides, a regularization term \(\frac{\gamma}{2} \sum_{j=1}^{M} e_j^2\) is added to the Lagrangian to be optimized, where \(\gamma\) is a hyperparameter describing the ratio of the Lagrangian’s components. As a consequence, the problem after applying the optimization of the Lagrangian can be formulated as a linear equation:
\[
F \begin{pmatrix} b \\ \vec{a} \end{pmatrix} = \begin{pmatrix} 0 \\ I^T \end{pmatrix} K + \gamma^{-1} I \begin{pmatrix} b \\ \vec{a} \end{pmatrix} = \begin{pmatrix} 0 \\ \vec{y} \end{pmatrix}, \tag{9}
\]

where \(K\) is an \(M \times M\) kernel matrix and the matrix \(F\) is \((M + 1) \times (M + 1)\) dimensional. In the quantum case, the above equation can be rewritten compactly as \(\hat{F} |b, \vec{a}\rangle = |\vec{y}\rangle\), where \(\hat{F} = F / \text{Tr}(F)\).

With this formulation, one may consider the Harrow-Hassidim-Lloyd (HHL) algorithm to solve the above linear equations [23]. For this purpose, it is necessary that \(\hat{F}\) can be both created and exponentiated efficiently. For simplicity, \(\hat{F}\) can be written as \((\gamma^{-1} J + J + K) / \text{Tr} (F)\) with 
\[
J = \begin{pmatrix} 0 & I^T \\ I & 0 \end{pmatrix}. \tag{10}
\]

Actually, with the help of Lie product formula, \(e^{-i\hat{F} \Delta t}\) can be decomposed as
\[
e^{-i\hat{F} \Delta t} = e^{-i \gamma^{-1} \Delta t / M} e^{-i \Delta t / \text{Tr}(J)} e^{-i \Delta t / \text{Tr}(K)} + O(\Delta t^2). \tag{10}
\]

The exponentiation operations for \(I\) and \(J\) are straightforward, as the eigenvalues and eigenstates for these two matrices can be analytically calculated. The main challenges are to create and exponentiate \(K\) efficiently. To overcome these challenges, the first step is to call the training data oracle [24]:
\[
\frac{1}{\sqrt{M}} \sum_{i=1}^{M} |i\rangle \Rightarrow \frac{1}{\sqrt{N_{\chi}}} \sum_{i=1}^{M} |x_i\rangle |i\rangle |\vec{x}_i\rangle, \tag{11}
\]

where \(N_{\chi} = \sum_{i=1}^{M} |\vec{x}_i|^2\) denotes the normalization factor. Then we trace out the second register and obtain the reduced density matrix \(\hat{K} = K / \text{Tr}(K)\), which accomplishes the challenge of creating \(K\). For the exponentiation of \(\hat{K}\), Lloyd, Mohseni, and Rebentrost have introduced a powerful method in Ref. [24]. Suppose we want to apply \(e^{-i\hat{K} \Delta t}\) to any density matrix \(\rho\). Instead of trying to construct \(e^{-i\hat{K} \Delta t}\) directly, the following fact can be utilized
\[
e^{-i\hat{K} \Delta t} \rho e^{i\hat{K} \Delta t} \approx \text{Tr}_1 \left\{ e^{-iS\Delta t} \hat{K} \otimes \rho e^{iS\Delta t} \right\} \tag{12}
\]

where \(\text{Tr}_1\) means tracing out the first register, and \(S\) is a SWAP operator which is sparse and easy to exponentiate. This result indicates that we can approximately evolve the density matrix \(\rho\) by time \(\Delta t\) efficiently using \(S\) as the Hamiltonian and tracing out the first register. Back to the task of \(\hat{F}\)’s exponentiation, \(\hat{K}\) and \(K / \text{Tr}(F)\) only differ by a constant, which can be easily fixed via multiplying the time by \(\text{Tr}(K) / \text{Tr}(F)\).

After these preparations, it is now straightforward to see that the HHL algorithm can be utilized to solve the linear Eq. (9). With the phase estimation algorithm, the eigenvalues of \(\hat{F}\) can be extracted to the ancillary register. Then with a controlled rotation and the uncomputing strategy, one arrives at
the target state \(|b, \alpha\rangle\). This process can be summarized as

\[
|\vec{y}|0\rangle \rightarrow \sum_{j=1}^{M+1} \langle u_j | \vec{y} | u_j \rangle |\lambda_j\rangle \rightarrow \sum_{j=1}^{M+1} \frac{\langle u_j | \vec{y} \rangle}{\lambda_j} |u_j\rangle, \tag{13}
\]

where \(|u_j\rangle\) represents the eigenstate of \(\hat{F}\) with eigenvalue \(\lambda_j\), and the final state is the target state: \(|b, \alpha\rangle = \frac{1}{\sqrt{N}} (b|0\rangle + \sum_{k=1}^{M} \alpha_k |k\rangle) = \sum_{j=1}^{M+1} \frac{\langle u_j | \vec{y} \rangle}{\lambda_j} |u_j\rangle\).

With the above procedure, we arrive at a quantum state which encodes all the optimal parameters for the corresponding SVM. For a classification task, we see that kernel methods are very useful in certain cases. For both training and inference, getting rise to an exponential speedup over their classical counterparts. However, it is worthwhile to mention that there indeed exist several possible caveats as discussed in depth by Aaronson [173].

From the above discussion on quantum support vector machines, we see that kernel methods are very useful in certain classification tasks. More recently, a number of different quantum classification models with kernel methods have also been introduced [28, 29, 35, 39, 40]. For instance, in Ref. [39] a distance-based classifier has been proposed with

the decision function

\[
\tilde{y} = \text{sgn} \left( \sum_{m=1}^{M} y^m \left[ 1 - \frac{1}{4M} |\tilde{x} - x^m|^2 \right] \right), \tag{17}
\]

where \(\tilde{x}\) is the input to be predicted and \(M\) is the size of the training set. The component \(1 - \frac{1}{4M} |\tilde{x} - x^m|^2\) here can be treated as a kernel. For a balanced training set, i.e. the number of samples belonging to the two different classes is equal, the decision function can be reduced to

\[
\tilde{y} = \text{sgn} \left( \sum_{m=1}^{M} - \frac{y^m}{4M} |\tilde{x} - x^m|^2 \right). \tag{18}
\]

Then it is clear that if \(\tilde{x}\) belongs to the +1 class, the distance will be small between \(\tilde{x}\) and the samples in the +1 class, and large between \(\tilde{x}\) and the samples in the −1 class. As a result, the sign function can be used to assign the input sample to the right class with high probability.

To obtain a quantum analogue of the above algorithm, the amplitude encoding scheme can be used and the data with \(2^n\) features can be embedded into a quantum state with only \(n\) qubits. In this way, the quantum state can be written as \(|\psi_x\rangle = \sum_{i=0}^{2^n-1} x_i |i\rangle\) up to an irrelevant normalization factor. With some data preparation methods such as quantum random access memory (QRAM) [174], the initial state can be prepared to be

\[
|D\rangle = \frac{1}{\sqrt{2M}} \sum_{m=1}^{M} |m\rangle (|0\rangle |\psi_{\tilde{x}+x^m}\rangle + |1\rangle |\psi_{\tilde{x}-x^m}\rangle) |y^m\rangle, \tag{19}
\]

where \(|\psi_x\rangle\) represents the input data and the index \(m\) represents the labeled data. Then the key step is to apply a Hadamard gate on the ancillary qubit to transform the state to

\[
\frac{1}{2\sqrt{M}} \sum_{m=1}^{M} |m\rangle (|0\rangle |\psi_{\tilde{x}+x^m}\rangle + |1\rangle |\psi_{\tilde{x}-x^m}\rangle) |y^m\rangle, \tag{20}
\]

where \(|\psi_{\tilde{x}+x^m}\rangle = |\psi_x\rangle \pm |\psi_{\tilde{x}-x^m}\rangle\). If a conditional measurement on the ancillary qubit is used to project it into the \(|0\rangle \langle 0|\) subspace, it will succeed with probability \(p_{\text{acc}} = \frac{1}{4M} \sum_{m=1}^{M} |\tilde{x} + x^m|^2\) and the state will collapse into

\[
\frac{1}{2\sqrt{M} p_{\text{acc}}} \sum_{m=1}^{M} \sum_{i=1}^{N} |m\rangle (\tilde{x}_i + x^m_i) |i\rangle |y^m\rangle. \tag{21}
\]

In the last step, a measurement will be applied on the label qubit \(|y^m\rangle\). For different outcomes, the corresponding probability will be

\[
p(\tilde{y} = k) = \frac{1}{4M p_{\text{acc}}} \sum_{m |y^m = k} |\tilde{x} + x^m|^2. \tag{22}
\]

Then it is straightforward to assign the input sample to the class with higher probability.
choose the state $|1\rangle$ while keeping the rest steps unchanged. In doing so, the probability can be expressed as

$$p(\hat{y} = k) = \frac{1}{4M^2} \sum_{m} |\hat{x} - x^m|^2,$$

(23)

which also corresponds to the decision function above.

It should be noted that the two different measurement outcomes of the ancillary qubit can both serve as a classifier, while the post-selection scheme will abandon one of them. This idea is reviewed and discussed in Ref. [40] with a classifier, a SWAP test classifier is also proposed in [40]. In this work, instead of choosing a particular value of the ancillary qubit to handle the task, a joint measurement is used to measure the expectation value $\langle \sigma_z^a \sigma_z^f \rangle$ of the ancillary qubit and label qubit. In this way, both measurement outcomes of the ancillary qubit will be covered and the expectation value is

$$\langle \sigma_z^a \sigma_z^f \rangle = \sum_{m=1}^{M} (-1)^y m \text{Re}(\langle \hat{x} | x_m \rangle).$$

(24)

The decision function can then be constructed by using the sign function. In fact, the classification scheme introduced in [39] and its variant discussed in [40] only use the real part of the quantum state overlap. To further enrich this classification model, a SWAP test classifier is also proposed in [40]. Assume that the initial state is prepared to be

$$\sum_{m=1}^{M} \sqrt{w_m} |0\rangle_{a} \otimes |x_m\rangle \otimes |y_m\rangle |m\rangle,$$

(25)

where $\omega_m$ is a controllable non-negative parameter. The basic idea is to apply a “Hadamard - C - SWAP” gate (a Hadamard gate on the ancillary qubit, a Controlled-SWAP gate on the input qubits and the training data qubits controlled by the ancillary qubit, and a Hadamard gate on the ancillary qubit again) to the initial state and transform it to

$$|\Psi^f\rangle = \sum_{m=1}^{M} \frac{\sqrt{\omega_m}}{2} (|\psi_{n+}\rangle + |\psi_{n-}\rangle) |y_m\rangle |m\rangle,$$

(26)

where $|\psi_{n\pm}\rangle = |\hat{x}\rangle \otimes |x_m\rangle \otimes |\pm x_m\rangle \otimes |\hat{x}\rangle \otimes |n\rangle$. In this way, the joint measurement as used above will yield

$$\text{Tr} \left( \sigma_z^a \sigma_z^f |\Psi^f\rangle \langle \Psi^f| \right) = \sum_{m=1}^{M} (-1)^y w_m |\langle \hat{x} | x_m \rangle|^2,$$

and the quantum state fidelity is obtained to determine the result for the classification. For the preparation of the initial state, it is also mentioned that in many cases creating the desired state can be quite expensive and conditional. However, in this work the state preparation does not require the prior knowledge of the training data and the input test data, and has a relatively low cost. All the data can be initially prepared in separate registers in parallel. Then the Controlled-SWAP gates are applied to the test data register and different training data registers controlled by the index qubits. This operation will transform the state

$$\sum_{m=1}^{M} \sqrt{w_m} |0\rangle_{a} \otimes |\hat{x}\rangle \otimes |y_m\rangle |m\rangle \otimes |x_m\rangle$$

(27)

to

$$\sum_{m=1}^{M} \sqrt{w_m} |0\rangle_{a} \otimes |\hat{x}\rangle \otimes |y_m\rangle |m\rangle |\text{junk}_m\rangle.$$  

(28)

Since the junk register is normalized and will not influence the expectation value $\langle \sigma_z^a \sigma_z^f \rangle$, the initial state preparation is already accomplished.

Until now, we have introduced several quantum algorithms that utilize kernel methods to handle classification tasks. As mentioned in Ref. [29], this approach can be viewed from some different perspectives. First, the quantum computers can be used to map the classical data $x$ to a Hilbert space state $U_a(x)|0\rangle\cdots |0\rangle = |\phi(x)\rangle$ and estimate the inner products between these states to obtain the kernel matrix. After that, the rest of the work is left to classical computers by passing the kernel matrix to them. Indeed, this year a rigorous quantum speedup is proved in Ref. [110], where a quantum computer is utilized to estimate a kernel function. In this work, Liu et al. constructed a special kind of classification problem which cannot be solved efficiently by a classical computer assuming the widely-believed hardness of the discrete logarithm problem. Whereas in the supervised learning scenario and with Shor’s algorithm [20] as a subroutine, the quantum computer is able to efficiently estimate a kernel matrix to map the data to an exponentially large dimensional space and make the training data linearly separable. In addition to constructing a classification problem in a special situation, this work provides valuable guidance for exploring practical quantum algorithms with advantages over the classical computers. Second, it is proposed that the classification can be explicitly performed in the feature Hilbert space [29]. For example, the “linear weight state” $|w(\theta)\rangle$ can be prepared using a variational quantum circuit $W(\theta)$ such that $|w(\theta)\rangle = W(\theta)|0\rangle$ and the function $f(x, w) = \langle \phi(x) | w(\theta) \rangle$ can be used as a classification criterion. This idea about using parameterized circuits will be discussed more comprehensively in the following section of variational quantum classifiers.

### B. Quantum decision tree classifiers

A decision tree classifier is a tree-like model and a popular method for classification tasks. As shown in Fig.2, a decision tree classifier is usually built from a top decision node and then split into several branches according to different conditions, which can be viewed as a directed acyclic graph. Then the leaf nodes at the end of the directed graph represent the classification decisions. Given a training dataset $D$ with $M$ and $d$ being the number of samples and the number of attributes, respectively, our goal is to build a decision tree according to different features and labels. After the building process, given a new unlabeled sample, we can imagine a point
that starts from the top node and heads for a leaf node. The choice of which way to go at each branch point is decided by the condition that matches the features of the sample. Finally, the label of the leaf node will be assigned to this sample.

Some basic ideas and algorithms of decision trees have already been summarized in [175–177] including CART algorithm, ID3 algorithm and C4.5 algorithm. Due to the decent efficiency and interpretability, decision tree method has been already applied in many classification scenarios such as in data mining [178–180].

In the first step of building a decision tree, it is important to choose appropriate feature for each node. Usually, we need to build a subtree using the features that can best improve the classification ability of the current tree, and the concept of “information gain” will be very helpful [175]. For a decision tree denoted by $D$, the information gain of $D$ from feature $X$ represents the reduction of the uncertainty of $D$ after knowing the value of $X$, which can be formulated as the mutual information:

$$I(D; X) = H(D) - H(D|X),$$

where $H(D)$ is the Shannon entropy of $D$ and $H(D|X)$ is the conditional entropy. After the enumeration of information gain over all features, it is intuitively effective to find the feature that reduces the entropy of the dataset(or sub dataset) most and pick it as the splitting node. This idea of feature choosing is reminiscent of greedy algorithms and is a sub-optimal strategy. We mention that finding the optimal decision tree is an NP-complete problem [181].

With the feature choosing strategy introduced above or with some other strategies, e.g. information gain ratio, which is a modified version of information gain, the decision tree can be build accordingly. As the structure of the decision tree may grow complicated during the building procedure, it may fail to generalize to classify the unseen data due to overfitting. To deal with this problem, a pruning step might be used. More concretely, one can add a penalty term $\alpha |T|$ to the cost function, which can be expressed as

$$C_{\alpha}(T) = C(T) + \alpha |T|,$$

where $|T|$ is the complexity of the tree and $\alpha$ is a tunable hyperparameter. Then in the pruning process, at each iteration, we will calculate the cost function before and after pruning a leaf node. If the cost function becomes smaller after pruning, the leaf node will be removed and the algorithm will go on to check other leaf nodes until the procedure is completed.

To build a bridge between decision trees and quantum computation, the model of a quantum decision tree classifier has been proposed by Lu and Braunstein [61]. Similar to the classical setting, this model starts with a quantum training set

$$D_Q = \{ (|x_1\rangle , |y_1\rangle) , (|x_2\rangle , |y_2\rangle) , \ldots , (|x_M\rangle , |y_M\rangle) \} .$$

Following the classical algorithm, the task for building the decision tree then becomes choosing the attribute $a_i$ that can achieve the best uncertainty reduction. When facing the choice of attributes to split the nodes, the von Neumann entropy is chosen for the quantum case instead of Shannon entropy applied in the classical case.

More recently, in Ref. [62] the authors have proposed a binary quantum decision tree classifier, named Q-tree, with binary features based on a probabilistic approach. With a quantum computer, the probabilistic traversal of the decision tree can be accomplished via measurements, and tree inductions and predictions of query data can be integrated into this framework as well. The quantum circuit model consists of $d + k + m$ qubits and $O(2^k + d 2^d)$ gates, where $d, k, m$ represent the tree depth, the number of binary features, and the number of binary labels, respectively. Moreover, this protocol is experimentally demonstrated on a quantum computer via Qiskit using IBM’s cloud-based quantum computing service, which is the first step to connect the quantum decision tree classifier theory to experimental realizations.

We mention that some other works about quantum decision trees have also been introduced in the literature [182, 183], although their major targets may not be classification problems. For instance, in Ref. [182], Farhi and Gutmann proposed quantum decision tree algorithms which are able to solve some computational problems exponentially faster than their classical counterparts. In addition, in Ref. [183] Shi connected the query complexity of quantum decision tree algorithms to Shannon entropy and provided a lower bound for computing any total function $f$, which is an interesting result in the computational complexity field.

C. Quantum nearest neighbor algorithm

In classical machine learning, the $k$-nearest neighbors algorithm is a non-parametric algorithm which can be applied to classification tasks. The original idea was introduced by Cover and Hart [184]. The basic idea for the $k$-nearest neighbors algorithm is straightforward as indicated by the name. Suppose we have a set of training data, then with this algorithm we are able to directly use the training data to predict some unseen data’s labels without a model training procedure. The classification process is described as follows.

In the first step, we need to define a distance between the feature vectors. In the literature, the $L_p$ distance is often cho-
FIG. 3. (a) A schematic illustration of the k-nearest neighbors algorithm, where the value of k is three in this case. Here we have an unlabeled data point and two kinds of data points marked as red and green balls, respectively. The label of the majority of the nearest k samples, which is the label of the red balls, will be the output. (b) A schematic illustration of the nearest centroid algorithm. In this algorithm, the centroids of the different kinds of data points are calculated first. Then the unlabeled data will be assigned to the class corresponding to the closest centroid. (c) A situation that the nearest centroid algorithm may result in poor performance, where the centroid of the two sets lies in the same region.

sen as a candidate:

\[ L_p(\vec{x}_i, \vec{x}_j) = \left( \sum_{k=1}^{N} |\vec{x}_{i(k)} - \vec{x}_{j(k)}|^p \right)^{\frac{1}{p}}, \tag{32} \]

where \( N \) is the dimension of the feature space and \( \vec{x}_{i(k)} \) represent the \( k \)th component of the vector \( \vec{x}_i \). Moreover, the choice of distance measures can also be problem specific. For instance, hamming distance can be utilized to handle binary data. Then for each unseen input to be predicted, we search for the nearest \( k \) vectors in the training feature set according to the chosen distance measure. After obtaining these \( k \) vectors with their labels, the major label can be taken as the output prediction, which is often called the “majority voting rule”. This process is sketched Fig.3(a). When applying this strategy, the computational cost plays an important role. If the training set is very large, simply calculating all the distances(between the vectors to be predicted and the vectors of the training set) and sorting them will be too computationally expensive. To solve this problem, sometimes we will need to use some special data structures such as k-d tree [185] to store the training data and optimize the process of finding the nearest points. In addition, there are different forms of nearest neighbor algorithms. As a popular variation, the nearest centroid classification is designed to compute the mean value of all samples in the training set labeled \( a_i \) to represent the centroid of \( a_i \). That is, \( C_{a_i} = \frac{1}{N_{a_i}} \sum_{y(\vec{x}_{i(k)})=a_i} \vec{x}_{i(k)} \), where \( N_{a_i} \) is the number of samples labeled \( a_i \) and \( y \) is the function that outputs the corresponding label. Then the new data will be categorized to the class according to the nearest centroid, which is illustrated in Fig.3(b).

After a brief introduction to the classical algorithms, we now introduce two quantum algorithms. First, Lloyd et al. have proposed the quantum version of the nearest centroid algorithm [59]. In this task, the key step is to evaluate the distance between the vector \( \vec{u} \) to be assigned and the centroids of different labels as shown in Fig.3(b). To accomplish this, firstly we write the set of samples of the same label \( v \) as \( \{|v_j\rangle |v_j\rangle \} \) to explicitly show the amplitude and the normalized state. With the help of quantum random access memory [174], we prepare the state to be \( |\psi\rangle = (1/\sqrt{2}) \left( |0\rangle |u\rangle + (1/\sqrt{M}) \sum_{j=1}^{M} |j\rangle |v_j\rangle \right) \) in \( O(\log(N)) \) steps, where \( M \) is the size of the subset \{\( |v_j\rangle |v_j\rangle \} \) and \( N \) is the dimension of the vectors. Then a SWAP test [172] can be used to measure the success probability of the first qubit found in \( |\phi\rangle = (1/\sqrt{N}) \left( |0\rangle |u\rangle - (1/\sqrt{M}) \sum_{j=1}^{M} |v_j\rangle |j\rangle \right) \) where \( Z \) is a normalization factor. After a simple calculation, the success probability can be written as

\[ P = \frac{1}{2Z} \left| \vec{u} - (1/M) \sum_j \vec{v}_j \right|^2. \tag{33} \]

In other words, we can get an estimation of the target distance by multiplying the success probability by \( 2Z \). The remaining task about constructing the state \( |\phi\rangle \) can be accomplished by applying a time evolution of a specially designed Hamiltonian to an easy-to-construct state, which is also discussed in detail in [59]. Finally, by comparing these distances, the classification decision can be made. The runtime of the process scales as \( O(\log(MN)) \), which shows an exponential speedup for both the size of the training set and the dimension of the vectors.

Nevertheless, the classification criterion used above is the distance between the input vector and different centroids. In some situations, this might result in a relatively poor performance: when the centroid of the subset lies in the space of other subsets, e.g. the example shown in Fig.3(c). To deal with this issue, Wiebe et al. have proposed a quantum nearest-neighbor algorithm to assign a vector \( \vec{u} \) to a subset according to the label of \( \vec{v}_j \) which satisfies the minimization of \( \|\vec{u} - \vec{v}_j\| \) [60]. The main idea can be sketched in three steps. First, with the help of quantum random access memory, we can make a query to obtain the state \( 1/\sqrt{M} \sum_{j=1}^{M} |j\rangle \left( \sqrt{1-\|\vec{v}_j-\vec{u}\|} |0\rangle + \sqrt{\|\vec{v}_j-\vec{u}\|} |1\rangle \right) \) from \( 1/\sqrt{M} \sum_{j=1}^{M} |j\rangle |0\rangle \). Then the method of amplitude es-
Quantum annealing (QA) is an optimization method for finding the global minimum of a target cost function, especially in situations where many local minima exist [188–195]. The feature of this method is well characterized by its name: “annealing” originates from annealing in metallurgy—a technique which involves the process of heating and slow cooling. This provides the basic ideas for the simulated and quantum annealing algorithms.

As illustrated in Fig. 4, quantum annealing utilizes quantum tunneling to explore the solution space and find the optimal solution. The idea is explained as follows. Consider two Hamiltonians: a “simple” one $H_s$ whose ground state is known and easy to prepare, and a “problem” one $H_p$ whose ground state corresponds to the solution of a problem. The system with the “simple” Hamiltonian is initialized to the ground state. Then it is slowly evolved into the “problem” Hamiltonian. During this process, the system is expected to stay in its ground state as ensured by the adiabatic theorem [196]. The system will end in the ground state of the “problem” Hamiltonian and the problem is solved. Notably, as stated in Ref. [197], quantum annealing is able to outperform simulated annealing in certain cases, especially when the cost function landscape consists of high but narrow barriers surrounding shallow local minima. In 2011, the first commercially available quantum annealer, D-Wave One, was announced by D-Wave Systems [163], paving the way for developing more advanced devices and solving complex optimization problems [164–166].

For the past few years, there are a number of works trying to utilize quantum annealing for classification tasks from different aspects [88–105], including simulating quantum annealing-based classification algorithms with classical computers and performing classifications with D-Wave quantum annealers. At the early stage of this subfield, Neven et al. proposed the training of a binary classifier with a quantum adiabatic algorithm [88], where the resulting classifier outperforms AdaBoost [198] according to comparisons with a variety of benchmark problems. This protocol has been extended to large scale classification protocols [89] and physical implementations on D-Wave hardware [90]. Moreover, a series of works that utilize quantum annealing for different classification tasks have been proposed, including anomaly detection [95], Higgs boson classifications [94, 96], classifying and ranking binding affinities [92], classifying cancer types and associated molecular subtypes [93], and identifying the driver genes of a severe respiratory response to COVID-19 [91], exhibiting notable generalization performance. In particular, in Ref. [94], Mott, Job, Vlimant, Lidar and Spiropulu proposed quantum and simulated annealing methods to solve a Higgs-signal-versus-background machine learning problem, which is mapped to finding the ground state of an Ising spin model. The classifier consists of a set of weak classifiers based on the kinematic observables of the Higgs decay photons and exhibits robustness against overtraining and errors. Meanwhile, since the classifiers are functions of experimental parameters that have clear physical meaning, the model provides high interpretability, which is nowadays under active investigations in machine learning [199, 200]. With the development of quantum annealers, the above introduced algorithms, as well as the quantum annealing based restricted boltzmann machines [99, 101], hold intriguing potential in more complex real-life applications.

E. Variational quantum classifiers

Artificial neural networks are one of the most powerful approaches in the field of machine learning. Since the model of artificial neural networks proposed by McCulloch and Pitts and the concept of perceptron proposed by Rosenblatt in the last century [201–203], this direction has been actively studied and developed for a long time. In recent years, new breakthroughs of neural networks such as AlexNet [204] have shown us the magical power of feature extraction and brilliant outlooks for this field. Now artificial neural networks have already been widely applied in many scenarios from face recognition and natural language processing to robotics, automated driven cars, etc. [2, 3].

Partly inspired by biological neural networks, artificial neural networks usually consist of layers of connected artificial neurons and activation functions. The parameters (such as weights and biases) that can be optimized during the training procedure are contained in the transformations between the
layers. For an input sample, when it goes through the neural networks, each layer of the neural networks will make some transformations on it such as linear transformations and pooling operations. Then the activation function can be applied to the transformed results to gain more nonlinearity before passing it to the next layer.

For classification tasks, during the training process we have a neural network model where we can input the training data and receive the output result, and the output will indicate the predicted label from the model. A cost function is often needed to measure the distance between the current output and the training target, and a proper choice of cost functions will be helpful with the process of optimization. Some cost functions are commonly used for theoretical analysis and real-life applications, such as the mean square error and cross-entropy. In addition, sometimes in order to improve the generalization to unseen data, we will add a regularization term to the cost function, which is relevant to the complexity of the model. With properly chosen loss function $L$, the learning task reduces to an optimization problem [3]:

$$
\min_{f \in F} \frac{1}{N} \sum_{i=1}^{N} L(y_i, f(\vec{x}_i)) + \lambda R(f),
$$

where the first term represents the empirical risk and $R(f)$ denotes the complexity of the model with $\lambda$ being a tunable hyperparameter characterizing the importance ratio between them. An appropriate choosing of this tunable hyperparameter may greatly improve the training accuracy, while preventing the model from being too complex. This is crucial for the generalization performance of the neural networks. From another point, if two models with different complexity achieve the same empirical error, the one with a simpler structure should be taken, which is in line with the principle of Occam’s razor. Taking a step forward, with an already well-defined cost function, the training process can simply be a process of minimizing the cost function by tuning the weights and biases in the neural networks, during which common optimization techniques, such as gradient descent and backpropagation, can be exploited. After the training process, the trained classifiers can be used to make predictions for new unseen data samples. Compared with the training process, the computational cost of the predicting process is typically much lower and the trained model can then be encapsulated into some commercial products for real-life applications.

In recent years, quantum neural networks have attracted a lot of attention and gained rapid development [44, 50–53, 55, 75–80, 83, 84]. As a concept originally from the classical machine learning field, quantum neural networks usually show up in the form of variational quantum circuits. Thus, in classification tasks, they are also called variational quantum classifiers. The variational parameters of these classifiers can be chosen flexibly, e.g., the rotation angle $\theta$ of the component $R_{\theta}(\theta)$ or some parameterized controlled rotations. When handling classification tasks, the parameters will be optimized during the training process to minimize a predefined loss function. Then this trained model can be utilized to classify some unseen data. Based on the above ideas, a variety of structures and protocols have already been proposed. To introduce this relatively more diverse subfield, we will split this section into several subsections to make it more organized. First, we will introduce the gradient descent methods used in the optimization process of variational quantum classifiers. Then some popular structures of variational quantum classifiers will be reviewed in the following up subsection. After this, we will turn to introduce some important phenomena and properties in variational quantum classifiers: the barren plateaus and the vulnerability to adversarial perturbations.

### 1. Gradients evaluation

![FIG. 5. A schematic illustration of the gradient descent process. At each point in the space of the cost function and parameters, the gradient descent strategy provides a direction to effectively reduce the value of the cost function.](image)

When handling classification tasks using neural networks in the classical setting, gradients descent methods and their derivatives are the most frequently used tools during the training process. In general, for a given cost function $L$ with parameters denoted collectively as $\Theta$, the update at gradient descent step $t$ can be expressed as

$$
\Theta_{t+1} = \Theta_t - \gamma \nabla L(\Theta_t),
$$

where $\gamma$ is the learning rate. This is an intuitive idea to minimize the cost function, which is illustrated in Fig.5. For practical tasks, with appropriate learning rate and suitable optimizers like Adam [205], the training process can achieve desirable performance.

For this approach, obtaining the gradients usually takes the major computational resources. So for a variational quantum circuit, when trying to minimize a cost function, it is also wondered whether it is possible to efficiently obtain the gradients during the optimization process. Focusing on this question,
some works have already been done with valuable ideas proposed. In Refs. [46, 49, 74], it is proposed that if the gate with parameter \( \theta \) is in the form \( G(\theta) = e^{-iB\theta} \), with \( B \) being an n-qubit operator in the Pauli group, then the derivative can be evaluated with \( \frac{\partial G}{\partial \theta} = \frac{G + G^*}{2} \), where \( G \) means the expectation value of \( B \) with the original parameter \( \theta \) being \( \theta \pm \frac{\pi}{2} \). This is usually called the “parameter shift rule”. Compared with the finite difference method expressed as \( \frac{\partial G}{\partial \theta} \approx \frac{G(\theta + \epsilon) - G(\theta - \epsilon)}{2\epsilon} \), the gradient obtained through the parameter shift rule is exact with no discretization error. More importantly, the result of the exact gradient method is more robust to errors in the near-term quantum devices due to their expressions. For the sample complexity, since the expectation values are obtained by performing repeated measurements and taking the average value, getting the derivative with respect to a particular parameter with precision \( \epsilon \) needs \( O(\frac{1}{\epsilon^2}) \) measurements according to Chernoff bounds. Furthermore, this “parameter shift rule” can be generalized to compute arbitrary order derivatives by applying different shifts to the parameters as proposed in Ref. [63].

In Refs. [44, 45], the theory about gradient-based optimization above has been further developed. In Ref. [44], the gradient descent scheme is provided for a parameterized circuit with single-qubit gates expressed as

\[
G(\alpha, \beta, \gamma) = \begin{pmatrix}
  e^{i\beta} \cos(\alpha) & e^{i\gamma} \sin(\alpha) \\
  -e^{-i\gamma} \sin(\alpha) & e^{-i\beta} \cos(\alpha)
\end{pmatrix}
\]  

(36)

and their corresponding controlled gates. After using analytic methods to express the derivative of the circuit unitary with respect to the parameters, the task of computing the partial derivatives can be reduced to measuring the overlap of two quantum states, which can be achieved with an inference circuit construction. In Ref. [45], the gradient-based approach has been further enriched from several aspects. Firstly, the “parameter shift rule” gets expanded to a more generalized setting. For a gate \( G(\theta) = e^{-iG\theta} \) where \( G \) is a Hermitian operator with two distinct eigenvalues \( \pm r \), the target analytical gradient contains the terms \( \frac{1}{\sqrt{2}} (I + \pm iG^{-1}) \) to be constructed. Observing the fact that \( G \) can be written in a more convenient form: \( G(\theta) = I \cos(r\theta) - i\sin(r\theta) \), the above target can be achieved by setting \( \theta \) as \( \pm \frac{\pi}{2r} \). With this idea, it is easy to see that the circuit with one-qubit operators generated by Pauli matrices [46] is a special case for the generalized parameter shift rule. Noting that if the operator has more than two eigenvalues, some new strategies need to be developed. The Ref. [45] has also proposed a possible solution to deal with such a case. The key idea is to use an ancillary qubit and decompose the gradient \( \frac{\partial G}{\partial \theta} \) into a linear combination of unitary matrices \( A_1 \) and \( A_2 \) [206]:

\[
\frac{\partial G}{\partial \theta} = \frac{\Gamma}{2} \left[ (A_1 + A_1^\dagger) + i \left( A_2 + A_2^\dagger \right) \right],
\]

(37)

where \( \Gamma \) is a real number depending on the decomposition. The desired gradient can be evaluated from the probabilities and expectation values, as explained in detail in Ref. [45]. The parameter shift rule for Gaussian gates in the continuous variable setting has also been discussed in Ref. [45]. In addition, we mention that other methods [65–72, 81, 82], such as quantum natural gradient [65, 66] and L-BFGS method [67, 68], have been introduced to obtain the gradients as well in the literature. Different methods bear their pros and cons, and the choice of which one to use depends on the specific problem in practice.

### 2. Different structures

In classical machine learning, different neural networks are used for different tasks. Various neural networks with different structures have been developed, including feedforward [111, 112], convolutional [113], recurrent [114, 115], and capsule neural networks [116–120]. Similarly, in the emerging field of quantum machine learning, different variational quantum neural networks with distinct structures have also been introduced to tackle different problems [44, 50–53, 55]. In this subsection, we review some important advances about the structures and corresponding optimization strategies of variational quantum classifiers.

![FIG. 6. (a) A schematic illustration of a TTN classifier, where a half of the qubits will be traced out after each layer. (b) A schematic illustration of a MERA classifier. The \( U_i \) and \( D_i \) are unitary blocks.](image-url)
of index $d$. In this work, different datasets have been used for the training, including Iris dataset, handwritten digits, and quantum data. For the classical data, the qubit encoding method is chosen instead of amplitude encoding, which indicates that the classical data and the quantum state have the same dimension and the element-wise mapping can be written as $|\psi_n^d\rangle = \cos(x_n^d) |0\rangle + \sin(x_n^d) |1\rangle$. It should be noted that if the dimension of the classical data is beyond the reach of the quantum devices at hand, e.g. the 784 dimensional handwritten digits, dimension reduction methods like principal component analysis (PCA) could be utilized, which will inevitably cause some information loss. For the quantum data, we typically assume that the data is generated from certain quantum physical process and can be input directly into the quantum classifiers. As shown in Ref. [51], the classifier can achieve decent performance for the above mentioned datasets with proper strategies. In addition, the performance of the classifier has been further benchmarked through comparisons between scenarios with and without beforehand PCA dimension reduction for the handwritten digits case, and scenarios with and without ancillary qubits for the quantum data case.

In addition to the classification model above, Schuld et al. have also proposed a parameterized circuit model with a different structure [44]. The circuit is composed of variational single-qubit gates and two-qubit controlled gates. Similar to the hierarchical quantum classifiers discussed above, here the training and classification processes make use of the expectation values of the output states as well. However, instead of only using this circuit to handle classification tasks on different datasets, this work provides several fresh angles to look into variational quantum classifiers. As already mentioned in the gradient evaluation part, a hybrid gradient descent scheme is given in this work to serve as the subroutine of the training. In the numerical simulations, five different datasets are chosen with feature dimensions varying from 13 to 256. The classification results are listed with benchmarking against six classical models, where a comparably good performance is achieved with fewer parameters. Considering the inevitability of noise in the quantum devices, this work has also numerically studied the effect of noise in the inputs and circuit parameters, and it turns out that this approach is reasonably resilient to noise.

Inspired by the classical convolutional neural networks, Cong, Choi, and Lukin introduced a quantum version of convolutional neural networks in Ref. [53]. In general, the classical convolutional neural networks consist of convolution layers, pooling layers and fully connected layers. This architecture has been translated into the quantum version as shown in Fig.7. The convolutional layer in the circuit is represented by the single quasilocal unitary ($U_i$). Moreover, the pooling procedure is achieved by measuring a fraction of the qubits and using the outcomes to determine unitary operations ($V_j$) applied to the nearby qubits. When the number of the remained qubits is reasonably small, a unitary $F$ will serve as a fully connected layer followed by a final measurement. During the training process, the unitaries will be optimized with $O(\log(N))$ parameters where $N$ is the number of input qubits.

As discussed in Ref. [53], the quantum convolutional neural networks can be applied to quantum phase recognition to detect a one-dimensional (1D) symmetry-protected topological phase. It turns out that the circuit can achieve a high accuracy when the depth is large enough.

For more diverse structures and protocols for variational quantum classifiers, there are many other works done from different perspectives [75–80, 83, 84]. For example, the work in Ref. [54] aims to train a deep quantum neural network to achieve a unitary operation. By replacing each target state with a state representing a “label”, it can also be utilized as a classifier. Moreover, the variational quantum classifier can also be built in the continuous-variable architecture [50], and classical models such as convolutional, recurrent, and residual networks can all be embedded into this setting. The variational quantum classifiers can also be utilized in delegated learning protocols, e.g. in Ref. [73], the variational classifiers are designed to fit in the blind quantum computation structure [210] as a component in the multiparty federated learning scheme. Furthermore, there is increasingly more attention paid to the algorithms that search for appropriate structures of the variational quantum circuits [121–137], which shed light on maximizing the efficiency of quantum devices on the supervised learning tasks. In particular, a quantum neuroevolution algorithm that autonomously finds near-optimal quantum neural networks for different machine learning tasks has been introduced in Ref. [126]. Moreover, in Ref. [123] the authors have also introduced a differentiable quantum architecture search algorithm, which is capable of automated quantum circuit designs in an end-to-end differentiable fashion. This field is growing rapidly. With the development of quantum devices, the applications based on these models may bring some practical quantum advantages.
3. Barren plateaus

So far a variety of variational quantum classifiers have been introduced above. When a variational quantum circuit is being trained, the update of the parameters in the circuit is expected to efficiently optimize the model. However, in recent years, several works have shown the existence of gradient vanishing phenomena in the training process of variational quantum circuits. This is the so-called barren plateau problem, which is illustrated pictorially in Fig. 8. In this subsection, we will review some recent progress on barren plateaus for quantum classifiers.

In Ref. [139], McClean et al. have shown that, for a wide class of parameterized quantum circuits, the probability that the gradient with respect to any variational parameters is exponentially suppressed as the system size increases. In other words, the loss function landscapes of these variational quantum circuits are mostly flat and barren plateaus prevail in the training process. To illustrate the essential ideas, we consider the randomly parameterized quantum circuits

$$U(\theta) = U(\theta_1, \ldots, \theta_L) = \prod_{l=1}^{L} U_l(\theta_l) W_l,$$

(38)

where $U_l(\theta_l) = \exp(-i\theta_l V_l)$ with $V_l$ being a Hermitian operator, and $W_l$ is a given unitary without variational parameters. The expectation value of the output state over a Hermitian operator $H$ is $E(\theta) = \langle 0 | U(\theta)^\dagger H U(\theta) | 0 \rangle$, and the derivative of $E(\theta)$ with respect to $\theta_k$ can be expressed as

$$\partial_k E = \frac{\partial E(\theta)}{\partial \theta_k} = i \langle 0 | U^\dagger [(V_k, U_k^\dagger H U_+)] U_- | 0 \rangle,$$

(39)

where $U_- = \prod_{l=0}^{L-1} U_l(\theta_l) W_l$, $U_+ = \prod_{l=L} U_l(\theta_l) W_l$. With tools of unitary t-designs [211–213], the authors prove that if either $U_+$ or $U_-$ is 1-design, the expectation value of the gradient with respect to the parameter $\theta_k$ is zero, i.e., $\langle \partial_k E \rangle = 0$. Moreover, if either $U_+$ or $U_-$ is 2-design, then an exponential decay of the gradient variance will occur as the system size increases. These results explicitly show the exponential concentration of the gradients to zero for the randomly parameterized quantum circuits, which may pose a notable challenge for training quantum classifiers. From a high-level theoretical perspective, the barren plateaus proved here have a geometric understanding in terms of concentration of measure for high-dimensional spaces [214–216].

The presence and absence of barren plateaus depends crucially on the depths of the variational quantum circuits and the properties of the loss functions used. In Ref. [140], it is proved that if a global loss function is used, then barren plateaus typically appear even for circuits with small constant depths. Whereas, for local loss functions the gradient vanishes at most polynomially as long as the circuit depth is bounded by $O(\log n)$. To obtain an intuitive understanding of these results, the authors considered a toy problem about state preparation with the target state being $|0\rangle$. They started with a tensor-product variational ansatz $V(\theta) = \otimes_{j=1}^n e^{-i\theta_j \sigma_j^x}/\sqrt{2}$, with the goal of finding out the angles $\theta_j$ such that $V(\theta)|0\rangle = |0\rangle$. Assume the global cost function is chosen as

$$C_G = \text{Tr} [O_G V(\theta)|0\rangle \langle 0| V(\theta)^\dagger],$$

(40)

where $O_G = I - |0\rangle \langle 0|$. This cost function can be simplified as $C_G = 1 - \prod_{j=1}^n \cos^2 (\theta_j/2)$. Direct calculations yield $\langle \partial C_G / \partial \theta_j \rangle = 0$ and $\text{Var}(\partial C_G / \partial \theta_j) = \frac{1}{8} (\frac{3}{2})^{n-1}$, which shows that the gradient concentrates exponentially around zero and a barren plateau appears independent of the depth of the circuits. In contrast, if we choose a local cost function

$$C_L = \text{Tr} [O_L V(\theta)|0\rangle \langle 0| V(\theta)^\dagger],$$

(41)

where $O_L = I - \frac{1}{2} \sum_{i=1}^n |0\rangle \langle 0| \otimes I_j$ ($I_j$ denotes the identity operator on all qubits except the one with index $j$), then direct calculations lead to $C_L = 1 - \frac{1}{2} \sum_{j=1}^n \cos^2 (\theta_j/2)$. In this case, it is straightforward to obtain $\langle \partial C_L / \partial \theta_j \rangle = 0$ and $\text{Var}(\partial C_L / \partial \theta_j) = \frac{1}{4n^2}$, which indicates that the gradient vanishes polynomially as the system size increases and hence exhibits no barren plateau.

In addition to the above works, we also mention that barren plateaus for variational quantum circuits have also been investigated from other aspects in the literature [141–157]. For instance, in Ref. [141], the absence of barren plateaus in quantum convolutional neural networks has been rigorously proved. This guarantees the trainability of randomly initialized quantum convolutional neural networks and singles out them as being efficiently trainable unlike many other quantum neural network models. Besides, noise and entanglement induced barren plateaus have also been investigated in Ref. [142] and Refs. [144, 145], respectively. We also remark that in practical applications the barren plateau problem might be mitigated through a variety of strategies, such as proper initialization [150, 217], pre-training [218, 219], layerwise training [157], and judiciously designed quantum circuit structures [123, 126].
4. Vulnerability

The vulnerability of a machine learning model is often relevant to the performance of the model against adversarial attacks. For a specific example, given an input labeled “panda” and a fixed classification model, the unperturbed input will be categorized to the label “panda” with high probability. The adversarial attack aims to generate an imperceptible perturbation on the original input to deceive the classifier, i.e., to efficiently reduce the probability of assigning the input to “panda” or to efficiently increase the probability of assigning the input to some wrong labels like “gibbon.” This property of machine learning models has already been widely investigated in recent years [220–233]. Similarly, in the quantum domain, when a quantum classifier is given, it is important to characterize the vulnerability of the model in consideration of adversarial perturbations. In this subsection, we review recent advances about the vulnerability of quantum classifiers.

For an untargeted attack, the goal is to minimize the probability of assigning the right label \( a \) to the state \( |ψ⟩_{in} \), without caring about which label will be the output. So finding out the adversarial perturbations becomes searching a \( U_δ \) within \( Δ \) to maximize the loss function:

\[
U_δ \equiv \arg\max_{U_δ \in Δ} L \left( h \left( U_δ|ψ⟩_{in}; Θ^* \right), a \right).
\] (42)

For a targeted attack, the goal is to maximize the probability to assign a target label \( a^{(t)} \) to the state \( |ψ⟩_{in} \), where \( a \neq a^{(t)} \). In this case, the task can be formalized as finding out the \( U_δ^{(t)} \) that minimizes the targeted loss function:

\[
U_δ^{(t)} \equiv \arg\min_{U_δ^{(t)} \in Δ} L \left( h \left( U_δ^{(t)}|ψ⟩_{in}; Θ^* \right), a^{(t)} \right).
\] (43)

To demonstrate how to obtain adversarial examples in practice, the authors carried out extensive numerical simulations for several concrete examples covering different scenarios with diverse types of data (such as, handwritten digit images in the MNIST dataset, simulated time-of-flight images in a cold-atom experiment, and quantum data from a one-dimensional transverse field Ising model) and different attack strategies. In addition, they also discussed possible defense strategies to enhance the robustness of quantum classifiers against adversarial perturbations.

On a more analytical level, Liu and Witek proved rigorously that the amount of perturbation needed for an adversary to induce a misclassification for quantum classifiers scales inversely with dimensionality [158]. This vulnerability property is a fundamental feature for quantum classifiers independent of the details of the classification protocol, which originates from the concentration of measure phenomenon of high-dimensional Hilbert space. Furthermore, in Ref. [162] Gong and Deng studied the universality of adversarial examples and perturbations for quantum classifiers. They proved that there exist universal adversarial examples that can fool a set of different quantum classifiers: for a set of \( k \) classifiers with each input data sample encoded by \( n \) qubits, an \( O \left( \frac{\ln k}{k} \right) \) increase of the perturbation strength is sufficient to warrant a moderate universal adversarial risk. In addition, they also proved, based on the quantum no free lunch theorem [234, 235], that the universal adversarial risk is bounded from both below and above and approaches unit exponentially fast as the size of the classifier increases.

We also mention that there are other works studying quantum adversarial machine learning from different aspects [159–161]. For example, the Ref. [161] explored quantum noises to develop a defense strategy against adversarial attacks. Furthermore, in Ref. [160] a fundamental link between binary quantum hypothesis testing and probably robust quantum classification has been established, which provides a tight robustness condition for the amount of noise (either natural or adversarial) a classifier can tolerate.
III. EXPERIMENTAL PROGRESS

A. Quantum support vector machine and kernel methods

In the theory section, we have introduced the quantum support vector machine and some other quantum kernel methods. The extensions from the classical to quantum domain exhibit some attractive properties including potential exponential speedups for certain tasks. In parallel to the theoretical progress, there are also noteworthy experimental advances and some proof-of-principle physical implementations of these classification models have already been demonstrated in the laboratory [28, 35, 38–40]. Here, we review recent experimental progress on quantum support vector machines and other quantum classification models based on kernel methods.

The first experimental demonstration of quantum support vector machines has been reported in Ref. [38]. In this work, the classification of handwritten digits has been experimentally implemented using a small-size quantum circuit. Due to limited available qubits, the classification task considered in this experiment was focused on classifying two handwritten digits “6” and “9”. Moreover, a preprocessing of the images was also carried out to reduce the number of features to 2: the vertical ratio and the horizontal ratio according to the pixels in the left (upper) half over the right (lower) half. The preprocessed images corresponding to digits “6” and “9” are defined to be in the positive and negative classes, respectively. After these preparations, the quantum support vector machine scheme for this classification task can be delegated to a 4-qubit nuclear magnetic resonance quantum processor. As shown in the paper, the experimental predictions are consistent with the true labels of the handwritten digits.

For the experimental advances in quantum classifiers utilizing kernel methods, several works have been done in recent years [28, 35, 39, 40]. For instance, the distance-based quantum classifier mentioned above has been experimentally demonstrated on the superconducting platform of IBM Quantum Experience [39]. This experiment achieves the classification of the Iris dataset [236] using four non-error-corrected superconducting qubits. It is worthwhile to mention that, although the numerical simulation results are close to the theoretical predictions, the experimental results deviate far from them due to the lack of error correction.

In addition, the quantum devices can be used to estimate the kernel functions and the results can be fed to classical computers to do the rest of the training [28, 29, 35–37]. This idea is attractive especially for the stage of noisy intermediate-scale quantum (NISQ) devices, where the quantum technologies are not advanced enough and the cooperation with the classical computers might be helpful. This hybrid approach has been experimentally demonstrated on both superconducting [28, 36, 37] and optical [35] platforms. These results show that classical computers can indeed achieve decent performance by utilizing the kernel matrices evaluated from quantum devices. In a more recent work, Ref. [37] has utilized the measure of quantum kernels using randomized measurements [237–239], which is capable of handling large datasets with a quadratic speedup. Moreover, the data in this work is encoded into parameterized quantum circuits, and the expressive power of the encoding strategy has a theoretical guarantee [240]. After the kernel estimation, the kernel can be further processed by classical SVMs. This setting has been successfully applied to demonstrate the classification of the 36 and 64 dimensional handwritten digit datasets on the IBM quantum computer with error mitigation techniques, while other methods such as the swap test [172] and the inversion test [28] may take much longer time due to the quadratic scaling with the dataset size.

B. Quantum nearest neighbor algorithm

As mentioned in the above sections, with quantum random access memory, the quantum nearest neighbor algorithm has the potential to offer an exponential speedup. Moreover, the first proof-of-principle demonstration has also been implemented [64]. This experiment is conducted on the optical platform to assign different entangled states to their nearest clusters. Here, the two clusters A and B are represented by reference vectors $\vec{v}_A$ and $\vec{v}_B$, respectively. For the job of assigning a new vector $\vec{u}$, it can be transformed into comparing the distance between $\vec{u}$ and the reference vectors: $D_A = |\vec{u} - \vec{v}_A|$, and $D_B = |\vec{u} - \vec{v}_B|$ and assigning it to the cluster with a smaller distance.

To achieve this goal, the single photons are used as qubits and $|0\rangle$ and $|1\rangle$ are encoded with their horizontal and vertical polarization. A key step is to create the entanglement resource states for data encoding. Firstly, the polarization-entangled photon pairs $(|0\rangle_{\text{anc}} |0\rangle_{\text{vec}} + |1\rangle_{\text{anc}} |1\rangle_{\text{vec}})/\sqrt{2}$, where one photon is used as an ancillary qubit, can be generated through spontaneous parametric down-conversion [241]. Then the four-photon resource states can be generated using two entangled photon pairs with a post-selection scheme, which results in the four-qubit Greenberger-Horne-Zeilinger entangled state [242]:

$$\frac{1}{\sqrt{2}} (|0\rangle_{\text{vec}} |000\rangle_{\text{anc}} + |1\rangle_{\text{vec}} |111\rangle_{\text{anc}}). \quad (44)$$

The three-qubit state can be generated straightforwardly by a projection.

With these states prepared, the data encoding can be accomplished by firstly sending the single photons through a polarizing beam splitter and splitting them into two spatial modes. Then the controlled unitary gates can be applied to these two spatial modes, respectively [243]. After recombining these two modes on a nonpolarizing beam splitter, the final state $(|0\rangle |v_{\text{new}}\rangle + |1\rangle |v_{\text{ref}}\rangle)/\sqrt{2}$ can be generated. With all the preparations, the classification scheme can be deployed on the optical platform. It turns out to achieve decent classification accuracy of the two-, four-, and eight-dimensional vectors that are encoded in the two-, three-, and four-qubit entanglement states. The misclassified cases partly come from “boundary conditions”, where the error is comparable to the distance $|D_A - D_B|$ and the performance of the distance evaluation which is affected by the fidelity of the entangled states [64].
More recently, a nearest centroid classifier has been experimentally demonstrated on an eleven-qubit trapped ion quantum computer [86], and the quantum device is now commercially available via IonQ’s cloud service. In this work, the authors proposed a quantum circuit to help estimate the Euclidean distance between two $d$-dimensional data points $x$ and $y$:

$$I_{xy} = \sqrt{\|x\|^2 + \|y\|^2 - 2\|x\|\|y\|c_{xy}},$$

where $c_{xy} = \langle x \mid y \rangle$ is the inner product of the two normalized vectors. In this protocol, the distance between $k$ centroids and $n$ $d$-dimensional data points will need a $d$-qubit quantum circuit with running time $O(kd + nd + k\log(d)/\epsilon)$. This framework is experimentally applied to the classification of a synthetic dataset and a PCA-processed MNIST handwritten digit dataset, thus providing beneficial benchmarks for future works.

C. Variational quantum classifiers

Variational quantum classifiers have drawn broad interest over recent years. However, due to the system size limitation of current quantum devices, most of the classifiers reviewed in the above sections are not readily feasible to be implemented with a large number of qubits in the laboratory at the current stage. To connect the theories with the experimental implementations, some proof-of-principle experiments have been carried out. In this subsection, we will introduce several experimental advances of the classifiers composed of variational quantum circuits [28, 51].

In the above sections, we have introduced the structures of hierarchical quantum classifiers including tree tensor networks and multi-scale entanglement renormalization ansatz [51]. In Ref. [51], a proof-of-principle experiment has been demonstrated to classify two classes of the Iris data, where a tree tensor network quantum classifier is deployed on the ibmqx4 quantum computer. The circuit is designed as shown in Fig. 10 and it is trained classically first and then deployed on the quantum device, which is finally able to implement the classification of the test data with 100\% accuracy.

In Ref. [28], a variational quantum classifier has been experimentally implemented on the superconducting platform to classify artificially generated data. To start with, the training data $x$ is encoded in a quantum state $|\Phi(x)\rangle$ by applying an operator $U_{\Phi(x)} = U_{\Phi(x)} H^\otimes n U_{\Phi(x)} H^\otimes n |0\rangle^\otimes n$ where the component $U_{\Phi(x)}$ can be expressed as [28]:

$$U_{\Phi(x)} = \exp \left( i \sum_{S \subseteq [n]} \phi_S(x) \prod_{i \in S} Z_i \right),$$

with $\phi(x) = x_i$ and $\phi(1,2) = (\pi - x_1)(\pi - x_2)$. Then to assign the training data into different classes, a random unitary $V \in SU(4)$ and the observable $f = Z_1 Z_2$ are chosen. The label of $x$ will be assigned to $+1$ if $\langle \Phi(x) \mid V f V \mid \Phi(x) \rangle \geq \Delta$ and to $-1$ if $\langle \Phi(x) \mid V f V \mid \Phi(x) \rangle \leq -\Delta$ with $\Delta$ being 0.3. After these data preparations, the short-depth variational circuit $W(\theta)$ designed as shown in Fig. 11 can be applied to the data states and takes the role of assigning the data to different categories. For the basic settings of the training process, the binary measurement $\{M_y\}$ in the $Z$-basis is performed on the state $W(\theta) U_{\Phi(x)} |0\rangle^\otimes n$ with success probabilities $p_y(x) = \langle \Phi(x) \mid W(\theta) M_y W(\theta) \mid \Phi(x) \rangle$. In the physical experiments, these probabilities can be evaluated by repeating the measurement and taking the empirical distribution $\hat{p}_y$. Then the data $x$ will be assigned to class $y$ if $\hat{p}_y(x) > \hat{p}_{-y}(x) - yb$, where the bias parameter $b \in [-1, 1]$ can also be optimized. During the training process, the cost function is defined as the error probability and it is optimized with Spall’s simultaneous perturbation stochastic approximation algorithm [244, 245]. After the training procedure, the parameters of the circuit are fixed and can be used for classifying some unseen data. With these settings, the experiments with error mitigation techniques and different circuit depths have been carried out, where a 100\% success rate can be achieved with the depth four circuit.

IV. CONCLUSION AND OUTLOOKS

Over the past two decades, the world has witnessed revolutionary development in both quantum computing and machine learning. As an appealing interdisciplinary application, the quantum classifiers have attracted a wide range of interest. The models of quantum classifiers have been developed from the quantum extensions of some classical classification algorithms. What is more, these quantum classifiers may have
the potential to exhibit advantages over their classical counterparts. In addition, there are other quantum classifiers that utilize the structures drawing inspiration from physical concepts, e.g., the tree tensor network classifiers, the multi-scale entanglement renormalization ansatz classifiers, and the multi-level quantum system classifiers. These explorations might be helpful to find models that are feasible to tackle certain classification problems with some inherent physical structures.

Yet, despite the rapid development, there are crucial challenges for quantum classifiers that stand in the way to future practical applications. First, for the quantum devices, the quantum random access memory is a key component for a number of algorithms to demonstrate the potential advantages, while it is still far from implementing QRAM with a desirable scale at the current stage. Second, since the noise in the quantum devices seems inevitable, increasing the fidelity of the quantum operations and developing better error correction techniques are of crucial importance. Third, for the variational quantum classifiers, there are already some works trying to measure their representation power [240, 246–255]. To find whether there is a separation between these models and their classical counterparts for potential future applications, further studies are highly desirable. In addition, the barren plateau phenomena and the vulnerability of quantum classifiers to adversarial attacks mentioned in this review also present the potential problems against the future applications, though there are already a variety of works trying to formalize and handle them. For the future development of this field, it is important to further develop quantum classification theories and models to find more potential applications. With the help of the softwares used for simulating these quantum models [256–269], it gets easier to quantify the performance of these models. Moreover, the size of the quantum platforms, such as the superconducting platforms and the ion trap systems, are expected to grow fast to meet the requirement of the theories of the various quantum classifiers. The combination of the advanced theories of quantum classifiers and the moderate-size quantum computers may demonstrate useful advantages in practical applications in the near future.

From the perspective of computational complexity, in Ref. [270] Bittel and Kliesch proved that the classical optimization problems for variational quantum algorithms are NP-hard, even for classically tractable systems which are composed of only logarithmically many qubits or free fermions. This work showed the intrinsic hardness for the classical optimization and the training landscape may have many local minima far from optimal, which presents a severe challenge for variational quantum classifiers. In addition, the quantum advantage in machine learning can also be viewed in terms of the number of times to access a quantum process $\mathcal{E}$ in the classical or quantum setting. In Ref. [271], Huang, Kueng and Preskill proved that for any input distribution, a classical machine learning model can achieve accurate predictions on average by accessing $\mathcal{E}$ with times comparable to the optimal quantum machine learning model. By comparison, an exponential quantum advantage is possible for achieving an accurate prediction on all inputs. For instance, predicting the expectations of all Pauli observables in an $n$-qubit system $\rho$ requires $O(n)$ copies of $\rho$ in a quantum machine learning model, exponentially less than $2^{\Omega(n)}$ copies in a classical one. Moreover, the sample complexity has also been investigated in Ref. [272, 273]. These works provide helpful insights for understanding quantum advantages in machine learning tasks.

Without a doubt, it is hard to say when the first quantum classifier will be commercially available. Harder even is to predict what special advantage the first commercial quantum classifier will bring us in real life. This emergent research direction is largely still in its infancy, with many important issues remaining barely explored. Yet, one thing is for sure: the combination of supervised learning and quantum physics is a win-win cooperation that has great potential to revolutionize many aspects of our modern world.
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