Kernel correlation filters based on feature fusion for visual tracking
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Abstract. This paper presents a CF-based method for robust visual tracking by multiple features fusion. HOG features and high-level CNN features are used to enhance tracking performance. First, different features are extracted from the target. Secondly, the extracted features are employed to learn the corresponding discriminant models, which are used to generate response maps respectively. Finally, an accurate response map can be obtained by fusing multiple response maps. In addition, we propose a model update strategy to reduce model drift under occlusion. The OTB benchmark is used to test the proposed method. Experimental results show that the proposed method can significantly improve tracking performance in complex situations especially in occlusion and fast motion. In addition, compared with several state-of-the-art methods, the proposed method shows competitive accuracy rate and success rate.

1. Introduction

Object tracking is one of the most popular research topics in the field of computer vision, and has been widely used in many fields. Accurate and robust target tracking is still very challenging due to the effects of illumination variations, background clutter, and occlusion, etc. Discriminative Correlation Filter (DCF) based algorithms have been successfully applied to visual tracking recently. These trackers can learn a correlation filter from a set of training samples and achieve a good balance between tracking accuracy and speed.

KCF [1] is the pioneering work in CF based trackers. KCF learn a correlation filter from a set of training samples as a linear template to distinguish between the target and the surrounding environment. However, KCF still has some issues that need to be addressed. On the one hand, KCF uses single hand-crafted feature, namely the HOG feature, to represent the target. The HOG feature has strong invariance to geometric changes and illumination variation, and is sensitive to fast motion and occlusion. On the other hand, the learning of CF model strongly depends on the tracking results of the previous frame. When the tracking result of a previous frame is inaccurate, model will drift.

In this paper, we propose a CF tracker based on feature fusion to overcome the shortcomings of KCF in occlusion and fast motion situations. As we all know, CNN features have strong discriminative ability, especially in catching semantic information. In this paper, HOG features are used to obtain accurate appearance information, at the same time, high-level CNN features are used to obtain rich semantic information. We use the internal structure of each feature to solve two independent ridge regression problems. First, the target appearance models are established by extracting HOG features and CNN features of candidate regions, respectively. Then, based on the ridge regression, the response maps of each model are obtained by using the polynomial kernel
function to solve the similarity between candidate regions and the target. Finally, the target position is predicted by the linear fusion of the two response maps. Additionally, a model updating strategy is proposed to reduce model drift in occlusion. Experimental results on OTB benchmark show that the proposed method performs better than KCF in terms of accuracy and robustness. The performance of the proposed tracker is significantly improved in complex situations especially in occlusion and fast motion.

2. Related work

2.1. Visual tracking

Visual tracking can be divided into two types: Generative Model [2] and Discriminative Model [3]. The generative model usually looks for the candidate that is most similar to the template as tracking result. Kwon et al. [2] decomposed the appearance model and motion model of the target into several sub-appearance models and sub-motion models, and correlated them to obtain sub-trackers, which can cope with various appearance and motion changes of the target. The discriminant model trains a classifier to distinguish the target from the background, and chooses the candidate sample with the highest confidence as the prediction result. Avdian [4] proposes a support vector tracking algorithm (SVT), which combines SVM [5] with optical flow-based tracking method, uses SVM for detection, and uses optical flow for tracking. In recent years, discriminant method has become the mainstream method in the field of visual tracking and shows promising results on the benchmark, such as OTB.

2.2. Correlation filter-based tracking

Recently, tracking based on CF has attracted considerable attention and achieved significant progress. CF based trackers learn a correlation filter from a set of training samples, and train a linear template to distinguish between the target and the surrounding environment. The pioneering work of CF based trackers is MOSSE [6], which can learn correlation filters in the frequency domain using a small number of samples. With the introduction of non-linear kernel, scale estimation, maximum edge classifier, spatial regularization and so on, trackers based on correlation filters significantly improve tracking performance. For example, the concepts of circulant matrices and kernel are introduced in CSK [7]. Heriques et al. propose a kernel correlation filter (KCF) [1] by extending CSK. SRDCF [8] adds a spatial regularization function to punish filter coefficients outside the target area, mainly solving the boundary effect brought by circulant matrices. BACF [9] can extract a larger search field to obtain negative samples, which effectively improves the ability of tracker identification. CRSRCF [10] performs Temporal CRSR in temporal domain, and proposes to combine the regularization weight with correlation filters in temporal domain.

3. Proposed method

HOG is a general feature adopted by many CF based methods. However, HOG features are sensitive to occlusion and large deformation. CNN features are powerful in image representations, have rich semantic information, and are not sensitive to deformation. In this paper, we propose a CF based framework that combines hand-crafted appearance features with CNN semantic features to achieve robust target tracking and achieve excellent performance.

3.1. Feature fusion

Feature expression is of great importance to target tracking. Choosing appropriate robust features can greatly improve the tracking performance. KCF uses a single hand-crafted feature, namely HOG feature for visual tracking. However, HOG features can’t effectively deal with complex tracking scenes such as occlusion or fast motion. In recent years, with the development of deep learning, CNN features have been widely used in the field of image representation due to their powerful feature expression capabilities. The high layer of CNN can capture semantic information more effectively. Semantic information can be used to deal with large appearance changes and can make up for the
shortcomings of HOG in handling occlusion or fast motion. In this paper, ImageNet-VGG-Net [11] is used to extract convolution features. As illustrated in Figure 1, we can see the input image, the CNN features of the second layer, the third layer, the fourth layer, and the fifth layer. Cov-5 layer can capture more semantic information. In this paper, HOG features and cov-5 layer features are combined to improve tracking performance.
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\[
\text{Figure 1. Visualization of five layers features of CNN.}
\]

HOG features and the features of cov-5 layer are used to generate discriminative models \( Z^{\text{hog}} \) and \( Z^{\text{cnn}} \) respectively, which can be used to get CNN and HOG response maps. Then the two response maps \( r^{\text{hog}} \) and \( r^{\text{cnn}} \) are fused to predict the target. The fusion strategy is defined as follows:

\[
r = \beta \cdot r^{\text{hog}} + (1 - \beta) \cdot r^{\text{cnn}}
\]

Where \( \beta \) is a weighted coefficient, \( \beta \in [0,1] \), and in this paper, \( \beta = 0.3 \). After obtaining the final response, the target position is determined according to the maximum response.

\[
\begin{align*}
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\[
\text{Figure 3. APCE value of partial video sequences under occlusion.}
\]

\[
\text{Figure 4. The precision and success plots on OTB benchmark.}
\]

Table 1. Precision rate (PR) and success rate (SR) between the proposed tracker and the state-of-the-art trackers. The best and second best results are in red and green colors, respectively.

| Tracker | Precision rate | Success rate |
|---------|---------------|--------------|
| CT      | 0.406         | 0.306        |
| DFT     | 0.496         | 0.389        |
| CSK     | 0.545         | 0.398        |
| TLD     | 0.608         | 0.437        |
| Struck  | 0.656         | 0.474        |
| DSST    | 0.728         | 0.541        |
| KCF     | 0.728         | 0.509        |
| OURS    | 0.773         | 0.559        |
3.2. Update strategy
In the case of occlusion, not only because of the limitation of single hand-craft feature, but also because of the insufficiency of its update strategy, the accuracy of KCF will decrease. KCF updates every frame even in occlusion, so that the wrong features will be learned and the model will drift.

To solve this problem, the reliability of the tracking results needs to be considered when updating the model in the occlusion situation. To determine whether the tracker is experiencing occlusion, we visualize the response map. As shown in Figure 2, when the target encounters occlusion, the response fluctuates sharply and is disturbed by multiple peaks. In this paper, the average peak correlation energy (APCE) is used to measure the variability of the response map. The average peak correlation energy is defined as follows:

$$APCE = \frac{|S_{\text{max}} - S_{\text{min}}|^2}{\text{mean} \left( \sum (S_{i,j} - S_{\text{mean}})^2 \right)}$$  \hspace{1cm} (2)

Where $S_{\text{max}}$ and $S_{\text{min}}$ denote the maximum, minimum of the response. $S_{i,j}$ denotes the $i$th row $j$th column element of the response. As shown in Figure 3, when the target is not occluded, the response fluctuates slightly and APCE will be at a high value; when the target is partially occluded, the response will fluctuate and APCE will decrease; when the target is completely occluded, the response will fluctuate significantly and APCE will be at a low value. Thus, the average peak correlation energy can be used to reflect the fluctuation level of response, thereby adjusting the model update strategy.

4. Experiments
The experimental platform is MATLAB R2017b. The proposed tracker is tested on an Intel I7-4790K, 4.00 GHz CPU with 32 GB RAM desktop computer.

4.1. Datasets and evaluation metrics
The proposed method is evaluated by the standard benchmark datasets OTB [12], which contains several test sequences with ground truth. These test sequences cover 11 attributes. OPE (One-Pass...
Evaluation) is used to evaluate the proposed algorithm. Meanwhile, the precision and success plots are obtained to evaluate the accuracy and success rate of the proposed tracker.

4.2. Results
The proposed tracker is compared with the state-of-the-art trackers including the baseline KCF [1], CT[13], CSK[7], DFT[14], TLD[15], Struck[3] and DSST[16] on OTB benchmark.

4.2.1. Quantitative results.
Figure 4 shows the comparison results of between the proposed tracker and the state-of-the-art trackers. Experimental results show that the proposed tracker shows competitive accuracy and success rates. The precision and success scores are summarized in Table 1 for a more intuitive comparison. The best and second best results are in red and green colors, respectively. Compared with KCF, the precision and success rates of the proposed tracker are improved by 4.5% and 5.0% respectively. It can be seen that the proposed tracker has strong robustness and can improve the performance of tracking.

In addition, the performance of the proposed tracker is compared with the state-of-the-art trackers in complex scenarios. The experimental results of six challenging attributes are shown in Figure 5 and Figure 6, including DEF, OPR, OCC, FM, BC and MB. Compared with KCF, the performance of the proposed tracker is significantly improved in various scenarios such as occlusion, fast motion, etc. For example, in the case of fast motion, the proposed tracker has a significant gain of 9.3% in precision rate and 6.6% in success rate. The experimental results verify the effectiveness of the proposed algorithm in a variety of challenging scenarios, and also verify that the proposed algorithm has excellent accuracy and robustness.

4.2.2. Qualitative results.
To qualitatively evaluate the proposed tracker, the tracking results of certain frames of three test sequences are shown in Figure 7, including jogging, motorRolling and jumping. As can be seen from Figure 7, in several challenging scenarios, the proposed tracker has better accuracy and robustness, while some other trackers will drift. For example, in jogging, in the case of occlusion, KCF drifts. Because that HOG is sensitive to occlusion. Besides, the tracking strategy of KCF makes the tracker learn the wrong features all the time and lead to error accumulation. In motorRolling, the prediction result of KCF gradually deviate from the real target because of the fast motion. The proposed tracker significantly improves the ability of the tracker to distinguish between the target foreground and the semantic background by fusing deep semantic features and HOG features. In a word, semantic
information is of great significance for classification. By using the strategy of fusing CNN features and HOG features, the proposed tracker obtain a stronger ability of target feature expression, which can improve the robustness and accuracy of tracking.

5. Conclusion
In this paper, a CF based method for visual tracking by feature fusion is proposed. HOG appearance feature and high-level CNN features are fused to improve tracking performance in complex situations especially in fast motion and occlusion. In addition, we propose an update strategy based on APCE to alleviate the tracking drift problem. To verify the effectiveness of the proposed method, we compared it with some state-of-the-art methods on OTB benchmark. Experimental results show that the accuracy and robustness of the proposed method are significantly improved compared to the baseline KCF. The proposed method shows excellent performance in complex situations especially in occlusion and fast motion.
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