Underwater Image Enhancement Using Successive Color Correction and Superpixel Dark Channel Prior
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Abstract: Underwater images generally suffer from quality degradations, such as low contrast, color cast, blurring, and hazy effect due to light absorption and scattering in the water medium. In applying these images to various vision tasks, single image-based underwater image enhancement has been challenging. Thus, numerous efforts have been made in the field of underwater image restoration. In this paper, we propose a successive color correction method with a minimal reddish artifact and a superpixel-based restoration using a color-balanced underwater image. The proposed successive color correction method comprises an effective underwater white balance based on the standard deviation ratio, followed by a new image normalization. The corrected image based on this color balance algorithm barely produces a reddish artifact. The superpixel-based dark channel prior is exploited to enhance the color-corrected underwater image. We introduce an image-adaptive weight factor using the mean of backscatter lights to estimate the transmission map. We perform intensive experiments for various underwater images and compare the performance of the proposed method with those of 10 state-of-the-art underwater image-enhancement methods. The simulation results show that the proposed enhancement scheme outperforms the existing approaches in terms of both subjective and objective quality.
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1. Introduction

Light is attenuated due to the complicated underwater environment and lighting conditions when it propagates through water. Therefore, images captured under water have a reduced contrast and hazy effect. Two major factors lead to the degradation of underwater images. The first factor is that reflected light from the underwater object is absorbed and scattered by particles suspended in water, which lowers the image contrast and produces a hazy effect in the underwater image. The second factor is the attenuation of light, which depends on the optical wavelength, dissolved organic compounds and water salinity, which causes various color casts. Because red light has a longer wavelength, most underwater images look bluish or greenish. Low-quality underwater images may cause failures in computer vision applications such as inspection, environmental sensing, object detection, and object recognition. In the underwater environment, color correction is a difficult task because the distortion of color occurs asymmetrically depending on the wavelength of light. Therefore, enhancing underwater images is a challenging and important task [1–3].

The underwater image-enhancement methods can be classified roughly into two categories, model-free methods and model-based methods. Model-free underwater image-enhancement algorithms attempt to improve the contrast and color of images without using an underwater imaging model. These methods employ a wide range of image-processing techniques typically applied...
to natural images. Model-based underwater image-enhancement methods are based on a degradation model that analyses the underwater imaging mechanism and the basic physics of light propagation. A wide range of underwater image restoration algorithms use color correction and a specially designed enhancement method simultaneously or sequentially, because of the inherent color attenuation of underwater images.

Model-free underwater image-enhancement algorithms aim at improving the contrast and color of images without any underwater imaging model. These methods use various image processing techniques applied to natural images, and include histogram stretching [4–6], Retinex [7,8], color correction [7,9,10], and fusion-based [10,11] algorithms. Iqbal et al. [4] proposed an underwater image-enhancement method using an integrated color model. Their algorithm was based on a series of stretching, such as contrast stretching in RGB space, and saturation and brightness stretching in the HSI space. Hitam et al. [5] adjusted contrast limited adaptive histogram equalization (CLAHE) and built mixed CLAHE to improve the visibility of underwater images. CLAHE was applied to the RGB and HSV color models to generate two images. This method achieved improved visual quality of underwater images by enhancing contrast and reducing noise and artifacts. Ghani and Isa [6] applied the histogram modification technique to the two main color models (RGB and HSV) to enhance underwater images. Their method enhanced the image contrast, reduced the blue-green effect, and minimized under- and over-enhanced areas in the output image. Fu et al. [7] introduced the Retinex framework to enhance underwater images. They separated direct light from reflected light in CIE-Lab color space. Different strategies were used to highlight the separated light components to enhance the contrast of underwater images. Zhang et al. [8] extended the Retinex-based framework for underwater image enhancement. The brightness and color components were filtered using a bilateral filter and a trilateral filter to remove luminance in the Lab color model and suppress the halo artifacts. A statistical method [7,9] based on the mean and standard deviation values in RGB channels was used to generate color-corrected underwater images. Ancuti et al. [10] presented an improved underwater white balance (UWB) technique under the premise that red channel attenuation was the fastest. After removing the color cast, a fusion-based algorithm was applied to enhance the underwater images.

Model-based underwater image-enhancement methods are based on a degradation model that analyzes the underwater imaging mechanism and the basic physics of light propagation. On the basis of these properties, several model-based approaches have been proposed for underwater image restoration. In particular, prior-based methods including dark channel prior (DCP) [12], underwater dark channel prior (UDCP) [13,14], red channel prior (RCP) [15,16], histogram distribution prior (HDP) [17], and blurriness prior (BP) [18], have received extensive attention. Using these priors, the backscatter light and transmission map can be estimated and then applied to underwater image restoration. DCP is a widely used prior to image dehazing. Due to the similarity between a hazy image and an underwater image, the DCP-based haze removal method is widely applied to underwater image restoration. However, the enhanced images show limited improvement because red light attenuates much faster than green and blue light when propagating in water. The red channel of most underwater images has a small value, and thus, dominates the calculation of a dark image. To eliminate the influence of the red channel, Drews et al. proposed UDCP [13], which only considers green and blue channels to produce DCP. Although UDCP can obtain a more accurate transmission map than DCP, the restored images are still not satisfactory. Li et al. presented a blue-green channel dehazing algorithm and a red channel correction algorithm [15] for underwater image enhancement. In this method, blue-green channels are first recovered based on the extended DCP, and then the red channel is corrected following gray-world assumption (GWA) [19]. However, because this algorithm uses GWA, the restored image can have a reddish artifact. Galdran et al. proposed an automatic red channel image restoration based on RCP [16], which extracts a dark channel from the reversed red channel and blue-green channels. However, the colors of some restored images are visually incorrect and unreal. A systematic underwater image-enhancement method [17] using image dehazing and contrast enhancement was introduced. This algorithm used the underwater image dehazing...
method based on the minimum information loss principle, and a contrast enhancement algorithm
was proposed based on HDP. However, this method sometimes results in over-enhanced images.
Peng et al. proposed an underwater image restoration method [18] based on image blurriness and
light absorption for estimating a more accurate background light and the underwater scene depth.
This method produces few reddish artifacts, but has the disadvantage that the color veil caused by the
underwater environment cannot be completely removed.

Recently, machine learning-based underwater image-enhancement approaches, which include a
data-and-prior-aggregated transmission network (DPATN) [20], an underwater convolutional neural
network [21], and an underwater residual convolutional neural network [22], have gained popularity.
However, the considerable training data required is difficult to achieve in deep-sea environments.
To address the difficulty in the development of machine learning-based underwater image enhancement,
an underwater image-enhancement benchmark dataset (UIEBD) was constructed [23]. To overcome the
lack of datasets for a convolutional neural network, generative adversarial networks (GANs) were used
to generate realistic underwater images. WaterGAN [24] and underwater-GAN [25] were proposed to
enhance underwater images in an unsupervised pipeline.

A wide range of underwater image restoration algorithms use color correction and a specially
designed enhancement method simultaneously or sequentially, because of the inherent color attenuation
of underwater images. However, these approaches frequently produce reddish artifacts in the improved
underwater image. This paper aims to introduce a new color correction method with minimal reddish
artifacts and to improve underwater images by applying a superpixel-based haze removal scheme.
The proposed underwater color balance method comprises two steps. In the first step, the standard
deviation ratio is used to improve the conventional underwater white balance method (UWB) [10].
In the second step, a modified image normalization algorithm is proposed based on the previously
corrected color channels. The proposed successive color correction method barely generates a reddish
artifact in color-corrected underwater images. After color correction, a superpixel-based DCP is
adopted to restore the underwater image. This process employs a simple weight determination method
for a transmission map using the average of backscatter lights for three channels. The proposed method
generates reasonable enhancement results in a wide variety of underwater images.

The remainder of this paper is organized as follows. The proposed successive color correction
algorithm is presented in Section 2. Image-enhancement method using superpixel DCP is introduced
in Section 3. Section 4 presents the experimental results obtained using the proposed approach.
Subsequently, Section 5 presents the discussion, and finally, the paper is concluded in Section 6.

2. Proposed Successive Color Correction

2.1. Improvement of Underwater White Balance

Ancuti et al. proposed a UWB method [10] to correct the color cast of the red channel. When the
blue channel was strongly attenuated, they selectively applied their method to it. Let \( F \) \((c \in \{r, g, b\})\)
be the color channel of the given underwater image, and \( F(x) \) be the pixel value of \( F \) at the position
\( x = (x,y) \) within the image. Using UWB algorithm, the color compensation is achieved as follows.

\[
F'_{UW}(x) = F(x) + (m(F) - m(I_c))(1 - F(x))I_g(x),
\]

where \( F'_{UW}(x) \) is a color-corrected pixel, and \( m(F) \) is the mean of \( F \). In Equation (1), the term \( 1 - F(x) \)
is considered as a weakness measure of the color channel. The smaller the \( F(x) \), the greater is the pixel
value to be compensated. \( (m(F) - m(I_c))I_g(x) \) is considered as the compensation term based on the mean
difference. Because compensating for the color channel by only considering the difference in the mean
is insufficient, \( F'_{UW}(x) \) is conceded as an initial estimate made for underwater image enhancement in the
UWB method [10]. Therefore, the conventional GWA [19] is used to finally compensate the color cast as follows.

\[
F_M^c(x) = \frac{m(I_g)}{m(I_U)} F_U^c(x),
\]

where \(F_M(x)\) is the final balanced underwater image based on UWB method [10].

Figure 1 presents the color correction results obtained using UWB for greenish and bluish underwater images. As shown in Figure 1a,c, the standard deviation of the red channel of the corrected image is approximately doubled (from 0.109 to 0.214), resulting in a reddish balanced image. This negative result is due to the use of GWA. The UWB method generates a fairly well balanced image as shown in Figure 1f. However, the bottom region of the image shows a slight reddish artifact. Almost all underwater images have the condition \(m(I_g) > m(I_U)\). Based on Equation (2), the standard deviation of \(F_M^c\) is calculated as \(\sigma(F_M^c) = [m(I_g)/m(I_U)]\sigma(F_U^c)\), where \(\sigma(\cdot)\) is the standard deviation. This value is affected by GWA, which can lead to an excessive red channel. Thus, the GWA-based methods, such as the Shades-of-Grey method [26], and Grey-Edge hypothesis [27], as well as the classical GWA [19], tend to enlarge the red component as the red channel becomes weaker. For this reason, the GWA-based underwater image-enhancement schemes frequently cause reddish enhanced images.

![Figure 1](image_url)

**Figure 1.** Color correction results using UWB. (a) Greenish underwater image. (b) Corrected greenish images before GWA \(I_{UJ}\). (c) Corrected greenish images after GWA \(I_{M}\). (d) Bluish underwater image. (e) Corrected bluish images before GWA \(I_{UJ}\). (f) Corrected bluish images after GWA \(I_{M}\). In this Figure, SD means standard deviation.

The UWB method [10] does not consider the shape of the histogram of the color channel. Although color channels have the same mean, their standard deviation can be different. Therefore, compensating for the color channel by only considering the difference in the mean is insufficient. In this paper, we present an improved UWB method using the standard deviation ratio of color channels. Let \(F_M^c(x)\) be the color-corrected pixel based on the proposed method, which is obtained by

\[
F_M^c(x) = F^c(x) + \frac{\sigma(I_g)}{\sigma(I_U)} (m(I_g) - m(I_U)) (1 - F^c(x)) I_g(x).
\]

In almost all underwater images, \(\sigma(I_g) > \sigma(I_U)\), and therefore, the pixel values of the red (or blue) channel are sufficiently increased by Equation (3).
Figure 2 shows the color-adjusted image after initial correction for a sample underwater image. Using the UWB method [10], the mean of the red channel is increased from 0.061 to 0.258 and the standard deviation of the red channel is changed from 0.051 to 0.110. Both the mean and standard deviation are not sufficiently enlarged. Therefore, the UWB algorithm essentially requires the GWA process, which frequently causes a reddish artifact. On the other hand, the proposed method can sufficiently increase the mean and standard deviation of the weak red channel. However, there is still a color cast as shown in Figure 2. To solve this problem, in the next step, we use a simple adaptive image normalization method based on the mean and standard deviation of $I_M$.

![Color adjusted image after initial correction. (a) Underwater image I. (b) Image after initial correction by UWB. (c) Image after initial correction by proposed method.](image)

### 2.2. Adaptive Image Normalization

Image normalization is a typical process in image processing that changes the range of pixel intensity values. The normalization of an image is obtained by

$$I_c^N(x) = \frac{F(x) - I_c^\text{min}}{I_c^\text{max} - I_c^\text{min}},$$

where $F_N(x)$ is the normalized pixel value, and $F^\text{max}$ and $F^\text{min}$ are the maximum and minimum values of the color channel, respectively. Fu et al. [7] proposed the maximum and minimum color deviations in each color channel to obtain $F^\text{max}$ and $F^\text{min}$. The maximum deviation of the color channel $c$, $F_c^\text{max}$ is defined as

$$F_c^\text{max} = m(F) + \eta \sigma(F),$$

where $\eta$ is a parameter that tempers the saturation of the result. Similarly, the minimum deviation of the color channel $c$, $F_c^\text{min}$ is calculated as

$$F_c^\text{min} = m(F) - \eta \sigma(F).$$

Fu et al. [7] assigned a heuristic value to the saturation parameter $\eta$ and set it to 3 for each color channel. Using (5) and (6), the color-compensated pixel of the underwater image is obtained by

$$I_c^N(x) = \frac{F(x) - m(F) + \eta \sigma(F)}{2\eta \sigma(F)}.$$

The image normalization method based on Equation (7) is simple and known as an effective color correction algorithm [7,8]. However, it attempts to make the mean 0.5 and standard deviation $1/2\eta$ (0.167 when $\eta$ is set to 3). This may cause a negative effect in improving the color cast when the mean value of the color channel is considerably small or large. The corrected image may have an unnatural effect, such as a clipped histogram or a reddish artifact.

In this paper, we propose an adaptive image normalization algorithm that introduces a channel-dependent parameter, so that the standard deviation is not fixed at $1/2\eta$. From the primary
corrected color channel $I_{\text{M}}$ based on Equation (3), we perform color correction once more using the proposed image normalization method. Let $I_{\text{P}}$ be the final balanced underwater image based on the proposed method, it is obtained as

$$I_{\text{P}}(x) = \frac{F_{\text{c}}(x) - m(F_{\text{c}}) + \kappa^c \sigma(F_{\text{c}})}{2\kappa^c \sigma(F_{\text{c}})},$$

where $\kappa^c$ is the channel-dependent parameter. In equation (8), $\kappa^c$ is defined as

$$\kappa^c = \eta \frac{\sigma_{\text{max}}(F_{\text{c}})}{\sigma(F_{\text{c}})},$$

where $\sigma_{\text{max}}(F_{\text{M}})$ is the maximum standard deviation of $\sigma(F_{\text{M}})$. From (8) and (9), the standard deviation of $I_{\text{P}}$ decreases as $\kappa^c$ increases. That is, the standard deviation of $I_{\text{P}}$ can be controlled by $\kappa^c$ so that the standard deviation of the weak channel does not become excessively large. Finally, the mean $I_{\text{P}}$ is made equal to that of the green channel $m(F)$ as in the normal white balance method. Figure 3 presents the color correction results obtained for the proposed algorithm. As shown in Figure 3, the final enhanced underwater images obtained using the proposed method have no reddish artifact.

![Figure 3](image)

**Figure 3.** Color correction result. (a) Underwater image $I$. (b) Image $I_{\text{M}}$ after initial correction by proposed method. (c) Image $I_{\text{P}}$ after final correction by proposed method.

3. Underwater Image Enhancement Using Superpixel Dark Channel Prior

3.1. Transmission Map Estimation

The color-corrected underwater image obtained using the proposed method can be enhanced using the well-known haze removal frameworks without any deformation. In this paper, we present a superpixel-based DCP algorithm with adaptive weight for the medium transmission. The color corrected underwater image $I_{\text{P}}$ can be applied to the following mathematical model [28],

$$I_{\text{P}}(x) = f^c(x)t(x) + A^c(1 - t(x)),$$

where $\sigma_{\text{max}}(F_{\text{M}})$ is the maximum standard deviation of $\sigma(F_{\text{M}})$. From (8) and (9), the standard deviation of $I_{\text{P}}$ decreases as $\kappa^c$ increases. That is, the standard deviation of $I_{\text{P}}$ can be controlled by $\kappa^c$ so that the standard deviation of the weak channel does not become excessively large. Finally, the mean $I_{\text{P}}$ is made equal to that of the green channel $m(F)$ as in the normal white balance method. Figure 3 presents the color correction results obtained for the proposed algorithm. As shown in Figure 3, the final enhanced underwater images obtained using the proposed method have no reddish artifact.
where \( J(x) \) is the clean image, \( A^c \) is the backscatter light, and \( t(x) \) is the medium transmission describing the portion of light that is not scattered. DCP [12] is frequently used to estimate \( A^c \) and \( t(x) \). This prior is based on the assumption that the pixel value of at least one color channel in a given small area is close to zero. This assumption is expressed as follows.

\[
J_{\text{dark}}(x) = \min_{y \in \Omega(x)} \left( \min_c J_c(y) \right) \approx 0, \tag{11}
\]

where \( J_{\text{dark}}(x) \) is a dark image and \( \Omega(x) \) is a local patch. However, \( J_{\text{dark}}(x) \) is not always zero, and transmission is not constant in a local patch. These facts produce an annoying artifact in the enhanced image. Therefore, a range of post-processing methods [29–31] are followed by a transmission estimation. Superpixel-based approaches [32,33] are an alternative for reducing a negative artifact when applying DCP to the images.

In this paper, we divide the color-corrected underwater image \( I_p \) into superpixels and estimate the backscatter light and transmission map for the superpixel image. \( I_p \) is decomposed into \( N \) superpixels using a simple linear iterative clustering (SLIC) [34] algorithm. Let \( S_i \) be the \( i \)-th superpixel. According to DCP, the dark image of the superpixel-segmented image is obtained as follows.

\[
I_{\text{dark}}^{\text{sp}}(i) = \min_{y \in S_i} \left( \min_c I_{\text{c}}^{\text{sp}}(y) \right), \tag{12}
\]

where \( I_{\text{dark}}^{\text{sp}}(i) \) is the dark pixel corresponding to the \( i \)-th superpixel. By using the dark image based on superpixel DCP, the transmission map is estimated as follows.

\[
t_{\text{sp}}(i) = 1 - \omega \frac{I_{\text{dark}}^{\text{sp}}(i)}{A_{\text{c}}^{\text{sp}}}, \tag{13}
\]

where \( t_{\text{sp}}(i) \) is the medium transmission obtained using superpixel DCP, \( A_{\text{c}}^{\text{sp}} \) is the backscatter light using \( I_{\text{dark}}^{\text{sp}}(i) \), and \( \omega \) is the weight. The parameter \( \omega \) is introduced to optionally maintain very little haze for distant objects [12], and it is generally set to 0.95. However, it is inappropriate to set the weight as a constant because the atmospheric condition for the acquired image may be different.

### 3.2. Adaptive Weight

In this paper, we propose an adaptive weight determination method for estimating the transmission map. It can be observed that a larger dark image indicates more haziness in the image. In addition, \( \omega \) should be larger if the haze is heavier, and vice versa. Because \( A_{\text{c}}^{\text{sp}} \) is commonly estimated using pixels with quite a large value in a dark image, a large \( A_{\text{c}}^{\text{sp}} \) is assumed to be roughly proportional to the amount of haze. Based on this assumption, the proposed weight \( \omega \) is determined from the average of the backscatter lights for three color channels as follows.

\[
\omega = \frac{1}{3} \left( A_{\text{r}}^{\text{sp}} + A_{\text{g}}^{\text{sp}} + A_{\text{b}}^{\text{sp}} \right). \tag{14}
\]

From \( t_{\text{sp}}(i) \) estimated using adaptive \( \omega \) and \( A_{\text{c}}^{\text{sp}} \), the underwater image is recovered as follows.

\[
J(x) = \frac{I_{\text{c}}^{\text{sp}}(x) - A_{\text{c}}^{\text{sp}}}{\max(t_{\text{sp}}(x), t_0)} + A_{\text{c}}^{\text{sp}}, \tag{15}
\]

where \( t_0 \) is a small constant that prevents the \( t_{\text{sp}}(i) \) value from becoming very small and is generally set to 0.1.
in Figure 4, the proposed adaptive weight selection method achieves better enhancement results (surrounded by red box) as compared to the case where \( \omega \) is set as 0.95.

![Figure 4](image_url)

**Figure 4.** Transmission map and enhanced image according to the proposed adaptive \( \omega \). (a) Transmission map and recovered image at (i) \( \omega = 0.55 \), (ii) \( \omega = 0.75 \), (iii) \( \omega = 0.95 \), (iv) \( \omega = 0.76 \) (proposed adaptive \( \omega \) marked in red rectangle). (b) Transmission map and recovered image at (i) \( \omega = 0.55 \), (ii) \( \omega = 0.75 \), (iii) \( \omega = 0.95 \), (iv) \( \omega = 0.81 \) (proposed adaptive \( \omega \) marked in red rectangle).

### 3.3. Summary of Proposed Method

Table 1 presents a summary of the proposed color correction and enhancement algorithm for an underwater image. The successive color correction is performed using Step (1), followed by Steps (2) and (3). The SLIC algorithm [34] is used to segment an image into superpixels in Step (4). By using a superpixel dark image based on Step (5), the backscatter light and adaptive weight are estimated in Steps (6) and (7), respectively. The transmission map is calculated in Step (8), and the recovered underwater image using the proposed method is obtained in Step (9).

| Table 1. Summary of the proposed method. |
|----------------------------------------|
| **Input:** underwater image I          |
| **Output:** enhanced image J           |
| (1) Perform first color correction using (3). Obtain \( I_M \). |
| (2) Perform second color correction using (8). Obtain \( I_P \). |
| (3) Make the mean of \( I_P \) equal to \( I^s \). |
| (4) Perform superpixel segmentation for \( I_P \). |
| (5) Generate superpixel dark image using (12). |
| (6) Estimate \( A_{sp} \). |
| (7) Obtain image adaptive weight using (14) |
| (8) Estimate transmission map using (13) |
| (9) Obtain enhanced underwater image using (15) |
4. Simulation Results

4.1. Underwater Color Correction Results

The performance of the proposed color correction method is compared with that of the existing methods, namely, GWA [19], Fu et al.’s image normalization [7] and Ancuti et al.’s UWB [10] methods. To verify the effectiveness of the proposed method, we test it on three types of underwater images, such as normal, greenish, and bluish images.

Figure 5 shows the color correction results obtained for normal underwater images with a moderately weak red channel. As shown in Figure 5, all methods exhibit the same color correction performance, indicating that all comparison methods show good color correction performance in an underwater image with a moderately weak red channel. In conclusion, color correction is not a difficult task for a normal underwater image with a moderately weak red channel.

Figure 6 presents the color correction results obtained for greenish underwater images. As presented in Figure 6, the compensated images based on GWA and Fu et al.’s methods exhibit an over-enhanced red color. UWB achieves decent results, however, the enhanced images are still reddish. On the other hand, the corrected image using the proposed method hardly turns reddish and exhibits better results than the other three color correction methods.

The color correction results obtained for bluish underwater images are illustrated in Figure 7. As shown in the examples in Figure 7, GWA and Fu et al.’s methods fail to correct the color cast in some images. UWB performs color correction well, however, the proposed method produces better results. In contrast, our method can produce a color-balanced image with little reddish artifact. When the three figures are put together, the proposed algorithm shows the best results for color correction of various underwater images because most underwater images have a significantly decayed red channel.

Figure 5. Color correction results obtained for normal underwater images with a moderately weak red channel. (a) Underwater image. (b) GWA [19]. (c) Fu et al.’s method [7]. (d) UWB [10]. (e) Proposed method.
4.2. Image Enhancement Results

To verify the effectiveness of the proposed underwater image-enhancement method, we tested it on various underwater images in UIEBD [22], which comprise 890 underwater images. The performance of our approach is compared with those of 10 state-of-the-art methods, namely, DCP [12], UDCP [13], UWB-based fusion algorithm (UWBF) [10], BP [18], underwater color restoration based on haze-lines (HL) [35], natural-scene gradient distribution prior (GDP) [36], HDP [17], RCP [16], DPATN [20], and underwater light scattering model (ULSM) [37]. The code for the proposed underwater enhancement algorithm is available at [38]. In the simulation, we performed both qualitative and quantitative comparisons. For quantitative comparison, we used the non-reference underwater image quality measure (UIQM) [39], which is frequently used in the underwater image-enhancement field.
UIQM comprises three underwater image attribute measures: image colorfulness, image sharpness, and image contrast. A higher UIQM score is considered to yield a higher visual quality.

Figure 8 presents the restoration results for various images with a weak underwater veil. UWBF [10], HL [35], GDP [36], HDP [17], RCP [17], and DPATN [20] recover the underwater images well, while HL [35] shows a reddish artifact on some test images (W5, W7, and W8). DCP [12], UDCP [13], BP [18], and ULSM [37] do not sufficiently restore the underwater image. In comparison, the proposed approach effectively recovers the image details and removes underwater veils. Furthermore, the proposed method does not produce reddish artifacts.

Table 2 lists the UIQM scores for 10 of the restored normal underwater images shown in Figure 8. As shown in Table 2, most methods except for BP [18] achieve good enhancement performance in terms of the UIQM score. In particular, UWBF [10], GDP [36], HDP [17], RCP [16], and ULSM [37] generate acceptable visual quality as well as UIQM score. This is because the test images have weak underwater veils with little color cast.

Figure 9 shows a qualitative comparison of the proposed results with those of the 10 state-of-the-art underwater image-enhancement algorithms for greenish underwater images. DCP [12], UDCP [13], BP [18], GDP [36], and ULSMS [37] do not exhibit good restoration performance. These algorithms do not sufficiently remove the green veil from the greenish underwater images. The fusion-based approach UWBF [10] effectively removes green veil and enhances the details of the scenes and objects. HL [35] and HDP [17] restore the image details appropriately, however, they tend to overestimate the
details of the image and often produce a reddish artifact in restoring the greenish objects. RCP [16] does not sufficiently restores the underwater images. DPATN [20] exhibits a good restoration performance, but produces a color shift and reddish artifact in some images. On the other hand, the proposed method completely removes the greenish veil from the underwater image, restores the image details, and does not produce any reddish artifact.

Table 2. UIQM scores for the 10 normal underwater image samples shown in Figure 8. The highest score is highlighted in bold, and the second rank is highlighted in italic.

| Underwater Images | W1   | W2   | W3   | W4   | W5   | W6   | W7   | W8   | W9   | W10  | Ave  |
|-------------------|------|------|------|------|------|------|------|------|------|------|------|
| DCP [12]          | 0.471| 0.417| 0.783| 0.688| 0.676| 0.796| 0.784| 0.825| 0.605| 0.591| 0.664|
| UDCP [13]         | 0.588| 0.454| 0.671| 0.673| 0.676| 0.632| 0.731| 0.742| 0.607| 0.595| 0.637|
| UWBF [10]         | 0.685| 0.478| 0.783| 0.732| 0.677| 0.773| 0.746| 0.818| 0.578| 0.635| 0.691|
| BP [18]           | 0.417| 0.405| 0.106| 0.343| 0.306| 0.117| 0.326| 0.301| 0.559| 0.528| 0.341|
| HL [35]           | 0.618| 0.461| 0.774| 0.785| 0.681| 0.842| 0.675| 0.721| 0.58  | 0.59  | 0.673|
| GDP [36]          | 0.491| 0.354| 0.707| 0.615| 0.603| 0.687| 0.655| 0.76  | 0.487 | 0.549 | 0.591|
| HDP [17]          | 0.569| 0.459| 0.761| 0.706| 0.731| 0.819| 0.729| 0.795 | 0.579 | 0.593 | 0.674|
| RCP [16]          | 0.518| 0.442| 0.705| 0.624| 0.616| 0.755| 0.687| 0.79  | 0.551 | 0.507 | 0.62 |
| DPATN [20]        | 0.546| 0.428| 0.783| 0.769| 0.731| 0.819| 0.738| 0.703 | 0.563 | 0.582 | 0.666|
| ULSM [37]         | 0.531| 0.451| 0.662| 0.483| 0.531| 0.678| 0.61  | 0.792 | 0.563 | 0.336 | 0.564|
| Proposed          | 0.653| 0.468| 0.468| 0.801| 0.695| 0.82  | 0.81  | 0.83  | 0.646 | 0.687 | 0.724|

Figure 9. Image restoration results obtained for greenish underwater images.
Table 3 lists the UIQM scores for the 10 greenish underwater images shown in Figure 9. As shown in Table 3, most underwater image-enhancement methods that do not sufficiently remove the greenish veil have low UIQM scores. The proposed method achieves the best UIQM score, followed by UWBF [10] and then HDP [17]. However, as seen in Figure 9, HDP [17] has a reddish artifact in some test images (G1, G2, G3, G9, and G10). Only the proposed algorithm and UWBF [10] have a relatively high UIQM score and satisfactory visual quality without a reddish artifact.

Table 3. UIQM scores for 10 greenish underwater image samples shown in Figure 9. The highest score is highlighted in bold, and the second rank is highlighted in italic.

| Underwater Images | G1 | G2 | G3 | G4 | G5 | G6 | G7 | G8 | G9 | G10 | Ave |
|-------------------|----|----|----|----|----|----|----|----|----|-----|-----|
| DCP [12]          | 0.376 | 0.42 | 0.644 | 0.752 | 0.72 | 0.236 | 0.413 | 0.459 | 0.476 | 0.366 | 0.486 |
| UDCP [13]         | 0.436 | 0.463 | 0.666 | 0.656 | 0.682 | 0.327 | 0.506 | 0.442 | 0.509 | 0.481 | 0.517 |
| UWBF [10]         | 0.493 | 0.498 | 0.789 | 0.766 | 0.841 | 0.396 | 0.537 | 0.623 | 0.5 | 0.44 | 0.588 |
| BP [18]           | 0.409 | 0.45 | 0.737 | 0.766 | 0.814 | 0.248 | 0.439 | 0.506 | 0.522 | 0.381 | 0.527 |
| HL [35]           | 0.404 | 0.48 | 0.696 | 0.688 | 0.703 | 0.381 | 0.491 | 0.533 | 0.547 | 0.489 | 0.541 |
| GDP [36]          | 0.334 | 0.42 | 0.72 | 0.709 | 0.784 | 0.261 | 0.413 | 0.48 | 0.449 | 0.354 | 0.492 |
| HDP [17]          | 0.479 | 0.497 | 0.714 | 0.796 | 0.745 | 0.365 | 0.544 | 0.548 | 0.616 | 0.543 | 0.585 |
| RCP [16]          | 0.477 | 0.441 | 0.789 | 0.763 | 0.848 | 0.373 | 0.516 | 0.573 | 0.541 | 0.458 | 0.578 |
| DPATN [20]        | 0.446 | 0.543 | 0.7 | 0.735 | 0.715 | 0.329 | 0.579 | 0.533 | 0.569 | 0.463 | 0.561 |
| ULASM [37]        | 0.283 | 0.363 | 0.692 | 0.744 | 0.781 | 0.2 | 0.367 | 0.514 | 0.437 | 0.277 | 0.468 |
| Proposed          | 0.509 | 0.55 | 0.787 | 0.863 | 0.849 | 0.412 | 0.593 | 0.625 | 0.513 | 0.502 | 0.62 |

For a broader performance comparison, we present the underwater image enhancement results for the 10 bluish images shown in Figure 10. The detailed comparisons are almost the same as those in Figure 9. Almost all algorithms except UWBF [10] and the proposed method suffer from removal of the bluish veil from the underwater images. HDP [17] and DPATN [20] produce serious reddish artifacts. The restoration results obtained using the proposed algorithm are competitive or superior to those of the other methods in terms of the blue-veil removal capability, detailed recovery, color shift, and uniform region recovery. In particular, the proposed method does not produce any reddish artifact for all test images.

The visual quality of underwater images with bluish veil is the most difficult to improve. Table 4 presents the UIQM scores for 10 bluish underwater image samples. As shown in Table 4, the average UIQM score appears lower than those of the normal and greenish underwater images shown in Tables 2 and 3, respectively. The two higher rankings are the same as those in Tables 2 and 3, in the order of the proposed method and UWBE [10]. In Table 4, HDP [17] and DPATN [20] are equally ranked third, with a UIQM score of 0.448. However, the enhanced underwater images using these two methods show a serious reddish artifact as indicated in Figure 10. In UWBE [10], the color correction algorithm can produce a reddish artifact as shown in Figures 6 and 7. However, this reddish artifact can be removed using a fusion approach. Among the 11 underwater image-enhancement methods, UWBE [10] and the proposed algorithm have acceptable image quality and a high UIQM score.
Figure 10. Image restoration results obtained for bluish underwater images.

Table 4. UIQM scores for 10 bluish underwater image samples shown in Figure 10. The highest score is highlighted in bold, and the second rank is highlighted in italic.

| Underwater Images | B1  | B2  | B3  | B4  | B5  | B6  | B7  | B8  | B9  | B10 | Ave  |
|-------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| DCP [12]          | 0.322 | 0.374 | 0.316 | 0.19 | 0.397 | 0.366 | 0.194 | 0.568 | 0.399 | 0.306 | 0.343 |
| UDCP [13]         | 0.311 | 0.357 | 0.377 | 0.248 | 0.453 | 0.424 | 0.241 | 0.513 | 0.461 | 0.391 | 0.38  |
| UWBF [10]         | 0.438 | 0.455 | 0.432 | 0.224 | 0.551 | 0.461 | 0.268 | 0.716 | 0.586 | 0.412 | 0.454 |
| BP [18]           | 0.36  | 0.41  | 0.325 | 0.22  | 0.418 | 0.38  | 0.209 | 0.657 | 0.402 | 0.318 | 0.37  |
| HL [35]           | 0.381 | 0.366 | 0.338 | 0.267 | 0.446 | 0.527 | 0.231 | 0.73  | 0.381 | 0.363 | 0.403 |
| GDP [36]          | 0.351 | 0.238 | 0.336 | 0.222 | 0.396 | 0.253 | 0.222 | 0.624 | 0.419 | 0.21  | 0.327 |
| HDP [17]          | 0.451 | 0.422 | 0.382 | 0.32  | 0.508 | 0.526 | 0.268 | 0.713 | 0.479 | 0.414 | 0.448 |
| RCP [16]          | 0.398 | 0.444 | 0.363 | 0.235 | 0.48  | 0.517 | 0.254 | 0.703 | 0.473 | 0.428 | 0.43  |
| DPATN [20]        | 0.413 | 0.462 | 0.43  | 0.338 | 0.532 | 0.457 | 0.288 | 0.686 | 0.523 | 0.349 | 0.448 |
| ULSM [37]         | 0.234 | 0.332 | 0.521 | 0.221 | 0.388 | 0.365 | 0.206 | 0.588 | 0.423 | 0.323 | 0.34  |
| Proposed          | 0.454 | 0.415 | 0.497 | 0.212 | 0.583 | 0.506 | 0.317 | 0.69  | 0.641 | 0.449 | 0.476 |

5. Discussion

In this paper, we calculate the average UIQM scores for all 890 test images in UIEBD [23]. Table 5 presents the average UIQM scores for the 11 underwater image-enhancement algorithms, including the proposed method. As shown in Table 5, our algorithm has the highest average UIQM score followed by UWBE [10]. HDP [17] and RCP [16] have relatively high average UIQM scores, however, they do not remove the underwater veil well as shown in Figures 9 and 10, and sometimes cause a reddish artifact.
Table 5. Average UIQM scores for 890 test underwater images in UIEBD [23]. The highest score is highlighted in bold, and the second rank is highlighted in italic.

| Methods     | Average UIQM Scores |
|-------------|---------------------|
| DCP [12]    | 0.536               |
| UDCP [13]   | 0.519               |
| UWBF [10]   | 0.632               |
| BP [18]     | 0.441               |
| HL [35]     | 0.579               |
| GDP [36]    | 0.519               |
| HDF [17]    | 0.623               |
| RCP [16]    | 0.619               |
| DPATN [20]  | 0.59                |
| ULSM [37]   | 0.531               |
| Proposed    | 0.65                |

The experimental results indicate that the greatest challenge is encountered in restoring the underwater images with a bluish veil, followed by enhancing images with a greenish veil. Furthermore, many underwater image-enhancement algorithms tend to be unable to fully recover the image with a very weak red channel, or they exaggerate the red channel to cause a reddish artifact. However, the proposed algorithm almost eliminated a reddish artifact using initial color correction based on the standard deviation ratio and the subsequent modified image normalization. Annoying artifacts of the conventional DCP were alleviated without post-processing by introducing the superpixel DCP. In addition, the proposed image-adaptive weight factor enabled more accurate transmission map estimation, resulting in improved underwater image restoration. In conclusion, the proposed method recovered the weak red channel without excess reddish artifact and achieved a good enhancement result.

6. Conclusions

In this paper, we presented an efficient underwater image-enhancement method using successive color correction and a superpixel-based dehazing algorithm. The proposed color correction algorithm used the standard deviation ratio as a weighting factor for modifying the existing underwater white balance algorithm. Furthermore, the image normalization was exploited to improve color correction performance. For the corrected underwater image, the superpixel-based dark channel prior was used to restore the underwater image. In this process, an image-adaptive weight factor using the mean of backscatter lights was introduced to estimate the transmission map. We evaluated our algorithm for various underwater images, including images with a greenish veil, bluish veil, and a moderately weak veil. The performance of the proposed method was compared with that of the existing underwater image-enhancement algorithms. The simulation results showed that the proposed enhancement scheme outperforms state-of-the-art approaches in terms of both subjective and objective quality. The future work is to develop a unified underwater enhancement scheme that simultaneously performs color correction and restoration.
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Acronyms

The following acronyms are used in this paper.

| Acronym | Description |
|---------|-------------|
| CLAHE   | Contrast Limited Adaptive Histogram Equalization |
| UWB     | Underwater White Balance |
| DCP     | Dark Channel Prior |
| UDCP    | Underwater Dark Channel Prior |
| RCP     | Red Channel Prior |
| HDP     | Histogram Distribution Prior |
| BP      | Blurriness Prior |
| GWA     | Gray World Assumption |
| DPATN   | Data and Prior Aggregated Transmission Network |
| UIEBD   | Underwater Image Enhancement Benchmark Dataset |
| GAN     | Generative Adversarial Network |
| SLIC    | Simple Linear Iterative Clustering |
| UWBF    | Underwater White Balance-based Fusion Algorithm |
| HL      | Haze Line |
| UIQM    | underwater image quality measure |
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