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Abstract. Data integrity validation is considered to be an important tool to solve the problem that cloud subscribers cannot accurately know whether there are non-subjective changes in the data they upload to cloud servers. In this paper, a data integrity verification model based on dynamic successor tree index structure, Bloom filter and Merkle tree is proposed. The block labels generated according to the features of the dynamic successor tree index structure can sense whether changes have been made to the user's data, while the Merkle tree can track the changed data blocks, enabling the user to effectively verify the integrity of the data stored in the cloud server and provide more effective protection for data.

1 Introduction

In recent years, researchers have proposed a variety of data integrity verification schemes based on different system and security models, mainly focusing on improving verification efficiency, reducing communication overhead, supporting blockless verification, dynamic verification and data retrievability. Although all the proposed PDP model can verify the integrity of cloud-stored data, there are still areas that can be improved in terms of security and verification efficiency. Literature [1, 2] solves this problem by using homomorphic key random mask technique, Literature [4] uses MHT to realize dynamic data operation for data integrity, Literature [3] improves MHT based on Literature [4] to realize the function of supporting fine-grained update data, and Literature [5] merges multiple copies of MHT into one MHT to improve efficiency. However, these models suffer from the security problem that CSS can falsify response evidence to spoof audits even when the data is incomplete. The literature [6] strengthens the auditing process with MHT-based coverage trees to avoid forgery attacks launched by semi-trustworthy CSS. However, the generation of data block labels in the literature requires power operations and the user-side signature is computationally intensive. In this paper, based on [6], we construct a more lightweight way of generating data block labels to reduce the computational overhead and improve the validation efficiency.
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2 Preliminaries

2.1 Dynamic successor tree index structure

The dynamic successor tree index structure [7] is a tree-based index structure whose index entries contain the following information.

1. Document ID: describes the document to which the index entry belongs.
2. Root: Participant at the root of a successor tree.
3. Leaf: a participant located in a leaf in a successor tree, indicating the succession of roots.
4. Leaf Information: A list of index information pointed to by leaf nodes.
5. Current Position Information SP: Information about the position in the document of the participant located at the index leaf node.
6. Related Position Information RP: Information about the subsequent positions of the clauses located in the index tree nodes in the document.

Fig. 1. Refined model of dynamic successor tree index structure.

Compared with the inverted file indexing model, the dynamic successor tree indexing structure has a slight advantage in creation efficiency and a significant advantage in retrieval efficiency, especially in large-scale text information retrieval.

2.2 Bloom filter

A Bloom filter is a probabilistic data structure which consists of a very long binary vector and a set of random mapping functions. The binary vector represents a set, which is used to determine whether an element belongs to the set or not, and the Bloom filter maps the set elements into the binary vector via a series of random mapping functions. The advantage of the Bloom filter is that its spatial efficiency and query time far exceed that of general algorithms, while the disadvantage is that it has some false positives and deletion difficulties.

2.3 Merkle tree

Merkle tree (also called Merkle Hash tree) is a type of binary tree or multi-tree based on hash value, where the values on the leaf nodes are usually the hash values of the data blocks, not the values of the leaf nodes, which are the hash values of the result of combining all the children of that node. In the computer domain, Merkle trees are mostly used for integrity processing. In scenarios dealing with integrity verification, especially when such verification is performed in a distributed environment, Merkle trees significantly reduce the amount of data to be transferred and the complexity of the computation.
3 Data integrity verification model

The system model consists of three entities: the User, the Third Party Auditor (TPA), and the Cloud Server Server (CSS).

The user in the system is the data owner. At present, the users of cloud storage involve individuals and enterprises, who have a large number of data files to be stored, but the local equipment is not enough to meet the demand for large amounts of data storage, so they relieve the pressure of local storage by storing data to the cloud server.

The cloud storage server has a large number of storage, computing, network and other broadband resources, and the user data uploaded to the cloud server is managed and maintained by the CSS, while the CSS also has to meet the user's query and dynamic update data needs, while also ensuring data security.

In order to ensure the integrity and verifiability of data, users need to check it periodically, but since neither the user nor the server can be convinced of the results obtained by the verifier, a third-party verifier. TPA, is introduced to perform the verification. However, TPA is curious about the contents of the user's data, so the user generally expects the TPA to perform only audits and does not want the contents of the data to be disclosed to the TPA.

The system model can be described as follows:

1. The user constructs a security index for the file set \( F = \{f_1, f_2, f_3, \ldots, f_n\} \) according to the dynamic successor tree index structure, and obtains the corresponding index file \( I \).

2. Then divide the index file into several data blocks \( K = \{K_1, K_2, K_3, \ldots, K_n\} \), and extract different index identifiers \( K_i = \{\text{keyword}_1\_\text{LNIL}_1, \text{keyword}_2\_\text{LNIL}_2, \text{keyword}_3\_\text{LNIL}_3, \ldots, \text{keyword}_n\_\text{LNIL}_n\} \), where \text{keyword} = \text{RootName} + \text{LeafName}, and \text{LNIL} is the length of the leaf node information table of the LeafNode under the corresponding RootNode.

3. In order to further reduce the storage space of the block label and construct a lightweight data integrity verification scheme, this paper introduces a Bloom filter to compress the keyword set, and maps the index identifier \( K_i \) of the data block to a Bloom filter \( B_i \), the data block label set \( B = \{B_1, B_2, B_3, \ldots, B_n\} \) is finally obtained.

4. At the same time, the Merkle tree structure is introduced, and the block label is used as the leaf node to create a merkle tree for each index file.

5. After completing the operation of creating the merkle tree, the user uploads the index file and data block label collection to the cloud server for storage, and at the same time uploads the information of the root node of the merkle tree to TPA and the local file Store and delete.

6. When the user needs to verify the integrity of the data in the cloud server, the user authorizes TPA, the TPA establishes communication with the CSS, initiates an integrity verification request to the CSS, and the CSS generates a verification response and returns it to the TPA. After that, TPA determines the verification result and sends the result to the user to complete the data integrity verification.

4 Performance analysis

In order to evaluate the performance of the proposed model in this paper, a theoretical analysis of the computational overhead related to the model is performed.

It can be seen from the analysis that the advantage of this model over the literature [6] is that the computational overhead of the TPA in this paper is reduced, and the computational overhead of the client side is the same in order of magnitude, but the client side mainly does linear computation in this paper. It can also be seen that the computational overhead of CSS in this model is higher than that in [6].
Table 1. Comparison of efficiency and function of different schemes.

| Model                  | Public Audit | Dynamic Audit | Data Privacy Protection | Anti-Replacement Attack | User Computing Costs | CSS Computing Costs | TPA Computing Costs |
|------------------------|--------------|---------------|--------------------------|-------------------------|----------------------|--------------------|--------------------|
| MHT-P A model          | √            | √             | ×                        | ×                       | O(n) mainly do exponentiation | cO(logn)           | cO(logn)           |
| Model in [6]           | √            | √             | √                        | √                       | O(n) mainly do exponentiation | cO(logn)           | cO(logn)           |
| Our model              | √            | √             | √                        | √                       | O(n) mainly do mapping operation | O(1)               | O(n)               |

5 Summary

This paper is based on the index file formed by the dynamic successor tree index structure, combined with Bloom filter and merkle tree for data integrity verification, which can realize public verification and reduce computational overhead to a certain extent. Finally, the performance of the proposed model is compared and it is proved that the proposed model achieves data privacy protection and also improves the verification efficiency to some extent.
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