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Abstract: In this paper, we present the idea of Self Supervised learning on the Shape Completion and Classification of point clouds. Most 3D shape completion pipelines utilize autoencoders to extract features from point clouds used in downstream tasks such as Classification, Segmentation, Detection, and other related applications. Our idea is to add Contrastive Learning into Auto-Encoders to learn both global and local feature representations of point clouds. We use a combination of Triplet Loss and Chamfer distance to learn global and local feature representations. To evaluate the performance of embeddings for Classification, we utilize the PointNet classifier. We also extend the number of classes to evaluate our model from 4 to 10 to show the generalization ability of learned features. Based on our results, embedding generated from the Contrastive autoencoder enhances Shape Completion and Classification performance from 84.2% to 84.9% of point clouds achieving the state-of-the-art results with 10 classes.
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1. Introduction

Performing tasks on point clouds are considered more challenging than 2D images. It is because 2D images live on a nice 2D grid with regular spacing in an Image Plane, and in contrast, point clouds are represented by a list of sparse 3D Cartesian points. Point clouds are spread in 3D Coordinate System and lack the required topological information. It is also challenging to apply typical deep learning methods like Convolutional Neural Networks directly on point clouds to learn feature representations because Convolution operation requires its neighbouring samples to appear at some fixed spatial orientations and distances to facilitate Convolution which is not the case in point clouds.

Recently, Graph-based methods have been very successful in learning point cloud representations task, and Dynamic Graph Convolutional Neural Networks (DGCNN) [1] are introduced, which aims to recover the topology of the point clouds it can extract rich representations. The major drawback of GCNNs based methods is that they have millions of learnable parameters, making them vulnerable to over-fitting. We need large-scale annotated datasets for training GCNN’s in order to have a generalizable solution to our shape completion problem. However, unlike Images, there are very limited datasets available for point clouds. The collection and the annotation of the new point cloud dataset are time-consuming and expensive since pixel-level annotations are needed. With their powerful ability to learn useful representations from unlabeled data,
unsupervised learning methods, sometimes known as self-supervised learning methods, have drawn significant attention.

In this work, we focus on extracting representations of point clouds which are helpful in downstream tasks. We choose Classification as a downstream task and use PointNet [2] to measure the Classification accuracy. The classical approach to this problem is to voxelize point clouds to extract features, but this is computationally expensive, and representation accuracy is not enough, and we lose information. We present Contrastive Auto Encoder which is optimized over Contrastive loss [3][4][5][6][7][8] and a Distance function. Contrastive Learning is a variant of Self Supervised Learning. The intuition behind Contrastive Learning is that objects belonging to the same class should be closer in feature space than objects of a different class. It will also work if we have limited labelled 3D data. Our network focuses on learning both global and local representations of the point clouds. Representations learned from the autoencoder are utilized to classify incomplete shapes.

Our key contributions are as follows:

• We train an end-to-end deep Contrastive auto-encoder that consumes point clouds directly.
• To the best of our knowledge, in Self Supervised realms, the combination of local and global features has not been investigated much in the context of point cloud shape completion and Classification. It is used only to extract global features from point clouds and apply them directly in downstream tasks. We are the first to explore this combination.
• We extend our idea to shape a completion task to complete corrupt and noisy point clouds. The results show that our method can help in that task as well.
• We increase the number of classes for evaluation from 4 to 10.

The forward pass of the proposed network is given in Figure 2.

2. Related Works

Point clouds have obtained increased attention over the past few years. We will review related point cloud analysis and shape completion methods.

2.1. Point Cloud Analysis

There exist two subcategories for Point Cloud analysis methods.

2.1.1. Supervised Learning Methods

Supervised learning methods require labeled data of 3D point clouds. The types of methods which are used in this domain are given below.

Traditional Methods: They include hand-crafted-based techniques. They aim to capture local geometric structure information of point clouds such as intrinsic [9][10] or
extrinsic feature descriptors [11][12]. These methods are limited in terms of performance and include manual work.

**Convolutional Methods:** We can also extend 2D Convolutions ideas to 3D and utilize them for feature extraction. Convolution-based methods have better performance on downstream tasks than traditional handcrafted features. There are various ideas to use CNN with point clouds. One way is to perform voxelization of 3D point clouds which means that we create a voxel structure of $[X \times Y \times Z]$ and then we can perform convolution operation using filters of size $[x \times y \times z]$ with $[x, y, z] \leq [X, Y, Z]$ [13][14][15],[16]. However, these methods have a quantization effect and have high computational costs. MultiView methods [17][18][19] is another way of applying CNN’s to 3D data. The idea behind MultiView methods is to convert 3D data to 2D and then apply existing CNN techniques. The accuracy of MultiView methods is greater than voxel-based methods because they make use of existing state-of-the-art 2D techniques and extend them to 3D data.

**Graph based Methods:** The idea behind Graph-based Methods is to capture the local structure of the point clouds. They represent each point in the point cloud by a node, allowing us to model correlations within the point clouds. Deep Graph-based Convolutional Networks (DGCNN) [1] proposes a dynamic graph edge convolution on point clouds. The neighbours of a point are selected based on the distances of different point features. It applies EdgeConv to nearest k neighbours calculated by KNN in the metric space.

**Learning from raw 3D point clouds:** In other methods, e.g., in Convolutional based, we first had to calculate intermediate representation such as voxels or 2D grids and then learn features, but instead of computing intermediate representation, we can also learn features directly from unstructured raw point clouds.
PointNet [2] is the first method to process unstructured point clouds directly. It individually processes each point in 3D data, and therefore disarrangement in the point clouds will not affect the model. However, as a consequence, PointNet will not be able to utilize the local structure of the 3D point cloud. To counter this, PointNet++ [20] was introduced later, which applied PointNet recursively on a nested partitioning of the input point set.

2.1.2. Unsupervised Learning Methods

Labelled 3D point cloud data is often hard to obtain for new applications. This fact allowed the boom of many Unsupervised learning methods which learn features from unlabeled data to solve this problem. One of the solutions to this problem is to introduce Pretext task learning. In Pretext task learning, our goal is to learn global features by performing a mainstream task, e.g. Orientation prediction [21] and Reconstruction [22] of point clouds. In Orientation estimation, we rotate point clouds and train the classifier to predict the rotation angle, whereas, in Reconstruction, we learn by applying reconstructions of generated deformed point cloud shapes.

Developing further the idea of pretext task, Contrast-Net [23] was introduced, which uses the concept of contrastive learning. The idea is to give Positive and Negative pairs to DGCNN and apply Pairwise ranking loss. Positive pairs are generated by selecting samples randomly and making sure they are from the same class, whereas Negative pairs are generated using the same technique but ensuring that Positive and Negative pairs represent different classes. We utilize learned representations in the Classification downstream task. LatentGANs [24] introduced a new deep auto-encoder network with state-of-the-art reconstruction quality and generalization ability for point cloud data. FoldingNet [25] is an end-to-end autoencoder that is state-of-the-art for unsupervised feature learning on point clouds. They introduced a Graph-based enhancement applied to the encoder to enforce local structures on top of PointNet, and a folding-based decoder deforms a canonical 2D grid onto the underlying 3D object surface of a point cloud.

2.2. Shape Completion

3D point cloud shape completion [26][27][28] is very challenging problem in Computer Vision. The applications of shape completion range from robotics to autonomous vehicles, and there has been significant development of methods in the field. Earlier approaches [26], [27], [29] to shape completion were inspired by the performance of 2D CNN operations on images, and they extended the idea and introduced 3D Convolutions on voxels. They have produced promising reconstruction results, However voxels data representation have memory constraints and cannot produce high-resolution outputs. Recent works have gradually discarded the voxel format, and now they are moving towards meshes, i.e., they use mesh format to represent the 3D point cloud shapes. Mesh representation allows the consumption of point clouds directly into the network without dealing with any intermediate representation. It provides a significant advantage over voxel representation. Therefore, we also use the meshes format to represent our point cloud shapes. We compare our shape completion results with RLGAN [30] framework, which uses Reinforcement learning-based agents and autoencoder to complete shapes. It uses the same backbone as ours in autoencoder, but it works with only four classes. Our method extends the number of classes and shows that it is more robust in completing different shapes.

3. Methods

We used autoencoder [31] as our backbone network to process unstructured 3D point clouds. We added more Convolutional layers into the backbone network and changed the objective function to adapt to our problem. It helped us achieve much stable and efficient training, and it also helped us get better reconstruction quality.
3.1. AutoEncoder

AutoEncoder (AE) is an unsupervised method in which we learn feature representation of the data through two networks, i.e., Encoder and Decoder. The Encoder converts the complex input into encoded representation, whereas the Decoder reverts the encoded version to the original dimension. The loss is calculated between the output of the Decoder and input. However, to extract global representations, we also introduced Contrastive loss at the encoded representations of the data. The following sections give more details about the objective function of our AutoEncoder.

3.1.1. Objective Function

We use a combination of a Distance function and Contrastive loss to train our network. From the Distance function, we want to extract local features of the point clouds, whereas by using Contrastive loss, we want to extract global features.

Distance Function: Distance functions that are suitable to our cause are Earth Mover’s distance (EMD) [32], and Chamfer’s distance [33]. We chose Chamfer distance because it gave us much better reconstruction quality. We use symmetric Chamfer distance to measure the quality between Input and Encoder’s generated feature representations. Chamfer distance can be defined as follows.

\[
L(P_1, P_2) = \sum_{a \in P_1} \min_{b \in P_2} |a - b|^2_2 + \sum_{b \in P_2} \min_{a \in P_1} |a - b|^2_2
\]  

Where \( P_1 \in \mathbb{R}^{2048 \times 3} \) denotes Input point cloud from training set and \( P_2 \in \mathbb{R}^{2048 \times 3} \) denotes Encoder’s generated point cloud representation which is decoded using Decoder.

Our loss function consists of a Distance function and Contrastive loss.

Contrastive Loss: There are two main ideas for loss functions in Contrastive learning space on which we can train our Network.

The first idea is Pairwise Ranking loss, which is also used in related work [23]. It uses use pairs of positive and negative training data points. Positive pairs are formulated by choosing an anchor sample and a positive sample similar to an anchor. Negative pairs consist of an anchor sample and a negative sample dissimilar to an anchor. The objective is to learn representations with smaller distance between them for positive pairs and greater distance than some margin values for negative pairs.

The second idea is Triplet Ranking loss [3][4][5][6][7][8] which uses the concept of Triplets. A Triplet is formed by an anchor sample, a positive sample, and a negative sample. A positive sample means that it should be similar to an anchor whereas a
negative sample means the opposite. This setup outperforms Pairwise Ranking loss, and also it is easier to optimize on. Hence we are using Triplet Ranking loss in our setup.

Triplet Ranking loss can be defined as follows.

$$\mathcal{L}(r_a, r_p, r_n) = \max \left( 0, m + \sum_{i \in r_a} ||r_i^a - r_i^p||_2^2 - \sum_{i \in r_a} ||r_i^a - r_i^n||_2^2 \right)$$

(2)

Where \( r_a \in \mathbb{R}^{2048 \times 3} \) denote anchor sample, \( r_p \in \mathbb{R}^{2048 \times 3} \) denote positive sample, \( r_n \in \mathbb{R}^{2048 \times 3} \) denote negative sample and \( m \in \mathbb{R}^d \) denotes minimum margin between positive and negative samples. We use \( l_2 \) distance metric and \( d(r_a, r_p) \) represents distance between representations of anchor and positive sample and \( d(r_a, r_n) \) represents distance between representations of anchor and negative sample.

Let’s analyze the three different situations of Equation 2.

- \( d(r_a, r_n) > d(r_a, r_p) + m \): This means that negative samples are already sufficiently distant to anchor samples in the embedding space which will in turn cause loss to 0 and the network will not learn anything. This kind of Triplets are known as Easy Triplets.
- \( d(r_a, r_p) > d(r_a, r_n) \): Negative samples are closer to anchor than positive samples and this will cause loss to be positive and greater than margin \( m \). The network will then learn something and such Triplets are known as Hard Triplets.
- \( d(r_a, r_p) < d(r_a, r_n) < d(r_a, r_p) + m \): Negative samples are more distinct to the anchor but the distance is not greater than margin \( m \). Hence the loss is still positive, encouraging the network to learn something but less than \( m \). They are known as Semi-hard Triplets.

3.1.2. Proposed Loss

The objective of our method is to encourage learning global and local feature representations. Using Equation 1 and 2, we define a unique loss function which aligns with our objective.

$$\mathcal{L}(r_a, r_p, r_n) = \mathcal{L}_{triplet}(r_a, r_p, r_n) + \mathcal{L}_{ch}(r_a, dec(e_a)) + \mathcal{L}_{ch}(r_p, dec(e_p)) + \mathcal{L}_{ch}(r_n, dec(e_n))$$

(3)

where embeddings \( e_a, e_p \) and \( e_n \in \mathbb{R}^{128} \) are generated using encoder for anchor, positive and negative samples. The representations are sent to decoder to get full point cloud.

3.2. Implementation Details

In the forward pass of the network, It measures Triplet Ranking loss and Chamfer distance, and then back-propagation is performed on the sum of these two losses as shown in Equation 3.

Computing Chamfer distance is straightforward. However, Triplet Ranking loss requires some careful design decisions. Triplet mining for Triplet Ranking loss is an essential factor, and chosen strategy for mining will have a high impact on training efficiency and final performance.

We should avoid training with Easy Triplets as much as possible since the resulting loss would be 0, which means no learning. There are 2 strategies for choosing triplets.

- **Offline Triplet Mining**: The traditional way of defining triplets is defining them either at the beginning of the training or after every epoch.
(a) Four Classes.  
(b) Ten Classes.

Figure 4. The visualizations are made by projecting the dataset into two dimensional space. Part a) shows the dataset visualization of 4 classes whereas b) shows the visualization of 10 classes.

- **Online Triplet Mining:** The latest approach to triplet mining is that we define triplets for every batch during the training. It is better than Offline triplet mining and results in better training efficiency and higher performance.

In our training pipeline, we choose Online Triplet mining for the computation of Contrastive loss as it has better performance than the rest. This strategy also discourages Easy Triplets, and it forces the network to learn Contrastive representations.

### 4. Experiments and Results

We used PyTorch [34] for the implementation and training of our network. We wanted to observe the effect of Contrastive learning on shape completion pipelines, and therefore we compare our results with autoencoders trained without Contrastive learning. We also evaluate whether Contrastive learning helps in the Classification of incomplete point clouds after completing shapes from our proposed autoencoder.

We refer to Naive autoencoder to an autoencoder with the same architecture as a Contrastive autoencoder, but it is trained only with the Chamfer distance function. In the first part of our experiments, we choose four classes that are the same as used by RLGAN framework [30]. We trained naive autoencoder along with the RLGAN framework and our proposed autoencoder. After training, we calculate Classification accuracy using PointNet on shapes completed by the methods mentioned earlier.

#### 4.1. Dataset

All of the experiments are done on two samples of ShapeNetCore dataset [35], that have four and ten classes based on having the most number of shapes. We chose the four classes: Airplane, Chair, Table, and Car, we then extend this set and add six more classes, Bench, Lamp, Speaker, Rifle, Sofa, and Vessel, to make ten classes dataset.

Due to a high imbalance in the dataset, we replicate samples so that all of the classes have approximately the same number of samples. The total number of shapes for the four classes dataset sums up to 22803, and for ten classes, it sums up to 70000 samples in our dataset. Each shape contains 2048 points, hence making our data-set shape of (22803, 2048, 3) and (70,000, 2048, 3) respectively.

Before applying Contrastive learning, we wanted to visualize the TSNE [36][37][38] plot of our dataset. TSNE applies dimensionality reduction to the data such that we can visualize High dimensional data. In the case where we have four classes, we transformed (22803, 6144) dimensional data to (22803, 2) whereas, in the case of ten classes, we transformed (70000, 6144) dimensional data to (70000, 2). We wanted to ensure that the data is not linearly separable because if it is, then it does not make any sense to apply Contrastive learning to such a dataset.

Figure 4 shows the TSNE plots. Figure 4a shows that there are somewhat clear separation between the classes. From the ten classes plot given in Figure 4b, we can infer...
4.2. Embeddings

Embeddings produced by all of the methods which we are using in this work are 128 dimensional for each shape. In the case where we have four classes, we transformed the embeddings from \((22803, 128)\) to \((22803, 2)\). On the other hand, for ten classes we transformed \((70000, 6144)\) dimensional data to \((70000, 2)\). We use TSNE to apply the transformations mentioned above. It also allows us to compare the embeddings plot with the original dataset.

Figure 5a and 6a shows the embeddings generated by Contrasitive autoencoder and the boundaries for each class are very well defined except for two classes. We investigated this behavior and found out that the shapes for these classes are similar and challenging to distinguish even for human observers. On the other hand, Figures 5b and 6b represents the embeddings learned by autoencoder trained only on Chamfer distance.

4.3. Hyper-parameters and Optimization:

We use Adam optimizer along with a learning rate of 0.001 and weight decay of 0.001 which helps us to stabilize Contrasitive loss. We also use a learning rate scheduler to further reduce learning rate after \([100, 175, 250, 400, 800]\) epochs. The optimal value for the margin \(m\) of Triplet Ranking loss for our data-set

![Figure 5. Embedding Visualization of dataset with 4 classes. Part a) shows the learned Contrasitive AutoEncoder i.e. with Contrasitive loss embeddings visualization whereas b) shows the visualization of the Naive AutoEncoder i.e. without contrastive loss. Constrasitive AutoEncoder embeddings are similar to naive autoencoder.](image1)

![Figure 6. Embedding Visualization of dataset with 10 classes. Part a) shows the learned Contrasitive AutoEncoder i.e. with Contrasitive loss embeddings visualization whereas b) shows the visualization of the AutoEncoder without contrastive loss.](image2)
is 0.5 and we use $l_2$ norm as our distance measure between anchor, positive and negative representations.

### 4.4. Shape Completion

We generated test data shapes with 20% missing points to test our autoencoder shape completion capabilities. It is done by randomly removing 20% 3D points from all test shapes. After that, we passed these shapes from the shape completion pipeline, as shown in Figure 7, and save completed shapes. The quantitative results i.e. mean Chamfer distance per point for completed shapes is given in Table 1 whereas the qualitative results is given in Table 3.

**Table 1.** Quantitative results computed by average Chamfer distance ($10^{-4}$) between Ground truth and completed shapes with respective methods. Lower the Chamfer distance from the ground truth, better is the completed shape. Naive AutoEncoder performs better than all of the available methods.

| Method     | RL-GAN | Naive AE | Contrastive AE |
|------------|--------|----------|----------------|
| Chamfer    | 10.67  | 2.34     | 4.67           |

### 4.5. Classification

After completing shapes using RLGAN, naive autoencoder, and Contrastive autoencoder, we also measure classification accuracy using PointNet. The completed shapes are sent to a pre-trained PointNet which outputs the classes for each completed shape. The results by are shown in Table 2.

**Table 2.** Classification results on completed shapes with 20% missing data.

| No. of Classes | RL-GAN | Naive AE | Contrastive AE |
|----------------|--------|----------|----------------|
| 4              | 96.12% | 97.34%   | 97.31%         |
| 10             | 58%    | 84.2%    | 84.9%          |

On the other hand, for ten classes, the dataset plot in Figure 3 shows that there is little to no separation between the shapes of different classes, and they are also much more semantically similar, e.g., the shape of Car is similar to a certain kind of Vessel, and this makes classification a much more challenging task. In this case, classification accuracy for the Contrastive autoencoder is better than other methods, which shows that Contrastive learning helps separate the embeddings of similar classes, which then helps in classification, as shown in Figure 5 a.

Last but not least, from Table 1, it is evident that the mean Chamfer distance for Naive autoencoder is slightly lower than other methods, but the overall Classification accuracy for the Contrastive autoencoder is higher than others. It also shows how crucial global feature learning is for downstream tasks.

**Figure 7.** Shape completion pipeline. The incomplete shapes with 1638 × 3 are passed through the Contrastive autoencoder to receive complete 2048 × 3 shape.
5. Conclusions

We proposed Contrastive Learning for the 3D point cloud shape completion and classification task. Contrastive learning provides us with the global features of point clouds, and we use Chamfer distance to extract local features. We combined both feature extractors and trained our network to learn both the global and local feature sets. We provide benchmarks on ShapeNetCore [28] dataset for 4 and 10 classes. Our results for both shape completion and classification are very promising, and as a possible extension, we would like to further look into other pretext tasks which help extract more useful global features.
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