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Abstract. Information extraction from semi-structured documents is crucial for frictionless business-to-business (B2B) communication. While machine learning problems related to Document Information Extraction (IE) have been studied for decades, many common problem definitions and benchmarks do not reflect domain-specific aspects and practical needs for automating B2B document communication. We review the landscape of Document IE problems, datasets and benchmarks. We highlight the practical aspects missing in the common definitions and define the Key Information Localization and Extraction (KILE) and Line Item Recognition (LIR) problems. There is a lack of relevant datasets and benchmarks for Document IE on semi-structured business documents as their content is typically legally protected or sensitive. We discuss potential sources of available documents including synthetic data.
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1 Introduction

The majority of B2B communication takes place through the exchange of semi-structured business documents such as invoices, purchase orders and delivery notes. Automating information extraction from such documents has a considerable potential to reduce repetitive manual work and to streamline business communication. There have been efforts to provide standards for electronic data interchange of business document metadata [5, 7, 52]. Despite, e.g., electronic invoices taking place rapidly [16], the standards did not get globally adopted, none of them prevails, and most are not inter-operable [21].

Machine learning (ML), natural language processing (NLP), and computer vision problems related to Document Understanding and Document IE have been studied for decades. Despite the major potential of IE from semi-structured business documents, published research on Document IE often focuses on other domains [13, 14, 38, 39, 73, 100], and many of the defined tasks and benchmarks do not reflect domain-specific ML aspects and pitfalls of IE from semi-structured business documents. Publications dealing with business documents typically use
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1 The term semi-structured documents is commonly used in different meanings: Some use it for text files containing semi-structured data [94], such as XML files. We use the term to refer to visually rich documents without a fixed layout [66].
private datasets \cite{19,34,40,47,59,60,69,97}, hindering reproducibility and cross-evaluation. This is caused by the absence of a large public dataset of semi-structured business documents, noted by several authors \cite{20,41,60,77}.

The contributions of this position paper are threefold: first, we provide a review of IE problems, datasets and benchmarks relevant to semi-structured business documents. Second, we identify unaddressed aspects of the tasks and formulate new definitions for \textit{Key Information Localization and Extraction} and \textit{Line Item Recognition}. Third, we stress the lack of a large-scale dataset of semi-structured business documents and we discuss potential sources of documents for such dataset.

2 Document Information Extraction Problems

2.1 Key Information Extraction (KIE) and Localization (KILE)

Most formulations of KIE come from NLP, where it is usually defined as the extraction of values of a fixed set of entities/classes from an unstructured text source into a structured form \cite{35,43,56,96,97}. Based on the document representation, Garncarek et al. \cite{25} categorize KIE into three groups: (i) sequence-based (working with serialized text \cite{37}), (ii) graph-based (modeling each doc./page as a graph with nodes corresponding to textual segments and their features \cite{17,32,41}), and (iii) grid-based (treating documents as a 2D grid of token embeddings \cite{19,40}). Sequence-based KIE is closely related to \textit{Named Entity Recognition} (NER) \cite{43} — a sub-task of KIE dealing with sequence tagging problems. Borchmann et al. \cite{6} say that (end-to-end) KIE, unlike NER, does not assume that token-level annotations are available. The task is also referred to as \textit{Slot Filling} \cite{60}, meaning that a pre-defined slot is filled with the extracted text.

The common definitions of KIE, as well as some of the datasets \cite{6,73}, do not require the location of the extracted information within the document. While the localization is typically not crucial w.r.t. to the downstream task, it plays a vital role in applications that require human validation. We extend the definition by explicitly including the localization:

\textbf{Definition 1} (KILE). Given a document, the goal of \textit{Key Information Localization and Extraction} (KILE) is to localize (e.g., by a bounding box) fields of each pre-defined category (\textit{key}), to read out their values, and to aggregate the values to extract the key information of each category.

Compared to \textit{Semantic Entity Recognition}, as defined by Xu et al. \cite{93}, bounding boxes in KILE are not limited to individual words (tokens).

2.2 Table Extraction and Line Items

\textit{Table Understanding} \cite{33} and \textit{Table Extraction} (TE) \cite{26,98} are problems where the tabular structure is crucial for IE. Unlike KIE, which outputs individual fields independently, TE typically deals with a list of (line) items \cite{1,19,33,48,60}, each consisting of a tuple of fields (e.g., \textit{goods} and \textit{price}).
Fig. 1. Example of a table structure where field type is not uniquely determined by its column. Source: https://rossum.ai/help/article/extracting-nested-values-line-items.

In simple tables, columns determine the field type and rows determine which item the value belongs to. The table can therefore be represented as a grid \[68,78\]. A bottom-up approach \[62, 98\] can handle more complex tables as in Fig. 1 without relying on a row or column detection. Detected cells or fields can be converted to table structure (determining the line items and columns) in a post-processing step, e.g., spatial clustering \[98\]. Other works \[46,99\] tackle the table extraction by directly solving an image-to-markup (e.g., XML or TeX) problem.

We argue that the problem definition should not rely on the structure but rather reflect the information to be extracted and stored. This is close to the problem of detecting the area belonging to a single line item \[19\]. We define Line Item (LI) and the task of Line Item Recognition (LIR) as follows:

**Definition 2 (LI).** A Line Item is a tuple of fields describing a single object instance to be extracted, e.g., a row in a table.

**Definition 3 (LIR).** Given an image of a document page or of a table, the goal of Line Item Recognition is to detect all LI present in the section, classify them into a fixed set of classes (e.g., ordered item, discount, . . . ) and for every detected LI, localize and extract key information (as in Definition 1) related to it.

Note that this definition of LIR allows: (i) detection of several tables with different item types, as well as different item types within a single table; (ii) a single field (e.g., a date) to belong to several line items.

### 2.3 One-Shot Learning for Information Extraction

Layouts of business documents vary greatly, even within a single document type. There are thousands of invoice templates available, and vendors often further adjust them to their needs. Systems without the ability of fast re-training are at risk of degraded performance when faced with a shift in the incoming data distribution \[29\], such as when presented with previously unseen layouts.

Improving IE with each processed document is known as a one-shot \[20\] / online \[74\] template matching, case-based reasoning \[29\], or configuration-free IE \[69\]. This includes systems that reuse annotations of similar documents \[20, 69\] or iteratively build and refine a representation of a document class \[17, 29, 53, 67\]. Annotations of documents’ templates are not part of any public IE dataset of sufficient size.
2.4 Other Document IE Problems and Tasks

**Optical Character Recognition (OCR)** [72], handwritten OCR [31], scene text recognition [2] [95], including (sub)word or text-line level predictions, are standard problems with reviews and comparisons available [28, 36, 44, 58]. While highly relevant to the document IE, this paper aims at the “higher-level” document IE problems, often assuming text extracted from PDF or OCR is available.

**Document Layout Analysis (DLA)** is typically posed as an object detection problem: given a document page, find the minimum bounding boxes (or other area representation [1, 15]) of layout elements such as Paragraph, Heading, Table, Figure, or Caption. Most DLA datasets [1, 15, 23, 100] contain such layout annotations for scientific / technical publications and magazines.

**Extraction of Key-Value Pairs (KVP)** refers to recognizing pairs of linked data items where the key is used as a unique identifier for the value. This task usually consists of semantic labeling and semantic linking [92, 93]. Contrary to KIE, KVP extraction does not require the set of keys to be fixed. It also assumes that both key and value are present in the document. This may be useful, e.g., to extract data from unknown forms. However, in semi-structured business documents, it is pretty standard that the keys of interests (known in advance) are not explicitly present in the document.

**Question Answering (QA)**, also known as *Machine Reading Comprehension*, is a common problem in information retrieval and NLP. The goal is to automatically answer questions formulated in natural language. Many NLP tasks can be reformulated as QA [42, 51]. Similar to KIE, QA can be extended to incorporate visual information to Visual Question Answering (VQA) [50]. VQA system may also interpret and extract content from the figures, diagrams, and other non-textual elements.

KIE can be formulated as an instance of VQA. However, we typically know which classes of key information should be extracted, rendering the natural language interface unnecessary.

3 Semi-Structured Business Document Datasets

Publications on business document IE are often based on private datasets [19, 34, 40, 47, 50, 60, 69, 97]. Due to the documents’ sensitive content, authors are typically not allowed to share the experimental data. Large third-party sources like common crawl are publicly available; however, re-publishing such data may pose legal issues. For example, a large common crawl dataset of PDF documents by Xu et al. [93] was not published, while pre-training on it was crucial for the proposed method, and the C4 dataset [64] is shared in the form of code that extracts it directly from Common Crawl.

Publicly available datasets for KI(L)E from business documents are summarized in Table 1. However, most of them are relatively small and only contain a few annotated field types. The two largest datasets consist entirely of receipts, Table 1 does not include datasets without KIE annotations — RVL-CDIP [30] (classification), FUNSD [27] and XFUND [93] (no fieldtypes), NIST [84] (forms
Table 1. Datasets related to KI(L)E from semi-structured business documents.

| name              | document type | docs | fieldtypes | source | multipage | lang. type |
|-------------------|---------------|------|------------|--------|-----------|-----------|
| WildReceipt       | receipts      | 1740 | photo      | no     | en        | KILE      |
| Ghega             | patents/datassheets | 246  | scan       | yes    | en        | KILE      |
| EPHOIE            | chinese forms | 1494 | scan       | no     | zh        | KILE      |
| CORD              | receipts      | 11000| photo      | no     | ind       | KILE      |
| DeepForm          | invoices, orders | 1000 | scan       | yes    | en        | KILE      |
| Kleister Charity  | financial reports | 2788 | scan       | yes    | en        | KIE       |
| Kleister NDA      | NDA documents | 540  | scan       | yes    | en        | KIE       |
| SROIE             | receipts      | 973  | scan       | no     | en        | KIE       |

Identification) and DocVQA[50] (QA) — and datasets we were not able to download[3,8,65,101].

Borchmann et al. [6] recently joined and re-formulated several existing document IE datasets to build the DUE benchmark for several document understanding tasks on different document domains. DeepForm[75] and Kleister Charity[73] are the only subsets of DUE with business document KIE annotations.

While there are many datasets for Table Detection and LIR [15,18,22,24,26,57,63,70,71,87,90,98,99,100], some of them are not accessible anymore[18,24,26,70]. We find only FinTabNet[98] and SynthTabNet[57] to be relevant to us by covering complex financial tables.

4 Where to Get More Documents

Publicly Available Documents. Business documents are typically not shared publicly due to their private content, often including confidential and personal information. There are exceptions to this rule — e.g., institutions such as governments or charities have to make certain financial documents publicly available for transparency reasons. Databases of such documents have already been used to create public datasets for document IE: Several datasets — IIT-CDIP[44], RVL-CDIP[30], FUNSD[27], and DocVQA[50] — were built from documents from the UCSF Industry Documents Library[83]. Annual Reports of the S&P 500 companies[88] were used to create FinTabNet[98]. Non-disclosure agreements from the EDGAR[5] database[82], collected for the U.S. Securities and Exchange Commission, were used for the Kleister-NDA[73] dataset. The DeepForm dataset[75] consists of documents related to broadcast stations from the FCC Public Inspection Files[86]. Financial records from the Charity Commission[81] were used to create the Kleister-Charity dataset[73]. Several QA datasets[9,55,101] were also collected from open data sources[80,85,91]. Other
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2 For some only the annotations are available, without the original PDFs/images.
3 Some of the datasets are subsets: FUNSD[27] ⊂ RVL-CDIP[30] ⊂ IIT-CDIP[44].
4 A large proportion of the UCSF Industry Document Library are old documents, often written on a typewriter, which presents a domain shift w.r.t. today’s documents.
5 Automated crawling of the site not allowed: https://www.sec.gov/os/accessing-edgar-data
datasets were built via web search [10, 49, 76], from Common Crawl [64, 93], Wikipedia [11, 12, 13], or platforms for sharing scientific papers [38, 39, 100].

**Synthetic documents.** Manual annotation is expensive, and the collection of data from public sources may be limited by the presence of personal data or intellectual property. This reasoning calls for leveraging synthetic datasets. Xu et al. [93] manually replaced the content of publicly available documents with synthetic data. Bensch et al. [4] generate synthetic invoice documents automatically. However, we observe that the generated invoices have a plain style and do not resemble the distribution of visual layouts of real business documents. Nassar et al. [57] synthesized a table dataset of four appearance styles based on existing datasets [46, 98, 99].

We consider three ways to define layouts to be filled with synthetic data: (i) manual design of layouts which can be used to generate a high number of documents with different semantically-matching values, but costly at scale with increasing num. of layouts, (ii) extraction from public documents followed by sensitive anonymization like in [93], and (iii) using a generative model, e.g., to generate realistic layouts dissimilar to those already present in the dataset. We consider such a problem statement an interesting open research problem.

## 5 Discussion and Future Work

We argue that the problems of KILE and LIR, as defined in Sec. 2, are crucial for automating B2B document communication where key information must be extracted from localized fields and line items. The review of public datasets in Sec. 3 shows that — except for receipts [35, 61, 76] — semi-structured business documents like invoices, orders, and delivery notes are underrepresented in document IE. Based on manual inspection of selected documents from publicly available sources in Sec. 4, we noticed the distribution of documents differs significantly among different sources. An ideal dataset should cover a large variety of visual styles and layouts and provide diagnostic subsets [6] to differentiate errors in various special cases. Due to high annotation costs and possibly legally protected content of business documents, synthetic data are a potentially affordable alternative for building a large-scale dataset. While synthetic data have been proven successful for OCR [45], the potential of data synthesis for business document IE has not yet been fulfilled: existing attempts either target other tasks and document types [93] or do not reflect the rich visual distribution of semi-structured business documents [4]. An advantage of generating synthetic documents of a given layout is the known layout annotation for benchmarking one-shot information extraction.

To enable benchmarking of information extraction on data and tasks highly relevant to real-world application scenarios, in our future work, we are preparing a large-scale public dataset of semi-structured business documents, following the observations and points made in this paper.
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