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Abstract. For \(\mu, \kappa\) infinite, say \(A \subseteq \mathcal{[\kappa]}^\kappa\) is a \((\mu, \kappa)\)-maximal independent family if whenever \(A_0\) and \(A_1\) are pairwise disjoint non-empty in \(\mathcal{[A]}^{<\mu}\) then \(\bigcap A_0 \setminus \bigcup A_1 \neq \emptyset\), \(A\) is maximal under inclusion among families with this property, and moreover all such Boolean combinations have size \(\kappa\). We denote by \(\text{sp}_i(\mu, \kappa)\) the set of all cardinalities of such families, and if non-empty, we let \(i_\mu(\kappa)\) be its minimal element. Thus, \(i_\mu(\kappa)\) (if defined) is a natural higher analogue of the independence number on \(\omega\) for the higher Baire spaces. In this paper, we study \(\text{sp}_i(\mu, \kappa)\) for \(\mu, \kappa\) uncountable. Among others, we show that:

(1) The property \(\text{sp}_i(\mu, \kappa) \neq \emptyset\) cannot be decided on the basis of ZFC plus large cardinals.
(2) Relative to a measurable, it is consistent that:
   (a) \((\exists \kappa > \omega) i_\kappa(\kappa) < 2^\kappa\).
   (b) \((\exists \kappa > \omega) \kappa^+ < i_{\omega_1}(\kappa) < 2^\kappa\).

To the best knowledge of the authors, (2b) is the first example of a \((\mu, \kappa)\)-maximal independent family of size strictly between \(\kappa^+\) and \(2^\kappa\), for uncountable \(\kappa\).
(3) \(\text{sp}_i(\mu, \kappa)\) cannot be quite arbitrary.

1. Introduction

In this paper, we set to study higher analogues of the classical notion of maximal independent families on \(\omega\). Recall that a family \(A \subseteq \mathcal{[\omega]}^\omega\) is independent if for every two pairwise disjoint non-empty subfamilies \(A_0, A_1\) of \(A\) the set \(\bigcap A_0 \setminus \bigcup A_1\) is infinite. A maximal independent family is an independent family which is maximal under inclusion. There have been studies of independent families on uncountable cardinals \(\kappa\), but most of those do not consider the notion of maximality (with the exception of [12] and [3]), as the very existence of such maximal independent families on an uncountable \(\kappa\) is not guaranteed by the axioms ZFC. In fact, by an earlier result of Kunen [12], the existence of an analogue for countable Boolean combinations is equiconsistent with the existence of a measurable cardinal.

The most mild generalization of the notion for an uncountable regular \(\kappa\) has been introduced and studied in [3]. For a given regular uncountable \(\kappa\), a family \(A \subseteq \mathcal{[\kappa]}^\kappa\) is said to be maximal \(\kappa\)-independent if for every two pairwise disjoint, non-empty, finite subfamilies \(A_0, A_1\) of \(A\) the set \(\bigcap A_0 \setminus \bigcup A_1\) is unbounded in \(\kappa\) and the family \(A\) is maximal with respect to this property under inclusion. In contrast to the most general case, the existence of maximal \(\kappa\)-independent families...
is guaranteed by the Axiom of Choice. Thus, the minimal cardinality of a maximal \( \kappa \)-independent family, denoted \( i(\kappa) \) and referred to as the \( \kappa \)-independence number, is defined for every regular uncountable \( \kappa \). In [3] it is shown that \( \kappa^+ \leq i(\kappa) \leq 2^\kappa \), both \( \mathfrak{d}(\kappa) \) and \( \tau(\kappa) \) are lower bounds of \( i(\kappa) \), there is always a maximal \( \kappa \)-independent family of cardinality \( 2^\kappa \), and that starting from a measurable \( \kappa \), one can obtain a generic extension in which \( i(\kappa) = \kappa^+ < 2^\kappa \).

On the other hand, the most general higher analogue of independence in the uncountable is given in Definition 1. For infinite cardinals \( \mu \leq \kappa \), we consider subfamilies \( A \) of \( [\kappa]^{\kappa} \) with the property that for every two pairwise disjoint, non-empty \( A_0, A_1 \) in \( [A]^{<\mu} \), the Boolean combination \( \bigcap A_0 \setminus \bigcup A_1 \) is nonempty. If \( A \) is in addition maximal and every Boolean combination has size \( \kappa \), then we say that \( A \) is a \( (\mu, \kappa) \)-maximal independent family, or a \( (\mu, \kappa) \)-mif. The set of all cardinalities of \( (\mu, \kappa) \)-mif’s is denoted \( \mathfrak{sp}_i(\mu, \kappa) \) and its minimal element, if non-empty, is denoted \( i_\mu(\kappa) \).

In Section 2 apart from obtaining necessary conditions on \( \mu \) and \( \kappa \) for the existence of a \( (\mu, \kappa) \)-mif (see Proposition 1), building on earlier result of Kunen [12] we show in Corollary 4 that:

**Theorem.** If there is a \( (\mu, \kappa) \)-mif, then \( \text{cf}(\kappa) \geq \mu \).

Moreover, we show that any \( (\mu, \kappa) \)-mif has a restriction which is a \( (\mu, \kappa) \)-densely maximal independent family, or \( (\mu, \kappa) \)-dmif, an object whose existence has remarkable combinatorial consequences, and we give a sufficient condition for the existence of a \( (\mu, \kappa) \)-mif (see Lemma 8).

In Section 3 we give a generalization of the notion of a density ideal associated to \( (\mu, \kappa) \)-independent families, particular cases of which can be found in [2, 3], and define the density completeness number \( \lambda_\mathcal{F} \) associated to a \( (\mu, \kappa) \)-independent family \( \mathcal{F} \), as the completeness of the density ideal \( \mathcal{I}_\mathcal{F} \). We define \( \lambda_\mu = \min \{ \lambda_\mathcal{F} : (\exists \kappa) \mathcal{F} \text{ is a } (\mu, \kappa) \text{-dmif} \} \). These cardinals must be rather large. Our results in particular imply that if \( \{ \mu_i : i < \theta \} \) is a sequence of pairwise distinct uncountable cardinals with the property that for each \( i \) there exists a \( (\mu_i, \kappa) \)-mif for some \( \kappa \), then the \( \mu_i \)'s are separated by distinct weakly Mahlo cardinals.

In Section 4 we show that the property \( \mathfrak{sp}_i(\mu, \kappa) \neq \emptyset \) can not be decided by ZFC and large cardinals, addressing a question of [3]. Indeed, by Theorems 14 and 18 we have:

**Theorem.**

1. If \( \mu \) is regular and \( \mathbb{P} \) is a nontrivial forcing either of size \( < \mu \) or satisfying the \( \nu \)-c.c. for some \( \nu < \mu \), then \( \mathbb{P} \) forces \( \mathfrak{sp}_i(\mu, \kappa) = \emptyset \) for all \( \kappa \).

2. If \( \kappa \) is supercompact, then there is a forcing extension in which for all \( \kappa \)-directed-closed posets \( \mathbb{P} \) that force \( 2^\kappa < \aleph_\eta \), where \( \eta = (\kappa^{++})^{\mathcal{L}(\mathbb{P}(\kappa))} \), \( \mathbb{P} \) forces \( \mathfrak{sp}_i(\kappa, \kappa) \neq \emptyset \).

Foreman’s Duality Theorem (see [5]) plays central role in our study of the strong spectrum of independence in Section 5. In particular we obtain (see Theorem 22):

**Theorem.** If \( \kappa \) is measurable and \( \mu < \kappa \) is regular, then there is a forcing extension in which \( i_\mu(\kappa) \) is a singular cardinal strictly below \( 2^\kappa \). Thus, in particular,

\[
\kappa^+ < i_\mu(\kappa) < 2^\kappa.
\]
To the best knowledge of the authors, this is the first example of a \((\mu, \kappa)\)-mif of cardinality strictly between \(\kappa^+\) and \(2^\kappa\), for uncountable \(\kappa\). The theorem answers a question of [3].

It turns out that the situations in which \(\mu < \lambda_\mu\) and in which \(\mu = \lambda_\mu\) are quite different. We study the latter case in Section 6 using the higher analogue of Sacks forcing as in [3] to obtain the consistency of \(i_\kappa(\kappa) = \kappa^+ < 2^\kappa\) for a strongly inaccessible \(\kappa\). Summarizing these results, we obtain the following information about the spectrum beyond the possible value of \(i_\mu(\kappa)\):

**Theorem.** Suppose GCH, \(\kappa_0\) is supercompact, and \(\kappa_1 > \kappa_0\) is measurable. Then there are generic extensions in which:

1. \(|\text{sp}_1(\kappa_0, \kappa_0)| \geq 2^\omega\).
2. \(|\text{sp}_1(\omega_1, \kappa_1)| \geq 2^\omega\).
3. \(\text{sp}_1(\mu, \kappa_1) \neq \emptyset\) for at least two uncountable \(\mu\).

In Section 7, we study restrictions on the strong spectrum of independence, building on techniques of Gitik and Shelah [7]. We show that if \(\mu\) is uncountable but below the first weakly Mahlo cardinal, then \(i_\mu(\kappa) \geq \min\{2^\lambda_\mu, \lambda_\mu^{+\omega}\}\) (see Theorem 29). This contrasts with the situation in which \(i_\kappa(\kappa)\) is defined, for there it is possible that \(\kappa = \lambda_\kappa\) and \(i_\kappa(\kappa) = \kappa^+ < \kappa^+ < 2^\kappa\) for any finite \(n \geq 2\). We conclude the paper with interesting remaining open questions in Section 8.

### 2. Strong Independence

**Definition 1.** Let \(\mu\) be a cardinal. A family of sets \(\mathcal{F} \subseteq \mathcal{P}(S)\) is called \(\mu\)-free if for all disjoint \(s_0, s_1 \subseteq [\mathcal{F}]^{<\mu}\), \(\bigcap s_0 \setminus \bigcup s_1\) is nonempty.

We use the convention in this context that \(\bigcap \emptyset = S\). For a partial function \(p : \mathcal{F} \to 2\) defined at \(<\mu\)-many points, we let \(X_p\) denote the Boolean combination coded by \(p\),

\[X_p = \bigcap \{X \in \mathcal{F} : p(X) = 1\} \setminus \bigcup \{X \in \mathcal{F} : p(X) = 0\}.\]

Using a bijection between \(\mathcal{F}\) and its cardinality, these Boolean combinations are coded conveniently by conditions in the Cohen forcing \(\text{Add}(\mu, |\mathcal{F}|)\). If \(\omega \leq \mu \leq |\mathcal{F}|\) and \(\mathcal{F} \subseteq \mathcal{P}(S)\) is a \(\mu\)-free family, then clearly \(|\mathcal{F}|^{<\mu} \leq 2^{|S|}\).

**Definition 2.**

1. A family \(\mathcal{F} \subseteq \mathcal{P}(S)\) is said to be \((\mu, \kappa)\)-independent when it is \(\mu\)-free and for all \(p \in \text{Add}(\mu, |\mathcal{F}|)\), \(|X_p| = \kappa\).
2. A family \(\mathcal{F} \subseteq \mathcal{P}(S)\) is a \((\mu, \kappa)\)-maximal independent family, or \((\mu, \kappa)\)-mif, if it is \((\mu, \kappa)\)-independent and cannot be extended to a strictly larger \(\mu\)-free family \(\mathcal{F}' \subseteq \mathcal{P}(S)\).
3. For cardinals \(\mu, \kappa\), let the \((\mu, \kappa)\)-independence spectrum, or \(\text{sp}_1(\mu, \kappa)\), be the set of all cardinalities of \((\mu, \kappa)\)-mif’s.

To avoid some pathologies, we only concern ourselves with the situation in which both \(\mu\) and \(\kappa\) are infinite and \(\mu\) is regular, which we will assume implicitly from here on.

**Definition 3.**

1. When \(\text{sp}_1(\mu, \kappa)\) is nonempty, we let \(i_\mu(\kappa)\) denote its minimal element.
(2) The independence number for \( \kappa \), \( i(\kappa) \), is \( i_2(\kappa) \).

(3) The \( \sigma \)-independence number for \( \kappa \), \( i_\sigma(\kappa) \), is \( i_{\omega_1}(\kappa) \).

(4) The strong independence number for \( \kappa \), \( i_s(\kappa) \), is \( i_\kappa(\kappa) \).

The cardinal invariant \( i(\kappa) \) was introduced in [3] for the special case of \( \kappa \) regular uncountable. For every regular uncountable cardinal \( \kappa \), the Axiom of Choice implies the existence of an \( (\omega, \kappa) \)-mif and so \( i(\kappa) \) is defined, and \( \kappa^+ \leq i(\kappa) \leq 2^\kappa \). On the other hand, as some of the main results of this paper indicate, the existence of a \( (\mu, \kappa) \)-mif for an infinite \( \mu \) is not guaranteed. We continue with examining some necessary conditions for the existence of \( (\mu, \kappa) \)-mif’s.

**Proposition 4.** Suppose \( sp(\mu, \kappa) \neq \emptyset \). Then \( \mu \leq 2^{i_\mu(\kappa)^{<\mu}} \leq 2^\kappa \).  

**Proof.** First that if \( \mathcal{F} \) is a \( (\mu, \kappa) \)-mif, then every distinct partial function \( p : \mathcal{F} \to 2 \) of size \( < \mu \) determines a distinct subset of \( \kappa \), so \( i_\mu(\kappa)^{<\mu} \leq 2^\kappa \).

Let us show \( \kappa < i_\mu(\kappa)^{<\mu} \). Suppose \( \mathcal{F} \subseteq \mathcal{P}(\kappa) \) is \( (\mu, \kappa) \)-independent, and \( |\mathcal{F}|^{<\mu} \leq \kappa \). By the Disjoint Refinement Lemma (see [1]) we can find a pairwise disjoint collection \( \{Y_p : p \in Add(\mu, |\mathcal{F}|)\} \), where each \( Y_p \) is contained in \( X_p \) and has size \( \kappa \). Then we can partition each \( Y_p \) into two disjoint sets of the same cardinality, \( Y^0_p, Y^1_p \). Let \( Y^0 = \bigcup\{Y^0_p : p \in Add(\mu, |\mathcal{F}|)\} \). Then \( \mathcal{F} \cup \{Y^0\} \) is a strictly larger \( (\mu, \kappa) \)-independent family.

To see \( 2^{i_\mu(\kappa)^{<\mu}} \leq \kappa \), let \( \mathcal{F} \subseteq \mathcal{P}(\kappa) \) be a \( (\mu, \kappa) \)-independent family of size \( < \mu \). The collection \( \{X_p : p \in \mathcal{F}\} \) is a partition of \( \kappa \), so \( 2^{|\mathcal{F}|} \leq \kappa \). Since each \( X_p \) has size \( \kappa \), we can choose a set \( Y \) such that for each \( p : \mathcal{F} \to 2 \), \( X_p \cap Y \) and \( X_p \setminus Y \) both have size \( \kappa \). Then \( \mathcal{F} \cup \{Y\} \) is a strictly larger \( (\mu, \kappa) \)-independent family, and \( \mathcal{F} \) is not maximal. Therefore, \( 2^\kappa \leq \kappa \) for each \( \alpha < \mu \). \( \Box \)

Note that if \( \mu \) is regular, then the inequality \( 2^{i_\mu(\kappa)^{<\mu}} \leq \mu \) implies \( \mu \leq i_\mu(\kappa)^{<\mu} \).

Suppose \( \mathcal{F} \subseteq \mathcal{P}(S) \) is a \( \mu \)-free family. An equivalent way of stating that \( \mathcal{F} \) is maximal is to say that for all \( A \subseteq S \), there is \( p \in Add(\mu, |\mathcal{F}|) \) such that either \( X_p \cap A = \emptyset \) or \( X_p \subseteq A \). We say that \( \mathcal{F} \) is densely maximal when for all \( p \in Add(\mu, |\mathcal{F}|) \) and all \( A \subseteq X_p \), there is \( q \leq p \) such that either \( X_q \cap A = \emptyset \) or \( X_q \subseteq A \). The notion of dense maximality was studied in [2] in the countable case and introduced for higher independent families in [3]. A \( (\mu, \kappa) \)-mif that is moreover densely maximal will be called a \( (\mu, \kappa) \)-densely maximal independent family, or \( (\mu, \kappa) \)-dmif.

**Lemma 5** (Kunen, [12]). Suppose there is a maximal \( \mu \)-free family of size \( \theta \geq \mu \). Then for some \( \kappa \), there is a \( (\mu, \kappa) \)-dmif \( \mathcal{F} \subseteq \mathcal{P}(\kappa) \), and \( \theta \in sp(\mu, \kappa) \). Furthermore, whenever \( \theta \in sp(\mu, \kappa) \), there is a uniform \( \mu \)-complete ideal \( \mathcal{I} \) on \( \kappa \) and a dense embedding \( e : Add(\mu, \theta) \to \mathcal{P}(\kappa)/\mathcal{I} \).

**Proof.** Suppose \( \mathcal{F} = \{Y_\alpha : \alpha < \theta\} \) is a maximal \( \mu \)-free family. First we claim that for some \( p^* \in Add(\mu, \theta) \), the collection \( \{X_{p^*} \cap Y_\alpha : \alpha \notin \text{dom} p^*\} \) is a densely maximal \( \mu \)-free family of subsets of \( X_{p^*} \). If this fails, then for all \( p \in Add(\mu, \theta) \), there is \( q \leq p \) and \( B_q \subseteq X_q \) such that for each \( r \leq q \), \( X_r \cap B_q = \emptyset \) or \( X_r \subseteq B_q \). Let \( \mathcal{A} \subseteq Add(\mu, \theta) \) be a maximal antichain of such \( q \) and let \( B = \bigcup_{q \in \mathcal{A}} B_q \). By the maximality of \( \mathcal{F} \), there is some \( p \in Add(\mu, \theta) \) such that either \( X_p \cap B = \emptyset \) or \( X_p \subseteq B \). There is \( r \leq p, q \) for some \( q \in \mathcal{A} \), and by construction, both \( X_r \cap B_q \) and \( X_r \setminus B_q \) are nonempty. Noting that \( X_r \cap B_q \subseteq X_p \cap B \) and \( X_r \setminus B_q = X_r \setminus B \subseteq X_p \setminus B \), we have a contradiction. Thus let \( p^* \in Add(\mu, \theta) \) be as claimed, and...
let \( \kappa = \min\{|X_q| : q \leq p^*\} \). Then for some \( X_q \) of size \( \kappa \), there is a family of \( \theta \)-many subsets of \( X_q \) that is densely maximal and \((\mu, \kappa)\)-independent.

Now suppose we are given a \((\mu, \kappa)\)-dmif \( \mathcal{F} \subseteq \mathcal{P}(\kappa) \). Let \( \mathcal{I} \) be the collection of \( Y \subseteq \kappa \) such that for dense set of \( p \in \text{Add}(\mu, \theta) \), \( X_p \cap Y = \emptyset \). Since the intersection of less that \( \mu \)-many dense open subsets of \( \text{Add}(\mu, \theta) \) is dense, \( \mathcal{I} \) is a \( \mu \)-complete ideal. If \( Y \subseteq \kappa \) is \( \mathcal{I} \)-positive, there is \( p \in \text{Add}(\mu, \theta) \) such that for all \( q \leq p \), \( X_q \cap Y \neq \emptyset \). By dense maximality, there is \( r \leq p \) such that \( X_r \subseteq Y \). This shows that the map \( p \mapsto [X_p]_{\mathcal{I}} \) is a dense embedding of \( \text{Add}(\mu, \theta) \) into \( \mathcal{P}(\kappa)/\mathcal{I} \). Since every \( X_p \) has size \( \kappa \), \( \mathcal{I} \) contains \([\kappa]^{<\kappa}\).

**Corollary 6.** If \( \text{sp}_i(\mu, \kappa) \neq \emptyset \), then \( \text{cf}(\kappa) \geq \mu \).

**Proof.** If \( \text{sp}_i(\mu, \kappa) \neq \emptyset \), then there is a \( \mu \)-complete uniform ideal on \( \kappa \). \( \square \)

3. **Density ideals and density completeness numbers**

This brings us to the following definition:

**Definition 7.**

1. Let \( \mathcal{F} \subseteq \mathcal{P}(\kappa) \) be a \( \mu \)-free family. Then, the collection \( \mathcal{I}_\mathcal{F} \) of all \( Y \subseteq \kappa \) such that for dense set of \( p \in \text{Add}(\mu, |\mathcal{F}|) \), \( X_p \cap Y = \emptyset \) is referred to as the density ideal of \( \mathcal{F} \) and \( \lambda_\mathcal{F} \) denotes the completeness of \( \mathcal{I}_\mathcal{F} \). Note that \( \lambda_\mathcal{F} \geq \mu \) by the distributivity of \( \text{Add}(\mu, |\mathcal{F}|) \).

2. If \( \mu \) is such that for some \( \kappa \), there exists a \((\mu, \kappa)\)-dmif \( \mathcal{F} \), let \( \lambda_\mu \) be the minimal value of \( \lambda_\mathcal{F} \) for such a family. We refer to \( \lambda_\mathcal{F} \) as the density completeness number of \( \mathcal{F} \) and to \( \lambda_\mu \) as the density completeness number at \( \mu \).

The notion of a density ideal for independent families on \( \omega \) has been introduced in \([2]\) and a variant of it for \((\omega, \kappa)\)-maximal independent families in \([3]\). In both of those cases, the density ideal plays an important role in obtaining maximal independent families which are indestructible by Sacks forcing (in the former case) and the higher analogue of Sacks forcing (in the latter).

The following gives a partial converse of Lemma \([5]\). The key extra assumption is \([4]\).

**Lemma 8.** Suppose \( \mu, \kappa, \theta \) are cardinals and \( \mathcal{I} \) is a \( \mu \)-complete ideal on \( \kappa \) such that:

1. \( \mathcal{I} \) contains \([\kappa]^{<\kappa}\).

2. There is a dense embedding \( e : \text{Add}(\mu, \theta) \to \mathcal{P}(\kappa)/\mathcal{I} \).

3. There is \( \mathcal{J} \subseteq \mathcal{I} \) that is \( \leq \)-cofinal in \( \mathcal{I} \), and \( |\mathcal{J}| \leq \theta \).

Then \( \theta \in \text{sp}_i(\mu, \kappa) \). Furthermore, \( \mathcal{I} = \mathcal{I}_\mathcal{F} \) for some \((\mu, \kappa)\)-dmif \( \mathcal{F} \) of size \( \theta \).

**Proof.** Let \( f : \theta \to \mathcal{J} \) be a function such that for all \( Y \in \mathcal{I} \), there are \( \theta \)-many \( \alpha \) such that \( Y \subseteq f(\alpha) \). For \( \alpha < \theta \), let \( A_\alpha \) be an equivalence-class representative of \( e(\{\langle \alpha, 1 \rangle \}) \) that is disjoint from \( f(\alpha) \). For all \( p \in \text{Add}(\mu, \theta) \), if \( Y \) is any equivalence-class representative of \( e(p) \), then \( Y \subseteq_{\mathcal{I}} A_\alpha \) if and only if \( \alpha \in \text{dom}(p) \) and \( p(\alpha) = 1 \). Since \( \mathcal{I} \) is \( \mu \)-complete, we can subtract away all the errors and get that \( e(p) = \left[ \bigcap_{p(\alpha) = 1} A_\alpha \setminus \bigcup_{p(\alpha) = 0} A_\alpha \right]_{\mathcal{I}} \). Thus \( \{A_\alpha : \alpha < \theta \} \) is \( \mu \)-free.

Let us show it is maximal. Let \( B \subseteq \kappa \) be arbitrary. If \( B \in \mathcal{I} \), then there is \( \alpha \) such that \( A_\alpha \cap B = \emptyset \). Otherwise, there is \( p \in \text{Add}(\mu, \theta) \) such that \( X_p \subseteq B \). There is \( \alpha \in \theta \setminus \text{dom}(p) \) such that \( f(\alpha) \supseteq X_p \setminus B \). Then \( X_p \cap A_\alpha \subseteq B \).
Finally we show that $\mathcal{I} = \mathcal{I}_F$, where $\mathcal{F} = \{ A_\alpha : \alpha < \theta \}$. Suppose $B \in \mathcal{I}$. Then for all $p \in \text{Add}(\mu, \theta)$, there is some $\alpha \in \theta \setminus \text{dom}(p)$ such that $A_\alpha \cap B = \emptyset$, and so $X_{p \upharpoonright (\alpha, 1)} \cap B = \emptyset$. Thus $B \in \mathcal{I}_F$. Conversely, suppose $B \in \mathcal{P}(\kappa) \setminus \mathcal{I}$. Then there is $p \in \text{Add}(\mu, \theta)$ such that $X_p \subseteq B$. Thus no $q \leq p$ can satisfy $X_q \cap B = \emptyset$, so $B \notin \mathcal{I}_F$. □

We would like to describe how large a cardinal of the form $\lambda_\mu$ must be. The following is an elaboration on results of Kunen [12], using a different argument.

**Lemma 9.** Suppose $\mu$ is regular and uncountable and $\mathcal{I}$ is a $\mu$-complete ideal on $\kappa$ such that $\mathcal{P}(\kappa)/\mathcal{I}$ is forcing-equivalent to $\text{Add}(\mu, \theta)$, where $\theta \neq 0$. Then:

1. $2^\mu = \mu$.
2. $\mathcal{I}$ is $\mu^+$-saturated.
3. The completeness of $\mathcal{I}$ is a cardinal $\lambda \geq \mu$ with the following properties:
   a. For all $\alpha < \lambda$ and $\beta < \mu$, $\alpha^\beta < \lambda$.
   b. $2^\mu \geq \lambda$.
   c. $\lambda$ is weakly $\lambda^+$-Mahlo.
   d. $\lambda$ has the tree property, so if $\mu = \lambda$, then $\lambda$ is weakly compact.

**Proof.** Let $\lambda \geq \mu$ be the completeness of $\mathcal{I}$. By passing to a positive set if necessary, we may assume that $\kappa$ is the union of $\lambda$-many sets from $\mathcal{I}$. Since $\mathcal{P}(\kappa)/\mathcal{I}$ is equivalent to a countably closed forcing, it follows that $\mathcal{I}$ is precipitous (see [10]). Let $j : V \rightarrow M$ be the generic ultrapower embedding, where $M$ is a transitive subclass of $V[G]$. The critical point of $j$ is $\lambda$. Since $G$ introduces no new $<\mu$-sequences of ordinals, we must have that $\beta^\alpha < \text{crit}(j)$ for each $\beta < \lambda$ and $\alpha < \mu$. This shows (3a), which implies (1) in the case $\mu = \lambda$.

Since $\text{Add}(\mu, \theta)$ is $(2^\mu)^+\text{-c.c.}$ and $\mathcal{I}$ is $2^\mu$-complete, $\mathcal{I}$ is saturated and thus $M^\lambda \cap V[G] \subseteq M$ (see [5]). Since $G$ does introduce new subsets of $\mu$, and $\mathcal{P}(\mu)^M = \mathcal{P}(\mu)^{V[G]}$, we must have $2^\mu \geq \text{crit}(j)$, establishing (2) and (3b).

Let us show (1) in the case $\mu < \lambda$. Since $\text{Add}(\mu, \theta)$ forces that $2^\mu = \mu$, this also holds in $M$ by $\mu$-closure. By elementarity and the fact that $\mu < \text{crit}(j)$, $2^\mu = \mu$ holds in $V$ as well. Since $\mathcal{I}$ is $\mu^+$-saturated, $\lambda$ cannot be a successor cardinal.

To see that $\lambda$ is weakly $\lambda^+$-Mahlo, it suffices to show that there is a normal filter $\mathcal{F}$ over $\lambda$ that is closed under the Mahlo operation $m : X \mapsto \{ \alpha \in X : X \cap \alpha \text{ is stationary} \}$. Let $\mathcal{F} = \{ X \subseteq \lambda : 1 \vdash \lambda \in j(X) \}$. Clearly $\mathcal{F}$ is normal, so all $X \in \mathcal{F}$ are stationary. Since stationarity in $\lambda$ is preserved by both $\lambda$-c.c. and $\lambda$-closed forcing preserves stationarity, $X = j(X) \cap \lambda$ is stationary in $M$, so $\lambda \in j(m(X))$.

To show the tree property, suppose $T$ is a $\lambda$-tree. In $V[G]$, we find a cofinal branch of $T$ by looking below a node at level $\lambda$ of $j(T)$. The forcing to produce the branch is either $\lambda$-closed or has chain condition below $\lambda$. In neither case can the forcing add branches to $\lambda$-Aronszajn trees. □

**Corollary 10.** Suppose $\mu_0 < \mu_1$ are uncountable cardinals and for $i = 0, 1$, $\mathcal{F}_i$ is a $(\mu_i, \kappa_i)$-d.mif. Then $\lambda_{\mathcal{F}_0} \leq \mu_1$ and $\lambda_{\mathcal{F}_0} < \lambda_{\mathcal{F}_1}$. Furthermore, if $|\mathcal{F}_0| < \lambda_{\mathcal{F}_1}$, then $\lambda_{\mathcal{F}_0} \leq \kappa_0 < \mu_1$. 


Proof. Let $\lambda_i$ denote $\lambda_{I_i}$. Let us first show that $\lambda_0 \leq \mu_1$. Applying part (3b) of Lemma 9 to the case $\mu = \mu_0$, we have $2^{\mu_0} \geq \lambda_0$. If $\mu_1 < \lambda_0$, then by part (1) applied to the case $\mu = \mu_1$, $2^{\mu_0} \leq \mu_1 < \lambda_0$, a contradiction. To show that $\lambda_0 < \lambda_1$, let us assume that $\lambda_0 \geq \lambda_1$. By part (3a) applied to the case $\mu = \mu_1$, $2^{\mu_0} < \lambda_1 \leq \lambda_0$, again a contradiction.

To show the final claim, first note that $\lambda_i \leq \kappa_i$, since $\lambda_i$ is the completeness of an ideal on $\kappa_i$ that extends the ideal of bounded sets. Suppose towards a contradiction that $|F_0| < \lambda_1$ and $\mu_1 \leq \kappa_0$. By Proposition 4, $\mu_0 < |F_0|^{< \mu_0} \leq \lambda_1$. Since $\lambda_1^{< \mu_1} = \lambda_1$ by Lemma 9 and $|F_1|^{< \mu_1} > \kappa_1 \geq \lambda_1$ by Proposition 4, we must have $|F_1| > \lambda_1 > \kappa_0$. Let $j : V \rightarrow M \subseteq V[G]$ be a generic embedding arising from $I_{F_1}$, where $G$ is $\text{Add}(\mu_1, |F_1|)$-generic over $V$. By elementarity and the fact that $\text{crit}(j) = \lambda_1$, $M$ satisfies that $F_0$ is a $(\mu_0, \kappa_0)$-mif. However, by a basic property of Cohen forcing, $G$ adds a set $Y \subseteq \kappa_0$ of size $\kappa_0$ that splits every $X \in \mathcal{P}(\kappa_0)^V$ of size $\geq \mu_1$. Thus $F_0 \cup \{Y\}$ is $\mu_0$-independent in $V[G]$. By the closure of $M$, $Y \in M$, and so $F_0$ is not maximal in $M$, a contradiction.

Contrasting somewhat with the above result, we will show later using supercompacts that consistently there is a single $\kappa$ with more than one uncountable $\mu < \kappa$, such that $\text{sp}_i(\mu, \kappa) \neq \emptyset$. It follows from the above result that the associated density completeness numbers must be different.

We obtain the following property of the density ideals:

**Proposition 11.** Suppose $F$ is a $(\mu, \kappa)$-mif of size $\theta$. Then $I_F$ has a $\subseteq$-cofinal subset of size $\leq \theta^\mu$.

**Proof.** If $Y \in I_F$, then there is a maximal antichain $A \subseteq \text{Add}(\mu, \theta)$ such that $Y \cap X_p = \emptyset$ for all $p \in A$. Then $X_A = \bigcup_{p \in A} X_p$ is in the dual filter to $I_F$, and $\kappa \setminus X_A \supseteq Y$. By Lemma 5, $\text{Add}(\mu, \theta)$ has the $\mu^+$-c.c., so the number of such $X_A$ is at most $\theta^\mu$. □

### 4. Fragility and Indestructibility

On one side, $2^\kappa \in \text{sp}_i(\omega, \kappa)$ for every regular uncountable $\kappa$, and on the other, by the results in the previous sections, for many natural choices of $\omega < \mu, \kappa$, the spectrum $\text{sp}_i(\omega, \kappa) = \emptyset$. Note that, if $\text{sp}_i(\mu, \kappa) \neq \emptyset$, then $2^\mu$ and $\kappa$ are at least as large as a weakly Mahlo cardinal. Furthermore, Corollary 10 implies that if $\{(\mu_i, \kappa_i) : i < \theta\}$ is a collection of pairs of uncountable cardinals such that the $\mu_i$ are distinct and $\text{sp}_i(\mu_i, \kappa_i) \neq \emptyset$ for all $i$, then the $\mu_i$ are separated by a sequence of distinct weakly Mahlo cardinals. In particular, $\text{sp}_i(\mu, \kappa)$ is nonempty for at most one uncountable $\mu$ below the first weakly Mahlo and consistently $\text{sp}_i(\mu, \kappa) = \emptyset$ for all uncountable $\mu, \kappa$.

In this section we will show that the property $\text{sp}_i(\mu, \kappa) \neq \emptyset$ for uncountable $\mu$ is rather fragile, as it is destroyed by relatively small forcings (see Theorem 11). Nevertheless, the property $\text{sp}_i(\kappa, \kappa) \neq \emptyset$ can be indestructible by a wide class of $\kappa$-directed-closed forcings (see Theorem 13).

We will employ the notion $\kappa$-approximations due to Hamkins [8]. Recall that if $V \subseteq W$ are models of set theory, the pair $(V, W)$ satisfies the $\kappa$-approximation property when for all $X \in V$ and all $Y \subseteq X$ in $W$, if $Y \cap a \in V$ for all $a \in \mathcal{P}_\kappa(X)^V$, then $Y \in V$. We say that a partial order $\mathbb{P}$ has the $\kappa$-approximation property if it forces that the pair $(V, V[G])$ has this property.
Usuba [16] defined a forcing to have the strong \( \kappa \)-chain condition when it has the \( \kappa \)-c.c. and does not add branches to \( \kappa \)-Suslin trees. He noted that \( \mathbb{P} \) is strongly \( \kappa \)-c.c. if either \( \mathbb{P}^2 \) is \( \kappa \)-c.c. or \( \mathbb{P} \) is \( \mu \)-c.c. for some \( \mu < \kappa \). Improving on results of Hamkins [8] and Unger [15], Usuba showed the following:

**Theorem 12** (Usuba). Suppose \( \kappa \) is a regular cardinal, and \( \mathbb{P} \) is a nontrivial \( \kappa \)-c.c. partial order, and \( \check{\mathbb{Q}} \) is a \( \mathbb{P} \)-name for a \( \kappa \)-strategically-closed forcing. Then \( \mathbb{P} \ast \check{\mathbb{Q}} \) has the \( \kappa \)-approximation property if and only if \( \mathbb{P} \) has the strong \( \kappa \)-c.c.

Another important tool in our analysis is the Duality Theorem of Foreman (see [5]), which gives an exact characterization of how the structure of quotient algebras of precipitous ideals is affected by forcing. If \( V \subseteq W \) are models of set theory and \( \mathcal{I} \) is an ideal in \( V \), then in \( W \), let \( \check{\mathcal{I}} \) denote the ideal generated by \( \check{\mathcal{I}} \), i.e. the set of all \( X \subseteq \bigcup \mathcal{I} \) such that \( X \subseteq Y \) for some \( Y \in \mathcal{I} \). It is easy to see that if \( \mathcal{I} \) is \( \kappa \)-complete in \( V \) and \( W \) is a \( \kappa \)-c.c. forcing extension, then \( \check{\mathcal{I}} \) is \( \kappa \)-complete in \( W \).

**Theorem 13** (Foreman). Suppose \( \mathcal{I} \) is a \( \kappa \)-complete precipitous ideal on \( Z \) and \( \mathbb{Q} \) is a \( \kappa \)-c.c. forcing. Then there is a regular embedding \( e : \mathbb{Q} \rightarrow \mathcal{P}(Z)/\mathcal{I} \ast j(\mathbb{Q}) \) such that whenever \( G \ast H \) is generic for \( \mathcal{P}(Z)/\mathcal{I} \ast j(\mathbb{Q}) \) and \( H = e^{-1}[H] \), the generic embedding \( j_\mathcal{G} \) lifts to \( V[H] \). Moreover, \( \check{\mathcal{I}} \) is precipitous in \( V[H] \), and there is a dense embedding

\[
d : \mathbb{Q} \ast \mathcal{P}(Z)/\check{\mathcal{I}} \rightarrow B(\mathcal{P}(Z)/\mathcal{I} \ast j_\mathcal{G}(\mathbb{Q})).
\]

The map \( d \) extends \( e \) and is given by \( d(q, \check{A}) = j_\mathcal{G}(q) \land ||d||_\mathcal{G} \subseteq j_\mathcal{G}(\check{A}) \).

Furthermore, suppose \( H \ast \check{G} \subseteq \check{\mathbb{Q}} \ast \mathcal{P}(Z)/\check{\mathcal{I}} \) and \( G \ast H' \subseteq \mathcal{P}(Z)/\mathcal{I} \ast j_\mathcal{G}(\mathbb{Q}) \) are two generics generated from each other by the map \( d \). Let \( j_0 : V \rightarrow M_0 \cong V^Z/G \) and \( j_1 : V[H] \rightarrow M_1 \cong V[|H|^Z/G] \) be the two ultrapower maps. Then \( j_1 \upharpoonright V = j_0, j_1(H) = H', \) and \( M_1 = M_0[H'] \).

### 4.1. Fragility

We will start with establishing our non-existence result:

**Theorem 14.** If \( \mu \) is a regular cardinal and \( \mathbb{P} \) is a nontrivial forcing either of size \( < \mu \) or satisfying the \( \nu \)-c.c. for some \( \nu < \mu \), then \( \mathbb{P} \) forces \( \mathbb{Q}(\mu, \kappa) = \emptyset \) for all \( \kappa \).

The theorem follows from the conjunction of two lemmas, each of which gives a stronger conclusion about a special case.

**Lemma 15.** Let \( \mu \) be a regular cardinal and \( \mathbb{P} \) be a nontrivial strongly \( \mu \)-c.c. forcing. Then \( \mathbb{P} \) forces that there is no \((\mu, \kappa)\)-d mf \( \mathcal{F} \) with \( \lambda_\mathcal{F} > \mu \).

**Proof.** Let \( G \subseteq \mathbb{P} \) be \( \mathbb{P} \)-generic over \( V \). Suppose that in \( V[G] \), there is a \((\mu, \kappa)\)-d mf \( \mathcal{F} \) of size \( \theta \) with \( \lambda_\mathcal{F} = \lambda > \mu \). By Lemma 8, \( \mathcal{P}(\kappa)/\mathcal{I}_\mathcal{F} \) is forcing-equivalent to \( \text{Add}(\mu, \theta) \). By Lemma 9, \( V[G] \models 2^{<\mu} = \mu \). This must also be true in \( V \), since otherwise \( \mathbb{P} \) would collapse \( \mu^+ \).

In \( V[G] \), let \( \mathcal{I} \) be the density ideal \( \mathcal{I}_\mathcal{F} \), which has completeness \( \lambda \) and is \( \mu^+ \)-saturated. Let \( \check{\mathcal{I}} \) be a \( \mathbb{P} \)-name for \( \mathcal{I} \), and in \( V \), let \( \mathcal{J} \) be the ideal \( \{X \subseteq \kappa : 1 \Vdash \check{X} \in \check{\mathcal{I}} \} \). \( \mathcal{J} \) is \( \lambda \)-complete. Let \( \lambda' \geq \lambda \) be the completeness of \( \mathcal{J} \). Let \( e : \mathcal{P}(\kappa)/\mathcal{J} \rightarrow B(\mathcal{P} \ast \mathcal{P}(\kappa)/\check{\mathcal{I}}) \) be the map \( |X|_{\mathcal{I}} \mapsto (||X \notin \mathcal{I}||, |X|_{\mathcal{J}}) \). It is easy to check that \( e \) is order-preserving and antichain-preserving. Thus \( \mathcal{J} \) is \( \mu^+ \)-saturated.
Let $\mathcal{J}$ be the ideal generated by $\mathcal{J}$ in $V[G]$. By the definition of $\mathcal{J}$, $\mathcal{J} \subseteq \mathcal{I}$. Working in $V[G]$, let $\{X_\alpha : \alpha < \delta \leq \mu\}$ be a maximal antichain of $\mathcal{J}$-positive sets that are in $\mathcal{I}$. Then $X = \bigcup_{\alpha < \delta} X_\alpha \in \mathcal{I}$ as well. If $Y \subseteq (\kappa \setminus X)$ is $\mathcal{J}$-positive, then $Y$ is $\mathcal{I}$-positive, so $\mathcal{I} = \mathcal{J} \upharpoonright (\kappa \setminus X)$.

This implies in particular that $X = \lambda$. Let $A$ be a $\mathbb{P}$-name such that $\Vdash A = \mathcal{J} \upharpoonright A$.

Let $d : \mathbb{P} \ast \mathcal{P}(\kappa)/\mathcal{J} \to \mathcal{B} \left( \mathcal{P}(\kappa)/\mathcal{J} * j_{\mathbb{P}}(\mathcal{P}) \right)$ be the map given by Theorem 13. Let $(B, q) \leq d(1, [\bar{A}]_\mathcal{J})$. We claim that $\mathcal{P}(B)/\mathcal{J}$ is a $\mu$-distributive partial order in $V$. Since $\mathcal{P}(B)/\mathcal{J}$ has the $\mu^+$-c.c., it suffices to show that it adds no new functions $f : \nu \to \mu$ for $\nu < \mu$ (see [9, p. 246]).

Let $H \subseteq \mathcal{P}(B)/\mathcal{J}$ be any generic. Let $G' \subseteq j(\mathbb{P}) \upharpoonright q$ be generic over $V[H]$. Let $\nu < \mu$ and let $f : \nu \to \mu$ be a function in $V[H \ast G'] \setminus V$. It suffices to show that $f \notin V[H]$. Let $G \ast H \subseteq \mathbb{P} \ast \mathcal{P}(A)/\mathcal{J}$ be the generic filter generated by $d^{-1}$. Since $\mathcal{P}(\kappa)/\mathcal{I} = \mathcal{P}(A)/\mathcal{J}$ is equivalent to a $\mu$-closed forcing, $f \in V[G]$. Let $\tau \in V$ be a $\mathbb{P}$-name such that $f = \tau^G$, and $\Vdash_{\mathbb{P}} \tau \notin V$.

Let $j_0 : V \to M_0 \cong V^*/H$ and $j_1 : V \to M_1 \cong V[G]^*/H$ be the generic ultrapower embeddings. Since $\text{crit}(j_0) = \text{crit}(j_1) = \lambda > \mu$, $j_1(f) = f$. By elementarity, $\Vdash_{\mathbb{P}} j_0(\tau) \notin M_0$. Theorem 13 also gives that $j_1 \downharpoonright V = j_0$, $j_1(G) = G'$, and $M_1 = M_0[G']$. Thus $j_0(\tau)^{G'} = j_1(f) = f$, and $f \notin M_0$. Since $M_0$ is $\lambda$-closed in $V[H]$, $f \notin V[H]$.

To finish, we have two cases to consider. In the first case, $\mathcal{P}(B)/\mathcal{J}$ is a trivial forcing below some condition. This is equivalent the existence of some $\mathcal{J}$-positive $B' \subseteq B$ such that the dual of $\mathcal{J} \cap \mathcal{P}(B')$ is an ultrafilter on $B'$. But then, Theorem 13 tells us that $\mathbb{P}$ forces $\mathcal{P}(B')/\mathcal{J} \cong j(\mathbb{P})/G$, so $\mathcal{J} \upharpoonright B'$ is forced to be $\mu$-saturated. But this is false, since $\mathcal{P}(A)/\mathcal{J}$ is equivalent to $\text{Add}(\mu, \theta)$, which is nowhere $\mu$-c.c.

In the second case, $\mathcal{P}(B)/\mathcal{J}$ is a nontrivial forcing. Let $H \ast G' \subseteq \mathcal{P}(B)/\mathcal{J} * j_{\mathbb{P}}(\mathbb{P})$ be generic. Since $\mathcal{P}(B)/\mathcal{J}$ is $\mu$-distributive, $H$ itself has the property that $H \cap a \in V$ for all $a \in \mathcal{P}(\mathbb{P})(\mathcal{P}(B)/\mathcal{J})$. But $V[H \ast G']$ can also be written as $\mathbb{P} \ast \text{Add}(\mu, \theta)$-generic extension, and by Ususab’s Theorem, $\mathbb{P} \ast \text{Add}(\mu, \theta)$ has the $\mu$-approximation property. Thus $H \in V$, a contradiction.

Remark 16. The hypothesis of Lemma 15 is optimal in the following sense. Suppose $\mathcal{F}$ is a $(\mu, \kappa)$-dnmf with $\lambda_{\mathcal{F}} > \mu$. If there exists a forcing that is $\mu$-c.c. but not strongly $\mu$-c.c., then there exists one that preserves the maximality of $\mathcal{F}$. This is because any $\mu$-c.c. forcing that is not strongly $\mu$-c.c. projects to a $\mu$-Suslin tree. There exists a $\lambda$-complete $\mathcal{I}$ on some $\kappa$ such that $\mathcal{P}(\kappa)/\mathcal{I} \cong \text{Add}(\mu, \theta)$, for some $\theta$. If $T$ is a $\mu$-Suslin tree, then $|T| = \mu < \lambda$. If $G \subseteq T$ is generic, then $\mathcal{P}(\kappa)^V/\mathcal{I}$ is dense in $\mathcal{P}(\kappa)^V/G/\mathcal{I}$. Since $T$ adds no $\mu$-sequences, $\mathcal{P}(\kappa)/\mathcal{I}$ is still equivalent to $\text{Add}(\mu, \theta)$ as defined in $V[G]$.

Lemma 17. Suppose $\mu$ is a regular cardinal, $\mathbb{P}$ is a nontrivial forcing either of size $\mu$ or satisfying the $\nu$-c.c. for some $\nu < \mu$, and $\Vdash \tilde{Q}$ is $\mu$-strategically-closed. Then $\mathbb{P} \ast \tilde{Q}$ forces that there is no $(\mu, \kappa)$-dnmf $\mathcal{F}$ with $\lambda_{\mathcal{F}} = \mu$. In particular, $\mathbb{P}$ forces that $\text{sp}_1(\mu, \mu) = \emptyset$ in any $\mu$-strategically-closed extension.

The following argument owes a debt to Hamkins [8].

Proof. First let us show that if $\mathbb{P}$ is $\nu$-c.c. for some $\nu < \mu$ and $\mathbb{P} \ast \tilde{Q}$ forces that there is a $(\mu, \kappa)$-dnmf $\mathcal{F}$ with $\lambda_{\mathcal{F}} = \mu$, then in fact $|\mathbb{P}| < \mu$. Assume otherwise. By Lemma 9, $\mu$ is strongly inaccessible. Let $\eta < \mu$ be such that $\Vdash 2^\eta \leq \eta$. Let $\{\tau_\alpha : \alpha < \eta\}$ be a complete set of representatives for the $\alpha$-th decisive names.
the $\mathbb{P}$-names for subsets of $\nu$. Let $\theta$ be a sufficiently large cardinal and let $M \prec H_\theta$ contain $\mathbb{P}, \mu, \nu, \{\tau_\alpha : \alpha < \eta\}$ and be $<\nu$-closed and of size $\leq \eta$. Then $\mathbb{P}_0 = M \cap \mathbb{P}$ is a regular suborder of $\mathbb{P}$, and $\mathbb{P} \cong \mathbb{P}_0 * \hat{\mathbb{P}}_1$, where $\hat{\mathbb{P}}_1$ is forced to be $\nu^+$-distributive. (Using [9] p. 246, the $\nu$-c.c. implies that it suffices for $\hat{\mathbb{P}}_1$ to add no subsets of $\nu$.) Let $G \subseteq \mathbb{P}_0$ be generic. If $\mathbb{P}_1$ is a nontrivial forcing, then we can inductively construct a tree of height $\nu^+$ with levels of size $< \nu$, such that every node splits. The nontriviality of $\mathbb{P}_1$ allows us to split at successor stages, the distributivity allows us to continue at limit stages, and the chain condition ensures that the levels never grow too large. But it is a well-known fact that such trees do possess cofinal branches, and this contradicts the $\nu$-c.c. of $\mathbb{P}_1$.

Now suppose $G * H \subseteq \mathbb{P} * \hat{Q}$ is generic over $V$. Assume towards a contradiction that in $V[G][H]$, for some $\kappa$, there is an ideal $\mathcal{I}$ on $\kappa$ with completeness $\mu$ such that $\mathcal{P}(\kappa)/\mathcal{I}$ is equivalent to $\text{Add}(\mu, \theta)$ for some $\theta$. By the previous paragraph, we can assume $|\mathbb{P}| < \mu$. By Lemma 18, $\mu$ is strongly inaccessible in $V[G][H]$, and so it is as well in $V$ and in any $\mu$-distributive extension of $V[G][H]$. Let $K$ be $\text{Add}(\mu, \eta)$-generic over $V[G][H]$.

There is an embedding $j : V[G][H] \rightarrow M \subseteq V[G][H][K]$, where $\text{crit}(j) = \mu$, and $M$ is a $\mu$-closed transitive class in $V[G][H][K]$. Let $X \subseteq \mu$ be a set in $V[G][H][K]$, which is necessarily in $M$. Write $M$ as $N[G][H']$.

For a cobounded set of $\alpha < \mu$, $V^N_{\alpha} = V^V_{\alpha}$, and thus $V^N_{\mu} = V^V_{\mu}$. Since $j(\mathbb{Q})$ is $j(\mu)$-closed in $N[G]$, $X \in V^N_{\mu}$, and we can take so that $X \subseteq V^N_{\mu} = V^V_{\mu}$.

For all $a \in \mathcal{P}_\mu(V^V_{\mu})$, $a \cap \check{X} \in V^N_{\mu} = V^V_{\mu}$. By Usuba’s Theorem, $\mathbb{P} * \hat{Q} * \text{Add}(\mu, \eta)$ has the $\mu$-approximation property. Thus $\check{X} \in V$. Therefore, $X = \check{X}^G \in V[G]$, which is a contradiction. $\square$

4.2. Indestructibility

**Theorem 18.** Suppose $\kappa$ is supercompact. Then there is a forcing extension in which for all $\kappa$-directed-closed posets $\mathbb{P}$ that force $2^\kappa < \aleph_\eta$, where $\eta = (\kappa^{++})^{L(\mathcal{P}(\kappa))}$, $\mathbb{P}$ forces $2^\kappa \in \mathcal{SP}(\kappa, \kappa)$.

**Remark 19.** The class of posets in the hypothesis of Theorem 18 is cofinal in the class of $\kappa$-directed-closed forcings, since every $\kappa$-directed-closed $\mathbb{P}$ is a complete suborder of $\mathbb{P} * \text{Add}(\kappa^+, 1)$, which forces $2^\kappa = \kappa^+$.

**Proof.** We may assume that GCH holds in $V$. Let $f : \kappa \rightarrow V_\kappa$ be a Laver function (see [9] Theorem 20.21). Inductively define the following Easton-support iteration $(\mathbb{P}_\alpha, \check{Q}_\alpha : \alpha < \kappa)$. Suppose we have defined the iteration up to $\alpha$. If $\alpha$ is inaccessible in $V$, $\mathbb{P}_\alpha$ is $\alpha$-c.c., and $f(\alpha)$ is a $\mathbb{P}_\alpha$-name for an $\alpha$-directed-closed poset of size $\beta_\alpha$, let $\check{Q}_\alpha$ be a $\mathbb{P}_\alpha$-name for $f(\alpha) \times \text{Add}(\alpha, \beta_\alpha)$. Otherwise, let $\check{Q}_\alpha$ be trivial.

Let $G \subseteq \mathbb{P}_\kappa$ be generic, and let $\check{Q}$ be a $\kappa$-directed-closed poset in $V[G]$ that forces $2^\kappa < \aleph_\eta$, where $\eta = (\kappa^{++})^{\mathcal{P}(\kappa)}$. Let $\lambda$ be the least regular cardinal $\geq \kappa^+ + |\check{Q}|$. By the properties of the Laver function, there is a normal ultrafilter $\mathcal{U}$ on $\mathcal{P}_\kappa(\lambda)$ such that $j_\mathcal{U}(\kappa) = \hat{\check{Q}}$. Force over $V[G]$ to get a generic $H_0 \times H_1 \subseteq \check{Q} \times \text{Add}(\kappa, \lambda)$. In $M = \text{Ult}(V, \mathcal{U})$, the quotient forcing $j(\mathbb{P}_\kappa)(G * H_0 * H_1)$ is $\lambda^+$-closed. By the GCH, we can build a generic $K$ for this poset in $V[G * H_0 * H_1]$. Thus we can lift the embedding to $j : V[G] \rightarrow M[G']$, where $G' = G * H_0 * H_1 * K$. Since $\check{Q}$ is $\kappa$-directed-closed and $j(\kappa) > \lambda$, there is a condition $q$ below $j[H_0]$ in $j(\mathbb{Q})$. By the
GCH again, \(|j(\lambda)| = \lambda^+\), so we can build a generic \(H_0'\) for this poset below \(q\) and extend the embedding further to \(j : V[G * H_0] \to M[G^* H_0']\).

Over the model \(V[G * H_0]\), we only need to force with \(\text{Add}(\kappa, \lambda)\) to obtain the lifted embedding as above. In \(V[G * H_0]\), define a normal ideal on \(\kappa\) as \(\mathcal{I} = \{X \subseteq \kappa : 1 \Vdash_{\text{Add}(\kappa, \lambda)} \kappa \notin j(X)\}\). Since \(\text{Add}(\kappa, \lambda)\) is \(\kappa^+\)-c.c., the ideal is seen to be \(\kappa^+\)-saturated by mapping an \(\mathcal{I}\)-positive set \(X\) to \(|\kappa \in j(X)|\). By normality, this embedding is regular, since if \(\langle X_\alpha : \alpha < \kappa \rangle\) is a maximal antichain, then \(\nabla_\alpha X_\alpha\) is \(\mathcal{I}\)-equivalent to the top condition, so it is forced that \(\kappa \in j(\nabla_\alpha X_\alpha)\), which means that one of the Boolean values \(|\kappa \in j(X_\alpha)|\) is in the generic filter. Thus if we force with \(\mathcal{P}(\kappa) / \mathcal{I}\), a further forcing allows us to obtain the extension of \(j\) as above. If \(i : V \to N\) is a generic ultrapower embedding arising from \(\mathcal{I}\), then there is a factor map \(k : N \to M\) such that \(j = k \circ i\) defined by \(k(g) = j(g)(\kappa)\). This holds because for \(X \subseteq \kappa\), \(X\) is in the projected generic ultrafilter \(\mathcal{W} 
subseteq \mathcal{P}(\kappa) / \mathcal{I}\) iff \(\kappa \in j(X)\) by the definition of the Boolean embedding.

We claim that \(\mathcal{P}(\kappa) / \mathcal{I}\) is actually equivalent to \(\text{Add}(\kappa, \lambda)\). This will complete the proof, since \(2^\kappa = \lambda\) in \(V[G * H_0]\), so we apply Lemma \([\text{X}]\) to obtain a \((\kappa, \kappa)\)-dmi. To show the claim, it suffices to show that if \(H_1 \subseteq \text{Add}(\kappa, \lambda)\) is generic and \(\mathcal{W}\) is the projected generic ultrafilter for \(\mathcal{P}(\kappa) / \mathcal{I}\), then \(H_1\) can be recovered from \(\mathcal{W}\).

Let \(k : N \to M\) be the factor embedding as above. Since \(\mathcal{P}(\kappa) V[G^* H_0'] \subseteq N\), all the relevant models agree on \(\kappa^+\). Thus the critical point of \(k\) is greater than \(\kappa^+\). Also, \((2^\kappa)^N \geq \lambda\), and \(k((2^\kappa)^N) = (2^\kappa)^M[G^* H_0'] = \lambda\), so \((2^\kappa)^N = \lambda\) and \(k(\lambda) = \lambda\). Let \(C\) be the set of cardinals of \(V[G * H_0]\) that are \(\leq \lambda\). By hypothesis, \(C = C^M[G^* H_0']\) is a set of order-type \(< \text{crit}(k)\). Since \(k(C^N) = C\), we must have that the image \(k[C^N] = C\). Thus the critical point of \(k\) is \(> \lambda\). Now, \(G\) is generic for an iteration as defined above, and in \(N\) we can examine \(i(G_\kappa)\). This is a filter \(h_0 \times h_1\), and \(k(h_0 \times h_1) = H_0 \times H_1\). Since \(H_1\) is of rank \(< \text{crit}(k)\), we have \(h_1 = H_1\). This shows that \(H_1\) can be definably recovered from \(\mathcal{W}\), completing the argument. □

**Corollary 20.** If there is a supercompact \(\kappa\), then for every successor ordinal \(\xi < \aleph_\eta\), where \(\eta = (\kappa^+) L(\mathcal{P}(\kappa))\), there is a generic extension in which \(\text{sp}_i(\kappa, \kappa) = \{\kappa^+\xi\}\).

*Proof.* First note that \((\kappa^+) L(\mathcal{P}(\kappa))\) can only increase as we pass to outer models. Let \(\xi\) be as hypothesized, and if necessary, first pass to an extension in which \(\kappa\) is supercompact and GCH holds. Now suppose \(G \subseteq P_\kappa\) is generic for the iteration defined in the proof of Theorem \([\text{X}]\). Then GCH holds above \(\kappa\) in \(V[G]\). Let \(H \subseteq \text{Add}(\kappa, \kappa^+\xi)\) be generic over \(V[G]\), \(V[G][H] \models 2^\kappa = \kappa^+\xi\), so Theorem \([\text{X}]\) implies that in \(V[G][H]\), \(\kappa^+\xi \in \text{sp}_i(\kappa, \kappa)\). To see that no smaller cardinals are in \(\text{sp}_i(\kappa, \kappa)\), note that any \(\kappa\)-free family \(\mathcal{F} \subseteq \mathcal{P}(\kappa)\) occurs in \(V[G][H][X]\), where \(X \subseteq \kappa^+\xi\) has size at most \(|\mathcal{F}|^\kappa\). Thus if \(|\mathcal{F}| < \kappa^+\xi\), then there is a \(\kappa\)-Cohen generic set \(Y\) over \(V[G][H][X]\) in \(V[G][H]\), and \(Y\) splits every unbounded subset of \(\kappa\) in \(V[G][H][X]\). Thus \(\mathcal{F}\) is not maximal in \(V[G][H]\). □

### 5. The spectrum of strong independence

Lemma \([\text{X}]\) shows that if we want a model where for some uncountable regular cardinal \(\mu\), \(\text{sp}_i(\mu, \kappa) \neq \emptyset\) for some \(\kappa\), there must exist a countably complete precipitous ideal on \(\kappa\) whose
quotient algebra has a very particular form. This suggests the relevance of Theorem 13 to constructing models where such families exist. Indeed, it allows us to give a rather straightforward proof of a result of Kunen (see [12]).

**Theorem 21** (Kunen). *It is consistent relative to a measurable cardinal that \( \mathfrak{sp}_{1}(\omega_{1}, \kappa) \neq \emptyset \) for some \( \kappa \).

**Proof.** Let \( \mathcal{U} \) be a \( \kappa \)-complete ultrafilter on \( \kappa \) and let \( \mu < \kappa \) be regular. Let \( H \subseteq \text{Add}(\mu, \kappa) \) be generic over \( V \). By Foreman’s Theorem, the ideal \( J \) generated by the dual of \( \mathcal{U} \) in \( V[H] \) has the property that \( \mathcal{P}(\kappa)/J \cong \text{Add}(\mu, \kappa^+) \), since in \( V \), \( |j(\kappa)| = 2^\kappa \). By Lemma 8 there is a \((\mu, \kappa)\)-dmif \( F \subseteq \mathcal{P}(\kappa) \) in \( V[H] \).

For uncountable cardinals \( \mu \), we have thus far only seen examples where either \( \mathfrak{sp}_{1}(\mu, \kappa) = \emptyset \) or \( 2^\kappa \in \mathfrak{sp}_{1}(\mu, \kappa) \). An observation of Gitik and Shelah [17] allows us to find a model where for some uncountable \( \mu < \kappa \), \( i_{\mu}(\kappa) \) is defined and takes a value strictly less than \( 2^\kappa \), thus in particular addressing a question from [8].

**Theorem 22.** *It is consistent relative to a measurable cardinal that for some \( \kappa \), \( i_{\kappa}(\kappa) \) is a singular cardinal below \( 2^\kappa \). If there is a supercompact cardinal \( \lambda \), then for any ordinals \( \alpha, \beta \) with \( \beta < \lambda \), there is a forcing extension for any \( \kappa < \lambda \), \( i_{\kappa}(\kappa) = \lambda^{+\beta} \) and \( 2^\kappa \geq \lambda^{+\alpha} \).

**Proof.** For the first claim, assume \( \kappa \) is a measurable cardinal such that \( 2^\kappa < \kappa^{+\omega} \). Let \( \mathcal{U} \) be a \( \kappa \)-complete ultrafilter on \( \kappa \) and let \( \mu < \kappa \) be regular. Since \( 2^\kappa < \kappa^{+\omega} \), \( j_{\mathcal{U}}(\kappa^{+\omega}) = \kappa^{+n} \) for large enough \( n < \omega \), and thus \( j_{\mathcal{U}}(\kappa^{+\omega}) \) is \( \kappa^{+\omega} \). Let \( Q = \text{Add}(\mu, \kappa^{+\omega}) \). The map \( e \) given by Foreman’s Theorem is essentially an embedding of \( Q \) into itself given by moving coordinates by \( j_{\mathcal{U}} \). Thus if \( H \subseteq Q \) is generic, then if \( J \) is the ideal generated by the dual of \( \mathcal{U} \) in \( V[H] \), we have \( \mathcal{P}(\kappa)/J \cong \text{Add}(\mu, \kappa^{+\omega}) \). Since \( |\mathcal{U}| < \kappa^{+\omega} \), Lemma 8 implies that in \( V[H] \), \( \kappa^{+\omega} \in \mathfrak{sp}_{1}(\mu, \kappa) \).

To show that \( \kappa^{+\omega} \) is the minimum element of \( \mathfrak{sp}_{1}(\mu, \kappa) \) in \( V[H] \), suppose \( F \subseteq \mathcal{P}(\kappa) \) is a \( \mu \)-independent family of size \( < \kappa^{+\omega} \). By the chain condition of \( Q \), there is some regular \( \mathbb{P} \subseteq Q \) of size \( < \kappa^{+\omega} \) such that \( \mathcal{F} \in V[H \cap \mathbb{P}] \). We can take \( \mathbb{P} \) to be a sub-product of \( Q \), i.e. the collection of all partial binary functions on \( A \) of size \( < \mu \), where \( A \subseteq \kappa^{+\omega} \) has size \( < \kappa^{+\omega} \). Let \( \mathcal{G} \) be the set of all \( < \mu \)-length Boolean combinations of members of \( \mathcal{F} \), and let \( B \subseteq \kappa^{+\omega} \) be a set of \( \kappa \)-many ordinals not in \( A \), \( \langle \xi_\alpha : \alpha < \kappa \rangle \). In \( V[H] \), let \( Y = \{ \alpha < \kappa : H(\xi_\alpha) = 1 \} \). For every \( X \in \mathcal{G} \), both \( X \) and \( X \setminus X \) have size \( \kappa \). Thus by genericity, \( X \cap Y \) and \( X \setminus Y \) have size \( \kappa \) for every \( X \in \mathcal{G} \). Therefore, \( \mathcal{F} \) is not maximal and \( \kappa^{+\omega} = i_\mu(\kappa) \). Since cf\( (2^\kappa) > \kappa \), \( 2^\kappa > i_\mu(\kappa) \).

For the second claim, suppose \( \lambda \) is supercompact \( \beta < \lambda \), and \( \alpha \) is any ordinal. First pass to a forcing extension in which \( \lambda \) is still supercompact and \( 2^\lambda \geq \lambda^{+\alpha} \). Then use Prikry forcing to make \( \lambda \) a singular strong limit cardinal of cofinality \( \omega \). Let \( \beta < \kappa < \lambda \) be such that \( \kappa \) is measurable with witness \( \mathcal{U} \). Again, \( \lambda \) is a fixed point of \( j_{\mathcal{U}} \), and so are the first \( \kappa \) cardinals above \( \lambda \). Now force with \( \text{Add}(\mu, \lambda^{+\beta}) \), where \( \mu < \kappa \) is regular. By the same arguments as above, \( i_\mu(\kappa) = \lambda^{+\beta} \) in this model. We have \( 2^\kappa = (2^\kappa)^\kappa \geq \lambda^\omega \geq \lambda^{+\alpha} \).

For the models constructed above where \( i_\mu(\kappa) < 2^\kappa \), we do not know whether the set \( \mathfrak{sp}_{1}(\mu, \kappa) \) contains more than one cardinal. Thus it is of interest to ask if consistently \( |\mathfrak{sp}_{1}(\mu, \kappa)| \geq 2 \).
Theorem 23. Let $\mu < \kappa_0 < \kappa_1$ be regular cardinals such that $\kappa_0$ is strongly compact and $\kappa_1$ is measurable. Then there is a generic extension in which $\text{sp}_i(\mu, \kappa_1)$ contains at least two cardinals.

Proof. Let $\mathcal{U}_0$ be a fine $\kappa_0$-complete ultrafilter on $\mathcal{P}_{\kappa_0}(\kappa_1)$ and let $\mathcal{U}_1$ be a $\kappa_1$-complete ultrafilter on $\kappa_1$. Let $j_i : V \to M_i$ be the ultrapower embedding associated to $\mathcal{U}_i$. Let $\lambda > \kappa_1$ be a strong limit cardinal of cofinality $\kappa_0$. There is an increasing sequence of $(\lambda_i : i < \kappa_0)$ cofinal in $\lambda$, such that each $\lambda_i$ is a fixed point of both $j_0$ and $j_1$. Clearly, $\lambda$ is a fixed point of $j_1$ but not of $j_0$.

Claim 24. If $\lambda \leq \lambda' \leq 2^\lambda$, then $|j_0(\lambda')| = 2^\lambda$.

Proof. Let $\theta = 2^\lambda$. Let $(f_\alpha : \alpha < \theta)$ be the sequence of distinct members of $\prod_{\alpha < \kappa_0} \lambda_i$. Since each $\lambda_i$ is fixed by $j_0$, for each $\alpha < \theta$, $j_0(f_\alpha) \upharpoonright \kappa_0 \in \prod_{i < \kappa_0} \lambda_i$. If $\alpha < \beta$, then there is $i$ such that $f_\alpha(i) \neq f_\beta(i)$, so $j_0(f_\alpha)(i) \neq j_0(f_\beta)(i)$. Thus $M_0 \models 2^\lambda \geq \theta$. Since $M_0 \models j_0(\lambda)$ is a strong limit, $\theta < j_0(\lambda)$. On the other hand, if $\lambda' \leq 2^\lambda$, then $|j_0(\lambda')| \leq (2^\lambda)^{\kappa_1} = 2^\lambda$. \hfill \Box

Let $\alpha < \kappa_1$ be such that $\lambda^+ \alpha < 2^\lambda$ and let $H \subseteq \text{Add}(\mu, \lambda^+ \alpha)$ be generic. By the same argument as for Theorem 22 if $I_1 \subseteq V[H]$ is the ideal generated by the dual to $\mathcal{U}_1$, then $\mathcal{P}(\mathcal{P}_{\kappa_0}(\kappa_1)V)/I_0 \cong \text{Add}(\mu, 2^\lambda)$ and $\mathcal{P}(\kappa_1)/I_1 \cong \text{Add}(\mu, \lambda^+ \alpha)$. Since $\kappa_1$ is inaccessible in $V$, all $I_0$-positive sets have cardinality $\kappa_1$, and since $|\mathcal{U}_0| = |\mathcal{U}_1| = (2^\kappa_1)^V < \lambda$, by Lemma 8, $\{\lambda^+ \alpha, 2^\lambda\} \subseteq \text{sp}_i(\mu, \kappa_1)$.

Theorem 25. Assume GCH, $\kappa_0$ is supercompact and $\kappa_1 > \kappa_0$ is measurable. Then there is a generic extension in which $\text{sp}_i(\mu, \kappa_1) \neq \emptyset$ for at least two uncountable $\mu$.

Proof. Let $f : \kappa_0 \to V_{\kappa_0}$ be a Laver function, so that for all $\lambda$ and all $X \subseteq V_{\lambda}$, there is a normal $\kappa_0$-complete ultrafilter $\mathcal{U}$ on $\mathcal{P}_{\kappa_0}(\lambda)$, such that $j_\mathcal{U}(f(\kappa_0)) = X$. Let $\mathbb{P}_{\kappa_0}$ be an Easton-support iteration contained in $V_{\kappa_0}$, where at stage $\alpha$, we force with the trivial poset, unless $\alpha$ is inaccessible, $f \upharpoonright \alpha \subseteq V_{\alpha}$, and $f(\alpha)$ is an ordinal, in which case we force with $\text{Add}(\alpha, f(\alpha)^+) \times \text{Add}(\alpha^+, f(\alpha))$. Let $\mathcal{U}$ be a normal $\kappa_0$-complete ultrafilter on $\mathcal{P}_{\kappa_0}(\kappa_1)$ such that $j_\mathcal{U}(f)(\kappa_0) = \kappa_1$, where $j : V \to M$ is the ultrapower embedding.

Let $G \subseteq \mathbb{P}_{\kappa_0}$ be generic. Then let $H_1 \subseteq \text{Add}(\kappa_0^+, \kappa_1)$ be generic over $V[G]$. We can lift $j$ to an embedding with domain $V[G][H_1]$ via the following procedure. First force to get a generic $H_0 \subseteq \text{Add}(\kappa_0, \kappa_1^+)$. By the closure of $M$ and the chain condition of the forcing, $M[G][H_0][H_1]$ is a $\kappa_1$-closed subclass of $V[G][H_0][H_1]$. The remaining tail-end of $j(\mathbb{P}_{\kappa_0})$ is $\kappa_1^+$-closed in $M[G][H_0][H_1]$. By the GCH, $|j(\kappa_1)| = \kappa_1^+$, and $\kappa_1^+$ is a fixed point of $j$. Thus we can build a filter $K$ that is generic over $M[G][H_0][H_1]$ for the remaining part of $j(\mathbb{P}_{\kappa_0})$ and lift to $j : V[G] \to M[G']$, where $G' = G \ast H_0 \ast H_1 \ast K$. To lift further to include $H_1$ in the domain, note that by normality, $j \upharpoonright H_1 \in M[G][H_1]$. Since $|H_1| = \kappa_1$ there is a lower bound to $j[H_1]$ in $\text{Add}(j(\kappa_0^+), j(\kappa_1))^{M[G']}$. Since $|j(\kappa_1)| = \kappa_1^+$, we can again build a filter $H'_1$ for this forcing that is generic over $M[G']$, with $j[H_1] \subseteq H'_1$.

Thus we can lift the map to $V[G][H_1]$ by adding the object $H_0$. Let $\mathcal{I}$ be the normal ideal on $Z = \mathcal{P}_{\kappa_0}(\kappa_1)V$ as defined as $\{X : 1 \Vdash \text{Add}(\kappa_0, \kappa_1^+) \upharpoonright j(\kappa_1)^+ \notin j(X)\}$. As in the argument for Theorem 18, the map $[X]_{\mathcal{I}} \to |j(\kappa_1) \in j(X)|$ is a regular embedding of $\mathcal{P}(Z)/\mathcal{I}$ into the Boolean completion of $\text{Add}(\kappa_0, \kappa_1^+)$. If $\mathcal{U}'$ is a generic ultrafilter projected from $H_0$ and $i : V[G][H_1] \to N$ is the generic ultrapower embedding, then there is a factor map $k : N \to M[G'][H'_1]$. Since $\mathcal{I}$ is normal,
for every ordinal \( \alpha \leq \kappa_1, \alpha = \text{ot}(i(\alpha) \cap [\alpha]) = \text{ot}(j(\alpha) \cap [\kappa_1]) = k(\alpha), \) so \( \text{crit}(k) > \kappa_1^+ \). Thus, if \( h_1 \) is the first factor of \( i(G)_\kappa \), then \( k(h_0) = H_0 \) and \( h_0 = H_0 \), so \( H_0 \) can be recovered from \( U' \). Therefore, \( \mathcal{P}(Z)/\mathcal{I} \) is forcing-equivalent to \( \text{Add}(\kappa_0, \kappa_1^+) \). Since \( |\mathcal{I}| = \kappa_1^+ \), Lemma 8 implies that \( \kappa_1^+ \in \mathfrak{s}(\kappa_0, \kappa_1) \).

Now, \( \kappa_1 \) is still measurable in \( V[G] \). Let \( \mathcal{W} \) be a \( \kappa_1 \)-complete ultrafilter on \( \kappa_1 \) in \( V[G] \). If \( \mathcal{J} \) is the ideal generated by the dual of \( \mathcal{W} \) in \( V[G][H_1] \), then using Theorem 13 \( \mathcal{P}(\kappa_1)/\mathcal{J} \) is forcing-equivalent to \( \text{Add}(\kappa_0^+, \text{j}_\mathcal{W}(\kappa_1)) \). By GCH and Lemma 8 \( \kappa_1^+ \in \mathfrak{s}(\kappa_0^+, \kappa_1) \). \( \square \)

6. Sacks indestructibility

In [3], the authors show that it is consistent relative to a measurable that \( i(\kappa) = \omega_1(\kappa) < 2^\kappa \) by constructing a special \((\omega, \kappa)\)-dmif which is indestructible by large products of \( \kappa \)-Sacks forcing. Thus our Theorem 28 is a generalization of this result to \((\kappa, \kappa)\)-dmif’s for \( \kappa > \omega \).

Below, \( \mathcal{S}_\kappa \) denotes \( \kappa \)-Sacks forcing and \( \mathcal{S}_\kappa^\lambda \) the \( \kappa \)-supported product of \( \lambda \)-many copies of \( \kappa \)-Sacks forcing. The \( \kappa \)-Sacks forcing was introduced by Kanamori [11], where some of its key properties are established. The conditions are perfect trees \( T \subseteq 2^{< \kappa} \) satisfying certain conditions, ordered by \( T \leq S \) when \( T \subseteq S \). Among others, Kanamori proved [11] Lemma 1.2 that if \( \beta < \kappa \) and \( \langle p_\alpha : \alpha < \beta \rangle \) is a decreasing sequence of conditions, then \( \bigcap_{\alpha < \beta} p_\alpha \) is a condition. Thus \( \mathcal{S}_\kappa \) is \( \kappa \)-closed with greatest lower bounds. This makes Theorem 18 applicable, because of the following folk result mentioned by Velleman [17]:

**Proposition 26.** If \( \kappa \) is a regular uncountable cardinal and \( \mathbb{P} \) is a \( \kappa \)-closed poset with greatest lower bounds, then \( \mathbb{P} \) is \( \kappa \)-directed-closed.

**Proof.** If \( D \subseteq \mathbb{P} \) is a countable directed set, then we can easily find a sequence \( p_0 \geq p_1 \geq p_2 \geq \ldots \) contained in \( D \) such that for all \( q \in D \), there is \( n \) such that \( p_n \leq q \). Thus \( D \) has a greatest lower bound. Let \( \mu < \kappa \) be a cardinal, and suppose by induction that for every directed \( D \subseteq \mathbb{P} \) of cardinality \( < \mu \), \( D \) has a greatest lower bound. Let \( D \) be a directed set of size \( \mu \), and let \( \langle D_\alpha : \alpha < \mu \rangle \) be a \( \subseteq \)-increasing sequence such that each \( D_\alpha \) is a directed set of size \( < \mu \), and \( \bigcup_{\alpha < \mu} D_\alpha = D \). If \( p_\alpha = \inf D_\alpha \), then \( \langle p_\alpha : \alpha < \mu \rangle \) is a decreasing sequence, so by hypothesis it has a greatest lower bound. \( \square \)

For an ideal \( \mathcal{I} \), let \( \mathcal{I}^* \) denote its dual filter.

**Lemma 27.** Let \( \mathcal{F} \) be a \((\kappa, \kappa)\)-dmif such that its density ideal \( \mathcal{I}_\mathcal{F} \) is normal. Thus, in particular:

1. Every subfamily of \( \mathcal{I}_\mathcal{F} \) of cardinality \( \leq \kappa \) has a pseudo-intersection in \( \mathcal{I}_\mathcal{F}^* \).
2. For every strictly increasing function \( f \in \kappa^\kappa \) there is \( C \in \mathcal{I}_\mathcal{F}^* \) such that if \( C = \{k(\alpha)\}_{\alpha \in \kappa} \) is the increasing enumeration of \( C \), then \( f(k(\alpha)) < k(\alpha + 1) \).

Then \( \mathcal{F} \) remains maximal in generic extensions obtained via arbitrarily large products \( \mathcal{S}_\kappa^\lambda \) of \( \kappa \)-Sacks forcing \( \mathcal{S}_\kappa \).

**Proof.** Since the proof below is a straightforward generalization of the proof appearing in [3] Theorems 43 and 45] we give only an outline in the case \( \lambda = 1 \). Note that a \((\kappa, \kappa)\)-independent family \( \mathcal{F} \) is densely maximal iff for every \( p \in \text{Add}(\kappa, |\mathcal{F}|) \) and every \( A \subseteq X_p \) either \( X_p \setminus A \in \mathcal{I}_\mathcal{F} \).
or there is \( q \leq p \) such that \( X_q \subseteq X_p \setminus A \) (see [3, Lemma 27]). Thus, it is sufficient to show that in \( V^{S_\kappa} \) for every \( A \subseteq \kappa \) and every \( p \in \text{Add}(\kappa, |F|) \) such that \( A \subseteq X_p \) the following holds:

Either \( X_p \setminus A \in \mathcal{I}_F \) or \( \exists q \leq p \) such that \( X_q \subseteq X_p \setminus A \).

Suppose this is not the case. Since \( S_\kappa \) is \( \kappa \)-closed, it does not add \( \kappa \)-sequences of members of \( \mathcal{F} \). Thus we can find \( r \in S_\kappa \), an \( \kappa \)-name \( \dot{A} \) and \( p \in \text{Add}(\kappa, |F|)^V \) such that

\[
 r \forces_{S_\kappa} \dot{A} \subseteq X_p \setminus X_p \setminus \dot{A} \notin \mathcal{I}_F \land \forall q \leq p (X_q \cap \dot{A} \neq \emptyset).
\]

Without loss of generality \( r \in S_\kappa \) is preprocessed for \( \dot{A} \) (see [3, Definition 35 and Lemma 37]), i.e. for all \( t \in \text{split}_\alpha(r) \) there is \( x_t \in \alpha^2 \) such that \( r_t \forces_{S_\kappa} \dot{A} \upharpoonright x_t = \check{x}_t \). For each \( t \in \text{split}(r) \) let

\[
 Y_t = \{ \beta \in \kappa : \exists \alpha' \in \text{split}(r) \text{ s.t. } \alpha' \text{ is comparable with } t \text{ and } r_{\alpha'} \forces \check{\beta} \in \dot{A} \},
\]

i.e. \( Y_t \) is the outer hull of \( \dot{A} \) below \( r_t \) (see [3, Definition 38]). Then \( Y_t \subseteq X_p \) and for all \( t \in \text{split}(r) \)
\[
 Y_t \cup \kappa \setminus X_p \in \mathcal{I}_F^r.
\]

This is because, by dense maximality, either \( X_p \setminus Y_t \in \mathcal{I}_F \), or there is \( q \leq p \) such that \( X_q \subseteq X_p \setminus Y_t \). But the latter cannot occur, since \( r_t \forces \emptyset \neq X_q \cap \dot{A} \subseteq X_q \cap Y_t \).

By property (1) of \( \mathcal{I}_F^r \), there is \( C \in \mathcal{I}_F^r \) such that \( C \subseteq^* Y_t \cup \kappa \setminus X_p \) for each \( t \in \text{split}(p) \) (where \( D \subseteq^* E \) means \( D \setminus E \) is bounded in \( \kappa \)). Then \( C \cap X_p \subseteq^* Y_t \) for all \( t \in \text{split}(r) \) and so there is \( f \in \kappa^\kappa \) such that for all \( \alpha < \kappa \)
\[
 (C \cap X_p) \setminus f(\alpha) \subseteq \bigcap_{t \in \text{split}_\alpha(r)} Y_t.
\]

Without loss of generality, \( f \) is strictly increasing. By property (2) of \( \mathcal{I}_F^r \) there is \( C^* \in \mathcal{I}_F^r \) such that for all \( \alpha \in C^* \) and all \( \gamma \in \alpha \cap C^* \), \( f^2(\gamma) < \alpha \). Now, let \( C' = C \cap C^* \cap (f(1), \kappa) \). Thus, \( C' \in \mathcal{I}_F^r \).

Let \( \{ k(\alpha) \}_{\alpha \in \kappa} \) be the increasing enumeration of \( C' \cap X_p \). Recursively construct a fusion sequence \( \tau = \langle r_\alpha : \alpha < \kappa \rangle \) below \( r \) such that

\[
 \forall \alpha < \kappa, r_\alpha \forces k(\alpha) \in \dot{A}.
\]

Then the fusion \( r^* \) of \( \tau \) will force \( "C' \cap X_p \subseteq \dot{A}" \) and so
\[
 r^* \forces_{S_\kappa} X_p \setminus \dot{A} \subseteq X_p \setminus C'.
\]

However \( X_p \setminus C' \subseteq \kappa \setminus C' \in \mathcal{I}_F \), so we obtain \( r^* \forces_{S_\kappa} X_p \setminus \dot{A} \in \mathcal{I}_F \), which is a contradiction to the choice of \( r \).

\[\square\]

**Theorem 28.** It is consistent relative to a measurable that
\[
i_\kappa(\kappa) < 2^\kappa,
\]
where \( \kappa > \omega \). Furthermore, it is consistent relative to a supercompact that for some \( \kappa > \omega \), \( \kappa^+ < 2^\kappa \) and \( \{ \kappa^+, 2^\kappa \} \subseteq \text{sp}(\kappa, \kappa) \).

**Proof.** For the first claim, Kunen [12] showed that if \( \kappa \) is measurable, then there is a forcing extension satisfying GCH, preserving \( \kappa \), and in which there is a normal ideal \( \mathcal{I} \) on \( \kappa \) such that \( \mathcal{P}(\kappa)/\mathcal{I} \cong \text{Add}(\kappa, 2^\kappa) \). By Lemma 8 \( \mathcal{I} = \mathcal{I}_F \) for some \((\kappa, \kappa)\)-dmf \( \mathcal{F} \). The forcing construction is essentially the same as for Theorem 18 but we simply force with \( \text{Add}(\alpha, 2^\alpha) \) at inaccessible stages \( \alpha < \kappa \). Over this model, we then force with \( S_\kappa^\lambda \) for any \( \lambda > \kappa^+ \). A standard fusion argument shows
that $S^\lambda_\kappa$ preserves the property “cf($\eta$) > $\kappa$,” so $\kappa^+$ is preserved. A standard $\Delta$-system argument shows that $S^\lambda_\kappa$ has the $(2^\kappa)^+$-c.c. By Lemma 27, the maximality of $F$ is preserved by $S^\lambda_\kappa$. Since $S^\lambda_\kappa$ forces $2^\kappa \geq \lambda$, the desired conclusion holds.

If $\kappa$ is supercompact, then by Theorem 18 we can pass to an extension satisfying GCH at and above $\kappa$, and in which there is a $(\kappa, \kappa)$-dmif with normal density ideal. $S^\lambda_\kappa$ is $\kappa$-directed-closed for all $\lambda$, so if $\xi < (\kappa^{+\xi})^{L(\mathcal{P}(\kappa))}$ is a successor and $\lambda = \kappa^{+\xi}$, then the statement “$2^\kappa \in \mathfrak{sp}_1(\kappa, \kappa)$” holds after forcing with $S^\lambda_\kappa$. Thus in the extension, there are $(\kappa, \kappa)$-dmif's of size $\kappa^+$ and $\kappa^{+\xi}$. □

7. Restrictions

The methods of Section 5 to separate $i_\mu(\kappa)$ from $2^\kappa$ may seem a bit unsatisfying because of their reliance on the peculiarities of singular cardinal arithmetic. The main purpose of this section is to show that this is in some sense necessary.

**Theorem 29.** Suppose $\mu > \omega$ and there is a $(\mu, \kappa)$-dmif $F$ such that $\mu < \lambda F$. Then $|F| \geq \min\{2^{\lambda_\mu}, \lambda^+\omega\}$. In particular, $i_\mu(\kappa) \geq \min\{2^{\lambda_\mu}, \lambda^+\omega\}$.

By the proof of Theorem 22, the above lower bound is optimal. We will make use of the following notion:

**Definition 30.** A partial order $P$ is said to be $\kappa$-cofinally layered, if there is a set of atomless regular suborders of size $\kappa$ which is cofinal in $P_\kappa(P)$.

If $\mu < \kappa$ are such that $\alpha <^\kappa \mu < \kappa$ for all $\alpha < \kappa$, then for all $\theta$, $\text{Add}(\mu, \theta)$ is $\kappa$-cofinally layered.

**Theorem 31.** Suppose $\kappa > \omega$. If $\mathcal{I}$ is a $\kappa$-complete ideal on $\kappa$ and $\mathcal{P}(\kappa)/\mathcal{I}$ is forcing-equivalent to an atomless partial order $P$ that is $\nu$-c.c. and $\nu$-cofinally layered for unboundedly many $\nu < \kappa$, then $|P| \geq \min\{2^\kappa, \kappa^{+\omega}\}$.

Let us first show how Theorem 29 follows from Theorem 31. Let $\lambda = \lambda F$, and let $\mathcal{I}$ be a uniform ideal on $\kappa$ such that $\mathcal{P}(\kappa)/\mathcal{I} \cong \text{Add}(\mu, \theta)$, where $\theta < \min\{2^{\lambda_\mu}, \lambda^+\omega\}$. For all $\alpha < \lambda$, $\text{Add}(\mu, \theta)$ is $(\alpha <^\kappa \mu)^+$-cofinally layered, so by Lemma 9 it is $\nu$-cofinally layered for unboundedly many $\nu < \lambda$. Also, $\theta <^\kappa \mu = \theta$, so $|\text{Add}(\mu, \theta)| = \theta$. Let $\mathcal{J}$ be the projection of $\mathcal{I}$ to a $\lambda$-complete ideal on $\lambda$: $\mathcal{J} = \{X \subseteq \lambda : 1 \Vdash \lambda \notin j(X)\}$. By the claim below and Theorem 31 we get $\theta \geq \min\{2^\kappa, \lambda^+\omega\}$.

**Claim 32.** $\mathcal{P}(\lambda)/\mathcal{J}$ has a dense set isomorphic to poset of size $\leq \theta$ that is $\nu$-cofinally layered for unboundedly many $\nu < \lambda$.

**Proof.** Let us first show that there is a regular embedding of $\mathcal{P}(\lambda)/\mathcal{J}$ into $\mathcal{P}(\kappa)/\mathcal{I}$, defined by $[X]_\mathcal{J} \mapsto |\lambda \in j(X)|$. Since this preserves antichains and $\text{Add}(\mu, \theta)$ is $\mu^+$-c.c., $\mathcal{P}(\lambda)/\mathcal{J}$ is $\mu^+$-c.c. Thus if $\{[X_\alpha]_\mathcal{J} : \alpha < \delta\}$ is a maximal antichain in $\mathcal{P}(\lambda)/\mathcal{J}$, then $[\bigcup_\alpha X_\alpha]_\mathcal{J} = [\lambda]_\mathcal{J}$, so $\{||\lambda \in j(A_\alpha)|| : \alpha < \delta\}$ is maximal in $\mathcal{P}(\kappa)/\mathcal{I}$. Therefore, the embedding is regular.

Note that $\mathcal{P}(\lambda)/\mathcal{J}$ is atomless, since forcing with it necessarily adds subsets of $\mu$. The claim now follows from a more general fact about the heredity of cofinal layering. Suppose $\mathcal{B}_0$ is a complete subalgebra of a complete Boolean algebra $\mathcal{B}_1$, and $\mathcal{B}_1$ has a dense subset isomorphic to a $\nu$-c.c., $\nu$-cofinally layered poset $\mathcal{P}$. Let $\pi : \mathcal{P} \to \mathcal{B}_0$ be defined by $\pi(p) = \inf\{b \in \mathcal{B}_0 : b \geq p\}$.
Then $\pi$ is a projection onto a dense subset $Q$ of $\mathcal{B}_0$. To show that $Q$ is $\nu$-cofinally layered, let $\tau$ be a $Q$-name that is forced to be a new bounded subset of $\nu$, and let $X \in \mathcal{P}_\nu(Q)$ a predense set of size $< \nu$ deciding the elements of $\tau$. Let $Y \in \mathcal{P}_\nu(\mathbb{P})$ be such that $\pi[Y] = X$. Let $\mathbb{R} \supseteq Y$ be a regular suborder of $\mathbb{P}$ of size $< \nu$. Then $\pi[\mathbb{R}]$ is a regular suborder of $Q$. □

The proof of Theorem 33 is based on the proof of Theorem 2.4 of [7]. We will make use of the following fact:

**Theorem 33** (Shelah). Let $\kappa < \lambda$ be regular uncountable and let $S \subseteq \lambda^+ \cap \text{cof}(\kappa)$ be stationary. Then there is a stationary $S' \subseteq S$ and a sequence $\langle C_\alpha : \alpha \in S' \rangle$ such that each $C_\alpha$ is a club in $\alpha$ of order-type $\kappa$, and whenever $\gamma$ is a common limit point of $C_\alpha$ and $C_\beta$, then $C_\alpha \cap \gamma = C_\beta \cap \gamma$.

A sequence as above is called a *partial square sequence*.

**Proof of Theorem 33**. Suppose $I$ is a $\kappa$-complete ideal on $\kappa$ and $\mathcal{P}(\kappa)/I$ is forcing-equivalent to a poset $\mathbb{P}$ of size $\lambda < \min\{2^\kappa, \kappa^{+\omega}\}$ that is $\nu$-c.c. and $\nu$-cofinally layered for unboundedly many $\nu < \kappa$. The case of $\lambda \leq \kappa$ is already explicitly ruled out by Theorem 1.2 of [6]. If $2^\kappa > \kappa^{+\omega}$, we can collapse $2^\kappa$ to $\lambda^+$ with $\lambda^+$-closed forcing without changing the properties of the ideal. Thus it suffices to derive a contradiction from the assumption that $\kappa < \lambda < 2^\kappa < \kappa^{+\omega}$.

**Claim 34.** $2^{<\kappa} \leq \lambda$.

**Proof.** Otherwise, there is $\mu < \kappa$ and enumeration $\langle x_\alpha : \alpha < \theta \rangle$ of $\mathcal{P}(\mu)$, where $\theta > \lambda$. It is easy to show by induction that for each $n < \omega$, $\mathcal{P}(\kappa^{+n})$ has a cofinal subset of size $\kappa^{+n}$. Thus there is a collection of atomless regular suborders of $\mathbb{P}$, $\langle Q_\alpha : \alpha < \lambda \rangle$, which is cofinal in $\mathcal{P}(\kappa)(\mathbb{P})$.

Let $j : V \to M \subseteq V[G]$ be a generic ultrapower embedding, where $G \subseteq \mathcal{P}(\kappa)/I$ is generic. Let us assume that the top condition decides the value of $j(\theta)$ as $\theta^\prime$. Since $I$ is an ideal on $\kappa$, $j(\theta)$ is cofinal in $\theta^\prime$. For $\alpha < \theta$, let $\zeta_\alpha$ be the minimum possible value such that some condition forces $\zeta_\alpha = \sup j[\alpha]$, and let $\eta_\alpha$ be the supremum of all possible values. By the $\theta$-c.c., each $\eta_\alpha$ is below $\theta^\prime$. Note that for $\alpha < \beta$, $\zeta_\alpha < \zeta_\beta$ and $\eta_\alpha \leq \eta_\beta$. Furthermore, both sequences $\zeta_\alpha$ and $\eta_\alpha$ are continuous. Thus there is a club $C \subseteq \theta$ in $V$ such that for all $\alpha \in C$, it is forced that $\sup j[\alpha] = \zeta_\alpha = \eta_\alpha$.

Let $\langle y_\alpha : \alpha < \theta^\prime \rangle = j(\langle x_\alpha : \alpha < \theta \rangle)$. For each $\alpha < j(\theta)$ there is a $\mathbb{P}$-name $\tau_\alpha$ for $y_\alpha$ of size $< \kappa$. There is a stationary $S \subseteq \theta^\prime \cap \text{cof}(\kappa)$ in $V$ and a $\beta^* < \lambda$ such that each $\tau_\alpha$ is a $Q_{\beta^*}$-name for $\alpha \in S$. Let $S' = \{ \alpha \in C : \zeta_\alpha \in S \}$. By Shelah’s Theorem, there is a stationary $T \subseteq S'$ and a partial square sequence $\langle C_\alpha : \alpha \in T \rangle$. For $\xi \leq \kappa$, let $C_\alpha \upharpoonright \xi$ denote $\{ \beta \in C_\alpha : \text{ot}(C_\alpha \cap \beta) < \xi \}$.

Let us add a generic for $\text{Col}(\omega, |Q_{\beta^*}|)$ over $V$. In this extension, the generated ideal $\mathcal{I}$ is still $\kappa$-complete and forcing-equivalent to the same poset $\mathbb{P}$, since $\mathcal{P}(\kappa)^V/I$ is dense in $\mathcal{P}(\kappa)/\mathcal{I}$. If $\nu > |Q_{\beta^*}|$ is such that $\mathbb{P}$ is $\nu$-c.c. and cofinally many $Q \in \mathcal{P}_\nu(\mathbb{P})$ are regular in $\mathbb{P}$, then this remains true after the collapse. But now, $Q_{\beta^*}$ is equivalent to $\text{Add}(\omega, 1)$. For notational simplicity, let us assume this situation already occurred in $V$. By the closure of $M$, let $\langle r_\alpha : \alpha < \kappa \rangle$ be a sequence that is forced to represent the Cohen real $r$ coding the generic for $Q_{\beta^*}$. If $\beta = |d|_G$, then $r = j(\langle r_\alpha : \alpha < \kappa \rangle)(\beta)$. 

We may assume that for each $\alpha \in T$, $\tau_{\alpha}$ is an $\text{Add}(\omega, 1)$-name. For $\alpha \in T$ and $\xi \leq \kappa$, let $A^\xi_\alpha = \{r_\beta : \beta < \xi \land (\exists \gamma \in C_\alpha \mid \xi) \tau^{r_\beta}_{\alpha} = x_\gamma\}$. For each $\alpha \in T$, $A^\xi_\alpha$ is a nonmeager set of reals, since it is forced that $\zeta_\alpha = \sup j[\alpha] \in j(C_\alpha)$, and $\tau^*_{\zeta_\alpha} = y_{\zeta_\alpha}$. The Cohen real $r$ is forced to be $r_\beta$ for some $\beta < j(\kappa)$, which is in $j(A^\xi_\alpha)$. If $A^\xi_\alpha$ were meager in $V$, then by elementarity, a meager set coded in $V$ would cover $j(A^\xi_\alpha)$, which therefore could not contain $r$.

Furthermore, after forcing with $\mathbb{P}$, each $A^\xi_\alpha$ cannot even be covered by fewer than $\kappa$ meager sets. For otherwise, in $V[G]$, we could cover $A^\xi_\alpha$ by $\gamma$-many closed nowhere dense sets $\{B_\beta : \beta < \gamma\}$, where $\gamma < \kappa$. Since each $B_\beta$ is coded by a real, there is some $\delta < \lambda$ such that each $B_\beta$ is in $V[G \cap Q_\delta]$. For each $q \in Q_\delta$ and $\beta < \gamma$, let $B_{\beta,q} = \{x \in \mathbb{R} : q \Vdash x \in B_\beta\}$. Each $B_{\beta,q}$ is a closed nowhere dense set of reals in $V$, and $\bigcup_{\beta,q} B_{\beta,q} \supseteq A^\xi_\alpha$. Thus by elementarity, it is forced that $j(\bigcup_{\beta,q} B_{\beta,q}) = \bigcup_{\beta,q} j(B_{\beta,q}) \supseteq j(A^\xi_\alpha)$ (using the fact that $\gamma, |Q_\delta| < \kappa$). But the Cohen real $r$ is not in any $j(B_{\beta,q})$, since each of these is a closed nowhere dense set coded in $V$. This contradicts the fact that $r \in j(A^\xi_\alpha)$.

Reflecting this gives that for each $\alpha \in T$, there are unboundedly many $\xi < \kappa$ such that $A^\xi_\alpha$ cannot be covered by fewer than $\xi$-many meager sets. By the elementarity of $j$ applied to such $\xi < \kappa$, we have that for all $\alpha \in T$, it holds in $M$ that $j(A^\xi_\alpha)$ cannot be covered by $< \xi$-many meager sets. The same holds in $V[G]$, by the $\kappa$-closure of $M$. Let $\nu < \kappa$ be such that $\mathbb{P}$ is $\nu$-c.c. and cofinally many $Q \in \mathcal{P}_\nu(\mathbb{P})$ are regular in $\mathbb{P}$. By Fodor’s Lemma, there is a stationary $T' \subseteq T$ and a $\xi' < \kappa$ and $\rho' < \theta$ such that $\xi' > \nu$, and for all $\alpha \in T'$, $\sup(C_\alpha \upharpoonright \xi') = \rho'$. Since $\langle C_\alpha : \alpha \in T' \rangle$ is a partial square sequence, there is a fixed set $D$ such that $D \subseteq C_\alpha \upharpoonright \xi'$ for all $\alpha \in T'$.

In $M$, let $\langle \sigma_\alpha : \alpha \in j(T') \rangle = j(\langle \tau_{\alpha} : \alpha \in T' \rangle)$. Let $\alpha^* \in j(T') \setminus j[\theta]$. There is some regular $Q \subseteq \mathbb{P}$ of size $< \nu$ such that $\sigma_{\alpha^*} \in V[G \cap Q]$. Let $\dot{\sigma}$ be a $Q$-name for $\sigma_{\alpha^*}$. For each $\beta < \xi^*$, there is some $q \in Q \cap G$ such that $q \Vdash \dot{\sigma}^{r_\beta} = f_q(r_{\beta})$, where $f_q(r_{\beta}) = x_\gamma$ for some $\gamma \in D$. Each $f_q$ is a partial function in $V$, and $M \models \sigma^*_{\alpha^*} = f_q(s)$ for all $q \in G$ and $s \in \text{dom}(f_q)$. There is some $q^* \in Q \cap G$ such that $\text{dom}(f_{q^*})$ is nonmeager in $V[G]$. Since $\alpha^* \notin j[T']$ and the relevant objects are smaller than $\kappa$, we can reflect twice to get some $\alpha_0 < \alpha_1$ such that $\tau_{\alpha_0}^\kappa, \tau_{\alpha_1}^\kappa$ have the same properties as $\sigma^*_{\alpha^*}$. Namely, for all $s \in \text{dom}(f_{q^*})$, $\tau^\kappa_{\alpha_0} = f_{q^*}(s)$. But now we reach a contradiction. Since $\tau_{\alpha_0}, \tau_{\alpha_1}$ are $\text{Add}(\omega, 1)$-names for distinct objects, the set of reals $s$ such that $\tau^\kappa_{\alpha_0} = \tau^\kappa_{\alpha_1}$ is meager.

**Claim 35.** For all $\mu < \kappa$, $j(\mathbb{P}/I, j(2^\mu)) < \lambda^+$. 

**Proof.** Assume $[X]_I \Vdash j(2^\mu) \geq \lambda^+$. Let $\langle \tau_\alpha : \alpha < \lambda^+ \rangle$ be an enumeration of names of distinct elements of $j(\mathbb{P}(\mu))$. Let $\langle Q_\alpha : \alpha < \lambda \rangle$ be a collection of regular suborders of $\dot{Q}$ that is cofinal in $\mathcal{P}_\nu(\mathbb{P})$. There is a set $A \subseteq \lambda^+$ of size $\lambda^+$ and a $\beta^* < \lambda$ such that $\tau_{\alpha}$ is a $Q_{\beta^*}$-name for $\alpha \in A$. Each $\tau_\alpha$ is coded by a subset of $\nu = \max\{\mu, |Q_{\beta^*}|\}$. But this means that $2^\nu > \lambda$, contrary to Claim 34. 

To finish the proof of Theorem 31 let $\theta = 2^\nu$. Since $\mathbb{P}(\kappa)/I$ adds bounded subsets of $\kappa$, there is some $\mu < \kappa$ such that $2^\mu \geq \kappa$. By Claim 35, it is forced that $j(\kappa) < \lambda^+$. Since all cardinals above
\(\kappa\) are preserved, and there are only finitely many cardinals of \(M\) between \(j(\kappa)\) and \(j(\theta)\), and \(j\) is continuous at regular cardinals above \(\kappa\), we must have that \(j(\eta) = \eta\) for cardinals \(\eta\), \(\lambda^+ \leq \eta \leq \theta\). Since \(\mathcal{P}(\kappa)^V \subseteq M\), it must be the case that \((2^\kappa)^M \geq \theta\). Therefore,

\[
M \models \theta \leq 2^\kappa \leq 2^{j(\kappa)} = j(2^\kappa) = \theta.
\]

Thus in \(M\), there is some \(\mu < j(\kappa)\) such that \(2^\mu = 2^{j(\kappa)}\). Reflecting this to \(V\) and using Claim \(\mathbf{34}\) we get \(\lambda = 2^{<\kappa} = 2^\kappa\). This contradiction completes the proof. \(\square\)

Theorem \(\mathbf{34}\) fails to generalize to uniform \(\kappa\)-complete ideals on \(\theta\), where \(\theta > \kappa\). For example, suppose \(\kappa\) is a huge cardinal. This is witnessed by a normal \(\kappa\)-complete ultrafilter on \([\theta]^\kappa\) for some inaccessible \(\theta\). If \(j : V \to M\) is the associated embedding, then \(j(\kappa) = \theta\). Let \(\mu < \kappa\) be regular, and force with \(\text{Add}(\mu, \kappa)\). By Theorem \(\mathbf{13}\) in the extension, there is a uniform \(\kappa\)-complete ideal \(I\) on \(\theta\) such that \(\mathcal{P}(\theta)/I\) has a dense set isomorphic to \(\text{Add}(\mu, \theta)\). Of course, \(\theta < 2^\mu\), and we may assume that \(\theta^+\) is a strong limit.

This example shows that Lemma \(\mathbf{8}\) is only a partial converse to Lemma \(\mathbf{5}\). By Proposition \(\mathbf{4}\) there is no \((\mu, \theta)\)-mif of size \(\theta\), assuming that \(\theta^{<\mu} = \theta\). The explanation is that, in Lemma \(\mathbf{8}\) we made essential use of the assumption that the number of Cohen sets added by forcing with the ideal is at least the size of a cofinal subset of the ideal.

We can also bring this situation down to uniform \(\kappa\)-complete ideals on \(\kappa^{+n}\) for finite \(n\). The idea for the construction comes from Magidor \(\mathbf{14}\). Let us say that a cardinal \(\kappa\) is \(n\)-huge if there is an elementary embedding \(j : V \to M\) such that \(M\) is \(j(\kappa)^{+n}\)-closed. This property is witnessed by a normal \(\kappa\)-complete ultrafilter on the set \([z \subseteq \theta^{+n} : (\forall m \leq n) \otimes (z \cap \theta^{+m}) = \kappa^{+m}\}\), where \(j(\kappa) = \theta\).

**Proposition 36.** Assume ZFC is consistent with a 2-huge cardinal, and let \(n < m\) and \(k\) be natural numbers. Then there is a model of ZFC in which for some regular cardinal \(\lambda > \aleph_k = 2^{<\aleph_k}\), there is a uniform \(\lambda\)-complete ideal \(I\) on \(\lambda^{+n+m+2}\) such that \(\mathcal{P}(\lambda^{+n+m+2})/I\) has a dense set isomorphic to \(\text{Add}(\aleph_k, \lambda^{+m+2})\).

**Proof.** We can assume that there is a model of \(\text{ZFC} + \text{GCH}\) with a cardinal \(\kappa\) that is \(+n\)-huge, and a supercompact \(\lambda < \kappa\). Let \(j : V \to M\) be an embedding witnessing \(\kappa\) is \(+n\)-huge with \(j(\kappa) = \theta\). Assume \(j\) is derived from a normal ultrafilter \(U\) on the set \([z \subseteq \theta^{+n} : (\forall m \leq n) \otimes (z \cap \theta^{+m}) = \kappa^{+m}\]\), and note that \(|Z| = \theta^{+n}\). Use Laver’s forcing to make \(\lambda\) indestructibly supercompact. Since this forcing has size \(\lambda\), \(\kappa\) remains \(+n\)-huge with the same target.

By Kunen \(\mathbf{13}\), there is a \(\kappa\)-c.c., \(\lambda\)-directed-closed forcing \(\mathbb{P} \subseteq V_\kappa\) that turns \(\kappa\) into \(\lambda^+\), and has the property that there is a regular embedding from \(\mathbb{P} * \text{Col}(\kappa^{+m}, <\theta)\) into \(j(\mathbb{P})\) that is the identity on \(\mathbb{P}\). Let \(G * H \subseteq \mathbb{P} * \text{Col}(\kappa^{+m}, <\theta)\) be generic. Force further to obtain \(G' \subseteq j(\mathbb{P})\) containing the image of \(G * H\). Since \(j(\mathbb{P})\) is \(\theta\)-c.c., \(M[G']\) is \(\theta^{+m}\)-closed in \(V[G']\). \(j[H]\) has a lower bound \(q \in \text{Col}(\theta^{+m}, <j(\theta))^{M[G']}\). Using GCH, we find that \(|j(\theta)| = \theta^{+n+1}\). Using this and the closure of \(M[G']\), we can work in \(V[G']\) to construct a filter \(H'\) containing \(q\) that is \(\text{Col}(\theta^{+m}, <j(\theta))-\text{generic}\) over \(M[G']\), allowing an extension of the embedding to \(j : V[G * H] \to M[G' * H']\). As in the argument for Theorem \(\mathbf{13}\) there is in \(V[G * H]\) a normal ideal \(I\) on \(Z\) extending the dual of \(U\) such that \(\mathcal{P}(Z)/I\) is forcing-equivalent to the quotient \(j(\mathbb{P})/(G * H)\).
\( \mathcal{P}(Z) / \mathcal{I} \) is a complete Boolean algebra that is \( \theta \)-c.c. and of size \( \theta \). We claim that there are at most \( \theta \)-many functions \( f : Z \to \lambda \) that are distinct modulo \( \mathcal{I} \). Since \( \mathcal{I} \) is \( \lambda^+ \)-complete, the equivalence class of such a function is determined by a partition of \( Z \) into \( \leq \lambda \)-many \( \mathcal{I} \)-positive pieces. This corresponds to a maximal antichain of size \( \leq \lambda \) in \( \mathcal{P}(Z) / \mathcal{I} \). Since \( \theta^\lambda = \theta \), there are only \( \theta \)-many possibilities. Furthermore, there are at most \( \theta \)-many functions \( f : Z \to \kappa \) that are distinct modulo \( \mathcal{I} \). To show this, for each \( \alpha < \theta \), let \( f_\alpha : Z \to \kappa \) be such that \( f_\alpha(z) = \beta \), where \( \alpha \) is the \( \beta \)th element of \( z \). (By normality, almost all \( z \) have \( \alpha \in z \cap \theta \) and \( \operatorname{ot}(z \cap \theta) = \kappa \).) If \( g : A \to \kappa \) is any function defined on an \( \mathcal{I} \)-positive set \( A \), then by normality, \( g \) is dominated by some \( f_\alpha \) on an \( \mathcal{I} \)-positive \( B \subseteq A \). By the \( \theta \)-c.c., every \( g : Z \to \kappa \) is dominated by some \( f_\alpha \) modulo \( \mathcal{I} \). Since the set of predecessors of any \( f_\alpha \) has cardinality at most \( \theta \), there are in total at most \( \theta \)-many \( g : Z \to \kappa \) that are distinct modulo \( \mathcal{I} \). Finally, note that by a similar argument, there is a \( \text{mod-} \mathcal{I} \)-increasing sequence of length \( \theta^+ \) of functions from \( Z \) to \( \kappa^+ \).

Now, \( \lambda \) is still strongly compact in \( V' = V[G * H] \). Thus we can extend the dual of \( \mathcal{I} \) to a \( \lambda \)-complete ultrafilter \( \mathcal{W} \) on \( Z \). If \( i : V' \to N \) is the ultrapower embedding by \( \mathcal{W} \), then \( \text{crit}(i) = \lambda \), and there are at most \( \theta \)-many functions from \( Z \) to \( \kappa \) that are distinct modulo \( \mathcal{W} \). Thus \( i(\kappa) < \theta^+ \).

Since there are, modulo \( \mathcal{W} \), \( \theta^+ \)-many distinct functions from \( Z \) to \( \kappa^+ \), \( i(\kappa) \geq \theta \). If we then force with \( \text{Add}(\aleph_k, \kappa) \), then Theorem 13 implies that in the extension, there is a \( \lambda \)-complete uniform ideal \( \mathcal{J} \) on \( Z \) such that \( \mathcal{P}(Z) / \mathcal{J} \) has a dense set isomorphic to \( \text{Add}(\aleph_k, i(\kappa)) \). Finally, we note that in this model, \( \theta = \lambda^{+n+2} \) and \( |Z| = \lambda^{+n+2} \).

\[ \square \]

8. Questions

The following questions remain of interest.

1. Is it consistent that for some regular \( \kappa > \omega \), \( \kappa^+ < i_\kappa(\kappa) < 2^\kappa \)?
2. Given uncountable cardinals \( \mu \leq \kappa \), determine the possibilities for \( \text{sp}_i(\mu, \kappa) \). Is it consistent that such a set is infinite?
3. Is it consistent that for some \( \kappa \), \( \text{sp}_i(\mu, \kappa) \neq \emptyset \) for infinitely many \( \mu \)?
4. Corollary 10 says that if \( \mu_0 < \mu_1 \) are such that there exist both maximal \( \mu_0 \)-free and maximal \( \mu_1 \)-free families, then \( \mu_0 \leq \lambda_{\mu_0} \leq \mu_1 \leq \lambda_{\mu_1} \). One of the first two inequalities must be strict. Is it possible that \( \lambda_{\mu_0} = \mu_1 \)?
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