CONVERGENCE OF THE SPLITTING METHOD FOR SHALLOW WATER EQUATIONS
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Abstract

In this paper we analyze the convergence of the splitting method for shallow water equations. In particular we give an analytical estimation of the time step which is necessary for the convergence and then we study the behaviour of the motion of the shallow water in the Venice lagoon by using the splitting method with a finite element space discretization. The numerical calculations show that the splitting method is convergent if the time step of the first part is sufficiently small and that it gives a good agreement with the experimental data.

1 Introduction

The equations of a Newtonian (viscous) fluid are called Navier–Stokes equations and in the case of an inviscid fluid they give the Euler equations. The Navier–Stokes equations are given by

\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p - \nu \nabla^2 \mathbf{u} &= \mathbf{f}, \\
\nabla \cdot \mathbf{u} &= 0,
\end{align*}
\]

\(1\)

\(^1\)Invited paper to the VII International Conference on Artificial Intelligence and Information–Control Systems of Robots, Institute of Computer Systems, Slovak Academy of Sciences, 10–14 September, Bratislava (1997).
where \( p = P/\rho \) is the reduced pressure and \( \nu = \mu/\rho \) is the reduced or kinematic viscosity\(^1\).

The Navier–Stokes equations are to be integrated in the space–time domain \( \Omega \times ]0,T[ \subset \mathbb{R}^3 \times \mathbb{R}^+ \) once an appropriate set of initial and boundary conditions has been defined. While the former conditions, in general, only need to reproduce a feasible shape of the current solution, the latter are to be set and treated with much care due to the effect they can have on the evolution process\(^2,3\).

In the shallow water hypothesis one assumes that the characteristic horizontal scale \( L \) for the motion (the wave length) is longer than the average height \( \bar{h} \) of the fluid, i.e. \( L >> \bar{h} \). In such hypothesis vertical acceleration and velocity are negligible and the flux becomes almost horizontal\(^4\).

Definition 1.1 The total height of the water is given by

\[
h(x_1, x_2, t) = H(x_1, x_2) + \eta(x_1, x_2, t),
\]

where \( H \) is the depth of the water in the stationary condition above the reference level \( x_3 = 0 \), and \( \eta \) is the time–dependent difference, i.e. the height of the free surface.

The external forces acting on the water are of extreme importance to determine the equations of motion of the system.

Definition 1.2 The force of gravity is defined as

\[
f_g = \int_\Omega \rho \ g \ dx,
\]

where \( g = [0, 0, -g]^T \) is the vector acceleration of gravity.

If we consider large regions of water it is necessary to include other forces, like the Coriolis force and the Chezy force, which models the friction of the water at the bottom.

Definition 1.3 The Coriolis force is defined as

\[
f_{cor} = \int_\Omega \omega \wedge u \ dx,
\]

where \( \omega = [0, 0, w_3]^T \) is the rotation vector of the earth and \( w_3 = k_0 \) is called Coriolis coefficient.
Definition 1.4 The Chezy force is defined as

\[ f_{ch} = \int_{\Omega} g \frac{|u|}{k_1^2 h} \, dx, \]

where \(|u| = \sqrt{u_1^2 + u_2^2}\), \(g\) is the scalar acceleration of gravity, \(h\) is the total height of the water and \(k_1\) is the Chezy coefficient.

The first step to obtain the shallow water equations is to put \(u_3\) and \(du_3/dt\) equal to zero in the Navier Stokes equations. Then the third equation can be integrated between \(-H\) and \(\eta\). The system is yet 3-dimensional because the velocities \(u_1\) and \(u_2\) are functions also of the \(x_3\) variable. It is possible to obtain a 2-dimensional system by performing the substitution

\[ u_1(x_1, x_2, x_3, t) \to a(\psi)u_1(x_1, x_2, t), \]
\[ u_2(x_1, x_2, x_3, t) \to a(\psi)u_2(x_1, x_2, t), \]

where

\[ \psi = \frac{x_3 + H}{\eta + H} \quad \text{with} \quad \int_0^1 a(\psi) \, d\psi = 1, \]

and then by integrating the new equations over the \(x_3\) variable. In this way one can prove the following theorem (see Ref. 5 and 6 for details).

Theorem 1.5 Let us consider the inviscid shallow water with external forces given by the gravity force and the Coriolis force. The 2-dimensional viscous shallow water equations are

\[ \frac{\partial U}{\partial t} + \frac{\partial F_1}{\partial x_1} + \frac{\partial F_2}{\partial x_2} = R_s \]

where \(U = [\eta, u_1, u_2]^T\) is the vector of the conservative variables, the flow vectors \(F_1\) and \(F_2\) are

\[ F_1 = [Hu_1, g\eta, 0]^T, \quad F_2 = [Hu_2, 0, g\eta]^T, \]

and the source vector \(R_s\) is given by

\[ R_s = [0, k_0 u_2 - \frac{g u_1}{k_1^2 H}, -k_0 u_1 - \frac{g u_2}{k_1^2 H}]^T, \]

where \(g\) is the acceleration of gravity, \(k_0\) and \(k_1\) are the coefficients of Coriolis and Chezy and \(H(x_1, x_2)\) is the depth of the water in the stationary condition.
The shallow water equations are to be integrated in the space–time domain $\Omega \times [0, T] \subset \mathbb{R}^2 \times \mathbb{R}^+$ once an appropriate set of initial and boundary conditions has been defined

$$U(x_1, x_2, 0) = U_0(x_1, x_2) \quad \forall (x_1, x_2) \in \Omega, \quad (5)$$

$$U(x_1, x_2, t) = U_{\partial \Omega}(x_1, x_2) \quad \forall (x_1, x_2) \in \partial \Omega, \quad \forall t \in [0, T]. \quad (6)$$

While the initial conditions, in general, only need to reproduce a feasible shape of the current solution, the boundary conditions are to be set and treated with much care due to the effect they can have on the evolution process.

## 2 The splitting method

A semi–implicit method is adopted for the solution of the system (2), based on the following splitting (see Ref. 7 and 8)

$$F_i = F_i^* + F_i^{**}, \quad i = 1, 2 \quad (7)$$

and

$$U^{(n+1)} = U^{(n)} + \Delta U^* + \Delta U^{**}, \quad (8)$$

where $\Delta U^*$ and $\Delta U^{**}$ are the increments of the solution vector.

In the iterative scheme we put $F_i^* = 0$ so that $F_i = F_i^{**}, \ i = 1, 2$, and the system (2) can be divided in:

$$\frac{\partial \Delta U^*}{\partial t} = R_s. \quad (9)$$

and

$$\frac{\partial \Delta U^{**}}{\partial t} + \frac{\partial F_1^{**}}{\partial x_1} + \frac{\partial F_2^{**}}{\partial x_2} = 0. \quad (10)$$

These equations are integrated in time, in turn, by using an explicit Taylor–Galerkin method$^8$ for (9) and an implicit $\theta$–method$^9$ for (10).

The equation (9) is discretized in time by using a Taylor expansion to the second order

$$(\Delta U^*)^{(n+1)} = \tau \left( \frac{\partial \Delta U^*}{\partial t} \right)^{(n)} + \frac{\tau^2}{2} \left( \frac{\partial^2 \Delta U^*}{\partial t^2} \right)^{(n)}, \quad (11)$$
where $\tau$ is the time step. From
\[
\frac{\partial \Delta U^*}{\partial t} = R_s \quad \text{and} \quad \frac{\partial^2 \Delta U^*}{\partial t^2} = \frac{\partial R_s}{\partial t} = \frac{\partial R_s}{\partial \Delta U^*} \frac{\partial \Delta U^*}{\partial t},
\]
the equation (11) can be written
\[
(\Delta U^*)^{(n+1)} = \tau (R_s)^{(n)} + \frac{\tau^2}{2} (GR_s)^{(n)},
\]
where
\[
G = \frac{\partial R_s}{\partial \Delta U^*}.
\]
Because of the computational complexity in the evaluation of the right term of equation (13), we use a two-step version of the Taylor–Galerkin algorithm. This is given by an approximation of $(U)^{(n+1)/2}$ and $R_s^{(n+1)/2}$ the Taylor expansion at step $(n+1/2)$
\[
U^{(n+1/2)} = U^{(n)} + \frac{\tau}{2} (R_s)^{(n)},
\]
\[
(R_s)^{(n+1/2)} = (R_s)^{(n)} + \frac{\tau}{2} \left( \frac{\partial R_s}{\partial t} \right)^{(n)} = (R_s)^{(n)} + \frac{\tau}{2} (GR_s)^{(n)},
\]
from which we obtain $(GR_s)^{(n)}$ as
\[
(GR_s)^{(n)} = \frac{2}{\tau} \left[ (R_s)^{(n+1/2)} - (R_s)^{(n)} \right].
\]
It follows that $(\Delta U^*)^{(n+1)}$ can be written as
\[
(\Delta U^*)^{(n+1)} = \tau (R_s)^{(n+1/2)},
\]
and the explicit scheme of the splitting method results
\[
U^{(n+1)} = U^{(n)} + R_s^{(n+1/2)}.
\]

The equation (10) is given, in explicit form, by
\[
\begin{align*}
\frac{\partial}{\partial t} (\Delta \eta^*) + \frac{\partial}{\partial x_1} (Hu_1) + \frac{\partial}{\partial x_2} (Hu_2) &= 0 \\
\frac{\partial}{\partial t} (\Delta u_1^*) + \frac{\partial}{\partial x_1} (g \eta) &= 0 \\
\frac{\partial}{\partial t} (\Delta u_2^*) + \frac{\partial}{\partial x_2} (g \eta) &= 0.
\end{align*}
\]
The time discretization is obtained by using the \( \theta \)-method

\[
(\Delta \eta^{**})^{(n+1)} + \tilde{\tau} \left[ \frac{\partial}{\partial x_1} \left( Hu_1^{(n+\theta_1)} \right) + \frac{\partial}{\partial x_2} \left( Hu_2^{(n+\theta_1)} \right) \right] = 0
\]

\[
(\Delta u_1^{**})^{(n+1)} + \tilde{\tau} g \frac{\partial}{\partial x_1} \eta^{(n+\theta_2)} = 0
\]

\[
(\Delta u_2^{**})^{(n+1)} + \tilde{\tau} g \frac{\partial}{\partial x_2} \eta^{(n+\theta_2)} = 0
\]

(21)

where \( \tilde{\tau} \) is the time step, \( \theta_1 \) and \( \theta_2 \) are real parameters between 0 and 1 and

\[
u_i^{(n+\theta_1)} = u_i^{(n)} + \theta_1 \left[ (\Delta u_i^{**})^{(n+1)} + (\Delta u_i^{**})^{(n+1)} \right] \quad i = 1, 2
\]

(22)

Note that the term \((\Delta \eta^{**})^{(n+1)}\) does not appear because the splitting method does not include variations in the water elevation due to (13). Substituting (22) into (21), we can write

\[
(\Delta \eta^{**})^{(n+1)} + \tilde{\tau} \theta_1 \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left[ H \left( \frac{\partial}{\partial x_i} \eta^{(n+\theta_2)} \right) \right] = \\
- \tilde{\tau} \theta_2 \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left[ H \left( u_i^{(n)} + \theta_1 (\Delta u_i^{**})^{(n+1)} \right) \right] - \tilde{\tau} \theta_1 g \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left( H \frac{\partial}{\partial x_i} \eta^{(n)} \right)
\]

(23)

Here \((\Delta u_1^{**})^{(n+1)}\) and \((\Delta u_2^{**})^{(n+1)}\) can be obtained from the second and third equation as a function of \((\Delta \eta^{**})^{(n+1)}\) and then substituted in the first equation which becomes

\[
(\Delta \eta^{**})^{(n+1)} - \tilde{\tau} \theta_1 \theta_2 g \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left[ H \frac{\partial}{\partial x_i} (\Delta \eta^{**})^{(n+1)} \right] = \\
- \tilde{\tau} \left\{ \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left[ H \left( u_i^{(n)} + \theta_1 (\Delta u_i^{**})^{(n+1)} \right) \right] - \tilde{\tau} \theta_1 g \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left( H \frac{\partial}{\partial x_i} \eta^{(n)} \right) \right\}
\]

(24)

3 Time Convergence of the splitting method

In this section we study analytically the time convergence of the the splitting method. Our study is motivated by the stability analysis of multilevel methods for the numerical simulation of turbulent flows performed by Roger Temam. He analyzed a simple model, namely a pair of ordinary coupled differential equations, by using numerical schemes based on different treatments and different time steps for the two variables of the system.\(^{10}\)
In our splitting method, starting from the time discretization of the previous section, we have

\[ \eta^{(n+1)} = \eta^{(n)} + (\Delta \eta^*)^{(n+1)} + (\Delta \eta^{**})^{(n+1)} \]
\[ u_1^{(n+1)} = u_1^{(n)} + (\Delta u_1^*)^{(n+1)} + (\Delta u_1^{**})^{(n+1)} \] (25)
\[ u_2^{(n+1)} = u_2^{(n)} + (\Delta u_2^*)^{(n+1)} + (\Delta u_2^{**})^{(n+1)} . \]

We observe that the first component of \( R^{(n+1)/2}_s \) is zero so that \((\Delta \eta^*)^{(n+1)} = 0\).

It follows that the first part of the splitting scheme reads

\[ \eta^{(n+1)} = \eta^{(n)} \]
\[ u_1^{(n+1)} = u_1^{(n)} + (\Delta u_1^*)^{(n+1)} \]
\[ u_2^{(n+1)} = u_2^{(n)} + (\Delta u_2^*)^{(n+1)} \] (26)

where

\[ (\Delta u_1^*)^{(n+1)} = \alpha u_1^{(n)} + \beta u_2^{(n)} \] (27)
\[ (\Delta u_2^*)^{(n+1)} = -\beta u_1^{(n)} + \alpha u_2^{(n)} \] (28)

with \( \alpha = (-\frac{\tau^2 k_0^2}{2} - \tau D + \frac{\tau^2 D^2}{2}) \), \( \beta = (\tau k_0 - \tau^2 D) \) and \( D = g|u|/(k_1^2 H) \). Here we suppose that \( D \) is constant during the iterative process. The iteration scheme can be written as

\[
\begin{pmatrix}
\eta^{(n+1)} \\
u_1^{(n+1)} \\
u_2^{(n+1)}
\end{pmatrix}
= J^*
\begin{pmatrix}
\eta^{(n)} \\
u_1^{(n)} \\
u_2^{(n)}
\end{pmatrix}
\] (29)

where

\[
J^* = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 + \alpha & \beta \\
0 & -\beta & 1 + \alpha
\end{pmatrix}
\] (30)

Remark 3.1 We observe that the first part of the splitting scheme and its matrix \( J^* \) do not depend on \( \theta_1 \) and \( \theta_2 \).

Let us study the properties of the first part of the splitting scheme generated by the matrix \( J^* \).
Definition 3.2 The spectral radius of the matrix $J^*$ is given by

$$\rho(J^*) = \max\{|\lambda_i|, \ i = 1, 2, 3\}$$

where $\lambda_i, \ i = 1, 2, 3,$ are the eigenvalues of the matrix $J^*$.

By solving the eigenvalue equation we find that the eigenvalues of $J^*$ are $\lambda_1 = 0$ and $\lambda_{2,3} = (1 + \alpha) \pm i\beta$.

Definition 3.3 The iteration scheme induced by the matrix $J^*$ is called convergent if the spectral radius is such that $\rho(J^*) < 1$.

Now we can prove the following theorem.

Theorem 3.4 The first part of the splitting method, induced by the matrix $J^*$, is not convergent for $D = 0$. For $D \neq 0$ it is convergent if and only if the following inequality is satisfied

$$(k_0^4 + D^2(4 - k_0^2) + 4D^2)\tau^3 - 4D(D^2 + 2k_0 - k_0^2)\tau^2 + 8D^2\tau - 8D < 0, \quad (31)$$

where $D = g|u|/(k_1^2H)$.

Proof. The convergence condition for the iterative process is such that the spectral radius of $J^*$ is less than one. We have seen that the eigenvalues of $J^*$ are $\lambda_1 = 0$ and $\lambda_{2,3} = (1 + \alpha) \pm i\beta$. It follows that the convergence condition is $(1 + \alpha)^2 + \beta^2 < 1$, where $\alpha = (\tau^2 k_0^2 - \tau D + \tau^2 D^2)$ and $\beta = (\tau k_0 - \tau^2 D)$, and this condition gives the inequality of the theorem. In particular, if $D = 0$ we have the inequality $k_0^4 < 0$ which is never satisfied. \(\square\)

Remark 3.5 The convergence of the iteration scheme generated by the matrix $J^*$ does not depend on $\tau$, $\theta_1$ and $\theta_2$ because these parameters do not appear in the eigenvalues of $J^*$ and in the inequality of the theorem 3.3.

The equation associated to the inequality of the theorem 3.3 is given by

$$a\tau^3 - b\tau^2 + c\tau - d = 0, \quad (32)$$
where \( a = (k_0^4 + D^2(4 - k_0^2) + 4D^2) \), \( b = 4D(D^2 + 2k_0 - k_0^2) \), \( c = 8D^2 \) and \( d = 8D \). This equation has two complex conjugate solutions and a real solution given by

\[
\tau_c = \frac{b}{3a} - \frac{2^{1/3}(-b^2 + 3ac)}{3aq^{1/3}} + \frac{1}{2^{1/3}3a}q^{1/3},
\]

(33)

where \( q = 2b^3 - 9abc + 27a^2d + \sqrt{4(-b^2 + 3ac)^3 + (2b^3 - 9abc + 27a^2d)^2} \). It follows that the iteration scheme induced by the matrix \( J^* \) is convergent if and only if the following inequality is satisfied

\[
\tau < \tau_c.
\]

(34)

In particular, with the positions \( g = 9.81 \text{ m/sec}^2 \), \( k_0 = 10^{-4} \text{ sec}^{-1} \), \( k_1 = 40 \text{ m}^{1/2} \text{sec}^{-1} \), \( |u| = 0.1 \text{ m/sec} \) and \( H = 0.1 \text{ m} \), we find \( \tau < \tau_c = 5.41 \text{ sec} \).

We shall use this estimation for the numerical implementation of the splitting algorithm.

In conclusion, we see that the convergence of the first part of the splitting method depends strongly on the time step \( \tau \). This time step must be very small to ensure the convergence of the iteration scheme. Moreover the inclusion of the Chezy force is essential for the convergence. In fact, if the Chezy force is not included \((D = 0)\) then the iterative process diverges.

We observe that the problem of spatial discretization can be studied with the Finite Element Method (see next section). As shown by Ciarlet and Raviart\(^{11}\), the interpolating function of Finite Element Method controls completely the spatial convergence. It follows that, to analyze the time convergence of the second part of the splitting method, the spatial dependence can be neglected. In this way, we get \((\Delta u_i^{**})^{(n+1)} = 0, i = 1, 2\), and the splitting scheme reads

\[
\eta^{(n+1)} = \eta^{(n)} + (\Delta \eta^{**})^{(n+1)}
\]

\[
u_1^{(n+1)} = u_1^{(n)} + (\Delta u_1^*)^{(n+1)}
\]

\[
u_2^{(n+1)} = u_2^{(n)} + (\Delta u_2^*)^{(n+1)}
\]

(35)

where

\[
(\Delta \eta^{**})^{(n+1)} = -\tau \left[ \frac{\partial H}{\partial x_1} + \frac{\partial H}{\partial x_2} \theta_1 \alpha - \frac{\partial H}{\partial x_2} \theta_1 \beta \right] u_1^{(n)} - \tau \left[ \frac{\partial H}{\partial x_1} \theta_1 \beta + \frac{\partial H}{\partial x_2} \theta_1 \alpha \right] u_2^{(n)}
\]
\begin{align*}
(\Delta u_1^*)(n+1) &= \alpha u_1^{(n)} + \beta u_2^{(n)} \\
(\Delta u_2^*)(n+1) &= -\beta u_1^{(n)} + \alpha u_2^{(n)}
\end{align*}

(36)

with \( \alpha = (-\frac{\tau^2 k_0^2}{2} - \tau D + \frac{\tau^2 D^2}{2}) \), \( \beta = (\tau k_0 - \tau^2 D) \) and \( D = g|u|/(k_1^2 H) \). It follows that the iteration scheme can be written as

\begin{equation}
\begin{pmatrix}
\eta^{(n+1)} \\
u_1^{(n+1)} \\
u_2^{(n+1)}
\end{pmatrix}
= J^{**}
\begin{pmatrix}
\eta^{(n)} \\
u_1^{(n)} \\
u_2^{(n)}
\end{pmatrix}
\end{equation}

(37)

where

\begin{equation}
J^{**} = \begin{pmatrix}
1 & -\tilde{\tau} & -\tilde{\tau} \\
0 & 1 + \alpha & \beta \\
0 & -\beta & 1 + \alpha
\end{pmatrix}
\end{equation}

(38)

Remark 3.6 The iteration scheme induced by the matrix \( J^{**} \) does not depend on \( \theta_2 \).

It is easy to see that the eigenvalues of \( J^{**} \) are the same of \( J^* \). They are \( \lambda_1 = 0 \) and \( \lambda_{2,3} = (1 + \alpha) \pm i\beta \). It means that also the convergence of the iteration scheme generated by the matrix \( J^{**} \) does not depend on \( \tilde{\tau}, \theta_1 \) and \( \theta_2 \) because these parameters do not not appear in the eigenvalues of \( J^{**} \). In conclusion, we do not have limitations for \( \tilde{\tau} \). In practice, because of the effect of the error propagation due to the numerical approximations, we use \( \tilde{\tau} \simeq 5 \) minutes.

4 Finite element space discretization

The spatial approximation with the finite element method is obtained by using linear form functions for the integer step \((n, n+1, \ldots)\) and constant functions for the half step \((n-1/2, n+1/2, \ldots)\). In this way the equation (13) reads (see also Ref. 12 and 13)

\begin{align*}
[M\Delta U^*]^j_{(n+1)} &= \tau \int_{\Omega} (R_s)^{(n)} \phi_j d\mathbf{x} + \frac{\tau^2}{2} \int_{\Omega} \frac{2}{\tau} [ (R_s)^{(n+1/2)} - (\bar{R}_s)^{(n)} ] \phi_j d\mathbf{x} \\
&= \tau \int_{\Omega} \left\{ (R_s)^{(n+1/2)} + [(R_s)^{(n)} - (\bar{R}_s)^{(n)}] \right\} \phi_j d\mathbf{x} \\
&\quad \text{for } j = 1, 2, \ldots, N
\end{align*}

(39)
where $N$ is the total number of nodes, $\phi_j$ is the weight linear function of the node $j$, the bar denotes mean values calculated on the element and
\[
[M]_{ij} = \int_\Omega \phi_i \phi_j \, dx \quad i, j = 1, 2, \ldots, N \quad (40)
\]
is the mass matrix.

By using again linear triangular elements for the spatial discretization with the finite elements method, and by using the Green formulas to the terms which include the second derivatives, the variational formulation (24) gives the following system of discrete equations
\[
(M + \tilde{\tau}^2 g \theta_1 \theta_2 S) (\Delta p^{**})^{(n+1)} =
- \tilde{\tau} \left\{ \sum_{i=1}^2 Q_i \left[ H \left( u_i^{(n)} + \theta_1 \left( \Delta u_i^{**} \right)^{(n+1)} \right) \right] + \tilde{\tau} \theta_1 S p^{(n)} \right\} \quad (41)
\]
where
\[
S = \sum_{i=1}^2 \left( \int_\Omega \frac{\partial \phi}{\partial x_i} H \frac{\partial \phi^T}{\partial x_i} \, dx \right) \quad \text{and} \quad Q_i = \int_\Omega \phi \frac{\partial \phi^T}{\partial x_i} \, dx \quad (42)
\]
When $(\Delta \eta^{**})^{(n+1)}$ is evaluated by (11), the second and third equations of (23) can be solved in $(\Delta u_1^{**})^{(n+1)}$ and $(\Delta u_2^{**})^{(n+1)}$; their discretization to finite elements is given by
\[
M(\Delta u_i^{**})^{(n+1)} = -\tilde{\tau} g Q_i \left[ \eta^{(n)} + \theta_2 (\Delta \eta^{**})^{(n+1)} \right] \quad i = 1, 2 \quad (43)
\]
It is easy to see that this set of equations is similar to (33); as a consequence it can be solved in the same way.

In summary, the solution at each time step implies the following operations:

a) solve (33) for $(\Delta u^*)^{(n+1)}$ and $(\Delta u^*)^{(n+1)}(\text{here } (\Delta \eta^*)^{(n+1)} = 0$ because the first component of $\mathbf{R}_s$ is zero);

b) calculate $(\Delta \eta^{**})^{(n+1)}$ from (11);

c) solve (43) for $(\Delta u_1^{**})^{(n+1)}$ and $(\Delta u_2^{**})^{(n+1)}$;

d) calculate $\mathbf{U}^{(n+1)} = \mathbf{U}^{(n)} + (\Delta \mathbf{U}^*)^{(n+1)} + (\Delta \mathbf{U}^{**})^{(n+1)}$. 
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5 Numerical calculations

In this section we describe our calculations of the motion of the water into the Venice lagoon\textsuperscript{12,13}. The equation considered are the shallow water equations. All simplification are obtained considering different depth of the lagoon and in particular a finer discretization is considered where the water runs with greater speed namely along the more important canals. The numerical method is based on the splitting scheme and the finite element discretization presented in the previous sections.

To analyze the Venice Lagoon we must add the wind effect. Let $v$ the wind velocity respect the water and $\xi$ an adimensional constant, the wind term is given by $\xi |v| v/H$. In the approximation that the water velocity is negligible respect the wind velocity, the wind term is an external parameter to the system, i.e. the wind velocity respect the soil. We take a time–dependent wind velocity but space–independent\textsuperscript{14}.

Following our analytical estimation of the time step which is necessary for the convergence of the splitting scheme, we choose a time step $\tau = 3$ seconds for the explicit part and $\tilde{\tau} = 5$ minutes for the implicit part. In this way the model is very stable and capable to preserve the water quantity of the system. We decompose the Venice lagoon into 10 subdomains and the nodes of the interfaces collected into a unique set. The number of nodes of the entire discretization is 1967 and the elements are 3423. The results of the calculation obtained using the domain decomposition method without parallelization have approximately a speed–up of 25 per cent over a Conjugate Gradient solver used on a not–decomposed domain\textsuperscript{12,13,17}.

The model has been verified by using the experimental data of the Ufficio Idrografico and Mareografico di Venezia (month of February 1994)\textsuperscript{15}. The data have been introduced at the mouth of the lagoon as boundary conditions on the open boundary. Therefore a comparison has been made between the simulation and the real data on the internal measurement stations of the lagoon\textsuperscript{16}. The experimental and simulated data present a good agreement in all the internal measurement stations\textsuperscript{12,13,17}. 
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