Feature Selective Likelihood Ratio Estimator for Low- and Zero-frequency N-grams
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Abstract—In natural language processing (NLP), the likelihood ratios (LRs) of N-grams are often estimated from the frequency information. However, a corpus contains only a fraction of the possible N-grams, and most of them occur infrequently. Hence, we desire an LR estimator for low- and zero-frequency N-grams. One way to achieve this is to decompose the N-grams into discrete values, such as letters and words, and take the product of the LRs for the values. However, because this method deals with a large number of discrete values, the running time and memory usage for estimation are problematic. Moreover, use of unnecessary discrete values causes deterioration of the estimation accuracy. Therefore, this paper proposes combining the aforementioned method with the feature selection method used in document classification, and shows that our estimator provides effective and efficient estimation results for low- and zero-frequency N-grams.
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I. INTRODUCTION

Likelihood ratios (LRs) are defined as the ratio of probability distributions and are used in various applications. We estimate them for actual use, and the estimation performance can be an important determinant of the effectiveness of the applications. In natural language processing (NLP), LRs for strings or word sequences are often estimated using the frequency information obtained from a corpus. One way to estimate an LR is to estimate each probability distribution as the relative frequency \( \hat{p}_x(x) \) and take their ratio:

\[
r_{\text{MLE}}(x) = \frac{\hat{p}_{\text{nu}}(x)}{\hat{p}_{\text{de}}(x)}, \quad \hat{p}_x(x) = \frac{f_x(x)}{n_x}, \quad * \in \{\text{de, nu}\}. \tag{1}
\]

\( x = (t_1, t_2, \ldots, t_N) \) represents a sequence of N letters or words, which is called an N-gram. \( t_k, 1 \leq k \leq N \) is the \( k \)-th letter or word that comprises \( x \). \( f_x(x) \) is the observed frequency of \( x \) obtained from the probability distribution with density \( p_x(x) \) and \( n_x = \sum_x f_x(x) \). Although the above method is simple, the estimate may be unreasonably large for low frequencies, and a small difference in frequencies significantly varies the estimate. There are many types of language elements such as N-grams, and most of them occur infrequently. Therefore, when estimating LRs from the frequencies, we often face these problems.

| N-gram | Observed freq. | \( r_{\text{MLE}}(x) \) | \( r(x) \) |
|--------|----------------|-----------------|-------|
| \( x_a \) | \( 10^4 \) | 2,000 | 100 | 50 | 47.6 |
| \( x_b \) | \( 10^7 \) | 20 | 1 | 50 | 8.3 |
| \( x_c \) | \( 10^7 \) | 20 | 1 | 100 | 16.7 |
| \( x_d \) | \( 10^7 \) | 6 | 0 | 0 | 0 |

\( \lambda \) of \( r(x) \) is \( 10^{-5} \).

The estimator was proposed to address low-frequency problems \( \Pi \), which is defined as:

\[
r(x) = \left( \frac{f_{\text{de}}(x)}{n_{\text{de}}} + \lambda \right)^{-1} \times \frac{f_{\text{nu}}(x)}{n_{\text{nu}}}, \tag{2}
\]

where \( \lambda \) is a parameter described later. Unlike the “indirect” estimator, which involves probability distribution estimation, this estimator directly estimates the LR by solving a squared loss minimization problem. The regularization parameter \( \lambda (\geq 0) \) introduced in the minimization problem plays an important role in mitigating low-frequency problems. To confirm it, we show estimation examples in TABLE I. First, there is a considerable difference between \( f_{\text{de}}(x_a) \) and \( f_{\text{nu}}(x_a) \), whereas \( r_{\text{MLE}}(x_a) \) and \( r_{\text{MLE}}(x_b) \) are both 50, which is a large value. Here, \( f_{\text{nu}}(x_b) = 1 \) may be a coincidence occurrence. Therefore, a frequency-based “reliability” should be reflected in the estimates. On the other hand, \( f_{\text{de}}(x_a) \) is 47.6, which is close to 50, whereas \( f_{\text{nu}}(x_b) \) is 8.3, which is far lower than 50. Therefore, \( r(x) \) reflects the reliability. Next, even though the difference between \( f_{\text{nu}}(x_b) \) and \( f_{\text{nu}}(x_c) \) is only one, \( r_{\text{MLE}}(x_c) \) varies greatly from 50 to 100. However, because \( f_{\text{de}}(x_b) \) and \( f_{\text{de}}(x_c) \) are both low frequencies, the estimates should be robust in this situation. The difference between \( r(x_b) \) and \( r(x_c) \) is small because \( r(x) \) underestimates depending on the low frequency. Thus, \( r(x) \) is a robust estimator for low-frequencies. Finally, we focus on \( x_d \), \( r_{\text{MLE}}(x_d) = r(x_d) = 0 \) because \( f_{\text{nu}}(x_d) \) is zero. This means that even \( r(x) \) cannot calculate informative estimates for zero-frequency N-grams, which are not observed in a corpus.

As mentioned earlier, there are many types of language elements in a corpus, and most of them occur infrequently. Moreover, there are many zero-frequency elements. In NLP
A simple way to deal with zero frequencies is to decompose $x$ into discrete values $\{t_k\}_{k=1}^N$ and approximate $r(x)$ by the product of $r(t_k)$. This general treatment for $t_k$s also applies to naive Bayes classifiers. Additionally, by using the estimator $[1]$, we can obtain the robust estimator $\hat{r}(t_k)$ for low-frequency N-grams. However, the treatment of $t_k$s shows following problems. First, to treat $t_k$s individually, we must implicitly assume statistical independence between $t_k$s. This assumption often does not hold in practice, and may deteriorate the accuracy of LR estimation. Second, decomposing $x$ into $t_k$s forces us to deal with a large variety of $t_k$s. There are many $t_k$s which are unnecessary or harmful for estimation. Therefore, treating all $t_k$s blindly reduces the estimation accuracy and efficiency. To mitigate these problems, we combined the feature selection method for document classification using the method described above. In other words, we propose to select only those estimates from the available $t_k$s which are useful for efficient estimation. In our experiments, we predict the occurrence contexts of named entities from a corpus using LRs. We compare our estimator with estimators that use all $t_k$s and show that our estimator achieves efficient LR estimation while maintaining the same or better prediction accuracy.

II. RELATED WORK

Many methods have been proposed for probability estimation in NLP to deal with low and zero frequencies $[2]$. They are called smoothing techniques, which discount a certain amount from the probability estimates of observed events and distribute them to the estimates of unobserved events. In this framework, the probabilities for low-frequency events are underestimated, and those for zero-frequency events are estimated to be slightly greater than zero. Although smoothing techniques are not directly applicable to LR estimation, it is possible to estimate the probability distributions using these techniques and determine their ratio. However, the estimates obtained by this approach were shown to be impractical $[1]$, and this fact motivated our research.

Indirect estimators that involve probability distribution estimation were shown to yield large estimation errors $[3]$. Therefore, direct LR estimation methods without going through distribution estimation were proposed $[4]$, $[5]$. These direct estimation methods are for LRs defined on continuous spaces. In contrast, we deal with N-grams obtained from discrete sample spaces, and LRs estimated from their frequencies are also defined in discrete spaces. Kikuchi et al. $[1]$ made uLSIF $[5]$, which is a direct estimation method, applicable to estimation of LRs defined in discrete spaces. In this estimator, the regularization parameter introduced in an optimization scheme can provide robust estimates from low frequencies. However, even the estimator $[1]$ cannot calculate informative estimates from zero frequencies.

Because a document contains a huge variety of words, word handling is often problematic in document classification. Most of the words occur infrequently and do not contribute to classification. On the contrary, some words induce misclassification. For these reasons, feature selection methods have been proposed to eliminate noisy, uninformative, and redundant words. Feature selection methods can be categorized into four types depending on how to generate a feature (word) subset: filter, wrapper, embedding, and hybrid models. Among these, the filter models are often used for their efficiency and effectiveness. The filter models $[6]$, $[7]$, $[8]$ select a word subset $\Theta \subset V$ for training using score functions. $V$ denotes the vocabulary of the training set. Our estimator has a regularization parameter to be tuned; therefore, we combine the estimator with a filter model that is computationally efficient.

III. PRELIMINARIES

We explain the direct LR estimation method $[1]$ and the feature selection method $[6]$, $[7]$, $[8]$, which are necessary to introduce our proposed estimator in Section IV.

A. Direct Likelihood Ratio Estimation Method

Let $D \subset U$ be a data domain, where $U$ is a set of $v$ discrete elements, also called a finite alphabet in information theory. Suppose we have two i.i.d. samples

$$\{x_i^{de}\}_{i=1}^{n_u} \sim p_{de}(x), \quad \{x_i^{nu}\}_{i=1}^{n_v} \sim p_{nu}(x),$$

where the element $x$ is a discrete value such as a word (sequence) or a letter (sequence), and $v$ is the number of element types that can exist. Following previous studies, we assume that the probability density $p_{de}(x)$ satisfies the following condition:

$$p_{de}(x) > 0 \quad \text{for all } x \in D,$$

which allows us to define LRs for all $x$. Here, we estimate the following LR directly from the samples $\{x_i^{de}\}_{i=1}^{n_u}$ and $\{x_i^{nu}\}_{i=1}^{n_v}$ without estimating the probability distributions.

$$r(x) = \frac{p_{nu}(x)}{p_{de}(x)}.$$  \hspace{1cm} (5)

Unconstrained least-squares importance fitting (uLSIF) $[5]$ is a direct LR estimation method using a squared loss minimization process. uLSIF models $r(x)$ as the linear sum

$$\hat{r}(x) = \sum_{i=1}^{b} \beta_i \varphi_i(x),$$  \hspace{1cm} (6)

where $\beta = (\beta_1, \beta_2, \ldots, \beta_b)^T$ are the parameters to be learned from the samples, and $\{\varphi_i\}_{i=1}^{b}$ are the basis functions that take non-negative values. Note that $b$ and $\{\varphi_i\}_{i=1}^{b}$ are independent of the samples $\{x_i^{de}\}_{i=1}^{n_u}$ and $\{x_i^{nu}\}_{i=1}^{n_v}$, respectively. The original uLSIF exploits the structure of continuous sample spaces by using basis functions based on Gaussian kernels. However, the sample spaces we deal with are discrete, and thus, Gaussian
kernels are not effective. Therefore, we substitute the basis functions \( \{ \delta_i \}_{i=1}^v \) proposed by Kikuchi et al. \[1\],

\[
\delta_l(x) = \begin{cases} 
1 & (x = x_l) \\
0 & (x \neq x_l)
\end{cases}
\]

(7)

where index \( l \) specifies a particular element from among \( v \) element types that can exist. That is, \( x_l \) denotes the \( l \)-th element out of the \( v \) element types. Although \( \{ \delta_l \}_{i=1}^v \) do not capture the relationship between elements, introducing them into uLISF has the advantage that the optimal solution can be obtained analytically. Substituting Eq.(7) into \( \hat{\beta}(x_{(m)}) \), \( 1 \leq m \leq v \), we obtain

\[
\hat{\beta}(x_{(m)}) = \sum_{l=1}^v \beta_l \delta_l(x_{(m)}) = \beta_m.
\]

(8)

In uLISF, the parameters \( \beta \) are learned to minimize the squared loss of \( \hat{\beta}(x_{(m)}) \) and the true LR \( r(x_{(m)}) \). The optimization problem is defined as

\[
\min_{\beta \in \mathbb{R}^v} \left[ \frac{1}{2} \beta^T H \beta - \hat{h}^T \beta + \frac{\lambda}{2} \beta^T \beta \right],
\]

(9)

where \( \mathbb{R}^v \) is a real \( v \)-dimensional space. The penalty term \( \frac{\lambda}{2} \beta^T \beta \) is introduced to regularize \( \beta \). \( \lambda (\geq 0) \) is a regularization parameter, and \( \beta^T \beta \) is an \( \ell_2 \) regularization term. \( H \) is a \( v \times v \) matrix, and its \( (l, l') \)-th element is defined as

\[
\hat{H}_{l, l'} = \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \delta_l(x_{(i)}) \delta_{l'}(x_{(i)}) = \begin{cases} 
\frac{f_{l}(x_{(i)})}{n_{de}} & (l = l') \\
0 & (l \neq l')
\end{cases}
\]

(10)

where \( f_{l}(x_{(i)}) \), \(* \in \{ \text{de}, \text{nu} \} \) is the frequency of \( x_{(i)} \) obtained from the probability distribution with density \( p_s(x) \). From the above, \( \hat{H} \) becomes a diagonal matrix. \( \hat{h} \) is a \( v \)-dimensional vector, and its \( l \)-th element is defined as

\[
\hat{h}_l = \frac{1}{r_{nu}} \sum_{j=1}^{r_{fm}} \delta_l(x_{(j)}) = \frac{f_{nu}(x_{(i)})}{n_{nu}}.
\]

(11)

Eq.(9) is an unconstrained quadratic programming problem whose solution can be obtained analytically as follows:

\[
\hat{\beta}(\lambda) = (\hat{H} + \lambda 1_v)^{-1} \hat{h},
\]

where \( 1_v \) is a \( v \)-dimensional vector with all ones. From Eqs. (8), (10), and (11), the solution to Eq.(9), is as follows:

\[
\hat{\beta}(x_{(m)}) = \left( \frac{f_{de}(x_{(m)})}{n_{de}} + \lambda \right)^{-1} \times \frac{f_{nu}(x_{(m)})}{n_{nu}}.
\]

(12)

In the original uLISF, the solution could be negative, and the values were rounded to zero, taking into account the non-negativity of LRs. However, because the above equation is always non-negative, \( \hat{\beta}_m(\lambda) \) is the final solution.

In Eq.(12), the regularization parameter \( \lambda (\geq 0) \) makes the estimate smaller and more robust. This equation is derived from the squared loss minimization with \( \ell_2 \)-regularization and corrects the denominator with a constant corresponding to the regularization strength. When \( \lambda = 0 \), this is equivalent to \( \hat{p}_{nu}(x)/\hat{p}_{de}(x) \), where \( \hat{p}_s(x) \) is the relative frequency.

For the derivation of Eq.(9), see the original paper of uLSIF [5].

B. Feature Selection Method for Document Classification

Naive Bayes classifiers, which are the leading machine learning algorithms, are probabilistic classifiers based on the strong independence assumption and Bayes’ theorem. Suppose we are given a document \( d \) represented by a vector of \( N \) words \( \{t_1, t_2, \ldots, t_N\} \). Here, \( t_k \), \( 1 \leq k \leq N \) indicates a word in the \( k \)-th position from the beginning of the document. When \( C \) is a class variable and \( c \) is a value taken by \( C \), the classifiers that solve the problem of classifying \( d \) into the appropriate class can be formulated as

\[
\hat{c}(d) = \arg \max \sum_{k=1}^{N} p(t_k \mid c),
\]

(13)

where \( \hat{c}(d) \) is the class label under which \( d \) is classified. The classifiers treat each word \( t_k \) in \( d \) independently and approximate the conditional probability \( p(d \mid c) \) by the product of \( p(t_k \mid c) \)’s. This approximation is based on the assumption that the occurrence of \( t_k \) is conditionally independent of other words under \( c \). However, this often does not hold in practice and is known to deteriorate the classification accuracy. Furthermore, handling a huge variety of words reduces the computational efficiency.

Feature selection methods were proposed to mitigate the above-mentioned problems. These methods select a word subset \( \Theta \) that is useful for classification from the vocabulary \( \mathcal{V} \) of the training data. By using \( \Theta \) for training, classifiers improved the classification accuracy and efficiency. Feature selection methods define score functions for words and use scores as a criterion for selecting words that \( \Theta \) should contain. In this study, we used the three score functions, the expected cross entropy for text (CET) [6], chi-square statistic [7], and GSS coefficient [8], which have been commonly used. The details of the functions are described in Section IV-D.

IV. THE PROPOSED LIKELIHOOD RATIO ESTIMATOR

Suppose we estimate the following LR for the feature vector \( x = \{t_1, t_2, \ldots, t_N\} \), where \( t_k \), \( 1 \leq k \leq N \) is a discrete value such as a letter or word, and \( x \) is a sequence of \( N \) discrete values, which is called an N-gram.

\[
r(x) = \frac{p_{nu}(x)}{p_{de}(x)}.
\]

(14)

A simple way to estimate \( r(x) \) approximates each probability distribution using the relative frequency and taking their ratio. However, because N-grams are language elements, most of them are low- or zero-frequency elements. In particular, as \( N \) increases, the relative frequencies in the denominator and numerator become zero, making it difficult to calculate informative estimates.

A simple solution for this problem is to treat each \( t_k \) in \( x \) individually and approximate \( r(x) \) by the product of \( r(t_k) \)’s. This approximation is based on the assumption that the occurrence of \( t_k \) is statistically independent of the occurrence of other discrete values. Additionally, by using the estimator in Section III-A to estimate \( r(t_k) \), we can obtain robust estimates even...
for low-frequency N-grams. However, this assumption often
does not hold in practice, which may deteriorate the accuracy
of the LR estimation. Furthermore, handling \( t_k \) increases the
running time and memory usage for the estimation.

Therefore, we introduce a feature selection method to select
only the values with discriminative power from the training
data. Our proposed estimator is formulated as

\[
\begin{align*}
\tilde{r}(t_k) &= \left( \frac{f_k(t_k) + 1}{n_k + 2} + \lambda \right)^{-1} \left( \frac{f_{\mu}(t_k) + 1}{n_{\mu} + 2} \right), \\
r_{\text{ours}}(x) &= \prod_{k=1}^{N} \tilde{r}(t_k)^{w_k(m)},
\end{align*}
\]

where \( \lambda \geq 0 \) is a regularization parameter. Note that if we
use the original frequency of \( t_k \), the estimate of \( x \) that contains
at least one \( t_k \) with \( f_{\mu}(t_k) = 0 \) would be zero. To avoid this
problem, we use the corrected frequency by adding 1 and 2
to \( f_k(t_k) \) and \( n_k \), respectively. Our estimator realizes feature
selection by the following weight \( w_k(m) \), which considers both
the value type \( m \) and occurrence position \( k \):

\[
w_k(m) = \begin{cases} 1 & (t_k(m) \in \Theta_k) \\ 0 & (t_k(m) \not\in \Theta_k) \end{cases}
\]

where \( t_k(m) \) is the discrete value of the \( m \)-th type at the \( k \)-th
position of an N-gram, and \( \Theta_k \) is a subset of \( V_k \), which is a set
of discrete values that can exist at position \( k \). The subset size
\( |\Theta_k| \) is a hyperparameter. In Eq. (15), the proposed estimator
uses selected values for estimation by assigning a weight of
one, and ignores other by assigning a weight of zero. The
score functions in Section V-D are used to determine \( w_k(m) \).

V. EXPERIMENTS

We predict word 10-grams on the left of named entities
(location names and persons’ names, tagged as LOC and PER,
respectively) using LRs. We have three reasons for conducting
the experiments. First, N-grams have a wide variety of types;
however, many of them occur infrequently. This property facilitates validation for effectiveness of feature selection.
Second, the difficulty of feature selection differs between
type entities. In the left N-grams of PER, honorific titles
and nouns that mean position or occupation tend to occur
on the left of entities. Therefore, selecting them significantly
affects the prediction accuracy. In contrast, in the left N-grams
of LOC, prepositions tend to occur on the left of entities;
however, they also tend to occur in other contexts. Hence,
words at other positions should be considered for prediction.
Two types of left N-grams help clarify the behavior of our estimator. Third, the left N-grams are uniquely determined,
which allows for a quantitative evaluation. We verified the effectiveness of our estimator in terms of prediction accuracy,
running time, and memory usage. Additionally, we prepared
several score functions and clarified the differences in the
behavior of each function.

A. Experimental Environment

The experimental environment is shown below.
- OS: Windows 10 Pro
- Processor: Intel Xeon W3520 @ 2.67GH
- Memory: 16.0 GB
- Perl: v5.30.2

B. Datasets and Conditions

We created datasets using the 1987 edition of the Wall Street
Journal corpus. First, we randomly distributed the articles in
the corpus to the training, validation, and test data. The data
sizes were 10,000 articles, 1,000 articles and 1,000 articles,
respectively. We then assigned named entity tags (LOC and PER)
to each data point using the Stanford Named Entity
Recognizer [9]. We fixed the N-gram order N to 10. TABLE II
shows the dataset description. As shown in this table, the
number of 10-gram types is close to the total frequency, and
this implies that most of the 10-grams are infrequent. We also
confirmed that more than 99% of the 10-gram types in the
test data are zero frequencies, which are not observed in the
training data.

We have two experimental conditions. The first is the named
entity type, which has two choices: LOC and PER. The second
is the subset size \( |\Theta_k| \) used for estimation. In our experiments,
we selected the subset \( \Theta_k \) from the vocabulary \( V_k \) at each
position \( k \) in a 10-gram. For simplicity, we fixed the size \( |\Theta_k| \)
regardless of \( k \). That is, the total number of words selected
from the training data is \( 10 \times |\Theta_k| \). We chose one of \( 10^2, 5 \times 10^2, 5 \times 10^3, 10^4, 5 \times 10^4 \) or \( 10^5 \)
as the size \( |\Theta_k| \).

C. Experimental Procedure

We performed the experiment with the following procedure.
First, we decomposed all the N-grams in the training data into
words and count their frequencies on the left of name entities
and in the training data. For feature selection, we selected the
subset \( \Theta_k \) from each vocabulary \( V_k \). Then, for each N-gram
\( x \) in the test data, we estimated

\[
r(x) = \frac{p(x | \text{NE})}{p(x | \text{NE}^c)},
\]

where \( \text{NE} \) is the class label assigned to \( x \) that occurs on the
left of named entities, and \( \text{NE}^c \) is the class label assigned to \( x \)
that occurs outside the left of the named entities in the training
data. \( r(x) \) is estimated using \( \Theta_k \)S or \( V_k \)S. We determined that
the larger the estimate, the more likely that \( x \) occurs on the
left of the named entities.

3We also experimented with N=2 setting; however, the results were similar to N=10 setting. Therefore, we only show the results for N=10.

TABLE II: Number of Types and Total Frequency of 10-grams in Each Dataset.

| Data       | All | Left of LOC | Left of PER |
|------------|-----|-------------|-------------|
| Train      | 5,906,050 | 3,922,930 | 62,228 | 62,532 | 66,667 | 66,766 |
| Valid      | 392,746    | 393,445    | 5,950   | 5,957   | 7,348   | 7,350   |
| Test       | 394,850    | 395,145    | 5,713   | 5,716   | 7,520   | 7,522   |
Finally, we evaluated the performance of estimators. We ranked N-grams in descending order of estimates and judge the top 8,000 N-grams as correct or incorrect. We consider $x$ that occurs at least once on the left of named entities in the test data to be correct, and the others to be incorrect. We calculated F1-measure using the judgment results. We depict a Rank-Recall curve for the estimator with the highest F1 value. This curve is drawn on a graph, where the horizontal axis is the rank of $x$, and the vertical axis is the recall. The slope of the straight line connecting a certain point on the curve from the origin of the graph is proportional to the precision at point. Precision and recall are defined as

$$\text{Precision} = \frac{|\{x \mid x \in R\}|}{|\{x\}|}, \quad \text{Recall} = \frac{|\{x \mid x \in R\}|}{|R|},$$

respectively. $R$ is the N-gram set that occurs on the left of the named entities in the test data. We measured the running time and memory usage, and compared the differences with and without feature selection.

### D. Comparison Estimators

To verify the effectiveness of feature selection, we used the following two baselines.

**All used ($\lambda = 0$):** This estimator does not use both regularization and feature selection. This is equivalent to Eq. (15) with $\lambda = 0$ and $w_{k(m)} = 1$.

**All used ($\lambda^*$):** This estimator does not use feature selection. This is equivalent to Eq. (15) with $w_{k(m)} = 1$. We describe how to determine $\lambda^*$, which is the optimal value of $\lambda$.

We also prepared the following score functions and compared the behaviors of our estimators using them. From the vocabulary $V_k$, we selected $|\Theta_k|$ words with high scores to determine $w_{k(m)}$ in Eq. (17). The probabilities in the functions are estimated as the relative frequencies.

**Random:** We randomly selected $|\Theta_k|$ words from $V_k$.

**TF:** We selected high-frequency $|\Theta_k|$ words from $V_k$.

**CET:** The expected cross entropy for text (CET) [6] is defined as

$$\text{CET} = \sum_{c_{k,b}} p(t_{k(m)},c_{k,b}) \log \frac{p(t_{k(m)},c_{k,b})}{p(t_{k(m)})p(c_{k,b})},$$

where $t_{k(m)}$ is the word of the $m$-th type at the $k$-th position of an N-gram.

**$\chi^2$:** The chi-square statistic [7] is defined as

$$\chi^2 = \frac{[p(t_{k(m)},c)p(\tilde{t}_{k(m)},\tilde{c}) - p(t_{k(m)},\tilde{c})p(\tilde{t}_{k(m)},c)]^2}{p(t_{k(m)},c)p(t_{k(m)},\tilde{c})p(\tilde{t}_{k(m)},c)p(t_{k(m)},\tilde{c})}.$$

**GSS:** The GSS coefficient [8] is defined as

$$\text{GSS} = p(t_{k(m)},c)p(\tilde{t}_{k(m)},\tilde{c}) - p(t_{k(m)},\tilde{c})p(\tilde{t}_{k(m)},c).$$

In the comparison estimators excluding all used ($\lambda = 0$), we need to tune the regularization parameters. For each estimator, we considered the validation data as the test data and calculated the F1 value using the top 8000 N-grams in descending order of estimates as $\lambda$ was changed to $10^{-9}, 10^{-8}, \ldots, 10^{-1}$. Then, we set the value with the highest F1 value as $\lambda^*$.

### E. Experimental Results

Figs. [1(a)] and [1(b)] show the F1 values for each estimator. The horizontal axis of each graph is the number of words $|\Theta_k|$ selected from the vocabulary $V_k$, and the vertical axis represents the F1 value for $\Theta_k$. The estimator with the highest F1 value was the best in terms of the prediction accuracy. First, focusing on the two baselines, all used ($\lambda^*$), which use the regularization parameter, has larger F1 values than all used ($\lambda = 0$), which do not. This result suggests that the regularization parameter is effective. Comparing Figs. [1(a)] and [1(b)] we found that the F1 values of PER contexts are almost twice as high as those of LOC contexts, indicating that PER contexts are more predictable than LOC contexts. Next, we focus on five proposed estimators with different score functions. Among these, Random stands out for low F1 values, and TF has low F1 values for small $|\Theta_k|$. Therefore, it is important to select words that contribute to LR estimation. To achieve this, we used three common score functions. For small $|\Theta_k|$, $\chi^2$ has low F1 values; however, for $|\Theta_k| = 10^4$, it has the highest F1 value in the PER case, as shown in Fig. [1(b)]. While this result suggests $\chi^2$ as a potentially useful function, it also clarifies that $\chi^2$ is susceptible to adverse effects due to low frequencies. In contrast, CET and GSS maintain stable F1 values, and for $|\Theta_k| = 10^3$ or more, their F1 values are equal.
to or higher than those of all used ($\lambda^*$), which use all words. Therefore, we consider them as effective score functions.

We compared the estimators with the highest F1 values in Figs. 1(a) and 1(b) with all used ($\lambda^*$) with respect to prediction accuracy, running time, and memory usage. For comparison, we chose $|\Theta_k|$s, which showed the highest F1 values in Figs. 1(a) and 1(b), respectively. The running time is the time it takes to estimate the LRs for all 10-grams in the test data. We did not include the time required to obtain a word subset in the running time because the process is performed only once and the subset can be reused for estimation. Memory usage is the amount of memory required to store all the word frequencies from the training data. We derived running time and memory usage by calculating the arithmetic mean of 10 runs. Figs. 2(a) and 2(b) show Rank-Recall curves for top 8,000 N-grams. The Rank-Recall curve of CET is almost identical to that of all used($\lambda^*$), and the curve for $\chi^2$ has a larger slope than that for all used ($\lambda^*$) up to approximately the top 4,000. Furthermore, $\chi^2$ maintain high recall even after top 4,000. Thus, we confirmed that feature selection is superior in terms of prediction accuracy. Moreover, in Table III, the running time of CET is reduced to approximately 1/2 of all used ($\lambda^*$), and the memory usage is reduced to approximately 1/10 th of it. In Table IV the running time of $\chi^2$ is reduced to approximately 1/3 of all used ($\lambda^*$), and the memory usage is reduced to approximately 1/10 th of it. Overall, we confirmed the effectiveness of our estimator.

VI. CONCLUSION

This paper proposed an LR estimator for both low- and zero-frequency N-grams. One way to handle zero-frequencies is to treat discrete values $t_k$s in an N-gram individually and take the product of their LRs. Additionally, by applying the estimator $[1]$, we can provide robust estimates for low-frequency $t_k$s. However, to treat $t_k$s individually, we must assume statistical independence between $t_k$, which does not often hold in practice. Because this method treats a large number of $t_k$s, it also deteriorates the estimation accuracy and efficiency. To avoid these problems, we combined the aforementioned method with a feature selection method. In our experiments, we predicted 10-grams on the left of named entities by LR estimation. The results suggested that the feature selection method is also effective in LR estimation. Furthermore, we compared the widely used score functions CET, $\chi^2$, and GSS. As a result, we found that $\chi^2$ has some problems in handling low frequencies; however, CET and GSS show good and stable performance.
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