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After adding a pair of non-minimal fields and performing a similarity transformation, the BRST operator in the pure spinor formalism is expressed as a conventional-looking BRST operator involving the Virasoro constraint and \((b,c)\) ghosts, together with 12 fermionic constraints. This BRST operator can be obtained by gauge-fixing the Green-Schwarz superstring where the 8 first-class and 8 second-class Green-Schwarz constraints are combined into 12 first-class constraints. Alternatively, the pure spinor BRST operator can be obtained from the RNS formalism by twisting the ten spin-half RNS fermions into five spin-one and five spin-zero fermions, and using the \(SO(10)/U(5)\) pure spinor variables to parameterize the different ways of twisting. \(GSO(−)\) vertex operators in the pure spinor formalism are constructed using spin fields and picture-changing operators in a manner analogous to Ramond vertex operators in the RNS formalism.
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1. Introduction

The pure spinor formalism\cite{1} is a super-Poincaré covariant description of the superstring which significantly simplifies multiloop amplitude computations and which allows quantization in Ramond-Ramond backgrounds. However, because of the non-conventional form of the BRST operator in the pure spinor formalism, the relation of this formalism to the Green-Schwarz (GS) and Ramond-Neveu-Schwarz (RNS) formalisms for the superstring was mysterious. Furthermore, it was not known how to describe the $GSO(-)$ sector of the superstring using the pure spinor formalism.

In this paper, these mysterious features of the formalism will be explained by adding a pair of non-minimal fields and performing a similarity transformation such that the pure spinor BRST operator is expressed as a conventional-looking BRST operator. This conventional-looking BRST operator involves the Virasoro constraint and twelve fermionic constraints, where eleven of these fermionic constraints are associated to the eleven independent components of the original bosonic pure spinor ghost. The twelfth fermionic constraint and the Virasoro constraint are associated to the new pair of non-minimal fields, $(\tilde{\beta}, \tilde{\gamma})$ and $(b, c)$, which have opposite statistics and carry conformal weight $(2, -1)$. Although this conventional form of the BRST operator is not manifestly Lorentz invariant, it will be useful for constructing $GSO(-)$ vertex operators and for relating the pure spinor formalism to the GS and RNS formalisms.

The new non-minimal fields, $(\tilde{\beta}, \tilde{\gamma})$ and $(b, c)$, decouple from vertex operators and scattering amplitudes involving $GSO(+)\text{ states}$, however, they play a crucial role in defining vertex operators and scattering amplitudes involving $GSO(-)\text{ states}$. Just as Ramond vertex operators in the RNS formalism\cite{2} depend non-trivially on the $(\beta, \gamma)$ ghosts, $GSO(-)\text{ vertex operators}$ in the pure spinor formalism will depend non-trivially on the $(\tilde{\beta}, \tilde{\gamma})$ ghosts. And just as scattering amplitudes involving Ramond states in the RNS formalism require picture-changing operators to cancel the picture of the Ramond vertex operators, scattering amplitudes involving $GSO(-)\text{ states}$ in the pure spinor formalism will require picture-changing operators to cancel the picture of the $GSO(-)$ vertex operators.

Note that the new non-minimal fields $(\tilde{\beta}, \tilde{\gamma}, b, c)$ are unrelated to the non-minimal fields $(\overline{\lambda}_\alpha, \overline{w}^\alpha, r_\alpha, s^\alpha)$ which were introduced in the “Dolbeault” description of the pure spinor formalism\cite{3, 4, 5}. In this paper, the Dolbeault description will not be discussed although it would be interesting to consider including both $(\tilde{\beta}, \tilde{\gamma}, b, c)$ and $(\overline{\lambda}_\alpha, \overline{w}^\alpha, r_\alpha, s^\alpha)$ non-minimal fields in the pure spinor formalism. Such a Dolbeault description might
be useful for writing the conventional-looking BRST operator in a manifestly Lorentz-invariant form.

After expressing the pure spinor BRST operator as a conventional-looking BRST operator with a Virasoro constraint and twelve fermionic constraints, it is relatively straightforward to relate the pure spinor formalism with the GS and RNS formalisms for the superstring. In the GS formalism, the fermionic constraint $d_\alpha = 0$ contains 8 first-class components and 8 second-class components. After breaking manifest Lorentz invariance down to $SO(8)$ and then to $U(4)$, the 8 second-class constraints can be converted into 4 first-class constraints. The resulting BRST operator has 12 fermionic constraints and is related by a field redefinition to the pure spinor BRST operator. Interestingly, this field redefinition allows the manifest $U(4)$ invariance to be enlarged to $U(5)$.

To relate the RNS formalism with the pure spinor formalism, one first twists the ten spin-half RNS fermions $\psi^m$ into five spin-zero fermions $\theta^a$ and five spin-one fermions $p_a$ for $a = 1$ to 5. This twisting breaks $SO(10)$ Lorentz invariance to $U(5)$, and one can parameterize the different choices of twisting by introducing $SO(10)/U(5)$ bosonic pure spinor variables. One then imposes the constraints that physical states are independent of the 11 pure spinor variables, and the fermionic ghosts for these constraints are the remaining 11 components of $\theta^a$ and $p_\alpha$. After adding these 11 constraints to the N=1 super-Virasoro constraints, the RNS BRST operator is mapped into the conventional form of the pure spinor BRST operator where the spin $-\frac{1}{2}$ non-minimal field $\tilde{\gamma}$ is related to the spin $-\frac{1}{2}$ RNS ghost $\gamma$ as $\tilde{\gamma} = (\gamma)^2$.

It is interesting to note that a similar procedure of twisting fermions has been used to embed the $N = 0$ bosonic string into an $N = 1$ string. In the $N = 0 \rightarrow N = 1$ embedding, the $(b,c)$ ghosts are twisted from $(2,-1)$ conformal weight to $(\frac{3}{2},-\frac{1}{2})$ conformal weight, and the $N = 1$ stress tensor is defined as $G = b + j_{BRST}$ where $\int dz \, j_{BRST}$ is the BRST charge of the bosonic string. In fact, the inverse map of this embedding which takes an $N = 1$ string into an $N = 0$ string is closely related to the map from the RNS formalism.

---

2 Throughout this paper, we shall Wick-rotate the spacetime metric from $SO(9,1)$ to $SO(10)$. All results can be Wick-rotated back to Minkowski space, however, the group structure of the 25 $U(5)$ generators is more complicated in Minkowski space where it splits into 16 $U(4)$ generators and 9 light-like boosts.

3 A similar twisting procedure was used in several earlier papers by Baulieu and collaborators to relate the RNS string to a topological string. I thank Nikita Nekrasov for informing me of these papers.
to the pure spinor formalism. This is not surprising since the pure spinor formalism can
be interpreted as an $N = 2$ topological string [3], which is a natural generalization of
$N = 0$ bosonic strings.

Note that this $N = 1 \rightarrow N = 0$ inverse map from the RNS to the pure spinor
formalism is different from the $N = 1 \rightarrow N = 2$ embedding that has been used to map
the RNS formalism into the hybrid formalism for the superstring [9]. For example, the
$N = 1 \rightarrow N = 2$ embedding maps the RNS string into a critical $\hat{c} = 2 \ N = 2$ string
as opposed to a $\hat{c} = 3 \ N = 2$ topological string. Nevertheless, a certain version of the
$N = 1 \rightarrow N = 2$ embedding will be shown at the end of this paper to closely resemble the
$N = 1 \rightarrow N = 0$ embedding. This version might eventually be useful for relating the pure
spinor and hybrid formalisms for the superstring.

In section 2 of this paper, the pure spinor formalism is briefly reviewed and a pair
of non-minimal fields, $(b, c)$ and $(\tilde{\beta}, \tilde{\gamma})$, are introduced. After performing a similarity
transformation, the pure spinor BRST operator is expressed as a conventional-looking
BRST operator with 12 fermionic constraints.

In section 3, $GSO(-)$ vertex operators are constructed with the help of the non-
minimal fields. These $GSO(-)$ vertex operators carry nonzero picture and, after defining
picture-changing operators, it is shown how to compute scattering amplitudes using these
vertex operators.

In section 4, the conventional-looking form of the pure spinor BRST operator is ob-
tained from gauge-fixing the GS superstring. In performing this gauge-fixing, the 8 first-
class and 8 second-class GS constraints are combined into 12 first-class constraints in a
manifestly $U(5)$-invariant manner.

In section 5, the RNS BRST operator is mapped to the pure spinor BRST operator
by twisting the ten spin-half RNS fermions using an $SO(10)/U(5)$ pure spinor variable to
parameterize the different twistings. For states in the Neveu-Schwarz $GSO(\pm)$ sector, it
is shown how to map the RNS and pure spinor vertex operators into each other.

In section 6, the map from the RNS formalism to the pure spinor formalism is inter-
preted as an inverse map of the $N = 0 \rightarrow N = 1$ embedding of the bosonic string. This
inverse map may be useful for constructing generalizations of the pure spinor formalism.

And in section 7, the approach of this paper will be compared with other approaches
to “explaining” the pure spinor formalism. One approach which is discussed in detail
uses an $N = 1 \rightarrow N = 2$ embedding to map the RNS string into variables which closely
resemble those of the $N = 1 \rightarrow N = 0$ embedding.
2. Conventional-Looking Pure Spinor BRST Operator

In this section, the pure spinor formalism will be briefly reviewed and the BRST operator \( Q = \int dz \lambda^\alpha d_\alpha \) will be related to a conventional-looking BRST operator involving the usual \((b, c)\) ghosts and Virasoro constraint, together with 12 fermionic constraints.

2.1. Brief review of pure spinor formalism

The pure spinor formalism \([1]\) in a flat background is described by the free worldsheet action
\[
S = \int d^2z \left[ \frac{1}{2} \partial x^m \overline{\partial} x_m + p_\alpha \overline{\partial} \theta^\alpha + \overline{p}_\alpha \partial \theta^{\hat{\alpha}} + w_\alpha \overline{\partial} \lambda^\alpha + \overline{w}_\alpha \partial \lambda^{\hat{\alpha}} \right]
\] (2.1)

where \((x^m, \theta^\alpha, \overline{\theta}^{\hat{\alpha}}, p_\alpha, \overline{p}_\alpha)\) are the Green-Schwarz-Siegel matter variables for \(m = 0\) to \(9\) and \((\alpha, \hat{\alpha}) = 1\) to \(16\), \((\lambda^\alpha, w_\alpha)\) and \((\lambda^{\hat{\alpha}}, \overline{w}_\alpha)\) are left and right-moving bosonic ghost variables satisfying the pure spinor constraint
\[
\lambda \Gamma^m \lambda = \overline{\lambda} \Gamma^m \overline{\lambda} = 0,
\] (2.2)

and \(\Gamma^m_{\alpha\beta}\) and \((\Gamma^m)^{\alpha\beta}\) are \(16 \times 16\) symmetric matrices satisfying \(\Gamma^m_{\alpha\beta} (\Gamma^n)^{\beta\gamma} = 2 \delta^{\alpha\gamma} \eta^{mn}\). The hatted spinor variables have the opposite/same chirality as the unhatted variables for the Type IIA/IIB superstring, and throughout this paper, the hatted variables will be ignored.

Physical states are defined as states in the cohomology of the BRST operator
\[
Q = \int dz \, \lambda^\alpha d_\alpha
\] (2.3)

where
\[
d_\alpha = p_\alpha - \frac{1}{2} (\Gamma^m \theta)_\alpha \partial x_m - \frac{1}{8} (\theta \Gamma^m \partial \theta)(\Gamma_m \theta)_\alpha
\] (2.4)
is the Green-Schwarz constraint. Since \(d_\alpha\) satisfies the OPE \([10]\)
\[
d_\alpha(y)d_\beta(z) \to -(y - z)^{-1} \Gamma^m_{\alpha\beta} \Pi_m
\] (2.5)

where \(\Pi_m = \partial x_m + \frac{1}{2} \theta \Gamma_m \partial \theta\) is the supersymmetric momentum, \(Q\) is nilpotent using the constraint of (2.2).

For massless super-Yang-Mills states, the unintegrated and integrated vertex operators are
\[
V = \lambda^\alpha A_\alpha(x, \theta),
\] (2.6)
\[ \int dz \ U = \int dz \left[ \partial \theta^\alpha A_\alpha(x, \theta) + \Pi^m A_m(x, \theta) + d_\alpha W^\alpha(x, \theta) + N_{mn} F^{mn}(x, \theta) \right] \]

where \( N^{mn} = \frac{1}{2}(w\Gamma^{mn}\lambda) \) is the Lorentz current for the pure spinor variables, \((A_\alpha, A_m)\) are gauge superfields and \((W^\alpha, F^{mn})\) are superfield-strengths for super-Yang-Mills. When the super-Yang-Mills superfields are onshell, \(QV = 0\) and \(QU = \partial V\).

Tree-level \(N\)-point scattering amplitudes are computed by the correlation function

\[ A = \langle \langle V_1 V_2 V_3 \int dz_4 U_4 \ldots \int dz_N U_N \rangle \rangle \quad (2.7) \]

using the measure factor

\[ \langle \langle (\lambda \Gamma^m \theta)(\lambda \Gamma^n \theta)(\lambda \Gamma^p \theta)(\theta \Gamma_{mnp} \theta) \rangle \rangle = 1. \quad (2.8) \]

Although this measure factor looks unusual, it can be derived from functional integration over the worldsheet fields after performing a BRST-invariant regularization [3].

The correlation function of (2.7) is easily computed using the free-field OPE's coming from the worldsheet action of (2.1) together with the OPE's

\[ N^{mn}(y) \lambda^\alpha(z) \rightarrow \frac{1}{2}(y - z)^{-1}(\Gamma^{mn}\lambda)^\alpha, \quad (2.9) \]

\[ N^{mn}(y) N^{pq}(z) \rightarrow (y - z)^{-1}(\eta^{[n}N^{m]q} - \eta^{[n}N^{m]p}) - 3(y - z)^{-2}\eta^{[n}[\eta^{p]n}. \]

The manifestly covariant OPE's of (2.9) can be derived by solving the pure spinor constraint \(\lambda \Gamma^m \lambda = 0\) in a \(U(5)\)-invariant manner. Under \(SU(5) \times U(1)\), an \(SO(10)\) spinor decomposes as \(\lambda^\alpha \rightarrow (\lambda^+, \lambda_{ab}, \lambda^a)\) where \(a = 1\) to 5, \(\lambda_{ab} = -\lambda_{ba}\), and \((\lambda^+, \lambda_{ab}, \lambda^a)\) carries \(U(1)\) charge \((\frac{5}{2}, \frac{1}{2}, -\frac{3}{2})\). If \(\lambda^+\) is assumed to be nonzero, \(\lambda \Gamma^m \lambda = 0\) implies that

\[ \lambda^a = -\frac{1}{8}(\lambda^+)^{-1}e^{abcd}\lambda_{bc}\lambda_{de} \quad (2.10) \]

so that \(\lambda^\alpha\) has eleven independent components parameterized by \(\lambda^+\) and \(\lambda_{ab}\).

In terms of \((\lambda^+, \lambda_{ab})\) and their conjugate momenta \((w_+, w^{ab})\), the pure spinor contribution to the stress tensor and Lorentz currents is [11]

\[ T_{\text{pure}} = \frac{1}{2} w^{ab} \partial \lambda_{ab} + w_+ \partial \lambda^+ + \frac{3}{2} \partial^2(\text{log } \lambda^+), \quad (2.11) \]

\[ N_{U(1)} = \frac{1}{\sqrt{5}} \left( \frac{1}{4} \lambda_{ab} w^{ab} + \frac{5}{2} \lambda^+ w_+ - \frac{5}{4} \partial(\text{log } \lambda^+) \right), \quad (2.12) \]
\[ N^{ab} = \lambda^+ w^{ab}, \quad N^b_a = \lambda_{ac} w^{bc} - \frac{1}{5} \delta_a^b \lambda_{cd} w^{cd}, \]

\[ N_{ab} = (\lambda^+)^{-1} (2 \partial \lambda_{ab} - \frac{5}{2} \lambda_{ab} \partial \log \lambda^+) + \lambda_{ac} \lambda_{bd} w^{cd} - \frac{1}{2} \lambda_{ab} \lambda_{cd} w^{cd} - w_+ \lambda_{ab}, \]

where the SO(10) Lorentz currents \( N^{mn} \) have been decomposed into \((N^U(1), N^b_a, N^{ab}, N_{ab})\) which transform as \((1, 24, 10, \overline{10})\) representations of \( SU(5) \). Note that the “improvement” term \( \frac{3}{2} \partial^2 (\log \lambda^+) \) is necessary in \( T_{pure} \) so that \( N_{mn} \) are primary fields with respect to \( T_{pure} \). It is also convenient to define the ghost-current

\[ J = w_+ \lambda^+ + \frac{1}{2} w^{ab} \lambda_{ab} + \frac{7}{2} \partial (\log \lambda^+) \] (2.13)

which has no poles with \( N^{mn} \) and which satisfies \( J(y)\lambda^\alpha(z) \rightarrow (y - z)^{-1} \lambda^\alpha \).

Although there is no fundamental \( b \) ghost in the pure spinor formalism, one can construct a composite operator \( G^\alpha \) satisfying \( \{Q, G^\alpha\} = \lambda^\alpha T \) where

\[ T = -\frac{1}{2} \partial x^m \partial x_m - p_\alpha \partial \theta^\alpha + T_{pure} \] (2.14)

is the stress tensor with zero central charge.\(^4\) This composite operator will play an important role in this paper and is defined as [11]

\[ G^\alpha = \frac{1}{2} \Pi^m (\Gamma_m d)^\alpha - \frac{1}{4} N^{mn} (\Gamma_{mn} \partial \theta)^\alpha - \frac{1}{4} J \partial \theta^\alpha - \frac{1}{4} \partial^2 \theta^\alpha \] (2.15)

where \( N_{mn} \) and \( J \) are defined in (2.12) and (2.13).

### 2.2. Non-minimal fields and similarity transformation

The first step to constructing a conventional-looking BRST operator from \( Q = \int d^2 z \lambda^\alpha d_\alpha \) is to add the term \( \int d^2 z \bar{\beta} b \) to the pure spinor BRST operator so that

\[ Q = \int d^2 z (\lambda^\alpha d_\alpha + \bar{\beta} b) \] (2.16)

where \( (\bar{\beta}, \bar{\gamma}) \) are bosonic and \((b, c)\) are fermionic non-minimal fields with the worldsheet action \( \int d^2 z (\bar{\beta} \bar{\gamma} + \bar{b} \bar{c}) \). These non-minimal fields do not contribute to the cohomology because of the topological term \( \int d^2 z \bar{\beta} b \) in \( Q \).

\(^4\) It is interesting to point out that in a curved target-space background, \( G^\alpha \) will in general not be holomorphic. Nevertheless, one can argue that \( \delta G^\alpha \) is BRST-trivial, which appears to be sufficient for computing scattering amplitudes where \( G^\alpha \) plays the role of the \( b \) ghost.
The second step is to perform the similarity transformation \( Q' = e^RQe^{-R} \) where

\[
R = \int dz \left[ -\frac{c}{\lambda^+} G^+ + c\partial \gamma \right] \tag{2.17}
\]

and \( G^+ \) is the component of \( G^\alpha \) in (2.13) with \( \frac{5}{2} \) \( U(1) \) charge. Using \( \{ Q, G^+ \} = \lambda^+ T \), it is easy to verify that after performing the similarity transformation,

\[
Q' = e^RQe^{-R} = \int dz [c\tilde{T} - \frac{\tilde{\gamma}}{\lambda^+} G^+ + \lambda^\alpha d_\alpha + \tilde{\gamma} b + bc\partial c] \tag{2.18}
\]

where

\[
\tilde{T} = -\frac{1}{2} \partial x^m \partial x_m - p_\alpha \partial \theta^\alpha + T_{\text{pure}} + \tilde{\beta} \partial \tilde{\gamma} + \partial (\tilde{\beta} \tilde{\gamma}) \tag{2.19}
\]

is a stress tensor with central charge \( c = 26 \).

Although \( Q' \) is not invariant under Lorentz transformations generated by \( M_{ab} \) which transform \( \lambda^+ \) and \( G^+ \) into \( \lambda_{ab} \) and \( G_{ab} \), one can use the relation \( \lambda^{[\alpha} G^{\beta]} = \int dz \lambda^\gamma d_\gamma, H^{\alpha\beta} \) (2.20)

where

\[
H^{\alpha\beta} = \frac{1}{192} \Gamma^{\alpha\beta}_{\gamma \delta \epsilon} (d\Gamma_{\gamma \delta \epsilon} + 24 N^{\gamma \delta \epsilon} \Pi^p) \tag{2.21}
\]

to show that

\[
[ Q', M_{ab} + \int dz \frac{\tilde{\gamma}}{(\lambda^+)^2} H_{ab}^+] = 0 \tag{2.22}
\]

where \( H_{ab}^+ \) is the component of \( H^{\alpha\beta} \) with \( \alpha = + \) and \( \beta = ab \). Furthermore, one can verify that the Lorentz algebra generated by \( M'_{ab} \equiv M_{ab} + \int dz \frac{\tilde{\gamma}}{(\lambda^+)^2} H_{ab}^+ \) with the other Lorentz generators closes up to a BRST-trivial operator. So under Lorentz transformations generated by \( M'_{mn} = [M_{U(1)}, M_{ab}, M_{b}^a, M_{ab} + \int dz \frac{\tilde{\gamma}}{(\lambda^+)^2} H_{ab}] \), \( Q' \)-closed states transform covariantly up to a BRST-trivial transformation. Note that one could have defined the Lorentz generators as \( M'_{mn} = e^R M_{mn} e^{-R} \) where \( R \) is defined in (2.17), but such a definition would not preserve the property that all poles when \( \lambda^+ \rightarrow 0 \) have residues which are proportional to \( \tilde{\gamma} \). As will be discussed later, this property is useful since terms proportional to \( \tilde{\gamma} \) will decouple from scattering amplitudes.

Finally, it will be convenient to define

\[
\tilde{\gamma}^+ = -\frac{\tilde{\gamma}}{\lambda^+}, \tag{2.23}
\]
so that

\[ Q' = \int dz[\phi \tilde{T} + \tilde{\gamma} G^+ + \lambda^\alpha d_\alpha - \lambda^+ \tilde{\gamma} b + bc \partial c]. \]  

(2.24)

If \((\tilde{\gamma}^+, \lambda^+, \lambda_{ab})\) are interpreted as 12 independent bosonic ghosts, \(Q'\) resembles a standard BRST operator constructed from 12 fermionic constraints and the Virasoro constraint.

Since \((\tilde{\gamma}^+, \tilde{\beta}^+)\) are not Lorentz scalars, they will appear in the Lorentz generators. In terms of \((\tilde{\gamma}^+, \tilde{\beta}^+)\), \((w^+, \lambda^+)\) and \((w^{ab}, \lambda_{ab})\), the \(SO(10)\) Lorentz currents of (2.12) are

\[ N_{U(1)} = \frac{1}{\sqrt{5}}(\frac{1}{4}\lambda_{ab}w^{ab} + \frac{5}{2}\lambda^+ w^+ - \frac{5}{2}\tilde{\gamma}^+ \tilde{\beta}^+), \]  

(2.25)

\[ N^a = \lambda^+ w^a, \quad N^a = \lambda_{ac}w^{bc} - \frac{1}{5}\delta^b_a \lambda_{cd}w^{cd}, \]

\[ N_{ab} = (\lambda^+)^{-1}(2\partial \lambda_{ab} + \lambda_{ab} \tilde{\gamma}^+ \tilde{\beta}^+ + 4\lambda_{ab} \partial(\log \lambda^+) + \lambda_{ac} \lambda_{bd} w^{cd} - \frac{1}{2}\lambda_{ab} \lambda_{cd} w^{cd}) - w^+ \lambda_{ab}. \]

The contribution of these bosonic ghosts to the stress tensor is

\[ \tilde{T}_{\text{pure}} = w^+ \partial \lambda^+ + \frac{1}{2} w^{ab} \partial \lambda_{ab} + \tilde{\beta}^+ \partial \tilde{\gamma}^+ + \partial(\tilde{\beta}^+ \tilde{\gamma}^+), \]  

(2.26)

which can be verified to have no triple poles with \(N^{mn}\). And the ghost current of (2.13) is

\[ J = w^+ \lambda^+ + \frac{1}{2} w^{ab} \partial \lambda_{ab} - \tilde{\beta}^+ \tilde{\gamma}^+ + 4\partial(\log \lambda^+). \]  

(2.27)

Remarkably, after including the \((b, c)\) and \((\tilde{\beta}^+, \tilde{\gamma}^+)\) non-minimal fields, \(\tilde{T}_{\text{pure}}\) no longer requires improvement terms involving \(\partial^2(\log \lambda^+)\). This may resolve some of the puzzles discussed in [12] which are related to possible anomalies in the formalism. Furthermore, as will be shown in the following section, the introduction of these non-minimal fields appears to be necessary for the construction of \(GSO(-)\) vertex operators in the pure spinor formalism.

3. \(GSO(-)\) States in the Pure Spinor Formalism

In this section, it will be shown how to construct vertex operators for \(GSO(-)\) states and, after defining picture-changing operators, it will be shown how to compute scattering amplitudes involving these states.
3.1. GSO(+) vertex operators

Before constructing GSO(−) vertex operators, it will be useful to explain how to construct GSO(+) vertex operators using the new BRST operator $Q'$ of (2.24). For GSO(+) states, one method to construct vertex operators $V'$ which are BRST-invariant with respect to $Q'$ is to simply define

$$V' = e^{R}V e^{-R}$$

where $R$ is defined in (2.17) and $V$ is the original pure spinor vertex operator which is BRST-invariant with respect to $Q = \int dz \lambda^\alpha d_\alpha$.

However, a more useful definition is

$$V' = cU + V + \tilde{\gamma}_+(G_0^+U) + \frac{G_0^+}{\lambda^+}(G_{-1}^+G_0^+U)$$

(3.1)

where $V$ and $\int dz U$ are the original pure spinor unintegrated and integrated vertex operators satisfying $QV = 0$ and $QU = \partial V$, $G_n^+$ signifies the pole of order $(n + 2)$ with $G^+$, and $V$ has been gauge-fixed to satisfy $G_n^+V = 0$ for $n \geq 0$. For example, for the massless super-Yang-Mills vertex operator $V$ and $U$ of (2.6), the gauge-fixing condition $G_0^+V = 0$ implies that $\partial_m(\gamma^m D)^+A_\alpha = 0$, which implies that $\partial^m \partial_m A_\alpha = \partial^mA_m = 0$.

Note that $V'$ of (3.1) is related to $e^{R}V e^{-R}$ by the BRST-trivial transformation

$$V' = e^{R}V e^{-R} - Q'(\frac{c}{\lambda^+}G_0^+U)$$

(3.2)

where the relation

$$QG_0^+U = -G_0^+QU + \lambda^+T_0U = -G_0^+\partial V + \lambda^+U = -\partial(G_0^+V) + G_{-1}^+V + \lambda^+U$$

(3.3)

has been used. Although both (3.1) and $e^{R}V e^{-R}$ have poles when $\lambda^+ \rightarrow 0$, the vertex operator of (3.1) has the advantage that the residues of these poles are proportional to $\tilde{\gamma}_+$. Since the vertex operators are independent of $\tilde{\beta}^+$, any term proportional to $\tilde{\gamma}_+$ will generically decouple from scattering amplitudes.

3.2. GSO(−) vertex operators

For GSO(−) states, it does not appear to be possible to construct vertex operators in the original pure spinor formalism without the non-minimal $(\tilde{\beta}^+, \tilde{\gamma}^+_+)$ fields [13] [14]. The reason is that, just as Ramond vertex operators in the RNS formalism depend non-trivially on the $(\beta, \gamma)$ ghosts, the GSO(−) vertex operators in the pure spinor formalism will depend non-trivially on the $(\tilde{\beta}^+, \tilde{\gamma}_+)$ ghosts.
For example, the tachyon vertex operator in the pure spinor formalism will be

\[ V' = c \exp[-\frac{1}{2}(3\tilde{\phi} + \phi^+ + \sum_{[ab]=1}^{10} \phi_{ab} - i \sum_{\alpha=1}^{16} \sigma_{\alpha})]e^{ik_m x^m} \quad (3.4) \]

where the \((\tilde{\beta}^+, \tilde{\gamma}^+), (w_+, \lambda^+)\) and \((w^{ab}, \lambda_{ab})\) bosonic ghosts have been fermionized as

\[ \tilde{\beta}^+ = e^{-\tilde{\phi}} \partial \tilde{\xi}^+, \quad \tilde{\gamma}^+ = \tilde{\eta}^+ e^{\tilde{\phi}}, \quad (3.5) \]

\[ w_+ = e^{-\phi^+} \partial \xi_+, \quad \lambda^+ = \eta^+ e^{\phi^+}, \]

\[ w^{ab} = e^{-\phi_{ab}} \partial \xi^{ab}, \quad \lambda_{ab} = \eta_{ab} e^{\phi_{ab}}, \]

and the \((\theta^\alpha, p_\alpha)\) fields have been bosonized as

\[ p_\alpha = e^{-i\sigma^\alpha}, \quad \theta^\alpha = e^{i\sigma^\alpha}. \]

Since \(e^{n\tilde{\phi}}\) carries conformal weight \(\frac{1}{2}(-n^2 - 3n)\), \(e^{n\phi^+}\) and \(e^{n\phi_{ab}}\) carry conformal weight \(\frac{1}{2}(-n^2 - n)\), and \(e^{in\sigma_\alpha}\) carries conformal weight \(\frac{1}{2}(n^2 - n)\), one finds that \(V'\) of (3.4) carries zero conformal weight when \(e^{ik_m x^m}\) has \(\frac{1}{2}\) conformal weight as expected for the tachyon. Furthermore, it is not difficult to show that \(Q'V' = 0\).

Although only \(U(5)\) invariance is manifest, one can easily verify that (3.4) is a scalar under Lorentz transformations generated by (2.25). It is interesting to note that bosonized Ramond vertex operators in the RNS formalism also manifestly preserve only a \(U(5)\) subgroup of the Lorentz group.

Other \(GSO(-)\) vertex operators can be constructed by taking OPE’s of the tachyon vertex operator of (3.4) with the \(GSO(+)\) vertex operators of (3.1). Just as \((\psi^m, \beta, \gamma)\) have square-root cuts with Ramond vertex operators in the RNS formalism, \((\theta^\alpha, p_\alpha, \lambda^\alpha, w_\alpha, \tilde{\beta}^+, \tilde{\gamma}^+)\) have square-root cuts with \(GSO(-)\) vertex operators in the pure spinor formalism. To be convinced that this construction of \(GSO(-)\) vertex operators is correct, it will now be shown how to compute tree amplitudes using these \(GSO(-)\) vertex operators.
3.3. Picture-changing operators

Because of the screening charges related to the conformal weights of the worldsheet fields, the natural measure factor for tree amplitudes is

\[ \langle c \partial c \partial^2 c \langle \theta \rangle^{16} \exp[-3\tilde{\phi} - \phi^+ - \sum_{ab=1}^{10} \phi^{ab}] \rangle = 1. \]  

(3.6)

If one defines picture such that \( \xi \) and \( e^\phi \) carry picture +1 and \( \eta \) carries picture \(-1\), the measure factor of (3.6) carries picture \((-3, -1, -1)\) with respect to the \((\tilde{\gamma}_+, \lambda^+, \lambda_{ab})\) ghosts, the GSO(+) vertex operators of (3.1) carry picture \((0, 0, 0)\), and the GSO(−) vertex operators of (3.4) carry picture \((-\frac{3}{2}, -\frac{1}{2}, -\frac{1}{2})\).

To relate the measure factor of (3.6) to the usual pure spinor measure factor

\[ \langle \langle (\lambda \gamma^m \theta)(\lambda \gamma^n \theta)(\lambda \gamma^p \theta) (\theta \gamma_{mnp} \theta) \rangle \rangle = 1 \]  

(3.7)

which carries zero picture, one needs to introduce BRST-invariant picture-raising operators. As in the RNS formalism, the picture-raising operators are naturally defined by anticommuting the BRST operator with the \( \xi \) variable as

\[ Z^+ = \{ Q^+, \xi^+ \} = e^{\phi^+} (d_+ - \tilde{\gamma}_+ b) + c \partial \xi^+, \]  

(3.8)

\[ Z^{ab} = \{ Q^+, \xi^{ab} \} = e^{\phi^{ab}} (d^{ab} - \frac{1}{2}(\lambda^+)^{-1} \epsilon^{abcd} \lambda_{cd} d_e) + c \partial \xi^{ab}, \]

\[ \tilde{Z}^+ = \{ Q^+, \tilde{\xi}^+ \} = e^{\tilde{\phi}^+} (G^+ - \lambda^+ b) + c \partial \tilde{\xi}^+. \]

By inserting products of these picture-raising operators, one finds that the measure factors of (3.6) and (3.7) can be related as

\[ Z \partial \partial^2 c \langle \theta \rangle^{16} e^{-3\tilde{\phi} - \phi^+ - \sum_{ab} \phi^{ab}} = (\lambda \gamma^m \theta)(\lambda \gamma^n \theta)(\lambda \gamma^p \theta) (\theta \gamma_{mnp} \theta) + ... \]  

(3.9)

where

\[ Z = (\tilde{Z}^+)^3 Z_+ \prod_{ab} Z^{ab} \]

(3.10)

\[ = b \partial b \partial^2 b \epsilon^{\alpha_1 \cdots \alpha_{16}} (\lambda \gamma^m)_{\alpha_1} (\lambda \gamma^n)_{\alpha_2} (\lambda \gamma^p)_{\alpha_3} (\gamma_{mnp})_{\alpha_4 \alpha_5} d_{\alpha_6} \cdots d_{\alpha_{16}} e^{3\phi^+ + \sum_{ab} \phi^{ab} + ...}, \]

and ... involves terms with fewer than three \( \lambda \)'s (and more \( c \)'s) and can be determined from the requirement of BRST invariance with respect to \( Q^+ \).
3.4. Scattering amplitudes

For tree amplitudes which involve only the $GSO(+)\text{ vertex operators } V'$ defined in (3.4), the $N$-point tree amplitude prescription is

$$A = \prod_{r=4}^{N} \int dz_r \langle \langle U_r(z_r) \prod_{s=1}^{3} V'_s(y_s) \rangle \rangle = \prod_{r=4}^{N} \int dz_r \langle \langle b(z_r) \prod_{s=1}^{N} V'_s(y_s) \rangle \rangle$$  \hspace{1cm} (3.11)

where $\int dz_r b(z_r)$ is the usual $b$ ghost insertion coming from the Faddeev-Popov gauge-fixing of the worldsheet action. Since there are no $\beta'^+$'s in this correlation function, the only terms in $V'$ of (3.1) which contribute are $V' = cU + V$ and it is easy to verify that (3.11) reproduces the original prescription of (2.7). It is interesting that, except for the different measure factor, the prescription of (3.11) looks very similar to the Lee-Siegel prescription of [15] and it would be nice to find a proof that the two prescriptions are equivalent.

But for tree amplitudes involving $GSO(-)\text{ vertex operators, one needs to insert additional picture-changing operators to absorb the } (-\frac{3}{2}, -\frac{1}{2}, -\frac{1}{2}) \text{ picture of the } GSO(-)\text{ vertex operators of (3.4). This procedure is precisely analogous to RNS amplitudes involving Ramond states where the number of picture-changing operators depends on the number of Ramond vertex operators in the } -\frac{1}{2} \text{ picture.}

For example, for tree amplitudes involving $N \ GSO(+)\text{ states } V'_+ \text{ and } 2M \ GSO(-)\text{ states } V'_-, \text{ the tree amplitude prescription is}

$$A = \prod_{r=4}^{N+2M} \int dz_r \langle \langle b(z_r) Z^M(u) \prod_{s=1}^{N} V'_s \prod_{t=1}^{2M} V'_{t-} \rangle \rangle$$  \hspace{1cm} (3.12)

where the location of the picture-raising operators is arbitrary. So for tree amplitudes involving two $GSO(-)$ states and an arbitrary number of $GSO(+)\text{ states, one can use the natural measure factor of (3.6) without any picture-changing insertions.}

For genus $g$ amplitudes, the natural measure factor based on the screening charges is

$$\langle b^{3g-3}(\theta)^{16}(p)^{16g} \exp[(g-1)(3\tilde{\phi} + \phi^+ + \sum_{ab} \phi^{ab})]\rangle = 1.$$  \hspace{1cm} (3.13)
So one expects naively that the multiloop amplitude prescription for $N \ GSO(\pm)$ states and $2M \ GSO(\mp)$ states is

$$A = \prod_{j=1}^{3g-3} \int d\tau_j \prod_{r=1}^{N+2M} \int dz_r \langle \langle b(z_r) b(\mu_j) Z^{M+g} (u) \prod_{s=1}^{N} V'_{s+} \prod_{t=1}^{2M} V'_{t-} \rangle \rangle$$

(3.14)

where $b(\mu_j)$ is the $b$ ghost associated with the $j^{th}$ Teichmuller parameter $\tau_j$. When $M = 0$, this prescription appears to be closely related to the multiloop prescription given in [11] for the pure spinor formalism. However, a proof of equivalence of these multiloop prescriptions will not be attempted here.

4. Equivalence to Green-Schwarz Formalism

In this section, the BRST operator $Q'$ of (2.24) will be obtained by gauge-fixing the Green-Schwarz superstring. But before discussing the superstring, it will be useful to first discuss the Brink-Schwarz superparticle.

4.1. Brink-Schwarz superparticle

The $N = 1 \ d = 10$ Brink-Schwarz superparticle action, $S = \frac{1}{2} \int d\tau \ e^{-1} \Pi^m \Pi_m$, can be written in first-order form as

$$S = \int d\tau (P_m \partial_\tau x^m + p_\alpha \partial_\tau \theta^\alpha - \frac{1}{2} e P_m P^m + f^\alpha \partial_\alpha)$$

(4.1)

where $\Pi^m = \partial_\tau x^m + \frac{1}{2} \theta \Gamma^m \partial_\tau \theta$, $d_\alpha = p_\alpha - \frac{1}{2} P^m (\Gamma_m \theta)^\alpha$, and $f^\alpha$ is a fermionic Lagrange multiplier.

As is well-known, $d_\alpha = 0$ contains 8 first-class constraints and 8 second-class constraints, and the first-class constraints are generated by 8 of the 16 components of the $\kappa$-symmetry generators $P_m (\Gamma^m d)^\alpha$. One can choose $G^A = \frac{1}{2} (\Gamma^+ \Gamma^m d)^A P_m$ to describe these 8 first-class constraints where $A = 1$ to 8 is an $SO(8)$ chiral spinor index, $\hat{A} = 1$ to 8 is an $SO(8)$ antichiral spinor index, $J = 1$ to 8 is an $SO(8)$ vector index, and $\Gamma^\pm \equiv \Gamma^0 \pm \Gamma^9$. Note that $\{G^A, G^B\} = -\frac{1}{2} \delta^{AB} P^+ P^m P_m$.

Assuming that $P^+$ is nonzero, one can use $G^A$ to gauge-fix $(\Gamma^+ f)^A = 0$ and can use the $P^2 = 0$ constraint to gauge-fix $e = 0$. In this gauge, the BRST operator is

$$Q = -\frac{1}{2} e P^m P_m + \gamma_A G^A - \frac{1}{2} P^+ \gamma_A \gamma_A b$$

(4.2)
with the action

\[ S = \int d\tau [P_m \partial_\tau x^m + p_\alpha \partial_\tau \theta^\alpha + b \partial_\tau c + \beta^A \partial_\tau \gamma^A + f^A d_A] \]

where \((\beta^A, \gamma^A)\) are bosonic ghosts coming from the gauge-fixing of \(f^A=0\), and \(f^A d_A = f^\alpha (\Gamma^- \Gamma^+) d\alpha\) describe the remaining second-class constraints.

To complete the BRST quantization, one needs to express the 8 second-class constraints \(d_A = 0\) in terms of 4 first-class constraints. This is done by first splitting the eight components of \(\gamma^A\) as

\[ \gamma^A = \delta^+_A \tilde{\gamma}^+_+ + (P^+)^{-1} \lambda^+ \]

where \(\lambda^+\) is a null \(SO(8)\) spinor satisfying \(\lambda_A \lambda_A = 0\). More explicitly, one decomposes the \(SO(8)\) spinor \(\gamma^A\) into \(U(4)\) components as \(\gamma^A \rightarrow (\gamma^+_+, \gamma^+_{jk}, \gamma^-_-)\) where \(j = 1\) to 4, and defines

\[ \lambda^+ = \lambda^- = P^+ \gamma^+_- \quad \lambda^+_{jk} = P^+ \gamma^+_{jk} \]

\[ \lambda^+_+ = -\frac{1}{8} (\lambda^+)^{-1} \epsilon^{jklm} \lambda^+_{jk} \lambda^+_{lm} \quad \tilde{\gamma}^+_+ = \gamma^+_- - (P^+)^{-1} \lambda^+_+ . \]

In terms of \(\tilde{\gamma}^+_+\) and \(\lambda^+_A\), the BRST operator and action of (4.2) are

\[ Q = -\frac{1}{2} c P^m P_m + \tilde{\gamma}^+_+ G^+ + (P^+)^{-1} \lambda^+_A G^A - \tilde{\gamma}^+_+ \lambda^+ b \]

and

\[ S = \int d\tau [P_m \partial_\tau x^m + p_\alpha \partial_\tau \theta^\alpha + b \partial_\tau c + \tilde{\beta}^+ \partial_\tau \tilde{\gamma}^+_+ + w_A \partial_\tau \lambda^+_A + f^A d_A] . \]

One then defines the first-class constraints as

\[ H^J = \lambda^J \Gamma^- \Gamma^J d = \lambda^A \sigma^J_A d_A \]

where \(\sigma^J_A\) are the \(SO(8)\) Pauli matrices. Note that \(\lambda^A \lambda^A = 0\) implies that only 4 of the 8 components of \(H^J\) are independent. And since the components of \(H^J\) anticommute with each other and with the BRST operator of (4.5), they can be used to replace the 8 second-class constraints \(d_A = 0\).

So one can replace (4.6) with the action

\[ S = \int d\tau [P_m \partial_\tau x^m + p_\alpha \partial_\tau \theta^\alpha + b \partial_\tau c + \tilde{\beta}^+ \partial_\tau \tilde{\gamma}^+_+ + w_A \partial_\tau \lambda^+_A + h_J H^J] \]
where only four components of the Lagrange multipliers $h^J$ are nonzero (e.g. choose $h^5 = h^6 = h^7 = h^8 = 0$). Note that the action of (4.6) is recovered if one uses the first-class constraints of (4.7) to gauge $d_\alpha = 0$, which produces no new propagating ghosts. However, one can also use (4.7) to gauge $h^J = 0$, in which case the resulting BRST operator and action are

$$Q = -\frac{1}{2} c P^m P_m + \tilde{\gamma}^+ G^+ + (P^+) - 1 \lambda_A G^A - \tilde{\gamma}^+ \lambda^+ b + \gamma_J H^J,$$

(4.9)

$$S = \int d\tau [P_m \partial_\tau x^m + p_\alpha \partial_\tau \theta^\alpha + b \partial_\tau c + \tilde{\beta}^+ \partial_\tau \tilde{\gamma}^+ + w_A \partial_\tau \lambda^A + \beta_J \partial_\tau \gamma^J]$$

where $\gamma_J$ are bosonic ghosts with only four nonzero components. Finally, since $G^A = P^+ d^A + P^J A^J d_\hat{A}$, the BRST operator of (4.9) is equal to the superparticle BRST operator in the pure spinor formalism,

$$Q = -\frac{1}{2} c P^m P_m + \tilde{\gamma}^+ G^+ + \lambda^\alpha d_\alpha - \tilde{\gamma}^+ \lambda^+ b$$

(4.10)

where $\lambda^\alpha d_\alpha = \lambda^A d_A + \lambda^A d_A$ and $\lambda_\hat{A}$ is defined as

$$\lambda_\hat{A} \equiv (\gamma_J + P_J) \sigma^J_{\hat{A}A} \lambda^A$$

(4.11)

which has four independent components. Note that $\lambda^\hat{A} \lambda^\hat{A} = \lambda^A \lambda^A = \lambda^A \sigma^J_{\hat{A}A} \lambda^\hat{A} = 0$, so $\lambda^\alpha$ is a pure spinor with 11 independent components.

4.2. Green-Schwarz superstring

To extend these results from the Brink-Schwarz superparticle to the Green-Schwarz superstring, first write the Green-Schwarz action in first-order form as

$$S = \int d^2 z [\frac{1}{2} \partial x^m \overline{\partial} x_m + p_\alpha \overline{\partial} \theta^\alpha + \hat{p}_\alpha \overline{\partial} \hat{\theta}^\alpha$$

$$+ f^\alpha d_\alpha + \hat{f}^\alpha \hat{d}_\alpha - \epsilon (\frac{1}{2} \partial x^m \partial x_m + p_\alpha \partial \theta^\alpha) - \hat{\epsilon} (\frac{1}{2} \overline{\partial} x^m \overline{\partial} x_m + \hat{p}_\alpha \overline{\partial} \hat{\theta}^\alpha)]$$

(4.12)

where

$$d_\alpha = p_\alpha - \frac{1}{2} \partial x^m (\Gamma_m \theta)^\alpha - \frac{1}{8} (\theta \Gamma^m \partial \theta) (\Gamma_m \theta)^\alpha, \quad \hat{d}_\alpha = \hat{p}_\alpha - \frac{1}{2} \overline{\partial} x^m (\Gamma_m \hat{\theta})^\alpha - \frac{1}{8} (\theta \Gamma^m \overline{\partial} \hat{\theta}) (\Gamma_m \hat{\theta})^\alpha,$$

(4.13)

I thank Yuri Aisaka for discussions on this point.
\( f^\alpha \) and \( \tilde{f}^\alpha \) are fermionic Lagrange multipliers, \( e \) and \( \tilde{e} \) are the off-diagonal components of the worldsheet metric, and \((\alpha, \tilde{\alpha})\) are spinor indices of the opposite/same chirality for the Type IIA/IIB superstring. In the following discussion, only the unhatted variables will be gauge-fixed, however, one can gauge-fix the hatted variables in an identical manner.

As in the superparticle, \( d_\alpha \) contains 8 first-class and 8 second-class constraints. The first-class constraints are generated by 8 of the 16 components of \( \Pi_m (\Gamma^m d)^\alpha \) where \( \Pi^m = \partial x^m + \frac{1}{2} \theta \Gamma^m \partial \theta \) is the supersymmetric momentum. Choosing

\[
\tilde{G}^A = \frac{1}{2} (\Gamma^+ \Gamma^m d)^A \Pi_m \tag{4.14}
\]

to describe the 8 independent first-class constraints, one follows the same steps as in the superparticle and gauge-fixes \( (\Gamma^+ f)^A = e = 0 \).

As shown in [10], \( \tilde{G}^A \) satisfies the Poisson brackets

\[
\{ \tilde{G}^A (\sigma_1), \tilde{G}^B (\sigma_2) \} = \delta(\sigma_1 - \sigma_2) [\partial \theta^A \tilde{G}^B] + \delta^{AB} \partial \theta^C \tilde{G}^C + \delta^{AB} (\Pi^+ - \frac{1}{2} \Pi^m \Pi_m - d_\alpha \partial \theta^\alpha) + \frac{1}{2} \delta^{AB} d_\dot{A} \partial d_\dot{A}. \tag{4.15}
\]

So the BRST operator and action after gauge-fixing are

\[
Q = \int dz [c (-\frac{1}{2} \Pi^m \Pi_m - d_\alpha \partial \theta^\alpha + \beta \partial \gamma + \partial (\beta \gamma) - b \partial c) - \frac{1}{2} \Pi^+ \gamma^A \gamma^B b + \gamma^A \tilde{G}^A \tag{4.16}
\]

\[
- (\gamma_4 \partial \theta^A) (\gamma_B \beta^B) - \frac{1}{2} (\gamma^A \gamma^4)(\beta_B \partial \theta^B)],
\]

\[
S = \int d^2z [\frac{1}{2} \partial x^m \overline{\sigma}_m + p_\alpha \overline{\theta}^\alpha + b \overline{c} + \beta_4 \overline{\gamma}^A + f^A d_\dot{A}], \tag{4.17}
\]

where the last term in (4.15) can be ignored since it is quadratic in the second-class constraints.

As in the superparticle, the 8 second-class constraints \( d_\dot{A} = 0 \) can be converted into 4 first-class constraints by writing \( \gamma_A = \delta_A^+ \tilde{\gamma}_+ + (\Pi^+)^{-1} \lambda_A \) where \( \lambda_A \lambda_A = 0 \), and defining the first-class constraints as

\[
H^J = \lambda^A \sigma^J_A A d_\dot{A} \tag{4.18}
\]

which has only four independent components. It is not difficult to verify that \( H^J \) anticommutes with \( H^K \) and satisfies

\[
\{ Q, H^J \} = \partial (c H^J) + \tilde{\gamma}_+ H^K (\Gamma^K \Gamma^J \partial \theta)^+ + (\Pi^+)^{-1} (\lambda^A \partial \theta^A) H^J, \tag{4.19}
\]
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so $H^J$ describe first-class constraints which can replace the 8 second-class constraints $d_{A}$. After gauge-fixing the Lagrange multiplier $h^J = 0$ as in the superparticle, the BRST operator of (4.17) becomes

$$Q = \int dz [e^{-\frac{1}{2}\Pi^m \Pi_m - d_{A} \partial \theta^\alpha + w_A \partial \lambda^A + \beta_{J} \partial \lambda^J + \tilde{\beta}^+ \partial \tilde{\gamma}^+ + \partial (\tilde{\beta}^+ \tilde{\gamma}^+) - b \partial c) \quad (4.20)]$$

where $\tilde{\gamma}^+ \lambda^+ b + \tilde{\gamma}^+ \tilde{G}^+ + \lambda_{A} \tilde{G}^A + \gamma_{J} H^J + [\ldots]$ involves ghost-ghost-antighost terms multiplied by components of $\partial \theta^\alpha$. Finally, after defining $\lambda_{\tilde{A}} = (\gamma_{J} + \Pi_{J})\sigma_{A\tilde{A}}^J \lambda^A$ as in the superparticle, one obtains the pure spinor BRST operator of (2.24)

$$Q = \int dz (e^{\tilde{T}} + \tilde{\gamma}^+ G^+ + \lambda^\alpha d_{A} - \tilde{\gamma}^+ \lambda^+ b + bc \partial c) \quad (4.21)$$

where $\tilde{T} = -\frac{1}{2} \partial x^m \partial x_m - p_{\alpha} \partial \theta^\alpha + \tilde{T}_{\text{pure}}$, and $G^+ = \tilde{G}^+ - \frac{1}{4} N_{mn} (\Gamma^{mn} \partial \theta)^+ - \frac{1}{4} J \partial \theta^+ - \frac{1}{4} \partial^2 \theta^+$ is defined as in (2.15). Although $G^+ - \tilde{G}^+$ can be determined by computing the ghost-ghost-antighost terms in (4.20), $G^+ - \tilde{G}^+$ can also be indirectly determined by requiring the nilpotence of $Q$.

5. Mapping RNS into the Pure Spinor Formalism

In this section, the RNS BRST operator will be mapped into the pure spinor BRST operator by a field redefinition which maps the RNS variables into Green-Schwarz-Siegel variables. For states in the Neveu-Schwarz GSO$(+)$ sector, the RNS and pure spinor vertex operators in the zero picture will then be mapped into each other. However, since Ramond states in the RNS formalism and GSO$(-)$ states in the pure spinor formalism do not have vertex operators in the zero picture, there is no obvious way to map their vertex operators into each other.

5.1. Twisting the RNS fields

The first step in performing the map from the RNS BRST operator to the pure spinor BRST operator is to twist the ten spin-half RNS fermions $\psi_m$ into five spin-zero fermions $\tilde{\psi}_m$ and five spin-one fermions $\tilde{\psi}_m$ as [6]

$$\psi^m = \frac{1}{\gamma} \tilde{\psi}_n (\lambda \Gamma^m \Gamma^n)^+ + \gamma \tilde{\psi}_n (\lambda \Gamma^m \Gamma^n)^+$$

(5.1)
where $\gamma$ is the RNS bosonic ghost of $-\frac{1}{2}$ conformal weight, $(\lambda \Gamma^m \Gamma^n)^+$ is the component of $(\lambda \Gamma^m \Gamma^n)^+$ with $\frac{5}{2}$ $U(1)$ charge, and $\lambda^\alpha$ is a pure spinor which parameterizes the $SO(10)/U(5)$ different choices for twisting. Note that only 5 independent components of $\tilde{\psi}_m$ and $\tilde{\psi}_m$ contribute to (5.1), and (5.1) can be inverted to imply that

$$\tilde{\psi}_n(\lambda \Gamma^m \Gamma^n)^+ = \gamma \psi_n(\lambda \Gamma^m \Gamma^n)^+, \quad \tilde{\psi}_n(\lambda \Gamma^m \Gamma^n)^+ = \frac{1}{\gamma} \psi_n(\lambda \Gamma^m \Gamma^n)^+. \tag{5.2}$$

Since the spin $\frac{3}{2}$ bosonic antighost $\beta$ has non-trivial OPE’s with $\tilde{\psi}_m$ and $\tilde{\psi}_m$, it is convenient to define new fields $\tilde{\beta} = \partial \tilde{\xi} e^\phi$ and $\tilde{\gamma} = \tilde{\eta} e^\phi$ where

$$\tilde{\eta} = e^{-\frac{i}{2} \phi} \lambda^\alpha \Sigma_\alpha, \quad \tilde{\xi} = e^{\frac{i}{2} \phi} (\lambda^+)^{-1} \Sigma^+, \tag{5.3}$$

$$\tilde{e}^\phi = \eta \partial \eta e^{2 \phi} (\lambda^+)^{-1} \Sigma^+, \quad \tilde{e}^{-\phi} = \xi \partial \xi e^{-2 \phi} \lambda^\alpha \Sigma_\alpha,$$

and $\Sigma_\alpha$ and $\Sigma^\alpha$ are anti-Weyl and Weyl spin fields of $\frac{8}{3}$ conformal weight which are constructed in the usual manner from the $\psi^m$ variables. The definitions of (5.3) are uniquely determined by the requirements that $[\tilde{\eta}, \tilde{\xi}, \tilde{e}^\phi, \tilde{e}^{-\phi}]$ have the same OPE’s as $[\eta, \xi, e^\phi, e^{-\phi}]$ with each other, that $[\tilde{\eta}, \tilde{\xi}, \tilde{e}^\phi, \tilde{e}^{-\phi}]$ have no poles with $\tilde{\psi}_m$ and $\tilde{\psi}_m$, and that $\tilde{\eta}$ has +1 conformal weight. Note that

$$\tilde{\gamma} = \tilde{\eta} e^\phi = \eta \partial \eta e^{2 \phi} = \gamma^2 \tag{5.4}$$

carries spin $-1$ and $\tilde{\beta}$ carries spin 2. So the twisting of (5.1) and (5.3) shifts the central charge contribution of the $(\beta, \gamma)$ ghosts from 11 to 26, which cancels the shift from 5 to $-10$ in the central charge contribution of the twisted $\tilde{\psi}$’s.

If $\lambda^\alpha$ is treated as a worldsheet field, one needs to introduce a fermionic superpartner for $\lambda^\alpha$ and add a topological term to the RNS BRST operator so that these new fields do not contribute to the cohomology. The fermionic superpartner to $\lambda^\alpha$ will be called $\tilde{\theta}^\alpha$ for reasons that will become clear, and will be defined to transform under BRST as

$$Q \tilde{\theta}^\alpha = \lambda^\alpha, \quad Q \lambda^\alpha = 0. \tag{5.5}$$

Furthermore, because of the pure spinor constraint $\lambda \Gamma^m \lambda = 0$, $\tilde{\theta}^\alpha$ will be required to satisfy the fermionic constraint

$$\tilde{\theta}^\alpha \Gamma^m_{\alpha \beta} \lambda^\beta = 0. \tag{5.6}$$

It is easy to verify that the constraint of (5.6) eliminates five components of $\tilde{\theta}^\alpha$, so that $\tilde{\theta}^\alpha$ and $\lambda^\alpha$ each have eleven independent components.
To generate the BRST transformation of (5.3), one should add $\int dz \lambda^\alpha \tilde{p}_\alpha$ to the RNS BRST operator so that

$$Q = \int dz [c T_{RNS} - \gamma \partial x^m \psi_m + bc \partial c + \gamma^2 b + \lambda^\alpha \tilde{p}_\alpha]$$

(5.7)

where $w_\alpha$ is the conjugate momenta to $\lambda^\alpha$ and $\tilde{p}_\alpha$ is the conjugate momenta to $\tilde{\theta}^\alpha$. Because of the constraints $\lambda \Gamma^m \lambda = \lambda \Gamma^m \tilde{\theta} = 0$, $w_\alpha$ and $\tilde{p}_\alpha$ are defined up to the gauge transformations

$$\delta w_\alpha = \rho^m (\Gamma_m \lambda)_\alpha + \Omega^m (\Gamma_m \tilde{\theta})_\alpha, \quad \delta \tilde{p}_\alpha = \Omega^m (\Gamma_m \lambda)_\alpha,$$

(5.8)

where $\rho^m$ and $\Omega^m$ are arbitrary gauge parameters. So five of the sixteen parameters of each of these conjugate momenta can be gauged away.

To construct super-Poincaré covariant Green-Schwarz-Siegel variables out of the RNS variables, one can now combine the eleven components of $\tilde{\theta}^\alpha$ and $\tilde{p}_\alpha$ with the five spin-zero and spin-one components of $\tilde{\psi}_m$ and $\tilde{\psi}_m$ to define the unconstrained sixteen-component spinors

$$\theta^\alpha = \tilde{\theta}^\alpha + \tilde{\psi}_m (\Gamma^m)^\alpha + (\Gamma^m \lambda)^\alpha, \quad \lambda^\alpha + \tilde{p}_\alpha = \tilde{\psi}_m (\Gamma^m \lambda).$$

(5.9)

Note that (5.9) implies that $\psi^m$ can be expressed in terms of $p_\alpha$ and $\theta^\alpha$ as

$$\psi^m = \frac{\gamma (\Gamma^m p)^+}{2 \lambda^+} + \frac{1}{\gamma} (\lambda \Gamma^m 0),$$

(5.10)

and the OPE $\psi^m(y) \psi^n(z) \rightarrow (y - z)^{-1} \eta^{mn}$ implies that $p_\alpha(y) \theta^\beta(z) \rightarrow (y - z)^{-1} \delta^\beta_\alpha$.

When expressed in terms of $p_\alpha$ and $\theta^\alpha$,

$$\gamma \partial x^m \psi_m = (\lambda \Gamma_m 0) \partial x^m + \frac{\gamma (\Gamma^m p)^+}{2 \lambda^+} \partial x^m.$$

(5.11)

And $\lambda \Gamma^m \lambda = 0$ implies that $\lambda^\alpha p_\alpha = \lambda^\alpha \tilde{p}_\alpha$. So the BRST operator of (5.7) can be written as

$$Q = \int dz [c T_{RNS} + bc \partial c + \lambda^\alpha (p_\alpha - (\Gamma^m \theta)_\alpha \partial x_m) + \tilde{\gamma} (b - \frac{(\Gamma^m p)^+}{2 \lambda^+} \partial x_m)]$$

(5.12)

where

$$T_{RNS} = -\frac{1}{2} \partial x^m \partial x_m + (\tilde{\gamma})^{-1} (\theta \Gamma^m \lambda)(\theta \Gamma_m \partial \lambda) - \frac{(\Gamma^m p)^+}{2 \lambda^+} \partial (\theta \Gamma_m \lambda) + \tilde{\beta} \partial \tilde{\gamma} + \partial (\bar{\beta} \bar{\gamma}).$$

(5.13)
Finally, to put (5.13) into the standard form for a stress tensor and to covariantize \((\Gamma^m p)^+\) into \((\Gamma^m d)^+\), one performs the similarity transformation \(Q \rightarrow e^U e^S Q e^{-S} e^{-U}\) where (up to possible errors in the coefficients)

\[
S = \int dz \left[ c(\tilde{\gamma})^{-1}(\lambda \Gamma^m \theta)(\theta \Gamma_m \partial \theta) + (\lambda^+)^{-1}\left(-\frac{1}{8}(\Gamma^{mn} \partial \theta)^+(w \Gamma_m \lambda) - \frac{1}{4} \theta^+(w \lambda)\right)\right], \quad (5.14)
\]

\[
U = \int dz \left(16\lambda^+)^{-1}(\Gamma_m \lambda)^+ \partial x_p (\theta \Gamma^m p \theta)\right).
\]

After performing this similarity transformation,

\[
Q = \int dz [c\tilde{T} + bc \partial c + \lambda^\alpha d_\alpha + \tilde{\gamma}(b - \frac{G^+}{\lambda^+})] = e^R \int dz \left(\lambda^\alpha d_\alpha + \tilde{\gamma}b\right)e^{-R} \quad (5.15)
\]

where \(\tilde{T}, G^+, d_\alpha\) and \(R\) are defined as in section 2. So the RNS BRST operator has been mapped into the pure spinor BRST operator of (2.18).

5.2. Neveu-Schwarz GSO(+) vertex operators

In this subsection, the Neveu-Schwarz GSO(+) vertex operators in the zero picture in the RNS formalism will be mapped into the corresponding pure spinor vertex operators. However, since Ramond vertex operators in the RNS formalism and GSO(−) vertex operators in the pure spinor formalism cannot be written in the zero picture, there is no obvious way to relate the vertex operators for these states in the two formalisms. Note that the map of (5.3) acts in a simple manner on operators in the zero picture, i.e. operators which can be expressed directly in terms of \(\gamma\) and \(\tilde{\gamma}\). However, the map acts in a complicated manner on operators in nonzero picture which contain explicit \(\phi\) or \(\tilde{\phi}\) dependence.

In the zero picture, unintegrated Neveu-Schwarz vertex operators in the RNS formalism have the form

\[
V_{RNS} = \gamma W + cG_{-\frac{1}{2}} W \quad (5.16)
\]

where \(W\) is an \(N = 1\) superconformal primary of weight \(\frac{1}{2}\) constructed from \((x^m, \psi^m)\) and \(G_{-\frac{1}{2}} W\) is the single pole of \(\psi_m \partial x^m\) with \(W\). After performing the field redefinition of (5.10), \(V_{RNS}\) is expressed in terms of the variables \([x^m, (\lambda \gamma^m \theta), (\lambda^+)^{-1}(\gamma^m p)^+, \tilde{\gamma}, c]\). And if the state is GSO(+), this operator contains integer powers of \(\tilde{\gamma}\).

To map \(V_{RNS}\) to a pure spinor vertex operator, one needs to perform the similarity transformation \(V = e^{-R} e^U e^S V_{RNS} e^{-S} e^{-U} e^R\) where \(R, S\) and \(U\) are defined in (2.17) and (5.14). Since

\[
e^{-R} e^U e^S (Q_{RNS} + \int dz \lambda^\alpha p_\alpha) e^{-S} e^{-U} e^R = \int dz (\lambda^\alpha d_\alpha + \tilde{\gamma}b), \quad (5.17)
\]
$V$ is in the pure spinor cohomology. But before claiming that $V$ is a pure spinor vertex operator, one needs to ensure it is independent of inverse powers of $\lambda^+$ and $\tilde{\gamma}$. One can show that any dependence on such inverse powers can be removed by adding a suitable BRST-trivial operator, however, the form of this BRST-trivial operator may be complicated to construct.

A more direct way to map the Neveu-Schwarz GSO(+) vertex operator of (5.16) into the corresponding pure spinor vertex operator is to write the $N=1$ superconformal primary $W$ of (5.16) in the form

$$W = \psi^m f_m(x^n, M_{pq})$$

(5.18)

where $M_{pq} = \psi_p \psi_q$ is the contribution of $\psi^m$ to the RNS Lorentz current, and $f_m(x^n, M_{pq})$ is a function of $x^n$ and $M_{pq}$ and their worldsheet derivatives. Since GSO(+) superconformal primaries have an odd number of $\psi$ fields, it is always possible to write $W$ in the form of (5.18) for some choice of $f_m(x^n, M_{pq})$.

The corresponding pure spinor vertex operator will then be defined as

$$V = (\lambda \gamma^m \theta) f_m(x, M) + \sum_{n=1}^{\infty} V_{2n+1}$$

(5.19)

where

$$M_{pq} = N_{pq} + \frac{1}{2} (p \Gamma_{pq} \theta)$$

(5.20)

and the terms in $V_{2n+1}$ contain $(2n+1)$ more $\theta$‘s than $p$‘s. Note that (2.3) implies that $M_{pq}$ of (5.20) has the same OPE’s as $M_{pq} = \psi_p \psi_q$. To determine the terms in $V_{2n+1}$, use $\{ \int dz \lambda^\alpha d_\alpha, V \} = 0$ and $\{ \int dz \lambda^\alpha p_\alpha, (\lambda \gamma^m \theta) f_m(x, M) \} = 0$ to imply that

$$\{ \int dz \lambda^\alpha p_\alpha, V_{2n+1} \} =$$

(5.21)

$$\{ \frac{1}{2} \int dz \lambda^\alpha \partial x^m (\Gamma_m \theta)_\alpha, V_{2n-1} \} + \frac{1}{8} \int dz \lambda^\alpha (\theta \Gamma^m \partial \theta) (\Gamma_m \theta)_\alpha, V_{2n-3} \}

where $V_1 = (\lambda \gamma^m \theta) f_m(x, M)$ and $V_m = 0$ for $m < 0$.

Finding solutions to (5.21) for $V_{2n+1}$ would always be possible if $\int dz \lambda^\alpha p_\alpha$ had trivial cohomology at +2 ghost number. Although in fact there are non-trivial elements at +2 ghost number in the cohomology of $\int dz \lambda^\alpha p_\alpha$ (e.g. the state $(\lambda \Gamma^m \theta)(\lambda \Gamma^m \theta)(\theta \Gamma_{mnp} \theta)$), it seems reasonable to conjecture that when $W = \psi^m f_m(x, M)$ is an $N=1$ superconformal primary, these non-trivial elements are not an obstacle to finding solutions for $V_{2n+1}$ which
satisfy (5.21). So assuming this conjecture concerning $\int dz \lambda^\alpha p_\alpha$ cohomology at $+2$ ghost number, there is a simple map from unintegrated Neveu-Schwarz $GSO(\pm)$ vertex operators in the RNS formalism to unintegrated vertex operators in the pure spinor formalism.

One can similarly map integrated Neveu-Schwarz $GSO(\pm)$ vertex operators at zero picture in the RNS formalism into the corresponding pure spinor vertex operators. If

$$\int dz \, U_{RNS} = \int dz \, f(x, M) \quad (5.22)$$

is the integrated vertex operator in the RNS formalism where $M_{mn} = \psi_m \psi_n$, then

$$\int dz \, U = \int dz \left[ f(x, M) + \sum_{n=1}^{\infty} U_{2n} \right] \quad (5.23)$$

is the integrated vertex operator in the pure spinor formalism where $M_{mn} = N_{mn} + \frac{1}{2}(p \Gamma_{mn} \theta)$ and $U_{2n}$ contains $2n$ more $\theta$’s than $p$’s. In this case, finding solutions to $U_{2n}$ is related to the cohomology of $\int dz \lambda^\alpha p_\alpha$ at $+1$ ghost number. When $\int dz \, U_{RNS}$ is $N = 1$ superconformally invariant, one expects that non-trivial elements in this cohomology do not provide obstacles to solving for $U_{2n}$.

The maps of (5.19) and (5.23) can easily be verified for the massless gluon vertex operator where $W = \psi^m a_m(x)$ and $U_{RNS} = \partial x^m a_m(x) + M^{mn} \partial_m a_n(x)$. And since any massive Neveu-Schwarz $GSO(\pm)$ vertex operator can be obtained from the OPE’s of gluon vertex operators, this map is indirectly verified also for massive states. Furthermore, since there are no terms in these vertex operators with more $p$’s than $\theta$’s, most of the terms $V_{2n+1}$ and $U_{2n}$ in the pure spinor vertex operators will not contribute. So using arguments similar to [2] one can verify that tree amplitudes involving Neveu-Schwarz $GSO(\pm)$ states coincide in the two formalisms. However, since loop amplitudes involve intermediate states in the Ramond $GSO(\pm)$ sector, it is not surprising that it is difficult to prove equivalence of the RNS and pure spinor amplitude prescriptions for loop amplitudes.

6. Inverse Map for $N = 0 \rightarrow N = 1$ Embedding

After twisting the ten RNS spin-half fields into five spin-zero and five spin-one fields, the RNS superstring was mapped in the previous section into the pure spinor formalism. Since the pure spinor formalism can be interpreted as an $N = 2$ topological string [3], which is a natural generalization of bosonic strings, the map takes a critical $N = 1$ string into a type of $N = 0$ string.
As shown with Vafa \cite{7}, any critical $N = 0$ string can be embedded into a critical $N = 1$ string by twisting the $(b, c)$ ghosts from spin $(2, -1)$ to spin $(\frac{3}{2}, -\frac{1}{2})$ and defining the $N = 1$ superconformal generator as $G = b + j_{BRST}$. In this section, it will be shown that if one starts with the $N = 1$ string corresponding to this $N = 0 \rightarrow N = 1$ embedding of the bosonic string and performs the map of the previous section, one recovers the original $N = 0$ bosonic string.

So the map of the previous section from the RNS to the pure spin or formalism can be interpreted as an inverse map for the $N = 0 \rightarrow N = 1$ embedding of \cite{7}. This interpretation suggests there may be generalizations of the pure spinor formalism which would arise by applying the inverse map to other types of critical $N = 1$ superconformal field theories.

6.1. Review of $N = 0 \rightarrow N = 1$ embedding

In this subsection, the map of \cite{7} from a critical $N = 0$ string to a critical $N = 1$ string will be reviewed. Suppose one starts with a $c = 26$ matter system with stress tensor $T_m$. Then the standard quantization as a critical $N = 0$ string is to introduce $(b, c)$ ghosts of conformal weight $(2, -1)$ and define physical states using the $N = 0$ BRST operator

$$Q_{N=0} = \int dz[cT_m + bc\partial c]. \quad (6.1)$$

However, the same matter system can also be quantized as a critical $N = 1$ string by adding a set of $(b_1, c_1)$ matter fields of conformal weight $(\frac{3}{2}, -\frac{1}{2})$ so the combined system has central charge 15. One then defines a set of critical $N = 1$ superconformal generators as

$$T_{N=1} = T_m - b_1\partial c_1 - \frac{1}{2}\partial(b_1c_1) + \frac{1}{2}\partial^2(c_1\partial c_1),$$

$$G_{N=1} = c_1(T_m + \partial c_1b_1) + \frac{5}{2}\partial^2 c_1 + b_1. \quad (6.2)$$

Note that $G_{N=1} = j_{BRST} + b_1$ where, up to a total derivative, $j_{BRST}$ is the BRST current of (6.1) with $(b, c)$ replaced by $(b_1, c_1)$.

One can now perform the standard $N = 1$ quantization by introducing fermionic $(b, c)$ ghosts of conformal weight $(2, -1)$ and bosonic $(\beta, \gamma)$ ghosts of conformal weight $(\frac{3}{2}, -\frac{1}{2})$, and defining physical states using the $N = 1$ BRST operator

$$Q_{N=1} = \int dz[cT_{N=1} + \gamma G_{N=1} - \gamma^2 b + bc\partial c + c(\beta\partial\gamma + \frac{1}{2}\partial(\beta\gamma))]. \quad (6.3)$$
Equivalence of the cohomologies of $Q_{N=0}$ of (6.1) and $Q_{N=1}$ of (6.3) was proven in [21] by writing
\[ Q_{N=1} = e^U [\int dz (cT_m + bc\partial c + \gamma b_1)] e^{-U} \tag{6.4} \]
where
\[ U = \int dz c_1 \left( \frac{1}{2} \gamma b - \frac{3}{2} \partial c \beta - c \partial \beta + \frac{1}{2} \partial c_1 cb - \frac{1}{4} \beta \gamma \partial c_1 \right). \]
The topological term $\gamma b_1$ in (6.4) implies that the $N = 1$ cohomology is independent of $(\beta, \gamma)$ and $(b_1, c_1)$, so the $Q_{N=1}$ cohomology coincides with the $Q_{N=0}$ cohomology.

Furthermore, it was shown in [7] that the $N = 1$ amplitude prescription coincides with the $N = 0$ amplitude prescription where the functional integral over the bosonic $(\beta, \gamma)$ fields cancels the functional integral over the fermionic $(b_1, c_1)$ fields.

6.2. Inverse map for bosonic string

In this subsection, it will be shown that if one starts with the $N = 1$ string coming from the $N = 0 \to N = 1$ embedding of the bosonic string and performs similar steps as in the map from the RNS to the pure spinor formalism, one ends up with the original $N = 0$ description of the bosonic string.

The first step is to twist the $(b_1, c_1)$ matter fields from spin $(\frac{3}{2}, \frac{1}{2})$ to $(2, -1)$ by defining [6]
\[ \tilde{b}_1 = \frac{1}{\gamma} b_1, \quad \tilde{c}_1 = \gamma c_1 \tag{6.5} \]
as in the twisting of the $\psi^m$ matter fields in the RNS formalism. Since $\beta$ has non-trivial OPE’s with $\tilde{b}_1$ and $\tilde{c}_1$, it is convenient to define new fields $\tilde{\beta} = \partial \tilde{\xi} e^{-\tilde{\phi}}$ and $\tilde{\gamma} = \tilde{\eta} e^{\tilde{\phi}}$ where
\[ \tilde{\eta} = \eta e^{\frac{1}{2}(\phi - i\sigma)}, \quad \tilde{\xi} = \xi e^{\frac{1}{2}(-\phi + i\sigma)}, \]
\[ e^{\tilde{\phi}} = \eta e^{\frac{1}{2}(3\phi + i\sigma)}, \quad e^{-\tilde{\phi}} = \xi e^{\frac{1}{2}(-3\phi - i\sigma)}, \tag{6.6} \]
and $c_1 = e^{i\sigma}$ and $b_1 = e^{-i\sigma}$. The definitions of (6.6) are uniquely determined by the requirements that $[\tilde{\eta}, \tilde{\xi}, e^{\tilde{\phi}}, e^{-\tilde{\phi}}]$ have the same OPE’s as $[\eta, \xi, e^{\phi}, e^{-\phi}]$ with each other, that $[\tilde{\eta}, \tilde{\xi}, e^{\tilde{\phi}}, e^{-\tilde{\phi}}]$ have no poles with $\tilde{c}_1 = \eta e^{\phi + i\sigma}$ and $\tilde{b}_1 = \xi e^{-\phi - i\sigma}$, and that $\tilde{\eta}$ has +1 conformal weight. One can easily verify from (6.6) that
\[ \tilde{\gamma} = \eta \partial \eta e^{2\phi} = \gamma^2 \tag{6.7} \]
carries spin $-1$ and $\tilde{\beta}$ carries spin $2$. So the twisting of (6.5) and (6.6) has shifted the spins of both $(b_1, c_1)$ and $(\beta, \gamma)$ from $(\frac{3}{2}, -\frac{1}{2})$ to $(2, -1)$, and their contributions to the central charge continue to cancel each other.

When written in terms of $(\tilde{b}_1, \tilde{c}_1)$ and $(\tilde{\beta}, \tilde{\gamma})$, $Q_{N=1}$ of (6.3) becomes

$$Q_{N=1} = \int dz [cT + \tilde{c}_1 (T_m + \partial \tilde{c}_1 \tilde{b}_1) + \tilde{\gamma}(b - \tilde{b}_1) - \frac{1}{2} \tilde{\gamma} \partial^2 \left( \frac{\tilde{c}_1}{\tilde{\gamma}} \right) + bc \partial c]$$

(6.8)

where

$$T = T_m + \frac{1}{2} \partial^2 \left( \frac{\tilde{c}_1 \partial \tilde{c}_1}{\tilde{\gamma}} \right) - \tilde{b}_1 \partial \tilde{c}_1 - \partial(\tilde{b}_1 \tilde{c}_1) + \tilde{\beta} \partial \tilde{\gamma} + \partial(\tilde{\beta} \tilde{\gamma}).$$

(6.9)

To put $T$ into the standard form for a stress tensor, one can perform the similarity transformation $Q \to e^S Q e^{-S}$ where $S = -\frac{1}{2} (\tilde{\gamma})^{-1} \tilde{c}_1 \partial^2 \tilde{c}_1$ which transforms $Q$ into

$$Q = \int dz [c(T_m - \tilde{b}_1 \partial \tilde{c}_1 - \partial(\tilde{b}_1 \tilde{c}_1) + \tilde{\beta} \partial \tilde{\gamma} + \partial(\tilde{\beta} \tilde{\gamma})) + \tilde{c}_1 (T_m - \tilde{b}_1 \partial \tilde{c}_1) + \tilde{\gamma}(b - \tilde{b}_1) + bc \partial c]$$

(6.10)

$$= e^R \int dz [\tilde{c}_1 (T_m + \partial \tilde{c}_1 \tilde{b}_1) + \tilde{\gamma}b] e^{-R} = e^R (Q'_{N=0} + \int dz \tilde{\gamma}b) e^{-R},$$

where $R = \int dz c(\tilde{b}_1 + \partial c \tilde{\beta})$ and $Q'_{N=0}$ is the $N = 0$ BRST operator of (6.1) with $(b, c)$ replaced by $(\tilde{b}_1, \tilde{c}_1)$.

Since $\tilde{\gamma}b$ is a topological term, the twisted $(\tilde{\beta}, \tilde{\gamma})$ ghosts will now cancel out the contribution of the $(b, c)$ ghosts instead of the $(b_1, c_1)$ matter fields. The remaining fields include the $c = 26$ matter fields and the $(\tilde{b}_1, \tilde{c}_1)$ matter fields of $(2, -1)$ conformal weight, which are treated like $(b, c)$ ghosts in the standard $N = 0$ description. So this inverse map takes the $N = 1$ description of the bosonic string into the $N = 0$ description.

7. Comparison with Other Approaches

In this paper, many mysterious features of the pure spinor formalism were explained by adding a pair of non-minimal fields and performing a similarity transformation which allows the pure spinor BRST operator to be expressed in a conventional-looking form. Although this approach is the first one that has succeeded in describing the $GSO(-)$ sector, there have been several previous approaches to “explaining” the pure spinor formalism and it will be useful to compare this paper with the other approaches.

One approach has been to relax the pure spinor constraint on the ghost variable $\lambda^\alpha$ and extend the BRST operator to include additional terms which are required for nilpotence [22] [23] [24] [25]. Although the conventional-looking BRST operator in this paper also
includes additional terms, the extended BRST operators generically require an infinite number of additional terms in order to be nilpotent. It might eventually be possible to relate these extended approaches with the approach of this paper, however, it seems to be much easier to work with the conventional-looking BRST operator which has a finite number of terms. Even though the conventional-looking BRST operator is not manifestly Lorentz invariant, it is easy to show that the resulting scattering amplitudes are Lorentz invariant.

A second approach has been to derive the pure spinor formalism from a semi-light-cone gauge-fixed version of the Green-Schwarz formalism which has double the usual number of \( \theta \) variables \[26\][27]. The resulting equivalence proof with the GS formalism is certainly related to the proof in section 4 of this paper, however, the equivalence proof in this paper is considerably simpler and does not require the choice of semi-light-cone gauge.

A third approach has been to interpret the pure spinor formalism as a topological string \[3\] and to compute scattering amplitudes by coupling to worldsheet topological gravity \[8\]. Although this approach is probably not useful for comparing with the RNS and GS formalisms, it might eventually be useful for constructing generalizations of the pure spinor formalism, perhaps by looking for other examples of the \( N = 1 \to N = 0 \) inverse map of section 6.

Finally, a fourth approach has been to relate the pure spinor formalism with the \( N = 1 \to N = 2 \) embedding of the RNS string \[11\][28]. For compactification of the superstring on a Calabi-Yau manifold, this \( N = 1 \to N = 2 \) embedding is related by a field redefinition to the hybrid formalism \[29\]. And in ten dimensions, this \( N = 1 \to N = 2 \) embedding is related by a field redefinition to the GS “twistor string” \[28\][30][31]. If this fourth approach were better understood, it might lead to a proof of equivalence of the RNS and pure spinor multiloop amplitude prescriptions. Furthermore, this approach might allow compactifications of the pure spinor formalism to be related to the hybrid formalism. However, there are some unresolved puzzles concerning this approach.

One puzzle is that the pure spinor formalism appears to be described by a topological \( N = 2 \) string which has \( \hat{c} = 3 \), and not by a critical \( \hat{c} = 2 \) \( N = 2 \) string which arises from the \( N = 1 \to N = 2 \) embedding. Note that naive compactification of the pure spinor formalism produces a \( \hat{c} = 3 \) \( N = 2 \) theory which, unlike the hybrid formalism, only describes the BPS sector of the compactified superstring \[8\]. Also, the string field theory action for the pure spinor formalism resembles a Chern-Simons action, as opposed to the
Wess-Zumino-Witten-like action \[32\] which naturally arises from the \( N = 1 \rightarrow N = 2 \) embedding.

Nevertheless, as will be discussed in the following subsection, there is a version of the \( N = 1 \rightarrow N = 2 \) embedding which has many similarities with the fields appearing in the \( N = 1 \rightarrow N = 0 \) embedding and which may eventually be useful for relating the pure spinor and hybrid formalisms. The possibility of using this version of the embedding to relate the pure spinor and hybrid formalisms has been independently observed by Osvaldo Chandía \[33\].

7.1. \( N = 1 \rightarrow N = 2 \) embedding

The hybrid formalism for the superstring is constructed by first embedding the RNS string into a \( \hat{c} = 2 \ N = 2 \) string, and then finding a field redefinition which maps the RNS variables into super-Poincaré covariant Green-Schwarz-Siegel variables \[9\]. The untwisted \( \hat{c} = 2 \ N = 2 \) generators are defined in terms of the RNS fields as

\[
T = T_{RNS} - \frac{1}{2} \partial J, \quad G = j_{BRST}, \quad \overline{G} = b, \quad J = cb + \eta \xi, \tag{7.1}
\]

where \( j_{BRST} \) is the RNS BRST current and \((\xi, \eta)\) come from fermionizing the \((\beta, \gamma)\) ghosts as \(\beta = \partial \xi e^{-\phi} \) and \(\gamma = \eta e^{\phi}\). The field redefinition to Green-Schwarz-Siegel variables is then defined by

\[
\theta^\alpha = e^{\frac{\phi}{2}} \Sigma^\alpha, \quad p_a = e^{-\frac{\phi}{2}} \Sigma_a \tag{7.2}
\]

where \(\Sigma^\alpha\) is the RNS spin field of conformal weight \(\frac{5}{8}\). This field redefinition can be used for the subset of \(\theta^\alpha\) variables which are chosen in the \(+\frac{1}{2}\) picture.

However, one can also consider the field redefinition \[3\]

\[
\theta^a \equiv \tilde{\psi}^a = \gamma \psi^a, \quad p_a \equiv \overline{\psi}_a = (\gamma)^{-1} \overline{\psi}_a \tag{7.3}
\]

where \(a = 1 \rightarrow 5\), \(\psi^a = \frac{1}{\sqrt{2}}(\psi^a + i \psi^{a+5})\), and \(\overline{\psi}_a = \frac{1}{\sqrt{2}}(\psi^a - i \psi^{a+5})\). This field redefinition is related to (5.1) by a fixed choice of \(\lambda^a\) in which the only nonzero component is \(\lambda^+\). In terms of \(\theta^a\) and \(p_a\), the \(\hat{c} = 2 \ N = 2\) generators of (7.1) are

\[
T = -\partial x^a \partial \overline{x}_a - p_a \partial \theta^a + \bar{\beta} \partial \gamma + \partial(\bar{\beta} \gamma) - b \partial c - \partial(bc) - \frac{1}{2} \partial J, \tag{7.4}
\]

\[
G = c(T + \frac{1}{2} \partial J) + bc \partial c + \bar{\gamma} p_a \partial x^a + \theta^a \partial \overline{x}_a + \bar{\gamma} b,
\]

\[
\overline{G} = b,
\]

27
\[ J = cb + 2\tilde{\beta}\tilde{\gamma} + \theta^ap_a, \]

where \( x^a = \frac{1}{\sqrt{2}}(x^a + ix^{a+5}) \), \( \overline{x}_a = \frac{1}{\sqrt{2}}(x^a - ix^{a+5}) \), and \( \tilde{\gamma} = (\gamma)^2 \). As in the hybrid formalism, all variables in (7.4) are automatically GSO-projected so there is no need to sum over spin structures.

Finally, performing the similarity transformation \( \phi \to e^{-R}\phi e^R \) on all worldsheet fields \( \phi \) where
\[
R = \oint dz \left( cp_a \partial x^a + c\partial c\tilde{\beta} \right),
\]

one can express the \( N = 2 \) generators as
\[
T = -\partial x^a \partial \overline{x}_a - p_a \partial \theta^a + \tilde{\beta}\partial \tilde{\gamma} + \partial(\tilde{\beta}\tilde{\gamma}) - b\partial c - \partial(bc) - \frac{1}{2}\partial J,
\]
\[
G = \theta^a \partial \overline{x}_a + \tilde{\gamma}b,
\]
\[
\overline{G} = -p_a \partial x^a + \tilde{\beta}\partial c + \partial(\tilde{\beta}c) + b,
\]
\[
J = \theta^ap_a + cb + 2\tilde{\beta}\tilde{\gamma}.
\]

Note that the \( b \) ghost in \( \overline{G} \) is not necessary for closure of the \( N = 2 \) superconformal algebra, and if one ignores the presence of the \( b \) ghost in \( \overline{G} \), (7.6) are the standard \( N = 2 \) generators for a set of 5 chiral and antichiral scalar superfields, \( (x^a, \theta^a) \) and \( (\overline{x}_a, p_a) \), and a set of spin \(-1\) chiral and spin \( 2 \) antichiral superfields, \( (c, \tilde{\gamma}) \) and \( (\tilde{\beta}, b) \).

Since this version of the \( N = 1 \rightarrow N = 2 \) embedding contains similar fields to the \( N = 1 \rightarrow N = 0 \) map to the pure spinor formalism, it may be useful for proving the equivalence of the hybrid and pure spinor formalisms. Note that unlike the usual hybrid formalisms defined using (7.2), the \( N = 2 \) generators of (7.6) do not involve chiral bosons. For example, the \( N = 2 \) generators in the \( d = 4 \) hybrid formalism [29] involve a chiral boson \( \rho \). These chiral bosons have been an obstacle to computing multiloop amplitudes using the hybrid formalism and it is possible this new version of the \( N = 1 \rightarrow N = 2 \) embedding will be useful for computing multiloop amplitudes which can be compared with the multiloop prescription in the pure spinor formalism.

Furthermore, one can easily compactify this version of the embedding on a Calabi-Yau \( D \)-fold by replacing \( \sum_{a=1}^{5} \theta^a \partial \overline{x}_a \) with \( \sum_{a=1}^{5-D} \theta^a \partial \overline{x}_a + G_C \) and \( \sum_{a=1}^{5-D} p_a \partial x^a \) with \( \sum_{a=1}^{5-D} p_a \partial x^a + \overline{G}_C \) where \( (G_C, \overline{G}_C) \) are the fermionic \( N = 2 \) generators of the Calabi-Yau \( D \)-fold. Finally, the fact that \( (x^a, \theta^a) \) and \( (\overline{x}_a, p_a) \) appear in the \( N = 2 \) generators of (7.6) in the same manner as they appear in topological strings suggests there may be a
close connection between this version of the $N = 1 \rightarrow N = 2$ embedding and topological strings.
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