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Abstract: Publicly available land cover maps do not accurately represent shrubs and saplings, an uncommon but ecologically relevant cover type represented by woody vegetation <4 m tall. This omission likely occurs because (1) the resolution is too coarse, (2) poor training data are available, and/or (3) shrub/saplings are difficult to discriminate from spectrally similar classes. We present a framework for classifying land cover, including shrub/saplings, by combining open-source fine-resolution (1 m) spectral and structural data across a large (>6000 km²) mountainous region. We hypothesized that the combination of spectral (imagery) and structural (LIDAR) data would allow for discrimination of shrub/sapling cover from other cover types. Specifically, we created training data using segmented four-band imagery from the National Agricultural Imagery Program (NAIP). In addition to spectral information from imagery, we used topographic information (elevation, slope, and aspect) and a LIDAR-derived canopy height model to classify land cover within a pixel-based random forests framework. To assess model accuracy, we used image interpretation and an independent sample of validation points. Due to the fine resolution of predictor rasters across such a large geographic region, we classified five subregions (counties) separately. We also compared the landscape metrics calculated for our custom classification at fine (1 m) and coarse resolution (resampled to 30 m) to metrics calculated with National Land Cover Data (NLCD). We achieved an overall accuracy of 89% and >80% accuracy for each land cover class. The LIDAR-derived canopy height model was consistently ranked as the most important predictor of vegetative land cover classes. Compared with our custom classification, NLCD underrepresented pasture/grassland by up to 10% and overrepresented forest up to 30%. There was no correlation between percent shrub/sapling cover in our custom classification and NLCD, suggesting that NLCD is not reliable for applications concerned with this ecologically relevant cover type.
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1. Introduction

Land cover classification maps are essential in a wide range of applications, including land use planning, resource inventory, tracking landscape changes, and ecological research [1]. Existing, publicly available land cover datasets, including the National Land Cover Database (NLCD), are intended for broad use and necessarily have shortcomings when used for specific applications. The agencies creating land cover classifications are limited by time and resources in the scope of what they can produce and must therefore prioritize certain scales and land cover classes that will be valuable to the greatest number of users. For example, the NLCD covers the entire continental United States at a
30 m resolution. Although this may be effective for large-scale applications, such as analyzing variation in land cover across states or ecoregions, NLCD may not capture fine-scale details necessary for other applications. Additionally, such a coarse-resolution dataset may be spatially mismatched or incompatible with ecological processes or management applications of interest [3,4].

Custom classifications are therefore a necessity for projects that require knowledge of less common land cover classes and/or fine-scale resolution spatial datasets, but custom classifications can require significant expenditure of resources. Creating accurate land cover classification maps often involves expensive hyper-spectral data [5], which poses a challenge for conservation and management applications where budgets are often limited and/or where focal areas are large. Recently, open source and freely available four-band imagery (red, green, blue, and near-infrared) has been successfully used in many classifications [6–9], and such imagery is increasingly available with relatively high spatial and temporal resolution (i.e., ≤1 m and collected every few years) for the entire continental United States through the National Agricultural Imagery Program (hereafter NAIP). Despite the promise of NAIP imagery for custom classification, different acquisition dates and times of day within an area of interest and a limited ability to discriminate between spectrally similar cover classes, such as different types of vegetation (i.e., shrub/saplings and trees), continue to be a challenge [10].

The shortcomings of four-band imagery can be overcome by incorporating additional data to inform land cover classifications [11]. Object-based image analysis (OBIA), texture metrics, and LIDAR-based canopy height models can add useful information to help distinguish land cover classes. OBIA groups spectrally similar neighboring pixels through image segmentation and can reduce noise and assist in clarifying edges between classes, especially at finer scales (e.g., [12]). For these reasons, object-based methods have all but replaced pixel-based land cover classification, but due to their computational demands are rarely carried out at large, regional extents [13]. Using segmented images as inputs in a pixel-based classification framework [14,15] presents a solution whereby image objects (and their similar spectral properties) inform classification, but computational demands are lessened because the image objects are not the units of classification. Texture metrics describe the variation in a user-defined window around each pixel, and have been shown to improve classification accuracies [7]. Lastly, using LIDAR data to incorporate information about canopy height (i.e., through a LIDAR-derived canopy height model) can aid in discriminating lower-growing deciduous saplings and shrubs from spectrally similar tree cover [16,17], and LIDAR data has recently become available for large geographic regions [18,19].

Despite these advances, early successional cover types (shrub and saplings) have proven to be particularly elusive to isolate and classify from remotely sensed imagery, especially across large spatial extents. Early successional cover types are defined here as low-growing (~0.5–4 m) woody vegetation that tends to stay low growing throughout its life (e.g., shrubs such as *Rubus* spp., *Vaccinium* spp., etc.) or that will eventually grow out of the low growing stage through succession (e.g., young forests of deciduous trees such as *Acer* spp., *Quercus* spp., etc.). Due to the relatively small radius of individual shrubs/saplings, they are typically not captured in land cover maps with large (>1 m) pixel size. Further, because shrubs and saplings are spectrally similar to mature forest in mesic temperate regions, efforts to classify them have been more common and successful in arid [12] or arctic [20] landscapes. Indeed, young trees (saplings) are spectrally identical to older age classes of trees, making them very difficult to discriminate based on spectral features alone. Until recently, LIDAR data have been unavailable for large geographic regions and/or prohibitively expensive for many broad-scale studies. For these reasons, studies that do not require distinction between mature trees and shrub/saplings have grouped these two classes together [21].

Shrub and saplings are ecologically relevant cover types, providing critical habitat for wildlife and impacting the carbon storage potential of forests, and their lack of repre-
sentation in land cover maps is a major obstacle in ecological research. Early successional shrublands and young forests are ephemeral by nature and due to a loss of natural disturbance regimes are in decline across the northeast and mid-Atlantic regions of the United States \[22\]. Correspondingly, species dependent on these habitats have been declining throughout these regions as well \[23\]. There is a strong desire to manage for these species with declining populations, but this is difficult without accurate data on availability of the shrub/sapling cover upon which they depend. Likewise, assessment of forest carbon sequestration relies on accurate data on disturbance and forest age classes \[24\], which are not often available, especially at fine resolution and across large extents \[25\]. Availability of broad-scale (county to regional) maps that accurately represent shrub/sapling cover alongside mature forest and pasture/grassland would facilitate landscape scale research and management of priority species and forest carbon stocks.

We hypothesize that combining spectral (imagery) and structural (LIDAR) data will allow for improved discrimination between shrub/sapling cover and mature tree cover across a five-county region of the central Appalachian Mountains of Virginia, USA. Studies that combine LIDAR and multi-spectral imagery to classify land cover have typically occur at smaller spatial extents, and do not attempt to discriminate shrubs/saplings from mature tree cover \[20,26–28\]. There is a need for a land cover classification that includes shrub/sapling cover in this region for ongoing research and management of the Golden-winged Warbler (\textit{Vermivora chrysoptera}), a migratory songbird with rapidly declining populations that depends on early successional habitat, as well as other shrubland-dependent species of conservation concern such as the Indigo Bunting (\textit{Passerina cyanea}) and Northern Bobwhite (\textit{Colinus virginianus}). In this region, Golden-winged Warblers often breed in high-elevation abandoned farmland or low-intensity grazed pastures where they require a complex mosaic of shrubs/saplings, herbaceous vegetation, and forests to successfully nest and rear offspring \[29,30\]. A map that accurately delineates shrub/sapling cover in this region will be useful in predicting the distribution of several species of conservation need, obtaining more accurate estimates of population size for focal species, and identifying and prioritizing areas for habitat restoration or maintenance. Existing land cover classifications do not adequately describe the shrub/sapling cover, and in fact, the shrub/sapling cover class is often missing entirely.

To produce this custom land cover classification, we used segmented four-band imagery from the National Agricultural Imagery Program (NAIP) and a LIDAR-derived canopy height model within a pixel-based random forests classification framework. Our primary objective was to accurately represent shrub/sapling cover alongside more common cover types (e.g., mature forest, pasture, and human development) with at least 80% accuracy across all cover types. We compared land cover percentages for our custom classification to NLCD and a Virginia-specific fine resolution land cover map—Virginia Land Cover Data (VLCD, \[31\]). We also calculated composition landscape metrics (percent cover) for our land cover map at fine (1 m) and coarse (resampled to 30 m) resolution around randomly placed points in open areas with a mix of pasture/grassland and shrub/sapling cover. Lastly, we compare these same composition landscape metrics to the publicly available 30 m resolution NLCD to see if they are correlated and quantify the information gained about shrub/sapling cover in our custom land cover classification.

2. Materials and Methods

2.1. Study Area

Using a system representative of the region’s heterogeneous terrain and ecosystems, our goal was to create a de novo classification that includes seven ecologically relevant classes: shrub/sapling, pasture, human infrastructure (buildings and roads), bare ground, water, and evergreen and deciduous/mixed forest. We focused our classification in five counties in southwestern Virginia—Smyth, Tazewell, Russell, Washington, and Bland (Figure 1)—that cover >6000 km\(^2\) with cover types representative of the broader southern and central Appalachian regions. The counties are mountainous, with a mean elevation of
760 m range (403–1746 m) and ridges running primarily southwest to northeast. George Washington and Jefferson National Forests comprise ~20% of the landscape, and many mountain ridges are primarily forested. Forests are primarily oak-hickory and to a lesser extent mixed oak-pine on dryer slopes with spruce along the highest ridges [32]. Past and present coal mining activity occurs in a narrow portion of northwestern Russell and Tazewell Counties. Based on NLCD data, 64% of the region is forested and 25% is pasture/grassland; agricultural production occurs primarily in the valleys where much of the land is used for hay and livestock production. Shrub/sapling cover tends to occur along the forested edges of pasture and expand into pastures when grazing pressure is low, as well as in regenerating timber harvests.

Figure 1. NAIP imagery from the five-county focal region in southwestern Virginia, USA collected in April 2016. The brown areas show forested ridges and the green areas primarily show agriculture/grasslands. White areas indicate regions where imagery was collected in a different season (October/November) that were excluded prior to classification. Red shading in lower inset indicates location within the state of Virginia, USA.

2.2. Predictor Raster Acquisition and Processing

We acquired 1 m resolution orthoimagery collected through NAIP as a four-band (red, green, blue, and near-infrared) spectral image collected during April 2016. NAIP imagery is typically collected during the agricultural growing season such that it represents ‘leaf-on’ imagery, but only trees in the lowest elevations of this mountainous region have begun to leaf out in April. Images were collected on either April 18 or 24; though portions were removed prior to classification from the northern and southern extremes of our study area because they were collected in a different season (Figure 1). Because images across such a large region are collected on different days and times of day, there can be within-class variations in spectral properties, variable viewing geometry, and illumination [33]. Despite these challenges, NAIP imagery has been successfully used for land cover classification and feature extraction [33–35]. We also acquired 1 ft resolution orthophotography through the Virginia Base Mapping Program (hereafter VBMP) [31]. This is a three-band image (RGB)
and was collected via flyover with a digital camera during the winter ‘leaf-off’ period of 2016 (January). Using imagery from different seasons is helpful in land cover classifications because seasonal patterns can be used to differentiate cover types [36,37]. We resampled the VBMP imagery to 1 m resolution and aligned it with NAIP imagery. For one of the focal counties (Washington), VBMP imagery was not available for a large portion of the county so we carried out all classification steps but excluded VBMP imagery. This provided a test for the necessity of including both ‘leaf-on’ and ‘leaf-off’ imagery to accurately classify shrub/sapling cover.

We performed image segmentation separately on both NAIP and VBMP imagery using the mean-shift segmentation tool in ArcGIS Pro (version 2.7). Segmentation groups nearby cells sharing similar spectral characteristics and has been shown to reduce graininess in final classifications [12]. Spectral detail, spatial detail, and minimum segment size must be set during segmentation, and we selected values for these parameters that best identified image objects (roads, houses, clumps of shrub/saplings, patches of forest, etc.) in the landscape. We consistently used a spatial detail value of 14 and minimum segment size of 8, and we selected spectral detail values of 17 or 18 for each county, based on visual inspection of resulting image segments. Segmentation produces a three-band raster where each cell in an image object has the same values for each spectral band. Because NAIP has four bands, we used green, blue, and NIR bands for segmentation because they were most distinct from each other (Figure 2).

We created two additional raster layers from the VBMP and NAIP imagery. Normalized difference vegetation index (hereafter NDVI), which characterizes vegetation “greenness”, was calculated from NAIP imagery and may help to discriminate shrub/sapling, pasture, and forest classes [38]. A texture metric was calculated using the focal statistics tool in ArcGIS Pro to describe the standard deviation of cells in a 5 × 5 m window using the red band from the ‘leaf-off’ VBMP image. In a preliminary study [39], this window size and band were shown to predict the shrub/sapling class better than others from VBMP and NAIP. Such texture metrics have been shown to effectively predict patchy, shrubby habitat [40], and visual observation of texture rasters with different window sizes suggested that the texture of shrub was captured at a 5 m scale.

We acquired 1/3 arc-second (approximately 10 m) resolution elevation data from the USGS National Elevation Dataset (hereafter NED). We resampled NED to 1 m resolution
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**Figure 2.** Flow diagram showing the steps from raw datasets (blue) to final predictor layers for the Random Forest Classification model (purple). For one county (Washington) the VBMP imagery portion of the diagram was omitted (see text).
using bilinear interpolation and aligned it with NAIP imagery. Because we are working in a mountainous region, we needed to account for variation in reflectance resulting from differences in slope and aspect. We calculated the terrain layers of slope and aspect from our digital elevation model (DEM) using ArcGIS Pro.

We batch downloaded 1 m resolution Light Detection and Ranging (LIDAR) discrete point cloud data from the United States Geological Survey ftp site (rockytopftp.cr.usgs.gov, accessed 27 September 2020). LIDAR data were collected in the focal region between November 2016 and April 2017, and had high density point clouds (often 6–10+ points per square meter and never <2, and LIDAR base specifications version 2.1 [USGS, 2019b]). We downloaded compressed LAS files (.laz), and used the lidR package (Roussel et al. 2020) in R (version 4.0.2, [41]) to process files within subregions of each county and to create a 1 m resolution canopy height model raster from the LIDAR point cloud using the grid_canopy function.

These steps resulted in 13 individual raster layers (Figure 2) that we used as predictors in a pixel-based Random Forest Classification model: three bands (RGB) for the segmented VBMP; three bands (G, B, and NIR) for the segmented NAIP; the red band from the NAIP imagery; NDVI, the texture metric, elevation, slope, aspect, and a LIDAR-derived canopy height model. All rasters were exported as GeoTIFFs for random forest modeling in the R statistical software. One county (Washington) did not have usable VBMP data, so we used nine predictor rasters for that county and provided a useful test case for carrying out the same classification methodology, but with imagery from only one time of year.

The southwestern Virginia region presents some unique problems for classification. It is mountainous, which creates shadowed regions in aerial imagery that results in the same land cover classes having different spectral signatures depending on their location on the landscape. To account for this, we incorporated the aspect of the land surface, or the direction that the slope is facing, as an input to our classification scheme. We also subdivided certain land cover classes during training data creation into sun and shade subcategories (see below). To minimize the impacts of phenological differences in leaf out in our mountainous study region, and because of high computing demands for high resolution data, we carried out the land cover classification steps separately for each county and then mosaicked the resulting land cover maps together.

### 2.3. Training Data

We created training data using the segmented ‘leaf-on’ and ‘leaf-off’ orthoimagery described above. Specifically, we used the Training Samples Manager in ArcGIS Pro to create polygons around areas of known cover types by systematically panning across each county. Our selection of training data was informed by visual inspection of the input layers described above and on-the-ground experience conducting bird surveys in the region. We primarily used the segment picker tool in the Training Samples Manager, such that polygons corresponded to image segments, but also occasionally selected smaller areas by drawing polygons when we needed to isolate a cover type that was not identified as a segmented object (i.e., group of evergreen trees within an otherwise deciduous forest object). We adapted the NLCD2011 Training schema in ArcGIS by removing wetland and adding shadow subclasses (i.e., shadow deciduous forest, shadow impervious surface, and shadow pasture) that were later merged with non-shadow classes of the same cover type. Some patches of vegetation were difficult to differentiate from forest or shrub/sapling via visual inspection. In these cases, we consulted the LIDAR-derived canopy height model to designate training polygons as shrub/sapling when canopy height was \( \leq 4 \) m and as forest when canopy height was >4 m. We pixelated the training polygons using the polygon to raster tool and then the raster to polygon tool so that polygons would line up perfectly with the predictor rasters. In total, we created 5368 training polygons that covered 1200 ha and comprised 0.096% of the focal region.
2.4. Random Forest Classification

We used a Random Forests Classification framework [42,43] to classify the different land cover types of interest. Random Forests is a powerful classification tool that tends to have a high rate of accuracy, the ability to handle large datasets, and is less computationally intensive than methods with comparable accuracy [42]. The algorithm is a bootstrapping ensemble method that operates by averaging a large number of randomly generated decision trees for a single final model with low variance and high accuracy [43].

Classification was performed using the randomForests [44] and raster [45] packages in R (version 4.0.2). We extracted mean values for each of the 13 predictor rasters in the training polygons described above, and used these values as inputs into the random forest algorithm. Because the random forest algorithm uses bootstrapped samples for generating each decision tree, we can assess preliminary model performance based on the training dataset. We assessed which prediction rasters are most important in predicting each cover type using the variable importance scores from the Random Forest output. We created a classification raster based on the random forest model using the predict function in the R raster package [45]. We then informally inspected the land cover classification by comparing it to the NAIP imagery to preliminarily gauge its performance. If cover classes were consistently misclassified (e.g., tree shadows in pasture being classified as water), we created more training data (e.g., created a new class called ‘shadow pasture’ to be later merged with pasture) in the problem areas and repeated the random forest classification. Once we were satisfied with the classification based on informal inspection, we carried out two post-processing steps prior to a formal accuracy assessment. First, we removed noise from the classification raster using the majority filter function with four neighbors in ArcGIS Pro. Second, we combined the shadow classes with the major cover type (e.g., merged shadow pasture with pasture) by reclassifying the raster. The resulting map had seven land cover classes: shrub/sapling (woody deciduous vegetation between 0.5–4 m tall), pasture (includes hayfields, grassland, and cultivated fields), human infrastructure (roads, buildings, etc.), bare ground (gravel roads and patches of bare soil), water (rivers, streams, lakes, and ponds), mixed/deciduous forest (woody deciduous vegetation >4 m), and evergreen forest (woody evergreen vegetation).

2.5. Accuracy Assessment

To assess accuracy of the land cover classification, we followed recent recommendations in Stehman and Foody [46] for image interpretation using an independent sample of validation points from those used in training the classification model. We generated a stratified random sample of 100 validation points per cover type in each county, though 100 points were not always possible for rare cover types (i.e., water). We created a 3 m buffer around each validation point and extracted the majority land cover type and the number of cover types in each buffer from the final classified raster. We deleted validation points with ≥4 cover types within the buffer (19.7% of validation points) because of the difficulty in discerning the reference cover type in such complex settings (i.e., reference class ambiguity, [46]). This is especially problematic for high resolution classifications. Ideally, validation is carried out with imagery that is different and of finer resolution than the imagery used to develop the classified map; however, this is not always possible when using high-resolution imagery for classification [46]. The result is that accuracy may be over-estimated, particularly in areas with significant cover type heterogeneity. The majority value within each buffer serves as the predicted value for accuracy assessment. A single observer (LPB) that was naïve to the predicted values determined the actual/reference land cover based on visual inspection (human interpretation) of the NAIP and VBMP imagery within the 3 m buffers. The observer would indicate the primary cover type within the buffer as well as the secondary cover type when two cover types occurred in similar amounts within the buffer (i.e., the point fell along the edge of a road and a pasture). We deleted any points where significant changes occurred between the NAIP and VBMP images (e.g., a timber harvest between January and April 2016), but this only occurred in a
small number (<5%) of points. Finally, we compared the observer’s primary or secondary cover type designation to the reference value extracted from the final classified raster to assess accuracy [47]. Specifically, we used the caret package [48] in R to calculate a confusion matrix and accuracy metrics.

2.6. Comparison with Publicly Available Land Cover Data

To compare our custom land cover map to the widely used NLCD, we calculated composition landscape metrics for our custom classification at fine (1 m) and coarse (resampled to 30 m) resolutions using the landscapemetrics package in R [49] and compared these to metrics calculated from NLCD (30 m). Specifically, we calculated the percent cover for pasture/grassland, shrub/sapling, and deciduous/mixed forest within a 500 m radius around randomly placed points within pre-defined areas of early successional habitat—open areas with a mix of pasture, shrub and sapling cover but in a forested landscape. We placed points in these areas because a random sample of points across the entire region would not have effectively captured the less common shrub/sapling cover which is the focus of this study. For NLCD, we combined deciduous and mixed forest to create one forest class, and combined pasture and herbaceous cover to create one pasture/grassland class. NLCD has recently added a transitional forest classes (shrub-forest) that is based on time since forest clearing and known successional rates for different regions. We combined the shrub/scrub with this shrub-forest class to create one shrub class. We used linear regression analysis to assess the correlation between NLCD and both fine- and coarse-resolution custom land cover.

Land cover output and canopy height models for each county, as well as the R scripts used for this research, are available on Dryad Data Depository (https://doi.org/10.5061/dryad.jsxksn0b1, accessed on 6 January 2022). Training data shapefiles and accuracy assessment points are available upon request from the authors.

3. Results

3.1. Classification Accuracy

The overall accuracy of the final land cover classification across the >6000 km² focal region was 89.1%. Producer accuracies (i.e., how often on the ground features are correctly shown in the classified map) for each individual class were between 81% and 99% and user accuracies (how often the map classification actually represents what is on the ground) for each class were between 82% and 95% (Table 1). Though classification accuracy was generally high, the most common misclassifications included confusion between deciduous/mixed and evergreen forest, between bare ground and human development, and between bare ground and pasture (Table 1). The shrub/sapling class, of primary importance in this study, had high classification accuracy (≥90%).

The confusion matrices for land cover accuracy for individual counties are provided in the Supplementary Information (Table S1) and show that when leaf off imagery (VBMP) is not included in the classification (i.e., Washington County), accuracy was very similar for all cover types.

3.2. Predictor Importance

The random forest algorithm ranks classification predictor variables based on importance for discriminating each land cover class (Table 2). The LIDAR-derived canopy height model ranked as the most important predictor for all vegetative cover types and within the top three predictors for water and developed land covers. NDVI was the second-most important predictor, and ranked highly for nearly all cover types. Bands from ‘leaf-on’ imagery (NAIP) tended to rank higher than bands from ‘leaf-off’ imagery (VBMP); however, the red band for VBMP was in the top three most important predictor variables for shrub/sapling and evergreen forest (Table 2). Of the three terrain metrics, elevation consistently ranked higher than slope and aspect, but generally were less informative than spectral variables and the canopy height model. For the shrub/sapling cover class, the
canopy height model, NDVI, and the red band of the VBMP leaf-off imagery were the three most important variables. Figure 3 shows side-by-side comparisons of NAIP imagery, the canopy height model, and our custom classification for two example landscapes in our study area.

Table 1. Confusion matrix of correctly and incorrectly classified sites across the five-county focal region. Values represent the number of 3 m radius circles where the majority of classified cells matches (grey diagonal) or does not match (off diagonal cells) the actual land cover as determined from visually inspecting NAIP and VBMP imagery. Dec forest is deciduous and mixed forest, and EG forest is evergreen forest.

| Reference       | Water | Developed | Barren | Dec Forest | EG Forest | Shrub/Sapling | Pasture | N  | Users% |
|-----------------|-------|-----------|--------|------------|-----------|---------------|---------|----|--------|
| Water           | 161   | 14        | 3      | 3          | 0         | 1             | 2       | 184| 0.88   |
| Developed       | 2     | 367       | 16     | 3          | 0         | 9             | 12      | 409| 0.90   |
| Barren          | 0     | 33        | 339    | 3          | 0         | 7             | 32      | 414| 0.82   |
| Dec forest      | 0     | 0         | 2      | 433        | 19        | 3             | 2       | 459| 0.94   |
| EG forest       | 0     | 0         | 0      | 77         | 366       | 5             | 1       | 449| 0.82   |
| Shrub/sapling   | 0     | 2         | 2      | 9          | 2         | 326           | 11      | 352| 0.93   |
| Pasture         | 0     | 2         | 6      | 4          | 0         | 11            | 440     | 463| 0.95   |
| N               | 163   | 418       | 368    | 332        | 387       | 362           | 301     | 2730|        |
| prod%           | 0.99  | 0.88      | 0.92   | 0.81       | 0.95      | 0.90          | 0.88    | 0.8908|  |

Table 2. Mean variable importance rankings from the random forest model for each predictor layer used in the land cover classification for each land cover type. The top predictor layers for each cover type (variable importance >20) are highlighted in green. All layers are described in more detail in the methods. NDVI is the Normalized Difference Vegetation Index, NAIP is the National Agricultural Imagery Project (collected in April), and VBMP is the Virginia Base Mapping Program (collected in late October/November).

| Predictor Variable | Water | Developed | Barren | Deciduous Forest | Evergreen Forest | Shrub/Sapling | Pasture/Grassland | Average |
|--------------------|-------|-----------|--------|------------------|------------------|---------------|-------------------|---------|
| Canopy height model| 29.5  | 23.2      | 26.0   | 68.9             | 41.5             | 51.5          | 41.6              | 40.3    |
| NDVI               | 33.5  | 30.5      | 19.8   | 19.9             | 30.0             | 30.8          | 31.6              | 28.0    |
| NAIP_NIR           | 22.2  | 20.0      | 15.8   | 18.9             | 19.5             | 17.9          | 31.3              | 20.8    |
| NAIP_Blue          | 12.9  | 33.4      | 16.8   | 17.4             | 15.7             | 16.9          | 16.1              | 18.5    |
| NAIP_Green         | 6.1   | 18.9      | 20.3   | 17.2             | 17.0             | 17.2          | 24.8              | 17.4    |
| NAIP_Red           | 7.2   | 18.8      | 20.3   | 18.2             | 19.8             | 16.4          | 17.4              | 16.9    |
| VBMP_Red           | 13.0  | 15.9      | 17.7   | 19.4             | 20.6             | 20.1          | 14.5              | 17.3    |
| VBMP_Green         | 7.6   | 14.8      | 13.7   | 15.1             | 10.8             | 15.6          | 18.3              | 13.7    |
| Elevation          | 15.0  | 15.9      | 9.5    | 16.7             | 14.2             | 14.9          | 10.3              | 13.8    |
| VBMP_Blue          | 11.4  | 20.5      | 8.3    | 16.3             | 13.2             | 14.6          | 11.5              | 13.7    |
| Slope              | 19.2  | 17.6      | 6.9    | 8.1              | 8.2              | 8.8           | 9.9               | 11.2    |
| Texture            | 19.5  | 10.0      | 8.0    | 10.0             | 9.2              | 9.7           | 9.7               | 10.9    |
| Aspect             | 6.9   | 9.9       | 9.0    | 8.0              | 8.6              | 4.1           | 8.2               | 7.8     |
Figure 3. NAIP imagery (left), a LIDAR-derived canopy height model (middle), and our custom land cover classification (right) for two scenes in our study area, the top is a larger extent than the bottom.

3.3. Comparison with Publicly Available Land Cover Data

Compared with NLCD, our 1 m land cover classification more accurately represents fine-scale features such as ponds and patches of shrubs/saplings, but also captures patches of forest and pasture/grassland that are obscured by the coarser-resolution NLCD (Figure 4). Across the extent of our five-county focal region, our land cover classification has some similarities with the publicly available NLCD and fine-resolution VLCD; however, there are some important differences (Table 3). Our custom classification under-represents developed land cover compared with NLCD and over-represents barren land cover compared with both NLCD and VLCD, but the sum of these often-similar classes is similar among the three classifications (2.2–6.4%). Our custom classification identifies more evergreen forest and less deciduous forest than NLCD; some of this may be due to misclassifications between deciduous/mixed and evergreen forest in our custom classification. However, when we sum deciduous/mixed and evergreen forest cover, NLCD and VLCD still show ~3–7% more total forest cover across the focal landscape than our custom classification (Table 3). At least some of this discrepancy is likely due to the omission of shrub/sapling cover from the publicly available land cover datasets that is captured in our custom classification.
Comparing land cover maps across entire counties can uncover general trends, but assessing differences in focal areas can be valuable when a specific and less common cover type is of interest. We compared composition landscape metrics calculated from NLCD and our custom classification within 500 m around random points in early successional habitats that have a mix of pasture, forest and shrub/sapling cover. We found that pasture cover from NLCD was highly correlated with pasture cover in our fine resolution custom classification ($r = 0.858$; Figure 5a) and when our custom classification was resampled to 30 m resolution ($r = 0.870$; Figure 5b). The same was true for forest cover from NLCD and forest cover in our fine resolution custom classification ($r = 0.825$; Figure 5a) and when our custom classification is resampled to 30 m resolution ($r = 0.823$; Figure 5b). Despite these strong correlations, compared with our custom classification, NLCD underrepresented pasture/grassland cover by ~10% in areas with low pasture cover and over-represents forest cover by ~10–25%, especially in predominantly forested areas. These differences exist even when we resampled our custom classification to the same 30 m resolution as NLCD (Figure 5b). Further, there is no correlation between NLCD and our custom classification with regard to shrub/sapling cover ($r < 0.1$, Figure 5c,d). Our custom classification has values of 0 to 35% shrub/sapling cover while NLCD has most values < 5% and a few as high as 11%, and many areas in our custom classification with the highest values for shrub cover (>20%) have 0% shrub in NLCD.

Table 3. Comparing percent cover from custom classification with two publicly available land cover classifications—30 m resolution NLCD and 1 m resolution VLCD. For our custom classification and NLCD, we added a category called All forest that is the sum of deciduous and evergreen forest cover types for ease of comparison with VLCD that does not distinguish these forest types.

| Land Cover Class       | Tazewell | Smyth | Bland | Russell | Washington | Average |
|------------------------|----------|-------|-------|---------|------------|---------|
| Water                  | 0.53     | 0.34  | 0.32  | 0.76    | 0.86       | 0.56    |
| Developed              | 2.75     | 2.02  | 2.18  | 2.34    | 1.60       | 2.18    |
| Barren                 | 2.04     | 0.95  | 2.53  | 2.16    | 3.97       | 2.33    |
| Decid + mixed forest   | 56.91    | 57.27 | 65.85 | 46.95   | 45.01      | 54.40   |
| Evergreen forest       | 2.85     | 4.66  | 6.45  | 9.59    | 10.06      | 6.72    |
| All forest             | 59.76    | 61.93 | 72.30 | 56.54   | 55.07      | 61.12   |
| Shrub/sapling          | 6.10     | 5.58  | 3.91  | 7.46    | 3.75       | 5.36    |
| Pasture/grassland      | 28.82    | 29.18 | 18.76 | 30.74   | 34.75      | 28.45   |
Table 3. Cont.

| Land Cover Class | Tazewell | Smyth  | Bland  | Russell | Washington | Average |
|------------------|----------|--------|--------|---------|------------|---------|
| NLCD Water       | 0.06     | 0.07   | 0.03   | 0.34    | 0.56       | 0.21    |
| Developed        | 7.42     | 5.79   | 3.20   | 5.78    | 7.56       | 5.95    |
| Barren           | 0.37     | 0.60   | 0.30   | 0.37    | 0.50       | 0.43    |
| Decid + mixed forest | 65.42 | 66.89  | 73.33  | 58.62   | 58.01      | 64.45   |
| Evergreen forest | 4.26     | 1.55   | 2.93   | 2.71    | 1.21       | 2.52    |
| All forest       | 69.68    | 68.44  | 76.26  | 61.33   | 59.13      | 66.97   |
| Shrub            | 0.58     | 0.55   | 0.53   | 1.13    | 0.62       | 0.68    |
| Pasture/grassland| 21.74    | 24.38  | 19.50  | 31.01   | 31.48      | 25.62   |
| Wetlands         | 0.16     | 0.17   | 0.17   | 0.04    | 0.15       | 0.14    |

| VLCD Water       | 0.23     | 0.21   | 0.21   | 0.56    | 0.73       | 0.30    |
| Developed        | 2.45     | 1.95   | 1.21   | 2.17    | 2.89       | 1.95    |
| Barren           | 0.42     | 0.02   | 0.05   | 0.34    | 0.09       | 0.21    |
| Decid + EG forest| 68.51    | 67.71  | 77.51  | 59.34   | 56.25      | 68.27   |
| Tree a           | 5.09     | 4.73   | 2.71   | 5.08    | 5.81       | 4.40    |
| Harvested        | 0.65     | 0.26   | 0.32   | 0.82    | 0.31       | 0.51    |
| Shrub            | 1.03     | 0.74   | 0.60   | 1.36    | 0.85       | 0.93    |
| Pasture/grassland| 21.34    | 24.17  | 17.3   | 30.25   | 32.86      | 23.27   |

* Includes areas characterized by tree cover of natural or semi-natural woody vegetation that does not encompass at least an acre in size; this class includes deciduous, evergreen, and mixed foliage types.

Figure 5. Relationship between percent cover of vegetation types within a 500 m buffer around randomly selected points within areas known to have a mix of pasture/grassland and shrub/sapling cover in a forested matrix. Percent cover of the following vegetation cover types was calculated from National Land Cover Data (NLCD) and our custom classification: pasture (yellow, a,b), forest (green, a,b) and shrub/sapling (orange, c,d). The black line represents a 1:1 correlation; points above this line are where NLCD under-represents the cover type relative to our custom classification and points below the line are where NLCD over-represents the cover type relative to our custom classification. 95% confidence intervals are represented by grey ribbons around the trend lines.
4. Discussion

The land cover classification framework presented here exceeded initial goals of at least 80% accuracy for each land cover class and accurately represents shrub/sapling cover at a fine resolution across a large focal region (>6000 km$^2$). This is significant because shrub/sapling is an ecologically important cover type that is nearly absent in publicly available NLCD data for the eastern United States, and recent efforts to classify shrub cover have proved challenging [50,51]. Shrubs make up 21.7% of the NLCD land cover in the conterminous United States, but this cover type is primarily concentrated in the arid western states [52] where shrubs are spectrally different from other cover types (i.e., sage (Artemisia spp.) compared to trees and grasses). The framework we present here relies on freely available data through the United States Department of Agriculture (NAIP) and the United States Geological Survey (high-resolution LIDAR; [53]). Because our custom classification relies on LIDAR-derived canopy height models in addition to spectral properties of cover types from satellite imagery, we were able to identify shrubs that would otherwise appear spectrally similar to forests and be classified as such. Our findings also show that accurate representation of shrub/sapling cover is not completely dependent on the grain of the classified map; our classification resampled to 30 m resolution still represented shrub cover better than NLCD.

A LIDAR-derived canopy height model was the most important predictor (i.e., it had the highest variable importance value in our random forest model) for all vegetation cover types and was the second and third most important predictor for water and developed cover types, respectively. This makes sense considering the fact that these different cover types are defined in part by their relative heights; trees are taller than shrubs/saplings which are taller than pasture/grassland, and previous studies have shown LIDAR to improve the accuracy of classifying of shrubs [50]. Our study also showed that LIDAR-derived canopy heights overshadowed any benefits of using imagery from different seasons to discriminate vegetation cover types. Specifically, the limited availability of leaf-off imagery in one of our focal counties provided a test for the necessity of including both ‘leaf-on’ and ‘leaf-off’ imagery to accurately classify shrub cover. Both image types were expected to provide important spectral information to discriminate trees from shrub/saplings through seasonal differences in reflectance. However, LIDAR data proved able to discriminate between these and other cover types without the two different seasons of imagery. This finding is significant because acquisition of high-resolution data across large focal regions involves significant time and effort. We recommend that future efforts rely primarily on freely available leaf on imagery (i.e., NAIP) and high-resolution data on vegetation structure (i.e., LIDAR) to accurately classify shrub/sapling cover alongside other major cover types.

Despite the importance of the LIDAR-derived canopy height model, spectral information was still important in helping to discriminate different cover types, especially those with LIDAR heights < 0.5 m. The value of NDVI in discriminating vegetation cover types from non-vegetative cover types and in discriminating different vegetation cover types over space (biomass and health) and time (phenology) is well established [54–59]. This study further demonstrates the value of NDVI as it was the first or second most important predictor for all cover types except barren areas. Other spectral predictors (NAIP Red, Blue, Green, and VBMP Blue) were among the top three predictors that helped to discriminate between cover types with low LIDAR heights (<0.5 m). For example, water, pasture/grassland, bare soil, and roads are all at the ground level but show different spectral properties that are even discernable in imagery with low spectral resolution, such as the freely available NAIP imagery [7]. Indeed, the use of LIDAR-derived height data helps to mitigate the challenge of working with low spectral resolution NAIP imagery while still taking advantage of the high spatial resolution spectral information and wide availability across the conterminous US [60].

A non-trivial challenge of classifying a shrub/sapling cover type is their ephemeral nature; saplings and shrubs often rapidly grow into closed-canopy forests. Mine lands, high intensity grazed lands, and some very high elevation areas are exceptions to this as
their heavily compacted soils and/or harsh climate slow the rate of succession and result in the persistence of shrub/saplings for many decades. Disturbance-prone systems such as flooded riparian areas are another dynamic system that has been a focus of classification studies [61,62]. Climate change is impacting disturbance regimes globally [63] and high temporal resolution of remotely sensed imagery is needed for understanding how biodiversity and landscape processes will be affected [64,65]. Therefore, collection of remotely sensed imagery and canopy height data with high temporal resolution is necessary to facilitate frequent updates to publicly available regional and national land cover classification maps. Landsat and NAIP imagery are collected with a high temporal resolution (16 days and 3–5 years, respectively) that is compatible with modeling disturbance-prone systems with shrub/sapling cover; however, LIDAR data have only recently become available for many parts of the conterminous US and it is uncertain how often these data will be updated. For small focal areas, LIDAR data collected via unmanned aerial vehicles is a good option [66–68]; however, natural resource management efforts typically require large extents that make such collection methods less viable. The multitude of uses for LIDAR data to model dynamic systems at large spatial extents—from detecting and modeling flooding, landslides, shrub expansion, and coastal erosion, to assessments of forest canopy structure, forest carbon stocks, and wildlife habitats—make it a priority to collect with high temporal resolution. Recently, a global canopy height map was developed by combining Landsat imagery and LIDAR data from Global Ecosystem Dynamics Investigation (GEDI) and allows for production of annual forest height maps [18], though the spatial resolution is too coarse (30 m) to capture small features such as individual shrubs and saplings.

4.1. Comparison with Publicly Available Land Cover Data

It is well established that coarse grained data do not accurately represent the complexity of small features on the landscape [69–71], yet our study demonstrates that grain is not the only factor explaining the poor representation of shrub/sapling cover in NLCD. Even after resampling our land cover classification to 30 m resolution, shrub/saplings were still represented significantly more than in publicly available maps with fine and coarse resolution (VLCD and NLCD, respectively), and it more accurately represents the vegetation cover types present on the landscape. If we had observed a significant loss of shrub/sapling cover from our resampled classification, that would suggest that shrubs are typically distributed in isolated and small clumps. In reality, many species of shrub/saplings in our system (Rubus spp., Cretaegus spp., and Robinia pseudoacacia) tend to exist in large clumps in abandoned and lightly grazed pastures; likewise, regenerating saplings following timber harvests also grow in large clumps that would be captured with coarse resolution data. However, we did observe a reduction in shrub cover by ~5% when we resampled to a coarser resolution map indicating that some shrubs and saplings do occur in small, isolated clumps and will be lost from coarse grained maps.

Although grain is not the primary factor explaining the poor representation of shrub/saplings in NLCD, the absence of information on vegetation height likely is. Publicly available land cover maps such as NLCD rely on time series Landsat multi-spectral imagery and do not incorporate canopy height information into their classification methodology [72]. Time series Landsat data should allow for the detection of forest disturbances that occur between consecutive images and, coupled with expert knowledge of forest succession in different regions, can infer the presence of transitional forest classes [72]. However, misclassification errors between shrub/sapling and herbaceous and between shrub/sapling and forest are common in NLCD [72], likely due to the spectral similarity of these cover types. Our study corroborates this and shows that the shrub-forest transition class does not accurately represent shrub/sapling cover in our focal region in the Appalachian Mountains. Increased availability of global canopy height data [18], albeit at coarser resolution (30 m) than used here, will hopefully result in a more accurate representation of shrub/saplings in future releases of NLCD data and similar maps in other countries. Even coarse resolution canopy height data will capture larger patches of shrubs and regenerating timber harvests
and be a significant improvement over the current NLCD. The loss of information about small patches of shrub/sapling cover due to coarse resolution vegetation structure data may be acceptable depending on the goals of the study. For example, if the amount of shrub/sapling cover at large spatial extents (entire states or multi-state regions) is of interest, then working with 30 m resolution data may be necessary to decrease computer processing time and power required. Range-wide distribution models for shrub-dependent species or continental scale models of forest impacts on carbon budgets are examples of such large-scale applications where coarse resolution data would be preferred. If, however, the spatial configuration/arrangement of shrub/saplings, even small clumps, is of interest, then maintaining fine resolution data (1 m) will be necessary and the spatial extent of analyses will have to be limited to smaller areas (e.g., a county or locality).

4.2. Limitations

This study used LIDAR to create a canopy height model that captures the top of canopy height only and does not include information about the presence or structure of vegetation in the forest understory. Understory vegetation, including shrubs, saplings, and herbaceous cover, is important ecologically as it contributes to wildlife habitat [73], forest microclimate [74], and carbon stocks [75]. However, the high variation in sampling density of LIDAR point clouds make it difficult to accurately predict understory vegetation structure, though efforts to make this possible are ongoing [76]. Future efforts to represent shrub/sapling cover in land cover classification maps should consider the inclusion of understory woody vegetation as well; forests with a woody understory would be a different class than forests without a woody understory.

The accuracy of our land cover classification may be over-estimated, especially in areas with a complex mosaic of cover types. One of the challenges of working with high resolution (1 m) data is the difficulty in assessing the accuracy of every pixel. As a result, regions of several pixels (in our case 3 m buffers) are used for validation and there will inevitably be variation in cover types within some of these regions leading to reference class ambiguity [46]. We used recommended methods for dealing with this ambiguity; however, we deleted the most heterogeneous validation points (≥4 cover types within 3 m buffer) because we were not confident in our ability to assign a reference class based on visual interpretation of imagery in these complex areas. Because these accounted for ~20% of our validation points, we expect that the true accuracy of our classification is not as high as reported. That said, to our knowledge, this is the first effort to classify shrub/sapling cover across a large geographic area in the mountainous and mesic eastern United States, and our classification is a significant improvement over NLCD and other land cover classifications in its representation of shrub/sapling cover.

Due to limitations in funding, we were not able to assess the accuracy of our classified map through ground truthing, yet we are confident in our findings for two reasons. First, we conducted bird surveys in early successional habitats throughout the focal region in 2018 and 2019 and are familiar with the distribution and growth form of shrubs and saplings in this system. The motivation for this study resulted from our desire to model bird-habitat relationships for shrub-dependent species, and the lack of suitable land cover data with an accurate representation of shrub/saplings to meet our objectives. Second, we were confident in our ability to visually interpret actual land cover during our accuracy assessment from the high resolution NAIP and VBMP imagery, and followed the recommendations of Stehman and Foody [46] to carry out a rigorous accuracy assessment. By removing complex areas (i.e., those with ≥4 cover types within our 3 m buffer) from our accuracy assessment we may be ignoring some mis-classifications of very small objects (<3 m), but accuracy assessment is not possible on a per-pixel basis with high-resolution (1 m) classifications. Had we used OBIA to classify land cover rather than a pixel-based classification of segmented imagery, there would likely be fewer complex accuracy points removed from our assessment. Proposed future improvements to the SegOptim package [77] may make this possible for studies such as ours with large extents and high resolution.
5. Conclusions

In this study, we present a fine-resolution land cover classification framework that utilizes publicly available spatial data to accurately identify shrubs in a heavily forested, mountainous region of the eastern United States where shrub/sapling cover is typically under-represented in publicly available land cover datasets. A LIDAR-derived canopy height model enabled discrimination of spectrally similar shrub/saplings and trees and was the most important predictor of all vegetative cover types. Spatial resolution was not the only factor explaining the poor representation of shrub cover in NLCD; when we resampled our land cover classification to 30 m resolution, shrubs were still represented significantly more than in NLCD. These findings point to the need for fine spatial and temporal resolution canopy height data to accurately identify shrub/sapling cover due to their patchy distribution, ephemeral nature, and ecological importance. We demonstrate a reproducible framework for creating accurate custom land cover classifications that can be used to improve our understanding of ephemeral and complex systems such as early successional habitats with a mix of pasture/grassland and shrub/sapling cover types.
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