Ultrafast dynamics and surface plasmon properties of Silicon upon irradiation with mid-infrared femtosecond laser pulses
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We present a theoretical investigation of the yet unexplored ultrafast processes and dynamics of the produced excited carriers upon irradiation of Silicon with femtosecond pulsed lasers in the mid-infrared (mid-IR) spectral region. The evolution of the carrier density and thermal response of the electron-hole and lattice subsystems are analysed for various wavelengths \(\lambda_L\) in the range between 2.2 \(\mu\)m and 3.3 \(\mu\)m where the influence of two and three-photon absorption mechanisms is explored. The role of induced Kerr effect is highlighted and it manifests a more pronounced influence at smaller wavelengths in the mid-IR range. Elaboration on the conditions that leads to surface plasmon (SP) excitation indicate the formation of weakly bound SP waves on the material surface. The lifetime of the excited SP is shown to rise upon increasing wavelength yielding a larger than the one predicted for higher laser frequencies. Calculation of damage thresholds for various pulse durations \(\tau_p\) show that they rise according to a power law \((\sim \tau_p^{\zeta(\lambda_L)})\) where the increasing rate is determined by the exponent \(\zeta(\lambda_L)\). Investigation of the multi-photon absorption rates and impact ionization contribution at different \(\tau_p\) manifests a lower damage for \(\lambda_L=2.5\ \mu\)m compared to that for \(\lambda_L=2.2\ \mu\)m for long \(\tau_p\).

I. INTRODUCTION

Over the past decades, the use of ultra-short pulsed laser sources for material processing and associated laser driven physical phenomena have received considerable attention due to the important technological applications, in particular in industry and medicine [1-10]. Various types of surface structures generated by laser pulses and more specifically, the so-called laser-induced periodic surface structures (LIPSS) on solids have been studied extensively [11-24]. Previous theoretical approaches or experimental observations related to the understanding of the underlying physical mechanisms for the formation of these structures were performed in a variety of conditions. To explain the physical origin of LIPSS formation, it is important to note that following irradiation with ultrashort pulses, a series of multiphysical phenomena take place (i.e. energy absorption, electron excitation and relaxation processes, phase transition/mechanical effects and solidification) [25-31]. With respect to the formation of subwavelength structures of size comparable to the laser wavelength \(\lambda_L\), various mechanisms have been proposed to account for the production of periodic structures: interference of the incident wave with an induced scattered wave [12, 14, 17], or with a surface plasmon wave (SP) [13, 16, 32-37], or due to self-organisation mechanisms [38].

A key characteristic of the aforementioned surface modification mechanisms and the associated physical processes is that they were explored for laser pulses in a region between the visible and near-infrared spectrum (\(\lambda_L < 1.5\ \mu\)m). Nevertheless, to the best of our knowledge, laser machining in the mid-IR (\(\lambda_L > 2\ \mu\)m) is a yet unexplored field [39, 40]; the motivation to investigate the response of the irradiated semiconductor and relevant surface effects in the mid-IR region originates from the challenging opportunities in photonics for mid-IR radiation [41-43]. A fundamental question is whether the underlying physics that characterizes laser-matter interaction is similar for mid-IR and lower spectral regions. One characteristic example is that the proposed physical mechanism for the formation of sub-wavelength structures (i.e. surface plasmon excitation) appears to behave differently if mid-IR sources are used [41]; for instance, the response of plasmons in the visible is largely dominated by (ohmic) losses in metals and the reaction time of the electrons. The former is closely related to the fact that the optical field of surface plasmons is weakly bound at mid-IR irradiation unlike the confinement at visible wavelengths with direct implications in the energy absorption and potential applications [44, 45]. Therefore, from both a fundamental and application point of view, it is important to explore the following physical processes for irradiation in the mid-IR regime: (i) energy absorption, SP-excitation, and confinement of the SP-fields to the surface, (ii) morphological effects following SP-excitation (i.e. interference of the weakly confined SP with the electric field of the incident beam), (iii) damage onset and relevant threshold (i.e. corresponding to the fluence that leads to the onset of surface modification).
To account for the influence of mid-IR photons on the physical processes taking place upon irradiation of a semiconductor, a number of critical factors should be considered: (i) the transparency of the material at larger $\lambda_L$ (Silicon is expected to behave as a ‘wide band-gap’ semiconductor) [41] (ii) the significance of nonlinear processes such as Kerr effect or multi-photon absorption [42, 43, 46], (iii) the role of the wavelength in the modulation of the optical parameters, and (iv) the spatial and temporal width of excited Surface Plasmon field in mid-IR. Furthermore, one characteristic condition related to the ‘metallisation’ of the irradiated material is the vanishing of the real part of the dielectric constant $\varepsilon$ of the semiconductor for a critical value of the carrier density $N^{(cr)}$ [47]. The above condition leads to a value for $N^{(cr)}$ that is inversely proportional to $\lambda_L^2$ [48]. In this context, assuming that SP excitation and coupling with the incident beam is the predominant mechanism for the LIPSS formation [16, 37] which, in turn, requires that $Re(\varepsilon) \ll 1$, an interesting question that needs to be explored is whether SP excitation and LIPSS formation can be performed at substantially lower free carrier densities or laser beam energies.

Therefore, to provide a detailed investigation of the response of the material upon irradiation with mid-IR pulses, a parametric analysis of the influence of the laser parameters (i.e. fluence, pulse duration, wavelength) on the optical parameters of the material, carrier dynamics, thermal effects and the induced morphological changes is required. To this end, we present an extension of the well-established theoretical model that describes ultrafast dynamics in semiconductors, to account in this case for Silicon (Si), for excitation and electron-phonon relaxation upon irradiation with ultrashort pulsed lasers in mid-IR in the range 2.2 $\mu$m $\leq \lambda_L \leq$ 3.3 $\mu$m (Section II). The theoretical framework is coupled to a module that accounts for the formation of SP excitation by predicting the laser conditions for the production of sufficiently high density of excited carriers. Section III explains the details of the numerical algorithm used in this work. A detailed analysis of the results the theoretical model yields is presented in Section IV by estimating the optical parameter variation, damage thresholds and SP wave periodicities in various laser conditions. Concluding remarks follow in Section V.

II. THEORETICAL MODEL

a. Energy and Particle Balance equations

Following irradiation of Si with mid-IR femtosecond pulses in the range 2.2 $\mu$m $\leq \lambda_L \leq$ 3.3 $\mu$m, it is assumed that two-photon and/or three-photon absorption mechanisms are sufficient to excite carriers from the valence to the conduction band while higher order photon processes are less likely to occur. On the other hand, (linear) free carrier photon absorption can increase the electron energy (but not the number of the excited carriers) while Auger recombination and impact ionization processes lead to decrease or increase of the carriers in the conduction band, respectively.

To describe the carrier excitation and relaxation processes, the relaxation time approximation to Boltzmann’s transport equation [16, 25, 37, 49-51] is employed to determine the spatial $(\vec{r}=(x, y, z))$ and temporal dependence $(t)$ of the carrier density number, carrier energy and lattice energy; based on this picture, the following set of coupled (nonlinear) energy and particle balance equations are used to derived the evolution of the carrier density number $N_c$, carrier temperature $T_c$ and lattice temperature $T_L$

$$C_c \frac{\partial T_c}{\partial t} = -C_c \frac{\partial T_c}{\tau_c} + S(\vec{r}, t)$$

$$C_L \frac{\partial T_L}{\partial t} = \hat{\nabla} \cdot \left( K_L \hat{\nabla} T_L \right) + C_L \frac{\partial (T_c - T_L)}{\tau_c}$$

$$\frac{\partial N_c}{\partial t} = \frac{\beta_{TPA}}{2h\omega_0} I^2(\vec{r}, t) + \frac{\gamma_{TPA}}{3h\omega_0} I(\vec{r}, t) - \gamma N_c^3 + \theta N_c - \hat{\nabla} J$$

where $C_c$ ($C_L$) is the carrier (lattice) heat capacity, $k_c$ ($k_h$) is the heat conductivities of the electron (holes), $h\omega_0$ stands for the photon energy, $\beta_{TPA}$ and $\gamma_{TPA}$ correspond to the two- and three-photon absorption coefficients, respectively, $\gamma$ is the coefficient for Auger recombination, $\theta$ is the impact ionization coefficient, and $\tau_c$ is the carrier-phonon energy relaxation time. Other quantities appear in Eq.1 are the carrier current density $J$, the heat current density $\hat{W}$ and $S$ provided by the following expressions

$$S(\vec{r}, t) = \alpha_{FCA} I(\vec{r}, t) + \beta_{TPA} I^2(\vec{r}, t) + \gamma_{TPA} I(\vec{r}, t) - \hat{\nabla} \hat{W}$$

$$\hat{W} = \left( E_x + 3k_T T_c \right) J - \left( k_x + k_y \right) \hat{\nabla} T_c$$

$$J = -D \left( \nabla N_c + \frac{N_c}{2k_T T_c} \nabla E_x + \frac{N_c}{2T_c} \nabla T_c \right)$$

where $\alpha_{FCA}$ is the free carrier absorption coefficient, $D$ stands for the ambipolar carrier diffusivity, $k_B$ stands for the Boltzmann constant. Values of all parameters and coefficients used in this work are presented in Ref. [16, 50] and Table I. In previous studies, simulations manifested that although heat dissipation and particle transport are expected to lower the damage threshold predictions (results were given for $\lambda_L = 800$ nm and $\tau_p < 1$ ps [25, 49, 50]), ignoring these effects does not produce substantial changes to the material response. Nevertheless, in the current work,
to perform a rigorous approach, the complete model was used despite it is computationally more demanding.

The energy flux \( I(\vec{r}, t) \) at a given thickness \( z \) inside the target (Eqs.(1-2)) is obtained by considering the laser energy propagation loss due to two-, three-photon and free carrier absorption, respectively [25]

\[
\frac{\partial I(\vec{r}, t)}{\partial z} = -\alpha_{\text{fc}} I(\vec{r}, t) - \beta_{\text{tp}} I^2(\vec{r}, t) - \gamma_{\text{tp}} I(\vec{r}, t)
\]

assuming that the laser beam is Gaussian both temporally and spatially while the transmitted laser intensity at the incident surface is expressed in the following form

\[
I(x, y, z = 0, t) = \frac{2\ln 2E_p (1 - R(z = 0, t))}{\sqrt{\pi \tau_p}} e^{-\frac{(2\lambda_L^2 + 1)}{R_0^2} - \gamma_{\text{tp}}^2} (\tau_r)
\]

where \( E_p \) is the fluence of the laser beam and \( \tau_p \) is the pulse duration (i.e. full width at half maximum), \( R_0 \) is the irradiation spot-radius (distance from the centre at which the intensity drops to \( 1/e^2 \) of the maximum intensity, and \( R \) is the reflectivity while irradiation under normal incidence was assumed.

### b. Optical properties of the irradiated material

The computation of the free carrier absorption coefficient and the reflectivity are derived from the dielectric constant of the material (based on the Drude model assuming also corrections due to band and state filling [47]), \( \varepsilon' \),

\[
\varepsilon' = 1 + \left( \varepsilon_{\text{un}} - 1 \right) \left( 1 - N_e \right) \frac{e^2 N_e}{\varepsilon_0 \alpha_{\text{un}}} \left( 1 + \frac{1}{\alpha_0 \tau_{\text{rel}}} \right) \left( \frac{1}{m_{e-\text{cond}}} + \frac{1}{m_{h-\text{cond}}} \right)
\]

where \( \varepsilon_{\text{un}} \) is the dielectric constant of the unexcited material at \( \lambda_L \) (for \( \lambda_L \geq 2.5 \ \mu m \) [52], and for \( \lambda_L \leq 2.5 \ \mu m \) [53]), \( e_c \) is the electron charge.

![FIG. 1 (Color Online): (a) Computation of \( \text{Re}(\chi^{(3)}) \) as a function of the wavelength [42, 46, 54]. Dependence of Kerr coefficient on \( \lambda_L \) and \( N_e \) is illustrated for low (b) and high carrier (c) densities.](image)

\[
m_{e-\text{cond}} = 0.26 \ m_0 \quad m_{h-\text{cond}} = 0.37 \ m_0 \quad \text{are the optical effective masses of the carriers [25, 50]} \quad \text{for conductivity calculations,} \quad m_0 \quad \text{is the electron mass,} \quad \varepsilon_0 \quad \text{is the permittivity}
\]
of vacuum, \( N_e \) corresponds to the valence band carrier density (~5 \times 10^{22} \text{ cm}^{-3} \) and \( \tau_{\text{col}} \) stands for the carriers (electron-hole) collision time. Although, more complex expressions were used in previous reports [50] to compute \( \tau_{\text{col}} \) based on the electron-phonon, hole-phonon and electron-hole collision, in this work, a constant value, \( 1/\tau_{\text{col}} \sim 1.5 \times 10^{14} \text{ s}^{-1} \) is assumed in the current simulations [16, 32, 37]. The reflectivity and free carrier absorption coefficients are given by the following expressions

\[
a_{\text{FCA}}(x, y, z, t) = \frac{2\alpha_{\text{L}} k}{c} \\
R(x, y, z = 0, t) = \frac{(1 - n^2) + k^2}{(1 + n^2) + k^2}
\]

(6)

where \( c \) stands for the speed of light while \( n \) and \( k \) \( (n = n_0 + n_2 I, \ \epsilon = (n + ik^2) \) are the refractive index and extinction coefficient of the material, respectively [55]

\[
\epsilon = \epsilon' + \Delta \epsilon_{\text{Kerr}} \\
\Delta \epsilon_{\text{Kerr}} = 2n_0 n_2 I + (n_2 I)^2
\]

(7)

while \( n_2 \) is the Kerr coefficient that corresponds to the nonlinear part of the refractive index due to Kerr effect; it is related to the real part of the primary third-order susceptibility \( \chi^{(3)} \) through the following expression [46, 56]

\[
n_2 \left[ -\frac{3}{4} \frac{\text{Re}(\chi^{(3)})}{\epsilon_0 (N_e)^2} \right] \]

while \( n_0 \) stands for the refractive index for \( n_2 = 0 \).

The computation of \( \text{Re}(\chi^{(3)}) \) is performed by following a fitting procedure on the averaged experimental data [46] in Refs.[42] and [54] (Fig.1a) while Eqs.5 and 8 indicate a carrier density dependent Kerr coefficient (Fig.1b,c). Results show significant values for the \( \text{Re}(\chi^{(3)}) \) and \( n_2 \) within the spectral region explored in this work (2.2 \( \mu \text{m} \leq \lambda_L \leq 3.3 \mu \text{m} \), especially for low (Fig.1b) and high (Fig.1c) carrier density and therefore, it is important to explore the role of the nonlinear part of the refractive index in the optical and thermal response of the material.

c. Surface Plasmon Excitation

In previous works, it has been reported that the excitation of SP and its interference with the incident beam constitute one of the dominant mechanisms that aim to explain the formation of LSFL [16, 27, 37, 45, 57]. The dispersion relation for the excitation of SP is derived by the boundary conditions (continuity of the electric and magnetic fields at the interface between a metallic and dielectric material) (\( \epsilon_d = 1 \)). Therefore, a requirement for a semiconductor to obey the above relation and conditions [16, 45] is that \( \text{Re}(\epsilon) < -1 \) and the computed SP wavelength \( \lambda_S \) is given by

\[
\lambda_S = \frac{\lambda_L}{\text{Re} \left[ \frac{\epsilon \epsilon_d}{\epsilon + \epsilon_d} \right]}
\]

(9)

The condition \( \text{Re}(\epsilon) < -1 \) and Eq.5 can be used to derive the range of values of the excited carrier densities that lead to SP excitation. Nevertheless, special attention is required for the evaluation of the correlation of the induced SP wavelength with the carrier densities compared to the standard procedure followed for lower laser beam wavelengths (for example, at \( \lambda_L = 800 \text{ nm} \)) [16, 37] where Kerr effect is negligible. This is due to the fact that the dielectric constant of the excited material depends both on \( N_e \) and \( I \) due the presence of \( I \) in the nonlinear part of the refractive index. In principle, the intensity value directly influences the value of the carrier density, which implies that \( I \) is an independent parameter. Hence, the evaluation of \( \lambda_S \) requires the solution of Eqs.1-9.

III. NUMERICAL SIMULATION

Due to the inherent complexity of the set of nonlinear equations presented in Section II, an analytical solution of the equations that yield the spatial/temporal dependence of the thermal and optical properties of the irradiated material is not feasible and therefore a numerical scheme is pursued. Numerical simulations have been performed using a finite difference method while the discretization of time and space has been chosen to satisfy the Neumann stability criterion. Furthermore, it is assumed that on the boundaries, von Neumann boundary conditions are satisfied and heat losses at the front and back surfaces of the material are negligible. The initial conditions are \( T_L(t=0) = T_L(t=0) = 300 \text{ K} \), and \( N_e = 10^{12} \text{ cm}^{-3} \) at \( t=0 \). The parameters for Si used in the simulation are summarised in Table I. The (peak) fluence is \( E_p = \sqrt{\pi \tau_p I_0 / \left(2\sqrt{\ln 2}\right)} \), where \( I_0 \) stands for the peak intensity. While the set of equations Eqs.1-8 are designed to provide a 3-D solution, for the sake of simplicity, and for the objectives of the present study, equations are solved across \( z=0 \) (where the energy deposition is higher and therefore surface damage is more pronounced). A common approach followed to solve similar problems is through the employment of a staggered grid finite difference method which is found to be effective in suppressing numerical oscillations. Temperatures (\( T \) and
\( T_L \) and carrier densities \((N_c)\) are computed at the centre of each element while time derivatives of the displacements and first-order spatial derivative terms are evaluated at locations midway between consecutive grid points. Similarly, the carrier current density \( J(x, y, z, t) \) and the heat current density \( \bar{w}(x, y, z, t) \) are evaluated at the above locations rather than at the centres of each element. It is also assumed that \( J(z=0, t) \) and \( \bar{w}(z=0, t) \) at the front \((z=0)\) and back surfaces vanish.

### IV. RESULTS AND DISCUSSION

**TABLE I.** Model parameters for Si.

| Quantity                          | Symbol (Units) | Value                |
|-----------------------------------|----------------|----------------------|
| Electron-hole pair heat capacity  | \( C_e (J/m^2 \text{ K}) \) | \( 3N_c k_b \)       |
| Lattice heat capacity [16]        | \( C_L (J/m^2 \text{ K}) \) | \( 10^{5} \times (1.978+3.54 \times 10^{-4} T_L - 3.68 T_L^{-2}) \) |
| Electron (hole) heat conductivity | \( k_e (k_b \text{ W/m K}) \) | \( 1.602 \times (-0.347 + 4.45 \times 10^{-3} T_L) \) |
| Lattice heat conductivity [16]    | \( K_L (\text{W/m K}) \) | \( 1585 \times 10^2 T_L^{-2.71} \) |
| Melting Temperature [47]          | \( T_m (\text{K}) \) | 1687                 |
| Band gap energy [16]              | \( E_g (J) \) | \( 1.602 \times 10^{-10} \times [1.16-7.02 \times 10^{4} T_L^{-1} (T_L + 1108) - 1.5 \times 10^{4} (\text{cm} N_e^{1/3})] \) |
| Two-photon absorption [46]        | \( \beta_{TPA} (\text{m/W}) \) | Fitting \( \beta_{TPA} = 0.25 \text{ cm/GW} \) for \( \lambda_L = 2.2 \mu\text{m} \) and \( \lambda_L = 2.5 \mu\text{m} \) for \( \lambda_L = 3.3 \mu\text{m} \) |
| Kerr coefficient \( \chi^{(3)} \) [42, 46, 54] | \( n_c (\text{m}^2/\text{GW}) \) | Fitting \( n_c = 0.0017 \text{ cm/GW}^2 \) for \( \lambda_L = 3.3 \mu\text{m} \) |
| Three-photon absorption [58]      | \( \gamma_{TPA} (\text{m}^3/\text{GW}^3) \) | \( 1.54 \times 10^{-4} (E_g / E_0)^{2} (1 + 3 \beta_{TPA} / E_0) \) for \( \lambda_L = 2.2 \mu\text{m} \), \( \gamma_{TPA} = 0.0276 \text{ cm}^3/\text{GW}^2 \) for \( \lambda_L = 3.3 \mu\text{m} \) |
| Auger recombination coefficient [16] | \( \gamma (\text{m}^3/\text{s}) \) | \( 3.8 \times 10^{43} \) |
| Ambipolar carrier diffusivity [16, 25, 50] | \( D (\text{m}^2/\text{s}) \) | \( 1.8 \times 10^{-4} \times 300 T_L \) |
| Impact ionisation coefficient [16] | \( \theta (\text{s}^{-1}) \) | \( 3.6 \times 10^{10} e^{1.8 \lambda_L / \lambda_e} \) |
| Carrier-phonon relaxation time [16, 37, 49, 59] | \( \tau_e (\text{s}) \) | \( \tau_0 = 0.24 \text{ ps}, N_{in} = 6.02 \times 10^{20} \text{ cm}^{-3} \) |
| Refractive index for unexcited material [52, 53] | \( \sqrt{n_0} \) | \( \sqrt{n_0} \) for \( 2.5 \mu\text{m} < \lambda_L < 1.36 \mu\text{m} \) and \( \lambda_L > 2.5 \mu\text{m} \) |

**a. Impact of Kerr effect on ultrafast dynamics**

The ultrafast dynamics and the thermal response of the heated material is investigated at three representative laser wavelengths \( \lambda_L \) (2.2 \( \mu\text{m} \), 2.5 \( \mu\text{m} \) and 3.3 \( \mu\text{m} \)) for \( \tau_e = 100 \text{ fs} \) for (peak fluence) \( E_p = 100 \text{ mJ/cm}^2 \). The selection of the wavelengths was based on the excitation properties at these wavelengths; more specifically, \( \beta_{TPA} \neq 0 \) at 2.2 \( \mu\text{m} \) while three-photon absorption dominates the carrier excitation at 2.5 \( \mu\text{m} \) and 3.3 \( \mu\text{m} \). Based on the fact that the influence of Kerr effect is more pronounced at lower laser wavelengths (Fig.1), the range of laser frequencies for which the nonlinear part of the refractive index becomes significant should be highlighted [46]. It is evident that as the laser wavelength decreases, the impact of the Kerr effect is also expected to affect the ultrafast dynamics and thermal response. Firstly, the nonlinearity of the material’s refractive index leads to a variation of the absorbed energy and the temporal evolution of the reflectivity (Fig.2a,b, for \( \lambda_L = 2.2 \mu\text{m} \)). This variation is more pronounced at smaller wavelengths (Fig.2c) while at larger wavelengths in the mid-IR region (\( \lambda_L \leq 3.3 \mu\text{m} \)), the Kerr effect is weaker and therefore it does not substantially affect the energy absorption. This behaviour is illustrated both for small (up to the moment when the laser intensity is maximum) and for larger time ranges. It is noted that the reflectivity initially decreases during the pulse duration as the carrier density increases; then, its value ascends rapidly before the end of the pulse followed by a fast decrease and a final slow increase to the initial.
FIG. 2 (Color Online): (a) Dependence of reflectivity on Kerr effect. The laser intensity is sketched in arbitrary units. (λ = 2.2 μm). (b) Effect of Kerr effect on the intensity transmitted through the surface (λ = 2.2 μm) (normalized to 1). (c) Maximum change of reflectivity (for n²≠0 and n²=0) as a function of the wavelength. The solid line correspond to variance of max(ΔR) in the whole range of timepoints while the dashed line represent max(ΔR) up to the timepoint where the laser intensity is maximum (E_p = 0.1 J/cm² and τ_p = 100 fs, λ_p = 2.2 μm).

FIG. 3 (Color Online): (a) Evolution of T_e, T_L, N_e for n²≠0 (at x=y=z=0). (b) Absorption coefficient evolution. The laser intensity in both graphs is sketched in arbitrary units. (E_p = 0.1 J/cm², τ_p = 100 fs, λ_p = 2.2 μm).

value (Fig.2a). Similar evolution has been reported for lower wavelengths [25, 36, 47].

The evolution of the carrier density and the carrier and lattice temperatures are illustrated in Fig.3a. The maximum of T_e and N_e occurs shortly after the peak of the pulse. Interestingly, at low intensities (near the left tail of the Gaussian pulse), the carrier temperature does not exhibit a similar behaviour to that demonstrated for Silicon or other semiconductors (i.e. ‘a clamped region’ which is represented by an initial increase followed by firstly a slight rise and then, a sharp increase) [16, 25, 36, 49, 50]. This is due to the fact that the initial rise is attributed firstly to a single photon absorption (which is absent for laser beam frequencies in the mid-IR range) and secondly to a free carrier absorption which for low intensities is zero for excitation with mid-IR pulses at small timepoints. In regard to the latter, Fig.3b illustrates that α_FCA gradually increases to nonzero values during the pulse duration yielding a penetration depth which drops to ~62.5 nm when the laser
is turned off. The rise of $\alpha_{FCA}$ due to the increase of the excited carrier density is expected to influence the amount of the absorbed energy. On the other hand, the relative large free carrier absorption at the end of the pulse combined with the large absorption depth through direct (two- and three-photon) absorption mechanisms suggest there is not sufficient time for the carrier and heat transport terms to change substantially the carrier distribution that has been produced. Hence, neglecting the diffusion terms in Eqs.1-2 is not expected to yield different overall behaviour of the thermal response of the irradiated material.

Simulations results show that Kerr effect leads always to larger (maximum) values of $N_e$ (Fig.4a). It is evident that due to the variable absorption levels at different wavelengths, the induced density of the excited carriers is larger if the nonlineairties due to Kerr effect are included in the model (Fig.4a). As expected, at larger wavelengths, the Kerr effect impact on the carrier density evolution is insignificant (Fig.4b) due to the negligent influence of Kerr nonlineairties. It is noted that while the carrier dynamics analysis for smaller wavelengths ($\lambda_L = 2.2 \mu m$) yields a maximum $N_e$ larger by about 17% than the value obtained if Kerr effect is ignored, the discrepancy is rather insignificant for larger wavelengths ($\lambda_L = 3.3 \mu m$). The decrease of the maximum value of the carrier density with increasing $\lambda_L$ is due to the impact of the ionization processes: at $\lambda_L = 2.2 \mu m$, there is a dominant two-photon absorption assisted ionization while at larger wavelengths, $\beta_{na}=0$ (for $\lambda_L = 2.5 \mu m$) which enhances the impact of the three photon absorption. At even larger wavelengths ($\lambda_L = 3.3 \mu m$), the main ionization mechanism, the three-photon assisted ionization process becomes very small due to the decrease of $\gamma_{TPA}$ as $\lambda_L$ increases [58].

Similar discrepancies to the one shown above as a result of the Kerr effect occur also for the electron and lattice temperatures. Fig.5a shows the rise of the lattice temperature that is demonstrated for $n_2\neq0$. It is evident that the Kerr effect causes a significant thermal response of the
material, which is reflected by the enhanced lattice temperature (~200 K for \( E_p = 100 \) mJ/cm\(^2\) at \( \lambda_L = 2.2 \) \( \mu \)m while similar conclusions can also be drawn for different conditions). This behaviour is of paramount importance as it is expected to influence the damage threshold values (see Section IV). To evaluate the impact of the laser wavelength, it turns out that the Kerr effect does not induce any significant change of the maximum lattice temperature at longer wavelengths (Fig.5b). Furthermore, the effect on the equilibration time or the evolution of \( T_e \) (Fig.5a) appears to be insignificant.

b. Surface plasmon excitation

The condition \( \text{Re}(\varepsilon) < -1 \) and solution of Eqs.1-9 yield the value of the SP wavelength as a function of the carrier densities and the fluence (Fig.6) for \( \tau_p = 100 \) fs for \( \lambda_L = 2.2 \) \( \mu \)m, 2.5 \( \mu \)m, and 3.3 \( \mu \)m. According to the theoretical predictions (Fig.6a), a larger (maximum value of) carrier density is required to initiate SP excitation (at \( \text{Re}(\varepsilon) < -1 \)) as the laser wavelength decreases. On the other hand, an increase of the laser wavelength leads to smaller overall expected variation of the SP periodicity. More specifically,

---

**FIG. 6** (Color Online): Surface plasmon periodicity as a function of the (a) carrier density, and (b) fluence at different wavelengths. \( (\tau_p = 100 \) fs).
a comparison with results for larger laser frequencies ($\lambda_L = 800$ nm) manifests that for $\lambda_L = 2.2$ μm, 2.5 μm, 3.3 μm, an average maximum drop of the $\lambda_S$ yields values $\sim 0.91 \lambda_L$ which is higher than the estimate for $\lambda_L = 800$ nm ($\sim 0.78 \lambda_L$). Based on the results illustrated in Fig.6, a large deviation of the ripple frequency is not expected for irradiation in the mid-IR spectral region unlike predictions for $\lambda_L = 800$ nm. Furthermore, given the impact of the absorbed energy on the production of excited carriers, the SP periodicity was also calculated as a function of the fluence (Fig.6b). While at $\lambda_L = 3.3$ μm, a larger peak fluence is necessary to excite SP, for $\lambda_L = 2.5$ μm, a smaller fluence is required compared to that for $\lambda_L = 2.2$ μm.

As excitation of surface plasmons and their interference with the incident beam is regarded as the predominant mechanism of periodic structure formation [16, 37], the range of the computed SP wavelengths can provide an estimate of the expected sub-wavelength structures on the irradiated material for different $N$. The above results highlight significant differences of the SP periodicities produced with mid-IR and lower wavelengths which is expected to affect LIPSS modulation.

Apart from the SP wavelength, it is also important to compare spatial features of these surface waves such as their damping length for their propagation along the surface, decay of the SP away from the surface as well as their lifetime. More specifically:

(i) the range of values of the distance which the SP propagates along the surface is computed by the expression $L = \left[2Im\left(\frac{E_{pl}}{\varepsilon + \varepsilon_d}\right)^{1/2}\right]$ [45]. While for $\lambda_L = 800$ nm, $L$ ranges from 0.130 μm to 25 μm, substantially larger values (one order of magnitude) between 0.830 μm and 193 μm, 1 μm and 340 μm, and 2 μm and 740 μm are predicted for $\lambda_L = 2.2$ μm, 2.5 μm, and 3.3 μm, respectively (Fig.7a).

(ii) On the other hand, the decay of the SP away from the surface of the material is given by

$$L_D = \frac{\lambda_L}{2\pi Im\left(\frac{\varepsilon^2}{\varepsilon_d + \varepsilon}\right)}$$

for the 1/e decay of the electric field based assuming continuity of the electromagnetic field on the surface [57]. Results illustrated in Fig.7b indicate a weak confinement of SP for wavelengths in the mid-IR region compared to the calculations for $\lambda_L = 800$ nm. It is evident that for carrier densities small enough but sufficiently high to initiate SP excitation, the decay length of the SP electric field inside the material is larger than 220 nm which is three times the estimate for excitation with $\lambda_L = 800$ nm. The increasing monotonicity of the $L$ at larger wavelengths manifests that the confinement can be further weakened by using even smaller laser wavelengths. By contrast, it is noted that at higher excitation levels in which larger carrier densities are produced, $L_D$ values are comparable regardless of the light frequency used.

(iii) Finally, the lifetime of the SP is calculated by the expression [60]

$$\tau_{SP} = \frac{1}{2A}$$

$$A = \frac{c \times 2\pi \left[\frac{E_{pl}}{\varepsilon + \varepsilon_d}\right] Im(\varepsilon) \times \frac{Re(\varepsilon)}{Re(\varepsilon) + Re(\varepsilon_d)}}$$

Results in Fig.7c illustrate that there is an increase in the SP lifetime if mid-IR frequencies are used compared to predictions for $\lambda_L = 800$ nm. Interestingly, $\tau_{SP}$ is between one to two orders of magnitude larger for $\lambda_L = 2.2$ μm, 2.5 μm, and 3.3 μm. More specifically, $\tau_{SP}$ range extends to some picoseconds for mid-IR unlike for $\lambda_L = 800$ nm for which the SP lifetime lasts up to some hundreds of femtoseconds at large $N$. A similar increase in the SP lifetime for longer wavelengths has been reported in previous works for metals [60]. Given the significance of the lifetime of SP for the interference of the incident beam with surface plasmons [16, 27, 36], an increase of $\tau_{SP}$ appears to allow longer pulse temporal separation in double pulse laser-assisting technique to modify the surface profile of a material [33].

c. Damage threshold

One important parameter, both from fundamental and applied point of view is the determination of the material damage threshold, $E_{DT}$. In principle, there is an ambiguity of the definition of the damage threshold on whether mass removal is involved or, simply, a mass redistribution (i.e. due to melting and fluid transport) occurs. In the current work, the investigation focuses on the laser conditions that produce effects that raise the temperature of the lattice above the melting point but material volume does not vary. Therefore, $E_{DT}$ is defined as the minimum fluence required to melt the material ($T > T_{melt}$).

The dependence of $E_{DT}$ as a function of the pulse duration and wavelength is illustrated in Fig.8a. It is noted that a pulse duration increase leads to a decrease of the absorbed
energy which is reflected also on the reduced number of excitation carriers shown in the Supplementary Material [61]. This behaviour indicates that more energy is required to melt the material (i.e. $E_{DT}$ increases). Simulation results show that the damage threshold varies as $\sim \frac{E_p}{\lambda L}$ for pulse durations in the range [0.2 ps, 10 ps], where $\gamma(\lambda L) = 0.552, 0.562, 0.553$ for $\lambda L = 2.2 \mu m, 2.5 \mu m, 3.3 \mu m$, respectively. Similar power law dependencies have been deduced for Silicon and other materials after irradiation at lower wavelengths [49, 62-65]. On the other hand, it is noted that (inset in Fig.8d) for $\tau_p < 200$ fs, there is a deviation from the aforementioned power law dependency due to the influence of other characteristic times in the heating process such as the recombination and relaxation times. This behaviour is more enhanced at lower wavelengths $\lambda L = 2.2 \mu m$ and $\lambda L = 2.5 \mu m$.

To elaborate further on the dependence of $E_{DT}$ on the laser wavelength, it is important to examine this correlation with respect to the strength of the multiphoton excitation mechanisms as well as the factors that are capable to increase carrier excitation (i.e. impact ionisation). More specifically, two distinct cases were analysed: (i) $\beta_{TPA} = 0.25$ cm/GW, $\gamma_{TPA} = 0.020$ cm$^3$/GW$^2$ for $\lambda L = 2.2 \mu m$), (ii) $\beta_{TPA} = 0$ cm/GW, $\gamma_{TPA} = 0.0276$ cm$^3$/GW$^2$ (for $\lambda L = 2.5 \mu m$) and (iii) $\beta_{TPA} = 0$ cm/GW, $\gamma_{TPA} = 0.0017$ cm$^3$/GW$^2$ (for $\lambda L = 3.3 \mu m$) (Table I and [58]). Interestingly, previous reports in Silicon showed that for near infrared pulses, avalanche (impact) ionisation processes is the driving force for surface damage which leads to lower damage threshold for longer wavelengths [25]; that behaviour could not be explained if one-photon absorption mechanisms accounted for the damage [66]. To investigate whether similar arguments hold for irradiation with pulses in the mid-IR range, simulations have been also carried out [61]. Results provide a compelling proof that impact ionisation itself is sufficient to explain the initially surprising results that radiation with $\lambda L = 2.5 \mu m$ requires less fluence to damage the material than laser sources of $\lambda L = 2.2 \mu m$; by contrast, for irradiation with beams of $\lambda L = 3.3 \mu m$ in which a three photon absorption mechanism dominates, melting of the material occurs at higher fluences. The effect of impact ionization contribution to the (maximum) carrier change rate (quantity $\Delta N_c$ in Eq.1) is illustrated as a function of the laser wavelength and the pulse duration for the damage threshold fluences. Thus, simulation results manifest in a conclusive way that the level of carrier density excitation due to, predominantly, impact ionization produces different behaviour for the three wavelengths at higher $\tau_p$; this justifies the aforementioned argument that avalanche effects do contribute to higher damage thresholds for $\lambda L = 2.2 \mu m$ than for $\lambda L = 2.5 \mu m$. To explain, further though, the damage threshold curves for $\lambda L = 2.2 \mu m$ and $\lambda L = 2.5 \mu m$, one has also to look at the absorption rates for the two- and three-photon absorption mechanisms as well as the strength of $\gamma_{TPA}$. To estimate the contribution of the two- and three-photon absorption in the produced excited carrier distribution, simulations have been performed for $E_p = 0.1$ J/cm$^2$ for six different pulse durations (in the range $\tau_p$=0.1 ps to 0.6ps) for $\lambda L = 2.2 \mu m$ and $\lambda L = 2.5 \mu m$. Results in Fig.8b illustrate the maximum $T_L$ where simulations for the complete model ($\beta_{TPA} = 0.25$ cm/GW, $\gamma_{TPA} = 0.020$ cm$^3$/GW$^2$) are shown for $\lambda L = 2.2 \mu m$ and it is compared with $\beta_{TPA} = 0$ cm/GW, $\gamma_{TPA} = 0.020$ cm$^3$/GW$^2$. All cases are tested against theoretical results for $\lambda L = 2.5 \mu m$ ($\beta_{TPA} = 0$ cm/GW, $\gamma_{TPA} = 0.0276$ cm$^3$/GW$^2$). It is evident that for irradiation with for $\lambda L = 2.2 \mu m$, the two-photon absorption does not influence the maximum lattice.

![FIG. 8 (Color Online): (a) Damage threshold fluences $E_{DT}$ vs pulse duration. The inset shows an enhanced view of $E_{DT}$ for $\tau_p$ in the range [100 fs, 500 fs] points represent the simulated data values while lines are derived after fitting using a power law $\frac{E_p}{\lambda L}$, i.e. thick dashed line for $\lambda L = 2.2 \mu m$, solid line for $\lambda L = 2.5 \mu m$, and thin dashed line for $\lambda L = 3.3 \mu m$). (b) Lattice temperature for two-and three-photon absorption for $\lambda L = 2.2 \mu m$ and $\lambda L = 2.5 \mu m$ at $E_p=0.1$ J/cm$^2$. (x=y=z=0).](image)
temperature for \( \tau_p > 300 \) fs (for \( E_p=0.1 \) J/cm\(^2\)) and three-photon absorption dominates the excitation from the valence to the conduction band; by contrast it appears that the significance of the two-photon absorption rate is more enhanced at decreasing pulse duration. Similar conclusions can be reached if higher intensities can be achieved by increasing the fluence. More specifically, at higher fluences, two-photon processes play a more important role which is also projected on the produced enhanced lattice temperature with respect to the one for \( \beta_{\text{TPA}} = 0 \) cm/GW, \( \gamma_{\text{TPA}} = 0.0276 \) cm\(^2\)/GW\(^2\) for \( \lambda_L = 2.5 \) μm. On the other hand, as the pulse duration increases and exceeds \( \tau_p = 300 \) fs, the (almost minimum) influence of the two-photon absorption processes yield excitation predominantly through a three-photon absorption with \( \gamma_{\text{TPA}} = 0.020 \) cm\(^2\)/GW\(^2\); as this value gives smaller three-photon absorption rate for \( \lambda_L = 2.5 \) μm, the produced \( T_i \) is expected to be smaller than that for \( \lambda_L = 2.5 \) μm. This argument in conjunction with the enhanced impact ionization for \( \lambda_L = 2.5 \) μm can be used to explain the higher maximum lattice temperatures for \( \lambda_L = 2.5 \) μm than for \( \lambda_L = 2.2 \) μm which in turn accounts for the predicted larger threshold for \( \lambda_L = 2.2 \) μm (Fig.8a). By contrast, the above argument does not vary the order of the magnitudes of \( \lambda_L = 3.3 \) μm and \( \lambda_L = 2.5 \) μm (Fig.8a) as the three-photon absorption process for the latter wavelength is always stronger. This is also reflected on the impact ionization contribution to the excited carrier densities [61].

Certainly, it has to be noted that the aforementioned predictions require validation of the model with experimental results. Some experimental observations verify the agreement with our predictions for small wavelengths in the mid-IR region (for \( \lambda_L = 2.2 \) μm [67]); nevertheless, a more accurate conclusion will be drawn if more appropriately developed experimental (for example, time-resolved experimental) protocols are introduced to evaluate the damage thresholds at the onset of the transition. To the best of our knowledge, there are not similar reports with experimental results for the frequency range explored in this study.

There are also some yet unexplored issues that need to be addressed (i.e excitation in very short pulses, structural effects in extreme conditions, more accurate behaviour in ablation conditions, formation of voids inside the material after repetitive irradiation, role of incubation effects, etc.) before a complete picture of the physical processes that characterise heating of Silicon with femtosecond mid-IR laser pulses is attained. Nevertheless, the methodology presented in this work aimed to provide a first insight on the fundamental mechanisms in a previously unexplored area. Apart from the importance of elucidating the underlying mechanisms from a physical point of view, a deeper understanding of the thermal response of the material as well as the characteristics of electrodynamic effects (i.e. lifetime and extinction length of SP), will allow a systematic novel surface engineering with strong mid-IR fields.

V. CONCLUSIONS

A detailed theoretical work was presented that describes the ultrafast dynamics and thermal response following irradiation of Silicon with ultrashort pulsed lasers in the mid-IR range. Results demonstrated that the Kerr effect is important at lower wavelengths (~2.2 μm) and it leads to substantially large deviations to the maximum lattice temperature reached that it affects the damage threshold. Furthermore, it is shown that although the heated material is initially transparent, during the duration of the pulse the energy is confined in a less than ~ 100 nm depth.

A systematic analysis of the SP dispersion relation for mid-IR and comparison with results upon excitation with \( \lambda_L=800 \) nm revealed that irradiation in the IR region yielded SP that are weakly confined on the surface, exhibit longer lifetimes, and propagate on larger areas. These features can be potentially exploited to promote mid-IR-based technology to produce sensors, detectors or to present new capabilities in laser-based manufacturing.

Finally, theoretical predictions, also, revealed a \( \tau_p^{	op}(\lambda_L) \) (\( \zeta(\lambda_L) \approx 0.55 \)) dependence of the damage threshold for \( \tau_p > 100 \) fs. Moreover, analysis for \( \lambda_L=2.2 \) μm, manifests conclusively the enhanced role of the impact ionization contribution at longer pulse durations which yield eventually to a lower damage threshold for irradiation with laser pulses of \( \lambda_L=2.5 \) μm. Predictions resulting from the above theoretical approach demonstrate that unravelling new phenomena in the interaction of matter with mid-IR pulses can potentially set the basis for the development of new tools for non-linear optics and photonics for a large range of applications.
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a. Maximum carrier density vs. Pulse duration

The curves in Fig.S1 illustrate the correlation of the (maximum) carrier density as a function of the laser pulse duration at various wavelengths in the mid-IR spectral region. The fluence used to derive these curves is the damage threshold (Fig.8a).

![Graph showing carrier density vs. pulse duration at different wavelengths](image)

FIG. S1: (Maximum) Carrier density variation as a function of the pulse duration at different wavelengths for damage threshold conditions.

b. Impact ionization vs. Time

Simulation results for the temporal dependence of the impact ionization ($\theta N_e$) at three different wavelengths and $\tau_p = 100$ fs and $\tau_p = 500$ fs demonstrate the significant contribution to the carrier density changes. More specifically, for $\tau_p = 100$ fs, the impact ionization is larger as the laser wavelength increases. By contrast, for $\tau_p = 500$ fs (and without loss of generality for larger wavelengths), the impact ionization for $\lambda_L = 2.2$ $\mu$m is smaller than for $\lambda_L = 2.5$ $\mu$m while for $\lambda_L = 3.3$ $\mu$m it takes the smallest value. This behaviour
presented in Fig.S2 due to the contribution of the impact ionization at different wavelengths is used to explain the larger damage threshold fluence for $\lambda_L=2.2$ $\mu$m compared to that for $\lambda_L=2.5$ $\mu$m.

![FIG. S2: Impact ionization vs. time for $\tau_p = 100$ fs (a) and $\tau_p = 500$ fs (a) at different laser wavelengths ($E_p=0.1$ J/cm$^2$).](image)

c. Carrier density vs. Fluence

The curves in Fig.S3 illustrate the correlation of the carrier density as a function of the laser fluence at various wavelengths in the mid-IR spectral region.

![FIG. S3: (Maximum) Carrier density variation as a function of the laser fluence at different wavelengths. ($\tau_p = 100$ fs).](image)