Qualitative indicator functions for imaging crack networks using acoustic waves
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Abstract. We consider the problem of imaging a crack network embedded in some homogeneous background from measured multi-static far field data generated by acoustic plane waves. We propose two novel approaches that can be seen as extensions of linear sampling-type methods and that provide indicator functions which are sensitive to local cracks densities. The first approach uses multiple frequencies data to compute spectral signatures associated with artificially embedded localized obstacles. The second approach also exploits the idea of incorporating an artificial background but uses data for a single frequency. The indicator function is built using a similar concept as for differential sampling methods: compare the solution of the interior transmission problem for healthy inclusion with the one with embedded cracks. The performance of the methods is tested and discussed on synthetic examples and the numerical results are compared with the ones obtained using the classical factorization method.
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1 Introduction

We consider the problem of identifying a set of cracks embedded in some homogeneous background from measured far field data generated by acoustic plane waves. This type of problem has been extensively studied in the literature and we refer to [38, 18, 39, 1, 10, 35, 34, 43, 3, 40, 14, 16, 9, 11, 32] for an overview of some non-iterative methods that have been employed to solve this problem. We are interested here in cases where the cracks form a relatively dense network that may cause failure of most of these methods (due to important multiple scattering effects). In general, these methods would furnish an indicator function that only reveals a volumetric domain encompassing the cracks network. We propose and study two methods that would leverage this limitation and provide indicator functions that are sensitive to local densities of the cracks inside the network. These two methods belong to the family of so-called sampling methods (e.g. [28, 36]) and make use in particular of the Generalized Linear Sampling Method (GLSM) [8, 22]. In the case of inclusions with non empty interior, sampling methods fail if the interrogating frequency coincides with so called Transmission Eigenvalues (TEs) (that coincide with resonant frequencies in the case of non penetrable obstacles). Exploiting the failure of these methods at TEs, it has been shown in [21, 24, 20] that TEs can be computed from far field data, and moreover that the knowledge of these quantities can be used to infer qualitative information on the material [17, 24, 31, 33]. However, recovering sharp information from TEs is not an easy task for penetrable inclusions because they cannot be viewed as the spectrum of a selfadjoint operator. To overcome this difficulty, recent works [5, 23, 4, 26] suggested to rather consider a modified spectrum that we refer to as Relative Transmission Eigenvalues (RTEs) and that can still be computed from far field data. The original proposed idea consists in the introduction of
an artificial background that can be chosen by the observer. Then RTEs correspond to wavenumbers such that there exists an incident field for which the far field resulting from the effective background and the one resulting from the artificial background are arbitrarily close. The advantage of using RTEs is that they depend on the artificial background which can be fit as desired, in accordance with the problem under consideration. Hence choosing the appropriate setting for the artificial obstacle, such as the position, the geometry, whether the obstacle is penetrable or not and the corresponding refractive index or boundary conditions, can greatly simplify the link between the RTEs and the parameters of interest.

In this work we shall adapt the idea of RTE for crack monitoring perspectives. First, we point out that cracks have an empty interior and therefore TEs do not exist (according to their definition for volumetric inclusions). However, one can still define RTEs as long as the artificially included background contains inclusions with non empty interior. This is what we would like to exploit here to build indicator functions that are sensitive to the number of cracks inside the artificial inclusion. Considering the latter to be a non-penetrable obstacle $\Omega$ (with some prescribed boundary conditions), the RTEs then coincide with the eigenvalues of the Laplace operator with the boundary conditions on $\partial \Omega$ and the boundary conditions on the cracks intersecting $\Omega$. This indicates that these RTEs are sensitive to the number of cracks contained in $\Omega$. For instance, a monotonicity result can be easily shown for RTEs associated with new born cracks. As for TEs, we prove that RTEs can be determined from the multi-frequency data using an adaptation of the GLSM [8]. This leads to a first algorithm where the domain $\Omega$ is swept over the interrogated region and for each position, the computed RTEs are compared with RTEs associated with a crack free inclusion $\Omega$. The desired resolution of the method is determined by the size of $\Omega$ which is in return limited by the frequency band of the data (since it should contain at least the first RTE associated with $\Omega$).

A weak point of this first method is the relatively high numerical cost of the computations of RTEs associated to one artificial background. Since increasing the resolution (or equivalently, reducing the size of $\Omega$) requires to increase the number of considered artificial backgrounds, obtaining high resolution images may be prohibitive. To bypass this drawback, we suggest a second method which uses far field data at one fixed wavenumber. This alternative approach mixes the notion of artificial background with ideas from the Differential Linear Sampling Method [7]. Indeed we consider the same $\Omega$ as previously but instead of comparing RTEs, we compare the solutions of the corresponding transmission problems. We prove that a measure of the difference between these solutions can be obtained using the GLSM. This measure is indeed sensitive to the presence of the cracks but we are unable to obtain monotonicity results as for the first indicator function. The numerical results however indicate that the obtained indicator function is sensitive to the crack numbers inside $\Omega$. Varying $\Omega$ over the probed domain provide an image that reflects the density of the cracks.

The numerical implementation of both algorithms is presented in a simplified 2D setting. The performance of the two methods is tested and discussed on synthetic examples. Moreover, the numerical results are compared with the ones obtained using the Factorization Method (FM). We numerically observe the superiority of the second method for relatively sparse networks. When the crack network becomes dense, only the first method provides an indicator function that shows variations with respect to local densities of the cracks.

The outline of the paper is as follows. We first introduce in Section 2 the setting of the scalar inverse scattering problem for cracks. We also outline the Factorization Method and show expected numerical results on a representative targeted configuration. Section 3 is dedicated to the proposed imaging algorithms based on the notion of relative transmission eigenvalues. After defining these quantities, we show how they can be determined from measured multi-static and multi-frequency data. We then describe the associated algorithm and give some preliminary numerical validations. We present in Section 4 the method based on ideas from differential linear sampling method that uses muti-static data at a fixed frequency. After analyzing the method, we provide an extensive list of validating examples and make a comparison between the three inversion algorithms. Some technical results used in the proofs are given in an appendix.
2 Setting of the problem

![Figure 1: Example of setting in $\mathbb{R}^2$.](image)

We are interested in the scattering of waves by a collection of sound hard cracks in $\mathbb{R}^d$, with $d = 2$ or 3. Following [19], the cracks coincide with a portion $\Gamma$ of a smooth nonintersecting curve $(d = 2)$ or surface $(d = 3)$ that encloses a domain $D$ such that its boundary $\partial D$ is smooth. We assume that $\Gamma$ is an open set with respect to the induced topology on $\partial D$. We denote by $\nu$ the unit normal vector to $\partial D$ pointing to the exterior of $D$ (see Figure 1). To define traces and normal derivatives of functions on $\Gamma$, we use the following notation for all $x \in \Gamma$:

$$f^\pm(x) = \lim_{h \to 0^+} f(x \pm h\nu(x)) \quad \text{and} \quad \partial^\nu f(x) = \lim_{h \to 0^+} \nu(x) \cdot \nabla f(x \pm h\nu(x)).$$

Note that if $f$ is a function which is $\mathcal{H}^2$ in an open set containing $\Gamma$, we have $\partial^\nu_+ f = \partial^\nu_- f$ on $\Gamma$ and we simply write $\partial^\nu f$. We shall also work with the jump functions

$$[f] := f^+ - f^- \quad \text{and} \quad [\partial^\nu f] := \partial^\nu_+ f - \partial^\nu_- f. \quad (1)$$

Let $u_i$ be a smooth function satisfying $\Delta u_i + k^2 u_i = 0$ in $\mathbb{R}^d$ where $\Delta$ stands for the Laplace operator of $\mathbb{R}^d$ and where $k$ is the wavenumber proportional to the frequency. The scattering of $u_i$ by the cracks is described by the problem

$$\begin{align*}
\text{Find } u = u_i + u_s \text{ such that } \\
\Delta u + k^2 u &= 0 \quad \text{in } \mathbb{R}^d \setminus \Gamma \\
\partial^\nu_+ u &= 0 \quad \text{on } \Gamma \\
\lim_{R \to +\infty} \int_{|x|=R} \left| \frac{\partial u_s}{\partial r} - ik u_s \right|^2 ds(x) &= 0. 
\end{align*} \quad (2)$$

The last line of (2), in which $r = |x|$, is the so-called Sommerfeld radiation condition. For all $k^2 > 0$, Problem (2) has a unique solution $u$ belonging to $\mathcal{H}^1_{\text{loc}}(\mathbb{R}^d \setminus \Gamma)$. In this document, $\mathcal{H}^1_{\text{loc}}(\mathbb{R}^d \setminus \Gamma)$ denotes the set of functions which are in $H^1(O \setminus \Gamma)$ for all bounded domain $O \subset \mathbb{R}^d$ [27]. Far from the cracks, the scattered field $u_s$ behaves at first order like a cylindrical wave (resp. spherical wave) when $d = 2$ (resp. $d = 3$) and we have the expansion (see e.g. [27])

$$u_s(r\theta_s) = \eta_d e^{ikr} r^{-\frac{d-1}{2}} \left( u_s^\infty(\theta_s) + O(1/r) \right), \quad (3)$$

as $r = |x| \to +\infty$, uniformly in $\theta_s \in S^{d-1} := \{ \theta \in \mathbb{R}^d; \ |\theta| = 1 \}$. In (3) the constant $\eta_d$ is given by $\eta_d = e^{i\pi/4}/\sqrt{8\pi k}$ for $d = 2$ and by $\eta_d = 1/(4\pi)$ for $d = 3$. The function $u_s^\infty : S^{d-1} \to \mathbb{C}$ is called the farfield pattern of $u_s$ associated with $u_i$. When $u_i$ coincides with the incident plane wave $u_i(\cdot, \theta_i) := e^{ik\theta_i \cdot x}$, of direction of propagation $\theta_i \in S^{d-1}$, we denote respectively $u_s(\cdot, \theta_i)$, $u_s^\infty(\cdot, \theta_i)$ the corresponding scattered field and far field pattern. From the farfield pattern associated with one incident plane wave, by linearity we can define the farfield operator $F : L^2(S^{d-1}) \to L^2(S^{d-1})$ such that

$$(Fg)(\theta) = \int_{S^{d-1}} g(\theta_i) u_s^\infty(\theta_s, \theta_i) ds(\theta_i). \quad (4)$$

The function $Fg$ corresponds to the farfield pattern of $u_s$ defined in (2) with

$$u_i = v_g := \int_{S^{d-1}} g(\theta_i) e^{ik\theta_i \cdot x} ds(\theta_i). \quad (5)$$
We call Herglotz wave functions the incident fields of the above form. Our goal is to develop techniques to identify the cracks $\Gamma$ from the knowledge of $F : L^2(S^{d-1}) \to L^2(S^{d-1})$.

As mentioned in the introduction, sampling methods for crack monitoring purposes, such as the LSM or the FM, can already be found in the literature. However, these techniques turn out to be inefficient when it comes to image highly damaged backgrounds. We illustrate this point on numerical simulations where we implement the FM to recover sound-hard cracks coinciding with a set $\Gamma$. The method relies on the solving of the problem

$$(F_{\sharp})^{1/2}(g_L)(\hat{x}) = \Phi_\infty^L(\hat{x}) \quad \forall \hat{x} \in S^{d-1}. \quad (6)$$

In equation (6), the operator $F_{\sharp}$ is defined by

$$F_{\sharp} := |\text{Re}F| + \text{Im}F,$$

with $\text{Re}F := (F + F^*)/2$ and $\text{Im}F := (F - F^*)/(2i)$. The right hand side is defined by

$$\Phi_\infty^L(\hat{x}) = \int_L (-i k \hat{x} \cdot \nu(y) \alpha(y) + \beta(y)) e^{-i k \hat{x} \cdot y} ds(y),$$

where $\alpha$ and $\beta$ are given density functions. A chosen non intersecting curve $L$ is then part of the crack if and only if $\Phi_\infty^L \in \mathbb{R}(F_{\sharp}^{1/2})$. For more details on this method, we refer the reader to [38, 15]. Figure 2 illustrates the performance of the FM in a particular setting (we work with simulated data). We observe that the isolated cracks are relatively well recovered. However regions which concentrate too many cracks are poorly reconstructed. The use of higher wavenumber data should improve the results, as we try to point out in Figure 3. But in practice one might not have a priori information on the damage level of the probed background nor access to high wavenumber data.

In this work, we address this problematic by introducing new types of indicators which instead of giving the exact shape of cracks, focus on quantifying crack density.

**Figure 2:** Imaging of a simulated damaged background with the FM indicator. The reconstruction uses far field data generated at the wavelength $\lambda := 2\pi/k = 0.3$. The resolution of the image is set by the sampling points step $dz = 0.01$.

To proceed, we propose two methods relying on the notion of artificial backgrounds. The first one uses the concept of Relative Transmission Eigenvalues which has been introduced in [5, 6]. It will be presented in the next section and will allow us to quantify small crack aggregates. This technique requires data for a range of frequencies and its implementation is quite expensive. To overcome this drawback, we will present in Section 4 an alternative approach inspired by the Differential Linear Sampling Method of [7] which requires only data at one fixed wavenumber and fewer computations.

In our analysis, we will use several times a result on the factorization of the operator $F_{\sharp}$ defined in (7) that we recall here (which can be easily deduced from the analysis in [38] and the
Figure 3: Imaging of a simulated damaged background with the FM indicator. The reconstruction uses far field data generated at the wavelength $\lambda = 0.05$. The resolution of the image is set by the sampling points step $dz = 0.01$.

abstract theory for the factorization method as in [37, 22]). First, define the Herglotz operator $\mathcal{H}_\Gamma : L^2(S^{d-1}) \to H^{-1/2}(\Gamma)$ such that

$$\mathcal{H}_\Gamma g = \partial_\nu v_g|_\Gamma,$$

where $v_g$ appears in (5).

**Proposition 2.1.** Assume that $k^2$ is such that $\mathcal{H}_\Gamma : L^2(S^{d-1}) \to H^{-1/2}(\Gamma)$ is injective. Then we have the factorization

$$F_\sharp = \mathcal{H}_\Gamma^* \mathcal{T}_\Gamma \mathcal{H}_\Gamma,$$

where the bounded operator $\mathcal{T}_\Gamma : H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma)$ is such that there is $c > 0$ such that

$$\forall \varphi \in H^{-1/2}(\Gamma), \quad \langle \varphi, \mathcal{T}_\Gamma \varphi \rangle_\Gamma \geq c \| \varphi \|^2_{H^{-1/2}(\Gamma)}.$$

Here $\langle \cdot, \cdot \rangle_\Gamma$ denotes the duality pairing in $H^{-1/2}(\Gamma) \times H^{1/2}(\Gamma)$.

**Remark 2.2.** By assumption, $\Gamma$ coincides with a portion of the boundary of a smooth domain $D$. When $\partial D$ is analytic, from the results concerning zeros of analytic functions, we infer in particular that $\mathcal{H}_\Gamma : L^2(S^{d-1}) \to H^{-1/2}(\Gamma)$ is injective when $k^2$ is a not a Neumann eigenvalue of the Laplace operator in $D$.

### 3 Quantification of crack density using Relative Transmission Eigenvalues

In the article [5], it was proposed to work with relative far field data obtained by considering the difference between the measured far fields and some computed far fields corresponding to an artificial background. This was done in the context of the determination of the features of a penetrable obstacle via the use of the so-called transmission eigenvalues as spectral signatures. The motivation for introducing these relative far field data was to simplify the associated interior transmission problem in order to facilitate the reconstruction. In our setting, the use of artificial backgrounds is especially interesting because it will allow us to define a transmission problem which usually does not exist for scatterers of empty interior. After defining the relative far field operator, we will derive an associated boundary eigenvalue problem whose spectrum is shown to carry straightforward information on the cracks. Furthermore it will be shown that the spectrum can be computed from collected far field data at multiple frequencies. The possibility to quantify small crack aggregates with this spectrum will be illustrated by some numerical simulations.
3.1 Relative Transmission Eigenvalues

Let $\Omega \subset \mathbb{R}^d$ be a given bounded domain with a smooth boundary whose complement $\Omega^c$ is connected. This domain, which is chosen by the observer, should be seen as an artificial impenetrable obstacle. To simplify the presentation of the theory, we shall assume the cracks do not meet the boundary of the artificial obstacle. More precisely, we assume that $\Gamma \cap \partial \Omega = \emptyset$. Note however that the cracks can be inside and/or outside $\Omega$. Consider the scattering problem

\[
\begin{align*}
\text{Find } u_b &= u_i + u_{b,s} \quad \text{such that} \\
\Delta u_b + k^2 u_b &= 0 \quad \text{in } \mathbb{R}^d \setminus \overline{\Omega}, \\
\partial_{\nu}^\perp u_b &= 0 \quad \text{on } \partial \Omega \\
\end{align*}
\]

(10)

Here the radiation condition is the same as in (2). For all $k^2 > 0$, Problem (10) has a unique solution $u_b \in H^1_{\text{loc}}(\mathbb{R}^d \setminus \overline{\Omega})$ [27]. When $u_i$ coincides with the incident plane wave $u_i(\cdot, \theta_i) = e^{ik\theta_i \cdot x}$, of direction of propagation $\theta_i \in S^{d-1}$, we denote respectively $u_{b,s}(\cdot, \theta_i)$, $u_{b,s}^\infty(\cdot, \theta_i)$ the corresponding scattered field and far field pattern (see the expansion in (3)). From the farfield pattern, we define by linearity the farfield operator $F^b : L^2(S^{d-1}) \to L^2(S^{d-1})$ such that

\[
(F^b g)(\theta_s) = \int_{S^{d-1}} g(\theta_i) u_{b,s}^\infty(\theta_s, \theta_i) \, ds(\theta_i).
\]

Finally we define the relative farfield operator $F^r : L^2(S^{d-1}) \to L^2(S^{d-1})$ as

\[
F^r := F - F^b.
\]

(11)

In practice, $F$ is obtained from the measurements while $F^b$ has to be computed by solving numerically (10) for a given $\Omega$.

In what follows, we will be interested in the values of $k^2 > 0$ for which there is a non zero $u_i \in L^2_{\text{loc}}(\mathbb{R}^d)$ satisfying $\Delta u_i + k^2 u_i = 0$ in $\mathbb{R}^d$ and such that the corresponding $u_s$, $u_{b,s}$ defined via (2), (10) are such that $u_s^\infty = u_{b,s}^\infty$. In other words, we are interesting in general incident fields such that the associated far field of the scattered fields for the cracks and for the artificial obstacle coincide. In such a case, from the Rellich lemma, this implies $u_s = u_{b,s}$ in $\mathbb{R}^d \setminus (\overline{\Omega} \cup \Gamma)$ and so $u = u_i + u_s$ must coincide with $u_b = u_i + u_{b,s}$ in $\mathbb{R}^d \setminus (\overline{\Omega} \cup \Gamma)$. Since $u_{b,s} = 0$ on $\partial \Omega$, we then have

\[
\begin{align*}
\Delta u + k^2 u &= 0 \quad \text{in } \Omega \setminus \overline{\Gamma} \\
\partial_{\nu}^\perp u &= 0 \quad \text{on } \Gamma \cap \Omega \\
u &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

(12)

**Definition 3.1.** We say that $k^2 > 0$ is a Relative Transmission Eigenvalue (RTE) if Problem (12) admits a non zero solution $u \in H^1(\Omega \setminus \overline{\Gamma})$.

Let us make a first simple observation: if the chosen artificial obstacle $\Omega$ is such that $\overline{\Gamma} \cap \Omega = \emptyset$, then the RTEs coincide with the spectrum of the problem

\[
\begin{align*}
\Delta u + k^2 u &= 0 \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega
\end{align*}
\]

(13)

which can be computed independently from the data (it suffices to compute the eigenvalues of the Dirichlet Laplacian in $\Omega$). It will be shown in the next paragraph that the spectrum of (12) can be computed from far field data. Consequently it is possible to determine whether $\overline{\Gamma} \cap \Omega$ is empty or not by comparing the spectra of (12) and (13). Using this result and sweeping the probed region with a collection of artificial obstacles $\Omega$, we can then identify the cracks $\Gamma$. Note that with this approach, the resolution of the image is directly related to the size of $\Omega$.,
To improve the quality of the reconstruction, one can also use a result of monotonicity for the spectrum of (13) with respect to the size of the cracks that we describe now. Classical results concerning linear self-adjoint compact operators guarantee that the spectrum of (12) is made of real positive isolated eigenvalues of finite multiplicity $0 < k_1^2 \leq k_2^2 \leq \cdots \leq k_p^2 \leq \cdots$ (the numbering is chosen so that each eigenvalue is repeated according to its multiplicity). Moreover, there holds $\lim_{p \to +\infty} k_p^2 = +\infty$ and we have the min-max formulas

$$k_p^2 = \min_{E_p \subset \mathcal{E}_p} \max_{v \in E_p \setminus \{0\}} \frac{\|\nabla v\|_{L^2(\Omega)}^2}{\|v\|_{L^2(\Omega)}^2},$$

Here $\mathcal{E}_p$ denotes the set of subspaces $E_p$ of $\{ \varphi \in H^1(\Omega \setminus \Gamma) \mid \varphi = 0 \text{ on } \partial \Omega \}$ of dimension $p$. As a consequence, if $(\Gamma \cap \Omega) \subset (\bar{\Gamma} \cap \Omega)$ and if we denote by $k_p^2$ the eigenvalues of (12) with $\Gamma$ replaced by $\bar{\Gamma}$, we obtain $k_p^2 \geq \tilde{k}_p^2$ for all $p \in \mathbb{N}^* := \{1, 2, \ldots \}$. Such a result is interesting to get an idea of how damaged is a material in presence of a dense network of cracks. In order to state our results below, we will have to exclude certain values of $k^2$, coinciding with a subset of RTEs.

**Definition 3.2.** Particular RTEs $k^2 > 0$ for which one of the corresponding eigenfunctions is of the form $u = v_g$ in $\Omega \setminus \Gamma$, where $v_g$ is a Herglotz wave defined by (5), are called Relative Non Scattering Eigenvalues (RNSEs).

**Remark 3.3.** The condition $u = v_g$ in $\Omega \setminus \Gamma$ means that the eigenfunction of (12) can be extended to a Herglotz wave in the whole space. This is a rather restrictive condition and it has been shown that such $k^2$ do not exist in certain contexts close to the one considered here (see [13, 42, 29, 30, 25, 12]).

Before proceeding, we state a factorization result of the operator $F^b$ that will be useful in the analysis. Its classical proof can be found in [37]. Define the operator $H_{\partial \Omega} : L^2(S^{d-1}) \to H^{-1/2}(\partial \Omega)$ such that

$$H_{\partial \Omega} g = \partial_\nu u_b|_{\partial \Omega},$$

where $u_b$ is the total field defined in (5) with $u_i = v_g$. Similarly to $F^1_i$ in (7), we introduce

$$F^b_\nu := |\Re F^b| + \Im F^b.$$

**Proposition 3.4.** Assume that $k^2$ is not a Dirichlet eigenvalue of problem (13). Then we have the factorization

$$F^b_\nu = H_{\partial \Omega}^* T_{\partial \Omega} H_{\partial \Omega},$$

where the bounded operator $T_{\partial \Omega} : H^{-1/2}(\partial \Omega) \to H^{1/2}(\partial \Omega)$ is such that there is $c > 0$ such that

$$\forall \varphi \in H^{-1/2}(\partial \Omega), \quad \langle \varphi, T_{\partial \Omega} \varphi \rangle_{\partial \Omega} \geq c \|\varphi\|_{H^{-1/2}(\partial \Omega)}^2.$$

Here $\langle \cdot, \cdot \rangle_{\partial \Omega}$ denotes the duality pairing in $H^{-1/2}(\partial \Omega) \times H^{1/2}(\partial \Omega)$.

### 3.2 Computation of the Relative Transmission Eigenvalues from the data

In this paragraph, we explain how to compute RTEs from the data. The results justifying the method are the Theorems 3.7 and 3.8 below. The idea is similar to the one used to characterize classical transmission eigenvalues from the knowledge of the far field operator $F$ (see [21]). We start by writing a factorization of the relative operator $F^r$. For $g \in L^2(S^{d-1})$, consider the incident field $u_i = v_g$ as in (5). Denote $u, u_b$ the total fields defined respectively via (2), (10) and set

$$w := \begin{cases} u - u_b & \text{in } \mathbb{R}^d \setminus \overline{\Omega} \\ u & \text{in } \Omega. \end{cases}$$


With such a definition, we have \( w^\infty = F^\nu g \) where \( w^\infty \) stands for the far field pattern of \( w \). The function \( w \) solves the problem

\[
\begin{align*}
\Delta w + k^2 w &= 0 \quad \text{in } \mathbb{R}^d \setminus \Gamma, \\
\partial_n^+ w &= 0 \quad \text{on } \Gamma \cap \Omega, \\
\partial_n^+ w &= -\psi_2 \quad \text{on } \Gamma \cap \Omega^c,
\end{align*}
\]

where \( \psi_1 = \partial_n^+ u_b|_{\partial \Omega} \) and \( \psi_2 = \partial_n u_b|_{\Gamma \setminus \Omega^c} \). Note that on \( \partial \Omega \), the unit vector \( \nu \) is directed to the exterior of \( \Omega \). On \( \partial \Omega \), the quantities \([\cdot]_\nu\) and \( [\partial_n \cdot] \) are then defined as in (1). Consider the space \( Y := \mathcal{H}^{-1/2}(\partial \Omega) \times \mathcal{H}^{-1/2}(\Gamma \cap \Omega^c) \), endowed with the natural norm that we denote \( \| \cdot \|_Y \), and introduce the operators

\[
H^\nu : L^2(S^{d-1}) \to Y, \quad g \mapsto (\partial_n^+ u_b|_{\partial \Omega}, \partial_n u_b|_{\Gamma \cap \Omega^c}),
\]

where \( u_b \) is the solution of (10) with \( u_i = v_g \). Define also

\[
G^\nu : Y \to L^2(S^{d-1}), \quad (\psi_1, \psi_2) \mapsto w^\infty,
\]

where \( w^\infty \) is the far field pattern of the solution of (16). The following factorization of \( F^\nu \) is then straightforward

\[
F^\nu = G^\nu H^\nu.
\]

For \( z \in \mathbb{R}^d \), introduce \( \Phi_z \) the outgoing Green function which solves \( \Delta \Phi_z + k^2 \Phi_z = -\delta_z \) in the sense of distributions of \( \mathbb{R}^d \) and such that

\[
\Phi_z(x) = \frac{i}{4} J_0(k|x - z|) + i Y_0(k|x - z|) \quad \text{if } d = 2; \quad \Phi_z(x) = \frac{1}{4\pi} e^{ix |x - z|} \quad \text{if } d = 3.
\]

Here \( J_0 \) and \( Y_0 \) are respectively the Bessel functions of order zero of first kind and of second kind. It is known that the far field pattern of \( \Phi_z \) is the function \( \Phi_z^\infty \) such that \( \Phi_z^\infty(\theta_s) = e^{-ik z \cdot \theta_s} \) for \( \theta_s \in S^{d-1} \). We begin with the simple but fundamental following result.

**Proposition 3.5.** Assume that \( k^2 \) is not a RTE. Then \( \Phi_z^\infty \in \text{Range } G^\nu \) if and only if \( z \in \Omega \).

**Proof.** First consider some \( z \in \Omega \). When \( k^2 \) is not a RTE, the problem

\[
\begin{align*}
\Delta w + k^2 w &= 0 \quad \text{in } \Omega \setminus \Gamma, \\
\partial_n^+ w &= 0 \quad \text{on } \Gamma \cap \Omega, \\
w &= \Phi_z \quad \text{on } \partial \Omega.
\end{align*}
\]

admits a unique solution \( w \in H^1(\Omega \setminus \Gamma) \). Extend \( w \) by \( \Phi_z \) in \( \mathbb{R}^d \setminus (\overline{\Omega} \cup \Gamma) \). Then \( w \) is a solution to (16) with \( \psi_1 = \partial_n(w - \Phi_z)|_{\partial \Omega} \) and \( \psi_2 = -\partial_n \Phi_z|_{\Gamma \cap \Omega^c} \), which shows that \( \Phi_z^\infty \in \text{Range } G^\nu \).

Now let \( z \in \mathbb{R}^d \setminus \Omega \). Assume that there exists \( (\psi_1, \psi_2) \in Y \) such that \( G^\nu(\psi_1, \psi_2) = \Phi_z^\infty \). By the Rellich lemma, we then have \( w = \Phi_z \) in \( \mathbb{R}^d \setminus (\overline{\Omega} \cup \Gamma) \) where \( w \) is the solution to (16). This leads to a contradiction due to the singular behaviour of \( \Phi_z \) because \( w \) is in \( H^1_{\text{loc}}(\mathbb{R}^d \setminus \Gamma) \). \( \Box \)

We now introduce a quantity that will serve as a penalization term below in the minimization of the functional \( J_b^\nu \) (see (30)). We emphasize that it is a crucial ingredient in the two methods we propose. For \( g \in L^2(S^{d-1}) \), set

\[
P(g) := (F^2 g, g)_{L^2(S^{d-1})} + (F_b^0 g, g)_{L^2(S^{d-1})}.
\]

First, we show that \( P(g) \) is equivalent to \( ||H^\nu g||_Y \). In the following, \( c, C > 0 \) denote generic constants whose value may change from one line to another but remains independent from \( g \in L^2(S^{d-1}) \).
Lemma 3.6. Assume that $k^2$ is not a Dirichlet eigenvalue of problem (13) and that $\mathcal{H}_\Gamma : L^2(S^{d-1}) \to H^{-1/2}(\Gamma)$ is injective. Then there exist constants $c, C > 0$ such that for all $g \in L^2(S^{d-1})$, we have
\[
c\|H^r g\|^2_Y \leq \|H\partial_\Gamma g\|^2_{H^{-1/2}(\partial \Omega)} + \|H\tau g\|^2_{H^{-1/2}(\Gamma)} \leq C\|H^r g\|^2_Y.
\] (21)

Here $H^r, H\partial\Omega, H\Gamma$ are respectively defined in (17), (15), (8). This implies in particular that
\[
c'\|H^r g\|^2_Y \leq P(g) \leq C'\|H^r g\|^2_Y
\] for some constants $c', C' > 0$ independent from $g \in L^2(S^{d-1})$.

Proof. For $g \in L^2(S^{d-1})$, let $u_b$ be the solution of (10) with $u_i = v_g$. Let us start by establishing the first inequality of (21). By definition, we have
\[
\|H^r g\|^2_Y = \|\partial_\nu u_b\|^2_{H^{-1/2}(\partial \Omega)} + \|\partial_\nu u_b\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)}
\] (23)

Since $u_b = v_g + u_{b,s}$, we can write
\[
\|\partial_\nu u_b\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} \leq \|\partial_\nu v_g\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} + \|\partial_\nu u_{b,s}\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} \leq \|H\partial_\Gamma g\|^2_{H^{-1/2}(\Gamma)} + \|\partial_\nu u_{b,s}\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)}.
\] (24)

The scattered field $u_{b,s}$ associated with (10) admits the integral representation, for $x \in \mathbb{R}^d \setminus \overline{\Omega}$,
\[
u_{\partial \Gamma}(x) = \int_{\partial \Omega} \partial_\nu \Phi(x,y) u_{b,s}(y) - \Phi(x,y) \partial_\nu^+ u_{b,s}(y) ds(y) = \int_{\partial \Omega} \partial_\nu \Phi(x,y)(u_{b,s} + v_g)(y) - \Phi(x,y) \partial_\nu^+(u_{b,s} + v_g)(y) ds(y)
\] (25)

Note that the second line above has been obtained from the first one thanks to a simple integration by parts. The continuity properties of single layer potentials (see [41, Theorem 6.11]) then imply that
\[
\|\partial_\nu u_{b,s}\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} \leq C\|\partial_\nu^+ u_b\|^2_{H^{-1/2}(\partial \Omega)} = C\|H\partial_\Gamma g\|^2_{H^{-1/2}(\partial \Omega)}.
\] (26)

Consequently, since $v_g = u_b - u_{b,s}$, we can write
\[
\|\partial_\nu v_g\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} \leq C\left(\|\partial_\nu u_b\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} + \|\partial_\nu^+ u_b\|^2_{H^{-1/2}(\partial \Omega)}\right).
\] (27)

Inserting (27) in (24) and (24) in (23), we get the first inequality of (21).

Let us prove the second estimate of (21). Since there holds $\Delta v_g + k^2 v_g = 0$ in $\Omega$, when $k^2$ is not a Dirichlet eigenvalue for the Laplace operator in $\Omega$, we can write
\[
\|\partial_\nu v_g\|^2_{H^{-1/2}(\Gamma \cap \Omega^c)} \leq C\|\Delta v_g\|^2_{L^2(\Omega)} + \|v_g\|^2_{H^1(\Omega)} \leq C\|v_g\|^2_{H^{1/2}(\partial \Omega)}.
\] (28)

But on $\partial \Omega$, there holds $v_g = -u_{b,s}$ and again from the continuity properties of single layer potentials, from (25), we get
\[
\|v_g\|^2_{H^{1/2}(\partial \Omega)} = \|u_{b,s}\|^2_{H^{1/2}(\partial \Omega)} \leq C\|\partial_\nu^+ u_b\|^2_{H^{-1/2}(\partial \Omega)} = C\|H\partial_\Gamma g\|^2_{H^{-1/2}(\partial \Omega)}.
\] (29)

Gathering (27), (28) and (29), we obtain
\[
\|H\Gamma g\|^2_{H^{-1/2}(\Gamma)} = \|\partial_\nu v_g\|^2_{H^{-1/2}(\Gamma)} \leq C\|H\partial_\Gamma g\|^2_{H^{-1/2}(\partial \Omega)} \leq C\|H^r g\|^2_Y.
\]
This is enough to conclude to the first inequality of (22).

Finally, from the factorization results of Propositions 2.1 and 3.4, we can write
\[
\begin{align*}
\|H_{\partial\Omega}g\|_{H^{-1/2}(\partial\Omega)}^2 & \leq \langle H_{\partial\Omega}g, T_{\partial\Omega}H_{\partial\Omega}g \rangle_{\partial\Omega} = ((F^b)^2g,g)_{L^2(S^{d-1})} \\
\|H_{\Gamma}g\|_{H^{-1/2}(\Gamma)}^2 & \leq \langle H_{\Gamma}g, T_{\Gamma}H_{\Gamma}g \rangle_{\Gamma} = (F^Tg,g)_{L^2(S^{d-1})}.
\end{align*}
\]
Summing these two lines and using (21) provides the first inequality of (22). From the continuity properties of the operators $T_{\partial\Omega}$, $T_{\Gamma}$ we obtain
\[
\begin{align*}
((F^b)^2g,g)_{L^2(S^{d-1})} & \leq C \|H_{\partial\Omega}g\|_{H^{-1/2}(\partial\Omega)}^2 \\
(F^Tg,g)_{L^2(S^{d-1})} & \leq C \|H_{\Gamma}g\|_{H^{-1/2}(\Gamma)}^2.
\end{align*}
\]
Combining these estimates and (21) gives the second inequality of (22).

Now we have all the ingredients to show that RTEs can be determined from $F^r$. Let $(\alpha_n)$ be a sequence of positive numbers such that $\lim_{n \to +\infty} \alpha_n = 0$. For a given $z \in \Omega$ and $n \in \mathbb{N}$, define the functional $J^n_z : L^2(S^{d-1}) \to \mathbb{R}$ such that
\[
J^n_z(g) := \alpha_n P(g) + \|F^r g - \Phi_z^\infty\|_{L^2(S^{d-1})}^2
\]
where $P(g)$ is defined by (20). Set
\[
j^n_z := \inf_{g \in L^2(S^{d-1})} J^n_z(g) \geq 0
\]
and introduce a sequence $(g^n_z)_{n \in \mathbb{N}}$ of elements of $L^2(S^{d-1})$ such that for all $n \in \mathbb{N}$,
\[
J^n_z(g^n_z) \leq j^n_z + \alpha^n_n.
\]
The power exponent $\eta$ is chosen such that $\eta > 1$. Roughly speaking, for almost every $z \in \Omega$, we will show that the quantity $\lim_{n \to +\infty} P(g^n_z)$ takes infinite values if and only if $k$ is a RTE. We split this result in Theorems 3.7 and 3.8 below.

**Theorem 3.7.** Assume that $k^2$ is not a RTE nor a Dirichlet eigenvalue of problem (13). Assume also that $H_{\Gamma} : L^2(S^{d-1}) \to H^{-1/2}(\Gamma)$ is injective. Then for all $z \in \Omega$, the sequence $(P(g^n_z))$ remains bounded as $n \to +\infty$.

**Proof.** Consider a point $z \in \Omega$. From the definitions of $J^n_z$, $g^n_z$ and $j^n_z$, there holds
\[
\alpha_n P(g^n_z) \leq J^n_z(g^n_z) \leq j^n_z + \alpha^n_n.
\]
According to Proposition 3.5, there exists $\varphi_z \in \mathbb{Y}$ such that $G^r \varphi_z = \Phi_z^\infty$. Using the fact that the range of $H^r$ is dense in $\mathbb{Y}$ (see Proposition 4.5 in Appendix), there exists $\psi_n \in L^2(S^{d-1})$ such that $\|H^r \psi_n - \varphi_z\|_{\mathbb{Y}}^2 < \alpha_n$. The continuity of $G^r : \mathbb{Y} \to L^2(S^{d-1})$ then allows us to write
\[
j^n_z \leq J^n_z(\psi_n) = \alpha_n P(\psi_n) + \|F^r \psi_n - \Phi_z^\infty\|_{L^2(S^{d-1})}^2 \leq \alpha_n P(\psi_n) + \|G^r\|^2 \|H^r \psi_n - \varphi_z\|_{\mathbb{Y}}^2 \leq \alpha_n (P(\psi_n) + \|G^r\|^2).
\]
Inserting (34) in (33) and using Lemma 3.6, we conclude that
\[
P(g^n_z) \leq (C_2 \|H^r \psi_n\|_{\mathbb{Y}}^2 + \|G^r\|^2) + \alpha^n_n.
\]
This guarantees that $(P(g^n_z))$ remains bounded as $n \to +\infty$ (note that $\|H^r \psi_n\|_{\mathbb{Y}}^2 \leq \|\varphi_z\|_{\mathbb{Y}}^2 + \alpha_n$).

The final ingredient allowing us to obtain a method to compute RTEs is the following result complementary to the previous one.
Theorem 3.8. Assume that \( k^2 \) is a RTE but not a Dirichlet eigenvalue of (13) and not a RNSE. Assume also that \( H_1 : L^2(\mathbb{S}^{d-1}) \rightarrow H^{-1/2}(\Gamma) \) is injective. Then for all non empty open set \( \mathcal{O} \subset \Omega \), the function \( z \mapsto \liminf_{n \to +\infty} P(g_n^z) \) is not bounded in \( \mathcal{O} \).

Proof. We proceed by using a contradiction argument. Without lost of generality, we assume that \( \overline{\mathcal{O}} \subset \Omega \setminus \Gamma \) (otherwise work with a subset of \( \mathcal{O} \)). Assume that exists \( M > 0 \) such that for all \( z \in \mathcal{O} \), there holds

\[
\liminf_{n \to +\infty} P(g_n^z) \leq M.
\]

Pick \( z \in \mathcal{O} \). The result of Lemma 3.6, which requires that \( k^2 \) is not a Dirichlet eigenvalue of (13) implies that \( (H'g_n^z) \) is bounded in \( Y \). As a consequence, there is a subsequence, also denoted \( (g_n^z) \), such that \( (H'g_n^z) \) weakly converges in \( Y \) to a limit denoted \( \psi_z \). Since the operator \( G' : Y \rightarrow L^2(\mathbb{S}^{d-1}) \) is compact (Proposition 4.6 in Appendix), we deduce that \( (G'H'g_n^z) = (G'g_n^z) \) converges to \( G'\psi_z \).

Let us show that \( (F'r_n^z) \) converges to \( \Phi^\infty_z \) as \( n \to +\infty \). Using the fact that the range of \( F'^r \) is dense in \( L^2(\mathbb{S}^{d-1}) \) when \( k^2 \) is not a RNSE (Proposition 4.7 in Appendix), for any \( \varepsilon > 0 \), we can find \( g \in L^2(\mathbb{S}^{d-1}) \) such that \( \|F'r_n^z - \Phi^\infty_z\|^2_{L^2(\mathbb{S}^{d-1})} \leq \varepsilon \). By definition of \( j_n^z \) (see (31)), then we have

\[
j_n^z \leq \alpha_n P(g) + \varepsilon,
\]

which is enough to conclude that \( \lim_{n \to +\infty} j_n^z = 0 \). From (33), we infer that

\[
\lim_{n \to +\infty} J_n^z(g_n^z) = \alpha_n P(g_n^z) + \|F'r_n^z - \Phi^\infty_z\|^2_{L^2(\mathbb{S}^{d-1})} = 0.
\]

Since \( (P(g_n^z)) \) is bounded and \( (\alpha_n) \) tends to zero, this implies that \( (F'r_n^z) \) converges to \( \Phi^\infty_z \) in \( L^2(\mathbb{S}^{d-1}) \).

Thus we have \( G'\psi_z = \Phi^\infty_z \). Now by definition of \( G' \), there exists a solution \( w_z \) of (16) such that \( w_z^\infty = \Phi^\infty_z \). The Rellich’s Lemma implies that \( w_z \) satisfies the following equations,

\[
\begin{aligned}
\Delta w_z + k^2 w_z &= 0 \quad \text{in } \Omega \setminus \Gamma, \\
\frac{\partial w_z}{\partial \nu} &= 0 \quad \text{on } \Gamma \cap \Omega,
\end{aligned}
\]

where \( w_z \) is a RTE. Let \( w_0 \neq 0 \) be an eigenfunction of (12). Multiplying the first equation of (35) by \( w_0 \) and integrating by parts, using also that \( \frac{\partial w}{\partial \nu} = \frac{\partial^+ w}{\partial^+ \nu} = 0 \) on \( \Gamma \cap \Omega \), we get

\[
0 = \int_{\partial\Omega} \frac{\partial}{\partial \nu} w_0 w_z - w_0 \frac{\partial}{\partial \nu} w_z \, ds = \int_{\partial\Omega} \frac{\partial}{\partial \nu} w_0 w_z \, ds = \int_{\partial\Omega} \frac{\partial}{\partial \nu} w_0 \Phi_z - w_0 \frac{\partial}{\partial \nu} \Phi_z \, ds.
\]

The Green’s representation theorem together with this last equation imply that for all \( z \in \mathcal{O} \), we have

\[
w_0(z) = \int_{\Gamma \cap \Omega} [w_0] \frac{\partial}{\partial \nu} \Phi_z \, ds(x) - \int_{\Gamma \cap \Omega} [\frac{\partial}{\partial \nu} w_0] \Phi_z \, ds(x).
\]

The right hand side of (36) is an outgoing solution of the Helmholtz equation in \( \mathbb{R}^d \setminus (\overline{\Gamma} \cap \Omega) \) which coincides with \( w_0 \) in \( \mathcal{O} \). From the unique continuation principle, we infer that it coincides with \( w_0 \) in \( \Omega \setminus \Gamma \). Since we have \( w_0 = 0 \) on \( \partial\Omega \), we deduce that the right hand side of (36) is null. And so \( w_0 \) must be zero in \( \mathcal{O} \). Again from the unique continuation principle, this implies \( w_0 = 0 \) in \( \Omega \setminus \Gamma \) which yields a contradiction.

\[\square\]

Remark 3.9. Theorems 3.7 and 3.8 suggest that RTEs correspond to values of \( k^2 \) for which peaks are observed in the curve

\[
f : k \mapsto \int_{\mathcal{O}} P(g_n^z) \, dz
\]

for large values of \( n \) and any non empty open set \( \mathcal{O} \subset \Omega \). Note however that rigorously the above theorems require that \( k^2 \) is not a Dirichlet eigenvalue of (13) nor a RNSE.
3.3 Description of the identification algorithm

Let $F(k), k \in [k_m; k_M]$, be a collection of far field operators associated with the initial problem (2) (scattering by cracks). For a discrete set of sampling points $T \subset \mathbb{R}^d$ covering the probed area, we consider the collection of artificial backgrounds $(\Omega_t)_{t \in T}$ defined by $\Omega_t := B(t, \rho)$ where $B(t, \rho)$ is the ball centered at $t$ of radius $\rho > 0$. First, we compute the far field pattern $F^t(k)$ for $k \in [k_m; k_M]$. To proceed, we need to solve the scattering problem (10). But since $\Omega_t$ is a ball, this can be done analytically in a quite cheap way. Thus we have access to $F^t(k) = F(k) - F^0(k)$. Then for all $k \in [k_m; k_M]$, for all $z \in \Omega_t$, we approximate the solution of the far field equation $F^t(k)g = \Phi_z^\infty$ by computing $g_z^t(k)$ (see (32)) for small values of $\alpha_n > 0$. Plotting the curve

$$\mathcal{E}^n_t : k \mapsto \int_{\Omega_t} P(g_z^t(k)) \, dz$$

and identifying the peaks as $n \to +\infty$ allows us to get the spectrum of Problem (12). Below, we only compare the list of the eigenvalues of (12) contained in $[k_m^2; k_M^2]$ with the list of eigenvalues of (13) contained in the same interval. We denote them respectively by $\sigma_T(\Omega_t)$ and $\sigma_0(\Omega_t)$. Note that the reference list of eigenvalues $\sigma_0(\Omega_t)$ is independent of $t$ and can be computed once for all. However it depends on $\rho$ and it is better to choose $k_m, k_M$ such that $\sigma_0(\Omega_t) \neq \emptyset$. Then we have the following result

$$\sigma_T(\Omega_t) \neq \sigma_0(\Omega_t) \quad \Rightarrow \quad \Gamma \cap \Omega_t \neq \emptyset.$$

This criteria can be implemented in practice by defining

$$d(\sigma_T(\Omega_t), \sigma_0(\Omega_t)) := \max_{k^2 \in \sigma_T(\Omega_t) \setminus \sigma_0(\Omega_t)} \min_{k^2 \in \sigma_0(\Omega_t)} \left| k^2 - k^2_0 \right| + \max_{k^2 \in \sigma_0(\Omega_t) \setminus \sigma_T(\Omega_t)} \min_{k^2 \in \sigma_T(\Omega_t)} \left| k^2 - k^2_0 \right|. \quad (39)$$

Then we have $d(\sigma_T(\Omega_t), \sigma_0(\Omega_t)) = 0$ if and only if $\sigma_T(\Omega_t) = \sigma_0(\Omega_t)$. However, this result is not completely satisfactory because we may have $\Gamma \cap \Omega_t \neq \emptyset$ and $\sigma_T(\Omega_t) = \sigma_0(\Omega_t)$ (in which case the possibility to compute the elements of $\sigma_T(\Omega_t)$ is not justified by the theory, see Remark 3.9). In order to get a more robust indicator, we can average it as follows. Instead of simply defining $d(\sigma_T(\Omega_t), \sigma_0(\Omega_t))$ as the crack density at point $t$, we also involve nearby artificial disks by defining

$$I(t) := \frac{1}{\text{card}\{s \in T \mid |t-s| \leq \eta\}} \sum_{s \in T \mid |t-s| \leq \eta} d(\sigma_T(\Omega_s), \sigma_0(\Omega_s)). \quad (40)$$

Here the parameter $\eta$ fixes the amount of disks which are taken into account. With this indicator, we have more chances to obtain $I(t) \neq 0$ if and only if cracks are present in the set $W_t$ defined by

$$W_t := \bigcup_{s \in T \mid |t-s| \leq \eta} \Omega_s.$$ 

Besides, since the eigenvalues $k_T^2$ of (12) decreases with respect to the size of $\Gamma \cap \Omega$ for the inclusion order, we also expect that $I(t)$ gives a qualitative information on the density of cracks inside $W_t$ (the more cracks in $W_t$, the higher $I(t)$). However this remains an intuition and this result seems hard to establish theoretically. On the other hand, we emphasize that in practice, we take a large but fixed $n$ in (38). Therefore, in the numerics, we work with an approximation of $I(t)$ that we denote

$$I^n(t). \quad (41)$$

3.4 Numerical validation of the algorithm

We conclude this section by testing the indicator function (41) in a two dimensional setting. For a given wavenumber $k$, we generate a discretization of the far field operator $F$ by solving numerically the direct problem (2) for multiple incident fields $u_i(\cdot, \theta_i) = e^{-ik\theta_i \cdot x}$. To proceed, we use a boundary element method working with the solver gipsilab [2]. We then compute the matrix
\[ F = (u^\infty_s(\theta_q, \theta_p))_{p,q} \text{ for } \theta_p, \theta_q \in \{ \cos(2\pi l/100), \sin(2\pi l/100), l = 1 \ldots 100 \} \] (somewhat we discretize \( L^2(S^1) \)). We then add random noise to the simulated \( F \) and obtain a noisy far field data \( F^\delta \) such that \( F^\delta_{pq} = F_{pq}(1 + \gamma N) \). Here \( N \) is a complex random variable whose real and imaginary parts are uniformly distributed in \([-1;1]^2\). The parameter \( \gamma > 0 \) is chosen so that \( \| F^\delta - F \| \leq \delta \). We repeat this process for multiple wavenumbers \( k \in [k_m; k_M] \) to obtain a collection of noisy far field data \( (F^\delta(k))_{k \in [k_m; k_M]} \). In what follows, we do not write the dependence with respect to the wavenumber to have a lighter notation.

We work with artificial obstacles which are balls of radius \( \rho \) centered at \( t \). In this case, we have an analytic expression of the far field pattern of the scattered field associated with an incident plane wave for the problem \( (10) \). For \( \Omega_t = \Omega_0 \) (the ball of radius \( \rho \) centered at the origin), the asymptotic behavior of the Hankel functions, we find

\[
u^\infty_s(\theta_q, \theta_p) = e^{-i\pi/4} \sqrt{\frac{2}{\pi k}} \sum_{m \in \mathbb{Z}} J_m(k\rho) e^{im(\theta_q-\theta_p)} =: \tilde{\nu}^\infty_s(\theta_q, \theta_p). \tag{42}\]

From the translation formula (see [27, Identity (5.3)]), the solution \( \Omega_t \) for a generic \( t \in \mathbb{R}^2 \), has the following far field pattern

\[
u^\infty_s(\theta_q, \theta_p) = e^{ikt-(\theta_p-\theta_q)} \tilde{\nu}^\infty_s(\theta_q, \theta_p). \]

Consequently, if we define the two matrices \( T \) and \( F^b \) by

\[
T_{pq} = e^{ikt-(\theta_p-\theta_q)} \quad \text{and} \quad F^b_{pq} = \tilde{\nu}^\infty_s(\theta_q, \theta_p),
\]

then the relative far field operators \( F^t \) are given by

\[
F^t = F^\delta - F^b, \tag{43}\]

where \( F^b \) is the component wise multiplication of \( T \) with \( F^b \).

To handle the noise added on the data, we work with a regularized version of the cost function \( J^n_z \) introduced in (30). It consists in finding minimizers \( g^n_z(\delta)(t) \) of the functional \( J^n_z(\delta)(g, t) \) such that

\[
J^n_z(\delta)(g, t) = \alpha_n \left( F^\delta(g, t) + \delta \| g \|_{L^2(S^1)}^2 \right) + \| F^t g - \Phi^\infty_z \|_{L^2(S^1)}^2, \tag{44}\]

where \( P^\delta(g, t) = \langle F^\delta_z g, g \rangle + \langle (F^t)^z g, g \rangle \). Following [8, Section 5.2], we fit \( \alpha_n \) to \( \delta \) as follows,

\[
\alpha_n(\delta, t) = \frac{\alpha^n_{LSM}(t)}{\| F^t \| + \| (F^t)^2 \| + \delta}, \tag{45}\]

where \( \alpha^n_{LSM}(k, t) \) is the regularization parameter given by the Morozov discrepancy principle in the Tikhonov regularization of the equation \( F^t g = \Phi^\infty_z \).

From the computed \( g^{n,\delta}(k, t) \), we identify the RTEs \( k^2 \) as described in the previous paragraph. We first illustrate the indicator function \( \Gamma^n(t) \) introduced in (41) on a neat example (Figure 4). We also present the plot of the curve \( \mathcal{E}^n_t \) defined by (38) for two different artificial disks \( \Omega_{t1} \) (Figure 5) and \( \Omega_{t2} \) (Figure 6) so one can appreciate how the first eigenvalue of (12), determined by the first peak of the curve \( \mathcal{E}^n_t \), deviates from the first eigenvalue of (13) when \( \Omega_t \) intersects the crack. In Figure 7, we decrease the artificial disks radius to \( \rho = 0.1 \) to recover the crack with a better resolution.
Figure 4: Left: collection of artificial disks of radius $\rho = 0.3$ used to identify a single crack of length 0.5. Right: results of the reconstruction provided by the indicator $I^n$ (with the parameter $\eta = 0$).

Figure 5: Plot of the curve $E_{t_1}^n$ (left) defined by (38) computed with the artificial background $\Omega_{t_1}$ represented on right. The peak of the curve is reached at $k_\Gamma \approx k_\emptyset$, the latter quantity being indicated by the vertical line. Consequently, it is obtained that $I^n(t_1) = |k_\Gamma^2 - k_\emptyset^2| \approx 0$.

Figure 6: Plot of the curve $E_{t_2}^n$ (left) defined by (38) computed with the artificial background $\Omega_{t_2}$ represented on right. The peak of the curve is reached at $k_\Gamma < k_\emptyset$, the latter quantity being indicated by the vertical line. Consequently, we obtain that $I^n(t_2) = |k_\Gamma^2 - k_\emptyset^2| \neq 0$.

Finally, we implement the method to two less academic situations in Figure 8. It gives satisfactory results in the sense that it allows us to quantify the damage level of the material. However, this method is quite expensive in computations to obtain a better resolution of the image. This is why we propose another approach in the next section, which requires only measurements at one fixed wavenumber and whose implementation is less costly.
Figure 7: Results of the reconstruction provided by the indicator $I^n$ to recover the vertical crack of Figure 4. The method is carried with artificial disks of radius $\rho = 0.1$. The regularization parameter of the indicator is set to $\eta = \rho$.

Figure 8: Indicator $I^n$ for two different simulated damaged materials. Left: 11 vertical cracks of length 0.25 arranged in 4 areas with different damage levels. The radius of the artificial obstacles is $\rho = 0.25$. Right: 40 cracks of different lengths arranged randomly. The radius of the artificial obstacles is $\rho = 0.1$. The data is corrupted with 1% of noise.

4 An alternative method using measurements at a fixed frequency

In this section, we develop an alternative method to detect the presence of cracks, the difference with the previous section being that the present approach requires far field data at only one fixed wavenumber. It is inspired by the Differential Linear Sampling Method introduced in [7] which allows to an observer having data before and after the emergence of a defect to get an idea where the damage has appeared. Here, instead of comparing far field data before and after the emergence of a defect, we will compare measured data and artificially computed data. The new proposed indicator function is expected to be sensitive to the local density of cracks but there is no theoretical justification for the quantification of this density (no monotonicity property is proved with respect to the size of the network). However, in addition to be much less costly, numerical simulations suggest that it may provide better results than the previous algorithm when the network is relatively sparse (see the numerical section 4.3).

4.1 Approximation of the solution of the far field equation

The proof of Proposition 3.5 guarantees that when $k^2$ is not a RTE, for $z \in \Omega$, the equation $G^r \psi = \Phi^\infty_z$ admits a unique solution

$$
\psi = (\psi_1, \psi_2) \quad \text{with} \quad \psi_1 = \partial_\nu (w - \Phi_z)|_{\partial \Omega} \quad \text{and} \quad \psi_2 = -\partial_\nu \Phi_z|_{\Gamma \setminus \Omega^r}. \quad (46)
$$
Here \( w \in H^1(\Omega \setminus \Gamma) \) is the function such that

\[
\begin{aligned}
\Delta w + k^2 w &= 0 \quad \text{in } \Omega \setminus \Gamma \\
\partial_\nu^\Gamma w &= 0 \quad \text{on } \Gamma \cap \Omega \\
w &= \Phi_z \quad \text{on } \partial \Omega.
\end{aligned}
\] (47)

The following theorem shows how one can approximate \( \psi \), and so \( \partial_\nu w \) on \( \partial \Omega \), by means of the sequence of minimizers of the functional \( J^w_z \) defined in (30). This is interesting because \( \partial_\nu w|_{\partial \Omega} \) contains information on the cracks located inside \( \Omega \) that we will exploit in a second step.

**Theorem 4.1.** Assume that \( k^2 \) is not a RTE nor a Dirichlet eigenvalue of problem (13). Assume also that \( H_\Gamma : L^2(S^{d-1}) \to H^{-1/2}(\Gamma) \) is injective. Then for all \( z \in \Omega \), there is a unique \( \psi \in Y \) such that \( G^r \psi = \Phi_z^\infty \). Furthermore the sequence \( (g^n_z) \) defined by (32) is such that \( (H^r g^n_z) \) converges strongly to \( \psi \) (defined in (46)) in \( Y \).

**Proof.** The proof of Theorem 3.7 guarantees that the sequence \( (P(g^n_z)) \) remains bounded as \( n \to +\infty \). And the beginning of the proof of Theorem 3.8 ensures that we can extract a subsequence of \( (g^n_z) \), also denoted \( (g^n_z) \), such that \( (H^r g^n_z) \) converges weakly to some \( \psi \in Y \). Moreover, we also know that \( (G^r H^r g^n_z) \) converges to \( \Phi_z^\infty \) (see again the proof of Theorem 3.8). Thus we have \( G^r \psi = \Phi_z^\infty \) and we deduce that \( \psi \) is as in (46). We now show the strong convergence of \( (H^r g^n_z) \) to \( \psi \) in \( Y \).

Since the operator \( H^r : L^2(S^{d-1}) \to Y \) has dense range (Proposition 4.5 in Appendix), there is a sequence \( (g^n_p) \) of elements of \( L^2(S^{d-1}) \) such that \( (H^r g^n_p) \) converges to \( \psi \) in \( Y \). From estimates (21) of Lemma 3.6, we deduce that \( \psi \in H^{-1/2}(\partial \Omega) \) and some \( \psi_3 \in H^{-1/2}(\Gamma) \). By definition of \( j^n_z \), for all \( p \geq 1 \), we have \( j^n_z \leq J^n_z(g^n_p) \). Taking the limit \( p \to +\infty \) and using that \( G^r \psi = \Phi_z^\infty \), we obtain

\[
j^n_z \leq \alpha_n \langle \psi_1, T_{\partial \Omega} \psi_1 \rangle_{\partial \Omega} + \alpha_n \langle \psi_3, T_{\Gamma} \psi_3 \rangle_{\Gamma}.
\]

From the definition of \( g^n_z \) (see (32)), we deduce that

\[
\limsup_{n \to +\infty} \langle H \partial \Omega g^n_z, T_{\partial \Omega} H \partial \Omega g^n_z \rangle_{\partial \Omega} + \langle H \partial \Omega g^n_z, T_{\Gamma} H \partial \Gamma g^n_z \rangle_{\Gamma} \leq \langle \psi_1, T_{\partial \Omega} \psi_1 \rangle_{\partial \Omega} + \langle \psi_3, T_{\Gamma} \psi_3 \rangle_{\Gamma}.
\]

(48)

Thanks to the coercivity properties of \( T_{\partial \Omega}, T_{\Gamma} \), we can write

\[
c \| H \partial \Omega g^n_z - \psi_1 \|^2_{H^{-1/2}(\partial \Omega)} \\
\leq \langle H \partial \Omega g^n_z - \psi_1, T_{\partial \Omega} (H \partial \Omega g^n_z - \psi_1) \rangle_{\partial \Omega} \\
\leq \langle H \partial \Omega g^n_z, T_{\partial \Omega} H \partial \Omega g^n_z \rangle_{\partial \Omega} - \langle H \partial \Omega g^n_z, T_{\partial \Omega} \psi_1 \rangle_{\partial \Omega} - \langle \psi_1, T_{\partial \Omega} (H \partial \Omega g^n_z - \psi_1) \rangle_{\partial \Omega}.
\]

(49)

and similarly,

\[
c \| H \partial \Gamma g^n_z - \psi_3 \|^2_{H^{-1/2}(\Gamma)} \\
\leq \langle H \partial \Gamma g^n_z, T_{\partial \Gamma} H \partial \Gamma g^n_z \rangle_{\Gamma} - \langle H \partial \Gamma g^n_z, T_{\partial \Gamma} \psi_3 \rangle_{\Gamma} - \langle \psi_3, T_{\partial \Gamma} (H \partial \Gamma g^n_z - \psi_3) \rangle_{\Gamma}.
\]

(50)

Adding (49) to (50) and using (48), we deduce that \( (H \partial \Omega g^n_z) \) (resp. \( (H \partial \Gamma g^n_z) \)) converges strongly to \( \psi_1 \) (resp. \( \psi_3 \)) in \( H^{-1/2}(\partial \Omega) \) (resp. \( H^{-1/2}(\Gamma) \)). From estimate (21), this implies that \( (H^r g^n_z) \) converges strongly to \( \psi \) in \( Y \). The uniqueness of the limit and the fact that the above convergence arguments hold for any subsequence ensure that the convergence holds for all the sequence.  

\[ \square \]

4.2 Comparison of two problems revealing the presence of cracks

For \( z \in \Omega \), we consider the two following boundary value problems

\[
(\mathcal{P}_z) \quad \text{Find } w_z \in H^1(\Omega) \text{ such that } \\
\Delta w_z + k^2 w_z = 0 \quad \text{in } \Omega \\
w_z = \Phi_z \quad \text{on } \partial \Omega.
\]

(\mathcal{P}_\Gamma) \quad \text{Find } w^\Gamma_z \in H^1(\Omega \setminus \Gamma) \text{ such that } \\
\Delta w^\Gamma_z + k^2 w^\Gamma_z = 0 \quad \text{in } \Omega \setminus \Gamma \\
\partial_\nu^\Gamma w^\Gamma_z = 0 \quad \text{on } \Gamma \cap \Omega \\
w^\Gamma_z = \Phi_z \quad \text{on } \partial \Omega.
\]

(51)
Theorem 4.1 guarantees that we have access to \( \partial_\nu w^\Gamma_\beta \) on \( \partial \Omega \) from the knowledge of the far field data though the location of the cracks is unknown. On the other hand, the term \( \partial_\nu w_z \) on \( \partial \Omega \) can be computed numerically. The idea of the method below is to compare \( \partial_\nu w^\Gamma_\beta \) and \( \partial_\nu w_z \) to know if there are some cracks inside \( \Omega \). Of course if \( \Gamma \cap \Omega = \emptyset \), the two problems above are the same. If \( k^2 \) is not an eigenvalue of the Dirichlet problem (13), then for all \( z \in \Omega \), the function \( w_z \) is uniquely defined. And we have \( \Im m w_z = \Im m \Phi_z \) in \( \Omega \). Indeed, \( \Phi_z \) is given by (19) and due to the smoothness of \( J_0 \) for \( d = 2 \) or the smoothness of \( x \mapsto \sin(x)/x \) for \( d = 3 \), we observe that we have \( \Im m \Phi_z \in H^1(\Omega) \). This is enough to guarantee that \( \Im m \Phi_z \) coincides with \( \Im m w_z \) in \( \Omega \). Moreover we have the following result.

**Lemma 4.2.** Assume that \( k^2 \) is not a RTE nor an eigenvalue of the Dirichlet problem (13). Let \( w_z \), \( w^\Gamma_\beta \) be the solutions of \( (\mathcal{P}_z) \), \( (\mathcal{P}^\Gamma_\beta) \) respectively. If \( \Gamma \cap \Omega \neq \emptyset \), then the set

\[ \{ z \in \Omega \mid \partial_\nu (\Im m w^\Gamma_\beta) = \partial_\nu (\Im m \Phi_z) \text{ on } \partial \Omega \} \]

has empty interior.

**Proof.** We prove this result by working by contradiction. Assume that there is a non empty open ball \( B \subset \Omega \) such that for all \( z \in B \), we have \( \partial_\nu (\Im m w^\Gamma_\beta) = \partial_\nu (\Im m \Phi_z) \) on \( \partial \Omega \). In this case, for all \( z \in B \), \( \Im m w^\Gamma_\beta \) and \( \Im m \Phi_z \) have the same Cauchy data on \( \partial \Omega \). From classical results of unique continuation, this implies that we must have \( \Im m w^\Gamma_\beta \equiv \Im m \Phi_z \) in \( \Omega \setminus \Gamma \). Hence for all \( z \in B \), we must have

\[ \partial_\nu (\Im m \Phi_z) = 0 \text{ on } \Gamma \cap \Omega. \tag{52} \]

We now show that the above result leads to a contradiction. Let \( \beta \) be a real valued function of \( L^2(\Gamma) \). We define \( f \) such that

\[ f(z) = \int_{\Gamma} \beta(x) \partial_\nu^+(x) \Phi_z(x) \, dx. \tag{53} \]

We observe that \( f \) solves the Helmholtz equation in \( \mathbb{R}^d \setminus \Gamma \) and satisfies the Sommerfeld radiation condition. From (52), we note also that there holds \( \Im m f = 0 \) in \( B \). Then the unique continuation principle implies that \( \Im m f \) vanishes in \( \mathbb{R}^d \). But a real valued solution of the Helmholtz equation which satisfies the Sommerfeld radiation condition is necessarily zero. Hence we have \( f = 0 \) in \( \mathbb{R}^d \). This contradicts the classical jump property of the double layer potential which states that \( [\partial_\nu f] = \beta \) on \( \Gamma \). This ends the proof. \( \square \)

**Theorem 4.3.** Assume that \( k^2 \) is not a RTE nor an eigenvalue of the Dirichlet problem (13). For \( z \in \Omega \), let \( \{ g^\Gamma_\beta_n \}_{n \in \mathbb{N}} \) be a sequence defined via (32). Then we have

\[ \Gamma \cap \Omega = \emptyset \iff \lim_{n \to +\infty} \| H_{\Omega \setminus \Gamma} g^\Gamma_\beta_n - \partial_\nu^+(w_z - \Phi_z) \|_{H^{-1/2}(\partial \Omega)} = 0 \text{ for a.e } z \text{ in } \Omega \]

\[ \iff \lim_{n \to +\infty} \| \Im m (H_{\Omega \setminus \Gamma} g^\Gamma_\beta_n) \|_{H^{-1/2}(\partial \Omega)} = 0 \text{ for a.e } z \text{ in } \Omega. \]

where \( w_z \) is the solution of \( (\mathcal{P}_z) \) (see (51)).

**Proof.** Let \( w^\Gamma_\beta \) (resp. \( w_z \)) be the solution of \( (\mathcal{P}_z) \) (resp. \( (\mathcal{P}^\Gamma_\beta) \)). Note that \( \Gamma \cap \Omega \) can be empty or not. Theorem 4.1 implies that \( (H_{\Omega \setminus \Gamma} g^\Gamma_\beta_n) \) converges to \( \partial_\nu^+(w^\Gamma_\beta - \Phi_z) \) in \( H^{-1/2}(\partial \Omega) \). The result is then a direct consequence of Lemma 4.2 and of the fact that \( w^\Gamma_\beta = w_z \) when \( \Gamma \cap \Omega = \emptyset \). \( \square \)

As in the previous section, we propose to detect the position of the cracks by sweeping the probed region with a collection of artificial obstacles \( \Omega_t = B(t, \rho) \) (the ball of radius \( \rho \) centered at \( t \)). In light of Theorem 4.3, we define the indicator function

\[ J^n(t) := \int_{\Omega_t} \| H_{\Omega \setminus \Gamma} g^\Gamma_\beta_n - \partial_\nu^+(w_z - \Phi_z) \|_{H^{-1/2}(\partial \Omega)} \, dz. \tag{54} \]

Then for all \( t \in \mathbb{R}^d \), we have

\[ \Gamma \cap \Omega_t = \emptyset \iff \lim_{n \to +\infty} J^n(t) = 0. \]
Remark 4.4. According to Theorem 4.3, we can also define the following indicator function which does not require to compute $w_z$:

$$\tilde{J}^n(t) := \int_{\Omega_t} \|\Im m (H_{\partial\Omega} g^n_z)\|_{H^{-1/2}(\partial\Omega)} \, dz. \quad (55)$$

Since for all $z \in \Omega$, there holds $\Im m (H_{\partial\Omega} g^n_z - \partial_\nu (w_z - \Phi_z)) = 0$ on $\partial\Omega$, from the definitions of $J^n$, $\tilde{J}^n$, we observe that we always have $\tilde{J}^n(t) \leq J^n(t)$ for $t \in \mathbb{R}^d$. Therefore a priori $\tilde{J}^n$ may reveal less clearly the presence of the crack than $J^n$.

4.3 Numerical results and comparison with the multiple frequencies approach

Similarly to what has been done in the previous section, we generate far field data from a damaged material (in other words, we work with synthetic data). But this time, we emphasize that we need data at only one single wavenumber $k$. The matrices $F^\delta$ and $F^r_t$ are then defined as in §3.4. For a given $t \in \mathbb{R}^d$, we compute $g^n_z$ by solving the regularized version of the far field equation (44). Once again, the parameter $n$ is fit to the noise level according to the Morozov discrepancy principle. Then we compute $H_{\partial\Omega} g^n_z$ solving the problem (10) using analytical formulas as in (42). Similarly to what has been done in the previous section, we begin with the neat example of the single crack. In Figure 9, the crack is recovered with different resolutions using the indicator $J^n(t)$. Then we take advantage of this simple example to highlight the behavior of the indicator $\tilde{J}^n(t)$ in Figures 10-11.

![Figure 9: Reconstruction of a single crack with the indicator $J^n$ from given far field data generated at wavenumber $k = 15$. The resolution of the image is set by the radius of the used artificial disks: $\rho = 0.3$ (left), $\rho = 0.1$ (middle), $\rho = 0.01$ (right). The data is corrupted with 1% of noise.](image)

In Figure 10, we display the plots of the quantities $H_{\partial\Omega} g^n_z$ and $\partial_\nu (w_z - \Phi_z)$ for a particular $z \in \Omega_t$ where $\Omega_t$ does not intersect the crack. We present the plots of the same quantities when $\Omega_t$ intersects the crack in Figure 11.
Figure 10: Artificial background $\Omega_{t_1}$ and crack $\Gamma$ (top left). Since $\Omega_{t_1}$ does not intersect $\Gamma$, for any $z \in \Omega_{t_1}$, the quantities $H_{\partial\Omega_{t_1}} g_z^n$ and $\partial_{\nu}(w_z - \Phi_z)|_{\partial\Omega_{t_1}}$ are expected to be close in $H^{-1/2}(\partial\Omega_{t_1})$. The real and imaginary parts of the two latter quantities for a particular $z \in \Omega_{t_1}$ are displayed respectively on the top right graph and the bottom graph.

Figure 11: Artificial background $\Omega_{t_2}$ and the crack $\Gamma$ (top left). Since $\Omega_{t_2}$ intersects $\Gamma$, in general for $z \in \Omega_{t_2}$, the quantities $H_{\partial\Omega_{t_2}} g_z^n$ and $\partial_{\nu}(w_z - \Phi_z)|_{\partial\Omega_{t_2}}$ are expected to be different in $H^{-1/2}(\partial\Omega_{t_2})$. The real and imaginary parts of the two latter quantities for a particular $z \in \Omega_{t_2}$ are displayed respectively on the top right graph and the bottom graph.

Since the implementation of the method is quite fast, we have been able to image the damaged materials considered in Figure 8 with a higher resolution. The results are presented in Figures 12-13 where we also provide the images obtained with the indicator $\tilde{J}^n$ defined in (55). In Figure 13, we observe that the indicator $J^n$ offers a better contrast than $\tilde{J}^n$. This is in agreement with Remark 4.4.
Finally in Figure 14, we compare three different indicators, namely $\mathcal{I}^n$, $\mathcal{J}^n$ and the one of the classical FM on a series of increasingly damaged materials (new born cracks are progressively added). For these examples, the data used to compute $\mathcal{J}^n$ and the FM indicator were generated at the same wavelength $\lambda = 0.15$. The distance $dz$ between sampling points when computing the FM indicator is equal to the radius of the artificial obstacles used to construct $\mathcal{J}^n$: $\rho = dz = 0.01$. For $\mathcal{I}^n$, we used data generated for a sample of wavelengths between $\lambda_{\text{min}} = 0.15$ and $\lambda_{\text{max}} = 0.42$. For this indicator, the radius of the artificial obstacles is set to $\rho' = 0.1$. With this setting, we have two eigenvalues in $\sigma_0(\Omega_t)$ (see after (38)). Note that in the representation of $\mathcal{I}^n$, the colormap changes from one line to another. Figure 14 shows the superiority of the indicator function $\mathcal{J}^n$ when the network is relatively sparse. When the crack network becomes dense, only $\mathcal{I}^n$ provides an indicator function that shows variations with respect to local densities of cracks.
Figure 14: From left to right column: exact configuration of the cracks, $I^n$, $J^n$ and FM indicator functions. From top to bottom rows, additional cracks are added to the crack network. The synthetic data is corrupted with 1% random noise.
Appendix

In this appendix, we establish a series of technical results which are used in the proofs above.

**Proposition 4.5.** The operator $H^r : L^2(\mathbb{S}^{d-1}) \to Y$ defined in (17) has dense range.

**Proof.** Denote by $\tilde{H}^{1/2}(\Gamma \cap \Omega^c)$ the dual space of $H^{-1/2}(\Gamma \cap \Omega^c)$ that can be defined as the set of the restrictions to $\Gamma \cap \Omega^c$ of functions in $H^{1/2}(\partial D)$ that are supported in $\Gamma \cap \Omega^c$. Consider $(h_1, h_2) \in H^{1/2}(\partial \Omega) \times \tilde{H}^{1/2}(\Gamma \cap \Omega^c)$ such that

$$\int_{\partial \Omega} h_1 \partial_\nu u_b \, ds + \int_{\Gamma \cap \Omega^c} h_2 \partial_\nu u_b \, ds = 0 \quad (56)$$

for all $g \in L^2(\mathbb{S}^{d-1})$. Here $u_b$ is the solution of (10) with $u_i = v_g$ and the integrals have to be understood as duality products. Now introduce $w_h$ the unique solution to

$$\begin{align*}
\Delta w_h + k^2 w_h &= 0 \quad \text{in } \mathbb{R}^d \setminus (\overline{\Omega} \cup \overline{\Gamma}) \\
\partial_\nu w_h &= h_1 \quad \text{on } \partial \Omega \\
[w_h] &= h_2 \quad \text{on } \Gamma \cap \Omega^c \\
[\partial_\nu w_h] &= 0 \quad \text{on } \Gamma \cap \Omega^c \\
\text{+ Radiation condition}
\end{align*}
$$

which is in $H^1(\Omega)$ for all bounded domain $\Omega \subset \mathbb{R}^d \setminus (\overline{\Omega} \cup \overline{\Gamma})$. Setting $u_{b,s} = u_b - v_g$, then we have, thanks to the radiation condition,

$$\int_{\partial \Omega} w_h \partial_\nu u_{b,s} - \partial_\nu w_h u_{b,s} \, ds + \int_{\Gamma \cap \Omega^c} [w_h] \partial_\nu u_{b,s} \, ds = 0 \quad (58)$$

Computing the difference (56)-(58) and using that $u_b = 0$ on $\partial \Omega$ so that $u_{b,s} = -v_g$ on $\partial \Omega$, we get

$$\int_{\partial \Omega} w_h \partial_\nu v_g - \partial_\nu w_h v_g \, ds + \int_{\Gamma \cap \Omega^c} [w_h] \partial_\nu v_g \, ds = 0$$

for all $g \in L^2(\mathbb{S}^{d-1})$. Using the definition (5) of $v_g$ and inverting the order of integration over $\mathbb{S}^{d-1} \times \partial \Omega \cup \Gamma$ show that the far field of $w_h$ vanishes. This implies $w_h = 0$ in $\mathbb{R}^d \setminus (\overline{\Omega} \cup \overline{\Gamma})$ and from (57), we infer that $h_1 = 0$ and $h_2 = 0$. This is enough to conclude to the desired density result. \(\square\)

**Proposition 4.6.** The operator $G^r : Y \to L^2(\mathbb{S}^{d-1})$ defined in (17) is compact.

**Proof.** For a given $\psi = (\psi_1, \psi_2) \in Y$, denote $w$ the solution of (16) which is in $H^1(\Omega \setminus \overline{\Gamma})$ for all bounded domain $\Omega \subset \mathbb{R}^d$. Its far field pattern $w^\infty$ admits the representation (see e.g. [27])

$$w^\infty(\theta_s) = \int_{|x|=R} w(\partial_r(e^{-ik\theta_s}x) - \partial_x w(e^{-ik\theta_s}x) \, ds(x),$$

where $R$ is such that $\overline{\Gamma} \subset B(O,R)$. On the other hand, classical results of interior regularity and the well-posedness of (16) guarantee that for all bounded domain $\Omega$ which does not meet $\partial \Omega \cup \overline{\Gamma}$, we have

$$\|w\|_{H^1(\Omega)} \leq C \|\psi\|_Y. \quad (60)$$

Using (60) in (59) allows one to conclude that the operator $G^r : \psi \mapsto w^\infty$ is compact from $Y$ to $L^2(\mathbb{S}^{d-1})$. \(\square\)

**Proposition 4.7.** Assume that $k^2$ is not a Relative Non Scattering Eigenvalue. Then the operator $F^r : L^2(\mathbb{S}^{d-1}) \to L^2(\mathbb{S}^{d-1})$ defined in (11) has dense range.
Proof. We show that the assumption on $k^2$ implies that $(F^*)^*$ is injective. First of all, the farfield patterns of problems (2) and (10) satisfy the reciprocity relation (see e.g. [22])

\[
\begin{align*}
  u^\infty_s(\theta_s, \theta_i) &= u^\infty_s(-\theta_s, -\theta_i) \quad \text{and} \quad u^\infty_{b,s}(\theta_s, \theta_i) = u^\infty_{b,s}(-\theta_i, -\theta_s).
\end{align*}
\]

As a consequence, this is also true for $w^\infty := u^\infty_s - u^\infty_{b,s}$. By definition of $F^*$, we have that

\[
(F^*g)(\theta_s) = \int_{S^{d-1}} w^\infty(\theta_s, \theta_i)g(\theta_i)\,ds(\theta_i).
\]

Now let $h \in L^2(S^{d-1})$ be such that $(F^*)^*h = 0$. Then we have

\[
\int_{S^{d-1}} \overline{w^\infty(\hat{x}, d)}h(\hat{x})\,ds(\hat{x}) = 0, \quad \forall d \in S^{d-1}.
\]

The reciprocity relation implies

\[
\int_{S^{d-1}} \overline{w^\infty(-d, -\hat{x})}h(\hat{x})\,ds(\hat{x}) = 0, \quad \forall d \in S^{d-1}
\]

and the change of variables $\theta_s = -d, \theta_i = -\hat{x}$ leads to

\[
\int_{S^{d-1}} \overline{w^\infty(\theta_s, \theta_i)}h(-\theta_i)\,ds(\theta_i) = 0, \quad \forall \theta_s \in S^{d-1}.
\]

Since $F^*$ is injective because of the assumption on $k^2$, we conclude that $h = 0$ as desired. 
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