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0.1 Abstract

This thesis is concerned with the theory of invariant bilinear differential pairings on parabolic geometries. It introduces the concept formally with the help of the jet bundle formalism and provides a detailed analysis. More precisely, after introducing the most important notations and definitions, we first of all give an algebraic description for pairings on homogeneous spaces and obtain a first existence theorem. Next, a classification of first order invariant bilinear differential pairings is given under exclusion of certain degenerate cases that are related to the existence of invariant linear differential operators. Furthermore, a concrete formula for a large class of invariant bilinear differential pairings of arbitrary order is given and many examples are computed. The general theory of higher order invariant bilinear differential pairings turns out to be much more intricate and a general construction is only possible under exclusion of finitely many degenerate cases whose significance in general remains elusive (although a result for projective geometry is included). The construction relies on so-called splitting operators examples of which are described for projective geometry, conformal geometry and CR geometry in the last chapter.
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0.4 Constants and notation used throughout

1. $\mathcal{M}$: a manifold of dimension $n$ (for CR geometry $\mathcal{M}$ will have real dimension $2n + 1$).

2. $\mathfrak{g}$: a semisimple Lie algebra of rank $l$.

3. $[,]$: the bracket in $\mathfrak{g}$.

4. $G$: the simply connected Lie group with Lie algebra $\mathfrak{g}$.

5. $\mathfrak{h}$: a fixed Cartan subalgebra of $\mathfrak{g}$.

6. $\mathfrak{p}$: a parabolic subalgebra of $\mathfrak{g}$.

7. $k_0$: length of the grading of $\mathfrak{g}$.

8. $l_0$: number of simple roots in $\mathcal{S}\mathcal{S}_p$.

9. $\alpha_i$, $i = 1, \ldots, l$: simple roots of $\mathfrak{g}$.

10. $\omega_i$, $i = 1, \ldots, l$: fundamental weights corresponding to the simple roots.

11. $I \subset \{1, \ldots, l\}$: indices that correspond to simple roots in $\mathcal{S}\mathcal{S}_p$, i.e. to crossed through nodes.

12. $J = \{1, \ldots, l\} \setminus I$: indices that correspond to simple roots in $\mathcal{S}_p$.

13. $\mathcal{W}$: the Weyl group of $\mathfrak{g}$.

14. $\mathcal{W}^p$: the Hasse diagram of $G/P$.

15. $\rho = \sum_{i=1}^{l} \omega_i$: integral weight in the dominant Weyl chamber which lies closest to the origin.

16. $B(,,)$: the Killing form of $\mathfrak{g}$.

17. $T(\mathfrak{a})$: the tensor algebra of a Lie algebra $\mathfrak{a}$.

18. $\mathfrak{U}(\mathfrak{a})$: the universal enveloping algebra of a Lie algebra $\mathfrak{a}$.

19. $\mathcal{Z}(\mathfrak{a})$: the center of the universal enveloping algebra $\mathfrak{U}(\mathfrak{a})$.

20. $\mathfrak{gl}_l\mathbb{C}$: the endomorphisms of $\mathbb{C}^l$. These can be identified with $\mathbb{C}^{l \times l}$.

---

Nolan Wallach, Brisbane winter school in mathematics.
21. ⊗: the tensor product symbol.
22. ⊙: the symbol for the symmetric tensor product.
23. Λ: the symbol for the skew symmetric tensor product.
24. ⊚: the Cartan product of representations.
25. \( G \): the total space of the principal bundle defining a parabolic geometry.
26. \( \omega \): the Cartan connection of \( G \) (the Maurer Cartan form of \( G \) is denoted by \( \omega_{MC} \)). Note that \( \omega \) is also used as a symbol for the geometric weight of a representation, but the context should make the meaning clear.
27. \( \mathcal{A} \): the adjoint tractor bundle.
28. \( \mathcal{V}_\lambda \): the irreducible finite dimensional representation (of \( g \) or \( p \)) that is dual to the irreducible finite dimensional representation of highest weight \( \lambda \in \mathfrak{h}^* \).
29. \( J^kV \): \( k \)-th order jet bundle of a vector bundle \( V \).
30. \( \mathcal{J}^kV \): \( k \)-th order weighted jet bundle.
31. \( \mathcal{J}^kV \): \( k \)-th order semi-holonomic jet bundle.
32. \( \mathcal{J}^kV \): \( k \)-th order restricted semi-holonomic jet bundle.
33. \( \mathcal{E} \) or \( \mathcal{O} \): the bundle of smooth (or holomorphic) functions of \( M \).
34. \( \mathcal{E}^a \): the bundle of tangent vectors.
35. \( \mathcal{E}_a \): the bundle of one-forms.
36. \( V^* \): the dual of the vector space (representation, bundle, etc.) \( V \).
37. \( M_p(V) \): the generalized Verma module associated to a representation \( V \).
38. \( \nabla \): a connection.
0.5 Introduction

0.5.1 What this is all about

It is generally known (see [54], p. 202), that on an arbitrary manifold $\mathcal{M}$ one can write down the Lie derivative $\mathcal{L}_X \omega_b$ of a one-form $\omega_b \in \Gamma(T^* \mathcal{M}) = \Omega^1(\mathcal{M})$ with respect to a vector field $X^a \in \Gamma(TM) = \text{Vect}(\mathcal{M})$ in terms of an arbitrary torsion-free connection $\nabla_a$ as

$$\mathcal{L}_X \omega_b = X^a \nabla_a \omega_b + \omega_a \nabla_b X^a,$$

where the indices used are abstract in the sense of [54]. This pairing is obviously linear in $X^a$ and in $\omega_b$, i.e. bilinear, first order and invariant in the sense that it does not depend upon a specific choice of connection. In [43], 30.1, it is shown that all such bilinear invariant differential pairings

$$\text{Vect}(\mathcal{M}) \times \Omega^1(\mathcal{M}) \to \Omega^1(\mathcal{M})$$

are given by a two parameter family spanned by $\mathcal{L}_X \omega_b$ and $X^a (d\omega)_{ab}$, where $d$ denotes the exterior derivative. Demanding that a pairing is invariant in the sense that it does not depend upon a specific choice of connection within the class of all torsion-free connections (in [43] those pairings are called natural) turns out to be rather restrictive. Instead, one can specify an equivalence class of connections and ask for invariance under change of connection within this equivalence class. This is a standard procedure in many different geometries. In conformal geometry, for example, one deals with an equivalence class of connections that consists of the Levi-Civita connections that correspond to metrics in the conformal class. In projective geometry, one is given a projective equivalence class of connections that consists of all those torsion-free connections, which induce the same (unparameterised) geodesics. This is equivalent (see [24], p. 2, Proposition 1) to saying that $\nabla_a$ and $\hat{\nabla}_a$ are in the same equivalence class if and only if there is a one form $\Upsilon_a$, such that

$$\hat{\nabla}_a \omega_b = \nabla_a \omega_b - 2\Upsilon_{(a \omega_b)},$$

where round brackets around indices denote symmetrization, i.e.

$$\Upsilon_{(a \omega_b)} = \frac{1}{2}(\Upsilon_a \omega_b + \Upsilon_b \omega_a).$$

As a consequence, the difference between the two connections when acting on sections of any weighted tensor bundle can be deduced (see [24], p. 2) and the invariance of any expression can be checked by hand. For vector fields, for example, we have

$$\hat{\nabla}_b X^a = \nabla_b X^a + \Upsilon_b X^a + \Upsilon_c X^c \delta^a_b,$$

so the invariance of the Lie derivative can be checked directly. It is also clear that

$$X^a (d\omega)_{ab} = X^a \nabla_{[a \dot{\omega}]}\]
is a first order bilinear invariant differential pairing in that sense, where square brackets around indices denote skewing, i.e. \( \nabla_{[a}\omega_{b]} = \frac{1}{2}(\nabla_a\omega_b - \nabla_b\omega_a) \).

To obtain a more interesting example of a first order bilinear invariant differential pairing in projective geometry, consider pairings

\[
\Gamma(\otimes^2 T\mathcal{M}) \times \Omega^1(\mathcal{M}) \to \mathcal{O},
\]

where \( \otimes^2 \) denotes the second symmetric product and \( \mathcal{O} \) is the sheaf of holomorphic (or smooth) functions. The transformation rule for \( V^{ab} \in \otimes^2 T\mathcal{M} \) under change of connection is given by \( \nabla_c V^{ab} = \nabla_c V^{ab} + 2\Upsilon_c V^{ab} + 2\Upsilon_d V^{d(a\delta c|b)} \). This implies

\[
V^{ab}\nabla_{(a}\omega_{b]} = V^{ab}\nabla_{(a}\omega_{b]} - 2V^{ab}\Upsilon_a\omega_b \quad \text{and}
\omega_b\nabla_a V^{ab} = \omega_b\nabla_a V^{ab} + (n + 3)\omega_b\Upsilon_a V^{ab},
\]

where \( n = \dim(\mathcal{M}) \). Therefore the pairing

\[
(n + 3)V^{ab}\nabla_{(a}\omega_{b]} + 2\omega_b\nabla_a V^{ab}
\]

does not depend upon a choice of connection within the projective class.

It is natural to ask the question of whether these are all first order bilinear invariant differential pairings between those bundles and whether one can classify pairings between arbitrary bundles in general.

In the following we will study exactly this question for a large class of geometries called parabolic geometries. These are special cases of Cartan’s ‘espace généralisé’ which are geometric structures that have homogeneous spaces \( G/P \), where \( G \) is a Lie group and \( P \) a subgroup, as their models. They are defined by a generalization of the principal \( P \) bundle

\[
P \to G \quad \downarrow \quad G/P
\]

together with a Cartan connection that generalizes the Maurer Cartan form

\[
\omega : TG \to Lie(G) = \mathfrak{g}.
\]

Riemannian geometry, for example, can be defined as a (torsion-free) Cartan geometry modeled on Euclidean space \( G/P \) with \( G = \text{Euc}_n\mathbb{R} \), the group of Euclidean motions, and \( P = \text{SO}_n(\mathbb{R}) \), see [55]. In this case there exists a canonical connection, the Levi-Civita connection, on the principal bundle. If, however, \( P \) is a parabolic subgroup of a semisimple Lie group \( G \), then the name parabolic geometry is commonly used. For each parabolic geometry there exists an equivalence class of connections (see [20]) and one can study invariant operators and invariant pairings as indicated above.
0.5.2 Invariant differential pairings on the Riemann sphere

In this section we will classify all bilinear invariant differential pairings on the Riemann sphere $\mathbb{CP}^1$. This little warm-up exercise does not only give the reader an idea of how one might attempt to classify invariant bilinear differential pairings, but also produces a final formula that will turn out to hold in great generality. More specifically, the linear equations that we have to solve on the Riemann sphere are exactly those that we will have to solve twice again in this thesis in a vastly more general setting. One can see the reason for this phenomena by studying [35], where it is explained how invariant linear differential operators on $\mathbb{CP}^1$ give rise to all standard operators on a general four dimensional conformal manifold.

The setup

The basic objects that we can pair on $\mathbb{CP}^1$ are sections of line bundles, traditionally denoted by $\mathcal{O}(q)$, for $q \in \mathbb{Z}$, where $\mathcal{O}(1)$ is the hyperplane section bundle. For reasons to become clear later, we will write $\mathcal{O}(q \times)$ for $\mathcal{O}(q)$. Invariance on $\mathbb{CP}^1$ means invariance under Moebius transformations that act not only on $\mathbb{CP}^1$, but also on sections of $\mathcal{O}(q \times)$ in a way to be described below.

The sections of $\mathcal{O}(\hat{x})$ can be described by pairs of functions $\{f_i\}_{i=1,2}$ that depend on one variable $z \in \mathbb{C}$ and and are related by $f_1(z) = \zeta^{-q} f_2(\zeta)$ for $\zeta = -\frac{1}{z}$. More precisely, we are really concerned with local sections of these bundles. In that case the $f_i$ are defined in some (connected) open subset of $\mathbb{C}$ and are related on the overlap as indicated above. We can identify those sections with a function $s_f : \text{SL}_2 \mathbb{C} \to \mathbb{C}$, such that

$$s_f \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} x & y \\ 0 & x^{-1} \end{pmatrix} \right) = x^q s_f \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right).$$

Then we have

$$f_1(z) = s_f \begin{pmatrix} 1 & 0 \\ z & 1 \end{pmatrix} \quad \text{and} \quad f_2(\zeta) = s_f \begin{pmatrix} \zeta & 1 \\ -1 & 0 \end{pmatrix},$$

or equivalently

$$s_f \begin{pmatrix} a & b \\ c & d \end{pmatrix} = a^q f_1 \left( \begin{pmatrix} c \\ a \end{pmatrix} \right) = (-c)^q f_2 \left( -\frac{a}{c} \right).$$

Again, $f_1, f_2$ and $s_f$ need not be defined globally, but may just be given on some appropriate (open and connected) neighborhood of a point. In the sequel we will neglect this technicality for this expository example.

$\text{SL}_2 \mathbb{C}$ acts on the space of sections by

$$(\phi s_f)(h) = s_f (\phi^{-1} h)$$

and hence by

$$(\phi f_1)(z) = (d - bz)^q f_1 \left( \frac{az - c}{d - bz} \right).$$
and
\[(\phi f_2)(\zeta) = (c\zeta + a)^q f_2 \left( \frac{d\zeta + b}{c\zeta + a} \right),\]
for
\[\phi = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.\]
It is easy to check that
\[(\phi f_1)(z) = c\zeta - q(\phi f_2)(\zeta),\]
so \(\{\phi f_1, \phi f_2\}\) is again a section of \(O(\hat{x})\). The elements in \(SL_2\mathbb{C}\) are generated by the following three transformations:

1. \((\phi f_1)(z) = f_1(z + \mu)\) for \(\phi = \begin{pmatrix} 1 \\ -\mu \\ 0 \\ 1 \end{pmatrix},\)
2. \((\phi f_1)(z) = \lambda^{-q} f_1(\lambda^2 z)\) for \(\phi = \begin{pmatrix} \lambda \\ 0 \\ 0 \\ \lambda^{-1} \end{pmatrix}\) and
3. \((\phi f_2)(\zeta) = f_2(\zeta + \kappa)\) for \(\phi = \begin{pmatrix} 1 \\ \kappa \\ 0 \\ 1 \end{pmatrix}.\)

A general differential pairing in the first coordinate chart \(z\) has the form:

\[P : O(\hat{y}) \times O(\hat{y}) \rightarrow O(\hat{x})\]

\[P(f, g)_1(z) = \sum_{i,j} a_{ij}(z) \left( \left( \frac{d}{dz} \right)^i f_1(z) \right) \left( \left( \frac{d}{dz} \right)^j g_2(z) \right),\]

for some functions \(a_{ij}(z)\). \(P(f, g)_2(\zeta)\) is defined analogously with \(\zeta\) instead of \(z\). In order for this to be an invariant differential pairing, the invariance equation

\[P(\phi f, \phi g)(z) = (\phi P(f, g))(z),\]

for \(\phi \in SL_2\mathbb{C}\), has to be satisfied. Moreover, we must have

\[P(f, g)_1(z) = \zeta^{-p} P(f, g)_2(\zeta),\]

for \(\zeta = -z^{-1}\), in order to obtain a section of \(O(\hat{x})\). The first transformation rule immediately implies that

\[\sum_{i,j} a_{ij}(z + \mu) \left( \left( \frac{d^i f}{dz^i} \right) (z + \mu) \right) \left( \left( \frac{d^j g}{dz^j} \right) (z + \mu) \right)\]
and hence that the functions \( a_{i,j}(z) \) are all constant. The last transformation rule analogously implies that the \( a_{i,j}(\zeta) \) are constant. The second transformation rule implies

\[
\sum_{i,j} \lambda^{2(i+j)-(q+q')} a_{i,j} \left( \left( \frac{d^i f}{dz^i} \right) \left( \frac{d^j g}{dz^j} \right) \right) \lambda^2 (\lambda z) = \lambda^{-p} \sum_{i,j} a_{i,j} \left( \left( \frac{d^i f}{dz^i} \right) \left( \frac{d^j g}{dz^j} \right) \right) (\lambda^2 z),
\]

and hence \( p = q + q' - 2M \) for some \( M \in \mathbb{N} \) and every term with \( i + j \neq M \) vanishes. Thus the general \( M \)-th order invariant differential pairing looks like this:

\[
P : \mathcal{O}(q) \times \mathcal{O}(q') \rightarrow \mathcal{O}^{(q+q'-2M)}
\]

\[
P(f,g)_1(z) = \sum_{j=0}^M \gamma_{M,j} \left( \left( \frac{d}{dz} \right)^j f_1(z) \right) \left( \left( \frac{d}{dz} \right)^{M-j} g_2(z) \right),
\]

for some constants \( \gamma_{M,j} \in \mathbb{C} \). The equation

\[
P(f,g)_1(z) = \zeta^{-(q+q'-2M)} P(f,g)_2(\zeta),
\]

for \( \zeta = -z^{-1} \), will determine the constants \( \gamma_{M,j} \) uniquely. This is shown by the following two lemmata:

**Lemma 1.** The transformation law

\[
z^{-k-2} \left( z^2 \frac{d}{dz} \right)^{k+1} z^{-k} \psi(z) = \frac{d^{k+1}}{dz^{k+1}} \psi(z)
\]

holds for an arbitrary function \( \psi(z) \), \( z \neq 0 \) and \( k \geq -1 \).

**Proof.** This lemma is stated in [35] and easily proved by induction.

**Lemma 2.** If \( q \not\in \{0,1,...,M-1\} \) or \( q' \not\in \{0,1,...,M-1\} \), then the equation

\[
\sum_{j=0}^M \gamma_{M,j} \left( \frac{d^j}{dz^j} f_1(z) \right) \left( \frac{d^{M-j}}{dz^{M-j}} g_1(z) \right) \zeta^{2M-(q+q')} \sum_{j=0}^M \gamma_{M,j} \left( \frac{d^j}{d\zeta^j} f_2(\zeta) \right) \left( \frac{d^{M-j}}{d\zeta^{M-j}} g_2(\zeta) \right)
\]

uniquely determines the constants \( \gamma_{M,j} \) as

\[
\gamma_{M,j} = (-1)^j \binom{M}{j} \prod_{i=j}^{M-1} (q - i) \prod_{i=M-j}^{M-1} (q' - i).
\]
Proof. First of all, we use Lemma 1 to compute
\[
\sum_{j=0}^{M} \gamma_{M,j} \left( \frac{d^j}{dz^j} f_1(z) \right) \left( \frac{d^{M-j}}{dz^{M-j}} g_1(z) \right)
= \sum_{j=0}^{M} \gamma_{M,j} z^{-M-2} \left( z^2 \frac{d}{dz} \right)^j z^{-j+1} f_1(z) \left( z^2 \frac{d}{dz} \right)^{M-j} z^{-M+j+1} g_1(z).
\]
Now we change coordinates \( \zeta = -\frac{1}{z} \) and therefore \( z^2 \frac{d}{dz} = \frac{d}{d\zeta} \). Then we have
\[
\sum_{j=0}^{M} \gamma_{M,j} \zeta^{M+2} \left( \frac{d^j}{d\zeta^j} \zeta^{j+1} f_2(\zeta) \right) \left( \frac{d^{M-j}}{d\zeta^{M-j}} \zeta^{M-j+1} g_2(\zeta) \right)
= \sum_{j=0}^{M} \gamma_{M,j} \zeta^{M+2} \left( \sum_{i=0}^{j} \binom{j}{i} \prod_{l=1}^{i} (j - q - l) \zeta^{j+1} q^{-i} \frac{d^{M-j-i}}{d\zeta^{M-j-i}} g_2(\zeta) \right)
\]
\[
\times \left( \sum_{i=0}^{M-j} \binom{M-j}{i} \prod_{k=1}^{i} (M - j - q - k) \zeta^{M-j-1} q^{-i} \frac{d^{M-j-i}}{d\zeta^{M-j-i}} g_2(\zeta) \right)
= \zeta^{2M-q-\alpha} \sum_{j=0}^{M} \gamma_{M,j} \left( \frac{d^j}{d\zeta^j} f_2(\zeta) \right) \left( \frac{d^{M-j}}{d\zeta^{M-j}} g_2(\zeta) \right).
\]
Now we calculate the obstructions.

Let us look at a general obstruction term
\[
\zeta^{2M-q-\alpha} \binom{M}{M-s-t} \left( \frac{d^s}{d\zeta^s} f_2(\zeta) \right) \left( \frac{d^t}{d\zeta^t} g_2(\zeta) \right),
\]
for arbitrary \( s, t \leq M \). The constant in front of this term is given by

\[
\sum_{j=s}^{M-t} \gamma_{M,j} \binom{j}{j-s} \prod_{l=1}^{j-s} (j - q - l) \binom{M-j}{M-j-t} \prod_{k=1}^{M-j-t} (M - j - q - k).
\]

For \( s + t = M - 1 \), we obtain the following \( M \) equations:

\[
\gamma_{M,s}(M-s)(M-s-q' -1) + \gamma_{M,s+1}(s+1)(s-q) = 0,
\]
for \( s = 0, \ldots, M - 1 \). If \( q \not\in \{0, 1, \ldots, M - 1\} \) or \( q' \not\in \{0, 1, \ldots, M - 1\} \), this determines uniquely (up to scale):

\[
\gamma_{M,j} = (-1)^j \binom{M}{j} \prod_{i=j}^{M-1} (q - i) \prod_{i=1}^{j} (q' - M + i)
= (-1)^j \binom{M}{j} \prod_{i=j}^{M-1} (q - i) \prod_{i=M-j}^{M-1} (q' - i).
\]
Having defined $\gamma_{M,j}$ like this, the constants in front of the other obstruction terms are given by

$$\prod_{i=s}^{M-1} (q - i) \prod_{i=t}^{M-1} (q' - i)(-1)^{M-s-t} \frac{M!}{s!t!} \sum_{j=s}^{M-t} (-1)^j \frac{1}{(j-s)!(M-j-t)!}.$$  

If $t = M - s$, then this constant is exactly $\gamma_{M,s}$. If $s + t \neq M$, then this vanishes due to the fact that

$$\sum_{i=0}^{n} (-1)^i \binom{n}{i} = 0,$$

for all $n \geq 1$. So the only terms we are left with are

$$\zeta^{2M-q-q'} \sum_{j=0}^{M} \gamma_{M,j} \left( \frac{d^j}{d\zeta^j} f_2(\zeta) \right) \left( \frac{d^{M-j}}{d\zeta^{M-j}} g_2(\zeta) \right).$$

Therefore, we have proved:

**Theorem 1.** If $q \not\in \{0,1,...,M-1\}$ or $q' \not\in \{0,1,...,M-1\}$, there is exactly one $M$-th order bilinear differential pairing between section of $O(q)$ and $O(q')$ on the Riemann sphere that is invariant with respect to Moebius transformations. This pairing is given by:

$$P : O(q) \times O(q') \rightarrow O(q+q'-2M)$$

$$P(f,g)(z) = \sum_{j=0}^{M} \gamma_{M,j} \left( \left( \frac{d}{dz} \right)^j f(z) \right) \left( \left( \frac{d}{dz} \right)^{M-j} g(z) \right),$$

with

$$\gamma_{M,j} = (-1)^j \binom{M}{j} \prod_{i=j}^{M-1} (q - i) \prod_{i=M-j}^{M-1} (q' - i).$$

The formula in the theorem above also shows a general dichotomy. There is a critical set of weights $K = \{0,1,...,M-1\}$. If $q$ or $q'$ do not lie in $K$, then there exists exactly one pairing as described above. However, if $q,q' \in K$, then several peculiar things can happen. Firstly, for $q + q' > M - 2$, $P(f,g) = 0$. However, (11) can still be solved and there exists an invariant bilinear differential pairing. Secondly, in [35] it is shown that, for $q \in K$, $D^{q+1}(f) = \frac{d^{q+1}}{dz^{q+1}} f$ is a linear invariant differential operator. So, for example for $q = q' = M - 1$, there are two independent invariant bilinear differential pairings given by $fD^M g$ and $gD^M f$. This problem will accompany us throughout this thesis, where we will always have to exclude certain numbers (weights, representations) in order to obtain a classification of invariant differential pairings. One main aim will be to associate a certain meaning to these excluded numbers as we have done here: an excluded number corresponds to the existence of a linear invariant differential operator.
Remark
The formula above also appears in [53], Theorem 3.46, as the $M$-th transvectant of two polynomials $f$ and $g$.

0.5.3 Outline of this thesis

In the first chapter we give the basic background to representation theory and parabolic geometry that is needed in order to understand this thesis. The material (especially about Lie algebras and representation theory) is fairly standard and may be skipped by anyone who is familiar with the subject. However, many notations are introduced that will be used freely throughout this thesis.

In the second chapter the basic notion of an invariant bilinear differential pairing is introduced. These pairings are the central objects of our study. Firstly, we describe pairings analytically in terms of (weighted-) jet bundles and define (weighted) bi-jet bundles. Then we give an algebraic definition and study pairings algebraically on homogeneous spaces which are the model spaces for the various types of parabolic geometries. The notion of a generalized bi-Verma module is introduced and we explain how for invariant bilinear differential pairings these modules play the same role as generalized Verma modules play for invariant linear differential operators. More precisely, invariant differential pairings can be described by singular vectors in generalized bi-Verma modules. A first large class of invariant differential pairings is constructed with this method. Finally, we discuss in detail the notion of invariance for a general curved parabolic geometry and end by describing the geometric structures that underlie parabolic geometries. Apart from the material in the last section (which is taken directly from various sources in the literature) the concepts introduced are new. The computations, however, are modelled on those that are used for describing invariant differential operators.

The third chapter gives a classification of all first order bilinear invariant differential pairings for all non-degenerate cases. It is explained how a degenerate case corresponds to the existence of an invariant linear differential operator. Several examples are given. The methods used are modeled on the methods of [16]. A (weaker version) of this chapter has been accepted for publication [45].

The fourth chapter deals with higher order invariant differential pairings for which we can write down an explicit formula including curvature correction terms. The remarkable result is that those pairings only depend on the order and neither on the specific parabolic geometry nor on the vector bundles involved. These pairings are obtained by using Ricci-corrected derivatives as introduced in [12].

In order to construct higher order invariant differential pairings, the fifth chapter firstly reviews some deep results about Lie algebra cohomology. Essentially using the ideas from [7], we then define certain tractor bundles (the $M$-bundles) that encode the information about the (weighted) $M$-jets of sections of vector bundles. An easy argument shows that the tensor products of those tractor bundles decompose into ir-
reducible components that are exactly the possible targets for our pairings. The final step is to define splitting operators that include the bundles in question into these $M$-bundles. At this stage, the results cease to be 100% satisfactory. To be more precise, as in the classification of first order invariant differential pairings, certain representations (or rather certain geometric weights) have to be excluded. However, we can only conjecture that every excluded weight corresponds to the existence of an invariant linear differential operator. We will come back to this point in the last section about open problems. However, modulo the problem of excluding too many representation than absolutely necessary, all higher order pairings with exactly the right multiplicity that we expect to exist and that are curved versions of pairings on the homogeneous model spaces can be constructed this way. The splitting operators defined in this section are a generalization of the curved Casimir operator defined in [21]. Finally, we examine closely higher order pairings for projective geometry. In this case, all the excluded representations correspond to the existence of invariant linear differential operators. This result has also been accepted for publication in [45].

The objective of the last chapter is twofold. Firstly, we take a closer look at three examples of parabolic geometry that we refer to throughout the thesis: projective geometry, conformal geometry and CR geometry. Then we describe the tractor calculus for those geometries which enables one to carry out explicit computations with tractors in order to get a better understanding of the abstract theory which is used in Chapter five. Secondly, we explicitly construct some special splittings and show how this leads to explicit formulae for higher order pairings. In particular, one can in theory write down all the higher order pairings between sections of those bundles for which we have written down the splitting, even those pairings with multiplicity. In practice this can be extremely tedious due to complicated expressions for some tractors. The splittings that we construct for projective geometry were first written down in [30] and those for conformal geometry (and conformal weight 0) in [26], but we tried to construct these splittings in a unified manner which is more adapted to the general flavour of this thesis.

The appendix describes the BGG sequences of projective, conformal and CR geometry. These sequences are not directly used in any part of the thesis, but they are mentioned every now and then when we talk about standard operators. For the convenience of the reader, we have included them as an appendix.

The achievements of this thesis

The most important new results and concepts that we have introduced and proved in this paper are:

1. The conceptual description of bilinear differential pairings in terms of bi-jet bundles, which are constructed out of jet bundles.

2. The algebraic criterion for the existence of invariant bilinear differential pairings on homogeneous spaces via singular vectors in generalized bi-Verma modules.
3. The classification of non-degenerate first order invariant bilinear differential pairings and the characterization of degeneracy in terms of the existence of invariant linear differential operators.

4. A general formula including curvature correction terms for a certain class of higher order invariant bilinear differential pairings.

5. The construction of general higher order invariant bilinear differential pairings under the exclusion of certain representations.

6. A precise analysis of higher order invariant bilinear differential pairings on manifolds with a projective structure including the interpretation of each excluded geometric weight in terms of the existence of an invariant linear differential operator.

A note on the length of this thesis

The author is aware that this thesis is probably a bit longer than it necessarily needs to be. Several calculations are taken from various sources in the literature and have just been rewritten with our conventions and notations. Wherever this is the case, an explicit reference to the original source will be given. The reason for including all those explicit calculations is simple: this text is supposed to be as self contained as possible and accessible to someone with relatively little background knowledge. The decisions as to which details to include and which to leave out are obviously based on the background knowledge of the author. For that I apologize.
Chapter 1

Background

In this first chapter we will give the necessary background needed to understand the theory of pairings as presented in this thesis. Most definitions are absolutely standard, but they have to be stated in order to introduce notations that will be used freely throughout this thesis. The first part of this chapter deals with Lie algebras and representation theory, whereas the second part is devoted to the introduction of parabolic geometries.

1.1 Lie algebras

1.1.1 Root spaces

Let $\mathfrak{g}$ be a complex semisimple Lie algebra. We fix a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ and define

$$\mathfrak{g}_\alpha = \{X \in \mathfrak{g} : [H, X] = \alpha(H)X \ \forall \ H \in \mathfrak{h}\}$$

for all $\alpha \in \mathfrak{h}^*$. Then we set

$$\Delta = \Delta(\mathfrak{g}, \mathfrak{h}) = \{\alpha \in \mathfrak{h}^* : \mathfrak{g}_\alpha \neq \emptyset, \alpha \neq 0\}$$

and call the elements in $\Delta(\mathfrak{g}, \mathfrak{h})$ roots of $\mathfrak{g}$ relative to $\mathfrak{h}$. According to a standard result in linear algebra we get a root space decomposition

$$\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h})} \mathfrak{g}_\alpha.$$

Example

1. Look at

$$A_l = \mathfrak{sl}_{l+1} \mathbb{C} = \{X \in \mathfrak{gl}_{l+1} \mathbb{C} : \text{tr}(X) = 0\}$$

with Cartan subalgebra

$$\mathfrak{h} = \left\{ \sum_{i=1}^{n+1} a_i H_i : \sum_{i=1}^{l+1} a_i = 0 \right\},$$
where \( H_i \) is the diagonal matrix which has a one in the \( i \)-th entry and zeroes elsewhere. Therefore we find

\[
\mathfrak{h}^* = \text{span}\{\epsilon_i\}_{i=1,\ldots,l+1}/\left(\sum_{i=1}^{l+1} \epsilon_i = 0\right),
\]

where \( \epsilon_i \) is defined by \( \epsilon_i(H_j) = \delta_{ij} \). We will denote the equivalence class of \( \epsilon_i \) in \( \mathfrak{h}^* \) also by \( \epsilon_i \). If we denote the matrix which has a 1 in the \( i \)-th row and \( j \)-th column and zeroes elsewhere by \( E_{i,j} \), we can calculate

\[
[H, E_{i,j}] = (a_i - a_j)E_{ij},
\]

for \( H = \sum_{i=1}^{l+1} a_i H_i \). Therefore \( E_{i,j} \in \mathfrak{g}_{\epsilon_i - \epsilon_j} \) and the set of roots in \( \mathfrak{sl}_{l+1} \mathbb{C} \) is just \( \{\epsilon_i - \epsilon_j\}_{i,j=1,\ldots,l+1} \).

2. The next example is

\[
D_l = \mathfrak{so}_{2l} \mathbb{C} = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \mathfrak{gl}_{2l} \mathbb{C} : D = -A^T \text{ and } B, C \text{ are skew symmetric} \right\},
\]

with Cartan subalgebra

\[
\mathfrak{h} = \text{span}\{H_i = E_{i,i} - E_{l+i,l+i}, \ i = 1, \ldots, l\}.
\]

This yields

\[
\mathfrak{h}^* = \text{span}\{\epsilon_i : \epsilon_i(H_j) = \delta_{i,j}\}
\]

and one can check that the roots are given by \( \Delta(\mathfrak{g}, \mathfrak{h}) = \{\pm \epsilon_i \pm \epsilon_j\}_{i \neq j} \).

3. The final example is

\[
B_l = \mathfrak{so}_{2l+1} \mathbb{C} = \left\{ \begin{pmatrix} A & v \\ -v^T & 0 \end{pmatrix} : A \in \mathfrak{so}_{2l} \mathbb{C}, v \in \mathbb{C}^{2l} \right\},
\]

where we can take \( \mathfrak{h} \) to be the Cartan subalgebra of \( \mathfrak{so}_{2l} \mathbb{C} \) included in \( \mathfrak{so}_{2l+1} \mathbb{C} \) in the obvious manner. Hence

\[
\mathfrak{h}^* = \text{span}\{\epsilon_i : \epsilon_i(H_j) = \delta_{i,j}\}
\]

and

\[
\Delta(\mathfrak{g}, \mathfrak{h}) = \{\pm \epsilon_i \pm \epsilon_j\}_{i \neq j} \cup \{\pm \epsilon_i\}_{i=1,\ldots,l}.
\]
1.1. LIE ALGEBRAS

1.1.2 Dynkin diagrams

As is proved in [40], p. 48, every Cartan subalgebra $\mathfrak{h}$ has a basis

$$\mathcal{S} = \{\alpha_1, ..., \alpha_l\} \subseteq \Delta(\mathfrak{g}, \mathfrak{h}),$$

so that every root may be written as a linear combination of elements in $\mathcal{S}$ with all non-negative or all non-positive coefficients. $\mathcal{S}$ is then called a system of simple roots of $\mathfrak{g}$. We will fix such a basis $\mathcal{S}$, which induces a partial ordering

$$\lambda \succeq \mu \iff \lambda - \mu = \sum a_i \alpha_i \text{ with } \alpha_i \in \mathcal{S} \text{ and } a_i \geq 0,$$

so that we can set $\Delta^+(\mathfrak{g}, \mathfrak{h}) = \{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) : \alpha \succ 0\}$ for the set of positive roots.

For every $X \in \mathfrak{g}$, we have a canonical endomorphism $\text{ad}(X) : \mathfrak{g} \to \mathfrak{g}$ with

$$\text{ad}(X)(Y) = [X,Y].$$

This allows us to define a symmetric bilinear form, the so-called Killing form, by

$$B(X,Y) = \text{tr}(\text{ad}(X) \circ \text{ad}(Y))$$

on $\mathfrak{g}$ which is non-degenerate if and only if $\mathfrak{g}$ is semisimple (see [40], p. 22). We restrict this symmetric bilinear form to a non-degenerate form on $\mathfrak{h}$ ([40], p. 37) and therefore on $\mathfrak{h}^*$. The form on $\mathfrak{h}^*$ can be defined by

$$B(\alpha, \beta) = B(h_\alpha, h_\beta) \forall \alpha, \beta \in \mathfrak{h}^*,$$

where $h_\alpha$ is the unique element in $\mathfrak{h}$ such that $\alpha(H) = B(h_\alpha, H)$ for all $H \in \mathfrak{h}$. For any root $\alpha$ we define the co-root $\alpha^\vee = 2\alpha/B(\alpha, \alpha)$ and obtain the Cartan integers

$$c_{ij} = B(\alpha_i, \alpha_j^\vee),$$

for all pairs of simple roots $\alpha_i, \alpha_j \in \mathcal{S}$. If $\alpha, \beta$ are roots, then $B(\alpha, \beta^\vee) \in \mathbb{Z}$ ([40], p. 40). It can easily be seen that $\mathcal{S}$ spans $\Delta(\mathfrak{g}, \mathfrak{h})$ over the rational numbers ([40], p. 37 and p. 39) so that the $\mathbb{Q}$ subspace $E_\mathbb{Q}$ of $\mathfrak{h}^*$ spanned by all the roots has $\mathbb{Q}$-dimension $l = \text{dim}_\mathbb{C} \mathfrak{h}^*$. If we also allow real coefficients, we get a real vector space $E = \mathbb{R} \otimes_\mathbb{Q} E_\mathbb{Q}$, i.e. $\mathfrak{h}^*$ is the complexification of $E$. In this space $E$ we can look at the angle $\Theta$ of two roots $\alpha, \beta$ and obtain $B(\alpha, \beta^\vee)B(\beta, \alpha^\vee) = 4\cos^2 \Theta$. Therefore our Cartan integers can only take the values 0, $\pm 1$, $\pm 2$, $\pm 3$ and we can draw a Dynkin diagram, which is a graph such that nodes correspond to simple roots, and edges determine $c_{ij}$ according to

1. $B(\alpha_i, \alpha_i^\vee) = 2$,
2. $\alpha_i \neq \alpha_j$ are connected if and only if $B(\alpha_i, \alpha_j^\vee) \neq 0$,
3. (a) $\alpha \begin{array}{c} \alpha \end{array} \beta \iff B(\alpha, \beta^\vee) = -1, B(\beta, \alpha^\vee) = -1,$
(b) $\alpha \leftrightarrow \beta \quad \Leftrightarrow \quad B(\alpha, \beta^\vee) = -2, \ B(\beta, \alpha^\vee) = -1$ and

(c) $\alpha \leftrightarrow \beta \quad \Leftrightarrow \quad B(\alpha, \beta^\vee) = -3, \ B(\beta, \alpha^\vee) = -1$.

It is the central theorem of semisimple complex Lie algebras that the structure of $E$ and the knowledge of the Dynkin diagram determines and is determined by $g$ (see [40], p. 57,65).

Example

1. In the case of $A_l$ we can take

$$S = \{\alpha_i = \epsilon_i - \epsilon_{i+1}, \ i = 1, ..., l\}$$

and calculate the Killing form as

$$B \left( \sum_i a_i \epsilon_i, \sum_j b_j \epsilon_j \right) = \frac{1}{2(l+1)} \left( \sum_i a_i b_i - \frac{1}{l+1} \sum_{i,j} a_i b_j \right).$$

Therefore we obtain the Dynkin diagram of $\mathfrak{sl}_{l+1}\mathbb{C}$:

$$\bullet \quad \bullet \quad \bullet \quad \ldots \quad \bullet \quad \bullet,$$

where there are $l$ nodes.

2. For $D_l$ we can take

$$S = \{\alpha_i = \epsilon_i - \epsilon_{i+1}, \ i = 1, ..., l-1, \ \alpha_l = \epsilon_{l-1} + \epsilon_l\}$$

and calculate the Killing form as

$$B \left( \sum_i a_i \epsilon_i, \sum_j b_j \epsilon_j \right) = \frac{1}{4l-4} \left( \sum_i a_i b_i \right).$$

The Dynkin diagram has the form

$$\bullet \quad \ldots \quad \bullet \quad \bullet,$$

where there are $l$-nodes.

3. For $B_l$ we can take

$$S = \{\alpha_i = \epsilon_i - \epsilon_{i+1}, \ i = 1, ..., l-1, \ \alpha_l = \epsilon_l\}$$
and calculate the Killing form as

\[ B \left( \sum_i a_i \epsilon_i, \sum_j b_j \epsilon_j \right) = \frac{1}{4l - 2} \left( \sum_i a_i b_i \right). \]

The Dynkin diagram has the form

\[ \bullet \quad \bullet \quad \ldots \quad \bullet, \]

where there are \( l \)-nodes.

### 1.1.3 Parabolic subalgebras

Let \( G \) be a complex semisimple and simply connected Lie group with Lie algebra \( \mathfrak{g} \). Borel subalgebras of \( \mathfrak{g} \) are the maximal solvable subalgebras of \( \mathfrak{g} \) and every Borel subalgebra is \( G \)-conjugate to the standard Borel subalgebra ([10], p. 84)

\[ \mathfrak{b} = \mathfrak{h} \oplus \mathfrak{n} \]

with

\[ \mathfrak{n} = \bigoplus_{\alpha \in \Delta^+(\mathfrak{g}, \mathfrak{h})} \mathfrak{g}_\alpha. \]

A parabolic subalgebra \( \mathfrak{p} \) of \( \mathfrak{g} \) is a subalgebra which contains a Borel subalgebra. According to the standard form for \( \mathfrak{b} \) we get a standard form for \( \mathfrak{p} \): Let \( \mathcal{S}_p \subseteq \mathcal{S} \) be any subset. Then we set

\[ \Delta(\mathfrak{g}_0, \mathfrak{h}) = \text{span}\mathcal{S}_p \cap \Delta(\mathfrak{g}, \mathfrak{h}), \quad \Delta(\mathfrak{p}_+, \mathfrak{h}) = \Delta^+(\mathfrak{g}, \mathfrak{h}) \setminus \Delta(\mathfrak{g}_0, \mathfrak{h}) \]

and accordingly

\[ \mathfrak{g}_0 = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{g}_0, \mathfrak{h})} \mathfrak{g}_\alpha, \quad \mathfrak{p}_+ = \bigoplus_{\alpha \in \Delta(\mathfrak{p}_+, \mathfrak{h})} \mathfrak{g}_\alpha. \]

\( \mathfrak{g}_0 \) is reductive and can hence be written as \( \mathfrak{g}_0 = \mathfrak{g}_0^S + \mathfrak{j}(\mathfrak{g}_0) \), where \( \mathfrak{j}(\mathfrak{g}_0) \) is the center of \( \mathfrak{g}_0 \) and \( \mathfrak{g}_0^S = [\mathfrak{g}_0, \mathfrak{g}_0] \) is semisimple of rank \( |\mathcal{S}_p| \). So finally we get the Levi-decomposition

\[ \mathfrak{p} = \mathfrak{g}_0 \oplus \mathfrak{p}_+. \]

To represent \( \mathfrak{p} \) we take the Dynkin diagram for \( \mathfrak{g} \) and cross through all nodes which lie in \( \mathcal{S} \setminus \mathcal{S}_p \).

If we do not have any crossed through nodes, then \( \mathcal{S}_p = \mathcal{S} \) and therefore \( \mathfrak{p} = \mathfrak{g} \). If there are crosses through every node, then \( \mathcal{S}_p = \emptyset \) and we get \( \mathfrak{p} = \mathfrak{b} \).
Example

For $A_l$, $n$ consists of strictly upper triangular matrices, because the positive roots are the differences $\epsilon_i - \epsilon_j$ where $i < j$ and therefore $b$ consists of all the upper triangular matrices in $A_l$. We will demonstrate one particular example of a parabolic subalgebra, the general case being similar.

Let $l = 3$ and $S_p = \{\alpha_2, \alpha_3\}$, then $p$ is given by

$$p = \left\{ \begin{pmatrix} * & * & * & * \\ 0 & * & * & * \\ 0 & * & * & * \\ 0 & * & * & * \end{pmatrix} \in \mathfrak{sl}_4 \mathbb{C} \right\}.$$  

In this example we have $E_{3,2} \in \mathfrak{g}_{-\alpha_2}$, $E_{4,3} \in \mathfrak{g}_{-\alpha_3}$ and $E_{4,2} \in \mathfrak{g}_{-(\alpha_2 + \alpha_3)}$ lying in $p$ in addition to the upper triangular matrices. $p$ is represented via the Dynkin diagram as follows:

\[ \times \bullet \bullet \bullet \]

There is indeed more structure to the parabolic subalgebra $p$ given by a so-called grading.

1.1.4 $|k_0|$-graded Lie algebras

Let $S = \{\alpha_i\}_{i=1, \ldots, l}$ be the simple roots of $\mathfrak{g}$ with corresponding fundamental weights $\{\omega_j\}_{j=1, \ldots, l}$, i.e. $B(\omega_j, \alpha_\vee^i) = \delta_{i,j}$. The parabolic subalgebra $p$ is specified by a subset $S_p$ of the simple roots, so that

$$S \setminus S_p = \{\alpha_i\}_{i \in I},$$

where $I = \{i_1, \ldots, i_{l_0}\}$. We set $J = \{j_1, \ldots, j_{l-l_0}\} = \{1, \ldots, l\} \setminus \{i_1, \ldots, i_{l_0}\}$. Then we can define

$$\mathfrak{g}_j = \bigoplus_{\alpha \in \Delta_j} \mathfrak{g}_\alpha,$$

where $\Delta_j = \{\alpha = \sum_{i=1}^l n_i \alpha_i \in \Delta(\mathfrak{g}, \mathfrak{h}) : \sum_{i \in I} n_i = j\}$. This yields a $|k_0|$-grading:

$$\mathfrak{g} = \mathfrak{g}_{-k_0} \oplus \ldots \oplus \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1 \oplus \ldots \oplus \mathfrak{g}_{k_0},$$

where $[\mathfrak{g}_i, \mathfrak{g}_j] \subset \mathfrak{g}_{i+j}$ and $\mathfrak{g}_- = \mathfrak{g}_{-k_0} \oplus \ldots \oplus \mathfrak{g}_{-1}$ is generated by $\mathfrak{g}_{-1}$. One can check that the non-negative part of this grading $\mathfrak{g}_0 \oplus \ldots \oplus \mathfrak{g}_{k_0} = p$ and $p_+ = \mathfrak{g}_1 \oplus \ldots \oplus \mathfrak{g}_{k_0}$. The integer $k_0$ is easily computed: write the highest root $\gamma = \sum_{i=1}^l n_i \alpha_i$ as a sum of simple roots. Then $k_0 = \sum_{i \in I} n_i$. The following facts are known about this grading (see [18], Proposition 2.2):

1. There exists a grading element $E \in \mathfrak{z}(\mathfrak{g}_0)$ such that the decomposition of $\mathfrak{g}$ corresponds to a decomposition under the adjoint action of $E$ into eigenspaces, i.e. $[E, X] = jX$ if and only if $X \in \mathfrak{g}_j$. 

2. \( B(g_i, g_j) = 0 \) for all \( j \neq -i \) and the Killing form \( B(., .) \) can be used to define isomorphisms \( g_{-i} \cong g_i^* \) for \( i = 1, \ldots, k_0 \).

**Remark**

In the complex setting, a grading is equivalent to having a parabolic subalgebra \( p \), see [18]. In the real setting, this is not the case. However, we will start of with a grading of a real Lie algebra \( g_\mathbb{R} \) that induces a grading of the complexification \( g \) and hence a parabolic subalgebra \( p \subset g \). The representation theory will then be applied to the (complex) pair \((g, p)\).

**Example**

(a) The grading corresponding to the parabolic subalgebra

\[
\begin{array}{c}
\cdots \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdots \\
\end{array}
\]

of \( A_i \) is given by \( g = g_{-1} \oplus g_0 \oplus g_1 \), with

\[
 g_{-1} = \left\{ \begin{pmatrix} 0 & 0 & 0 & 0 \\ v & 0 & 0 & 0 \\ 0 & w^T & 0 & -v^T \\ -w & 0 & 0 & 0 \end{pmatrix} \in g \right\}, \quad g_0 = \left\{ \begin{pmatrix} x & 0 & 0 & 0 \\ 0 & A & 0 & B \\ 0 & 0 & -x & 0 \\ 0 & C & 0 & -A^T \end{pmatrix} \in g \right\} \quad \text{and} \quad g_1 = \left\{ \begin{pmatrix} 0 & \tilde{v}^T & 0 & \tilde{w}^T \\ 0 & 0 & -\tilde{w} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -\tilde{v} & 0 \end{pmatrix} \in g \right\}.
\]

Here we have \( v, \tilde{v}, w, \tilde{w} \in \mathbb{C}^l \), \( x \in \mathbb{C} \), \( A, B, C \in \mathfrak{gl}_l \mathbb{C} \) with \( \text{tr}(A) + x = 0 \).

(b) The grading corresponding to the parabolic subalgebra

\[
\begin{array}{c}
\cdots \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdots \\
\end{array}
\]

of \( D_i \) is given by \( g = g_{-1} \oplus g_0 \oplus g_1 \), with

\[
 g_{-1} = \left\{ \begin{pmatrix} 0 & 0 & 0 & 0 \\ v & 0 & 0 & 0 \\ 0 & w^T & 0 & -v^T \\ -w & 0 & 0 & 0 \end{pmatrix} \in g \right\}, \quad g_0 = \left\{ \begin{pmatrix} x & 0 & 0 & 0 \\ 0 & A & 0 & B \\ 0 & 0 & -x & 0 \\ 0 & C & 0 & -A^T \end{pmatrix} \in g \right\} \quad \text{and} \quad g_1 = \left\{ \begin{pmatrix} 0 & \tilde{u}^T & 0 & \tilde{w}^T \\ 0 & 0 & -\tilde{w} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -\tilde{v} & 0 \end{pmatrix} \in g \right\}.
\]

Here we have \( v, \tilde{v}, w, \tilde{w} \in \mathbb{C}^{l-1} \), \( A, B, C \in \mathfrak{gl}_{l-1} \mathbb{C} \), \( x \in \mathbb{C} \) and \( B, C \) have to be skew symmetric.
The grading corresponding to
can be described similarly with
$$\Delta_{-1} = \{- (\epsilon_1 \pm \epsilon_i)\}_{i=2, \ldots, l} \cup \{- \epsilon_1\}, \quad \Delta_1 = -\Delta_{-1}$$
and $$\Delta_0 = \Delta \setminus \{\Delta_1 \cup \Delta_{-1}\}.$$ (c) The grading corresponding to the parabolic subalgebra
of $$A_{l+1}$$ is given by
$$g = g_{-2} \oplus g_{-1} \oplus g_0 \oplus g_1 \oplus g_2,$$ with
$$g_{-2} = \left\{ \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ z & 0 & 0 \end{pmatrix} \right\} \subset g,$$
$$g_{-1} = \left\{ \begin{pmatrix} 0 & 0 & 0 \\ v & 0 & 0 \\ 0 & w^T & 0 \end{pmatrix} \right\} \subset g,$$
$$g_0 = \left\{ \begin{pmatrix} x & 0 & 0 \\ 0 & A & 0 \\ 0 & 0 & y \end{pmatrix} \right\} \subset g,$$
and
$$g_1 = \left\{ \begin{pmatrix} 0 & \tilde{v}^T & 0 \\ 0 & 0 & \tilde{w} \\ 0 & 0 & 0 \end{pmatrix} \right\} \subset g,$$
$$g_2 = \left\{ \begin{pmatrix} 0 & 0 & \tilde{z} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \right\} \subset g.$$ Here we have $$v, \tilde{v}, w, \tilde{w} \in \mathbb{C}^l, \quad x, y, z, \tilde{z} \in \mathbb{C}, \quad A \in \mathfrak{gl}_l \mathbb{C}$$ and $$x + y + \text{tr}(A) = 0.$$

1.2 Representation theory

1.2.1 Representations of (complex) semisimple Lie algebras

Let $$\mathbb{V}$$ be a finite dimensional representation of $$\mathfrak{g}$$. We denote the action of $$\mathfrak{g}$$ on $$\mathbb{V}$$ by $$x.v$$ for all $$x \in \mathfrak{g}$$ and $$v \in \mathbb{V}$$. An element $$v \in \mathbb{V} \setminus \{0\}$$ is called weight vector of weight $$\lambda \in \mathfrak{h}^*$$ if
$$H.v = \lambda(H)v \quad \forall \ H \in \mathfrak{h}.$$ We also denote by $$\Delta(\mathbb{V})$$ the set of all weights that arise via this construction. As in the last section we write
$$\mathfrak{n} = \bigoplus_{\alpha \in \Delta^+(\mathfrak{g}, \mathfrak{h})} \mathfrak{g}_\alpha$$
and
$$\mathfrak{n}_- = \bigoplus_{\alpha \in \Delta^+(\mathfrak{g}, \mathfrak{h})} \mathfrak{g}_{-\alpha}$$
for the raising and lowering subalgebras of $$\mathfrak{g}$$. A vector $$v \in \mathbb{V}$$ is called maximal (resp. minimal) if $$v$$ is killed by $$\mathfrak{n}$$ (resp. $$\mathfrak{n}_-$$). A maximal (resp. minimal) vector of
weight $\lambda$ is called **highest weight vector** (resp. **lowest weight vector**) if $\lambda \geq \lambda'$ (resp. $\lambda \leq \lambda'$) for all $\lambda' \in \Delta(V)$. A weight $\lambda$ that satisfies

$$B(\lambda, \alpha^\vee) \geq 0 \ \forall \ \alpha \in S$$

is called **dominant** for $g$. Moreover $\lambda$ is said to be **integral** for $g$ if and only if

$$B(\lambda, \alpha^\vee) \in \mathbb{Z} \ \forall \ \alpha \in S.$$

We will represent a weight $\lambda$ for $g$ by writing the coefficients $B(\lambda, \alpha^\vee_i)$ over the $i$-th node that represents the simple root $\alpha_i \in S$.

**Theorem 2** (Theorem of the highest weight). There is a one-to-one correspondence between finite dimensional irreducible $g$-modules and dominant integral weights, i.e. every finite dimensional irreducible representation of $g$ has a unique (up to scale) highest weight vector of weight $\lambda$, which is dominant integral for $g$ and for every dominant integral weight there exists a finite dimensional irreducible representation of $g$ which has a highest weight vector of that weight.

**Proof.** This is the classification theorem of irreducible finite dimensional representations of semisimple Lie algebras and the proof may be found in [40], p. 113. The difficult point is to show that the irreducible representation which we obtain for every $\lambda \in h^\ast$ by means of Verma modules (which will be explained in another section) is finite dimensional if $\lambda$ is dominant integral.

1.2.2 **Representations of parabolic subalgebras**

1. To denote a representation $(V, \rho)$ of a simple Lie algebra $g$ or a parabolic subalgebra $p \subset g$ we write down the coefficient $B(\lambda, \alpha_j^\vee)$ over the $j$-th node in the Dynkin diagram for $g$, with $\lambda$ being the highest weight of the dual representation $(V^\ast, \rho^\ast)$. The details for this construction and the reason for this slightly odd notation is explained in [3].

2. It is easy to show that the nilpotent part $p_+$ of $p$ has to act trivially on any irreducible $p$-module. $g_0 \cong p/p_+$ is reductive and hence the sum of an abelian algebra $\mathfrak{z}(g_0)$, which has to act via a character on any irreducible representation, and a semisimple part $g^S_0$. Since $g^S_0$ is semisimple we can apply the above theorem to $g^S_0$ and get: the finite dimensional irreducible representations of $p$ are in one-to-one correspondence with $\lambda \in h^\ast$ which are dominant and integral for $g^S_0$. In our Dynkin diagram notation that corresponds to having non-negative integers over the uncrossed nodes. More precisely, a finite dimensional $g_0$-module is completely reducible if and only if $\mathfrak{z}(g_0)$ acts diagonalizably. Unless stated otherwise, we will always implicitly assume this.
Example

The \( g_0 \)-module \( g_1 \) decomposes into irreducible \( g_0 \)-modules

\[ g_1 = \bigoplus_{i \in I} E_{-\alpha_i}, \]

where \( E_\alpha \) has lowest weight \( -\alpha \in \mathfrak{h}^* \) (see [3], p. 129). We will abbreviate \( E_{-\alpha_i} \) by \( g_i \) in the future. Analogously \( g_{-1} \) decomposes into irreducible factors \( g_{i-1} \), for \( i \in I \), where the highest weight of \( g_{i-1} \) is \( -\alpha_i \).

It is true in general that the dual of an irreducible finite dimensional module of lowest weight \( \lambda \) has highest weight \( -\lambda \).

Example

It can be easily shown ([10], p. 37) that for every \( \alpha \in \Delta(g, \mathfrak{h}) \) and \( X_\alpha \in g_\alpha \setminus \{0\} \) there exists \( X_{-\alpha} \in g_{-\alpha} \), such that \( X_\alpha, X_{-\alpha} \) and \( H_\alpha = [X_\alpha, X_{-\alpha}] \) span a three dimensional simple subalgebra of \( g \) isomorphic to \( \mathfrak{sl}_2 \mathbb{C} \) and that we can calculate \( B(\lambda, \alpha_i^\vee) = \lambda(H_{\alpha_i}) \) for every \( \alpha_i \in S \) and \( \lambda \in \mathfrak{h}^* \). For \( A_i \), \( X_{\alpha_i} \) and \( X_{-\alpha_i} \) correspond to \( E_{i,i+1} \) and \( E_{i+1,i} \), respectively. We therefore have \( H_{\alpha_i} = H_i - H_{i+1} \), for \( i = 1, ..., l \). So for a weight \( \lambda = \sum_{i=1}^{l+1} a_i \epsilon_i \), we have

\[ B(\lambda, \alpha_i^\vee) = a_i - a_{i+1}, \text{ for } i = 1, ..., l. \]

1.2.3 Composition series and induced modules

Definition 1. We will write composition series with the help of + signs as explained in [1], p. 1193 and [28], p. 11, so a short exact sequence

\[ 0 \to A_1 \to A \to A_0 \to 0 \]

of modules is equivalent to writing a composition series

\[ A = A_0 + A_1. \]

If we have two composition series

\[ A = A_0 + A_1 \quad \text{and} \quad B = B_0 + B_1, \]

then we can tensor them together to obtain

\[ A \otimes B = A_0 \otimes B_1 + A_0 \otimes B_0 + A_1 \otimes B_1. \]

This can be easily extended to composition series with more composition factors.
1.2. REPRESENTATION THEORY

In general, a composition series
\[ \mathcal{B} = \mathcal{A}_0 + \mathcal{A}_1 + \ldots + \mathcal{A}_N, \]
denotes a filtration
\[ \mathcal{A}_N = \mathcal{A}^N \subseteq \mathcal{A}^{N-1} \subseteq \ldots \subseteq \mathcal{A}^0 = \mathcal{B}, \]
with \( \mathcal{A}_i = \mathcal{A}^i / \mathcal{A}^{i+1} \). We will use the same notation for the composition series of vector bundles.

**Remark**

1. It can be noted that every composition series \( \mathcal{B} = \mathcal{A}_0 + \mathcal{A}_1 + \ldots + \mathcal{A}_N \) has a projection \( \mathcal{B} \rightarrow \mathcal{A}_0 \) and injections \( \mathcal{A}_j + \ldots + \mathcal{A}_N \rightarrow \mathcal{B} \) for \( j = 0, \ldots, N \).

2. The dual of a composition series is obtained by writing down the dual of the composition factors in opposite order, i.e.
\[ \mathcal{B}^* = \mathcal{A}^*_N + \mathcal{A}^*_{N-1} + \ldots + \mathcal{A}^*_0. \]

Composition series will occur in our considerations as so-called branching rules that describe how a finite dimensional irreducible representation of \( g \) composes as a representation of \( p \). In particular, the grading can be looked at as a composition series of the adjoint representation when restricted to the parabolic \( p \).

**Example**

The \( |k_0| \)-grading of the Lie algebra \( g \) corresponding to the parabolic subalgebra \( p \) can be understood if we look at \( g \) as a \( p \)-module. There exits a \( p \)-module filtration
\[ g = g^{-k_0} \supset g^{-k_0+1} \supset \cdots \supset g^0 = g_{k_0}, \]
with \( g^i = g_i \oplus g_{i+1} \oplus \cdots \oplus g_{k_0} \). The corresponding composition series is exactly the grading
\[ g = g_{-k_0} + \cdots + g_{k_0}. \]

**Definition 2.** For any Lie algebra \( a \), let \( \mathfrak{U}(a) \) denote the universal enveloping algebra, which is defined in the following manner: we denote the tensor algebra of \( a \) by
\[ T(a) = \bigoplus_{i=0}^{\infty} \otimes^i a, \]
then the universal enveloping algebra is defined to be
\[ \mathfrak{U}(a) = T(a)/I, \]
where \( I \) is the two-sided ideal spanned by \( X \otimes Y - Y \otimes X - [X,Y] \) for all \( X,Y \in a \). Every representation of \( a \) can in a unique manner be extended to an action of \( \mathfrak{U}(a) \).

Let \( V \) be a finite dimensional \( p \)-module with dual \( V^* \), then
\[ M_p(V) = \mathfrak{U}(g) \otimes_{\mathfrak{U}(p)} V^*. \]
is called an **induced module**. Here $\mathfrak{u}(\mathfrak{g})$ is a right $\mathfrak{u}(\mathfrak{p})$-module, $V^*$ is a left $\mathfrak{u}(\mathfrak{p})$-module and $\otimes_{\mathfrak{u}(\mathfrak{p})}$ is the usual tensor product for modules over an algebra. More precisely

$$M_p(V) = (\mathfrak{u}(\mathfrak{g}) \otimes_{\mathbb{C}} V^*)/J,$$

where $J$ is the subspace generated by all $uv \otimes w - v \otimes u.w$ for $u \in \mathfrak{u}(\mathfrak{g})$, $v \in \mathfrak{u}(\mathfrak{p})$ and $w \in V^*$ and where the dot denotes the given action of $\mathfrak{u}(\mathfrak{p})$ on $V^*$. $\mathfrak{u}(\mathfrak{g})$ acts on $M_p(V)$ by multiplication on the left factor.

If $V$ is irreducible, then $M_p(V)$ is called **generalized Verma module**. More information about generalized Verma modules can be found in [50], p. 500 and its correlation to homogeneous vector bundles on $G/P$ is explained in [3], p. 164.

**Remark**

Homomorphisms between generalized Verma modules play a decisive role in the classification of invariant differential operators on homogeneous spaces, see [27]. Bernstein-Gelfand-Gelfand resolutions ([1]) and generalizations thereof ([50]) have led to the so-called **BGG** machinery that produces resolutions of all finite dimensional irreducible representations of $G$ by invariant differential operators between sections of homogeneous vector bundles.

### 1.2.4 The real case

So far we have stated everything in the complex category. However, the theory of parabolic geometries applies to the complex and the smooth real category. More specifically, we want our theory to apply to real manifolds with a given structure, e.g. real conformal manifolds. The theory is set up in a way that applies to the real and complex category at the same time. Although we will, for example, use the usual notation $\mathcal{O}$ for holomorphic objects, we could have also written everything with the symbol $\mathcal{C}^\infty$ denoting smooth objects. In fact, this is the usual way the theory is presented. For every real algebra $\mathfrak{g}_R$, we will always consider its complexification $\mathfrak{g}$ that can be described as in the first two sections. In particular, any representation of a real Lie algebra $\mathfrak{g}_R$ on a complex vector space $V$ extends to a representation of the complexification $\mathfrak{g}$ and can be dealt with as described above. In fact, there is a bijective correspondence between complex representations of real Lie algebras and complex representations of their complexifications making the complex representation theories of $\mathfrak{g}_R$ and $\mathfrak{g}$ completely equivalent (see [19]). This allows us to deal with (almost all) the representation theory in a complex setting.

If we start with a real representation $V_R$, we can always form the complexification $V$ and consider the extension of the representation to $\mathfrak{g}$. There are, however, cases when $V_R$ is irreducible and $V$ is not. A very good example of this phenomena will be encountered in Chapter 6 when we consider the canonical subbundle of the tangent bundle in CR geometry. Apart from this example, we will encounter real representations only in the form of (projective, conformal,..) weights that arise via one dimensional representations
on \( \mathbb{R} \). These representations give rise to line bundles that we tensor other vector bundles with. This procedure does not affect the representation theory.

The complexification of a \( |k_0| \)-graded real Lie algebra is \( |k_0| \)-graded again and the complexification of the non-negative part of this grading is a parabolic subalgebra as described in \( \text{1.1.3} \). When referring to specific real manifolds, especially in Chapter \( \text{6} \), we will state everything in the smooth category.

### 1.3 Parabolic geometries

**Definition 3.** We denote the adjoint representation of \( G \) on \( g \) by \( \text{Ad} \). Then we can define several subgroups of \( G \):

1. \( P = \{ g \in G : \text{Ad}(g)(g_i) \subset g_i \forall i = -k_0, \ldots, k_0 \} \)
2. \( G_0 = \{ g \in G : \text{Ad}(g)(g_i) \subset g_i \forall i = -k_0, \ldots, k_0 \} \).

It can be shown (\[18\], Proposition 2.9) that the Lie algebras of \( P \) and \( G_0 \) are \( p \) and \( g_0 \) respectively.

**Remark**

Instead of choosing \( G \) to be the simply connected and connected Lie group with Lie algebra \( g \), one can alternatively choose \( G = \text{Aut}(g) \) or \( G = \text{Aut}_0(g) = \text{Int}(g) \) corresponding to a slightly different geometric structure (orientation, spin, etc.), but our analysis of pairings is local, so none of these choices affect it.

**Remark**

In order for a finite dimensional irreducible (complex) representation of \( p \) to lift to one for \( P \), the weight \( \lambda \) has to be integral for \( g \) and not just for \( p \), see \([19]\), Remark 3.1.6 and \([19]\), 3.2.10. Therefore, in our Dynkin diagram notation, the coefficient over every node has to be an integer and the coefficients over uncrossed nodes have to be non-negative to yield a representation for \( P \). In the specific examples given in Chapter \( 6 \), we will define real representations that will allow us to have arbitrary real projective or conformal weights. In other (real) examples, there are different restrictions on the numbers over the crossed through nodes. We will not discuss this in detail, but give the precise statements in every case considered in Chapter \( 6 \).

### 1.3.1 Cartan connection

A **Parabolic geometry** \( (\mathcal{M}, G, g, \omega) \) of type \( (G, P) \) consists of

(a) a manifold \( \mathcal{M} \),

(b) a principal right \( P \) bundle \( G \) over \( \mathcal{M} \) and
(c) a \( g \)-valued 1-form \( \omega \) on \( G \) (the Cartan connection) satisfying the following conditions:

(i) the map \( \omega_g : T_g G \to g \) is a linear isomorphism for every \( g \in G \),
(ii) \( r_p^* \omega = \text{Ad}(p^{-1}) \circ \omega \) for all \( p \in P \), where \( r_p \) denotes the natural right action of an element \( p \in P \) in the structure group, and
(iii) \( \omega(\zeta_X) = X \) for all \( X \in p \), where \( \zeta_X \) is the (vertical) fundamental vector field on \( G \) associated to \( X \) in \( p \).

Remark

The dimension \( n = \dim M \) of a parabolic geometry of type \((G, P)\) is easily computed to be

\[
 n = \dim g_- = \frac{\dim g - \dim g_0^S - l_0}{2}.
\]

Formulae for the dimension of the semisimple Lie algebras \( g \) and \( g_0^S \) are readily available (see [40]).

**Definition 4.** We will call the case where the parabolic subalgebra \( p \) induces a \( |1| \)-grading, i.e. where \( k_0 = 1 \), the AHS case and parabolic geometries for \( |1| \)-gradings are called almost hermitian symmetric spaces. It immediately follows (in the complex setting) that a parabolic subalgebra \( p \) which induces a \( |1| \)-grading must arise from a subset \( S_p \subset S \), so that \( S \setminus S_p = \{ \alpha_{i_0} \} \). In the Dynkin diagram notation this corresponds to having one cross through the node associated to \( \alpha_{i_0} \). The reverse statement is obviously not correct.

**Definition 5.** The curvature of a parabolic geometry is defined to be the curvature function

\[
 \kappa : G \to \Lambda^2 g_-^* \otimes g
\]

\( g \mapsto \kappa_g \), with \( \kappa_g(X, Y) = d\omega_g(\omega^{-1}_g(X), \omega^{-1}_g(Y)) + [X, Y], \ X, Y \in g_- \).

One can decompose the curvature in terms of homogeneity degree, i.e.

\[
 \kappa^i(g) : g_r \otimes g_s \to g_{r+s+i}, \ i = -k_0 + 2, ..., 3k_0
\]

or split \( \kappa \) in terms of the grading, i.e. \( \kappa_i(g) : \Lambda^2 g_-^* \to g_i, \ i = -k_0, ..., k_0 \). Moreover one can compose \( \kappa \) with a map \( \partial^* : \Lambda^2 g_-^* \otimes g \to g^*_r \otimes g \), which is the adjoint to the Lie algebra differential \( \partial \) to be defined in Section 5.1.2. Following [20], we call a parabolic geometry

1. **normal**, if \( \partial^* \circ \kappa = 0 \),
2. **regular**, if it is normal and \( \kappa_i = 0 \) for all \( i \leq 0 \),
3. **torsion-free**, if \( \kappa_i = 0 \) for all \( i < 0 \) and
4. **flat**, if \( \kappa = 0 \).
Remark
The curvature is horizontal, i.e. $\kappa_g(X, Y) = 0$ for all $X \in \mathfrak{p}$, $Y \in \mathfrak{g}$ and $g \in \mathcal{G}$.

Proof. By definition,
$$\kappa(X, Y) = -\omega([\omega^{-1}(X), \omega^{-1}(Y)]) + [X, Y].$$
Now we use the fact that $[\omega^{-1}(X), \omega^{-1}(Y)] = \omega^{-1}([X, Y])$ for $X \in \mathfrak{p}$ which follows from 1.3.1 (c), (ii) and (iii).

Example

(a) Projective geometry in $n$ dimensions can be described as a parabolic geometry with $\mathfrak{g}_\mathbb{R} = \mathfrak{sl}(n + 1, \mathbb{R})$ and a grading whose complexification corresponds to the grading in Example 1.1.4 (a). The notation via Dynkin diagrams is

```
\times \cdots \bullet
```

The first construction of a canonical Cartan connection on projective manifolds is due to Cartan, see [10]. For a more modern treatment the reader is advised to refer to [15, 42, 55].

(b) A conformal manifold $(\mathcal{M}, [\mathfrak{g}])$ of signature $(p, q)$ is equivalent to a normal parabolic geometry with $\mathfrak{g}_\mathbb{R} = \mathfrak{so}(p + 1, q + 1)$ and $|1|$-grading as in [16], the complexification of which is the $|1|$-grading given in Example 1.1.4 (b). The Dynkin diagram notation is

```
\times \cdots \bullet \cdots \bullet
```

for $p + q$ even and

```
\times \cdots \bullet \cdots
```

for $p + q$ odd. It turns out that this parabolic geometry is automatically regular and torsion-free (see [18]). The first construction of a canonical Cartan connection on manifolds with a conformal structure is due to Cartan [9]. See [14] and [15] for a more modern treatment.

(c) A manifold with partially integrable almost CR-structure with non-degenerate Levi-form of signature $(p, q)$ is equivalent to a regular parabolic geometry with $\mathfrak{g}_\mathbb{R} = \mathfrak{su}(p + 1, q + 1)$ endowed with a $|2|$-grading as in [18], the complexification of which is the grading given in Example 1.1.4 (c) with Dynkin diagram

```
\times \cdots \bullet \cdots
```
The torsion-free parabolic geometries are exactly the CR-structures (see [18]). The original construction of a canonical Cartan connection for CR-manifolds in three dimensions is due to Cartan ([8]). The general case is due to Tanaka ([60]) and Chern and Moser ([22]).

1.3.2 The homogeneous model

The homogeneous model for a parabolic geometry of type \((G, P)\) is the principal right \(P\)-bundle

\[
P \to G \downarrow \frac{G}{P}
\]

over the generalized flag manifold \(G/P\) together with the Maurer-Cartan form

\[
\omega_{MC}(X) = (l_{g^{-1}})_* X, \quad \text{for } X \in T_g G,
\]

where \(l_g\) denotes left translation and \((l_g)_*\) is the corresponding tangent mapping. The properties of \(\omega_{MC}\) are easily computed:

1. \((l_g^{-1})_* : T_g G \to T_e G = \mathfrak{g}\) is a linear isomorphism with inverse map \((l_g)_*\).

2. Let \(X \in T_g G\), then we compute

\[
(r_p^* \omega_{MC})X = \omega_{MC}((r_p)_* X) = (l_{gp^{-1}})_* (r_p)_* X = (l_p^{-1} \circ l_{g^{-1}} \circ r_p)_* X = (\text{Ad}(p^{-1}) \circ l_{g^{-1}})_* X = \text{Ad}(p^{-1}) \circ \omega_{MC}(X).
\]

3. We have \((l_g)_* X = (\zeta_X)_g \in T_g G\), so obviously \(\omega_{MC}(\zeta_X) = X\) for all \(X \in \mathfrak{p}\).

The curvature function vanishes identically because of the structural equation

\[
d\omega_{MC}(X, Y) + [\omega_{MC}(X), \omega_{MC}(Y)] = 0,
\]

see [55], p. 108. In fact, it is known that the curvature \(\kappa\) is a complete obstruction against local flatness, see e.g. [11] [17].

Examples

(a) The homogeneous model for projective geometry, which we will discuss in some detail in Chapter 6 is \(\mathbb{R}P_n = G/P\) with \(G = \text{PSL}_{n+1} \mathbb{R}\) and

\[
P = \left\{ g \in G : g = \begin{pmatrix}
* & * & \cdots & * \\
0 & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & * & \cdots & * 
\end{pmatrix} \right\}.
\]
Note that $P$ is the isotropy subgroup of the point $e = [1 : 0 : \cdots : 0] \in \mathbb{R}P_n$.

(b) The homogeneous model for **conformal geometry**, which we will discuss in some detail in Chapter 6, is the sphere $S^n = G/P$ with $G = SO_0(p + 1, q + 1)$ being the identity connected component of $SO(p + 1, q + 1)$ corresponding to a non-degenerate bilinear form $\tilde{g}$ of signature $(p + 1, q + 1)$ on $\mathbb{R}^{n+2}$, for example given by

$$\tilde{g}(x_0, x, x_\infty) = 2x_0x_\infty + \langle x, x \rangle,$$

where $\langle x, x \rangle$ is the standard inner product of signature $(p,q)$ in $\mathbb{R}^n$. $P$ is the isotropy subgroup of the point

$$e = [1 : 0 : \cdots : 0] \in S^n = \{[x_0 : x : x_\infty] \in \mathbb{R}P_{n+1} : \tilde{g}(x_0, x, x_\infty) = 0\}.$$

(c) The homogeneous model for **CR geometry**, which we will discuss in some detail in Chapter 6, is a real hyperquadric $\mathcal{H} = G/P$ in $\mathbb{C}P_{n+1}$, for example given by

$$\tilde{h}(z_0, z, z_\infty) = z_0\bar{z}_\infty + \bar{z}_0z_\infty + \langle z, z \rangle,$$

where $\langle z, z \rangle$ is the standard hermitian inner product of signature $(p,q)$ in $\mathbb{C}^n$. So $G = PSU(p + 1, q + 1)$ and $P$ is the isotropy subgroup of the point

$$e = [1 : 0 : \cdots : 0] \in \mathcal{H} = \{[z_0 : z : z_\infty] \in \mathbb{C}P_{n+1} : \tilde{h}(z_0, z, z_\infty) = 0\}.$$

### 1.3.3 Associated vector bundles

For every representation $\rho : P \to \text{End}(V)$ we can define a corresponding **associated vector bundle**

$$V = (V, \rho) = \mathcal{G} \times_p V = (\mathcal{G} \times V)/\sim,$$

where

$$(gp, v) \sim (g, \rho(p)v) \quad \forall \ g \in \mathcal{G}, p \in P \text{ and } v \in V.$$

Sections of this bundle can be identified with maps

$$s : \mathcal{G} \to V \text{ s.t. } s(gp) = \rho(p^{-1})s(g)$$

for all $g \in \mathcal{G}$ and $p \in P$. Equivalently, we can differentiate this requirement to obtain

$$(\zeta_Xs)(g) = -\rho(X)s(g) \quad \forall \ X \in \mathfrak{p}, g \in \mathcal{G}.$$
Example

1. On a projective manifold $\mathcal{M}$ we write

$$\text{Vect}(\mathcal{M}) = \begin{array}{c}
\oplus \\
\end{array} \begin{array}{c}
1 \quad 0 \\
0 \quad 1 \\
\ldots \\
0 \\
0 \quad 1 \\
0 \\
\end{array} \quad \text{and} \quad \Omega^1(\mathcal{M}) = \begin{array}{c}
\oplus \\
\end{array} \begin{array}{c}
-2 \\
1 \quad 0 \\
0 \quad 1 \\
\ldots \\
0 \\
0 \\
\end{array}.$$

2. On a conformal manifold $\mathcal{M}$ we write

$$\text{Vect}(\mathcal{M}) = \begin{array}{c}
0 \\
1 \quad 0 \\
0 \quad 0 \\
\ldots \\
0 \\
0 \\
\end{array} \quad \text{or} \quad \text{Vect}(\mathcal{M}) = \begin{array}{c}
0 \\
1 \quad 0 \\
0 \quad 0 \\
\ldots \\
0 \\
0 \\
\end{array}.$$

and

$$\Omega^1(\mathcal{M}) = \begin{array}{c}
\oplus \\
\end{array} \begin{array}{c}
-2 \\
1 \quad 0 \\
0 \quad 0 \\
\ldots \\
0 \\
0 \\
\end{array} \quad \text{or} \quad \Omega^1(\mathcal{M}) = \begin{array}{c}
\oplus \\
\end{array} \begin{array}{c}
-2 \\
1 \quad 0 \\
0 \quad 0 \\
\ldots \\
0 \\
0 \\
\end{array}.$$

3. For CR geometry, the tangent and cotangent bundle are no longer irreducible. Instead they (or more precisely their complexification) have a filtration given by

$$\text{Vect}(\mathcal{M}) = \begin{array}{c}
1 \quad 0 \\
0 \quad 1 \\
\ldots \\
0 \\
0 \quad 1 \\
0 \\
\end{array} \oplus \begin{array}{c}
1 \quad 0 \\
0 \quad 1 \\
\ldots \\
0 \\
0 \quad 1 \\
0 \\
\end{array} \quad \text{and} \quad \Omega^1(\mathcal{M}) = \begin{array}{c}
\oplus \\
\end{array} \begin{array}{c}
-2 \\
1 \quad 0 \\
0 \quad 0 \\
\ldots \\
0 \\
0 \\
\end{array} \oplus \begin{array}{c}
-2 \\
1 \quad 0 \\
0 \quad 0 \\
\ldots \\
0 \\
0 \\
\end{array}.$$

1.3.4 Invariant differential

The Cartan connection does not yield a connection on these associated vector bundles, but we can still define the invariant differential

$$\nabla^\omega : \mathcal{O}(\mathcal{G}, \mathcal{V}) \to \mathcal{O}(\mathcal{G}, g^* \otimes \mathcal{V})$$

with

$$\nabla^\omega s(g)(X) = \nabla_X s(g) = [\omega^{-1}(X)s](g), \quad \forall X \in g_-, g \in \mathcal{G} \text{ and } s \in \mathcal{O}(\mathcal{G}, \mathcal{V}).$$

It has to be noted that it does not take $P$-equivariant sections to $P$-equivariant sections. In order to ensure that, we can define the fundamental derivative,

$$D : \mathcal{O}(\mathcal{G}, \mathcal{V})^P \to \mathcal{O}(\mathcal{G}, g^* \otimes \mathcal{V})^P$$

$$s \mapsto X \mapsto \nabla_X^\omega s = \omega^{-1}(X)s.$$
1.3. PARABOLIC GEOMETRIES

The distinction between the fundamental derivative and the invariant differential is a bit artificial and solely done for notational convenience. The bundle $\mathcal{G} \times_P g = \mathcal{A}$ is called the adjoint tractor bundle. The invariant derivative and the fundamental derivative will be of vital importance in later chapters. Important properties of the fundamental derivative can be found in [13], Proposition 3.1. We will just prove that $D$ takes $P$-equivariant functions to $P$-equivariant functions.

**Proof.** Let $f \in \mathcal{O}(\mathcal{G}, V)^P$ (where the bundle $V$ is an associated bundle for a representation $\rho : P \to \text{Aut}(\mathbb{V})$, $s \in \mathcal{O}(\mathcal{G}, g)^P$, $g \in \mathcal{G}$ and $p \in P$, then we compute

$$D_s f(gp) = \omega^{-1}_{gp}(s(gp))f \text{ by definition}$$
$$= \omega^{-1}_{gp}(\text{Ad}(p^{-1})s(g))f \text{ by the equivariance of } s$$
$$= (r_p)_* \omega^{-1}_g(s(g))f \text{ by the property (c) of the Cartan connection}$$
$$= d(f \circ r_p) \omega^{-1}_g(s(g))$$
$$= \rho(p^{-1}) (d\omega^{-1}_g(s(g))) \text{ by the equivariance of } f$$
$$= \rho(p^{-1}) D_s f(g),$$

so $D_s f \in \mathcal{O}(\mathcal{G}, V)^P$.

**Remark**

We have

$$\nabla^\omega_X \nabla^\omega_Y - \nabla^\omega_Y \nabla^\omega_X = \nabla^\omega_{[X,Y]} - \nabla^\omega_{\kappa(X,Y)}$$

for all $X, Y \in \mathfrak{g}$.

**Proof.** By definition

$$\kappa(X, Y) = d\omega(\omega^{-1}(X), \omega^{-1}(Y)) + [X, Y]$$
$$= -\omega([\omega^{-1}(X), \omega^{-1}(Y)]) + [X, Y]$$

and therefore

$$\nabla^\omega_{[X,Y]} - \nabla^\omega_{\kappa(X,Y)} = [\omega^{-1}(X), \omega^{-1}(Y)] = \nabla^\omega_X \nabla^\omega_Y - \nabla^\omega_Y \nabla^\omega_X.$$

\[\square\]
Example

In the flat homogeneous model spaces $G/P$ we have for all $X \in \mathfrak{g}$, $f \in \mathcal{O}(G,V)^P$ and $g \in G$:

$$(Df(g))(X) = \omega^{-1}_{MC}(X)_gf = ((l_g)_*X)f = \left. \frac{d}{dt} f(g \exp(tX)) \right|_{t=0} = \left. \frac{d}{dt} f(\exp(t\text{Ad}(g)X)g) \right|_{t=0} = ((r_g)_*(\text{Ad}(g)X))f.$$ 

Furthermore, the map $G \to \mathfrak{g}$, $g \mapsto \text{Ad}(g^{-1})X$, can be looked at as a section $s_X \in \Gamma(\mathcal{A})$, so we can write

$$D_s f = -R_X f,$$

where $(R_X)_g = -(r_g)_*X$ is the (right invariant) vector field on $G$ that is derived from the action of $G$ on $\mathcal{O}(G,V)^P$ via $(g.s)(h) = s(g^{-1}h)$ for all $g, h \in G$ and $s \in \mathcal{O}(G,V)^P$. $R_X$ takes $P$ equivariant functions to $P$ equivariant functions.

Definition 6. The filtration

$$\mathfrak{g} = \mathfrak{g}^{-k_0} \supset \mathfrak{g}^{-k_0+1} \supset \cdots \supset \mathfrak{g}^{k_0} \supset \{0\}$$

induces a filtration

$$\mathcal{A} = \mathcal{A}^{-k_0} \supset \mathcal{A}^{-k_0+1} \supset \cdots \supset \mathcal{A}^{k_0}$$

on the adjoint tractor bundle $\mathcal{A} = \mathcal{G} \times_P \mathfrak{g}$. For $s \in \mathcal{A}^0 = \mathcal{G} \times_P \mathfrak{p}$, we have

$$(D_s f)(g) = \omega^{-1}_g(s(g))f = (\zeta(s(g))f)(g) = -\lambda(s(g))f(g)$$

for all $f \in \mathcal{O}(\mathcal{G},V)^P$, where $\lambda : \mathfrak{p} \to \mathfrak{gl}(V)$ is the derived action of $\mathfrak{p}$. Following [13], we will denote this action by $D_s f = -s \cdot f$.

Remark

If $V$ is a representation of $\mathfrak{g}$, then we can define $\nabla^V_s f = D_s f + s \cdot f$ for $s \in \Gamma(\mathcal{A})$ and $f \in \mathcal{O}(\mathcal{G},V)^P$. Since $\nabla^V_s f = 0$ for $s \in \Gamma(\mathcal{A}^0)$, this descends to a mapping

$$\nabla^V : \mathcal{O}(\mathcal{G},V)^P \to \mathcal{O}(\mathcal{G},\mathfrak{g}^* \otimes V)^P,$$

which is a linear connection on $V$, see [13], Proposition 3.2. This connection is called tractor connection and we will make use of it in Chapter 6.
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Pairings

In this second chapter we will define the notion of an invariant bilinear differential pairing of a certain weighted order. This will firstly be done analytically with the help of (weighted) jets. Then we give an algebraic description of pairings on homogeneous spaces and derive the first important theorem.

2.1 Analytic description

This section is a generalization of the description of invariant differential pairings in [45] to the case of arbitrary parabolic geometries. In particular, a \( |k_0| \)-grading with \( k_0 > 1 \) gives rise to the notion of weighted differential operators as detailed in [51].

2.1.1 Filtered manifolds

Weighted modules

Let us examine the universal enveloping algebras of \( \mathfrak{p}_+ \) and \( \mathfrak{g}_- \) more closely. We will discuss only the case for \( \mathfrak{p}_+ \) since \( \mathfrak{g}_- \) can be dealt with by duality. We denote the tensor algebra of \( \mathfrak{p}_+ \) by \( T(\mathfrak{p}_+) = \bigoplus_{i=0}^{\infty} \otimes^i \mathfrak{p}_+ \) and the universal enveloping algebra by \( \mathfrak{U}(\mathfrak{p}_+) = T(\mathfrak{p}_+)/J \), where \( J \) is the two-sided ideal spanned by \( X \otimes Y - Y \otimes X - [X,Y] \) for all \( X, Y \in \mathfrak{p}_+ \). We can define a weighted grading on those algebras via the following construction. Let \( i \in \mathbb{N} \) and

\[
T_i(\mathfrak{p}_+) = \{ u = \sum_j X_{1,j} \otimes \ldots \otimes X_{s_j,j} \in T(\mathfrak{p}_+) : X_{l,j} \in \mathfrak{g}_{l,j} \text{ and } \sum_{m=1}^{s_j} t_{m,j} = i \ \forall \ j \}.
\]

Since \( J \) behaves well with respect to the grading, we can define

\[
\mathfrak{U}_i(\mathfrak{p}_+) = \{ u = \sum_j X_{1,j} \ldots X_{s_j,j} \in \mathfrak{U}(\mathfrak{p}_+) : X_{l,j} \in \mathfrak{g}_{l,j} \text{ and } \sum_{m=1}^{s_j} t_{m,j} = i \ \forall \ j \}.
\]
**Definition 7.** Let $\mathcal{M}$ be a (smooth) complex manifold and $T\mathcal{M} = \mathfrak{f}^{-k_0} \supset \mathfrak{f}^{-k_0+1} \supset \ldots \supset \mathfrak{f}^{-1} \supset \mathfrak{f}^0 = 0$

a filtration of the tangent bundle by subbundles. If $[s^p,s^q]$ is a section of $\mathfrak{f}^p \oplus \mathfrak{f}^q$ for all sections $s^p \in \Gamma(\mathfrak{f}^p), s^q \in \Gamma(\mathfrak{f}^q)$ and all integers $p,q$, then the filtration is called **tangential filtration** and $\mathcal{M}$ is called **filtered manifold**.

**Example**

The grading of $\mathfrak{g}$ induces a filtration of the tangent bundle on the underlying manifold $\mathcal{M}$ of a parabolic geometry $(\mathcal{M},\mathcal{G},\mathfrak{g},\omega)$:

$$T\mathcal{M} = \mathfrak{f}^{-k_0} \supset \mathfrak{f}^{-k_0+1} \supset \ldots \supset \mathfrak{f}^{-1} \supset \mathfrak{f}^0 = 0$$

with

$$\mathfrak{f}^{-i} = \mathcal{G} \times \mathfrak{g}_i \oplus \mathfrak{g}_{-i} \oplus \ldots \oplus \mathfrak{g}_{-1}.$$

If the parabolic geometry is regular, then this is a tangential filtration (see [57], Proposition 2.2) and the concept of weighted order is well defined.

### 2.1.2 Weighted jet bundles

Let $\mathcal{M}$ be a filtered manifold with tangential filtration $T\mathcal{M} = \mathfrak{f}^{-k_0} \supset \mathfrak{f}^{-k_0+1} \supset \ldots \supset \mathfrak{f}^{-1} \supset \mathfrak{f}^0 = 0$.

Following [51], we say that a local vector field $X$ on $\mathcal{M}$ has **weighted order** $\leq i$ if $X$ is a section of $\mathfrak{f}^{-i}$. The minimum of such $i$ is called the **weighted order** of $X$ and is denoted by $w - \text{ord}X$. A differential operator $P$ is said to be of weighted order $\leq \mu$ if $P$ can locally be written as $P = \sum_j X_j^1 \ldots X_j^r$ for local vector fields $X_j^1, \ldots, X_j^r$ and if $\max_j \{\sum_{i=1}^r w - \text{ord}X_j^i\} = \mu$.

Let $E$ be a vector bundle (with trivial filtration) over $\mathcal{M}$ and denote by $E_x$ the sheaf of sections of $E$. For every $x \in \mathcal{M}$, let $J_x^k E$ denote the subspace of $E_x$ consisting of those germs of sections $s \in E_x$ such that

$$(P(\alpha, s))(x) = 0,$$

for all $\alpha \in \Gamma(E^*)$ and all differential operators $P$ of weighted order $\leq k$. The **weighted jet bundle** is then defined to be

$$J^k E = \bigcup_{x \in \mathcal{M}} J_x^k E, \quad J_x^k E = E_x / \mathfrak{f}_x^{k+1} E.$$ 

We can identify $J^0 E = E$ and obtain exact sequences

$$0 \to \mathfrak{f}^k J^k E \to J^k E \to J^{k-1} E \to 0,$$
for \( k \geq 1 \). A linear differential operator \( d : \Gamma(E) \rightarrow \Gamma(F) \) of \textbf{weighted order} \( k \) is a map

\[
D : \mathcal{J}^k E \rightarrow F
\]

with \textbf{symbol} given by the composition map \( \mathcal{J}^k E \rightarrow F \). Moreover, we can identify

\[
\mathcal{J}^k E = (\mathfrak{U}_{-k}(grT_x M))^* \otimes E,
\]

(2.1)

where \( \mathfrak{U}(grT_x M) \) is the universal enveloping algebra of the graded algebra

\[
grT_x M = \bigoplus_{p=-k}^{-1} \mathfrak{p}_p / \mathfrak{p}_p^{p+1}
\]

and \( \mathfrak{U}_{-k}(grT_x M) \) denotes the subset of all homogeneous elements of degree \(-k\) (see [51], p. 237) as defined in 2.1.1. We will give an inductive definition of this space in 5.1.2.

Note that there is a canonical projection \( \mathcal{J}^1 E \rightarrow \mathcal{J}^1 E \) from the first order jet bundle \( \mathcal{J}^1 E \) (as defined, for example, in [59]) of \( E \) to the weighted first order jet bundle \( \mathcal{J}^1 E \).

\[\text{Remark}\]

We can write down more explicitly

\[
\mathcal{J}^k_x E = \mathfrak{E}_x / \mathfrak{e}_x^{k+1} E \cong \bigoplus_{l \leq k} \text{Hom}(\mathfrak{U}_{-l}(grT_x M), E_x)
\]

where \( ^0 \) is defined by \( (Z_1 \ldots Z_l)^0 = (-1)^l Z_l \ldots Z_1 \) for all \( Z_i \in grT_x M \). Under this isomorphism (2.1) becomes apparent.

\[\text{Example}\]

Let \((\mathcal{M}, \mathcal{G}, g, \omega)\) be a parabolic geometry of type \((G, P)\) with the tangential filtration as in Example 2.1.1. Then we have

\[
grT_x M \cong gr\mathfrak{g}_- = \mathfrak{g}_{-k_0} \oplus \cdots \oplus \mathfrak{g}_{-1}.
\]

The first order jet bundle \( \mathcal{J}^1 E \) of every associated bundle \( E \) is an associated bundle again (see [56], p. 196), which induces the structure of an associated bundle on \( \mathcal{J}^1 E \).

The corresponding \( \mathfrak{p} \)-module

\[
\mathcal{J}^1 \mathfrak{E} = \mathfrak{E} + \mathfrak{g}_1 \otimes \mathfrak{E}
\]

has a \( \mathfrak{p} \)-module structure that is induced by the \( \mathfrak{p} \)-module structure of \( \mathcal{J}^1 \mathfrak{E} \).


2.1.3 Weighted bi-jet bundles and pairings

For every complex (or smooth) filtered manifold $\mathcal{M}$ and holomorphic vector bundle $V$ over $\mathcal{M}$, we denote by $J^kV$ the weighted jet bundle over $\mathcal{M}$ as described in the last section. A bilinear differential pairing between sections of the bundle $V$ and sections of the bundle $W$ to sections of a bundle $U$ is a homomorphism

$$d : J^kV \otimes J^lW \rightarrow U.$$ 

This pairing is of weighted order $M$ if and only if

(a) $k = l = M$,

(b) there is a subbundle $B$ of $J^M V \otimes J^M W$, so that there is a commutative diagram

$$\begin{array}{ccc}
J^M V \otimes J^M W & \downarrow & \rightarrow \\
(B) & d & \rightarrow \\
\Longrightarrow & & \phi \\
\end{array}$$

and

(c) the map $\phi$ induces a formula that consist of terms in which derivatives of sections of $V$ are combined with derivatives of sections of $W$ in such a way that the total weighted order is $M$ (i.e. a term may consist of a differential operator of weighted order $k$ applied a section of $V$ combined with a differential operator of weighted order $(M - k)$ applied to a section of $W$, for $k = 0, ..., M$).

In fact, $B$ is characterized by (c) as detailed in the next subsection. We will therefore write $J^M(V,W) = (J^M V \otimes J^M W)/B$ for this canonical choice of $B$. This is not to be confused with the set of all $M$-jets of $V$ into $W$ as defined in \[13\], p. 117, Definition 12.2.

If $\mathcal{M} = G/P$ is a homogeneous space, then a pairing is called invariant (some authors use the term equivariant) if it commutes with the action of $G$ on local sections of the involved homogeneous vector bundles, which is given by $(g,s)(h) = s(g^{-1}h)$ for all $g, h \in G$ and $s \in \Gamma(F)$ (see also Example 1.3.4 and the Introduction 0.5.2).

In general, there is no commonly accepted notion of invariance for manifolds with a parabolic structure (see \[56\], p. 193, Section 2). We will deal with this issue by taking a pragmatic point of view: first of all, every manifold with a parabolic geometry is equipped with a distinguished class of connections (Weyl connections), as detailed in \[14\], p. 42 and \[16\], p. 54. A pairing is then called invariant, if $\phi$ induces a formula that consists of terms involving an arbitrary connection from the distinguished equivalence class, but that as a whole does not depend on its choice. We will discuss this slightly subtle point further in Section 2.3.
2.1.4 Description of $\mathcal{J}^M(V, W)$

**Definition 8.** Let $\mathcal{M}$ be a (smooth) complex filtered manifold and let $V, W$ be holomorphic vector bundles (with trivial filtrations) over $\mathcal{M}$. For every holomorphic vector bundle $U$ (with trivial filtration) over $\mathcal{M}$ and every integer $k \in \mathbb{N}$, there exists the weighted jet bundle $\mathcal{J}^k U$ and for every $0 \leq l \leq k$ there is a projection $\pi^k_l : \mathcal{J}^k U \to \mathcal{J}^l U$ (see [51], p. 237). Let $\mathcal{U}_{-k}(gr T_x \mathcal{M})$ denote the bundle over $\mathcal{M}$ whose fibre at $x \in \mathcal{M}$ is $\mathcal{U}_{-k}(gr T_x \mathcal{M})$, as defined in 2.1.2. The projections can be put into an exact sequence

$$0 \to (\mathcal{U}_{-k}(gr T_x \mathcal{M}))^* \otimes U \to \mathcal{J}^k U \to \mathcal{J}^{k-1} U \to 0$$

as described in 2.1.2. This exact sequence induces a filtration

$$\mathcal{J}^k U = \sum_{l=0}^{k} \mathcal{U}_l(gr T^* \mathcal{M}) \otimes U = U + \mathcal{U}_1(gr T^* \mathcal{M}) \otimes U + \mathcal{U}_2(gr T^* \mathcal{M}) \otimes U + ... + \mathcal{U}_k(gr T^* \mathcal{M}) \otimes U$$

on the jet bundle. The mapping

$$\varphi_M = \oplus_{k+l=M} \mathcal{U}^M_{k+l} \otimes \pi_l^M : \mathcal{J}^M V \otimes \mathcal{J}^M W \to \bigoplus_{k+l=M} \mathcal{J}^k V \otimes \mathcal{J}^l W$$

defines a canonical subbundle $B = \ker \varphi_M$ in $\mathcal{J}^M V \otimes \mathcal{J}^M W$, so that

$$\mathcal{J}^M(V, W) = (\mathcal{J}^M V \otimes \mathcal{J}^M W)/\ker \varphi_M.$$ 

We will call the bundles $\mathcal{J}^M(V, W)$ **weighted bi-jet bundles**.

**Remark**

It is easy to see that the vector bundle $\mathcal{J}^M(V, W)$ has a filtration

$$\mathcal{J}^M(V, W) = \sum_{k=0}^{M} \bigoplus_{l=0}^{k} \mathcal{U}_l(gr T^* \mathcal{M}) \otimes V \otimes \mathcal{U}_{k-l}(gr T^* \mathcal{M}) \otimes W,$$

which is equivalent to a series of exact sequences

$$0 \to \bigoplus_{l=0}^{k} \mathcal{U}_l(gr T^* \mathcal{M}) \otimes V \otimes \mathcal{U}_{k-l}(gr T^* \mathcal{M}) \otimes W \to \mathcal{J}^k(V, W) \to \mathcal{J}^{k-1}(V, W) \to 0,$$

for $0 \leq k \leq M$. The exact sequence

$$0 \to \bigoplus_{l=0}^{M} \mathcal{U}_l(gr T^* \mathcal{M}) \otimes V \otimes \mathcal{U}_{M-l}(gr T^* \mathcal{M}) \otimes W \to \mathcal{J}^M(V, W) \to \mathcal{J}^{M-1}(V, W) \to 0$$
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gives rise to a symbol $\sigma = \phi \circ \iota$ for every homomorphism $\phi : J^M(V, W) \to E$, i.e. for every weighted $M$-th order bilinear differential pairing. As for ordinary jet bundles, we can define the formal (weighted) bi-jet bundle $J^\infty(V, W)$ as the projective limit

$J^\infty(V, W) \to \ldots \to J^M(V, W) \to J^{M-1}(V, W) \to \ldots \to J^1(V, W) \to V \otimes W \to 0$.

In the homogeneous case $J^M(V, W)$ is a homogeneous bundle with a $p$-module structure on the standard fibre $J^M(V, W)$ that is induced by the $p$-module structures of $J^M V$ and $J^M W$, the standard fibres of $J^M V$ and $J^M W$.

2.2 Algebraic description

This section provides an algebraic description for invariant bilinear differential pairings on homogeneous spaces. Similar to the situation for invariant linear differential operators, invariant differential pairings can be described by homomorphism between certain algebraic objects. There is, however, one major difference. An invariant differential operator between irreducible homogeneous vector bundles is the same as a homomorphism between generalized Verma modules and the existence of such a homomorphism restricts the possible candidates quite severely. In fact, both generalized Verma modules have to have the same central character and the theorem of Harish-Chandra implies that their highest weights have to be related by the affine action of the Weyl group. For pairings there is no such restriction. In fact, Theorem 4 shows that there are infinitely many pairings between arbitrary irreducible bundles.

The procedure in this section follows the classification of invariant linear differential operators on homogeneous spaces as presented by L. Barchini and R. Zierau in the ICE-EM Australian Graduate School in Mathematics in Brisbane, July 2-20, 2007 and the author would like to express his gratitude for the inspiration that these lectures provided.

For this section define $\mathbb{k} = \mathbb{R}$ or $\mathbb{k} = \mathbb{C}$.

2.2.1 Pairings on homogeneous spaces

Let $V, W$ and $E$ be $\mathbb{k}$-vector spaces and denote by $C^\infty(\mathbb{k}^n, F)$ the space of smooth $(\mathbb{k} = \mathbb{R})$ or holomorphic $(\mathbb{k} = \mathbb{C})$ $F$-valued functions on $\mathbb{k}^n$ for any vector space $F$. A bilinear map

$P : C^\infty(\mathbb{k}^n, V) \times C^\infty(\mathbb{k}^n, W) \to C^\infty(\mathbb{k}^n, E)$

is called a bilinear differential pairing if it is of the form

$P(\phi, \psi) = \sum_{\alpha, \beta} a_{\alpha, \beta} \left( \frac{\partial^{|\alpha|}}{\partial x^\alpha} \phi \otimes \frac{\partial^{|\beta|}}{\partial x^\beta} \psi \right), \quad \forall (\phi, \psi) \in C^\infty(\mathbb{k}^n, V) \times C^\infty(\mathbb{k}^n, W), \quad (2.2)$

where $a_{\alpha, \beta} \in C^\infty(\mathbb{k}^n, \text{Hom}(V \otimes W, E))$ and $x$ is a coordinate system. The indices $\alpha, \beta$ are multiindices in the usual sense, i.e. $x^\alpha = x_1^{\alpha_1} \ldots x_n^{\alpha_n}$ for $\alpha = (\alpha_1, ..., \alpha_n) \in \mathbb{N}^n$. 

2.2. ALGEBRAIC DESCRIPTION

If $\mathcal{M}$ is a manifold and $V, W, E$ are vector bundles over $\mathcal{M}$, then a mapping

$$ P : \Gamma(V) \times \Gamma(W) \to \Gamma(E) $$

is a differential pairing if, in each local trivialization, $P$ is of the form (2.2). The space of all such pairings is denoted by $P(V \times W, E)$.

Let us now assume that $\mathcal{M} = G/P$ is a homogeneous space and that $V, W$ and $E$ are associated bundles that arise from representations $\lambda, \nu$ and $\mu$ of $P$ on the vector spaces $\mathbb{V}, \mathbb{W}$ and $\mathbb{E}$ respectively. We will denote the derived representations of $\mathfrak{p}$ by the same symbols. A pairing is called $G$-invariant, if

$$ P(l_g \phi, l_g \psi) = l_g P(\phi, \psi) $$

for all $g \in G$, $\phi \in \Gamma(V)$ and $\psi \in \Gamma(W)$ and where $l_g$ denotes left translation, i.e.

$$ (l_g \phi)(h) = (\phi \circ l_{g^{-1}})(h) = \phi(g^{-1}h) \forall \ g, h \in G. $$

The space of all $G$ invariant bilinear differential pairings is denoted by

$$ P_G(V \times W, E). $$

We will denote right translation by

$$ (r(X)f)(x) = \frac{d}{dt}f(x \exp(tX))|_{t=0} $$

for $f \in C^\infty(G, \mathbb{F})$ and $X \in \mathfrak{g}$, where $\mathbb{F}$ denotes an arbitrary vector space and $\mathfrak{g}$ is the Lie algebra of $G$. It is easy to see that $r(X)_g = (l_g)_*X \in T_g G$ is a left invariant vector field on $G$. We will write the Lie algebra of $G$ as $\mathfrak{g} = \mathfrak{g}_- + \mathfrak{p}$, where $\mathfrak{p}$ is the Lie algebra of $P$ and $\mathfrak{g}_-$ is any vector space complement. Let $\{X_j\}_{j=1,...,n}$ be a basis of $\mathfrak{g}_-$, then we can introduce local coordinates on $G/P$ around $gP, g \in G$:

$$ \varphi : U \to G/P $$

$$ \varphi(x_1, ..., x_n) = g \exp(x_1X_1 + ... + x_nX_n) \text{ mod } P, $$

where $U \subset \mathbb{K}^n$ is an appropriate neighborhood of 0. With respect to these coordinates, we see that

$$ (r(X_j)f)(g) = \frac{\partial f}{\partial x_j}|_{x=0}. $$

We can canonically extend the action of $\mathfrak{g}$ via $r$ to the universal enveloping algebra $\mathcal{U}(\mathfrak{g})$.

**Proposition 1.** In each local trivialization, an invariant differential pairing can be written as

$$ P(\phi, \psi) = \sum_{\alpha, \beta} T_{\alpha, \beta}(r(X_1^\alpha)\phi \otimes r(X_2^\beta)\psi), $$

where $T_{\alpha, \beta} \in \text{Hom}(\mathbb{V} \otimes \mathbb{W}, \mathbb{E}))$, $r(X_1^\alpha) = r(X_1)^{\alpha_1} \cdots r(X_n)^{\alpha_n}$ and $\{X_i\}_{i=1,...,n}$ is a basis of $\mathfrak{g}_-$. 

Proof. Using the definition of $P(V \times W, E)$ and the local trivialization from above, we can write each bilinear pairing as

$$P(\phi, \psi) = \sum_{\alpha, \beta} a_{\alpha, \beta}(r(X^\alpha) \phi \otimes r(X^\beta) \psi),$$

for $a_{\alpha, \beta} \in C^\infty(G, \text{Hom}(V \otimes W, E))$. If the pairing is to be $G$-invariant, we can compute:

$$P(\phi, \psi)(g) = (l_g^{-1}P(\phi, \psi))(e) = P(l_g^{-1} \phi, l_g^{-1} \psi)(e) = \sum_{\alpha, \beta} a_{\alpha, \beta}(e)(r(X^\alpha) l_g^{-1} \phi \otimes l_g^{-1} r(X^\beta) \psi)(e) = \sum_{\alpha, \beta} a_{\alpha, \beta}(e)(r(X^\alpha) \phi \otimes r(X^\beta) \psi)(g)$$

and take $T_{\alpha, \beta} = a_{\alpha, \beta}(e)$.

2.2.2 Generalized bi-Verma modules

Definition 9. Let $Y = \sum_i Y_{i,1} \otimes Y_{i,2}$ be an arbitrary element in $\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})$. Then we define a left (resp. right) $\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})$-module structure on $\mathfrak{g} \otimes \mathfrak{g}$ and $\text{Hom}(V \otimes W, E)$ by

$$(u_1 \otimes u_2).Y = \sum_i u_1 Y_{i,1} \otimes u_2 Y_{i,2}$$

and

$$(Y.T)(v \otimes w) = T\left(\sum_i (\lambda(Y^0_{i,1})v \otimes \nu(Y^0_{i,2})w)\right)$$

respectively. The antiautomorphism $^0$ of $\mathfrak{u}(\mathfrak{p})$ is defined by $(Z_1...Z_l)^0 = (-1)^lZ_l...Z_1$ for all $Z_i \in \mathfrak{p}$. Let us denote by

$$(\mathfrak{u}(\mathfrak{g}) \otimes \mathfrak{u}(\mathfrak{g})) \otimes_{\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})} \text{Hom}(V \otimes W, E)$$

the tensor product of the two $\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})$-modules and abbreviate $\otimes_{\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})}$ by $\hat{\otimes}$. Furthermore we define an action of $P$ on $(\mathfrak{u}(\mathfrak{g}) \otimes \mathfrak{u}(\mathfrak{g})) \otimes_{\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})} \text{Hom}(V \otimes W, E)$ by

$$p.(u_1 \otimes u_2 \hat{\otimes} T) = \text{Ad}(p)u_1 \otimes \text{Ad}(p)u_2 \hat{\otimes} \mu(p) \circ T \circ \lambda(p)^{-1} \otimes \nu(p)^{-1}$$

and denote by

$$((\mathfrak{u}(\mathfrak{g}) \otimes \mathfrak{u}(\mathfrak{g})) \otimes_{\mathfrak{u}(\mathfrak{p}) \otimes \mathfrak{u}(\mathfrak{p})} \text{Hom}(V \otimes W, E))^P$$

the space of elements which are fixed under this action.
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Theorem 3. There is an isomorphism

\[ P_G(V \times W, E) \cong (\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g})) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \text{Hom}(\mathcal{V} \otimes \mathcal{W}, \mathcal{E})^P. \]

**Proof.** Let us define a mapping

\[
(\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g})) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \text{Hom}(\mathcal{V} \otimes \mathcal{W}, \mathcal{E}) \to P_G(V \times W, E)
\]

\[
\sum_j \left( \sum_i u_{ij,1} \otimes u_{ij,2} \right) \hat{T}_j \mapsto \left( \sum_j \left( \sum_i u_{ij,1} \otimes u_{ij,2} \right) \hat{T}_j \right)^\vee,
\]

where

\[
\left( \sum_j \left( \sum_i u_{ij,1} \otimes u_{ij,2} \right) \hat{T}_j \right)^\vee (\phi, \psi) = \sum_j T_j \left( \sum_i (r(u_{ij,1})\phi \otimes r(u_{ij,2})\psi) \right).
\]

We will proceed in several steps:

1. We will first show that this is well defined. Using the fact that

\[ r(uY)f = \sigma(Y^0)r(u)f \]

for all \( u \in \mathcal{U}(\mathfrak{g}), \ Y \in \mathcal{U}(\mathfrak{p}) \) and \( f \in C^\infty(G, \mathbb{F})^P \) (and we have denoted the action of \( \mathfrak{p} \) on \( \mathbb{F} \) by \( \sigma \)), we can prove that the mapping is well defined for the tensor product \( \hat{\otimes} \), i.e.

\[ ((u_1 \otimes u_2).Y \otimes T)^\vee = (u_1 \otimes u_2 \otimes Y.T)^\vee. \]

To keep notation simple, let \( Y = Y_1 \otimes Y_2 \in \mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p}). \) Then we compute

\[
(((u_1 \otimes u_2).Y) \otimes T)^\vee(\phi, \psi) = (u_1Y_1 \otimes u_2Y_2 \otimes T)^\vee(\phi, \psi) = T(r(u_1Y_1)\phi \otimes r(u_2Y_2)\psi)
\]

\[ = T(\lambda(Y_1^0)r(u_1)\phi \otimes \nu(Y_2^0)r(u_2)\psi) = Y.T(r(u_1)\phi \otimes r(u_2)\psi) = (u_1 \otimes u_2 \otimes Y.T)^\vee(\phi, \psi). \]

2. Let us first compute for \( X \in \mathfrak{g}, \ \phi \in C^\infty(G, \mathcal{V}), \ g \in G \) and \( p \in P): \)

\[
(r(X)\phi)(gp) = \frac{d}{dt}\phi(gp \exp(tX))|_{t=0} = \frac{d}{dt}\phi(g \exp(t\text{Ad}(p)X)p)|_{t=0} = \lambda(p^{-1})(r(\text{Ad}(p)X)\phi)(g).
\]

The same is obviously also true for \( \psi \in C^\infty(G, \mathcal{W})^P \) and we see that

\[
(u_1 \otimes u_2 \hat{\otimes} T)^\vee(\phi, \psi)(gp) = T((r(u_1)\phi)(gp) \otimes r(u_2)\psi)(gp) = T(\mu(p^{-1})(r(\text{Ad}(p)u_1)\phi)(g) \otimes \nu(p^{-1})(r(\text{Ad}(p)u_2)\psi)(g)) = \mu(p^{-1})(p.(u_1 \otimes u_2 \hat{\otimes} T))^\vee(\phi, \psi)(g).
\]

So \( (u_1 \otimes u_2 \hat{\otimes} T)^\vee(\phi, \psi) \in C^\infty(G, \mathcal{E})^P \) if and only if \( (u_1 \otimes u_2 \hat{\otimes} T) \) is fixed by the action of \( P \) as defined above.
3. It is clear that this defines a $G$-invariant pairing since $r$ and $l$ mutually commute, see Proposition 11.

4. Injectivity follows from the fact that, as vector spaces,

$$\left(\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g})\right) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \text{Hom}(\mathcal{V} \otimes \mathcal{W}, \mathbb{E}) \cong \left(\mathcal{U}(\mathfrak{g}_- \otimes \mathcal{U}(\mathfrak{g}_-)\right) \otimes_{\mathbb{C}} \text{Hom}(\mathcal{V} \otimes \mathcal{W}, \mathbb{E})$$

and the differential operators $r(X^\alpha)$ are linearly independent for $X^\alpha \in \mathcal{U}(\mathfrak{g}_-)$.  

5. The mapping is surjective by Proposition 11.

\[ \square \]

**Corollary 1.** Let us now specialize to the case that $G$ is semisimple and $P$ is a parabolic subgroup as described in the last chapter, i.e. $G/P$ is a generalized flag manifold. Moreover, we assume that the representations of $P$ come from representations of the parabolic subalgebra $\mathfrak{p} \subset \mathfrak{g}$. Then we have an isomorphism

$$\mathbb{P}_G(\mathcal{V} \times \mathcal{W}, \mathbb{E}) \cong \text{Hom}_{\mathcal{U}(\mathfrak{g})} \left(M_\mathfrak{p}(\mathbb{E}), \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \mathcal{V}^* \otimes \mathcal{W}^* \right).$$

**Proof.** We have the following isomorphisms:

$$\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \text{Hom}(\mathcal{V} \otimes \mathcal{W}, \mathbb{E}) \cong \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} (\mathcal{V} \otimes \mathcal{W})^* \otimes \mathbb{E} \cong \left(\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} (\mathcal{V} \otimes \mathcal{W})^* \right) \otimes \mathbb{E},$$

since the $\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})$ action on $(\mathcal{V} \otimes \mathcal{W})^* \otimes \mathbb{E}$ as defined in Definition 9 is given by the derived action of $\mathfrak{p}$ on $(\mathcal{V} \otimes \mathcal{W})^*$ and the trivial action on $\mathbb{E}$. This isomorphism is an isomorphism of $P$ modules with the action given in Definition 9. Therefore

$$\left(\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \text{Hom}(\mathcal{V} \otimes \mathcal{W}, \mathbb{E})\right)^P = \text{Hom}_{\mathcal{U}(\mathfrak{p})}(\mathbb{E}^*, \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} (\mathcal{V} \otimes \mathcal{W})^*) = \text{Hom}_{\mathcal{U}(\mathfrak{g})}(\mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p})} \mathbb{E}^*, \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \mathcal{V} \otimes \mathcal{W}^*)) = \text{Hom}_{\mathcal{U}(\mathfrak{g})}(M_\mathfrak{p}(\mathbb{E}), \mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} (\mathcal{V} \otimes \mathcal{W})^*).$$

The second but last equality follows from the algebraic Frobenius reciprocity, see [62].

**Definition 10.** Let us define

$$M_\mathfrak{p}(\mathcal{V}, \mathcal{W}) = (\mathcal{U}(\mathfrak{g}) \otimes \mathcal{U}(\mathfrak{g})) \otimes_{\mathcal{U}(\mathfrak{p}) \otimes \mathcal{U}(\mathfrak{p})} \mathcal{V}^* \otimes \mathcal{W}^*$$

and call this module, following [23], a **generalized bi-Verma module**.

**Proposition 2.** $\mathcal{M}_\mathfrak{p}(\mathcal{V}, \mathcal{W})$ is a $\mathcal{U}(\mathfrak{g})$-module with action given by

$$X.(u_1 \otimes u_2 \hat{\otimes} v \otimes w) = (Xu_1 \otimes u_2 + u_1 \otimes Xu_2) \hat{\otimes} v \otimes w.$$

Note that the restriction of this action to $\mathfrak{p}$ is exactly the derived action of $P$ from above.
2.2. ALGEBRAIC DESCRIPTION

\textbf{Proof.} The action of $P$ as defined on

$$(\mathfrak{u}(g) \otimes \mathfrak{u}(g)) \otimes \text{Hom}(V \otimes W, E) \cong (\mathfrak{u}(g) \otimes \mathfrak{u}(g)) \otimes V^* \otimes W^* \otimes E$$

is just the tensorial one. This implies that the action of $P$ on

$$(\mathfrak{u}(g) \otimes \mathfrak{u}(g)) \otimes V^* \otimes W^*$$

as used in Corollary \ref{cor:corollary} is also just the tensorial one. For simplicity, let $X, Y \in \mathfrak{g}$ and $v^* \in V^*$, $w^* \in W^*$ and look at the derived action of $\xi \in \mathfrak{p}$:

$$\xi.(X \otimes Y \hat{\otimes} v^* \otimes w^*) = [\xi, X] \otimes Y \hat{\otimes} v^* \otimes w^* + X \otimes [\xi, Y] \hat{\otimes} v^* \otimes w^*$$

$$+ X \otimes Y \hat{\otimes} \xi.v^* \otimes w^* + X \otimes Y \hat{\otimes} v^* \otimes \xi.w^*$$

$$= \xi X \otimes Y \hat{\otimes} v^* \otimes w^* + X \otimes \xi Y \hat{\otimes} v^* \otimes w^*.$$

This action can be extended to $\mathfrak{g}$ (as in Corollary \ref{cor:corollary}) and it is exactly as described above. \hfill \Box

\textbf{Remark}

The module $M_p(V, W)$ can be defined as a direct limit as follows. As a $\mathfrak{g}_0$-module, we have the isomorphism

$$M_p(V, W) \cong \mathfrak{u}(\mathfrak{g}_-) \otimes \mathfrak{u}(\mathfrak{g}_-) \otimes V^* \otimes W^*$$

that allows us to define

$$M_p(V, W)_k = \{ u_1 \otimes u_2 \otimes v^* \otimes w^* \in \mathfrak{u}(\mathfrak{g}_-) \otimes \mathfrak{u}(\mathfrak{g}_-) \otimes V^* \otimes W^* : u_i \in \mathfrak{u}_{-l_i}(\mathfrak{g}_-) \text{ and } l_1 + l_2 \leq k \}.$$

This induces a filtration

$$0 \subset V^* \otimes W^* \subset M_p(V, W)_1 \subset \cdots \subset M_p(V, W)_k \subset M_p(V, W)_{k+1} \subset \cdots \subset M_p(V, W).$$

\textbf{Proposition 3.} The notion of invariant bilinear differential pairings on generalized flag manifolds $G/P$ as given in Section \ref{sec:section} is equivalent to the definition given in this section.

\textbf{Proof.} Let

$$P : \Gamma(V) \times \Gamma(W) \to \Gamma(E)$$

be an invariant bilinear differential pairing. According to the last section, this is equivalent to having a homomorphism

$$\mathcal{J}^M(V, W) \to E,$$

for some $M$. Since the pairing is invariant, it is determined by its action at the identity coset $eP$ where it determines a $\mathfrak{p}$-module homomorphism

$$\mathcal{J}^M(V, W) \to \mathfrak{e}.$$
We assert that \( J^k(\mathcal{V}, \mathcal{W})^* \cong M_p(\mathcal{V}, \mathcal{W})_k \) for every \( k \geq 0 \) and prove the assertion by induction. For \( k = 0 \) the assertion is trivial. Let us assume that the assertion is true for \( k - 1 \) and use the exact sequence

\[
0 \to \bigoplus_{l=0}^{k} \mathfrak{U}_l(p_+) \otimes \mathcal{V} \otimes \mathfrak{U}_{k-l}(p_+) \otimes \mathcal{W} \to J^k(\mathcal{V}, \mathcal{W}) \to J^{k-1}(\mathcal{V}, \mathcal{W}) \to 0.
\]

Taking duals of this sequence together with the isomorphism \( p_+ \cong g^* \) proves the assertion. Now we can use the dual map

\[
\mathbb{E}^* \to J^M(\mathcal{V}, \mathcal{W})^* \cong M_p(\mathcal{V}, \mathcal{W})_M \subset M_p(\mathcal{V}, \mathcal{W})
\]

together with the Frobenius reciprocity

\[
\text{Hom}_p(\mathbb{E}^*, M_p(\mathcal{V}, \mathcal{W})) \cong \text{Hom}_{\mathfrak{U}(g)}(M_p(\mathbb{E}), M_p(\mathcal{V}, \mathcal{W}))
\]

and Corollary \( \Box \) to prove the claim.

### 2.2.3 Singular vectors in \( M_p(\mathcal{V}, \mathcal{W}) \)

**Definition 11.** A vector \( \Theta \in M_p(\mathcal{V}, \mathcal{W}) \) is called **singular vector** of weight \( \mu \in \mathfrak{h}^* \) iff

1. \( X.\Theta = 0 \) for all \( X \in \mathfrak{n} \) and
2. \( H.\Theta = \mu(H)\Theta \) for all \( H \in \mathfrak{h} \).

**Remark**

Note that we allow singular vectors to be of the form \( 1 \otimes 1 \hat{\otimes} f_0^* \), where \( f_0^* \) is a highest weight vector of an irreducible component of \( \mathcal{V}^* \otimes \mathcal{W}^* \). These weight vectors correspond to zero order invariant bilinear differential pairings. So, for example, contraction of a \( k \)-form with a vector field is included.

**Proposition 4.** Singular vectors in \( M_p(\mathcal{V}, \mathcal{W}) \) are in 1-1 correspondence with invariant bilinear differential pairings, where we assume all modules to be irreducible.

**Proof.** Using Theorem \( \Box \) it is clear that each invariant bilinear differential pairing \( \Gamma(\mathcal{V}) \times \Gamma(\mathcal{W}) \to \Gamma(\mathbb{E}) \) induces a singular vector by looking at the image of a highest weight vector of \( M_p(\mathbb{E}) \) in \( M_p(\mathcal{V}, \mathcal{W}) \).

Conversely, for every singular vector \( \Theta \in M_p(\mathcal{V}, \mathcal{W}) \) of weight \( \mu \), it is enough to define a \( \mathfrak{U}(\mathfrak{g}) \)-module homomorphism

\[
M_p(\mathbb{E}) \to M_p(\mathcal{V}, \mathcal{W}).
\]

This is easily done by

\[
Y.(1 \hat{\otimes} e_0^*) \mapsto Y.\Theta,
\]

for \( Y \in \mathfrak{U}(\mathfrak{g}) \) and \( e_0^* \) a highest weight vector in \( \mathbb{E}^* \) of weight \( \mu \). It only remains to show that there is a finite dimensional irreducible \( \mathfrak{p} \)-module of highest weight \( \mu \), i.e. that \( \mu \) is dominant integral for \( \mathfrak{p} \). The following lemma ensures this. \( \Box \)
2.2. ALGEBRAIC DESCRIPTION

Lemma 3. $M_p(V, W)$ is the direct sum of finite dimensional irreducible $g_0$ modules.

Proof. As a $g_0$-module

$$M_p(V, W) \cong \mathfrak{U}(g_-) \otimes \mathfrak{U}(g_-) \otimes V^* \otimes W^*$$

$$\cong M_p(V) \otimes M_p(W).$$

Now we can use the fact that $M_p(F)$ is the direct sum of finite dimensional irreducible $g_0$-modules (see [50], p. 500) for every finite dimensional irreducible representation $F$ of $p$.

Note that the above homomorphism is not a homomorphism of $g$-modules. In particular, the sum of the central character of $M_p(V)$ and $M_p(W)$ cannot be used as the central character of $M_p(V, W)$.

Theorem 4 (Main result 1). Let $G/P$ be a generalized flag manifold with a filtration of the Lie algebra $g$ as in 1.1.4. Fix two irreducible finite dimensional representations $V$ and $W$ and let $v_0^*$ (resp. $w_0^*$) be a highest weight vector of $V^*$ (resp. $W^*$) with highest weight $\lambda$ (resp. $\nu$). Moreover let $\alpha_i, i \in I$, be a simple root. Then there exists an invariant bilinear differential pairing

$$\Gamma(V) \times \Gamma(W) \to \Gamma(E_{M,i})$$

of weighted order $M$ for all $M \in \mathbb{N}$ and all $i \in I$, where $E_{M,i}$ is the finite dimensional irreducible representation of $p$ that is dual to the finite dimensional irreducible representation of highest weight $\lambda + \nu - M\alpha_i$.

Proof. For $i \in I$ as above choose elements $X_{\alpha_i} \in g_{\alpha_i}, X_{-\alpha_i} \in g_{-\alpha_i}$ and $H_{\alpha_i} \in \mathfrak{h}$ such that $[X_{\alpha_i}, X_{-\alpha_i}] = H_{\alpha_i}$ as in Example 1.2.2. Let us define a vector $\Theta^\alpha_M$ for every $M \geq 0$ and $i \in I$ by

$$\Theta^\alpha_M = \left( \sum_{j=0}^{M} \gamma_{M,j} X_{-\alpha_i}^j \otimes X_{-\alpha_i}^{M-j} \right) \hat{\otimes} v_0^* \otimes w_0^*$$

(2.3)

for some constants $\gamma_{M,j}$. To show that $\Theta^\alpha_M$ is annihilated by $n$ it is sufficient to show that $X_{\alpha}$ annihilates $\Theta^M_{\alpha_i}$ for all $\alpha \in S$. If $\alpha \neq \alpha_i$ then $[X_{\alpha_i}, X_{-\alpha_i}] \in g_{\alpha - \alpha_i} = 0$. Moreover each $X_{\alpha}$ annihilates $v_0^*$ and $w_0^*$. This implies that $\Theta^M_{\alpha_i}$ is annihilated by all $X_{\alpha}, \alpha \in S \backslash \{\alpha_i\}$. In $\mathfrak{U}(g)$ we have the equality

$$X_{\alpha_i} X^{k}_{-\alpha_i} = X^{k}_{-\alpha_i} X_{\alpha_i} + k X^{k-1}_{-\alpha_i} H_{\alpha_i} + a_k X^{k-1}_{-\alpha_i},$$

where

$$a_k = k(1 - k).$$
Here we have used that \([H_{\alpha_i}, X_{-\alpha_i}] = -\alpha_i(H_{\alpha_i})X_{-\alpha_i} = -2X_{-\alpha_i}\). Using this, we can compute

\[
X_{\alpha_i} \Theta^\alpha_M = \left( \sum_{j=0}^{M} \gamma_{M,j} (j \lambda(H_{\alpha_i}) + a_j) X^{-n-j}_{-\alpha_i} \right) + (M-j) \nu(H_{\alpha_i}) + a_{M-j}) X^{-n-j}_{-\alpha_i} \otimes \nu^*_0 \otimes \nu^*_0.
\]

So we obtain \(M\) equations that have to be satisfied for \(\Theta^\alpha_M\) to be a singular vector:

\[
\gamma_{M,j+1}(j+1)(q-j) + \gamma_{M,j}(M-j)(q'-M+j+1) = 0, \tag{2.4}
\]

for \(j = 0, 1, ..., M-1\) and \(q = \lambda(H_{\alpha_i}) = B(\lambda, \alpha_i)\) and \(q' = \nu(H_{\alpha_i}) = B(\nu, \alpha_i)\). These equations are exactly the equations that we had to consider in (1) in the Introduction. Since there are more unknowns than equations, this system can be solved for \(\gamma_{M,j}\) to obtain an (at least) one-parameter family of solutions. The corresponding \(\Theta^\alpha_M\) has weight

\[
H.\Theta^\alpha_M = (\lambda + \nu - M\alpha_i)(H)\Theta^\alpha_M,
\]

which is exactly the highest weight of \(\otimes^M \mathfrak{g}'_1 \otimes \mathfrak{V}^* \otimes \mathfrak{W}^*\), where \(\otimes\) denotes the Cartan product of representations (see [25]). We can now define an inclusion

\[
M_p(\mathbb{E}_{M,i}) \rightarrow M_p(\mathfrak{V}, \mathfrak{W})
\]

\[
Y.(1 \otimes e^*) \mapsto Y.\Theta^\alpha_n \quad \forall \ Y \in \mathfrak{U}(\mathfrak{g}),
\]

where \(\mathbb{E}_{M,i}\) is dual to an irreducible finite dimensional representation of \(\mathfrak{p}\) with highest weight \(\lambda + \nu - M\alpha_i\). This defines an invariant differential pairing of weighted order \(M\)

\[
\Gamma(V) \times \Gamma(W) \rightarrow \Gamma(E_{M,i}).
\]

\[\Box\]

**Corollary 2.** 1. With the situation as above. If

\[
q = B(\lambda, \alpha_i) \notin \{0, ..., M-1\}
\]

or

\[
q' = B(\nu, \alpha_i) \notin \{0, ..., M-1\},
\]

then there exists (up to scalars) exactly one singular vector \(\Theta\) of the form \(\Theta^\alpha_M\).

2. If \(q \geq 0\), then there exists an invariant linear differential operator

\[
\Gamma(V) \rightarrow \Gamma(E_{\lambda-(q+1)\alpha_i}).
\]

Analogously if \(q' \geq 0\), then there exists an invariant linear differential operator

\[
\Gamma(W) \rightarrow \Gamma(E_{\nu-(q'+1)\alpha_i}).
\]
2.2. ALGEBRAIC DESCRIPTION

Proof. The first statement follows immediately by looking at the rank of the matrix that describes the linear equations \[2.4\] from the proof of Theorem 4.

Say \( q \geq 0 \), then

\[ \Psi_{q+1}^i = X_{-\alpha_i}^{q+1} \hat{\otimes} v_0^* \in M_p(\mathcal{V}) \]

is a singular vector of highest weight \( \lambda - (q + 1)\alpha_i \). This vector can be used to define a \( g \)-module homomorphism

\[ M_p(\mathcal{E}_{\lambda-(q+1)\alpha_i}) \to M_p(\mathcal{V}), \]

which in turn defines an invariant linear differential operator \( \Gamma(\mathcal{V}) \to \Gamma(\mathcal{E}_{\lambda-(q+1)\alpha_i}) \) (see [3], Theorem 11.2.1). The situation for \( \mathcal{W} \) is exactly analogous.

\[ \square \]

Remark

A short examination of the linear equations \[2.4\] shows that if \( q \in \{0, 1, \ldots, M-1\} \) and \( q' \in \{0, 1, \ldots, M-1\} \), then there could be a one parameter family or a two parameter family of singular vectors depending on the relation of \( q \) to \( q' \).

2.2.4 Examples

1. \( M = 1 \): We define for \( a, b \in \mathbb{C} \):

\[ \Theta_1^{\alpha_i} = (a1 \otimes X_{-\alpha_i} + bX_{-\alpha_i} \otimes 1) \hat{\otimes} v_0^* \otimes w_0^*, \]

then

\[ X_{\alpha_i} \Theta_1^{\alpha_i} = (a\nu(H_{\alpha_i}) + b\lambda(H_{\alpha_i}))1 \otimes 1 \hat{\otimes} v_0^* \otimes w_0^*. \]

Choosing \( a = \lambda(H_{\alpha_i}) \) and \( b = -\nu(H_{\alpha_i}) \) yields a singular vector of highest weight \( \lambda + \nu - \alpha_i \) which is exactly the highest weight of \( V^* \otimes W \otimes g_i^{-1} \). But in case \( \lambda(H_{\alpha_i}) = \nu(H_{\alpha_i}) = 0 \), we can choose \( a, b \) arbitrarily and obtain two independent singular vectors. Note that

\[ \lambda(H_{\alpha_i}) = B(\lambda, \alpha_i), \]

so these numbers are exactly the numbers that we write over the \( i \)-th (crossed through) node in the Dynkin diagram notation for \( V \).

Of course, the singular vectors described above correspond to the pairings like

\[ \begin{array}{cccccccccc}
\circ & \circ & \circ & \circ & \circ & \circ & \circ & \circ & \circ & \circ \\
\times & 0 & 0 & 0 & 1 & \times & 0 & 0 & \ldots & 0 & 1 \\
\end{array} \]

\[ (X^a, f) \mapsto \frac{1}{n} \delta^b_c \nabla_c X^c - \frac{1}{n} \delta^b_a \nabla_a X^b, \]

\[ -(v + 1)(X^b \nabla_a f - \frac{1}{n} \delta^b_a X^c \nabla_c f), \]
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v 1 0 ... 0 0 0 0 \times w 0 0 ... 0 0 0 0 \rightarrow v+w-2 2 0 ... 0 0

\( (X^a, f) \mapsto w f (\nabla (aX_b) - \frac{1}{n} g_{ab} \nabla_c X^c) \)

\(-v (X(a \nabla_b) f - \frac{1}{n} g_{ab} X^c \nabla_c f) \)

or

w 0 0 ... 0 0 w' \times v 0 0 ... 0 0 v' \rightarrow w+v 0 0 ... 0 1 -2+w'+v'

\( (f, g) \mapsto w' f \nabla_a g - v' g \nabla_a f. \)

For the notational conventions used here, we refer to Chapter 6. Note that the pairing \( P(f, g) = w f \nabla_a g - v g \nabla_a f \) is skew in \( f, g \) for \( v = w \), so the corresponding (non-linear) homogeneous operator of degree two given by \( f \mapsto P(f, f) \) vanishes. This is an example of a situation where the setup in [23] differs from the setup presented here.

2. We can even go further and define

\[ \Theta_{2}^{\alpha} = (a1 \otimes X^2_{-\alpha} + bX_{-\alpha} \otimes X_{-\alpha} + cX^2_{-\alpha} \otimes 1) \hat{\otimes} v^*_0 \otimes w^*_0, \]

for some constants \( a, b, c \in \mathbb{C} \). This yields the following equations

\[ 2a(\nu(H_{\alpha_1}) - 1) + b\lambda(H_{\alpha_1}) = 0 \]
\[ 2c(\lambda(H_{\alpha_1}) - 1) + bv(H_{\alpha_1}) = 0. \]

On \( \mathbb{R}P_n \), for example, this corresponds to pairings like

\[ (f, g) \mapsto (w-1) w f \nabla_a \nabla_b g \]

\[ -2(w-1)(v-1) \nabla(a f \nabla_b) g \]

\[ + (v-1) v g \nabla_a \nabla_b f. \]

In this case \( \alpha_i = \alpha_1 \) with \( \lambda(H_a) = w \) and \( \nu(H_a) = v \). The general pattern for these pairings will be determined in Chapter [4].

2.3 Invariance

2.3.1 The homogeneous case

So far we have only properly defined invariance on the homogenous model spaces \( G/P \). Invariance here means that a pairing is invariant with respect to the action of \( G \) on
the sections of the vector bundles involved as in Section 2.1.3. In Proposition 3 it was proved that there is a bijective correspondence between invariant bilinear differential pairings

$$\Gamma(V) \times \Gamma(W) \to \Gamma(E)$$

and $P$-module homomorphisms

$$\mathcal{J}^M(V, W) \to E,$$

for some $M$.

### 2.3.2 Weyl connections

**Definition 12.** Let $P_+ = \exp(p_+)$, then it is easy to see (18, Proposition 2.10) that $P/P_+ \cong G_0$ and we can consider the following two principal bundles

$$P \to G \quad P/P_+ = G_0 \to G_0 = G/P_+,$$

$$\mathcal{M} \quad \mathcal{M}.$$

In fact, $G_0$ is the frame bundle of $grT\mathcal{M}$.

A **Weyl structure** is given by a $G_0$-equivariant section $\sigma : G_0 \to G$. Writing the $g_0$ component of the Cartan connection on $G$ as $\omega_0$, one can define the pullback

$$\gamma^\sigma = \sigma^*(\omega_0),$$

which is a principal connection, the so-called **Weyl connection**, on $G_0$. This defines, for each choice of Weyl structure, a linear connection on $\mathcal{M}$.

**Remark**

Similarly to the remark made in the Introduction, we again have to issue a warning at this stage. Our considerations are of a completely local nature, so we can always restrict ourselves to an appropriate open set in $\mathcal{M}$ and consider local Weyl structures. This is especially important in the holomorphic setting where a global Weyl structure might not exist (due to the lack of partitions of unity that exist in the smooth category). We will ignore this problem throughout the thesis and always implicitly restrict our considerations to an appropriate coordinate patch.

**Definition 13.** Let $A = G \times_P g$ be the adjoint tractor bundle induced by the adjoint representation of $P$ on $g$. The grading of $g$ induces a grading on $A$:

$$A = A_{-k_0} + \ldots + A_{k_0}.$$
Lemma 4. For each parabolic geometry \((\mathcal{M}, \mathcal{G}, \mathfrak{g}, \omega)\) of type \((G, P)\) the space of global (possibly after restriction to an appropriate open coordinate patch) \(G_0\) equivariant sections \(\sigma : \mathcal{G}_0 \to \mathcal{G}\) is a non-empty affine space modeled over the space of all one-forms on \(\mathcal{M}\). More precisely, let \(\sigma\) and \(\hat{\sigma}\) be two such sections, then

\[
\hat{\sigma}(u) = \sigma(u) \exp(\Upsilon_1(u)) \cdots \exp(\Upsilon_{k_0}(u)),
\]

where \(\Upsilon = (\Upsilon_1, ..., \Upsilon_{k_0}) \in \Gamma(A_1 \oplus \cdots \oplus A_{k_0}) = \Gamma(grT^* \mathcal{M})\).

Proof. A proof may be found in \([20]\), Proposition 3.2.

Let \(\rho : P \to \text{GL}(V)\) be an irreducible representation, which is therefore determined by \(\rho|_{G_0} : G_0 \to \text{GL}(V)\). Then each Weyl structure induces a connection on the associated bundle \(V = \mathcal{G} \times P V = G_0 \times G_0 V\). Let \(\sigma\) and \(\hat{\sigma}\) be two Weyl structures related by \(\Upsilon\) as in Lemma 4, then we denote the corresponding connections on \(V\) by \(\nabla\) and \(\hat{\nabla}\). An explicit formula for the difference \(\nabla - \hat{\nabla}\) is given in \([20]\), Proposition 3.9:

\[
\hat{\nabla}_\xi s = \nabla_\xi s + \sum_{\|j\|+l=0} \frac{(-1)^{j_l}}{j_l!} (\text{ad}(\Upsilon_{k_0})^{j_{k_0}} \circ \cdots \circ \text{ad}(\Upsilon_1)^{j_1}(\xi_l)) \cdot s,
\]

where \(j = (j_1, ..., j_{k_0})\), \((-1)^j = (-1)^{j_1 + \cdots + j_{k_0}}\), \(\|j\| = j_1 + 2j_2 + \cdots + k_0j_{k_0}\), \(j_l! = j_1! \cdots j_{k_0}!\), \(\xi = (\xi_{-k_0}, ..., \xi_{-1}) \in \Gamma(grT^* \mathcal{M})\) and where \(\cdot : A^0 \times V \to V\) is induced by the representation \(\mathfrak{p} \times V \to V\). We will give an explicit version of this formula for projective, conformal and CR geometry in Chapter 6.

Remark

Let us choose a Weyl structure with corresponding Weyl connection \(\nabla\) on every irreducible associated bundle \(V\) as above. Let \(E\) and \(F\) be associated bundles that are induced by representations of \(\mathfrak{p}\) which, as \(g_0\)-modules, are completely reducible. Examples are irreducible \(\mathfrak{p}\)-modules or \(\mathfrak{p}\)-modules that are the restrictions of representations of \(\mathfrak{g}\), as we shall see later. The Weyl structure induces a trivialization of these bundles into a direct sum of irreducible subbundles (see the last chapter about trivializations of tractor bundles for each choice of Weyl structure and how these trivializations vary when changing from one Weyl structure to another Weyl structure). A semi-invariant differential operator is given by a formula that consists of terms, each of which is induced by a mapping

\[
E \xrightarrow{\nabla^N} \otimes^N \Lambda^1 \otimes E \xrightarrow{\Phi} F,
\]

where \(\phi\) is induced by a homomorphism \(\Phi : \otimes^N \mathfrak{p}_+ \otimes E \to F\) of \(g_0\)-modules. A semi-invariant differential pairing is defined analogously. For the classical groups, semi-invariance is usually defined as in \([38]\) via local coordinates. However, Weyl’s classical invariant theory implies that these two definitions are equivalent for the classical groups, see \([38]\), Section 4. Hence our definition extends the notion of semi-invariant operators (pairings) to arbitrary parabolic geometries.
2.3. INVARIANCE

**Definition 14.** A bilinear differential pairing (linear differential operator) on a parabolic geometry is called **invariant**, if it can be written as a semi-invariant formula as described in Remark 2.3.2 for any choice of (local) Weyl connection in such a way that the formula as a whole does not change (i.e. does not involve any $\Upsilon$-terms) when changing from one Weyl connection $\nabla$ to another $\hat{\nabla}$. In other words, it has to be independent of the choice of Weyl structure.

2.3.3 Weyl structures and filtrations

Let $V = V^0 \supset V^1 \supset \cdots \supset V^s \supset \{0\}$ be a filtered $\mathfrak{p}$-module, so that
1. $\mathfrak{z}(\mathfrak{g}_0)$ acts diagonalizably,
2. the associated graded module
   \[ grV = gr_0 V \oplus gr_1 V \oplus \cdots \oplus gr_s V, \]
   with $gr_i V = V^i / V^{i+1}$, has the property that $\mathfrak{g}_i . gr_j V \subset gr_{i+j} V$ and
3. the action of $\mathfrak{p}$ exponentiates to an action of $\mathbb{P}$.

Then $grV$ is a decomposition into completely reducible $\mathfrak{g}_0$-modules and we can look at the associated bundles
\[ V = G \times_\mathbb{P} V \quad \text{and} \quad grV = G_0 \times_{G_0} grV = G_0 \times_{G_0} V. \]

Every Weyl structure is given by a $G_0$-equivariant section $\sigma : \mathfrak{g}_0 \to G$. A choice of such a section gives an identification $\sigma_V : grV \to V$ by
\[ \sigma_V(u, v) = (\sigma(u), v). \]

Since $\sigma$ is $G_0$-equivariant, this is well defined. Let $\hat{\sigma}(u) = \sigma(u) \exp(\Upsilon_1(u)) \cdots \exp(\Upsilon_{k_0}(u))$ be a different Weyl structure. Then
\[ \hat{\sigma}_V(u, v) = (\sigma(u), (\exp(\Upsilon_1(u)) \cdots \exp(\Upsilon_{k_0}(u))) . v) \]
and hence
\[ \hat{\sigma}_V^{-1} \circ \sigma_V(u, v) = (u, (\exp(-\Upsilon_{k_0}(u)) \cdots \exp(-\Upsilon_1(u))) . v). \]

This implies that we can write $v \in V$ as
\[
\begin{pmatrix}
v_0 \\
v_1 \\
\vdots \\
v_s
\end{pmatrix}
\]
for any choice of Weyl structure. Under change of Weyl structure this changes to
\[
\begin{pmatrix}
v_0 \\
v_1 \\
\vdots \\
v_s
\end{pmatrix}
= \begin{pmatrix}
v_0 \\
v_1 - \Upsilon_1 \cdot v_0 \\
\vdots \\
\sum_{\|i\|+i=s} \frac{(-1)^{\|i\|}}{2^{\|i\|}} (\Upsilon_{k_0} \circ \cdots \circ \Upsilon_1) \cdot v_i
\end{pmatrix}.
\]
Example 1

Let us look at an irreducible representation $\mathcal{V}$ of $\mathfrak{p}$. As discussed in the last section $gr\mathcal{J}^1\mathcal{V} = \mathcal{V} \oplus \mathfrak{g}^*_1 \otimes \mathcal{V}$. According to the above discussion, for every choice of Weyl structure, we can write

$$
\begin{pmatrix}
v \\
\varphi
\end{pmatrix}
$$

for the elements in $\mathcal{J}^1\mathcal{V}$. Under change of connection, these elements transform as

$$
\begin{pmatrix}
v \\
\varphi
\end{pmatrix}
= \begin{pmatrix}
v \\
\varphi - \Upsilon_1 \bullet v
\end{pmatrix}.
$$

The action of $Z \in \mathfrak{g}_1$ on $gr_0\mathcal{J}^1\mathcal{V} = \mathcal{V}$ will be determined in the next chapter and can be written as $Z. v = ([Z, .])v \in gr_1\mathcal{J}^1\mathcal{V} = \mathfrak{g}^*_1 \otimes \mathcal{V}$. Therefore

$$
\begin{pmatrix}
v \\
\varphi
\end{pmatrix}
= \begin{pmatrix}
v \\
\varphi - (\text{ad}(\Upsilon_1)(.)) \bullet v
\end{pmatrix}.
$$

For $\xi_{-1} \in gr_{-1}T\mathcal{M}$, the transformation law for the Weyl connection is given by

$$
\hat{\nabla}_{\xi_{-1}} s = \nabla_{\xi_{-1}} s - (\text{ad}(\Upsilon_1)(\xi_{-1})) \bullet s.
$$

One has to be careful about the abuse of notation here: the actions of $\mathfrak{p}$ on the various vector spaces are all denoted by a dot ‘.’, although we refer to different actions. The corresponding actions of $\mathcal{A}^0$ are also all denoted by a bullet ‘•’. The above implies that the mapping

$$
s \mapsto \begin{pmatrix}
s \\
\nabla s
\end{pmatrix},
$$

which is written with respect to a specific Weyl structure (more precisely, both the identification of $\mathcal{J}^1\mathcal{V}$ with $gr\mathcal{J}^1\mathcal{V}$ and the connection $\nabla$ are chosen with respect to the same Weyl structure), is in fact independent of the Weyl structure and hence an invariant differential operator

$$
\mathcal{O}(\mathcal{G}, \mathcal{V})^P \rightarrow \mathcal{O}(\mathcal{G}, \mathcal{J}^1\mathcal{V})^P.
$$

We will see in the next chapter that the invariant derivative really takes $P$-equivariant sections to $P$-equivariant sections.

Example 2

Let $\mathcal{V}$ be an irreducible $\mathfrak{p}$-module, so that the action of $\mathfrak{p}$ exponentiates to an action of $P$. The fundamental derivative $D$ can be written as a pairing

$$
D : V \times \mathcal{A} \rightarrow V.
$$
2.3. INVARIANCE

The grading of the vector bundle \( \mathcal{A} \) can be written as \( \text{gr}\mathcal{A} = \mathcal{A}_- \oplus \mathcal{A}_0 \oplus \mathcal{A}_+ \) according to the filtration of \( \mathfrak{g} = \mathfrak{g}_- + \mathfrak{g}_0 + \mathfrak{g}_+ \) as a \( \mathfrak{p} \)-module. For every choice of Weyl structure we can therefore write sections of \( \mathcal{A} \) as a 3-tuple. Under change of Weyl structure, this 3-tuple changes as

\[
\begin{pmatrix}
\xi \\
X_0 \\
\mu
\end{pmatrix}
\rightarrow
\begin{pmatrix}
\xi \\
X_0 + \sum_{\|j\| + i = 0} \left(-\frac{1}{2}\right)^{\frac{m}{2}} (\text{ad}(\Upsilon_{k_0})^{j_{k_0}} \circ \ldots \circ \text{ad}(\Upsilon_{j_1})^{j_1})(\xi_i)
\end{pmatrix}.
\]

Now \( D \) is given by

\[
\Gamma(V) \times \Gamma(\text{gr}\mathcal{A}) \rightarrow \Gamma(V)
\]

\[
(v, (\xi, X_0, \mu)) \rightarrow \nabla_\xi v - X_0 \cdot v.
\]

Using equation (2.5) to determine how \( \nabla \) changes and the description of how the splitting changes shows that this definition is independent of the Weyl structure.

**Remark**

Let \( V \) and \( W \) be two filtered \( \mathfrak{p} \)-modules satisfying the conditions in Section 2.3.3 and let \( \text{gr}\Phi : \text{gr}V \rightarrow \text{gr}W \) be a \( \mathfrak{g}_0 \)-module homomorphism. We denote the corresponding mapping between vector bundles by \( \text{gr}\phi \). Then a choice of Weyl structure determines a mapping

\[
\phi_\sigma = \sigma_W \circ \text{gr}\phi \circ \sigma_V^{-1} : V \rightarrow W.
\]

It immediately follows that \( \phi \) is independent of the Weyl structure (i.e. \( \phi_\sigma = \phi_\sigma \)) if and only if \( \text{gr}\Phi \) is a \( \mathfrak{p} \)-module homomorphism.

**Lemma 5.**

1. If there is a \( \mathcal{P} \)-module map \( \Phi : V \rightarrow W \), then the corresponding map

\[
\mathcal{O}(\mathcal{G}, V)^P \rightarrow \mathcal{O}(\mathcal{G}, W)^P
\]

\[
s \mapsto \Phi \circ s
\]

is invariant.

2. The invariant differential

\[
\mathcal{O}(\mathcal{G}, V)^P \rightarrow \mathcal{O}(\mathcal{G}, \mathcal{J}^1V)^P
\]

\[
s \mapsto (s, \nabla s)
\]

and the iterated fundamental derivative

\[
\mathcal{O}(\mathcal{G}, V)^P \rightarrow \mathcal{O}(\mathcal{G}, \otimes^k \mathcal{g}^* \otimes V)^P
\]

\[
s \mapsto D^ks
\]

are invariant.
Proof. The first statement follows by taking $N = 0$ in \[2.3.2\] and making use of Remark ~[2.3.3]. The invariance of the invariant derivative and the fundamental derivative was proved in Example 1 and 2 for irreducible $p$-modules. The general case follows from the fact that they are constructed by using the Cartan connection $\omega$, which is intrinsic to the parabolic geometry, and they do not make any choice of specific Weyl structure. In order to obtain explicit formulae like in the examples, one can write down the corresponding formulae for each $g_0$ irreducible component and keep in mind that the individual components are not invariant, just the expression as a whole. We will see many examples of this subtle point in Chapter \[6\]. Finally note that the symbol of $D^k$ is given by

$$\otimes^k \Lambda^1 \otimes V \xrightarrow{\Phi} \otimes^k A \otimes V$$

with $\Phi : \otimes^k (g/p)^* \otimes V \mapsto \otimes^k g^* \otimes V$.

Remark

1. All the pairings and operators to be defined in this thesis are combinations of the invariant operations defined above and are hence invariant the sense of Definition \[14\].

2. In the literature (~[13, 16, 17]) it is quite common to use the term natural to describe the operators in Lemma \[5\]. Those natural operators are defined to be systems of operators $D_{(g,\omega)}$ for a certain category of parabolic geometries that behave well with respect to morphisms of that category. It can be shown (see, for example, \[20\]) that natural operators (pairings) on the category of flat parabolic geometries (which are locally isomorphic to the homogeneous model, see \[18\], Proposition 4.12) are exactly the (translation-) invariant operators (pairings) as defined in Section \[2.2\].

2.3.4 Geometric structures

The description of certain geometric structures on manifolds as parabolic geometries is a complicated issue and it is not trivial to show that various familiar structures (projective, conformal, CR) are equivalent to parabolic geometries of a certain type. The paper \[18\] is dedicated to this problem and we will state (following \[20\]) the upshot of these considerations without going into too much detail.

Definition 15. 1. An infinitesimal flag structure of type $(g, p)$ on a smooth manifold $\mathcal{M}$ is given by a filtration

$$T\mathcal{M} = T^{-k_0}\mathcal{M} \supset \cdots \supset T^{-1}\mathcal{M},$$

such that the rank of $T^i \mathcal{M}$ equals the dimension of $g^i/p$, and a reduction of the associated graded vector bundle

$$gr T\mathcal{M} = gr_{-k_0}(T\mathcal{M}) \oplus \cdots \oplus gr_{-1}(T\mathcal{M}),$$
with $gr_i(T\mathcal{M}) = T^i\mathcal{M}/T^{i+1}\mathcal{M}$, to the structure group $G_0$. Since we can take $\mathfrak{g}_- = \mathfrak{g}_{-k_0} \oplus \cdots \oplus \mathfrak{g}_{-1}$ as the modeling vector space for $gr(T\mathcal{M})$, the reduction is defined via $\text{Ad} : G_0 \to \text{GL}_{gr}(\mathfrak{g}_-)$. 

2. Let

$$T\mathcal{M} = T^{-k_0}\mathcal{M} \supset \cdots \supset T^{-1}\mathcal{M}$$

be an infinitesimal flag structure of type $(\mathfrak{g}, \mathfrak{p})$ that makes $\mathcal{M}$ into a filtered manifold. There are two ways of defining a bracket $gr(T\mathcal{M}) \times gr(T\mathcal{M}) \to gr(T\mathcal{M})$:

- Firstly, we can use the reduction of $grT\mathcal{M}$ to the structure group $G_0$ and the (algebraic) Lie bracket on $\mathfrak{g}_-$. 

- Secondly, we can use the fact that $\mathcal{M}$ has a tangential filtration to define the **Levi-bracket** that is induced by the usual bracket of vector fields. The infinitesimal flag structure is called **regular**, if those two brackets coincide.

Let us assume that no simple factor of $\mathfrak{g}$ lies in $\mathfrak{g}_0$ and that $\mathfrak{g}$ does not contain any simple factors of type $A_1$. Then the following theorem can be proved.

**Theorem 5** ([18]).

1. If $(\mathfrak{g}, \mathfrak{p})$ does not contain any simple factor of the form

$$\xymatrix{\bullet & \cdots & \bullet \ar[r] & \bullet \ar[r] & \cdots} \quad \text{or} \quad \xymatrix{\bullet & \cdots & \bullet \ar[r] & \ar[l] \bullet \ar[r] & \cdots},$$

then there is an equivalence of categories between regular parabolic geometries and regular infinitesimal flag structures.

2. If $(\mathfrak{g}, \mathfrak{p})$ contains a simple factor of the form given above, then there is a bijective correspondence between regular parabolic geometries and underlying $P$-frame bundles of degree two (reductions of the second order frame bundle).

**Remarks**

1. Infinitesimal flag structures can equivalently (see [20]) be described in terms of **frame forms of length 1** in the sense of [18], Definition 3.2. From this description the theorem above is proved by a **prolongation procedure**.

2. The condition that the algebraic bracket is equivalent to the Levi-bracket can equally be stated in terms of structure equations as in [18].

3. The conditions in the theorem above are equivalent to demanding that certain (Lie-algebra-) cohomology groups $H^1_l(\mathfrak{g}_-, \mathfrak{g})$ vanish (see [18 65]).

4. The second excluded case in the theorem above corresponds to so-called contact projective structures. A comprehensive treatment of contact projective structures can be found in [31].
Example

If the grading of $g$ is of length one, then the filtration of the tangent bundle is trivial and an infinitesimal flag structure is equivalent to a reduction of $TM$ to the structure group $G_0$.

1. For the choice of $G$ and $P$ as in Example 1.3.1 (b) and 1.3.2 (b), we obtain $G_0 = CO(p,q)$, so an infinitesimal flag structure is equivalent to the choice of a conformal class of metrics (with signature $(p,q)$). For $n = 4$, for example, a different choice of $G$ leads to $G_0 = S(GL(2, \mathbb{C}) \times GL(2, \mathbb{C}))$, which is a $4 - 1$ covering of $CO(4, \mathbb{C})$. Reductions of the structure group of $TM$ to this group correspond to spin structures, see [27].

2. For the choice of $G$ and $P$ as in Example 1.3.1 (a) and 1.3.2 (a), we obtain $G_0 = GL(n, \mathbb{R})$, so it is obvious that an infinitesimal flag structure does not carry any information at all. Rather, we have to look at the underlying $P$-frame bundle of degree two. This is the first excluded case in the theorem above.
Chapter 3

The first order case

This chapter describes a classification of all (non-degenerate) weighted first order invariant bilinear differential pairings on a general regular curved parabolic geometry \((\mathcal{M}, \mathcal{G}, \mathfrak{g}, \omega)\) of type \((G, P)\) that we consider fixed throughout the rest of this thesis. Furthermore we characterize degenerate pairings via the existence of invariant linear differential operators.

3.1 The obstruction term

3.1.1 The possible candidates

In the following we will fix two finite dimensional irreducible representations given by \(\hat{\lambda} : \mathfrak{p} \to \mathfrak{gl}(\mathbb{V})\) and \(\hat{\nu} : \mathfrak{p} \to \mathfrak{gl}(\mathbb{W})\). Moreover denote the highest weights of \(\mathbb{V}^*\) and \(\mathbb{W}^*\) by \(\lambda \in \mathfrak{h}^*\) and \(\nu \in \mathfrak{h}^*\) respectively. Sometimes we will want to include this additional information about a representation in the notation: for any irreducible representation \(E\) of \(\mathfrak{p}\) we will write \(E_\mu\) to record that \(E^*\) has highest weight \(\mu \in \mathfrak{h}^*\), i.e. \(\mathbb{V} = \mathbb{V}_\lambda\) and \(\mathbb{W} = \mathbb{W}_\nu\).

There are two exact sequences associated to the first weighted jet bundles of \(V\) and \(W\):

\[
0 \to (\mathfrak{u}_{-1}(\text{gr}\mathcal{T}\mathcal{M}))^* \otimes V \to \mathcal{J}^1V \to V \to 0
\]

and

\[
0 \to (\mathfrak{u}_{-1}(\text{gr}\mathcal{T}\mathcal{M}))^* \otimes W \to \mathcal{J}^1W \to W \to 0,
\]

which are the \textit{weighted-jet exact sequences} as described in the last chapter. All these bundles are associated bundles, so on the level of \(\mathfrak{p}\) representations we have

\[
0 \to \mathfrak{g}_1 \otimes \mathbb{V} \to \mathcal{J}^1\mathbb{V} \to \mathbb{V} \to 0
\]

and

\[
0 \to \mathfrak{g}_1 \otimes \mathbb{W} \to \mathcal{J}^1\mathbb{W} \to \mathbb{W} \to 0.
\]
In other words, there are two filtered modules
\[ \mathcal{J}^1 V = V + g_1 \otimes V \]
and
\[ \mathcal{J}^1 W = W + g_1 \otimes W. \]
Therefore the tensor product has a filtration
\[ \mathcal{J}^1 V \otimes \mathcal{J}^1 W = V \otimes W + \bigoplus \ni g_1 \otimes V \otimes g_1 \otimes W. \]
The \( p \)-module structure of
\[ \mathcal{J}^1(V, W) = \mathcal{J}^1 V \otimes \mathcal{J}^1 W / (g_1 \otimes V \otimes g_1 \otimes W) = V \otimes W + \bigoplus \ni g_1 \otimes V \otimes W \]
is such that
\[ \mathcal{O}(G, V)^P \otimes \mathcal{O}(G, W)^P \ni (s, t) \mapsto (s \otimes t, s \otimes \nabla^\omega t, \nabla^\omega s \otimes t) \in \mathcal{O}(G, \mathcal{J}^1(V, W))^P \]
is well defined, i.e. maps \( P \)-equivariant sections to a \( P \)-equivariant section. In order to see this, we introduce dual (with respect to the Killing form) linear basis \( \{ \xi_\alpha \}_{\alpha=1,\ldots,n} \) and \( \{ \eta^\alpha \}_{\alpha=1,\ldots,n} \) of \( g_- \) and \( p_+ \), respectively. Since \( g^*_{-1} \cong g_1 \), we can restrict those basis to basis \( \{ \xi'_\alpha \}_{\alpha'=1,\ldots,n'} \) and \( \{ \eta'^\alpha \}_{\alpha'=1,\ldots,n'} \) of \( g_{-1} \) and \( g_1 \) respectively. Then the following lemma holds.

**Lemma 6.** Let
\[ p : \mathcal{J}^1 V \otimes \mathcal{J}^1 W \to \mathcal{J}^1(V, W) \]
be the canonical projection, let \( Z \in p \) and let \((v_0, X \otimes v) \otimes (w_0, Y \otimes w) \in \mathcal{J}^1 V \otimes \mathcal{J}^1 W \). Furthermore define the action of \( Z \) on \( \mathcal{J}^1(V, W) \) by
\[
j^1(\bar{\lambda}, \bar{\nu})(Z)p((v_0, X \otimes v) \otimes (w_0, Y \otimes w)) = \begin{pmatrix}
\tilde{\lambda}(Z)v_0 \otimes w_0 + v_0 \otimes \tilde{\nu}(Z)w_0 \\
\tilde{\lambda}(Z)v_0 \otimes Y \otimes w + v_0 \otimes (Y \otimes \tilde{\nu}(Z)w_0 + [Z, Y]_0 \otimes w + \sum_{\alpha'} \eta'^\alpha \otimes \tilde{\nu}([Z, \xi'_\alpha]_0)w_0) \\
X \otimes v \otimes \tilde{\nu}(Z)w_0 + (X \otimes \tilde{\lambda}(Z)v_0 + [Z, X]_0 \otimes v + \sum_{\alpha'} \eta'^\alpha \otimes \tilde{\lambda}([Z, \xi'_\alpha]_0)v_0) \otimes w_0
\end{pmatrix},
\]
where \([\cdot, \cdot]_a\) denotes the bracket in \( g \) followed by the projection onto a subspace \( a \) of \( g \). Then the mapping
\[ \mathcal{O}(G, V)^P \otimes \mathcal{O}(G, W)^P \ni (s, t) \mapsto (s \otimes t, s \otimes \nabla^\omega t, \nabla^\omega s \otimes t) \in \mathcal{O}(G, \mathcal{J}^1(V, W))^P \]
is well defined, i.e. maps \( P \)-equivariant sections to a \( P \)-equivariant section and therefore defines an isomorphism
\[ \mathcal{J}^1(V, W) \cong G \times_P \mathcal{J}^1(V, W). \]
3.1. THE OBSTRUCTION TERM

**Proof.** We have the following canonical projections:

\[ J^1 \mathcal{V} \to \mathcal{J}^1 \mathcal{V}, \quad J^1 \mathcal{W} \to \mathcal{J}^1 \mathcal{W} \]

and

\[ \mathcal{J}^1 \mathcal{V} \otimes \mathcal{J}^1 \mathcal{W} \to \mathcal{J}^1(\mathcal{V}, \mathcal{W}) \]

It is therefore sufficient to define the \( p \)-module structure of \( J^1 \mathcal{U} \) for an arbitrary representation \( \mathcal{U} \) of \( p \) and to check that \( s \mapsto (s, \nabla^\omega s) \) is a well defined mapping

\[ \mathcal{O}(\mathcal{G}, \mathcal{U})^p \to \mathcal{O}(\mathcal{G}, J^1 \mathcal{U})^p \]

that takes \( P \) equivariant sections to \( P \) equivariant sections. In other words, that the mapping \( s \mapsto (s, \nabla^\omega s) \) defines an isomorphism \( J^1 \mathcal{U} \cong \mathcal{G} \times_P J^1 \mathcal{U} \).

So let \( \rho : p \to \mathfrak{gl}(\mathcal{U}) \) be a representation of \( p \) and denote the representation of \( p \) on \( J^1 \mathcal{U} \) by \( j^1 \rho \). First of all note that

\[ -\zeta_Z s = -\omega^{-1}(Z)s = -\nabla^\omega_Z s = \rho(Z)s \]

for every \( Z \in p \) and \( s \in \mathcal{O}(\mathcal{G}, \mathcal{U})^p \). This shows us exactly how to define the representation \( j^1 \rho \).

\[
-\zeta_Z(s, \nabla^\omega_X s) = (-\nabla^\omega_Z s, -\nabla^\omega_Z \nabla^\omega_X s) \\
= (\rho(Z)s, -\nabla^\omega_X \nabla^\omega_Z s - \nabla^\omega_{[Z,X]} s + \nabla^\omega_{\kappa(Z,X)} s) \\
= (\rho(Z)s, \rho(Z)\nabla^\omega_X s + \rho([Z, X])s - \nabla^\omega_{[Z,X]_{\mathfrak{g}_-}} s) \\
= j^1 \rho(Z)(s, \nabla^\omega_X s),
\]

for all \( Z \in p \) and \( X \in \mathfrak{g}_- \). Note that we have used the fact that the curvature of any Cartan connection is horizontal (see Remark [1:3.1]). This determines the action \( j^1 \rho \) on an arbitrary element \( (u, \varphi) \in J^1 \mathcal{U} = \mathcal{U} \oplus \text{Hom}(\mathfrak{g}_-, \mathcal{U}) \) via

\[ J^1 \rho(Z)(u, \varphi) = (\rho(Z)u, \rho(Z) \circ \varphi + \rho(\text{ad}_p(Z)(\cdot))u - \varphi \circ \text{ad}_{\mathfrak{g}}(Z)). \]

Using the isomorphism \( \text{Hom}(\mathfrak{g}_-, \mathcal{U}) \cong \mathfrak{p}_- \otimes \mathcal{U} \), we can write elements in \( J^1 \mathcal{U} = \mathcal{U} \oplus \mathfrak{p}_- \otimes \mathcal{U} \) as linear combinations of simple elements of the form \( (u_0, Y \otimes u) \). Then the action of \( Z \in p \) is given by:

\[ j^1 \rho(Z)(u_0, Y \otimes u) = (\rho(Z)u_0, Y \otimes \rho(Z)u + [Z, Y] \otimes u + \sum_{\alpha} \eta^\alpha \otimes \rho([Z, \xi_\alpha]_p)u_0). \]

This follows from

\[ (Y \otimes u)(\text{ad}_{\mathfrak{g}_-}(Z)(\cdot)) = B(\text{ad}_{\mathfrak{g}_-}(Z)(\cdot), Y)u = -B(\cdot, [Z, Y])u = -([Z, Y] \otimes u) \]

as a map \( \mathfrak{g}_- \to \mathcal{U} \), where we have used that \( B(\mathfrak{g}_i, \mathfrak{g}_j) = 0 \forall i \neq -j \), and from

\[ \rho(\text{ad}_p(Z)(\cdot))u = \sum_{\alpha} \eta^\alpha \otimes \rho([Z, \xi_\alpha]_p)u. \]

It can now be easily checked that \( j^1(\tilde{\lambda}, \tilde{\nu}) \) is exactly the induced representation under the projections and tensor products given above. \( \Box \)
Corollary 3. $g_0$ acts tensorally on $\mathcal{J}^1(V, W)$. If $Z \in g_2 \oplus ... \oplus g_k$, then

$$j^1(\tilde{\lambda}, \tilde{\nu})(Z)p((v_0, X \otimes v) \otimes (w_0, Y \otimes w)) = 0.$$ 

If $Z \in g_1$, then

$$j^1(\tilde{\lambda}, \tilde{\nu})(Z)p((v_0, X \otimes v) \otimes (w_0, Y \otimes w)) = \begin{pmatrix} 0 \\ v_0 \otimes \sum_{\alpha'} \eta^{\alpha'} \otimes \tilde{\nu}([Z, \xi_{\alpha'}])w_0 \\ \sum_{\alpha'} \eta^{\alpha'} \otimes \tilde{\lambda}([Z, \xi_{\alpha'}])v_0 \otimes w_0 \end{pmatrix}.$$ 

We will call this term the obstruction term.

**Proof.** Using $[g_i, g_j] \subset g_{i+j}$ for all $i, j$, these considerations follow easily from the fact that $p_+$ acts trivially on $W$ and $V$.

The reason for this setup is given in the following lemma.

**Lemma 7.** Weighted first order bilinear invariant differential pairings

$$\Gamma(V) \times \Gamma(W) \to \Gamma(E)$$

in the flat homogeneous case $G/P$ are in one-to-one correspondence with $p$-module homomorphisms

$$\mathcal{J}^1(V, W) \to E.$$ 

In the general curved case, these homomorphisms yield (modulo scalars or curvature correction terms) all weighted first order invariant bilinear differential pairings.

**Proof.** The first part of the lemma concerning pairings on homogeneous spaces was discussed in [2.3.1]. In the general curved case, as mentioned above, the $p$-module structure of $\mathcal{J}^1(V, W)$ ensures that the mapping

$$\mathcal{O}(\mathcal{G}, V)^P \otimes \mathcal{O}(\mathcal{G}, W)^P \ni (s, t) \mapsto (s \otimes t, s \otimes \nabla^\omega t, \nabla^\omega s \otimes t) \in \mathcal{O}(\mathcal{G}, \mathcal{J}^1(V, W))^P$$

is well defined. The composition of this mapping with $p$-module homomorphisms $\mathcal{J}^1(V, W) \to E$ yield, following [17], strongly invariant differential pairings of weighted order one. These are independent of the choice of Weyl structure, see [12], Section 5.1, and Lemma 5. An arbitrary invariant differential pairing of weighted order one can be restricted to the flat model, where it is given by the above construction. The original pairing on a general manifold with parabolic structure can then differ only by scalars or curvature correction terms from the strongly invariant operator.

Looking at the exact sequence of $p$-modules

$$0 \to g_1 \otimes V \otimes W \to J^1(V, W) \to V \otimes W \to 0,$$

$$V \otimes g_1 \otimes W.$$
it is clear that a \( p \)-module homomorphism \( J^1(\mathcal{V}, \mathcal{W}) \to \mathcal{E} \) onto an irreducible \( p \)-module \( \mathcal{E} \) induces a \( g_0 \)-module homomorphism

\[
\begin{align*}
g_1 \otimes \mathcal{V} \otimes \mathcal{W} & \oplus \mathcal{V} \otimes g_1 \otimes \mathcal{W} \\
\pi & \to \mathcal{E}
\end{align*}
\]

and so the only candidates for \( \mathcal{E} \) are the irreducible components of \( g_1 \otimes \mathcal{V} \otimes \mathcal{W} \) viewed as \( g_0 \)-modules (or as \( g_0^S \) modules, since \( \delta(g_0) \) acts by a character). However, not every projection \( \pi \) is a \( p \)-module homomorphism. In order to determine which \( \pi \) are allowed, we use Corollary \( \Xi \) to note that the action of \( g_0 \) on \( J^1(\mathcal{V}, \mathcal{W}) \) is just the tensorial one, so \( J^1(\mathcal{V}, \mathcal{W}) \) can be split as a \( g_0 \)-module. But \( p_+ \) does not act trivially as on any irreducible \( p \)-module, so in order to check that a specific projection is indeed a \( p \)-module homomorphism and not just a \( g_0 \)-module homomorphism, the image of the action of \( p_+ \), when acting in \( J^1(\mathcal{V}, \mathcal{W}) \), has to vanish under \( \pi \). This is exactly the obstruction term from above. On the other hand this is obviously sufficient for \( \pi \) to be a \( p \)-module homomorphism.

### 3.1.2 Casimir computations

**Lemma 8.** Let \( \mathcal{V} \) be a finite dimensional irreducible representation of \( g_0 \) and let \( \lambda \) be the highest weight of \( \mathcal{V}^* \). Moreover let \( \{Y^a\}, \{Y^a\} \) be dual basis of \( g_0 \) with respect to \( B(.,.) \) and denote by \( \rho_0 = \frac{1}{2} \sum_{\alpha \in \Delta^+(g_0)} \) half the sum over all positive roots in \( g_0 \). Then the **Casimir operator** \( c = \sum_a Y^a Y_a \) acts by

\[
c(\lambda) = B(\lambda, \lambda + 2\rho_0)
\]
on \( \mathcal{V} \).

**Proof.** It is well known that the lowest weight of \( \mathcal{V} \) is \(-\lambda\). Now let \( v_{-\lambda} \in \mathcal{V} \) be a lowest weight vector and take

\[
c = \sum_i h_i h^i + \sum_{\alpha \in \Delta^+(g_0)} (x_{\alpha} x_{-\alpha} + x_{-\alpha} x_{\alpha}),
\]

where \( \{h_i\}, \{h^i\} \) are dual basis of \( \mathfrak{h} \) and \( x_{\alpha} \in \mathfrak{g}_{\alpha}, x_{-\alpha} \in \mathfrak{g}_{-\alpha} \) are dual with respect to \( B(.,.) \) for all \( \alpha \in \Delta^+(g_0) \). Since \( v_{-\lambda} \) is a lowest weight vector, it is killed by all \( x_{-\alpha} \), so
the action of the second term is given by
\[
\sum_{\alpha \in \Delta^+(g_0)} (x_{\alpha}x_{-\alpha} + x_{-\alpha}x_{\alpha}) \cdot v_{-\lambda} = \sum_{\alpha \in \Delta^+(g_0)} x_{-\alpha}x_{\alpha} \cdot v_{-\lambda}
\]
\[
= \sum_{\alpha \in \Delta^+(g_0)} -[x_{\alpha}, x_{-\alpha}] \cdot v_{-\lambda}
\]
\[
= \sum_{\alpha \in \Delta^+(g_0)} -h_{\alpha} \cdot v_{-\lambda}
\]
\[
= \sum_{\alpha \in \Delta^+(g_0)} \lambda(h_{\alpha}) \cdot v_{-\lambda}
\]
\[
= \sum_{\alpha \in \Delta^+(g_0)} B(h_{\lambda}, h_{\alpha}) \cdot v_{-\lambda}
\]
\[
= \sum_{\alpha \in \Delta^+(g_0)} B(\lambda, \alpha) \cdot v_{-\lambda}
\]
\[
= B(\lambda, 2\rho_0) \cdot v_{-\lambda}.
\]
Here, for every \( \mu \in h^* \), \( h_\mu \in h \) is the unique element with \( \mu(H) = B(h_\mu, H) \) for all \( H \in h \) and \([x_{\alpha}, x_{-\alpha}] = B(x_{\alpha}, x_{-\alpha}) h_{\alpha} = h_\alpha \) as in \([10]\), Proposition 8.3. The first term obviously yields \( \sum_i \lambda(h_i) \lambda(h^i) \cdot v_{-\lambda} = B(\lambda, \lambda) \cdot v_{-\lambda} \), see \([10]\), 22.3. By the Schur lemma, we deduce that the action of \( c \) on the whole representation \( V \) is given by \( B(\lambda, \lambda + 2\rho_0) \). Finally we note that \( c \) is independent of the choice of basis. \( \square \)

**Lemma 9** ([16]). The obstruction term can be written as
\[
\begin{pmatrix}
0 \\
\nu_0 \otimes \left( \sum_{i \in I} \sum_{j=1}^{m_i} c_{\nu_{\sigma_i,j}} \pi_{\nu_{\sigma_i,j}}(Z \otimes w_0) \right) \\
\left( \sum_{i \in I} \sum_{j=1}^{n_i} c_{\lambda_{\tau_i,j}} \pi_{\lambda_{\tau_i,j}}(Z \otimes v_0) \right) \otimes w_0
\end{pmatrix},
\]
where
\[
g_1^i \otimes V = V_{\tau_i,1} \oplus \ldots \oplus V_{\tau_i,n_i} \quad \text{and} \quad g_1^i \otimes W = W_{\sigma_i,1} \oplus \ldots \oplus W_{\sigma_i,m_i},
\]
for \( i = 1, \ldots, l_0 \), are the decompositions into irreducible \( g_0 \)-modules with corresponding projections \( \pi_{\lambda_{\tau_i,j}} \) and \( \pi_{\nu_{\sigma_i,j}} \) and where
\[
c_{\nu_{\sigma_i,j}} = \frac{1}{2} \left( c(\kappa_{i,j}) - c(\gamma) - c(-\alpha_i) \right).
\]

**Proof.** Writing down the obstruction term as a mapping
\[
\Phi : g_1 \otimes V \otimes W \to \mathbb{V} \oplus g_1 \otimes W,
\]
\[
g_1 \otimes V \otimes W,
\]

3.1. THE OBSTRUCTION TERM

with

\[ \Phi(Z \otimes v \otimes w) = \left( v_0 \otimes \sum_{\alpha'} \eta_{\alpha'} \otimes \bar{\nu}([Z, \xi_{\alpha'}])w_0 \right) + \sum_{\alpha'} \eta_{\alpha'} \otimes \lambda([Z, \xi_{\alpha'}])v_0 \otimes w_0 , \]

allows one to use the Casimir operator to turn this into an easier expression.

Let \( \{Y_a\}, \{Y^a\} \) be basis of \( g_0 \), orthonormal with respect to the form \( B(.,.) \) as in Lemma 8. The Casimir operator of \( g_0 \) is \( c = \sum_a Y_aY^a \) and we compute

\[ [Z, \xi_{\alpha'}] = \sum_a B(Y^a, [Z, \xi_{\alpha'}])Y_a \]

\[ = \sum_a B([Y^a, Z], \xi_{\alpha'})Y_a, \]

where in the first equality we have written the element \( [Z, \xi_{\alpha'}] \in g_0 \) in the basis \( \{Y_a\} \) and the second equality follows from the associativity of the Killing form. Furthermore

\[ \sum_{\alpha'} \eta_{\alpha'} \otimes \bar{\lambda}([Z, \xi_{\alpha'}])v = \sum_{\alpha'} \eta_{\alpha'} \otimes \bar{\lambda} \left( \sum_a ([Y^a, Z], \xi_{\alpha'})Y_a \right) v_0 \]

\[ = \sum_a \sum_{\alpha'} \eta_{\alpha'} ([Y^a, Z], \xi_{\alpha'}) \otimes \bar{\lambda}(Y_a)v_0 \]

\[ = \sum_a [Y^a, Z] \otimes \bar{\lambda}(Y_a)v_0, \]

where this time we have written the element \( [Y^a, Z] \in g_1 \) in the basis \( \{\eta_{\alpha'}\} \). Interchanging \( \{Y_a\} \) with \( \{Y^a\} \), the same calculation can be done to obtain an analogous expression

\[ \sum_a [Y^a, Z] \otimes \bar{\lambda}(Y_a)v_0 = \sum_{\alpha'} \eta_{\alpha'} \otimes \bar{\lambda}([Z, \xi_{\alpha'}])v = \sum_a [Y_a, Z] \otimes \bar{\lambda}(Y^a)v_0. \]

This yields

\[ \sum_a [Y^a, Z] \otimes \bar{\lambda}(Y_a)v = \frac{1}{2} \sum_a Y_aY^a(Z \otimes v_0) \]

\[ - \frac{1}{2} \sum_a (Y_aY^a, Z) \otimes v - \frac{1}{2} \sum_a Z \otimes (Y_aY^a, v_0) \]

\[ = \frac{1}{2} \sum_{\tau_i, j} \sum_{i=1}^{n_i} (c(\tau_{i, j} - c(-\alpha_i) - c(\lambda)) \pi_{\lambda \tau_{i, j}}(Z \otimes v_0), \]

where \( -\alpha_i \) is the the highest weight of \( (g_1^*)^* = g^1_{-1} \), \( \tau_{i,j} \) ranges over the highest weights of the duals of the irreducible components of \( g_1 \otimes \mathcal{V} \) and \( \pi_{\lambda \tau_{i,j}} \) denotes the corresponding projection.

Exactly the same calculation can be done for \( \sum_{\alpha'} \eta_{\alpha'} \otimes [Z, \xi_{\alpha'}]w_0 \). \( \square \)
Lemma 10. With the conventions as above,

\[ 2c_{\tau_{i,j}} = \|\tau_{i,j} + \rho\|^2 - \|\lambda + \rho\|^2 \text{ and } 2c_{\sigma_{i,j}} = \|\sigma_{i,j} + \rho\|^2 - \|\nu + \rho\|^2, \]

where \( \rho = \sum_{k=1}^{n} \omega_k = \frac{1}{2} \sum_{\alpha \in \Delta^+ (g, b)} \alpha \) is the half sum over all positive roots in \( g \) and

\[ \|\mu\|^2 = B(\mu, \mu) \forall \mu \in h^*. \]

Proof. We will do the computation for \( V \), the case of \( W \) being analogous. Let \( \mu \) be the highest weight of \( E^* \), where \( E \subset g_1 \otimes V \) is an irreducible component. First of all, we note that \( E^* \subset g_{i-1} \otimes V^* \), so \( \mu \) can be written as \( \lambda + \rho \) plus a weight of \( g_{i-1} \). But all weights of \( g_{i-1} \) have the form \(-\alpha_i - \sum_{j \in J} n_j \alpha_j\), so \( \lambda - \mu - \alpha_i = \sum_{j \in J} n_j \alpha_j \).

Now use the equation

\[ 2B(\rho, \alpha_i) = B(\rho, \alpha^\vee_i) ||\alpha_i||^2 = ||\alpha_i||^2 \]

to deduce

\[ 2c_{\lambda \mu} = B(\mu, \mu + 2\rho_0) - B(\lambda, \lambda + 2\rho_0) - B(-\alpha_i, -\alpha_i + 2\rho_0) \]
\[ = B(\mu, \mu + 2\rho) - B(\lambda, \lambda + 2\rho) - 2B(\rho - \rho_0, \mu - \lambda) - ||\alpha_i||^2 + 2B(\alpha_i, \rho_0) \]
\[ = ||\mu + \rho||^2 - ||\lambda + \rho||^2 + 2B(\rho - \rho_0, \lambda - \mu - \alpha_i) \]
\[ = ||\mu + \rho||^2 - ||\lambda + \rho||^2, \]

because

\[ B(\rho - \rho_0, \lambda - \mu - \alpha_i) = B\left( \sum_{i \in I} \omega_i, \sum_{j \in J} n_j \alpha_j \right) = 0. \]

\[ \square \]

If \( E_\mu \) is one of the irreducible components of \( g_1 \otimes V \otimes W \), then we denote by \( \pi_{\tau_{i,j}, \mu}^k \) the projection \( \mathbb{V}_{\tau_{i,j}} \otimes W \rightarrow E_\mu^{(k)} \) onto the \( k \)-th copy of \( E_\mu \) in the decomposition. \( \pi_{\tau_{i,j}, \mu}^k \) is defined analogously as the projection onto the \( k \)-th copy of \( E_\mu \) in \( V \otimes W_{\sigma_{i,j}} \). Every projection

\[ \pi : V_1 \otimes g_1 \otimes W \quad \oplus \quad g_1 \otimes V \otimes W \quad \rightarrow \quad E_\mu \]

can be written as

\[ \pi \left( \begin{array}{c} v_1 \otimes Z_1 \otimes w_1 \\ Z_2 \otimes v_2 \otimes w_2 \end{array} \right) = \sum_{i,j,k} a_{\tau_{i,j},k} \pi_{\tau_{i,j},\mu}^k \left( \pi_{\lambda \tau_{i,j}} (Z_1 \otimes v_1) \otimes w_1 \right) \]
\[ + \sum_{i,j,k} b_{\sigma_{i,j},k} \pi_{\sigma_{i,j},\mu}^k \left( v_2 \otimes \pi_{\nu \sigma} (Z_2 \otimes w_2) \right), \]
for some constants \(a_{\tau_{i,j},k}\) and \(b_{\sigma_{i,j},k}\). In order for a projection \(\pi\) to be a \(p\)-module homomorphism, \(\pi \circ \Phi(Z \otimes v \otimes w) = 0\) has to hold for all \(Z \in g_1\), \(v \in V\) and \(w \in W\). This reads

\[
\pi \circ \Phi(Z \otimes v \otimes w) = \sum_{i,j,k} a_{\tau_{i,j},k} c_{\lambda \tau_{i,j}} \pi^k_{\tau_{i,j}}(Z \otimes v) \otimes w + \sum_{i,j,k} b_{\sigma_{i,j},k} c_{\nu \sigma_{i,j}} \pi^k_{\sigma_{i,j}}(v \otimes \tau_{\nu \sigma_{i,j}}(Z \otimes w)) = 0.
\]

Let \(x\) denote the number of copies of \(E_\mu\) in \(g_1 \otimes V \otimes W\), then there are \(2x\) unknowns and \(x\) equations. Since \(Z, v\) and \(w\) are to be arbitrary and all \(\pi^k_{\tau_{i,j}}(Z \otimes v) \otimes w\) lie in different copies of \(E_\mu\), we can think of those elements as constituting a basis \(\{e_i\}\) of \(\oplus^x E_\mu\). The same is true for the different \(\pi^k_{\sigma_{i,j}}(v \otimes \tau_{\nu \sigma_{i,j}}(Z \otimes w))\), which constitute a different basis \(\{f_j\}\). Hence there is a linear isomorphism \(f_j = \sum_i A_{ij} e_i\) connecting those two basis and we obtain \(x\) equations

\[
a_i c_{\lambda \tau(i)} + \sum_j b_j c_{\nu \sigma(j)} A_{ij} = 0, \quad i = 1, \ldots, x,
\]

where \(\tau(i)\) (resp. \(\sigma(j)\)) denotes the representation corresponding to the index \(i\) (resp. \(j\)), i.e. the \(i\)-th (resp. \(j\)-th) copy of \(E_\mu\) lies in \(V \otimes \tau(i) \otimes W\) (resp. in \(V \otimes W \otimes \sigma(j)\)). If all \(c_{\lambda \tau(i)} \neq 0\), then the constants \(a_i\) are uniquely determined by the \(b_j\)'s.

This yields an \(x\)-parameter family of invariant bilinear differential pairings if \(c_{\lambda \tau_{i,j}} \neq 0\) for all \(i, j\) such that \(E_\mu \subset V_{\tau_{i,j}} \otimes W\). If \(c_{\lambda \tau_{i,j}} = 0\), then there exists an invariant linear differential operator

\[
\Gamma(V) \to \Gamma(V_{\tau_{i,j}}),
\]

where \(V_{\tau_{i,j}}\) is the associated bundle to the representation \(V_{\tau_{i,j}}\). The roles of the \(a_i\) and \(b_j\) can, of course, be interchanged, so that we can alternatively exclude the situation where \(c_{\nu \sigma_{i,j}} = 0\), which corresponds to the existence of first order invariant differential operators \(\Gamma(W) \to \Gamma(W_{\sigma_{i,j}})\). Thus we have proved:

### 3.2 Classification

#### 3.2.1 The main result

**Theorem 6 (Main result 2).** Let \(V\) and \(W\) be two finite dimensional irreducible \(p\)-modules, so that \(V^*\) and \(W^*\) have highest weights \(\lambda\) and \(\nu\) respectively. Furthermore denote the decomposition of the tensor products by

\[
g_1^i \otimes V = V_{\tau_{i,1}} \oplus \ldots \oplus V_{\tau_{i,n_i}}, \quad i = 1, \ldots, l_0
\]

and

\[
g_1^i \otimes W = W_{\sigma_{i,1}} \oplus \ldots \oplus W_{\sigma_{i,m_i}}, \quad i = 1, \ldots, l_0.
\]
CHAPTER 3. THE FIRST ORDER CASE

If \( c_{\lambda \tau_{i,j}} \neq 0 \) for all \( i, j \) such that \( E_\mu \subset \bigotimes_{\tau_{i,j}} \bigotimes W \) or \( c_{\nu \sigma_{i,j}} \neq 0 \) for all \( i, j \) such that \( E_\mu \subset \bigotimes V \bigotimes W_{\sigma_{i,j}} \), then there exists an \( x \)-parameter family of first order invariant bilinear differential pairings

\[
\Gamma(V) \times \Gamma(W) \rightarrow \Gamma(E_\mu),
\]

where \( x \) is the number of copies of \( E_\mu \) in \( g_1 \otimes V \otimes W \). Modulo curvature terms, all invariant bilinear differential pairings of weighted order one on regular parabolic geometries are obtained in such a way.

**Corollary 4.** The situation is considerably simplified if there is only one copy of \( E_\mu \) in \( g_1 \otimes V \otimes W \). More precisely, let

\[
E_\mu \subset \bigotimes_{\tau_{i,j}} W \quad \text{and} \quad E_\mu \subset \bigotimes V \bigotimes W_{\sigma_{i,j}}.
\]

Then we can choose \( a = c_{\nu \sigma_{i,j}} \) and \( b = -c_{\lambda \tau_{i,j}} \) if we normalize the projections correctly. Every multiple of this pairing is obviously invariant as well. It also shows what happens if weights are excluded:

1. If \( c_{\lambda \tau_{i,j}} = 0 \), then we must take \( b = 0 \) and \( a \) is arbitrary. This corresponds to the existence of an invariant first order linear differential operator \( \Gamma(V) \rightarrow \Gamma(V_{\tau_{i,j}}) \) combined with a unique projection \( \Gamma(V_{\tau_{i,j}}) \otimes \Gamma(W) \rightarrow \Gamma(E_\mu) \).

2. If \( c_{\nu \sigma_{i,j}} = 0 \), then there exists an invariant first order linear differential operator \( \Gamma(W) \rightarrow \Gamma(W_{\sigma_{i,j}}) \). This operator can be combined with the unique projection \( \Gamma(W_{\sigma_{i,j}}) \otimes \Gamma(V) \rightarrow \Gamma(E_\mu) \), i.e. we must take \( a = 0 \) and \( b \) is arbitrary.

3. If \( c_{\lambda \tau_{i,j}} = c_{\nu \sigma_{i,j}} = 0 \), then the statement of the main theorem is not true anymore. We obtain two independent pairings corresponding to the two invariant linear differential operators and the projections mentioned above.

**Corollary 5.** Let us briefly examine the condition \( c_{\lambda \tau} = 0 \) for the special case that \( \tau = \lambda - \alpha_i, \ i \in I \). This implies

\[
c_{\lambda \tau} = -B(\lambda, \alpha_i).
\]

This implies that \( c_{\lambda \tau} = 0 \) if and only if the number over the \( i \)-th node (which is crossed through) corresponding to the simple root \( \alpha_i \) in the Dynkin diagram notation for \( V \) is zero. This equation is in accordance with the situation considered in Theorem 4 and the Introduction.

**Remark**

Let us write \( \mathfrak{h} = \mathfrak{h}^S \oplus \mathfrak{z}(g_0) \) for the orthogonal decomposition of \( \mathfrak{h} \) into

\[
\mathfrak{h}^S = \text{span}\{h_{\alpha_j} : j \in J\} \quad \text{and} \quad \mathfrak{z}(g_0) = \{H \in \mathfrak{h} : \alpha_j(H) = 0 \ \forall \ j \in J\}.
\]
3.2. CLASSIFICATION

The duals can be characterized by

$$(\mathfrak{h}^S)^* = \text{span}\{\alpha_j : j \in J\}, \; \mathfrak{g}_0^* = \text{span}\{\omega_i : i \in I\}.$$ 

If we write $\lambda = \lambda_0 + \lambda'$ for the decomposition of an arbitrary element $\lambda \in \mathfrak{h}^*$ into $\lambda_0 \in (\mathfrak{h}^S)^*$ and $\lambda' \in \mathfrak{g}_0^*$, then the following proposition holds.

**Proposition 5.** The equation $c_{\lambda_0,\tau,\alpha} = 0$ is equivalent to

$$B(\lambda', (-\alpha_i)' \rangle = c_{\lambda_0,\tau,\alpha}^{0} = \frac{1}{2} B((\tau_i)_0, (\tau_i)_0 + 2\rho_0) - B((\tau_i)_0) - B((-\alpha_i)_0, (-\alpha_i)_0 + 2\rho_0),$$

where we have written $\lambda = \lambda_0 + \lambda'$ for $\lambda_0 \in (\mathfrak{h}^S)^*$ and $\lambda' \in \mathfrak{g}_0^*$ and correspondingly $-\alpha_i = (-\alpha_i)_0 + (-\alpha_i)'$, $\tau_i = (\tau_i)_0 + \lambda' + (-\alpha_i)'$.

Note that the tensor product decomposition of $(\mathfrak{h}^S)^* \otimes \mathbb{V}$ only depends on $\lambda_0$ and $(-\alpha_i)_0$. This is a linear equation on $\lambda'$, so in Theorem 12 we have to exclude a codimension one subspace of weights in $\mathfrak{g}_0^*$ for every $\tau_i, j$ with $E \subset \mathbb{V} \otimes \mathbb{W}$.

**Proof.** This is a direct computation using the fact that $\mathfrak{g}_0^*$ and $(\mathfrak{h}^S)^*$ are orthogonal with respect to $B(\lambda, \mu)$. In order to see this take $\lambda \in \mathfrak{g}_0^*$ and $\mu \in (\mathfrak{h}^S)^*$. Then $\lambda \in \mathfrak{g}_0^*$, i.e. $\alpha(h_\lambda) = 0$ for all $\alpha \in \mathfrak{S}_p$. Now use the fact that $(\mathfrak{h}^S)^*$ is spanned by $\mathfrak{S}_p$ to deduce that

$$B(\lambda, \mu) = \mu(h_\lambda) = 0.$$ 

**Corollary 6.** We will treat two special cases separately. The case where $p$ induces a $|1|$-grading and the case where $p = b$ is a Borel subalgebra.

1. If $p$ induces a $|1|$-grading, then $\mathfrak{g}_0^*$ is one-dimensional and spanned by the grading element $E$. The action of $E$ on any irreducible representation of $p$ is given by a scalar which we call geometric weight. $\mathfrak{g}_0^*$ is then spanned by $\omega_{\lambda_0}$, where $I = \{i_0\}$ and we scale the inner product $B(\lambda, \mu)$ to an inner product $B(\lambda, \mu)$ on $\mathfrak{h}^*$, so that $B(\omega_{\lambda_0}, \omega_{\lambda_0}) = 1$.

The highest weight $\lambda$ of $\mathbb{V}^*$ can be written as $\lambda = \lambda_0 - \omega_{\lambda_0}$, where $\omega$ is the geometric weight of $\mathbb{V}$ and $\lambda_0 \in (\mathfrak{h}^S)^*$. The geometric weight of $\mathfrak{g}_1$ is obviously 1, so $-\alpha_{i_0} = -\omega_{i_0} + (-\alpha_{i_0})_0$. If $\mathbb{F} \subset \mathfrak{g}_1^* \otimes \mathbb{V}^*$ has highest weight $\tau$, then $\mathbb{F}$ has geometric weight $\omega + 1$ and we can write $\tau = \tau_0 - (\omega + 1)\omega_{\lambda_0}$. Then we obtain

$$c_{\lambda_0,\tau_0} = \omega - c_{\lambda_0,\tau_0}^{0},$$

where

$$c_{\lambda_0,\tau_0}^{0} = -\frac{1}{2} B(\lambda_0, \lambda_0 + 2\rho_0, \lambda_0 + 2\rho_0) - ((-\alpha_{i_0})_0, (-\alpha_{i_0})_0 + 2\rho_0),$$

in accordance with [10].
2. If \( p = b \) is a Borel subalgebra, then \( \mathfrak{z}(\mathfrak{g}_0) = \mathfrak{g}_0 = \mathfrak{h} \). In this case \( \mathfrak{g}_1^i \otimes \mathbb{V} = \mathbb{V}_{\tau_i} \), with \( \tau_i = \lambda - \alpha_i \) for \( i \in I = \{1, ..., n\} \). It immediately follows that
\[
c_{\lambda \tau_i} = -B(\lambda, \alpha_i).
\]

Example

Let us look at the \(|1|\)-grading given by

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array}
\]

Then \( \omega_0 = \epsilon_1 \) and \(-\alpha_0 = \epsilon_2 - \epsilon_1\). This implies
\[
(-\alpha_0)_0 = \epsilon_2 = \sum_{j=2}^{l-2} \alpha_j + \frac{1}{2}(\alpha_{l-1} + \alpha_l) \in \text{span}\{\alpha_j : j = 2, ..., l\} = (\mathfrak{h}^S)^*.
\]

Moreover \( \rho_0 = \sum_{j=2}^{l-2} \omega_j = (l-2)\epsilon_1 + (l-2)\epsilon_2 + (l-3)\epsilon_3 + ... \) and hence
\[
((-\alpha_0)_0, (-\alpha_0)_0 + 2\rho_0) = 2l - 3.
\]

Let us be even more concrete and set
\[
\lambda = \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array}
\]

and look at \( \tau = v\epsilon_1 \), i.e. \( \tau_0 = 0 \), \( \omega = -(v + 1) \) and \( \lambda_0 = \epsilon_2 \). Then
\[
\omega = c^0_{\lambda_0 \tau_0} \Leftrightarrow (2l - 2) + v = 0.
\]

Note that \( n = 2l - 2 \) is the dimension of the conformal manifold under consideration (the flat model being the sphere \( S^n \)). Of course, we could have also calculated
\[
\|\tau + \rho\|^2 - \|\lambda + \rho\|^2 = \frac{-2}{4(l-1)}(2l - 2 + v).
\]

3.2.2 Examples

We will look at pairings on projective manifolds of dimension \( n \). In this case invariance means that a given formula does not depend on the choice of connection in the projective equivalence class. More precisely, recall from the Introduction that if \( \nabla \) and \( \hat{\nabla} \) are two
connections that induce the same unparametrized geodesics, then there is a one form \( \Upsilon_a \) such that

\[ \hat{\nabla}_a \omega_b = \nabla_a \omega_b - \Upsilon_a \omega_b - \Upsilon_b \omega_a \]

for every one form \( \omega_a \in \Omega^1(M) \). This formula can be used to deduce the difference of the two connections when acting on any weighted tensor bundle as shown in [24] and from this the invariance of any differential operator or pairing can be checked by hand.

1. Let

\[ V = \begin{array}{c}
0
0
\vdots
0
\end{array} \quad \text{and} \quad W = \begin{array}{c}
1
0
\vdots
0
\end{array}, \]

so we look at pairings between weighted functions and weighted vector fields. We have

\[ g_1 \otimes V \otimes W = \begin{array}{c}
1
0
\vdots
0
\end{array} \oplus \begin{array}{c}
0
0
\vdots
0
\end{array} \]

as \( g_0^S \)-modules and geometric weights \( \omega_1 = -w \frac{n}{n+1} \) for \( V \) and \( \omega_2 = -n^{-v+n+1} \) for \( W \). Taking \( \mu_0 = 0 \) yields \( c_{a_0}^0 = 0 \) and \( c_{a_0}^0 = n - 1 \). This corresponds to the invariant pairing (where we have multiplied everything by \( -n^{-v+n+1} \)):

\[ (n + v + 1) X^a \nabla_a f - w(\nabla_a X^a) f. \]

2. Quite similarly we obtain an invariant paring

\[ \frac{w}{v} \begin{array}{c}
0
0
\vdots
0
\end{array} \times \frac{v-2}{v} \begin{array}{c}
1
0
\vdots
0
\end{array} \rightarrow \frac{v+w-4}{v} \begin{array}{c}
2
0
\vdots
0
\end{array} \]

\[ (f, \sigma_b) \mapsto (v - 2) \sigma_b(\nabla_b) f - w(\nabla_b \sigma_b) f \]

from the fact that in this case \( \omega_2 - c_{a_0}^0 = -\frac{n}{n+1}(v - 2) \) for \( W = \Omega^1(v) \).

3. A more sophisticated example can be obtained by taking

\[ V = \begin{array}{c}
1+v
0
\vdots
0
\end{array}, \quad W = \underbrace{\begin{array}{c}
0
0
\vdots
0
\end{array}}_{1 \text{ is in the } (k+1)\text{th position}}, \quad W = \begin{array}{c}
0
0
\vdots
0
\end{array} \]

and

\[ E = \begin{array}{c}
v+w-(k+1)
0
\vdots
0
\end{array} \]

\[ 1 \text{ is in the } (k+1)\text{th position} \]

i.e. we pair weighted vector fields with weighted \( k \)-forms to obtain weighted \( k \)-forms again. This time the multiplicity is two and indeed, for non-excluded geometric weights, there is a two parameter family of invariant bilinear differential pairings given by

\[ X^a \nabla_a \omega_{bcd} + \frac{n + v - w - vw + vk + 1}{(n + v + 1)(v + 1)}(\nabla_a X^a) \omega_{bcd} - \frac{k + 1}{v + 1}((\nabla_a X^a) \omega_{bcd}) \]
and
\[ X^a \nabla [\omega_{bc...d}] + \frac{(n-k)w}{(n+v+1)(v+1)(k+1)}(\nabla_a X^a)\omega_{bc...d} - \frac{w}{v+1}(\nabla_a X^a)\omega_{bc...d}. \]

It can be seen that the denominators can only be zero when excluded weights are encountered, because \( \omega_1 - c^0_{\lambda_0(\tau_1)} = -\frac{n}{n+1}(n+v+1) \) and \( \omega_1 - c^0_{\lambda_0(\tau_2)} = -\frac{n}{n+1}(v+1) \) for \( V \). If one of these is zero, then the corresponding operator \( X^a \mapsto \nabla_a X^a \) or \( X^a \mapsto \nabla_b X^a - \frac{1}{n} \nabla_c X^c \delta^a_b \) is projectively invariant.

### 3.3 The Problem with higher order pairings

For higher order pairings the reasoning in the last section quickly gets out of hand. In the second order case for \( |1| \)-graded Lie algebras, for example, we have the following problem: the possible symbols are given by mappings onto irreducible components of

\[
\begin{align*}
\mathcal{O}^2 g_1 \otimes V \otimes W \\
\oplus \\
g_1 \otimes V \otimes g_1 \otimes W \\
\oplus \\
V \otimes \mathcal{O}^2 g_1 \otimes W
\end{align*}
\]

Therefore we have

\[
2 \times |\{ E \subset \mathcal{O}^2 g_1 \otimes V \otimes W \}| + |\{ E \subset g_1 \otimes V \otimes g_1 \otimes W \}|
\]

unknowns corresponding to the terms which are second order in \( V \), those which are second order in \( W \) and those which are first order in both. However, there are

\[
2 \times |\{ E \subset g_1 \otimes V \otimes g_1 \otimes W \}|
\]

obstruction terms. So it is not clear that we should obtain any pairings at all if there are more obstruction terms than unknowns. In the homogeneous case of \( M = G/P = \mathbb{CP}_n \), for example, one can look at all the pairings between

\[
V = \begin{array}{cccc}
0 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & 0 \\
\end{array}
\quad \text{and} \quad
W = \begin{array}{cccc}
0 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & 0 \\
1 & \ldots & \ldots & 0 \\
\end{array}
\]

that land in

\[
\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & 0 \\
1 & \ldots & \ldots & 0 \\
\end{array}
\]

The terms at disposal are

\[
f \nabla_a \nabla_b X^b, \ \nabla_a f \nabla_b X^b, \ \nabla_b f (\nabla_a X^b - \frac{1}{n} \nabla_c X^c \delta^a_b), \ X^b \nabla_b \nabla_a f
\]

and there are four obstruction terms

\[
f \Upsilon_a \nabla_b X^b, \ f \Upsilon_b \nabla_a X^b, \ (\nabla_a f) \Upsilon_b X^b, \ (\nabla_b f) \Upsilon_a X^b.
\]
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So one might expect that only the zero paring would be invariant. But, somehow miraculously from this point of view, this is not the case and we obtain a one parameter family of invariant pairings spanned by

\[
X^b \nabla_b \nabla_a f - \frac{(w - 1)(n + 1)}{(v + n + 1)n} \nabla_a f \nabla_b X^b
\]

\[
- \frac{w - 1}{v + 1} \nabla_b f (\nabla_a X^b - \frac{1}{n} \nabla_c X^c \delta_a^b) + \frac{w(w - 1)}{(v + 1)(v + n + 1)} f \nabla_a \nabla_b X^b.
\]

This formula even has a curved version that describes the invariant bilinear differential pairing for a manifold with a general projective structure. One only has to add the curvature correction term

\[
\frac{w(v + w)}{v + 1} P_{ab} X^a f,
\]

where \( P_{ab} \) is the Schouten tensor to be defined in Chapter 6.
Chapter 4

Higher order pairings 1

In this chapter we will study certain higher order invariant bilinear differential pairings for which we can write down explicit formulae for the pairings and the curvature correction terms. One can only hope for an explicit formula if there is a one-parameter family of such pairings. It turns out that a certain class of those allows a unified description which is completely independent of the specific geometry and even of the bundles involved. It only depends on the order of the pairing in the same spirit as the differential operators described in [12].

4.1 Semi-holonomic jet bundles

In order to study higher order pairings on general (curved) parabolic geometries, it turns out that we need to consider semi-holonomic jet bundles instead of the usual jet bundles. The reason for this is that the latter cannot be described as associated bundles for some representation of $P$.

4.1.1 Restricted semi-holonomic bi-jets

Definition 16. We will define the $k$-th restricted semi-holonomic jet prolongation $\tilde{\mathcal{J}}^k \mathcal{V}$ of a $\mathfrak{p}$-module $\mathcal{V}$ as in [57] inductively. Firstly, $\tilde{\mathcal{J}}^1 \mathcal{V} = \mathcal{J}^1 \mathcal{V}$ is the usual first weighted jet prolongation as defined in 2.1.2. Having constructed $\tilde{\mathcal{J}}^{k-1} \mathcal{V}$, there are two canonical projections

$$ \mathcal{J}^1(\tilde{\mathcal{J}}^{k-1} \mathcal{V}) \to \mathcal{J}^1(\tilde{\mathcal{J}}^{k-2} \mathcal{V}). $$

The first one is the usual projection $\mathcal{J}^1 \tilde{\mathcal{V}} \to \tilde{\mathcal{V}}$ for any $\mathfrak{p}$-module $\tilde{\mathcal{V}}$ followed by the inclusion $\tilde{\mathcal{J}}^{k-1} \mathcal{V} \subset \mathcal{J}^1(\tilde{\mathcal{J}}^{k-2} \mathcal{V})$ that is assumed to exist by the induction hypothesis. The second projection is induced by the first weighted prolongation of the map $\tilde{\mathcal{J}}^{k-1} \mathcal{V} \to \tilde{\mathcal{J}}^{k-2} \mathcal{V}$. Their equalizer is the submodule $\tilde{\mathcal{J}}^{k} \mathcal{V}$. The filtration of this module can be written as

$$ \tilde{\mathcal{J}}^{k} \mathcal{V} = \sum_{i=0}^{k} \otimes^{i} \mathfrak{g}_1 \otimes \mathcal{V}. $$
There are canonical maps \( \pi^k_l : \bar{J}^k V \to \bar{J}^l V \) for all \( k \geq l \), so we can define the restricted semi-holonomic bi-jet prolongation \( \bar{J}^k(V, W) \) of two \( p \)-modules \( V \) and \( W \) as in 2.1.4. The filtration of this \( p \)-module is given by

\[
\bar{J}^k(V, W) = \bigoplus_{i=0}^{k} \left( \bigotimes_{j=0}^{i} g_1 \otimes V \right) \otimes \left( \bigotimes_{j=0}^{i} g_1 \otimes W \right)
\]

and the \( p \)-module structure of \( \bar{J}^k(V, W) \) is induced by the \( p \)-module structures of \( \bar{J}^k V \) and \( \bar{J}^k W \) as described in [57].

**Remark**

The associated bundles \( \bar{J}^k V \) and \( \bar{J}^k(V, W) \) are called the restricted \( k \)-th semi-holonomic jet bundle and the restricted \( k \)-th semi-holonomic bi-jet bundle respectively. In contrast to \( J^k V \) the (restricted) semi-holonomic jet bundle \( \bar{J}^k V \) is an associated bundle for each parabolic geometry. This is because \( \bar{J}^k V \) is defined by iterating the functor \( J^1 \) which maps an associated bundle \( U \) to an associated bundle \( J^1 U \). The iteration of this functor yields an associated bundle \( \bigoplus_{i=0}^{k} \bigotimes_{j=0}^{i} g_1 \otimes V \) and \( \bar{J}^k W \) as described in [57].

**Proposition 6.** Let \( V_{\lambda}, W_{\nu} \) and \( E_{\mu} \) be three irreducible \( p \)-modules and let \( \Phi \) be a \( g_0 \)-module homomorphism

\[
\bigoplus_{j=0}^{M} \left( \bigotimes_{j=0}^{i} g_1 \otimes V_{\lambda} \right) \otimes \left( \bigotimes_{j=0}^{M-j} g_1 \otimes W_{\nu} \right) \to E_{\mu}.
\]

Then \( \Phi \) extends trivially to a \( p \)-module homomorphism \( \tilde{\Phi} : \bar{J}^k(V, W) \to E_{\mu} \) if and only if

\[
\tilde{\Phi} \left( \begin{array}{c}
\phi_0 \otimes Z \star \psi_{M-1}, \\
Z \star \phi_0 \otimes \psi_{M-1} + \phi_1 \otimes Z \star \psi_{M-2}, \\
\vdots \\
Z \star \phi_{j-1} \otimes \psi_{M-j} + \phi_j \otimes Z \star \psi_{M-j-1}, \\
\vdots \\
Z \star \phi_{M-2} \otimes \psi_1 + \phi_{M-1} \otimes Z \star \psi_0, \\
Z \star \phi_{M-1} \otimes \psi_0
\end{array} \right) = 0,
\]
for \( \phi = (\phi_0, ..., \phi_M) \in \mathcal{J}^M(\mathbb{V}_\lambda) \) and \( \psi = (\psi_0, ..., \psi_M) \in \mathcal{J}^M(\mathbb{W}_\nu) \), i.e. \( \phi_j \in \otimes^j \mathfrak{g}_1 \otimes \mathbb{V}_\lambda \) and \( \psi_j \in \otimes^j \mathfrak{g}_1 \otimes \mathbb{W}_\nu \) for \( j = 0, ..., M \). The action \( \star \) is defined by

\[
Z \star (U_1 \otimes \cdots \otimes U_j \otimes u) = \sum_{0 \leq i \leq j} \sum_{\alpha} U_1 \otimes \cdots \otimes U_i \otimes \eta^\alpha \otimes [Z, \xi^\alpha]. (U_{i+1} \otimes \cdots \otimes U_j \otimes u),
\]

for \( Z \in \mathfrak{g}_1 \) and dual basis \( \{\eta^\alpha\} \) and \( \{\xi^\alpha\} \) of \( \mathfrak{g}_1 \) and \( \mathfrak{g}_{-1} \).

**Proof.** Let us write \( \mathcal{J}^M(\mathbb{V}_\lambda, \mathbb{W}_\nu) = \mathcal{J}^M(\mathbb{V}_\lambda) \otimes \mathcal{J}^M(\mathbb{W}_\nu)/\mathbb{B} \), then the action of \( p_+ \) on \( \mathcal{J}^M(\mathbb{V}_\lambda, \mathbb{W}_\nu) \) is defined by

\[
Z \star [\phi \otimes \psi] = [(Z \star \phi) \otimes \psi + \phi \otimes (Z \star \psi)],
\]

where the bracket \([\cdot]\) denotes the equivalence class modulo \( \mathbb{B} \) and the stars inside the bracket are the actions of \( p_+ \) on \( \mathcal{J}^M(\mathbb{V}_\lambda) \) and \( \mathcal{J}^M(\mathbb{W}_\nu) \) as defined in [56], Proposition 3.9. Furthermore we note that \( \Phi \) extends to a \( p \)-module homomorphism if and only if \( \Phi \) annihilates the image of the action of \( p_+ \) on \( \mathcal{J}^k(\mathbb{V}_\lambda, \mathbb{W}_\nu) \) that lies in the module \( \oplus_{j=0}^M (\otimes^j \mathfrak{g}_1 \otimes \mathbb{V}_\lambda) \otimes (\otimes^{M-j} \mathfrak{g}_1 \otimes \mathbb{W}_\nu) \). Finally it has to be noted that \( p_+ \) is generated by \( \mathfrak{g}_1 \), so we can restrict our attention to the action of \( \mathfrak{g}_1 \). \( \square \)

### 4.1.2 Extremal roots

**Definition 17** (The Weyl group). In the first chapter we have introduced the real vector space \( E \) for a semisimple complex Lie algebra \( \mathfrak{g} \) which is equipped with a positive definite bilinear form \( B(.,.) \). For every \( \alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \) we will denote by

\[
\sigma_\alpha(\lambda) = \lambda - B(\lambda, \alpha^\vee) \alpha \quad \forall \lambda \in E
\]

the reflection on the hyperplane perpendicular to \( \alpha \). The **Weyl group** \( \mathcal{W} \) is the group generated by those reflections. In fact, \( \mathcal{W} \) is generated by simple reflections, i.e. by \( \sigma_\alpha \) for \( \alpha \in S \), as can be seen in [40], p. 51. Every \( w \in \mathcal{W} \) has a unique **length** \( l(w) \) which denotes the minimal number of simple reflections necessary to generate \( w \).

1. For simple reflections we can write down an explicit formula for the node coefficients for any weight \( \lambda \) using the Cartan integers \( c_{ij} \):

\[
B(\sigma_\alpha(\lambda), \alpha_j^\vee) = B(\lambda, \alpha_j^\vee) - B(\lambda, \alpha_i^\vee)c_{ij}.
\]

2. The most significant action of the Weyl group on weights, however, is the **affine action** given by

\[
w.\lambda = w(\lambda + \rho) - \rho \quad \forall \lambda \in E, \; w \in \mathcal{W},
\]

where \( \rho \) is given by

\[
\rho = \sum_{i=1}^l \omega_i.
\]
3. The Weyl group has an important subgraph, the **Hasse diagram** $W^p$ which is associated to a parabolic subalgebra $p$ of $g$. It is defined to be the subset of elements in $W$ whose action sends a weight $\lambda$, dominant for $g$, to a weight dominant for $p$. For more information and an easy algorithm to determine $W^p$ see [3], p. 39–43.

4. For every $\lambda \in h^*$, let $\|\lambda\|^2 = B(\lambda, \lambda)$. Since $B(\ldots)$ is invariant under the Weyl group (an easy exercise), the Weyl group acts by isometries with respect to this norm.

**Example**

An easy calculation shows that the Weyl group of $\mathfrak{sl}_{n+1} \mathbb{C}$ is isomorphic to the symmetry group $S_{n+1}$ and acts on a weight $\lambda = \sum_{i=1}^{n+1} b_i \epsilon_i$ by permuting the $b_i$'s. More precisely, $\sigma_{\alpha_i}$ exchanges $b_i$ and $b_{i+1}$ and leaves the other numbers unchanged.

**Definition 18.** Let $\theta$ be a root of $g$ such that $g_\theta \in g_{-1}$. Then there exists an $i \in I$ such that $g_\theta \in g_i$. Let us call all such roots that in addition lie in the same orbit under the action of $W$ as $-\alpha_i$ **extremal** if $\alpha_i$ is a long simple root.

Let $V_\lambda$ and $W_\nu$ be two irreducible $p$-modules so that $V_\lambda^*$ has highest weight $\lambda \in h^*$ and $W_\nu^*$ has highest weight $\nu \in h^*$. Moreover suppose that $\alpha, \beta \in h^*$ are extremal roots such that $g_\alpha, g_\beta \in g_{-1}^l$ and $\lambda + k\alpha$ and $\nu + k\beta$ are dominant for $p$ for $k = 0, \ldots, M$. For the rest of this chapter we will implicitly assume that this setup is given. Finally, suppose that there is an irreducible component (of the $g_\theta$-module tensor product)

$$E_\mu \subset \otimes^M g_1 \otimes V_\lambda \otimes W_\nu$$

of multiplicity 1 so that

$$E_\mu \subset V_{\lambda+j\alpha} \otimes W_{\nu+(M-j)\beta}$$

is an irreducible component of multiplicity one for $j = 0, \ldots, M$.

**Remark**

This setup excludes exactly those problematic pairings that were considered in 3.3. At the end of this chapter we will comment on the scope of the construction showing that it includes a wide class of pairings.

**Remark**

Let $V_\kappa$ be an irreducible $p$-module and let $\theta$ be an extremal root such that $\kappa + k\theta$ is $p$-dominant. Then $k\theta$ is an extremal weight of $\otimes^k g_{-1}$ and hence the Parthasarathy-Ranga-Rao-Varadarajan conjecture, that was proved in [47], shows that there is an irreducible component of highest weight $\kappa + k\theta$ in $\otimes^k g_{-1} \otimes V_\kappa^*$ as long as $\kappa + k\theta$ is $p$-dominant. The triangle inequality shows that $\kappa + k\theta$ appears with multiplicity one, since $\theta$ is a long root.
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4.1.3 Obstruction terms

For some constants $\gamma_{M,j}$ and the setup as above, let us define

$$\Phi : \otimes_{j=0}^{M} (\otimes^j g_1 \otimes \mathbb{V}_\lambda) \otimes (\otimes^{M-j} g_1 \otimes \mathbb{W}_\nu) \to \mathbb{E}_\mu,$$

$$\sum_{j=0}^{M} \phi_j \otimes \psi_{M-j} \mapsto \sum_{j=0}^{M} \gamma_{M,j} \tau_j \left( \pi_{\lambda_j}(\phi_j) \otimes \pi_{\nu_{M-j}}(\psi_{M-j}) \right),$$

where

$$\pi_{\lambda_i} : \otimes^i g_1 \otimes \mathbb{V} \to \mathbb{V}_{\lambda_i}, \quad \pi_{\nu_i} : \otimes^i g_1 \otimes \mathbb{W} \to \mathbb{W}_{\nu_i} \text{ and } \pi_j : \mathbb{V}_{\lambda_j} \otimes \mathbb{W}_{\nu_{M-j}} \to \mathbb{E}_\mu$$

are the canonical projections and we have used the abbreviations $\lambda_i = \lambda + i\alpha$ and $\nu_i = \nu + i\beta$.

**Lemma 11.** With the setup as above,

$$\pi_{\lambda_j}(Z \ast \phi_{j-1}) = \frac{1}{2} \left( \|\lambda + j\alpha + \rho\|^2 - \|\lambda + \rho\|^2 \right) \pi_{\lambda_j}(Z \otimes \phi_{j-1})$$

and

$$\pi_{\nu_j}(Z \ast \psi_{j-1}) = \frac{1}{2} \left( \|\nu + j\beta + \rho\|^2 - \|\nu + \rho\|^2 \right) \pi_{\nu_j}(Z \otimes \psi_{j-1}).$$

**Proof.** This follows directly from Lemma 9, Lemma 10 and Proposition 6 since

$$\pi_{\lambda_j}(Z \ast (X_1 \otimes \cdots \otimes X_{j-1} \otimes v))$$

$$= \pi_{\lambda_j} \left( \sum_{0 \leq i < j-1} \sum_{\alpha} X_1 \otimes \cdots \otimes X_i \otimes \eta^\alpha \otimes [Z, \xi_\alpha].(X_{i+1} \otimes \cdots \otimes X_{j-1} \otimes v) \right)$$

$$= \frac{1}{2} \left( \sum_{i=0}^{j-1} \left( \|\lambda + (i + 1)\alpha + \rho\|^2 - \|\lambda + \rho\|^2 \right) \pi_{\lambda_j}(Z \otimes X_1 \otimes \cdots \otimes X_{j-1} \otimes v) \right)$$

$$= \frac{1}{2} \left( \|\lambda + j\alpha + \rho\|^2 - \|\lambda + \rho\|^2 \right) \pi_{\lambda_j}(Z \otimes X_1 \otimes \cdots \otimes X_{j-1} \otimes v).$$

Here we have used that $\mathbb{V}_{\lambda+j\alpha} \subset \otimes^j g_1 \otimes \mathbb{V}_\lambda$. The calculation for $\psi$ is analogous. \qed

$\Phi$ is a $p$-module homomorphism if and only if the obstruction term from above given by $\Phi(Z \ast [\phi \otimes \psi])$ vanishes. This can be computed as

$$\Phi(Z \ast [\phi \otimes \psi]) = \frac{1}{2} \sum_{j=1}^{M} \left( (\gamma_{M,j} \left( \|\lambda + j\alpha + \rho\|^2 - \|\lambda + \rho\|^2 \right) + \gamma_{M,j-1} \left( \|\nu + (M-j+1)\beta + \rho\|^2 - \|\nu + \rho\|^2 \right) \pi(Z \otimes \phi_{j-1} \otimes \psi_{M-j}) \right),$$

where

$$\gamma_{M,j} = \frac{1}{2} \left( \|\lambda + j\alpha\|^2 - \|\lambda\|^2 \right) \text{ and } \gamma_{M,j-1} = \frac{1}{2} \left( \|\nu + (M-j+1)\beta\|^2 - \|\nu\|^2 \right).$$
where \( \pi \) is the projection onto \( \mathbb{E}_\mu \). Now we note that

\[
\|\lambda + j\alpha + \rho\|^2 - \|\lambda + \rho\|^2 = \|\alpha\|^2 j(B(\lambda + \rho, \alpha^\vee) + j).
\]

Thus the vanishing of the obstruction term is equivalent to the following \( M \) equations:

\[
\gamma_{M,j+1}(j + 1)\|\alpha\|^2(q - j) + \gamma_{M,j}(M - j)\|\beta\|^2(q' + j + 1 - M) = 0, \quad j = 0, ..., M - 1,
\]

where \( q = -B(\lambda + \rho, \alpha^\vee) - 1 \) and \( q' = -B(\nu + \rho, \beta^\vee) - 1 \). Moreover we know that \( \alpha \) and \( \beta \) lie in the same Weyl orbit and therefore have the same length. Hence the equations reduce to

\[
\gamma_{M,j+1}(j + 1)(q - j) + \gamma_{M,j}(M - j)(q' + j + 1 - M) = 0, \quad j = 0, ..., M - 1. \tag{4.1}
\]

This is the third (and by far the most general) situation in which we encounter these equations. They are formally equivalent to the ones that we considered in the Introduction and Section 2.2. If \( q \not\in \{0, 1, ..., M - 1\} \) or \( q' \not\in \{0, 1, ..., M - 1\} \), then (4.1) determines \( \gamma_{M,j} \) up to scale:

\[
\gamma_{M,j} = (-1)^j \left( \begin{array}{c} M \\ j \end{array} \right) \prod_{i=j}^{M-1} (q - i) \prod_{i=M-j}^{M-1} (q' - i).
\]

### 4.2 Ricci corrected derivatives

In this section we will formally define the (weighted) \( M \)-th order bilinear differential pairing \( \Gamma(V_\lambda) \times \Gamma(W_\nu) \to \Gamma(E_\mu) \) that is induced by the mapping \( \Phi \) described above.

#### 4.2.1 Formal definition of the pairing

Using the full first jet-bundle \( J^1V \) rather than the weighted first order jet-bundle \( \mathcal{J}^1V \) of an associated vector bundle \( V \), we can inductively construct the semi-holonomic jet bundle \( \bar{J}^kV \). This is the next definition.

**Definition 19.** Let \( V \) be a \( p \)-module. The \( k \)-th order semi-holonomic jet prolongation \( \bar{J}^kV \) is defined inductively as follows: \( \bar{J}^1V = J^1V \) the usual first jet prolongation. The \( k \)-th order semi-holonomic jet prolongation \( \bar{J}^kV \) is defined to be the subbundle of \( J^1(\bar{J}^{k-1}V) \) where the two canonical maps to \( J^1(\bar{J}^{k-2}V) \) coincide. The associated bundle \( \bar{J}^kV = G \times_p \bar{J}^kV \) is the \( k \)-th order semi-holonomic jet bundle. Moreover the iterated invariant differential

\[
\Gamma(V) \ni s \mapsto \bar{\nabla}^k s = (s, \nabla^w s, ..., (\nabla^w)^k s) \in \Gamma(\bar{J}^kV)
\]

defines an embedding of \( J^kV \) in \( \bar{J}^kV \).
Remark

The fact that the iterated invariant differential takes $P$-equivariant sections to $P$-equivariant sections can be checked by an inductive procedure based on the calculations in Lemma 6, see [57].

Remark

A Weyl structure $σ : G_0 → G$ induces an isomorphism between filtered and graded vector bundles and hence an isomorphism $σ_\mathcal{A} : gr\mathcal{A} → \mathcal{A}$ as detailed in 2.3.3. Thus, following [12], one can use the fundamental derivative to define the first Ricci-corrected derivative

$$D^{(1)}_X s = \nabla^{\omega}_{σ_\mathcal{A}(X)} s,$$

for $X ∈ T\mathcal{M}$ and $s$ a section of an arbitrary associated bundle $V$. The higher order Ricci-corrected derivatives are defined analogously using the Weyl connection to define an isomorphism between the semi-holonomic jet bundle $J^kV$ and the associated graded bundle $grJ^kV$. Under this isomorphism $j^k$ is mapped to $j^k_D s$ with components denoted by $D^{(j)}_X s ∈ \otimes^j T^*\mathcal{M} ⊗ V$, for $j = 0, ..., k$. A pairing (differential operator) can then be constructed by a simple projection from the graded vector bundle and it is invariant if and only if the projection of the image of the action of $\mathfrak{p}_+$ vanishes, exactly as described above. The following lemma relates the Ricci-corrected derivative to the Weyl connection

$$D_X s = σ_V D^{(1)}_X (σ^{-1}_V s),$$

where $σ_V : grV → V$ is the isomorphism induced by the choice of Weyl structure.

Lemma 12.

$$D^{(1)}_X s = D_X s + r^D(X) \cdot s,$$

where $r^D$ is a $T^*\mathcal{M}$-valued one form on $\mathcal{M}$ and the bullet denotes the action of $T^*\mathcal{M}$ on $V$ induced by the action of $\mathfrak{p}_+$ on $V$.

Proof. This lemma is taken from [12], Proposition 4.2. Together with Appendix A in [12], this proposition also contains the proof that $D$ is the Weyl connection that is induced by $σ^*\omega_0$ and that $r^D$ is the Rho-tensor induced by $σ^*\omega_+$. □

Construction of the pairings

The formal construction of the pairing is carried out in several steps: we take a section $s ∈ Γ(V_λ)$, map it via the iterated invariant differential to $j^M s ∈ J^M V_λ$, use the Weyl connection to map it to $j^M_D s = (s, D^{(1)}_X s, ..., D^{(M)}_X s) ∈ grJ^M V_λ$ and then project onto $gr\tilde{J}^M V_λ$. The same is done for $t ∈ Γ(W_ν)$. Then we can tensor $j^M_D s$ and $j^M_D t$ together and project onto $gr\tilde{J}^M(V_λ, W_ν)$. Using $Φ$ as defined above ensures that the procedure is independent of the choice of Weyl structure involved. Note that the obvious projection $\tilde{J}^M V → \tilde{J}^M V$ is a $\mathfrak{p}$-module homomorphism.
### 4.2.2 Explicit formulae

In order to write down explicit formulae in terms of a Weyl connection, we can use the Ricci-corrected derivatives as in [12], where a recurrence formula for \(D^k_{s} = (s, D^{(1)} s, ..., D^{(k)} s)\) is given. In the following \(\nabla\) denotes a choice of Weyl connection and \(\mathcal{D}_k\) denotes the \(k\)-th Ricci-corrected derivative. Moreover \(\Gamma = -\frac{1}{2}\|\alpha_i\|^2 r^D\) with \(r^D\) as in Lemma [12]. More precisely, we write down a symbolic formula where all indices are suppressed. To obtain an actual formula, one has to include all indices and combine them as prescribed by the projection \(\Phi\). The recursion formula from [12], Theorem 6.2, takes the form

\[
\mathcal{D}_k s = \nabla \mathcal{D}_{k-1} s + (k-1)(q-k+2)\Gamma \mathcal{D}_{k-2} s
\]

for \(s \in \Gamma(V_\lambda), \mathcal{D}_j = \pi_{\lambda_j} \circ \mathcal{D}^{(j)}\) and \(q = -B(\lambda + \rho, \alpha^\vee) - 1\). This yields

\[
\begin{align*}
\mathcal{D}_0 s &= s \\
\mathcal{D}_1 s &= \nabla s \\
\mathcal{D}_2 s &= \nabla^2 s + q \Gamma s \\
\mathcal{D}_3 s &= \nabla^3 s + 2(q-1)\Gamma \nabla s + q \nabla (\Gamma s) \\
\mathcal{D}_4 s &= \nabla^4 s + q \nabla^2 (\Gamma s) + 2(q-1) \nabla (\Gamma \nabla s) + 3(q-2) \Gamma \nabla^2 s + 3(q-2) q \nabla^2 s \\
\mathcal{D}_5 s &= \nabla^5 s + q \nabla^3 (\Gamma s) + 2(q-1) \nabla^2 (\Gamma \nabla s) + 3(q-2) \nabla (\Gamma \nabla^2 s) + 3(q-2) q \nabla (\Gamma^2 s) \\
&\quad + 4(q-3) \Gamma \nabla^3 s + 4 q(q-3) \nabla (\Gamma s) + 8(q-3)(q-1) \Gamma^2 \nabla s \\
\mathcal{D}_6 s &= \nabla^6 s + q \nabla^4 (\Gamma s) + 2(q-1) \nabla^3 (\Gamma \nabla s) + 3(q-2) \nabla^2 (\Gamma \nabla^2 s) + 3(q-2) q \nabla^2 (\Gamma^2 s) \\
&\quad + 4(q-3) \nabla (\Gamma \nabla^3 s) + 4 q(q-3) \nabla (\Gamma \nabla (\Gamma s)) + 8(q-3)(q-1) \nabla (\Gamma^2 \nabla s) \\
&\quad + 5(q-4) \Gamma \nabla^4 s + 5(q-4) q \nabla^2 (\Gamma s) + 10(q-4)(q-1) \nabla (\Gamma \nabla s) \\
&\quad + 15(q-4)(q-2) \Gamma^2 \nabla^2 s + 15(q-4)(q-2) q \nabla^3 s.
\end{align*}
\]

Putting \(q = j - 1\) in \(\mathcal{D}_j\) yields the formulae as in [12].

**Remark**

With the right scaling, \(\Gamma\) is the Rho-tensor in conformal geometry or the Schouten tensor in projective geometry. It is easy to determine what is the tensor \(\Gamma\) in the various geometries. One just has to write down the simplest invariant differential operator of order two (for example when acting on weighted functions) and compute the curvature correction term. The general form will be \(\nabla^2 s + Ts\), where \(T\) is some tensor. Then it follows from the above discussion that \(T = \Gamma\). We will demonstrate this for our usual three examples (and refer the reader to Chapter 6 for the specific notations):

1. In projective geometry, the differential operator

\[
\begin{align*}
\mathcal{E}(1) &\rightarrow \mathcal{E}_{(ab)}(1) \\
f &\mapsto \nabla_a \nabla_b f + P_{ab} f
\end{align*}
\]

is invariant, where \(P_{ab}\) is the Schouten tensor to be defined in Chapter 6. Hence \(\Gamma = P_{ab}\).
2. In conformal geometry in $n$ dimensions, the differential operator
\[ E[1] \to E_{(ab)[1]} \]
\[ f \mapsto \nabla_a \nabla_b f - \frac{1}{n} g_{ab} \nabla^c \nabla_c f + (P_{ab} - \frac{1}{n} g_{ab} P^c_c) f \]
is invariant, where $P_{ab}$ is the Rho-tensor to be defined in Chapter 6. Hence $\Gamma = P_{ab}$.

3. In CR geometry, the differential operator
\[ E(w, 1) \to E^{(\alpha\beta)}(w - 2, -1) \]
\[ f \mapsto \nabla^\alpha \nabla^\beta f - i A^{\alpha\beta} f \]
is invariant, where $A^{\alpha\beta}$ is the pseudohermitian torsion tensor to be defined in Chapter 6. Hence $\Gamma = -i A^{\alpha\beta}$ (for complex conjugate operators including derivatives $\nabla_\alpha$ the right tensor is $i A^{\alpha\beta}$).

**Remark**

It is quite easy to write down a general formula. $D_k$ has
\[ \sum_{j=0}^{[\frac{k}{2}]} \binom{k-j}{j} \]
curvature correction terms. Each term is determined by a sequence of $i \nabla$’s and $j \Gamma$’s, so that $i + 2j = k$, in a precise order. This looks like this:
\[ \nabla^{i_l} \Gamma^{s_r} \nabla^{i_{l-1}} \ldots \Gamma^{s_1} \nabla^{i_1} s, \]
so that the $\Gamma$’s are in position $i_1, \ldots, i_j$ ($j = s_1 + \ldots + s_r$) counting from the right and counting each $\Gamma$ twice (taking the leftmost position of each $\Gamma$ as $i_m$). Then the constant is in front of this term is:
\[ \prod_{m=1}^{j} (i_m - 1)(q - i_m + 2). \]  
(4.2)

Note that this formula is purely algebraic. One can use the Leibniz rule to rearrange terms, but this only leads to a more complicated expression.

**Examples 1**

1. The term
\[ \nabla \Gamma \nabla \Gamma s, \]
that occurs in $D_6s$, has $i_1 = 2$ and $i_2 = 5$, so that the constant is given by $4q(q-3)$.  
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2. \[ \Gamma \nabla \Gamma^2 \nabla s \]

occurs in \( \mathcal{D}_s \) and has \( i_1 = 3, i_2 = 5 \) and \( i_3 = 8 \), so the constant is given by \( 56(q - 1)(q - 3)(q - 6) \). The invariant operator corresponding to \( q = 7 \) has a correction term, where this term appears with constant \( 56 \times 6 \times 4 \times 1 = 1344 \).

Examples 2

Let us write down the full formula for second and third order pairings:

1. \[ \mathcal{P}^2(s, t) = q(q - 1)s(\mathcal{D}_2 t) - 2(q - 1)(q' - 1)(\mathcal{D}_1 t)(\mathcal{D}_1 s) + q'(q' - 1)(\mathcal{D}_2 s)t \]
   \[ = q(q - 1)s(\nabla^2 t + q' \Gamma t) - 2(q - 1)(q' - 1)(\nabla t)(\nabla s) \]
   \[ + q'(q' - 1)(\nabla^2 s + q \Gamma s)t \]
   \[ = q(q - 1)s(\nabla^2 t) - 2(q - 1)(q' - 1)(\nabla t)(\nabla s) + q'(q' - 1)(\nabla^2 s)t \]
   \[ + q(q + q' - 2)st \Gamma \]

2. \[ \mathcal{P}^3(s, t) = q(q - 1)(q - 2)s(\mathcal{D}_3 t) - 3(q - 1)(q - 2)(q' - 2)(\mathcal{D}_1 s)(\mathcal{D}_2 t) \]
   \[ + 3(q - 2)(q' - 1)(q' - 2)(\mathcal{D}_2 s)(\mathcal{D}_1 t) - q'(q' - 1)(q' - 2)(\mathcal{D}_3 s)t \]
   \[ = q(q - 1)(q - 2)s(\nabla^3 t + 2(q' - 1)\Gamma \nabla t + q' \nabla \Gamma t) \]
   \[ - 3(q - 1)(q - 2)(q' - 2)(\nabla s)(\nabla^2 t + q' \Gamma t) \]
   \[ + 3(q - 2)(q' - 1)(q' - 2)(\nabla^2 s + q \Gamma s)(\nabla t) \]
   \[ - q'(q' - 1)(q' - 2)(\nabla^3 s + 2(q - 1)\Gamma \nabla s + q \nabla \Gamma s)t \]
   \[ = q(q - 1)(q - 2)s(\nabla^3 t) - 3(q - 1)(q - 2)(q' - 2)(\nabla s)(\nabla^2 t) \]
   \[ + 3(q - 2)(q' - 1)(q' - 2)(\nabla^2 s)(\nabla t) - q'(q' - 1)(q' - 2)(\nabla^3 s)t \]
   \[ + q(q - 2)(q' - 1)(2q + 3q' - 8)s \Gamma \nabla t \]
   \[ - q'(q' - 2)(q - 1)(3q + 2q' - 8)t \Gamma \nabla s \]
   \[ + q(q - 1)(q - 2)s \nabla \Gamma t - qq'(q' - 1)(q' - 2)t \nabla \Gamma s. \]

To summarize, we have shown:

**Theorem 7** (Main result 3). Let \( \mathcal{V}_\alpha \) and \( \mathcal{W}_\nu \) be two irreducible \( p \)-modules and let \( \alpha \) and \( \beta \) be two extremal roots so that \( \lambda + j \alpha \) and \( \nu + j \beta \) are \( p \)-dominant for \( j = 1, \ldots, M \). Furthermore let \( \mathcal{E}_\mu \subset \otimes^M g_1 \otimes \mathcal{V}_\lambda \otimes \mathcal{W}_\nu \) be an irreducible component of multiplicity one that lies in

\[ \mathcal{V}_{\lambda + j \alpha} \otimes \mathcal{W}_{\nu + (M - j) \beta} \]

for \( j = 0, \ldots, M \). If

\[ q = -B(\lambda + \rho, \alpha^\vee) - 1 \not\in \{0, 1, \ldots, M - 1\} \]
or
\[ q' = -B(\lambda + \rho, \alpha^\vee) - 1 \not\in \{0, 1, \ldots, M-1\}, \]
then there exists a weighted \(M\)-th order invariant bilinear differential pairing
\[ P^M : \Gamma(V_\lambda) \times \Gamma(W_\nu) \to \Gamma(E_\mu) \]
and this pairing is given by
\[
P^M(s, t) = \sum_{j=0}^{M} (-1)^j \binom{M}{j} \prod_{i=j}^{M-1} (q - i) \prod_{i=M-j}^{M-1} (q' - i) \pi(D_j s \otimes D_{M-j} t),
\]
where \(D_j\) is defined as above. If \(q \in \{0, 1, \ldots, M-1\}\), then the linear differential operator \(s \mapsto D_{q+1}s\) is invariant. The analogous statement holds for \(q'\).

### 4.3 Examples and scope of the construction

#### 4.3.1 Examples

(a) We can always choose \(\alpha = \beta = -\alpha_i, \ i \in I\), as extremal roots and take \(\mu = \lambda + \nu - M\alpha_i\). The pairings thus constructed are the curved analogues of the pairings described in Theorem 1.

(b) Let \(V_\lambda\) be an irreducible \(p\)-module and let \(\alpha\) be an extremal root that lies in the same Weyl orbit as \(-\alpha_i, \ i \in I\). Assume that \(\lambda + j\alpha\) is \(p\) dominant for \(j = 1, \ldots, M\), but that \(q = -B(\lambda + \rho, \alpha^\vee) - 1 \not\in \{0, 1, \ldots, M-1\}\). Then there is a unique irreducible component \(E_{\lambda+M\alpha}\) in \(\otimes^M g_1 \otimes V_\lambda\), see Remark 4.1.2. Furthermore let \(W_\nu\) be a one dimensional representation that is given by a character in \(\mathfrak{z}(g_0)^*\) and a trivial representation of \(g_0^S\), i.e. sections of \(W_\nu\) are weighted functions. Then \(E_{\lambda+M\alpha+\nu}\) satisfies the requirements of Theorem 7 with \(\beta = -\alpha_i\) and we can define an invariant bilinear differential pairing
\[ \Gamma(V_\lambda) \times \Gamma(W_\nu) \to \Gamma(E_{\lambda+M\alpha+\nu}). \]

(c) Projective geometry in \(n\) dimensions: for every \(k \geq 0\), there exists an invariant bilinear differential pairing
\[ \mathcal{E}^{(i_1i_2\ldots i_k)}(v) \times \mathcal{E}(w) \to \mathcal{E}(v + w) \]
given by
\[
\sum_{j=0}^{k} (-1)^j \binom{k}{j} \prod_{i=j}^{k-1} (v + n + 2k - 1 - i) \prod_{i=k-j}^{k-1} (w - i) (\nabla_{i_1} \ldots \nabla_{i_j} V^{i_1 \ldots i_k}) (\nabla_{i_{j+1}} \ldots \nabla_{i_k} f) + C.C.T.
\]
The curvature correction terms (C.C.T.) are given by the combinatorial formula (4.2), where \(\Gamma = P_{ab}\) is the Schouten tensor.
(d) Conformal geometry in \( n \)-dimensions: there exists a \( k \)-th order invariant bilinear differential pairing
\[
E_0^{(i_1i_2...i_k)}[v] \times E[w] \to E[v + w]
\]
given by
\[
\sum_{j=0}^{k} (-1)^j \binom{M}{j} \prod_{i=j}^{k-1} (v + n + 2k - 2 - i) \prod_{i=k-j}^{k-1} (w - i) (\nabla_{i_1}...\nabla_{i_j}V^{i_1...i_k})(\nabla_{i_{j+1}}...\nabla_{i_k}) f
+ C.C.T.
\]
The formula for each curvature correction term of \( D_jV \) and \( D_{M-j}f \) is given by the combinatorial formula (4.2), where \( \Gamma = P_{ab} \) is the Rho-tensor.

(e) CR geometry in dimension \( 2n + 1 \): there exists an invariant bilinear differential pairing
\[
E_{(\alpha_1\alpha_2...\alpha_k)}(w, w') \times E(v, v') \to E(v' + w')
\]
for every \( k \geq 0 \) given by
\[
\sum_{j=0}^{k} (-1)^j \binom{M}{j} \prod_{i=j}^{k-1} (w' + n + k - 1 - i) \prod_{i=k-j}^{k-1} (v' - i) (\nabla^{\alpha_1}...\nabla^{\alpha_j}v_{\alpha_1...\alpha_k})(\nabla^{\alpha_{j+1}}...\nabla^{\alpha_k} f)
+ C.C.T.
\]
The curvature correction terms are again given by the combinatorial formula (4.2), where \( \Gamma = -iA^{\alpha\beta} \) is the pseudohermitian torsion tensor.

4.3.2 Scope of the construction

The symbols of the differential pairings described above are linear combinations of terms \( D_j s \otimes D_{M-j} t \) and the operators \( D_j s \) are invariant if \( q = i - 1 \) (for \( D_{M-j}f \) the analogous statement holds). These operators are all standard, but do not include every standard operator. But in certain cases, like conformal geometry in even dimensions, all standard differential operators are of this type. In the Appendix, we have written down the BGG sequence for our standard three examples of projective, conformal and CR geometry. Those BGG sequences clearly show which operators are constructed with this method and which are not. For more exotic geometric structures the reader is advised to consult [12].

Remark

The fact that the linear equations (4.1) that we had to solve in this chapter are exactly the ones that had to be solved in the Introduction when we dealt with invariant bilinear differential pairings on the Riemann sphere can be understood as follows: in the homogeneous case invariant differential operators on \( G/B \), where \( B \) is the Borel
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subgroup, give rise to invariant differential operators on $G/P$ via direct images. The same is true for invariant differential pairings. Let us demonstrate this for compactified complexified Minkowski space $M = \bullet \times \bullet$. There is a double fibration

$$\mu \quad \nu$$

where $\times \times = G/B$. The maps $\mu$ and $\nu$ commute with the action of $G$, so in particular the fibres of $\mu$, which are isomorphic to the Riemann sphere $\times$, are permuted by $G$. Hence an invariant differential pairing on $\times$ gives rise to an invariant differential pairing on $G/B$. Then one can use the fact that direct images of line bundles on $G/B$ are vector bundles on $G/P$, see [3]. Which direct images to take is determined by the extremal roots $\alpha, \beta$. More precisely, let $\lambda$ be a dominant integral weight for $p$ and let $\theta$ be an extremal root with $w(-\alpha_i) = \theta$, $w \in W$. Moreover let $w.\kappa = \lambda$, then

$$B(\kappa, \alpha_i^\vee) = B(w^{-1}.\lambda, \alpha_i^\vee)$$

$$= B(w^{-1}(\lambda + \rho), \alpha_i^\vee) - 1$$

$$= B(\lambda + \rho, w(\alpha_i)^\vee) - 1$$

$$= -B(\lambda + \rho, \theta^\vee) - 1$$

$$= q.$$ 

This implies that $q$ is the number over the node corresponding to $\alpha_i$ in the Dynkin diagram notation for $\kappa$. $\kappa$ induces a line bundle $V_\kappa$ on $G/B$ whose $l(w)$-th direct image $\nu^{l(w)}_\kappa(V_\kappa)$ is $V_\lambda$, the vector bundle over $G/P$ induced by $V_\lambda$. 
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This chapter deals with general higher order bilinear invariant differential pairings. The strategy employed is to define a linear invariant differential operator that includes an arbitrary irreducible associated bundle in some other associated bundle, called $M$-bundle (which is in fact a tractor bundle, see [34], p. 7), that encodes all the possible differential operators up to order $M$ emanating from this bundle. We will then tensor two of those $M$-bundles together and project onto irreducible components. First of all, we have to define the $M$-bundles:

5.1 The $M$-module

5.1.1 Formal definition

Throughout this section, we will write $\mathbf{s}$ for a vector $(s_1, ..., s_{l_0}) \in \mathbb{R}^{l_0}$.

We will define a representation $\nabla_M(E^0)$ of $\mathfrak{g}$ that is induced from a finite dimensional irreducible representation $E^0$ of $\mathfrak{g}^S_0$ in the following way: $(\mathfrak{h}^S)^*$ can be considered as a subspace of $\mathfrak{h}^*$ in such a way that $\{\alpha_j\}_{j \in J}$ are the simple roots of $\mathfrak{g}^S_0$ with corresponding fundamental weights $\{\omega_j\}_{j \in J}$. The highest weight $\lambda_0$ of $(E^0)^*$ can then be written as $\lambda_0 = \sum_{j \in J} a_j \omega_j$ with $a_j \geq 0$. $\nabla_M(E^0)$ is then defined to be the finite dimensional irreducible representation of $\mathfrak{g}$ which is dual to the representation of highest weight

$$\Lambda = \sum_{i \in I} M_i \omega_i + \lambda_0 \in \mathfrak{h}^*,$$

where $\underline{M} = (M_1, ..., M_{l_0}) \in \mathbb{N}^{l_0}$. In the Dynkin diagram notation this is easily described. There are $l_0$ nodes in the Dynkin diagram for $\mathfrak{g}$ which denote the simple roots $\alpha_i$, $i \in I$. If we erase those nodes and adjacent edges, we obtain the Dynkin diagram for $\mathfrak{g}^S_0$. An irreducible representation $\mathbb{E}^0$ of $\mathfrak{g}^S_0$ is denoted by writing non-negative integers over the nodes of this new diagram corresponding to the highest weight of $(\mathbb{E}^0)^*$. $\nabla_M(\mathbb{E}^0)$ is then denoted by writing those numbers over the uncrossed nodes and $M_i$ over the node that corresponds to $\alpha_i$, $i \in I$, in the Dynkin diagram for $\mathfrak{g}$.
Example

For CR geometry, the Lie algebra of interest is $\mathfrak{g} = \mathfrak{sl}_{n+2} \mathbb{C}$ with $\mathfrak{g}_0^S \cong \mathfrak{sl}_n \mathbb{C}$. For every representation $E_0 = a_1 a_2 \ldots a_{n-2} a_{n-1}$ of $\mathfrak{g}_0^S$ and constants $M_1, M_2 \geq 0$ we define

$$V_M(E_0) = M_1 a_1 a_2 \ldots a_{n-1} M_2,$$

a representation of $\mathfrak{g}$.

Lemma 13. $V_M(E_0)$ has a composition series

$$V_M(E_0) = V_0 + V_1 + \cdots + V_N$$

as a $\mathfrak{p}$-module, so that $\mathfrak{g}_j V_i \subseteq V_{i+j}$ and $V_0 \cong E_0$ as a $\mathfrak{g}_0^S$-module.

Proof. As a highest weight module, $V_M(E_0)^*$ is a direct sum of its weight spaces and every weight has the form $\Lambda - \sum_{i=1}^n k_i \alpha_i$ with $k_i \in \mathbb{N}$ (see [40], Theorem 20.2). Let $\Delta(\Lambda)$ be the set of all weights of $V_M(E_0)^*$ and define

$$N = \max_{\mu \in \Delta(\Lambda)} \left\{ \sum_{i \in I} k_i^\mu : \mu = \Lambda - \sum_{i=1}^n k_i^\mu \alpha_i \right\}.$$

For every element $v$ in the weight space of weight $\mu$ and every $X \in \mathfrak{g}_\alpha$, the element $Xv$ lies in the weight space of weight $\mu + \alpha$. This observation allows us to define a filtration by $\mathfrak{p}$ submodules

$$0 \subset (V^0)^* \subset (V^1)^* \subset \cdots \subset (V^N)^* = V_M(E)^*,$$

where $(V^m)^*$ is defined to be the sum of all weight spaces whose weight is of the form

$$\Lambda - \sum_{j \in J} k_j \alpha_j - \sum_{i \in I} k_i \alpha_i$$

with $\sum_{i \in I} k_i \leq m$.

The sub-quotients $V_m^* = (V^m)^*/(V^{m-1})^*$ give rise to a composition series

$$V_M(E_0)^* = V_N^* + \cdots + V_0^*,$$

whose dual

$$V_M(E_0) = V_0 + V_1 + \cdots + V_N$$

is the desired composition series.

Let us examine those sub-quotients further: for $m = 0, 1, \ldots, N$, $V_m^*$ is defined to consist of those weight spaces of $V_M(E_0)^*$ whose weight is of the form

$$\Lambda - \sum_{j \in J} k_j \alpha_j - \sum_{i \in I} k_i \alpha_i$$

with $\sum_{i \in I} k_i = m$. 
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The action of $g_j$ maps $V_{i+j}^*$ to $V_i^*$. Dually we obtain a mapping $g_j : V_i \to V_{i+j}$ as desired. This also shows that the composition series can alternatively be looked at as a decomposition into $g_0$-modules and since $g_0$ is reductive (and $\mathfrak{z}(g_0) \subset \mathfrak{h}$ acts diagonalizably), every $V_i$ decomposes into irreducible components.

Finally one can observe that $V_0$ has acquired the structure of a $p$-module by being the unique irreducible quotient of $V_M(E_0)$. Therefore it is dual to a representation of highest weight $\Lambda$. In particular, $V_0$ is isomorphic to $E_0$ as a $g_{S_0}$-module.

From now on we will write $V$ instead of $V_M(E_0)$ assuming that $M$ and $E_0$ are fixed.

Note that we consider $E_0$ as a $g_0$-module via the isomorphism $V_0 \cong E_0$.

5.1.2 Lie algebra cohomology

There is a standard complex of $g_0$-modules associated to a finite dimensional irreducible $g$-module $V$:

$$0 \to V \xrightarrow{\partial} \mathfrak{p}_+ \otimes V \xrightarrow{\partial} \Lambda^2 \mathfrak{p}_+ \otimes V \xrightarrow{\partial} \ldots,$$

where we can identify $\Lambda^p \mathfrak{p}_+ \otimes V \cong \text{Hom}(\Lambda^p g_-^\vee, V)$ and therefore write the differential $\partial$ as

$$\partial\phi(X_0, \ldots, X_p) = \sum_{i=0}^p (-1)^i X_i \phi(X_0, \ldots, \hat{X}_i, \ldots, X_p)$$

$$\quad + \sum_{i<j} (-1)^{i+j} \phi([X_i, X_j], X_0, \ldots, \hat{X}_i, \ldots, \hat{X}_j, \ldots, X_n),$$

for $X_i \in \mathfrak{g}_-$ (the hat denotes the element which is left out). One can check that $\partial^2 = 0$, see [46], Proposition 4.1, which allows us to define

$$H^p(g^\vee, V) = \frac{\ker \partial : \Lambda^p \mathfrak{p}_+ \otimes V \to \Lambda^{p+1} \mathfrak{p}_+ \otimes V}{\mathrm{im} \partial : \Lambda^{p-1} \mathfrak{p}_+ \otimes V \to \Lambda^p \mathfrak{p}_+ \otimes V}.$$ 

In [45] Kostant provides an algorithm to compute these cohomology groups in terms of the Hasse diagram $W^p$ associated to $p$.

**Theorem 8 (Kostant).** Let $F$ be the dual of a finite dimensional irreducible $g$-module of highest weight $\lambda$. Then as $g_0$-modules

$$H^p(g^\vee, F) = \bigoplus_{w \in W^p \atop l(w) = p} F_{w, \lambda},$$

where $F_{w, \lambda}$ denotes the dual of the representation of highest weight $w.\lambda$.

**Proof.** This theorem was originally proved in [44] and formulated in a suitable way for our purposes in [2].
Corollary 7. In the situation described above, we have
\[ H^0(g_-, V) = E^0 \] and
\[ H^1(g_-, V) = \bigoplus_{i \in I} \circ^{M_i+1} g_i \circ E^0, \]
where \( \circ \) denotes the Cartan product.

Proof. The first statement is true in general and obvious. The second statement follows from the fact that the elements of length one in the Hasse diagram \( W^p \) are exactly those simple reflections that correspond to the simple roots \( \alpha_i, i \in I \) and \( (g_i^*)^* \) has highest weight \(-\alpha_i\). Then we compute
\[ \alpha_i \Lambda = \Lambda - (M_i + 1) \alpha_i \]
and note that this is exactly the highest weight of the dual representation given by \( (E^0)^* \circ \circ^{M_i+1} (g_i^*)^* \).

Let us have a closer look at the differential \( \partial \). Since it is a \( g_0 \) module homomorphism it preserves the grading and so we must have
\[ \partial : V_i \rightarrow \bigoplus_{j=1}^{k_0} g_j \otimes V_{i-j}, \]
where we set \( V_l = 0 \) for \( l < 0 \). The kernel of the first differential is \( E^0 \), so the mapping \( \partial : V_i \rightarrow \bigoplus_{j=1}^{k_0} g_j \otimes V_{i-j} \) is injective for all \( i \geq 1 \). The cohomology of the second differential is
\[ \bigoplus_{i \in I} \circ^{M_i+1} g_i \circ E^0 \]
with
\[ \circ^{M_i+1} g_i \circ E^0 \subset \bigoplus_{j=1}^{k_0} g_j \otimes V_{M_i+1-j} \]
and all those have multiplicity one. Schematically this looks like
\[
\begin{align*}
\downarrow \partial & \uparrow \partial & \uparrow \partial & \uparrow \partial \\
V & = V_0 & V_1 & V_2 & V_3 & \cdots \\
\downarrow \partial & \uparrow \partial & \uparrow \partial & \uparrow \partial \\
p_+ \otimes V & = g_1 \otimes V_0 & g_1 \otimes V_1 & g_2 \otimes V_0 & g_2 \otimes V_1 & \cdots \\
\downarrow \partial & \uparrow \partial & \uparrow \partial & \uparrow \partial \\
\Lambda^2 p_+ \otimes V & = \Lambda^2 g_1 \otimes V_0 & g_1 \wedge g_2 \otimes V_0 & \cdots \\
\Lambda^2 g_1 \otimes V_1
\end{align*}
\]
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**Weighted gradings**

Before we proceed let us give an inductive construction of \( \mathcal{U}_p(p_+) \) as defined in 2.1.1.

1. \( \mathcal{U}_0(p_+) = \mathbb{C} \)
2. \( \mathcal{U}_1(p_+) = \mathfrak{g}_1 \)

3. \[
\mathcal{U}_2(p_+) = \left( \mathfrak{g}_1 \otimes \mathcal{U}_1(p_+) \right) / \mathcal{J}_2,
\]

where \( \mathcal{J}_2 = \{ X \otimes Y - Y \otimes X - [X,Y] : X, Y \in \mathfrak{g}_1 \} \).

\[ (i+1) \]

4. \[
\mathcal{U}_i(p_+) = \left( \bigoplus_{j=1}^{k_0} \mathfrak{g}_j \otimes \mathcal{U}_{i-j}(p_+) \right) / \mathcal{J}_i,
\]

where \( \mathcal{J}_i = \{ X \otimes Y u - Y \otimes X u - [X,Y] \otimes u : X \in \mathfrak{g}_r, Y \in \mathfrak{g}_s, u \in \mathcal{U}_{i-(r+s)}(p_+) \} \) and \( 1 \leq r, s \leq k_0 \).

The construction for \( \mathfrak{g}_- \) is exactly analogous with all integers being negative. We will also need some notation for the grading of \( \Lambda^2 \mathfrak{g}_- \) which is given by

\[
\Lambda^2 \mathfrak{g}_- = \sum_{j<0} \Lambda_j^2 \mathfrak{g}_-,
\]

with

\[
\Lambda_j^2 \mathfrak{g}_- = \bigoplus_{p+q=j} \mathfrak{g}_p \wedge \mathfrak{g}_q,
\]

see [65], 2.4. Schematically this looks like

\[
\Lambda^2 \mathfrak{g}_- = \Lambda^2 \mathfrak{g}_{-1} + \mathfrak{g}_{-1} \wedge \mathfrak{g}_{-2} + \bigoplus_{\Lambda^2 \mathfrak{g}_{-3}} + \bigoplus_{\Lambda^2 \mathfrak{g}_{-4}} + \bigoplus_{\Lambda^2 \mathfrak{g}_{-5}} + \ldots + \Lambda^2 \mathfrak{g}_{-k_0}.
\]

**Proposition 7.** We have an isomorphism

\[
\forall_i \cong \mathcal{U}_i(p_+) \otimes E^0
\]

for all \( 0 \leq i \leq \min_{i \in I} \{ M_i \} \). Moreover \( \forall_j \subset \mathcal{U}_j(p_+) \otimes E^0 \) for all \( j \).
Proof. We will prove this proposition by induction. The case \( i = 0 \) is trivial. Let us assume that the proposition is true for all integers smaller than \( i \). Then we can use the induction hypothesis to construct the following commutative diagram.

\[
\begin{array}{ccc}
\mathbb{V}_i & \xrightarrow{\partial} & \bigoplus_{j=-1}^{\mathcal{L}^0-i} \text{Hom}(g_j; \mathbb{V}_{i+j}) \\
\text{id} & \downarrow & \downarrow \\
\mathbb{V}_i & \xrightarrow{\partial} & \bigoplus_{j=-1}^{\mathcal{L}^0-i} \text{Hom}(g_j \otimes \mathcal{U}_{-(i+j)}(g_-), \mathbb{V}_0) \xrightarrow{\partial} \bigoplus_{l=-2}^{\mathcal{L}^0-i} \text{Hom}(\mathcal{L}^2_{i}g_- \otimes \mathcal{U}_{-(i+l)}(g_-), \mathbb{V}_0)
\end{array}
\]

We can make this diagram commute by setting

\[
\begin{align*}
(i(\phi))_j(X \otimes u) &= u^0 \phi_j(X) \text{ for } X \otimes u \in g_j \otimes \mathcal{U}_{-(i+j)}(g_-), \\
(\tau(\lambda))_j(X \wedge Y \otimes u) &= u^0 \lambda_j(X \wedge Y) \text{ for } X \wedge Y \otimes u \in \mathcal{L}^2_{i}g_- \otimes \mathcal{U}_{-(i+l)}(g_-), \\
(\partial\phi)_j(X \wedge Y) &= X.\phi_s(Y) - Y.\phi_r(X) - \phi_l([X,Y]) \text{ for } X \wedge Y \in g_r \wedge g_s \subset \mathcal{L}^2_{i}g_- \text{ and}
\end{align*}
\]

\[(\partial\psi)_j(X \wedge Y \otimes u) = \psi_r(X \otimes Y u) - \psi_s(Y \otimes X u) - \psi_l([X,Y] \otimes u)
\]

for \( X \wedge Y \otimes u \in g_r \wedge g_s \otimes \mathcal{U}_{-(i+l)}(g_-) \subset \mathcal{L}^2_{i}g_- \otimes \mathcal{U}_{-(i+l)}(g_-) \). It is straightforward to check that

\[\partial \circ i \phi = \tau \circ \partial \phi.
\]

Note that \((Xu)^0 = -u^0 X\) for all \( u \in \mathcal{U}(g_-)\) and \( X \in g_-\). Corollary \[\] shows that the sequence

\[
0 \rightarrow \mathbb{V}_i \xrightarrow{\partial} \bigoplus_{j=-1}^{\mathcal{L}^0-i} \text{Hom}(g_j; \mathbb{V}_{i+j}) \xrightarrow{\partial} \bigoplus_{l=-2}^{\mathcal{L}^0-i} \text{Hom}(\mathcal{L}^2_{i}g_-; \mathbb{V}_{i+l})
\]

is exact for \( i \leq \min_{i \in \mathbb{I}} \{M_i\} \). Then we can use the description of \( \mathcal{U}_i(p_+ \otimes E^0) \) from above to deduce that for \( i \leq \min_{i \in \mathbb{I}} \{M_i\} \)

\[\mathbb{V}_i \cong \ker \partial \cong \text{Hom}(\mathcal{U}_{-(i)}(g_-), \mathbb{V}_0) \cong \mathcal{U}_i(p_+ \otimes E^0).
\]

The second statement follows from the fact that

\[\mathbb{V}_i \cong \text{im} \partial : \mathbb{V}_i \rightarrow \bigoplus_{j=-1}^{\mathcal{L}^0-i} \text{Hom}(g_j; \mathbb{V}_{i+j}) \]

\[\subset \ker \partial : \bigoplus_{j=-1}^{\mathcal{L}^0-i} \text{Hom}(g_j; \mathbb{V}_{i+j}) \rightarrow \bigoplus_{l=-2}^{\mathcal{L}^0-i} \text{Hom}(\mathcal{L}^2_{i}g_-; \mathbb{V}_{i+l}) \]

\[\cong \mathcal{U}_i(p_+) \otimes E^0
\]

for all \( i \geq 1 \). \( \square \)
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5.1.3 Tensor products

The next step is to look at a tensor product $V_M(E^0) \otimes V_M(F^0)$ and decompose it into irreducible $g$-modules that themselves will have a composition series as $p$-modules. The composition factors of all the irreducible components will then make up the composition factors of the tensor product.

We will use the following colloquialism: if

$$V = V_0 + ... + V_k + ... + V_N$$

is the composition series of a $g$-module, then we will refer to elements in $V_k$ as lying in the $k$-th slot.

**Remark**

Let $\Lambda$ and $\lambda_0$ be defined as above and define $V_M(F^0)$ analogously with highest weights $\Sigma$ and $\sigma_0$ of $V_M(E^0)^*$ and $(F^0)^*$ respectively. All irreducible components in the $k$-th slot of $V_M(E^0) \otimes V_M(F^0)$ are dual to modules with a highest weight of the form

$$\mu = \Lambda + \Sigma - \sum_{i \in I} k_i \alpha_i - \sum_{j \in J} k_j \alpha_j,$$

with $\sum_{i \in I} k_i = k$ and $k_i, k_j \geq 0$. Thus the number over the $I \ni i_s$-th node, $s = 1, ..., l_0$, (which is crossed through) will be

$$B(\mu, \alpha^\vee_{i_s}) = 2M_{i_s} - \sum_{i \in I} k_i B(\alpha_i, \alpha^\vee_{i_s}) - \sum_{j \in J} k_j B(\alpha_j, \alpha^\vee_{i_s})$$

$$= 2M_{i_s} - 2k_{i_s} - \sum_{i_s \neq r=1}^l k_r B(\alpha_r, \alpha^\vee_{i_s})$$

$$\geq 2(M_{i_s} - k).$$

**Proposition 8.** Let $E^0$ and $F^0$ be two irreducible representations of $g_0^S$. If we have $k \leq M = \min_{i \in I} \{M_i\}$, then for every irreducible component $H$ of $U_k(p_+) \otimes E^0 \otimes F^0$ there is a ($p$-module) projection

$$V_M(E^0) \otimes V_M(F^0) \to H.$$

**Proof.** Schematically, we have the following situation

$$V_M(E^0) = E^0 + \mathcal{U}_1(p_+) \otimes E^0 + \mathcal{U}_2(p_+) \otimes E^0 + ...$$

and

$$V_M(F^0) = F^0 + \mathcal{U}_1(p_+) \otimes F^0 + \mathcal{U}_2(p_+) \otimes F^0 + ... .$$
Now the tensor product looks like

\[
\mathbb{E}^0 \otimes \mathcal{U}_1(p_+) \otimes \mathbb{F}^0 + \mathbb{E}^0 \otimes \mathbb{F}^0 + \mathcal{U}_1(p_+) \otimes \mathbb{E}^0 \otimes \mathbb{F}^0 \oplus \mathbb{E}^0 \otimes \mathcal{U}_2(p_+) \otimes \mathbb{F}^0 + \mathcal{U}_1(p_+) \otimes \mathbb{E}^0 \otimes \mathcal{U}_1(p_+) \otimes \mathbb{F}^0 + \ldots .
\]

Every irreducible component \(G\) of \(\mathbb{E}^0 \otimes \mathbb{F}^0\) (as \(\mathfrak{g}_0^S\)-modules) corresponds to an irreducible component \(U\) of \(\mathbb{V}_M(\mathbb{E}^0) \otimes \mathbb{V}_M(\mathbb{F}^0)\) that has a composition series that starts with \(G\) and then continues with \(\mathcal{U}_1(p_+) \otimes G + \mathcal{U}_2(p_+) \otimes G + \ldots \). We will say that the composition series is predictable up to the \(x\)-th slot, if \(U_j \cong \mathcal{U}_j(p_+) \otimes G\) for all \(j \leq x\), as \(\mathfrak{g}_0^S\)-modules. Using Proposition 7 we know that \(U\) composes predictably up to the \(x\)-th slot if the minimum of the numbers over the crossed through nodes in \(G\) is \(x\).

Removing all those composition factors that correspond to irreducible components of \(\mathbb{E}^0 \otimes \mathbb{F}^0\) from the composition series of the two \(\mathfrak{g}\)-modules leaves nothing in the zeroth slot, exactly one copy of \(\mathbb{E}^0 \otimes \mathcal{U}_1(p_+) \otimes \mathbb{F}^0\) in the first slot, one copy of each \(\mathcal{U}_1(p_+) \otimes \mathbb{E}^0 \otimes \mathcal{U}_1(p_+) \otimes \mathbb{F}^0\) and \(\mathcal{U}_2(p_+) \otimes \mathbb{E}^0 \otimes \mathbb{F}^0\) in the second slot and so forth. Therefore the next irreducible components of \(\mathbb{V}_M(\mathbb{E}^0) \otimes \mathbb{V}_M(\mathbb{F}^0)\) all have a composition series that starts with an irreducible component of \(\mathbb{E}^0 \otimes \mathcal{U}_1(p_+) \otimes \mathbb{F}^0\). Removing the corresponding composition factors again leaves nothing in the first two slots, exactly one copy of \(\mathcal{U}_2(p_+) \otimes \mathbb{E}^0 \otimes \mathbb{F}^0\) in the second slot and so forth. So the next irreducible components of the \(\mathfrak{g}\)-module tensor product have a composition series that starts with an irreducible component of the \(\mathfrak{g}_0^S\)-module tensor product \(\mathcal{U}_2(p_+) \otimes \mathbb{E}^0 \otimes \mathbb{F}^0\). All this goes well as long as all the compositions series are predictable. This is the case exactly up to the \(M\)-th slot.

The remark above ensures that in the \(k \leq M\)-th slot of \(\mathbb{V}_M(\mathbb{E}^0) \otimes \mathbb{V}_M(\mathbb{F}^0)\) the lowest number over the \(I \ni i_s\)-th node, \(s = 1, \ldots, l_0\), (which is crossed through) is bigger or equal to \(2(M_{i_s} - k)\). Some of the factors in here correspond to irreducible components of \(\mathbb{V}_M(\mathbb{E}^0) \otimes \mathbb{V}_M(\mathbb{F}^0)\) as \(\mathfrak{g}\)-representations that themselves decompose according to plan up to the \(2(M_{i_s} - k)\)-th slot, which corresponds in the big composition series to the \(2M_{i_s} - k\)-th slot. Therefore the predicted decomposition is alright up to \(k = M\). There could be (and in general this happens) more composition factors of \(\mathbb{V}_M(\mathbb{E}^0) \otimes \mathbb{V}_M(\mathbb{F}^0)\), but those correspond to higher order pairings.

Note that \(\mathbb{H}\) is defined to be the first composition factor of a composition series and hence acquires the structure of a \(\mathfrak{p}\)-module. ∎

**Remark**

Each of the \(\mathfrak{g}\)-modules and \(\mathfrak{p}\) modules considered above induces an associated vector bundle on our manifold \(\mathcal{M}\). These may be tensored by a line bundle that is induced by the irreducible representation which is dual to the one dimensional representation of \(\mathfrak{z}(\mathfrak{g}_0)\) with highest weight \(\sum_{i \in I} (k_i - M_i)\omega_i\). In the Dynkin diagram notation this corresponds to having \(k_i - M_i\) over the \(I \ni i\)-th node (which is crossed through) and
zeros over the uncrossed nodes. Tensoring with this representation does not change the overall structure of the composition series. It just changes the character by which \( z(\mathfrak{g}_0) \) acts. Let us denote this representation and the associated bundle by \( \mathcal{O}(k - M) \) and denote the tensor product of an arbitrary representation \( U \) with this representation by \( U(k - M) \).

The \( \mathfrak{p} \) module \( \mathbb{V}_0(k - M) \) is dual to a representation of highest weight

\[
\sum_{i \in I} k_i \omega_i + \sum_{j \in J} a_j \omega_j
\]

and by choosing \( E^0 \) and \( \{k_i\}_{i \in I} \) correctly, we can write every finite dimensional irreducible \( \mathfrak{p} \)-module \( E \) as \( E = \mathbb{V}_0(k - M) \) of some module \( \mathbb{V}_M(E^0)(k - M) \). The idea is now to define invariant linear differential splitting operators

\[
E \to V_M(E^0)(k - M) \quad \text{and} \quad F \to V_M(F^0)(l - M).
\]

Once we have such splitting operators, we can tensor

\[
\mathbb{V}_M(E^0)(k - M) \otimes \mathbb{V}_M(F^0)(l - M)
\]

together and project onto the first composition factor of every irreducible component. This is clearly an invariant bilinear differential pairing between sections of \( E \) and \( F \).

## 5.2 The splitting operator

In this section we will define splitting operators

\[
E \to V_M(E^0)(k - M)
\]

for an arbitrary irreducible finite dimensional \( \mathfrak{p} \)-module \( E = \mathbb{V}_0(k - M) \).

### 5.2.1 Higher order curved Casimir operators

This subsection introduces splitting operators for general curved parabolic geometries. These splitting operators are defined with the help of general invariant operators, the higher order curved Casimir operators. These operators are a generalization of the curved Casimir operator introduced by A. Čap and V. Souček in [21]. Throughout this section we will implicitly assume that \( \mathfrak{g} \) is a classical simple Lie algebra \( A_l, B_l, C_l, D_l \) or \( G_2 \).

**Definition 20.** Let \( \mathfrak{g} \) be a simple Lie algebra of rank \( l \) with basis \( \{X_\mu\} \). The Lie algebra is determined by the structure equation

\[
[X_\mu, X_\nu] = C_{\mu\nu}^\lambda X_\lambda.
\]
Following [52], we will call a set \( S = \{S_\mu\} \) in \( T(\mathfrak{g}) \) a **vector operator**, if

\[
[X_\mu, S_\nu] = C^\lambda_{\mu\nu} S_\lambda.
\]

Let

\[
\bar{g}_{\mu\nu} = \text{tr}(\text{ad}(X_\mu) \circ \text{ad}(X_\nu))
\]

be the Killing form with inverse \( \bar{g}^{\mu\nu} \). Fix a reference representation \( \phi : \mathfrak{g} \to \mathfrak{gl}(A) \) and define

\[
g_{\mu_1 \ldots \mu_p} = \text{tr}(\phi(X_{\mu_1}) \circ \cdots \circ \phi(X_{\mu_p}))
\]

and

\[
g^{\mu_1 \ldots \mu_p} = \text{tr}(\phi(X^{\mu_1}) \circ \cdots \circ \phi(X^{\mu_p}))
\]

where \( X^\mu = \bar{g}^{\mu\nu} X_\nu \). Then we define elements in \( T(\mathfrak{g}) \) by

\[
K^{(p)} = g^{\mu_1 \ldots \mu_p} X_{\mu_1} \otimes \cdots \otimes X_{\mu_p}
\]

and

\[
S^{(p)} = g_{\mu_1 \ldots \mu_p} X^{\mu_1} \otimes \cdots \otimes X^{\mu_p}.
\]

**Lemma 14.** \( S^{(p)} = \{S^{(p)}_\mu\} \) is a vector operator and \( K^{(p)} \) is an element in \( \tilde{Z}(\mathfrak{g}) \), the center of \( T(\mathfrak{g}) \).

**Proof.** Using the cyclic property of the trace operator, it is easy to see that

\[
0 = \sum_{j=1}^{p} \text{tr}(\phi(X_{\mu_1}) \circ \cdots \circ \phi(X_{\mu_{j-1}}) \circ \phi([X_\nu, X_{\mu_j}]) \circ \phi(X_{\mu_{j+1}}) \circ \cdots \circ \phi(X_{\mu_p}))
\]

\[
= \sum_{j=1}^{p} C^\lambda_{\nu\mu_j} \text{tr}(\phi(X_{\mu_1}) \circ \cdots \circ \phi(X_{\mu_{j-1}}) \circ \phi(X_{\lambda}) \circ \phi(X_{\mu_{j+1}}) \circ \cdots \circ \phi(X_{\mu_p}))
\]

\[
= \sum_{j=1}^{p} C^\lambda_{\nu\mu_j} g_{\mu_1 \ldots \mu_{j-1}\lambda\mu_{j+1} \ldots \mu_p}.
\]

In other words

\[
- \sum_{j=1}^{p} C^\lambda_{\nu\mu_j} g_{\kappa\mu_1 \ldots \mu_{j-1}\lambda\mu_{j+1} \ldots \mu_p} = C^\lambda_{\nu\kappa} g_{\lambda\mu_1 \ldots \mu_p},
\]

The same equation holds for the adjoint representation, i.e.

\[
\bar{g}_{\lambda\mu} C^\lambda_{\nu\kappa} + \bar{g}_{\kappa\lambda} C^\lambda_{\nu\mu} = 0 \Rightarrow \bar{g}_{\mu\lambda} C^\lambda_{\nu\kappa} = \bar{g}_{\kappa\lambda} C^\lambda_{\nu\mu}.
\]

This yields

\[
[X_\nu, X^\mu] = \bar{g}^{\mu\kappa} C^\lambda_{\nu\kappa} X_\lambda = -C^\mu_{\nu\lambda} X^\lambda.
\]
Then we compute
\[ [X_\nu, S^{(p)}_\kappa] = - \sum_{j=1}^{p} C^\mu_{\nu j} \, g_{\kappa \mu \mu_1 \ldots \mu_{j-1} \mu_{j+1} \ldots \mu_p} \, X^{\mu_1} \otimes \cdots \otimes X^{\mu_{j-1}} \otimes X^\lambda \otimes X^{\mu_{j+1}} \otimes \cdots \otimes X^{\mu_p} \]
\[ = - \sum_{j=1}^{p} C^\lambda_{\nu j} \, g_{\kappa \lambda \mu_1 \ldots \mu_{j-1} \mu_{j+1} \ldots \mu_p} \, X^{\mu_1} \otimes \cdots \otimes X^{\mu_{j-1}} \otimes X^{\mu_j} \otimes X^{\mu_{j+1}} \otimes \cdots \otimes X^{\mu_p} \]
\[ = C^\lambda_{\nu \kappa} S^{(p)}_\lambda. \]

This proves the first claim. The second claim follows immediately from the fact that
\[ K^{(p+1)} = X^\lambda \otimes S^{(p)}_\lambda, \]
so
\[ [X_\nu, K^{(p+1)}] = [X_\nu, X^\lambda] \otimes S^{(p)}_\lambda + X^\lambda \otimes [X_\nu, S^{(p)}_\lambda] \]
\[ = -C^\lambda_{\nu \mu} X^\mu \otimes S^{(p)}_\lambda + X^\lambda \otimes C^\mu_{\nu \lambda} S^{(p)}_\kappa \]
\[ = 0. \]

\[ \square \]

**Example 1**

If \( g \) is simple, we can take \( A = g \) and the adjoint representation as our reference representation. Any other choice of representation would lead to \( g_{\mu_1 \mu_2} = C \tilde{g}_{\mu_1 \mu_2} \) for some non-zero constant \( C \), see \[52\]. For \( \mathfrak{sl}_2 \mathbb{C} \) with standard basis \((x, h, y)\) and the standard representation on \( \mathbb{C}^2 \) we obtain
\[ \tilde{g}_{\mu \nu} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 2 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \tilde{g}^{\mu \nu} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & \frac{1}{2} & 0 \\ 1 & 0 & 0 \end{pmatrix} \]
and hence \( K^{(2)} = x \otimes y + \frac{1}{2} h \otimes h + y \otimes x \). The usual Casimir operator, see \[40\], can be computed by projecting \( \tilde{c} = \tilde{g}^{\mu_1 \mu_2} X_{\mu_1} \otimes X_{\mu_2} \) onto \( c \in U(g) \). For \( \mathfrak{sl}_2 \mathbb{C} \) one easily obtains
\[ \tilde{g}_{\mu \nu} = \begin{pmatrix} 0 & 0 & 4 \\ 0 & 8 & 0 \\ 4 & 0 & 0 \end{pmatrix}, \quad \tilde{g}^{\mu \nu} = \begin{pmatrix} 0 & 0 & \frac{1}{4} \\ 0 & \frac{1}{8} & 0 \\ \frac{1}{4} & 0 & 0 \end{pmatrix} \]
and hence \( \tilde{c} = \frac{1}{4} x \otimes y + \frac{1}{8} h \otimes h + \frac{1}{4} y \otimes x \). This yields \( c = \frac{1}{2} xy + \frac{1}{8} h^2 - \frac{1}{4} h \).

**Example 2**

In order to obtain a non-trivial example, one has to go through a rather lengthly calculation. So the patient reader is kindly asked to bear with us for a while (while the impatient reader may skip this part):
We will explicitly compute the element $K^{(3)}$ for $\mathfrak{sl}_3\mathbb{C}$ and see how it acts on a generalized Verma module $M_p(\mathcal{V}_\lambda)$ of highest weight $\lambda \in \mathfrak{h}^*$. Firstly, we take a basis

$$
\begin{align*}
 h_1 &= \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix},
 h_2 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix},
 x_1 &= \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
 x_2 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix},
 y_1 &= \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
 y_2 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix},
 z_1 &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
 z_2 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\end{align*}
$$

of $\mathfrak{sl}_3\mathbb{C}$ and compute

$$
\bar{g}^{\mu\nu} = \frac{1}{18} \begin{pmatrix} 2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}.
$$

Thus the dual basis to

$$
\{h_1, h_2, x_1, x_2, y_1, y_2, z_1, z_2\}
$$

is

$$
\frac{1}{18}\{2h_1 + h_2, h_1 + 2h_2, 3y_1, 3y_2, 3x_1, 3x_2, 3z_2, 3z_1\}.
$$

Now we compute $g_{\mu\nu\kappa}$ with respect to the standard representation. The only non-zero elements in $g_{\mu\nu\kappa}$ are

$$
\begin{align*}
 g_{112} &= 1 & g_{121} &= 1 & g_{122} &= -1 & g_{135} &= 1 & g_{146} &= -1 & g_{153} &= -1 \\
 g_{178} &= 1 & g_{211} &= 1 & g_{212} &= -1 & g_{221} &= -1 & g_{246} &= 1 & g_{253} &= 1 \\
 g_{264} &= -1 & g_{287} &= -1 & g_{315} &= -1 & g_{325} &= 1 & g_{348} &= 1 & g_{351} &= 1 \\
 g_{426} &= -1 & g_{461} &= -1 & g_{462} &= 1 & g_{483} &= 1 & g_{513} &= 1 & g_{531} &= -1 \\
 g_{532} &= 1 & g_{576} &= 1 & g_{614} &= -1 & g_{624} &= 1 & g_{642} &= -1 & g_{657} &= 1 \\
 g_{728} &= -1 & g_{765} &= 1 & g_{781} &= 1 & g_{817} &= 1 & g_{834} &= 1 & g_{872} &= -1. 
\end{align*}
$$
This allows us to compute $18K^{(3)}$ to be

\[
(2h_1 + h_2) \otimes (2h_1 + h_2) \otimes (h_1 + 2h_2) + (2h_1 + h_2) \otimes (h_1 + h_2) \otimes (2h_1 + h_2) \\
-(2h_1 + h_2) \otimes (h_1 + h_2) \otimes (2h_1 + h_2) \\
+(2h_1 + h_2) \otimes 3y_1 \otimes 3x_1 - (2h_1 + h_2) \otimes 3y_2 \otimes 3x_2 - (2h_1 + h_2) \otimes 3x_1 \otimes 3y_1 \\
+(2h_1 + h_2) \otimes 3z_2 \otimes 3z_1 + (h_1 + 2h_2) \otimes (2h_1 + h_2) \\
-(h_1 + 2h_2) \otimes (2h_1 + h_2) + (h_1 + 2h_2) \otimes (h_1 + h_2) \otimes (2h_1 + h_2) \\
+(h_1 + 2h_2) \otimes 3y_2 \otimes 3x_2 + (h_1 + h_2) \otimes 3x_2 \otimes 3y_1 \\
-(h_1 + 2h_2) \otimes 3x_2 \otimes 3y_2 - (h_1 + h_2) \otimes 3z_1 \otimes 3z_2 - 3y_1 \otimes (2h_1 + h_2) \otimes 3x_1 \\
-3y_2 \otimes (h_1 + 2h_2) \otimes 3x_2 - 3y_2 \otimes 3x_2 \otimes (2h_1 + h_2) + 3y_2 \otimes 3x_2 \otimes (h_1 + 2h_2) \\
+3y_2 \otimes 3z_2 \otimes 3y_1 + 3y_1 \otimes (2h_1 + h_2) \otimes 3y_1 - 3x_1 \otimes 3y_1 \otimes (2h_1 + h_2) \\
+3x_2 \otimes (h_1 + 2h_2) \otimes 3y_2 - 3x_2 \otimes 3y_2 \otimes (h_1 + 2h_2) + 3x_2 \otimes 3x_1 \otimes 3z_2 \\
-3z_2 \otimes (h_1 + 2h_2) \otimes 3z_1 + 3z_2 \otimes 3x_2 \otimes 3x_1 + 3z_2 \otimes 3z_1 \otimes (2h_1 + h_2) \\
+3z_1 \otimes (2h_1 + h_2) \otimes 3z_2 + 3z_1 \otimes 3y_1 \otimes 3y_2 - 3z_1 \otimes 3z_2 \otimes (h_1 + 2h_2) \\
= \]

\[
6h_1 \otimes h_1 \otimes h_1 - 6h_2 \otimes h_2 \otimes h_2 \\
+3h_1 \otimes h_1 \otimes h_2 + 3h_1 \otimes h_2 \otimes h_1 + 3h_2 \otimes h_1 \otimes h_1 \\
-3h_2 \otimes h_1 \otimes h_2 - 3h_2 \otimes h_2 \otimes h_2 - 3h_1 \otimes h_2 \otimes h_2 \\
+18h_1 \otimes y_1 \otimes x_1 - 9h_1 \otimes y_2 \otimes x_2 - 9h_1 \otimes x_1 \otimes y_1 - 9h_1 \otimes x_2 \otimes y_2 \\
-18h_2 \otimes x_2 \otimes y_2 + 9h_2 \otimes x_2 \otimes x_2 + 9h_2 \otimes x_1 \otimes y_1 + 9h_2 \otimes y_1 \otimes x_1 \\
+18h_1 \otimes z_2 \otimes z_1 - 18h_2 \otimes z_1 \otimes z_2 + 9h_2 \otimes z_2 \otimes z_1 - 9h_1 \otimes z_1 \otimes z_2 \\
-9y_1 \otimes h_1 \otimes x_1 + 9y_1 \otimes h_2 \otimes x_1 \\
+18y_1 \otimes x_1 \otimes h_1 + 9y_1 \otimes x_1 \otimes h_2 + 27y_1 \otimes y_2 \otimes z_1 \\
-18y_2 \otimes h_2 \otimes x_2 + 9y_2 \otimes x_2 \otimes h_2 - 9y_2 \otimes h_1 \otimes x_2 \\
-9y_2 \otimes x_2 \otimes h_1 + 27y_2 \otimes z_1 \otimes y_1 \\
+18x_1 \otimes h_1 \otimes y_1 + 9x_1 \otimes y_1 \otimes h_2 \\
-9x_1 \otimes y_1 \otimes h_1 + 9x_1 \otimes h_2 \otimes y_1 + 27x_1 \otimes z_2 \otimes x_2 \\
-9x_2 \otimes h_1 \otimes y_2 + 9x_2 \otimes h_2 \otimes y_2 \\
-18x_2 \otimes y_2 \otimes h_2 - 9x_2 \otimes y_2 \otimes h_1 + 27x_2 \otimes x_1 \otimes z_2 \\
-9z_2 \otimes h_1 \otimes z_1 - 18z_2 \otimes h_2 \otimes z_1 + 18z_2 \otimes z_1 \otimes h_1 \\
+9z_2 \otimes z_1 \otimes h_2 + 27z_2 \otimes x_2 \otimes x_1 \\
+9z_1 \otimes h_2 \otimes z_2 + 18z_1 \otimes h_1 \otimes z_2 - 18z_1 \otimes z_2 \otimes h_2 \\
-9z_1 \otimes z_2 \otimes h_1 + 27z_1 \otimes y_1 \otimes y_2. \]

Then we use the canonical mapping $\pi : T(\mathfrak{sl}_3 \mathbb{C}) \to \mathfrak{u}(\mathfrak{sl}_3 \mathbb{C})$ to compute the corresponding element in the universal enveloping algebra.

\[
18\pi(K^{(3)}) = 6h_1^5 - 6h_2^5 + 9h_1^3h_2 - 9h_2^3h_1 - 54h_2^2 - 27h_1h_2 - 54h_1 - 108h_2 \\
-27h_2z_2z_1 + 27h_1z_2z_1 + 81z_2x_1x_2 + 27h_1y_1x_1 + 54h_2y_1x_1 \\
-54h_1y_2x_2 - 27h_2y_2x_2 + 81y_1y_2z_1 - 162y_2x_2 - 81z_2z_1. \]
Note that we have used the PBW theorem to arrange the terms in two groups. One group consisting of terms that have a raising operator \((x_1, x_2\) or \(z_1)\) to the right and another group that consists of terms of elements in \(\mathfrak{h}\). With this ordering, let us define a homomorphism \(\xi: \mathfrak{U}(g) \to \mathfrak{U}(h)\) that maps each term that does not exclusively consist of elements in \(\mathfrak{h}\) to zero. Under this map, \(18\pi(K^{(3)})\) is mapped to
\[
6h_1^3 - 6h_2^3 + 9h_1^2h_2 - 9h_2^2h_1 - 54h_2^2 - 27h_1h_2 - 54h_1 - 108h_2.
\]
Moreover let \(\eta\) be the homomorphism that maps each \(h_i\) to \(h_i - 1\), then
\[
18\eta(\xi(\pi(K^{(3)}))) = 6h_1^3 - 6h_2^3 - 27h_1^2 - 27h_2^2 + 9h_1^2h_2 - 9h_1h_2^2 - 27h_1h_2 + 81.
\]
Let us write \(\varphi = \eta \circ \xi|_{Z(g)}\). Every element \(z \in Z(g)\) in the center of the universal enveloping algebra acts on a highest weight module of highest weight \(\lambda\) by a scalar \(\chi_\lambda(z) \in \mathbb{C}\), called the central character. It is easy to compute (see [40]) that
\[
\chi_\lambda(z) = (\lambda + \rho)(\varphi(z)), \quad \text{for } z \in Z(g).
\]
Let us write
\[
h_1 = H_1 - H_2, \quad h_2 = H_2 - H_3.
\]
Thus we get
\[
18\varphi(\pi(K^{(3)})) = \frac{6(H_1^3 + H_2^3 + H_3^3)}{+36H_1H_2H_3} - \frac{9(H_1^2H_2 + H_1^2H_3 + H_2^2H_1 + H_2^2H_3 + H_3^2H_1 + H_3^2H_2)}{-27(H_1^3 + H_2^3 + H_3^3)} + \frac{+27(H_1H_2 + H_1H_3 + H_2H_3)}{+81}.
\]
As expected, this is a symmetric polynomial of degree 3 in the \(H_i\)’s. Note that the Casimir operator of \(\mathfrak{sl}_3\mathbb{C}\) is given by
\[
9\varphi(\pi(K^{(2)})) = H_1^2 + H_2^2 + H_3^2 - H_1H_2 - H_1H_3 - H_2H_3 - 3.
\]

**Remark**

More generally, the mapping
\[
\varphi := \eta \circ \xi|_{Z(g)} : Z(g) \to S(\mathfrak{h})^W,
\]
where \(S(\mathfrak{h})^W\) is the algebra of elements in the symmetric algebra \(S(\mathfrak{h})\) that are fixed by the Weyl group \(W\), is an isomorphism. For more information about basic generators of \(S(\mathfrak{h})^W\) refer to [41].
Equivalent formulation

We can equivalently say that \( K^{(p)} \) induces a map

\[
B^{(p)} : \otimes^p \mathfrak{g}^* \to \mathbb{R}
\]

by firstly identifying \( \mathfrak{g}^* \) with \( \mathfrak{g} \) with the help of the Killing form and then mapping a simple element \( \otimes^p \mathfrak{g} \ni X_1 \otimes \cdots \otimes X_p \) to \( \text{tr}(\phi(X_1) \circ \cdots \circ \phi(X_p)) \). This is obviously a \( P \)-module homomorphism (in fact, it is even a \( G \)-module homomorphism). Since there are \( l \) non-zero \( K^{(d_i)} \), \( i = 1, \ldots, l \), for the classical Lie algebras and \( G_2 \), see [52], the corresponding \( B^{(d_i)} \) are non-zero as well. Apart from the \( D \) series, where an extra element needs to be defined, see below, the elements \( \pi(K^{(d_i)}) \in \mathcal{Z}(\mathfrak{g}) \), for the canonical mapping \( \pi : T(\mathfrak{g}) \to \mathfrak{u}(\mathfrak{g}) \), generate the center of the universal enveloping algebra of \( \mathfrak{g} \).

Examples

1. For \( A_l \) we can take \( \pi(K^{(2)}) \), \( \pi(K^{(3)}) \), \( \ldots \), \( \pi(K^{(l+1)}) \) as the generators of \( \mathcal{Z}(A_l) \).

2. For \( B_l \) (and \( C_l \)) we can take \( \pi(K^{(2)}) \), \( \pi(K^{(4)}) \), \( \ldots \), \( \pi(K^{(2l)}) \) as the generators of \( \mathcal{Z}(B_l) \) (and \( \mathcal{Z}(C_l) \)).

3. For \( D_l \) we can define another Casimir invariant by

\[
\tilde{K}^{(l)} = (-1)^{(l+1)/2} \frac{1}{2^l \cdot l!} \epsilon_{\mu_1 \nu_1 \mu_2 \nu_2 \ldots \mu_l \nu_l} X_{\mu_1 \nu_1} \otimes \cdots \otimes X_{\mu_l \nu_l},
\]

where \( \epsilon_{\mu_1 \ldots \nu_l} \) is the completely antisymmetric Levi-Cevita tensor taking the values 0 and \( \pm 1 \) and \( X_{\mu \nu} = -X_{\nu \mu} \) are the basis elements of \( D_l \) \((\mu, \nu = 1, \ldots, 2l)\). Then the elements \( \pi(K^{(2)}) \), \( \pi(K^{(4)}) \), \( \ldots \), \( \pi(K^{(2l-2)}) \) and \( \pi(\tilde{K}^{(l)}) \) are the generators of \( \mathcal{Z}(D_l) \).

4. For \( G_2 \) we can take \( \pi(K^{(2)}) \) and \( \pi(K^{(6)}) \) as the generators of \( \mathcal{Z}(G_2) \).

These statements can be found in [52] and references therein. Note that in each case \( |\mathcal{W}| = \prod_i d_i \).

Definition 21. Recall the adjoint tractor bundle \( \mathcal{A} = \mathcal{G} \times_\mathcal{P} \mathfrak{g} \) and the fundamental derivative

\[
D : \mathcal{O}(\mathcal{G}, \mathbb{E})^P \to \mathcal{O}(\mathcal{G}, \mathfrak{g}^* \otimes \mathbb{E})^P
\]

\[
s \mapsto X \mapsto \nabla^s_X s,
\]

from [13]. This operator can be iterated to an invariant differential operator

\[
D^p : \mathcal{O}(\mathcal{G}, \mathbb{E})^P \to \mathcal{O}(\mathcal{G}, \otimes^p \mathfrak{g}^* \otimes \mathbb{E})^P,
\]

see Lemma [5]. Properties of the fundamental derivative are discussed in [13], 3.1. Using the elements \( B^{(p)} \) from 5.2.1 we can define an invariant linear differential operator

\[
C^{(p)} : \mathcal{O}(\mathcal{G}, \mathcal{V})^P \xrightarrow{D^p} \mathcal{O}(\mathcal{G}, \otimes^p \mathfrak{g}^* \otimes \mathcal{V})^P \xrightarrow{B^{(p)} \otimes \text{id}} \mathcal{O}(\mathcal{G}, \mathcal{V})^P
\]

as the composition \((B^{(p)} \otimes \text{id}) \circ D^p\).
Example

For $p = 2$ this procedure yields the curved Casimir operator in \[21\]. The authors prove in this paper that the curved Casimir operator in the flat case is given by

\[ \bar{g}^{\mu_1 \mu_2} R_{X_{\mu_1}} R_{X_{\mu_2}}, \]

see 1.3.4. In \[21\] the authors prove the following Lemma 15 and Lemma 16 for $p = 2$ via a direct calculation using an adapted local frame for $\mathcal{A}$.

**Lemma 15.** Let $\mathcal{V}$ be an irreducible representation of $P$, then $C^{(p)} : \Gamma(V) \rightarrow \Gamma(V)$ has to act by a constant.

**Proof.** Let $V$ and $W$ be associated vector bundles over $\mathcal{M}$. An invariant linear differential operator $D : V \rightarrow W$ arises via a composition

\[ D : V \xrightarrow{\nabla^N} \otimes^N \Lambda^1 \otimes V \xrightarrow{\phi} W, \]

where $\phi$ is induced by a $P$-module homomorphism

\[ \Phi : \otimes^N p_+ \otimes \mathcal{V} \rightarrow \mathcal{W}. \]

Now suppose that $\mathcal{V} = \mathcal{W}$ and $\mathcal{V}$ is irreducible. By looking at the action of the grading element one deduces that $N = 0$ and Schur’s Lemma forces $\Phi$ to be a constant multiple of the identity. $\square$

**Definition 22.** Let $z \in Z(\mathfrak{g})$ be an arbitrary element in the center of the universal enveloping algebra of $\mathfrak{g}$. Then $z$ can be written as a polynomial

\[ z = \sum_{i_1, \ldots, i_l} a_{i_1 \ldots i_l} \pi(K^{(d_1)})^{i_1} \cdots \pi(K^{(d_l)})^{i_l}, \]

where $K^{(d_1)}, \ldots, K^{(d_l)}$ are the $l$ non-zero elements of Definition 20. Then we define the **higher order curved Casimir operator** associated to $z$ by

\[ C_z = \sum_{i_1, \ldots, i_l} a_{i_1 \ldots i_l} (C^{(d_1)})^{i_1} \circ \cdots \circ (C^{(d_l)})^{i_l}. \]

**Lemma 16.** If $\mathcal{V}$ is irreducible, then $C_z$ acts on $\Gamma(V)$ by the constant $\chi_\lambda(z)$, where $\chi_\lambda : Z(\mathfrak{g}) \rightarrow \mathbb{C}$ is the central character associated to $\lambda \in \mathfrak{h}^*$, the highest weight of $\mathcal{V}^*$. 

**Proof.** Lemma 15 shows that $C_z$ acts by a constant. We may as well compute this constant for the homogeneous model case $G/P$. For this purpose let us first of all take $V$ to be an arbitrary homogeneous bundle. We will prove the lemma for $z = \pi(K^{(d_1)})$, the general case then follows from the fact that the central character is an algebra homomorphism. An invariant linear differential operator is determined by a $P$-module homomorphism $J^k \mathcal{V} \rightarrow \mathcal{V}$ for some $k$. Following \[11\], we can view $J^k \mathcal{V}$ as a subset of

\[ \bigoplus_{i=0}^k \otimes_i \mathfrak{g}^* \otimes \mathcal{V}. \]
5.2. THE SPLITTING OPERATOR

The $P$-module homomorphism that corresponds to $C_z$ is given by
$$B^{(d_i)} \otimes \text{id}_V,$$
with $k = d_i$. Dually we obtain a mapping
$$V^* \to M_P(V)$$
that is given by
$$v^* \mapsto \pi(K^{(d_i)}) \otimes v^* = z \otimes v^* \in \mathfrak{U}(\mathfrak{g}) \otimes_{\mathfrak{U}(\mathfrak{p})} V^*.$$

Finally, this corresponds to a $\mathfrak{g}$-module homomorphism
$$M_P(V) \to M_P(V)$$
$$u \otimes v^* \mapsto zu \otimes v^*$$

If $V$ is irreducible, then this action is by definition given by $\chi_\lambda(z)$. \hfill \qed

Example

For the Casimir operator $c$ it is known ([40]) that
$$\chi_\lambda(c) = \|\lambda + \rho\|^2 - \|\rho\|^2.$$ 

The constants by which the higher order Casimir operators $K^{(p_i)}$ act on an irreducible $\mathfrak{g}$-module are computed in [52]. It has to be noted that despite the apparent fractional form of the formulae in [52], these formulae can be proved to be symmetric polynomials in the coefficients of $\lambda + \rho$, where $\lambda$ can be an arbitrary weight in $\mathfrak{h}^*$. For $A_l$, for example, these can be found in [48].

Theorem 9. Let $\mathcal{V}$ be a representation of $P$ with a $P$-invariant filtration
$$\mathcal{V} = \mathcal{V}^0 \supset \cdots \supset \mathcal{V}^N \supset \{0\},$$
so that each sub-quotient $\mathcal{V}^i/\mathcal{V}^{i+1}$ is completely reducible. Let $W \subset \mathcal{V}^i/\mathcal{V}^{i+1}$ be an irreducible component whose dual has highest weight $\lambda$. Moreover, for each $j > i$, let $\mu_{j,k}$ for $k = 1, \ldots, n_j$ be the highest weights of the irreducible representations which are dual to the irreducible components of $\mathcal{V}^j/\mathcal{V}^{j+1}$. Suppose that $\chi_{\mu_{j,k}} \neq \chi_\lambda$ for all $j, k$, then there exist elements $z_{j,k} \in \mathcal{Z}(\mathfrak{g})$, such that $\chi_{\mu_{j,k}}(z_{j,k}) \neq \chi_\lambda(z_{j,k})$ for all $j, k$. The operator
$$L = \prod_{j=i+1}^{N} \prod_{k=1}^{n_j} (C_{z_{j,k}} - \chi_{\mu_{j,k}}(z_{j,k}))$$
descends to an operator $\Gamma(W) \to \Gamma(V^i)$ that defines an invariant splitting.
**Proof.** Let \( \sigma \in \Gamma(V^j) \) and denote the projection \( V^j \to V^j/V^j+1 \) by \( \pi_j \). For brevity write \( L_j = \prod_{n=1}^{n_j}(C_{z,j,k} - \chi_{\mu_{j,k}}(z_{j,k})) \). The individual operators \( C_{z,j,k} - \chi_{\mu_{j,k}}(z_{j,k}) \) commute with the \( \pi_j \)'s by the naturality properties of \( D \), see [13], Proposition 3.1. Hence

\[
\pi_j(L_j(\sigma)) = \prod_{k=1}^{n_j}(C_{z,j,k} - \chi_{\mu_{j,k}}(z_{j,k})) \pi_j(\sigma) = 0.
\]

This implies that \( L_j \) maps \( \Gamma(V^j) \) to \( \Gamma(V^j+1) \) and by induction that \( L \) vanishes on \( \Gamma(V^i+1) \). Therefore \( L \) descends to an operator \( \Gamma(V^i/V^i+1) \to \Gamma(V^i) \) that can be restricted to \( \Gamma(W) \). Moreover, let \( \sigma \in \Gamma(W) \) and choose a representative \( \hat{\sigma} \in \Gamma(V^i) \), then we compute

\[
\pi_i(L(\hat{\sigma})) = \prod_{j=i+1}^{N} \prod_{k=1}^{n_j}(\chi_{\lambda}(z_{j,k}) - \chi_{\mu_{j,k}}(z_{j,k})) \sigma.
\]

So if \( \chi_{\lambda}(z_{j,k}) \neq \chi_{\mu_{j,k}}(z_{j,k}) \) for all \( j, k \), then \( L(C\hat{\sigma}) \in \Gamma(V^i) \) is an invariant lift for \( \sigma \) with

\[ C = \left( \prod_{j=i+1}^{N} \prod_{k=1}^{n_j}(\chi_{\lambda}(z_{j,k}) - \chi_{\mu_{j,k}}(z_{j,k})) \right)^{-1}. \]

\[ \square \]

**Remark.** Theorem [9] is a straightforward extension of Theorem 2 in [21].

**Corollary 8.** Let \( E \) be an irreducible associated bundle, choose \( k \) and define the \( M \)-bundle \( V_M(E^0)(k-M) \) as in 5.1. Assume that every generalized Verma module that is associated to the irreducible composition factors of \( V_M(E^0)(k-M) \) has a different central character from \( M_p(E) \), then the higher order curved Casimir operators \( C_z \) can be used to define an invariant splitting operator

\[
L = \prod_{j=i+1}^{N} \prod_{k=1}^{n_j}(C_{z,j,k} - \chi_{\mu_{j,k}}(z_{j,k})) : \Gamma(E) \to \Gamma(V_M(E^0)(k-M)),
\]

where \( \mu_{j,k} \) are the highest weights of the duals of the irreducible components of the composition factors

\[ V_j(k-M) \quad j = 1, \ldots, N \]

of \( V_M(E^0)(k-M) \) and \( z_{j,k} \in Z(g) \) are such that \( \chi_{\mu_{j,k}}(z_{j,k}) \neq \chi_{\lambda}(z_{j,k}) \).

**Proof.** \( V_M(E^0) \) is a representation of \( g \) and hence allows a composition series by completely reducible sub-quotients as in Lemma 13. Tensoring this representation with \( O(k-M) \) does not change the form of the composition series, it just changes the character by which \( z(g) \) acts. Hence we can apply Theorem [9] \[ \square \]

Thus we have proved the next theorem.
Theorem 10 (Main result 4). Let \((\mathcal{M}, G, g, \omega)\) be a regular parabolic geometry of type \((G, P)\) and let \(V\) and \(W\) be two finite dimensional irreducible \(p\)-modules such that the action of \(p\) lifts to an action of \(P\) and let \(\lambda\) (resp. \(\nu\)) be the highest weight of \(V^*\) (resp. \(W^*\)). Moreover denote the corresponding \(g^S_0\) modules by \(V^0\) and \(W^0\) respectively and define
\[
V_M(V^0)(k_V - M)\quad \text{and} \quad V_M(W^0)(k_W - M)
\]
to be the appropriate \(M\)-modules as in [5.1] and Remark [5.1.3]. The different central characters of the generalized Verma modules associated to the irreducible composition factors of those \(M\)-modules will be denoted by \(\chi_{\tau_{i,j}}\) \((j = 1, \ldots, N_V, i = 1, \ldots, n_j)\) and \(\chi_{\sigma_{k,l}}\) \((k = 1, \ldots, N_W, l = 1, \ldots, m_k)\). If
\[
\chi_\lambda \neq \chi_{\tau_{i,j}}
\]
and
\[
\chi_\nu \neq \chi_{\sigma_{k,l}}
\]
for all possible \(k, j, i, l\), then there exists an \(m\)-parameter family of invariant bilinear differential pairings
\[
\Gamma(V) \times \Gamma(W) \rightarrow \Gamma(E)
\]
for each \(E = E^0(k_V + k_W - 2M)\) corresponding to an irreducible component of the \(g^S_0\) tensor product
\[
E^0 \subset \mathcal{U}_t(p_+) \otimes V^0 \otimes W^0
\]
of multiplicity \(m\) for each \(t \leq M = \min_{i \in I} \{M_i\}\). This pairing is of weighted order \(t\).

Proof. We can use Corollary 8 to define splittings
\[
V \rightarrow V_M(V^0)(k - M)\quad \text{and} \quad W \rightarrow V_M(W^0)(l - M)
\]
and Proposition 8 to ensure that there exist the appropriate projections
\[
V_M(V^0)(k_V - M) \otimes V_M(W^0)(k_W - M) \rightarrow E.
\]
The weighted order can be determined by looking at the symbol of the differential operator as described in [2.1.4].

Remark

In order to minimize the amount of restrictions \(\chi_\lambda \neq \chi_\mu\), it is best to choose \(M_i = M\) for all \(i \in I\). If one is interested in specific pairings, it might be appropriate to vary the different values of \(M\) for \(V\) and \(W\). In those cases one has to examine the corresponding \(M\)-bundles carefully and exclude appropriate weights in the spirit of the discussion above. This procedure can be a lot more efficient in any specific example (see Chapter 6) than in the general theory developed above.
5.2.2 Splitting operators on the flat model

On homogeneous spaces $G/P$, we can define splitting operators with the help of the following three theorems:

**Theorem 11.** Invariant linear differential operators between sections of homogeneous bundles over a flag manifold $G/P$ are in one-to-one correspondence with $\mathfrak{g}$-module homomorphisms of induced modules.

*Proof.* This theorem is proved analogously to Proposition 3 in [27], p. 212. It may be noted that the theorem is usually stated in terms of generalized Verma modules (see [3], p. 164). The statement, however, remains true for induced modules with identical proof.

**Theorem 12.** If $M_p(\mathcal{V}_M(M^0)(k - M))$ has distinct central character from the generalized Verma modules associated to all the other composition factors of $\mathcal{V}_M(M^0)(k - M)$, then it can be canonically split off as a direct summand of $M_p(\mathcal{V}_M(M^0)(k - M))$.

*Proof.* The composition series $\mathcal{V}_M(M^0)(k - M) = \mathcal{V}_0(k - M) + ... + \mathcal{V}_N(k - M)$ induces a composition series

$$(\mathcal{V}_M(M^0)(k - M))^* = (\mathcal{V}_N(k - M))^* + ... + (\mathcal{V}_0(k - M))^*$$

of the dual representation. Since the functor that associates to every $\mathfrak{p}$-module $\mathcal{V}^*$ the corresponding induced module $\mathfrak{u}(\mathfrak{g}) \otimes_{\mathfrak{u}(\mathfrak{p})} \mathcal{V}^*$ is exact (see [62], p. 303, Lemma 6.1.6), we have a filtration

$$M_p(\mathcal{V}_M(M^0)(k - M)) = M_p(\mathcal{V}_N(k - M)) + ... + M_p(\mathcal{V}_0(k - M))$$

that induces an injection $M_p(\mathcal{V}_0(k - M)) \hookrightarrow M_p(\mathcal{V}_M(M^0)(k - M))$. The weight spaces of $M_p(\mathcal{V}_M(M^0)(k - M))$ can be grouped in terms of central character, so the projection $M_p(\mathcal{V}_M(M^0)(k - M)) \to M_p(\mathcal{V}_0(k - M))$ may be defined by projecting onto the joint eigenspace of the central character of $M_p(\mathcal{V}_0(k - M))$. Since central character is preserved under the action of $\mathfrak{g}$, this projection is indeed a $\mathfrak{g}$-module homomorphism and provides a $\mathfrak{g}$-module splitting of $M_p(\mathcal{V}_M(M^0)(k - M))$. 

**Theorem 13** (Harish-Chandra). Two generalized Verma modules have the same central character if and only if their highest weights are related by the affine action of the Weyl group of $\mathfrak{g}$.

*Proof.* A proof of this theorem can, for example, be found in [40], p. 130, Theorem 23.3.  


5.2. THE SPLITTING OPERATOR

Remark

The irreducible components of the tensor product \( \mathcal{U}_t(p_+) \otimes V \otimes W \) are exactly the possible targets for invariant bilinear differential pairings of weighted order \( t \) between sections of \( V \) and \( W \) that are curved analogues of non-zero pairings on the homogeneous model spaces. This can be seen by looking at the exact sequence

\[
\bigoplus_{j=0}^t \mathcal{U}_j(p_+) \otimes V \otimes \mathcal{U}_{t-j}(p_+) \otimes W \to \mathcal{J}^t(V, W) \to \mathcal{J}^{t-1}(V, W) \to 0
\]

Remark

1. Theorems 11, 12 and 13 combined are the backbone of the Jantzen-Zuckernann translation functor as used in [28] and [27].

2. In order to define splitting operators we had to exclude weights, i.e. values of \( k \), for which the central character of \( M_p(V_0(k-M)) \) is the same as the central character of a generalized Verma module associated to another composition factor of \( V_{M}(E^0)(k-M) \). A trivial case is \( k = M \), because all the weight spaces of \( V_{M}(E^0) \) apart from the highest weight space, which lies in \( V_0 \), have weights \( \mu \) so that

\[
\| \Lambda + \rho \|^2 > \| \mu + \rho \|^2.
\]

The pairings that we obtain via our construction in this trivial case are then special cases of the pairings \( \sqcup \eta \) as defined in [11], p. 13, Theorem 3.6.

5.2.3 Comparisons

First order operators via splittings and via \( p \)-module homomorphisms

Lemma 10 and Paragraph 4.1.3 show that the results from Chapters three and four are consistent with the results in this chapter. The first method via bi-jet bundles, however, is much more efficient, because we only have to exclude those weights that correspond to operators that actually occur in the pairing. Moreover, the first method shows exactly what happens for excluded weights whereas the second method using splitting operators just fails. On the other hand, the construction in this chapter produces the most general higher order pairings for non-excluded representations.

Splitting operators

Let \( V, W \) be two finite dimensional irreducible representations of \( p \) with the highest weight of \( V^* \) (resp. \( W^* \)) given by \( \lambda \) (resp. \( \nu \)). Then we have the following implications.

There exists an invariant differential operator \( d : \Gamma(V) \to \Gamma(W) \)

\[
\Rightarrow M_p(V) \text{ and } M_p(W) \text{ have the same central character}
\]

\[
\Rightarrow \| \lambda + \rho \|^2 = \| \nu + \rho \|^2,
\]
where we only deal with **curved analogues** of flat operators, i.e. those operators that are non-zero when restricted to flat parabolic geometries. Therefore, if

\[ \| \lambda + \rho \| ^2 \neq \| \tau_{k,j} + \rho \| ^2 \]

for all \( j \) and \( k \), then none of the irreducible composition factors of \( \nabla^*_M(\mathbb{E}^n)(k - M) \) induces a generalized Verma module that has a central character that is equal to the one of \( \mathbb{E} \), so our construction is more efficient than just using the curved Casimir operator and the splitting operators defined in [21].

The reverse of the two implications is not true:

**Example 1**

Let us look at the following weights:

\[ \lambda = -\begin{array}{c} 1 \\ 0 \\ 1 \end{array} \] and \[ \mu = -\begin{array}{c} 4 \\ 1 \\ 0 \end{array} \].

Let \( \mathbb{V}^* \), \( \mathbb{W}^* \) be the irreducible representations of \( p \) with highest weights \( \lambda \) and \( \mu \) respectively. Then

\[ \otimes^2 \mathfrak{g}_1 \otimes \mathbb{V} = -\begin{array}{c} 4 \\ 2 \\ 0 \end{array} \otimes -\begin{array}{c} 1 \\ 0 \\ 1 \end{array} = -\begin{array}{c} 5 \\ 2 \\ 1 \end{array} \oplus -\begin{array}{c} 4 \\ 1 \\ 0 \end{array}, \]

so \( \mathbb{W} \) appears as a possible symbol for a differential operator emanating from \( V \). The generalized Verma modules \( M_p(\mathbb{V}) \) and \( M_p(\mathbb{W}) \) do not have the same central character: in the notation of Section 5.3.1 we have

\[ \lambda + \rho = (4|4,5,7) \] and \[ \mu + \rho = (6|3,5,6) \]

and those numbers do not differ by a permutation. Equivalently, in [48] one can see that \( K^{(3)} \) acts on \( M_p(\mathbb{V}) \) and \( M_p(\mathbb{W}) \) differently. However, \( \lambda + \rho = -\epsilon_3 - 3\epsilon_4 \) and \( \mu + \rho = 3\epsilon_2 + \epsilon_3 \) and hence

\[ \| \lambda + \rho \| ^2 = \| \mu + \rho \| ^2 = \frac{3}{4}. \]

This means that in

\[ \begin{array}{c} 2 \\ 0 \\ 1 \end{array} \]

\[ \begin{array}{c} v-1 \\ 1 \\ 1 \end{array} \]

\[ \begin{array}{c} v+1 \\ 0 \\ 1 \end{array} \]

\[ \begin{array}{c} v-2 \\ 1 \\ 0 \end{array} \]

\[ \begin{array}{c} v-3 \\ 2 \\ 1 \end{array} \]

\[ (v-1) = \begin{array}{c} v+1 \\ 0 \\ 1 \end{array} \oplus \begin{array}{c} v-2 \\ 1 \\ 0 \end{array} \oplus \begin{array}{c} v-3 \\ 2 \\ 1 \end{array}, \]

we would have to exclude \( v = -2 \) if we wanted to define a pairing via the curved Casimir operator. However, with the higher order curved Casimir operators, we do not have to exclude this weight (in the next chapter we will see that the weights to exclude are \( v = -4, -1, 0 \)), since \( \lambda \) and \( \mu \) do not have the same central character. In particular, there is no invariant differential operator between the corresponding bundles. Finally note that we will prove in the last chapter that the splitting in the general curved case can be written down with the help of tractor calculus, see Theorem 15.
Example 2

Let \( \lambda = 0 \quad 0 \quad 0 \quad 0 \) and \( \mu = 1 \quad -4 \quad 1 \)
and define \( V, W \) as above. The generalized Verma modules \( M_p(V) \) and \( M_p(W) \) have the same central character (see [27]) and

\[ \otimes^3 g_1 \otimes V = (3 \quad -6 \quad 3 \oplus 1 \quad -4 \quad 1) \otimes 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 , \]

hence \( W \) is a possible flat symbol for a differential operator emanating from \( V \). But, in the conformally flat case, the classification in [27] shows that there is no invariant differential operator \( \Gamma(V) \rightarrow \Gamma(W) \). However, it has to be noted that the weight for

\[ 0 \quad 3 \quad 0 \quad (v - 3) \]

that has to be excluded according to the above discussion is \( v = 0 \), which has to be excluded at an even earlier stage \( * \), because for \( v = 0 \) the exterior derivative

\[ d : 0 \quad 0 \quad 0 \rightarrow 1 \quad -2 \quad 1 \]

is an invariant operator.

Remark

We have not been able to find an example of a composition series of \( \mathbb{V}_M(\mathbb{V}^0)(k - M) \) such that

1. there exists an irreducible composition factor \( \mathbb{W} \) so that the generalized Verma modules \( M_p(\mathbb{W}) \) and \( M_p(\mathbb{V}_0(k - M)) \) have the same central character and

2. there is no invariant differential operator \( d : V \rightarrow E \), where \( E \) is an irreducible composition factor of \( \mathbb{V}_M(\mathbb{V}^0)(k - M) \) and \( V \) is the bundle induced from \( \mathbb{V}_0(k - M) \).

It is plausible to conjecture that this is not possible. At present, however, this is still an open question.

5.3 Higher order pairings for projective geometry

In this section we will work exclusively on an \( n \)-dimensional manifold \( \mathcal{M} \) with a projective structure that is given in terms of a parabolic geometry \( (\mathcal{M}, G, \mathfrak{sl}_{n+1}\mathbb{C}, \omega) \) of type
(SL_{n+1} \mathbb{R}, P) with \( P \) as given in 1.3.1 (a) and 1.3.2 (a). For the notation the reader is also advised to refer to Chapter 6.

Note that we will use Dynkin diagrams for the visualization of four objects: an irreducible representation of \( \mathfrak{p} \), the corresponding irreducible homogeneous vector bundle, its sections and the generalized Verma module associated to the representation. In every case it should be clear which meaning we refer to and sometimes it is convenient that two meanings are denoted at the same time.

5.3.1 Branching rules

Definition 23. For every representation \( E = a_1 \cdot a_2 \cdot \ldots \cdot a_n-2 \cdot a_{n-1} \)
of \( \mathfrak{g}_0^S = \mathfrak{sl}_n \mathbb{C} \) and every constant \( M \geq 1 \) we define
\[
V_M(E) = M \cdot a_1 \cdot a_2 \cdot \ldots \cdot a_n-2 \cdot a_{n-1},
\]
a representation of \( \mathfrak{g} \), which we also denote by
\[
V_M(E) = (0, b_0, b_1, b_2, \ldots, b_{n-1}) = (0, M, a_1 + M, a_1 + a_2 + M, \ldots, \sum_{i=1}^{n-1} a_i + M).
\]
When referring to a representation of \( \mathfrak{p} \), we will use the notation \( (a|b, c, \ldots, d, e, f) \) for \( \chi \cdot (a, b, c, \ldots, e, f) \). This is important whenever we want to describe the action of the Weyl group \( \mathcal{W} \) on the weight, because \( \mathcal{W} \cong S_{n+1} \) and it acts by permutation (and renormalization to account for the usual ambiguity
\[
(a + m|b + m, c + m, \ldots, d + m, e + m, f + m) = (a|b, c, \ldots, d, e, f)
\]
for all \( m \in \mathbb{Z} \).

The \( \mathfrak{g} \)-module \( V_M(E) \) has, as a \( \mathfrak{p} \)-module, a composition series
\[
V_M(E) = V_0 + V_1 + V_2 + \ldots + V_N,
\]
where each \( V_i \) decomposes into a direct sum of irreducible \( \mathfrak{p} \)-modules and
\[
V_0 = M \cdot a_1 \cdot a_2 \cdot a_3 \cdot \ldots \cdot a_{n-2} \cdot a_{n-1}.
\]
We may tensor this composition series by \( \mathcal{O}(k - M) \) to obtain
\[
V_0(k - M) = k \cdot a_1 \cdot a_2 \cdot a_3 \cdot \ldots \cdot a_{n-2} \cdot a_{n-1}.
\]
This is the \( p \)-module that we are interested in and we want to define a mapping

\[
V_0(k - M) \rightarrow V_M(\mathbb{E})(k - M)
\]

using the theorems from the last section. Hence we have to make sure that the generalized Verma modules associated to all the irreducible composition factors of \( \mathbb{V}_M(\mathbb{E})(k - M) \) have a central character which is different from the central character of \( M_p(\mathbb{V}_0(k - M)) \).

**Remark**

In the case of projective geometry, Proposition 7 can be proved directly using Pierii’s formula, as in [32], p. 225, for the tensor product \( \otimes_1 \mathfrak{g}_1 \otimes \mathbb{E} \) and the branching rules for restrictions of representations of \( \mathfrak{sl}_{n+1} \mathbb{C} \) to \( \mathfrak{sl}_n \mathbb{C} \) as in [33], p. 350. The upshot of this procedure is that we obtain a more precise statement than Proposition 7 namely that \( \mathbb{V}_l(k - M) \) consists of terms \( (M - k + l|\tilde{b}_0, \tilde{b}_1, ..., \tilde{b}_{n-1}) \) that interlace \( (M - k|b_0, b_1, ..., b_{n-1}) \), i.e.

\[
0 \leq \tilde{b}_0 \leq b_0 \leq \tilde{b}_1 \leq b_1 \leq \tilde{b}_2 \leq b_2 \leq ... \leq \tilde{b}_{n-1} \leq b_{n-1}
\]

and \( \sum_{i=0}^{n-1} b_i - \sum_{i=0}^{n-1} \tilde{b}_i = l \). We can also see that \( N = \sum_{i=1}^{n-1} a_i + M \), because for \( l > N \) it is not possible for any \( (M - k + l|\tilde{b}_0, \tilde{b}_1, ..., \tilde{b}_{n-1}) \) to interlace \( (M - k|b_0, b_1, ..., b_{n-1}) \).

**Proposition 9.** The only irreducible components of \( \mathbb{V}_l(k - M) \) that can induce generalized Verma modules with the same central character as \( M_p(\mathbb{V}_0(k - M)) \) are the ones that are of the form

\[
(M - k + l|b_0, b_1, ..., b_{j-1}, b_j - l, b_{j+1}, ..., b_{n-1})
\]

for \( j = 0, 1, ..., n - 1 \). If \( j \in \{1, ..., n - 1\} \), then this is only allowed for \( a_j \geq l \) and if \( j = 0 \), then this is only allowed for \( l \leq M \). In that case the generalized Verma module has the same central character as \( M_p(\mathbb{V}_0(k - M)) \) if and only if

\[
k = -\left( \sum_{i=1}^{j} a_i + j - l + 1 \right).
\]

For \( j = 0 \), this condition reads \( k = l - 1 \).

**Proof.** Using the remark in Section 5.3.1 we know that an arbitrary irreducible component \( \mathbb{V}_{l,v}(k - M) \) of \( \mathbb{V}_l(k - M) \) has to be of the form \( (M - k + l|\tilde{b}_0, ..., \tilde{b}_{n-1}) \) so that \( (M - k + l|\tilde{b}_0, ..., \tilde{b}_{n-1}) \) interlaces \( (M - k|b_0, ..., b_{n-1}) \). Let us assume that there are at least two integers \( 0 \leq i < j \leq n - 1 \) such that \( \tilde{b}_i < b_i \) and \( \tilde{b}_j < b_j \). We can assume that \( i \) is the smallest integer with this property and that \( j \) is the biggest integer with this property.

Theorem 13 implies that the central characters of the generalized Verma modules \( M_p(\mathbb{V}_0(k - M)) \) and \( M_p(\mathbb{V}_{l,v}(k - M)) \) are identical if and only if there is an element in
the Weyl group, i.e. a permutation, that maps the weight \((M - k + l | b_0, ..., \hat{b}_{n-1}) + \rho_g\) to \((M - k | b_0, ..., b_{n-1}) + \rho_g\). Using \(\rho_g = (1, 2, ..., n, n+1)\), we obtain the condition that the two sets
\[
\{M - k + 1, b_0 + 2, b_1 + 3, ..., b_i + i + 2, ..., b_j + j + 2, ..., b_{n-1} + n + 1\}
\]
and
\[
\{M - k + l + 1, \tilde{b}_0 + 2, \tilde{b}_1 + 3, ..., \tilde{b}_i + i + 2, ..., \tilde{b}_j + j + 2, ..., \tilde{b}_{n-1} + n + 1\}
\]
have to be equal. This is equivalent to
\[
\{M - k + 1, b_i + i + 2, ..., b_j + j + 2\} = \{M - k + l + 1, \tilde{b}_i + i + 2, ..., \tilde{b}_j + j + 2\},
\]
where the sets contain all those \(b_m + m + 2\), resp. \(\tilde{b}_m + m + 2\), for which \(\tilde{b}_m \neq b_m\). Furthermore, leaving out \(M - k + 1\), all numbers in the first set are increasing from left to right. Since \(\tilde{b}_i < b_i\), \(b_i + i + 2\) is smaller than the second entry in the first set and therefore smaller than everything but the first entry, i.e. we must have \(\tilde{b}_i + i + 2 = M - k + 1\). Moreover \(\tilde{b}_j < b_j\) implies that there has to be an integer \(m < j\) so that
\[
\tilde{b}_j + j + 2 = b_m + m + 2 \Rightarrow \tilde{b}_j + j = b_m + m.
\]
This is not possible, because \(\tilde{b}_j \geq b_m\) and \(j > m\). That proves the first claim.

Let us now assume that \(\text{Vol}(k - M) = (k - M + l | b_0, b_1, ..., b_{j-1}, b_j - l, b_{j+1}, ..., b_{n-1})\). In this case \(M_p(\text{Vol}(k - M))\) has the same central character as \(M_p(\text{Vol}(k - M))\) if and only if
\[
\{M - k + l + 1, b_j - l + j + 2\} = \{M - k + 1, b_j + j + 2\},
\]
which is equivalent to \(k = -b_j + M - j + l - 1 = -\left(\sum_{i=1}^{j} a_i + j - l + 1\right)\).

### 5.3.2 Excluded weights

**Proposition 10.** If
\[
k = -\left(\sum_{i=1}^{j} a_i + j - l + 1\right),
\]
then there exist an \(l\)-th order invariant linear differential operator
\[
\begin{pmatrix}
  k & a_1 & a_2 & a_3 & \cdots & a_{n-2} & a_{n-1} \\
  \times & \bullet & \bullet & \bullet & \cdots & \bullet & \bullet \\
\end{pmatrix}
\rightarrow
\begin{pmatrix}
  k-l & a_1 & a_2 & \cdots & a_{j-1} & a_{j-1} & a_{j-1} \\
  \times & \bullet & \bullet & \cdots & \bullet & \bullet & \bullet \\
\end{pmatrix}.
\]

**Proof.** As proved in [16], p. 65, Corollary 5.3, the condition for this operator to be invariant is
\[
\omega = (\tilde{\alpha} + \epsilon_{n-j}, \rho) - \frac{1}{2}(l - 1)(|\tilde{\alpha}|^2 + 1) - (-\epsilon_{n-j}, \tilde{\lambda}),
\]
where \(\omega = \frac{1}{n+1} (nk + \sum_{i=1}^{n-1} (n - i) a_i)\) is the geometric weight of \(\times \begin{pmatrix}
  k & a_1 & a_2 & a_3 & \cdots & a_{n-2} & a_{n-1} \\
  \times & \bullet & \bullet & \bullet & \cdots & \bullet & \bullet \\
\end{pmatrix}\), \((\cdot, \cdot)\) is the normalized Killing form as in Corollary 6 and \(\tilde{\alpha} = -\epsilon_n\) is the highest weight.
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of $g_1$. Moreover $\rho = \rho_{sl,C} = \sum_{i=1}^{n-1} (n-i)\epsilon_i$, $|\alpha|^2 = (\alpha, \alpha)$ and $\tilde{\lambda} = \sum_{i=1}^{n-1} \lambda_i \epsilon_i$ (we can always assume that $\lambda_n = 0$, which implies $\lambda_{n-j} = \sum_{i=1}^{j} a_j$) is the highest weight of $\mathbb{E}$.

Using $(\tilde{\alpha} + \epsilon_{n-j}, \rho) = \frac{n j}{n+1}$, $|\tilde{\alpha}|^2 = \frac{n-1}{n+1}$, $(\epsilon_{n-j}, \tilde{\lambda}) = \frac{n \lambda_{n-j} - \sum_{i=1}^{n} \lambda_i}{n+1}$

and the formula for $\omega$ from above, we see that

$$\omega = (\alpha + \epsilon_{n-j}, \rho) - \frac{1}{2} (l-1) (|\tilde{\alpha}|^2 + 1) - (-\epsilon_{n-j}, \tilde{\lambda}) \Leftrightarrow k = - \left( \sum_{i=1}^{j} a_i + j - l + 1 \right).$$

Note that these calculations for $j \in \{1, \ldots, n-1\}$ make only sense if $a_j \geq l$. If $j = 0$, then $l$ may be arbitrary.

We could have also proven this proposition utilizing Chapter 4. \qed

The problem is, when we look at $M$-th order pairings, we do not really want to exclude weights that correspond to operators that have a higher order. The following lemma excludes such a situation at the cost of a restriction on the integers $a_i$.

**Lemma 17.** Let $M \geq \max_i \{a_i\}$, then no weights have to be excluded for $l > M$.

**Proof.** As discussed earlier, an irreducible component of $\mathbb{V}_l(k-M)$ that induces a generalized Verma module with the same central character as $M_p(\mathbb{V}_0(k-M))$ can only arise by taking

$$(M - k | b_0, b_1, \ldots, b_{n-1})$$

and subtracting $l$ from one of the $b_i$’s to obtain

$$(M - k + l | \bar{b}_0, \bar{b}_1, \ldots, \bar{b}_{n-1})$$

so that $(M - k + l | \bar{b}_0, \ldots, \bar{b}_{n-1})$ interlaces $(M - k | b_0, \ldots, b_{n-1})$. But

$$b_i - b_{i-1} = a_i \leq M < l \ \forall \ i = 1, \ldots, n-1,$$

so subtracting $l$ from any $b_i, i \geq 1$, leads to $\bar{b}_i = b_i - l < b_{i-1}$, which is not allowed. Subtracting $l$ from $b_0$ leaves $\bar{b}_0 = M - l < 0$, which is also not allowed. Therefore all irreducible components of $\mathbb{V}_l(k-M)$, for $l > M$, induce a generalized Verma module that has a central character which is different from the one of $M_p(\mathbb{V}_0(k-M))$. \qed
Examples

(a) Let us look at symmetric two tensors of projective weight $v$, i.e. sections of the vector bundle $\otimes^2 T\mathcal{M} \otimes \mathcal{O}(v)$ for $M = 2$:

\[
\begin{array}{c}
\begin{array}{ccc}
2 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
& = 

\begin{array}{c}
\begin{array}{ccc}
1 & 0 & 1 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
\end{array}
\end{array}
\]

The weights to exclude are

1. $v = -2, -(n + 3)$ which correspond to the first order invariant linear differential operators $\nabla_a V^{bc} - \frac{2}{n+1} \delta_a^{(b} \nabla_c V^{c)d}$ and $\nabla_a V^{ab}$ respectively;
2. $v = -1, -(n + 2)$ which correspond to second order invariant linear differential operators $\nabla_a \nabla_b V^{cd} + P_{ab} V^{cd} - \text{trace}$ and $\nabla_a \nabla V^{ab} + P_{ab} V^{ab}$ respectively.

(b) Another example for vector fields of projective weight $v$, i.e. sections of $T\mathcal{M} \otimes \mathcal{O}(v)$, with $M = 1$:

\[
\begin{array}{c}
\begin{array}{ccc}
1 & 0 & 1 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
& = 

\begin{array}{c}
\begin{array}{ccc}
1 & 0 & 1 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2 \\
\otimes & 0 & 2
\end{array}
\end{array}
\end{array}
\]

The weights to exclude are $v = -1, -(n + 1)$ corresponding to the first order invariant linear differential operators $\nabla_a V^{b} - \frac{1}{n} \delta_a^{b} \nabla_c V^{c}$ and $\nabla_a V^{a}$ respectively.

(c) The last example deals with weighted functions and a general $M$:

\[
\begin{array}{c}
\begin{array}{ccc}
M & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0
\end{array}
& = 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0
\end{array}
\end{array}
+ 

\begin{array}{c}
\begin{array}{ccc}
0 & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0 \\
\otimes & 0 & 0
\end{array}
\end{array}
\end{array}
\]

The weights to exclude are $w = 0, 1, ... M - 1$ corresponding to the invariant linear differential operators $\nabla_{(a} ... \nabla_{c)} f + C.C.T.$ respectively.
5.3.3 Classification and Examples

To state the main theorem, we have to define precisely what we mean by excluded weights.

**Definition 24.** Let $\begin{array}{cccccccc}
  & a_1 & a_2 & \cdots & a_{n-2} & a_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}$ be a representation of $p$. Then the excluded weights up to order $M$ consist of all $k$ such that there is a $1 \leq l \leq M$ and a $0 \leq j \leq n-1$ with

$$k = -\left( \sum_{i=1}^{j} a_i + j - l + 1 \right) \quad \text{and} \quad a_j \geq l.$$  

For $j = 0$, the excluded weights are $k = l - 1$ for $1 \leq l \leq M$.

**Theorem 14.** Let $\begin{array}{cccccccc}
  & a_1 & a_2 & \cdots & a_{n-2} & a_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}$ and $\begin{array}{cccccccc}
  & b_1 & b_2 & \cdots & b_{n-2} & b_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}$ be irreducible associated bundles on $M$. If $M \geq \max_i \{a_i, b_i\}$ and $k$ and $m$ are not equal to one of the excluded weights up to order $M$, then there exists an $r$ parameter family of $M$-th order invariant bilinear differential pairings

$$\begin{array}{cccccccc}
  & a_1 & a_2 & \cdots & a_{n-2} & a_{n-1} & \times & b_1 & b_2 & \cdots & b_{n-2} & b_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet & \times & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array} \rightarrow \begin{array}{cccccccc}
  & c_1 & c_2 & \cdots & c_{n-2} & c_{n-1} & \times & b_1 & b_2 & \cdots & b_{n-2} & b_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet & \times & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array},$$

where $r$ is the multiplicity of $\begin{array}{cccccccc}
  & c_1 & c_2 & \cdots & c_{n-2} & c_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}$ in

$$\begin{array}{cccccccc}
  & c_1 & c_2 & \cdots & c_{n-2} & c_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}.$$  

Excluded weights correspond to the existence of invariant linear differential operators of order $\leq M$ emanating from the bundles in question.

**Proof.** If $M \geq \max_i \{a_i, b_i\}$ and $k$ and $m$ are not equal to one of the excluded weights up to order $M$, we can use Lemma 17, Proposition 9 and Corollary 8 to define invariant differential operators that take $\begin{array}{cccccccc}
  & a_1 & a_2 & \cdots & a_{n-2} & a_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}$ and $\begin{array}{cccccccc}
  & b_1 & b_2 & \cdots & b_{n-2} & b_{n-1} \\
  \hline
  & \bullet & \bullet & \cdots & \bullet & \bullet
\end{array}$ into their $M$-bundles. Then we decompose the tensor product of the $M$-bundles as described in Proposition 8 and project onto the first composition factor of each of the irreducible components. That also yields all the invariant pairings of order smaller than $M$, but we may have to exclude more weights than necessary. Moreover there cannot be more invariant bilinear differential pairings that are non-zero in the flat case, because then one would be able to find a linear combination of all those pairings that does not involve the highest order terms ($M$ derivatives) in sections of one of the bundles. But obstruction terms involving $M - 1$ derivatives in the sections of that bundle and one $\Upsilon$-term would therefore only occur in $\bigodot^{M-1} g_1 \otimes E \otimes g_1 \otimes F$ (if $E$ and $F$ denote the corresponding $g_0$-modules as before) and one would not be able to eliminate them, because no operator in the formula is invariant. The last statement follows from Proposition 10.  

Example

Let us carry out the described construction for first order pairings between weighted 2-forms and weighted vector fields for four dimensions. The corresponding $M$ bundles have composition series

\[
\begin{array}{c}
1 \quad 0 \quad 1 \quad 0 = 1 \quad 0 \quad 1 \quad 0 + 0 \quad 0 \quad 0 \quad 1 \\
\times \quad \times \quad \times \quad \times
+ \quad -1 \quad 1 \quad 1 \quad 0
\end{array}
\]

and

\[
\begin{array}{c}
1 \quad 0 \quad 0 \quad 1 = 1 \quad 0 \quad 0 \quad 1 + 0 \quad 0 \quad 0 \quad 0 \\
\times \quad \times \quad \times \quad \times
+ \quad -1 \quad 1 \quad 0 \quad 1
\end{array}
\]

If we tensor these together, we obtain a composition series

\[
\begin{array}{c}
1 \quad 0 \quad 1 \quad 0 \quad 1 \quad 0 \quad 1 \quad 0 =
\left(\begin{array}{c}
2 \quad 0 \quad 1 \quad 1 \\
\times \quad \times \quad \times \quad \times
+ \quad 0 \quad 0 \quad 0 \quad 1
\end{array}\right) +
\left(\begin{array}{c}
4 \times \quad 1 \quad 0 \quad 1 \quad 0 \\
\times \quad \times \quad \times \quad \times
+ \quad 2 \times \quad 0 \quad 1 \quad 1 \quad 1
\end{array}\right)
\end{array}
\]

This composition series can be split up according to

\[
\begin{array}{c}
1 \quad 0 \quad 1 \quad 0 \quad 1 \quad 0 \quad 1 \quad 0 =
\left(\begin{array}{c}
3 \times \quad -1 \quad 1 \quad 0 \quad 2 \\
\times \quad \times \quad \times \quad \times
+ \quad 5 \times \quad 0 \quad 0 \quad 1 \quad 1
\end{array}\right) +
\left(\begin{array}{c}
5 \times \quad -2 \quad 1 \quad 0 \quad 1 \\
\times \quad \times \quad \times \quad \times
+ \quad 2 \times \quad -1 \quad 0 \quad 0 \quad 0
\end{array}\right)
\end{array}
\]
which compose as

\[
\begin{align*}
2 & \otimes 0 & 1 & 1 = 2 & \otimes 0 & 1 & 1 + 0 & \otimes 1 & 1 & 1 + 0 & \otimes 0 & 0 & 1 + 1 & \otimes 1 & 1 & 0, \\
1 & \otimes 1 & 0 & 0 &= 1 & \otimes 1 & 0 & 0 + \frac{1}{2} & 2 & \otimes 2 & 1 & 1 + \frac{1}{2} & 2 & \otimes 1 & 0 & 1, \\
-1 & \otimes 1 & 0 & 0 &= -1 & \otimes 1 & 0 & 0 + \frac{1}{2} & 2 & \otimes 2 & 1 & 1 + \frac{1}{2} & 2 & \otimes 1 & 0 & 1.
\end{align*}
\]

There are 5 first order invariant bilinear differential pairings according to the projections onto (including the weights \( k = 1 + v \) for vector fields of projective weight \( v \) and \( m = w - 3 \) for 2-forms of projective weight \( w \), i.e. we have to tensor by the line bundle 
\( \mathcal{O}(k - M) \otimes \mathcal{O}(m - M) = \mathcal{O}(v + w - 4) \):

\[
\begin{align*}
0 & \otimes 2 & 0 & 0 = 0 & \otimes 2 & 0 & 0 + \frac{1}{2} & 2 & \otimes 2 & 1 & 0 + \frac{1}{2} & 2 & \otimes 2 & 0 & 0, \\
0 & \otimes 0 & 0 & 1 &= 0 & \otimes 0 & 0 & 1 + \frac{1}{2} & 2 & \otimes 2 & 1 & 0 + \frac{1}{2} & 2 & \otimes 2 & 0 & 0.
\end{align*}
\]
and the two projections onto

\[ v + w - 3 \quad 0 \quad 1 \quad 0 = \Omega^2(v + w), \]
corresponding to

\[ 0 \quad 0 \quad 1 \quad \otimes \quad g_1 \quad \otimes \quad 0 \quad 0 \quad 1 \quad 0 = 2 \times \quad 0 \quad 1 \quad 0 \quad \oplus \quad 1 \quad 1 \quad 1 \quad \oplus \quad 2 \quad 0 \quad 0 \quad \oplus \quad 0 \quad 0 \quad 2. \]

The concrete formulae for the two projections onto \( \Omega^2(v + w) \) were given at the end of 3.2.2.

### 5.3.4 Weighted functions of excluded geometric weight

Returning to Example 5.3.2 (c), let us assume that the central character of the generalized Verma module \( M_p(V_0(w - M)) \) equals the central character of \( M_p(V_l(w - M)) \), i.e. \( 0 \leq w = l - 1 \leq M - 1 \). This corresponds to an \( l \)-th order invariant differential operator

\[ D : \quad w \quad 0 \quad 0 \quad 0 \quad ... \quad 0 \quad 0 \quad \rightarrow \quad w - 2l \quad 0 \quad 0 \quad 0 \quad ... \quad 0 \quad 0. \]

Hence one can invariantly write \( D(f) \), for \( f \in \mathcal{O}(w) \). Now we look at the \( p \)-module

\[ \tilde{V}_{M,l}(\mathbb{C})(w - M) = V_l(w - M) + V_{l+1}(w - M) + ... + V_M(w - M). \]

The central character of \( M_p(V_l(k - M)) \) is different from the central character of all the other generalized Verma modules, because each \( M_p(V_s(w - M)) \) has the same central character as \( M_p(V_0(w - M)) \) if and only if \( w = s - 1 \). Therefore we can define an invariant differential mapping

\[ \mathcal{O}(w) \xrightarrow{D} V_l(w - M) \rightarrow \tilde{V}_{M,l}(\mathbb{C})(w - M) \leftrightarrow V_M(\mathbb{C})(w - M). \]

The invariant pairings that we obtain via this construction do not involve derivatives of \( f \) of order smaller than \( l \). This is confirmed by the formulae obtained earlier.

These considerations yield:

#### Corollary 9

If \( M \geq \max_i\{a_i\} \) and \( k \) does not equal one of the excluded weights up to order \( M \) for \( V = \quad ^k \quad a_1 \quad a_2 \quad ... \quad a_{n-2} \quad a_{n-1} \), then there exists a one parameter family of invariant bilinear differential pairings of order \( M \) between sections of \( V \) and arbitrarily weighted functions onto every bundle that is induced by an irreducible component of

\[ \odot^M g_1 \otimes \quad a_1 \quad a_2 \quad ... \quad a_{n-2} \quad a_{n-1} \]

#### Remark

Using Pierie’s formula, it is clear that the tensor product \( \odot^M g_1 \otimes \quad a_1 \quad a_2 \quad ... \quad a_{n-2} \quad a_{n-1} \) does not have multiplicities.
Example

Let us analyze the example given in 3.3 where we considered second order pairings $\text{Vect} (\mathcal{M})(v) \times \mathcal{O}(w) \rightarrow \Omega^1(v+w)$. For this purpose we decompose

$$\otimes^2 g_1 \otimes \cdots \otimes 1 \otimes 0 \otimes 0 = 2 \otimes \cdots \otimes 1 \oplus 1 \otimes \cdots \otimes 0.$$

Therefore if $v \neq -1, -(n+1)$ (for the other projection we also need to exclude $v = 0$), then there should be a second order invariant differential pairing. This is true and the formula was given in 3.3. Moreover one can clearly see which terms vanish in case the weight $w$ is excluded.
Chapter 6

Explicit formulae: Tractor calculus

In this chapter we will review some of the basic properties of projective, conformal and CR geometry in order to construct some explicit splittings with the help of tractor calculus. These splittings can be used to obtain explicit formulae for invariant differential pairings for the parabolic geometry in question. All these examples will deal with real manifolds $\mathcal{M}$ and smooth tensor bundles.

To denote the various tensor bundles that occur, we will use Penrose’s abstract indices. The tangent space (and sections thereof) will be denoted by $\mathcal{E}^a$ and the cotangent space (and sections thereof) by $\mathcal{E}_b$. All tensor bundles have a description in terms of abstract indices that denote the symmetries of the elements involved. $(\mathcal{E}_a^b)_0$, for example, denotes the bundle of elements $X_a^b$, such that $X_a^a = 0$, i.e. which are trace-free.

6.1 Projective geometry

Throughout this section $\mathfrak{g}_\mathbb{R} = \mathfrak{sl}_{n+1}\mathbb{R}$ with complexification $\mathfrak{g} = \mathcal{A}_n$ and the grading as given in Example 1.1.4 (a). The description of the tractor calculus for manifolds with a projective structure follows [1].

6.1.1 Projective manifolds

Definition 25. A projective structure on a manifold $\mathcal{M}$ is given by an equivalence class of torsion-free affine connections which have the same (unparametrized) geodesics.

Proposition 11 ([1]). Two torsion free connections $\nabla$, $\tilde{\nabla}$ have the same unparametrized geodesics if and only if there is a one form $\Upsilon_a$ such that

$$\tilde{\nabla}_a \omega_b = \nabla_a \omega_b - \Upsilon_a \omega_b - \Upsilon_b \omega_a$$

for every one-form $\omega_b$.

Proof. A proof may be found in [24], Proposition 1.

□
**Corollary 10.** Since \( \tilde{\nabla} a f = \nabla a f \) for every function \( f \) and every connection satisfies a Leibniz rule, the difference of \( \tilde{\nabla} \) and \( \nabla \) when acting on vector fields can be deduced. Again using the Leibniz rule, it is then straightforward to deduce the difference of \( \tilde{\nabla} \) and \( \nabla \) when acting on arbitrary tensor bundles.

**Definition 26.** For every \( w \in \mathbb{R} \), let \( \mathcal{E}(w) \) denote the line bundle of densities of projective weight \( w \). This bundle (assuming that \( \mathcal{M} \) is oriented) can be defined as \( (\Lambda^n)^{-w} \), where \( \Lambda^n \) is the line bundle of \( n \)-forms on the manifold \( \mathcal{M} \) of dimension \( n \). The tensor product of an arbitrary bundle \( \mathcal{E}^\Phi \), where \( \Phi \) denotes some indices, and \( \mathcal{E}(w) \) will be denoted by \( \mathcal{E}^\Phi(w) \). Note that

\[
\tilde{\nabla} a f = \nabla a f + w \Upsilon a f
\]

for \( f \in \mathcal{E}(w) \).

**Definition 27.** The curvature tensor, defined by

\[
(\nabla a \nabla b - \nabla b \nabla a) V^c = R_{ab}^c d V^d
\]

for every vector field \( V^a \in \mathcal{E}^a \), can be written as

\[
R_{ab}^c d = C_{ab}^c d + 2 \delta[a]^c_{d} P_{b d} + \beta_{ab} \delta_d^c,
\]

where \( C_{ab}^c d \) is the trace-free Weyl tensor, \( \beta_{ab} = -2 P_{[ab]} \) is skew and \( P_{ab} \) is the Schouten tensor. This tensor has a transformation law

\[
\hat{P}_{ab} = P_{ab} - \nabla_a \Upsilon_b + \Upsilon_a \Upsilon_b.
\]

### 6.1.2 Tractor calculus

**Definition 28.** Let \( \mathbb{A} \) be the standard representation of \( g_{\mathbb{R}} \) on \( \mathbb{R}^{n+1} \). The associated bundle \( \mathcal{E}^\mathbb{A} = \mathcal{G} \times_{\rho} \mathbb{A} \) is called standard tractor bundle and it has a composition series

\[
\mathcal{E}^\mathbb{A} = \mathcal{E}(-1) \times \mathcal{E}(-1) \times \mathcal{E}(-1) \times \mathcal{E}(-1) \times \mathcal{E}(-1) \times \mathcal{E}(-1).
\]

In accordance with 2.3.3, for every choice of connection \( \nabla \), we can write the elements in \( \mathcal{E}^\mathbb{A} \) as

\[
\mathcal{E}^\mathbb{A} \ni V^\mathbb{A} = \begin{pmatrix} V^a \\ \sigma \end{pmatrix},
\]

where \( V^a \in \mathcal{E}^a(-1) \) and \( \sigma \in \mathcal{E}(-1) \). Under change of affine connection to \( \tilde{\nabla} \), these elements transform as

\[
\tilde{\nabla} a \begin{pmatrix} V^a \\ \sigma \end{pmatrix} = \begin{pmatrix} V^a \\ \sigma - \Upsilon_a V^a \end{pmatrix}.
\]

As explained in the remark at the end of Section 1.3.4, there is a canonical connection, the tractor connection, on the bundle \( \mathcal{E}^\mathbb{A} \) given for each choice of connection by

\[
\nabla_a \begin{pmatrix} V^b \\ \sigma \end{pmatrix} = \begin{pmatrix} \nabla_a V^b + \sigma \delta_a^b \\ \nabla_a \sigma - P_{ab} V^b \end{pmatrix}.
\]
Let $A^*$ be the dual of the standard representation of $g_{\mathbb{R}}$ on $\mathbb{R}^{n+1}$. The associated bundle $\mathcal{E}_A = \mathcal{G} \times_P A^*$ is called **standard co-tractor bundle** and it (or rather its complexification) has a composition series

$$1 \longrightarrow 0 \longrightarrow 0 \longrightarrow \cdots \longrightarrow 0 \longrightarrow -1 \longrightarrow 1 \longrightarrow 0 \longrightarrow 0 \longrightarrow \cdots$$

For every choice of connection $\nabla$, we can write the elements in $\mathcal{E}_A$ as

$$\mathcal{E}_A \ni V_A = \left( \begin{array}{c} \sigma \\ V_a \end{array} \right),$$

where $V_a \in \mathcal{E}_a(1)$ and $\sigma \in \mathcal{E}(1)$. Under change of connection to $\hat{\nabla}$ these elements transform as

$$\left( \begin{array}{c} \sigma \\ V_a \end{array} \right) = \left( \begin{array}{c} \sigma \\ V_a + \Upsilon_a \sigma \end{array} \right).$$

The tractor connection on the bundle $\mathcal{E}_A$ is, for each choice of connection, given by

$$\nabla_a \left( \begin{array}{c} \sigma \\ V_b \end{array} \right) = \left( \begin{array}{c} \nabla_a \sigma - V_a \\ \nabla_a V_b + P_{ab} \sigma \end{array} \right).$$

**Remark**

This description of $\mathcal{E}^A$ can be used to determine descriptions of all tensor powers of $\mathcal{E}^A$ and the corresponding tractor connections by requiring $\nabla$ to satisfy a Leibniz rule. All bundles that are induced from representations of the whole Lie algebra $g$ are called **tractor bundles** and we use capital letters $A, B, \ldots$ as abstract indices in the same spirit as small letters $a, b, \ldots$ are used as indices for tensor powers of the tangent bundle $\mathcal{E}^a$. Moreover we can tensor any tractor bundle with a line bundle $\mathcal{E}(w)$ to change the projective weight as in Remark 5.1.3. The tractor connection is not invariant on weighted tractor bundles $\mathcal{E}^\Phi(w)$, but has a transformation law $\hat{\nabla}_a f = \nabla_a f + w \Upsilon_a f$, for $f \in \mathcal{E}^\Phi(w)$.

This remark also applies to the tractor calculus for conformal and CR structures to be presented in the next two sections.

**Definition 29.** Let $f \in \mathcal{E}^\Phi(w)$ be a section of a tractor bundle of weight $w$ ($\Phi$ denoting some tractor indices). There exists an invariant operator

$$D_A : \mathcal{E}^\Phi(w) \rightarrow \mathcal{E}^\Phi \otimes \mathcal{E}_A(w-1)$$

$$f \mapsto \left( \begin{array}{c} w f \\ \nabla_a f \end{array} \right),$$

where $\nabla_a$ denotes the appropriate tractor connection on $\mathcal{E}^\Phi$. 
6.1.3 Special splittings

Proposition 12. If $V^{i_1...i_k} \in \mathcal{E}^{(i_1...i_k)}(v)$ and $v \notin \{- (n + k + \alpha - 1)\}_{\alpha=1,...,k}$, then there exists a unique lift to an element $V^{I_1...I_k} \in \mathcal{E}^{(I_1...I_k)}(v + k)$ such that

$$D_A V^{I_1...I_k} = 0.$$

Each excluded weight $v$ corresponds to the existence of an invariant differential operator.

Proof. We will regard the elements of $\mathcal{E}^{(I_1...I_k)}(v + k)$ as elements in $\mathcal{E}^{I_1...I_k}(v)$ satisfying certain symmetry relations. This can be easily demonstrated for the case $k = 2$:

$$\mathcal{E}^{AB}(v + 2) = \mathcal{E}^{ab}(v) + \mathcal{E}^{b}(v),$$

so that $V^{AB} \in \mathcal{E}^{AB}$ can be written as

$$V^{AB} = \left( \begin{array}{c}
V_{2}^{ab} + V_{1}^{a} + V_{0}^{b} \\
W_{1}^{b}
\end{array} \right),$$

where we will use lower indices to indicate the valence of the corresponding tensor. If $V^{AB} \in \mathcal{E}^{(AB)}(v + 2)$, then

1. $V_{2}^{ab} \in \mathcal{E}^{(ab)}(v)$ and
2. $V_{1}^{a} = W_{1}^{a} \in \mathcal{E}^{a}(v)$.

For higher valence tensors $V^{I_1...I_k}$, each component $V_{\alpha}^{i_1...i_\alpha}$ has to be totally symmetric and is equal to all other components with $\alpha$ indices.

We can write $V^{I_1I_2...I_k} \in \mathcal{E}^{(I_1I_2...I_k)}(v + k)$ as

$$V^{I_1I_2...I_k} = \left( \begin{array}{c}
V_{k}^{i_1I_2...I_k} \\
V_{k-1}^{I_2...I_k}
\end{array} \right)$$

and

$$\nabla_{a} V^{I_1I_2...I_k} = \left( \begin{array}{c}
\nabla_{a} V_{k}^{i_1I_2...I_k} + \delta_{a}^{i_1} V_{k-1}^{I_2...I_k} \\
\nabla_{a} V_{k-1}^{I_2...I_k} - V_{k}^{I_2...I_k} P_{ab}
\end{array} \right).$$

It is then straightforward to compute

$$D_{I_1} V^{I_1...I_k} = \left( \nabla_{a} V_{k}^{aI_2...I_k} + (v + k + n) V_{k-1}^{I_2...I_k} \right).$$

Moreover, for each $l = 1, ..., \alpha$ and $\alpha = 1, ..., k$, we can compute

$$\nabla_{a} V_{\alpha}^{i_1...i_\alpha l_1+1I_2...I_\alpha} = \left( \begin{array}{c}
\nabla_{a} V_{\alpha}^{i_1...i_\alpha l_1+1I_2...I_\alpha} + \delta_{a}^{l_1+1} V_{\alpha-1}^{i_1...i_\alpha I_2...I_\alpha} \\
\nabla_{a} V_{\alpha-1}^{i_1...i_\alpha I_2...I_\alpha} - V_{\alpha}^{i_1...i_\alpha l_1+1P_{ab}}
\end{array} \right).$$
and hence
\[
\nabla_a V_{\alpha_2 \ldots \alpha_{l+1} \ldots}^{\alpha_1} = \left( \nabla_a V_{\alpha}^{\alpha_2 \ldots \alpha_{l+1} \ldots}^{\alpha_1} + V_{\alpha}^{\alpha_1 \ldots}^{I_{l+2} \ldots I_{\alpha}} - V_{\alpha}^{\alpha_1 \ldots}^{I_{l+2} \ldots I_{\alpha} P_{ab}} \right).
\]

Using this equation one can see that \( D_1 V_{I_1 \ldots I_k} = 0 \) is equivalent to the following \( k \) equations
\[
\nabla_a V_{\alpha_1 \ldots \alpha_{k-1}}^{\alpha} + (v + n + k + \alpha - 1) V_{\alpha}^{\alpha_1 \ldots \alpha_{k-1}} - (k - \alpha) V_{\alpha+1}^{\alpha_1 \ldots \alpha_{k-1} P_{ab}} = 0,
\]
for \( \alpha = 1, \ldots, k \). If \( v \notin \{ -(n + k + \alpha - 1) \} \), then these equations can be uniquely solved starting with \( V_{k_1 \ldots k_\alpha} = V_{i_1 \ldots i_k} \). This shows the uniqueness of the splitting. The existence can either be shown by explicitly using the transformation rules under change of connection as in Remark 6.1.2 or by using the general theory from the last chapter.

If \( v = -(n + k + \alpha - 1) \), then we can use Proposition 10 from the last chapter to see that the differential operator
\[
\nabla_{i_1} \cdots \nabla_{i_k} V_{i_1 \ldots i_k} \mapsto \nabla_{i_1} \cdots \nabla_{i_k} V_{i_1 \ldots i_k} + C.C.T.,
\]
where C.T. stands for curvature correction terms, is projectively invariant.

Remark

This proposition was first proved in [30], Proposition 2.1, without explicit use of tractors. The elements \( V_{I_1 \ldots I_k} \) in this paper are written down as elements in \( E^{I_1 \ldots I_k} (v + k) \) and so are related to our elements \( V_{I_1 \ldots I_k} \) by the projection \( E^{I_1 \ldots I_k} \to E^{I_1 \ldots I_k} \). More explicitly
\[
\left( \tilde{\nabla}_{i_1} \cdots \tilde{\nabla}_{i_k} V_{i_1 \ldots i_k} \right)_{\alpha} = \left( \begin{array}{c} k \\ \alpha \end{array} \right) \left( V_{i_1 \ldots i_k}^{\alpha} \right)_{\alpha}.
\]

Corollary 11. For \( v = -(n + k + \alpha_0 - 1) \), it is possible to write down the full form (including curvature correction terms) of the corresponding invariant differential operator in Proposition 12 using the equations (6.1) from the proof of the proposition.

Proof. We can solve the equation
\[
\nabla_a V_{\alpha_1 \ldots \alpha_{k-1} \ldots}^{\alpha} + (\alpha - \alpha_0) V_{\alpha}^{\alpha_1 \ldots \alpha_{k-1} \ldots} - (k - \alpha) V_{\alpha+1}^{\alpha_1 \ldots \alpha_{k-1} P_{ab}} = 0,
\]
for \( \alpha = k, \ldots, \alpha_0 + 1 \). The next line
\[
\nabla_a V_{\alpha_0 \ldots \alpha_{k-1} \ldots}^{\alpha_0} - (k - \alpha_0) V_{\alpha_0+1}^{\alpha_1 \ldots \alpha_{k-1} P_{ab}} = 0
\]
can then be written as \( \nabla_{i_1} \cdots \nabla_{i_{k-1} \alpha_0} V_{i_1 \ldots i_k} + C.C.T. \). This line is the first non-zero projection of \( D_A V_{AI_2 \ldots I_k} \) and hence an invariant expression.
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Example

Let us take $\alpha_0 = k - 2$, then the first non-zero entry of $D_AV^{A_{i_1...i_{k-1}}}$ is

$$\nabla_a \nabla_b \nabla_c V^{abc_{i_1...i_{k-3}}} + 2\nabla_a (P_{bc} V^{abc_{i_1...i_{k-3}}}) + 2P_{ab} \nabla_c V^{abc_{i_1...i_{k-3}}},$$

for $V^{i_1...i_k} \in \mathcal{E}^{(i_1...i_k)}(-n - 2k + 3)$, in accordance with the expressions for the curvature correction terms given in Chapter 4. Note that the sign convention of [30] for $P_{ab}$ is different.

**Theorem 15.** If

$$v \notin \{-n + k + \alpha - 1\}_{\alpha=1,...,k} \cup \{\alpha - k\}_{\alpha=0,...,M-1},$$

then there exists a splitting

$$\mathcal{E}^{(i_1...i_k)}(v) \rightarrow \left(\mathcal{E}^{(J_1...J_M)}\right)_0 (v + k - M) = M \begin{pmatrix} 0 & 0 & \ldots & 0 \\ \vdots \\ 0 & 0 \\ 0 & 0 \end{pmatrix} (v + k - M).$$

Each excluded weight corresponds to the existence of an invariant differential operator:

1. If $v = -(n + k + \alpha - 1)$, $\alpha = 1, \ldots, k$, then

$$V^{i_1...i_k} \mapsto \nabla_{i_1} \cdots \nabla_{i_k+1} - \text{trace} + \text{C.C.T}$$

is projectively invariant and

2. if $v = -(k + \alpha)$, $\alpha = 0, \ldots, M - 1$, then

$$V^{i_1...i_k} \mapsto \nabla_{(j_1} \cdots \nabla_{j_{\alpha+1})} - \text{trace} + \text{C.C.T}$$

is projectively invariant.

These splittings are given explicitly by tractor formulae.

**Proof.** Let $V^{i_1...i_k} \in \mathcal{E}^{i_1...i_k}(v)$, then we can use the splitting of Proposition 12 to obtain an element $V^{I_1...I_k} \in \mathcal{E}^{I_1...I_k}(v + k)$. The element

$$D_{(J_1...J_M)}V^{I_1...I_k} \in (\mathcal{E}^{(I_1...I_k)}_{(J_1...J_M)})_0 (v + k - M)$$

is trace-free by construction of $V^{I_1...I_k}$ and has as its projection onto $\mathcal{E}^{i_1...i_k}(v)$ the element

$$\prod_{\alpha=0}^{M-1} (v + k - \alpha) V^{i_1...i_k}.$$

Proposition 12 from the last chapter ensures that the excluded weights correspond to the existence of invariant linear differential operators. Since those operators can be constructed as Ricci-corrected derivatives (as we will see in the Appendix), the machinery in Chapter 4 produces explicit formulae for the curvature correction terms.
Corollary 12. This theorem can be used to explicitly write down the formula for every invariant bilinear differential pairing between sections of $\mathcal{E}^{(v_1 \ldots i_k_1)}(v_1)$ and $\mathcal{E}^{(v_1 \ldots i_k_2)}(v_2)$. In practice this can be rather tedious, since the expressions for elements in certain tractor bundles can be rather complicated. This is due to the fact that the tractor bundles above encode the information about all invariant bilinear differential pairings. In specific cases, however, one can use certain tricks to make the computations easier. We will demonstrate this in Example 2 below.

6.1.4 Examples

Example 1

Let us have a look at weighted vector fields.

$$E_{\mathcal{A} \mathcal{B}}(v) = E_{\mathcal{A}}(v) + \bigoplus E_{\mathcal{B}}(v).$$

For $X^a \in E_{\mathcal{A}}(v)$ and $v \not\in \{-1, -(n + 1)\}$, we can define $X^A \in E_{\mathcal{A} \mathcal{B}}(v + 1)$ as in Proposition 12 and then compute

$$D_B X^A = \begin{pmatrix} \nabla_b X^a - \frac{1}{n + v + 1} \delta_b^a \nabla_c X^c - \frac{1}{n + v + 1} \nabla_b \nabla_a X^a - X^a P_{ab} \\ - \frac{v + 1}{n + v + 1} \nabla_a X^a \end{pmatrix}$$

$$\in (E_{\mathcal{A} \mathcal{B}})_0(v) = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 & 1 \end{pmatrix}(v).$$

This can be used to determine the exact form of the two invariant bilinear differential pairings

$$\mathcal{E}^a(v) \times \mathcal{E}^b(w) \rightarrow \mathcal{E}^b(v + w)$$

$$\langle X^a, Y^b \rangle \mapsto (D_C X^A)(D_A Y^B) \text{ or } (D_C Y^A)(D_A X^B)$$

given by

$$(v + 1)X^a(\nabla_a Y^b - \frac{1}{n + w + 1} \delta_a^b \nabla_c Y^c) - \frac{(w + 1)(v + 1)}{n + v + 1} Y^b \nabla_a X^a$$

and

$$(w + 1)Y^a(\nabla_a X^b - \frac{1}{n + v + 1} \delta_a^b \nabla_c X^c) - \frac{(v + 1)(w + 1)}{n + w + 1} X^b \nabla_a Y^a.$$
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Example 2
The pairing
\[ \mathcal{E}^{(ab)}(v) \times \mathcal{E}(w) \to \mathcal{E}(v + w) \]
can be computed by
\[ V^{AB} D_A D_B f, \]
where \( V^{AB} \) is the lift of \( V^{ab} \in \mathcal{E}^{(ab)}(v) \) as in Proposition 12. The exact formula is given by
\[ V^{ab} \nabla_a \nabla_b f - \frac{2(w - 1)}{n + v + 3} (\nabla_a V^{ab})(\nabla_b f) + \frac{w(w - 1)}{(n + v + 3)(n + v + 2)} f \nabla_a \nabla_b V^{ab} \]
\[ + \frac{w(w + v + n + 1)}{v + n + 2} f V^{ab} P_{ab}, \]
in accordance with 4.3.1 (c).

6.2 Conformal geometry

In this section \( g \) will denote \( \mathfrak{so}_{n+2}\mathbb{C} \) and in the Dynkin diagram notation we will have to distinguish \( n \) even (in which case we use \( D_m \)) and \( n \) odd (in which case we use \( B_m \)). The description of the tractor calculus for conformal manifolds follows [1].

6.2.1 Conformal manifolds

**Definition 30.** A **conformal manifold** is a pair \( (\mathcal{M}, [g]) \), where \( \mathcal{M} \) is an \( n \)-dimensional manifold and \([g]\) is an equivalence class of metrics with equivalence given by
\[ \hat{g} \sim g \Leftrightarrow \hat{g} = \Omega^2 g \]
for some smooth nowhere vanishing function \( \Omega \).

**Definition 31.** Let \( (\mathcal{M}, [g]) \) be a conformal manifold and define \( Q \) to be the bundle of metrics, which is a subbundle of \( \otimes^2 T^* \mathcal{M} \) with fiber \( \mathbb{R}^+ \). For every \( w \in \mathbb{R} \), write \( \mathcal{E}[w] \) for the line bundle that is associated to the principal fiber bundle \( Q \) via the representation \( \mathbb{R}^+ \ni x \mapsto x^{-\frac{w}{2}} \in \mathfrak{g}((\mathbb{R}) \). Analogous to the projective case, we will write \( \mathcal{E}^\Phi[w] \) for the tensor product of \( \mathcal{E}[w] \) with an arbitrary bundle \( \mathcal{E}^\Phi \).

**Proposition 13.** Let \( \mathcal{M} \) be a manifold endowed with an equivalence class of metrics \([g_{ab}]\). Any two metrics are related by \( \hat{g}_{ab} = \Omega^2 g_{ab} \) for some smooth nowhere vanishing function \( \Omega \). Let \( \hat{\gamma}_a = \Omega^{-1} \nabla_a \Omega = \nabla_a \log \Omega \), then the Levi-Civita connections \( \hat{\nabla} \) and \( \nabla \) associated to \( \hat{g}_{ab} \) and \( g_{ab} \) are related by
\[ \hat{\nabla}_a f = \nabla_a f + w \hat{\gamma}_a, \quad f \in \mathcal{E}[w] \]
\[ \hat{\nabla}_a X^b = \nabla_a X^b + (w + 1) \hat{\gamma}_a X^b - X^c \hat{\gamma}_c \delta^b_a, \quad X^b \in \mathcal{E}^b[w] \]
\[ \hat{\nabla}_a \omega_b = \nabla_a \omega_b + (w - 1) \hat{\gamma}_a \omega_b - \hat{\gamma}_b \omega_a + \hat{\gamma}_c \omega_c g_{ab}, \quad \omega_b \in \mathcal{E}_b[w] \]
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**Proof.** A proof may be found in [54]. □

**Definition 32.** The Riemann curvature tensor, defined by

\[(\nabla_a \nabla_b - \nabla_b \nabla_a)^c = R_{ab}^c d V^d,\]

can be written as

\[R_{abcd} = C_{abcd} + 2g^c \beta_{[a} P_{b]d} + 2g^d \beta_{[b} P_{a]c};\]

where \(C_{abcd}\) is the conformally invariant totally trace-free Weyl curvature and \(P_{ab}\) is the Rho-tensor. Let us write \(P = P_a^a\). The Rho-tensor has a conformal transformation law

\[\hat{P}_{ab} = P_{ab} - \nabla_a \gamma_b + \gamma_a \gamma_b - \frac{1}{2} \gamma_c \gamma^c g_{ab}.\]

### 6.2.2 Tractor calculus

**Definition 33.** Let \(A\) be the standard representation of \(g\) on \(\mathbb{C}^{2n}\) (or \(\mathbb{C}^{2n+1}\)) and denote by \(\mathcal{E}^A\) the sheaf of sections of the associated standard tractor bundle. This bundle has a composition series

\[\mathcal{E}^A = \mathcal{E}[1] + \mathcal{E}^a[-1] + \mathcal{E}[-1].\]

This composition series is a result of the composition series for \(A\) as a \(p\)-module. For \(D_m\) this composition series has the form

\[
\begin{align*}
1 & \quad 0 \quad 0 \quad \ldots \quad 0 \quad 0 \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad 0 & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
\end{align*}
\]

and for \(B_m\) it takes the form

\[
\begin{align*}
1 & \quad 0 \quad 0 \quad \ldots \quad 0 & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad 0 & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
0 & \quad 0 & \quad \ldots & \quad \gamma & \quad 0 & \quad 0 \\
\end{align*}
\]

For every choice of metric, elements in \(\mathcal{E}^A\) can be identified with tuples

\[
\left(\begin{array}{c}
\sigma \\
\mu^a \\
\rho
\end{array}\right),
\]

where \(\sigma \in \mathcal{E}[1]\), \(\mu^a \in \mathcal{E}^a[-1]\) and \(\rho \in \mathcal{E}[-1]\). Under change of metric these elements transform as

\[
\left(\begin{array}{c}
\overline{\sigma} \\
\mu^a \\
\rho
\end{array}\right) = \left(\begin{array}{c}
\sigma \\
\mu^a + \gamma^a \sigma \\
\rho - \gamma_a \mu^a - \frac{1}{2} \gamma_a \gamma^a \sigma
\end{array}\right).
\]
There is a canonical connection, the tractor connection, on the bundle $\mathcal{E}^A$. For each choice of metric, this is given by

$$\nabla_b \left( \begin{array}{c} \sigma \\ \mu^a \\ \rho \end{array} \right) = \left( \begin{array}{c} \nabla_b \sigma - \mu_b \\ \nabla_b \mu^a + \delta_b^a \rho + P_b^a \sigma \\ \nabla_b \rho - P_{ba} \mu^a \end{array} \right),$$

where the $\nabla$ within the bracket is the Levi-Civita connection.

**Corollary 13.** There is a canonical section $X^A \in \mathcal{E}^A[1]$ given by

$$X^A = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix},$$

for each choice of metric.

**Definition 34.** The bundle $\mathcal{E}^A$ carries a non-degenerate symmetric form $h_{AB}$, the tractor metric, which is, for each choice of metric, defined by

$$h_{AB} X^A Y^B = X^a Y_a + \sigma \beta + \rho \alpha,$$

where

$$X^A = \begin{pmatrix} \sigma \\ X^a \\ \rho \end{pmatrix} \quad \text{and} \quad Y^B = \begin{pmatrix} \alpha \\ Y^a \\ \beta \end{pmatrix}.$$

It is easy to see that this definition is independent of the choice of metric within the conformal class. This form can be used to identify $\mathcal{E}^A$ with its dual $\mathcal{E}_A$. In particular, we will use $h_{AB}$ and its inverse $h^{AB}$ to raise and lower tractor indices analogous to normal tensor indices.

**Remark**

As in the projective case, these definitions can be used to determine the explicit descriptions of all tractor bundles and the corresponding tractor connections. We will use capital letters $A, B, \ldots$ to denote tractor indices.

**Definition 35.** There exists an invariant differential operator

$$D_A : \mathcal{E}^\Phi[w] \rightarrow \mathcal{E}_A^\Phi[w - 1]$$

$$f \mapsto \begin{pmatrix} w(n + 2w - 2)f \\ (n + 2w - 2)\nabla_a f \\ -(\Delta + wP)f \end{pmatrix},$$

where $\Phi$ denotes arbitrary tractor indices, $\nabla$ is the corresponding tractor connection and $\Delta = \nabla_a \nabla^a$ is the tractor Laplacian.
Proposition 14. Let \( V^{i_1...i_k} \in \mathcal{E}_0^{(i_1...i_k)}[v] \) be a totally symmetric and totally trace-free tensor of conformal weight \( v \). If
\[
v \notin \{-(n+k+\alpha-2)\}_{\alpha=1,...,k},
\]
then there exists a unique lift to an element
\[
V^{I_1...I_k} \in \mathcal{E}_0^{(I_1...I_k)}[v+k]
\]
such that
\[
X_A V^{AJ_2...I_k} = 0 \quad \text{and} \quad D_A V^{AJ_2...I_k} = 0.
\]
The excluded weights \( v \) correspond to conformally invariant operators
\[
V^{i_1...i_k} \mapsto \nabla_{i_1}...\nabla_{i_n} V^{i_1...i_k} + \text{C.C. T.},
\]
for \( \alpha = 1, ..., k \).

**Proof.** As in the projective case, we will view elements in \( \mathcal{E}_0^{(I_1...I_k)}[v+k] \) as elements in \( \mathcal{E}_1^{I_1...I_k}[v+k] \) that satisfy certain symmetry and trace conditions. More specifically, each component \( V_\alpha^{i_1...i_\alpha} \) of \( V^{i_1...i_k} \in \mathcal{E}_0^{(I_1...I_k)}[v+k] \) is totally symmetric, totally trace-free and equal to every other component with \( \alpha \) indices and of the same conformal weight. The equation \( X_A V^{AJ_2...I_k} = 0 \) ensures that \( V^{I_1...I_k} \in \mathcal{E}_0^{(I_1...I_k)}[v+k] \) has \( k+1 \) independent components, one for each number of indices.

We can write every \( V^{I_1I_2...I_k} \in \mathcal{E}_0^{(I_1I_2...I_k)}[v+k] \) with \( X_{I_1} V^{I_1I_2...I_k} = 0 \) as
\[
V^{I_1I_2...I_k} = \begin{pmatrix} 0 \\ V_k^{i_1I_2...I_k} \\ V_{k-1}^{I_2...I_k} \end{pmatrix}
\]
and compute
\[
\nabla_a V^{I_1I_2...I_k} = \begin{pmatrix} -(V_k)_a^{I_2...I_k} \\ \nabla_a V_k^{i_1I_2...I_k} + \delta_{i_1} V_{k-1}^{I_2...I_k} \\ \nabla_a V_{k-1}^{I_2...I_k} - V_k^{bI_2...I_k} P_{a\bar{b}} \end{pmatrix}.
\]
It follows that
\[
\nabla_b \nabla_a V^{I_1I_2...I_k} = \begin{pmatrix} -\nabla_b (V_k)_a^{I_2...I_k} - \nabla_a (V_k)_b^{I_2...I_k} - g_{ab} V_{k-1}^{I_2...I_k} \\ * \\ * \end{pmatrix}
\]
and hence
\[
D_A V^{I_1...I_k} = \begin{pmatrix} 0 \\ \nabla_a V^{i_1I_2...I_k} + n V_{k-1}^{I_2...I_k} \end{pmatrix}.
\]
with \( w = v + k \). Taking the trace yields

\[
D_I V^{I_1...I_k} = (n + 2(v + k)) \left( \nabla_a V^{aI_2...I_k} + (v + k + n - 1)V^{I_2...I_k}_{k-1} \right).
\]

The expression \( \nabla_a V^{aI_2...I_k} + (v + k + n - 1)V^{I_2...I_k}_{k-1} \) is in itself invariant and therefore can serve as the defining equation. That means that we do not have to exclude the case that \( n + 2(v + k) = 0 \).

Moreover, for every \( \alpha = 1, ..., k \) and \( l = 2, ..., \alpha \), we have

\[
\nabla_a V^{\alpha 1...i_lI_{l+1}I_{l+2}...I_{\alpha}} = \begin{pmatrix}
-V^{\alpha 1...i_lI_{l+1}I_{l+2}...I_{\alpha}}_a \\
\nabla_a V^{\alpha 1...i_lI_{l+1}I_{l+2}...I_{\alpha}} + \delta_a^{i_1} V^{i_1...i_lI_{l+1}I_{l+2}...I_{\alpha}} \\
\nabla_a V^{\alpha 1...i_lI_{l+1}I_{l+2}...I_{\alpha}} + V^{i_1...i_lI_{l+1}I_{l+2}...I_{\alpha}}_a P_{ab}
\end{pmatrix},
\]

and hence

\[
\nabla_a V^{\alpha 1...i_lI_{l+1}I_{l+2}...I_{\alpha}} = \begin{pmatrix}
0 \\
\nabla_a V^{\alpha 1...i_lI_{l+1}I_{l+2}...I_{\alpha}} + V^{i_1...i_lI_{l+1}I_{l+2}...I_{\alpha}}_a P_{ab}
\end{pmatrix},
\]

since \( V^{I_1...I_k} \) is totally trace-free. Iterating this rule shows that \( D_A V^{AI_2...I_k} = 0 \) is equivalent to the following \( \alpha \) equations

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k + \alpha - 2)V^{\alpha 1...i_{\alpha-1}}_a - (k - \alpha)V^{ab1...i_{\alpha-1}}_a P_{ab} = 0,
\]

for \( \alpha = 1, ..., k \). In order to see this, note that for \( \alpha = k, ..., 1 \) the equation

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k - 1)V^{\alpha 1...i_{\alpha-1}}_a - (k - \alpha)V^{ab1...i_{\alpha-1}}_a P_{ab} = 0
\]

is equivalent to the two equations

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k)V^{\alpha 1...i_{\alpha-1}}_a - (k - \alpha)V^{ab1...i_{\alpha-1}}_a P_{ab} = 0,
\]

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k - 1)V^{\alpha 1...i_{\alpha-1}}_a - (k - (\alpha - 1))V^{ab1...i_{\alpha-1}}_a P_{ab} = 0
\]

and those equations are equivalent to the three equations

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k + 1)V^{\alpha 1...i_{\alpha-1}}_a - (k - \alpha)V^{ab1...i_{\alpha-1}}_a P_{ab} = 0,
\]

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k)V^{\alpha 1...i_{\alpha-1}}_a - (k - (\alpha - 1))V^{ab1...i_{\alpha-1}}_a P_{ab} = 0,
\]

\[
\nabla_a V^{\alpha 1...i_{\alpha-1}}_a + (v + n + k - 1)V^{\alpha 1...i_{\alpha-1}}_a - (k - (\alpha - 2))V^{ab1...i_{\alpha-1}}_a P_{ab} = 0.
\]

These three equations are equivalent to four further equations and so forth until we obtain \( \alpha \) equations. Carrying out this procedure starting with \( \alpha = k \) yields the \( \alpha \) independent equations as given above. The reason for obtaining \( \alpha \) equations is as follows: \( D_A V^{AI_2...I_k} \in \mathcal{E}_0^{(I_2...I_k)}[v + k - 1] \) also has the property that

\[
\Xi_A D_B V^{BAI_2...I_k} = 0,
\]
so \( D_A V^{AI_2...I_k} \) has \( k \) independent components.

If \( v \notin \{ v + n + k + \alpha - 2 \}_{\alpha=1,...,k} \), then those equations can be uniquely solved starting with \( V_k^{i_1...i_k} = V^{i_1...i_k} \). This shows the uniqueness. The existence can either be deduced by considering the explicit description (behavior under change of metric) of \( E_0^{(I_1,...,I_k)}[v+k] \) or by the general theory of the last chapter.

If \( v = -(n+k+\alpha - 2) \), then one can use the theory developed in [14] to deduce that the (standard) invariant differential operator

\[
V^{i_1...i_k} \mapsto \nabla_{i_1}...\nabla_{i_k-\alpha+1} V^{i_1...i_k}
\]

has a curved analogue.

**Remark**

This splitting was first written down in [26], p. 1658, for the case \( v = 0 \). The components \( \sigma^{i_1...i_\alpha}_\alpha \) in this article differ, however, from our components by a constant. To be more precise, the components \( \sigma_{k-\alpha}^{i_1...i_{k-\alpha}} \) in [26] are given by

\[
V_{k-\alpha}^{i_1...i_{k-\alpha}} = C(\alpha)\sigma_{k-\alpha}^{i_1...i_{k-\alpha}}
\]

with

\[
C(0) = 1 \text{ and for } 1 \leq \alpha \leq k \quad C(\alpha) = \alpha C(\alpha-1).
\]

**Corollary 14.** For each excluded weight \( v \) in Proposition [14], the explicit form of the corresponding invariant differential operator can be explicitly determined using (6.2).

**Proof.** Let \( v = -(n+k+\alpha_0 - 2) \), then the equations

\[
\nabla_a V^{\alpha i_1...i_{\alpha-1}}_\alpha + (\alpha-\alpha_0) V^{i_1...i_{\alpha-1}}_{\alpha-1} - (k-\alpha) V^{a\alpha i_1...i_{\alpha-1}}_{\alpha+1} P_{ab} = 0
\]

can be uniquely solved for \( \alpha = k,...,\alpha_0 + 1 \). The next line

\[
\nabla_a V_{\alpha_0}^{\alpha i_1...i_{\alpha_0-1}} - (k-\alpha_0) V_{\alpha_0+1}^{a\alpha_i i_1...i_{\alpha-1}} P_{ab}
\]

can be written as

\[
\nabla_{i_1}...\nabla_{i_{k-\alpha_0+1}} V^{i_1...i_k} + \text{L.O.T.}
\]

where \( \text{L.O.T.} \) stands for lower order terms combined with curvature terms \( P_{ab} \). This is the first non-zero part of \( D_A V^{AI_2...I_k} \) and hence an invariant expression. \( \square \)
Example

The linear differential operator
\[ \nabla_a \nabla_b \nabla_c \nabla_d V_{abcdi_1...i_k-4} + 3\nabla_a \nabla_b (V_{abcdi_1...i_k-4} P_{cd}) + 4\nabla_a (P_{bc} \nabla_d V_{abcdi_1...i_k-4}) + 3P_{ab} (\nabla_c \nabla_d V_{abcdi_1...i_k-4}) + 9P_{ab} P_{cd} V_{abcdi_1...i_k-4} \]

is invariant in case \( v + n + 2k - 5 = 0 \) in accordance with (4.2).

**Theorem 16.** If we exclude certain weights as follows:

1. \( v \not\in \{ -(n + k + \alpha - 2) \}_{\alpha=1,...,k} \),
2. \( v \not\in \{ \alpha - k - 1 \}_{\alpha=0,...,k-1} \),
3. \( v \not\in \{ \alpha \}_{\alpha=0,...,M-1} \) and
4. \( v \not\in \{ 1 - \frac{n}{2} - k + \alpha \}_{\alpha=0,...,k+M-1} \),

then there exists a splitting

\[ \mathcal{E}_{0}^{(i_1...i_k)}[v] \rightarrow M \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \quad [v - M] \]

for \( n \) even or

\[ \mathcal{E}_{0}^{(i_1...i_k)}[v] \rightarrow M \quad k \quad 0 \quad \ldots \quad 0 \quad \rangle [v - M] \]

for \( n \) odd, given by an explicit tractor formula. Each excluded weight \( v \) corresponds to the existence of an invariant linear differential operator on the flat model space \( S^n \).

**Proof.** Let \( V^{i_1...I_k} \in \mathcal{E}_{0}^{(i_1...i_k)}[v] \). Then we can define the splitting in three steps, each time excluding appropriate weights:

1. Define
\[ V^{I_1...I_k} \in \mathcal{E}_{0}^{(I_1...I_k)}[v + k] = k \quad 0 \quad 0 \quad \ldots \quad 0 \quad 0 \quad [v + k] \]

or
\[ V^{I_1...I_k} \in \mathcal{E}_{0}^{(I_1...I_k)}[v + k] = k \quad 0 \quad 0 \quad \ldots \quad 0 \quad \rangle [v + k] \]
as in Proposition 14. The weights to exclude are
\[ v \not\in \{-(n + k + \alpha - 2)\}_{\alpha=1,...,k} \]
and correspond to the existence of invariant linear differential operators
\[
\begin{align*}
-(n+k+\alpha-2) & \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \\
\rightarrow & \quad -(n+k+\alpha-2) \quad \alpha-1 \quad 0 \quad \ldots \quad 0 \quad 0 \\
\text{or} & \\
-(n+k+\alpha-2) & \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \\
\rightarrow & \quad -(n+k+\alpha-2) \quad \alpha-1 \quad 0 \quad \ldots \quad 0 \quad 0 \\
V^{i_1...i_k} & \mapsto \nabla_{i_1}...\nabla_{i_{\alpha+1}} V^{i_1...i_k}.
\end{align*}
\]

2. Set
\[ T^{BQCR...DS} = \text{pair skew}(D^B D^C ... D^D V^{QR...S}) \]
where, following [34], p. 223, ‘pair skew’ means to simultaneously take the skew part over each of the index pairs BQ, CR, ..., DS. Then
\[
T^{BQCR...DS} \in \begin{array}{c}
0 \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \\
\end{array} [v]
\]

or
\[
T^{BQCR...DS} \in \begin{array}{c}
0 \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \\
\end{array} [v].
\]

From the proof of Proposition 14 one can see that the weights to exclude are
\[ v \not\in \{1 - \frac{n}{2} + \alpha - k\}_{\alpha=0,...,k-1} \cup \{\alpha - k - 1\}_{\alpha=0,...,k-1}, \]
because the projection onto the first factor in pair skew\((D^B D^C ... D^D V^{QR...S})\) will be (modulo a non-zero scalar):
\[
\prod_{\alpha=0}^{k-1} (n + 2(v + k - \alpha) - 2)(v + k - \alpha + 1)V^{i_1...i_k}.
\]
These excluded weights correspond to the existence of invariant linear differential operators
\[
\begin{align*}
\alpha-\alpha-1 & \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \\
\rightarrow & \quad -k-2 \quad \alpha-1 \quad \alpha+1 \quad 0 \quad \ldots \quad 0 \quad 0 \\
\text{or} & \\
\alpha-\alpha-1 & \quad k \quad 0 \quad \ldots \quad 0 \quad 0 \\
\rightarrow & \quad -k-2 \quad \alpha-1 \quad \alpha+1 \quad 0 \quad \ldots \quad 0 \quad 0 \\
V^{i_1...i_k} & \mapsto \text{pair skew}\nabla_{j_1}...\nabla_{j_{\alpha+1}} V^{i_1...i_k},
\end{align*}
\]
which are standard operators, and

\[
\begin{align*}
1 - \frac{n}{2} + \alpha - k & \quad \cdots \quad 0 & -1 - \frac{n}{2} - \alpha - k & \quad \cdots \quad 0 \\
\end{align*}
\]

or

\[
\begin{align*}
1 - \frac{n}{2} + \alpha - k & \quad \cdots \quad 0 & -1 - \frac{n}{2} - \alpha - k & \quad \cdots \quad 0 \\
\end{align*}
\]

which are non-standard operators.

3. Define

\[
D(J_1 \cdots J_M) T^{BQC\ldots DS} - \text{trace} \in M \bullet 0 \cdots 0 [v - M]
\]

or

\[
D(J_1 \cdots J_M) T^{BQC\ldots DS} - \text{trace} \in M \bullet 0 \cdots 0 [v - M].
\]

The weights to exclude here are

\[v \not\in \{\alpha, 1 - \frac{n}{2} + \alpha\}_{\alpha = 0, \ldots, M-1}\]

and correspond to the existence of invariant linear differential operators

\[
\begin{align*}
\alpha & \quad k & \quad 0 & \quad \cdots \quad 0 & 0 \\
\end{align*}
\]

or

\[
\begin{align*}
\alpha & \quad k & \quad 0 & \quad \cdots \quad 0 & 0 \\
\end{align*}
\]

which are standard operators, and

\[
\begin{align*}
1 - \frac{\alpha}{2} + \alpha & \quad k & \quad 0 & \quad \cdots \quad 0 \\
\end{align*}
\]

or

\[
\begin{align*}
1 - \frac{\alpha}{2} + \alpha & \quad k & \quad 0 & \quad \cdots \quad 0 \\
\end{align*}
\]

which are non-standard operators.

\[\square\]
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Remark

The existence of the invariant linear differential operators for the various excluded weights in Theorem 16 follows from the classification of invariant linear differential operators on the homogeneous model space $S^n$ as in [5] and [6]. All the so-called standard operators (that correspond to individual arrows in the BGG resolution) have curved analogues (see [17]), but not all higher powers of the Laplacian in even dimensions allow curved analogues, see [39] and [36].

6.2.4 Examples

Example 1

Let us look at weighted vector fields $X^a \in \mathcal{E}^a[v]$:

$$X^A = \begin{pmatrix} 0 \\ X^a \\ -\frac{1}{n+v} \nabla_c X^c \end{pmatrix}$$

and hence

$$D_{[A}X_{B]} = \begin{pmatrix} (v+2)(n+2v)X_b \\ (n+2v)\nabla_{[a}X_{b]} - \frac{(v+2)(n+2v)}{n+v} \nabla_c X^c \\ \Delta X_b - \frac{n+2v-2}{n+v} \nabla_b \nabla_c X^c + (v+1)PX_b - (n+2v+2)P_{ba}X^a \end{pmatrix}.$$ 

Now we can easily use the formula in Definition 35 for $D_A$ to obtain the explicit description of $D_{[j_1...j_M]}D^{[A}X^{B]}$ – trace. The excluded weights (up to $M = 1$) have the following meaning (on $S^n$):

1. If $v+n = 0$, then the semi-invariant operator $X^a \mapsto \nabla_a X^a$ is invariant.

2. If $v+2 = 0$, then $X^a \mapsto \nabla_{[a}X_{b]}$ is invariant.

3. If $n+2v = 0$, then $X^a \mapsto \Delta X_a - \frac{4}{n} \nabla_a \nabla_b X^b + \frac{2-n}{2} PX_a - 2P_{ab}X^b$ is invariant.

4. If $v = 0$, then $X^a \mapsto \nabla_{(a}X_{b)} - \frac{1}{n} (\nabla_c X^c)g_{ab}$ is invariant.

5. If $n+2v-2 = 0$, then $X^a \mapsto \Delta^2 X^a + ...$ is invariant.
These are exactly the same weights that have to be excluded when we carry out the construction in the last chapter and compare the central characters:

\[ [v - 1] = v \times 0 \cdots 0 + v - 1 \times 0 \cdots 0 + v - 2 \times 0 \cdots 0 + v - 3 \times 0 \cdots 0 + v - 4 \times 0 \cdots 0 . \]

A similar composition series holds for \( B_m \).

This allows us, in theory, to write down the three invariant bilinear differential pairings

\[ \mathcal{E}^a[v] \times \mathcal{E}^b[w] \rightarrow \mathcal{E}^a[v + w] \]

according to

\[ 3 \times 2 \times 1 \times \cdots \times 0 \times 0 \times [v + w - 2] \subset 1 \times 1 \times 0 \times \cdots \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times [v + w - 2] \]
or

\[ 3 \times \begin{array}{cccccccccccccc} \bullet & 2 & \cdot & \bullet & 0 & \cdots & \bullet & 0 & \cdot \\end{array} [v + w - 2] \subset \begin{array}{cccccccccccccc} \bullet & 1 & \cdot & \bullet & 0 & \cdots & \bullet & 0 & \cdot \\end{array} \otimes \begin{array}{cccccccccccccc} \bullet & 1 & \cdot & \bullet & 0 & \cdots & \bullet & 0 & \cdot \\end{array} [v + w - 2] \]

and the projections

\[ \begin{array}{cccccccccccccc} \bullet & 2 & \cdot & \bullet & 0 & \cdots & \bullet & 0 & \cdot \\end{array} [v + w - 2] \to \begin{array}{cccccccccccccc} \bullet & 1 & \cdot & \bullet & 0 & \cdots & \bullet & 0 & \cdot \\end{array}. \]

These pairings can be computed as

(a) 
\[ v(v + 2)(v + n)X^a \nabla_b Y^b - \frac{(w + n)(v + 2)n}{w + 2} Y^a \nabla_b X^b + (w + n)v(v + n)Y_b \nabla^{[a} X^{b]} \]
\[ - (w + n)(v + n)(v + 2)Y_b (\nabla^{[a} X^{b]} - \frac{1}{n} g^{ab} \nabla_c X^c) \]

(b) 
\[ v(v + 2)(v + n)X_b \nabla^{[a} Y^{b]} + \frac{(w + 2)(v + 2)(n - 1)}{w + 2} Y^a \nabla_b X^b - \frac{1}{2} (w + 2)(v + n)Y_b \nabla^{[a} X^{b]} \]
\[ - \frac{1}{2} (w + 2)(v + 2)(v + n)Y_b (\nabla^{[a} X^{b]} - \frac{1}{n} g^{ab} \nabla_c X^c) \]

and

(c) 
\[ v(v + 2)(v + n)X_b (\nabla^{[a} Y^{b]} - \frac{1}{n} g^{ab} \nabla_c Y^c) - \frac{w(v + 2)(n + 2)(n - 1)}{2n^2} Y^a \nabla_b X^b \]
\[ - \frac{w(v + 2)(n + 2)(n - 1)}{2n^2} Y_b (\nabla^{[a} X^{b]} - \frac{1}{n} g^{ab} \nabla_c X^c) \].

Example 2

Let us look at the second order pairing

\[ \mathcal{E}_0^{(ab)}[v] \times \mathcal{E}[w] \to \mathcal{E}[v + w]. \]

This pairing is given by

\[ V^{ab} \nabla_a \nabla_b f - \frac{2(w - 1)}{n + v + 2} (\nabla_a V^{ab})(\nabla_b f) + \frac{w(w - 1)}{(v + n + 2)(v + n + 1)} f \nabla_a \nabla_b V^{ab} \]
\[ + \frac{w(v + w + n)}{v + n + 1} P_{ab} V^{ab} f \]

and can be written as

\[ V^{AB} \tilde{D}_A \tilde{D}_B f, \]
where
\[ \tilde{D}_A f = \begin{pmatrix} \bar{w}f & \nabla_a f \\ 0 & 0 \end{pmatrix} . \]

This operator is not generally invariant, however \( \hat{\tilde{D}}_A f = \tilde{D}_A f + \mathbb{X}_A \Phi(\Upsilon) \), where \( \Phi \) is just some function of \( \Upsilon \), see \([34]\). So we can use the fact that \( V_{AB} \mathbb{X}_A = 0 \) for the unique lift \( V^{AB} \) of \( V^{ab} \), to deduce that \( V^{AB} \tilde{D}_A \tilde{D}_B f \) is invariant. This formula is in accordance with \( 4.3.1 \) (d).

### 6.3 CR-geometry

In order to be consistent with \([37]\), the complexification of the underlying Lie algebra of this parabolic geometry is \( A_{n+1} \). The description of the geometry and the tractor calculus of CR-manifolds in this section follows closely \([37]\) and the reader is advised to consult this article for more details.

#### 6.3.1 CR-manifolds

Throughout this section \( \mathcal{M} \) will be a real \( 2n+1 \) dimensional manifold with a subbundle \( T^{1,0} \subset \mathbb{C} \otimes T\mathcal{M} \) of the complexified tangent bundle such that
\[
\dim_{\mathbb{C}} T^{1,0} = n, \quad T^{1,0} \cap T^{0,1} = \{0\}, \quad \text{where} \quad T^{0,1} = \overline{T^{1,0}},
\]
and
\[
[\Gamma(T^{1,0}), \Gamma(T^{1,0})] \subset \Gamma(T^{1,0}).
\]

Define a complex line bundle (the canonical bundle) by \( K = \Lambda^{n+1}((T^{0,1})^\perp) \). Following \([37]\), we will assume that \( K \) allows an \((n+2)\)nd root and set \( \mathcal{E}(1,0) = K^{-\frac{1}{n+2}} \). The bundle \( \mathcal{E}(w, w') \) is then defined to be the associated bundle of the \( \mathbb{C}^* \) principal bundle \( \mathcal{E}(1,0) \setminus \{0\} \) corresponding to the representation
\[ \mathbb{C}^* \ni \lambda \mapsto \lambda^w \bar{\lambda}^{w'} = |\lambda|^{2w'} \exp((w - w') \log(\lambda)) \in \mathfrak{gl}(\mathbb{C}). \]

The representation is defined for \( w, w' \in \mathbb{C} \) with \( w - w' \in \mathbb{Z} \) and it will always be implicitly assumed that this is the case. We will use the notation \( \mathcal{E}^\alpha \) (resp. \( \mathcal{E}^{\bar{\alpha}} \)) for the sheaf of sections of \( T^{1,0} \) (resp. \( T^{0,1} \)) and \( \mathcal{E}_\alpha \) (resp. \( \mathcal{E}_{\bar{\alpha}} \)) for its dual.

**Definition 36.** A **Levi form** is a Hermitian form \( h = h_{\alpha \bar{\beta}} = h_{\bar{\beta} \alpha} \) on \( T^{1,0} \) defined by \( h(Z, \bar{W}) = -2id\theta(Z, \bar{W}) \) for a non-vanishing global section \( \theta \) of \( H^\perp \subset T^*\mathcal{M} \) (assuming as usual that \( \mathcal{M} \) is orientable), where \( H = (T^{1,0} \oplus T^{0,1}) \cap T\mathcal{M} \subset T\mathcal{M} \) has the property that its complexification \( \mathbb{C} \otimes H \) is \( T^{1,0} \oplus T^{0,1} \). We will only deal with non-degenerate Levi forms of arbitrary signature \((p, q)\), \( p + q = n \). The choice of section \( \theta \) is called **pseudohermitian structure**. It can be shown that a pseudohermitian structure determines a connection, the **Tanaka-Webster** connection, see \([63]\) and \([61]\). This connection satisfies \( \nabla h = 0 \), so raising an lowering indices commutes with differentiation.
Remark

The notations and definitions for CR-manifolds are taken from the case where \( M \) is a codimension 1 real submanifold of a complex manifold. Then we can define for every \( x \in M \):

\[
H_x = \{ v \in T_xM : \sqrt{-1}v \in T_xM \}
\]

and obtain a complex structure \( J_x : H_x \to H_x \) given by \( J_x(v) = \sqrt{-1}v \). This allows one to define \( T^{1,0}_x \) and \( T^{0,1}_x \) as the \( +\sqrt{-1} \) and \( -\sqrt{-1} \) eigenspaces of \( J_x \) when acting on \( \mathbb{C} \otimes H_x \).

The canonical bundle is isomorphic to the restriction of the canonical bundle of \((n+1,0)\) forms on the complex manifold, see [49].

Remark

The two filtrations

\[
\mathbb{C} \otimes T \mathcal{M} \supset T^{1,0} \oplus T^{0,1} \supset 0 \quad \text{and} \quad T \mathcal{M} \supset H \supset 0
\]

of the complexified tangent bundle and the tangent bundle are reflected in the fact that the complexified Lie algebra \( \mathfrak{g} = A_{n+1} \) allows a \( |2| \)-grading, where \( \mathfrak{g}_{-1} \) is the direct sum of two irreducible \( \mathfrak{g}_0 \)-modules, whereas the original Lie algebra \( \mathfrak{g}_\mathbb{R} = \mathfrak{su}(p+1,q+1) \) has a \( |2| \)-grading as in [18], 4.14, where it is clear that \( (\mathfrak{g}_\mathbb{R})_{-1} \) is an irreducible \( \mathfrak{g}_0 \)-module.

Proposition 15. The Tanaka-Webster connection preserves the splitting

\[
\mathbb{C} \otimes T \mathcal{M} = T^{1,0} \oplus T^{0,1} \oplus \text{span } T,
\]

where \( T \) is the unique vector field on \( \mathcal{M} \) satisfying \( \theta(T) = 1 \) and \( \iota_T d\theta = 0 \).

Proof. Details and a proof may be found in [61].

This implies that we can compute the covariant derivative componentwise. To denote these components we will use the notation \( \nabla_\alpha, \nabla_\bar{\alpha} \) and \( \nabla_0 \).

Proposition 16. Under change of pseudohermitian structure \( \hat{\theta} = \exp(\Upsilon)\theta \), the connection transforms as

\[
\hat{\nabla}_\alpha f = \nabla_\alpha f + w\Upsilon_\alpha f \\
\hat{\nabla}_{\bar{\alpha}} f = \nabla_{\bar{\alpha}} f + w'\Upsilon_{\bar{\alpha}} f \\
\hat{\nabla}_0 f = \nabla_0 f + i\Upsilon^\gamma \nabla_\gamma f - i\Upsilon^\gamma \nabla_\gamma f \\
+ \frac{1}{n+2} ((w + w')\Upsilon_0 + iw\Upsilon^\gamma \gamma - iw'\Upsilon^\gamma \gamma + i(w' - w)\Upsilon^\gamma \Upsilon_\gamma) f
\]
for \( f \in \mathcal{E}(w, w') \) and
\[
\begin{align*}
\hat{\nabla}_a \tau_\beta &= \nabla_a \tau_\beta + (w - 1) \Upsilon_a \tau_\beta - \Upsilon_\beta \tau_a \\
\hat{\nabla}_a \tau_\beta &= \nabla_a \tau_\beta + w' \Upsilon_a \tau_\beta + h_{\beta \alpha} \Upsilon_\tau_\gamma \\
\hat{\nabla}_0 \tau_\beta &= \nabla_0 \tau_\beta + i \Upsilon_\gamma \nabla_\gamma \tau_\beta - i (\Upsilon_\gamma \Upsilon_\beta - \Upsilon_\beta \Upsilon_\gamma) \tau_\gamma \\
&\quad + \frac{1}{n + 2} ((w + w') \Upsilon_0 + iw \Upsilon_\gamma - iw \Upsilon_\gamma + i(w' - w) \Upsilon_\gamma \Upsilon_\gamma) \tau_\beta
\end{align*}
\]
for \( \tau_\alpha \in \mathcal{E}_\alpha(w, w') \). We have used the abbreviation \( \Upsilon_\alpha = \nabla_\alpha \Upsilon, \Upsilon_\bar{\alpha} = \nabla_\bar{\alpha} \Upsilon \) and so forth to denote the components of the derivative of \( \Upsilon \). Using the Leibniz rule (and complex conjugation) one can easily determine the transformation law on an arbitrary tensor bundle.

**Proof.** These explicit formulae can be found in [37], Proposition 2.3. Note that, as far as invariance and obstruction terms are concerned, \( \nabla_0 \) should be treated as a weighted second order operator.

**Definition 37.** There are several quantities related to the torsion and curvature of \( \nabla \):

1. The **pseudohermitian curvature tensor** \( R_{\alpha \beta \gamma \delta} \in \mathcal{E}_{\alpha \beta \gamma \delta}(1, 1) \),
2. the **pseudohermitian torsion tensor** \( A_{\alpha \beta} \in \mathcal{E}_{(\alpha \beta)} \),
3. the Webster-Ricci tensor \( R_{\alpha \bar{\beta}} = R_{\gamma \alpha \bar{\beta}} \in \mathcal{E}_{\alpha \bar{\beta}} \),
4. the Webster scalar curvature \( R = R_{\alpha}^\alpha \in \mathcal{E}(-1, -1) \),
5. \( P_{\alpha \bar{\beta}} = \frac{1}{n + 2} \left( R_{\alpha \bar{\beta}} - \frac{1}{2(n + 1)} R h_{\alpha \bar{\beta}} \right) \in \mathcal{E}_{\alpha \bar{\beta}} \),
6. \( P = P_{\alpha}^\alpha \in \mathcal{E}(-1, -1) \),
7. \( T_{\alpha} = \frac{1}{n + 2} (\nabla_\alpha P - i \nabla_\beta A_{\alpha \beta}) \in \mathcal{E}_{\alpha}(-1, -1) \) and
8. \( S = -\frac{1}{n} \left( \nabla^\alpha T_\alpha + \nabla^{\bar{\alpha}} T_{\bar{\alpha}} + P_{\alpha \bar{\beta}} P_{\alpha \bar{\beta}} - A_{\alpha \beta} A^{\alpha \beta} \right) \in \mathcal{E}(-2, -2) \).

The transformation laws for these objects can be found in [37].

### 6.3.2 Tractor calculus

**Definition 38.** Let \( \mathcal{E}_A \) be the standard representation of \( \mathfrak{su}(p + 1, q + 1) \) on \( \mathbb{R}^{n+2} \), then the (complexified) representation of \( A_{n+1} \) on \( \mathbb{C}^{n+2} \) has, as a \( \mathfrak{p} \)-module, a composition series.

\[
\mathcal{E}_A = \mathcal{E}(1, 0) + \mathcal{E}_\alpha(1, 0) + \mathcal{E}(0, -1).
\]

In terms of sheaves,

\[
\mathcal{E}_A = \mathcal{E}(1, 0) + \mathcal{E}_\alpha(1, 0) + \mathcal{E}(0, -1).
\]
The elements can be identified with tuples

\[ \mathcal{E}_A \ni v_A = \begin{pmatrix} \sigma \\ v_\alpha \\ \rho \end{pmatrix}, \]

where \( \sigma \in \mathcal{E}(1, 0) \), \( v_\alpha \in \mathcal{E}_\alpha(1, 0) \) and \( \rho \in \mathcal{E}(0, -1) \). Under change of pseudohermitian structure, \( \hat{\theta} = \exp(\Upsilon)\theta \), these elements transform as

\[
\left( \begin{array}{c} \tilde{\sigma} \\ \tilde{v}_\alpha \\ \tilde{\rho} \end{array} \right) = \left( \begin{array}{c} \sigma \\ \sigma \\ \rho - \Upsilon^\beta v_\beta - \frac{1}{2}(\Upsilon^\beta \Upsilon_\beta + i\Upsilon_0)\sigma \end{array} \right).
\]

Let us denote the dual bundle by \( \mathcal{E}^A \) and the conjugate bundle by \( \mathcal{E}_{\bar{A}} \). There is an invariant Hermitian metric \( h_{AB} \) on \( \mathcal{E}_A \) induced by \( h_{\alpha\beta} \) that we can use to lower (and its inverse to raise) tractor indices in the same way that \( h_{\alpha\bar{\beta}} \) is used.

Via \( h_{AB} \) we can identify

\[ \mathcal{E}^A = \mathcal{E}^B = \mathcal{E}(0, 1) + \mathcal{E}_\bar{\alpha}(0, 1) (= \mathcal{E}^\beta(-1, 0) + \mathcal{E}(-1, 0)). \]

We can represent elements in this bundle as

\[ \mathcal{E}_{\bar{A}} \ni w_{\bar{A}} = \begin{pmatrix} \tau \\ w_\bar{\alpha} \\ \kappa \end{pmatrix}, \]

where \( \tau \in \mathcal{E}(0, 1) \), \( w_\bar{\alpha} \in \mathcal{E}_{\bar{\alpha}}(0, 1) \) and \( \kappa \in \mathcal{E}(-1, 0) \). Under change of pseudohermitian structure, \( \hat{\theta} = \exp(\Upsilon)\theta \), these elements transform as

\[
\left( \begin{array}{c} \tilde{\tau} \\ \tilde{w}_\bar{\alpha} \\ \tilde{\kappa} \end{array} \right) = \left( \begin{array}{c} \tau \\ \tau \\ \tau \end{array} \right).
\]

Then the mapping

\[
\mathcal{E}_A \times \mathcal{E}_{\bar{B}} \rightarrow \mathcal{E}
\]

\[ (v_A, w_{\bar{B}}) \mapsto h^{AB}v_A w_{\bar{B}} = \sigma \kappa + v_\alpha w_\beta h^{\alpha\bar{\beta}} + \rho \tau \]

is invariant.

There is a canonical section \( X^A \in \mathcal{E}^A(1, 0) \) that is (for each choice of pseudohermitian structure) given by

\[ X^A = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \]
Proposition 17. There are two invariant operators defined on arbitrary weighted tractor bundles.

\[ D_A : \mathcal{E}^\phi(w, w') \to \mathcal{E}^\phi_A(w, w' - 1) \]

\[ D_A f = \begin{pmatrix} w'(n + w + w') & f(n + w + w') & \nabla \alpha f \\ \nabla \alpha f & \nabla f - i w' \nabla_0 f + w' \left(1 + \frac{w - w'}{n+2}\right) & Pf \end{pmatrix} \]

and

\[ D_A : \mathcal{E}^\phi(w, w) \to \mathcal{E}^\phi_A(w - 1, w) \]

\[ D_A f = \begin{pmatrix} w(n + w + w') & f(n + w + w') & \nabla \alpha f \\ \nabla \alpha f & \nabla f + i w \nabla_0 f + w \left(1 + \frac{w - w}{n+2}\right) & Pf \end{pmatrix}, \]

where the connections \( \nabla_0, \nabla_\alpha \) and \( \nabla_\tau \) are the appropriate tractor connections uniquely determined by the formulae on \( \mathcal{E}^\phi_A \) and \( \mathcal{E}^\phi \) given by

\[ \nabla_\alpha \begin{pmatrix} \beta \\ \rho \end{pmatrix} = \begin{pmatrix} \nabla_\beta \rho + A_\alpha \beta \rho + P_{\alpha \beta} \rho \\ \nabla \alpha \rho + i A_\alpha \beta \rho - T_\beta \alpha \rho \end{pmatrix}, \]

\[ \nabla_0 \begin{pmatrix} \sigma \\ \rho \end{pmatrix} = \begin{pmatrix} \nabla_0 \sigma + \frac{i}{n+2} P \sigma - ip \\ \nabla_0 \rho + \frac{i}{n+2} P \rho + 2i T_\alpha \rho + i S \sigma \end{pmatrix}, \]

\[ \nabla_0 \begin{pmatrix} \tau \\ \rho \end{pmatrix} = \begin{pmatrix} \nabla_0 \tau - \frac{i}{n+2} P \tau + ik \\ \nabla_0 \rho + \frac{i}{n+2} P \rho + 2i T_\alpha \rho - i S \tau \end{pmatrix}. \]

Proof. These operators are defined and the invariance is verified in [37].

6.3.3 Special splittings

Proposition 18. If

\[ w' \notin \{-n + s\}_{s = 0, \ldots, k-1}, \]

then there exists a unique lift for every element \( \mathcal{E}_{(i_1 \ldots i_k)}(w, w') \) to an element \( \mathcal{E}_{(I_1 \ldots I_k)}(w - k, w') \), so that

\[ D_A v_{A_{I_2 \ldots I_k}} = 0 \]

and

\[ X^A v_{A_{I_2 \ldots I_k}} = 0. \]

Each excluded weight \( w' \) corresponds to the existence of an invariant linear differential operator.
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Proof. Let \( v_{I_1...I_k} \in \mathcal{E}_{(I_1...I_k)}(w - k, w') \) be an element with \( \mathbb{K}^Av_{AI_2...I_k} = 0 \), looked at as an element in \( \mathcal{E}_{I_1...I_k}(w - k, w') \) with special symmetries. To be more precise, there are \( k + 1 \) independent components realized as totally symmetric tensors \( v_{i_1...i_s} \) with \( s \) indices, \( s = 0, ..., k \), and where the tensor with \( k \) indices is exactly \( v_{i_1...i_k} \).

We can write

\[
v_{I_1...I_k} = \begin{bmatrix}
0 \\
v_{i_1I_2...I_k} \\
v_{I_2...I_k}
\end{bmatrix}.
\]

Then we have

\[
D^Av_{AI_2...I_k} = (n + w + w' - k + 1) \left( \nabla^\beta v_{\beta I_2...I_k} + (n + w')v_{I_2...I_k} \right).
\]

Using

\[
\nabla^\beta v_{\beta I_2...I_k} = \begin{bmatrix}
0 \\
\nabla^\beta v_{\beta i_2I_3...I_k} + v_{i_2I_3...I_k} \\
\nabla^\beta v_{\beta I_3...I_k} + iA^\alpha\beta v_{\alpha\beta I_3...I_k}
\end{bmatrix}
\]

and the symmetries of \( v_{I_1...I_k} \) it is easy to show that \( D^Av_{AI_2...I_k} = 0 \) is equivalent to the two equations

\[
\begin{align*}
\nabla^\beta v_{\beta i_2...i_s} + (n + w' + 1)v_{i_2I_3...I_k} &= 0 \\
\nabla^\beta v_{\beta I_3...I_k} + (n + w')v_{I_3...I_k} + iA^\alpha\beta v_{\alpha\beta I_3...I_k} &= 0.
\end{align*}
\]

Iterating this process (in the same way as for projective geometry and conformal geometry) yields the following \( k \) equations:

\[
\nabla^\beta v_{\beta i_2...i_s} + (n + w' + s)v_{i_1...i_s} + (k - 1 - s)iA^\alpha\beta v_{\alpha\beta i_1...i_s}, \ s = k - 1, ..., 0. \quad (6.3)
\]

This proves uniqueness. Existence can either be proved by using the explicit description of the transformation laws or by the general theory in the last chapter.

If \( w' + n + k - l = 0, \ l = 1, ..., k \), then there exists an invariant differential operator

\[
\begin{array}{cccc}
w - 2k & k & 0 & 0 & w' \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}
\]

\[
\nabla^i \ nabla^i v_{i_1...i_k} + C.C.T.
\]

\[
\begin{array}{cccc}
w - 2k & k & 0 & 0 & w' \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}
\]

\[
\begin{array}{cccc}
w - 2k + l & k - l & 0 & 0 & -l + w' \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}
\]

\[
\begin{array}{cccc}
w - 2k + l & k - l & 0 & 0 & -l + w' \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}
\]

Remark

\[
\begin{array}{cccc}
w - 2k & k & 0 & 0 & w' \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}
\]

has the same central character as

\[
\begin{array}{cccc}
w - 2k + l & k - l & 0 & 0 & -l + w' \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}
\]

if and only if \( w' + n + k - l = 0, \ l = 1, ..., k \).
Proposition 19. If
\[ w \notin \{-(n+s)\}_{s=0,\ldots,k-1}, \]
then there exists a unique lift for every element \( v_{i_1 \ldots i_k} \in \mathcal{E}_{(i_1 \ldots i_k)}(w, w') \) to an element \( v_{i_1 \ldots i_k} \in \mathcal{E}_{(i_1 \ldots i_k)}(w, w' - k) \), so that
\[ D^\alpha v_{\bar{A}i_2 \ldots i_k} = 0 \]
and
\[ X^\alpha v_{\bar{A}i_2 \ldots i_k} = 0. \]
Each excluded weight \( w \) corresponds to the existence of an invariant linear differential operator.

**Proof.** This is proved exactly as Proposition 18. The equations to solve are
\[ \nabla^\beta v_{\bar{\beta}i_2 \ldots i_s} + (n + w + s)v_{i_1 \ldots i_s} - (k - 1 - s)iA^\alpha^\beta v_{\alpha \bar{\beta}i_1 \ldots i_s}, \quad s = k - 1, \ldots, 0 \]
and excluded weights correspond to invariant operators
\[
\begin{array}{cccccc}
  \wedge & 0 & 0 & 0 & k & w' - 2k \\
  \& & \& & \& & \frac{w - l}{k - l} & w' - 2k + l
\end{array}
\]
\[ v_{i_1 \ldots i_k} \mapsto \nabla^{\bar{i}_1} \ldots \nabla^{\bar{i}_l} v_{i_1 \ldots i_k} + C.C.T. . \]

**Corollary 15.** For \( w' = -(n + s) \), the corresponding invariant linear differential operator in Proposition 18 can be written down explicitly by using the equations (6.3) in the proof of that proposition. An analogous statement holds for \( w = -(n + s) \) in Proposition 19.

**Proof.** This is done exactly as in the projective and conformal case.

**Example.** This is exactly as in the projective and conformal case.

Let us take \( s = k - 2 \), then
\[ \nabla^\alpha \nabla^\beta v_{\alpha \bar{\beta}i_1 \ldots i_{k-2}} - iA^\alpha^\beta v_{\alpha \bar{\beta}i_1 \ldots i_{k-2}} \]
is an invariant differential operator for \( v_{i_1 \ldots i_k} \in \mathcal{E}_{(i_1 \ldots i_k)}(w, -n - k + 2) \).

Now we can use the operators \( D_A \) and \( D_{\bar{A}} \) to include \( v_{i_1 \ldots i_k} \) in the appropriate \( M \)-bundle just like in the projective and conformal case. We will demonstrate this procedure for an example where \( k = 1 \).
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6.3.4 Examples

Example 1

For first order splittings of \(v_\alpha \in \mathcal{E}_\alpha(w, w')\) we have to compute

\[
\begin{array}{c}
\vspace{-2mm}
\begin{pmatrix}
0 \\
-1 \frac{1}{w+n} \nabla v_\gamma \\
\end{pmatrix} \\
\end{array}
\]

\[
\mathcal{E}_\alpha(w, w') \ni v_\alpha \rightarrow D_AD_B \mathcal{D}_vD \mathcal{I}_D \in \begin{pmatrix}
1 & 1 \\
0 & 1 \\
\end{pmatrix} (w - 3, w' - 1).
\]

Note that \(D^A D_A f = 0\) for every tractor field \(f\) of arbitrary weight. We proceed in several steps:

1. First of all, we use Proposition 18 to define

\[
v_A = \begin{pmatrix}
0 \\
\frac{v_\alpha}{w+n} \nabla v_\gamma \\
\end{pmatrix} \in \mathcal{E}_A(w - 1, w').
\]

The weight to be excluded is \(w' + n = 0\). If \(w' + n = 0\), then the linear differential operator \(v_\alpha \mapsto \nabla v_\gamma\) is invariant.

2. Then we map \(v_A\) to \(D_A v_B \in \mathcal{E}_{AB}(w - 2, w')\). This can be computed by

\[
D_A v_B = \begin{pmatrix}
(w - 1)(n + w + w' - 1)v_\beta & * \\
-(n + w + w' - 1)v_\beta & * \\
* & *
\end{pmatrix}
\]

and hence

\[
D_A v_B = \begin{pmatrix}
w(n + w + w' - 1)v_\beta & * \\
* & *
\end{pmatrix}
\]

\[
\in \mathcal{E}_\alpha(w, w') + \mathcal{E}_{(\alpha, \beta)}(w, w') + \mathcal{E}_{(w - 1, w' - 1)}.
\]

The following weights have to be excluded:

(a) If \(w = 0\), then \(v_\alpha \mapsto \nabla v_\beta\) is invariant.

(b) If \(n + w + w' - 1 = 0\), then \(v_\alpha \mapsto \Delta v_\alpha + ...\) is invariant, where the operator \(\Delta\) is given by

\[
\Delta = - (\nabla^\beta \nabla_\beta + \nabla^\beta \nabla_\beta).
\]

3. Next, we compute \(D_A D_B v_C \in \begin{pmatrix}
1 & 1 \\
0 & 0 \\
\end{pmatrix} (w - 3, w').\) The following weights have to be excluded:

(a) If \(w - 2 = 0\), then \(v_\alpha \mapsto \nabla v_\alpha\) is invariant.

(b) If \(w + w' + n - 2 = 0\), then \(v_\alpha \mapsto \Delta^2 v_\alpha + ...\) is invariant.
4. Finally, we compute \( D_A D_B D_C v_D \in 1 1 0 \ldots 0 1 \) \((w - 3, w' - 1)\) and note that the following weights have to be excluded:

(a) If \( w' = 0 \), then \( v_\alpha \mapsto \nabla_\beta v_\alpha - \frac{1}{n} \nabla_\gamma v_\beta h_{\gamma \alpha} \) is invariant.

(b) If \( n + w + w' - 3 = 0 \), then \( v_\alpha \mapsto \Delta^3 v_\alpha + \ldots \) is invariant.

The existence of the differential operators given above can only be guaranteed for the flat model space \( H \). If the operator in question is standard (as are all cases (a) from above), \([17]\) guarantees that it allows a curved analogue.

This can be used, for example, as follows: we can compute the two invariant bilinear differential pairings

\[ E_\alpha(v, v') \times E_\beta(w, w') \rightarrow E_\alpha(v + w - 1, v' + w' - 1) \]

\[ (\omega_\alpha, \tau_\beta) \mapsto \tau_\beta D_B \omega_A \text{ or } \omega_B D_B \omega_A \]

as

(a)

\[ \tau_\beta(\nabla_\beta \omega_\alpha - \frac{1}{w' + n} h_{\beta \alpha} \nabla_\gamma \omega_\gamma) - \frac{v'}{w' + n} \omega_\alpha \nabla_\beta \tau_\beta \]

and

(b)

\[ \omega_\beta(\nabla_\beta \tau_\alpha - \frac{1}{w' + n} h_{\beta \alpha} \nabla_\gamma \tau_\gamma) - \frac{w'}{w' + n} \tau_\alpha \nabla_\beta \omega_\beta. \]

Note that we have divided the pairings by \( n + v + v' - 1 \) and \( n + w + w' - 1 \) respectively.

**Example 2**

Let \( v_{\alpha \beta} \in E_{(\alpha \beta)}(w, w') \) and \( f \in E(v, v') \), then the pairing

\[ v_{\alpha \beta} \nabla^\alpha \nabla^\beta f - \frac{2(v' - 1)}{w' + n + 1} (\nabla^\alpha v_{\alpha \beta}) (\nabla^\beta f) + \frac{v'(v' - 1)}{(w' + n + 1)(w' + n)} f \nabla^\alpha \nabla^\beta v_{\alpha \beta} \]

\[ - \frac{v'(v' + w' + n - 1)}{w' + n} i A^{\alpha \beta} v_{\alpha \beta} f \]

is invariant. It can also be written as

\[ v_{AB} \tilde{D}^A \tilde{D}^B f, \]

where

\[ \tilde{D}^A f = \begin{pmatrix} v' f \\ \nabla^\alpha f \\ 0 \end{pmatrix}. \]

This operator is not invariant in general, but has an easy transformation law given by

\[ \hat{D}^A f = \tilde{D}^A f + X^A \Phi(\Upsilon), \]

where \( \Phi \) is some function of \( \Upsilon \). Now we can use the fact that \( X^A v_{AB} = 0 \) to deduce that \( v_{AB} \tilde{D}^A \tilde{D}^B f \) is invariant. This is in accordance with the formulae given in \([13,1]\) (e).
Chapter 7

Appendix

7.1 The BGG sequence

For the convenience of the reader, we will write down the BGG sequences for the three geometries that we have considered throughout this paper: projective geometry, conformal geometry and CR geometry. We will emphasize which of the maps in the BGG sequence give rise to curved analogues via the construction in Chapter 4 as Ricci corrected derivatives $D_j$. In this case we will say that an operator arises via extremal roots. These operators can then be paired in the canonical way described in Chapter 4.

The general theory

The BGG sequences are resolutions of finite dimensional irreducible representations of $G$ via invariant linear differential operators on $G/P$. They arise dually via resolutions of generalized Verma modules. These resolutions first appeared for Verma modules (which are generalized Verma modules for the special case that $\mathfrak{p} = \mathfrak{b}$ is a borel subalgebra) in [4] and were generalized in [50]. The interpretation of these resolutions in terms of differential operators first appeared in [27] and more details of this construction can be found in [3]. In [17] these sequences were generalized to general curved parabolic geometries. In particular, this shows that all standard differential operators (i.e. those which occur in a BGG sequence) have curved analogues. This is not true for non-standard operators as mentioned earlier. In fact, the problem of determining all non-standard differential operators on $G/P$ is still not solved. Only in certain cases (including conformal and projective geometry) this has been solved in [5] and [6].
7.1.1 \( A_n \): The projective case

Let us have a look at \( \times \bullet \ldots \bullet \). All roots in \( g_{-1} \) belong to the same orbit of the Weyl group. Hence all roots in \( g_{-1} \) are extremal and we denote them by

\[
\{ \theta_1, \ldots, \theta_n \}, \quad \theta_i = -(\epsilon_1 - \epsilon_{i+1}) = -\sum_{j=1}^{i} \alpha_i,
\]

in the Dynkin diagram notation

\[
\theta_1 = \begin{array}{cccc}
-2 & 1 & 0 & \ldots \\
\end{array}, \quad \theta_2 = \begin{array}{cccc}
-1 & -1 & 1 & \ldots \\
\end{array}, \quad \theta_3 = \begin{array}{cccc}
-1 & 0 & -1 & 1 & \ldots \\
\end{array}, \ldots, \quad \theta_n = \begin{array}{cccc}
-1 & 0 & 0 & \ldots & 0 & -1 \\
\end{array}.
\]

Schematically, the BGG resolution looks like this:

\[
V_1 \rightarrow V_2 \rightarrow V_3 \rightarrow \ldots \rightarrow V_n \rightarrow V_{n+1},
\]

more precisely

\[
\begin{array}{ccccccc}
& & a & \bullet & b & \bullet & c & \ldots & e & \bullet & f & \rightarrow & (a+1)\theta_1 & -a & -2 & a+b+1 & e & \bullet & f \\
& & & & & & & & (b+1)\theta_2 & -a-b-3 & a & c+b+1 & e & \bullet & f \\
& & & & & & & & \vdots \\
& & & & & & & & (e+1)\theta_{n-1} & x & f+1 & a & b & d & e+f+1 \\
& & & & & & & & (f+1)\theta_n & x & a & b & \cdots & d & e & \bullet,
\end{array}
\]

with \( x = -(a + b + c + \ldots + e + f + n + 1) \). The meaning of an arrow \( V \overset{m\theta_i}{\longrightarrow} W \) is as follows: the highest weight of \( W^* \) is equal to the highest weight of \( V^* \) plus \( m\theta_i \), i.e. the differential operator between those bundles is of order \( m \) and arises via the extremal root \( \theta_i \). One can see that all standard invariant linear differential operators (which in fact include all invariant linear differential operators in projective geometry) arise via extremal roots.

7.1.2 \( B_l \): The odd dimensional conformal case

Let us now look at \( \times \bullet \ldots \bullet \). \( \alpha_l \) is the only short simple root. The roots in \( g_{-1} \) can be grouped into two orbits of the Weyl group. One only contains \( \alpha_l = \epsilon_l \) and the other one contains all the others, including \( -\alpha_1 \). In fact

\[
g_{-1} = \bigoplus_{\alpha \in \Delta_{-1}} g_{\alpha} \text{ with } \Delta_{-1} = \{ -(\epsilon_1 \pm \epsilon_i) \}_{i=2, \ldots, l} \cup \{ -\epsilon_1 \}.
\]
We denote the roots in $\mathfrak{g}_{-1}$ by 

$$\theta_i = -\epsilon_1 + \epsilon_{i+1} = -\sum_{j=1}^{i} \alpha_j, \quad i = 1, \ldots, l-1,$$

$$\theta_l = -\epsilon_1 = -\sum_{j=1}^{l} \alpha_j$$

and

$$\theta_{l+i} = -\epsilon_1 - \epsilon_{l+1-i} = -\sum_{j=1}^{l-i} \alpha_j - 2 \sum_{j=l+1-i}^{l} \alpha_j, \quad i = 1, \ldots, l-1.$$ 

In pictures

$$\theta_1 = \begin{array}{ccc}
\vdots \\
\theta_{l-1} = \begin{array}{ccc}
\vdots \\
\theta_{2l-3} = \begin{array}{ccc}
\vdots \\
\end{array}
\end{array}
\end{array}$$

Note that all $\theta_i$ apart from $\theta_l$ are extremal roots. The BGG schematically looks like this

$$V_1 \xrightarrow{\theta_1} \cdots \xrightarrow{\theta_{l-1}} V_l \xrightarrow{\theta_1} V_{l+1} \xrightarrow{\theta_{l+1}} \cdots \xrightarrow{\theta_{2l-1}} V_{2l},$$

more precisely

$$a \ b \ c \ \cdots \ e, f \ \xrightarrow{(a+1)\theta_1} \ -a-2 \ a+b+1 \ c \ \cdots \ e, f \ \xrightarrow{(b+1)\theta_2} \ -a-b-3 \ a \ c+b+1 \ e, f \ \xrightarrow{(c+1)\theta_3} \ \cdots \ y \ a \ b \ \cdots \ d, f+2e+2 \ \xrightarrow{(f+1)\theta_l} \ y-f-1 \ a \ b \ \cdots \ d, f+2e+2 \ \xrightarrow{(e+1)\theta_{l+1}} \ y-f-e-2 \ a \ b \ \cdots \ d+e+1, f \ \xrightarrow{(a+1)\theta_{2l-1}} \ x \ b \ c \ \cdots \ e, f \ \xrightarrow{(a+1)\theta_{2l-1}} \ \cdots,$$

where $y = -(a + b + c + \cdots + e) - l$ and $x = -(a + 2b + 2c + \cdots + 2e + f) - 2l$. So all standard invariant linear differential operators apart from the one that occurs in the
middle of the BGG resolution arise via extremal roots. The form of the operator that occurs in the middle of the BGG resolution is indeed different from the standard form of Ricci-corrected derivatives owing to the fact that the target representation occurs in $\otimes^k g_1 \otimes V$ with multiplicity. An example is given in [16], Remark 6.6.

7.1.3 \( D_l \): The even dimensional conformal case

For conformal geometry in even dimensions all roots in \( \mathfrak{g}_{-1} \) belong to the same orbit of the Weyl group, so all roots in \( \mathfrak{g}_{-1} \) are extremal. We have \( \mathfrak{g}_{-1} = \oplus_{\theta \in \Delta_{-1}} \mathfrak{g}_{\theta} \) with

\[
\Delta_{-1} = \{ -\left( \epsilon_1 \pm \epsilon_i \right) \}_{i=2, \ldots, l}.
\]

In terms of simple roots these can be written as

\[
\theta_i = -\left( \epsilon_1 - \epsilon_{i+1} \right) = -\sum_{j=1}^{i} \alpha_j, \; i = 1, \ldots, l - 1
\]

and

\[
\theta_{2l-i-1} = -\left( \epsilon_1 + \epsilon_{i+1} \right) = -\sum_{j=1}^{i} \alpha_j - 2 \sum_{j=i+1}^{l-2} \alpha_j - \alpha_{l-1} - \alpha_l, \; i = 1, \ldots, l - 1.
\]

In the Dynkin diagram notation

\[
\begin{align*}
\theta_1 &= -\frac{2}{1} \begin{array}{c}
\cdot
\end{array} 0 \ldots 0 \begin{array}{c}
\cdot
\end{array} 0 \ldots 0 \\
\vdots \\
\theta_{l-3} &= -1 \begin{array}{c}
\cdot
\end{array} 0 \ldots 1 \begin{array}{c}
\cdot
\end{array} 0 \ldots 1 \\
\theta_l &= -1 \begin{array}{c}
\cdot
\end{array} 0 \ldots 1 \begin{array}{c}
\cdot
\end{array} 0 \ldots 1 \\
\vdots \\
\theta_{2l-4} &= -1 \begin{array}{c}
\cdot
\end{array} 0 \ldots 1 \begin{array}{c}
\cdot
\end{array} 0 \ldots 1
\end{align*}
\]

This fits into the BGG sequence as follows:
7.1. THE BGG SEQUENCE

The general pattern looks like this:

\[ y - g - 1 \times a \ldots d \times e \rightarrow (g + 1) \theta_{l-1} \]

\[ (h + 1) \theta_l \downarrow \]

\[ -y - h - 1 \times a \ldots d \times e \rightarrow g + f + h + 2 \]

\[ y - g - h - 2 \times a \ldots d \times e \rightarrow (f + 1) \theta_{l+1} \ldots \]

\[ (g + 1) \theta_{l-1} \uparrow \]

\[ (b + 1) \theta_{2l-3} \rightarrow \]

where \( y = - (a + b + c + \ldots + e + f) - l + 1 \) and \( x = -2(b + c + \ldots + e + f) - g - h - a - 2(l - 1) \).

The general pattern looks like this:

\[ V_l \]

\[ V_1 \xrightarrow{\theta_1} \ldots \xrightarrow{\theta_{l-1}} V_{l-1} \]

\[ \theta_l \downarrow \]

\[ V_{l+2} \xrightarrow{\theta_{l+1}} \ldots \xrightarrow{\theta_{2l-2}} V_{2l} \]

\[ \theta_l \uparrow \]

\[ V_{l+1} \]

So we see that all standard invariant linear differential operators arise via extremal roots.

7.1.4 \( A_{n+1} \): The CR case

In CR geometry \( g = A_{n+1} \), so all roots have the same length. Therefore all roots \( \theta_i \) with \( \mathfrak{g}_{\theta_i} \in \mathfrak{g}_{-1} \) are extremal. In the BGG resolution, however, only those operators arise via extremal roots that do not involve the \( \mathfrak{g}_{-2} \) part. More precisely, for \( \rightarrow \ldots \rightarrow \rightarrow \), we have

\[ \mathfrak{g}_- = \bigoplus_{\alpha \in \Delta_1} \mathfrak{g}_\alpha \]

\[ = \bigoplus_{\alpha \in \Delta_1} \mathfrak{g}_1^1 \]

\[ \bigoplus_{\alpha \in \Delta_2} \mathfrak{g}_\alpha \]

\[ = \bigoplus_{\alpha \in \Delta_2} \mathfrak{g}_2^1 \]

\[ = \bigoplus_{\alpha \in \Delta_2} \mathfrak{g}_2^2 \]

with

\[ \Delta_{-1}^1 = \{ -(\epsilon_i - \epsilon_j) \}_{i=2, \ldots, n+1}, \quad \Delta_{-2}^2 = \{ \epsilon_{i2} - \epsilon_i \}_{i=2, \ldots, n+1} \quad \text{and} \quad \Delta_{-2} = \{ -\epsilon_1 + \epsilon_{n+2} \}. \]
Let us write \( \theta_i = -(\epsilon_i - \epsilon_{i+1}) \) and \( \Theta_i = \epsilon_{n+2} - \epsilon_{i+1} \) for \( i = 1, \ldots, n \). Schematically the BGG resolution looks this:

![Diagram of BGG resolution](image)

All the arrows, apart from the horizontal ones that are drawn with dotted lines, arise via extremal roots. For example,

\[
V_{1,1} = a_1 \circ a_2 \circ a_3 \cdots a_n \circ a_{n+1},
\]

1. the map \( V_{i,j} \to V_{i+1,j} \) arises via \( \theta_i \) (the order of the operator is \( a_i + 1 \)),
2. the map \( V_{i,j} \to V_{i+1,j+1} \) arises via \( \Theta_{n+1-i} \) (the order of the operators is \( a_{n+2-i} + 1 \)),
3. the map \( W_{i,j} \to W_{i-1,j} \) arises via \( \theta_{i-1} \) (the order of the operator is \( a_i + 1 \)) and
4. the map \( W_{i,j} \to W_{i-1,j-1} \) arises via \( \theta_{n+2-i} \) (the order of the operator is \( a_{n+2-i} + 1 \)).

### 7.2 Outlook

There are a few points that remain open and we will list them in no particular order.

1. The most obvious open question is the conjecture stated in 5.2.3. This conjecture would associate a meaning to every excluded representation (geometric weight).
2. Are there invariant bilinear differential pairings on a homogeneous space \( G/P \) that do not allow a curved analogue? This happens for invariant linear differential operators and the obstruction is given by interesting tensors like the Bach tensor in conformal geometry. We have not encountered such a situation as yet, so this is a totally open question.
3. Other Cartan geometries (not necessarily parabolic). This is a field which has not been studied very much at all. It would be interesting to see how many concepts carry over from the parabolic case. One might, for example, find a parabolic geometry that lies above a given Cartan geometry and then one would be able to use tools such as the BGG sequence. This is a whole new interesting research area.
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