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In order to adapt to the development of the industrial Internet of Things, the relationship between the internal components of electromechanical equipment is getting closer and closer, such as motor bearings. Nowadays, timely diagnosis of motor bearing faults is urgently needed. Most traditional methods for motor bearing fault diagnosis use a single learner and emphasize the role of feature extraction, which usually requires a large amount of sample support and computer runtime to obtain satisfactory performance. In this article, the Bayesian optimized decision tree with ensemble classifiers after feature extraction of the original data is finally proposed which has good performance. We use multiple feature extraction to establish the feature matrix and construct a decision tree model with the ensemble method for AdaBoost and a Bayesian optimized decision tree model with ensemble classifiers to conduct experiments on the accuracy, prediction speed, etc., of the model. We derived four sets of experimental data. The results show that the optimal method is the Bayesian optimized decision tree with ensemble classifiers after feature extraction. The accuracy of this method is as high as 99.9%. At the same time, unlike previous studies, we found in our study that feature extraction does not improve the accuracy of diagnosis for the decision tree with ensemble method for AdaBoost and there is a precipitous decline. In the industrial Internet of Things, the conclusion can improve certain reference value for the future fault diagnosis of motor bearings.

1. Introduction

With the continuous development of the Internet of Things (IoT), information technology, and sensor technology, various terminals with environmental awareness, computing models based on ubiquitous technologies, and mobile communication technologies are being continuously integrated into all aspects of industrial production. As an application of Internet of Things technology in industry, the core concept of the industrial Internet of Things is an interdisciplinary combination involving several disciplines such as network communication, information security, and automation [1]. The use of various emerging technologies in the industrial Internet of Things can significantly improve manufacturing efficiency, improve product quality, and reduce product costs and resource consumption [2]. Simultaneously, in order to adapt to the development of the industrial Internet of Things, electromechanical equipment develops in the direction of large-scale, high-speed, precision, systematization, and automation, and the relationship between components within the equipment becomes closer.

Motor bearings play an important role in industrial production, and bearings are one of the most important components of rotating machines; bearing fault can lead to mechanical failure, economic loss, and even personal injury; and their monitoring and fault diagnosis can provide a reliable guarantee for the normal operation of motors [3–5]. Therefore, effective fault monitoring and diagnosis of bearings in rotating machinery and equipment are of great relevance to promote the development of industrial...
networking. Motor bearings are prone to faults on the inner race, rolling element, and outer race, and if the faulty bearings are not detected and run with load, serious safety accidents can occur. Accurate fault diagnosis is the key to ensure the safe and reliable operation of rotating machinery. In the era of the industrial Internet of Things, the motor bearing fault diagnosis method with high recognition accuracy and low leakage rate has become a hot spot for domestic and international research [6–8].

For the problem of motor bearing fault detection, a lot of research has been conducted by domestic and foreign scholars. Lucena-Junior et al. proposed a technique for detecting three-phase induction motor bearing faults using acoustic signals collected by a single sensor [9]. Kim et al. proposed empirical mode decomposition (EMD) and probabilistic filtering techniques to eliminate interference peaks in the acoustic emission data [10]. Hiruta et al. proposed a Gaussian mixture model (GMM) to show the increase of abnormal bearing condition corresponding to insufficient grease [11]. Wang et al. proposed the improved cyclostationary analysis method based on TKEO [12]. Zhang et al. proposed a DCGAN-RCCNN permanent magnet motor fault diagnosis model, which relies on stator current data to detect permanent magnet motor faults [13]. Nikfar et al. suggested that integrating machine learning components as part of a predictive maintenance system could improve confidence in the condition of the motor, reduce maintenance costs, and enhance operator and machine safety [14]. Wang et al. proposed a new attention-guided joint learning convolutional neural network (IL-CNN) for condition monitoring of mechanical equipment [15]. Zhi et al. performed feature extraction for motor faults based on decision trees, and found that there was a great improvement in accuracy and diagnostic speed compared to the traditional CART algorithm [16]. Wang et al. proposed an integrated fault diagnosis and prediction method based on wavelet transform and particle filtering, which can infer the hidden defect status of bearings from noise measurements by Bayesian inference [17]. Kong et al. proposed a wind turbine condition monitoring method based on the fusion of spatiotemporal features of GRU SCADA data with good performance in a certain data range [18]. Chang et al. proposed a novel neural network structure for wind turbine fault diagnosis, which can adaptively extract generic features from the original vibration signal [19]. Yang et al. investigated a multipoint data fusion-assisted noise suppression method for feature frequency extraction, which can effectively suppress white noise and short-term disturbance noise [20]. In addition, Bhatnagar study found that in the field of IoT technology, machine learning techniques compared to traditional classification and prediction methods, these algorithms not only increase the processing speed but also produce better results [21]. They can recover lost data, eliminate noise, promote messaging, form network classifiers, and predict the state and location of IoT devices in order to process data faster and more accurately, resulting in faster and better results. Artificial intelligence methods such as machine learning are heavily used in the field of fault diagnosis and are effective. Further improvement in traditional machine learning methods through optimization algorithms will help to further improve the accuracy of fault diagnosis.

Typically, motor vibration signals are collected from data acquisition systems. Signal processing methods such as time domain, frequency domain, and time-frequency domain are used to analyze the signals to extract sensitive and robust features for fault type identification. Signal acquisition and transmission can be implemented using cable or wireless technology. Cable transmission can provide high throughput rates and power supply capabilities. However, the capability of cable transmission is limited by the transmission distance and operating environment. In contrast, IoT technologies collect signals from distributed motors and transmit them through wireless communication [22, 23]. Thus, the Internet of Things offers great flexibility and convenience for remote motor troubleshooting. IoT nodes can be installed on industrial motors for condition monitoring and fault diagnosis. Two MEMS accelerometers are installed at both ends of the motor, and the vibration signals are collected by the Internet of Things node. The signals are transmitted through a GPRS network and received by a remote server for further analysis and fault diagnosis [24].

In summary, the current research on motor bearing fault diagnosis consists of two main aspects: feature extraction and classification algorithms. A key step that affects the accuracy of fault diagnosis is feature extraction and feature selection. The fault features of motor bearings in the early damage stage are usually very weak, so the study of feature extraction and selection methods that can effectively extract fault features becomes a breakthrough to solve the fault diagnosis problem [25]. The Internet of Things technology transmits signals acquired from decentralized nodes to routers and then transmits them to data centers or clouds for further processing. IoT technology provides a convenient and flexible network model as it does not require complex cable wiring. IoT nodes can also be easily added, removed, and replaced as per the requirement of conditional monitoring [26].

Most traditional methods for motor bearing fault diagnosis use a single learner and emphasize the role of feature extraction, which usually requires a large amount of sample support and computer runtime to obtain satisfactory performance. This study is based on multiple feature extraction, decision tree with ensemble method for AdaBoost and Bayesian optimized decision tree with ensemble classifiers for fault diagnosis study of motor bearing equipment, and the final conclusion has some scientific significance and reference value.

2. Materials and Methods

2.1. Data Acquisition. The data were obtained from experiments conducted at the Bearing Data Center at Case Western Reserve University. The test equipment is shown in Figure 1. Experiments were conducted using 2 hp Reliance Electric motors, and acceleration data were measured at locations near and away from the motor bearings. The motor bearings were implanted with failures using electric
discharge machining (EDM). Faults ranging from 0.007\(\text{″}\) to 0.040\(\text{″}\) in diameter were introduced in the inner race, rolling element, and outer race, respectively. The faulty bearings were reinstalled into the test motor, and vibration data were recorded for motor loads of 0 to 3 hp (motor speeds of 1797 to 1720 rpm).

The test equipment was a motor with a power of 1500 watts and the bearing under test supported the motor. The experimental data were measured at a sampling frequency of 1200 Hz and a speed of 1772 r/min. The four types included normal bearings, rolling element failed bearings, inner ring failed bearings, and outer ring failed bearings. The latter three bearings were damaged inside diameters of 0.1778 mm, 0.3556 mm, and 0.5334 mm, respectively. The measured data had only one vibration signal per fault, but the vibration signal was long, so it was intercepted once every 200 sampling points, and then the time domain, frequency domain, and distance characteristics were calculated separately, as shown in Table 1.

2.2. Feature Extraction

2.2.1. Time Domain Analysis. Time domain analysis enables to analyze the stability and transient and steady-state performance of the system based on the time domain expressions of the output quantities. Extraction includes dimensional features, such as maximum, peak, and mean values, and dimensionless features, such as waveform factor, pulse factor, margin factor, and margin factor, for analysis [27]. Time domain analysis offers the advantages of intuition and accuracy, but it is susceptible to noise signal interference and error. In motor bearing fault diagnosis, time domain features can usually be extracted from the bearing fault data set.

2.2.2. Frequency Domain Analysis. The frequency domain analysis is based on the principle of splitting the original waveform into a number of harmonic components of different frequencies after the Fourier transform, and through the analysis, processing and filtering of specific components, more discriminative data features can be obtained [27]. In motor bearing fault diagnosis, the procedure of mapping time domain data to frequency domain by Fourier transform is called time domain to frequency domain conversion. The analysis of frequency domain indicators including center of gravity frequency and mean square frequency in the frequency domain leads to the diagnostic analysis of the bearing signal.

2.2.3. Mahalanobis Distance. The Mahalanobis distance is a method to calculate the similarity of unknown samples, and the use of Marxist distance can consider the connection between the features and allows the comparative analysis of different measures [28].

For the sample space \(X = \{x_z/1 \leq z \leq m\} \subset R^n\) containing \(m\) samples, the marginal distance from one of the sample points \(x_z\) to the sample mean \(u_x\) is

\[
d_M(x_z, u_x) = \sqrt{(x_z - u_x)^T C^{-1}_X (x_z - u_X)},
\]

where \(C_X\) is the sample covariance matrix [27].
where $C_X$ is the covariance matrix of the sample space $X$. The equations for $C_X$ and $u_X$ are as follows:

$$u_X = \sum_{i=1}^{m} \frac{w_i}{m} x_i$$

$$C_X = \sum_{i=1}^{m} \left[ \frac{(x_i - u_X)^T (x_i - u_X)}{m} \right].$$

(2)

2.3. AdaBoost Algorithm. The AdaBoost algorithm was proposed by Yoav Freund and Robert Schapire in 1995. It is adaptive in the sense that samples that are incorrectly classified by the previous basic classifier are strengthened, the weights of the accurately classified samples are reduced, and the weighted whole sample is used again to train the next basic classifier. At the same time, a new weak classifier is added in each round until some predefined sufficiently small error rate is reached or a prespecified maximum number of iterations is reached. After the training process of each weak classifier is completed, the weights of the weak classifiers with small classification error rates are increased so that the weak classifiers with low error rates take up a larger weight in the final classifier and the weak classifiers with high error rates take up a smaller weight, and finally, the weak classifiers obtained from each training are combined into strong classifiers.

Assume that the training sample set is

$$T = \{(x_1, y_1), (x_2, y_2), \ldots (x_m, y_m)\},$$

(3)

where $x$ is the instance space, $y$ is the mark set, and $T$ is the number of training set samples.

The weight distribution of the trainer is initialized, and the training set at the $k$th weak learner is trained with the following weights.

$$D(k) = (w_{k1}, w_{k2}, \ldots w_{km});$$

$$w_{ki} = \frac{1}{m}; i = 1, 2 \ldots m; k = 1, 2 \ldots K,$$

(4)

where $m$ is the number of samples, $k$ is the number of weak learners, $D$ is the model weight, $w$ is the sample weight, and $w_{ki}$ is the weight of the $i$th sample in the $k$th training.

The first iteration is performed first, that is the value of $k$ is 1. According to the optional threshold, a threshold with the smallest classification error rate in the current trainer is selected, and the classification error rate at this time is calculated as

$$e_k = P(G_k(x_i) \neq y_i) = \sum_{i=1}^{m} w_{ki} I(G_k(x_i) \neq y_i),$$

(5)

where $e_k$ is the sum of weights of sample points with the wrong classification, and $G_k(x_i)$ is a base learner. If the actual value is different from the predicted value, the output is 1; if it is the same, the output is 0. All sample points are multiplied with the wrong classification by the sample weight and then accumulated.

The weight coefficient of the $k$th weak classifier $G_k(x)$ is:

$$\alpha_k = (1/2) \log 1 - e_k/e_k,$$

substituting $f(x)$ additive model,

$$f(x) = \sum_{k=1}^{K} \alpha_k G_k(x).$$

(6)

If the accuracy requirement is reached in the first iteration, the operation is stopped. If the requirement is not met, the weights are updated.

$$w_{k+1,i} = \frac{w_{ki}}{Z_k} \exp (-\alpha_k y_i G_k(x_i)),$$

(7)

where $Z_k$ is the normalization factor, and $\exp$ refers to the exponential function with base $e$.

$$Z_k = \sum_{i=1}^{m} w_{ki} \exp (-\alpha_k y_i G_k(x_i)).$$

(8)

The above steps are repeated to calculate the value of $f(x)$ by the $f(x)$ addition model, and finally the final learner $G(x)$ is obtained as

$$G(x) = \text{sign}[f(x)] = \text{sign}\left[ \sum_{k=1}^{K} \alpha_k G_k(x) \right],$$

(9)

where the sign function means to output 1 when $f(x)$ is greater than or equal to 0 and $-1$ when $f(x)$ is less than 0.

2.4. Bayesian Optimized Decision Tree. Decision tree is an inductive statistical model training method based on the original data set. The tree is used to frame decision planning by training a tree classification model based on data attributes to estimate the relationship between independent and dependent variables, which has the advantages of extensive sample data handling, comprehensibility, coupling multiple features, and avoiding the influence of correlation between features. However, in some cases, traditional decision tree algorithms like CART and C4.5 are prone to overfitting [29]. To address these problems, Bayesian optimization is proposed. Bayesian optimization has been proved to be able to quickly and efficiently determine the best-fitting algorithm and its optimal hyperparameters to achieve the global optimum for many multimodal functions [30]. The main problem situations for which Bayesian optimization is oriented are

$$X^* = \arg \max_{x \in S} f(x),$$

(10)

where $S$ is the candidate set of the variable $x$, that is the set of possible values of the parameter $x$. Assuming that the function is sampled from a Gaussian process, $x$ is first selected randomly from the set $S$. By using different hyperparameters for the learning algorithm experiments, the posterior distribution of values taken at any sample point is obtained for any sample point under the condition that the values taken at the previous $n$ sampling points are known.
The posterior distribution is used to infer a currently optimal \( X^* \) as the configuration parameter for the next training verification attempt, but the optimization can only be performed for a deterministic function, so the posterior distribution needs to be transformed into a deterministic function \( \alpha_{\text{EI}}(x) \) before optimization, which is the acquisition function.

\[
\alpha_{\text{EI}}(x) = E\left[\left( f(x) - f_{\text{max}} \right)^+ \right].
\]

The meaning of the acquisition function is the expectation of the excess of the value of point \( x \) under the posterior distribution with respect to the previously observed maximum value of the objective function. After defining this function, the automatic iterative calculation finds the point that makes the maximum value of the acquisition function \( \alpha_{\text{EI}}(x) \) in the above equation, which is the optimal point, that is,

\[
X^* = \arg\max_{x} \alpha_{\text{EI}}(x),
\]

where \( X^* \) is the eventual optimal machine learning model configuration. For the Bayesian optimized decision tree with ensemble classifiers, the ensemble method, the number of learners, the learning rate, the maximum number of splits, and the number of predictor variables to be collected are the main parameters of Bayesian optimization, which will affect the classification accuracy of the decision tree and require a reasonable setting of the search range.

2.5. Fault Diagnosis System Based on Decision Tree with Ensemble Method for AdaBoost and Bayesian Optimized Decision Tree with Ensemble Classifiers. After preprocessing the collected bearing data, four models were established for experiments, in order to further compare and verify the effectiveness of the method. The specific flow block diagram is shown in Figure 2.

The first group of experiments (later referred to as model-1): The preprocessed motor bearing data were directly inputted into the model about decision tree with ensemble method for AdaBoost, and the model parameters were trained to obtain the results, and the model was used for fault classification.

The second group of experiments (later referred to as model-2): The motor bearing data preprocessed with time domain, frequency domain, and distance features are inputted into the model about decision tree with ensemble method for AdaBoost, and the model parameters are trained to obtain the results, and the model is used for fault classification.

The third group of experiments (later referred to as model-3): The motor bearing data preprocessed by the data are inputted to the model about Bayesian optimized decision tree with ensemble classifiers for training and fault classification with this model.

The fourth group of experiments (later referred to as model-4): The motor bearing data preprocessed with the data are inputted into the model about Bayesian optimized decision tree with ensemble classifiers for training in time domain, frequency domain, and distance features, and the model is used for fault classification.

3. Results

3.1. Feature Extraction Results. After the extraction of time domain, frequency domain, and distance features, the feature parameter matrix is obtained. At this time, the feature parameter matrix contains four kinds of data of motor bearings, which are the feature parameters of normal bearings, rolling element fault bearings, inner race fault bearings, and outer race fault bearings. Among them, the data labeled as 0 are the data of the normal bearing, the data labeled as 1 are the rolling element fault bearing, the data labeled as 2 are the inner race fault bearing, and the data labeled as 3 are the outer race fault bearing.

Figure 3 shows the partial signal data distribution of the original data, and Figure 4 shows the partial signal data distribution after feature extraction. It can be observed that most of the signals are not very different before feature extraction, while some of the signals have obvious differences for classification after feature extraction, and there are still some signals with little difference after feature extraction, which are not easy to distinguish.

3.2. Decision Tree Diagnosis Results with Ensemble Method for AdaBoost in the Case that the Original Data Are Not Feature Extracted. The experimental data in this section are the original bearing data without feature extraction. The decision tree with ensemble method for AdaBoost is trained using these data, setting the maximum number of splits to 20, the number of learners to 30, and the learning rate to 0.1. The final diagnosis accuracy of the decision tree with ensemble method for AdaBoost is 86.1%, the total misclassification cost is 333, the prediction speed is 7900 obs/sec, and the training time is 103.61 seconds.

The ROC curve is plotted as shown in Figure 5. The confusion matrix of the final result is shown in Figure 6. The figure shows that the model has a certain degree of misjudgment for normal bearings, rolling element faults, inner race faults, and outer race faults, and the degree of confusion for rolling element faults is greater, with a large proportion of rolling element faults being misjudged as normal bearings. There are 16 normal bearings judged as rolling element fault. There were 154 rolling element faults judged as normal bearings, 3 rolling element faults judged as inner race faults, and 32 rolling element faults judged as outer race faults. There were 1 inner race fault judged as normal bearing, 3 inner race faults judged as rolling element faults, and 47 inner race faults judged as outer race faults. There were 9 outer race faults judged as normal bearings, 28 outer race faults judged as rolling element faults, and 40 outer race faults judged as inner race faults.
Figure 2: The flowchart of this article.

Figure 3: Distribution of partial signal data of the original data.
3.3 Decision Tree Diagnosis Results with Ensemble Method for AdaBoost after the Feature Extraction of the Original Data.

The experimental data in this section are the bearing data after feature extraction. The decision tree with ensemble method for AdaBoost is trained using these data, setting the maximum number of splits to 20, the number of learners to 200 and the number of samples to 2000.

![Distribution of partial signal data after feature extraction.](image1)

**Figure 4:** Distribution of partial signal data after feature extraction.

![ROC curve of model-1.](image2)

**Figure 5:** ROC curve of model-1.

![Confusion matrix of model-1.](image3)

**Figure 6:** Confusion matrix of model-1.
30, and the learning rate to 0.1. The final diagnosis accuracy of the decision tree with integrated AdaBoost is 25.0%, the total misclassification cost is 1800, the prediction speed is 35000 obs/sec, and the training time is 7.4335 seconds.

Figure 7 shows the scatterplot of model-2 before the experiment, and Figure 8 shows the scatterplot of model-2 after the experiment. The confusion matrix of the final results is shown in Figure 9. The figure shows that the accuracy of the model is very low, and the misjudgment rate for rolling element fault, inner ring fault, and outer ring fault is 100%. Rolling element fault, inner race fault, and outer race fault were all judged as normal bearings.

3.4. Bayesian Optimized Decision Tree Diagnosis Results with Ensemble Classifiers in the Case That the Original Data Are Not Feature Extracted. The experimental data in this section are the original bearing data without feature extraction. The Bayesian optimized decision tree with ensemble classifiers is
trained using these data, and the hyperparameter search range is set as shown in Table 2.

The final Bayesian optimized decision tree with ensemble classifiers had a diagnostic accuracy of 99.3%, a total misclassification cost of 18, a prediction speed of \( \sim 7100 \) obs/sec, and a training time of 898.04 seconds.

The minimum classification error iteration diagram is shown in Figure 10. As can be seen in Figure 10, the Bayesian optimized decision tree with ensemble classifiers converges quickly, stabilizes in the late iterations, and finds the optimal hyperparameters in the 28th iteration. The results of the optimized hyperparameters are shown in Table 3.

The confusion matrix of the final results is shown in Figure 11. The figure shows that the performance of the model is good and the misclassification rate is not high. There are 6 normal bearings judged as rolling element faults, 1 rolling element fault judged as normal bearing, 4 inner race faults judged as outer race faults, 4 outer race faults judged as rolling element faults, and 3 outer race faults judged as inner race faults.

### 3.5. Bayesian Optimized Decision Tree Diagnosis Results with Ensemble Classifiers after the Feature Extraction of the Original Data

The experimental data in this section are the bearing data after feature extraction. The Bayesian optimized decision tree with ensemble classifiers is trained using these data, and the hyperparameter search range is set as shown in Table 4.

The final Bayesian optimized decision tree with ensemble classifiers had a diagnostic accuracy of 99.9%, a total misclassification cost of 2, a prediction speed of 15000 obs/sec, and a training time of 138.4 seconds.

The minimum classification error iteration diagram is shown in Figure 12. Similar to model-3, the optimized hyperparameter results are shown in Table 5.

The confusion matrix of the final results is shown in Figure 13. The figure shows that the performance of the model is good and the misclassification rate is not high. There is 1 inner race fault judged as outer race fault and 1 outer race fault judged as inner race fault.

### 4. Discussion

In order to have a more intuitive understanding of the obtained experimental results, four experimental data are compared.

---

**Table 2: Model-3 hyperparametric search range.**

| Ensemble method       | Number of learners | Learning rate | Maximum number of splits | Number of predictor variables to be collected |
|-----------------------|--------------------|---------------|--------------------------|-----------------------------------------------|
| Bag, AdaBoost, RUSBoost | 10–500             | 0.001–1       | 0–2399                   | 1–200                                          |

**Table 3: Model-3 optimized hyperparameters.**

| Ensemble method | Number of learners | Maximum number of splits | Number of predictor variables to be captured |
|-----------------|--------------------|--------------------------|-----------------------------------------------|
| Bag             | 80                 | 583                      | 193                                           |

![Figure 10: Model-3 minimum classification error iteration diagram.](image)

![Figure 11: Confusion matrix of model-3.](image)
most models to improve the accuracy [31]. However, the decision tree with ensemble method for AdaBoost is not suitable for feature extraction first.

A comparison between the first set of experimental data and the third set of experimental data revealed that the accuracy was effectively improved from 86.1% to 99.3% with a smaller reduction in prediction speed after using the Bayesian optimized decision tree with ensemble classifiers. In the experimental results obtained from model-3, the ensemble method for the optimized hyperparameter

| Ensemble method | Number of learners | Learning rate | Maximum number of splits | Number of predictor variables to be collected |
|-----------------|-------------------|--------------|--------------------------|---------------------------------------------|
| Bag, AdaBoost, RUSBoost | 10–500 | 0.001–1 | 0–2399 | 1–25 |

**Table 4: Model-4 hyperparametric search range.**

![Model-4 (Optimizable Ensemble)](image1)

**Figure 12: Model-4 minimum classification error iteration diagram.**

**Table 5: Model-4 optimized hyperparameters.**

| Ensemble method | Number of learners | Maximum number of splits | Number of predictor variables to be captured |
|-----------------|--------------------|--------------------------|---------------------------------------------|
| Bag             | 46                 | 37                       | 5                                           |

**Figure 13: Confusion matrix of model-4.**

![Comparison of the accuracy of the models](image2)

**Figure 14: Comparison of the accuracy of the models.**

![Comparison of the prediction speed of the models](image3)

**Figure 15: Comparison of the prediction speed of the models.**

![Comparison of the accuracy of the models](image4)

**Figure 16: Comparison of the accuracy of the models.**

![Comparison of the prediction speed of the models](image5)

**Figure 17: Comparison of the prediction speed of the models.**
selection is the Bag algorithm. This shows that the Bayesian optimized decision tree with ensemble classifiers has a better performance compared to the decision tree with ensemble method for AdaBoost.

The comparison between the third set of experimental data and the fourth set of experimental data reveals that after feature extraction of the original data, there is a certain degree of reduction in the prediction speed and the accuracy rate increases from 99.3% to 99.9%. In the experimental results obtained from model-4, there was no misclassification of normal bearing and rolling element faults, one inner race fault was misclassified as an outer race fault, and one outer race fault was misclassified as an inner race fault. Therefore, for the Bayesian optimized decision tree with ensemble classifiers, feature extraction before the experiment can improve the accuracy of the model to some extent.

The comparison between the second set of experimental data and the fourth set of experimental data reveals that after using the Bayesian optimized decision tree with ensemble classifiers, the prediction speed is reduced to a greater extent, but the accuracy rate is effectively increased from 25.0% to 99.9%. In the experimental results obtained in model 4, the ensemble method for the optimized hyperparameter selection is the Bag algorithm. Therefore, for the bearing data for which feature extraction has been performed, the accuracy of the Bayesian optimized decision tree with ensemble classifiers is significantly better than that of the decision tree with ensemble method for AdaBoost.

The comparison of the accuracy and prediction speed of the four models can be visually expressed in Figures 14 and 15. In Figure 14, the horizontal axis indicates the classification of the model and the vertical axis indicates the accuracy of the model. The accuracy of both model-3 and model-4 reached over 99%, with model-4 having the highest accuracy and model-2 having the lowest accuracy. In Figure 15, the horizontal axis indicates the classification of the model and the vertical axis indicates the prediction speed of the model. Model-2 has the fastest prediction speed and model-4 has the slowest prediction speed.

5. Conclusions

Based on the experimental data from Case Western Reserve University, the performance of the AdaBoost algorithm and the Bayesian optimized decision tree with ensemble classifiers in motor bearing fault diagnosis is studied in depth in the time domain, frequency domain, and distance feature calculation methods. The ideal experimental results were obtained after the experiments. The experimental conclusions are as follows:

(1) It is stated in many literature works that feature extraction combined with many fault diagnosis methods can get better accuracy. For the decision tree with ensemble method for AdaBoost, the extraction of time domain, frequency domain, and distance features from the original data can have an obvious negative impact on the diagnosis results.

(2) The Bayesian optimized decision tree with ensemble classifiers can learn the correlation in the data more accurately than the decision tree with ensemble method for AdaBoost and construct the fitting conditions for accurate diagnosis.

(3) Regardless of whether feature extraction is performed, the experimental results of the Bayesian optimized decision tree with ensemble classifiers, the integration method for the optimal hyperparameter selection is Bag algorithm instead of AdaBoost algorithm and RUSBoost algorithm.

(4) The decision tree with ensemble method for AdaBoost on the original data predicts faster than the machine learning method and, at the same time, has a certain accuracy (86.1%).

(5) The Bayesian optimized decision tree with ensemble classifiers after feature extraction on the original data has the best performance and better accuracy than other combined methods.

In this article, we focus on the principles of the decision tree with ensemble method for AdaBoost and the Bayesian optimized decision tree with ensemble classifiers. Based on this theory, we derived the experimental results. The optimal method was the Bayesian optimized decision tree with ensemble classifiers, after feature extraction of the original data. The accuracy of this method is up to 99.9%. At the same time, unlike previous studies, we found that feature extraction does not improve the accuracy of diagnosis for the decision tree with ensemble method for AdaBoost and there is a precipitous decline.

Although we have made some achievements with this study, there are still some limitations. The data we used were too homogeneous and the characteristics of the collected data were limited. The quality of the data may affect the performance of the model in our experiments. In future work, more detailed data processing can be used to extract features that work better for the experiments. In addition, future research is not only applicable to bearing data, but also can be extended to other rotating machinery fault diagnosis, such as gearboxes, pumps, etc.

In the industrial Internet of Things, it is believed that the findings of this experiment can provide a certain degree of theoretical support for future research on fault diagnosis of motor equipment and rolling bearings and provide a reference value for the development of future research on motor bearing fault diagnosis.
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