Evolution of quantum field, particle content and classicality in the three stage universe
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We study the evolution of a quantum scalar field in a toy universe which has three stages of evolution, viz., (i) an early (inflationary) de Sitter phase (ii) radiation dominated phase and (iii) late-time (cosmological constant dominated) de Sitter phase. Using Schrödinger picture, the scalar field equations are solved separately for the three stages and matched at the transition points. The boundary conditions are chosen so that field modes in the early de Sitter evolves from Bunch-Davies vacuum state. We determine the (time-dependent) particle content of this quantum state for the entire evolution of the universe and describe the various features both numerically and analytically. We also describe the quantum to classical transition in terms of a classicality parameter which tracks the particle creation and its effect on phase space correlation of the quantum field.

I. INTRODUCTION

It is well known that quantum vacuum becomes unstable and gives rise to particle production when the external sources are sufficiently strong. Some familiar examples of this phenomena are the particle creation by electric fields (Schwinger effect) [1], by black holes [2] and in the expanding universe [3]. Studies on quantum field theory in curved spacetime [3]-[7] have provided more general examples of particle creation in different contexts.

When the external sources can be switched off asymptotically, leading to free field theory at very early and late times, one can define in and out vacua in the asymptotic regimes and study particle creation in a reasonably unambiguous manner. However, many interesting cases in the study of quantum field theory in curved spacetime do not allow us the luxury of asymptotic vacua. Cosmological particle creation is one such example. In this context, one can certainly calculate the time evolution of a given quantum state in Heisenberg or Schrödinger picture in an unambiguous manner. But interpreting the particle content of this quantum state at any given time is fraught with ambiguities. It is generally recognized that one cannot resolve these ambiguities by any unique procedure which is applicable in all contexts. The best one could do is to introduce different constructs which could probe different aspects of physics in the expanding background and develop an intuitive feel for the various phenomena.

Another question, closely related to particle content, is the notion of classicality. A quantum field in an external background might have features which possess nearly classical description in certain contexts. For example, it is believed that fluctuations of a scalar field, which were purely quantum mechanical in origin in the early stages of the inflationary phase, allow a description as purely classical stochastic fluctuation at the late stages. Much of the current paradigm in cosmology [8]-[10] pre-supposes such a notion of quantum to classical transition. Once again, it is not possible to quantify the degree of classicality of a field in a unique and all encompassing manner. The best we could do is to come up with measures of classicality and see how best they work in different contexts.

It would be useful, intuitively clear and somewhat economical if we could come up with constructs which simultaneously give a handle on the degree of classicality of the field and its particle content. In fact, such a criterion will sharpen our intuitive idea that well defined notion of particles will exist if and only if the degree of classicality is high, while the notion of particles will be drowned in the sea of quantum fluctuations when the degree of classicality is low. Such a procedure and a fairly comprehensive methodology was proposed sometime back in a series of papers [11][12]. This work exploits the fact that the quantum theory of a minimally coupled scalar field in a Friedmann spacetime can be reduced to the study of a time dependent harmonic oscillator.

The Schrödinger equation for the time dependent harmonic oscillator admits form-invariant Gaussian states as solutions (this is well-known in the literature, see for example [13]), which — in turn — allows us to define instantaneous particle content of the state. Particles are defined in terms of instantaneous eigenstates specified at each moment. This approach has proved to be quite successful in dealing with time dependent particle content in various cases, like for example — massless minimally
coupled scalar field in de Sitter and radiation dominated Friedmann spacetime [11]; complex scalar field in a constant electric field [12] and time dependent electric field [12] backgrounds. The quantum to classical transition is usually discussed in terms of Wigner function which links the wavefunction that appears in Schrödinger’s equation to a probability distribution in phase space. However, it was found [11] that the peaking of the Wigner function on the classical phase space trajectory is independent of particle content in several contexts and hence makes the definition of classicality in terms of Wigner function somewhat less useful. To counter this, an additional measure of phase space correlation (called the classicality parameter) was proposed in [11] which maintains our intuitive link between degree of classicality and particle content. When there is no particle creation this parameter is zero and in the presence of strong particle creation its modulus saturates at the maximum value of unity.

Motivated by these studies, we analyse in this paper the particle content and classicality of a quantum field, by considering the entire evolutionary history of our universe. Because the matter dominated phase in our universe has lasted only for about 4 decades of expansion, while the radiation dominated phase has lasted for nearly 24 decades of expansion, we approximate the evolutionary history of the universe as made up of just three stages — the early (inflationary) de Sitter phase, a radiation dominated phase and late-time de Sitter phase characterizing the current accelerated expansion of the universe. The time-dependent minimally coupled scalar field equations are solved, separately, in these three stages. The field solutions as well as the scale factors corresponding different regions are then matched at two transition points (i.e., de Sitter to radiation and radiation to de Sitter transitions). These allow us to discuss issues like time dependent particle content, emergence of classicality for comoving case in an integrated manner.

This paper is organized as follows. In Section II we provide a brief summary of the formalism developed in [11], mainly focusing the particle content and degree of classicality. Section III is devoted to the construction of the background spacetimes that we call our three stage Universe. Here we solve the time dependent scalar field equations and mode solutions are matched at transition points. The boundary condition is chosen in such a way that all modes evolve from Bunch-Davies vacuum state defined in the initial inflationary de Sitter phase. At any later time these modes evolves non-adiabatically and particle creation takes place in all three stages. Section IV includes a detailed numerical as well as analytical description of the particle content as a function of scale factor and the behavior of classicality parameter in various regimes. We present the conclusions in Section V.

II. SCHRÖDINGER DYNAMICS OF A QUANTUM FIELD

To set the stage, we will begin by summarizing the formalism developed in [11] to study quantum fields in an expanding universe and recall the key ideas related to definition of states, particle creation and classicality. We will not provide detailed motivation of these ideas here; the interested reader may find more details in [11]. It is well-known that the dynamics of free fields in the Friedmann background can be reduced to that of decoupled, time dependent, harmonic oscillators which can be quantized in Schrödinger picture. We consider a massless minimally coupled scalar field in the spatially flat Friedmann background

$$ds^2 = dt^2 - a^2(t)dx^2 \equiv a^2(\eta)(d\eta^2 - dx^2) \quad (1)$$

where the conformal time is defined by $\eta \equiv \int dt \ a^{-1}$. The action for the field is then given by

$$S[\Phi(\eta, x)] = \int d^4x \sqrt{-\hat{g}} \partial_\mu \Phi \partial^\mu \Phi = \frac{1}{2} \int d^3x \int d\eta \ a^2(\eta) \left( \partial^2_\eta \Phi - \partial^2_x \Phi \right) \quad (2)$$

Due to the translational invariance of the metric in Eq. (1), one can decompose the field into independent Fourier modes as

$$\Phi(\eta, x) = \int \frac{d^3k}{(2\pi)^3} \xi_k(\eta) e^{ik \cdot x} \quad (3)$$

Since $\Phi$ is real, this implies $\xi_k = \xi_{-k}^*$ for the complex $\xi_k$. This constraint essentially halves the degrees of freedom in $\xi_k$, so that in terms of a single real variable $\phi_k$, one can express the action in Eq. (2) as

$$S[\phi_k(\eta)] = \frac{1}{2} \int d^3k \int d\eta \ a^2(\eta) \left( \dot{\phi}_k^2 - k^2 \phi_k^2 \right) \quad (4)$$

where the dot implies the derivative with respect to $\eta$ and $k = |k|$. The field system thus gets reduced to a bunch of decoupled harmonic oscillators in the Fourier domain with time-dependent mass, $a^2(\eta)$ and frequencies, $k$. We can now now use the fact that this Schrödinger equation admits time-dependent, form-invariant, Gaussian states with vanishing mean given by:

$$\psi(\phi_k, \eta) = N \exp \left[ -\alpha_k(\eta) \phi_k^2 \right] = N \exp \left[ -\frac{a^2(\eta)k}{2} \frac{1 - z_k}{1 + z_k} \phi_k^2 \right] \quad (5)$$
The time evolution of the wave function is now given in terms of that of the functions \( \alpha_k(\eta) \) and \( z_k(\eta) \) which satisfy the equations:

\[
\dot{\alpha}_k = \frac{2\alpha_k^2}{a^2} - \frac{1}{2}a^2k
\]

and

\[
\dot{z}_k + 2ikz_k + \left( \frac{\dot{a}}{a} \right)(z_k^2 - 1) = 0
\]

Here we use the notation and terminology introduced in [11] in which \( z_k \), called the excitation parameter, measures the deviation of \( \alpha_k \) from the adiabatic value. (The functions \( \alpha_k \) and \( z_k \) depend only on the modulus of \( k \) and hence the subscripts are not in boldface.)

We thus need to solve for \( \alpha_k \) and \( z_k \) to infer the quantum evolution of the system and related quantities.

The non-linear first order equations can be related to the second-order linear differential equation by introducing another function \( \mu_k(\eta) \), defined through the relation

\[
\alpha_k = -(ia^2/2)(\mu_k/k)_k
\]

which satisfies:

\[
\ddot{\mu}_k + 2\left( \frac{\dot{a}}{a} \right) \dot{\mu}_k + k^2\mu_k = 0
\]

This is the same as the field equation for \( \phi_k \) resulting from varying the action in Eq. (4). As for the function \( z_k \), it is related to \( \mu_k \) by:

\[
z_k = \frac{k\mu_k + i\dot{\mu}_k}{k\mu_k - i\dot{\mu}_k}
\]

Thus it suffices to solve for \( \mu_k \) given the boundary conditions to determine the quantum evolution of the system.

Since \( \mu_k \) satisfies the second order linear differential equation, it will have two linearly independent solutions and thus we can write, in general, \( \mu_k(\eta) = A_k s_k(\eta) + B_k s_k^*(\eta) \). But \( z_k \) and \( \alpha_k \) depends only on the ratio \( \mu_k/\mu_k \) so that the overall normalization of \( \mu_k \) is irrelevant and the evolution only depends on the ration \( R_k = B_k/A_k \) for given initial conditions.

The initial conditions are set such that the state described by the wave function in Eq. (5) is a ground state with zero particle content at some time say \( \eta = \eta_i \) when \( a(\eta_i) = a_i \). (It is often convenient to use the scale factor itself as a time variable with the replacements \( d/d\eta \rightarrow \dot{a}/da \) etc.) Then, the initial condition of the wave function at \( a = a_i \) being the ground state wave function of an harmonic oscillator demands,

\[
\alpha_k(a_i) = \frac{a_i^2k}{2}
\]

or equivalently \( z_k(a_i) = 0 \), implying

\[
\left. \left( \frac{\dot{\alpha}_k}{\mu_k} \frac{d\mu_k}{da} \right) \right|_{a_i} = ik
\]

which in turn determines \( R_k \) thereby fixing the state. As the system evolves, we are interested in the two specific quantities: the particle content of the state at any time and the degree of classicality of the state. Both of these were discussed in detail in [11] and we will just summarize the motivation here and adopt the ideas: Our initial condition implies that the state begins as a ground state at \( a = a_i \) but at any later time will be different from the instantaneous ground state. To quantify the instantaneous particle content of this state it is then reasonable to compare it with the instantaneous eigenstates at every instant obtained by adiabatically evolving the the eigenstates at some initial epoch. Since \( \psi \) is an even function, the overlap is non-zero only with even eigenstates. One can calculate this overlap (for details the reader is referred to [11]) with the eigenstates to get time-dependent probability distribution of transitions and using it, the mean number of quanta in the state at any time can be computed. This particle content is given in terms of \( z_k \) as

\[
\langle n_k \rangle = \frac{|z_k|^2}{1 - |z_k|^2}
\]

Note that being time-dependent and related to transitions within the instantaneous eigenstates, we do not expect \( \langle n_k \rangle \) to be monotonic in general. The mean occupation number can go up and down and hence should not be taken to be the ‘particle’ content in the classical sense since it can be accompanied by fluctuating quantum noise when the system is far away from classicality.

The degree of classicality of the state brings us to the next quantity of interest, the classicality parameter \( C_k \), which is the measure of phase space correlations of the system. Classicality is usually quantified by the use of Wigner distributions and is inferred from the peaking of the distribution on the corresponding classical trajectory. However, it can be shown [11] that the naive reliance on Wigner function can lead to ambiguities. Hence a new correlation function, \( C_k \), was introduced in [11] as a more robust measure to quantify classicality and it is found to be in excellent agreement with our intuitive ideas in many cases. This quantity is given by

\[
C_k = \frac{J_k \sigma_k^2}{\sqrt{1 + (J_k \sigma_k^2)^2}}
\]

where \( J_k \) and \( \sigma_k \) are the parameters of Wigner function defined in the \( \phi_k - \pi_k \) phase space of the oscillator for
the Gaussian state in Eq. \[ \mathcal{W}(\phi_k, \pi_k, \eta) = \frac{1}{\pi} \exp \left[ -\frac{\phi_k^2}{\sigma_k^2} - \sigma_k^2 (\pi_k - \mathcal{J}_k \phi_k)^2 \right]. \] (14)

In terms of \( z_k \) we have,

\[ C_k = \frac{2 \text{Im}(z_k)}{1 - |z_k|^2}. \] (15)

The vanishing of \( C_k \) implies \( \mathcal{J}_k = 0 \) and Wigner distribution is then an uncorrelated product of gaussians in \( \phi_k \) and \( \pi_k \) which is the case for the ground state which itself is gaussian, set up as the initial condition. Otherwise the classicality parameter is confined to the interval \([-1, 1]\) when the Wigner function becomes correlated. The particle creation and classicality of a state are strongly associated with each other; as we shall see the notion of particles become well-defined when the degree of classicality is high and vice-versa. With the structure in place, we shall get on with our study of these aspects in the cosmological context.

III. THE THREE STAGE UNIVERSE

We consider a three stage universe consisting of an initial inflationary de Sitter phase characterized by the Hubble parameter, \( H_{\text{inf}} \) which evolves into a radiation dominated phase and ends up in a late-time de Sitter phase dominated by a cosmological constant \( \Lambda \). Equivalently the final phase can be characterized by the Hubble parameter, \( H_A \) with \( H_A^2 = \Lambda/3 \). (This model ignores the matter dominated phase for simplicity, which can be justified by the fact that — in our universe — the matter domination lasts only for about 4 decades while radiation domination lasted for about 24 decades.) The scale factor for such a three-stage universe can be taken to be:

\[
a(t) = \begin{cases} 
  e^{H_{\text{inf}} t} & t \leq t_r \\
  (2H_{\text{inf}} t_r)^{1/2} & t_r \leq t \leq t_A \\
  (H_{\text{inf}}/H_A)^{1/2} e^{H_A t} & t \geq t_A 
\end{cases} \] (16)

where \( t_r = (2H_{\text{inf}})^{-1} \) and \( t_A = (2H_A)^{-1} \) are the co-moving times at the two respective transitions and we ensured that the scale factor and its derivative are continuous at the transition points. Further, we shall take \( H_A = \epsilon H_{\text{inf}} = \epsilon H \) with \( \epsilon \ll 1 \), since for our real universe, \( \epsilon \sim 10^{-54} \). However, for visual clarity of figures, we will use sufficiently small values for \( \epsilon \) to discuss the effects and comment about the cosmological case later. We can re-express the scale factor in terms of the conformal time as

\[
a(\eta) = \begin{cases} 
  (\eta_r - \eta)H + e^{-\eta/2} & \eta \leq \eta_r \\
  (e/\epsilon)^{1/2} + H(e(\eta - \eta_A)) & \eta_r \leq \eta \leq \eta_A \\
  [(e/\epsilon)^{1/2} - eH(\eta - \eta_A)]^{-1} & \eta \geq \eta_A 
\end{cases} \] (17)

with \( (\eta_f - \eta_A) = (He^{1/2})^{-1}(e^{-1/2} - 1) \). But it is more convenient to use \( a \) itself as the time-variable since it gives a better conceptual understanding of the length scales involved. Note that \( a_r = a(t_r) = e^{1/2} \) and \( a_A = a(t_A) = (e/\epsilon)^{1/2} \) at the transition points with our choice of normalization. The comoving Hubble radius, in terms of the scale factor, is given by

\[
L(a) = \langle \dot{a} \rangle^{-1} = \begin{cases} 
  (Ha)^{-1} & a \leq e^{1/2} \\
  (a/He)^{-1} & e^{1/2} \leq a \leq (e/\epsilon)^{1/2} \\
  (aeH)^{-1} & a \geq (e/\epsilon)^{1/2} 
\end{cases} \] (18)

The above scheme is pictorially depicted in Fig. 1. In the logarithmic plot the lines have unit slope and are at 45 degrees. The comoving Hubble radius shrinks during the initial inflationary de Sitter (blue) phase till \( a_r = e^{1/2} \), when the radiation dominated phase starts and the comoving Hubble radius increases (red) until \( a_A = (e/\epsilon)^{1/2} \).
(which is decided solely by the value of $\epsilon$) the final de Sitter phase (green) sets in leading to the shrinkage again.

In such a universe, there exist two length scales, $L_{\text{max}} = 1/(H\epsilon^{1/2}e^{1/2})$ and $L_{\text{min}} = 1/(H\epsilon^{1/2})$ and a band in between which is special (see e.g. [14]). A wave mode characterized by the length scale larger than $L_{\text{max}}$, once exits the comoving Hubble radius in the initial de Sitter phase, will remain super-Hubble at all times. Similarly modes with wavelengths smaller than $L_{\text{min}}$ remains sub-Hubble till it exits the Hubble radius in the late-time de Sitter phase. Any wave mode characterized by the length scale, $L_{\text{int}}$ lying within the band encounters three transition points: it exits the Hubble radius at some $a_{\text{exi}}$ during initial de Sitter phase and goes super-Hubble, then enters the the Hubble radius at $a_{\text{en}}$ during the radiation dominated phase becoming sub-Hubble again and re-exits the Hubble radius in the final de Sitter phase at $a_{\text{exf}}$ becoming super-Hubble once again. While $L_{\text{min}}$ is independent of $\epsilon$, $L_{\text{max}}$ depends on it inversely which is expected, since $\epsilon$ determines the duration of the radiation dominated phase. This rich terrain, as we shall see, affects the particle creation aspects and classicality for a test scalar field in a non-trivial manner.

We shall now apply the formalism of Section [14] in the toy cosmological model described above. This requires working out the evolution of the wave function in the three stages which, in turn, requires computing $\mu_k(a)$, with a given initial condition in the first de Sitter phase and sewing it with the other two patches by demanding the continuity of the wave function and its derivative at the transition points (i.e., de Sitter $\rightarrow$ radiation $\rightarrow$ de Sitter transitions). We shall now turn to this task and describe the solution in the three stages.

A. The inflationary phase

With the scale factor specified for the case in Eq. (16) or Eq. (17), we can solve for $\mu_k(\eta)$ using Eq. (8) and by inverting the function $a(\eta)$ we have,

$$\mu_k^{(1)}(a) = s_k(a) + R_k s_k^*(a) \tag{19}$$

with

$$s_k(a) = \left(\frac{1}{a} - \frac{iH}{k}\right) \exp\left[\frac{ik}{H} \left(1 - \frac{1}{a}\right)\right]. \tag{20}$$

The constant $R_k$ is determined by imposing the initial condition as per Eq. (11) at an initial epoch $a_i$, which gives:

$$R_k(a_i) = \left(1 - \frac{2ik}{Ha_i}\right)^{-1} \exp\left[\frac{2ik}{H} \left(1 - \frac{1}{a_i}\right)\right] \tag{21}$$

different choices of $a_i$ will correspond to different initial conditions. We will choose the state to be a ground state in the asymptotic past that is, when $a_i \rightarrow 0$. This can be achieved by choosing $R_k = 0$ for all $k$. Thus we have

$$\mu_k^{(1)}(a) = \left(\frac{1}{a} - \frac{iH}{k}\right) \exp\left[\frac{ik}{H} - \frac{ik}{aH}\right] \tag{22}$$

This is the state evolved to an epoch $a$ from conventional Bunch-Davies vacuum [15] at the asymptotic past. At any finite time it is different from the instantaneous vacuum state and is a mixture of positive and negative frequency modes [16] with non-zero particle content.

B. Radiation dominated phase

For the radiation dominated phase, $\mu_k(a)$ is given by

$$\mu_k^{(2)}(a) = \frac{1}{a} \left(C_k e^{-i\kappa a/\epsilon H} + D_k e^{i\kappa a/\epsilon H}\right) \tag{23}$$

where $C_k$ and $D_k$ are determined by the matching conditions at $a = a_r = e^{1/2}$

$$\mu_k^{(1)}(a_r) = \mu_k^{(2)}(a_r); \quad \mu_k^{(1)'}(a_r) = \mu_k^{(2)'}(a_r) \tag{24}$$

where the prime denotes derivative with respect to $a$. This can be done analytically but the resulting expressions are not very illuminating.

C. The late-time de Sitter phase

The scale factor in the late-time de Sitter is related to the inflationary phase by the replacements $H \rightarrow \epsilon H$ and an overall scaling by $\epsilon^{-1/2}$. So we have

$$\mu_k^{(3)}(a) = E_k \bar{s}_k(a) + F_k \bar{s}_k^*(a) \tag{25}$$

with

$$\bar{s}_k(a) = \exp\left[\frac{ik}{\epsilon H} \left(1 - \frac{1}{a}\right)\right] \left(1 - \frac{ie\epsilon H}{k}\right). \tag{26}$$

Again, $E_k$ and $F_k$ are determined by matching at $a = a_\Lambda = (e/\epsilon)^{1/2}$:

$$\mu_k^{(2)}(a_\Lambda) = \mu_k^{(3)}(a_\Lambda); \quad \mu_k^{(2)'}(a_\Lambda) = \mu_k^{(3)'}(a_\Lambda). \tag{27}$$

With the help of Eq. (24) and Eq. (27) we now have $\mu_k(a)$ connected up for all the three stages. The next step is to compute the particle content and the classicality parameter in an integrated manner for the entire evolution history of the universe. This is done using Mathematica for algebraic manipulations and the results are presented in the next section.
IV. PARTICLE CONTENT AND CLASSICALITY

We now recall the method summarized in Section III to find the average particle number and classicality parameter given by Eq. (12) and Eq. (15) respectively. The exact analytical results for these quantities are simple in the inflationary phase, but gets algebraically unwieldy for the radiation phase and an impossibly complicated (having hundreds of terms!) in the final de Sitter phase. Hence we shall first present our results in Fig. 2 and Fig. 3 using results for a range of values of $\epsilon$ using algebraic manipulation software. Having described the exact results in this manner, we will provide approximate analytic expressions highlighting the behavior pattern in various limits in Section IV B.

A. The numerical results

As is evident from Eq. (17), the smaller values of $\epsilon$ correspond to longer lifetime of the radiation dominated phase. Here we first consider toy universes with $\epsilon = 0.01$ and $\epsilon = 0.0001$ to capture the whole picture which is numerically difficult to do with the cosmologically relevant value of $\epsilon$. Note that, the sub and super-Hubble regions, as shown in Fig. 1 also provide an estimate for $k/H$. Modes with $k/H < e^{1/2}$ are always super-Hubble once they exit the Hubble radius in the inflationary phase and modes with $k/H > e^{1/2}$ are always sub-Hubble until they exit the Hubble radius in the late-time de Sitter phase. Any other mode will exit, enter and re-exit the Hubble radius in different stages as shown in Fig. 1. For the set of expressions we come across here, it is possible to normalize the the wave vector $(k)$ with respect to $H$ so that one can set $H = 1$ for the numerical scheme. But it should be remembered that in this case $k$ really means $k/H$. We shall reinstate $H$ in the next subsection where we deal with analytical expressions.

The excitation parameter $z_k$ is calculated separately for three stages from Eq. (9). Since we have three different expressions for $\mu_k$, given by Eq. (22), Eq. (23) and Eq. (25) in different stages there exist three corresponding results for $z_k$ viz., $z_k^{(1)}$, $z_k^{(2)}$ and $z_k^{(3)}$ which by construction match at the transition points. Then it is straight forward to calculate $\langle n_k \rangle$ and $C_k$ separately for each stage and plot them collectively as in Fig. 2 and Fig. 3.

Fig. 2 depicts the case with $\epsilon = 0.01$. The excitation parameter starts from $z_k^{(1)} = 0$ (shown in blue) in the inflationary phase and it gradually shifts toward $z_k^{(3)} = 1$ (shown in green) in the late-time de Sitter. As we have already mentioned, the non-zero values of the excitation parameter ($z_k$) implies that the system has departed from its initial adiabatic vacuum state given by $z_k^{(1)} = 0$. The appearance of the radiation dominated phase in between makes $z_k^{(2)}$ (shown in red) to follow a circular trajectory for a while and — somewhat interestingly — even after this phase has ended, $z_k^{(3)}$ continues to exhibit the same behavior, before it changes its direction to reach unity. This behavior of $z_k$ is particularly interesting because for a single de Sitter case $z_k$ does not follow a circular path which is clearly a ‘residual memory’ of the radiation dominated phase. That is, despite the fact that the background spacetime has already made a transition from radiation to late-time de Sitter phase, the scalar field does not ‘know’ about this for a while until $z_k^{(3)}$ leaves the circular trajectory. This is a signature of non-adiabatic behavior that we mentioned above.

The above characteristics of $z_k$ have nontrivial consequences on $\langle n_k \rangle$ and $C_k$. It is known that $\langle n_k \rangle$ follows a power law (and hence appears as a straight line in logarithmic plot) for pure de Sitter phase as previously found in [11]. This is because the average number of particles that are being created in this phase increases monotonously with the expansion until it reaches a mode dependent maximum value at the point of transition. This holds for $a \leq e^{1/2}$ since the initial de Sitter phase (blue) has no prior information about the future transition. After the first transition, once the universe is in the radiation dominated phase (red), the behavior of $\langle n_k \rangle$ changes dramatically. This change basically depends upon the modulus of the wave vector $(k)$. For super-Hubble modes $(k < k_{min})$, the power-law behaviour of $\langle n_k \rangle$ is unaffected because these modes have exited the Hubble radius in the inflationary phase itself. The $\langle n_k \rangle$ of modes corresponding to $k > k_{min}$ starts oscillating once the universe changes to radiation dominated phase. This amplitude of the oscillation increases with $k$ and is most pronounced for sub-Hubble modes. One can directly relate this oscillatory behavior of $\langle n_k \rangle$ with the circular trajectories of $z_k$. Just as in the case of $z_k$, for $\langle n_k \rangle$ also, we see the effect of radiation dominated phase is ‘remembered’ in the late-time de Sitter phase (green); in fact, this effect persists for quite some time. Note that in a pure de Sitter universe $\langle n_k \rangle$ has no oscillations. Therefore appearance of oscillations in the late-time de Sitter phase is a residual effect of the radiation dominated era. However, for large $a$, after the relevant modes become super-Hubble, this oscillatory behavior in $\langle n_k \rangle$ settles down to power-law behaviour. One important observation that follows from Fig. 2 and Fig. 3 is that irrespective of the value of $\epsilon$ the oscillation in $\langle n_k \rangle$ approaches a saturation value toward the end of the radiation phase. In fact, in the absence of the late-time de Sitter phase, $\langle n_k \rangle$ remains
The classicality parameter $C_k$ starts from zero in the beginning of inflationary phase and depending upon $k$ and $\epsilon$ it shows different characteristics as depicted in Fig. 2 and Fig. 3. Any mode with $k = k_{\text{int}}$ which lies within the $[k_{\text{min}}, k_{\text{max}}]$ band, tends to a classical descrip-

to be fixed at this saturated value forever (as it happens for a pure radiation-dominated universe [11]). The latter phase makes $\langle n_k \rangle$ to shift from its saturated value it would have reached in the radiation dominated phase. However, as we pointed out before, because of the ‘memory’ it is not possible to instantaneously drive the system away from this saturation value. Some amount of time has to be spent in the late-time de Sitter phase for this to occur, which varies from mode to mode and turns out to be larger for sub-Hubble ($k > k_{\text{max}}$) regime.

Interestingly, this saturation in average particle number has a similarity with the particle creation in electric field that was encountered earlier in [11, 12]. In the presence of constant electric field, at late times, $\langle n_k \rangle$ becomes nearly constant [11]. For time dependent electric field there are two cases which were discussed in [12]: For smaller values of a dimensionless parameter $\sqrt{qEt}$ (where $q$ is the charge and $E$ is the electric field), the asymptotic mean particle number depends upon the duration for which the field ($E$) was nonzero, whereas, for considerably larger values of $\sqrt{qEt}$, the final particle content becomes independent of this duration. Similar results hold in our case. The asymptotic average particle number near the end of radiation phase fluctuates for smaller lifetime of the radiation phase (for example, with $\epsilon = 0.01$ in Fig. 2) and for relatively larger lifetime it becomes constant (like in Fig. 3 with $\epsilon = 0.0001$). We shall return to this discussion once again in the next subsection where we deal with analytical results.

FIG. 2: Evolution of the excitation parameter $z_k$, average particle number $\langle n_k \rangle$ and classicality parameter $C_k$ with the scale factor for $\epsilon = 0.01$. The color scheme is as follows: blue → early inflationary phase, red → radiation dominated phase, green → late-time de Sitter phase. The modulus of the wave vector $k$ is fixed in each plot. Modes which have $k < k_{\text{min}}$ are always super-Hubble and those with $k > k_{\text{max}}$ are always sub-Hubble until they finally exit the late-time de Sitter phase. Any other intermediate mode ($k_{\text{int}}$) exit the Hubble radius in early de Sitter phase at $a_{\text{ex}1}$ then enters in the radiation dominated phase at $a_{\text{en}}$ and finally re-enters the late-time de Sitter phase at $a_{\text{ex}2}$. Here $k_{\text{max}} = 1.64872$, $k_{\text{min}} = 0.164872$, $k_{\text{int}} = 1$ for $z_k$ and $C_k$ and $k_{\text{int}} = 0.5$ for $\langle n_k \rangle$ while $k = 10, 0.05$ for lower and uppermost plots respectively, outside the band.
tion near the end of the inflationary phase as $C_k \to -1$ but as the universe makes a transition to radiation phase, it starts oscillating. These oscillations last during the radiation phase as well as in the beginning of the late-time de Sitter phase. In the late-time de Sitter phase when a mode exits the Hubble radius at large $a$ one finds $C_k$ saturates at $-1$. This property of the mode establishes a connection between the classicality and its Hubble exit. After the Hubble exit, in the early and late-time de Sitter $C_k \to -1$ and modes behave classically (as expected). But in between, when the mode is sub-Hubble, it oscillates and remains away from classical description. To clearly understand this aspect we have plotted $C_k$ by considering two modes which are sub-Hubble (for the first two phases) and is super-Hubble (once it exits from the inflationary phase). The sub-Hubble mode does not reach $-1$ in the first two phases but once it exits the Hubble radius in the late-time de Sitter phase it reaches that value. On the other hand, the super-Hubble mode, once it exits from the initial de Sitter phase remains always super-Hubble and saturates with $C_k \to -1$. This relation of classicality and Hubble exit is, of course, known ([8]-[10]) in the context of primordial perturbations but our procedure provides a quantitative measure of degree of classicality.

To understand the oscillatory nature in the average particle number in Fig. 2 and Fig. 3 one should again refer to the behavior of classicality parameter. The fluctuations in $C_k$ imply that the system is in the quantum domain and the notion of average number of particles at a particular instant is not well defined in the ‘classical’ sense. At most one can ask, in loose sense, a time averaged value of $\langle n_k \rangle$ and interpret this as the number of particles produced during that time interval. The particle content is well-defined and has the intuitive behaviour of monotonic increase only when degree of classicality is high which is precisely what we would expect. While our formalism allows us to define $\langle n_k \rangle$ at any time, one cannot really think of them as ‘particles’ when its value is oscillatory. This is precisely what happens when degree of classicality is low (as is to be expected) and particle definition becomes ambiguous. As we stressed right at the beginning of the paper we do not want to over emphasize any given notion of particle in a strong field regime; in stead we want to correlate the behaviour of a well-defined parameter (measured by $\langle n_k \rangle$) with degree of classicality. This study confirms our intuitive expectations and adds strength to the interpretation of both our definition of particle content and degree of classicality.

Almost all physical features of Fig. 2 remain intact for $\epsilon = 0.0001$ as is evident from Fig. 3. The only difference arises in terms of number of rotations encountered in the plot of $z_k$. Since for this case the radiation phase has a comparatively longer lifetime the oscillations of $\langle n_k \rangle$ and $C_k$ persist for a longer duration. In fact, as we make $\epsilon$ smaller, this winding number increases substantially and becomes unmanageably high for cosmological value of $\epsilon \sim 10^{-54}$. We shall now look at this case analytically, taking suitable limits, in the next subsection.

**B. Analytic limits in different regimes**

As we have already mentioned, the analytical results become increasingly complex as we proceed with the evolution of the universe and thus require suitable approximations for the final late-time de Sitter phase. For the inflationary phase, the expressions for various quantities are simple, and are given by

$$z_k^{(1)} = \frac{aH}{aH + 2ik}$$

$$\langle n_k^{(1)} \rangle = \frac{a^2H^2}{4k^2}$$

$$C_k^{(1)} = -\frac{aH}{k\sqrt{\frac{a^2H^2}{k^2} + 1}}$$

These match with the results found earlier in [11]. For any value of $k/H$, in the logarithmic plot, $\langle n_k^{(1)} \rangle \propto a^2$ is a straight line as shown in Fig. 2 and Fig. 3 (blue lines). Also, as expected, none of the expressions above depend upon $\epsilon$. From the expression of the classicality parameter it is obvious that super-Hubble modes with $aH/k >> 1$ have $C_k^{(1)} \approx -1$ and behave classically. However, all other modes remain away from classical description. In this phase, we can also calculate the comoving energy density by multiplying Eq. (29) by $k$ (since $\omega_k = k$) and integrating over $d^3k$ as

$$E^{(1)}(a) = \frac{a^2H^2}{8\pi^2} \int_{k_a}^{k_b} kdk$$

$$= \frac{a^2H^2}{16\pi^2} (k_b^2 - k_a^2).$$

The above expression has a UV divergence which is usual in the case in quantum field theory and requires a cut-off. The origin and cure for divergences in de Sitter phase is still a matter of debate in the literature but for our purpose we shall just introduce a cut-off. We can choose $k_a = k_{min}$ and $k_b = k_{max}$ for the energy in the band $[k_{min}, k_{max}]$. For the cosmological case, this band is wide enough to be interesting with $k_{min} = H(\epsilon \epsilon)^{1/2}$ and $k_{max} = H\epsilon^{1/2}$. The background comoving energy
\(e = 0.0001\)

FIG. 3: Evolution of the excitation parameter \(z_k\), average particle number \(\langle n_k \rangle\) and classicality parameter \(C_k\) with the scale factor for \(\epsilon = 0.0001\). Color scheme and notations are same as Fig. 2 but in this case \(k_{max} = 1.6487\), \(k_{min} = 0.01648\) and \(k_{int} = 0.167\). Outside the band, \(k = 10.0\) (lower) and \(k = 0.001\) (upper). For \(z_k\) and \(C_k\) we have taken \(k_{int} = 1.0\).

Density is \(\mathcal{E}^H_{bg} = \frac{3H^2}{8\pi G}\). So the ratio of the energy densities at the end of inflation is,

\[
\frac{\mathcal{E}^{(1)}_{bg}}{\mathcal{E}^H_{bg}} = \frac{e^2 H^2 G}{6\pi} (1 - \epsilon) \sim L_p^2 H^2
\]

where \(L_p\) is the planck length and we have \(\epsilon << 1\). With \(E_p = 10^{19}\) GeV and \(E_{GUT} = 10^{15}\) GEV, this ratio is of order \(10^{-16}\) which shows that \(E_{inf} < E_B\). As a result the particle creation in the band we are studying does not substantially backreact on the background geometry.

In the radiation dominated phase, the exact analytical results for \(z_k^{(2)}\) and \(\langle n_k^{(2)} \rangle\) are a little cumbersome and are given by

\[
z_k^{(2)} = eH \left( e^{\frac{2iak}{\sqrt{eH}}} (eH + 2iak) - e^{\frac{2iak}{\sqrt{eH}}} (eH^2 + 2i\sqrt{eH}k - 2k^2) \right)
- e^{\frac{2iak}{\sqrt{eH}}} H^3 + e^{\frac{2iak}{\sqrt{eH}}} (eH^2 - 2iak) (eH^2 + 2\sqrt{eH}k - 2k^2)
\]

\[
\langle n_k^{(2)} \rangle = \frac{e^2 H^2}{8a^2 k^6} \left( e^2 H^4 + 2(a^2 H^2 k^2 + k^4) - (e^2 H^4 + 4a\sqrt{eH}^2 k^2 - 2eH^2 k^2) \cos \left[ \frac{2(a + \sqrt{\epsilon}) k}{eH} \right] \right)
- 2kH \left( (-a + \sqrt{\epsilon}) eH^2 + 2ak^2 \right) \sin \left[ \frac{2(a + \sqrt{\epsilon}) k}{eH} \right].
\]

Note that although the scale factor in a radiation dominated phase has an explicit \(\epsilon\) dependence in Eq. (17),...
both $z_k^{(2)}$ and $\langle n_k^{(2)} \rangle$ are not explicit functions of $\epsilon$. Let us now examine the behavior in the special cases which are of physical interest. For super-Hubble modes ($k < k_{\text{min}} = (\epsilon\epsilon)^{1/2}$), it turns out that

$$\langle n_k^{(2)} \rangle \approx \frac{a^2 H^2}{4k^2} + \mathcal{O}(k^2)$$

(35)

which exactly matches with $\langle n_k^{(1)} \rangle$ in Eq. (29). Not surprisingly, for these modes the log plot is a straight line with slope 2 as shown in Fig. 2 and Fig. 3. One can always change $\epsilon$ to compare with the cosmological case and in such a case $k_{\text{min}}$ is also shifted to a much lower value which is proportional to $\epsilon^{1/2}$. On the other hand for sub-Hubble modes ($k > k_{\text{max}}$) the argument of the Sine and Cosine terms in Eq. (34) get bigger and the oscillatory nature takes over from monotonic behaviour. Asymptotically, as the universe approaches the end of radiation phase (for $a \to \epsilon^{1/2}/\epsilon^{1/2}$), the $\langle n_k^{(2)} \rangle$ tends to a saturation value

$$\langle n_k^{(2)} \rangle_{\text{sat}} \approx \frac{\epsilon^2 H^4}{8\pi^2}$$

(36)

when we ignore the smaller oscillatory terms. This is approximately the average number of particles at the end of radiation phase and correspond to the saturated regime of the plots in Fig. 2 and Fig. 3. Again, it is straightforward to find the average energy density due to these particles by multiplying (36) by $k^3 dk/2\pi^2$ and integrating over all $k$ (from some $k_a$ to $k_b$) to give:

$$\mathcal{E}_{\text{sat}}^{(2)} = \frac{\epsilon^2 H^4}{8\pi^2} \ln \left( \frac{k_b}{k_a} \right)$$

(37)

The average energy density per logarithmic mode is a constant and is proportional to the fourth power of the inflationary Hubble parameter. We can again compare its value with the comoving background energy density at the end of radiation phase which is

$$\mathcal{E}_{\text{bg}}^{\text{rad}} = \frac{3H^2\epsilon^2}{8\pi L_p^2}$$

(38)

to get

$$\frac{\mathcal{E}^{(2)}_{\text{sat}}}{\mathcal{E}_{\text{bg}}^{\text{rad}}} = \frac{L_p^2 H^2}{3\pi} \ln(\epsilon^{-1/2}/) \sim L_p^2 H^2$$

(39)

which essentially remains almost the same as in Eq. (32) since there is not much particle creation during the radiation phase due to saturation. The backreaction due to the modes in the band we are studying is not a concern for the evolution of background geometry.

For the late-time de Sitter phase, we have given the exact expression for $z_k^{(3)}$ in the Appendix A. (The exact analytic expression for $\langle n_k^{(3)} \rangle$ is too cumbersome to offer any insight and hence is not included.) Let us consider this expression in the appropriate limits. First, note that due to matching conditions $\langle n_k^{(3)} \rangle$ is equal to the value of $\langle n_k^{(2)} \rangle$ as given in Eq. (36) at the beginning of this phase for all $k$. Further, for any $k$, at late-times $\langle n_k^{(3)} \rangle$ varies as $a^2$ leading to straight lines of slope 2 in log-log plots. Again, for all super-Hubble modes with $k < k_{\text{min}} = (\epsilon\epsilon)^{1/2}$ in the small $k$ limit, this behavior continues with

$$z_k^{(3)} \approx 1 - \frac{2k^2}{a^2 H^2} - \frac{2ik}{aH\epsilon}$$

(40)

which then gives

$$\langle n_k^{(3)} \rangle \approx \frac{a^2 H^2}{4k^2}$$

(41)

with the functional form of $\langle n_k^{(3)} \rangle$ matching $\langle n_k^{(1)} \rangle$ given in Eq. (29). These features are remain valid for the realistic cosmological value of $\epsilon$, for which the numerical value of $k_{\text{min}} \sim \epsilon^{1/2} \sim 10^{-27}$ is extremely small.

The situation is more complicated for the field modes with $k > k_{\text{min}}$. Some of these modes fall in the intermediate band $k_{\text{min}} < k < k_{\text{max}}$ and others remain sub-Hubble until they exit late-time de Sitter. To quantify the modes in the intermediate band is difficult analytically, but we can study the other limit of $k > k_{\text{max}}$. For these modes, with small $\epsilon$ and large $a$ (since $a > (\epsilon\epsilon)^{1/2}$) for the third region, the dominant terms of $\langle n_k^{(3)} \rangle$ are given by

$$\langle n_k^{(3)} \rangle \approx \frac{\epsilon^2 H^4}{4k^4} - \frac{2H^2 \epsilon^{3/2} a\epsilon}{4k^4} + \frac{H^2 (\epsilon^2 H^4 - \epsilon^2 H^2 k^2 + k^4)}{4k^6}$$

(42)

This expression summarizes the behavior of particle content the third region when the oscillations are averaged out in and is shown in Fig. 4. The zeroth order term is the saturation value of $\langle n_k^{(2)} \rangle$ which $\langle n_k^{(3)} \rangle$ picks up for relatively small $a$. Later on, when when $aH\epsilon/k > 1$, the $a^2$ behaviour becomes the dominant feature; the behaviour shown in Fig. 2 and Fig. 3 corroborates this, i.e., when $a > k/H\epsilon$, the oscillations die down and monotonic behaviour arises.

Finally, we plot the energy density of the field in the $[k_{\text{min}}, k_{\text{max}}]$ band given by

$$\mathcal{E} = \frac{1}{2\pi^2} \int_{k_{\text{min}}}^{k_{\text{max}}} \langle n_k \rangle k^3 dk$$

(43)
C. Implications for generation of perturbations from inflation

Finally we want to comment briefly on the connection between this work and the generation of perturbations in the inflationary scenario. In the standard approach to this problem, one computes the quantum fluctuations of the field at the time when the mode exits the Hubble radius in the initial de Sitter phase. This is usually done in the form of the two-point function $\langle 0 | \phi(x) \phi(y) | 0 \rangle$. The Fourier transform of this C-number is then identified with the stochastic fluctuations of a classical random field at the time of re-entry of the mode to the Hubble radius (see e.g., p 637 of [18]). The usual justification for this procedure is based on two factors: (a) The modes behave classically once they are well outside the Hubble radius. (b) It is assumed that once they become classical they stay classical and hence can be described by standard perturbation theory after they re-enter the Hubble radius.

Though this scenario is by now widely accepted (and the results of such a computation agrees well with observations), it must be noted that the quantum to classical transition of the density perturbations is still not completely well understood from a conceptual point of view. We believe the approach introduced this paper will throw more light on this issue. The key point is that we now have an intuitively clear, quantitative, measure for the classicality of the fluctuations and we need not deal with a ‘two-level’ description of the fluctuations being either fully classical or fully quantum mechanical. We will confine ourselves to brief comments here and hope to address this issue more comprehensively in a separate work.

Our discussion of the field modes does confirm the standard assumption (a) above, viz. that modes become classical when they leave the Hubble radius. What is more is that we can quantify the degree of classicality as the universe evolves. But our analysis also shows that, when the mode re-enters the Hubble radius the the degree of classicality does not stay constant but rapidly oscillates. This fact can have important implications for structure formation scenarios which are based on assumption (b) above, viz. that once the fluctuations are classical, they remain classical. But we must stress that, in the work reported here, we have treated the quantum field as purely a test field and did not incorporate the back reaction due to perturbations in the geometry. In the correct approach we need to take into account both the metric fluctuations (in particular the scalar mode representing the Newtonian potential in a particular gauge) and the field fluctuations as a coupled system (see e.g., p. 636 of [18]). It seems natural to treat the scalar mode perturbations of geometry as classical, in which case, we have the standard scenario of a quantum system interacting with a classi-
cal one and we need to consider issues like decoherence (which is often invoked to explain the classicality of perturbations though this may not be completely satisfactory). Further, we also note that the classicality parameter oscillates rapidly when the modes have re-entered the Hubble radius which is a different behaviour compared to the one exhibited when they were originally sub-Hubble radius in the inflationary phase. (This is clearly seen in the behaviour of $z_k$ in all the figures). This difference tells us that the two situations are not identical and our interpretation needs to take this difference into account. So the question cannot be answered only based on the results of the work described here and we hope to extend it, taking into consideration the back reaction of geometry both in the quantum and classical regimes as well as the oscillations of the classicality parameter.

Similar comments apply to the study of the tensor components of the metric perturbations because they obey essentially the same type of wave equation as a scalar field in the cosmological context. Once again the conventional wisdom is that: (a) The gravity wave modes are quantum mechanical until they leave the Hubble radius in the inflationary phase but become classical when they are outside the Hubble radius. (b) Once they become classical they remain classical as a stochastic gravity wave background today. The result in (a) can again be justified by an analysis similar to ours because the mathematics is essentially the same. But in tackling the issue of (b) it seems difficult to invoke effects due to back reaction [unlike in the case of scalar field modes] and it may be the oscillations of the classicality parameter which contains the relevant information. We hope to study these issues in detail in a future work.

V. DISCUSSION AND CONCLUSION

We have provided a detailed analysis of instantaneous particle creation and quantum to classical transition for minimally coupled scalar field modes in the background of Friedman universe. We considered three main stages of expansion where the radiation dominated phase is sandwiched between the early (inflationary) and late-time ($\Lambda$ dominated) de Sitter phase. Making the scale factor continuous and differentiable at the time of transition fixes the transition points in terms of Hubble parameters at two regimes. Following the general framework of [11] the field equations were solved in different regimes in Schrödinger picture. Boundary conditions were chosen to set the vacuum in a Bunch-Davies state in the asymptotic past of early de Sitter. The time evolution of these vacuum states is non-adiabatic and leads to particle creation.

The time dependent average particle number and classicality parameter for a given mode were expressed as a function of the scale factor. In the early de Sitter phase particle creation is uniform and $\langle n_k \rangle$ increases as $a^2$ for all modes. Super-Hubble modes ($k < k_{\text{min}}$), once they exit the Hubble radius, are not affected by the expansion and $\langle n_k \rangle$ behaves the same for all $a$. In the radiation phase $\langle n_k \rangle$ oscillates for intermediate modes ($k_{\text{min}} < k < k_{\text{max}}$ which exit the Hubble radius in the inflationary phase and enter in the radiation phase) as well as for the sub-Hubble ($k > k_{\text{max}}$) modes. Interestingly, even after the universe transits into the late-time de Sitter phase, oscillations persist as a residual memory of radiation dominated phase. For large $a$, once these modes become super-Hubble, $\langle n_k \rangle$ again shows power-law behavior. It was observed that $\langle n_k \rangle$ reaches a saturated value towards the end of radiation phase in such a way that the average energy of the created particles per logarithmic mode becomes constant. Interestingly, this property of saturation was found to be similar to the case of particle creation by time dependent electric fields in certain circumstances [12].

The classicality parameter ($C_k$) starts from zero (for vacuum state) in the early inflationary phase and with the expansion its magnitude approaches to unity within the same phase. Once it becomes radiation dominated, $C_k$ fluctuates rapidly between -1 and +1. This has a counterpart in the oscillatory behavior of $\langle n_k \rangle$. The general picture that emerges from our study suggests that modes behaves classically when they are super-Hubble and for them the magnitude of $C_k$ approaches to unity. This is also the regime in which the system is highly non-adiabatic and particle production is strongest. These features in $C_k$ closely track the emergence of classicality at late times.
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Appendix A: Exact expression for $z_k^{(3)}(a)$

The exact expression for $z_k^{(3)}(a)$ is given by

$$ z_k^{(3)}(a) = \frac{N}{D} $$

where the numerator and denominator are respectively,
\[ N = H \left( -e^{2k(\sqrt{3}+\sqrt{\frac{1}{3}})}k + \frac{\sqrt{a}}{a + \sqrt{\frac{1}{3}}} + \frac{3}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}}} \right) \\
+ a e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}}} \right) \\
- i a e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}}} \right) \\
- 2 a e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}}} \right) \\
+ e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}}} \right) \\
+ 4 e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}} + e^{2k(\sqrt{\frac{1}{3}}+\frac{1}{3})k + \frac{1}{a + \sqrt{\frac{1}{3}}} + \frac{1}{2} H^4(aH \epsilon - 2ik)e^{\sqrt{\frac{1}{3}}}} \right) \\
\right) \right) \\
A(2) \]
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