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In structural optimization design, obtaining the optimal solution of the objective function is the key to optimal design, and one-dimensional search is one of the important methods for function optimization. The Golden Section method is the main method of one-dimensional search, which has better convergence and stability. Based on the solution of the Golden Section method, this paper proposes an efficient one-dimensional search algorithm, which has the advantages of fast convergence and good stability. An objective function calculation formula is introduced to compare and analyse this method with the Golden Section method, Newton method, and Fibonacci method. It is concluded that when the accuracy is set to 0.1, the new algorithm needs 3 iterations to obtain the target value. The Golden Section method takes 11 iterations, and the Fibonacci method requires 11 iterations. The Newton method cannot obtain the target value. When the accuracy is set to 0.01, the number of iterations of the new method is still the least. The optimized design of the T-section beam is introduced for engineering application research. When the accuracy is set to 0.1, the new method needs 3 iterations to obtain the target value and the Golden Section method requires 18 iterations. When the accuracy is set to 0.01, the new method requires 4 iterations and the Golden Section method requires 18 iterations. The new method has significant advantages in the one-dimensional search optimization problem.

1. Introduction

Optimization problems often appear in the fields of engineering and scientific research. Many scholars have developed different optimization methods. This is because traditional optimization methods have some inherent shortcomings, such as local optimal stagnation and search space expansion [1]. In order to solve the practical problems encountered in engineering design and life, many scholars have improved the existing methods. Abbasi et al. [2] designed an improved Harris hawks (HHO) optimization algorithm to optimize the design of tapered roller bearings (TRB). Too Jingwei used HHO optimization algorithms MEHHO1 and MEHHO2 for optimal feature selection and solved the problem of feature selection in the classification of EMG signals [3]. Salvia algae group algorithm (SSA) is a bionic optimization algorithm established in 2017 based on the chain search behaviour of Salvia foraging. Nautiyal et al. [4] proposed an improved SSA algorithm based on Gaussian, Cauchy, and Levy flight, which overcomes the tendency of slow convergence and falling into suboptimal solutions and improves the global search ability. Guo et al. [5] proposed a coastal ship route planning model based on the optimized deep Q network (DQN) algorithm to realize the route planning of ships during navigation. Compared with the experiment of the traditional algorithm, it has better stability and convergence, reducing the calculation time. Deng et al. designed an improved quantum evolution algorithm (QEA) based on niche coevolution strategy and enhanced particle swarm optimization (PSO), namely, IPOQEA, to solve the problem of airport gate allocation. A method of boarding gate allocation based on IPOQEA is proposed, and the effectiveness of the proposed method is verified by the actual operation data of Baiyun Airport [6]. In
addition, Jin et al. used mathematical models to optimize the design of financial market models and circuit control systems [7–10]. Seeking the lowest cost design under the premise of meeting and application is to optimize the design. The design principle is the optimal design, the design method is the computer, and the design method is the optimal mathematical method [11]. Structural optimization has been adopted in many structural engineering practices, such as quilted structures, frame structures, bridges, hydraulic structures, and other optimization designs that have received good results. Many scholars have conducted a lot of research on the structural design of reinforced concrete beams. Liu [12] used the method of structural optimization to determine the section height of reinforced concrete beams and changed the traditional iterative calculation method of determining the beam height, so that the beam height was optimized to simplify the design and reduce the project cost. Lao [13] considered the load-bearing capacity requirements and reinforcement structure of the reinforced concrete beam section to optimize the design of the beam section and discussed the application of the 0.618 method in the optimization design. Yu and Li [14] used the improved constrained nonlinear mixed discrete variable optimization design method (MDOD) to optimize the design of reinforced concrete single-reinforced beams, taking the cost of beam unit length as the objective function and the strength of positive and oblique sections and the structural requirements of single-reinforced beams as the constraint conditions.

One-dimensional search, also known as linear search, refers to the optimization of a single-variable function and is one of the basic methods for solving unconstrained nonlinear programming problems. One-dimensional search can be used independently to solve single-variable optimization problems, and at the same time, it is a common method to solve multivariable optimization problems. Although one-dimensional search itself can be used to solve many one-dimensional optimization problems in science and practice, it is more used as a means of accelerating algorithm convergence and is used in conjunction with multidimensional optimization methods such as those suitable for solving large-scale unconstrained optimization. The conjugate gradient method of the problem is combined with various quasi-Newton methods to solve numerous multidimensional optimization problems. As one of the one-dimensional search methods, the Golden Section method has high accuracy and does not require high requirements for the differentiability and convergence of the function. The Golden Section method has a wide range of applicability. Zhang [15] built a high-precision correlated colour temperature calculation method based on a small-scale lookup table based on the Golden Section method, and the results showed that the algorithm has excellent performance. Kheldoun et al. [16] proposed a new method for tracking the maximum power point of photovoltaic systems based on the Golden Section method optimization technology, which ensures that the photovoltaic system can quickly converge to the maximum power point, thereby reducing energy waste. Zoubiri et al. [17] used the Golden Section method to optimize the chemical pretreatment of agroindustrial waste used to extract sugar, and the results showed that the Golden Section algorithm is a useful step to ensure the extraction of total sugar. Gao et al. [18] studied the free vibration characteristics of sandwich piezoelectric beams under elastic boundary conditions and thermal environments and introduced a search algorithm based on the Golden Section method search to calculate the required frequency parameters. Finally, the correctness and universality of the algorithm were verified by simulation software. Shi et al. [19] applied the Golden Section one-dimensional search method to unconstrained multivariate optimization problem solving, compared it with Newton’s method and damped Newton’s method, and proved that the Golden Section algorithm is effective and practical. Liu et al. [20] used the “0.618 method,” the Fibonacci method, and the parabola method to search for the extreme points of the pendulum compound pendulum period. Through experiments, it is found that the “0.618 method” used 15 times to measure and the Fibonacci method used 17 times to measure. The Fibonacci method has higher search accuracy than the “Golden Section method,” but it does not have an advantage of search speed in comparison. However, some scholars believe that the Golden Section method had shortcomings. Qian [21] pointed out that using the Golden Section method to optimize can only be a unimodal function in the interval and the scope of application is more limited. Zhang and Chen [22] believe that the Golden Section method is represented by the division method. Although this type of method has global convergence, it does not use the properties of the function. For some functions with better analytical properties, the convergence speed of this method is too slow. Zhang et al. [23] proposed an improved one-dimensional search index optimization algorithm. The example verification results show that the index optimization method is faster than the Golden Section method. At the same time, the interval accuracy of the optimal solution is more accurate, and when the solution intervals are similar, the convergence speed is still faster than that of the Golden Section method. Since the Golden Section method shortens the length of the search interval by 61.8% each time, Liu et al. [24] believe that, from the programming perspective, the Golden Section method only needs to insert one point at a time, but the interval shortening rate is fixed at 61.8%. Therefore, a midpoint method was proposed to increase the shortening rate to 51%. This paper proposes a new one-dimensional search algorithm based on the iterative algorithm of the Golden Section method (Algorithm 1).

2. Background Information

The Golden Section method is one of the main methods for accurate one-dimensional search. By taking test points and comparing function values, the search interval containing the minimum points is continuously shortened. When the interval length is shortened to a certain extent, the points on the interval all are close to the minimum, so each point on the interval can be regarded as an approximation of the minimum point.
Given the initial search interval \([a_k, b_k]\) and accuracy requirements \(\varepsilon > 0\)

1. Let \(\mu_k = a_k + 0.618(b_k - a_k)\) and \(\eta_k = \psi(\mu_k)\).
2. Let \(\lambda_k = a_k + 0.382(b_k - a_k)\) and \(\xi_k = \psi(\lambda_k)\).
3. If \(|b_k - a_k| \leq \varepsilon\), then let \(x^* = (a_k + b_k)/2\), otherwise transfer to step 4.
4. If \(\psi(\lambda_k) < \psi(\mu_k)\), then let \(b_k = \mu_k, \lambda_k = \lambda_k\) and \(\eta_k = \psi(\mu_k)\), go to step 2.
   If \(\psi(\lambda_k) = \psi(\mu_k)\), then let \(a_k = \lambda_k, \lambda_k = \mu_k\) and \(\xi_k = \psi(\mu_k)\), go to step 3.
5. Let \(\mu_k = a_k + 0.618(b_k - a_k)\), \([a_k, b_k]\), go to step 3.

\[\xi_k = m_k + 0.382(m_k - m_j),\] (2)
\[\eta_k = m_k + 0.618(m_k - m_j).\] (3)

Calculate the values of functions \(f(\xi_k)\) and \(f(\eta_k)\).

If \(f(\xi_k) > f(\eta_k)\), then
\[a_{k+1} = \xi_k,\]
\[b_{k+1} = m_k,\]
\[\xi_{k+1} = \eta_k,\]
\[\eta_{k+1} = a_{k+1} + 0.618(b_{k+1} - a_{k+1}).\] (4)

Calculate the values of functions \(f(\xi_{k+1})\) and \(f(\eta_{k+1})\).
Get a new search interval, and \(x^*\) still falls within the new interval \([a_{k+1}, b_{k+1}]\).

If \(f(\xi_k) < f(\eta_k)\), then
\[a_{k+1} = m_k,\]
\[b_{k+1} = \eta_k,\]
\[\xi_{k+1} = \xi_k,\]
\[\eta_{k+1} = a_{k+1} + 0.382(b_{k+1} - a_{k+1}).\] (5)

3. New One-Dimensional Search Algorithm

Based on the Golden Section iterative algorithm, this paper proposes a new one-dimensional search algorithm. The principle is as follows.

Suppose \(f(x)\) is a continuous unimodal function in the interval of \([a_k, b_k]\) and \(x^*\) is the abscissa of minimum point. If the abscissa of the endpoint of the interval with the smaller function value is \(a_k\), name the endpoint \(a_k\) and draw a line parallel to the \(x\)-axis through point \(a_k\) of \(f(x)\); this parallel line has an intersection with the function curve on the other side of the point \(x^*\). Set the abscissa of this intersection as \(m_k\), and call this point \(m_k\). Then, draw the intersection function curve of the midperpendicular line connecting point \(a_k\) and point \(m_k\) at one point, set the abscissa of this intersection point as \(m_{k+1}\), and call this point \(m_{k+1}\). Repeat the above operation, and draw a line parallel to the \(x\)-axis through point \(m_{k+2}\) of \(f(x)\); this parallel line has an intersection with the function curve on the other side of the point \(x^*\). Set the abscissa of this intersection as \(m_{k+1}\), and call this point \(m_{k+1}\). It can be seen that the abscissa of \(x^*\) still falls in the interval \([m_{k-1}, m_k]\), as shown in Figure 1. Compare the absolute value of \(|m_{k-1} - m_k|\) with the precision requirement \(\delta\). If \(|m_{k-1} - m_k| \leq \delta\), output \((m_{k-1} + m_k)/2\) as the abscissa of the minimum point \(x^*\). Otherwise, judge the value of \(m_{k-2}\) and \(m_{k-1}\).

When \(m_{k-2} < m_{k-1}\), select the iterative insertion points \(\xi_k\) and \(\eta_k\) and let
Figure 2 shows that the calculated value of the Golden Section method iteration process fluctuates around the exact value in the early stage. As the iterative process proceeds, the calculated value finally converges to the minimum value and basically coincides with the exact value, while the iterative process is generally stable. However, the number of iterations is the largest and the convergence speed is the slowest among the new algorithm, Fibonacci method, and Newton method. Besides, Golden Section method’s relative error decreases less significantly as the accuracy requirements increase. The Fibonacci method also has large fluctuations in the early iteration process. After nine iterations, the calculation results converge to a minimum value and the iterative calculation process is stable. In addition, the number of iterations of the Fibonacci method is roughly equivalent to the Golden Section method, but the initial convergence speed is slower than the Golden Section method. The relative error did not change significantly with the increase in accuracy requirements, but it is still better than the Golden Section method. When the position of the initial point of Newton method is far from the minimum point in the interval, its convergence rate may be slow, even not converge, or may converge to a nonlocal minimum point. When

The fourth step:
When \( f(\xi_k) > f(\eta_k) \), let the iterative insertion point’s abscissa be equal to equation (3). Calculate the values of functions \( f(\xi_k+1) \) and \( f(\eta_{k+1}) \). Otherwise, when \( f(\xi_k) \leq f(\eta_k) \), let the iterative insertion point’s abscissa be equal to equation (4). Calculate the values of functions \( f(\xi_{k+1}) \) and \( f(\eta_{k+1}) \). Let \( k = k + 1 \), go to the second step.

The fifth step:
When \( f(a_k) > f(b_k) \), let the abscissas of point \( m, m_2 \), and \( m_3 \) be

\[
m = a_k - \frac{2f'(a_k)}{f''(a_k)},
\]

\[
m_2 = a_k - \frac{f'(a_k)}{f''(a_k)}
\]

(5)

\[
m_3 = m_2 - \frac{2f'(m_2)}{f''(m_2)}
\]

Judging:
When the distance between \( m_2 \) and \( m_3 \) is less than the accuracy \( |m_3 - m_2| \leq \delta \), then output \( x^* = (m_2 + m_3)/2 \).

When \( m_3 > m_2 \), let the abscissa of the iterative insertion point be as equation (2); otherwise (when \( m_3 < m_2 \)), exchange the values of \( m_3 \) and \( m_2 \) and let the iterative insertion point’s abscissa be equal to equation (2).

Calculate the values of functions \( f(\xi_k) \) and \( f(\eta_k) \), go to the fourth step.

The fourth step:
When \( f(\xi_k) > f(\eta_k) \), let the iterative insertion point’s abscissa be equal to equation (3).

Calculate the values of functions \( f(\xi_{k+1}) \) and \( f(\eta_{k+1}) \). Otherwise, when \( f(\xi_k) \leq f(\eta_k) \), let the iterative insertion point’s abscissa be equal to equation (4).

Calculate the values of functions \( f(\xi_{k+1}) \) and \( f(\eta_{k+1}) \). Let \( k = k + 1 \), go to the second step.

4. Verification Analysis

For testing the calculation effect of the new one-dimensional search algorithm, a calculation example \( f(x) = x^4 - 11x^2 + 4x + 60 \) is used to compare the calculation accuracy and iterative speed. Common one-dimensional search methods include Fibonacci method and Newton method. Using the new one-dimensional search method and other three kinds of methods to search the minimum points of the function, the calculation results of various methods are shown in Table 1.

Figure 1: Schematic diagram of the new one-dimensional search algorithm.
Table 1: Comparison of the new algorithm with the Golden Section method, Fibonacci method, and Newton method.

| Precision | First try interval | Number of iterations | Output result | Relative error |
|-----------|--------------------|----------------------|---------------|---------------|
|           | 0.1                | [1, 10]              |               |               |
| New search algorithm | 3 | 7.144895841400396 | 0.000262076 |
| Fibonacci method | 11 | 7.14164624183007 | 0.000716771 |
| Golden Section method | 11 | 7.145507046801479 | 0.000176554 |
| Newton method | 3 | 0.186563842345446 | 0.973895358 |
|           | 0.01               | [4, 10]              |               |               |
| New search algorithm | 6 | 7.146757361917681 | 0.000001606 |
| Fibonacci method | 14 | 7.14893407443889 | 0.000302967 |
| Golden Section method | 15 | 7.147822394074800 | 0.000147417 |
| Newton method | 7 | 7.146768836448334 | 2.02637E-11 |

*True value is 7146768836303518 (15 decimal places are reserved).

Figure 2: Continued.
the initial point in the interval is 1, the calculated result is far from the true value and the stability is poor. However, when the interval is selected properly, its convergence is good and the stability is highly accurate at 0.01. After four iterations, the calculated value converges to the exact value. The iteration rate is increased by more than 50% compared to both the Golden Section method and Fibonacci method. The relative error is the smallest of the four methods, mainly because the Newton method has a local second-order convergence speed. The new one-dimensional search iterative algorithm converges to a minimum value after three iterations. Compared with the Golden Section method and the Fibonacci method, the new iterative algorithm improved the iteration time by 75%. It also has the advantage of fast iteration speed, good convergence, and high stability of calculation results.

5. Case Analysis

As shown in Figure 3, T-section beam (also called T-beam or T-shaped beam) is widely used in engineering structures, for example, T-beams formed by cast-in-place rib beams and floor slabs and independent T-beams in prefabricated components. Some other prefabricated beams in the form of cross sections, such as I-beam crane beams and thin-belt roof beams, are also considered according to the T-section beam members. Compared with the rectangular section

![Figure 2: The relationship between the number of iterations of various algorithms and the true value. (a) New algorithm iteration results at an accuracy of 0.1. (b) New algorithm iteration results at an accuracy of 0.01. (c) Golden Section method results at an accuracy of 0.1. (d) Golden Section method results at an accuracy of 0.01. (e) Fibonacci method results at an accuracy of 0.1. (f) Fibonacci method results at an accuracy of 0.01. (g) Newton method results at an accuracy of 0.1. (h) Newton method results at an accuracy of 0.01.](image)
beam, the T-section beam’s ultimate bearing capacity is not affected, and it saves concrete materials, reduces its own weight, and has certain economic benefits. This example is based on the relevant literature and Chinese national code GB50010-2010 “Specifications for the Design of Concrete Structure,” taking the lowest cost as the goal and factoring in the strength and structural requirements; the section optimization design of the T-shaped reinforced concrete beam is the preliminary design for reference.

5.1. Establishment of Mathematical Model. Assume that the span of a simply supported beam is $l$, the maximum bending moment of the interface under load is $M_{\text{max}}$, and the maximum shear force is $V_{\text{max}}$. Considering that the section meets the strength conditions and the structural requirements of the beam in the code, the optimization is to make the T-section beam with the least amount of concrete and steel, regardless of the cost of manual production.

Take the price $C$ of the beam of unit length as the objective function:

$$ C = c_h \left[ b(h_0 + a_s) + \left( b'_f - b \right) h'_f \right] + c_s A_s, \quad (7) $$

where $c_h$ is the unit price of concrete (refer to Xi’an concrete price), $c_s$ is the rebar unit price (refer to Xi’an rebar price), $h_0$ is the effective height of T-section beam, $h'_f$ is the flange height, $A_s$ is the rebar cross-sectional area, $b$ is the web width, $a_s$ is the protective layer thickness, and $b'_f$ is the flange width.

5.2. Constraints. Flexural strength requirements:

For type I sections,

$$ M \leq \alpha_1 f_c \left( b'_f - b \right) h'_f \left( h_0 - \frac{x}{2} \right) + \alpha_1 f_c b_x \left( h_0 - \frac{x}{2} \right). \quad (8) $$

where $M$ is the design value of bending moment; $\alpha_1$ is the calculation coefficient, when the concrete not exceeding C50, 10 is used and when it is C80, take the value as 0.94, and the middle-grade concrete is determined by linear interpolation; $f_c$ is the design value of concrete axial compressive strength; and $x$ is the height of the interface compression zone.

For type II sections,

$$ M \leq \alpha_1 f_c \left( b'_f - b \right) h'_f \left( h_0 - \frac{h'_f}{2} \right) + \alpha_1 f_c b_x \left( h_0 - \frac{x}{2} \right). \quad (9) $$

The meaning of each coefficient in the formula is the same as formula (8).

Shear strength requirements:

For T-section or I-section simply supported beams,

$$ V \leq 0.3 \beta_c f_c b h_0^2, \quad (10) $$

where $\beta_c$ is concrete strength influence coefficient: when the concrete strength grade does not exceed C50, it is taken as 1.0, and when the concrete strength grade is C80, it is taken as 0.8; and the middle-grade concrete is determined by linear interpolation.

5.3. Reinforcement Limitation Requirements. Reinforcement ratio $M_u$ should meet the following equation:

$$ M_u = \alpha_{sb} \alpha_1 f_c b h_0^2 \approx 0.4 \alpha_1 f_c b h_0^2, \quad (11) $$

where $\alpha_{sb}$ is the maximum resistance to bending moment coefficient of the section. The meaning of the other coefficients in the formula is the same as the above formula.

Furthermore, the minimum reinforcement ratio $\rho_{\text{min}}$ should also meet the following equation:

$$ \frac{A_s}{b h_0} \geq \rho_{\text{min}}. \quad (12) $$

5.4. Simplification of the Optimization Model. Since the optimization design of reinforced concrete beams is a multivariable, multiconstrained, and nonlinear optimization problem, if starting from the actual engineering, based on
the analysis of design and use experience, some variables will be used as predetermined parameters to reduce the number of design variables. The calculation of certain parameters in the objective function and constraint conditions is simplified to reduce the degree of nonlinearity, which makes the optimization design problem simple and easy. Therefore, this article deals with the optimization design of reinforced concrete T-section beams as follows:

(1) Beam web section width \( b \): in general engineering design, it is usually selected according to structural requirements. Therefore, this paper considers it as a predetermined parameter and not as a design variable.

(2) In order to reduce the design variables, the optimization is based on the rectangular cross section of a single reinforcement. The effect of the reinforcement in the compression zone is not considered, and only the vertical reinforcement according to the structure is considered.

(3) In order to reduce the optimization parameters, in the constraint condition of the shear capacity of the inclined section, the bending reinforcement is not considered, only the shear effect of the stirrup \( (A_s) \) is considered, and the stirrup is not optimized as a design variable.

(4) Restrictions on crack development width, crack resistance, and deflection are not considered as constraints. As for general reinforced concrete beams, the above conditions can basically meet the requirements, so the impact on the optimization design results is not great, but it makes the optimization process simpler.

(5) In order to further simplify the optimization process and reduce design variables, the cross-sectional area of the cross-section steel bar when the aspect ratio of the web section is not greater than 2.5 is replaced by the approximate formula [25]:

\[
A_s = \frac{M}{\gamma_s f_y h_0},
\]

where \( \gamma_s \) is the internal force arm coefficient, and it is taken as 0.9.

After the above treatment, the optimization design problem of reinforced concrete T-shaped beams becomes even simpler. In the objective function, this article only considers the main comparable factors that affect the cost of reinforced concrete T-section beams; that is, only the cost of tensile steel and concrete in the beam is included. As for other factors such as stirrup, structural reinforcement, concrete formwork, and labor costs, after the structural design plan is determined, these factors have little effect on the cost of reinforced concrete beams and should not be counted. If it is strictly required, when considering the cost of the beam and calculating its cost, it can be reflected in the unit price of concrete and steel bar in the tensile zone, and it can be converted into the relevant unit price.

From formulas (11) and (12), the lower limit of the effective height \( h_0 \) is as follows:

\[
h_0 = \max\left(\frac{V_{\max}}{0.3\beta_s f_y bh_0}, \frac{M_{\max}}{0.4\alpha_s f_y b}\right).
\]

From formula (12), the lower limit of reinforcement cross-sectional area \( A_s \) is as follows:

\[
A_s \geq bh_0 \rho_{\min}.
\]

Substituting formula (12) into (6), we obtain the lowest cost function:

\[
\min C = c_h \left[ b(h_0 + a_s) + (b_f - b)h_f \right] + c_m \frac{M_{\max}}{\gamma_s f_y h_0}.
\]

5.5. Instance Import. The main beam of a T-shaped beam of a monolithic rib beam floor is known as \( b_f = 2200 \text{ mm} \), \( h_f = 80 \text{ mm} \), and \( b = 300 \text{ mm} \), and the environmental category is a category, \( a_s = 25 \text{ mm} \), choose C30 concrete. For concrete, set the unit price of concrete at 350 yuan/m\(^3\), the unit price of steel bar at 31,000 yuan/m\(^3\), and HRB335 grade steel bar \( M_{\max} = 400 \text{ KN} \cdot \text{ m} \) and \( V_{\max} = 450 \text{ KN} \cdot \text{ m} \), and try to optimize the design of the section with the lowest cost.

Substituting the above known data into formula (16) gives

\[
\min C = 0.105b + 55.825 + \frac{45926}{h_0}.
\]

MATLAB has powerful numerical calculation functions, which can be used to solve the one-dimensional optimization problem. The objective function in the problem is solved by a new one-dimensional search iterative algorithm programming operation and compared with the Golden Section method.

The flowchart of the new algorithm is shown as Figure 4. Table 2 shows that the calculation result of the new one-dimensional search algorithm is \( h = 661.38 \text{ mm} \) (take two significant digits), and the cost objective function \( \min C = 194.7 \text{ yuan} \) is taken into consideration. Considering that the actual project can take \( h = 675 \text{ mm} \), the actual height of the T-section beam plus the thickness of the protective layer is 700 mm and the corresponding cost is 195 yuan per meter.

From the calculation results in Table 2, it is not difficult to see that the Golden Section method has a small number of iterations when the accuracy requirement is 1.0 and iteration times are 13 and stably converge to the target value eventually; when the accuracy requirement is set to 0.1, the calculation result is closer to the true value. However, the number of iterations increased significantly to 18. The new one-dimensional search method has three iterations when
the accuracy of the calculation of the objective function is 1.0, which is only 25% iteration time of the Golden Section method, which is much better than the latter. The accuracy of the calculation result is higher than that of the Golden Section method. It meets the actual requirements of the project; when the accuracy requirement is 1.0, the number of iterations is 4 times, and the accuracy requirements are improved without a significant increase in the number of iterations. In general, the new one-dimensional search iterative algorithm has fast iteration speed and accurate calculation results, which greatly reduce the calculation workload. The calculation results can be used as a reference.
for the initial value of the optimal design of the T-beam section in actual engineering.

6. Conclusion

Aiming at the Golden Section method in the one-dimensional search method, this paper proposes a new one-dimensional search iterative method by analysing the principle of Golden Section method. The numerical example proves that the new method has faster iteration speed than the classic Newton method, Golden Section method, and Fibonacci method. The number of iterations is only 25% of the Golden Section method. It has better convergence, and the calculation is stable and reliable. The advantage is more obvious, and the error is smaller. Finally, an engineering example on the optimization design of the T-shaped reinforced concrete beam section was verified, and the following conclusions were reached:

1. Under the same accuracy requirements, the new algorithm accelerates the interval convergence speed, reduces the number of iterations, and has good numerical stability.
2. When the accuracy of the extreme point of the function being calculated is not high, the calculation time can be saved and the amount of calculation can be reduced.
3. In the engineering example of the optimal design of the T-shaped concrete beam section, the new one-dimensional search calculation result is more accurate, the number of iterations is relatively small, and it has certain theoretical and practical application value.
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