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ABSTRACT. Motivated by the astrophysical problems of star formations from molecular clouds, we make the first step on the possible long time behaviors of certain irregularly-shaped molecular clouds. We emphasis the main difficulty of the blowups of the irregular-shaped fluids with vacuum (molecular clouds) comes from the initial irregular configurations of its density (multiple centers of gravity). This inevitably causes more complicated movements during the evolution than the one with spherical symmetry. The spherical symmetric case has been well studied. However, for the non-spherical symmetric case with the gravity, it is very rare in the references due to a very complicate nonlinear interaction between the gravity and the fluids. This article concludes, under the admissible data (i.e., large scale, irregularly-shaped, expanding and rotational molecular clouds), the developments of the solution (molecular clouds) are either global (the first class) with near-boundary mass accretions (lead to star formations), or blowup at finite time. In addition, certain singularities can be removed from the boundary if the data is strongly admissible. This paper partially answers Makino’s conjecture [41] in 1992 on the finite time blowup of any tame solution without symmetries for some data. The model of the molecular clouds and the local wellposedness have been established in the companion article [30].
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1. INTRODUCTION

Astrophysics, both observational and theoretical (see, e.g., [24, 26, 58]), indicates that stars are formed or “born” in a truly vast cold interstellar gas clouds (or the giant molecular clouds). Intuitively, since the molecular clouds are enormous, usually containing up to a million solar masses of gas, the self-gravity is huge and may cause the interstellar gas to condense into new stars. Therefore, mathematically it is can be simplified as a special blowup problem (mass accretions) of the density of perfect fluids (molecular clouds) with vacuum under Newtonian self-gravity. The model of the molecular clouds and the local wellposedness have been established in the companion article [30], and this paper aims to study the possible blowups and find out the mass accretion due to the free-fall boundary (or called diffuse boundary since it models the diffuse clouds). The mass accretions due to the interior structures of the self-gravitational fluids (i.e. the linearized and nonlinear Jeans instability) will be given in our proceeding papers based on different methods (see our recent paper [33] for a slightly nonlinear Jeans instability).

Standard astrophysical theory suggests there are several famous stages for the formations of stars from the interstellar gas clouds although the detailed processes are very model dependent. Most theoretical results are based on very ideal and restricted conditions such as the spherical symmetric clouds, disks, fixed boundary, equilibrium state or gases with uniform density, and then using linearized or numerical analysis. For example, the most famous Jeans instability (see, for instance, [26, 56, 58]) gives Jeans mass and radius limits and criterion for the collapse of the extended, uniform (density) and static clouds in the earliest stage of the fragmentation.
However, in practice, such ideal molecular clouds have never been observed because of the strong and unreal assumptions of the shape, linearity and density distributions.

In reality, the situation, according to the observations by astronomers (see the references above), is much more complex and very far from the uniform-density gas clouds envisaged by Jeans. Inhomogeneities give rise to more than one center of attraction, and molecular clouds are generally irregularly shaped (usually they are comprised of dense molecular cloud cores and filaments structures, see [58, §4.3.3]), and do not at all resemble equilibrium configurations, see [24] and will be rotating. We emphasize that rotations must interfere with the gravitational collapse due to the fictitious inertia centrifugal force in a rotating frame of reference conflicts with the gravity. In addition, interstellar magnetic fields may deflect particles and obstruct their attraction towards the center. Therefore, in order to understand the star formation, it is worth understanding the evolution of molecular clouds without above ideal assumptions in the first place.

Although the evolution of giant molecular clouds is a key ingredient for understanding of the star formation and there are numerous observational, numerical and theoretical works on this topic in astrophysical literature, the main formation mechanics and the origin of their physical conditions still remains uncertain and is an unsolved problem to date due to their extreme complexity (too flexible to capture the main properties) and the outstanding discrepancy between the observations and the theoretical models. In the meanwhile, to the best of our knowledge there is no literature in mathematics to rigorously model and analyze the fully nonlinear evolution of giant molecular clouds (it has been pointed out by Rendall [53, §7.2] that there are no results on Jeans instability available for the fully nonlinear case). We, in this article, attempt to make the first step on the nonlinear analysis of the large, expanding and irregularly-shaped self-gravitational molecular clouds and give possibilities of the star formation (mass accretions), fragmentation of the molecular clouds and other singularities due to the diffuse boundary.

1.1. The diffuse boundary problem of molecular clouds. Let us begin with stating the following model of molecular clouds.

(i) Variables: The molecular clouds are characterized by following variables: We use functions \( \rho : [0, T) \times \mathbb{R}^3 \to \mathbb{R}_{\geq 0}, p : [0, T) \times \mathbb{R}^3 \to \mathbb{R}_{\geq 0} \) and \( \Phi : [0, T) \times \mathbb{R}^3 \to \mathbb{R} \), for some constant \( T > 0 \), to describe the distribution of the mass density, pressure of the fluids and the Newtonian potential of gas clouds, respectively, and denote \( \Omega(t) := \text{supp} \rho(t, \cdot) = \{ \mathbf{x} \in \mathbb{R}^3 | \rho(t, \mathbf{x}) > 0 \} \subset \mathbb{R}^3 \) is the changing volume occupied by the gas at time \( t \). Then the vacuum is identified by \( \rho(t, \mathbf{x}) = 0 \) in \( \Omega^c(t) \) and the fluids by \( \rho(t, \mathbf{x}) > 0 \) in \( \Omega(t) \). We focus on the isentropic ideal gas throughout this article, that is, the equation of state bridging the pressure \( p \) and the density \( \rho \) of the gas cloud is given by

\[
p = K \rho^\gamma \quad \text{for} \quad \mathbf{x} \in \mathbb{R}^3
\]  

(1.1)

where \( \gamma > 1 \) and \( K \in \mathbb{R}_{>0} \) are both given constants. The velocity of fluids is only defined on \( \Omega(t) \) and denoted by \( \mathbf{w} := (\dot{\mathbf{w}}^i) : [0, T) \times \Omega(t) \to \mathbb{R}^3 \) (note that there is no definition in \( \Omega^c(t) \)).

We call \( \Omega(t) \) the hydrodynamic region and \( \Omega^c(t) \) the ballistic region (see [30]). In ballistic region, rarefied gas dynamics prevails and rarefied gas means there is no mass accretion, which, therefore, does not interest us due to the motivations of star formations. However, in the hydrodynamic region \( \Omega(t) \), the regime of hydrodynamics applies, and in order to clarify the evolution of the hydrodynamic region of clouds, we propose the following Euler–Poisson system with the diffuse boundary to frame out the hydrodynamic region and characterize this system. Later it turns out this system is well-posed and we emphasize again that we are interested in the potion of the hydrodynamic region of molecular clouds.
(ii) Euler–Poisson equations determine the developments of molecular clouds in \( \Omega(t) \) and the Newtonian potential on \( \mathbb{R}^3 \), that is,

\[
\begin{align*}
\partial_0 \rho + \dot{w}^i \partial_i \rho + \rho \partial_i \dot{w}^i &= 0 & \text{in} \; \Omega(t), \\
\rho \partial_0 w^k + \rho \dot{w}^i \partial_i w^k + \delta^{ik} \partial_k \rho &= -\rho \dot{\Phi} & \text{in} \; \Omega(t), \\
\Delta \Phi &= \rho & \text{in} \; \mathbb{R}^3,
\end{align*}
\]

for \( t \in [0, T) \). The Newtonian potential \( \Phi \) is given by

\[
\Phi(t, x) = -\frac{1}{4\pi} \int_{\Omega(t)} \frac{\rho(t, y)}{|x - y|} d^3 y \quad \text{for} \quad (t, x) \in [0, T) \times \mathbb{R}^3,
\]

(iii) Initial data are prescribed by

\[
\rho(0, x) = \rho_0(x) \quad \text{for} \quad x \in \mathbb{R}^3 \quad \text{and} \quad \dot{w}^k(0, x) = \dot{w}^k_0(x) \quad \text{for} \quad x \in \Omega(0).
\]

We assume \( \Omega(0) \subset \mathbb{R}^3 \) is a precompact set throughout this article.

(iv) Diffuse boundary is defined by

\[
\lim_{(t, x) \to (\tilde{t}, \tilde{x})} (\rho^{-1}(t, x) \partial_t p(t, x)) = 0,
\]

for any \( (t, x) \in [0, T) \times \Omega(t) \) and \( (\tilde{t}, \tilde{x}) \in [0, T) \times \partial \Omega(t) \) where \( \partial \Omega(t) \) is the boundary of the volume \( \Omega(t) \), that is, the moving interface between the cloud and the exterior vacuum. This boundary condition characterizes the gradually vanishing fluid pressure per mass near the boundary.

(v) Classical solution: We define classical solutions of the diffuse boundary problem (i)–(iv):

**Definition 1.1.** A set of functions \( (\rho, \dot{w}^i, \Phi, \Omega(t)) \) is called a classical solution to above problem (i)–(iv) on \( t \in [0, T) \) for \( T > 0 \) if it solves the system (i)–(iv) and satisfies the following conditions:

1. there is a \( C^1 \)-extension \( w^i \) of \( \dot{w}^i \) to the boundary, i.e., there exists \( w^i \in C^1([0, T) \times \overline{\Omega(t)}, \mathbb{R}^3) \), such that \( w^i(t, x) = \dot{w}^i(t, x) \) for \( (t, x) \in [0, T) \times \Omega(t) \);
2. \( \rho \in C^1([0, T) \times \mathbb{R}^3, \mathbb{R}) \) and \( \Phi \) is given by (1.5).

**Remark 1.2.** We emphasize the main difficulty of the blowups of the irregular-shaped fluids with vacuum (molecular clouds) comes from the initial irregular configurations of its density (multiple centers of gravity). This inevitably causes far more complicated movements during the evolution than the one with spherical symmetry. The spherical symmetric case has been well studied. However, for the non-spherical symmetric case with the gravity, it is very rare in the references due to a very complicate nonlinear interaction between the gravity and the fluids.

### 1.2. Notation and convention.

1.2.1. **Vectors and components.** We will use, unless otherwise stated, boldface, e.g., \( \mathbf{x}, \mathbf{y}, \mathbf{w} \) for Latins and the Greeks, e.g., \( \xi \), to denote vectors and normal font with indices, e.g., \( x^i, y^i, \xi^i \) and \( w^i \), to denote the components of vectors (we also use these components to express the vector if it clear from the context).
1.2.2. *Indices and summation convention*. Throughout this article, unless stated otherwise, we adopt the notation system in general relativity (i.e. *Einstein notation*, see [57] for more). In specific, we use upper indices to represent components of vectors, lower indices to represent components of covectors, and use lower case Latin letters, e.g. $i, j, k$, for spatial indices that run from 1 to 3, and lower case Greek letters, e.g. $\alpha, \beta, \gamma$, for spacetime indices that run from 0 to 3 (we also denote time coordinate $t$ by $x^0 := t$). We use *Einstein summation convention* as well. That is, when an index variable (i.e. dummy index) appears twice, once in an upper superscript and once in a lower subscript, in a single term and is not otherwise defined, it implies summation of that term over all the values of the index. For example, for a summation $z = \sum_{i=1}^{3} x^i y_i$, we simply use Einstein notation to denote $z = x^i y_i$. In addition, we raise and lower indices by the Euclidean metric $\delta^{ij}$ and $\delta_{ij}$, that is, for example,

$$W^{ij} := W_{jk} \delta^{ij}, \quad W_{ij} := W^{jk} \delta_{ij} \quad \text{and} \quad W^{ij} := W_{k}^{i} \delta^{kj}.$$  

1.2.3. *Lagrangian descriptions*. Suppose a field $f : [0, T) \times \Omega(t) \to V$ (or a property $f$ in Eulerian description) and the flow $\chi : [0, T) \times \Omega(t) \to \Omega(t) \subset \mathbb{R}^3$ generated by a vector field $w := (w^i)$, such that $\chi(t, \xi) = x \in \Omega(t)$ for every $(t, \xi) \in [0, T) \times \Omega(t)$ for $T > 0$ is a constant, $\Omega(t) \subset \mathbb{R}^3$ is a domain depending on $t$ and $V \subset \mathbb{R}^n$ for some $n \in \mathbb{Z}_{\geq 1}$, we denote

$$\overline{f}(t, \xi) := f(t, \chi(t, \xi)) = f(t, x)$$  

(1.8)

describing the property $f$ of the parcel labeled by the initial position $\xi$ at time $t$ (the property $\overline{f}$ along the flow, i.e., in Lagrangian description). Using this notation, we have

$$\partial_t \overline{f}(t, \xi) = D_f f(t, \xi)$$

where $D_f$ is the *material derivative* (i.e. $D_f := \partial_t + w^i \partial_i$, see, for instance, [6]). According to the definition of $L^\infty$, if $\chi(t, \Omega(t)) = \Omega(t)$, we conclude that

$$\|f(t)\|_{L^\infty(\Omega(t))} = \|\overline{f}(t)\|_{L^\infty(\Omega(t))}.$$  

1.2.4. *Matrices*. For any matrices $A$ and $B \in \mathbb{M}_{n \times n}$, we define

$$A \leq B \iff \xi^T A \xi \leq \xi^T B \xi$$

for any column vector $\xi \in \mathbb{R}^n$ and $\xi^T$ is its transpose. We can similarly define $A < (\succ, \preceq, \precsim, \gtrsim) B$.

1.3. *Preliminary concepts*. In order to state the main theorem concisely, we first introduce a few definitions.

1.3.1. *Decomposition of velocities*. Let us first define $z$ and $X$ related to the radial component of velocity and its perpendicular component, respectively,

$$z(t, \xi) := \delta_{ij} \frac{\chi^j(t, \xi)}{|\chi(t, \xi)|} w^i(t, \xi)$$  

(1.9)

and

$$X(t, \xi) := \sqrt{\delta_{jk} w^j(t, \xi) w^k(t, \xi) - z^2(t, \xi)}.$$  

(1.10)

For simplicity of notations, we denote

$$W^i_j(t, x) := w^i_j(t, x) := \begin{cases} \partial_i \overline{w}^j(t, x) & \text{if} \ (t, x) \in [0, T) \times \Omega(t) \\ \lim_{(t', x') \to (t, x)} \partial_j \overline{w}^i(t', x') & \text{if} \ (t, x) \in [0, T) \times \partial \Omega(t) \end{cases}.$$
Let us lower the index of $W_j^i$, i.e., $W_{jk}(t, x) := \delta_{ki} W_j^i(t, x)$ and decompose

$$W_{jk}(t, x) = \frac{1}{2} (W_{jk}(t, x) + W_{kj}(t, x)) + \frac{1}{2} (W_{jk}(t, x) - W_{kj}(t, x)) = \Theta_{jk}(t, x) - \Omega_{jk}(t, x)$$  \hspace{1cm} (1.11)

where $\Theta_{jk}$ is the symmetric deformation component ($\Theta_{jk} = \Theta_{kj}$) of $W_{jk}$ and $\Omega_{jk}$ the antisymmetric rotation component ($\Omega_{jk} = -\Omega_{kj}$) defined by

$$\Theta_{jk}(t, x) := \frac{1}{2} (W_{jk}(t, x) + W_{kj}(t, x))$$ \hspace{1cm} (1.12)

$$\Omega_{jk}(t, x) := \frac{1}{2} (W_{jk}(t, x) - W_{kj}(t, x)).$$ \hspace{1cm} (1.13)

Then we have the identities,

$$W_{kj} = \Theta_{jk} + \Omega_{jk} \quad \text{and} \quad W_{jk} = \Theta_{jk} - \Omega_{jk}.$$ \hspace{1cm} (1.14)

We also denote the divergence of the velocity

$$\Theta(t, x) := \delta^{ij} \Theta_{j}(t, x) = \delta^{ij} W_{jk}(t, x) = w_{j}^{i}(t, x).$$ \hspace{1cm} (1.15)

1.3.2. Mass, energy, moment of inertia and virial. Let us first define the total mass, energy, moment of inertia and virial of the molecular clouds. Firstly, $M$ is the total mass given by

$$M(t) = \int_{\mathbb{R}^3} \rho d^3x,$$ \hspace{1cm} (1.16)

the total energy is defined by

$$E(t) = \int_{\mathbb{R}^3} \left( \frac{1}{2} \rho |\dot{w}|^2 + \frac{p}{\gamma - 1} + \frac{1}{2} \rho \Phi \right) d^3x = \int_{\mathbb{R}^3} \left( \frac{1}{2} \rho |\dot{w}|^2 + \frac{K \rho^\gamma}{\gamma - 1} + \frac{1}{2} \rho \Phi \right) d^3x,$$ \hspace{1cm} (1.17)

the moment of inertia and virial$^1$ are given, respectively, by

$$H(t) := \frac{1}{2} \int_{\mathbb{R}^3} \rho(t, x)|x|^2 d^3x \quad \text{and} \quad H'(t) := \int_{\Omega(t)} \rho |\dot{w}| x^j \delta_{ij} d^3x.$$ \hspace{1cm} (1.18)

Remark 1.3. By the conservations of the energy and mass, see Lemma 2.3 in §2.2, the energy $E(t)$ and mass $M(t)$ are conserved. Thus, we denote $E := E(t) = E(0)$ and $M := M(t) = M(0)$ throughout this article.

1.3.3. The regular distributions and first class of global solutions. The regular behavior near the boundary (i.e., $\mathbb{R}^3 \times [0, T] \times \Omega(t), G_b$) describes a type of the behavior of density near the boundary $\{t\} \times \partial \Omega(t)$. Using this concept, by excluding a class of global solutions (i.e., the first class of global solutions below), intuitively, we can make sure the gravity of clouds near the boundary satisfies the law of inverse square, $\sim 1/|x|^2$ (i.e., if $\rho \in \mathbb{R}^1([0, T] \times \Omega(t), G_1)$ given below) in the certain sense, which is crucial in the proof of the main theorem in §2.7, and the tidal force near the boundary satisfies $\sim 1/|x|^3$ (i.e., if $\rho \in \mathbb{R}^0([0, T] \times \Omega(t), G_0)$). Next, we first introduce the regular distribution of the density and then the first class of global solutions.

Definition 1.4. Suppose $b = 0$ or $1$ is a constant, $G_b > 0$ and $T \in (0, \infty)$ are given constants and $\Omega(t)$ are given sets for every $t \in [0, T)$, a function $\rho : [0, T] \times \Omega(t) \to \mathbb{R}$ is called regular near the boundary with parameter $(b, G_b)$ and denoted by $\rho \in \mathbb{R}^b([0, T] \times \Omega(t), G_b)$, if there are constants $\delta \in (0, 1)$, such that

$$G_b > \left( \frac{1}{2(b + 1)\delta^{3-b}} + \frac{3(2-b)}{4} \right) \frac{M}{\pi},$$

$^1$See (2.10) for the reason of the notation $H'(t)$. 

\[\text{end}^\text{1}\]
and for any \( t \in [0, T) \), every vector \( \mathbf{x} \in \partial \Omega(t) \) and \( \mathbf{r} \in B(\mathbf{n}, \delta) \) where \( \mathbf{n} := \mathbf{x}/|\mathbf{x}| \),
\[
\rho(t, |\mathbf{x}| \mathbf{r}) < \frac{3M|\mathbf{n} - \mathbf{r}|^{1-b}}{4\pi \delta |\mathbf{x}|^3}. \tag{1.19}
\]

**Definition 1.5.** Let \((\rho, \mathbf{w}, \Omega(t))\) is a global solution to the diffuse boundary problem of Euler–Poisson equations (1.2)–(1.7) for \( t \in [0, \infty) \). If \( \rho \not\in \mathbb{R}^1([0, \infty) \times \Omega(t), G_1) \), then we call this global solution the first class of global solution with parameter \( G_1 \). More specifically, for any constants \( \delta \in (0, 1) \), such that
\[
G_1 > \left( \frac{1}{\delta^2} + 3 \right) \frac{M}{4\pi},
\]
there is at least a time \( T_* \in [0, \infty) \), vectors \( \mathbf{x} \in \partial \Omega(t) \) and \( \mathbf{r} \in B(\mathbf{n}, \delta) \) where \( \mathbf{n} := \mathbf{x}/|\mathbf{x}| \), such that
\[
\rho(T_*, |\mathbf{x}| \mathbf{r}) \geq \frac{3M}{4\pi \delta |\mathbf{x}|^3}. \tag{1.20}
\]

If we denote
\[
\bar{\rho}(t) := \frac{M}{\frac{4\pi}{3} (\sup_{\mathbf{x} \in \partial \Omega(t)} |\mathbf{x}|)^3} \quad \text{and} \quad \varrho(t, \mathbf{x}) := \frac{\rho(t, \mathbf{x})}{\bar{\rho}(t)}
\]
the averaging density of clouds and relative density, respectively. Then (1.20) implies
\[
\varrho(T_*, |\mathbf{x}| \mathbf{r}) \geq \frac{1}{\delta} > 1, \tag{1.21}
\]
we call this phenomenon as the near-boundary mass accretion.

**Remark 1.6.** We call the phenomenon (1.21) the near-boundary mass accretion since it characterizes the locally focusing effects of density near the boundary. In astrophysics, if \( G_1 \) is large enough, then \( \delta \) can become extremely small, then the relative density locally (in a local ball) near the boundary becomes extremely large by (1.21). This means the fluids are accumulating locally near the boundary and this exactly describes the formations of protostars.

**Remark 1.7.** Later, we will see in §2.1 and §3.1 that if \( \Phi \) is the Newtonian potential given by (1.5), and for any \( (t, \mathbf{x}) \in [0, T) \times \partial \Omega(t) \), the Newtonian gravity (if \( \rho \in \mathbb{R}^1([0, T) \times \Omega(t), G_1) \)) and tidal force (if \( \rho \in \mathbb{R}^0([0, T) \times \Omega(t), G_0) \)) satisfy, respectively,
\[
|\partial_t \Phi(t, \mathbf{x})| \leq \frac{G_1}{|\mathbf{x}|^2} \quad \text{and} \quad |\partial_i \partial_j \Phi(t, \mathbf{x})| \leq \frac{G_0}{|\mathbf{x}|^3}. \tag{1.22}
\]
Therefore, we call constants \( G_1 \) and \( G_0 \) the gravity bound and tidal force bound, respectively.

**Remark 1.8.** By Definitions 1.4, if \( G_0 = 2G_1 \), then \( \mathbb{R}^0([0, T) \times \Omega(t), G_0) \subset \mathbb{R}^1([0, T) \times \Omega(t), G_1) \).

1.3.4. Initial data. We denote the initial data by \( \mathbf{w}_0(\xi) := \mathbf{w}(0, \xi) \),
\[
\vartheta_0(\xi) := \vartheta(0, \xi) \quad \text{and} \quad \chi_0(\xi) := \chi(0, \xi),
\]
and denote
\[
|z_0(\xi)| := |z(0, \xi)| \quad \text{and} \quad |X_0(\xi)| := |X(0, \xi)|\]
\[
\vartheta_0(\xi) := \vartheta(0, \xi) \quad \text{and} \quad \chi_0(\xi) := \chi(0, \xi), \quad \text{and} \quad \Xi_{ijk}(\xi) := \Xi(0, \xi),
\]
and denote
\[
|\Xi_{ijk}(\xi)| := \sqrt{\Xi_{ijk}(\xi) \delta_{ij} \delta_{kl} \Xi_{ijkl}(\xi)} \quad \text{and} \quad |\Omega_{ijk}(\xi)| := \sqrt{\Omega_{ijk}(\xi) \delta_{ij} \delta_{kl} \Omega_{ijkl}(\xi)}.
\]

**Definition 1.9.** (1) For any given energy \( E > 0 \), gravity bound \( G_1 > 0 \), tidal force bound \( G_0 > 0 \) and initial virial \( H'(0) \), define small constants
\[
\sigma_* := \min \left\{ \frac{1}{5}, \frac{\beta E}{500|H'(0)|} \right\} \quad \text{and} \quad \sigma_t := \min \left\{ \frac{1}{263200}, \sigma_* \right\}. \tag{1.23}
\]
where $\beta = \min\{1, 3(\gamma - 1)\} > 0$ (recall $\gamma$ is given by (1.1)). If for a constant $\sigma > 0$ (and $\sigma \in (0, \sigma_*)$ for later (4), admissible initial boundary data; $\sigma \in (0, \sigma_{\dagger})$ for later (5), strong admissible initial boundary data), $\lambda_0 := \lambda_0(\sigma)$, $\lambda_1 := \lambda_1(\sigma)$ are in the following intervals

$$
\lambda_0 \in \left(\frac{2}{2 - \sigma}, \frac{1}{1 - \sigma}(1 + \frac{1}{14})\right) \quad \text{and} \quad \lambda_1 \in \left((1 - \sigma)\lambda_0^2, (1 + \frac{1}{14})\lambda_0\right),
$$

then the set of parameters $(\lambda_0, \lambda_1)$ is called admissible parameters.

(2) For any given $E > 0$, initial virial $H'(0)$ and gravity bound $G_1 > 0$, we call $r_c$ the critical radius of molecular clouds if it is defined by

$$
r_c := \frac{2(9G_1)^{\frac{1}{3}}}{(2 - \sigma_*)\sigma_*},
$$

(1.24)

(3) We call the set of energy, mass and gravity bound $(E, M, G_1)$ is compatible, if the total energy $E > 0$, total mass $M > 0$ and gravity bound $G_1 > 0$ (see Definition 1.4) satisfy a relation

$$
(9G_1)^{\frac{1}{3}} < \frac{1}{24}\left(\frac{\beta E}{M}\right)^{\frac{1}{3}}.
$$

(4) Suppose $(E, M, G_1)$ is a given compatible set and $H'(0)$ is a given constant, we call the initial boundary velocity $w_0|_\Omega(0)$ and the initial domain $\Omega(0)$, denoted by $(w_0|_\Omega(0), \Omega(0))$, is the admissible initial boundary data, if $\Omega(0) \supseteq \overline{B}(0, r_c)$, and for any $\xi \in \partial\Omega(0)$ and any given radial velocity field $z_0(\xi)$, there is a small constant $\sigma_\xi \in (0, \sigma_*)$ where $\sigma_*$ is given by (1.23), such that they satisfy

(A) $\Omega(0)$ is a precompact set and $|\xi| > \lambda_0(9G_1)^{\frac{1}{3}}\sigma_\xi^{-1} > r_c$;

(B) $z_0(\xi) := \lambda_1\lambda_0^{-1}\sigma_\xi|\xi| \in \left(\lambda_1(9G_1)^{\frac{1}{3}}, \frac{\lambda_1}{\lambda_1}24\sqrt{\frac{\beta E}{M}}\right)$;

(C) $X_0(\xi) \in \left[0, \frac{\sigma_\xi}{\lambda_1}\sqrt{\frac{\lambda_0}{\lambda_1}}z_0(\xi)\right]$.

where $(\lambda_0, \lambda_1) = (\lambda_0(\sigma_\xi), \lambda_1(\sigma_\xi))$ is admissible parameters, and denote the set of all the admissible initial boundary data by

$$
\mathfrak{A}(E, M, G_1, H'(0)) := \{ (w_0|_\Omega(0), \Omega(0)) \mid (w_0|_\Omega(0), \Omega(0)) \text{ is an admissible initial boundary data}\}.
$$

(5) Suppose $(E, M, G_1)$ is a given compatible set, $H'(0)$, $G_0 > 0$ and $\sigma \in (0, \sigma_{\dagger})$ are given constants where $\sigma_{\dagger}$ is given by (1.23), we call the initial boundary velocity $w_0|_\Omega(0)$ and the initial domain $\Omega(0)$, $(w_0|_\Omega(0), \Omega(0))$, is the strong admissible initial boundary data, if

$$
B\left(0, \lambda_0(9G_1)^{\frac{1}{3}}\sigma^{-1}\right) \subsetneq \Omega(0) \subsetneq B\left(0, \frac{\lambda_0}{24}\sqrt{\frac{\beta E}{M}}\sigma^{-1}\right);
$$

(1.28)

and for any $\xi \in \partial\Omega(0)$, the initial velocity satisfies

$$(B^*) \quad z_0(\xi) = \lambda_1\lambda_0^{-1}\sigma_\xi|\xi|;
$$

$$(C^*) \quad X_0(\xi) \in \left[0, \frac{\sigma_\xi}{\lambda_1}\sqrt{\frac{\lambda_0}{\lambda_1}}z_0(\xi)\right];
$$

$$(D^*) \quad \sqrt{\frac{3\lambda_1}{4\lambda_0}}\left|\Theta_0^1(\xi) - \frac{\lambda_0}{3\lambda_1}\sigma^{-1}\right| + \Theta_0^2(\xi)|\Xi_{0j}(\xi)| + \Theta_0^2(\xi)|\Omega_{0j}(\xi)| < \frac{1}{4}\sigma^{-\frac{1}{2}}
$$

(1.31)
where \((\lambda_0, \lambda_1) = (\lambda_0(\sigma), \lambda_1(\sigma))\) is admissible parameters, and denote the set of all the strong admissible initial boundary data by

\[
\mathfrak{A}(E, M, G_1, G_0, H'(0), \sigma) := \\
\{ (w_0|_{\partial \Omega(0)}, \Omega(0)) \mid (w_0|_{\partial \Omega(0)}, \Omega(0)) \text{ is an strong admissible initial boundary data} \}.
\]

**Remark 1.10.** Condition \(\Omega(0) \supseteq B(0, r_c)\) of Definition 1.9.(4) means the cloud is large enough and \((B)\) implies the cloud is expanding initially. We point out the (strong) admissible initial boundary data are far from optimal.

**Remark 1.11.** We point out if \(\Omega(0) \supseteq B(0, r_c)\) and \((E, M, G_1)\) is a compatible set, then the interval in \((1.26)\) is nonempty for every \(\xi \in \partial \Omega(0)\), and further there exists admissible initial boundary data.

**Remark 1.12.** Any strong admissible initial boundary data is admissible initial boundary data. See Lemma 3.2 for details.

### 1.4. Main Theorem

After above concepts, we are in a position to present the main theorem. This theorem states the local existence, uniqueness, continuation principle and the finite time blowups of classical solutions to the diffuse problem in certain conditions.

**Theorem 1.13 (Main Theorem).** Suppose the initial data \((\rho_0, \dot{w}_0)\) of the diffuse boundary problem is given by \((1.6)\), \(\Omega(0)\) is a precompact \(C^1\)-domain, \(\rho_0 \in C^1(\mathbb{R}^3, \mathbb{R}_{\geq 0})\), \(\dot{w}_0 \in C^1(\Omega(0), \mathbb{R}^3)\). If

\[
(a) \quad 1 < \gamma \leq \frac{5}{3}, \quad (\rho_0)^{\frac{2}{3} - 1} \in H^3(\mathbb{R}^3) \quad \text{and} \quad \dot{w}_0^i \in H^3(\Omega(0), \mathbb{R}^3),
\]

or if

\[
(b) \quad 1 < \gamma < 2, \quad \rho_0 \in H^3(\mathbb{R}^3), \quad (\rho_0)^{\frac{2}{3} - 1} \in H^4(\mathbb{R}^3) \quad \text{and} \quad \dot{w}_0^i \in H^4(\Omega(0), \mathbb{R}^3),
\]

then:

1. (Weak blowups) further suppose \((E, M, G_1)\) is any given compatible set and \(H'(0)\) is any given constant, and there is no the first class of the global solution with \(G_1 > 0\), then if the initial boundary data \((w_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}(E, M, G_1, H'(0))\) is admissible initial boundary data, then there is no the global solution to the diffuse boundary problem, and there is a constant \(0 < T^* < +\infty\), such that, the classical solution breaks down at \(t = T^*\) and

\[
\int_0^{T^*} \left( \|\nabla w^i(s)\|_{L^\infty(\Omega(s))} + \|\nabla \rho^{\frac{2}{3} - 1}\|_{L^\infty(\Omega(s))} \right) ds = +\infty;
\]

2. (Global solution and mass accretions near the boundary) further suppose \((E, M, G_1)\) is any given compatible set and \(H'(0)\) is any given constant and the initial boundary data \((w_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}(E, M, G_1, H'(0))\) is admissible initial boundary data, if \((\rho, \dot{w}^i, \Omega(t))\) is a global solution to the diffuse boundary problem of Euler–Poisson equations \((1.2)–(1.7)\) for \(t \in [0, +\infty)\), then it has to be the first class of global solution with \(G_1\) and includes near-boundary mass accretions.

3. (Strong blowups) further suppose \((E, M, G_1)\) is any given compatible set, \(H'(0), G_0 = 2G_1 > 0\) and \(\sigma \in (0, \sigma_1)\), where \(\sigma_1\) is given by \((1.23)\), are given constants, the solution is not the first class of global solution with \(G_1\) and if initial data are given by \((b)\), then if \((w_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}(E, M, G_1, G_0, H'(0), \sigma)\) is the strong admissible initial boundary data, then there is a constant \(0 < T^* < +\infty\), such that, the classical solution to the diffuse boundary problem breaks down
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at $t = T^*$, and if $T^* \in (0, T^3]$, where $T^3$ is the supercritical time given by Corollary 2.5, and $ho \in \mathbb{R}^0([0, T^*) \times \Omega(t), G_0)$, then there is a small constant $\epsilon > 0$, such that

$$\int_0^{T^*} \left( \|\Theta(s)\|_{L^\infty(\tilde{\Omega}(s))} + \|\Omega_{jk}(s)\|_{L^\infty(\tilde{\Omega}(s))} + \|\nabla^2 \rho(s)\|_{L^\infty(\tilde{\Omega}(s))} \right) ds = +\infty.$$

**Remark 1.14.** We emphasize that comparing with (3), (4) removes some singularities on the boundary.

1.5. Related work. As we mentioned before, the motivation of this work is to figure out some possible mechanisms of star formations, while our previous paper [31,32,34] indicate the stability of the universe. However, [34] gives the possibilities of the instability. In our recent work [33], we proved the slightly nonlinear Jeans stability, which may lead to the formations of stellar system.

In the absence of vacuum, the density is bounded below from zero everywhere, then the theory of symmetric hyperbolic systems [11,20–22,25,39] is available. Formation of singularities are also widely researched. Sideris [54] introduced an averaging quantity (in fact, it is the virial theorem), and by connecting this quantity with the Euler equations, lifespans can be derived, but this method can not reveal the detailed behavior of blowups. This quantity will be adopted in this article as well. See Alinhac [2] and the references cited therein for the details about more methods, including the spirits of his groundbreaking work, on blowup for nonlinear hyperbolic and wave equations.

The Euler–Poisson system with vacuum was started with Makino [40,43], which gave the local existence theorem by introducing the Makino’s density and the unphysical concept of tame solutions. Later on, a series of works [36,41,42,44,51] continued to study the evolution of tame solutions to Euler equation with or without gravity. Note that the blowup results of Euler–Poisson system with vacuum [41,42,51] of tame solutions are under the condition of spherical symmetry, but there is no symmetric assumptions for Euler equations in [44]. The main tool of proofs of blowup in these papers involves Sideris’ averaging quantity [54] (the virial theorem). The advantage of this method is easy to prove blowup, but usually, it does not give more information about the detailed behavior of the finite time blowup solutions. We point out that [41] specified *Makino’s conjecture* that any tame solution, including nonsymmetric tame solution, will become not tame after a finite time, and this current article can be viewed as a partial answer. Oliynyk [46], Brauer and Karp [5] and the references cited therein have improved the local existence and uniqueness of solutions to Euler–Poisson(–Makino) system with vacuum. Brauer [3] gives a strong continuation principle for tame solutions, especially, a more detailed classification of the type of blowups.

Another famous model with vacuum is the one with the *physical vacuum boundary condition*, which stated with [35–37], a series works proceeding. For example, [8–10,17–19,38] established the well-posedness for Euler equation with or without gravity for gaseous stars, respectively. Several works such as [14–16] considered some aspects of the long time behavior with physical vacuum along this path. Recently, Guo, Hadžić and Jang [13] construct an infinite-dimensional family of collapsing solutions to the Euler-Poisson system with physical vacuum condition and density of this solution is in general space inhomogeneous and undergoes gravitational blowup. Along with the gaseous stars, a series works on liquid body are carried on by Christodoulou, Lindblad and Oliynyk, etc., for example, [7,27–29,49].

A short remark on the generalization of Makino’s Cauchy problem [40] to the general relativistic cases. First, Rendall [52] generalized Makino’s method to general relativity setting with certain ideal conditions. Then Oliynyk [46–48] considered this problem in more general case
when he researched the Newtonian limits. Brauer and Karp [4] extended Rendall and Makino’s work to a very general framework.

1.6. Overview and main ideas. §2 dedicates to the dynamical bounds on the spreading rate of the support of the density of the molecular clouds and the weak blowup theorem 2.8. In fact, the main mechanics of blowups in this article is in the level of the virial theorem. Due to the irregular shape of this cloud and its irregular distribution of the Newtonian potential, the rotations of cloud are usually inevitable (in contrast to the spherical symmetric cases). The motion of the cloud becomes quite complicate and it is very difficult to analyze the detailed movements. The intuitive idea to overcome this difficulty is based on a simple observation that the far-field (very large distances from the center of mass) regions of the gravitational field of the molecular cloud behaves like the surrounding of the “normal” point mass if $\rho \in \mathbb{R}^1([0,T) \times \Omega(t))$, that is $\rho \in \mathbb{R}^1([0,T) \times \Omega(t))$ makes sure the gravity on the boundary satisfies the inverse-square law and this will be proved in Proposition 2.1 (§2.1). Intuitively, only if $|x|$ ($|x|$ is the distance between the boundary point and the mass center) is larger enough, the behaviors of the test particles on the boundary are more like those of test particles in a gravity field of a mass point. By virial theorem or the Sideris’ average value $H(t)$ given in (2.9) (see, for example, [42,54]), we obtain Theorem 2.4 (§2.3), a criterion of blowups of classical solutions. This Lemma indicates that if the boundary of the cloud is expanding below a certain rate, then there are blowups during the development of the solution and the singularities are determined by the continuation principles.

In order to derive the boundary is expanding at this rate, we can use the previous inverse-square gravity resulted by excluding the first class of global solution to help us conclude the estimates of trajectories of free falling particles on the boundary (Proposition 2.6 of §2.4 and see the proof in §2.6, we briefly introduce it in the next paragraph). These estimates of trajectories yield the expanding rate of the boundary is indeed smaller than the blowup rate and further using this criterion of blowups of classical solutions leads to the weak blowup theorem 2.8 in §2.5. In addition, we point out the weak blowup theorem 2.8 in some sense answers the conjecture proposed by Makino [41] that is any tame solution will become not tame after a finite time as well.

The key step of above weak blowup theorem 2.8 is to estimate the dynamical bounds on the spreading rate of the support of the density or the trajectory of free falling particles on the boundary (since the particles on the boundary are only free-falling due to the only gravity and pressureless), that is, Proposition 2.6. We, along the characteristics on the boundary, select a special set of initial data (i.e., admissible data), and the suitable variables $q$, $z$ and $Y$ defined by (2.31), (2.32) and (2.36) to rewrite the free-falling equation (2.28) to an ordinary differential equations (2.44)–(2.46). The gravity $\partial_t \Phi$ is in the order of $1/|x|^2$ since $\rho \in \mathbb{R}^1([0,T) \times \Omega(t), G_1)$. In order to obtain the upper bound of $|x|$, we have to control all the upper and lower bounds of $q$, $z$ and $Y$ due to the complex structure of these ODEs (2.44)–(2.46). However, direct analyzing $q$, $z$ and $Y$ is difficult. The way to overcome this difficulty is to rewrite (2.44)–(2.46) in terms of new variables $\tilde{q}$, $U$, $V$ and $\tilde{Y}$ given by (2.47)–(2.50) and obtain the equations of these variables. It turns out these variables $\tilde{q}$, $U$, $V$ and $\tilde{Y}$ present good behaviors if choosing admissible data. These data and suitable bootstrap assumptions help us conclude the lower bound of $\tilde{q}$ and the upper bound of $U$, $V$ and $\tilde{Y}$ by bootstrap arguments, furthermore, obtain all the upper and lower bounds of $|x|$, $z$ and $X$.

After knowing the blowup phenomenon, we usually ask the positions and the types of the singularities. §3, by removing singularities of the boundary based on some “nice” boundary, makes some efforts on this purpose. In order to do so, we first estimate the tidal force to be
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of the order $1/|x|^3$ if $\rho \in R^0([0,T) \times \Omega(t), G_0)$ (see §3.1). It turns out this tidal force can not significantly affect the behaviors of the free falling particles on the boundary and the effects of this tidal force is close to the case without tidal force. Then by differentiating the “limiting momentum conservation equation” (1.3) on the boundary with respect to $x^j$ (see (3.8) and (3.9)), we derive Newtonian version of Raychauduri’s equations in terms of the expansion $\Theta$, shear $\Xi_{jk}$ and rotation $\Omega_{jk}$ (see (3.19)–(3.21)). In order to remove the singularities satisfying

$$
\int_0^T \|W_{jk}(s)\|_{L^\infty(\Omega_\epsilon(s))} ds = +\infty,
$$

we prove $|\partial_i w^j| < \infty$ near the boundary. The idea is first to find an proper approximation solution of the Newtonian version of Raychauduri’s equations and we select an approximation solution solving a Raychauduri’s system without tidal force (see (3.22)). Then try to find perturbed solutions close to this approximation one and the perturbed solutions solve the Newtonian version of Raychauduri’s equations. To achieve this, we use bootstrap argument and introduce new variables $e, s_{jk}$ and $b_{jk}$ (see (3.23)–(3.25)), the perturbations of the approximation solutions. However, directly analyzing $s_{jk}$ can not complete the bootstrap. Instead, we use $S := s_{jk} s_{jk}$ to analyze the perturbation of the shear. Analyzing this system and suitably small initial data of these perturbations, with the help of the bootstrap assumptions to reach the bootstrap improvements, conclude the expansion, shear and rotation are bounded eventually, and in turn, $|\partial_i w^j| < \infty$. Furthermore, the strong blowup theorem follows.

2. Blowups of large, expanding and irregularly-shaped molecular clouds

This section dedicates to the dynamical bounds on the spreading rate of the support of the density of the molecular clouds and the weak blowup theorem 2.8. In fact, the main mechanics of blowups in this article is in the level of the virial theorem. Due to the irregular shape of this cloud and its irregular distribution of the Newtonian potential, the rotations of cloud usually is inevitable (in contrast to the spherical symmetric cases). The motion of the cloud becomes quite complicate and it is very difficult to analyze the detailed movements. The intuitive idea to overcome this difficulty is based on a simple observation that the far-field (very large distances from the center of mass) regions of the gravitational field of the molecular cloud behaves like the surrounding of the “normal” point mass if $\rho \in R^1([0,T) \times \Omega(t))$, that is $\rho \in R^1([0,T) \times \Omega(t))$ makes sure the gravity on the boundary satisfies the inverse-square law and this will be proved in Proposition 2.1 (§2.1). By the virial theorem or Sideris’ average value $H(t)$ given in (2.9) (see, for example, [42, 54]), we obtain Theorem 2.4 (§2.3), a criterion of blowups of classical solutions. This Lemma indicates that if the boundary of the cloud is expanding below a certain rate, then there are blowups during the development of the solution.

By using this criterion of blowups of classical solutions and the previous inverse-square gravity, we conclude the estimates of trajectory of free falling particles on the boundary (proposition 2.6 of §2.4 and see the proof in §2.6) and these estimates of trajectories yields the expanding rate of the boundary is smaller than the blowup rate and further leads to the weak blowup theorem 2.8 in §2.5.

In addition, we point out the weak blowup theorem 2.8 in some sense partially answers the conjecture proposed by Makino [41] that is any tame solution will become not tame after a finite time as well.

2.1. Estimates of Newtonian gravity on the boundary. One way of studying the long time nonlinear behaviors of solutions begins with the ideal cases with various symmetries and then the cases deviating from ideal ones slightly. However, there is no decent solutions with enough symmetries for molecular clouds since the clouds are usually irregularly-shaped in the real world. For this purpose, to ensure the problem is researchable and the molecular clouds
are as real as possible, our approach is to focus on cases excluding certain global solutions defined by Definition 1.5, i.e., the first class of global solutions (which will be investigated in a separate paper). The reason we exclude the first class of global solution is by excluding them, the gravity obeys the inverse square law, see below Proposition 2.1, and this property, resembling the distribution of gravity around a point mass, allows us to obtain the estimates of that the spreading rate of the boundary is not fast enough to sustain the virial theorem for all time under certain initial data.

We call \( \Omega(t) \) contains a neighbor of origin, if there exists a constant \( t \in (0, 1) \), such that \( B_t(0) \subset \Omega(t) \).

**Proposition 2.1.** Suppose \( \Phi \) is the Newtonian potential defined by (1.5) and \( T \in (0, \infty) \) is a constant, \( \rho \in C^1([0, T] \times \mathbb{R}^3) \cap R^1([0, T] \times \Omega(t), G_1) \) and \( \Omega(t) \) is precompact for every \( t \in [0, T) \) and contains a neighbor of origin, then

\[
|\partial_t \Phi(t, x)| \leq \frac{G_1}{|x|^2}
\]

for any \( (t, x) \in [0, T) \times \partial \Omega(t) \).

**Proof.** Recalling (1.5), we have

\[
\Phi(t, x) = -\frac{1}{4\pi} \int_{\Omega(t)} \frac{\rho(t, y)}{|x - y|} d^3 y \quad \text{for} \quad x \in \mathbb{R}^3.
\]

Then, with the help of Lemma B.2 (see Appendix B.2), we obtain

\[
|\partial_t \Phi(t, x)| = \frac{1}{4\pi} \int_{\Omega(t)} \frac{\rho(t, y) \delta_k (x^k - y^k)}{|x - y|^3} d^3 y \quad \text{(2.1)}
\]

for any \( (t, x) \in [0, T) \times \mathbb{R}^3 \).

Let us estimate \( |\partial_t \Phi| \). Since \( \rho \in R^1([0, T] \times \Omega(t)) \), by Definition 1.4, there are constants \( \delta \in (0, 1) \), such that \( G_1 = \frac{1}{4\pi} \left( \frac{M}{\delta^2} + 3M \right) \) and for any \( t \in [0, T) \), every vector \( x \in \partial \Omega(t) \) and \( r \in B(n, \delta) \) where \( n := x/|x| \), let us calculate\(^2\)

\[
\int_{B(n, \delta)} |x|^3 \rho(t, |x||r|) \frac{d^3 r}{|n - r|^2} < 3M.
\]

Then, using above bound, we arrive at for any \( (t, x) \in [0, T) \times \partial \Omega(t) \),

\[
\frac{1}{4\pi} \int_{\Omega(t) \cap B(x, \delta|x|)} \frac{\rho(t, y)}{|x - y|^2} d^3 y \leq \frac{1}{4\pi} \int_{B(n, \delta) \cap \{|x| \in \Omega(t)\}} \frac{\rho(t, |x||r|)}{|x - |x||^3} d^3 r \leq \frac{1}{4\pi |x|^2} \int_{B(n, \delta)} \frac{|x|^3 \rho(t, |x||r|)}{|n - r|^2} d^3 r < \frac{3M}{4\pi |x|^2}.
\]

Note for every \( x \in \partial \Omega(t) \) and \( y \in \Omega(t) \setminus B(x, \delta|x|) \), we obtain \( |x - y| \geq \delta|x| \). Further, for every \( (t, x) \in [0, T) \times \partial \Omega(t) \), we have

\[
|\partial_t \Phi(t, x)| \leq \frac{1}{4\pi} \int_{\Omega(t) \setminus B(x, \delta|x|)} \rho(t, y) \frac{\delta_k (x^k - y^k)}{|x - y|^3} d^3 y
\]

\(^2\)Note the fact that for \( k < 3 \) and \( R > 0 \) first by letting \( \omega := y - x \) and applying the spherical coordinate \( \omega^1 = r \sin \theta \cos \phi, \omega^2 = r \sin \theta \sin \phi \) and \( \omega^3 = r \cos \theta \),

\[
\int_{B(x, R)} \frac{1}{|x - y|^2} d^3 y = \int_{|\omega| < R} \left( \int_0^R \frac{1}{r^2} r^2 d\omega \right) = 2\pi \int_0^R \frac{1}{r^2} r^2 d\theta dr = \frac{4\pi R^{3-k}}{3-k}.
\]
\[
\frac{1}{4\pi} \left| \int_{\Omega(t) \cap B(x, \delta|x|)} \rho(t, y) \frac{\delta_{kj}(x^k - y^k)}{|x - y|^3} d^3y \right|
\]
\[
\leq \frac{1}{4\pi} \int_{\Omega(t) \setminus B(x, \delta|x|)} \frac{\rho(t, y)}{|x - y|^2} d^3y + \frac{1}{4\pi} \int_{\Omega(t) \cap B(x, \delta|x|)} \frac{\rho(t, y)}{|x - y|^2} d^3y
\]
\[
\leq \frac{1}{4\pi \delta^2} \frac{1}{|x|^2} \int_{\mathbb{R}^3} \rho(t, y) d^3y + \frac{3M}{4\pi |x|^2} v \leq v \left( \frac{M}{\delta^2} + 3M \right) \frac{1}{4\pi |x|^2} < G_1^2.
\]
Then we complete this proof. \(\square\)

2.2. **Conservations of velocity of center of mass, mass and energy.** In order to simplify the calculations, we take a specific coordinate, the center of mass frame\(^3\), and let the center of mass locate at the origin of the coordinate system. The following Lemma 2.3 guarantees such a coordinate system is inertial and thus exists, and this lemma also indicates that the mass and total energy are conserved quantities. Let us first define the center of mass by

\[
x^i_c := x^i_c(t) = \frac{1}{M} \int_{\mathbb{R}^3} \rho x^i \, d^3x
\]

where we recall \(M, E\) are the total mass and total energy given by (1.16) and (1.17).

Let us first present Lemma 2.2 which provides two useful identities for the conservation laws in Lemma 2.3 and the later proof. We state the following Lemmas 2.2 and 2.3 here with the proof given in Appendix A.

**Lemma 2.2.** There are following identities for \(\rho \in C^1([0, \infty) \times \mathbb{R}^3)\) with the precompact support \(\Omega(t)\) and \(\Phi(t, x)\) defined by (1.5),

\[
\int_{\Omega(t)} (\rho(t, x) \partial^k \Phi(t, x)) \, d^3x = 0 \quad (2.4)
\]

and

\[
\int_{\Omega(t)} \rho(t, x) \partial_j \Phi(t, x) x^j \, d^3x = -\frac{1}{2} \int_{\Omega(t)} \rho(t, x) \Phi(t, x) \, d^3x. \quad (2.5)
\]

Then, the conservation laws are given in the following lemma,

**Lemma 2.3.** Suppose \((\rho, \vec{w})\) solves the Euler–Poisson equations (1.2)–(1.6) on \([0, T) \times \Omega(t)\), the center of mass \(x^i_c\), the total mass \(M\) and the total energy \(E\) are defined by (2.3)–(1.17). Then this velocity of the center of mass \(\frac{dx^k_c(t)}{dt}\), the total mass \(M(t)\) and the total energy \(E(t)\) are conserved. Moreover, the velocity of the center of mass can be expressed by

\[
\frac{dx^k_c(t)}{dt} = \frac{1}{M} \int_{\mathbb{R}^3} \rho \vec{w}^k \, d^3x = \text{const.} \quad (2.6)
\]

for \(t \in [0, T)\).

Lemma 2.3 demonstrates that the center of mass of this molecular cloud is moving in a constant velocity (2.6). Therefore, we are able to set the center of mass to be the origin of the coordinate system and make sure this system is inertial. From now on, we set the center of

\(^3\)The center of mass frame is an inertial frame in which the center of mass of a system is at rest with respect to the origin of the coordinate system.
mass \( x^i_c = 0 \) (i.e. the origin is situated at the center of the mass of the molecular cloud), and therefore, the definition (2.3) implies
\[
\int_{\mathbb{R}^3} \rho x^i d^3x = 0.
\]

2.3. Criterion of blowups of classical solutions and virial theorem. In this section, we are in the position to state the evolution theorem of classical solutions of the diffuse boundary problem. This theorem is closely related to the Makino’s conjecture in [41] that states any tame solution, including nonsymmetric tame solution, will become not tame after a finite time. The Theorem 2.8 presented later in fact answers Makino’s conjecture in a perspective for classical solutions of the diffuse boundary problem. We firstly give a lemma stating if the expanding rate of the clouds is close to certain linear expanding rate, then the solution can only be extended to finite time (controlling the expanding rate implies blowups). This Theorem 2.4 is in fact one expression of the virial theorem. The idea of Theorem 2.4 comes from Sideris [54] and then is applied by many authors (for instance, [3,35,50], etc.).

**Theorem 2.4** (Criterion of Blowups, Virial Theorem). Suppose \( (\rho, \dot{w}^i, \Omega(t)) \) is a classical solution for \( t \in [0, T] \) to Euler–Poisson equations (1.2)–(1.6), \( \beta := \min \{3(\gamma - 1), 1 \} > 0, M > 0 \) and \( E \) are mass and energy defined by (1.16) and (1.17), respectively, the total energy \( E \) of this system is positive\(^4\), and for every \( t \in [0, T] \), if there is a scalar function \( R(t) \in C^0([0, T)) \) such that the support of the density \( \Omega(t) = \text{supp} \rho(t, \cdot) \subset B_{R(t)}(0) \). Then,

1. if \( T = \infty \), then \( R(t) \) satisfies
\[
\lim_{t \to T} \frac{R^2(t)}{t^2} \geq \frac{\beta E}{M}.
\]

Otherwise, if (2.7) fails and denote \( [0, T_{\max}) \) is a maximal interval of existence of this solution, then \( T_{\max} < \infty \) is finite.

2. if \( T < \infty \), then \( R(t) \) satisfies
\[
\lim_{t \to T} R^2(t) \geq \frac{\beta ET^2}{M} + \frac{2H'(0)T}{M} + \frac{2H(0)}{M}.
\]

Otherwise, if (2.8) fails, then \( T_{\max} < T < \infty \).

**Proof.** We define the moment of inertia for \( t \in [0, T] \) by
\[
H(t) := \frac{1}{2} \int_{\mathbb{R}^3} \rho(t, x)|x|^2 d^3x.
\]

On one hand, differentiate \( H(t) \) with respect to \( t \) by using Reynolds transport Theorem B.4, and then the boundary term vanishes due to the fact that \( \rho \equiv 0 \) on \( \partial \Omega(t) \), we have
\[
\frac{d}{dt} H(t) = \frac{1}{2} \int_{\Omega(t)} \partial_t \rho |x|^2 d^3x = -\frac{1}{2} \int_{\Omega(t)} \partial_i (\dot{w}^i \rho) |x|^2 d^3x = \int_{\Omega(t)} \rho \dot{w}^i x^i \delta_{ij} d^3x
\]
for \( t \in [0, T] \). This quantity \( \int_{\Omega(t)} \rho \dot{w}^i x^i d^3x \) is also known as virial tensor in physics.

Then differentiate above \( \frac{d}{dt} H(t) \) again with respect to \( t \), with the help of (A.2) and (2.5) from Lemma 2.2, we arrive at one expression of the famous Virial Theorem,
\[
\frac{d^2}{dt^2} H(t) = \int_{\Omega(t)} \partial_i (\rho \dot{w}^k) x^j \delta_{kj} d^3x = \int_{\Omega(t)} [\partial_i (\rho \dot{w}^i \dot{w}^k) - \delta^{ij} \partial_i p - \rho \delta^k \Phi] x^j \delta_{kj} d^3x
\]
\[^4\text{It means the averaging trend of the clouds is expansion, since this, by (2.11) in the following proof, leads to the time derivative of virial is positive, i.e., } H''(t) > 0. \text{ See [23] for more explanations.} \]
Corollary 2.5. Under assumptions of Theorem 2.4, if further assuming
\[ R(t) := 2A(t + a) \]
where \( A < \frac{1}{24} \sqrt{\frac{\beta E}{M}} \), then there is a critical time, \( T^\dagger > 0 \) given by
\[ T^\dagger := \frac{4aMA^2 - H'(0) + \sqrt{(H'(0) - 4aMA^2)^2 - 2(\beta E - 4MA^2)(H(0) - 2MA^2a^2)}}{\beta E - 4A^2M} \]
such that \( F(t) > 0 \) for \( t > T^\dagger \). Furthermore, the maximal interval of the existence of the solution \( T_{\text{max}} \leq T^\dagger \). In specific, if \( a := \sigma^{-1} \) (\( \sigma \in (0, \sigma_*) \) and \( \sigma^* \) is defined by (1.23)), there is a supercritical time \( T^\ddagger := \lambda_1 a + \lambda_2 \in (T^\dagger, \frac{1}{5} a) \) where
\[ \lambda_1 := \frac{1}{10} \quad \text{and} \quad \lambda_2 := \frac{9|H'(0)|}{4\beta E} < \frac{1}{200} a, \]
such that $F(t) > 0$ for $t > T^\dagger > 0$.

**Proof.** By solving inequality

$$F(t) = \frac{1}{2} [\beta E t^2 - 4 M A^2 (t + a)^2] + H'(0) t + H(0) > 0,$$

and noting $A < \frac{1}{24} \sqrt{\frac{\beta E}{M}}$ and $F(0) \leq 0$ (see (2.15)), we can calculate the critical time $T^\dagger > 0$ such that for $t > T^\dagger$, $F(t) > 0$. From $F(t) > 0$, we conclude, for any $T > T^\dagger$,

$$\lim_{t \to T^\dagger} R^2(t) = 4 A^2 (T + a)^2 < \frac{\beta E T^2}{M} + \frac{2 H'(0) T}{M} + \frac{2 H(0)}{M}.$$  

Then by Theorem 2.4, we arrive at $T_{\max} < T$, i.e., $T_{\max} \leq T^\dagger$.

Next, we prove $T^\dagger > T^\ddagger$. To achieve this, we first note that

$$H(0) - 2 M A^2 a^2 \leq 0$$

where (2.17) comes from (2.15). Then we verify

$$\sqrt{(H''(0) - 4 a M A^2)^2} - 2 (\beta E - 4 M A^2) (H(0) - 2 M A^2 a^2)$$

$$\leq |4 a M A^2 - H'(0)| + \sqrt{2 (\beta E - 4 M A^2) (2 M A^2 a^2 - H(0))}$$

$$\leq 4 a M A^2 + |H'(0)| + 2 A a \sqrt{M (\beta E - 4 M A^2)}.$$  

Since $A < \frac{1}{24} \sqrt{\frac{\beta E}{M}}$, we obtain

$$\frac{8 M A^2 + 2 A \sqrt{\beta E - 4 A^2 M} M}{\beta E - 4 A^2 M} < \frac{2}{143} + \frac{1}{\sqrt{143}} < \frac{1}{10} =: \lambda_1,$$  

and

$$\frac{2 |H'(0)|}{\beta E - 4 A^2 M} < \frac{288 |H'(0)|}{143 \beta E} < \frac{9 |H'(0)|}{4 \beta E} =: \lambda_2.$$  

Definition of $\sigma_*$ (1.23) implies $\lambda_2 < \frac{1}{200} a^{-1}$. Gathering (2.18)–(2.20) together, we obtain $T^\dagger - T^\ddagger < 0$, i.e., $T^\ddagger > T^\dagger$ and it completes the proof. \qed

2.4. **Estimates of trajectories of free falling particles.** The subsequent Proposition 2.6 states the evolution of the boundary $\partial \Omega(t)$ along the velocity field provided there is a classical solution, especially expounds the dynamical estimates of the spreading rate of the boundary of the molecular clouds and the changes of the velocity field.

**Proposition 2.6** (Trajectories of Free Falling Particles). Suppose $T' \in (0, \infty]$ is a constant, $(\rho, \dot{w}, \Omega(t))$ is a classical solution for $t \in [0, T')$ to the diffuse problem of Euler–Poisson equations (1.2)–(1.7), defined by Definition 1.1, in the center of mass frame, $\Phi$ is given by (1.5), $\Omega(0)$ is precompact and contains a neighbor of origin, $\rho \in C^1([0, T') \times \mathbb{R}^3) \cap R^1([0, T') \times \Omega(t), G_1)$, $G_1$ is the gravity bound defined in Definition 1.4 and the given total mass and energy satisfy (i.e., $(E, M, G_1)$ is compatible)

$$(9 G_1)^{\frac{1}{3}} < \frac{1}{24} \left( \frac{\beta E}{M} \right)^{\frac{1}{2}}.$$  

Then for any given constant $A \in ((9 G_1)^{\frac{1}{3}}, \frac{1}{24} \sqrt{\frac{\beta E}{M}})$ and any small constant $\sigma \in (0, \sigma_*)$ where the constant $\sigma_*$ is given by (1.23), if $\xi \in \partial \Omega(0)$ lies in

$$\frac{2}{2 - \sigma} A \sigma^{-1} < |\chi(0, \xi)| = |\xi| < \frac{1}{1 - \sigma} \left( 1 + \frac{1}{14} \sigma \right) A \sigma^{-1}, \quad (2.21)$$
for any \( t, \xi \in [0, \min\{T^*, T'\}] \times \partial \Omega(0) \) where \( T^* \) is given by Corollary 2.5.

**Remark 2.7.** In terms of admissible parameters given in Definition 1.9.(1), (2.21) and (2.22) are expressed by \( |\xi| = \lambda_0 A \sigma^{-1} \) and \( z(0, \xi) = \lambda_1 \lambda_0^{-1} \sigma |\xi| = \lambda_1 A \). This will be used in §2.6.

2.5. **Weak blowup theorem.** Let us now present the weak blowup theorem.

**Theorem 2.8** (Weak Blowup Theorem). Suppose \((E, M, G_1)\) is any given compatible set and \( H'(0) \) is any given constant, \((\rho, \dot{w}^i, \Omega(t))\) is a classical solution for \( t \in [0, T)\) to the diffuse boundary problem of Euler–Poisson equations (1.2)–(1.7) for some constant \( T \in (0, \infty] \) in the center of mass frame and it is not the first class of the global solution with \( G_1 > 0 \). Then if the initial data \((w_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}(E, M, G_1, H'(0))\) is admissible initial boundary data, then it is not the global solution to the diffuse boundary problem, and there is a constant \( 0 < T^* < +\infty \), such that, the classical solution breaks down at \( t = T^* \) and

\[
\int_0^{T^*} \left( \|\nabla w^i(s)\|_{L^\infty(\Omega(s))} + \|\nabla \rho^{\frac{\gamma - 1}{2}}\|_{L^\infty(\Omega(s))} \right) ds = +\infty;
\]  

(2.23)

This theorem provides a necessary condition for global classical solutions to the diffuse boundary problem of Euler–Poisson equations. We state it in the following corollary and its proof is direct from Theorem 2.8.

**Corollary 2.9.** Under the assumptions of Theorem 2.8, if \((\rho, \dot{w}^i, \Omega(t))\) is a global solution to the diffuse boundary problem of Euler–Poisson equations (1.2)–(1.7) for \( t \in [0, +\infty) \), then it has to be the first class of global solution with some gravity bound \( G_1 > 0 \) and includes near-boundary mass accretions.

2.6. **Proof of Theorem 2.8.** This theorem is a result of the virial theorem (see Theorem 2.4), Proposition 2.6 and the weak continuation principle (see [30, §3.1]). We first admit Proposition 2.6 holding in this proof, and defer the proof of Proposition 2.6 until the next section §2.7. The idea of this proof is for every initial boundary point, we verify the admissible initial boundary data satisfy the condition of Proposition 2.6. Since there is no the first class of global solution, we can use Proposition 2.6 to conclude the spreading speed of the boundary is bounded by a linear function of time. Then the virial theorem (see Theorem 2.4) can be applied due to this spreading speed of the boundary and \( E(0) > 0 \). At the end, we use the weak continuation principle to obtain the blowup estimate (2.23). Since otherwise, the left hand of (2.23) is bounded for every \( T^* < T \) where \( T \) is the maximal time interval of the existence of the solution. Then the weak continuation principle yields there is a constant \( T^0 > T > 0 \), such that the classical solution \((\rho, \dot{w}^i, \Phi, \Omega(t))\) exists on \( t \in [0, T^0) \) which contradicts the fact that \( T \) is the maximal time interval of the existence of the solution.
Proof of Theorem 2.8. We prove it by contradiction. Along with the assumptions of this theorem, we suppose this solution is a global classical solution to the Euler–Poisson equations (1.2)–(1.6) on \([0, +\infty) \times \Omega(t)\) extending \((\rho, \dot{w}, \Omega(t))\) to \(T_{\text{max}} = +\infty\) and since it is not the first class of global solution with \(G_1\), by Definition 1.5 we have \(\rho \in \mathbb{R}^1([0, +\infty) \times \Omega(t), G_1)\).

In order to use Proposition 2.6 and in view of Remark 2.7 and the initial data satisfies \((w_0|_{\partial\Omega(0)}, \Omega(0)) \in \mathcal{A}(E, M, G_1, H^3(0))\), for any \(\xi \in \partial\Omega(0)\) and any given radial velocity field \(z_0(\xi)\), there is a small constant \(\sigma_\xi \in (0, \sigma_*)\) where \(\sigma_*\) is given by (1.23), such that \(\sigma_\xi\) satisfies \(\lambda_1\lambda_0^{-1}\sigma_\xi = z_0(\xi)/|\xi|\) and the data satisfy Definition 1.9.(4). Let us define\(^5\):

\[
A_\xi := \frac{1}{\lambda_1} z_0(\xi). \tag{2.24}
\]

Then for every \(z_0\), by (1.26),

\[
z_0(\xi) \in \left(\lambda_1(9G_1)^{\frac{1}{2}}, \frac{\lambda_1}{24}\sqrt{\frac{\beta E}{M}}\right) \tag{2.25}
\]

By above (2.24) and (2.25), \(A_\xi \in \left(\left(9G_1\right)^{\frac{1}{2}}, \frac{1}{24}\sqrt{\frac{\beta E}{M}}\right)\) are any \(\xi\)-dependent constants, and \(0 < \sigma_\xi < \sigma_*\). These, with the help of interval of \(\lambda_0\) and \(|\xi| = \frac{z_0(\xi)}{\lambda_1\lambda_0^{-1}\sigma_\xi} = \lambda_0\sigma_\xi^{-1}A_\xi\), imply \(\xi\) lies in

\[
\frac{2}{2 - \sigma}A_\xi\sigma_\xi^{-1} < |\xi| < \frac{1}{1 - \sigma_\xi}\left(1 + \frac{1}{14}\sigma_\xi\right)A_\xi\sigma_\xi^{-1}.
\]

Using (2.24) again yields

\[
z_0(\xi) = \lambda_1\lambda_0^{-1}\sigma_\xi|\xi|. \tag{2.26}
\]

Then by the interval of \(\lambda_1\) (see Definition 1.9.(1)) and noting \(\lambda_0 = \frac{\lambda_1\sigma_\xi|\xi|}{z_0(\xi)} = \frac{\sigma_\xi|\xi|}{A_\xi}\), we obtain

\[
\frac{1 - \sigma_\xi}{A}\sigma_\xi^2|\xi|^2 < z_0(\xi) < \left(1 + \frac{1}{14}\sigma_\xi\right)\sigma_\xi|\xi|.
\]

By (1.27), (2.24) and (2.26), we obtain

\[
X_0^2(\xi) < \frac{A_\xi}{2}\sigma_\xi^2|\xi|.
\]

Then, we can apply Proposition 2.6 to conclude

\[
A_\xi(t + \sigma^{-1}) < |\chi(t, \xi)| < \frac{A_\xi}{1 - 2\sigma}(t + \sigma^{-1})\left[1 + \frac{1}{7}(t + \sigma^{-1})^{-1}\right] \tag{2.27}
\]

for \((t, \xi) \in [0, T^2) \times \partial\Omega(0)\). Since \(A_\xi\) and \(\sigma_\xi\) in (2.24) are both continuous in \(\xi\), and \(\partial\Omega(0)\) is a compact set, then there are uniform constants \(A := \max_{\xi \in \partial\Omega(0)} A_\xi\) and \(\sigma := \min_{\xi \in \partial\Omega(0)} \sigma_\xi\). We conclude

\[
|\chi| = |\chi(t, \xi)| < \frac{A}{1 - 2\sigma}(t + \sigma^{-1})\left[1 + \frac{1}{7}(t + \sigma^{-1})^{-1}\right] < 2A(t + \sigma^{-1}) =: R(t).
\]

for \(t \in [0, T^2)\).

Then, by Corollary 2.5, we conclude \(T_{\text{max}} = T^* < T^2\) which contradict with \(T_{\text{max}} = +\infty\). Therefore, there is no global classical solution. In other words, if there is a global solution to the diffuse boundary problem of Euler–Poisson equations (1.2)–(1.7) for \(t \in [0, +\infty)\), then \(\rho \notin \mathbb{R}^1([0, +\infty) \times \Omega(t), G_1)\). By the weak continuation principle, we obtain the estimate (2.23). Then we complete this proof. \(\Box\)

\(^5\)The freedoms of constants \(A\) and \(\sigma\) in Proposition 2.6 become the freedoms of the initial data \(z_0\) and \(\xi\) by (2.24).
2.7. Proof of Proposition 2.6. We prove Proposition 2.6 by the following two steps. The first step focuses on the reformulation of equations on the boundary, and the second step is the analysis of these equations and try to estimate the solutions to a certain large time.

2.7.1. Step 1: reformulation of free falling equation on the boundary in Lagrangian description. We begin with deriving a system describing the behavior of the extended velocity fields and positions of points on $[0, T') \times \partial \Omega(t)$. For any $x \in \partial \Omega(t)$, since $\chi$ is a flow, then there is a point $\xi \in \partial \Omega(0)$, such that $x = \chi(t, \xi)$ with $\chi(0, \xi) = \xi$, $\xi$ is the initial position and $\chi(t, \xi)$ the Lagrangian variable (or flow). By [30, Proposition 2.1.(3)], the extended velocity $w^k$ (see Definition 1.1.(1)) satisfies the equation of the free falling,

$$D_t w^j(t, x) = -\partial^j \Phi(t, x), \quad \text{i.e.,} \quad \partial_t w^j(t, \xi) = -\partial^j \Phi(t, \xi). \quad (2.28)$$

for $(t, x) \in [0, T') \times \partial \Omega(t)$ and $(t, \xi) \in [0, T') \times \partial \Omega(0)$. The free falling equation (2.28) coupling with the definition of the integral curve $\chi^j(t) (= \chi(t, \xi))$ of $\bar{w}$, (see [30, eq. (2.14)]) by denoting $x^i = \chi^i(t, \xi)$ is the $i$-th component of $x = \chi(t, \xi)$ yield

$$\partial_t \chi^i(t, \xi) = w^i(t, \xi), \quad (2.29)$$

$$\partial_t w^i(t, \xi) = -\delta^i_j \Phi_j(t, \xi). \quad (2.30)$$

for $(t, \xi) \in [0, T') \times \partial \Omega(0)$, where we denote $\Phi_j(t, \xi) := \partial_j \Phi(t, \chi(t, \xi)) = \partial_j \Phi(t, \xi)$. For the purpose of the analysis, we introduce new variables $q, z$ and $X$ defined by (recall (1.9)–(1.10))

$$q(t, \xi) := \frac{1}{|x|} = \frac{1}{|\chi(t, \xi)|}, \quad (2.31)$$

$$z(t, \xi) := \delta_{ij} \frac{\chi^j(t, \xi)}{|\chi(t, \xi)|} w^i(t, \xi), \quad (2.32)$$

$$X^i(t, \xi) := w^j(t, \xi) - \frac{\chi^i(t, \xi)}{|\chi(t, \xi)|} z(t, \xi) \quad (2.33)$$

and

$$X(t, \xi) := \sqrt{\delta_{ij} X^i(t, \xi) X^j(t, \xi)} \quad (2.34)$$

where $q$ is the reciprocal of the radial distance $|x| = |\chi|$, $z$ is the radial component of velocity $w^i$, $X^i$ is a component of the direction orthogonal to the radial direction and $X$ is the length of $X^i$. We point out, by direct calculations, $\delta_{ij} X^i \chi^j = 0$, and furthermore,

$$X(t, \xi) = \sqrt{\delta_{jk} w^j(t, \xi) w^k(t, \xi) - z^2(t, \xi)}. \quad (2.35)$$

In order to obtain a proper structure, we also introduce a new variable $Y(t, \xi)$ defined by

$$Y(t, \xi) := q(t, \xi) X^2(t, \xi). \quad (2.36)$$

Firstly, let us derive the equation of $q$. By noting $x = \chi(t, \xi)$ and multiplying $2 \delta_{ij} \chi^j$ on the both sides of (2.29), we arrive at

$$\partial_t |\chi(t, \xi)|^2 = 2 \delta_{ij} \chi^j(t, \xi) \partial_t \chi^i(t, \xi) = 2 \delta_{ij} \chi^j(t, \xi) w^i(t, \xi).$$

Then we arrive at

$$\partial_t |\chi(t, \xi)| = \delta_{ij} \frac{\chi^j}{|\chi|} w^i(t, \xi) = z(t, \xi). \quad (2.37)$$
and we re-express above equation in terms of \( q \) and \( z \) defined in (2.31)--(2.32) to get the first equation of the target system,
\[
\partial_t q = -q^2 z. \tag{2.38}
\]

Secondly, we derive the equation of \( z \). Multiplying \( \delta_{jk} \frac{\chi^j}{|\chi|} \) on both sides of (2.30), using Leibniz rule, (2.29) and (2.37), yields
\[
\partial_t \left( \delta_{jk} \frac{\chi^j(t, \xi)}{|\chi(t, \xi)|} w^k(t, \xi) \right) = \frac{1}{|\chi(t, \xi)|} \left[ \delta_{jk} w^j(t, \xi) w^k(t, \xi) - z^2(t, \xi) \right] - \frac{\chi^j(t, \xi)}{|\chi(t, \xi)|} \Phi_j(t, \xi). \tag{2.39}
\]

Then, with the help of (2.35), we obtain the second equation of the target system by expressing above equation (2.39) in terms of \( q \), \( z \) and \( Y \),
\[
\partial_t z = q X^2 - \frac{\chi^j}{|\chi|} \Phi_j = Y - \frac{\chi^j}{|\chi|} \Phi_j. \tag{2.40}
\]

The next one is the equation of \( X \). We first calculate, by (2.30), that
\[
\partial_t |w^k(t, \xi)|^2 = 2 \delta_{jk} w^j(t, \xi) \partial_t w^k(t, \xi) = -2 w^j(t, \xi) \Phi_j(t, x). \tag{2.41}
\]

Then, definitions of \( X \) and \( X^j \) (see (2.33)--(2.35)), with the help of equations (2.40) and (2.41), lead to
\[
\partial_t X^2 = -2zqX^2 - 2X^j\Phi_j. \tag{2.42}
\]

By noting (2.36), i.e., \( X = \sqrt{q^{-1}Y} \) and using (2.38) and (2.42), we obtain a equation of \( Y \),
\[
\partial_t Y = -3zqY - 2q^\frac{3}{2} Y^\frac{1}{2} \left( \frac{X^j}{X} \Phi_j \right). \tag{2.43}
\]

Gathering (2.38), (2.40) and (2.43) together, we arrive at the system of equations of \( q \), \( z \) and \( Y \),
\[
\begin{align*}
\partial_t q &= -q^2 z, \\
\partial_t z &= Y - \frac{\chi^j}{|\chi|} \Phi_j, \\
\partial_t Y &= -3zqY - 2q^\frac{3}{2} Y^\frac{1}{2} \left( \frac{X^j}{X} \Phi_j \right),
\end{align*}
\tag{2.44-2.46}
\]
for \( (t, \xi) \in [0, T') \times \partial\Omega(0) \). Therefore, the aim turns to the estimates of \( q \), \( z \) and \( Y \) for \( (t, \xi) \in [0, T') \times \partial\Omega(0) \) since these new variables contain enough information of the original variables \( |x| = |\chi(t, \xi)| \) and \( \dot{w}(t, \chi(t, \xi)) \).

2.7.2. Step 2: estimates of the flow. As we have seen in §2.6, the proof of Theorem 2.8, we need the upper bound estimate of \( |\chi| \) to use virial theorem. In order to obtain this upper bound of \( |\chi| \), we judiciously choose new proper variables since the upper and lower bounds of \( |\chi| \), \( z \) and \( Y \) usually have different changing rate, then integrate the derived system from (2.44)--(2.46) and estimate upper and lower bounds for the selected variables by bootstrap arguments (see Appendix B.1). We introduce the following variables denoted by “upper variable” \( \tilde{\cdot} \) and “lower variable” \( \underline{\cdot} \), respectively since we will estimate the upper bound for the upper variables and the
lower bound for the lower variables, respectively. In the end the complete estimates come from combining the upper and lower bounds with different decay rates together.

**Variables** Let us begin this step with defining proper variables for later analysis. For any $\xi \in \partial \Omega(0)$, and for any constants $A \in \left((9G_1)^{\frac{1}{2}}, \frac{1}{24} \sqrt{\frac{3E}{M}}\right)$ and $\sigma \in (0, \sigma_*)$, such that initial data satisfy (2.21)–(2.22). We define,

\[ \tilde{q} := A(t + a)q, \]  
\[ \tilde{V} := (t + a) - (t + a)^2zq, \]  
\[ \tilde{U} := (t + a)^2zq^2, \]  
\[ \tilde{Y} := (t + a)Y, \]  
for $(t, \xi) \in [0, \min\{T^*, T'\}) \times \partial \Omega(0)$ along with the requirement (2.21). Then, direct calculations by using (2.47)–(2.50) yields

\[ q = \frac{1}{A}(t + a)^{-1}\tilde{q}, \]  
\[ zq = (t + a)^{-1}[1 - (t + a)^{-1}\tilde{V}], \]  
\[ zq^2 = (t + a)^{-2}\tilde{U}, \]  
\[ Y = (t + a)^{-1}\tilde{Y}. \]

**Initial data:** Initial data (2.21)–(2.22), in terms of $\tilde{q}$, $\tilde{V}$, $\tilde{U}$, $\tilde{Y}$ (with the help of (2.47)|$_{t=0}$–(2.50)|$_{t=0}$), are expressed

\[ \tilde{q}_0 := \tilde{q}|_{t=0} < 1 - \frac{1}{2}\sigma, \]  
\[ \tilde{U}_0 := \tilde{U}|_{t=0} > \frac{1 - \sigma}{A}, \]  
\[ \tilde{V}_0 := \tilde{V}|_{t=0} > -\frac{1}{14}, \]  
\[ \tilde{Y}_0 := \tilde{Y}|_{t=0} < \frac{1}{2}A\sigma^2, \]

The rest of the proof is proceeded by the *bootstrap principle*, see Appendix B.1. In order to apply it, we give the following bootstrap assumptions, and then establish the system of equations of above new variables. Furthermore, by integrating these equations, we improve the estimates of the bootstrap assumptions, which leads to the expected estimates by Proposition B.1 (i.e., abstract bootstrap principle), eventually.

**Bootstrap assumptions:** We assume for every $t \in [0, T)$ where $T$ is any constant such that $T \in (0, \min\{T^*, T'\})$, the variables satisfy the following estimates,

\[ \tilde{q} < 1, \]  
\[ \tilde{U} > \frac{1 - 2\sigma}{A}, \]  
\[ \tilde{V} > -\frac{1}{7}, \]  
\[ \tilde{Y} < A\sigma^2. \]

Direct calculations yield the initial data (2.55)–(2.58) satisfy the bootstrap assumptions (2.59)–(2.62), which implies Proposition B.1.(4) is verified.
Differentiating (2.47), with the help of (2.38), (2.51) and (2.65), yields

$$q = \frac{zq^2}{q} = \frac{(t + a)^{-1}U}{1 - (t + a)^{-1}V}.$$  

(2.63)

Before verifying the improvements of these inequalities, let us first give two simple but useful identities and estimates which will be used repeatedly in the following calculations. By (2.51), (2.61) and the bootstrap assumption (2.59)–(2.60),

$$1 - (t + a)zq = (t + a)^{-1}V > -\frac{1}{7}(t + a)^{-1} > -\frac{1}{7}\sigma$$  

(2.64)

for \(t \in [0, T]\) and using (2.51), (2.53) and the bootstrap assumption (2.59)–(2.60), we derive,

$$1 - (t + a)zq = 1 - (t + a)\frac{zq^2}{q} = 1 - \frac{AU}{q} < 1 - 1 + 2\sigma = 2\sigma$$  

(2.65)

for \(t \in [0, T]\).

Then by Corollary 2.5, we estimate an integration for later use,

$$\int_0^{T^2} (s + a)^{-1}ds = \ln\left(1 + \frac{T^2}{a}\right) = \ln\left(1 + \lambda_1 + \lambda_2\sigma\right) < \frac{1}{10} + \frac{9|H'(0)|}{4\beta E}\sigma < \frac{21}{200}.$$  

(2.66)

Now, let us improve the bootstrap assumptions.

**Improvement of \(\bar{q}\):** Differentiating (2.47), with the help of (2.38), (2.51) and (2.65), yields

$$\partial_t \bar{q} = \bar{A}(t + a)\partial_t q + \bar{A}q = \bar{A}q[1 - (t + a)zq]$$

$$= (t + a)^{-1}\bar{q}\left(1 - \frac{AU}{q}\right) < 2\sigma(t + a)^{-1}\bar{q}.$$  

(2.67)

Integrating (2.67) and using (2.66) yield

$$\bar{q}(t, \xi) < \bar{q}_0 + 2\sigma \int_0^t (s + a)^{-1}ds < 1 - \frac{1}{2}\sigma + 2\sigma \int_0^{T^2} (s + a)^{-1}ds$$

$$< 1 - \frac{1}{2}\sigma + 2\left(\frac{1}{10} + \frac{9|H'(0)|}{4\beta E}\sigma\right)\sigma < 1 - \frac{1}{4}\sigma$$  

(2.68)

for \(t \in [0, T]\).

**Improvement of \(\bar{U}\):** Let us first note

$$zq^2 = zq \cdot q = \frac{1}{\bar{A}}(t + a)^{-2}\bar{q}[1 - (t + a)^{-1}V]$$

$$< \frac{1}{\bar{A}}(t + a)^{-2}\left[1 + \frac{1}{7}(t + a)^{-1}\right] < \frac{8}{7\bar{A}}(t + a)^{-2}.$$  

(2.69)

Differentiating (2.49), with the help of (2.44) and (2.45), we arrive at

$$\partial_t \bar{U} = 2(t + a)zq^2 + (t + a)^2q^2\partial_t z + 2qz(t + a)^2\partial_t q$$

$$= 2(t + a)zq^2[1 - (t + a)zq] + (t + a)^2q^2\left(Y - \frac{|\chi_j|}{|\lambda|} \Phi_j\right).$$
By using (2.64) and (2.69), we obtain
\[-\frac{16}{7A}(t+a)^{-1} < (2)((t+a)aq^2) < 0 \text{ and } (t+a)aq - 1 < \frac{1}{7}(t+a)^{-1},\]
which, in turn, implies
\[(-2)((t+a)aq^2)(t+a)aq - 1 > \frac{1}{7}(t+a)^{-1}(-2)((t+a)aq^2) > -\frac{16}{49A}(t+a)^{-2}.
\]
Then we estimate \[2(t+a)aq^2[1-(t+a)aq],\]
\[2(t+a)aq^2[1-(t+a)aq] = -2((t+a)aq^2)(t+a)aq - 1 > -\frac{16}{49A}(t+a)^{-2}, \quad (2.70)\]
Then using (2.50), (2.64), (2.53), (2.70), (2.63) and \((t+a)^2aqY > 0\) yield
\[\partial_t U > -\frac{16}{49A}(t+a)^{-2} - \frac{1}{4A^4(t+a)^{-2}q^4}\left|\frac{1}{aq^2}\frac{\chi^j}{|\chi|}\Phi_j\right|. \quad (2.71)\]
Integrating (2.71), with the help of \(A > (9G_1)^{\frac{1}{4}},\) we obtain
\[U(t, \xi) > U_0 - \int_0^t \frac{16}{49A}(s+a)^{-2}ds - \int_0^t \frac{1}{4A^4(s+a)^{-2}q^4}\left|\frac{1}{aq^2}\frac{\chi^j}{|\chi|}\Phi_j\right|ds \]
\[> \frac{1-\sigma}{A} - \frac{16}{49A} \int_0^t (s+a)^{-2}ds - \frac{G_1}{A^4} \int_0^t (s+a)^{-2}ds \]
\[> \frac{1-\sigma}{A} - \frac{16\sigma}{49A} - \frac{G_1}{A^4} \]
\[> \frac{1-\sigma}{A} - \frac{16\sigma}{49A} - \frac{1}{9A}\sigma = \frac{1}{A} - \frac{65\sigma}{49A} - \frac{1}{9A}\sigma > 1 - \frac{3\sigma}{A} \quad (2.72)\]
for \(t \in [0, T].\)

Improvement of \(V:\) Now Let us turn to the equation of \(V.\) First direct calculations imply that
\[1 - 2(t+a)aq + (t+a)^2aq^2 = [1-(t+a)aq]^2 \geq 0 \quad (2.73)\]
Differentiating (2.48), with the help of (2.53), (2.44)–(2.45), (2.36), (2.65) and (2.73), we arrive at
\[\partial_t V = 1 - 2(t+a)aq - (t+a)^2aq \partial_t q - (t+a)^2q\partial_t z \]
\[= 1 - 2(t+a)aq + (t+a)^2aq^2 - (t+a)^2q\left(Y - \frac{\chi^j}{|\chi|}\Phi_j\right) \]
\[\geq - (t+a)^2aqY + (t+a)^2aq^3\left(\frac{1}{aq^2}\frac{\chi^j}{|\chi|}\Phi_j\right) \]
\[> - \frac{\tilde{q}Y}{A} - \frac{\tilde{q}^3}{A^3}(t+a)^{-1}\left|\frac{1}{aq^2}\frac{\chi^j}{|\chi|}\Phi_j\right|. \quad (2.74)\]
Integrating (2.74), noting Corollary 2.5 and using \(A > (9G_1)^{\frac{1}{4}}\) lead to
\[V(t, \xi) > V_0 - \frac{1}{A} \int_0^t \tilde{q}Y ds - \frac{1}{A^3} \int_0^t (s+a)^{-1}\tilde{q}^3\left|\frac{1}{aq^2}\frac{\chi^j}{|\chi|}\Phi_j\right|ds \]
\[> - \frac{1}{14} - \sigma^2T\tilde{q} - \frac{G_1}{A^3} \int_0^t (s+a)^{-1}ds \]
The following expressions of Gather above estimates (2.68), (2.72), (2.75) and (2.77), we further conclude, for $t \in [0, T)$ by noting $\sigma \in (0, \sigma_*)$.

Improvement of $\tilde{Y}$: The following expressions of $\partial_t \tilde{Y}$ can be derived by directly differentiating (2.50). That is, with the help of (2.46), (2.36), (2.51), (2.63) and the crucial identity (2.65), we derive that

\[
\partial_t \tilde{Y} = Y + (t + a) \partial_t Y
\]

\[
= Y + (t + a) \left[ -3qY - 2q^{\frac{3}{2}} Y^{\frac{3}{2}} \left( \frac{X^j}{X} \Phi_j \right) \right]
\]

\[
= Y - 3Y + 3[1 - (t + a)q]Y - 2(t + a)q^{\frac{3}{2}} Y^{\frac{3}{2}} \left( \frac{X^j}{X} \Phi_j \right)
\]

\[
= -2Y + 3 \left( 1 - \frac{AU}{q} \right) Y - 2(t + a)q^{\frac{3}{2}} Y^{\frac{3}{2}} \left( \frac{1}{q^2} \frac{X^j}{X} \Phi_j \right)
\]

\[
< 6\sigma(t + a)^{-1} \tilde{Y} + 2A^{-\frac{3}{2}}(t + a)^{-2}q^{\frac{3}{2}} \tilde{Y}^{\frac{3}{2}} \left| \frac{1}{q^2} \frac{X^j}{X} \Phi_j \right|.
\]

(2.76)

By integrating (2.76), using (2.66) and $A > (9G_1)^{\frac{1}{4}}$, we derive

\[
\tilde{Y}(t, \xi) \leq \tilde{Y}(0) + 6\sigma \int_0^t (s + a)^{-1} \tilde{Y} ds + 2A^{-\frac{3}{2}} \int_0^t (s + a)^{-2}q^{\frac{3}{2}} \tilde{Y}^{\frac{3}{2}} \left| \frac{1}{q^2} \frac{X^j}{X} \Phi_j \right| ds
\]

\[
\leq \frac{1}{2} A\sigma^2 + 6a\sigma^3 \int_0^t (s + a)^{-1} ds + 2G_1A^{-3} \sigma^3 \int_0^t (s + a)^{-2} ds
\]

\[
< \frac{1}{2} A\sigma^2 + 6A \left( \frac{1}{10} + \frac{9|H'(0)|}{4\beta E} \sigma \right) \sigma^3 + 2G_1 A^{-3} \sigma^2 < \frac{9}{10} A\sigma^2
\]

(2.77)

for $t \in [0, T)$ by noting $\sigma \in (0, \sigma_*)$.

Conclusions: Gather above estimates (2.68), (2.72), (2.75) and (2.77), we further conclude, from the bootstrap assumptions (2.59)–(2.62), that

\[
\tilde{q} < 1 - \frac{1}{4}\sigma,
\]

(2.78)

\[
\tilde{U} > \frac{1 - \frac{3}{2}\sigma}{A},
\]

(2.79)

\[
\tilde{V} > \frac{3}{28},
\]

(2.80)

\[
\tilde{Y} < \frac{9}{10} A\sigma^2.
\]

(2.81)

for $t \in [0, T)$ where $T$ is any constant such that $T \in (0, \min\{T^*, T'\}]$, that is, all the bootstrap assumptions are improved. Hence, Proposition B.1.1 is verified. Moreover, Proposition B.1.(3) can be verified by noting the continuity of $\tilde{q}$, $\tilde{V}$, $\tilde{U}$ and $\tilde{Y}$ (due to the continuity of $\tilde{w}^i$ and $\chi$, see [30, Theorem 2.9] and Proposition 2.6, with the help of (2.31)–(2.34), (2.47)–(2.50)). Therefore, by the bootstrap argument, Proposition B.1, we know that (2.78)–(2.81) hold for $t \in [0, \min\{T^*, T'\}]$. 

\[
> - \frac{1}{14} - \frac{1}{10} \sigma - \frac{9|H'(0)|}{4\beta E} \sigma^2 - \frac{G_1}{A^3} \left( \frac{1}{10} + \frac{9|H'(0)|}{4\beta E} \sigma \right)
\]

\[
> - \frac{26}{315} - \frac{1}{10} \sigma - \frac{9|H'(0)|}{4\beta E} \sigma^2 - \frac{|H'(0)|}{4\beta E} \sigma > - \frac{3}{28}
\]

(2.75)
At last, using (2.63),

\[ q = \frac{zq^2}{zq} = \frac{(t + a)^{-1}U}{1 - (t + a)^{-1}V} > \frac{(1 - 2\sigma)(t + a)^{-1}}{A(1 + \frac{1}{7}(t + a)^{-1})}, \]

we can obtain the lower bound of \( q \), i.e., the upper bound of \( \chi \).

Further, with the help of (2.51)–(2.54), it follows

\[ A(t + a) < |\chi(t, \xi)| < \frac{A}{1 - 2\sigma}(t + a)\left[1 + \frac{1}{7}(t + a)^{-1}\right], \]

\[ \frac{1 - 2\sigma}{A}(t + a)^{-2}|\chi(t, \xi)|^2 < z(t, \xi) < (t + a)^{-1}\left[1 + \frac{1}{7}(t + a)^{-1}\right]|\chi(t, \xi)|, \]

\[ X^2(t, \xi) < A\sigma^2(t + a)^{-1}|\chi(t, \xi)|. \]

for any \((t, \xi) \in [0, \min\{T^2, T\}' \right) \times \partial\Omega(0) \) where \( T^2 \) is given by Corollary 2.5. Then we complete this proof.

3. Strong blowup theorem of large, expanding and irregularly-shaped molecular clouds

After knowing the blowup phenomenon, we usually ask the positions and types of singularities. This section, by constructing some “nice” boundary to remove singularities of the boundary, makes some efforts on this purpose. In order to do so, we first estimate the tidal force to be the order of \( 1/|x|^3 \) if \( \rho \in C^1([0, T] \times \mathbb{R}^3) \cap R^0([0, T] \times \Omega(t), G_0) \) (see §3.1). Then by differentiating the “limiting momentum conservation equation” (1.3) on the boundary with respect to \( x^j \) (see (3.8) and (3.9)), we derive Newtonian version of Raychauduri’s equations in terms of the expansion \( \Theta \), shear \( \Xi_{jk} \) and rotation \( \Omega_{jk} \) (see (3.19)–(3.21)). Analyzing this system, we arrive at \( |\partial_j\nu_j| < \infty \) near the boundary and then conclude the strong blowup theorem.

3.1. Estimates of the tidal force. Before the proof of Theorem 1.13.(4), we first give a lemma on the estimates of second derivatives of Newtonian potential \( \Phi \) which play an important role in the proof of Theorem 1.13.(4).

**Lemma 3.1.** Suppose \( \Phi \) is the Newtonian potential defined by (1.5) and \( T \in (0, \infty) \) is a constant, \( \rho \in C^1([0, T] \times \mathbb{R}^3) \cap R^0([0, T] \times \Omega(t), G_0) \), \( \Omega(t) \) is precompact and contains a neighbor of origin for every \( t \in [0, T) \). Then the following estimate holds\(^6\)

\[ -\frac{G_0}{|x|^3}\delta_{ij} \leq \partial_i\partial_j\Phi(t, x) \leq \frac{G_0}{|x|^3}\delta_{ij} \]

for any \((t, x) \in [0, T) \times \partial\Omega(t)\).

**Proof.** The proof is similar to Lemma 2.1. First, direct calculations, with the help of Lemma B.3 leads to

\[ \partial_i\partial_j\Phi(t, x) = \frac{1}{4\pi} \int_{\Omega(t)} \rho(t, y) \frac{\delta_{ij}}{|x - y|^3} d^3y - \frac{3}{4\pi} \int_{\Omega(t)} \rho(t, y) \delta_{ij} \frac{(x^k - y^k)(x^l - y^l)}{|x - y|^5} d^3y \]  

(3.1)

for all \((t, x) \in [0, T) \times \partial\Omega(t)\).

\(^6\)Recall §1.2.4, i.e., for two matrices \( A \) and \( B \), \( A \leq B \) means \( \xi^T A\xi \leq \xi^T B\xi \) for any vector \( \xi \).
Since $\rho \in R^0([0, T) \times \Omega(t), G_0)$, by Definition 1.4, implies there are constants $\delta \in (0, 1)$, such that $G_0 := \frac{1}{\pi} \left( \frac{M}{\delta^3} + 3M \right)$ and for any $t \in [0, T)$, every vector $x \in \partial\Omega(t)$ and $r \in B(n, \delta)$ where $n := x/|x|$, we have
\[
\int_{B(n, \delta)} \frac{|x|^3 \rho(t, |x|r)}{|n - r|^3} d^3r = \int_{B(n, \delta)} \frac{|n - r|^{-1} |x|^3 \rho(t, |x|r)}{|n - r|} d^3r < 3M. \tag{3.2}
\]

Then, let $y = |x|r$ and noting $\rho(t, x) = \rho(t, |x|r) = 0$, we arrive at
\[
\frac{1}{\pi} \int_{\Omega(t) \cap B(x, \delta|x|)} \frac{\rho(t, y)}{|x - y|^3} d^3y = \frac{1}{\pi} \int_{B(n, \delta) \cap \{|x| \in \Omega(t)| |x|r \in \Omega(t)\}} \frac{\rho(t, |x|r)}{|x - |x|r|^3} |x|^3 d^3r
\]
\[
= \frac{1}{\pi |x|^3} \int_{B(n, \delta)} \frac{|x|^3 \rho(t, |x|r)}{|n - r|} d^3r \leq \frac{3M}{\pi |x|^3}. \tag{3.3}
\]

For any $\xi^i \in \mathbb{R}^3$, with the help of (3.1) and $0 \leq (\xi^i \delta_{ij}(x^k - y^k)/|x - y|)^2 \leq |\xi|^2 = |\xi|^2 \xi^i \delta_{ij}$,
\[
-\frac{1}{2\pi} \int_{\Omega(t)} \rho(t, y) \frac{\delta_{i} \xi^i \xi^j}{|x - y|^3} d^3y \leq \frac{1}{4\pi} \int_{\Omega(t)} \rho(t, y) \frac{\delta_{i} \xi^i \xi^j}{|x - y|^3} d^3y
\]
\[
- \frac{3}{4\pi} \int_{\Omega(t)} \rho(t, y) \frac{\xi^i \delta_{ij}(x^k - y^k) \xi^i \delta_{ij}(x^l - y^l)}{|x - y|^5} d^3y
\]
\[
\leq \frac{1}{4\pi} \int_{\Omega(t)} \rho(t, y) \frac{\xi^i \delta_{ij}}{|x - y|^3} d^3y.
\]

That is,
\[
-\frac{1}{2\pi} \int_{\Omega(t)} \rho(t, y) \frac{\delta_{i} \xi^i \xi^j}{|x - y|^3} d^3y \leq \xi^i \partial_i \Phi(t, x) \frac{|x|^3 \rho(t, y)}{|x - y|^3} d^3y.
\]

Then let us estimate $\frac{1}{\pi} \int_{\Omega(t)} \rho(t, y) \frac{1}{|x - y|^3} d^3y$. From the definition, $y \in \Omega(t) \setminus B(x, \delta|x|)$ implies $|x - y| \geq \delta |x|$, then for every $x \in \partial\Omega(t)$, we have,
\[
\frac{1}{\pi} \int_{\Omega(t)} \frac{|x|^3 \rho(t, y)}{|x - y|^3} d^3y = \frac{1}{\pi} \int_{\Omega(t) \setminus |x| |x|} \frac{|x|^3 \rho(t, y)}{|x - y|^3} d^3y + \frac{1}{\pi} \int_{\Omega(t) \cap B(x, \delta|x|)} \frac{|x|^3 \rho(t, y)}{|x - y|^3} d^3y
\]
\[
\leq \frac{1}{\pi \delta^3 |x|^3} \int_{\Omega(t) \cap B(x, \delta|x|)} \rho(t, y) d^3y + \frac{3M}{\pi |x|^3} \leq \left( \frac{M}{\delta^3} + 3M \right) \frac{1}{\pi |x|^3}.
\]

Then, we conclude
\[
-\xi^i \xi^j G \frac{G_0}{|x|^3} \leq \xi^i \xi^j \partial_i \partial_j \Phi(t, x) \leq \xi^i \xi^j \frac{G_0}{|x|^3}.
\]

This completes this proof. \hfill \square

3.2. Strong blowup theorem. Before stating the strong blowup theorem, let us first prove a basic lemma which have been mentioned in Remarks 1.12. This lemma states any strong admissible initial boundary data is admissible initial boundary data.

**Lemma 3.2.** If $\xi \in \partial\Omega(0)$, $\sigma \in (0, \sigma_*)$ are given by Definition 1.9.(5). Then
\[
\mathfrak{A}(E, M, G_1, G_0, H'(0), \sigma) \subset \mathfrak{A}(E, M, G_1, H'(0))
\]
Proof. For any \((\mathbf{w}_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}^i(E, M, G_1, G_0, H'(0), \sigma)\) where \(\sigma \in (0, \sigma_*)\) and \(\xi \in \partial \Omega(0)\) are given by Definition 1.9. If we define \(z_0 = \lambda_1 \lambda_0^{-1} \sigma \xi |\xi|\), then there is a constant \(\sigma_\xi \equiv \sigma\), such that, by (1.28),
\[
|\xi| > \lambda_0 (9G_1)^{\frac{1}{2}} \sigma^{-1} = \lambda_0 (9G_1)^{\frac{1}{2}} \sigma_\xi^{-1} > r_\varepsilon.
\]
The last inequality is because \(\lambda_0 (\sigma) \sigma^{-1} = \frac{2}{(2-\sigma)\sigma} > \frac{2}{(2-\sigma)\sigma}\). This implies Condition (A) of Definition 1.9.(4), i.e., \(\Omega(0)\) is a precompact set and \(\Omega(0) \supseteq B(0, r_\varepsilon)\). Then (1.28) and (1.29) lead to (1.26). This is because
\[
z_0 = \lambda_1 \lambda_0^{-1} \sigma \xi |\xi| \in \lambda_1 \lambda_0^{-1} \sigma \times \left(\lambda_0 (9G_1)^{\frac{1}{2}} \sigma^{-1}, \frac{\lambda_0}{24} \sqrt{\frac{\beta E}{M}} \sigma^{-1}\right) = \left(\lambda_1 (9G_1)^{\frac{1}{2}}, \frac{\lambda_1}{24} \sqrt{\frac{\beta E}{M}}\right).
\]
Then Condition (B) of Definition 1.9.(4) has been proven.

Condition (C) of Definition 1.9.(4) is apparently satisfied due to \((C^*)\) of Definition 1.9.(5). After verifying all conditions \((A)-(C)\) of Definition 1.9.(4), we conclude \((\mathbf{w}_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}(E, M, G_1, H'(0))\) and this completes the proof. \(\Box\)

Now let us state the strong blowup theorem which rules out certain singularities on the boundary by assuming the strong admissible initial boundary data and the higher regularities of the solutions.

**Theorem 3.3** (Strong Blowup Theorem). Under assumptions of Local Existence Theorem ([30, Theorem 2.12]) with the initial data satisfies (b) for \(1 < \gamma < 2\) and \(\Omega(0)\) is a precompact \(C^1\)-domain, further suppose \((E, M, G_1)\) is any given compatible set, \(H'(0), G_0 > 0\) and \(\sigma \in (0, \sigma_*)\), where \(\sigma_\gamma\) is given by (1.23), are given constants, and there is no the first class of global solution with \(G_1 > 0\), then if \((\mathbf{w}_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}^i(E, M, G_1, G_0, H'(0), \sigma)\) is the strong admissible initial boundary data of the diffuse boundary \(\partial \Omega(0)\), then there is a constant \(0 < T^* < +\infty\), such that, the classical solution to the diffuse boundary problem breaks down at \(t = T^*\), and if \(T^* \in (0, T]\) and \(\rho \in \mathcal{R}^0([0, T^*] \times \Omega(t), G_0)\), then there is a small constant \(\epsilon > 0\), such that
\[
\int_0^{T^*} \left(\|\Theta(s)\|_{L^\infty(\Omega(\gamma))} + \|\Omega_{jk}(s)\|_{L^\infty(\Omega(\gamma))} + \|\nabla \rho \frac{2\pi}{\gamma^2}(s)\|_{L^\infty(\Omega(\gamma))}\right) ds = +\infty. \tag{3.4}
\]

Before this proof, we introduce a crucial lemma which is a key ingredient of this proof and postpone the proof of this lemma to the next section §3.3.3, analysis of Raychaudhuri’s equations.

**Lemma 3.4.** Suppose \((\rho, \dot{w}^i, \Omega(t))\) is a classical solution for \(t \in [0, T^*]\) to the diffuse problem of Euler–Poisson equations (1.2)–(1.7) and \(T^* \in (0, T^\circ]\), \(W_{jk}(t, \mathbf{x})\) is given by (1.11), \((E, M, G_1)\) is any given compatible set, \(H'(0), G_0 = 2G_1 > 0\) and \(\sigma \in (0, \sigma_\gamma)\), where \(\sigma_\gamma\) is given by (1.23), are given constants, \(\rho \in \mathcal{R}^0([0, T^*] \times \Omega(t), G_0)\) and this solution is not the first class of global solution with \(G_1 > 0\), then if \((\mathbf{w}_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}^i(E, M, G_1, G_0, H'(0), \sigma)\) is the strong admissible initial boundary data of the diffuse boundary \(\partial \Omega(0)\), then
\[
\|W_{jk}\|_{L^\infty([0, T^*] \times \partial \Omega(\gamma))} < \infty.
\]

**Remark 3.5.** The data given in terms of \(z_0\) and \(X_0\) are equivalent to the initial velocity \(w^i(0, \mathbf{x})\) satisfying \(w^i(0, \xi) := \lambda_1 \lambda_0^{-1} \sigma \xi^i + X_0^i(\xi)\) (where \(X_0^i(\xi) := X^i(0, \xi)\)) for \(\xi \in \partial \Omega(0)\) where \(\xi^iX_0^j\delta_{ij} = 0\). Then direct calculations imply \(X_0^i(\xi) = \delta_{jk} X_0^j(\xi) X_0^k(\xi)\) and \(z(0, \xi) = \lambda_1 \lambda_0^{-1} \sigma |\xi|\). Then the derivative of \(w^k\) is \(\partial_j w^j(0, \xi) = \lambda_1 \lambda_0^{-1} \sigma \delta_{j+i} + \partial_j X_{0i}(X_{0i} := X_0^i\delta_{ij})\), and in turn, the expansion, shear and rotation are
\[
\Theta_0 = 3\lambda_1 \lambda_0^{-1} \sigma + \partial_j X_0^j, \quad \Theta_{0jk} = \lambda_1 \lambda_0^{-1} \sigma \delta_{jk} + \frac{1}{2} (\partial_j X_{0k} + \partial_k X_{0j}),
\]
\[ \Omega_{0jk} = \frac{1}{2}(\partial_k X_{0j} - \partial_j X_{0k}) \quad \text{and} \quad \Xi_{0jk} = \frac{1}{2}(\partial_j X_{0k} + \partial_k X_{0j}) - \frac{1}{3}(\partial_i X^i_0) \delta_{jk}. \]

**Proof.** By Local Existence and Uniqueness Theorems (see [30, Theorem 2.12 and Theorem 2.21]), there is a constant \( T > 0 \), such that the diffuse boundary problem \((i)-(iv)\) has a unique classical solution \((\rho, \hat{w}^i, \Phi, \Omega(t))\) defined by Definition 1.1. Moreover, \( \rho^{\frac{\gamma - 1}{2}} \in C^2([0, T) \times \mathbb{R}^3) \) and \( \Phi \in C^2([0, T) \times \mathbb{R}^3) \), and the solution \( \hat{w}^i \) satisfies

\[ \hat{w}^i \in C^0([0, T), H^4(\Omega(t))) \cap C^1([0, T), H^3(\Omega(t))). \]

Since there is no the first class of global solution with parameter \( G_1 \), and by Lemma 3.2, the initial data

\[ (w_0|_{\partial \Omega(0)}, \Omega(0)) \in \mathfrak{A}_1(E, M, G_0, H'(0), \sigma) \subset \mathfrak{A}(E, M, G_1, H'(0)), \]

for any \( \sigma \in (0, \sigma_1) \) and any \( \xi \in \partial \Omega(0) \), that is, the conditions of Weak Blowup Theorem 2.8 are satisfied, and it follows this solution is not the global solution to the diffuse boundary problem, and there is a constant \( 0 < T^* < +\infty \), such that, the classical solution breaks down at \( t = T^* \) and

\[ \int_0^{T^*} \left( \| \nabla w^i(s) \|_{L^\infty(\Omega(s))} + \| \nabla \rho^{\frac{\gamma - 1}{2}} \|_{L^\infty(\Omega(s))} \right) ds = +\infty. \quad (3.5) \]

In the following, we focus on the proof of the improved estimate of blowups \((3.4)\) if \( T^* \in (0, T^\dagger) \) and \( \rho \in \mathbb{R}^6([0, T^*) \times \Omega(t), G_0) \) (improve \((3.5)\)). We prove it by contradictions and assume, otherwise,

\[ \int_0^{T^*} \left( \| \Theta(s) \|_{L^\infty(\hat{\Omega}(s))} + \| \Omega_{jk}(s) \|_{L^\infty(\hat{\Omega}(s))} + \| \nabla \rho^{\frac{\gamma - 1}{2}}(s) \|_{L^\infty(\Omega(s))} \right) ds < +\infty. \quad (3.6) \]

By Lemma 3.4, we arrive at \( |W_{jk}(t, x)| < +\infty \) for any \( (t, x) \in [0, T^*) \times \partial \Omega(t) \). Since \( (\rho, \hat{w}^i, \Omega(t)) \) is a classical solution for \( t \in [0, T^*) \), by the definition of classical solution (see Definition 1.1),

\[ W_{jk}(\tilde{x}^\mu) = w_{k,j}(\tilde{x}^\mu) = \lim_{x^\mu \to \tilde{x}^\mu} \partial_j \hat{w}_k(x^\mu) = \lim_{x^\mu \to \tilde{x}^\mu} W_{jk}(x^\mu) < \infty \]

for every \( \tilde{x}^\mu \in [0, T^*) \times \partial \Omega(t) \) and \( x^\mu \in [0, T^*) \times \Omega(t) \). Then there is a small constant \( \epsilon_0 > 0 \), such that for any \( \epsilon \in (0, \epsilon_0) \), \( \| W_{jk}(t) \|_{L^\infty(\Omega(t))} < C < \infty \) for \( t \in [0, T^*) \). Furthermore, integrating it for time, we obtain

\[ \int_0^{T^*} \| W_{jk}(s) \|_{L^\infty(\Omega(s))} ds < CT^* < +\infty. \quad (3.7) \]

On the other hand, by the strong continuation principle (see [30, Theorem 3.3]), with the help of the assumption \((3.6)\) and \((3.7)\), we conclude there is a constant \( \epsilon > 0 \) such that a priori estimate holds

\[ \int_0^{T^*} \left( \| W_{jk}(s) \|_{L^\infty(\Omega(s))} + \| \Theta(s) \|_{L^\infty(\hat{\Omega}(s))} + \| \Omega_{jk}(s) \|_{L^\infty(\hat{\Omega}(s))} + \| \nabla \alpha(s) \|_{L^\infty(\Omega(s))} \right) ds < \infty. \]

Then there is a constant \( T' > T^* > 0 \), such that the classical solution \( (\rho, \hat{w}^i, \Phi, \Omega(t)) \) exists on \( t \in [0, T') \). This contradicts with the fact that \([0, T^*]\) is the maximal time interval of the existence of the solution. Therefore, this contradiction implies there is a small constant \( \epsilon > 0 \), such that

\[ \int_0^{T'} \left( \| \Theta(s) \|_{L^\infty(\hat{\Omega}(s))} + \| \Omega_{jk}(s) \|_{L^\infty(\hat{\Omega}(s))} + \| \nabla \rho^{\frac{\gamma - 1}{2}}(s) \|_{L^\infty(\Omega(s))} \right) ds = +\infty. \]

This completes the proof. \( \square \)
3.3. Analysis of Newtonian version of Raychaudhuri’s equations. The main objective of this section is to prove Lemma 3.4 (i.e., the analysis of Newtonian version of Raychaudhuri’s equations). We first derive Newtonian version of Raychaudhuri’s equations (see §3.3.1), then point out an approximation solution to the Raychaudhuri’s equations (see §3.3.2). In the end, we prove Lemma 3.4 by analyzing the Newtonian version of Raychaudhuri’s equations (see §3.3.3).

3.3.1. Newtonian version of Raychaudhuri’s equations. Since \( ρ^{-1} \in C^2([0, T) \times \mathbb{R}^3) \), \( \dot{w}^i \in C^0([0, T), H^4(\Omega(t))) \cap C^1([0, T), H^3(\Omega(t))) \) and \( w^i(t, \cdot) \in H^s(\Omega(t)) \subset C^{s-2}(\Omega(t)) \) (e.g., see [1, Theorem 4.12], Sobolev Imbedding Theorem), by multiplying \( 1/\rho \) on both sides of (1.3), and differentiating it with respect to \( x^j \), we derive that, for any \((t, x) \in [0, T) \times \Omega(t)\),

\[
\partial_t \partial_j w^k + w^i \partial_i \partial_j w^k + \partial_j w^i \partial_i w^k + \partial_j \left( \frac{1}{\rho} \partial^k p \right) = -\partial^k \partial_j \Phi
\]

(3.8)

where we calculate

\[
\partial_j \left( \frac{1}{\rho} \partial^k p \right) = \delta^{ki} \partial_j \partial_i \rho^{-1}.
\]

Since \( \rho^{-1} \in C^2([0, T) \times \mathbb{R}^3) \) and \( \partial_j \partial_i \rho^{-1} \equiv 0 \) for \((t, x) \in \bar{\Omega}(t)\),

\[
\lim_{(t, x) \to (\bar{t}, \bar{x})} \partial_j \left( \frac{1}{\rho} \partial^k p \right) = \lim_{(t, x) \to (\bar{t}, \bar{x})} \delta^{ki} \partial_j \partial_i \rho^{-1} = 0
\]

for any \((\bar{t}, \bar{x}) \in [0, T) \times \partial\Omega(t)\) and \((t, x) \in [0, T) \times \Omega(t)\). Therefore, by noting, see [30, Lemma A.2], \( \lim_{(t, x) \to (\bar{t}, \bar{x})} D_t = \lim_{(t, x) \to (\bar{t}, \bar{x})} D_t \), and using \( \lim_{(t, x) \to (\bar{t}, \bar{x})} D_t \) acting on both sides of (3.8), we obtain

\[
D_t w^k_j (\bar{t}, \bar{x}) + w^i_j (\bar{t}, \bar{x}) w^i_k (\bar{t}, \bar{x}) = -\partial^k \partial_j \Phi(\bar{t}, \bar{x})
\]

(3.9)

for any \((\bar{t}, \bar{x}) \in [0, T) \times \partial\Omega(t)\). This implies that

\[
\frac{D_t W^j_k(t, \xi)}{\partial_t W^j_k(t, \xi)} = \frac{\partial_t W^j_k(t, \xi)}{\partial_t W^j_k(t, \xi)} = -\delta^{ji} W^j_k(t, \xi) W^i_k(t, \xi) - \delta^{ij} \partial_k \partial_j \Phi(t, \xi),
\]

that is, by using \( \delta_{ij} \) to lower the indices

\[
D_t W^j_k(t, \xi) = \partial_t W^j_k(t, \xi) = -\delta^{ji} W^j_k(t, \xi) W^i_k(t, \xi) - \delta^{ij} \partial_k \partial_j \Phi(t, \xi).
\]

(3.10)

for any \((t, \xi) \in [0, T) \times \partial\Omega(0)\). Using material derivative \( D_t \) acting on (1.12) and using (3.10) to substitute \( D_t W^j_k \), with the help of (1.14), we derive, for any \((\bar{t}, \bar{x}) \in [0, T) \times \partial\Omega(t)\),

\[
D_t \Theta_{jk} = \frac{1}{2} \left( D_t W^j_k + D_t W^k_j \right) = -\frac{1}{2} \left( \delta^{ik} W^i_k W^j_l + \delta^{il} W^i_l W^j_k - \delta^{lk} \partial_j \Phi \right) = -\frac{1}{2} \left[ \delta^{ij} (\Theta_{ij} - \Omega_{ij}) (\Theta_{lk} - \Omega_{lk}) + \delta^{il} (\Theta_{lk} - \Omega_{lk}) (\Theta_{ij} - \Omega_{ij}) \right] - \delta^{lk} \partial_j \Phi
\]

(3.11)

Similarly, by (1.13), (1.14) and (3.10), we calculate \( D_t \Omega_{jk} \), for any \((\bar{t}, \bar{x}) \in [0, T) \times \partial\Omega(t)\),

\[
D_t \Omega_{jk} = \frac{1}{2} \left( D_t W^j_k - D_t W^k_j \right) = -\frac{1}{2} \delta^{il} (W^i_k W^j_l - W^i_l W^j_k) = -\frac{1}{2} \delta^{il} [(\Theta_{ki} - \Omega_{ki})(\Theta_{lj} - \Omega_{lj}) - (\Theta_{kj} - \Omega_{kj})(\Theta_{il} - \Omega_{il})] - \delta^{lk} (\Theta_{jl} \Omega_{ik} + \Theta_{jk} \Omega_{il}).
\]

(3.12)

Further, we decompose \( \Theta_{jk} \) to be the trace part \( \Theta \) (called the expansion, also see (1.15)) and the traceless component \( \Xi_{jk} \) (called the shear),

\[
\Theta := \Theta_{jk} \delta^{jk} \quad \text{and} \quad \Xi_{jk} := \Theta_{jk} - \frac{1}{3} \Theta \delta_{jk}.
\]

(3.13)
Then
\begin{equation}
\Theta_{jk} = \Xi_{jk} + \frac{1}{3} \Theta \delta_{jk}.
\end{equation}

Then, by (1.14) and (3.14), $W_{kj}$ can be decomposed into
\begin{equation}
W_{kj} = \Xi_{jk} + \frac{1}{3} \Theta \delta_{jk} + \Omega_{jk} \quad \text{and} \quad W_{jk} = \Xi_{jk} + \frac{1}{3} \Theta \delta_{jk} - \Omega_{jk}.
\end{equation}

We first note that $\rho(t, \mathbf{x}) \equiv 0$ for any $(t, \mathbf{x}) \in [0, T) \times \partial \Omega(t)$, and multiplying (3.11) by $\delta_{jk}$ and noting that $\delta_{jk} \Xi_{lk} = 0$ (since $\Xi_{lk}$ is traceless symmetric matrix) yield the equation of the expansion $\Theta$, with the help of (3.14) and (1.4),
\begin{align*}
D_t \Theta &= - \delta_{jk} \delta^{li} (\Theta_{ji} \Theta_{lk} + \Omega_{ji} \Omega_{lk}) - \delta_{jk} \partial_k \partial_j \Phi \\
&= - \delta_{jk} \delta^{li} \left[ \left( \Xi_{ji} + \frac{1}{3} \Theta \delta_{ji} \right) \left( \Xi_{lk} + \frac{1}{3} \Theta \delta_{lk} \right) + \Omega_{ji} \Omega_{lk} \right] - \Delta \Phi \\
&= - \left[ \delta_{jk} \delta^{li} \Xi_{ji} \Xi_{lk} + \frac{1}{3} \Theta \delta^{li} \Xi_{ji} \Xi_{lk} + \frac{1}{9} \Theta^2 \delta_{lk} \delta_{ji} \delta_{lk} \delta^{li} + \delta_{jk} \delta^{li} \Omega_{ji} \Omega_{lk} \right] - \rho \\
&= - \left[ \delta_{jk} \delta^{li} \Xi_{ji} \Xi_{lk} + \frac{1}{3} \Theta^2 + \delta_{jk} \delta^{li} \Omega_{ji} \Omega_{lk} \right] - \rho = - \frac{1}{3} \Theta^2 - \delta_{jk} \delta^{li} \Xi_{ji} \Xi_{lk} - \delta_{jk} \delta^{li} \Omega_{ji} \Omega_{lk} \quad (3.16)
\end{align*}
for any $(t, \mathbf{x}) \in [0, T) \times \partial \Omega(t)$. The following equation is obtained by differentiating (3.13) and substituting $\Theta_{jk}$ and $\Theta$ by (3.11) and (3.16), respectively,
\begin{align*}
D_t \Xi_{jk} &= D_t \Theta_{jk} - \frac{1}{3} \delta_{jk} D_t \Theta = - \delta^{li} (\Theta_{ji} \Theta_{lk} + \Omega_{ji} \Omega_{lk}) - \partial_k \partial_j \Phi - \frac{1}{3} \delta_{jk} \left( - \frac{1}{3} \Theta^2 \\
&\quad - \delta^{mn} \delta^{li} \Xi_{mi} \Xi_{ln} - \delta^{mn} \delta^{li} \Omega_{mi} \Omega_{ln} \right) \\
&= - \delta^{li} \left[ \left( \Xi_{ji} + \frac{1}{3} \Theta \delta_{ji} \right) \left( \Xi_{lk} + \frac{1}{3} \Theta \delta_{lk} \right) + \Omega_{ji} \Omega_{lk} \right] \\
&\quad - \partial_k \partial_j \Phi - \frac{1}{3} \delta_{jk} \left( - \frac{1}{3} \Theta^2 - \delta^{rs} \delta^{li} \Xi_{ri} \Xi_{ls} - \delta^{rs} \delta^{li} \Omega_{ri} \Omega_{ls} \right) \\
&= - \frac{2}{3} \Theta \Xi_{jk} - \delta^{li} \Xi_{ji} \Xi_{lk} - \delta^{li} \Omega_{ji} \Omega_{lk} + \frac{1}{3} \delta_{jk} \delta^{rs} \delta^{li} \Xi_{ri} \Xi_{ls} + \frac{1}{3} \delta_{jk} \delta^{rs} \delta^{li} \Omega_{ri} \Omega_{ls} - \partial_k \partial_j \Phi \quad (3.17)
\end{align*}
for any $(t, \mathbf{x}) \in [0, T) \times \partial \Omega(t)$. Rewriting (3.12) in terms of $\Theta$, $\Omega_{jk}$ and $\Xi_{jl}$, we obtain
\begin{align*}
D_t \Omega_{jk} &= - \delta^{li} (\Theta_{ji} \Omega_{lk} + \Omega_{jl} \Theta_{ik}) = - \delta^{li} [(\Xi_{ji} + \frac{1}{3} \Theta \delta_{ji}) \Omega_{lk} + \Omega_{jl} (\Xi_{ik} + \frac{1}{3} \Theta \delta_{ik})] \\
&= - \frac{2}{3} \Theta \Omega_{jk} - \delta^{li} \Xi_{ji} \Omega_{lk} - \delta^{li} \Omega_{jl} \Xi_{ik}. \quad (3.18)
\end{align*}
for any $(t, \mathbf{x}) \in [0, T) \times \partial \Omega(t)$. Then, gathering (3.16), (3.17) and (3.18), adopting the notation given in §1.2.3, it follows a Newtonian version of Raychaudhuri equations (see, for example, [57] for Raychaudhuri equations in general relativity),
\begin{align*}
\partial_t \Theta &= - \frac{1}{3} \Theta^2 - \delta^{jk} \delta^{li} \Xi_{ji} \Xi_{lk} - \delta^{jk} \delta^{li} \Omega_{ji} \Omega_{lk}, \quad (3.19) \\
\partial_t \Xi_{jk} &= - \frac{2}{3} \Theta \Xi_{jk} - \delta^{li} \Xi_{ji} \Xi_{lk} - \delta^{li} \Omega_{ji} \Omega_{lk} + \frac{1}{3} \delta_{jk} \delta^{rs} \delta^{li} \Xi_{ri} \Xi_{ls} + \frac{1}{3} \delta_{jk} \delta^{rs} \delta^{li} \Omega_{ri} \Omega_{ls} - \partial_k \partial_j \Phi, \quad (3.20) \\
\partial_t \Omega_{jk} &= - \frac{2}{3} \Theta \Omega_{jk} - \delta^{li} \Xi_{ji} \Omega_{lk} - \delta^{li} \Omega_{jl} \Xi_{ik}. \quad (3.21)
\end{align*}
3.3.2. Approximation solutions. Direct calculations imply that
\[
(\tilde{\Theta}, \tilde{\Xi}_{jk}, \tilde{\Omega}_{jk}) := \left( \left( \frac{\lambda_0}{3\lambda_1} \sigma^{-1} + \frac{1}{3} t \right)^{-1}, 0, 0 \right)
\]
solves the following ordinary differential system which is a similar system to (3.19)–(3.21) but
without gravity (i.e., there is no tidal force in the following equation of \(\tilde{\Xi}_{jk}\) comparing with
(3.20)),
\[
\begin{align*}
\partial_t \tilde{\Theta} &= -\frac{1}{3} \tilde{\Theta}^2 - \delta^{jk} \delta^{li} \tilde{\Xi}_{jl} \tilde{\Xi}_{lk} - \delta^{jk} \delta^{li} \tilde{\Omega}_{jl} \tilde{\Omega}_{lk}, \\
\partial_t \tilde{\Xi}_{jk} &= \frac{2}{3} \Theta \tilde{\Xi}_{jk} - \delta^{li} \tilde{\Xi}_{jl} \tilde{\Xi}_{lk} - \delta^{li} \tilde{\Xi}_{jl} \tilde{\Xi}_{lk} + \frac{1}{3} \delta_{jk} \delta^{rs} \delta^{li} \tilde{\Xi}_{rl} \tilde{\Xi}_{ls} + \frac{1}{3} \delta_{jk} \delta^{rs} \delta^{li} \tilde{\Omega}_{rl} \tilde{\Omega}_{ls}, \\
\partial_t \tilde{\Omega}_{jk} &= -\frac{2}{3} \tilde{\Theta} \tilde{\Omega}_{jk} - \delta^{li} \tilde{\Omega}_{jl} \tilde{\Omega}_{lk} - \delta^{li} \tilde{\Omega}_{jl} \tilde{\Xi}_{lk}.
\end{align*}
\]
In the following proof of Lemma 3.4, we will find solutions of Rauchaudhuri’s equations in a
small neighborhood of this solution (3.22).

3.3.3. Proof of Lemma 3.4. The idea of this proof is first to introduce a set of new variables
which characterize the deviations of the solutions of the Raychaudhuri’s equation from above
approximation solution \((\tilde{\Theta}, \tilde{\Xi}_{jk}, \tilde{\Omega}_{jk})\). Then using bootstrap argument concludes these variables
remain small if the initial data is suitably small. Then by transforming the original variables
back, they are bounded.

Step 1. Variable transformations: Let us first introduce new variables,
\[
\begin{align*}
\epsilon(t, \xi) :=& \Theta^{-1}(t, \xi) - \frac{1}{3} t - \frac{\lambda_0}{3\lambda_1} \sigma^{-1}, \\
\mathfrak{s}_{jk}(t, \xi) :=& \Theta^{-\frac{7}{2}}(t, \xi) \Xi_{jk}(t, \xi), \\
\mathfrak{b}_{jk}(t, \xi) :=& \Theta^{-2}(t, \xi) \Omega_{jk}(t, \xi),
\end{align*}
\]
and denote
\[
\mathfrak{S} := \mathfrak{s}^k \mathfrak{s}_{jk} = \mathfrak{s}^2_{11} + \mathfrak{s}^2_{22} + \mathfrak{s}^2_{33} + 2 \mathfrak{s}^2_{12} + 2 \mathfrak{s}^2_{13} + 2 \mathfrak{s}^2_{23}.
\]
Then this directly yields
\[
\mathfrak{s}^2_{jk} \leq \mathfrak{S} \quad \text{and} \quad |\mathfrak{s}_{jk}| \leq \frac{1}{2} \mathfrak{S}
\]
for every \(k, j\). For later convenience, we express \(\Theta, \Xi_{jk}\) and \(\Omega_{jk}\) by (3.23)–(3.25),
\[
\begin{align*}
\Theta(t, \xi) &= \left( \epsilon(t, \xi) + \frac{\lambda_0}{3\lambda_1} \sigma^{-1} + \frac{1}{3} t \right)^{-1}, \\
\Xi_{jk}(t, \xi) &= \Theta^{-\frac{7}{2}}(t, \xi) \mathfrak{s}_{jk}(t, \xi), \\
\Omega_{jk}(t, \xi) &= \Theta^{-2}(t, \xi) \mathfrak{b}_{jk}(t, \xi).
\end{align*}
\]
The identities \(\delta^{lk} \Xi_{lk} \equiv 0\) (since \(\Xi_{lk}\) is traceless symmetric matrix) and \(\Omega_{ii} \equiv 0\) (since \(\Omega_{jk}\) is
antisymmetric, i.e., \(\Omega_{jk} = -\Omega_{kj}\)) lead to
\[
\delta^{jk} \mathfrak{s}_{jk} = 0 \quad \text{and} \quad \delta^{jk} \mathfrak{b}_{jk} = \Theta^{-2} \delta^{jk} \Omega_{jk} = 0.
\]
By the assumptions of Theorem 3.3, \((w_0|_{\partial\Omega(0)}, \Omega(0)) \in \mathfrak{W}(E, M, G_1, G_0, H'(0), \sigma)\). In terms
of these new variables, this implies the initial data satisfy (note the following data (3.32) are
equivalent to (1.31) of the strong admissible initial boundary data)

\[ |\epsilon_0| \leq \frac{\lambda_0}{12\lambda_1} \sigma^{-1}, \quad \mathcal{S}_0 \leq \frac{1}{16} \sigma^{-1} \quad \text{and} \quad |b_{0j}| \leq \frac{1}{4} \sigma^{-\frac{1}{2}}, \]  \(3.32\)

then we claim it follows estimates

\[ |\epsilon| \leq \frac{\lambda_0}{6\lambda_1} \sigma^{-1}, \quad \mathcal{S} \leq \sigma^{-1} \quad \text{and} \quad |b_{jk}| \leq \sigma^{-\frac{1}{2}}. \]  \(3.33\)

for any \((t, \xi) \in [0, T^*) \times \partial \Omega(0)\). (3.33) further implies the conclusion of this Lemma 3.4, i.e., 

\[ |W_{jk}(t, x)| < \infty \quad \text{for any} \quad (t, x) \in [0, T^*) \times \partial \Omega(t). \]  

Since by (3.15), (3.28)–(3.30), we obtain

\[ W_{kj} = \Theta^2 s_{jk} + \frac{1}{3} \Theta \delta_{jk} + \Theta^2 b_{jk}, \]  \(3.34\)

and we are able to estimate \(|\Theta|\), with the help of (3.33), by

\[ |\Theta| \leq \left| \left( \epsilon + \frac{\lambda_0}{3\lambda_1} \sigma^{-1} \right)^{-1} \right| \leq \left( \frac{\lambda_0}{3\lambda_1} \sigma^{-1} - \frac{\lambda_0}{6\lambda_1} \sigma^{-1} \right)^{-1} = \frac{6\lambda_1}{\lambda_0} \sigma. \]  \(3.35\)

Then by (3.33)–(3.35), we derive an estimate

\[ |W_{kj}| \leq \left( \frac{6\lambda_1}{\lambda_0} \right)^{\frac{7}{2}} \sigma^{\frac{7}{2}} + \frac{2\lambda_1}{\lambda_0} \sigma + \left( \frac{6\lambda_1}{\lambda_0} \right)^{2} \sigma^{\frac{3}{2}} < +\infty \]

for every \((t, \xi) \in [0, T^*) \times \partial \Omega(0)\), i.e., \(|W_{jk}|_{L^\infty(0, T^*) \times \partial \Omega(t)} < \infty\). Therefore, in the rest of the proof, we only need to verify above claim, i.e., (3.33) for \((t, \xi) \in [0, T^*) \times \partial \Omega(0)\).

Step 2. The bootstrap argument: Now let us focus on the claim, i.e., (3.33) for \((t, \xi) \in [0, T^*) \times \partial \Omega(0)\), and we use bootstrap argument to prove it. In order to do this, we give the bootstrap assumptions as (3.33):

\[ |\epsilon| \leq \frac{\lambda_0}{6\lambda_1} \sigma^{-1}, \quad \mathcal{S} \leq \sigma^{-1} \quad \text{and} \quad |b_{jk}| \leq \sigma^{-\frac{1}{2}} \]

for \((t, \xi) \in [0, T) \times \partial \Omega(0)\) where \(T\) is any constant such that \(T \in (0, T^*)\).

Let us first calculate a simple integration and estimate it for later use, by using (3.33) and assuming \(b > 0\) is any constant,

\[ \int_0^t (t')^{1-b}(s, \xi) ds = \int_0^t \left( \epsilon + \frac{\lambda_0}{3\lambda_1} \sigma^{-1} + \frac{1}{3} s \right)^{-1-b} ds \leq \int_0^t \left( \frac{\lambda_0}{6\lambda_1} \sigma^{-1} + \frac{1}{3} s \right)^{-1-b} ds = \frac{3}{b} \left( \frac{6\lambda_1}{\lambda_0} \right)^b. \]  \(3.36\)

Now let us differentiate (3.23), with the help of (3.19) and (3.29)–(3.30), we arrive at

\[ \partial_t \epsilon = -\Theta^{-2} \partial_t \Theta - \frac{1}{3} = -\Theta^{-2} \left( -\frac{1}{3} \Theta^2 - \delta^j \delta^{li} \xi_{jl} - \delta^j \delta^{li} \Omega_{jl} \Omega_{jk} \right) - \frac{1}{3} \]

\[ = \Theta^2 \delta^j \delta^{li} s_{jk} s_{ji} + \delta^j \delta^{li} \Omega^2 b_{ij} b_{lk} = \Theta^2 \mathcal{S} + \delta^j \delta^{li} \mathcal{B}^2 b_{ij} b_{lk} \]  \(3.37\)

for \((t, \xi) \in [0, T) \times \partial \Omega(0)\). Then integrating (3.37) implies

\[ \epsilon = \epsilon_0 + \int_0^t \Theta^2 \mathcal{S} ds + \int_0^t \Theta^2 \delta^j \delta^{li} b_{ij} b_{lk} ds. \]  \(3.38\)

for \((t, \xi) \in [0, T) \times \partial \Omega(0)\).
Then estimating $|\varepsilon|$ by (3.38), with the help of (3.36), $0 < \sigma < \sigma_\dagger$ (recall $\sigma_\dagger$ is defined by (1.23)) and noting (since $0 < \sigma < 1/5$)

$$\frac{6\lambda_1}{\lambda_0} \in \left(4, \frac{87}{14}\right),$$  \hspace{1cm} (3.39)

yields

$$|\varepsilon| \leq |\varepsilon_0| + \int_0^t \frac{\Theta_0^2}{\lambda_0} |\mathcal{G}| ds + \int_0^t \frac{\Theta_0^2}{\lambda_0} \delta^{sijk}\delta^{sijk}b_{ij}b_{ik} ds \leq \frac{\lambda_0}{12\lambda_1} \sigma^{-1} + \sigma^{-1} \int_0^t \frac{\Theta_0^2}{\lambda_0} ds + 9\sigma^{-1} \int_0^t \frac{\Theta^2}{\lambda_0} ds$$

$$\leq \frac{\lambda_0}{12\lambda_1} \sigma^{-1} + 6\left(\frac{6\lambda_1}{\lambda_0}\right)^{\frac{1}{2}} \sigma^{-1} + 27\left(\frac{6\lambda_1}{\lambda_0}\right) \sigma^{-1} < \frac{\lambda_0}{8\lambda_1} \sigma^{-1}$$

for $(t, \xi) \in [0, T) \times \partial\Omega(0)$.

In order to estimate $\mathcal{G}$, we first differentiate (3.24) by using (3.19)–(3.20), (3.29)–(3.30), and it yields

$$\partial_s s_{jk} = -\frac{7}{4} \Theta\frac{\Theta^{s-\frac{3}{2}}}{\lambda_0} \partial_s \Theta + \Theta^{-1-\frac{3}{4}} \partial_s \Omega$$

$$= -\frac{7}{4} \Theta\frac{\Theta^{s-\frac{3}{2}}}{\lambda_0} \left(-\frac{1}{3} \Theta^2 - \delta^{sijk}\delta^{sijk} \Omega_{ij} \Omega_{lk} - \delta^{sijk}\delta^{sijk} \Omega_{ij} \Omega_{lk}\right) + \Theta^{-1-\frac{3}{4}} \left(-\frac{2}{3} \Theta^{s} \right)$$

$$\leq -\frac{7}{4} \Theta\frac{\Theta^{s-\frac{3}{2}}}{\lambda_0} \left(-\frac{1}{3} \Theta^2 - \delta^{sijk}\delta^{sijk} \Omega_{ij} \Omega_{lk} + \frac{1}{3} \delta^{sijk}\delta^{sijk} \Omega_{ij} \Omega_{lk} + \frac{1}{3} \delta^{sijk}\delta^{sijk} \Omega_{ij} \Omega_{lk} - \partial_{\xi} \partial_{\xi} \Phi \right)$$

$$= -\frac{1}{12} \Theta s_{jk} + \left[\frac{1}{3} \Theta^{1+\frac{3}{2}} s_{rj}s_{lr} \delta^{rs} \delta^{sijk} \delta^{sijk} - \Theta^{1+\frac{3}{2}} s_{rj}s_{lk} \delta^{sijk} - \Theta^{1+\frac{3}{2}} s_{rj}s_{lk} \delta^{sijk} \right] + \frac{7}{4} \delta^{rs} \delta^{sijk} s_{rj}s_{lk} \delta^{sijk}$$

$$+ \frac{1}{3} \delta^{rs} \delta^{sijk} s_{rj}s_{lk} \delta^{sijk} - \Theta^{-1-\frac{3}{4}} \partial_s \partial_s \Theta + \frac{7}{4} \delta^{rs} \delta^{sijk} s_{rj}s_{lk} \delta^{sijk}$$

$$\leq -\frac{1}{6} \Theta s_{jk} \partial_s s_{jk} - \frac{1}{6} \Theta s_{jk} s_{jk} \left[\frac{2}{3} \Theta^{1+\frac{3}{2}} s_{rj}s_{lr} \delta^{rs} \delta^{sijk} \delta^{sijk} - 2\Theta^{1+\frac{3}{2}} s_{rj}s_{lk} \delta^{sijk} \right]$$

$$+ \frac{7}{4} \delta^{rs} \delta^{sijk} s_{rj}s_{lk} \delta^{sijk} - \Theta^{-1-\frac{3}{4}} \partial_s \partial_s \Theta + \frac{7}{4} \delta^{rs} \delta^{sijk} s_{rj}s_{lk} \delta^{sijk}$$

$$\leq -\frac{1}{6} \Theta(s, \xi) \mathcal{G}(s, \xi) ds < 0,$$  \hspace{1cm} (3.41)

with the help of (3.31) and (3.26), we arrive at

$$\partial_t \left[ \mathcal{G} + \int_0^t \frac{1}{6} \Theta(s, \xi) \mathcal{G}(s, \xi) ds \right] = \frac{7}{2} \Theta^{1+\frac{3}{2}} \mathcal{G}^2 - 2\Theta^{1+\frac{3}{2}} \delta^{sijk}s_{rj}s_{lk} \delta^{sijk}$$

$$+ \frac{7}{4} \delta^{rs} \delta^{sijk} \mathcal{G} s_{rj}s_{lk} - 2\delta^{sijk} \Theta^{-1-\frac{3}{4}} \delta^{sijk} \Omega_{ij} \Omega_{lk} s_{jk}$$

$$\leq -\frac{1}{6} \Theta(s, \xi) \mathcal{G}(s, \xi) ds < 0,$$  \hspace{1cm} (3.42)

for $(t, \xi) \in [0, T) \times \partial\Omega(0)$.

The next step is similarly integrating above (3.42) to improve the estimate of $\mathcal{G}$. However, before proceeding this, we calculate some quantities for later integration.
(a) By Definition 1.9.(1), let us calculate
\[
\left( \frac{1}{\Theta(t, \xi)(t + a)} \right)^3 < \left( \frac{\lambda_0}{2\lambda_1} \frac{\sigma^{-1} + \frac{1}{2} t}{t + \sigma^{-1}} \right)^3 = \left( \frac{\lambda_0}{2\lambda_1} - \frac{1}{3} \right)^3 + \frac{1}{3} \leq \left( \frac{\lambda_0}{2\lambda_1} \right)^3
\] (3.43)

(b) Due to \((w_0|_{\partial\Omega(0)}, \Omega(0)) \in \mathcal{A}(E, M, G_1, G_0, H'(0), \sigma) \subset \mathcal{A}(E, M, G_1, H'(0))\) for any \(\sigma \in (0, \sigma_1)\) and by the proof of Theorem 2.8, we can apply Proposition 2.6 (recall Remark 1.8) to conclude (see (2.27)),
\[
|\chi(t, \xi)| > A(t + a)
\]
for \((t, \xi) \in [0, T] \times \partial\Omega(0)\) where \(T \leq T^*\). Since \(z_0(\xi) = \lambda_1 \lambda_0^{-1} \sigma |\xi|\) (see (1.29)) and \(A := \frac{1}{\lambda_1} z_0(\xi)\) (see (2.24)), we arrive at
\[
|\chi(t, \xi)| > \lambda_0^{-1} \sigma |\xi|(t + \sigma^{-1})
\]
for \((t, \xi) \in [0, T] \times \partial\Omega(0)\).

(c) Inserting above estimate to the following integration and noting (1.28), (3.36), (3.43) yield
\[
\int_0^t \frac{\Theta^{-\frac{3}{4}}}{|\chi(t, \xi)|^3} ds = \int_0^t \frac{\Theta^{2 - \frac{3}{4}}}{|\chi(t, \xi)|^3} ds < \left( \frac{\lambda_0}{2\lambda_1} \right)^3 \sigma^{-1} \int_0^t \Theta^{2 - \frac{3}{4}} ds
\]
\[
< 12 \left( \frac{\lambda_0}{2\lambda_1} \right)^3 \frac{3\lambda_0^3 (6\lambda_1 \lambda_0)}{\lambda_0^3} \frac{1}{\sigma^{-1}} \leq \frac{\lambda_0^3 (6\lambda_1 \lambda_0)}{6G_1 \lambda_0^3} \frac{1}{\sigma^{-1}} \leq \frac{9}{2G_1} \left( \frac{6\lambda_1 \lambda_0}{\lambda_0^3} \right) \frac{1}{\sigma^{-1}}.
\] (3.44)

Now we are in the position to integrate (3.42). With the help of \(G_0 = 2G_1\), (3.44), (3.41) and (3.39), it leads to
\[
\mathcal{G} \leq \mathcal{G} + \int_0^t \frac{1}{6} \Theta(s, \xi) \mathcal{G}(s, \xi) ds
\]
\[
\leq \frac{1}{16} \sigma^{-1} + \frac{7}{2} \sigma^{-2} \int_0^t \Theta^{\sigma} ds + 18 \sigma^{-\frac{3}{2}} \int_0^t \Theta^{\sigma} ds + 63 \frac{2}{2} \sigma^{-2} \int_0^t \Theta^3 ds
\]
\[
+ 18 \sigma^{-\frac{3}{2}} \int_0^t \Theta^{\sigma} ds + 18G_0 \sigma^{-\frac{1}{2}} \int_0^t |\chi|^{-\frac{7}{4}} ds
\]
\[
\leq \frac{1}{16} \sigma^{-1} + \frac{7}{6} \left( \frac{6\lambda_1}{\lambda_0^3} \right)^{\frac{3}{2}} \sigma^{-1} \sigma^{-1} + 72 \left( \frac{6\lambda_1}{\lambda_0^3} \right)^{\frac{3}{2}} \sigma^{-\frac{1}{2}} \sigma^{-1} + \frac{189}{4} \left( \frac{6\lambda_1}{\lambda_0^3} \right)^{\frac{2}{2}} \sigma^{-1}
\]
\[
+ \frac{216}{5} \left( \frac{6\lambda_1}{\lambda_0^3} \right)^{\frac{3}{2}} \sigma^{-1} + 81G_0 \left( \frac{6\lambda_1}{\lambda_0^3} \right)^{\frac{2}{2}} \sigma^{-1} + \frac{3}{16} \sigma^{-1}
\]
for \((t, \xi) \in [0, T] \times \partial\Omega(0)\).

Then we turn to the improvement of the last quantity \(|b_{j\ell}|\). Differentiating (3.25) and using (3.19), (3.21), (3.29)–(3.30), we derive that
\[
\partial_t b_{j\ell} = -2 \Theta^{-3} \Omega_{j\ell} \partial_t \Theta + \Theta^{-2} \partial_t \Omega_{j\ell}
\]
\[
= \frac{2}{3} \Theta^{-1} \Omega_{j\ell} + 2 \Theta^{-3} \Omega_{j\ell} \delta^{i\ell} \delta^{rs} \xi_i \xi_j \xi_s + 2 \Theta^{-3} \Omega_{j\ell} \delta^{rs} \delta^{i\ell} \xi_i \xi_s
\]
\[
- \frac{2}{3} \Theta^{-1} \Omega_{j\ell} - \delta^{i\ell} \Theta^{-2} \xi_i \Omega_{j\ell} - \delta^{i\ell} \Theta^{-2} \xi_j \Omega_{i\ell}
\]
\[
= 2 \Theta^{-3} \delta^{rs} \delta^{i\ell} b_{j, r} \xi_j b_{i, s} + 2 \Theta^{-3} b_{j, r} \xi_j \mathcal{G} - \delta^{i\ell} \Theta \xi_{j\ell} b_{i, k} - \delta^{i\ell} \Theta \xi_{i\ell} b_{j, k}
\] (3.45)
for \((t, \xi) \in [0, T) \times \partial \Omega(0)\). Then integrating (3.45) leads to
\[
b_{jk} = b_{0jk} + 2 \int_0^t \Theta^3 \delta^3 \delta^i b_{jk} b_{ri} b_{ls} ds + 2 \int_0^t \Theta^3 \delta^i b_{jk} \mathcal{G} ds - \int_0^t \delta^i \Theta \delta^i s_{jl} b_{ik} ds - \int_0^t \delta^i \Theta \delta^i s_{ik} b_{jl} ds.
\] (3.46)

Then estimating \(|b_{jk}|\) by (3.46), with the help of (3.36), (3.27), (3.33), yields
\[
|b_{jk}| \leq |b_{0jk}| + 2 \int_0^t \Theta^3 |\delta^i b_{jk} b_{ri} b_{ls}| ds + 2 \int_0^t \Theta^3 |b_{jk} \mathcal{G}| ds
+ \int_0^t \Theta^3 \delta^i s_{jl} b_{ik} ds + \int_0^t \Theta^3 \delta^i s_{ik} b_{jl} ds
\leq \frac{1}{4} \sigma^{-\frac{3}{2}} + 18 \sigma^{-\frac{3}{2}} \int_0^t \Theta^3 ds + 2 \sigma^{-\frac{3}{2}} \int_0^t \sigma^{\frac{3}{2}} ds + 6 \sigma^{-1} \int_0^t \Theta^3 ds
\leq \frac{1}{4} \sigma^{-\frac{3}{2}} + 27 \left(\frac{6\lambda_1}{\lambda_0}\right)^2 \sigma^{-\frac{3}{2}} + 4 \left(\frac{6\lambda_1}{\lambda_0}\right)^{\frac{3}{2}} \sigma^{-\frac{3}{2}} + 24 \left(\frac{6\lambda_1}{\lambda_0}\right)^{\frac{3}{2}} \sigma^{-\frac{3}{2}} \sigma^{-\frac{3}{2}} < \frac{1}{4} \sigma^{-\frac{3}{2}}
\]
for \((t, \xi) \in [0, T) \times \partial \Omega(0)\). Now we have improved the estimates of \(|c|\), \(\mathcal{G}\) and \(|b_{jk}|\), then by bootstrap argument (see Appendix B.1), we have proved (3.33) of the claim for \((t, \xi) \in [0, T^*) \times \partial \Omega(0)\) and in turn, we complete the proof of this lemma.

4. Discussions

The blowup theorems 2.8 and 3.3 imply singularities. However, the Virial Theorem 2.4 can not give us more information on the possible singularities. Let us remark some interesting singularities.

4.1. Mass accretions (protostar formations) and fragmentation. It is direct to verify
\[
\int_0^{T^*} \Theta(s, \xi) ds = \pm \infty,
\] (4.1)
for every \(\xi \in \Omega_\xi(0)\), is a special type of singularities given in the strong blowup theorem 3.3, and if (4.1) holds, by \([30, \text{eq.} (3.13)]\), we reach \(\rho(T^*, \xi) = +\infty\) or 0. \(\rho(T^*, \xi) = +\infty\) can be interpreted as the star formation (mass accretion), and \(\rho(T^*, \xi) = 0\) implies the fragmentation process in astrophysics. Therefore, we need more information from data to conclude (4.1) for the purpose of star formations and fragmentation.

4.2. Physical vacuum boundary. By (3.4) of the strong blowup theorem 3.3, another possible singularity satisfies
\[
\int_0^{T^*} \|\nabla \rho^{-\frac{1}{2}}(s)\|_{L^\infty(\Omega(s))} ds = +\infty
\] (4.2)
which, in terms of the speed of sound, yields
\[
\frac{1}{2} \sqrt{K} \int_0^{T^*} \|\rho^{-\frac{1}{4}} \nabla c^2_s(s)\|_{L^\infty(\Omega(s))} ds = \int_0^{T^*} \|\nabla c_s(s)\|_{L^\infty(\Omega(s))} ds = +\infty.
\] (4.3)
We see the physical vacuum boundary is an example of such singularities since \(\rho \searrow 0\) and \(\nabla c^2_s \in (0, \infty)\), by (4.3), imply (4.2).

4.3. Shocks and shear/rotational singularities. See [3, \S VII] for discussions of these cases.
A.1. Proof of Lemma 2.2.

Proof of Lemma 2.2. Using Fubini–Tonelli theorem\(^7\) and the expression (2.1) of \(\partial_j \Phi\), the integral \(\int_{\Omega(t)} (\rho \partial^k \Phi) d^3x\) can be expressed by

\[
\int_{\Omega(t)} \rho(t, x) \partial^k \Phi(t, x) d^3x = \int_{\Omega(t)} \rho(t, x) \left( \frac{1}{4\pi} \int_{\Omega(t)} \rho(t, y) \frac{x^k - y^k}{|x - y|^3} d^3y \right) d^3x,
\]

that is

\[
\int_{\Omega(t)} \rho(t, x) \partial^k \Phi(t, x) d^3x = - \int_{\Omega(t)} \rho(t, x) \partial^k \Phi(t, y) d^3y.
\]

This concludes (2.4).

Then we turn to (2.5), with the help of Fubini–Tonelli theorem, (1.5), (2.1), we derive

\[
\int_{\Omega(t)} \rho(t, x) x^j \partial_j \Phi(t, x) d^3x = \frac{1}{4\pi} \int_{\Omega(t)} \int_{\Omega(t)} \rho(t, y) \rho(t, x) \frac{\delta_{kj}(x^k - y^k)x^j}{|x - y|^3} d^3y d^3x
\]

\[
= \frac{1}{4\pi} \int_{\Omega(t)} \int_{\Omega(t)} \rho(t, y) \rho(t, x) \frac{\delta_{kj}(x^k - y^k)x^j - \delta_{kj}(x^k - y^k)y^j}{|x - y|^3} d^3y d^3x
\]

\[
= \int_{\Omega(t)} \rho(t, x) \left( \frac{1}{4\pi} \int_{\Omega(t)} \rho(t, y) \frac{1}{|x - y|^3} d^3y \right) d^3x
\]

\[
- \int_{\Omega(t)} \rho(t, x) \Phi(t, x) d^3x - \int_{\Omega(t)} \rho(t, y) y^j \partial_j \Phi(t, y) d^3y.
\]

By moving the last term of above identity to the left hand and changing its variable \(y\) to \(x\), we arrive at

\[
\int_{\Omega(t)} \rho(t, x) \partial_j \Phi(t, x) x^j d^3x = - \frac{1}{2} \int_{\Omega(t)} \rho(t, x) \Phi(t, x) d^3x.
\]

This completes the proof. \(\square\)

A.2. Proof of Lemma 2.3.

Proof of Lemma 2.3. The conservation of mass and Energy are fundamental and they can be obtained directly by the Euler equations, we omit the proofs and one can find them in various references. We only prove the conservation of velocities of center of mass in this appendix. This

---

\(^7\)In this section, we can always use \(\rho \in C^1([0, \infty) \times \mathbb{R}^3)\) and (2.2) to estimate and verify the condition of Fubini–Tonelli theorem, \(\int_{\Omega(t)} (\int_{\Omega(t)} |f(x, y)| dx) dy < \infty\). We omit the details.
proof is due to direct calculations of \( \frac{dx^k}{dt} \) and \( \frac{d^2x^k}{dt^2} \). We calculate the velocity of the center of mass \( \frac{dx^k}{dt} \):

\[
\frac{dx^k}{dt} = \frac{d}{dt} \left( \frac{1}{M} \int_{\Omega(t)} \rho x^k d^3x \right) = \frac{1}{M} \int_{\Omega(t)} \partial_t (\rho x^k) d^3x
\]

\[
= -\frac{1}{M} \int_{\Omega(t)} \partial_t (\rho \dot{w}^k) x^k d^3x = \frac{1}{M} \int_{\Omega(t)} \rho \ddot{w}^k d^3x,
\]

for \( t \in [0, T) \). This concludes (2.6).

Furthermore, we claim this velocity is a constant. To do so, we only need to prove \( \frac{d^2x^k}{dt^2} \equiv 0 \). Before that, we firstly derive an identity which is a sum of the Euler equations \( \ddot{w}^k \times (1.2) \) and (1.3),

\[
\partial_t (\rho \dot{w}^k) + \partial_i (\rho \dot{w}^i \dot{w}^k) + \delta^{ik} \partial_t p = -\rho \partial^k \Phi.
\]

(A.2)

Then by using (A.2), differentiating (A.1) with respect to \( t \) yields

\[
\frac{d^2x^k}{dt^2} = \frac{d}{dt} \left( \frac{1}{M} \int_{\Omega(t)} \rho \dot{w}^k d^3x \right) = \frac{1}{M} \int_{\Omega(t)} \partial_t (\rho \dot{w}^k) d^3x
\]

\[
= \frac{1}{M} \int_{\Omega(t)} \left( -\partial_t (\rho \dot{w}^i \dot{w}^k) - \partial_i (\delta^{ik} p) - \rho \partial^k \Phi \right) d^3x
\]

\[
= -\frac{1}{M} \int_{\Omega(t)} (\rho \partial^k \Phi) d^3x \overset{(2.4)}{=} 0.
\]

This completes the proof of this lemma. \( \square \)

**Appendix B. Tools of analysis**

**B.1. Bootstrap principle.** The following bootstrap principle can be found in Tao’s [55, Proposition 1.21]. We present the statement of this principle without the proof. Please refer to [55] for more detailed information and examples.

**Proposition B.1 (Abstract Bootstrap Principle).** Let \( \mathcal{I} \) be a time interval, and for each \( t \in \mathcal{I} \) suppose we have two statements, a “hypothesis” \( H(t) \) and a “conclusion” \( C(t) \). Suppose we can verify the following four assertions:

1. **(Hypothesis implies conclusion)** If \( H(t) \) is true for some time \( t \in \mathcal{I} \), then \( C(t) \) is also true for that time \( t \).
2. **(Conclusion is stronger than hypothesis)** If \( C(t) \) is true for some time \( t \in \mathcal{I} \), then \( H(t') \) is true for all \( t' \in \mathcal{I} \) in a neighborhood of \( t \).
3. **(Conclusion is closed)** If \( t_1, t_2, \ldots \) is a sequence of times in \( \mathcal{I} \) which converges to another time \( t \in \mathcal{I} \), and \( C(t_n) \) is true for all \( t_n \), then \( C(t) \) is true.
4. **(Base case)** \( H(t) \) is true for at least one time \( t \in \mathcal{I} \).

Then \( C(t) \) is true for all \( t \in \mathcal{I} \).

**B.2. Representation formulas for derivatives of Newtonian potential.** The following two representation theorems for the derivatives of the Newtonian potential come from [12, Lemma 4.1 and 4.2] and readers can found proofs therein.

First we denote \( \Gamma \) is the fundamental solution of Laplace’s equation given by

\[
\Gamma(x - y) = \Gamma(|x - y|) = \begin{cases} 
\frac{1}{n(2-n)\omega_n}|x - y|^{2-n}, & n > 2 \\
\frac{1}{2\pi} \ln |x - y|, & n = 2.
\end{cases}
\]
where $\omega_n$ is the volume of unit ball in $\mathbb{R}^n$. It is clear the following estimates of derivatives hold

$$|\partial_i \Gamma(x - y)| \leq \frac{1}{n\omega_n} |x - y|^{1-n}$$

and

$$|\partial_i \partial_j \Gamma(x - y)| \leq \frac{1}{\omega_n} |x - y|^{-n}.$$

**Lemma B.2.** Let $f$ be bounded and integrable in the bounded domain $D$ and let $\Phi$ be the Newtonian potential of $f$. Then $\Phi \in C^1(\mathbb{R}^n)$ and for any $x \in D$,

$$\partial_t \Phi(x) = \int_D \partial_t \Gamma(x - y) f(y) d^n y$$

for $i = 1, \cdots, n$.

**Lemma B.3.** Let $f$ be bounded and locally Hölder continuous with exponent $\alpha \leq 1$ in the bounded domain $D$ and let $\Phi$ be the Newtonian potential of $f$. Then $\Phi \in C^2(D)$, $\Delta \Phi = f$ in $D$, and for any $x \in D$,

$$\partial_i \partial_j \Phi(x) = \int_{D_0} \partial_i \partial_j \Gamma(x - y)(f(y) - f(x)) d^n y - f(x) \int_{\partial D_0} \partial_i \Gamma(x - y) \nu_j(y) d\sigma_y$$

for $i, j = 1, \cdots, n$, where $D_0$ is any domain for which the divergence theorem holds and satisfies $D \subset D_0$, and $f$ is extended to vanish outside $D$, and $\nu^j := \delta^j \nu$ is the outward-pointing unit normal vector of the boundary.

**B.3. Reynold’s transport theorem.** The following Reynold’s transport theorem is a multi-dimensional version of Leibniz integral rule, which states how to exchange the derivative and the integral if the region of integration is changing with time. The proof can be found in various references of fluid dynamics and calculus (see, for example, [45, Page 578] and [6, §1]).

**Theorem B.4 (Reynold’s Transport Theorem).** Suppose a field $C^1 \ni f : [0, T) \times \overline{\Omega(0)} \to V$ and the flow $\chi : [0, T) \times \overline{\Omega(0)} \to \overline{\Omega(t)} \subset \mathbb{R}^3$ generated by a vector field $w^i \in C^1([0, T) \times \overline{\Omega(t)}, \mathbb{R}^3)$, such that $\chi(t, \xi) = x \in \overline{\Omega(t)}$ for every $(t, \xi) \in [0, T) \times \overline{\Omega(0)}$ where $T > 0$ is a constant, $\Omega(t) := \chi(t, \Omega(0)) \subset \mathbb{R}^3$ is a domain depending on $t$ and $V \subset \mathbb{R}^n$ for some $n \in \mathbb{Z}_{\geq 1}$. Then

$$\frac{d}{dt} \int_{\Omega(t)} f(t, x) d^3 x = \int_{\Omega(t)} \left[ \partial_t f(t, x) + \partial_i \left( f(t, x) w^i(t, x) \right) \right] d^3 x.$$
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