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Abstract

While the demands for greater engagement in science in general and regulatory science in particular have been steadily increasing, we still face limited understanding of the empirical resonance of these demands. Against this context, this paper presents findings from a recent study of a potential participatory opening of the German Federal Institute for Risk Assessment (“Bundesinstitut für Risikobewertung” [BfR]), a prominent regulatory scientific organization in the field of risk governance. Drawing upon quantitative surveys of the public and selected professional experts as well as in-depth qualitative expert interviews, we identify a general support for greater engagement in science-based risk assessment. However, we also find significant contestation concerning its potential enactment and its
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normative and strategic merit. Underlying these contestations, we identify the persistence of a normal view of science and decisionist understanding of risk assessment, which create conflicting legitimacy demands for BfR and other regulatory scientific organizations. Together with concerns about imbalances in the power to participate, especially in highly specialized engagement processes, these pose significant challenges for the institutionalization of more participatory practices.
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Introduction
For centuries, science has continuously expanded its influence. Especially in the last decades, this has included an increasing “expertising” of Western democracies where scientists are called upon to provide knowledge as a legitimacy base for policy decisions (Jasanoff 2011; Liberatore and Funtowicz 2003; Millstone 2009). To accommodate this trend and to distinguish the activities of such science from traditional science usually conducted within the realm of universities, Jasanoff (1994) coined the term “regulatory” science. Sitting at the “boundary” (Guston 2001) of science and politics, the work of regulatory scientific organizations reaches from scientific activities located within academic settings over technical and bureaucratic work to regulatory lobbying and the taking of key decisions (Irwin et al. 1997; Bach and Doehler 2012). One such key activity is the assessment of risks. This is particularly so as policy-making systems in early developed (e.g. European Commission 2000) but increasingly also emerging economies, such as China (Standing Committee of the National People’s Congress of the People’s Republic of China 2015), have been reorganized along the so-called Red Book or decisionist (Millstone 2007, 2009; Weingart 1999) risk analysis model. This means that policy decisions about products or materials are supposed to be based on the independent advice of scientific experts who assess the risks of those products for humans or the environment.

Following the bovine spongiform encephalopathy (BSE) crisis, the European food sector has been at the forefront of the reorganization along the risk analysis model with separate risk assessment organizations setup at
European level and within many member states. Next to the creation of an “independent” European Food Safety Authority (The European Parliament and the Council of the European Union 2002, Art. 18), especially Germany followed the red-book model closely by establishing an “explicitly independent” (von Wedel 2001) Federal Institute for Risk Assessment (Bundesinstitut für Risikobewertung, BfR). The proclaimed aim of BfR and other food risk assessment organizations is to use science to “protect consumers, animals and the environment from food-related risks” (European Food Safety Authority [EFSA] 2020). Accordingly, and following terminology used by the Food and Agriculture Organization of the United Nations (FAO) and the US Food and Drug Administration (US FDA), BfR and others refer to themselves as being involved in “science-based consumer protection.”

Indeed, the scientific results of FDA, EFSA, BfR, and other regulatory scientific organizations tend to have significant societal influence as they enable to make public, legally binding decisions about technologies, substances, or other products (Demortain 2017). Given these “enormous decisions and stakes” (Demortain 2017, 141), it arguably becomes crucial, from a prescriptive perspective, to ask how regulatory scientific organizations gain their legitimacy. Even more so from a descriptive perspective as regulatory agencies find themselves caught in ever-greater controversies. The assessments of pesticides, gene technologies, or endocrine disruptors are just some examples of the fading societal support regulatory organizations are facing. As Demortain (2017, 142) summarizes: “Not only are the results of regulatory science—the particular assessments of that risk or that technology—controversial. Its constitutive standards, concepts, and protocols are now frequently the object of critique.”

Greater engagement1 in science in general and regulatory science in particular has been put forward as a potential panacea for addressing this rising challenge (Stilgoe, Lock, and Wilsdon 2014; Chilvers 2008; Felt and Wynne 2007; Jasanoff 2003; Upham and Dendler 2015). Looking at the wider debate, though, the “participatory turn” has not been without criticism. On a prescriptive level, many question the representativeness and wider emancipatory and deliberative merits of current engagement methods. On a descriptive level, we find a number of studies attesting to a continuous high trust in science, limited interest in engagement, and remaining calls for independent, “truth-speaking” expertise (e.g., TNS Opinion & Social 2013, 2014). As a result, a participatory opening may threaten the very societal support it is trying to achieve. Scholars such as Lövbrand, Pielke, and Beck (2011, 477), therefore, call for scholars to open
their engagement calls up “to empirical contestation.” Our paper contributes to this debate by presenting the empirical reactions to a (potential) greater participatory opening of BfR, one of the largest regulatory scientific organizations in the field of (food) risk governance.

Our results show general support for greater engagement in science-based risk assessment. However, we also find significant contestation concerning its normative and strategic relevance as well as its potential enactment. Undergirding these contestations, we identify the persistence of a “normal” (Funtowicz and Ravetz 1993) view of science and “decisionist” (Millstone 2007, 2009; Weingart 1999) understanding of risk analysis. These create conflicting legitimacy demands for BfR and other regulatory scientific organizations working at the boundaries of different social worlds.

It is important to note that our paper does not fundamentally question the prescriptive merit of public engagement. It rather points to continuing challenges on a descriptive level in order to facilitate its deeper institutionalization. To do so, the subsequent section will first review the characteristics and main argumentative bases for a participatory opening of scientific processes in general and regulatory science, including science-based (food) risk assessment, in particular. We will then introduce the empirical focus and methodological approach of our study before presenting its main insights. The last section summarizes, reflects, and concludes pointing to remaining research needs.

**Literature Review**

In a definition generalized from the US FDA, Moghissi et al. (2017, 2-3) describe regulatory science as a “scientific discipline consisting of the development and application of scientific methods, tools, approaches, and other relevant processes derived from various scientific disciplines used in regulatory and other policy processes.” Unlike academic science, which tends to be directed at the advancement of knowledge in an open-ended fashion, regulatory science is directed at closure (mainly through synthesizing knowledge) often including predictions produced under considerable time pressure (Bach and Doehler 2012; Irwin et al. 1997; Jasanoff 1994).

Across contexts but especially in the field of food, scientific advice produced under these conditions has gained considerable influence. At the core of this rising influence has been the reorganization along the orthodox interpretation of the “decisionist” or “Red Book” risk analysis model (Millstone 2007, 2009; Weingart 1999). This means that policy decisions about
products, substances, or other materials are supposed to be based on the advice of scientific experts (mainly from the natural sciences) who assess (usually in quantitative form) the likelihood and severity of adverse effect(s) that may occur to humans or the environment upon exposure. While the former is framed as a political, value-driven decision and is usually referred to as “risk management,” the latter should be based on an independent and objective scientific process and is usually referred to as “risk assessment.” Often, red-book or decisionist models are discursively mixed with technocratic language, that is, a verbal presentation of policies being solely based on pure scientific facts.

Underlying the technocratic but largely also the red-book model is a “modern” (Liberatore and Funtowicz 2003) or “normal” (Funtowicz and Ravetz 1993) understanding of science, which assumes an objective scientific process with no major disputes around its framing questions, empirical evidence and findings. To achieve these undisputed “facts” or “truths,” science is supposed to apply a mix of professionalization, specialization, and independent organization (Lengwiler 2008; Felt and Wynne 2007; Beck 2007; Jasanoff 2003).

Over the years, more and more actors have challenged the decisionist model and its underlying modern understanding of science. This concerned especially the field of new and emerging technologies where uncertainties rendered the production of undisputed facts increasingly difficult. At first, these problems were addressed through the initiation of more scientific studies or the use of scenario and foresight techniques (Liberatore and Funtowicz 2003; Ely et al. 2009b; International Risk Governance Council (IRGC) 2012; Lofstedt and Bouder 2017). More recently, we find calls for a move toward a “co-dynamic” model of risk analysis. At the heart of this model is a fundamental questioning of the clear separation between scientific risk assessment and nonscientific risk management and a demand for a participatory opening of risk assessment toward other, nonscientific audiences (Millstone 2007, 2009).

Such calls for more public engagement in regulatory science go hand in hand with a more general “participatory turn” in science and (Western) society as a whole. Latour (1998), for example, calls for a transition from a culture of science, characterized by certainty, detachment, and objectivity, toward a culture of research, characterized by uncertainty, involvement, and openness. Looking across literatures, three main lines of argument undergird these calls.

Most dominantly, we find a “substantive” (Fiorino 1990) argument where engagement is seen as a way to extend scientific knowledge with
nonprofessionalized elements including “real-world circumstances of application” (Irwin et al. 1997, 18). Especially for systemic (IRDG 2012) or “mega-risks” (Lövbrand, Pielke, and Beck 2011) that are embedded in the larger context of societal, financial, ecological, and economic consequences, there is arguably a need for a “hermeneutic shift” where assessment also focuses on the value-driven discourses surrounding technical and other societal developments (Bidwell 2009; Grunwald 2015; Rittel and Webber 1973). In doing so, uncertainties can be reduced and the application of precautionary measures improved (Liberatore and Funtowicz 2003). Additional perceived benefits include capacity building and contributions to the resilience of participating communities (Renn 2016). In other words, from a substantive perspective, greater engagement in science can improve the outcome for society, for example, in terms of public health or broader human well-being (Stirling 2008). We therefore refer to this line of argumentation as “pragmatic” base for greater engagement in science.

Less prominently, actors, mainly within sociology of science and technology studies and, to lesser extent, political science started to question dominant scientific legitimacy claims by naming unstated aspirations, value judgments, and “framing assumptions” as hidden shapers in the social construction of regulatory science and science in general (Bidwell 2009; Stirling and Scoones 2009; Millstone 2009; Ely et al. 2009b; Demortain 2017; Jasanoff 1994). Within this social construction process, regulatory scientific organizations are said to “disenfranchise” (Demortain 2017, 144) certain sets of knowledge. This includes countries that lack access to technologies of quantification, consumers that struggle to frame their concerns as strictly scientific, and environmental and health activists, even if they work to put their claims through in scientific terms (Demortain 2017; Winickoff and Bushey 2009). Through moves to “postnormal” (Funtowicz and Ravetz 1993) or “responsible” (Beck 2007) science, more diverse perspectives and ways of knowing are supposed to be included especially in framing the influential role of (regulatory) science (Stirling and Scoones 2009; Beck 2007; Liberatore and Funtowicz 2003; Millstone 2009). We refer to this line of argumentation as the “normative” (Fiorino 1990) base for greater engagement in science as it is usually shaped by prescriptive ideals of democracy such as inclusiveness or representativeness.

Next to pragmatic and normative achievements, a “participatory turn” in science is said to result in a number of “instrumental” goals (Fiorino 1990). Most importantly, scholars (e.g., Funtowicz and Ravetz 1993; Felt and Wynne 2007; Frewer 1999; Rittel and Webber 1973) and actors from the political realm (e.g., The European Parliament and The European
Council 2013) see it as a strategic means to increase the (empirically
described) legitimacy and reputation of scientific organizations. This is,
mainly, to help address diminishing public trust in science and increase the
credibility and public acceptance of new technologies and science-based
policy decisions. In other words, from an instrumental perspective, greater
engagement in science can improve the outcome for an individual organiza-
tion, policy, or other social entity. Because of its resonance with discussions
in the organizational studies and wider management literature, we refer to this
line of argumentation as a “strategic” base for greater engagement in science.

Both normative and strategic objectives have not been without criticism.
In terms of its normative goals, a number of authors have questioned the
extent to which current participatory science transcends the epistemic
authority of experts to the benefit of lay people or rather restrict participa-
tion to more mundane tasks removed from individual concerns or public
controversies (Bogner 2012; Chilvers 2008; Dickel and Franzen 2016). For
some, it may even enable implementers to silence objections and press
ahead with chosen paths by “pick[ing] and choos[ing]” those inputs that
are considered most useful (Walls, Rowe, and Frewer 2011, 255). Others
are unsure about the representativeness of current participatory methods
pointing to a common domination of participatory processes by the better
educated and more powerful (Ely et al. 2009a; Cleemput et al. 2015; Briggs
2009). Particularly in the field of regulatory science, there has been rising
criticism of undue influence, especially from the corporate realm (Demor-
tain 2017). Depending on the form of institutionalization, participatory
openings could reinforce such criticism.

Also, questions have emerged whether more engagement in science can
or even needs to increase public support and trust. If one follows current
surveys, the evidence is mixed. On the one hand, several surveys report a
prominent fear of the negative side effects associated with developments
in science and technology as well as public interest in greater engagement
between science and the public (e.g., TNS Opinion & Social 2013; Bun-
desamt für Strahlenschutz (BfS) and Bundesinstitut für Risikobewertung
(BfR) 2013; Inner City Fund [ICF] and Growth from Knowledge [GfK]
2018). On the other hand, we find remaining high trust in the positive
contributions of science and the responsible behavior of scientists and
science in general (TNS Opinion & Social 2014, 2013; ICF and GfK
2018). Some surveys also suggest limited interest in and effects of greater
engagement. When European citizens were asked, for example, about the
level of involvement citizens should have in decisions made about science
and technology, the most common response was that citizens should be
consulted with only 12 percent agreeing that citizens should participate and have an active role in such decisions (TNS Opinion & Social 2013). The same study also found limited evidence for a relationship between feeling informed about developments in science and technology and thinking that the influence of science on society is positive (TNS Opinion & Social 2013, 2014).

Against this background, the last years have seen more and more concerns that current participatory calls may in fact sideline the “manifold ways [...] where science and technology are implicitly trusted, taken-for-granted, depended-on, and enthusiastically embraced” (Felt and Wynne 2007, 11). Some even argue that greater engagement in science may threaten the very legitimacy and societal support it is trying to achieve (Lövbrand, Pielke, and Beck 2011). Multiple authors have described how regulatory scientific organizations in particular act as “boundary” (Guston 2001) or “hybrid” (Gulbrandsen 2011; Parker and Crona 2012) organizations that draw their legitimacy from different, partly conflicting social spheres (Jasanoff 1994; Demortain 2017; Winickoff and Bushey 2009; Korinek and Veit 2015; Rothstein 2013; Millstone 2007; Parker and Crona 2012). Detailing this competition for research institutes, Gulbrandsen (2011) characterizes four cultures: an academic culture emphasizing notions such as independence, purity, and academic freedom; an industrial culture emphasizing values like efficiency and innovation; a bureaucratic culture founded on orderly rules, hierarchy, rationality; and a civil culture that can most easily be characterized by protest movements against the previous three cultures. Therefore, even though the knowledge regulatory scientific organizations produce is distinct from academic science, and even though regulatory scientific organizations often face particularly strong civic protest and calls for more participation, notions such as objectivity, neutrality, and independence are still crucial legitimacy bases (Jasanoff 2011; Demortain 2017). To illustrate this point, we can turn back to Moghissi et al. (2017, 3) who emphasize in their description of regulatory science how the exclusion of “nonscientific issues such as societal objective, ideology, and faith” are an important and often violated requirement for regulatory science.

It is against this challenging context that BfR and other regulatory scientific organizations are trying to meet calls for greater public engagement. In the next section, we will shed more detailed light on this context before we outline our methods to address the need to open current calls for greater engagement “to empirical contestation” (Lövbrand, Pielke, and Beck 2011, 477)
Empirical Context and Method

Context

Following the BSE crisis, the food sector emerged as a key field for new regulatory scientific organizations. Inspired by the decisionist red-book model, decision makers tried to restore public confidence by reorganizing the European food safety system with a clearer separation between “political” risk management and “scientific” risk assessment. On the European level, they created EFSA to “take on the role of an independent scientific point of reference in risk assessment” (The European Parliament and the Council of the European Union 2002, Art. 18). Similar moves followed in many member states with Germany implementing one of the strictest interpretations of the red-book model in Europe and, indeed, worldwide (Millstone 2009). In 2002, German decision makers fully separated the joint food risk assessment and management organization, the Federal Institute for Health Protection of Consumers and Veterinary Medicine, into the Federal Office for Consumer Protection and Food Safety, which became responsible for risk management, and the German Federal Institute for Risk Assessment (BfR), which became responsible for risk assessment. Explicitly set up as a “scientific” organization that is “free of external influences,” BfR joint a larger group of governmental research agencies (GRAs) to prepare “independent” expert reports on product safety (including food, feed, and substances) and communicate those to politicians, consumers, media, businesses, and other groups (von Wedel 2001). Representing the most explicit organization of regulatory science in Germany, GRAs are usually under the direct oversight of a ministry (Bach and Doehler 2012; Korinek and Veit 2015). In the case of BfR, ministerial oversight is provided by the Ministry of Food and Agriculture, for which BfR provides most of its risk assessments. While GRAs tend to accept these “political prerogatives” (Bach and Doehler 2012, 13), most of them, including the BfR, rhetorically insist on being independent.

A second approach in the reorganization of the European food sector was to move consumer interest and the protection of consumer health more center stage (Holm and Halkier 2009). Risk communication joint risk assessment and risk management to ensure an “interactive exchange of information and opinions throughout the risk analysis process [. . .] among risk assessors, risk managers, consumers, feed and food businesses, the academic community and other interested parties” (Regulation No. 178/2002 on the general principles and requirements of food law Art.
3). To achieve that aim, EFSA shall supplement consultations and other engagement measures run by the European Commission with “effective contacts with consumer representatives, producer representatives, processors and any other interested parties” (Regulation No. 178/2002 on the general principles and requirements of food law Art. 42). While EFSA used to implement this requirement primarily through consultative platforms, it put in place a new strategy in 2016. According to this new strategy, it will now reach stakeholders through a combination of a permanent annual stakeholder forum and stakeholder bureau as well as targeted platforms, including scientific colloquia, discussion groups, roundtables, communication labs, and information sessions (EFSA 2016). In Germany, a separate “Risk Communication” department was created within BfR. The aim of this department is to ensure the “participatory dialogue with various stakeholders” (http://www.bfr.bund.de/en/risk_communication-1834.html) through public perception research, traditional communication measures, and more dialogue oriented formats including scientific advisory boards, commissions, and public events (Boel and Hensel 2009).

Over the past years, this threefold model of risk assessment, management, and communication has been increasingly questioned. Scholars (e.g., Barker et al. 2010; Briggs 2009; Ely et al. 2009b; Koenig et al. 2010), but also the European Commission, Parliament, and Council (European Commission 2003; DG Sante 2017; The European Parliament and the European Council 2019) as well as international (Millstone 2009), supranational (EFSA 2016) and national (e.g., Wittkowski 2014) risk governance organizations, are calling for a greater participatory opening of the whole risk analysis process. Resonating with arguments set out in the Literature Review section, the current head of the European Food Safety Agency, for example, points out that “science is no longer seen as a source of enlightenment” but as an elite endeavor that contributes to rather than addresses current risks. To meet this challenge, risk assessment organizations have to deeply engage with their stakeholders (Url 2016). Similar statements can be found with BfR (Wittkowski 2014). Indeed, both organizations are currently investigating potential ways for a greater participatory opening, including the here reported study on “stakeholder management and public engagement in science-based consumer protection” at BfR. In the following, we will detail the methods used for this study before we will present and reflect upon its main results in the Findings section.
**Method**

To investigate the reactions to a potential greater participatory opening of the BfR risk assessment process, the authors followed a “mixed methods approach” (Modell 2009) combining qualitative interviews and observations with a quantitative survey. As part of a larger study commissioned by BfR and conducted by a third party, the survey asked the general public as well as professional experts from politics, science, the media, and relevant associations how important they considered BfR’s engagement ("Einbindung") with the following groups: science, consumers, public authorities, media, business, politics, and environmental and other nongovernmental organizations (NGOs). The results were contrasted with an additional question on the perceived enacted engagement ("tatsächliche Einbindung") of these groups. Participants who previously reported a lack of knowledge of BfR received a short introduction into its main tasks. The general public was represented by a sample of 1,000 German-speaking respondents aged fourteen and above living in Germany. The four expert groups were each made up of around 100 representatives, with associations divided equally into consumer and business associations. For each group, an Internet search was used to identify individuals with professional expertise in the areas of consumer protection, nutrition, health, environment, and agriculture. Following a successful pretest with thirty members of the public and ten professional experts, the public survey was conducted via computer-assisted telephone interviews between May 17 and June 6, 2016. The expert survey was conducted between May 18 and July 14, 2016, also using telephone. Both were statistically analyzed using SPSS (Version 21).

To gain deeper insights, we triangulated the survey material with forty-one in-depth qualitative interviews (King 2006) with individuals that had (a) previous experience with BfR engagement processes and (b) a level of seniority that offered them “elite” (Vaughan 2011) insights into wider developments in the field. By selecting experts from across governmental, supragovernmental, nongovernmental, corporate, academic, and media organizations, we aimed to explore diverse societal perspectives. The interviews were mainly in German, two in English. All text fragments that were relevant for publication purposes were translated into English. Each interview followed a semi-structured interview guide inquiring about interviewees’ general opinion on stakeholder engagement in the context of science-based consumer protection; perceptions of current BfR engagement processes; potential (other) means for engagement including a potential stakeholder board and stakeholder consultations; interest in and
| Actor Group              | Date               | Format      | Recording | Language | Position                | Code |
|-------------------------|--------------------|-------------|-----------|----------|-------------------------|------|
| Scientific organization | January 22, 2016   | In person   | Yes       | German   | Working level           | 4    |
|                         | January 28, 2016   | Telephone   | Yes       | German   | 2. Leadership level     | 5    |
|                         | March 01, 2017     | Telephone   | Yes       | German   | 3. Leadership level     | 28   |
|                         | November 16, 2016  | Telephone   | Yes       | German   | 1. Leadership level     | 17   |
|                         | November 18, 2016  | In person   | Yes       | German   | 1. Leadership level     | 18   |
|                         | January 06, 2017   | Telephone   | Yes       | German   | 1. Leadership level     | 22   |
| International authorities| January 17, 2016   | Telephone   | Yes       | English  | 2. Leadership level     | 24   |
|                         | September 12, 2016 | Telephone   | Yes       | English  | 3. Leadership level     | 15   |
| National authorities    | May 22, 2017       | In person   | Yes       | German   | 4. Leadership level     | 33   |
|                         | July 10, 2017      | In person   | Yes       | German   | 2. Leadership level     | 36   |
|                         | January 25, 2017   | In person   | Yes       | German   | Working level           | 25   |
|                         | May 25, 2017       | Telephone   | Yes       | German   | 3. Leadership level     | 35   |
| Political organization  | April 20, 2017     | In Person   | Notes     | German   | Working level           | 31   |
|                         | March 01, 2017     | Telephone   | Yes       | German   | Working level           | 27   |
|                         | April 20, 2017     | In Person   | Notes     | German   | Working level           | 30   |
| Corporate organization  | February 10, 2016  | In person   | Yes       | German   | 2. Leadership level     | 8    |
|                         | January 16, 2016   | In person   | Notes     | German   | Working level           | Notes B |
|                         | January 14, 2016   | In person   | Yes       | German   | 1. & 2. Leadership level| 1    |
|                         | February 10, 2016  | In person   | Yes       | German   | 2. Leadership Level     | 9    |
|                         | December 07, 2016  | In person   | Yes       | German   | 2. Leadership level     | 21   |
|                         | January 27, 2017   | In person   | Notes     | German   | 2. Leadership level     | 26   |
|                         | February 10, 2016  | Telephone   | Yes       | German   | 2. Leadership level     | 10   |
|                         | April 22, 2016     | Telephone   | Yes       | German   | 3. Leadership level     | 14   |
|                         | March 01, 2016     | In person   | Yes       | German   | 2. Leadership level     | 12   |
|                         | January 21, 2016   | In person   | Notes     | German   | Working level           | Notes C |
| Email response          | Yes                | German      | N/A       | Notes D   |
| March 15, 2016          | In person         | Notes       | German   | Working level           | Notes A |

(continued)
Table 1. (continued)

| Actor Group           | Date              | Format     | Recording | Language | Position                        | Code |
|-----------------------|-------------------|------------|-----------|----------|---------------------------------|------|
| NGO (consumer protection) | February 01, 2016 | In person  | Yes       | German   | 3. Leadership Level             | 6    |
|                       | March 09, 2017    | In Person   | Yes       | German   | 2. Leadership level             | 29   |
|                       | September, 2016   | In Person   | Yes       | German   | 2. Leadership level             | 16   |
| NGO (other)           | February 25, 2016 | Telephone   | Yes       | German   | 2. Leadership level             | 11   |
|                       | March 18, 2016    | In person   | Notes     | German   | Working level                   | 13   |
|                       | January 18, 2016  | In person   | Yes       | German   | 1. Leadership level             | 3    |
|                       | May 22, 2017      | In Person   | Yes       | German   | 2. Leadership level             | 34   |
|                       | April 24, 2017    | In person   | Yes       | German   | Working level                   | 32   |
|                       | July 28, 2017     | In Person   | Yes       | German   | Working level                   | 37   |
| Media                 | December 07, 2016 | Telephone   | Yes       | German   | N/A                             | 20   |
|                       | January 17, 2016  | Telephone   | Yes       | German   | N/A                             | 23   |
|                       | November 30, 2016 | In person   | Yes       | German   | N/A                             | 19   |
|                       | January 15, 2016  | In person   | Yes       | German   | N/A                             | 2    |

Note: NGO = nongovernmental organization.
openness to be engaged in such a process; and important criteria for the successful implementation of such engagement processes. If interviewees agreed, the interviews were recorded and subsequently transcribed. In some cases, interviewees requested to be recorded only in the form of notes or to speak “off the record” (see Table 1 for a list of all interviewees including their position, links to different societal groups, and form of recording). Working as a BfR employee throughout the research, these data were further supplemented with observations and several informal conversations carried out during diverse BfR engagement events (e.g., the 2016 Green Week; BfR science fora, symposia, and other public events; BfR commission meetings). Following a critical realist approach (Danermark et al. 2002), the content of all notes and transcripts was inductively coded within the software MAXQDA (Version 12).

The following sections will present and contrast the main outcomes of the qualitative and quantitative analyses. While relevant criteria are reported elsewhere, the focus here will be on reporting the reactions to a (potential) greater participatory opening of science-based consumer protection in general and the BfR risk assessment process in particular (General Reactions section), including relevant groups for (Relevant Groups section) and potential forms (Form of Engagement section) of engagement.

Findings

General Reactions

Our survey shows a general support for a participatory opening of BfR with over 80 percent of the public considering the engagement of scientists, consumers, and public authorities in the work of BfR to be important or very important. As shown in Figure 1, the importance of NGO, media, corporate, and political participation was rated slightly lower at 72 percent, 60 percent, 59 percent, and 55 percent. Among the professional experts the engagement of scientists (94 percent) and public authorities (87 percent) was considered most important with the engagement of consumers, and NGOs (70 percent), political actors (62 percent), media (55 percent), and corporations (56 percent) also supported but at lower scales (Figure 2). Comparing across expert groups, experts, especially from the corporate but also from the scientific realm, considered engagement of most groups comparatively less important than the average. Greater importance was attributed by experts from the media realm and, to less extent, by experts from consumer associations.
Our interviewees supported this impression of a general support for public engagement in science-based risk assessment with interviewees making associations with a dominant trend (Interview 7, NGO) you have everywhere (Interview 10, corporate organization) and that is therefore also interesting for BfR (Interview 9, corporate organization).

Most dominantly, we found a pragmatic base for this support where engagement was seen as a way to facilitate greater knowledge exchange. Especially within the corporate realm, interviewees emphasized the importance for BfR to see the realities in practice (Interview 26, corporate organization). But also scientists acknowledged the practical relevance with one interviewee explaining:

It is often the question: [...] what are the conditions in practice that lead to certain by-products being added that can lead to problems. (Interview 4, science)

There were also advocates, especially in the NGO and political realm, for greater exchange around normative perspectives (Interview 32, NGO),

Figure 1. How important do you consider the engagement of the following groups in the work of BfR? In percent of all those that provided a response | Science (n = 950), consumers (n = 953), public authorities (n = 942), nongovernmental organizations (n = 935), media (n = 953), business (n = 945), politics (n = 947) | Divergent to 100 △ answer “partly.” BfR = Bundesinstitut für Risikobewertung.
Overall, normative arguments were less prominent but did appear with one interviewee, for example, reasoning:

In a democratic society it is important that things, that afterwards have societal relevance, are not planned and implemented only by expert committees but that stakeholders are engaged early on. (Interview 11, NGO)

Consistent with some of the literature reviewed above, a few interviewees demanded greater engagement in research framing and agenda setting. Especially within the NGO realm, this was partly based on a fundamental questioning of scientific legitimacy claims:

Science likes to see itself as objective, but which questions are asked or how is often very random but has big implications. How research funding is

**Figure 2.** How important do you consider the engagement of the following groups in the work of BfR? In percent of all those that provided a response | Science (n = 950), consumers (n = 953), public authorities (n = 942), nongovernmental organizations (n = 935), media (n = 953), business (n = 945), politics (n = 947) | Divergent to 100 = answer “partly.” BfR = Bundesinstitut für Risikobewertung.

*morals* (Interview 30, political organization), *risk perceptions* (Interview 31, political organization), and broader *impacts on the environment* (Interview 34, NGO).
distributed has for example great implications. Our science expert likes to say to the respective committees that they ask the wrong questions. (Interview 32, NGO)

Another NGO representative argued similarly:

Finding someone from a university that has never received external funding from somewhere and answers questions purely academically and, in inverted comma, neutral is in my opinion not completely possible. [...] And then I have the opinion that it is better to make explicit those positions so that it can be evaluated from outside. And not to exclude everything under the cover of science. (Interview 11, NGO)

However, the majority of our interviewees, especially from the corporate, scientific, and political realm, showed a more normal view of science and a decisionist understanding of the risk analysis process. One interviewee from the corporate realm, for example, emphasized how the “most important thing for BfR [...] is scientific neutrality” (Interview 21, corporate organization). Risk assessment needs to be “clearly separated [...] from the [...] political aspects stakeholders raise [...] in order to provide [...] clear assessment as a base for political decisions” (Interview 9, corporate organization, emphasis added).

Relatedly, the strategic relevance of greater public engagement emerged to be quite contested. On the one hand, a number of interviewees linked greater engagement to organizational promotion. The relevance for building trust, acceptance, and understanding found supporters as well with one representative from the scientific realm, for example, arguing, “if I create the possibility for engagement I can create acceptance” (Interview 5). An NGO representative explained:

Trust you have if you have the feeling you can check. And that it is transparent. Otherwise you can just hope that everything is fine. (Interview 34, NGO)

Another NGO representative made connections to the consumer, reporting,

Otherwise the consumer is [...] given the feeling he can’t do anything anyway. He is put in a helpless position and that leads to political frustration and all that. (Interview 13, NGO)
On the other hand, many interviewees discussed potential negative strategic implications, for example, if actors publicly jump out of participatory processes (Interview 32, NGO). Linked to the previously mentioned persisting normal view of science, many were concerned that a participatory opening could have negative impacts on public perception as BfR “derives its reputation from being a scientific organization” (Interview 19, media). As one interviewee put it:

We trust the BfR because we think it is the institution that is independent from the government. If we don’t have that we can close the shop. (Interview 1, corporate organization)

In summary, our data suggest a general support for engagement in science-based risk assessment mainly based on pragmatic grounds. Both normative and strategic arguments emerged to be more contested with the majority of interviewees showing a more normal view of science that should be

---

**Figure 3.** How big do you think is the actual influence of the following groups on the work of BfR? In percent of all those that provided a response, $n = 410$ | Divergent to $100 \neq$ answer “partly,” “no response,” “don’t know.” BfR = Bundesinstitut für Risikobewertung.
protected from undue influences. We will return to this prominent concern in the next sections.

**Relevant Groups**

Next to requesting our participants to rate the importance for BfR to engage different actor groups, our survey asked respondents to evaluate the perceived enacted engagement of these groups. The largest discrepancy emerged regarding consumers: despite their perceived importance, only 28 percent of the members of the public and 18 percent of the professional experts considered consumers to have great or very great influence on the work of BfR; 46 percent of the members of the public and 48 percent of professional experts perceived consumers to have little or no influence (Figures 3 & 4). NGOs, too, were considered to have relatively less impact by both professional experts and members of the public. A different picture emerged for the engagement of corporate actors...
who were associated with having great or very great influence on BfR work by 63 percent of the questioned members of the public, followed by scientists (55 percent), media (52 percent), political actors (49 percent), and public authorities (44 percent). Among the professional experts 45 percent attributed a great or very great impact to the business sector with greater acknowledgement especially of the influence of scientists (71 percent) but also political actors (56 percent) and public authorities (50 percent). Media was considered to have great or very great impact by 30 percent of the professional experts.

Our interviews as well as previous studies on the topic (e.g., Ely et al. 2009a; IRGC 2012) support the resulting impression of a need for greater engagement of consumers. One interviewee from the media realm, for example, calls for BfR to “modify its direction and really address the consumer as well” (Interview 2, media). For many, the current approach of BfR (Wittkowski 2014), but also other organizations like EFSA (2016) to engage consumers mainly through consumer associations, is not sufficient. In the words of one interviewee: those associations can “give a specific consumer opinion. But if you really speak to end-consumers that is not really congruent” (Interview 26, corporate organization). The cited statement resonates with authors such as Krabbenborg (2013, 53) who criticizes treating civil society organizations as “voice of civil society.”

Looking across our interviews, we also find more skeptical views of the role of consumers. Resonating with long-standing scholarly discussions (Barker et al. 2010; Chilvers 2008; Fiorino 1990), one NGO interviewee (no. 32) puzzled to us how there is no single consumer that could represent a generalizable input for the whole group. Consumers may therefore need participation formats that differ from those of other stakeholder groups. Other major concerns included potential problems around limited knowledge resources, especially when it comes to highly specialized debates prominent at organizations like BfR. As one interviewee explains:

If I see for example how highly scientific the discussions are within the BfR commissions. I really have to question which consumer is able to participate in that. (Interview 10, corporate organization)

Similar concerns emerged for NGOs. Although many interviewees supported NGO participation considering their relevant knowledge and overall societal power, one NGO interviewee explained:
Many things we simply cannot attend to. You have to imagine that at our headquarters we have 40, 50 specialists. Those specialists have to work on many different topics. We usually have to cut down because it just gets too much. (Interview 32, NGO)

Another interviewee from a major NGO even argues:

If the societal development is modern governance in the widest sense as in we get everyone around the table so we get all the opinions to get the best outcome—we do not believe in that based on our experience. [...] You likely have in every meeting representatives from industry that have the ability to take the time and prepare with own studies and research. NGOs will not be able to do that [...] We just have an asymmetry in weapons. (Interview 29 NGO)

In addition to perceived power imbalances, interviewees from the non-NGO realm pointed to potential conflicting interests. In their view, NGOs draw upon creation and selling of fear to maintain their funding base. Engaging in participatory solution finding can arguably detriment this crucial agenda. Interestingly, some NGOs partially agreed with such statements with one NGO representative acknowledging:

NGOs sometimes need to simplify and overrate things to create the necessary audience. I can understand that some scientists then say they cannot agree with these statements anymore and develop an opposing position. But NGOs are also under a lot of pressure to take clear positions. (Interview 32, NGO)

Another argues:

Solving the problem we clearly do not see as our task. We do not have the set up for that. Our task is to thematize issues, take positions, initiate discussions. [...] In such advisory committees it is often very detailed. [...] Does the donor that finances us want us to sit there? Does he want us to spend donations on it? (Interview 37, NGO)

In terms of corporate engagement, interviewees, especially from the NGO realm, mirrored the impressions from the public survey and the wider literature (e.g., Demortain 2017; Michaels and Wagner 2003) where current engagement seemed to be considered to be too extensive. Looking at the interviews in more depth, this criticism mainly focused on corporate participation in BfR advisory committees as well as the use of industry
studies during approval processes. At the same time, interviewees across societal groups, including some NGOs, argued that “especially agribusinesses belong to the spectrum. They are the ones affected” (Interview 18, science). As already mentioned in the General Reactions section, many interviewees pointed to relevant corporate data (Interview 10, corporate organization), know-how (Interview 6, NGO), and competency (Interview 11, NGO) concerning the assessment of risks. This holds especially for increasingly globalized supply chains where national authorities have limited reach.

A similarly ambiguous picture emerged around the engagement of political organizations and public authorities with interviewees demanding greater engagement while simultaneously criticizing too much political influence on BfR’s work. For one interviewee, for example, BfR is clearly “seen as part of the governmental apparatus” (Interview 34, NGO), while another explains how the setup of BfR “necessarily implies closeness to politics” (Interview 30, political organization).

Concerning the media, a number of interviewees supported the survey demand for engagement, pointing to the knowledge and influence media can have especially in terms of reaching the consumer (Interview 22, scientific organization). Interestingly, media representatives themselves showed diverse opinions about their engagement. While some indeed demanded direct and active participation, others saw the media more as indirect (Interview 19, media) transmitters of information. Similar to NGOs, some media representatives voiced concern about potential negative impacts on perceptions of their own independence. Another interviewee acknowledged how media representation can change the dynamic of participatory processes, in particular risking making participants less comfortable to speak openly—an issue that was supported by interviewees outside the media realm.

Form of Engagement

Engagement can be enacted through a variety of different mechanisms reaching from one-way provision of information, over consultation on predetermined topics, to two-way dialogue or deeper forms of participation where the participants are actively involved in decision-making processes (Rowe and Frewer 2005; Arnstein 1969). Figure 5 shows that for the professional experts we questioned information provision was considered most relevant for BfR (84 percent), followed by consultations and surveys (80 percent), a fixed advisory board (69 percent), dialogue (66 percent), and
Figure 5. What mechanisms should be used to engage the most important actors in the work of BfR? In percent of all questioned, n = 410 | multiple selection possible. BfR = Bundesinstitut für Riskobewertung.
participation in risk assessment decisions (50 percent). Across all formats, experts from the corporate realm showed the lowest support with particularly low support for participation in risk assessment decisions (Table 2).

The emerging picture of demand for more communication measures was supported within our interviews, adding that such communication should try to relate as much as possible to current discourses. In line with the survey, the value of consultations, an advisory board, and participation in decision-making was more contested. In terms of consultations, some valued them to explore different positions (Interview 2, media) and receive input (Interview 13, NGO) on specific questions (Interview, 18, science) as it enables the participants to “research a topic [. . . ] and provide something that is well thought about” (Interview 11, NGO). Linking back to the persisting modern worldview, several interviewees saw benefits in the limited impact consultations usually have on decision-making, considering that BfR should be an objective authority (Interview 9, corporate organization). For others, this same point was a major reason for objection. Across interviewees, there seemed to be frustration with consultations often having unclear results and influence (Interview 26, corporate organization) while

| Engagement Mechanism          | Expert Groups |          |          |          |          |          |
|-------------------------------|---------------|----------|----------|----------|----------|----------|
|                               | Politics (Percent) | Media (Percent) | Consumer associations (Percent) | Business associations (Percent) | Science | Total    |
| Information                   | 84.0          | 80.8     | 94.0     | 74.1     | 89.2     | 84.4     |
| Consultation and surveys      | 79.0          | 75.0     | 96.0     | 70.4     | 81.4     | 79.5     |
| Fixed advisory board          | 68.0          | 72.1     | 74.0     | 64.8     | 66.7     | 69.0     |
| Dialog                        | 62.0          | 77.9     | 76.0     | 44.4     | 64.7     | 66.1     |
| Participation in risk assessment decisions | 48.0 | 61.5 | 46.0 | 35.2 | 50.0 | 50.0     |
| Other                         | 14.0          | 7.7      | 18.0     | 5.6      | 12.7     | 11.5     |

Note: In percent of all questioned, politics (n = 100), science (n = 102), media (n = 104), business associations (n = 54), consumer associations (n = 50) | multiple selection possible.
absorbing significant time resources from both consulting and participating organizations. One interviewee explains:

One problem of consultations is that they suggest a public but say in the end: this perspective does not fit our pattern. As a result, the report stays more or less the same. (Interview 19, media)

Another major point of concern evolved around the need to find consensus across often very contrasting contributions while not allowing for dialogue to reach such consensus. Instead, consensus usually needs to be established by the consulting organizations, which tend to attribute the same weight to each contribution regardless whether “United Nations are commenting or the average person from the street” (Interview 11, NGO).

Mirroring previous findings (e.g., Renn 2009), the reactions to a potential stakeholder advisory board were similarly ambivalent. We found some interviewees praising advisory boards for their ability to establish dialogue (Interview 6, NGO) to work on things in-depth (Interview 32, NGO). Others were more critical, again connected to potential negative effects on the reputation of BfR within a predominantly modern worldview. Many suspected that participants in advisory boards, even more than in consultations, will demand impact on decision-making processes. For interviewees, especially those from the scientific, corporate, and political realms, such demands are likely to conflict with the independence (Interview 28, science) of a neutral scientific institution (Interview 21, corporate organization). Another prominent issue concerned the question of how the members of an advisory board could be chosen. Interviewees criticized how advisory boards tend to be appointed according to who can gain public approval. When discussing how such a selection should take place instead, we found a variety of interpretations. Many interviewees followed a pragmatic line of argumentation calling to include those that can contribute from a technical or scientific perspective and who share constructive and productive attitude (e.g., Interview 28, science). The latter statement links to prominent concerns about the potential for conflict. Next to frequently described conflicts between NGO and corporate actors, there may also be conflicts between public (scientific and other) authorities, especially in case of overlapping responsibilities. This was raised by representatives from political organizations but also acknowledged by public authorities themselves. We also found some normative arguments in the discussion of selection procedures, with some interviewees calling for just (Interview 6, NGO), balanced (Interview 32, NGO), or equal (Interview 2, Media) selection. While these
notions were partly interpreted in terms of representativeness, there were also aspirations for equality and inclusiveness, especially considering previously described resource imbalances. However, several interviewees from the NGO as well as media realm refused when questioned whether they would be willing to participate in a potential advisory board:

Our experience is that if we want to take clear positions and be independent it is better if we don’t do this as a campaign organization. (Interview, 37 NGO)

Interviewees and some of the survey experts also raised their own suggestions for potential engagement formats. Most dominantly, this included the request for smaller formats that address particular actors (Interview 5, science) on specific topics (Interview 13, NGO). While larger events that reach a wider audience (Interview 26, corporate organization) and enable everyone to say something (Interview 1, corporate organization) found some supporters as well, many argued that they are often just about exchanging already known positions. Smaller formats, such as workshops or roundtables, can arguably facilitate a more open dialogue and exchange around different ways of thinking (Interview 2, media). For some, especially from the corporate realm, engagement should even be bilateral (Interview 9, corporate organization) with one interviewee explaining:

If media and NGOs participate there can’t be open communication [. . . ] so better single conversations with individual groups. (Interview 26, corporate organization)

Overall and across interviewees, there was agreement that the exact form of engagement should be contingent on the stakeholder but also the topic in question. This resonates with previous authors (Barker et al. 2010; Ely et al. 2009b; IRGC 2012; Stirling and Scoones 2009) who argued that (risk) organizations need to apply a combination of methods with the type and extent of engagement depending on the type of risk involved, particularly concerning its associated complexity, uncertainty, and ambiguity.

**Discussion and Conclusion**

Reacting to rising pressure on science in general and regulatory science in particular to open scientific processes up for greater public engagement, this study mobilized a combination of public and expert survey and interviews to explore the “empirical mandate” (Lövbrand, Pielke, and Beck 2011) for
this pressure. More precisely, we studied the empirical reactions to a potential greater participatory opening of the BfR, a prominent regulatory scientific organization in the field of (food) risk governance. Our results suggest a general support for greater engagement in science-based risk assessment. This support mainly bases on pragmatic arguments while the normative and the strategic merit brings to the fore considerable contestation. Strategic aspects are especially debated as public engagement is seen as a potential detriment for the independence-based reputation and (empirical) legitimacy of BfR. This holds particularly for deeper forms of engagement where participants get actively involved in risk assessment decisions, for example, through an advisory board.

Looking behind these contestations and resonating with previous findings (Bickerstaff et al. 2010; Chilvers 2008; Korinek and Veit 2015; Gustafsson 2019), we can see that despite prominent participatory rhetoric, a normal, or modern view of science and decisionist understanding of risk analysis persists. Particularly actors from the scientific, political, and corporate realm seem to hold strong interests in maintaining an image of independent, objective, and reliable scientific processes. Resonating with Stirling and Scoones (2009) decisionist risk assessment continues to be judged more rigorous and robust than are the procedures associated with participation. The latter are often perceived to be overtly normative and hence a matter for risk management rather than risk assessment. Previous authors already described the substantial tensions that can arise—both internally and externally—due to these competing concepts of sound, independent science, and public engagement (Koenig et al. 2010; Small, Güvenç, and Dekay 2014).

Our findings concerning NGO interests are ambivalent and partly contradict the current literature. According to Lofstedt and Bouder (2017), for example, it has been mainly NGOs who have been pushing for a greater participatory opening of the risk assessment process. While some of our NGO interviewees supported such a picture, we also found considerable skepticism. This skepticism emerged not because participation may compromise the independent positioning of scientific organizations but because NGOs positioned themselves to be independent. In addition, several NGO representatives supported concerns about “stakeholder fatigue” (Dreyer and Renn 2009) and the normative merit of current engagement methods. This is in light of the significant time and human and financial resources necessary to participate, especially in highly specialized engagement processes, while the ability to mobilize these resources is unequally distributed across actor groups. Despite widespread support for greater engagement of consumers,
similar asymmetry concerns emerged here. This finding connects with broader debates about problems in achieving real empowerment of the public within current participatory turns (Brandt et al. 2013; Briggs 2009; Lengwiler 2008).

We can summarize that while participatory rhetoric is supported on a general level, a number of actor groups hold (different) interests against a deeper enactment of such rhetoric. Looking at the wider discourse, this gives rise to an increasing contestation of different “institutional logics” (Greenwood et al. 2011) where calls for greater participation meet the maintenance of an image of independent, objective, and reliable science and strategically as well as normatively grounded criticism of current and (potential future) engagement practices. Similar to other hybrid or boundary organizations, such as the Intergovernmental Panel on Climate Change (Gustafsson 2019) or the UK Food Stand Standards Agency (Rothstein 2013), this poses significant challenges for BfR in constructing its legitimacy and reputation.

Our findings support literature that has pointed to the challenges regulatory scientific organizations face when moving across the boundaries of different social spheres (Jasanoff 1994; Demortain 2017; Winickoff and Bushey 2009; Korinek and Veit 2015; Rothstein 2013; Millstone 2007). Previous authors argued that to address this challenge boundary organizations need to speak “differently to different audiences” (Guston 2001, 405) or be “all things to all people” (Parker and Crona 2012). However, we arguably also need more discussion on the incommensurability of certain societal demands. This is to help boundary organizations navigate within their difficult social environment but also to facilitate the deeper institutionalization of more participatory practices. To support these discussions, future research should investigate the various colors of current participation logics as well as the deeper causalities underlying their (competing) construction. Especially if science, including regulatory science, is supposed to play a larger role in co-constructing solutions for the “grand challenges” of our times, such investigations are urgently needed.
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Notes
1. Following Rowe and Frewers (2005), we use engagement as an umbrella term under which we subsume communication, consultation, and participation. We define communication as the one-way information flow from the engaging organization to the audience. Consultation refers to the conveying of information from the audience to the engaging organization following a process initiated by that organization. However, no formal dialogue exists within this process. This distinguishes consultation from participation which we understand as the active exchange between the engaging organization and a specific or general audience.

2. For further details, see http://www.bfr.bund.de/cm/350/bfr-stakeholder-und-bevoelkerungsbefragung-vierte-evaluation-zum-gesundheitlichen-verbrauchsenschutz-in-deutschland.pdf.

3. With latest controversies around the reapproval of Glyphosate, both issues have become subject to intense public debate. An in-depth analysis of this debate has been outside the scope of this study and emerges as an important area of future research.
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