MAXIMAL ESTIMATES FOR THE BILINEAR SPHERICAL AVERAGES AND THE BILINEAR BOCHNER-RIESZ OPERATORS
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Abstract. We study the maximal estimates for the bilinear spherical average and the bilinear Bochner-Riesz operator. First, we obtain $L^p \times L^q \to L^r$ estimates for the bilinear spherical maximal function on the optimal range. Thus, we settle the problem which was previously considered by Geba, Greenleaf, Iosevich, Palsson and Sawyer, later Barrionevo, Grafakos, D. He, Honzík and Oliveira, and recently Heo, Hong and Yang. Secondly, we consider $L^p \times L^q \to L^r$ estimates for the maximal bilinear Bochner-Riesz operators and improve the previous known results. For the purpose we draw a connection between the maximal estimates and the square function estimates for the classical Bochner-Riesz operators.

1. Introduction and main theorems

Let $d \geq 2$ and $m$ be a measurable function on $\mathbb{R}^d \times \mathbb{R}^d$. The bilinear multiplier operator $T_m$ associated with $m$ is defined by

$$T_m(f, g)(x) = \int_{\mathbb{R}^d \times \mathbb{R}^d} e^{2\pi i x \cdot (\xi + \eta)} m(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) d\xi d\eta,$$

for Schwartz functions $f$ and $g$ in $S(\mathbb{R}^d)$. The study on $L^p \times L^q \to L^r$ boundedness of $T_m$ has a long history. After appearance of the seminal work of Lacey and Thiele [28, 29] on the boundedness of the bilinear Hilbert transform, there have been attempts to extend the earlier results to the bilinear multiplier operators with less regular $m$. We refer the interested reader to [16, 55, 60] and references therein for more on background and related results. In this note we are concerned with maximal bounds on the bilinear counterparts of a couple notable operators, the bilinear spherical average and the bilinear Bochner-Riesz operator.

The bilinear spherical maximal function. Let $d \geq 2$ and $d\sigma_{d-1}$ be the induced surface measure on the sphere $S^{d-1}$ in $\mathbb{R}^d$. The spherical maximal function

$$Sf(x) = \sup_{t>0} \int_{S^{d-1}} |f(x - ty)| d\sigma_{d-1},$$

was first studied by Stein in [46]. He showed that, for $d \geq 3$, $\|Sf\|_{L^p(\mathbb{R}^d)} \leq C\|f\|_{L^p(\mathbb{R}^d)}$ holds if and only if $\frac{d}{d-1} < p \leq \infty$. By considering a suitable input...
function $f$, Stein also showed that $L^p$ boundedness of $S$ fails for $p \leq \frac{d}{d-1}$ and $d \geq 2$. The case $d = 2$ turned out to be much more difficult than the problem for $d \geq 3$. This is due to the fact that the classical strategy based on $L^2$ estimate does not work since $S$ is unbounded on $L^2(\mathbb{R}^2)$. The remaining case was later obtained by Bourgain [7]. Afterward, Mockenhaupt-Seeger-Sogge provided a new proof for Bourgain’s result which relies on the local smoothing estimate for the wave operator [36].

In the first part of this paper, we mainly discuss $L^p \times L^q \rightarrow L^r$ boundedness of a bilinear analogue of $S$. The bilinear spherical maximal function $M$ is defined by

$$M(f, g)(x) = \sup_{t > 0} \int_{S^{d-1}} |f(x - ty)g(x - tz)| d\sigma_{2d-1}(y, z).$$

The operator $M$ first appeared in [19] and, subsequently, studied by Barrionevo-Grafakos-D.He-Honzík-Oliveira [3], Grafakos-D.He-Honzík [20], and Heo-Hong-Yang [24]. Let $1 \leq p, q \leq \infty$ and $0 < r \leq \infty$ satisfy the Hölder relation

$$\frac{1}{p} + \frac{1}{q} = \frac{1}{r}. \quad (1.1)$$

In a recent work [3], Barrionevo, Grafakos, D.He, Honzík, and Oliveira showed that

$$\|M(f, g)\|_{L^r(\mathbb{R}^d)} \lesssim \|f\|_{L^p(\mathbb{R}^d)} \|g\|_{L^q(\mathbb{R}^d)} \quad (1.2)$$

holds when $(\frac{1}{p}, \frac{1}{q})$ is in an open triangle with vertices $A = (1, 0)$, $B = (0, 1)$, $O = (0, 0)$ for $d \geq 2$, and in a open quadrilateral with vertices $A, C = (\frac{2d-10}{3d-4}, \frac{2d-10}{3d-4}), B, O$ for $d \geq 8$. (See Figure 1). For $1 \leq p, q, r \leq \infty$ (the Banach triangle case), they utilized the boundedness of linear maximal operators which are associated with multipliers of limited decay (see Rubio de Francia [37]). To extend the range of exponents outside the Banach triangle, they obtained $L^2 \times L^2 \rightarrow L^1$ bound for $M$ via a wavelet decomposition. In [20], Grafakos, D.He, and Honzík obtained a bilinear analogue of Rubio de Francia’s result in [37] and as its application they obtained the estimate (1.2) for $p = q = 2$ when $d \geq 4$. The result in [20] was very recently improved by Heo, Hong, and Yang [24]. Their argument relies on a decomposition and the asymptotic expansion of the Fourier transform of $d\sigma_{2d-1}$. More precisely, they proved the estimate (1.2) for $(\frac{1}{p}, \frac{1}{q})$ which is contained in the open hexagon with vertices $A, D = (\frac{d-2}{d-3}, 1), E = (\frac{2d-4}{3d-4}, \frac{2d-4}{3d-4}), F = (1, \frac{d-2}{d-3}), B$ and $O$ when $d \geq 4$. They also obtained the estimate (1.2) in an open hexagon including the Banach triangle when $2 \leq d \leq 3$. (See [24, Theorem 1]).

The following is our first result which completely characterizes $p, q, r$ for which (1.2) holds.

**Theorem 1.1.** Let $d \geq 2$. Let $1 \leq p, q \leq \infty$ and $0 < r \leq \infty$. Then, the estimate (1.2) holds if and only if $r > \frac{d}{d-2}$ and (1.1) holds except the case $(p, q, r) = (1, \infty, 1)$ or $(\infty, 1, 1)$. In addition, we have weak estimates in terms of Lorentz spaces:

$$\|M(f, g)\|_{L^{r, \infty}(\mathbb{R}^d)} \lesssim \|f\|_{L^{p, r}(\mathbb{R}^d)} \|g\|_{L^{q, \infty}(\mathbb{R}^d)} \quad (1.3)$$

(a) If $p = r = 1$ and (1.1) holds, then (1.3) holds with $u = t = \infty$ and $s = 1$.

---

1 To avoid possible confusion, we add his first initial.
Additionally, if \( d \geq 3 \), we have the following:

- (b) If \( p = 1, q = \frac{d}{d-1} \), and (1.1) holds, then (1.3) holds with \( u = \infty \) and \( s = t = 1 \).
- (c) If \( 1 < p < \frac{d}{d-1}, \ r = \frac{d}{d-1}, \) and (1.1) holds, then (1.3) holds with \( u = \infty \) and \( s, t \) satisfying \( \frac{1}{p} + \frac{1}{q} = \frac{2d}{d-1} \) and \( s, t > 0 \).

The assertions (a)–(c) are also true when the roles of \( p, s \) and \( q, t \) are interchanged.

Actually, we obtain estimates for a stronger maximal operator, see Remark 2.2. Necessity of the condition (1.1) and \( r > \frac{d}{2d-1} \) is easy to see. Indeed, since

\[
\mathcal{M}(f(R \cdot), g(R \cdot))(x/R) = \mathcal{M}(f, g)(x), \quad \forall R > 0,
\]

by scaling one can easily see that \( \|\mathcal{M}(f, g)\|_r / (\|f\|_p \|g\|_q) \sim R^{d(\frac{1}{p} + \frac{1}{q} - \frac{1}{r})} \) for any \( R > 0 \) as long as the estimate (1.2) is true. And it was shown in [3] that the estimate (1.2) fails when \( r \leq \frac{d}{2d-1} \). This was done by testing variants of the function against (1.2) which was used by Stein to show the sharp range of boundedness of the spherical maximal function. The failure of (1.2) for \( r < \frac{d}{2d-1} \) can also be verified by a simpler Knapp type example (see Proposition 3.3).

Our result is based on a simple observation that \( \mathcal{M} \) can be bounded by a product of the Hardy-Littlewood maximal function \( M \) and the (linear) spherical maximal function \( \mathcal{S} \) (see Lemma 2.1). This is done by a kind of slicing argument. As a consequence, Theorem 1.1 is verified by making use of the known bounds for \( M \) and \( \mathcal{S} \), and interpolation. The argument which we use to prove Theorem 1.1 continues to work for the general \( k \)-linear maximal operator. See Remark 2.3 for more details.

The estimates for \( p, q \) satisfying \( \frac{1}{p} = \frac{1}{q} = \frac{2d}{d-1} \) are of special interest and it seems likely that the weak estimates in this case can be further improved. These estimates correspond to the critical endpoint estimate for \( \mathcal{S} \) with \( p = \frac{d}{d-1} \). For the spherical...
maximal function Bourgain [6] showed the estimate \( \|\tilde{S}f\|_{L^2(T^d)} \lesssim \|f\|_{L^{d+1}} \) when \( d \geq 3 \) but failure of such estimate when \( d = 2 \) was shown by Seeger, Tao, and Wright [44].

**Localized maximal function.** Let us consider the maximal operator \( \tilde{S} \) which is given by taking supremum over \( t \in [1, 2] \):

\[
\tilde{S}f(x) = \sup_{1 \leq t \leq 2} \int_{S^{d-1}} |f(x-ty)|d\sigma_{d-1}(y).
\]

Though the estimate for \( \tilde{S} \) looks weaker than that for \( S \), by using the Littlewood-Paley theory (for example, see [33]), one can deduce the \( L^p \)-bound for \( S \) from the estimate for the truncated maximal operator \( \tilde{S} \). Thanks to the localization in \( t \), \( f \rightarrow \tilde{S}f \) exhibits \( L^p \)-improving properties, that is to say,

\[
(1.4) \quad \|\tilde{S}f\|_p \leq C\|f\|_u
\]

with some \( u < v \). This was observed in the work of Mockenhaupt-Seeger-Sogge [36] with \( d = 2 \). Later on, Schlag [39] characterized almost complete set of \( (u,v) \) for which \( (1.4) \) holds when \( d = 2 \). Schlag and Sogge [40] extended such result to the higher dimensions, \( d \geq 3 \), but the estimates on the borderline were missing. One of the authors [30] obtained most of the (left open) endpoint estimates for \( \tilde{S} \) on the borderline for \( d \geq 2 \) but there are still a few endpoint estimates of which validities are not settled yet. See Theorem 3.4 below.

As in the linear case, we consider a localized bilinear maximal function \( \tilde{M} \) given by

\[
(1.5) \quad \tilde{M}(f, g)(x) = \sup_{1 \leq t \leq 2} \left| \int_{S^{d-1}} f(x-ty)g(x-tz)d\sigma_{2d-1}(y,z) \right|.
\]

Thanks to the localization of \( t \), the operator \( (f, g) \rightarrow \tilde{M}(f, g) \) is free of scaling invariance. Thus, it is natural to expect that

\[
\|\tilde{M}(f, g)\|_{L^p(R^d)} \lesssim C\|f\|_{L^p(R^d)}\|g\|_{L^q(R^d)}
\]

holds true on a wider range of \( p, q, r \) which do not necessarily satisfy the Hölder relation (1.4). In particular, we manage to obtain the sharp range of exponents \( p, q \) when \( r \) is in a certain region. See Section 3.

**The maximal bilinear Bochner-Riesz operator.** We now consider the bilinear Bochner-Riesz operator \( B^\alpha \) of order \( \alpha \geq 0 \), which is a bilinear multiplier operator defined by

\[
B^\alpha(f, g)(x) = \int_{\mathbb{R}^d \times \mathbb{R}^d} e^{2\pi i(x+\eta)\cdot \xi}(1 - |\lambda\xi|^2 - |\lambda\eta|^2)^\alpha f(\xi)\hat{g}(\eta)d\xi d\eta, \quad \lambda > 0,
\]

for \( f \) and \( g \) in \( \mathcal{S}(\mathbb{R}^d) \). Here, \( r_+ = r \) for \( r > 0 \) and \( r_+ = 0 \) for \( r \leq 0 \), and \( \hat{f} \) is the Fourier transform of \( f \) given by \( \int_{\mathbb{R}^d} e^{-2\pi i x \cdot \xi} f(x)dx \). The bilinear Bochner-Riesz operator is not only a model operator of which multiplier has singularities with non-vanishing Gaussian curvature, but also a natural bilinear extension of the classical Bochner-Riesz operator \( R^\alpha \) which is given by

\[
R^\alpha(f)(x) = \int_{\mathbb{R}^d} e^{2\pi i x \cdot \xi}(1 - |\lambda\xi|^2)^\alpha \hat{f}(\xi)d\xi, \quad f \in \mathcal{S}(\mathbb{R}^d).
\]
The study of the Bochner-Reižs operator has its origin at understanding summability of the Fourier series. Especially, related to norm convergence of the Fourier series, \( L^p \)-boundedness of the Bochner-Reižs operator has been studied. The conjecture, which is known as the Bochner-Riesz conjecture, is stated as follows: For \( 1 \leq p \leq \infty \) except \( p = 2 \), the operator \( R^*_\alpha \) is bounded on \( L^p(\mathbb{R}^d) \) if and only if

\[
\alpha > \alpha(p) = \max \left\{ \frac{d}{2} - \frac{1}{p} - \frac{1}{2}, 0 \right\}.
\]

This was proved by Carleson and Sjölin \cite{13} for \( d = 2 \). For \( d \geq 3 \) substantial progresses have been achieved for the last couple of decades but the conjecture still remains open. We refer to \cite{15 7 19 31 8 22} and references therein for details. The maximal operator \( R^*_\alpha = \sup_{\lambda > 0} |R^*_{\lambda, \alpha}| \) has been of interest in its connection to pointwise convergence of the Fourier series, and the maximal estimate may also be regarded as a vector valued generalization of the estimate for \( R^*_{\lambda, \alpha} \). It is also conjectured that for \( p > 2 \) the maximal operator \( R^*_\alpha \) is bounded on \( L^p(\mathbb{R}^d) \) if and only if \( \alpha > \alpha(p) \). For \( d = 2 \) the conjecture was shown to be true by Carbery \cite{9}. For \( d \geq 3 \) partial results are known although the corresponding pointwise convergence with the optimal order was shown by Carbery-Rubio de Francia-Vega who used \( L^2 \) weighted inequality \cite{43, 31, 34, 1, 32} and references therein for more details and recent results. When \( 1 < p < 2 \), it turned out that \( L^p \)-boundedness of \( R^*_\alpha \) is different to that of \( R^*_{\lambda, \alpha} \). An additional necessary condition was shown by Tao \cite{45}.

Recently, \( L^p \times L^q \rightarrow L^r \) boundedness of the bilinear multiplier operators (including that of the bilinear Bochner-Reižs operator \( B^*_{\lambda, \alpha} \)) has been studied by several authors \cite{20 17 4 5 27}. In particular, the authors of \cite{27} used a new idea which splits the interaction between two variables \( \xi \) and \( \eta \) in the Fourier side, and made a connection between the boundedness of \( B^*_{\lambda, \alpha} \) and the square function estimates for the (linear) Bochner-Reižs operator. Consequently, they managed to improve the previous known results and obtained some sharp bounds when \( d = 2 \).

The maximal estimates for \( B^*_{\lambda, \alpha} \) were recently studied in \cite{20}. Grafakos, D.He, and Honzík \cite{20} showed that the maximal operator \( B^*_{\lambda, \alpha} = \sup_{\lambda > 0} |B^*_{\lambda, \alpha}| \) is bounded from \( L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d) \) to \( L^1(\mathbb{R}^d) \) for \( \alpha > \frac{2d+1}{4} \). In \cite{20}, \( L^2 \times L^2 \rightarrow L^1 \) boundedness was shown for general maximal operators \( \sup_{\lambda > 0} |T_{m(\lambda)}(f,g)| \) of which (bilinear) multiplier \( m \) has a limited decay (see \cite[Theorem 1.1]{20}). As an application, they obtained the aforementioned result on the \( L^2 \times L^2 \rightarrow L^1 \) boundedness of \( B^*_{\lambda, \alpha} \). This estimate can be interpolated with other easier estimates to give the \( L^p \times L^q \rightarrow L^r \) bound for the other exponents \( p, q, \) and \( r \) with some range of \( \alpha \). However, these estimates seem to be far from being optimal.

From now on, we set

\[
B^*_{\lambda, \alpha}(f, g) = \sup_{\lambda > 0} |B^*_{\lambda, \alpha}(f, g)|.
\]

The second half of this paper is devoted to improving the range of \( \alpha \) for which the maximal operator \( B^*_{\lambda, \alpha} \) is bounded from \( L^p(\mathbb{R}^d) \times L^q(\mathbb{R}^d) \) to \( L^r(\mathbb{R}^d) \) when \( p, q \geq 2 \). Especially, we adopt the decomposition strategy in Jeong-Lee-Vargas \cite{27} and draw a connection between boundedness of \( B^*_{\lambda, \alpha} \) and the square function estimates associated with the classical Bochner-Reižs operator. More precisely, for \( 0 < \delta \ll 1 \)
and a smooth function $\varphi$ supported in $[-1, 1]$, we consider a square function $S^\alpha_\delta$ which is given by
\begin{equation}
S^\alpha_\delta f(x) = \left( \int_{1/2}^2 \left| \varphi \left( \frac{t - |D|^2}{\delta} \right) f(x) \right|^2 dt \right)^{1/2}.
\end{equation}

It is conjectured that for $s \geq \frac{2d-1}{4}$ and $\epsilon > 0$, there exists $C = C(\epsilon)$ such that
\begin{equation}
||S^\alpha_\delta f||_{L^p(\mathbb{R}^d)} \leq C\delta^{-\frac{2d-1}{4} + \epsilon} \|f\|_{L^p(\mathbb{R}^d)}.
\end{equation}

The estimate (1.7) has been studied by many authors (9, 14, 33, 32). The conjecture (1.7) not only implies the maximal Bochner-Riesz conjecture but also has various applications (see 10, 33 and references therein). The most recent result for the estimate (1.7) can be found in Lee-Rogers-Seeger 33 and Lee 32 (see Theorem 5.3 below).

We now introduce some notations to present our result. For $\nu \in [0, \frac{d-1}{4}]$, we set
\begin{align*}
D_1(\nu) &= \{(u, v) \in [0, 1/2]^2 : u, v \leq \nu\}, \\
D_2(\nu) &= \{(u, v) \in [0, 1/2]^2 : u, v \geq \nu\}, \\
D_3(\nu) &= \{(u, v) \in [0, 1/2]^2 : u < v < \nu \text{ or } \nu < v < u\}.
\end{align*}

The regions $D_j(\nu)$, $1 \leq j \leq 3$, are pairwise disjoint and $\bigcup_{j=1}^3 D_j(\nu) = [0, 1/2]^2$. We define a real valued function $\alpha^*_1(\nu) : [2, \infty]^2 \to \mathbb{R}$ by
\begin{equation}
\alpha^*_1(p, q) = \begin{cases}
\alpha(p) + \alpha(q) + 1 = d(1 - 1/p - 1/q), & (p, 1/q) \in D_1(\nu), \\
1 + \frac{2(1 - 1/p - 1/q)}{1 - 2\nu} \alpha(1/\nu), & (p, 1/q) \in D_2(\nu), \\
1 + \alpha(p) \vee \alpha(q) + \alpha(1/\nu)(\frac{q - 2\nu}{p - 2\nu}) \wedge (\frac{q - 2\nu}{p - 2\nu}), & (p, 1/q) \in D_3(\nu).
\end{cases}
\end{equation}

Here $\alpha(p) = \max\{d(\frac{1}{p} - 1) - 1, 0\}$ is the critical index for the $L^p$-boundedness of the Bochner-Riesz operator. Our result for $B^\alpha_1$ is the following.

**Theorem 1.2.** Let $d \geq 2$ and $p \geq \frac{2d}{4d-1}$. Let $2 \leq p, q \leq \infty$ and $r$ satisfy $\frac{1}{r} = \frac{1}{p} + \frac{1}{q}$.
Suppose that for $s \geq p$ the estimate (1.7) holds with $C$ independent of $\varphi$ whenever $\varphi \in C^N([-1, 1])$ for some $N \in \mathbb{N}$.

Then for any $\alpha > \alpha^*_1(p, q)$ we have
\begin{equation}
\|B^\alpha_1(f, g)\|_{L^r(\mathbb{R}^d)} \lesssim \|f\|_{L^p(\mathbb{R}^d)} \|g\|_{L^q(\mathbb{R}^d)}.
\end{equation}

Here $C^N([-1, 1])$ is a class of smooth functions supported in $[-1, 1]$ and with normalized $C^N$-norm. (See Section 5 for its precise definition.)

Though the statement looks a bit complicated, the main estimate is those estimates with $\alpha > \alpha(p) + \alpha(q) + 1$ while $p, q, r$ satisfy $\frac{1}{r} = \frac{1}{p} + \frac{1}{q}$ and $p, q > p \geq \frac{2d}{4d-1}$ or $(p, q) = (2, 2)$. Compared with $L^p \times L^q \rightarrow L^r$ boundedness of $B^\alpha_1$ in 27, Theorem 1.1, the lower bound $\alpha(p) + \alpha(q) + 1$ on $\alpha$ is exactly 1 larger than that for $B^\alpha_1$ even when $p = q = 2$. Roughly speaking, this results from controlling the maximal function by products of square functions via the Sobolev embedding type inequality which is based on the fundamental theorem of calculus. (see Section 4). In fact, unlike the linear case we have to apply this argument twice to control the bilinear maximal function. It is not difficult to see that the constant $C$ in the estimate (1.7) depends only on $C^N$-norm of $\varphi$ for some large $N$. Thus, from currently the best known result regarding the estimates (1.7) (Theorem 5.3 and Theorem 1.2) we get the following.
Corollary 1.3. Let $d \geq 2$ and let $2 \leq p, q \leq \infty$ and $1 \leq r \leq \infty$ satisfy $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$. Then the estimate (1.9) holds whenever $\alpha > \alpha_p^*(p, q)$, where $p_\ast = p_\ast(d)$ in Theorem 1.1.

In particular we note that $\alpha_p^*(2, 2) = 1 < \frac{2d+2}{d}p$ for any $d \geq 2$. Thus Corollary 1.3 improves the previously known result due to Grafakos-D.He-Honzík [20] in any dimension. Moreover, using a decay of the kernel of $B_\alpha^*$, one easily sees that $B_\alpha^*$ is bounded from $L^p(\mathbb{R}^d) \times L^q(\mathbb{R}^d)$ to $L^r(\mathbb{R}^d)$ for all $1 \leq p, q, r \leq \infty$ satisfying $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$ and $\alpha > d - \frac{1}{2}$. So, by further interpolation with these trivial bounds, we can improve the range of $\alpha$ for which (1.9) holds.

To show Theorem 1.2 we mainly rely on the decomposition strategy from [27] which reduces the problem to dealing with the sublinear operator $f \rightarrow \|D_{\delta,k}^p f\|_{l^\infty(\mathbb{Z})}$, where $D_{\delta,k}^p$ is a square function given by (5.1). Each $D_{\delta,k}^p$ contains a linear operator $S_{0,\delta,2^k}$ of which multiplier is supported in the balls of radius $2^k\delta^{1/2}$ which are centered at the origin. So the supports of multipliers of $S_{0,\delta,2^k}$, $k \in \mathbb{Z}$, do not overlap boundedly. To get around this lack of orthogonality near the origin we consider the operator $f \rightarrow \|D_{\delta,k}^p f\|_{l^\infty(\mathbb{Z})}$ instead of $f \rightarrow \|D_{\delta,k}^p f\|_{l^r(\mathbb{Z})}$. Though the latter is more efficient in capturing cancellation due to orthogonality, the first works better for controlling the maximal function when orthogonality between the operators is relatively weak.

The rest of the paper is organized as follows. In Section 2 and Section 3 we provide a proof of Theorem 1.1 and obtain boundedness of $\tilde{M}$. In Section 4 we reduce the problem of obtaining estimate for $B_\alpha^*$ to that for an auxiliary operator sup$_{k \in \mathbb{Z}} \int_1^2 |D_{\delta,k}^p f| dt$. In Section 5 we introduce the square function $D_{\delta,k}^p$ and obtain its maximal bound. By modifying the decomposition lemma in [27], we provide a proof of Proposition 1.1 in Section 6.

Throughout this paper, we use the notation $A \lesssim B$ for positive $A$ and $B$, which means that $A \leq CB$ for some $C > 0$ independent of $A$ and $B$. Sometimes we write $A \lesssim_\epsilon B$ when the implicit constant depends on $\epsilon > 0$. We denote by $F^{-1} f$ the inverse Fourier transform of $f$, that is to say, $F^{-1} f(x) = \int_{\mathbb{R}^d} e^{2\pi i x \cdot \xi} \hat{f}(\xi) d\xi$. For $k \in \mathbb{N}$, $x \in \mathbb{R}^k$, and $r > 0$, $B_k(x, r)$ denotes the $k$-dimensional ball in $\mathbb{R}^k$ centered at $x$ and of radius $r$.

2. Proof of Theorem 1.1

In this section we prove $L^p \times L^q \rightarrow L^r$ boundedness of the bilinear spherical maximal function $\tilde{M}$. As mentioned before, the boundedness is a direct consequence of a pointwise bound for $\tilde{M}$ and the known results regarding the (sub)linear spherical maximal function. We start by making an observation concerning pointwise bound for $\tilde{M}$.

Lemma 2.1. Let $d \geq 2$. For any $x \in \mathbb{R}^d$

\begin{equation}
\tilde{M}(f, g)(x) \lesssim Mf(x)Sg(x) \quad \text{and} \quad \tilde{M}(f, g)(x) \lesssim Sf(x)Mg(x),
\end{equation}

where $M$ and $S$ are the Hardy-Littlewood maximal and oscillation functions, respectively.
Here $M$ is the Hardy-Littlewood maximal function and $S$ is the spherical maximal function.

**Proof.** This pointwise estimate is obtained by a kind of *slicing argument* which decomposes the sphere $S^{d−1}$ into a family of lower dimensional spheres.

Let $F$ be a continuous function defined on $\mathbb{R}^d$ and $(x, y) \in \mathbb{R}^d \times \mathbb{R}^d$. We first claim that

$$
\int_{S^{d−1}} F(x, y) d\sigma_{d−1}(x, y)
$$

(2.2)

$$
= \int_{B^d(0, 1)} \int_{S^{d−1}} F(x, \sqrt{1−|x|^2} y)(1−|x|^2)^{\frac{d−2}{2}} d\sigma_{d−1}(y) dx.
$$

Here $d\sigma_{d−1}$ is the induced surface measure on $S^{d−1}$. Assuming this for the moment, we proceed to show (2.1). From the equality (2.2), we see that the bilinear spherical mean is controlled by

$$
\left| \int_{S^{d−1}} f(x−ty)g(x−tz)d\sigma(y, z) \right|
$$

\[ \leq \int_{B^d(0, 1)} |f(x−ty)| \int_{S^{d−1}} |g(x−t\sqrt{1−|y|^2} z)| d\sigma_{d−1}(z)(1−|y|^2)^{\frac{d−2}{2}} dy
$$

\[ \leq 8g(x) \int_{B^d(0, 1)} |f(x−ty)|(1−|y|^2)^{\frac{d−2}{2}} dy.
$$

We note that $(1−|y|^2)^{\frac{d−2}{2}} ≤ 1$ on $B^d(0, 1)$ because $d ≥ 2$. Hence we get

$$
\int_{B^d(0, 1)} |f(x−ty)|(1−|y|^2)^{\frac{d−2}{2}} dy \leq \int_{B^d(0, 1)} |f(x−ty)| dy ≤ Mf(x),
$$

which yields the desired estimate $M(f, g)(x) ≤ Mf(x)8g(x)$. The other one follows by interchanging the roles of $f$ and $g$. It remains to show (2.2).

To obtain (2.2), we make use of the Dirac measure on a hypersurface. Let $\Omega$ be a $(k−1)$-dimensional surface in $\mathbb{R}^k$ given by $\Omega = \{ w \in \mathbb{R}^k : \Phi(w) = 0 \}$. If $\nabla \Phi(w) ≠ 0$ whenever $w \in \Omega$, then it is well-known [25, p.136] that

$$
\int_{\mathbb{R}^k} G(w) \delta(\Phi) dw = \int_{\Omega} G(w) \frac{dv(w)}{|\nabla \Phi(w)|},
$$

where $dv$ is the induced surface measure on $\Omega$. Since $S^{d−1} \subset \mathbb{R}^d \times \mathbb{R}^d$ is the level set $\Phi^{-1}(0)$ of $\Phi(x, y) = |x|^2 + |y|^2 − 1$, by (2.3), we have

$$
\int_{S^{d−1}} F(x, y) d\sigma_{d−1}(x, y) = 2 \int_{\mathbb{R}^d \times \mathbb{R}^d} F(x, y) \delta(\Phi) dxdy.
$$

For any $x \in \mathbb{R}^d$, we set $\Phi_x(y) = \Phi(x, y)$ and $\Omega_x = \Phi_x^{-1}(0) \subset \mathbb{R}^d$. Then $\Omega_x$ is empty unless $|x| < 1$, and $|\nabla \Phi_x(y)| = 2\sqrt{1−|x|^2} ≠ 0$ on $\Omega_x$ for $|x| < 1$. By applying (2.3) again with $\Phi_x(y)$, we obtain

$$
2 \int_{\mathbb{R}^d \times \mathbb{R}^d} F(x, y) \delta(\Phi) dxdy = \int_{B^d(0, 1)} \int_{\Omega_x} F(x, y) \frac{dv_x(y)}{\sqrt{1−|x|^2}} dx,
$$

where $dv_x$ is the surface measure on $\Omega_x$. Since $\Omega_x$ is the $(d−1)$-dimensional sphere of radius $\sqrt{1−|x|^2}$, the equality (2.2) follows from scaling. \[\square\]
Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. We first prove the necessity part for the estimate (1.2). As mentioned above, the estimate (1.2) fails unless \( p, q \) and \( r \) satisfy (1.1) and \( r > \frac{d}{p-1} \), which follows from scaling and the counterexample of Barrionevo-Grafakos-D.He-Honzík-Oliveira [3, Proposition 7] (see the paragraph below of Theorem 1.1). Hence, by symmetry, it is enough to show that \( \mathcal{M} \) is not bounded from \( L^p \times L^q \rightarrow L^r \) with \( p = 1 = r \) and \( q = \infty \). To the contrary, suppose that \( \mathcal{M} \) was bounded from \( L^1(\mathbb{R}^d) \times L^\infty(\mathbb{R}^d) \rightarrow L^1(\mathbb{R}^d) \). If we take \( g(x) = 1 \), by (2.2) we have, for any \( f \in L^1(\mathbb{R}^d) \),

\[
\mathcal{M}(f,g)(x) = |\mathbb{S}^{d-1}| \sup_{t>0} \int_{B(0,1)} |f(x-ty)| (1-|y|^2) \frac{dy}{|1-ty|^2} \\
\geq M(f)(x).
\]

Thus, the assumption for \( \mathcal{M} \) yields \( \|M(f)\|_{L^1(\mathbb{R}^d)} \lesssim \|f\|_{L^1(\mathbb{R}^d)} \) for all \( f \in L^1(\mathbb{R}^d) \). This contradicts the fact that the Hardy-Littlewood maximal function \( M \) is not bounded on \( L^1(\mathbb{R}^d) \).

We now deal with the sufficiency part for the estimate (1.2). To obtain boundedness of \( \mathcal{M} \), we shall rely on bilinear interpolation. There is a lot of literature regarding multilinear interpolation but it is usually required for the operator to be linear. See, [26], [15] and [2] for discussion on interpolation in quasi-Banach spaces. However the operator \( \mathcal{M} \) is sublinear. To avoid technicality related to interpolation of bi-(sub)linear operator we consider a linearized operator. For a nonnegative measurable function \( \tau : \mathbb{R}^d \rightarrow \mathbb{R}_+ = \{ t : t \geq 0 \} \), define an operator

\[
\mathcal{A}_\tau(f,g)(x) = \int_{\mathbb{S}^{d-1}} f(x - \tau(x)y)g(x - \tau(x)z) d\sigma_{d-1}(y,z).
\]

To obtain \( L^p \times L^q \rightarrow L^r \) boundedness of \( \mathcal{M} \), by the Kolmogorov-Seliverstov-Plessner’s stopping time argument it is sufficient to show

\[
\|\mathcal{A}_\tau(f,g)\|_{L^r(\mathbb{R}^d)} \leq C \|f\|_{L^p(\mathbb{R}^d)} \|g\|_{L^q(\mathbb{R}^d)}
\]

with \( C \) bound independent of \( \tau \). Since \( |\mathcal{A}_\tau(f,g)| \leq \mathcal{M}(f,g) \), by Lemma 2.1 we see \( |\mathcal{A}_\tau(f,g)(x)| \lesssim Mf(x)Sg(x) \). It is well known that, for \( 1 < p \leq \infty \),

\[
||Mf||_{L^p(\mathbb{R}^d)} \lesssim ||f||_{L^p(\mathbb{R}^d)}, \quad ||Mf||_{L^1(\mathbb{R}^d)} \lesssim ||f||_{L^1(\mathbb{R}^d)}.
\]

Also, we have \( ||Sf||_{L^p(\mathbb{R}^d)} \lesssim ||f||_{L^p(\mathbb{R}^d)} \) if and only if \( p > \frac{d}{d-1} \). Thus, by the pointwise bound for \( \mathcal{A}_\tau \) and Hölder’s inequality, we obtain for \( 1 < p \leq \infty \), \( \frac{d}{d-1} < q \leq \infty \) and \( r \) satisfying (1.1),

\[
|\mathcal{A}_\tau(f,g)|_{L^r(\mathbb{R}^d)} \lesssim ||Mf||_{L^p(\mathbb{R}^d)} ||Sg||_{L^q(\mathbb{R}^d)} \lesssim ||f||_{L^p(\mathbb{R}^d)} ||g||_{L^q(\mathbb{R}^d)}.
\]

Similarly, using the weak \( L^1 \) bound of the Hardy-Littlewood maximal function, we also have, for \( p = 1 \), \( \frac{d}{d-1} < q < \infty \) and \( r \) satisfying (1.1),

\[
|\mathcal{A}_\tau(f,g)|_{L^{r,\infty}(\mathbb{R}^d)} \lesssim ||f||_{L^1(\mathbb{R}^d)} ||g||_{L^q(\mathbb{R}^d)}.
\]

Then, interpolation between these estimates (2.5) yields the estimate (2.4) for \( p = 1 \), \( \frac{d}{d-1} < q < \infty \) and \( r \) satisfying (1.1). By symmetry, the estimates (2.4) also hold when the roles of \( f \) and \( g \) are interchanged. Thus, applying the bilinear (complex)
interpolation, we have (2.4) for \( p, q, r \) satisfying \( \frac{1}{r} = \frac{1}{p} + \frac{1}{q} \) in the gray region of Figure 1, the closed pentagon [AGHBO] excluding the closed interval [GH] and the points A and B. Note that the implicit constant of (2.4) depends only on \( p, q, \) and \( d \). Therefore we obtain all the estimates (1.2) on the optimal range.

We next consider the weak estimates which are included in (a), (b) and (c). The estimates in (c) follow from (a), (b), and interpolation. As in the above, to show the maximal bound (1.3) it is enough to show

\[
\|A_\tau(f,g)\|_{L^{p,q,r}(\mathbb{R}^d)} \leq C\|f\|_{L^{p,q,r}(\mathbb{R}^d)}\|g\|_{L^{p,q,r}(\mathbb{R}^d)}
\]

with a bound \( C \) independent of \( \tau \). Thus, (a) follows from the estimate (2.3) with \( q = \infty \) and \( r = 1 \). We now show (b) and (c). Let \( d \geq 3 \). Using the restricted weak type bound due to Bourgain [5], we get

\[
(2.6) \quad \|A_\tau(f,g)\|_{L^{p,q,r}(\mathbb{R}^d)} \lesssim \|Mf\|_{L^{r}(\mathbb{R}^d)}\|\delta g\|_{L^{q,t}(\mathbb{R}^d)} \lesssim \|f\|_1\|g\|_{L^{p,q,r}(\mathbb{R}^d)},
\]

which shows (b). Interchanging the roles of \( f \) and \( g \) we also have

\[
\|A_\tau(f,g)\|_{L^{p,q,r}(\mathbb{R}^d)} \lesssim \|f\|_1\|g\|_{L^{p,q,r}(\mathbb{R}^d)}.
\]

Hence, trivially \( \|A_\tau(\chi_F,\chi_G)\|_{L^{p,q,r}(\mathbb{R}^d)} \lesssim |F|^{\frac{1}{p}}|G|^{\frac{1}{q}} \) for any measurable set \( F \) and \( G \) and for \( p, q \) satisfying \( 1 \leq p, q \leq \frac{d}{d-1} \) and \( \frac{1}{p} + \frac{1}{q} = \frac{2d-1}{d} \). Since \( L^{p,q,r}(\mathbb{R}^d) \) is \( \frac{d}{d-1} \)-convex, the estimates imply \( \|A_\tau(f,g)\|_{L^{p,q,r}(\mathbb{R}^d)} \lesssim \|f\|_{L^{p,q,r}(\mathbb{R}^d)}\|g\|_{L^{p,q,r}(\mathbb{R}^d)} \) for \( p, q \) satisfying \( \frac{1}{p} + \frac{1}{q} = \frac{2d-1}{d} \) and \( 1 \leq q \leq \frac{d}{d-1} \). This can be further improved with bilinear interpolation to give

\[
\|A_\tau(f,g)\|_{L^{p,q,r}(\mathbb{R}^d)} \lesssim \|f\|_{L^{p,q,r}}\|g\|_{L^{p,q,r}}
\]

for \( p, q, s, t \) satisfying \( \frac{1}{p} + \frac{1}{q} = \frac{2d-1}{d} \) and \( 1 < q < \frac{d}{d-1} \) and \( \frac{1}{s} + \frac{1}{t} = \frac{2d-1}{d} \). See Janson [20] or Bak-Oberlin-Seeger [2] Lemma 2.1 and Proposition 2.3 for the bilinear interpolation. Thus we prove (c).

**Remark 2.2.** The same results as in Theorem 1.1 also hold for the stronger bilinear maximal function \( M \) which is given by

\[
M(f,g)(x) = \sup_{t,s > 0} \int_{B_{2d-1}} |f(x-ty)g(x-sz)|d\sigma_{2d-1}(y,z), \quad f, g \in S(\mathbb{R}^d).
\]

Indeed, we consider a linearized operator

\[
A_{\tau,\sigma}(f,g)(x) = \int_{B_{2d-1}} f(x-\tau(x)y)g(x-\sigma(x)z)d\sigma_{2d-1}(y,z)
\]

with arbitrary measurable functions \( \tau \) and \( \sigma \). By the same slicing argument which yields (2.2), we have

\[
A_{\tau,\sigma}(f,g)(x) \lesssim Mf(x)\delta g(x) \quad \text{and} \quad A_{\tau,\sigma}(f,g)(x) \lesssim Sf(x)Mg(x),
\]

hence the previous argument works for the operator \( M \).

The results on the spherical maximal function have been extended to maximal averages over general hypersurfaces [40, 41, 42] which vary depending each point.
Naturally, in a similar manner one may consider a bilinear maximal operator \( \mathfrak{M} \) given by

\[
\mathfrak{M}(f, g)(x) = \sup_{0 < t \leq 1} \left| \int_{\mathbb{R}^d} f(y) g(z) \delta(\Phi(x, y, z)) \psi_t(x, y, z) dy dz \right|, \quad f, g \in \mathcal{S}(\mathbb{R}^d),
\]

where \( \Phi_1 \) and \( \psi_1 \) are certain smooth functions subject to suitable conditions (for example, see [11 12]). It seems to be an interesting problem to characterize the exponents \( p, q, r \) for which \( \mathfrak{M} \) is bounded from \( L^p(\mathbb{R}^d) \times L^q(\mathbb{R}^d) \) to \( L^r(\mathbb{R}^d) \), however we do not attempt to do it in the present paper.

**Remark 2.3.** Our method based on the slicing argument also extends to the general \( k \)-linear case. More precisely, for any \( k \geq 2 \), let the \( k \)-(sub)linear spherical maximal function \( \mathcal{M}_k \) be given by

\[
\mathcal{M}_k(f_1, \cdots, f_k)(x) = \sup_{t > 0} \int_{2kd-1} \prod_{j=1}^k f_j(x - ty_j) d\sigma_{kd-1}(y_1, \cdots, y_k).
\]

Applying our argument inductively, we see that \( \mathcal{M}_k \) is bounded from \( L^{p_1}(\mathbb{R}^d) \times \cdots \times L^{p_k}(\mathbb{R}^d) \) to \( L^r(\mathbb{R}^d) \) if \( 1 < p_1, \cdots, p_k \leq \infty, \frac{1}{p_1} + \cdots + \frac{1}{p_k} = \frac{1}{r}, \quad r > \frac{d}{dk-1} \) and \( d \geq 2 \).

### 3. Localized bilinear spherical maximal function

In this section we study the localized bilinear spherical maximal function \( \widehat{\mathcal{M}} \) defined by (1.5). Using the \( L^p \)-improving property for \( \widehat{\mathcal{S}} \), we show \( L^p \times L^q \rightarrow L^r \) boundedness of \( \widehat{\mathcal{M}} \) for exponents \( p, q, r \) which do not satisfy the Hölder relation. We also obtain necessary conditions on \( p, q, r \) for \( L^p \times L^q \rightarrow L^r \) boundedness of \( \widehat{\mathcal{M}} \). See Propositions 3.2 and 3.3 below. Consequently, we obtain the sharp range of \( p, q \) while \( r \) is restricted in a certain region.

**Theorem 3.1.** Let \( d \geq 2, \ 1 \leq p, q \leq \infty, \) and \( 0 < r \leq d \) or \( \frac{d(d-1)}{d-2} \leq r < \infty \). Then the estimate

\[
\|\widehat{\mathcal{M}}(f, g)\|_{L^r(\mathbb{R}^d)} \leq C\|f\|_{L^p(\mathbb{R}^d)}\|g\|_{L^q(\mathbb{R}^d)}
\]

holds for \( \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \min\{\frac{2d-1}{d}, 1 + \frac{d}{r}\} \). Conversely, the estimate (3.1) holds only if \( \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} \leq \min\{\frac{2d-1}{d}, 1 + \frac{d}{r}\} \). Furthermore, when \( r = \infty \), the estimate (3.1) holds if and only if \( 0 \leq \frac{1}{p} + \frac{1}{q} \leq 1 \) for all \( d \geq 2 \).

In particular, when \( d = 2 \), Theorem 3.1 gives (3.1) for \( 1 \leq p, q \leq \infty \), and \( 0 < r \leq 2 \) provided that \( \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \frac{1}{2} \). Theorem 3.1 follows from Proposition 3.2 and Proposition 3.3.

**Proposition 3.2.** Let \( d \geq 2, \ 1 \leq p, q \leq \infty \) and \( 0 < r \leq \infty \). Then the estimate (3.1) holds if \( r > \frac{d}{d-2} \) and \( \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \min\{1 + \frac{d}{r}, \frac{2d-1}{d}, 1 + \frac{2(d-1)}{r}\} \) for \( d \geq 3 \), and if \( r > \frac{d}{d-2} \) and \( \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \min\{1 + \frac{d}{r}, \frac{2d-1}{d}\} \) for \( d = 2 \). Moreover, the estimate (3.1) also holds for \( \frac{1}{r} = \frac{1}{p} + \frac{1}{q} = 1 + \frac{1}{r} \) if \( r > 2 \) for \( d = 2 \) and \( r = \infty \) for \( d \geq 3 \).

**Proposition 3.3.** Let \( d \geq 2, \ 1 \leq p, q \leq \infty, \) and \( 0 < r \leq \infty \). If the estimate (3.1) holds then \( \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} \leq \min\{\frac{2d-1}{d}, 1 + \frac{d}{r}\} \).
The range of $p$ and $r$ for $\tilde{M} : L^p \times L^p \to L^r$. Proposition 3.2 and Proposition 3.3 give boundedness (the gray region) and unboundedness (the white region), respectively. Here, $O = (0, 0)$, $A = (\frac{1}{2}, 0)$, $B = (\frac{2d-1}{d}, \frac{d}{d-1})$, $C = (\frac{d-1}{d}, 1)$, $D = (\frac{2d-1}{2d}, \frac{2d-1}{d})$, and $E = (\frac{2d-3}{2(d-1)}, \frac{d-1}{2d})$.

Theorem 3.4. Let $d \geq 2$ and $1 \leq p, q \leq \infty$. Then

$$\|\tilde{S} f \|_{L^q(\mathbb{R}^d)} \leq C \|f\|_{L^p(\mathbb{R}^d)}$$

holds if $(\frac{1}{p}, \frac{1}{q})$ is in $\Delta(d) \setminus \{\mathcal{W}^d_2, \mathcal{W}^d_3, \mathcal{W}^d_4\}$. Conversely, if the estimate (3.2) holds, then $(\frac{1}{p}, \frac{1}{q}) \in \Delta(d) \setminus \{\mathcal{W}^d_3\}$. If $d = 2$, the restricted weak type $(p, q)$ bound for $\tilde{S}$ holds with $(\frac{1}{p}, \frac{1}{q}) = \mathcal{W}^d_4$ and if $d \geq 3$, with $(\frac{1}{p}, \frac{1}{q}) = \mathcal{W}^d_2, \mathcal{W}^d_3,$ and $\mathcal{W}^d_4$.

Proof of Proposition 3.2. As before, to avoid unnecessary technicality we consider a linearized operator. Let $\kappa : \mathbb{R}^d \to [1, 2]$ be a measurable function and define an
operator
\[ \tilde{A}_\kappa(f, g)(x) = \int_{S^{d-1}} f(x - \kappa(x)y)g(x - \kappa(x)z) d\sigma_{d-1}(y, z). \]

It is sufficient to show that there is a constant C, independent of the measurable function \( \kappa \), such that
\[ \|\tilde{A}_\kappa(f, g)\|_{L^r(\mathbb{R}^d)} \leq C \|f\|_{L^p(\mathbb{R}^d)} \|g\|_{L^q(\mathbb{R}^d)} \]
for \( p, q, r \) as in Proposition 3.2.

Since \( \kappa(x) \in [1, 2] \), using the same argument (the equality (2.2)) as before, we easily see that
\[ \tilde{A}_\kappa(f, g)(x) \lesssim |f| \chi_B(x) \tilde{S}g(x) \]
and
\[ \tilde{A}_\kappa(f, g)(x) \lesssim |f| \chi_B(x) \left( \sum_{l=0}^{\infty} 2^{-l(d-d/2)} \tilde{S}(g(2^{-l/2}))(2^{l/2}x) \right), \]
where \( B = B^d(0, 2) \), the \( d \)-dimensional ball of radius 2. Indeed, the estimate (3.4) is a direct consequence of the equality (2.2). To show (3.5), we dyadically decompose the ball \( B^d(0, 1) \) away from its boundary. For \( l \geq 1 \), let us set \( A_l = \{ y \in \mathbb{R}^d : 1 - 2^{-l-1} \leq |y| \leq 1 - 2^{-l-2} \} \), and
\[ I_l = \int_{A_l} |f(x - \kappa(x)y)|(1 - |y|^2)^{d/2} \int_{S^{d-1}} |g(x - \kappa(x)\sqrt{1 - |y|^2}z)| d\sigma_{d-1}(z) dy, \]
\[ I_0 = \int_{B^d(0, 1)} |f(x - \kappa(x)y)|(1 - |y|^2)^{d/2} \int_{S^{d-1}} |g(x - \kappa(x)\sqrt{1 - |y|^2}z)| d\sigma_{d-1}(z) dy. \]

Then by (2.2) it follows that
\[ \tilde{A}_\kappa(f, g)(x) \leq \sum_{l=0}^{\infty} I_l. \]

Note that, for \( y \in A_l \), \( 1 - |y|^2 = (1 - |y|)(1 + |y|) \sim 2^{-l} \) and \( \kappa(x)A_l = \{ \kappa(x)y : y \in A_l \} \) is included in \( B^d(0, 2) \) because \( 1 \leq \kappa(x) \leq 2 \). Hence, by scaling we have
\[ I_l \lesssim 2^{-l(d-d/2)} |f| \chi_B(x) \tilde{S}(g(2^{-l/2}))(2^{l/2}x), \quad l \geq 1. \]

Since \( 1 - |y| \sim 1 \) for \( y \in B^d(0, 3/4) \), we have \( I_0 \lesssim |f| \chi_B(x) \tilde{S}g(x) \). Thus we get (3.5).

We first use (3.4) to obtain the estimate (3.3). Let \( d \geq 2 \) and \( r > \frac{d}{2d-1} \). By Young’s convolution inequality, it is clear that \( \|f * \chi_{B^d(0, 2)}\|_{L^{p_1}(\mathbb{R}^d)} \lesssim \|f\|_{L^{p_1}(\mathbb{R}^d)} \) for any \( 1 \leq p_1 \leq p_2 \leq \infty \). Combining this with the known bounds for \( \tilde{S} \), we have
\[ \|\tilde{A}_\kappa(f, g)\|_{L^r(\mathbb{R}^d)} \leq \|f\|_{L^{p_1}(\mathbb{R}^d)} \|\tilde{S}g\|_{L^{q}(\mathbb{R}^d)} \lesssim \|f\|_{L^{p_1}(\mathbb{R}^d)} \|g\|_{L^{q}(\mathbb{R}^d)} \]
for \( \frac{1}{r} = \frac{1}{u} + \frac{1}{q}, \frac{1}{u} < \min\{\frac{d-1}{d}, \frac{1}{r}\} \), and \( \frac{1}{u} \leq \frac{1}{p} \leq 1 \). Moreover, if \( r > \frac{d}{d-1} \), then the estimate (3.6) also holds for \( q = r \) and \( 0 \leq \frac{1}{p} \leq 1 \) because of the previous estimate for \( \tilde{S} \). By symmetry we may interchange the roles of \( f \) and \( g \). So, we have (3.3) for \( \frac{1}{r} - \frac{1}{p} \leq \frac{1}{q} \leq 1 \) and \( \frac{1}{p} \leq \frac{1}{r} \) if \( r > \frac{d}{d-1} \), and for \( \frac{1}{r} - \frac{1}{p} \leq \frac{1}{q} \leq 1 \) and \( \frac{1}{p} \leq \frac{d}{d-1} \) if \( r \leq \frac{d}{d-1} \).
Thus, from (complex) interpolation we obtain the estimate \( (3.3) \) whenever \((\frac{1}{p}, \frac{1}{q}, \frac{1}{r})\) is in \( \mathcal{T}(r) \times \{ \frac{1}{r} \} \), where \( \mathcal{T}(r) \) is given by

\[
\mathcal{T}(r) := \left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} \leq \frac{1}{p} + \frac{1}{q} < 1 + \frac{1}{r} \right\}, \quad \text{if } r > \frac{d}{d-1},
\]

\[
\left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \frac{2d-1}{d-1} \right\}, \quad \text{if } r \leq \frac{d}{d-1}.
\]

Therefore we obtain the desired estimates for \( d = 2 \).

We turn to the case \( d \geq 3 \). By using the inequality \( (3.5) \), we can further extend the range of \( p, q \) for \( (3.3) \), when \( r < \frac{d-1}{d} \). We let \( r < \frac{d-1}{d} \). If \((\frac{1}{q}, \frac{1}{p}) \in \Delta(d) \setminus \{ \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \} \), Theorem \( 3.4 \) and scaling imply

\[
\| \mathcal{S}(g(2^{-1/2}))(2^{1/2}x) \|_{L^r(\mathbb{R}^d)} \lesssim 2^{\frac{1}{d} \left( \frac{1}{2} - \frac{1}{r} \right)} \| g \|_{L^d(\mathbb{R}^d)}.
\]

Using this and \( (3.3) \), we see for any \( 1 \leq p \leq \infty \),

\[
\| \mathcal{A}(f, g) \|_{L^r(\mathbb{R}^d)} \lesssim \| f \| \chi_B \| g \|_{L^d(\mathbb{R}^d)} \| \sum_{l=0}^{\infty} 2^{l - (\frac{d-1}{2} - \frac{1}{r} - \frac{1}{d})} \mathcal{S}(g(2^{-1/2}))(2^{1/2}x) \|_{L^r(\mathbb{R}^d)} \lesssim \left( \sum_{l=0}^{\infty} 2^{-l \left( \frac{d-2}{d} - \frac{1}{d} - \frac{1}{r} \right)} \right) \| f \|_{L^p(\mathbb{R}^d)} \| g \|_{L^q(\mathbb{R}^d)}.
\]

Thus, we have \( (3.3) \) whenever \( 1 \leq p \leq \infty \), \( \frac{1}{q} - \frac{1}{r} < \frac{d-2}{d} \), and \((\frac{1}{q}, \frac{1}{p}) \in \Delta(d) \setminus \{ \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \} \).

For \((\frac{1}{q}, \frac{1}{p}) \in \Delta(d) \setminus \{ \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \} \) we separately consider the following three cases:

\[
\text{A : } \frac{1}{d} < \frac{1}{r} \leq \frac{d-1}{d}, \quad \text{B : } \frac{1}{r} < \frac{d-2}{d} \frac{1}{(d-1)}, \quad \text{C : } \frac{d-2}{d} \frac{1}{(d-1)} \leq \frac{1}{r} \leq \frac{1}{d}.
\]

In the case \textbf{A}, \((\frac{1}{q}, \frac{1}{p}) \in \Delta(d) \setminus \{ \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \} \) if and only if \( \frac{1}{r} \leq \frac{1}{q} < \frac{d-1}{d} \), so \( \frac{1}{r} - \frac{1}{q} < \frac{d-2}{d} \) holds. Thus we have \( (3.3) \) for \( 1 \leq p \leq \infty \) and \( \frac{1}{q} \leq \frac{d-1}{d} \). Notice that the estimate \( (3.3) \) is also true for \( \frac{1}{r} - \frac{1}{q} \leq \frac{1}{d} \leq 1 \) and \( \frac{1}{q} \leq \frac{d-1}{d} \) (see \( (3.6) \)). From this and symmetry, we see that the estimate \( (3.3) \) holds for max\( \{ \frac{1}{r} - \frac{1}{q}, 0 \} \leq \frac{1}{r} \leq 1 \) and \( \frac{1}{q} \leq \frac{d-1}{d} \), or max\( \{ \frac{1}{r} - \frac{1}{p}, 0 \} \leq \frac{1}{q} \leq 1 \) and \( \frac{1}{p} < \frac{d-1}{d} \). Then interpolation between these estimates gives the estimate \( (3.3) \) for \( \frac{1}{r} < \frac{1}{d} \leq \frac{d-1}{d} \) and \((\frac{1}{q}, \frac{1}{p}) \in \mathcal{D}(r) \) which is given by

\[
\mathcal{D}(r) := \left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \frac{2d-1}{d} \right\}, \quad \frac{d}{d-1} < r < d.
\]

In the case \textbf{B}, \((\frac{1}{q}, \frac{1}{p}) \in \Delta(d) \setminus \{ \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \} \) if and only if \( \frac{1}{r} \leq \frac{1}{q} \leq \frac{d}{d-2} \). Thus we have \( (3.3) \) for \( 1 \leq p \leq \infty \) and \( \frac{d}{d-2} \leq \frac{1}{q} \leq \frac{d}{d-1} \). In the case \textbf{C}, \((\frac{1}{q}, \frac{1}{p}) \) is in \( \Delta(d) \setminus \{ \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \} \) whenever \( \frac{1}{r} - \frac{1}{q} < \frac{d-2}{d} \). (Note that there is \( q_0 \) such that \((\frac{1}{q_0}, \frac{1}{p}) \in \Delta(d) \) but \( \frac{d}{p} + \frac{1}{r} - \frac{1}{p} \geq \frac{d-2}{d} \)). Hence, we have \( (3.3) \) for \( 1 \leq p \leq \infty \) and \( \frac{1}{r} \leq \frac{1}{q} < \frac{d-2}{d} \). We now define the set \( \mathcal{D}(r) \) for the cases \textbf{B} and \textbf{C} by

\[
\mathcal{D}(r) := \left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \frac{d}{d-1} + 1 \right\}, \quad \text{if } \frac{1}{r} < \frac{d-2}{d(d-1)},
\]

\[
\left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} < \frac{2d-2}{d} \right\}, \quad \text{if } \frac{d-2}{d(d-1)} \leq \frac{1}{r} \leq \frac{1}{d}.
\]
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Then by symmetry and applying interpolation again, we have (3.3) for \( \left( \frac{1}{p}, \frac{1}{q} \right) \in \mathfrak{D}(r) \), \( 0 \leq \frac{1}{p} \leq \frac{1}{d} \). As a result, we see that the estimate (3.3) holds for \( p, q, r \) whenever \( \left( \frac{1}{p}, \frac{1}{q} \right) \in \mathfrak{D}(r) \cup \mathfrak{I}(r) \) and \( r > \frac{d}{d-1} \), which completes the proof. \( \square \)

**Proof of Proposition 3.3.** It is easy to see that the estimate (3.1) is impossible when \( \frac{1}{p} + \frac{1}{q} < \frac{1}{r} \), since the bilinear spherical mean is commutative with simultaneous translation [4]. So it is enough to show that the exponents \( p, q, r \) should satisfy \( \frac{1}{p} + \frac{1}{q} \leq \min \{ \frac{2d-1}{d}, 1 + \frac{d}{r} \} \) whenever we assume that the estimate (3.1) holds.

Now we assume (3.1). We first show that \( \frac{1}{p} + \frac{1}{q} \leq \frac{2d-1}{d} \). Let us fix \( 0 < \epsilon_0 \ll 1 \) sufficiently small. For \( 0 < \delta \leq \epsilon_0 \), we set

\[
\tilde{f}_\delta = \chi_{B^{\delta}(0, \delta)} \quad \text{and} \quad \tilde{g}_\delta = \chi_{B^{\delta}(0, C, \delta)},
\]

where \( C_1 \) is a constant chosen later. Let \( A := \{ x \in \mathbb{R}^d : \frac{1}{\sqrt{2}} \leq |x| \leq \frac{1}{\sqrt{2}} + \epsilon_0 \} \). Then we claim that, for any \( x \in A \) and \( 0 < \delta \leq \epsilon_0 \),

\[
(3.7) \quad \hat{M}(\tilde{f}_\delta, \tilde{g}_\delta)(x) \geq C\delta^{2d-1}
\]

with \( C > 0 \) independent of \( \delta \). So, the estimate (3.1) implies

\[
|A|^2 \delta^{2d-1} \lesssim \delta^{\frac{d}{2} + \frac{d}{2}}, \quad 0 < \delta \ll 1,
\]

which yields \( \frac{1}{p} + \frac{1}{q} \leq \frac{2d-1}{d} \) by letting \( \delta \rightarrow 0 \).

We now show (3.7). To do so, for \( x \in A \) we set

\[
E_1^1 = \{ y \in \mathbb{R}^d : |x/y| - \sqrt{2}|y| \leq \sqrt{2}\delta/(1 + \sqrt{2}\epsilon_0) \}
\quad \text{and}
\]

\[
E_2^1 = \{ y \in \mathbb{R}^d : |y| = 1, \ |x|/|y| - |z| \leq \sqrt{2}C_2\delta/(1 + \sqrt{2}\epsilon_0) \},
\]

where \( C_2 \) is a constant which is chosen later. Then for \( x \in A \) and \( y \in E_1^1 \) it is easy to check that \( \tilde{f}_\delta(x - \sqrt{2}|y|) = 1 \) and \( \tilde{g}_\delta(x - \sqrt{2}|z|) \leq C_3\delta \) for some \( C_3 > 0 \) depending only on \( \epsilon_0 \). We now put \( C_2 = C_3 \). Then for \( z \in E_2 \) \( |x - \sqrt{2}|x|/\sqrt{1 - |y|^2}| \leq 3C_2\delta \) hence \( \tilde{g}_\delta(x - \sqrt{2}|x|/\sqrt{1 - |y|^2}) = 1 \) when we choose \( C_1 \) so that \( C_1 > 3C_2 \). From this and (2.2), we see that for \( x \in A \)

\[
\hat{M}(\tilde{f}_\delta, \tilde{g}_\delta)(x) \geq \int_{\mathbb{R}^{d-1}} f_\delta(x - \sqrt{2}|x|y) g_\delta(x - \sqrt{2}|x|z) d\sigma_{2d-1}(y, z)
\]

\[
\geq \int_{E_1^1} f_\delta(x - \sqrt{2}|y|) \int_{\mathbb{R}^{d-1} \cap E_2^1} g_\delta(x - \sqrt{2}|z|) d\sigma(z)(1 - |y|^2)\frac{dz}{d2} dy
\]

\[
\geq (1/\sqrt{2} - C_2\delta)^{d-2}|E_2^1|\sigma(E_2^1) \sim \delta^{d - 1}, \quad 0 < \delta \ll 1.
\]

Here the implicit constant only depends on \( \epsilon_0 \), hence we obtain (3.7).

We next show that \( \frac{1}{p} + \frac{1}{q} \leq 1 + \frac{d}{r} \). We fix small \( \epsilon > 0 \) and set for \( 0 < \delta \ll \epsilon \)

\[
f_\delta = \chi_{B^{\delta}(0, 1 + 2\delta) \setminus B(0, 1 + \frac{d}{r} - 2\delta)} \quad \text{and} \quad g_\delta = \chi_{B^{\delta}(0, 1 + C, \delta) \setminus B(0, 1 + C - C_2\delta)}
\]

for some \( 1 < C_1 < 2^{-3/2}\epsilon^{-1} \) which is to be chosen later. Then, if \( |x| \leq \delta \) and \( \frac{1}{\sqrt{2}} - \delta \ll |y| \ll \frac{1}{\sqrt{2}} \) we have \( f_\delta(x - y) = 1 \) and \( \frac{1}{\sqrt{2}} \leq 1 - |y|^2 \leq \frac{1}{\sqrt{2}} + C_2\delta \) for some \( C_2 \) depending only on \( \epsilon \). Hence, \( g_\delta(x - \sqrt{1 - |y|^2}z) = 1 \) for \( |z| = 1, \ |x| \leq \delta \), and
 maximal functions of $f$ that sup

Thus, the major task is to get bound on the maximal function sup

In this section, we reduce the maximal estimate for the bilinear Bochner-Riesz operator that for a maximal operator generated by bilinear multiplier operators of which multipliers supported in a thin annulus. To do this, we break $B^{\lambda}_{\alpha}$ into a sum of auxiliary operators $B^{\lambda}_{\alpha}$, $0 < \delta \leq 1/4$, by decomposing the multiplier of $B^{\lambda}_{\alpha}$ dyadically away from its singularity \{(\xi, \eta) : |\xi|^2 + |\eta|^2 = 1/\lambda^2\}.

More precisely, let us choose $\psi \in C^\infty_0([-\frac{3}{4}, \frac{3}{4}])$ and $\psi_0 \in C^\infty_0([-\frac{3}{4}, \frac{3}{4}])$ such that 

\begin{equation}
(1-t)\sum_{n=1}^{\infty} 2^{-j\alpha} \psi(2^j(1-t)) + \psi_0(t), \quad 0 \leq t < 1.
\end{equation}

Using this, we have

\begin{equation}
B^{\lambda}_{\alpha}(f_1, f_2)(x) \leq \sum_{\delta \in D} \delta^{\alpha} \sup_{\lambda > 0} |B^{\lambda}_{\alpha}(f_1, f_2)(x)| + \sup_{\lambda > 0} |T_{m_{\lambda}}(f_1, f_2)(x)|,
\end{equation}

where $D$ is the set of positive dyadic numbers $\leq 1/4$,

$B^{\lambda}_{\alpha}(f, g)(x) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{2\pi i x \cdot (\xi + \eta)} \psi\left(1 - \frac{|\lambda \xi|^2 - |\lambda \eta|^2}{\delta}\right) \hat{f}(\xi) \hat{g}(\eta) d\xi d\eta,$

and $T_{m_{\lambda}}$ is a bilinear multiplier operator with multiplier $m_{\lambda} = m(\lambda \cdot)$ and $m(\xi, \eta) = \psi_0(|\xi|^2 + |\eta|^2)$. Since $m$ is smooth and supported in a compact set, it is easy to see that $\sup_{\lambda > 0} |T_{m_{\lambda}}(f_1, f_2)(x)|$ is dominated by the product of the Hardy-Littlewood maximal functions of $f$ and $g$. Hence we have, for $1 < p, q \leq \infty$ and $r$ satisfying

$\frac{1}{r} = \frac{1}{p} + \frac{q}{r},$

$\left\| \sup_{\lambda > 0} |T_{m_{\lambda}}(f_1, f_2)| \right\|_{L^r(\mathbb{R}^d)} \lesssim \|f_1\|_{L^p(\mathbb{R}^d)} \|f_2\|_{L^q(\mathbb{R}^d)}.$

Thus, the major task is to get bound on the maximal function sup$_{\lambda > 0} |B^{\lambda}_{\alpha}(f_1, f_2)|$ in terms of $\delta$. From now on we focus on obtaining estimates for the maximal operator

$B^{\delta}_{\alpha}(f_1, f_2) := \sup_{\lambda > 0} |B^{\lambda}_{\alpha}(f_1, f_2)|, \quad 0 < \delta \leq 1/4.$

To deal with $B^{\delta}_{\alpha}$, we adopt the standard arguments relating the maximal operator to the square function ([12] [47]). Especially, by the fundamental theorem of calculus,
\[ |F(t)| \leq |F(s)| + \int_s^t |F'(\tau)|d\tau, \quad 1 \leq s, t \leq 2. \]

Hence we obtain
\[
\mathcal{B}^\delta_k(f_1, f_2)(x) = \sup_{k \in \mathbb{Z}} \sup_{1 \leq \lambda \leq 2} |\mathcal{B}^\delta_{2k\lambda}(f_1, f_2)(x)|
\]
\[
\leq \sup_{k \in \mathbb{Z}} \left( \int_1^2 |\mathcal{B}^\delta_{2k\lambda}(f_1, f_2)(x)|dt + \int_1^2 |\partial_t \mathcal{B}^\delta_{2k\lambda}(f_1, f_2)(x)|dt \right).
\]

Notice that \( \delta \mathcal{B}^\delta_{2k\lambda} \) satisfies the same quantitative properties as \( \mathcal{B}^\delta_{2k\lambda} \) when \( 1 \leq t \leq 2 \), since \( \partial_t \mathcal{B}^\delta_{2k\lambda} \) is also a bilinear multiplier operator with a multiplier \( m_t(2^k \xi, 2^k \eta) \) where \( m_t(\xi, \eta) = \frac{1}{2^\alpha}(|\xi|^2 + |\eta|^2)^{\psi'(1/2 - |\eta|^2)} \). Hence in order to estimate \( \mathcal{B}^\delta_k \) it suffices to consider the operator
\[
(f_1, f_2) \to \sup_{k \in \mathbb{Z}} \int_1^2 |\mathcal{B}^\delta_{2k\lambda}(f_1, f_2)(x)|d\lambda.
\]

In fact, Theorem 4.2 is an immediate consequence of Proposition 4.1 below.

**Proposition 4.1.** Let \( d \geq 2 \) and \( 2 \leq p, q < \infty \) and \( 1 \leq r \leq \infty \) satisfy \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \). Set \( p > \frac{2d}{d+1} \). Suppose that for \( s > p \) the estimate (1.7) holds uniformly in \( \phi \in \mathcal{C}_{N_0}([-1, 1]) \) for some \( N_0 \in \mathbb{N} \). Then we have, for \( 0 < \delta \leq 1/4 \) and \( \epsilon > 0 \),
\[
\left\| \sup_{k \in \mathbb{Z}} \int_1^2 |\mathcal{B}^\delta_{2k\lambda}(f_1, f_2)(x)|d\lambda \right\|_{L^r(\mathbb{R}^d)} \leq C_\delta \delta^{-\alpha_\phi(p, q) + 1 - \epsilon} \|f_1\|_{L^p(\mathbb{R}^d)} \|f_2\|_{L^q(\mathbb{R}^d)}.
\]

Here \( \mathcal{C}_{N_0}([-1, 1]) \) is a class of smooth functions defined in Section 5 and \( \alpha_\phi \) is given by (1.8).

From Proposition 4.1 and Theorem 5.3, we particularly see that, for any \( \epsilon > 0 \),
\[
\left\| \sup_{k \in \mathbb{Z}} \int_1^2 |\mathcal{B}^\delta_{2k\lambda}(f_1, f_2)(x)|d\lambda \right\|_{L^1(\mathbb{R}^d)} \leq C_\delta \delta^{-\epsilon} \|f_1\|_{L^2(\mathbb{R}^d)} \|f_2\|_{L^2(\mathbb{R}^d)}.
\]

Compared with the linear case, there is no gain of \( \delta \)-exponent in this step. More precisely, its linear counterpart is the estimate
\[
(4.3) \quad \left\| \sup_{k \in \mathbb{Z}} \left( \int_1^2 \psi \left( \frac{1 - |2^k t D|}{\delta} \right) |f|^2 dt \right)^{1/2} \right\|_{L^2(\mathbb{R}^d)} \lesssim \delta^{1/2} \|f\|_{L^2(\mathbb{R}^d)},
\]

which follows from Plancherel’s theorem and the Littlewood-Paley inequality. The positive power of \( \delta \) in (4.3) offsets the negative power of \( \delta \) which occurs in the standard argument relating the maximal estimate to the square function estimate. So, one can prove \( L^2 \)-boundedness of \( \mathcal{R}_\alpha \) for \( \alpha > 0 \). However, this is not the case with the bilinear maximal operator, hence we only obtain \( L^2 \times L^2 \to L^1 \) boundedness of \( \mathcal{B}_\alpha \) for \( \alpha > 1 \).

Before finishing this section, we make a remark on the negative results regarding \( L^p \times L^q \to L^r \) boundedness of \( \mathcal{B}_\alpha \). A necessary condition for \( L^p \times L^q \to L^r \) boundedness of \( \mathcal{B}_\alpha \) was obtained by D. He in [23]. He showed that \( \mathcal{B}_\alpha \) is unbounded from \( L^p(\mathbb{R}^d) \times L^q(\mathbb{R}^d) \) to \( L^r(\mathbb{R}^d) \) if \( \alpha < \frac{2d}{d+1} - \frac{2d}{d+1} \), by adopting the counterexample for the maximal Bochner-Riesz operator in [18]. In particular this shows that \( L^2 \times L^2 \to L^1 \) boundedness holds only if \( \alpha \geq 0 \).
5. \(L^p\)-estimate for a mixed square function

In this section we obtain \(L^p(L^\infty)\)-estimates for a square function \(\mathcal{D}_{\delta,k}^\varphi\) defined by (5.1), which plays a key role in the proof of Propositions 4.1.

To define \(\mathcal{D}_{\delta,k}^\varphi\), let \(I = [-1,1]\) and consider the class of smooth functions

\[C^N(I) := \{ \varphi : \text{supp } \varphi \subset I, \|\varphi\|_{C^N(R)} := \max_{0 \leq n \leq N} \|d^n \varphi\|_{L^\infty(R)} \leq 1 \} \]

For \(\varphi \in C^N(I)\) and positive numbers \(\rho, \delta, \lambda > 0\), we define a (linear) multiplier operator \(S_{\rho,\delta,\lambda}^\varphi\) by setting

\[\mathcal{F}^{-1}(S_{\rho,\delta,\lambda}^\varphi f)(\xi) = \varphi\left(\frac{\rho - |\xi|^2}{\delta}\right)\hat{f}(\xi), \quad f \in \mathcal{S}(\mathbb{R}^d),\]

and a mixed square function \(\mathcal{D}_{\delta,k}^\varphi, k \in \mathbb{Z}\), by

\[
(5.1) \quad \mathcal{D}_{\delta,k}^\varphi f(x) = \left( \sum_{\rho \in 2\mathbb{Z}[0,2]} \left( \int_1^2 |S_{\rho,\delta,2^k\lambda}^\varphi f(x)|^2 d\lambda \right)^{1/2} \right)^2, \quad f \in \mathcal{S}(\mathbb{R}^d).
\]

From now on, we write \(S_{\rho,\delta}^\varphi = S_{\rho,\delta,1}^\varphi\) for simplicity.

**Proposition 5.1.** Let \(d \geq 2, 2 \leq p < \infty, \text{ and } N \geq d\). Suppose that, for any \(0 < \delta \leq 1/4\),

\[
(5.2) \quad \left\| \left( \int_1^2 |S_{\rho,\delta}^\varphi f(x)|^2 dt \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \leq C\delta^{-\beta} \|f\|_{L^p(\mathbb{R}^d)}
\]

holds with some \(\beta \geq -\frac{1}{2}\), and \(C\) independent of \(\varphi \in C^N(I)\). Then for any \(\epsilon > 0\) we have

\[
(5.3) \quad \left\| \sup_{k \in \mathbb{Z}} |\mathcal{D}_{\delta,k}^\varphi f(x)| \right\|_{L^p(\mathbb{R}^d)} \lesssim \delta^{-\beta - \frac{1}{2} - \epsilon} \|f\|_{L^p(\mathbb{R}^d)}
\]

with \(C\) independent of \(\varphi \in C^{N+1}(I)\) and \(0 < \delta \leq 1/4\).

Using Plancherel’s theorem, it is easy to check that the estimate (5.2) holds with \(p = 2, \beta = -\frac{1}{2}\), and a uniform \(C\) as long as \(\varphi \in C^N(I)\) for any \(N \in \mathbb{N}\). This is essentially due to Stein [45]. Hence Corollary 5.2 below is a direct consequence of Proposition 5.1.

**Corollary 5.2.** Let \(d \geq 2, 0 \leq \delta \leq 1/4, \text{ and } N \geq d + 1\). Then, for any \(\epsilon > 0\), there is a constant \(C = C(\epsilon)\) such that

\[
\left\| \sup_{k \in \mathbb{Z}} |\mathcal{D}_{\delta,k}^\varphi f| \right\|_{L^2(\mathbb{R}^d)} \lesssim \delta^{-\epsilon} \|f\|_{L^2(\mathbb{R}^d)}
\]

holds with \(C\) uniform as long as \(\varphi \in C^N(I)\).

Before proving Proposition 5.1, we recall the square function \(\mathcal{G}_\delta^\varphi\) associated with the Bochner-Riesz operator, which is given by (1.6). As mentioned in the introduction, the sharp \(L^p\)-estimate for \(\mathcal{G}_\delta^\varphi\) (the estimate (1.7)) has been studied by various authors. Among them currently the best known results were obtained by Lee-Rogers-Seeger [33] and Lee [32]. We summarize them in Theorem 5.3 below.
Theorem 5.3. [33, 32] Let \( d \geq 2 \). Then the estimate (\ref{2.6}) holds if \( p > p_{\nu}(d) = \min\{p_{0}(d), \frac{2(d+2)}{d}\} \), where \( p_{0}(d) = 2 + \frac{12}{4d-6-k} \), \( d \equiv k \text{ (mod 3)}, \ k = 0, 1, 2 \).

Since the square function presented in the estimate (\ref{2.6}) is bounded by \( \mathcal{S}_{\varphi}^{f}(x) \), by Theorem 5.3 and Proposition 5.1 we can obtain \( L^{p}(L^{\infty}) \)-estimate for the mixed square function \( \mathcal{D}_{\delta,k}^{f} \) for \( p \geq 2 \).

We now prove Proposition 5.1.

Proof of Proposition 5.1. To estimate \( \mathcal{D}_{\delta,k}^{f} \), we first decompose the interval \([0, 2]\) into dyadic subintervals as follows:

\[
[0, 2] = [0, 4\delta] \cup [4\delta, 2], \quad [4\delta, 2] = \bigcup_{j=-1}^{j_{o}} I_{j} := \bigcup_{j=-1}^{j_{o}} [4\delta, 2] \cap [2^{-j-1}, 2^{-j}],
\]

where \( j_{o} \) is the smallest integer satisfying \( 4\delta \geq 2^{-j_{o}}. \) Then by the triangle inequality, the left-hand side of (\ref{2.7}) is bounded by \( \sum_{j=-1}^{j_{o}} I_{j} + \mathcal{I}, \) where

\[
(I_{j})^{p} = \int_{\mathbb{R}^{d}} \left( \sup_{k \in \mathbb{Z}} \int_{\mathcal{I}_{j}} \sum_{\rho \in \mathcal{Z}_{\rho,k}} |S_{\rho,2}^{f}(x)|^{2} d\lambda \right)^{p/2} dx, \quad -1 \leq j \leq j_{o},
\]

\[
(\mathcal{I})^{p} = \int_{\mathbb{R}^{d}} \left( \sup_{k \in \mathbb{Z}} \int_{\mathcal{I}} \sum_{\rho \in \mathcal{Z}_{\rho,k}} |S_{\rho,2}^{f}(x)|^{2} d\lambda \right)^{p/2} dx.
\]

Note that each \( S_{\rho,\lambda}^{f} \) satisfies, for \( t > 0, \)

\[
S_{\rho,\lambda}^{f}(x) = S_{\rho,\lambda}^{f}(t^{1/2} \cdot x), \quad S_{\rho,\lambda}^{f}(x) = S_{\rho,\lambda}^{f}(t^{-1} x),
\]

where \( f_{t} = f(t \cdot) \). By these relations and scaling, in order to prove Proposition 5.1 it suffices to deal with \( I_{0} \) and \( \mathcal{I} \). More precisely, we will show that for \( 0 < \delta \leq 1/4 \)

\[
(5.5) \quad \max \{ I_{0}, \mathcal{I} \} \lesssim \delta^{-\beta - \frac{1}{d}} \|f\|_{L^{p}(\mathbb{R}^{d})}
\]

with uniform implicit constant as long as \( \varphi \in C^{N+1}(I) \). Indeed, by the first relation in (\ref{2.4}), for \(-1 \leq j \leq j_{o} \) we see that

\[
I_{j} \leq 2^{jd/2p} \left( \sup_{k \in \mathbb{Z}} \int_{\mathcal{I}_{j}} \sum_{\rho \in \mathcal{Z}_{\rho,k}} |S_{\rho,2}^{f}(x)|^{2} d\lambda \right)^{1/2} \left( \|f\|_{L^{p}(\mathbb{R}^{d})} \right).
\]

Since \( 2^{-j} \geq 2^{-j_{o}} > 4\delta, 2\delta < 1/4 \) for any \( 0 < \delta \leq 1/4 \). Thus we can apply (\ref{2.5}) to obtain \( I_{j} \lesssim (2^{d})^{-\beta - \frac{1}{d}} \|f\|_{L^{p}(\mathbb{R}^{d})} \). Here the implicit constant is independent of the choice of \( \varphi \in C^{N+1}(I), \) \( \delta, \) and \( j. \) Note that \( -\beta - \frac{1}{2} \leq 0. \) Taking the summation over \( j, \) we have, for any \( \epsilon > 0, \)

\[
\left( \|\sum_{k \in \mathbb{Z}} |\mathcal{D}_{\rho,\lambda}^{f}|_{L^{p}(\mathbb{R}^{d})} \right) \lesssim j_{o} \delta^{-\beta - \frac{1}{d}} \|f\|_{L^{p}(\mathbb{R}^{d})} \leq C_{\epsilon} \delta^{-\beta - \frac{1}{d} - \epsilon} \|f\|_{L^{p}(\mathbb{R}^{d})}
\]

with \( C_{\epsilon} \) uniform for \( 0 < \delta < \frac{1}{4} \) and \( \varphi \in C^{N+1}(I), \) since \( j_{o} = O(\log(1/\delta)). \)

We now turn to the proof of (\ref{2.5}). We first estimate \( I_{0}. \) To do this, let us define the Littlewood-Paley projection operator \( P_{m}, m \in \mathbb{Z}, \) by

\[
P_{m}f(x) = \beta(2^{-m} |x|) \hat{f}(\xi),
\]
where $\beta$ is a smooth cutoff function supported in the interval $[\frac{1}{2}, 2]$ and satisfying $0 \leq \beta \leq 1$ and $\sum_{m \in \mathbb{Z}} \beta(2^{-mt}) = 1$ for $t > 0$. Since $\text{supp } \varphi \subset [-1, 1], \rho \in [1/2, 1], \lambda \in [1, 2],$ and $0 < \delta \leq 1/4$, we see that

$$\varphi\left(\frac{\rho - |2^k \lambda|}{\delta}^2\right) \beta(2^{-m} \xi) \equiv 0 \quad \text{except } -3 \leq m + k \leq 2.$$ 

Using this we see that for any $k \in \mathbb{Z}$

$$S_{\rho, \delta, 2^k}^\varphi f = \sum_{m \in \mathbb{Z}; \ -3 \leq m + k \leq 2} S_{\rho, \delta, 2^k}^\varphi (P_m f).$$

Note that for each $k$ the number of non-vanishing $m$ is at most 6. Thus, inserting (5.6) into $I_0$ and applying the second relation in (5.4), Hölder’s inequality, and $L^p \subset L^\infty$, $(I_0)^p$ is bounded by a constant multiple of

$$\sum_{k \in \mathbb{Z}} \sum_{m \in \mathbb{Z}; \ -3 \leq m + k \leq 2} \left( \int_1^{2^k \lambda} \left| \sum_{\rho \in \delta \mathbb{Z} \cap [1/2, 1]} |S_{\rho, \delta, 1}^\varphi (P_m f)_{2^k} \lambda|^2 \right|^{1/2} \right)^2 \left\| S_{\rho, \delta, 2^k}^\varphi (P_m f)_{2^k} \lambda \right\|^{p/2}_{L^p(\mathbb{R}^d)}.$$

It was shown in [27] Lemma 2.3 that $L^p$-boundedness properties of the square function in (5.2) and the discretize square function in the above are essentially equivalent when $p \geq 2$. Hence by the assumption (5.2) we see that

$$\left\| \sum_{\rho \in \delta \mathbb{Z} \cap [1/2, 1]} |S_{\rho, \delta, 1}^\varphi (P_m f)_{2^k} \lambda|^2 \right\|_{L^p(\mathbb{R}^d)} \lesssim \delta^{-\frac{\rho}{d}-\frac{1}{2}} \| (P_m f)_{2^k} \lambda \|_{L^p(\mathbb{R}^d)}$$

$$\lesssim \delta^{-\frac{\rho}{d}-\frac{1}{2}} (2^k \lambda)^{-d/p} \| P_m f \|_{L^p(\mathbb{R}^d)}$$

holds with the implicit constant independent of $\varphi \in C^{N+1}(I)$ and $0 < \delta \leq 1/4$. Putting this back into (5.7), we have

$$I_0 \lesssim \delta^{-\frac{\rho}{d}-\frac{1}{2}} \left( \sum_{k \in \mathbb{Z}} \sum_{m \in \mathbb{Z}; \ -3 \leq m + k \leq 2} \| P_m f \|_{L^p(\mathbb{R}^d)}^{p} \right)^{1/p}$$

$$\lesssim \delta^{-\frac{\rho}{d}-\frac{1}{2}} \left\| (\sum_{m \in \mathbb{Z}} |P_m f|^2)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \lesssim \delta^{-\frac{\rho}{d}-\frac{1}{2}} \| f \|_{L^p(\mathbb{R}^d)},$$

since $p \geq 2$. For the last inequality we use the Littlewood-Paley inequality.

It remains to estimate the term $II$, which is much simpler. Since $S_{\rho, \delta, \lambda}^\varphi$ is a multiplier operator, this can be written as $S_{\rho, \delta, \lambda}^\varphi f(x) = \lambda^{-d} K_{\rho, \delta}(\lambda^{-1} \cdot) f(x)$, where

$$K_{\rho, \delta}(x) = \int_{\mathbb{R}^d} e^{2\pi i x \cdot \xi} \varphi\left(\frac{\rho - |\xi|}{\delta}\right) d\xi.$$

From integration by parts, we see that $|K_{\rho, \delta}(x)| \leq C_{\rho, \delta, \varphi} \delta^{d/2} (1 + \delta^{1/2} |x|)^{-d-1}$. Especially, when $\rho \leq 4\delta$, the constant $C_{\rho, \delta, \varphi}$ depends only on the $C^{d+1}$-norm of $\varphi$. Hence the constant is independent of the choice of $\varphi \in C^{N+1}(I), \rho \leq 4\delta$, and
Lemma 3.1 in [27] reduces the problem of obtaining
To verify Proposition 4.1, we adopt the idea in [27] which decomposes the bilinear
which completes the proof.

holds uniformly for \( \varphi \in C^{N+1}(I) \), \( 0 \leq \rho \leq 4\delta \), and \( k \in \mathbb{Z} \). Here \( M \) is the Hardy-Littlewood maximal function. Inserting this into \( II \), we get
\[
II \lesssim \|Mf\|_{L^p(\mathbb{R}^d)} \lesssim \|f\|_{L^p(\mathbb{R}^d)},
\]
which completes the proof. \( \square \)

6. Proof of Proposition 4.1
To verify Proposition 4.1 we adopt the idea in [27] which decomposes the bilinear operator into a sum of products of linear operators. The decomposition lemma (Lemma 3.1 in [27]) reduces the problem of obtaining \( L^p \times L^q \to L^r \) estimates for the auxiliary bilinear operator \( \mathcal{B}_1^\varphi \) to that for a sum of products of two linear multiplier operators. In what follows we show that the argument also works for the maximal estimate. We reformulate the decomposition argument as a single lemma (Lemma 6.1 below) which was implicit in [27] Section 3. This provides a pointwise bound on the auxiliary operator \( \mathcal{B}_1^\varphi \) by a sum of product of two linear operators \( S_\rho,\delta,\lambda \) and \( \hat{S}_\rho,\delta,\lambda \). Since the proof of Lemma 6.1 is already contained in [27] we only provide a brief of sketch.

Lemma 6.1. [27] Let \( d \geq 2, N \in \mathbb{N}, 0 < \delta \leq 1/4 \), and \( \epsilon > 0 \). Set \( \tilde{\delta} = \delta^{1+\epsilon} \). Then there exists \( C = C(\psi, N) \) such that for any \( \lambda > 0 \)
\[
\|\mathcal{B}_1^\varphi(f_1, f_2)(x)\| \leq C \times \sum_{\rho \in \mathbb{Z} \cap [1-4\delta,1+2\delta]} \sum_{a,b \in \mathbb{N}\cup\{0\}} \|C_{a,b}\rho \delta^{(a+b)} |S_\varphi S_\rho f_1 S_\rho \hat{f}_2 f_2(x)|
\]
\[
+ \delta^{CN} \int_\mathbb{R} \hat{\varphi}(\tau) T_{m_\rho,\lambda}(\xi,\lambda,\tau)(f_1, \hat{f}_2)(x) d\tau,
\]
where, \( \varphi_a \) and \( \varphi_b \) are in \( C^N(I) \) for \( 0 \leq a, b \leq N \), and
\[
T_{m_\rho,\lambda}(\xi,\lambda,\tau)(f_1, \hat{f}_2)(x) = \int_{\mathbb{R}^{2d}} e^{2\pi i x \cdot (\xi+\eta)} m_\rho,\lambda (\xi,\eta,\tau) f_1(\xi) \hat{f}_2(\eta) d\xi d\eta.
\]
Here \( m_\rho,\lambda \) satisfies, for all multi-indices \( \beta \) and \( \gamma \), \( |\beta| + |\gamma| \leq N \),
\[
|\partial_\xi^\beta \partial_\eta^\gamma m_\rho,\lambda (\xi,\eta,\tau)| \leq C(1 + |\tau|)^N \delta^{-|\beta| - |\gamma|}
\]
with \( C \) independent of \( \rho \) and \( \varphi \).
Sketch of the proof of Lemma [6.1] Let \( \varphi \) be a smooth function supported in \([-1, 1]\) and satisfying \( \sum_{k \in \mathbb{Z}} \varphi(t + k) = 1 \) for all \( t \in \mathbb{R} \). Then we can write
\[
\mathfrak{B}_\lambda^i(f_1, f_2)(x) = \sum_{\xi \in \mathbb{Z}} \sum_{\rho \in \mathbb{R}[0, 2]} \int_{\mathbb{R}^d \times \mathbb{R}^d} e^{2\pi i x \cdot (\xi + \eta)} \left( \frac{1 - |\lambda \xi|^2 - |\lambda \eta|^2}{\delta} \right)^i \varphi \left( \frac{\rho - |\lambda \xi|^2}{\delta} \right)^i \varphi \left( \frac{\rho - |\lambda \eta|^2}{\delta} \right)^i \hat{f}_1(\xi) \hat{f}_2(\eta) d\eta d\eta,
\]
since \( \psi \) is supported in \([1/2, 2]\). By the inversion formula, the multiplier of \( \mathfrak{B}_\lambda^i \) is expressed by
\[
\psi \left( \frac{1 - |\lambda \xi|^2 - |\lambda \eta|^2}{\delta} \right) = \int_{\mathbb{R}} \hat{\psi}(\tau) e^{2\pi i \tau \left( \frac{1 - |\lambda \xi|^2 - |\lambda \eta|^2}{\delta} \right)} d\tau.
\]
Applying Taylor’s theorem for \( e^{2\pi i \tau \left( \frac{1 - |\lambda \xi|^2 - |\lambda \eta|^2}{\delta} \right)} \), we have
\[
e^{2\pi i \tau \left( \frac{1 - |\lambda \xi|^2 - |\lambda \eta|^2}{\delta} \right)} = \sum_{0 \leq a + b \leq N} c_{a, b} \left( \frac{\tau(\rho - |\lambda \xi|^2)}{\delta} \right)^a \left( \frac{\tau(\rho - |\lambda \eta|^2)}{\delta} \right)^b + \left( \text{remainder term} \right).
\]
Inserting this into the first expression (6.2) and properly arranging the involved terms, we get the desired decomposition. In fact, the terms in the sum \( \sum_{0 \leq a + b \leq N} \) give rise to \( S_{\rho, \delta, \lambda}^{\varphi_a} f_1 S_{\rho, \delta, \lambda}^{\varphi_b} f_2 \) and the remainder term to \( T_{m_{\varphi, \rho}(\lambda, \lambda, \tau)}(f_1, f_2) \). We refer to [27] Proof of Lemma 3.1] for the details. \( \square \)

Once we have Lemma [6.1] and the square function estimates in Section [5], proof of Proposition 4.1 is rather routine.

**Proof of Proposition 4.1** Fix \( \epsilon > 0 \) and set \( \bar{\delta} = \delta^{1+\epsilon} \). Thanks to Lemma 6.1 it suffices to obtain, for any \( \varphi \in \mathbb{D} \cap [1/2, 2] \) and \( \varphi \in C_N(I) \), the desired bound on
\[
(6.3) \quad \left\| \sup_{k \in \mathbb{Z}} \int_1^2 \sum_{\rho \in \mathbb{D}} |S_{\rho, \delta, \lambda}^{\varphi_a} f_1(x) S_{\rho, \delta, \lambda}^{\varphi_b} f_2(x)| d\lambda \right\|_{L^r(\mathbb{R}^d)}
\]
and
\[
(6.4) \quad \left\| \sup_{k \in \mathbb{Z}} \int_1^2 \int_{\mathbb{R}} |\hat{\psi}(\tau) T_{m_{\varphi, \rho}(\lambda, \lambda, \tau)}(f_1, f_2)(x)| d\tau d\lambda \right\|_{L^r(\mathbb{R}^d)},
\]
where \( \mathcal{N} \) is a large integer which will be chosen later, \( \varphi_a \) and \( \varphi_b \) are in \( C_N(I) \), and \( m_{\varphi, \rho} \) satisfies the estimate (6.1).

Since \( \varphi_a, \varphi_b \in C_N(I) \) for all \( \varphi \), Proposition [5.1] and Corollary [6.2] give the estimate
\[
(6.5) \quad (6.3) \lesssim \epsilon \delta^{-\alpha_{\varphi}(p, q)+1-\epsilon} \left\| f_1 \right\|_{L^p(\mathbb{R}^d)} \left\| f_2 \right\|_{L^q(\mathbb{R}^d)}
\]
whenever $N$ is large enough. Here the implicit constant is independent of $q$ and $0 \leq a, b \leq N$. More precisely, by Hölder’s inequality, we have

$$\left(\sup_{k \in \mathbb{Z}} \int_{1}^{2} |\mathcal{D}_{j}(f_{j})|^{2} \, d\lambda\right)^{1/2} \leq \prod_{j=1,2} \left(\sup_{k \in \mathbb{Z}} \int_{1}^{2} |\mathcal{D}_{j}(f_{j})|^{2} \, d\lambda\right)^{1/2},$$

where $p_{1} = p$, $p_{2} = q$, $\mathcal{D}_{1}(f_{1}) = \left(\sum_{\rho \in \mathcal{D} \cap [0, 2]} |S_{\rho, \tilde{\delta}, 2^{k} \lambda} f_{1}|^{2}\right)^{1/2}$, and $\mathcal{D}_{2}(f_{2}) = \left(\sum_{\rho \in \mathcal{D} \cap [-1]} |S_{\rho, \tilde{\delta}, 2^{k} \lambda} f_{2}|^{2}\right)^{1/2}$. Note that $\mathcal{D}_{1} = \mathcal{D}_{\tilde{\delta}, k}$ and $\mathcal{D}_{2} \leq \mathcal{D}_{\tilde{\delta}, k}$, since $q \in \mathcal{D}$ and $S_{\rho, \tilde{\delta}} f \equiv 0$ whenever $\rho \in \mathcal{D}$. Moreover, by interpolation between the estimates in Proposition 5.1 and Corollary 5.2, we see that $\mathcal{D}_{\tilde{\delta}, k}$ satisfies

$$\sup_{k \in \mathbb{Z}} |\mathcal{D}_{\tilde{\delta}, k}|_{L^{p}(\mathbb{R}^{d})} \lesssim \left\{\begin{array}{ll}
\delta^{-\alpha(p)-\epsilon} & \text{if } p < p_{0}, \\
\delta^{-\alpha(p)(1-2^{-d})} & \text{if } 2 \leq p \leq p_{0},
\end{array}\right.$$  

if $N > \max\{N_{0}, d+1\}$. This yields the estimate (6.5).

We now consider the term (6.4). Since $T_{m_{\tilde{\delta}, \rho}(2^{k} \lambda, \tau)}$ is a bilinear multiplier operator, we may write (6.4) as

$$\left\|\sup_{k \in \mathbb{Z}} \int_{1}^{2} \left|\hat{\psi}(\tau) \int_{\mathbb{R}^{d}} K_{\tilde{\delta}, \rho}(y, x, z) f_{1}(y) f_{2}(z) \, dy \, dz\right| \, d\tau \, d\lambda\right\|_{L^{r}(\mathbb{R}^{d})},$$

where $K_{\tilde{\delta}, \rho}(y, z) = F^{-1}(m_{\tilde{\delta}, \rho}(2^{k} \lambda, 2^{k} \lambda, \tau))(y, z)$. Notice that $m_{\tilde{\delta}, \rho}$ satisfies (6.1). Thus, by integration by parts, it is easy to see that the absolute value of the kernel $K_{\tilde{\delta}, \rho}$ is bounded by

$$C(1 + |\tau|)^{N}(2^{k} \lambda)^{-2d}(1 + 2^{-k} \lambda^{-1}|y|)^{-d-\frac{1}{2}}(1 + 2^{-k} \lambda^{-1}|z|)^{-d-\frac{1}{2}}$$

with $C > 0$ independent of $\rho, \tilde{\delta}$, and $N > 2d$. Similarly as in (5.8), by Hölder’s inequality we see

$$\left\|\sup_{k \in \mathbb{Z}} \int_{1}^{2} \left|\hat{\psi}(\tau) \left(1 + |\tau|\right)^{N} M f_{1}(x) M f_{2}(x) \, d\tau \, d\lambda\right| \right\|_{L^{r}(\mathbb{R}^{d})} \leq \tilde{\delta}^{-2d} \left\|f_{1}\right\|_{L^{p}(\mathbb{R}^{d})} \left\|f_{2}\right\|_{L^{q}(\mathbb{R}^{d})} \lesssim \tilde{\delta}^{-2d} \left\|f_{1}\right\|_{L^{p}(\mathbb{R}^{d})} \left\|f_{2}\right\|_{L^{q}(\mathbb{R}^{d})}.$$  

Here the second inequality holds because of $\psi \in S(\mathbb{R})$.

Combining all of the above estimates, we have for any $\epsilon > 0$

$$\left\|\sup_{k \in \mathbb{Z}} \int_{1}^{2} |\mathcal{B}_{2^{k} \lambda}^{2}(f_{1}; f_{2})(x)| \, d\lambda\right\|_{L^{r}(\mathbb{R}^{d})} \leq \delta^{-\alpha_{p}(p, q) + 1} \left(\delta^{-\alpha_{p}(p, q)} + \delta^{2d + \epsilon(N - 2d - 2)}\right) \left\|f_{1}\right\|_{L^{p}(\mathbb{R}^{d})} \left\|f_{2}\right\|_{L^{q}(\mathbb{R}^{d})}.$$  

By choosing a sufficiently large $N$ to be $\alpha_{p}(p, q) - 2d + \epsilon(N - 2d - 2) > 0$, we obtain the desired estimate (1.2). This completes the proof.

**Acknowledgement.** This work was supported by the POSCO Science Fellowship of POSCO TJ Park Foundation (E. Jeong) and by NRF-2018R1A2B2006298 (S. Lee). The authors would like thank D. He and L. Yan for discussion at early stage of this project and Y. Heo for making the preprint [24] available.
References

[1] M. Annoni, *Almost everywhere convergence for modified Bochner-Riesz means at the critical index for $p \geq 2$*, Pacific J. Math. 286 (2017), no. 2, 257–275.

[2] J.-K. Bak, D.M. Oberlin, A. Seeger, *Restriction of Fourier transforms to curves and related oscillatory integrals*, Amer. J. Math. 131 (2009), no. 2, 277–311.

[3] J. A. Barrionevo, L. Grafakos, D. He, P. Honzík, L. Olivaire, *Bilinear Spherical Maximal Function* (arXiv:1704.03586), to appear in Math. Res. Lett..

[4] F. Bernicot and P. Germain, *Boundedness of bilinear multipliers whose symbols have a narrow support*, J. Anal. Math. 119, (2013), 165–212.

[5] F. Bernicot, L. Grafakos, L. Song, L. Yan, *The bilinear Bochner-Riesz problem*, J. Anal. Math. 127 (2015), 179–217.

[6] J. Bourgain, *Estimations de certaines fonctions maximales*, C. R. Acad. Sci. Paris Sér. I Math. 301 (1985), 499–502.

[7] J. Bourgain, *Averages in the plane over convex curves and maximal operators*, J. Anal. Math. 47 (1986), 69–85.

[8] J. Bourgain, L. Guth, *Bounds on oscillatory integral operators based on multilinear estimates*, Geom. Funct. Anal. 21 (2011), no. 6, 1239–1295.

[9] A. Carbery, *The boundedness of the maximal Bochner-Riesz operator on $L^4(\mathbb{R}^2)$*, Duke Math. J., 50 (1983) 409–416.

[10] A. Carbery, G. Gasper, W. Trebels, *Radial Fourier multipliers of $L^p(\mathbb{R}^2)$*, Proc. Nat. Acad. Sci. U.S.A. 81 (1984), no. 10, 3254–3255.

[11] A. Carbery, J.L. Rubio de Francia, L. Vega, *Almost everywhere summability of Fourier integrals*, J. Lond. Math. Soc. (2) 36 (1988), no. 3, 513–524.

[12] A. Carbery, A. Seeger, *Weighted inequalities for Bochner-Riesz means in the plane*, Q. J. Math. 51 (2000), no. 2, 155–167.

[13] L. Carleson, P. Sjölin, *Oscillatory integrals and a multiplier problem for the disc*, Studia Math. 44 (1972), 287–299.

[14] M. Christ, *On almost everywhere convergence of Bochner-Riesz means in higher dimensions*, Proc. Amer. Math. Soc. 95 (1985), no. 1, 16–20.

[15] M. Christ, *On the restriction of the Fourier transform to curves: endpoint results and the degenerate case*, Trans. Amer. Math. Soc. 287 (1985), no. 1, 223–238.

[16] R. Coifman and Y. Meyer, *On commutators of singular integral and bilinear singular integrals*, Trans. Amer. Math. Soc. 212 (1975), 315–331.

[17] G. Diestel, L. Grafakos, *Unboundedness of the ball bilinear multiplier operator*, Nagoya Math. J. 185 (2007), 151–159.

[18] C. Fefferman, *Inequalities for strongly singular convolution operators*, Acta Math. 124 (1970) 9–36.

[19] D.-A. Geba, A. Greenleaf, A. Iosevich, E. Palsson, E. Sawyer, *Restricted convolution inequalities, multilinear operators and applications*, Math. Res. Lett. 20 (2013), no. 4, 675–694.

[20] L. Grafakos, D. He, P. Honzík, *Maximal operators associated with bilinear multipliers of limited decay*, arXiv:1804.08557.

[21] L. Grafakos, X. Li, *The disc as a bilinear multiplier*, Amer. J. Math. 128 (2006), no.1, 91–119.

[22] L. Guth, J. Hichman, M. Iliopoulou *Sharp estimates for oscillatory integral operators via polynomial partitioning*, arXiv:1710.10349.

[23] D. He, *On bilinear maximal Bochner-Riesz operators*, arXiv:1607.03527.

[24] Y. Heo, S. Hong, C. W. Yang, *Improved bounds for the bilinear spherical maximal operators*, preprint.

[25] L. Hörmander, *The Analysis of Linear Partial Differential Operators I, Distribution Theory and Fourier Analysis*, Second edition, Springer-Verlag, Berlin, 1990. xii+440 pp. ISBN: 3-540-52343-X

[26] S. Janson, *Interpolation of multilinear operators*, Lecture Notes in Math., vol. 1302, Springer-Verlag, Berlin, 1988, pp. 290–302.

[27] E. Jeong, S. Lee, A. Vargas, *Improved bounds for the bilinear Bochner-Riesz operator*, Math. Ann. 372 (2018), no. 1-2, 581–609.

[28] M. Lacey, C. Thiele, *$L^p$ estimates on the bilinear Hilbert transform for $2 < p < \infty$*, Ann. of Math. (2) 146 (1997), no. 3, 693–724.

[29] E. Jeong and S. Lee, *On Calderón’s conjecture*, Ann. of Math. (2) 149 (1999), no. 2, 475–496.
[30] S. Lee, *Endpoint estimates for the circular maximal function*, Proc. Amer. Math. Soc. 131 (2003), no. 5, 1433–1442.
[31] _____, *Improved bounds for Bochner-Riesz and maximal Bochner-Riesz operators*, Duke Math. J. 122 (2004) 205–232.
[32] _____, *Square function estimates for the Bochner-Riesz means*, Anal. PDE 11 (2018), no. 6, 1535–1586.
[33] S. Lee, K.M. Rogers, A. Seeger, *Improved bounds for Stein’s square functions*, Proc. Lond. Math. Soc. (3) 104 (2012), no. 6, 1198–1234.
[34] S. Lee, A. Seeger, *On radial Fourier multipliers and almost everywhere convergence*, J. Lond. Math. Soc. (2) 91 (2015), no. 1, 105–126.
[35] A. Miyachi, N. Tomita, *Minimal smoothness conditions for bilinear Fourier multipliers*, Rev. Mat. Iberoam. 29 (2013), no. 2, 495–530.
[36] G. Mockenhaupt, A. Seeger, C.D. Sogge, *Wave front sets, local smoothing and Bourgain’s circular maximal theorem*, Ann. of Math. (2) 136 (1992), no. 1, 207–218.
[37] J. L. Rubio de Francia, *Maximal functions and Fourier transforms*, Duke Math. J. 53 (1986), no. 2, 395–404.
[38] W. Schlag, *$L^p$–$L^q$ estimates for the circular maximal function*, Ph.D. Thesis. California Institute of Technology, 1996.
[39] _____, *A generalization of Bourgain’s circular maximal theorem*, J. Amer. Math. Soc. 10 (1997), no. 1, 103–122.
[40] W. Schlag, C.D. Sogge, *Local smoothing estimates related to the circular maximal theorem*, Math. Res. Lett. 4 (1997), no. 1, 1–15.
[41] C. D. Sogge, *Propagation of singularities and maximal functions in the plane*, Invent. Math. 104 (1991), no. 2, 349–376.
[42] C. D. Sogge, E. M. Stein, *Averages over hypersurfaces. Smoothness of generalized Radon transforms*, J. Anal. Math. 54 (1990), 165–188.
[43] A. Seeger, *On quasiradial Fourier multipliers and their maximal functions*, J. Reine Angew. Math. 370 (1986), 61–73.
[44] A. Seeger, T. Tao, J. Wright, *Endpoint mapping properties of spherical maximal operators*, J. Inst. Math. Jussieu 2 (2003), no. 1, 109–144.
[45] E. M. Stein, *Localization and summability of multiple Fourier series*, Acta Math. 100 (1958), 93–147.
[46] _____, *Maximal functions. I. Spherical means*, Proc. Nat. Acad. Sci. U.S.A. 73 (1976), no. 7, 2174–2175.
[47] _____, *Harmonic analysis: Real-variable methods, orthogonality, and oscillatory integrals*, Princeton Mathematical Series, 43. Monographs in Harmonic Analysis, III. Princeton University Press, Princeton, NJ, 1993. xiv+695 pp. ISBN: 0-691-03216-5.
[48] T. Tao, *The weak-type endpoint Bochner-Riesz conjecture and related topics*, Indiana Univ. Math. J. 47 (1998), no. 3, 1097–1124.
[49] T. Tao and A. Vargas, *A bilinear approach to cone multipliers, I : Restriction estimates*, Geom. Funct. Anal. 10 (2000), no. 1, 185–215.
[50] N. Tomita, *A Hörmander type multiplier theorem for multilinear operators*, J. Funct. Anal. 259 (2010), no. 8, 2028–2044.