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Abstract
The compensation for non-uniformity correction of multi-channel time delay integration charge coupled device (TDI CCD) under variable gain is presented. The mathematical model of photoelectric conversion is established first, and, then, a two-step non-uniformity correction method for multi-channel TDI CCD is proposed. Based on this method, a compensation algorithm for non-uniformity correction under variable gain is elaborated in detail. The experimental results show that the proposed algorithm can always maintain the photo response non-uniformity (PRNU) of the corrected images better than 1.14% when the programmable gain amplification (PGA) gain varies within the range of 1–3, compared to the conventional method of degrading to 2.91%. Meanwhile, a compression method for correction coefficients under multiple integral stages is proposed, which can reduce the storage space requirement by 50% at the cost of the PRNU being degraded by a maximum of 0.19% at all integral stages.

1 | INTRODUCTION

In recent years, with the gradual development of Earth remote sensing, astronomical observation, lunar remote sensing and deep space exploration missions, higher demands have been put forward for space optical imaging payloads. As a detector which is used widely in remote sensing field because of its high sensitivity and high signal-to-noise ratio (SNR), TDI CCD and its signal processing path are the core of photoelectric conversion in the imaging system, which directly affects the key performance of the system [1–3].

To achieve both wide-width and high-resolution imaging, the resolution requirement of the detector is gradually improved, which is difficult to meet through a single detector [4]. Therefore, optical splicing or mechanical splicing based on multiple detectors is commonly used in remote sensing systems. Meanwhile, to improve the imaging adaptability under different orbital parameters, the requirement of data readout rate is also gradually increased. Therefore, multi-channel bidirectional or unidirectional parallel readout mode is generally employed in the detector to improve pixel readout efficiency and suppress readout noise [5,6]. Based on the above situation, whether it is the performance difference between detectors, or the difference in signal processing between channels in the detector, or the difference in response characteristics of each pixel in the channel will result in response non-uniformity of the entire imaging focal plane, which needs to take effective measures for correction.

As an effective measure to make up for the errors of detector manufacturing and signal processing, non-uniformity correction is the key technology to improve the imaging quality. The development of non-uniformity correction technology is relatively mature, which mainly includes two kinds of methods: one is based on radiometric calibration and another is based on target scene.

The former method relies on the radiometric calibration experiment carried out in the laboratory or in orbit, which has the advantages of high precision, simple algorithm and good feasibility. However, periodic calibration is required with the aid of the calibration environment in the laboratory or the calibration light source in orbit to cope with the performance changes caused by the system ageing. Such methods include single-point correction, two-point correction, multi-point linear fitting correction, which are for linear response [7–14], and piecewise linear fitting correction, polynomial fitting correction, which are for nonlinear response [15–17].

The latter method is based on the real-time imaging scene to estimate the correction parameters, which has the advantage
of eliminating the calibration equipment and environment because there is no need for calibration, so it has better applicability. However, the algorithm is complex, and both the real-time performance and the precision need to be improved. This kind of method is mainly used in the Infrared Focal Plane Array (IRFPA) imaging system [18–20].

The methods based on radiometric calibration are more mature and therefore more widely used. Liu and Hao [9] discussed several non-uniformity correction methods, including single-point correction, two-point correction and multi-point correction, and the two-point correction method was finally adopted based on the linear response of TDI CCD. Considering the non-linear response of IRFPA, Sheng et al. analysed two-point correction, piecewise linear correction and polynomial fitting correction, and implemented the polynomial fitting method based on field programmable gate array (FPGA) hardware platform [17]. A pixel-wise linear radiance to digital conversion model was constructed by Yang et al. for crime scene imaging complementary metal oxide semiconductor (CMOS), and then pixel-wise conversion gain is calculated to correct Fixed Pattern Noise (FPN) [10]. Jin et al. [11] proposed a three-step non-uniformity correction algorithm based on the photoelectrical response model of Intensified Charge Coupled Device (ICCD), in which two steps adopt the non-linear two-point correction based on the S-curve model, and the remaining step adopts the linear two-point correction. Marta de Lasarte focussed on the methodology designed for the radiometric calibration experiment and assessed the influence of the algorithm's variables on the quality of correction [21].

When the performance changes because of the system ageing, periodic on-orbit radiometric calibration is essential. Haichao Li et al. provided a radiometric calibration method without the flat fields, which can make full use of satellite control of yaw angle to ensure that linear CCDs imaging the same region of non-uniform scene. After the acquisition of the same region image, the high precision radiometric calibration results can be obtained based on the histogram matching method [22]. According to the characteristics of multi-CCD imaging systems, Tao et al. developed an algorithm based on scene matching with an aid of the strong correlation between every two adjacent images, which can effectively overcome the influence of non-linear response [23]. Zhang et al. [24] reported an on-orbit radiometric calibration method that uses daytime data to estimate the calibration coefficients for the nighttime sensor in the LuoJia-01.

In the research of non-uniformity correction for multi-channel and multi-CCD imaging systems, Zhai et al. [12] presented a synthetical correction algorithm for multi-TDI CCD camera, in which a two-point correction is applied within the channel, gain average correction is applied between channels, and scene-adaptive correction is applied between TDI CCDs. A real-time non-uniformity correction system was introduced by Yan Wang for a sort of large-area full-frame transfer CCD. In the procedure of correction, the non-uniformity between channels is corrected first, and, then, the non-uniformity between pixels is corrected [13]. Similar to Ref. 12, Zhu et al. [14] designed a novel correction algorithm, wherein a two-point correction is used within the channel, compensation gain is used for correction between channels, and compensation offset is used for correction between TDI CCDs.

To cope with the adjustment of on-orbit operating parameters, Yong-hui proposed an algorithm that can correct the photo response non-uniformity (PRNU) between channels and the pixels within the channel under different gains, offsets and integrated time [25]. A two-dimensional calibration technique was proposed by Chen et al. to correct the spatial non-uniformity in infrared imaging systems adapting to different integration time and time-varying offset with only one-time calibration [26].

With the orderly development of deep space exploration missions around the world, the environment and tasks faced by optical imaging payloads have become more complex and diverse. In practical applications, it is inevitable that the signal gain will be adjusted over a wide range to meet different imaging requirements. However, there is still lack of effective analysis for the influence of gain variation on the non-uniformity correction, and the compensation for non-uniformity correction coefficients under variable gain in the case of multi-channel parallel output also needs to be further studied, both of which are the key to be solved.

From the perspective of photoelectric signal processing path, the mathematical model of photoelectric conversion is established, and, then, a two-step non-uniformity correction method for multi-channel TDI CCD is proposed, which is consistent with the conventional method in the correction effect. On the basis of this method, a compensation method for non-uniformity correction under variable gain is proposed. By sequentially compensating the offset and gain of each channel and the digital correction coefficients of each pixel, the uniformity of the corrected images under different gains can be guaranteed. Meanwhile, with the goal of reducing the storage space requirement of correction coefficients, a compression method for coefficients under multiple integral stages is proposed, which can significantly reduce the amount of data that needs to be stored on-board.

The remainder is organised as follows: Section 2 describes the photoelectric signal processing path based on TDI CCD detector and specifically defines the hardware architecture. Then, the mathematical model is extracted from it. Section 3 presents the two-step non-uniformity correction method. Based on Section 3, the compensation method for non-uniformity correction parameters under variable gain is elaborated in Section 4. In Section 5, the compression method for correction coefficients is given. The experimental results and analysis of all the above methods are presented in Section 6. The conclusions are drawn in Section 7.

2 PATH OF PHOTOELECTRIC SIGNAL PROCESSING

The general path diagram of photoelectric signal processing based on the CCD detector is shown in Figure 1. First of all, as the core of photoelectric conversion, CCD detector transforms...
the incident light signal into an electronic charge packet, which is then converted to an analogue electrical signal through the CCD on-chip readout circuit. The analogue signal is sequentially subjected to the pre-amplification circuit to complete impedance matching and amplitude adjustment, the correlated double sampling (CDS) circuit to eliminate reset noise, the programmable gain amplification (PGA) circuit to adjust analogue signal gain, and, finally, the analogue-to-digital conversion (ADC) circuit to complete analogue-to-digital quantisation conversion, in which the CCD output signal level in the dark field is adjusted by the analogue offset. The digital signal output by ADC circuit is pre-processed in real time (including non-uniformity correction, etc.) to get the final digital image.

A multi-spectral TDI CCD is used in our design to capture both panchromatic and multi-spectral images simultaneously. The non-uniformity correction method proposed takes the panchromatic image as an example for analysis, and the architecture of panchromatic part on the detector is shown in Figure 2. The number of effective pixels in the panchromatic part is 6144 with a maximum of 96 integral stages. The pixel readout adopts four-channel unidirectional transfer readout mode or eight-channel bidirectional transfer readout mode, which can be switched by modifying the driving signal timing. To achieve a higher push-scan frequency in the case of a lower pixel clock to reduce the readout noise, the eight-channel bidirectional readout operation is undoubtedly a better choice.

The specific processing path design for the signal originating from the TDI CCD detector is shown in Figure 3. The CCD on-chip readout circuit is a two-and-half stage amplifier, which requires a relatively complex external current source as the output load, and it is replaced with a resistor to simplify the design. The analogue front-end pre-amplification circuit adopts a structure of in-phase proportional amplification, and the gain $G_1$ is related to the value of its peripheral resistors, which can be expressed as

$$G_1 = \frac{R_2 \cdot (R_3 + R_4)}{(R_1 + R_2) \cdot R_3}$$

(1)

The dedicated video processor LM98640 integrated with CDS circuit, PGA circuit and ADC circuit is used for the
conversion of the analogue signal output from pre-amplification circuit to the digital image, and its internal functional architecture is shown in Figure 3 [27]. The analogue signal input to the video processor first sets the reference level by clamp module, and then the difference between reference level and signal level is collected by CD8 module, followed by offset module, PGA module and ADC module, wherein the offset is completed by a combination of coarse and fine digital-to-analogue conversion (DAC) circuit. The output digital image is then transmitted to the FPGA controller and real-time non-uniformity correction is implemented within it.

For the panchromatic part of the selected CCD, a total of eight pre-amplification circuits and four video processors due to two identical processing modules inside each processor are required to complete the signal acquisition, processing and quantisation.

A mathematical model is established by abstracting the hardware architecture described above. In the whole signal processing path of converting light signal to digital image, there are four typical signal adjustments, which are the photoelectric response of detector, the photoelectric response characteristic of TDI CCD detector and the non-uniformity correction. Offset and PGA gain are four typical signal adjustments, which are the photoelectric response of detector, the pre-amplification circuit, the offset circuit and the PGA circuit. The photoelectric response characteristic of TDI CCD detector can be expressed as follows:

\[ S_A = \sum_{j=1}^{m} \left( \int R_j(\lambda) \cdot E(\lambda) \cdot T \cdot d\lambda \right) + V_d + \delta \quad (2) \]

where \( E(\lambda) \) represents the spectral irradiance and \( R_j(\lambda) \) represents the spectral responsivity of the \( j \)-th pixel in the \( m \)-integral stage with a spectral range of \( \lambda_1 \) to \( \lambda_2 \). \( T \) is the line exposure time, which is equal to the reciprocal of the line frequency. \( V_d \) and \( \delta \) are dark signal and noise, respectively, and \( S_A \) is the analogue signal output by the detector. Compared with conventional linear CCD, TDI CCD employs an operation mode called time delay integration, so that the actual response output is a superposition of \( m \) pixels in the \( m \)-integral stage.

Assuming that the pre-amplification circuit has a gain of \( G_1 \), the offset is set to \( B_2 \), and the PGA gain is set to \( K_2 \) inside the video processor, then, the transfer characteristic from the analogue signal output by CCD to the digital signal is:

\[ D = \frac{K_2 \cdot (G_1 \cdot S_A + B_2)}{V_{REF}} \times 2^b = K_2 \cdot (G_1 \cdot S_A + B_2) \cdot C \quad (3) \]

where \( D \) represents the grey value of the output digital image, \( V_{REF} \) and \( b \) are the reference voltage and the quantisation depth of the ADC circuit, respectively, and \( 2^b/V_{REF} \) is recorded as constant \( C \) for convenience.

In practical applications, the pre-amplification circuit gain depends on the value of its peripheral resistors, which is inconvenient to modify after the system hardware is composites. To adapt to different irradiation environments, there are two ways to adjust the signal gain. One is to change the integral stages by modifying the driving timing to achieve rough adjustment, and the other is to change the PGA gain by modifying the register settings of the video processor to achieve fine adjustment.

### 3 | NON-UNIFORMITY CORRECTION METHOD WITH TWO STEPS

For the imaging focal plane composed of multi-TDI CCD detectors, which is widely used in wide field of view and high-resolution imaging systems, the non-uniformity of response is manifested in three aspects: the non-uniformity between detectors, the non-uniformity between internal channels of the detector and the non-uniformity between internal pixels of the channel, of which the first two can be unified as the non-uniformity between channels according to the processing method.

The correction method described here is carried out in two steps, aiming at the non-uniformity of the above two aspects. The first step is to adjust the analogue signal by setting the offset and PGA gain to achieve the non-uniformity correction between channels. On the basis of this, the second step is to adjust the digital signal by the pre-stored correction coefficients to achieve the non-uniformity correction between pixels within the channel.

#### 3.1 Step 1: Correction between channels

The discreteness of performance between detectors, the difference of pixel readout circuit between channels within the detector and the electrical parameter errors in the signal processing path all contribute to the difference in response characteristics between channels. Offset and PGA gain adjustment are effective means to make up for these differences, and they can be achieved simply by setting registers in the video processor. The calculation method of the parameters to be adjusted is derived as follows.

Since the photoelectric response of the TDI CCD is approximately linear, in a specific spectral range, its response characteristic can be simplified as follows:

\[ S_A = R \cdot E \cdot T + \xi = R \cdot H + \xi \quad (4) \]

where \( R \) is the equivalent average spectral responsivity within the spectral range after a superposition of \( m \) pixels in the \( m \)-integral stage and \( H \) is the irradiation, which is the product of the average spectral irradiance \( E \) and the line exposure time \( T \). \( \xi \) is the output offset that covers dark signal and noise.

It is assumed that the pre-amplification circuit of channel \( p \) has an actual gain of \( G_{ip} \) because of errors, and the offset and PGA gain are set to \( B_2 \) and \( K_2 \), respectively. Based on the above simplification, the average response characteristic of channel \( p \) can be expressed as
\[ \overline{D}_p = K_2 \cdot \left[ G_{1p} \cdot \left( \overline{R}_p \cdot H + \overline{\varepsilon}_p \right) + B_2 \right] \cdot C \]  

(5)

where \( \overline{R}_p \) and \( \overline{\varepsilon}_p \) represent the average spectral responsivity and the average offset of all pixels in the channel, respectively, and the average grey value of the image acquired by the channel is \( \overline{D}_p \).

Adjusting the offset and PGA gain to \( B_{2p} \) and \( K_{2p} \) respectively, so that the average response characteristic of channel \( p \) is consistent with the average response characteristic of the entire detector, namely:

\[ \overline{D} = K_{2p} \cdot \left[ G_{1p} \cdot \left( \overline{R}_p \cdot H + \overline{\varepsilon}_p \right) + B_{2p} \right] \cdot C \]  

(6)

where \( \overline{D} \) is the average grey value of the image acquired by the entire detector.

Getting \( K_{2p} \) and \( B_{2p} \) is the key to complete the correction between channels, and the necessary parameters for solving them need to be obtained by radiometric calibration experiments. The calibration process is to acquire a sequence of images with different irradiances under the condition of uniform irradiation. Linear fitting is then performed based on the average grey value of the image acquired by all channels as the dependent variable. The slope \( W_p \) and the intercept \( Z_p \) of the fitted curve will satisfy the following relationship:

\[ W_p \cdot \overline{D}_p + Z_p = \overline{D} \]  

(7)

By combining Equations (5), (6) and (7), we can get

\[ \begin{align*}
K_{2p} &= W_p \cdot K_2 \\
B_{2p} &= \frac{1}{K_2 \cdot C} \cdot Z_p + B_2
\end{align*} \]  

(8)

Then, the register settings of the video processor are modified according to the above results to complete the first step correction.

### 3.2 Step 2: Correction between pixels within the channel

Constrained by the manufacturing process, there are inevitably physical deviations for each pixel in the detector, which will lead to differences in the dark signal and responsivity. These differences need to be digitally corrected by pre-stored coefficients, which is consistent with the traditional correction method.

The grey value of the output image is corrected by the correction coefficients \( M_{pq} \) and \( N_{pq} \), so that the response characteristic of each pixel in channel \( p \) can be consistent with the average response characteristic of the entire detector, so there is

\[ \overline{D} = M_{pq} \cdot D_{pq} + N_{pq} \]  

(9)

where \( D_{pq} \) is the grey value of the \( q \)th pixel in channel \( p \).

On the basis of the first step correction, the correction coefficients \( M_{pq} \) and \( N_{pq} \) need to be obtained by the second radiometric calibration experiment. Similar to the first radiometric calibration experiment, the second calibration process is to acquire a sequence of images with different irradiances under the condition of uniform irradiation. Linear fitting is then performed based on the grey value of the \( q \)th pixel in channel \( p \) as the independent variable, and the average grey value of the image acquired by all channels as the dependent variable. The slope and the intercept of the fitted curve will correspond to the coefficients \( M_{pq} \) and \( N_{pq} \) respectively.

Then, the obtained correction coefficients are pre-stored in the non-volatile memory on-board, and the real-time non-uniformity correction is realised by reading the coefficients and correcting the output grey value according to Equation (9).

### 4 COMPENSATION FOR CORRECTION COEFFICIENTS UNDER VARIABLE GAIN

#### 4.1 Step 1: Compensation between channels

According to the control instructions, it may be necessary to change the offset and PGA gain to \( B_3 \) and \( K_3 \), respectively, to meet the imaging requirements under different environmental conditions, at which, the average response characteristic of channel \( p \) can be expressed as

\[ \overline{D}_p = K_3 \cdot \left[ G_{1p} \cdot \left( \overline{R}_p \cdot H + \overline{\varepsilon}_p \right) + B_3 \right] \cdot C \]  

(10)

The above equation needs to be solved with the help of Equation (6), which represents the response characteristic of channel \( p \) adjusted by \( B_{2p} \) and \( K_{2p} \), and it is consistent with the average response characteristic of the entire detector. Therefore, \( K_{2p} \cdot C \cdot G_{1p} \cdot \overline{R}_p \) is denoted as \( \overline{r} \) and \( K_{2p} \cdot C \cdot (G_{1p} \cdot \overline{\varepsilon}_p + B_{2p}) \) is denoted as \( \overline{\varepsilon} \) in the equation, both of which are constants independent of channel \( p \), and then they are substituted into Equation (10) to get

\[ \overline{D}_p = \frac{K_3}{K_{2p}} \cdot \overline{r} \cdot H + \frac{K_3}{K_{2p}} \cdot \overline{\varepsilon} + K_3 \cdot C \cdot (B_3 - B_{2p}) \]  

(11)
To ensure that the average response characteristic of channel \( p \) remains consistent with the average response characteristic of the entire detector after the parameters change, the offset and PGA gain of channel \( p \) need to be adjusted as follows:

\[
\begin{align*}
K'_{3p} &= \frac{K_{2p}}{K_2} \cdot K_3 \\
B'_{3p} &= B_{3p} + \theta 
\end{align*}
\] (12)

where \( B'_{3p} \) and \( K'_{3p} \) are the results after the parameters change and need to be updated to the video processor. \( \theta \) is a constant that can be set to any value as required.

Replace \( B_3 \) and \( K_3 \) in Equation (11) with the above results \( B'_{3p} \) and \( K'_{3p} \), and then, we can get the average response characteristic of the entire detector under variable gain as follows:

\[
D' = \frac{K_3}{K_2} \cdot B' \cdot H + \frac{K_3}{K_2} \cdot \varepsilon + K_3 \cdot C \cdot \theta 
\] (13)

### 4.2 Step 2: Compensation between pixels within the channel

Before changing the offset and PGA gain, the \( q \)th pixel in channel \( p \) is first corrected by the offset and PGA gain \( B'_{3p} \) and \( K'_{2p} \) and then corrected by the coefficients \( M_{pq} \) and \( N_{pq} \) to achieve the same response characteristic as the entire detector, namely:

\[
D = M_{pq} \cdot \left[ K_{2p} \cdot \left( R_{p,q} \cdot H + \xi_{p,q} \right) + B_{3p} \right] \\
\cdot C} + N_{pq} 
\] (14)

where \( R_{p,q} \) and \( \xi_{p,q} \) represent the spectral responsivity and the offset of the \( q \)th pixel in channel \( p \), respectively.

After changing the offset and the PGA gain, the \( q \)th pixel in channel \( p \) is also first corrected by the adjusted offset and PGA gain \( B'_{3p} \) and \( K'_{3p} \) and then corrected by the adjusted coefficients \( M'_{pq} \) and \( N'_{pq} \) to maintain its response characteristic consistent with the entire detector, namely:

\[
D' = M'_{pq} \cdot \left[ K_{3p} \cdot \left( R_{p,q} \cdot H + \xi_{p,q} \right) + B_{3p} \right] \\
\cdot C} + N'_{pq} 
\] (15)

By combining Equations (13), (14), (15) and (6), we can get

\[
\begin{align*}
M_{pq} &= M'_{pq} \\
N_{pq} &= K_3 \cdot N_{pq} + K_3 \cdot C \cdot \theta \cdot \left( 1 - M_{pq} \cdot \frac{K_{2p}}{K_2} \right) 
\end{align*}
\] (16)

According to the above derivation process, the compensation for non-uniformity correction under variable gain can be divided into two steps:

1. When the offset and the PGA gain need to be changed to \( B_3 \) and \( K_3 \) based on the control instructions, the adjusted offset and the PGA gain \( B'_{3p} \) and \( K'_{3p} \) of each channel should be calculated according to Equation (12) first, and then updated to the corresponding video processors.

2. The pre-stored original correction coefficients \( M_{pq} \) and \( N_{pq} \) are read out and substituted into Equation (16) to calculate the adjusted correction coefficients \( M'_{pq} \) and \( N'_{pq} \), which will be used as the coefficients of the \( q \)th pixel in channel \( p \) for correction.

### 5 COMPRESSION FOR CORRECTION COEFFICIENTS

Based on its special operation mode of time delay integration, the response output of the TDI CCD is a superposition of \( m \) pixels in the \( m \)-integral stage, as shown in Equation (2) above. For TDI CCD detectors that are used in the field of space remote sensing, the integral stages can usually be changed by modifying the driving timing to meet different environmental conditions. For example, the TDI CCD detector used in our design has 8-stage, 16-stage, 32-stage, 48-stage, 64-stage and 96-stage with a total of six variable stages.

As a kind of linear CCD, TDI CCD does not have the non-uniformity in the column direction originally, but the pixels participating in the integration will be different under various integral stages, and there are also differences in the response characteristic between pixels in the same column, so that the output response characteristics are not strictly proportional to the integral stage, which leads to the fact that the correction coefficients for one integral stage are not applicable to other integral stages.

The general solution to this problem is to perform radiometric calibration experiments separately at all integral stages, and a total of six sets of correction coefficients are pre-stored in the non-volatile memory on-board to cope with different integral stages, which is equivalent to six times the storage space requirement compared to the conventional linear CCD.

With the goal of reducing the storage space requirement of correction coefficients, a compression method for coefficients under multiple integral stages of a single pixel is proposed. The basic principle is to find a polynomial that can express these coefficients, and then store the coefficients of the polynomial instead of correction coefficients, so as to significantly reduce the storage space requirement.

For the panchromatic part of TDI CCD used in our design, the correction coefficients of the \( q \)th pixel in channel \( p \) under various integral stages are expressed as \( M_{pq} \) and \( N_{pq} \), where \( i \) represents the index of integral stage, and its range from 1 to 6 corresponds to six integral stages, respectively. Then take the coefficient \( M'_{pq} \) as an example, it can be fitted by
a quadratic polynomial with the help of the least square method, and the fitting coefficients can be solved by the following equation:

\[
\begin{bmatrix}
\sum_{i=1}^{6} G^i & \sum_{i=1}^{6} (G^i)^2 & \sum_{i=1}^{6} (G^i)^3 & \sum_{i=1}^{6} (G^i)^4 \\
\sum_{i=1}^{6} G^i & \sum_{i=1}^{6} (G^i)^2 & \sum_{i=1}^{6} (G^i)^3 & \sum_{i=1}^{6} (G^i)^4 \\
\sum_{i=1}^{6} (G^i)^2 & \sum_{i=1}^{6} (G^i)^3 & \sum_{i=1}^{6} (G^i)^4 & \sum_{i=1}^{6} (G^i)^5 \\
\sum_{i=1}^{6} (G^i)^3 & \sum_{i=1}^{6} (G^i)^4 & \sum_{i=1}^{6} (G^i)^5 & \sum_{i=1}^{6} (G^i)^6 \\
\sum_{i=1}^{6} (G^i)^4 & \sum_{i=1}^{6} (G^i)^5 & \sum_{i=1}^{6} (G^i)^6 & \sum_{i=1}^{6} (G^i)^7
\end{bmatrix}
\begin{bmatrix}
\alpha_{p,q} \\
\beta_{p,q} \\
\gamma_{p,q}
\end{bmatrix}
= \begin{bmatrix}
\sum_{i=1}^{6} M^i_{p,q} \\
\sum_{i=1}^{6} G^i \cdot M^i_{p,q} \\
\sum_{i=1}^{6} (G^i)^2 \cdot M^i_{p,q}
\end{bmatrix}
\left(\begin{array}{c}
\sum_{i=1}^{6} G^i \\
\sum_{i=1}^{6} (G^i)^2 \\
\sum_{i=1}^{6} (G^i)^3 \\
\sum_{i=1}^{6} (G^i)^4
\end{array}\right)
\]

where matrix \( G = [8 16 32 48 64 96], \) and \( i \) in \( G^i \) represents the index of the elements in the matrix.

In this way, only three coefficients \( \alpha_{p,q}, \beta_{p,q} \) and \( \gamma_{p,q} \) need to be stored for the \( q \)th pixel in channel \( p \). When the non-uniformity correction is performed in orbit, \( M^i_{p,q} \) is calculated by the following equation according to the current integral stage \( G^i \):

\[
M^i_{p,q} = \alpha_{p,q} \cdot G^i + \beta_{p,q} \cdot (G^i)^2 + \gamma_{p,q} \cdot (G^i)^3
\]

The same processing method is adopted for the coefficient \( N^i_{p,q} \). Then, for a single pixel, this method reduces the number of coefficients from 12 to 6, that is, the storage space is reduced by 50%, and the more the number of variable stages is, the greater the advantage of storage space is. However, the proposed method increases the step of recovering the correction coefficients from the compressed data, which undoubtedly increases the amount of calculation. Moreover, the curve fitting error also leads to the error of restored coefficients, thereby having a certain impact on the effect of non-uniformity correction. The extent of this impact needs to be quantified by the following experiments.

### 6 EXPERIMENTAL RESULTS AND ANALYSIS

#### 6.1 Experimental parameters and evaluation index

The experimental verification system is shown in Figure 4, which mainly consists of the imaging focal plane composed of a TDI CCD detector and its driving circuit and video processing circuit, the integrating sphere for generating uniform irradiation, the instruction computer for setting imaging parameters and the computer for acquiring image data. The experiment was carried out in a dark room to isolate external irradiation contamination.

#### 6.2 Results of non-uniformity correction with two steps

Under the premise of a fixed integral stage and line frequency, the conventional correction method is carried out first for comparison, that is, a sequence of images under different irradiances is acquired by the calibration experiment, and then the correction coefficients are calculated directly by multi-point

**FIGURE 4** Construction of experimental verification system

The number of effective pixels in the panchromatic part of the selected detector is 6144 with a maximum of 96 integral stages. The 8-channel bidirectional readout operation mode is adopted in our design, and each channel is responsible for reading 768 pixels. Because some of the readout channels are damaged, only the effective output data from the last four channels that are in good condition are acquired and further analysed.

The load resistor \( R_{load} \) at the output of the detector is 1.5 kΩ; in this case, the detector's saturation response output is about 2100 mV. The pre-amplification circuit gain \( G_1 \) is set to 1 through its peripheral resistors, where \( R_1 \) to \( R_4 \) are all 620 Ω. The signal is alternating current (AC) coupled, and the coupling capacitance \( C_1 \) and \( C_2 \) are 0.1 uF. In the video processor, the offset \( B_2 \) and the PGA gain \( K_2 \) are initially set to 0 mV and 1, respectively. The reference voltage \( V_{REF} \) of the ADC circuit is 2 V, and the upper 12 bits of the 14-bit ADC output are taken as effective data.

The performance of the non-uniformity correction is evaluated by the PRNU index, which is generally defined as the ratio of the standard deviation to the average in terms of the grey value under the condition of semi-saturated uniform irradiation. The mathematical expression of PRNU is

\[
PRNU = \frac{1}{\bar{D}} \cdot \sqrt{\frac{1}{P \cdot Q} \sum_{p=1}^{P} \sum_{q=1}^{Q} (D_{p,q} - \bar{D})^2} \quad \text{(Units : %)}
\]

where \( D_{p,q} \) is the grey value of the \( q \)th pixel in channel \( p \), and the detector has a total of \( P \) channels, each of which has \( Q \) effective pixels. \( \bar{D} \) represents the average grey value of all pixels.
linear fitting based on the acquired images, and, finally, these coefficients are stored in the non-volatile memory on-board to complete the real-time correction according to Equation (9).

Then the two-step non-uniformity correction method proposed is carried out, that is, a sequence of images under different irradiances is acquired first, and then the adjusted offset and the PGA gain for each channel are calculated according to Equation (8), which will be updated to the video processor to complete the first step correction. On the basis of the first step, the same experimental content is carried out again, and the calculation and the storage of the correction coefficients are the same as the conventional method.

Figure 5 shows the images corrected by the conventional method and the proposed two-step method and their grey value distribution curves in the case of semi-saturated output. It can be seen from the figure that the proposed method can eliminate the obvious dividing line between channels only by the first step correction, and the second step can further eliminate the non-uniformity within the channel on the basis of the first step. Both methods can eventually achieve excellent correction results.

The PRNU values of the images corrected by the conventional method and our method under different average grey values are recorded in Table 1. It can be seen that in all cases, the non-uniformity of the images corrected by the two methods is basically consistent. Both methods can achieve a PSNR value of 0.27% in the case of semi-saturated output. Compared with the conventional correction method, the advantage of the two-step method is that its first step can significantly eliminate the imaging differences between channels by adjusting the register parameters, thereby achieving a significant reduction in non-uniformity. In other words, when the implementation resources for correction with digital coefficients are limited, a relatively acceptable result can be achieved just by the first step correction.

The probability density distributions of the correction coefficients for the two methods are shown in Figure 6. For the conventional correction method, in addition to correcting the difference in response between pixels, the correction coefficients also need to correct the difference of the signal processing circuits between channels, resulting in a relatively dispersed coefficient distribution. In contrast, since the first step of our method matches the response characteristics between channels, the correction coefficients in the second step are mainly responsible for correcting the difference in response between pixels, so the coefficient distribution is more centralised, which brings certain benefits to the possible data compression.

6.3 Results of compensation for coefficients under variable gain

Similarly, under the premise of a fixed integral stage and line frequency, the offset $B_1$ and the PGA gain $K_2$ are initialised to the default values of 0 mV and 1, respectively. When the PGA gain needs to be modified according to the imaging environment, as a comparison, the real-time correction process is first performed by the conventional method as described in Section 6.2 without compensation.

Then, the radiometric calibration experiment is carried out by the proposed two-step method, and the calculation results are updated to the video processor and the non-volatile
memory, respectively. When the PGA gain needs to be modified according to the imaging environment, the compensated offset and the gain are first calculated according to Equation (12) and reloaded into the video processor, and then, the compensated correction coefficients are calculated according to Equation (16), which is finally used to complete the real-time non-uniformity correction.

When the PGA gain is modified to 1.6, the images are corrected by the conventional method and the proposed two-step compensation method, respectively, and their grey value distribution curves in the case of semi-saturated output are shown in Figure 7.

In the case of semi-saturated output, the PRNU values of the images corrected by the conventional method and our method under various modified gains are recorded in Table 2. It can be seen that the larger the modified gain, the more serious the non-uniformity of the original image. With the increase of the gain, the non-uniformity of the image corrected by the conventional method deteriorates significantly, while the non-uniformity of the image corrected by the proposed compensation method can always be maintained well. The larger the gain is, the more obvious the advantage of our method is. When the PGA gain varies within the range of 1–3, the proposed method can always maintain the PRNU of the corrected images better than 1.14%, compared to the conventional method of degrading to 2.91%.

In fact, there is no theoretical deviation in the proposed two-step compensation method, but when the gain increases, the detector's low irradiance response is used in the case of semi-saturated output. Due to the poor linearity at low irradiance, the uniformity will inevitably be degraded to some extent even after compensation. However, the overall performance is still significantly superior to the conventional method.

**6.4 Verification of compression for correction coefficients**

First, the original correction coefficients under all integral stages are obtained by the radiometric calibration experiments, and then they are substituted into Equation (17) to obtain the fitting coefficients of each pixel, which need to be stored in the non-volatile memory on-board. When the non-uniformity correction is performed in orbit, the restored coefficients for real-time correction are calculated by Equation (18) according to the current integral stage.
| PGA gain | Original image (%) | Conventional method (%) | Our method: Step 1 (%) | Our method: Step 2 (%) |
|----------|--------------------|-------------------------|------------------------|------------------------|
| $K_3 = 1.0$ | 6.40 | 0.27 | 1.19 | 0.27 |
| $K_3 = 1.2$ | 6.63 | 0.69 | 1.17 | 0.64 |
| $K_3 = 1.6$ | 6.95 | 1.29 | 1.17 | 0.70 |
| $K_3 = 3.0$ | 8.87 | 2.91 | 1.76 | 1.14 |

Abbreviations: PGA, programmable gain amplification; PRNU, photo response non-uniformity.

**FIGURE 8** Comparison between the original and the restored correction coefficients $M_{pq}$ under different integral stages. (a) 8-integral stage, (b) 16-integral stage, (c) 32-integral stage, (d) 48-integral stage, (e) 64-integral stage and (f) 96-integral stage.
Figures 8 and 9 show the comparison between the original correction coefficients and the restored correction coefficients under different integral stages, wherein Figure 8 corresponds to the correction coefficient $M_{pq}^i$ and Figure 9 corresponds to the correction coefficient $N_{pq}^i$. It can be seen that there are some small differences between the two sets of coefficients, but they can basically be consistent in general.

Under different integral stages, the PRNU values of the images corrected by the original coefficients and the restored coefficients, respectively, are recorded in Table 3. It can be seen that the uniformity of the images corrected by the latter has a slight degradation, which is acceptable to some extent for the application of limited resources on-board. The proposed method can reduce the number of coefficients from 12 to 6 for a single pixel, that is, the storage space is reduced by 50% at the cost of the PRNU of the corrected images being degraded by a maximum of 0.19% at all integral stages.
7 | CONCLUSIONS

In the face of increasingly complex and diverse imaging environment, the compensation for non-uniformity correction of multi-channel TDI CCD under variable gain is presented.

First, a two-step non-uniformity correction method for multi-channel TDI CCD is proposed, which is consistent with the conventional method in the correction effect. The advantage of the proposed method is that its first step can significantly eliminate the imaging differences between channels by adjusting the register parameters, thereby achieving a significant reduction in non-uniformity. In other words, when the implementation resources for correction with digital coefficients are limited, a relatively acceptable result can be achieved just by the first step correction. Moreover, in contrast, the coefficient distribution is more centralised, which brings certain benefits to the possible data compression.

Second, on the basis of the above method, a compensation method for non-uniformity correction under variable gain is proposed. By sequentially compensating the offset and gain of each channel and the digital correction coefficients of each pixel, the uniformity of the corrected images under different gains can be guaranteed. The experimental results based on the verification system show that the compensation method can always maintain the PRNU of the corrected images better than 1.14% when the PGA gain varies within the range of 1–3, compared to the conventional method of degrading to 2.91%.

Finally, with the goal of reducing the storage space requirement of correction coefficients, a compression method for coefficients under multiple integral stages is proposed. Under the verification system parameters, this method can reduce the number of coefficients from 12 to 6 for a single pixel, that is, the storage space is reduced by 50% at the cost of the PRNU of the corrected images being degraded by a maximum of 0.19% at all integral stages.

The methods proposed enhance the adaptability of optical remote sensing payloads in complex imaging environments while also improving the cost performance.
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