Comparative study of resists and lithographic tools using the Lumped Parameter Model
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A comparison of the performance of high resolution lithographic tools is presented here. The authors use extreme ultraviolet interference lithography, electron beam lithography, and He ion beam lithography tools on two different resists that are processed under the same conditions. The dose-to-clear and the lithographic contrast are determined experimentally and are used to compare the relative efficiency of each tool. The results are compared to previous studies and interpreted in the light of each tool-specific secondary electron yield. In addition, the patterning performance is studied by exposing dense lines/spaces patterns, and the relation between critical dimension and exposure dose is discussed. Finally, the lumped parameter model is employed in order to quantitatively estimate the critical dimension of lines/spaces, using each tool specific aerial image. Our implementation is then validated by fitting the model to the experimental data from interference lithography exposures and extracting the resist contrast. © 2016 American Vacuum Society. [http://dx.doi.org/10.1116/1.4967183]

I. INTRODUCTION

Over the last four decades, several novel lithographic techniques such as electron beam lithography (EBL), nanoimprint lithography, and projection and focused ion beam lithography have been developed and have become widely employed in research labs and manufacturing fabs. Among these equipment, some are economically viable and technologically mature for high-volume manufacturing as, for example, photolithography and nanoimprint lithography. Conventional optical lithography has been the workhorse of high-volume manufacturing and has steadily evolved in terms of wavelength and new concepts, e.g., ArF immersion and extreme ultraviolet (EUV) lithography. Other techniques, such as those based on electron beam and on ion beam direct writing, are not yet suitable for mass production but are still of paramount importance for specific applications such as fabrication of masks for optical lithography, specific ultrahigh resolution applications, and for academic research and ad hoc nanofabrication. The field of lithography in a general sense is in continuous evolution on several fronts. The recent introduction of gaseous Ne and He ion sources has been a significant breakthrough owing to the possibility of achieving extremely small virtual source size (<0.25 nm) while, at the same time, providing relatively high beam current. These two features make it desirable not only for high resolution microscopy, but especially for lithography, patterning, and nanofabrication, as plenty of studies have shown.

In any lithography process, the resist chemistry plays a paramount role because the overall performance is coupled to the imaging performance of the material and the lithographic equipment. During exposure to photons, electrons, or ions, resist molecules undergo chemical bond formation, in a negative tone resist, or scission, in a positive tone resist. The core of any lithographic process is the way an aerial image (i.e., the spatial distribution of energy) produces the resist image (i.e., the final pattern or feature). Finding the relation between the former and the latter and its accurate modeling is of substantial interest for the estimation and optimization of any lithographic process. Nevertheless, this undertaking is far from being straightforward, and several analytical models have been developed and are available for simulating the exposure by electron beam, optical lithography, and x-ray lithography. There are many others, so called “full resist models,” which provide higher accuracy and versatility, at the expense of computational burden: these are being commercialized in software suites (Dr. Litho, ProLith, Travit, and Sentaurus). These comprehensive models can estimate several process parameters, such as the resist dissociation rate, the deblocking fraction, the solubility change, etc. The wealth of lithographic models and software testifies to the technological importance of lithographic modeling.

Understanding of the lithographic process and the accurate modeling thereof becomes more and more important toward achieving cutting-edge resolution in the fabrication of nanoscale devices. This undertaking is a great challenge not only for the large-scale industrial production, but also for academic purposes and prototyping. The state-of-the-art equipment have strengths and weaknesses on their own. The EBL, for instance, is a well-established technique but is relatively slow and suffers from large proximity effect. This effect is, in general, taken into account by tuning the exposure dose according to the geometry, and most EBL design software provide such compensation. The He ion beam lithography (HIBL) is a technique that holds promise for higher resolution and better lithographic control than EBL, owing to the reduced proximity effect. Optical lithography
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brings the advantage of fast patterning and high density but its resolution is limited by the wavelength used.

For these reasons, in this work, we compare and discuss the performance of three different tools: EUV interference lithography (EUV-IL), EBL, and HIBL in patterning a periodic layout of densely packed lines and spaces (l/s). L/s are ubiquitously used in integrated circuit architecture such as crossbar memory devices, metal lines, programmable logic arrays, word and bit lines; and they will likely be also used in future 3D devices.\textsuperscript{15} Moreover, dense l/s represents the ultimate resolution testing condition for resist and tools where the proximity effect is accounted for. In the present work, we focus on the amount of energy (or dose) required to print a resist feature of given size [critical dimension (CD)], also known as the CD versus dose function, which is a relevant figure of merit for lithographers. Although the exposure mechanism is radically different in these tools, the exposure chemistry is always triggered by the (primary or secondary) electrons in all the three tools. We discuss how these differences affect the final result also in the light of existing studies on the exposure dosage of photoresists by EBL and EUV. Finally, an implementation of the lumped parameter model (LPM) in the case of a periodic l/s pattern is presented. This model is employed to present a quantitative comparison of the effect of the aerial image of different tools on the CD versus dose relationship. Our implementation is then validated on experimental data from optical lithography by using a nonlinear least square regression.

II. EXPERIMENT

Here, we describe the characteristics of the three lithographic tools and resist materials used in this work. The conventional geometry adopted here is that the l/s patterns are printed on the resist along one direction parallel to the surface of the sample. It is assumed $z$ along the normal to the surface of the sample. The aerial image intensity $I_s$ generated by each exposure tool, is thus symmetrical along the direction of lines and it is fully described as a function of $x$ only. The CD of lines was experimentally measured from by top-down SEM imaging of the patterned resist l/s and by quantitative metrology image analysis using a commercial software suite (SUMMIT, Lithometrix).

A. Extreme ultraviolet interference lithography

The EUV-IL at the XII-IL beamline uses light at 13.5 nm wavelength from the Swiss Light Source synchrotron. Masks featuring transmission diffraction gratings produce two-beam interference patterns on the surface of the sample to form dense l/s, as detailed elsewhere.\textsuperscript{18} The main advantages of this technique are the high resolution (down to 6 nm half-pitch) and the fast speed to pattern large areas.\textsuperscript{19} The shape of the aerial image is dictated by the constructive and destructive interference of the two diffracted beams and it is given by

$$I_{EUV-IL}(x) = \frac{1}{2} \cos \left( \frac{2\pi x}{p} \right) + \frac{1}{2} \cos^2 \left( \frac{\pi x}{p} \right),$$

where $p$ is the pitch of the l/s array (normalized amplitude).

For the two-beam interference l/s patterning, pairs of gratings of different pitches were fabricated on SiN membranes. For producing the contrast curves, an aperture of $0.5 \times 0.5$ mm$^2$ was used to expose an array of increasing doses.

B. Electron beam lithography

An electron beam lithography tool (Vistec EBPG 5000) with 100 keV acceleration voltage, beam current of 500 pA at aperture 400 $\mu$m was used for the present study. The direct write with a raster-scan focused beam has a relatively low speed and can print only about a few $\mu$m$^2$ per second, depending on a variety of settings. For the sake of this comparison, we are interested in the effect of beam shape, and for this reason, all software proximity effect corrections were disabled during this experiment. Abundant research has been put into the measurement of the beam size and shape using the point spread function (PSF) method.\textsuperscript{20} Here, we adopt the widely used notation and define the beam shape as the sum of two Gaussians, the first representing the highly collimated primary beam and the second representing the contribution from backscattered electrons

$$I_{EBL}(x) = \frac{1}{2\alpha^2} e^{-\frac{x^2}{\alpha^2}} + \frac{\eta}{2\beta^2} e^{-\frac{x^2}{\beta^2}},$$

where $\alpha$ is the square root of the variance of the forward scattering beam, $\beta$ is the square root of the variance of the backscattered electrons, and $\eta$ is defined as a correction factor. Experimentally measured values for $\alpha$ range from 4 to 14 nm, whereas $\beta$ is about several microns; the correction factor $\eta$ is typically $\approx 0.7–1$.\textsuperscript{21–23} Based on literature data, the amplitude of the primary Gaussian ($1/2\alpha^2$) can be estimated to be about 100–1000 times larger than the amplitude of the secondary Gaussian ($\eta/2\beta^2$). The expression of Eq. (2) therefore describes the combination of a sharp beam profile with a very broad and low-intensity tail.

C. He ion beam lithography

A He ion beam was generated by field ionization from a gas source in a ZEISS microscope column and accelerated to 30 keV. The raster scan was controlled by an Orion Nanofab pattern generator to perform direct write lithography of arbitrary user-defined layout. The beam aperture was 7 $\mu$m and the write current was 0.19 pA for all samples. Although the source and the column are capable of supplying higher currents, these settings were dictated by the need for high resolution and by the maximum allowed frequency of the beam blanking unit. In this equipment, the raster scan speed is possibly the main disadvantage of the direct write with focused beam, as less than a square micron per second can be patterned, using these settings for high resolution.

Early works demonstrated that the large mass and large scattering cross section of helium ions lead to a much shallower penetration depth in matter and a smaller interaction volume than it occurs with electron beam, thus bringing remarkably superior imaging performance.\textsuperscript{24,25} Similar to the electron beam, the PSF of the He ion beam has been
determined by previous investigations and it has been conventionally modeled as the sum of two Gaussians.\textsuperscript{26,27} As these studies found, the experimental measurement of the PSF was significantly more challenging than for the electron beam, because the He beam size is well below the resolution limit of printing detection and its proximity effect is weaker. Among the few works on this topic, one estimated the PSF indirectly by Abel inversion of experimentally measured line spread function of a chemically amplified resist.\textsuperscript{28} Reported rms width values are 0.9 and 150 nm for the primary and secondary beams, respectively.\textsuperscript{29} Notably, the intensity of the secondary beam was estimated to be 6 orders of magnitude weaker than that of the primary beam. For this reason, in this work, we modeled the aerial image of the ion beam as a single Gaussian
\begin{equation}
I_{\text{HIBL}}(x) = \frac{1}{2\sigma_0^2} e^{-x^2/(\sigma_0^2)}, \quad (3)
\end{equation}
where \(\sigma_0\) is the Gaussian standard deviation.

D. Resist materials
Poly-methylmethacrylate ([PMMA], molecular weight 950 000, 1% w/w in ethyl lactate) and hydrogen silsesquioxane ([HSQ], 1% in methyl isobutyl ketone [MIBK]) were chosen because they are sensitive resists over a broad range of energies and patternable by both photons and particle beams. For the sake of comparison, the processing was kept the same throughout all lithographic tools: thermal treatments, development time, and development conditions. Both resists were spin coated to target a 40 nm film thickness. A postapplication bake of 180°C and 5 min was used for PMMA, while no thermal treatment was used for HSQ. PMMA was developed in methyl isobutyl ketone and isopropyl alcohol 1:3 mixture (MIBK:IPA) for 50 s and rinsed for 30 s in pure IPA. HSQ was developed in tetramethylammonium hydroxide and deionized water 1:3 mixture for 30 s, followed by rinsing in deionized water for 30 s, and isopropyl alcohol for 30 s. All developments were done at room temperature.

III. MODELING
The lumped parameters model (LPM)\textsuperscript{15} is based on the segmented development of a resist after exposure and it describes the geometry of the resist image resulting from a given aerial image. The LPM belongs to the category of “simplified resist models,” because it lumps (as the name implies) the effects of several physical mechanisms into a limited number of parameters. The LPM is also an analytical model: it is based on the combination of the resist development kinetics with the exposure intensity distribution on and in the resist. As a consequence, this model is very compact and has a low computational burden. In the specific case of two dimensional l/s symmetry, its exact analytical form is given by the expression
\begin{equation}
E(x) = E_0 \left[ 1 + \frac{1}{D_{\text{eff}}} \int_{-\infty}^{\infty} \left( \frac{I(x')}{I(x_0)} \right)^{-\gamma} dx' \right]^{\frac{1}{\gamma}}, \quad (4)
\end{equation}
where \(E\) is the energy (or dose) required to print a line with CD of \(x\), by an aerial image of normalized intensity \(I(x)\) on a resist of contrast \(\gamma\) and dose-to-clear \(E_0\); \(x_0\) indicates the center location of the line. Because this model was devised specifically for photolithography, an effective thickness \(D_{\text{eff}}\) in Eq. (4) is defined as
\begin{equation}
D_{\text{eff}} = \frac{1}{2\gamma} \left( 1 - e^{-\gamma D} \right), \quad (5)
\end{equation}
and it accounts for the finite transmissivity of the material via the actual resist thickness \(D\), its optical absorption coefficient \(\alpha\), and resist contrast \(\gamma\).

The LPM is, therefore, a compact and accurate method to quantitatively calculate the CD versus dose relationship. An important aspect of the LPM is that it takes into account and can be tuned for different aerial images. A MATLAB algorithm of the exact LPM model of Eq. (4) was implemented using the numerical integration method (global adaptive quadrature). In a conventional experiment, the CD of lines is measured after an exposure of known dose. To use the LPM, CD values ranging from about 0 to pitch are inputted in Eq. (4) and the corresponding dose is extracted. The aerial images \(I(x)\) are then replaced with the definitions in Sec. II for the three lithographic tools. Because different tools have specific dose-to-clear, for the sake of this comparison, the CD versus dose plots was normalized to \(E_0\). Aside from the obvious differences in exposing a material using a photon beam, an electron beam and an ion beam, the exposure reaction is always triggered by electrons. In the case of EUV-IL, these electrons are secondary electrons (SE) generated by ionization following the optical absorption. In the case of EBL and HIBL, both the primary beam and the SE generated by the impact ionization of the primary do contribute to the reaction. As a result, there is a difference in the spatial energy distribution of generated SE, as it was demonstrated by a comparative study of chemically amplified resists exposed by EBL and EUV. Those authors found a that in the former, ionization occurs mostly in spatially isolated reactions, whereas in the latter, the probability of multiple ionization events in confined space is about a factor of threefold higher.\textsuperscript{31} The LPM model does not account for the spatial distribution of ionization events because only the aerial image intensity (i.e., its spatial energy) is provided as an input.

The LPM was employed to calculate the CD versus dose for three aerial image conditions: sinusoidal beam (EUV-IL), Gaussian beam with proximity effect (EBL), and single Gaussian beam with no proximity effect (HIBL) when patterning dense l/s on an arbitrary positive tone resist of contrast \(\gamma = 1\), absorption coefficient \(\alpha = 5 \text{ nm}^{-1}\), and thickness 20 nm. In the outlook of cutting edge processing, we considered the hypothesis of patterning dense l/s patterns of pitch 20 nm, which presents some challenge for current state-of-the-art lithography (analogous results hold valid for less...
The exposure efficiency is described by the relative efficiency of a lithographic equipment in patterning materials. Based on the aforementioned studies of the PSF of EBL and HIBL, the width of the primary beam (σ) was assumed to be 5 nm. To simplify the expression of the I_{EBL}(x) aerial image, the proximity effect of the EBL which arises from a dense array of lines is cumulatively incorporated into a single term of the secondary Gaussian. Therefore, the rms amplitude of the secondary Gaussian was set to 1/50 of the amplitude of the primary beam and its width equal to 5 μm. With this setting, the aerial image of the EBL simplifies and approximately accounts for the cumulative proximity arising from 100 adjacent lines having a secondary beam intensity equal to 1/5000 of the primary. A comparison of the calculated CD for the three lithographic tools is shown in Fig. 1, where the dose was normalized to each tool’s specific dose-to-clear E₀, and the CD was normalized to the pitch.

The different trends of the CD versus dose in Fig. 1 represent exclusively the effect of the aerial image, while all the other parameters are the same. The LPM predicts, as expected, that no lines are printed at dose below the E₀ threshold. As the dose increases above E₀, the estimated CD decreases (as a consequence of the increase in the width of the cleared trench, being it a positive tone resist) in all cases, although with different slope. The CD of lines patterned using EBL and HIBL decreases until the lines become overexposed and the CD gets to zero. However, this saturation point is reached much faster in the former case than in the latter, owing to the contribution from the proximity effect which effectively contributes to the broadening of linewidth. In the case of ion beam (and in general any purely Gaussian aerial intensity), the CD varies weakly with the dose, and the lines merge together only at very high energies, when the tail of the Gaussian from adjacent lines increases in magnitude. Due to the lack of the proximity effect, the ion beam also requires a relatively higher dose to pattern lines of the same CD as those patterned by EBL. Finally, the CD of lines printed using EUV-IL levels off at higher doses and never completely saturates, even at higher energy. This observation is a direct consequence of the aerial image intensity I_{EUV-IL}(x) being exactly zero at the center of the line geometry, regardless of the dose and pitch. It is important to clarify that the LPM estimations are as accurate as the respective PSF, on which they are based. This observation becomes especially relevant at relatively high doses, when the determination of the tail of the PSF is inaccurate owing to the solubility change of the resist.

IV. RESULTS AND DISCUSSION

A. Resist dose-to-clear (E₀) and contrast (γ) parameters

The E₀ of PMMA (i.e., the dose-to-clear) and of HSQ (i.e., the dose-to-gel) were measured by exposing arrays of large squares at increasing dose. In the lithographic community, the dose-to-clear is usually indicated by the symbol D_c: in this work, E₀ will be used for consistency with the LPM notation.) The measurement of E₀ provides information on the relative efficiency of a lithographic equipment in patterning a given material. In addition, the E₀ is also useful as parameter for the LPM fit as mentioned above. In the case of EUV-IL, 0.5 × 0.5 mm² open frame exposures were conducted, and the remaining thickness of the resist was measured by a profilometer. In a similar way, large areas of size in excess of 250 μm² were patterned in the case of EBL and HIBL; the remaining thickness of the resist was measured by atomic force microscopy in contact mode. The contrast curves, normalized to the film thickness, are shown in Fig. 2. The experimental data were then fitted to a dose response curve, from which the E₀ and γ were extracted; these values are summarized in Table I.

In agreement with the known properties of these materials, our data indicate that HSQ is significantly less sensitive than PMMA: the E₀ was more than 1 order of magnitude higher, regardless of the tool. As for the “relative sensitivity” of these tools when exposing the same resist, a considerable gap can be detected in the amount of charge per unit area needed to clear. The EBL required almost a 2 orders of magnitude higher dose than the HIBL did. Several studies had previously reported a similar observation: the dose-to-clear obtained by the former is about fourfold to 100-fold higher than the latter.5,8,9,32

The exposure efficiency is described by the secondary electron yield (SEY) parameter, which indicates the amount of secondary electrons generated by each absorbed primary photon, electron, or ion. This definition is widely used in the photoresist community to describe the efficiency of each SE generation: it is not related to the total incident dose nor to the surface effects, but to the dose absorbed through the resist. According to our experimental data, the dose required to fully expose these materials by the HIBL is a 100-fold lower than that needed by the EBL, for both resists. Other authors estimated the SEY of He ion beam to be between 3 and 30.33,34 Those estimations are in agreement with the experimental observations of a decreasing sensitivity of these materials when using a 100 keV…
electron beam, as in the present work, as compared to the 30 keV and lower energies reported in previous works.\(^9\) Furthermore, the energetic efficiency of the EUV-IL can be discussed by calculating the equivalent dose for EBL and HIBL in unit energy per area, based on the kinetic energy of these tools and shown in the dosage curves of Fig. 2, top axis. It can be noticed that the ion beam required only about three times more energy than the EUV photons to clear PMMA, whereas the EBL needed an incident dose as much as 3000-fold higher. Furthermore, the dose gap between HIBL and EBL is, in terms of incident energy, wider than it was in terms of deposited charge. In other words, the relative energetic efficiency of EBL is lower than the simple charge dosage would suggest. This finding is consistent with the well-known fact that the dose deposited by EBL is inversely proportional to the acceleration voltage. In summary, the electron beam exhibits a remarkably low lithographic efficiency as a consequence of both the weaker interaction with matter and the high kinetic energy (100 keV) as compared to that of the ion beam (30 keV).

While many studies have previously experimentally compared EBL with HIBL, there is a remarkable lack of systematic studies of electron beam exposures versus extreme ultraviolet lithography. Recent works by both Kyser \textit{et al}.\(^{35}\) and Oyama \textit{et al}.\(^{36}\) proposed two approaches to calibrating the dose ratio between EBL and EUV exposures, expressed in \((\mu C/cm^2)/(mJ/cm^2)\). From the calculated deposited dose per unit volume in the resist, this dose ratio was estimated to be \(\approx 7\) (in the case of 100 keV EBL)\(^{35}\) and \(\approx 3.5\) (in the case of a 75 keV EBL).\(^{36}\) However, dose ratios reported in experimental studies vary from 4.5,\(^{37}\) \(\approx 10,\)\(^{38}\) and between 7 and 35,\(^{39}\) This ratio, calculated from our dose-to-clear of PMMA and HSQ, is \(\approx 42\) and \(\approx 20\), respectively. It is not straightforward to explain the discrepancy between the theory and experiment, as well as among all these experimental values. It should be noted that those theoretical estimates assume that the dose required to fully expose a resist depends exclusively on the energy deposited (based on the equivalency of the volumetric absorbed dose, in the case of EUV, and of the primary beam electron in the case of EBL). However, previous works have shown that the ionization efficiency might differ, as it was demonstrated in the case of the volumetric probability of photoacid generation. The exposure by EUV, for instance, is more likely to produce multiple ionization event in a confined volume of resist than the EBL can accomplish.\(^40\) The experimental dose ratio reported in the present work is higher than the theoretical predictions, which we ascribe to a higher lithographic efficiency of EUV than it would be expected from the pure dose equivalency. Finally, the broad differences in the dose ratio across different resist platforms reported in one of the previous works\(^39\) suggest that the acid generation probability is also a specific variable in the resist exposure kinetics. While most of the above mentioned values are extracted from \(l/s\) patterning at the 1:1 duty cycle dose (i.e., the dose-to-size), our dose ratio are instead calculated from the dosage curves: this difference does not changes our argumentation.

As for the resist contrast, this quantity is strongly dependent on the processing conditions and previous studies reported values of \(\gamma\) ranging from 1 to 3.5 for both PMMA and HSQ materials developed using conventional methodology.\(^{9,27,41}\) According to our data, the contrast was not changed significantly across the lithographic tools, which is a good indication of the consistency of the processing, despite being produced by different equipment.

\begin{table}[h]
\centering
\caption{Summary of measured dose-to-clear \(E_0\) and contrast \(\gamma\) for all resists and tools investigated in this work.}
\begin{tabular}{lccc}
\hline
 & \textbf{Dose-to-clear \(E_0\)} & \\
 & \textbf{EUV-IL} & \textbf{EBL} & \textbf{HIBL} \\
 & (mJ/cm\(^2\)) & (\(\mu C/cm^2\)) & (\(\mu C/cm^2\)) \\
\hline
PMMA & 8.5 & 355 & 1.1 & 1.4 & 1.6 & 1.5 \\
HSQ & 171 & 3364 & 17.6 & 1.8 & 1.3 & 1.2 \\
\hline
\end{tabular}
\end{table}
B. Dense lines/spaces

The performance in patterning dense l/s was tested using EUV-IL, EBL, and HIBL on PMMA (pitch 80 and pitch 60 nm) and HSQ (pitch 44 nm). The CD of lines was measured by metrological scanning electron microscopy. The resulting CD, normalized to the total pitch, is plotted for these tools as a function of the normalized dose $E/E_0$ in Fig. 3.

A consistent trend can be observed from these plots. At normalized dose below 1, that is, when $E < E_0$, no lines are printed: $E_0$ represents a minimum threshold energy. As the dose is increased, in a positive tone resist as it is PMMA, trenches begin to be printed and the measured CD decreases with increasing dose: the measured CD represents here the width of remaining resist lines between the trenches (measured by the SEM). As for HSQ, the resulting CD indicates a similar behavior as PMMA. In the case of this negative tone resist, the CD of lines increases with increasing dose.

Remarkable differences in the CD of lines printed by these tools can be noticed. At higher doses, the CD patterned by EUV-IL levels off and never saturates. For EBL, the CD increases faster with dose than it does in other tools, while the ion beam exposes lines have an almost linear trend with dose. These same trends occur regardless of the pitch and of the resist tone. Moreover, the onset of the threshold depends on the tool used. Considerations on the different features of the tools investigated here will follow to explain the different graph behavior now. In the EUV-IL, the dose intensity is formed by an interference pattern and it is ideally a sinusoidal curve: therefore, a zero intensity point is always present, regardless of the amplitude (i.e., dose). As a result, in a dense l/s pattern, adjacent lines will ideally always be detached from each other (neglecting here the effect of resist blur). This was experimentally confirmed by the leveling off of the EUV-IL trace. On the contrary, patterning dense l/s by EBL and HIBL produces a different result due to the proximity effect of the beam in adjacent lines. In the case of the EBL, this effect is much more marked due to the broad spatial effect of the backscattered electrons. This observation was confirmed by the steeper decrease or increase in the EBL traces compared to the He$^+$ traces for PMMA and HSQ, respectively. In conclusion, it can be qualitatively understood that it is the beam geometry that affects the spatial energy distribution and thus the CD versus dose behavior.

C. LPM fit to EUV-IL

The lumped parameter model provides a compact and precise estimation of the CD versus dose relationship which is of interest in the scope of this work. In this section, we aim at validating our MATLAB implementation of the LPM against experimental data. EUV-IL exposures of dense l/s were carried out on PMMA (pitch 100, 80, 60, and 44 nm) and on HSQ (pitch 44, 36, and 32 nm). Because the EUV-IL mask used for this purpose features all of the above mentioned periodicities, all the l/s pitches were exposed at once on each wafer. Subsequently, each entire sample was processed at the same time and under the same conditions for all pitches, thus providing a consistent comparison. The exposure dose was varied so as to obtain as many data point as possible in a broad range.

A nonlinear least-squares fit routine, based on the Levenberg–Marquardt algorithm, was implemented in MATLAB for the regression of the LPM expression of Eq. (4) to the experimental CD versus dose data. To this purpose, the normalized aerial image was set to the function $I_{EUV-IL}(x)$.
described in Eq. (1), Sec. II, and the period $p$ was set to the corresponding value. The absorption coefficient $\gamma$ was set to $5.0 \mu m^{-1}$, based on previous measurement of the optical absorption of PMMA and HSQ at EUV wavelength. The doses were normalized to the $E_0$ of the two materials at EUV, as measured in Sec. IV A. The regression algorithm provided the $\gamma$ which best fitted to the data. The resulting best fit LPMs are shown alongside the experimental CD data in Fig. 4, and the values are summarized in Table II.

The regression algorithm provided a good fit throughout all the range. In the proximity of the dose-to-clear ($E/E_0 \approx 1$), the fit diverges from the data, which can be ascribed to the inaccuracy in measuring the critical dimension of the underexposed lines. It was found that the extracted contrast $\gamma$ was below the value measured from contrast curves. In this regard, the contrast of a resist is influenced by the development contrast $\gamma_d$ (which depends on the processing) and by the exposure contrast $\gamma_e$ (which depends on the beam decay in the resist due to optical absorption), according to the relation $\gamma^{-1} = \gamma_d^{-1} + \gamma_e^{-1}$. In our implementation of the LPM, we employed the effective thickness $D_{eff}$, as mentioned in Sec. III. As a result, the $\gamma$ parameter extracted from the LPM fit is already accounting for the detrimental effect of both the absorption and the nonideal development. This observation seems to indicate a loss of lithographic contrast of the resist when patterned in dense $l/s$, in comparison to the same resist patterned in open frame exposures. These two nonidealities concurrently decrease the contrast of the high resolution patterns. Finally, it must be noticed that the contrast values did not show any dependence on the pitch of the $l/s$: as can be seen from the slope of the fitting, which is similar throughout all pitches. We ascribe this effect to the quality of the aerial image of EUV-IL, which is described by a constant normalized image-log slope value of $\pi$, regardless of the pitch.

V. SUMMARY AND CONCLUSIONS

A comparative study of the extreme ultraviolet interference lithography, electron beam lithography, and He ion beam lithography has been presented here. Despite the different working principle, the similarity in the exposure mechanism in broadband resists made it possible to conduct this comparison. Preliminarily, we determined the dose-to-clear and the resist contrast of PMMA and HSQ for each tool, which was used to normalize the exposure doses. In agreement with previous studies, it was found that the He ion beam lithography required about a 100-fold lower dose than did electron beam lithography. From the dosage point of view, our findings indicate that EBL is more than 4 orders of magnitude less lithographically efficient than EUV-IL and more than 3 orders of magnitude less than HIBL, owing to the weak interaction with the resist and the high kinetic energy of the electron beam. The ratio between the exposure doses by EBL and by EUV-IL, found experimentally in the present work, was higher than the theoretical estimates reported in previous studies. We discussed this discrepancy in the light of the different ionization efficiencies of these lithographic tools.

The critical dimension of dense $l/s$ patterns, which is a relevant figure of merit for lithographic processing and fabrication of integrated circuits in general, was studied in detail. The beam shape had a remarkable effect on the CD versus dose relationship, as it accounts for the specific features of each tool. A numerical formulation of the exact lumped
parameter model and a nonlinear least-squares regression were also implemented. This model estimated quantitatively the effect of different aerial images on the CD versus dose, consistently with the experimental findings. Finally, the LPM fit to the EUV-IL exposure data extracted the parameters for $\gamma$ and $E_0$, thus validating our implementation. Our findings quantitatively explain for the peculiar features that each tool has and which make it suitable for different purposes. The EUV-IL makes it possible to pattern large areas of dense features such as lines/spaces, with relatively good resolution. The electron beam lithography is effective in exposing high resolution arbitrary patterns and has a better resolution. The backscattered secondary electrons from the beam–substrate backscattered secondary electrons from the beam–substrate interaction, which possibly make it ideal for both isolated and dense high resolution patterning.
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