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Abstract. Based on the general inner-outer (GIO) iteration method [5,34] and the iteration framework [6], we present a general multi-step matrix splitting (GMMS) iteration method for computing PageRank, and analyze its overall convergence property. Moreover, the same idea can be used as a preconditioning technique for accelerating the Krylov subspace methods, such as GMRES method. Finally, several numerical examples are given to illustrate the effectiveness of the proposed algorithm.

1. Introduction

With the booming advance of the Internet and its technology, web search engines have become the most popular tools to retrieve information. The PageRank algorithm, as the key technology of Google, has attracted much attention in the scientific community for last decades.

Firstly, let us review the mathematical background of the PageRank problem, for more details, readers can refer to [1,15]. In fact, the link structure of web pages can be viewed as a directed graph $W$, each of the $n$ pages is a node. If there is a link from node $i$ to node $j$, then we have an edge for node $i$ to node $j$. The nonnegative link matrix $\tilde{P} \in \mathbb{R}^{n \times n}$ is defined by

$$\tilde{P}_{ij} = \begin{cases} \frac{1}{n_i}, & i \rightarrow j, \\ 0, & \text{otherwise,} \end{cases}$$

where the scalar $n_i$ is the number of outlinks of page $i$, and $i \rightarrow j$ denotes page $i$ can link to page $j$.

Let $d$ be the $n$-dimensional column vector, which elements satisfy

$$d_i = \begin{cases} 1, & \text{if } n_i = 0, \\ 0, & \text{otherwise,} \end{cases}$$
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that identifies the nodes with outdegree 0.

Define an \( n \)-dimensional column vector
\[
v = \begin{bmatrix} 1 \\ n \end{bmatrix}
\]
which represents a uniform probability distribution over all \( n \) nodes. Then the matrix \( \hat{P} \) can be expressed as follows:
\[
\hat{P} = \tilde{P} + dv^T,
\]
where \( v^T \) is the transpose of \( v \). Hence, the matrix \( \hat{P} \) is now a proper row stochastic matrix.

From the ergodic theorem [30], it follows that the stationary distribution of the Markov chain is unique and the limiting distribution starting from any initial distribution when the transition matrix is aperiodic and irreducible. For PageRank problem, a convex combination of \( \hat{P} \) with a certain rank-1 matrix can achieve these desirable properties, so we define
\[
\bar{P} = \alpha \hat{P} + (1 - \alpha)ev^T,
\]
where \( \alpha \in (0, 1) \) is the damping factor, \( e \) is a column vector of all ones, and \( v \) is called the personalization or the teleportation vector. The PageRank vector \( x \) satisfies the following relation:
\[
A x = x,
\]
where \( A = \bar{P}^T = \alpha P + (1 - \alpha)ve^T \) is the Google matrix with \( P = \hat{P}^T \), and \( x \) is a nonnegative vector with \( x \geq 0 \).

Since \( \|x\|_1 = 1 \), then the PageRank problem (1.1) can be rewritten as the following linear system [4,8,15]:
\[
(I - \alpha P)x = (1 - \alpha)v,
\]
where \( I \) is an \( n \times n \) identity matrix. The PageRank problem (1.1) often arises in web ranking [2,5,7,10], for example, the hyperlink structure of the web and modeling the graph by the Markov chain, etc.

In the last decades, a large amount of numerical algorithms have been proposed for computing the PageRank vector. However, the fast eigenvector solvers by using matrix inversions or decompositions are unsuitable and prohibitive due to the large and sparse matrix \( \mathcal{A} \). Instead, the iteration methods only requiring matrix-vector products have been popular for the PageRank problem. The power method [1,16] is the original method used to compute the PageRank vector. For the case that the largest eigenvalue is not well separated from the second one, the power method may perform poorly, so many extrapolation methods [3,12,19,21] are proposed to accelerate the power method. Since the matrix \( I - \alpha P \) is a nonsingular \( M \)-matrix [20,27,29], based on the regular splittings of the matrix \( I - \alpha P \), a class of splitting iteration methods [9] were presented for solving (1.2). The Krylov subspace methods have also been used for solving the PageRank problem. In [10], two strategies to accelerate the Arnoldi-type algorithm were proposed. Moreover, theoretical analysis verified that the new algorithms can improve the efficiency of the original Arnoldi-type algorithm, and circumvent the drawback of stagnation considerably. In [31], an Arnoldi-type algorithm was presented, which is a variant of the restarted Arnoldi method [23]. By combining the power method with the thick restarted Arnoldi algorithm [25], the Power-Arnoldi algorithm was constructed in [26]. A Ritz-value-based Arnoldi-Extrapolation algorithm [18] was developed, which periodically knits extrapolation method with the Arnoldi-type algorithm. By using the thick restarted Arnoldi method to accelerate the inner-outer method [24], an Arnoldi-Inout algorithm was proposed in [22]. Many other algorithms are also established for solving the PageRank problem, such as [32,33,35-41], etc.

Recently, by applying the two-step splitting iteration framework, Gu et al. [11] constructed the PIO iteration method by combining the power method with the IO iteration [24]. Next, Wen et al. [6] gave the MPIO iteration method, which is a variant of the PIO iteration. Inspired by these iteration frameworks in [6,11], based on multi-step matrix splitting iterations and GIO iteration [5,34], we propose the GMMS iteration method for solving the linear system (1.2). In addition, by choosing appropriate matrix splittings and parameters, the GMMS iteration method can reduce to the MPIO and PIO iteration methods, respectively.
The remainder of this paper is organized as follows. In Section 2, the PIO and MPIO iteration methods are reviewed. In the following section, we present the GMMS iteration method and analyze its global convergence in detail. In Section 4, some comparison results are given for the GMMS iteration method. In Section 5, we consider how to use the GMMS iteration as a preconditioner to accelerate the Krylov subspace methods, and discuss the effectiveness of the preconditioner by analyzing the clustering of eigenvalues of the preconditioned coefficient matrices. The choices of the parameters are discussed in the GMMS iteration method in Section 6. Several numerical examples are provided in Section 7 to show the efficiency of the proposed algorithm. Finally, we draw some conclusions in Section 8.

2. The PIO and MPIO iteration methods

Applying the power method to solve the linear system (1.2), then we have the following iteration sequence:

\[ x_{k+1} = \alpha Px_k + (1 - \alpha)v, \quad k = 0, 1, 2, \ldots \]  \hspace{1cm} (2.1)

On the other hand, Gleich et al. [24] proposed an IO iteration method for solving the linear system (1.2). First, (1.2) is reformulated as

\[ (I - \beta P)x = (\alpha - \beta)Px + (1 - \alpha)v, \]  \hspace{1cm} (2.2)

with \(0 < \beta < \alpha\), then the outer iteration for solving (2.2) is given by

\[ (I - \beta P)x_{k+1} = (\alpha - \beta)Px_k + (1 - \alpha)v, \quad k = 0, 1, \ldots \]  \hspace{1cm} (2.3)

In order to speed up the outer iteration (2.3), an inner Richardson iteration is used to approximate \(x_{k+1}\). Setting the right-hand side of (2.3) as

\[ f = (\alpha - \beta)Px_k + (1 - \alpha)v, \]

and defining the following inner linear system

\[ (I - \beta P)y = f, \]  \hspace{1cm} (2.4)

then the inner iteration for solving (2.4) is

\[ y_{j+1} = \beta Py_j + f, \quad j = 0, 1, 2, \ldots, l - 1, \]  \hspace{1cm} (2.5)

where \(y_0\) is given by \(x_k\) as the initial guess and \(y_l\) is assigned as the new \(x_{k+1}\).

Combining (2.1) with the outer iteration (2.3), Gu et al. [11] developed the PIO iteration method as follows:

**The PIO iteration method:**

\[
\begin{cases}
    x_{k+\frac{1}{2}} = \alpha Px_k + (1 - \alpha)v, \\
    (I - \beta P)x_{k+1} = (\alpha - \beta)Px_{k+\frac{1}{2}} + (1 - \alpha)v,
\end{cases} \hspace{1cm} (2.6)
\]

**Theorem 2.1 [11].** The iteration matrix of the PIO iteration (2.6) is given by

\[ R_{PIO} = \alpha(\alpha - \beta)(I - \beta P)^{-1}P^2, \]

and the modulus of its eigenvalues is bounded by

\[ \tilde{s} = \frac{\alpha(\alpha - \beta)}{1 - \beta} \]

with \(0 < \alpha < 1\) and \(0 < \beta < \alpha\). Then, \(\rho(R_{PIO}) \leq \tilde{s} < 1\) holds, where \(\rho(R_{PIO})\) denotes the spectral radius of the matrix \(R_{PIO}\), which implies that the PIO iteration method converges to the exact solution of the linear system (1.2) for any initial vector \(x_0\).
By using multi-step power method and the IO iteration [24], Wen et al. [6] presented the following MPIO iteration method:

The MPIO iteration method:

\[
\begin{align*}
  x_{k+\frac{1}{\tilde{m}}} &= \alpha Px_k + (1-\alpha)v, \\
  x_{k+\frac{2}{\tilde{m}}} &= \alpha Px_{k+\frac{1}{\tilde{m}}} + (1-\alpha)v, \\
  \vdots \\
  x_{k+\frac{\tilde{m}}{\tilde{m}}} &= \alpha Px_{k+\frac{\tilde{m}-1}{\tilde{m}}} + (1-\alpha)v, \\
  (I-\beta P)x_{k+1} &= (\alpha-\beta)Px_k + (1-\alpha)v,
\end{align*}
\]  

(2.7)

where \(0 < \beta < \alpha\) and \(0 < \alpha < 1\), \(\tilde{m}\) (\(\tilde{m} \geq 2\)) is the iteration number of using the power method. If \(\tilde{m} = 1\), then the MPIO iteration method is just the PIO iteration method (2.6).

Algorithm 1: The MPIO iteration method

Input: \(P, \alpha, \beta, v, \tilde{\tau}, \kappa, \tilde{m}\) (\(\tilde{m} \geq 2\))

Output: \(x\)

1: \(x \leftarrow v\)
2: \(z \leftarrow Px\)
3: while \(\|\alpha z + (1-\alpha)v - x\|_1 \geq \tilde{\tau}\)
4: \(\text{for } i=1:\tilde{m}\)
5: \(x \leftarrow az + (1-\alpha)v\)
6: \(z \leftarrow Px\)
7: \(\text{end}\)
8: \(f \leftarrow (\alpha-\beta)z + (1-\alpha)v\)
9: \(\text{for } i=1: \kappa\)
10: \(x \leftarrow f + \beta z\)
11: \(z \leftarrow Px\)
12: \(\text{end}\)
13: \(\text{end while}\)
14: \(x \leftarrow az + (1-\alpha)v\)

Theorem 2.2 [6]. The iteration matrix of the MPIO iteration (2.7) is defined by

\[
R_{\text{MPIO}} = \alpha^\tilde{m}(\alpha-\beta)(I-\beta P)^{-1}P^\tilde{m} + 1,
\]

and the modulus of its eigenvalues is bounded by

\[
\hat{s} = \frac{\alpha^\tilde{m}(\alpha-\beta)}{1-\beta}
\]

with \(0 < \alpha < 1\) and \(0 < \beta < \alpha\). Therefore, the relation \(\rho(R_{\text{MPIO}}) \leq \hat{s} < 1\) holds, and the MPIO iteration method converges to the exact solution of the linear system (1.2) for any initial vector \(x_0\).

3. The GMMS iteration method

In this section, we firstly review the GIO iteration method [5,34], then propose the GMMS iteration method, and analyze its global convergence without imposing any restrictions on the damping factors and the stopping tolerances.

Lemma 3.1 [27]. For all operator norms \(\rho(W) \leq \|W\|\). For all \(W\) and for all \(\varepsilon > 0\), there is an operator norm \(\|\|W\|\|_* \leq \rho(W) + \varepsilon\). The norm \(\|\| \|\cdot \|\|_*\) depends on both \(W\) and \(\varepsilon\).

Lemma 3.2 [27]. Let \(\|AB\| \leq \|A\| \cdot \|B\|\). Then \(\|X\| < 1\) implies that \(I - X\) is invertible, \((I - X)^{-1} = \sum_{i=0}^{\infty} X^i\), and \(\|(I - X)^{-1}\| \leq \frac{1}{1-\|X\|}\).
3.1. The GIO iteration method [5,34]

Let
\[ I - \alpha P = M - N, \tag{3.1} \]
where \( M \) is an invertible matrix, then from (3.1) the iteration sequence for solving the linear system (1.2) has the following form:
\[ Mx_{k+1} = Nx_k + (1 - \alpha)v \tag{3.2} \]

The outer iteration method for solving (1.2) is defined by
\[ (M - \psi N)x_{k+1} = (1 - \psi)Nx_k + (1 - \alpha)v, \quad k = 0, 1, 2, \cdots \tag{3.3} \]

with \( 0 < \psi < 1 \).

Let \( g = (1 - \psi)Nx_k + (1 - \alpha)v \), then the inner iteration can be described as
\[ My_{j+1} = \psi Ny_j + g, \quad j = 0, 1, 2, \cdots, m_k - 1, \tag{3.4} \]

where the GIO iteration is used for the last iteration in (3.5). If \( M = I, N = \alpha P \) and \( \beta = \alpha \psi \), then the GIO iteration method reduces to the IO iteration method [24].

**Algorithm 2: The GIO iteration method**

Input: \( M, N, \alpha, \psi, \epsilon, m_k, v \)

Output: \( x \)

1. \( x \leftarrow v \)
2. \( w \leftarrow Nx \)
3. **while** \( \| (1 - \alpha)v - Mx + w \|_1 \geq \epsilon \)
4. \( g \leftarrow (1 - \psi)w + (1 - \alpha)v \)
5. **for** \( i = 1:m_k \)
6. \( Mx \leftarrow \psi Ny_j + g, \quad j = 0, 1, 2, \cdots, m_k - 1 \)
7. \( w \leftarrow Nx \)
8. **end**
9. **end while**
10. \( Mx \leftarrow w + (1 - \alpha)v \)

**Theorem 3.1** [5]. Let \( I - \alpha P = M - N \) be a matrix splitting with \( \rho(M^{-1}N) < 1, 0 < \psi < 1 \), and \( m_k \) be the number of the inner iteration steps at the \( k \)-th outer iteration. Then the iteration sequence \( \{x_k\}_{k=0}^{\infty} \) derived from the GIO iteration method converges to the exact PageRank vector for any initial vector \( x_0 \). Moreover, the GIO iteration method converges faster than the iteration sequence (3.2).

3.2. The GMMS iteration method

By combining the multi-step matrix splitting iterations (3.2) with the GIO iteration in Section 3.1, we obtain the following GMMS iteration method:

**The GMMS iteration method:**

\[
\begin{align*}
Mx_{k+1}^{\frac{1}{2^m}} &= Nx_k + (1 - \alpha)v, \\
Mx_{k+1}^{\frac{1}{2^{m+1}}} &= Nx_k^{\frac{1}{2^m}} + (1 - \alpha)v, \\
\vdots \\
Mx_{k+1}^{\frac{1}{2^m}} &= Nx_k^{\frac{1}{2^m}} + (1 - \alpha)v, \\
(M - \psi N)x_{k+1} &= (1 - \psi)Nx_k + (1 - \alpha)v,
\end{align*}
\tag{3.5}
\]

where the GIO iteration is used for the last iteration in (3.5). If \( M = I, N = \alpha P \) and \( \beta = \alpha \psi \), then the GMMS iteration becomes the MPIO iteration (2.7). Let \( m = 1 \), then we obtain the following general two-step matrix splitting (GTMS) iteration method:
The GTMS iteration method:
\[
\begin{align*}
    Mx_{k+1/2} &= Nx_k + (1 - \alpha)v, \\
    (M - \psi N)x_{k+1} &= (1 - \psi)Nx_{k+1/2} + (1 - \alpha)v,
\end{align*}
\] (3.6)

Let \( M = I, N = \alpha P \) and \( \beta = \alpha \psi \), then the GTMS iteration is just the PIO iteration (2.6).

Algorithm 3: The GMMS iteration method

Input: \( M, N, \alpha, \psi, v, \zeta, m_k, m \) (\( m \geq 2 \))
Output: \( x \)

1: \( x \leftarrow v \)
2: \( w \leftarrow Nx \)
3: while \( \|w + (1 - \alpha)v - Mx\|_1 \geq \zeta \)
    4: for \( i = 1:m \)
        5: \( Mx \leftarrow w + (1 - \alpha)v \)
        6: \( w \leftarrow Nx \)
    7: end
8: \( g \leftarrow (1 - \psi)w + (1 - \alpha)v \)
9: for \( i = 1:m_k \)
    10: \( Mx \leftarrow \psi w + g \)
    11: \( w \leftarrow Nx \)
end while
14: \( Mx \leftarrow w + (1 - \alpha)v \)

Next, we will analyze the global convergence of the GMMS iteration method. In fact, the GMMS iteration method can be written as the following two-stage matrix splitting iteration framework [17,28]:
\[
\begin{align*}
    x_{k,0} &= x_k, \quad x_{k+1} = x_{k,m_k}, \\
    Mx_{k,j+1} &= \psi Nx_{k,j} + (1 - \psi)N(M^{-1}N)^m x_k + (1 - \alpha) v, \quad (1 - \psi)N \sum_{i=0}^{m-1} (M^{-1}N)^i M^{-1} + I \quad (3.7)
\end{align*}
\]

Theorem 3.2. Let \( I - \alpha P = M - N \) be a matrix splitting with \( \rho(M^{-1}N) < 1, 0 < \psi < 1 \), and \( m_k \) be the number of the inner iteration steps at the \( k \)-th outer iteration with \( m_k \geq 1 \). Then the iteration sequence \( \{x_k\}_{k=0}^{\infty} \) generated by (3.7) converges to the PageRank vector for any initial vector \( x_0 \).

Proof. From (3.7), we have
\[
\begin{align*}
x_{k,j+1} &= \left((\psi R)^j + (1 - \psi) \sum_{i=0}^{j} (\psi R)^i R^{m+1}\right) x_k \\
&\quad + (1 - \alpha) \sum_{i=0}^{j} (\psi R)^i \left((1 - \psi)N \sum_{i=0}^{m-1} (M^{-1}N)^i M^{-1} + I\right) v
\end{align*}
\]
with \( R = M^{-1}N \). For \( j = m_k - 1 \), then it follows that
\[
x_{k+1} = H_k x_k + F_k v, \quad k = 0, 1, 2, \cdots ,
\] (3.8)

where
\[
\begin{align*}
    H_k &= (\psi R)^m + (1 - \psi) \sum_{i=0}^{m-1} (\psi R)^i R^{m+1}, \\
    F_k &= (1 - \alpha) \sum_{i=0}^{m-1} (\psi R)^i \left((1 - \psi)N \sum_{i=0}^{m-1} (M^{-1}N)^i M^{-1} + I\right) v, \quad k = 0, 1, 2, \cdots .
\] (3.9)
Let \( x^* \) be the exact solution to the linear system (1.2), then from (3.7), (3.8) we obtain
\[
x^* = H_k x^* + F_k v, \ k = 0, 1, 2, \ldots.
\]
(3.10)

Subtracting (3.10) from (3.8), then
\[
x_{k+1} - x^* = H_k (x_k - x^*) = \cdots = H_k H_{k-1} \cdots H_0 (x_0 - x^*), \ \ k = 0, 1, 2, \ldots.
\]

Let \( \nu_j^{(k)} \) be an eigenvalue of \( H_k \) and \( \lambda_i \) be an eigenvalue of \( R \), respectively. From (3.9), we have
\[
\nu_j^{(k)} = (\psi \lambda_i)^m + (1 - \psi) \lambda_i^{m+1} \sum_{j=0}^{m-1} (\psi \lambda_i)^j
\]
\[
= (\psi \lambda_i)^m + (1 - \psi) \lambda_i^{m+1} \frac{1 - (\psi \lambda_i)^{m+1}}{1 - \psi \lambda_i}
\]
\[
= \frac{(\psi \lambda_i)^m (1 - \psi \lambda_i) + (1 - \psi) \lambda_i^{m+1} (1 - (\psi \lambda_i)^m)}{1 - \psi \lambda_i}.
\]

Since \( 0 < \psi < 1 \) and \( |\lambda_i| < 1 \), then
\[
|\nu_j^{(k)}| = \left| \frac{(\psi \lambda_i)^m (1 - \psi \lambda_i) + (1 - \psi) \lambda_i^{m+1} (1 - (\psi \lambda_i)^m)}{1 - \psi \lambda_i} \right|
\]
\[
\leq \left| (\psi \lambda_i)^m (1 - \psi \lambda_i) + (1 - \psi) \lambda_i^{m+1} (1 - (\psi \lambda_i)^m) \right| / (1 - \psi \lambda_i)
\]
\[
= \frac{(\psi \lambda_i)^m (1 - \psi \lambda_i) + (1 - \psi) \lambda_i^{m+1} (1 - (\psi \lambda_i)^m)}{1 - \psi \lambda_i}.
\]

as \( m_k \to \infty \), so \( \rho(H_k) < 1 \).

Let \( \sigma = \max_k \rho(H_k) < 1 \) \( k = 0, 1, 2, \cdots \) and \( \xi_i \) be an eigenvalue of \( H_k H_{k-1} \cdots H_0 \), then we have
\[
\xi_i = \prod_{s=0}^{k} \left( (\psi \lambda_i)^m (1 - \psi \lambda_i) + (1 - \psi) \lambda_i^{m+1} (1 - (\psi \lambda_i)^m) \right) / (1 - \psi \lambda_i),
\]
so
\[
\rho(H_k H_{k-1} \cdots H_0) \leq \rho(H_k) \rho(H_{k-1}) \cdots \rho(H_0) \leq \sigma^{k+1} < \phi^{k+1}
\]
with \( 0 < \sigma < \phi < 1 \).

From Lemma 3.1, there exists an operator norm \( \| \cdot \|_o \) such that
\[
\|H_k H_{k-1} \cdots H_0\|_o < \phi^{k+1}.
\]

Then
\[
\|x_{k+1} - x^*\|_o \leq \|H_k H_{k-1} \cdots H_0\|_o \|x_0 - x^*\|_o < \phi^{k+1} \|x_0 - x^*\|_o \to 0
\]
(3.11)
as \( k \to \infty \). Therefore, the iteration sequence \( \{x_k\}_{k=0}^\infty \) converges to the exact PageRank vector \( x^* \) according to (3.11), and the proof is completed. \( \square \)

Let \( P = D + L + U \), where \( D \) is the diagonal part of \( P \), and \( L, U \) are the strictly lower and upper triangular parts of \( P \), respectively. Then the matrix splitting of the AOR iteration method [14] for solving the linear system (1.2) is
\[
M_A = \frac{1}{\omega} (I - \alpha D - \gamma \alpha L), \ \ N_A = \frac{1}{\alpha} ((1 - \omega) (I - \alpha D) + (\omega - \gamma) \alpha L + \omega \alpha U),
\]
(3.12)
where \( \omega \), \( \gamma \) are two real parameters with \( \omega \neq 0 \).

For different \( \omega \) and \( \gamma \), we can obtain the corresponding iteration methods from (3.12):

(1) Jacobi method: \( \omega = 1, \ \gamma = 0 \).

(2) Gauss-Seidel method: \( \omega = \gamma = 1 \).

(3) SOR method: \( \omega = \gamma \).
Theorem 3.3. Let $G_A = M_A^{-1}N_A$ and $J = (I - \alpha D)^{-1}(\alpha L + \alpha U)$ be the AOR iteration matrix and Jacobi iteration matrix for solving the linear system (1.2), respectively. If $0 < \omega < \frac{2}{\text{tr}(P)}$ and $0 \leq \gamma \leq \omega$, then

$$\rho(G_A) \leq |1 - \omega| + \omega \rho(I) < 1.$$ 

Proof. This is a special case of Theorem 3.3 [13]. □

Remark 1. For different $\omega$ and $\gamma$ in the AOR splitting (3.12), we can construct the GMMS iteration method based on the corresponding splittings, such as the Jacobi and Gauss-Seidel splittings, etc.

4. Some comparison results for the GMMS iteration method

Definition 4.1 [20]. For a matrix $A \in \mathbb{R}^{n \times n}$, $A = M - N$ is a regular splitting if $M$ is nonsingular with $M^{-1} \geq 0$ and $N \geq 0$.

Theorem 4.1 [20]. Let $A = M - N$ be a regular splitting of $A$. If $A^{-1} \geq 0$, then

$$\rho(M^{-1}N) = \frac{\rho(A^{-1}N)}{1 + \rho(A^{-1}N)} < 1.$$ 

Theorem 4.2 ([20]). Let $A = M_1 - N_1 = M_2 - N_2$ be two regular splittings of $A$, where $A^{-1} \geq 0$. If $N_2 \geq N_1 \geq 0$, then

$$0 \leq \rho(M_1^{-1}N_1) \leq \rho(M_2^{-1}N_2) < 1.$$ 

Theorem 4.3. Let $I - \alpha P = M_i - N_i$ ($i = 1, 2$) be two regular splittings and $0 < \psi < 1$. If $\rho(M_1^{-1}N_1) < \rho(M_2^{-1}N_2)$, then the GMMS iteration method derived from $(M_i, N_i)$ converges faster than that based on $(M_2, N_2)$ for any initial vector $x_0$.

Proof. From (3.5), the iteration sequence of the GMMS iteration method is

$$x_{k+1} = (1 - \psi)(M - \psi N)^{-1}N(M^{-1}N)^{m}x_k + (1 - \alpha)(M - \psi N)^{-1}(1 - \psi)N\sum_{i=0}^{m-1}(M^{-1}N)^{i}M^{-1} + 1)\psi,$$

which iteration matrix is

$$R_{GMMS} = (1 - \psi)(M - \psi N)^{-1}N(M^{-1}N)^{m} = (1 - \psi)(I - \psi R)^{-1}R^{m+1}. $$

(4.1)

Let $\lambda_i$ be an eigenvalue of $R$, then

$$\theta_i = \frac{(1 - \psi)\lambda_i^{m+1}}{1 - \psi \lambda_i}$$

is an eigenvalue of $R_{GMMS}$.

From (4.3), it follows that

$$|\theta_i| = \left|\frac{(1 - \psi)\lambda_i^{m+1}}{1 - \psi \lambda_i}\right| \leq \frac{(1 - \psi)|\lambda_i|^{m+1}}{1 - \psi |\lambda_i|} \leq \frac{(1 - \psi)\rho(R)^{m+1}}{1 - \psi \rho(R)}$$

with $0 < \psi < 1$ and $\rho(R) < 1$. Thus,

$$\rho(R_{GMMS}) \leq \frac{(1 - \psi)\rho(R)^{m+1}}{1 - \psi \rho(R)}.$$ 

(4.4)

Since $I - \alpha P = M_i - N_i$ ($i = 1, 2$) is a regular splitting, by [29] and Theorem 4.1, it is clear that the matrix $R_i = M_i^{-1}N_i$ is a nonnegative matrix and $\rho(R_i)$ is an eigenvalue of $R_i$ with $\rho(R_i) < 1$.

Let $G(R_i)$ be the iteration matrix of the GMMS iteration method based on $(M_i, N_i)$. From (4.4), it is clear that

$$\rho(G(R_i)) = \frac{(1 - \psi)\rho(R_i)^{m+1}}{1 - \psi \rho(R_i)}, \ (i = 1, 2).$$

(4.5)
Let $f(\eta) = \frac{(1-\psi)\eta^{m+1}}{1-\psi\eta} \quad (0 < \eta < 1)$, by some simple calculations, we obtain

$$f'(\eta) = \frac{(1-\psi)\eta^m((m+1)(1-\psi\eta) + \psi\eta)}{(1-\psi\eta)^2} > 0$$ \hspace{1cm} (4.6)

with $0 < \psi < 1$, which means $f(\eta)$ is monotonically increasing. From the assumption $\rho(R_1) < \rho(R_2)$ and (4.6), it follows that

$$\rho(G(R_1)) < \rho(G(R_2)),$$

and the proof is completed. □

**Theorem 4.4.** Let $I - \alpha P = M - N$ be a matrix splitting and $\rho(M^{-1}N) < \rho(\alpha P)$ or $\rho(M^{-1}N) < \alpha$, then the GMMS iteration method obtained from $(M, N)$ is faster than the MPIO iteration method for any initial vector $x_0$.

**Proof.** From Definition 4.1, it is clear that the matrix splitting

$$I - \alpha P = \tilde{M} - \tilde{N}$$

with $\tilde{M} = I$ and $\tilde{N} = \alpha P$ is a regular splitting and $\tilde{M}^{-1}\tilde{N} = \alpha P$. From (4.5), we have

$$\rho(\mathcal{R}_{\text{MPIO}}) = \frac{(1-\psi)\rho(\alpha P)^{m+1}}{1-\psi\rho(\alpha P)}.$$ \hspace{1cm} (4.7)

For the matrix splitting $I - \alpha P = M - N$, it follows from (4.4) that

$$\rho(\mathcal{R}_{\text{GMMS}}) \leq \frac{(1-\psi)\rho(R)^{m+1}}{1-\psi\rho(R)}.$$ \hspace{1cm} (4.8)

with $R = M^{-1}N$.

In fact, the assumption $\rho(M^{-1}N) < \rho(\alpha P)$ is equivalent to $\rho(M^{-1}N) < \alpha$. Since $P$ is a column-stochastic matrix, then

$$e^T(\alpha P) = \alpha e^T,$$ \hspace{1cm} (4.9)

where $e$ is a column vector of all ones, so $\alpha$ is an eigenvalue of $\alpha P$ with the corresponding eigenvector $e^T$. By Lemma 3.1 and (4.9), then we obtain

$$\alpha \leq \rho(\alpha P) \leq \|\alpha P\|_1 = \alpha$$

with $\|P\|_1 = 1$. Therefore, $\rho(\alpha P) = \alpha$.

By (4.6), (4.7), (4.8) and the assumption $\rho(R) < \rho(\alpha P)$, then we have

$$\frac{(1-\psi)\rho(R)^{m+1}}{1-\psi\rho(R)} < \frac{(1-\psi)\rho(\alpha P)^{m+1}}{1-\psi\rho(\alpha P)}.$$

Thus

$$\rho(\mathcal{R}_{\text{MMSIO}}) < \rho(\mathcal{R}_{\text{MPIO}})$$

and the proof is completed. □

**Theorem 4.5.** Let $J = (I - \alpha D)^{-1}(\alpha L + \alpha U)$ be the Jacobi iteration matrix and $0 \leq \gamma \leq \omega$. If $\frac{1+\gamma}{1-\rho(I)} < \omega < \frac{1+\omega}{1+\rho(I)}$ and $\omega \neq 1$, then the GMMS iteration method based on (3.12) converges faster than the MPIO iteration method.

**Proof.** For $\omega = 1$ and $\gamma = 0$, the Jacobi splitting from (3.12) is

$$M_J = I - \alpha D, \quad N_J = \alpha L + \alpha U.$$

Since

$$N_J = \alpha(L + U) \leq \tilde{N} = \alpha P,$$
from Theorem 4.2, then we have
\[
\rho(J) \leq \rho(aP) \Leftrightarrow \rho(J) \leq \alpha. \tag{4.10}
\]

Case 1: \(1 - \alpha < \omega < 1\). It follows from (4.10) and Theorem 3.3 that
\[
\rho(G_\lambda) \leq |1 - \alpha| + \omega \rho(J) = 1 - \omega + \omega \rho(J) = 1 - \omega(1 - \rho(J)) < 1 - \frac{1 - \alpha}{1 - \rho(J)}(1 - \rho(J)) = \alpha. \tag{4.11}
\]

Case 2: \(1 < \omega < \frac{1 + \alpha}{1 - \rho(J)}\). From (4.10) and Theorem 3.3, then we obtain
\[
\rho(G_\lambda) \leq |1 - \alpha| + \omega \rho(J) = \omega - 1 + \omega \rho(J) = \omega(1 + \rho(J)) - 1 < \frac{1 + \alpha}{1 - \rho(J)}(1 + \rho(J)) - 1 = \alpha. \tag{4.12}
\]

From the assumptions, (4.11) and (4.12), we have \(\rho(G_\lambda) < \alpha\). Thus, the proof is completed by Theorem 4.4. □

**Corollary 4.1.** Let \(I - aP = M - N\) be a matrix splitting. If \(\rho(M^{-1}N) < \rho(aP)\) or \(\rho(M^{-1}N) < \alpha\), then the GTO iteration method based on \((M, N)\) converges faster than the PIO iteration method for any initial vector \(x_0\).

**Proof.** The proof can be easily completed by referring to Theorem 4.4. □

**Theorem 4.6.** Let \(I - aP = M_i - N_i (i = 1, 2)\) be two regular splittings, \(0 < \psi < 1\), and \(m_i\) be the number of the inner iteration steps at the \(k\)-th outer iteration. If \(\rho(M_i^{-1}N_1) < \rho(M_2^{-1}N_2)\), then the GMMS iteration method with the matrix splitting \((M_1, N_1)\) performs better than that with the matrix splitting \((M_2, N_2)\) for any initial vector \(x_0\).

**Proof.** Let \(m_k = \tau(k = 0, 1, 2, \cdots)\), then from (3.9) it follows that the iteration matrix of the GMMS iteration method is
\[
H_{GMMS} = (\psi P)^T + (1 - \psi) \sum_{t=0}^{\tau-1} (\psi P)^T J^{m+1} R^{m+1}.
\]

Let \(\delta_i\) be an eigenvalue of the matrix \(H_{GMMS}\) and \(\lambda_i\) be an eigenvalue of the matrix \(R\), respectively. Then,
\[
\delta_i = (\psi \lambda_i)^T + (1 - \psi) \sum_{t=0}^{\tau-1} (\psi \lambda_i)^T J^{m+1} \lambda_i^{m+1} \tag{4.13}
\]

From (4.13), we have
\[
\rho(H_{GMMS}) = \max_i |\delta_i| \leq (\psi \rho(P))^T + (1 - \psi) \sum_{t=0}^{\tau-1} (\psi \rho(P))^T (\rho(R))^{m+1}. \tag{4.14}
\]

Let \(H(R_i)\) be the iteration matrix of the GMMS iteration method based on the regular splitting \((M_i, N_i)\) with \(R_i = M_i^{-1}N_i\). Then it follows from (4.14) that
\[
\rho(H(R_i)) = (\psi \rho(R_i))^T + (1 - \psi) \sum_{t=0}^{\tau-1} (\psi \rho(R_i))^T (\rho(R_i))^{m+1}.
\]
Define the function
\[
\tilde{f}(\tilde{\eta}) = (\psi \tilde{\eta})^\tau + (1 - \psi) \sum_{t=0}^{m} (\psi \tilde{\eta})^t \tilde{\eta}^{t+1}
\]
with \(0 < \tilde{\eta} < 1\). Then we have
\[
\tilde{f}'(\tilde{\eta}) = \tau \psi (\psi \tilde{\eta})^{\tau-1} + (1 - \psi) \sum_{t=1}^{m+1} (t + m + 1) \psi^t \tilde{\eta}^{t+m} > 0
\]
with \(0 < \psi < 1\), which implies that \(\tilde{f}(\tilde{\eta})\) is monotonically increasing.

From the assumption \(\rho(M_1^{-1}N_1) < \rho(M_2^{-1}N_2)\) and (4.15), thus
\[
\rho(H(R_1)) < \rho(H(R_2))
\]
and the proof is completed. \(\square\)

**Theorem 4.7.** Let \(I - \alpha P = M - N\) be a regular splitting, \(0 < \psi < 1\), and \(\tilde{m}_k, m_k\) be the numbers of the inner iteration steps at the \(k\)-th outer iteration in the GIO and GMMS iteration methods, respectively. If \(m \geq 1\) and \(\tilde{m}_k = m_k = \tau\), then the GMMS iteration method converges faster than the GIO iteration method for any initial vector \(x_0\).

**Proof.** From Theorem 3.1 [5], the iteration matrix of the GIO iteration method is
\[
H_{\text{GIO}} = (\psi R)^\tau + (1 - \psi) \sum_{s=0}^{\tau-1} (\psi R)^s R.
\]
According to the proof of Theorem 4.6, then
\[
\rho(H_{\text{GIO}}) = (\psi \rho(R))^\tau + (1 - \psi) \sum_{s=0}^{\tau-1} (\psi \rho(R))^s \rho(R)
\]
and
\[
\rho(H_{\text{GMMS}}) = (\psi \rho(R))^\tau + (1 - \psi) \sum_{t=0}^{m} (\psi \rho(R))^t ((\rho(R))^m - 1) < 0.
\]
Since \(0 < \psi < 1\), \(m \geq 1\) and \(\rho(R) < 1\), then
\[
\rho(H_{\text{GMMS}}) - \rho(H_{\text{GIO}}) = (1 - \psi)\rho(R) \sum_{t=0}^{m} (\psi \rho(R))^t ((\rho(R))^m - 1) < 0.
\]
Therefore, \(\rho(H_{\text{GMMS}}) < \rho(H_{\text{GIO}})\) and the proof is completed. \(\square\)

**Remark 2.** From Theorem 2.11 [5], it shows that the AOR splitting (3.12) is a regular splitting, then the above comparison results are meaningful. Furthermore, by Theorem 4.6, we can obtain the similar conclusions to Theorems 4.3, 4.4, 4.5 and Corollary 4.1.

5. Preconditioning for Krylov subspace methods

From (4.1), the matrix splitting of the GMMS iteration method is
\[
I - \alpha P = M - N,
\]
\[
(5.1)
\]
Here we adopt desirable property for Krylov subspace acceleration. The preconditioned matrix \( \tilde{M} \) by some Krylov subspace methods, such as GMRES method. In Section 3, we have verified that the GMMS iteration method is unconditionally convergent to the PageRank vector, which means that the spectrum of the preconditioned matrix \( \tilde{M}^{-1}(I - \alpha P) \) lies entirely in a circle centered at \((1, 0)\) with radius unity, this is a desirable property for Krylov subspace acceleration.

Since it is difficult to calculate \((M - \psi N)^{-1}\) in \( \tilde{M}^{-1} \), so we consider a Neumann series approximation of \((M - \psi N)^{-1}\). Assume that \(\rho(R) = \rho(M^{-1}N) < 1\), then by Lemmas 3.1 and 3.2, we obtain

\[
(M - \psi N)^{-1} = (I - \psi R)^{-1}M^{-1} = \sum_{i=0}^{\infty} (\psi R)^i M^{-1}.
\]

Here we adopt \(s + 1\) terms of (5.3) as an approximation of \((M - \psi N)^{-1}\):

\[
(M - \psi N)^{-1} \approx (I + \psi R + (\psi R)^2 + \cdots + (\psi R)^s)M^{-1}.
\]

Thus, an approximated preconditioner \(\tilde{M}\) for \(\tilde{M}\) can be constructed from (5.4) as follows:

\[
\tilde{M} = \left(I + \psi R + (\psi R)^2 + \cdots + (\psi R)^s\right)\left(1 - \psi \sum_{i=0}^{m-1} (M^{-1}N)^i M^{-1} + I\right)^{-1}.
\]

In order to illustrate the efficiency of the preconditioner \(\tilde{M}\) and \(\tilde{M}\) on the Krylov subspace methods, the clustering of eigenvalues of the matrices \(\tilde{M}^{-1}(I - \alpha P)\) and \(\tilde{M}^{-1}(I - \alpha P)\) will be analyzed, respectively.

For the preconditioner \(\tilde{M}\), it follows that

\[
\tilde{M}^{-1}(I - \alpha P) = (M - \psi N)^{-1}\left(1 - \psi \sum_{i=0}^{m-1} (M^{-1}N)^i M^{-1} + I\right)(M - N)
\]

\[
= (I - \psi R)^{-1}\left(1 - \psi \sum_{i=0}^{m-1} R^{i+1} + I\right)(I - R)
\]

with \(I - \alpha P = M - N\). Let \(\lambda_i\) be an eigenvalue of \(R\), then

\[
\tilde{\lambda}_i = \frac{(1 - \psi)(1 - \lambda_i^{m+1}) + \psi(1 - \lambda_i)}{1 - \psi \lambda_i} = 1 + \frac{(\psi - 1)\lambda_i^{m+1}}{1 - \psi \lambda_i}
\]

is an eigenvalue of \(\tilde{M}^{-1}(I - \alpha P)\).

If we precondition (1.2) by using \(\tilde{M}\), then

\[
\tilde{M}^{-1}(I - \alpha P) = \left(I + \psi R + (\psi R)^2 + \cdots + (\psi R)^s\right)\left(1 - \psi \sum_{i=0}^{m-1} R^{i+1} + I\right)(I - R)
\]

and

\[
\tilde{\lambda}_i = \frac{(1 - (\psi \lambda_i)^{s+1})((\psi - 1)\lambda_i^{m+1} + (1 - \psi \lambda_i))}{1 - \psi \lambda_i}
\]
is an eigenvalue of the matrix $\tilde{M}^{-1}(I - \alpha P)$.

From (5.5), we obtain

$$|	ilde{\lambda}_i - 1| = \frac{|(\psi - 1)(\lambda_i^{m+1})|}{1 - \psi \lambda_i} \leq \frac{1}{1 - \psi} = 1$$

(5.7)

with $|\lambda_i| < 1$. Thus, all the eigenvalues of $\tilde{M}^{-1}(I - \alpha P)$ are located in a circle centered at $(1, 0)$ with the radius unity.

According to (5.6), we have

$$|	ilde{\lambda}_i - 1| = \frac{|(1 - (\psi \lambda_i)^{m+1})(1 - \psi \lambda_i)|}{|1 - \psi \lambda_i|} \leq \frac{1}{|1 - \psi|} = 1$$

(5.8)

then all the eigenvalues of $\tilde{M}^{-1}(I - \alpha P)$ are located in a circle centered at $(1, 0)$ with the radius $\rho(R)^{m+1} + (\psi \rho(R))^{s+1} (1 + \rho(R)^{m+1})$. Let $m = s = 1$, if $\psi = \rho(R) = 0.7$, then

$$\rho(R)^{m+1} + (\psi \rho(R))^{s+1} (1 + \rho(R)^{m+1}) = 0.847749 < 1,$$

so $\tilde{M}$ can be used as an appropriate preconditioner for the Krylov subspace methods for solving the linear system (1.2).

When using Krylov subspace method for the preconditioned linear system (5.2), a residual equation will be solved as follows:

$$\tilde{M}z = r.$$  

(5.9)

Let $m = s = 1$, then

$$\tilde{M} = (I + \psi M^{-1}N)(1 - \psi M^{-1}NM^{-1} + M^{-1})^{-1}.$$  

(5.10)

By making use of (5.10) and $z = \tilde{M}^{-1}r$, then the following algorithm can be obtained for solving (5.9).

**Algorithm 4.** We can calculate the vector $z$ in (5.9) by the following steps:

1. $Mt = r;$
2. $u = (1 - \psi)Nt;$
3. $Mv = u;$
4. $\zeta = t + v.$
5. $Mo = \psi N \zeta$
6. $z = \zeta + \omega$

Moreover, for some special matrix splittings of $I - \alpha P$, it is simple to obtain the preconditioner $\tilde{M}$. For example, Based on the matrix splitting $\tilde{M} = I$ and $N = \alpha P$ with $m = s = 1$, then

$$\tilde{M} = ((I + \psi \alpha P)((1 - \psi)\alpha P + I))^{-1}.$$  

For this case, the vector $z$ can be easily computed with several matrix-vector products:

1. $l = \alpha(1 - \psi)Pr;$
2. $\tilde{l} = r + l;$
3. $\tilde{l} = \alpha P \tilde{l};$
4. $z = \tilde{l} + \tilde{\zeta}.$
6. The choices of the parameters

In this section, we will discuss the choices of the parameters in the GMMS iteration method, the preconditioners $\tilde{M}$ and $\bar{M}$, respectively. Since it is difficult to obtain the optimal parameters, then we only give some heuristic strategies for the choices of the parameters.

6.1. The choices of the parameters in the GMMS iteration method

It follows from (4.2) that the iteration matrix of the GMMS iteration method is

$$R_{\text{GMMS}} = (1 - \psi)(M - \psi N)^{-1}N(M^{-1}N)^m$$

$$= (1 - \psi)(I - \psi R)^{-1}R^{m+1}$$  \hspace{1cm} (6.1)

with $R = M^{-1}N$.

At first, we consider the choice of the parameter $\psi$. Let $\lambda_i$ be an eigenvalue of the matrix $R$ with $|\lambda_i| < 1$, so

$$\theta_i = (1 - \psi)(1 - \psi \lambda_i)^{-1}\lambda_i^{m+1}$$

is an eigenvalue of the iteration matrix $R_{\text{GMMS}}$. Then from (6.2) we have

$$\rho(R_{\text{GMMS}}) = \max_i |\theta_i|$$

$$= \max_i [(1 - \psi)(1 - \psi \lambda_i)^{-1}\lambda_i^{m+1}]$$

$$\leq \frac{(1 - \psi)\rho(R)^{m+1}}{1 - \psi \rho(R)}.$$  \hspace{1cm} (6.3)

Let $\hat{f}(\psi) = \frac{(1 - \psi)\rho(R)^{m+1}}{1 - \psi \rho(R)}$, by simple calculation, then

$$\hat{f}'(\psi) = \frac{\rho(R)^{m+1}(\rho(R) - 1)}{(1 - \psi \rho(R))^2} < 0.$$  \hspace{1cm} (6.4)

Thus, $\hat{f}(\psi)$ is monotonically decreasing, and $\hat{f}(\psi)$ is smaller for larger $\psi$. However, similar to the analysis in [5,24,34], the outer iterations (3.3) converge faster if $\psi$ is close to 1, while the inner iterations (3.4) is faster if $\psi$ tends to zero. In practice, the values of $\psi \in [0.5, 1)$ are appropriate choices for the GMMS iteration method. It is important to point out that an appropriate parameter $\psi$ only reduces the upper bound of the spectral radius of the iteration matrix (6.4), but does not decrease the spectral radius itself. However, the choices of parameter $\psi \in [0.5, 1)$ can achieve better numerical results, which is verified in Section 7.

For the parameter $m_k$, just as the analysis in [5,34], which is also true for $m_k$. A larger $m_k$ may spend a long computational time performing inner iterations (3.4), just to implement a single outer iteration (3.3) and $m$ iterations (3.2) at a time, then slows the overall convergence and takes more computational time. For a smaller $m_k$, on the other hand, may result in inner iterations (3.4) that do not sufficiently approximate the exact solution of inner linear system, then do not yield sufficient progress for the exact PageRank vector. Therefore, $m_k = 3, 4, 5$ may be appropriate choices, which is illustrated through many numerical experiments in Section 7.

For the parameter $m$, it is clear that a large $m$ can reduce the upper bound in (6.3) and accelerate the GMMS iteration method for solving the PageRank problem. From the numerical results in Section 7, we find that the GMMS iteration method with the values of $m$ around 7 can achieve better convergence performances.

For the GMMS iteration method based on the AOR splitting (3.12), it is important to analyze the choices of the parameters $\omega, \gamma$ to improve its convergence rate. Just as the analyses in [5,34], for large and sparse coefficient matrices in (1.2), the GMMS iteration method converges faster with the values of $\omega$ around 1 and $\gamma = 0$, which is confirmed by the numerical results in Section 7.
6.2. The choices of the parameters in the preconditioners $\bar{M}$ and $\bar{M}$

For the choices of the parameter $m, s$. From (5.7) and (5.8), it follows that the preconditioned GMRES (PGMRES) method with large $m, s$ usually converges faster than that with small $m, s$. However, in order to overcome the memory limitation of the computer and reduce the computational cost, small values of $m, s$ are often the appropriate choices in $\bar{M}$ and $\bar{M}$, such as $m = s = 1$.

For the choice of the parameter $\psi$. First, we discuss the choice of the parameter $\psi$ in the preconditioner $\bar{M}$. From (5.5), we have

$$|\hat{\lambda}_i - 1| = \left|\frac{(\psi - 1)\lambda_i^{m+1}}{1 - \psi\lambda_i} \right| \leq \frac{(1 - \psi)\rho(R)^{m+1}}{1 - \psi\rho(R)}. \quad (6.5)$$

From (6.4), we know that the function $\frac{(1 - \psi)\rho(R)^{m+1}}{1 - \psi\rho(R)}$ is monotonically decreasing with $\psi$, which means that the Krylov subspace methods converges faster by using the preconditioner $\bar{M}$ with a larger $\psi$.

For large and sparse linear system (1.2), we prefer to $m = s = 1$ in the preconditioner $\bar{M}$. For the case $m = s = 1$, from (5.6), then we obtain

$$\hat{\lambda}_i = \frac{(1 - (\psi\lambda_i)^2)((\psi - 1)\lambda_i^2 + (1 - \psi\lambda_i))}{1 - \psi\lambda_i} = (1 + \psi\lambda_i) \left((\psi - 1)\lambda_i^2 + (1 - \psi\lambda_i)\right).$$

Thus,

$$|\hat{\lambda}_i - 1| = \left|(1 + \psi\lambda_i) \left((\psi - 1)\lambda_i^2 + (1 - \psi\lambda_i)\right) - 1\right| = \left|(\psi - 1 - \psi^2)\lambda_i^2 + \psi(\psi - 1)\lambda_i^3\right| 
\leq (\psi^2 - \psi + 1)\rho(R)^2 + (1 - \psi)\psi\rho(R)^3 \quad (6.6)$$

Let

$$\check{f}(\psi) = (\psi^2 - \psi + 1)\rho(R)^2 + (1 - \psi)\psi\rho(R)^3.$$

By some calculations, we have

$$\check{f}(\psi) = (2\psi^3 - 3\psi^2 + 2\psi - 1)(\rho(R)^2 - \rho(R)^3).$$

Since $\rho(R)^2 - \rho(R)^3 > 0$ with $\rho(R) < 1$, then $\check{f}(\psi) < 0$ if $0 < \psi < 1/2$ and $\check{f}(\psi) > 0$ if $1/2 < \psi < 1$, so the function $\check{f}(\psi)$ achieves minimum value for $\psi = 0.5$, which implies that the preconditioned Krylov subspace methods converges faster with $\psi = 0.5$. We notice that the optimal $\psi = 0.5$ only have the minimal upper bound in (6.6), however, the PGMRES method usually converges faster with the values of $\psi$ around 0.5, which is verified by Example 3 in Section 7.

For the preconditioner $\bar{M}$ based on the AOR splitting (3.12), we need to consider the choices of the parameters $\omega, \gamma$. From (5.8), the upper bound is sharper with a smaller $\rho(R)$. From analyses of $\omega, \gamma$ in Section 6.1, the values of $\omega$ around 1 and $\gamma = 0$ are better choices in preconditioner $\bar{M}$ for large and sparse linear system (1.2), which is illustrated clearly by Example 3 in Section 7.

7. Numerical results

In this section, several numerical examples are given to show the effectiveness of the proposed algorithm. The numerical experiments are performed in Matlab R2010 on an Intel dual core processor (2.30 GHz, 8GB RAM). Four parameters are used to test these algorithms, which are the iteration step (denoted as IT), the computing time in seconds (denoted as CPU), the number of matrix-vector product (denoted as MV), and the relative residual (denoted as RES) defined by $\frac{\|r_k\|}{\|r_0\|}$, with $r_k = (1 - a)v - (I - aP)x_k$. Six sparse matrices $P$ for the PageRank problem are listed in Table 1, which are obtained from the Internet (available from [42,43]), where "Average Nonzeros" means the average number of the nonzero elements per row. Four damping factors $a = 0.85, 0.90, 0.95, 0.99$ are adopted in all numerical experiments. All algorithms in this section are started with the initial vector $x_0 = v$ for the sake of justice, which are terminated once the residual norms are below $10^{-8}$.
Example 1. In this example, we compare the GMMS iteration method with the GIO and MPIO iteration methods, respectively, where the GMMS and GIO iteration methods are constructed based on the AOR splitting (3.12). The test matrices are the Minnesota, Usroads, Stanford-Berkeley, Flickr and Wikipedia-20051105 matrices, respectively. The numerical results are listed in Tables 2-6.

First, we compare the GMMS iteration method with the GIO iteration method, where we choose \( \varphi = \psi = 0.5, m_1 = m_2 = 2 \) and \( \omega = \gamma = 1 \) in Table 2, \( \varphi = \psi = 0.7, m_1 = m_2 = 2 \) and \( \omega = 0.9, \gamma = 0 \) in Table 3, \( \varphi = \psi = 0.8, m_1 = m_2 = 2 \) and \( \omega = 1, \gamma = 0 \) in Table 4, respectively. Let \( m = 1, 3, 5, 7 \) in the GMMS iteration method. From Tables 2-4, it follows that the GMMS iteration method performs better than the GIO iteration method in terms of iteration number and CPU time with \( m > 1 \), such as the cases \( m = 3, 5, 7 \), which is more obvious for larger \( \alpha \), for example, the case \( \alpha = 0.99 \) in Tables 2-4.

Next, we examine the performance of the GMMS iteration method with the MPIO iteration method. Let \( \beta = \alpha \psi, \psi = 0.5, \kappa = m_2 = 2 \) and \( \alpha = 1, \gamma = 0 \) in Table 5, \( \beta = \alpha \psi, \psi = 0.7, \kappa = m_2 = 2 \) and \( \alpha = 1, \gamma = 0 \) in Table 6, respectively. From Tables 5 and 6, we notice that the GMMS iteration method outperforms the MPIO iteration method in both iteration number and CPU time, especially for larger \( \alpha \), such as the case \( \alpha = 0.99 \) in Table 6. From Tables 2-6, we observe that the GMMS iteration method can achieve better numerical results for the appropriate values of \( m \), for example, the cases \( m = 5, 7 \).

Table 2: Numerical results for the Minnesota matrix

| \( \alpha \) | GIO | GMMS(m=1) | GMMS(m=3) | GMMS(m=5) | GMMS(m=7) |
|---------|-----|-----------|-----------|-----------|-----------|
| 0.85    | IT 33(66) | 20(80)  | 11(66)    | 8(64)     | 6(60)     |
|         | CPU 0.64520 | 0.64298 | 0.49107   | 0.47011   | 0.41911   |
|         | RES 6.50×10⁻⁹ | 4.71×10⁻⁹ | 4.93×10⁻⁹ | 2.15×10⁻⁹ | 2.88×10⁻⁹ |
| 0.90    | IT 48(96) | 29(116)   | 16(96)    | 11(88)    | 9(90)     |
|         | CPU 0.92670 | 0.93342 | 0.71608   | 0.64091   | 0.64400   |
|         | RES 9.37×10⁻⁹ | 7.61×10⁻⁹ | 7.87×10⁻⁹ | 8.50×10⁻⁹ | 2.95×10⁻⁹ |
| 0.95    | IT 95(190) | 57(228)   | 32(192)   | 22(176)   | 17(170)   |
|         | CPU 1.78376 | 1.77767 | 1.42875   | 1.25661   | 1.18939   |
|         | RES 8.69×10⁻⁹ | 8.45×10⁻⁹ | 7.00×10⁻⁹ | 7.66×10⁻⁹ | 6.52×10⁻⁹ |
| 0.99    | IT 483(908) | 272(1088) | 151(908)  | 105(840)  | 80(800)   |
|         | CPU 8.46769 | 8.32636 | 6.48976   | 5.85051   | 4.92910   |
|         | RES 9.98×10⁻⁹ | 9.78×10⁻⁹ | 9.82×10⁻⁹ | 9.21×10⁻⁹ | 9.68×10⁻⁹ |

Example 2. In this example, we make a comparison of the convergence performances of the GMMS iteration method with different parameters. The test matrices are the Minnesota, Email-Enron, Usroads, Stanford-Berkeley, Flickr and Wikipedia-20051105 matrices, respectively. The numerical results are listed in Tables 7-9.

Tables 7-9 contain the iteration numbers of the GMMS iteration method with different \( m_6 \), where we adopt \( \psi = 0.6, m = 3, \omega = 0.7 \) and \( \gamma = 0 \) in Table 7, \( \psi = 0.7, m = 3, \omega = 0.8 \) and \( \gamma = 0 \) in Table 8, \( \psi = 0.8, m = 3, \omega = 0.9 \) and \( \gamma = 0 \) in Table 9, respectively. From Tables 7-9, it follows that the GMMS iteration method needs less iteration number for larger \( m_6 \), but also takes more CPU time and matrix-vector products at the same time. Thus, \( m_6 = 2, 3, 4 \) can be used for the GMMS iteration method in practice.
Table 3: Numerical results for the Usroads matrix

| α   | GIO   | GMMS(m=1) | GMMS(m=3) | GMMS(m=5) | GMMS(m=7) |
|-----|-------|-----------|-----------|-----------|-----------|
| IT  | 0.85  | 50(100)   | 32(128)   | 18(108)   | 13(104)   | 10(100)   |
| CPU | 1.18e+01  | 1.11038   | 0.83740   | 0.75186   | 0.69099   |
| RES | 9.04e-10   | 6.88×10^{-9} | 8.83×10^{-9} | 5.84×10^{-9} | 5.89×10^{-9} |
| IT  | 0.90  | 76(152)   | 48(192)   | 28(168)   | 20(160)   | 15(150)   |
| CPU | 1.79e+01  | 1.67022   | 1.29810   | 1.15489   | 1.04693   |
| RES | 9.37e-10   | 8.70×10^{-9} | 6.91×10^{-9} | 5.34×10^{-9} | 7.63×10^{-9} |
| IT  | 0.95  | 133(306)  | 97(388)   | 56(336)   | 39(312)   | 30(300)   |
| CPU | 3.61e+01  | 3.38990   | 2.57614   | 2.27484   | 1.44494   |
| RES | 9.81e-10   | 8.81×10^{-9} | 8.16×10^{-9} | 8.94×10^{-9} | 9.06×10^{-9} |
| IT  | 0.99  | 759(1518) | 478(1912) | 275(1650) | 193(1544) | 149(1490) |
| CPU | 17.61e+01 | 16.4251   | 12.5791   | 11.0476   | 10.3039   |
| RES | 9.97e-10   | 9.91×10^{-9} | 9.71×10^{-9} | 9.64×10^{-9} | 9.33×10^{-9} |

Table 4: Numerical results for the Flickr matrix

| α   | GIO   | GMMS(m=1) | GMMS(m=3) | GMMS(m=5) | GMMS(m=7) |
|-----|-------|-----------|-----------|-----------|-----------|
| IT  | 0.85  | 55(110)   | 35(140)   | 21(126)   | 15(120)   | 12(120)   |
| CPU | 2.15e+02  | 21.8492   | 17.0091   | 15.5959   | 16.0248   |
| RES | 8.38e-10   | 9.55×10^{-9} | 5.36×10^{-9} | 4.18×10^{-9} | 2.08×10^{-9} |
| IT  | 0.90  | 80(160)   | 51(204)   | 30(180)   | 21(168)   | 17(170)   |
| CPU | 3.03e+02  | 33.2581   | 25.7794   | 21.2547   | 21.0875   |
| RES | 8.76e-10   | 9.88×10^{-9} | 8.13×10^{-9} | 9.43×10^{-9} | 3.77×10^{-9} |
| IT  | 0.95  | 139(278)  | 90(360)   | 52(312)   | 37(296)   | 29(290)   |
| CPU | 4.52e+02  | 53.2527   | 47.0028   | 42.3921   | 40.5794   |
| RES | 9.48e-10   | 8.05×10^{-9} | 9.52×10^{-9} | 8.09×10^{-9} | 6.10×10^{-9} |
| IT  | 0.99  | 488(960)  | 308(1232) | 180(1080) | 127(1016) | 98(980)   |
| CPU | 19.94e+01 | 199.026   | 144.260   | 140.461   | 122.419   |
| RES | 9.74e-10   | 9.95×10^{-9} | 9.68×10^{-9} | 9.73×10^{-9} | 9.91×10^{-9} |

Table 5: Numerical results for the Stanford-Berkeley matrix

| α   | m, n | IT(MV) | CPU | RES   | IT(MV) | CPU | RES   |
|-----|------|--------|-----|-------|--------|-----|-------|
| m=n=1 | 4.41e+02 | 9.1916 | 8.96×10^{-9} | 3.61e+02 | 7.5067 | 9.57×10^{-9} | 0.85 |
| m=n=3 | 2.55e+02 | 5.5432 | 5.47×10^{-9} | 2.04e+02 | 4.7510 | 8.65×10^{-9} | 0.90 |
| m=n=7 | 1.31e+02 | 3.6319 | 7.36×10^{-9} | 1.10e+02 | 5.3592 | 4.27×10^{-9} | 0.95 |
| m=n=11 | 6.81e+02 | 13.886 | 9.49×10^{-9} | 5.62e+02 | 11.426 | 8.46×10^{-9} | 0.99 |
| m=n=3 | 3.82e+02 | 10.455 | 8.13×10^{-9} | 3.18e+02 | 9.4303 | 8.57×10^{-9} | 0.85 |
| m=n=5 | 2.62e+02 | 8.6940 | 9.94×10^{-9} | 2.21e+02 | 7.6577 | 5.42×10^{-9} | 0.90 |
| m=n=7 | 2.02e+02 | 7.1513 | 8.83×10^{-9} | 1.71e+02 | 6.0318 | 5.14×10^{-9} | 0.95 |
| m=n=11 | 1.40e+02 | 31.182 | 9.99×10^{-9} | 1.14e+02 | 27.063 | 9.74×10^{-9} | 0.99 |
| m=n=3 | 7.84e+02 | 20.433 | 9.15×10^{-9} | 6.48e+02 | 16.704 | 7.91×10^{-9} | 0.85 |
| m=n=5 | 5.44e+02 | 22.140 | 9.07×10^{-9} | 4.58e+02 | 16.642 | 7.45×10^{-9} | 0.90 |
| m=n=7 | 4.24e+02 | 22.598 | 6.51×10^{-9} | 1.73e+02 | 16.576 | 9.31×10^{-9} | 0.95 |
| m=n=11 | 6.68e+02 | 149.58 | 9.88×10^{-9} | 6.06e+02 | 116.52 | 9.95×10^{-9} | 0.99 |
ψ is appropriate to choose splitting (3.12). The numerical results are reported in Figs. 5, 6 and Tables 10, 11. For large test matrices, it converges faster for larger ψ, especially for small m, such as the case m = 1. However, for large m, we observe that the iteration number does not change obviously for ψ ∈ (0.5, 1), for example, the cases m = 3, 5, 7, then it is better to choose ψ ∈ (0.5, 1) for the GMMS iteration method.

From these numerical experiments, it is clear that the GMMS iteration method performs better in terms of convergence performances in Figs. 1-4, it is depicted in Fig. 4, respectively. From the convergence performances in Figs. 1-4, it is clear that the GMMS iteration method with different ω,γ, m, k = 3, ω = γ = 0.9 in Fig. 1, m_k = 3, ω = 0.8, γ = 0 in Fig. 2, m_k = 3, ω = 0.7, γ = 0 in Fig. 3, m_k = 3, ω = 1, γ = 0 in Fig. 4, respectively.

From the convergence performances in Figs. 1-4, it is clear that the GMMS iteration method converges faster for larger ψ, especially for small m, such as the case m = 1. However, for large m, we observe that the iteration number does not change obviously for ψ ∈ (0.5, 1), for example, the cases m = 3, 5, 7, then it is better to choose ψ ∈ (0.5, 1) for the GMMS iteration method.

Now, we verify the choices of the parameters ω,γ, m, k for the GMMS iteration method based on the AOR splitting (3.12). The numerical results are reported in Figs. 5, 6 and Tables 10, 11. For large test matrices, it is appropriate to choose γ = 0 in order to make use of their sparse property. Here we choose ψ = 0.7, m_k = 3 in Figs. 5 and 6, ψ = 0.6, m = 3, m_k = 2 in Table 10 and ψ = 0.8, m = 3, m_k = 2 in Table 11, respectively. From these numerical experiments, it is clear that the GMMS iteration method performs better in terms of iteration number and CPU time with larger ω. Moreover, the better numerical results can be obtained as ω around 1.

Table 6: Numerical results for the Wikipedia-20051105 matrix

| α | m, n | MPIO | GMMS |
|---|---|---|---|
| | | IT(MV) | CPU | RES | IT(MV) | CPU | RES |
| m=10 | m=67 | 38(152) | 98.4163 | 6.75 × 10⁻⁹ | 32(128) | 80.4964 | 7.02 × 10⁻⁹ |
| m=15 | m=93 | 22(132) | 78.3200 | 5.53 × 10⁻⁹ | 18(108) | 62.2578 | 9.23 × 10⁻⁹ |
| m=10 | m=18 | 15(120) | 68.6740 | 9.08 × 10⁻⁹ | 13(104) | 57.5993 | 5.80 × 10⁻⁹ |
| m=10 | m=10 | 12(120) | 66.5462 | 4.47 × 10⁻⁹ | 11(110) | 61.2665 | 7.86 × 10⁻⁹ |
| m=10 | m=10 | 9(117) | 60.7950 | 3.16 × 10⁻⁹ | 8(104) | 54.7985 | 3.77 × 10⁻⁹ |

Table 7: Numerical results for the Email-Enron matrix with different m_k.

| α | | m_k = 2 | m_k = 3 | m_k = 4 | m_k = 5 |
|---|---|---|---|---|---|
| | IT(MV) | CPU | RES | IT(MV) | CPU | RES | IT(MV) | CPU | RES | IT(MV) | CPU | RES |
| m=0.85 | | 30(180) | 0.61184 | 3.67 × 10⁻⁹ | 28(196) | 0.51696 | 8.66 × 10⁻⁹ | 27(216) | 0.49001 | 8.75 × 10⁻⁹ | 27(243) | 0.62420 |
| m=0.90 | | 44(264) | 0.76804 | 9.71 × 10⁻⁹ | 41(267) | 0.73140 | 9.64 × 10⁻⁹ | 40(320) | 0.72904 | 7.65 × 10⁻⁹ | 39(351) | 0.72846 |
| m=0.95 | | 82(492) | 1.86866 | 9.56 × 10⁻⁹ | 77(539) | 1.73887 | 8.12 × 10⁻⁹ | 74(592) | 1.43502 | 8.05 × 10⁻⁹ | 72(648) | 2.25038 |
| m=0.99 | | 343(2058) | 5.04836 | 9.54 × 10⁻⁹ | 318(2226) | 4.92962 | 9.67 × 10⁻⁹ | 309(2440) | 4.97543 | 9.62 × 10⁻⁹ | 298(2682) | 5.73543 |
| m=0.99 | | 5.858459 | 9.47 × 10⁻⁹ |
Table 8: Numerical results for the Usroads matrix with different $m_k$.

|               | $m_k = 2$  | $m_k = 3$  | $m_k = 4$  | $m_k = 5$  |
|---------------|------------|------------|------------|------------|
| $\alpha = 0.85$ | IT(MV) 21(126) | 19(133)   | 18(144)    | 17(153)    |
|               | CPU 0.87018 | 0.94585   | 0.94270    | 1.07402    |
|               | RES $6.07 \times 10^{-9}$ | $6.79 \times 10^{-9}$ | $6.72 \times 10^{-9}$ | $9.35 \times 10^{-9}$ |
| $\alpha = 0.90$ | IT(MV) 31(186) | 29(203)   | 27(216)    | 26(234)    |
|               | CPU 1.23563 | 1.04231   | 1.12695    | 1.59546    |
|               | RES $9.28 \times 10^{-9}$ | $6.36 \times 10^{-9}$ | $7.64 \times 10^{-9}$ | $7.81 \times 10^{-9}$ |
| $\alpha = 0.95$ | IT(MV) 63(378) | 57(399)   | 54(432)    | 32(468)    |
|               | CPU 1.58565 | 1.40916   | 1.46817    | 2.67641    |
|               | RES $8.46 \times 10^{-9}$ | $8.83 \times 10^{-9}$ | $8.05 \times 10^{-9}$ | $7.88 \times 10^{-9}$ |
| $\alpha = 0.99$ | IT(MV) 309(1854) | 280(1960) | 263(2104)  | 252(2268)  |
|               | CPU 10.1999 | 12.7027   | 13.4229    | 12.3863    |
|               | RES $9.92 \times 10^{-9}$ | $9.90 \times 10^{-9}$ | $9.80 \times 10^{-9}$ | $9.91 \times 10^{-9}$ |

Table 9: Numerical results for the Stanford-Berkeley matrix with different $m_k$.

|               | $m_k = 2$  | $m_k = 3$  | $m_k = 4$  | $m_k = 5$  |
|---------------|------------|------------|------------|------------|
| $\alpha = 0.85$ | IT(MV) 24(144) | 21(147)   | 19(152)    | 18(162)    |
|               | CPU 4.64513 | 4.13484   | 4.18906    | 4.42786    |
|               | RES $5.17 \times 10^{-9}$ | $6.83 \times 10^{-9}$ | $9.86 \times 10^{-9}$ | $9.89 \times 10^{-9}$ |
| $\alpha = 0.90$ | IT(MV) 36(216) | 32(224)   | 30(240)    | 28(252)    |
|               | CPU 6.29236 | 6.38801   | 6.61860    | 6.87349    |
|               | RES $8.08 \times 10^{-9}$ | $7.69 \times 10^{-9}$ | $5.51 \times 10^{-9}$ | $6.66 \times 10^{-9}$ |
| $\alpha = 0.95$ | IT(MV) 73(438) | 65(455)   | 59(472)    | 56(504)    |
|               | CPU 12.7336 | 12.6569   | 13.0166    | 13.6287    |
|               | RES $9.33 \times 10^{-9}$ | $8.26 \times 10^{-9}$ | $9.88 \times 10^{-9}$ | $8.23 \times 10^{-9}$ |
| $\alpha = 0.99$ | IT(MV) 351(2106) | 310(2170) | 284(2272)  | 266(2394)  |
|               | CPU 59.8736 | 60.1742   | 62.5374    | 78.4841    |
|               | RES $9.84 \times 10^{-9}$ | $9.75 \times 10^{-9}$ | $9.47 \times 10^{-9}$ | $9.43 \times 10^{-9}$ |

Table 10: Numerical results for the Flickr matrix with different $\omega$.

| $\omega$ | $\omega=0.3$ | $\omega=0.5$ | $\omega=0.7$ | $\omega=0.9$ | $\omega=1$ | $\omega=1.15$ |
|----------|---------------|---------------|---------------|---------------|-------------|---------------|
| $\alpha = 0.85$ | IT(MV) 76(456) | 45(270)   | 32(192)    | 24(144)    | 22(132)    | 21(126)    |
|               | CPU 60.7249 | 42.9220   | 30.5575    | 23.1190    | 20.1690    | 20.2193    |
|               | RES $8.73 \times 10^{-9}$ | $8.07 \times 10^{-9}$ | $6.24 \times 10^{-9}$ | $6.72 \times 10^{-9}$ | $5.14 \times 10^{-9}$ | $7.29 \times 10^{-9}$ |
| $\alpha = 0.90$ | IT(MV) 109(654) | 65(390)   | 46(276)    | 35(210)    | 32(192)    | 34(204)    |
|               | CPU 103.566 | 57.1506   | 44.2808    | 34.0971    | 29.9100    | 32.2891    |
|               | RES $8.49 \times 10^{-9}$ | $7.52 \times 10^{-9}$ | $7.04 \times 10^{-9}$ | $8.39 \times 10^{-9}$ | $5.43 \times 10^{-9}$ | $6.79 \times 10^{-9}$ |
| $\alpha = 0.95$ | IT(MV) 186(1116) | 111(666)  | 79(474)    | 61(366)    | 55(330)    | 77(462)    |
|               | CPU 177.450 | 105.321   | 75.3854    | 58.2579    | 50.6346    | 60.8820    |
|               | RES $9.28 \times 10^{-9}$ | $8.94 \times 10^{-9}$ | $8.31 \times 10^{-9}$ | $8.28 \times 10^{-9}$ | $7.42 \times 10^{-9}$ | $8.86 \times 10^{-9}$ |
| $\alpha = 0.99$ | IT(MV) 628(3768) | 377(2262) | 269(1614)  | 209(1254)  | 188(1128)  | 180(1080)  |
|               | CPU 593.937 | 344.917   | 251.879    | 198.522    | 174.634    | 167.471    |
|               | RES $9.99 \times 10^{-9}$ | $9.72 \times 10^{-9}$ | $9.66 \times 10^{-9}$ | $9.60 \times 10^{-9}$ | $9.58 \times 10^{-9}$ | $8.54 \times 10^{-9}$ |

Example 3: In this example, we aim at testing the effectiveness of the preconditioner $\tilde{M}$ for the GMRES method, where the preconditioner $\tilde{M}$ is generated by the AOR splitting (3.12). The test matrices are the Minnesota, Email-Enron, Usroads, Stanford-Berkeley, Flickr and Wikipedia-20051105 matrices, respectively. The numerical results are reported in Tables 12-15 and Figs. 7-8.
Figure 1: The iteration number for the Minnesota matrix with different $\psi$.

Figure 2: The iteration number for the Email-Enron matrix with different $\psi$. 
Figure 3: The iteration number for the Usroads matrix with different $\psi$. 

Figure 4: The iteration number for the Stanford-Berkeley matrix with different $\psi$. 
Figure 5: The iteration number for the Email-Enron matrix with different \( \omega \).

Figure 6: The iteration number for the Usroads matrix with different \( \omega \).
We compare the preconditioned GMRES (PGMRES) method with the GMRES method for solving the PageRank problem in Tables 12 and 13. Let $\psi = 0.8$, $\omega = 1$, $\gamma = 0$ in Table 12 and $\psi = 0.7$, $\omega = 1.1$, $\gamma = 0$ in Table 13, respectively. It follows from Tables 12, 13 that the PGMRES method converges faster than the GMRES method in term of the iteration number and CPU time with different $m, s$ in the preconditioner $\bar{M}$, especially for larger $\alpha$, such as the case $\alpha = 0.99$ in Tables 12, 13.

Next, we will discuss the choice of the parameter $\psi$ in the preconditioner $\bar{M}$. We choose $\omega = 1$, $\gamma = 0$ in Fig. 7, $\omega = 0.9$, $\gamma = 0$ in Fig. 8, $m = s = 1$, $\omega = 1.2$, $\gamma = 0$ in Tables 14, 15, respectively. From Figs. 7, 8 and Tables 14, 15, we observe that the PGMRES method can obtain better numerical results with $\psi$ around 0.6, which is more obvious for larger $\alpha$, such as the case $\alpha = 0.99$ in Table 14 and the cases $\alpha = 0.90, 0.95, 0.99$ in Table 15, respectively.

Finally, we consider how to choose the parameters $\omega, \gamma$ when the preconditioner $\bar{M}$ is based on the AOR splitting (3.12). Fig. 9 depicts the iteration numbers of the PGMRES method for the Email-Enron, Usroads and Stanford-Berkeley matrices with different $\omega$, respectively. Let $\gamma = 0$, $m = s = 1$ in Fig. 9. From Fig. 9, we can find that the PGMRES method converges faster for larger $\omega$, then it is appropriate to choose the values of $\omega$ around 1 for the PGMRES method.

8. Conclusion

In this paper, we present an iteration method for solving the PageRank problem, which is called the GMMS iteration method, and analyze its global convergence in detail. Furthermore, the same idea can be used as a preconditioning technique to accelerate some Krylov subspace methods, such as the GMRES method. The Numerical results on several PageRank problems have showed the superiority of our proposed algorithm. Since the GMMS iteration method is rather parameter-dependent, then how to determine the optimal parameters is an interesting question, which will be further investigated in the future.
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Table 12: Numerical results of the PGMRES method for the Minnesota matrix.

| m, s | IT | CPU  | RES          |
|------|----|------|--------------|
| m=s=1 | 15 | 0.07304 | 2.86 × 10⁻⁹ |
| α = 0.85 m=s=2 | 14 | 0.07457 | 6.26 × 10⁻⁹ |
| m=s=3 | 10 | 0.07278 | 1.88 × 10⁻⁹ |
| m=s=4 | 10 | 0.05386 | 1.96 × 10⁻⁹ |
| GMRES | 30 | 0.23252 | 7.68 × 10⁻⁹ |
| α = 0.90 m=s=1 | 18 | 0.08887 | 5.05 × 10⁻⁹ |
| m=s=2 | 12 | 0.06315 | 4.72 × 10⁻⁹ |
| m=s=3 | 12 | 0.09452 | 6.45 × 10⁻⁹ |
| GMRES | 26 | 0.15018 | 5.56 × 10⁻⁹ |
| α = 0.95 m=s=1 | 18 | 0.10847 | 4.45 × 10⁻⁹ |
| m=s=2 | 12 | 0.11918 | 7.25 × 10⁻⁹ |
| m=s=3 | 12 | 0.12649 | 5.35 × 10⁻⁹ |
| GMRES | 53 | 0.42809 | 9.45 × 10⁻⁹ |
| α = 0.99 m=s=1 | 26 | 0.35911 | 7.95 × 10⁻⁹ |
| m=s=2 | 12 | 0.42247 | 8.21 × 10⁻⁹ |
| m=s=3 | 12 | 0.21893 | 6.38 × 10⁻⁹ |
| m=s=4 | 40 | 0.27674 | 7.01 × 10⁻⁹ |
| GMRES | 116 | 1.29084 | 9.34 × 10⁻⁹ |

Table 13: Numerical results of the PGMRES method for the Usroads matrix.

| m, s | IT | CPU  | RES          |
|------|----|------|--------------|
| m=s=1 | 14 | 1.10701 | 8.93 × 10⁻⁹ |
| α = 0.85 m=s=2 | 15 | 1.45063 | 7.70 × 10⁻⁹ |
| m=s=3 | 10 | 1.02632 | 5.41 × 10⁻⁹ |
| m=s=4 | 11 | 1.74244 | 3.90 × 10⁻⁹ |
| GMRES | 30 | 2.28122 | 8.25 × 10⁻⁹ |
| α = 0.90 m=s=1 | 17 | 1.21931 | 6.43 × 10⁻⁹ |
| m=s=2 | 19 | 1.51533 | 8.24 × 10⁻⁹ |
| m=s=3 | 12 | 1.26498 | 4.81 × 10⁻⁹ |
| m=s=4 | 14 | 1.63505 | 5.01 × 10⁻⁹ |
| GMRES | 38 | 3.92952 | 6.45 × 10⁻⁹ |
| α = 0.95 m=s=1 | 24 | 2.13781 | 8.92 × 10⁻⁹ |
| m=s=2 | 28 | 3.15262 | 7.55 × 10⁻⁹ |
| m=s=3 | 16 | 2.03914 | 6.90 × 10⁻⁹ |
| m=s=4 | 21 | 2.78483 | 4.90 × 10⁻⁹ |
| GMRES | 54 | 6.69342 | 7.94 × 10⁻⁹ |
| α = 0.99 m=s=1 | 54 | 6.68332 | 9.35 × 10⁻⁹ |
| m=s=2 | 63 | 7.62764 | 9.91 × 10⁻⁹ |
| m=s=3 | 36 | 4.82273 | 9.01 × 10⁻⁹ |
| m=s=4 | 48 | 6.80835 | 7.03 × 10⁻⁹ |
| GMRES | 120 | 21.0056 | 8.91 × 10⁻⁹ |
Figure 7: The iteration number for the Minnesota matrix with different $\psi$.

Figure 8: The iteration number for the Usroads matrix with different $\psi$. 
Table 14: Numerical results of the PGMRES method for the Flickr matrix with different $\psi$.

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 40 | 18 | 18 | 18 | 19 | 19 |
| CPU | 22.9441 | 54.6623 | 23.7771 | 26.4502 | 30.8856 | 27.4087 |
| RES | $8.15 \times 10^{-9}$ | $5.89 \times 10^{-9}$ | $5.40 \times 10^{-9}$ | $5.89 \times 10^{-9}$ | $7.60 \times 10^{-9}$ | $4.94 \times 10^{-9}$ |

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 49 | 22 | 22 | 22 | 23 | 24 |
| CPU | 35.3682 | 64.8491 | 41.7243 | 45.6202 | 44.6981 | 43.3974 |
| RES | $8.66 \times 10^{-9}$ | $8.86 \times 10^{-9}$ | $7.97 \times 10^{-9}$ | $8.86 \times 10^{-9}$ | $5.39 \times 10^{-9}$ | $9.95 \times 10^{-9}$ |

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 69 | 31 | 31 | 31 | 32 | 34 |
| CPU | 62.7403 | 97.9051 | 66.5882 | 53.6703 | 58.0302 | 59.5976 |
| RES | $7.52 \times 10^{-9}$ | $8.95 \times 10^{-9}$ | $8.95 \times 10^{-9}$ | $9.85 \times 10^{-9}$ | $7.98 \times 10^{-9}$ | $7.56 \times 10^{-9}$ |

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 139 | 61 | 61 | 61 | 62 | 64 |
| CPU | 233.596 | 149.861 | 127.473 | 137.722 | 138.494 | 140.796 |
| RES | $9.85 \times 10^{-9}$ | $7.34 \times 10^{-9}$ | $8.93 \times 10^{-9}$ | $7.34 \times 10^{-9}$ | $7.75 \times 10^{-9}$ | $8.15 \times 10^{-9}$ |

Table 15: Numerical results of the PGMRES method for the Wikipedia-20051105 matrix with different $\psi$.

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 42 | 28 | 28 | 28 | 29 | 30 |
| CPU | 109.805 | 118.678 | 114.002 | 87.3299 | 105.547 | 125.943 |
| RES | $8.34 \times 10^{-9}$ | $5.75 \times 10^{-9}$ | $4.59 \times 10^{-9}$ | $8.51 \times 10^{-9}$ | $5.99 \times 10^{-9}$ | $5.68 \times 10^{-9}$ |

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 54 | 33 | 33 | 33 | 34 | 35 |
| CPU | 146.833 | 179.504 | 151.817 | 142.069 | 174.444 | 388.379 |
| RES | $7.12 \times 10^{-9}$ | $9.53 \times 10^{-9}$ | $7.04 \times 10^{-9}$ | $5.87 \times 10^{-9}$ | $5.74 \times 10^{-9}$ | $8.18 \times 10^{-9}$ |

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 78 | 50 | 50 | 50 | 51 | 52 |
| CPU | 236.994 | 352.059 | 296.166 | 239.445 | 259.048 | 334.832 |
| RES | $9.84 \times 10^{-9}$ | $6.85 \times 10^{-9}$ | $9.66 \times 10^{-9}$ | $7.00 \times 10^{-9}$ | $6.30 \times 10^{-9}$ | $9.07 \times 10^{-9}$ |

| $\alpha$ | GMRES | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| --- | --- | --- | --- | --- | --- | --- |
| IT | 165 | 94 | 88 | 87 | 94 | 103 |
| CPU | 814.898 | 772.323 | 582.547 | 588.010 | 612.619 | 855.340 |
| RES | $8.76 \times 10^{-9}$ | $9.47 \times 10^{-9}$ | $8.77 \times 10^{-9}$ | $9.56 \times 10^{-9}$ | $8.96 \times 10^{-9}$ | $8.15 \times 10^{-9}$ |
Figure 9: The iteration number for the PGMRES method with different $\alpha$.
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