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Abstract

We form real-analytic Eisenstein series twisted by Manin’s noncommutative modular symbols. After developing their basic properties, these series are shown to have meromorphic continuations to the entire complex plane and satisfy functional equations in some cases. This theory neatly contains and generalizes earlier work in the literature on the properties of Eisenstein series twisted by classical modular symbols.

1 Introduction

1.1 Background

Let $\Gamma$ be a congruence subgroup acting on the complex upper half plane $\mathbb{H}$ together with its cusps: $\mathbb{H} = \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q})$. The quotient is the modular curve $X = \Gamma \backslash \mathbb{H}$. Manin [Man72] introduced modular symbols, which are elements of $H_1(X, \mathbb{Q})$. There is a natural pairing between modular symbols and holomorphic weight two cusp forms on $\Gamma$, obtained by integration. This pairing, combined with the action of Hecke operators, yields rich arithmetic information about periods of elliptic curves, special values of $L$-functions and Fourier coefficients of modular forms.

In [Go99] Goldfeld began a program of studying the distribution of modular symbols. For $\gamma \in \Gamma$ we use the notation

$$\langle \gamma, f \rangle := 2\pi i \int_{z_0}^{\gamma z_0} f(u) \, du$$

(1.1)

for the pairing between the modular symbol $\{z_0, \gamma z_0\}$ and the weight two cusp form $f$ for $\Gamma$. It may be seen that (1.1) is independent of $z_0 \in \mathbb{H}$, and since $f$ is a cusp form, $\langle \gamma, f \rangle$ depends only on the bottom row of the matrix $\gamma$. Following earlier work of O’Sullivan [O’S00] and Petridis [Pet02], it is shown in Petridis-Risager [PR04] Thms. A,G] that as $T \to \infty$ the values in

$$\left\{ \frac{\text{Re}(\langle \gamma, f \rangle)}{\sqrt{\log(c^2 + d^2)}} : c^2 + d^2 \leq T \right\}$$

follow a normal distribution and that

$$\sum_{c^2 + d^2 \leq T} |\langle \gamma, f \rangle|^2 = \frac{16\pi^2}{\text{vol}(\Gamma \backslash \mathbb{H})} \|f\|^2 T \log T + O(T).$$

These results depend on properties of Eisenstein series twisted by modular symbols, that is, functions of the form

$$E(z, s; f) = \sum_{\gamma \in \Gamma \backslash \Gamma} \langle \gamma, f \rangle \text{Im}(\gamma z)^s$$

(1.2)
and their generalizations, as in [Gol99]. Here \( z \) is in the upper half plane and \( s \) is a complex number, initially with real part bigger than 1 to ensure convergence. The function \( E(z, s; f) \) is not automorphic in \( z \), but it does satisfy the more complicated relation

\[
E(\gamma_1 \gamma_2 z, s; f) - E(\gamma_1 z, s; f) - E(\gamma_2 z, s; f) + E(z, s; f) = 0
\]

for all \( \gamma_1, \gamma_2 \in \Gamma \).

Define \( (f|_k \gamma)(z) \) as \( j(\gamma, z)^{-k} f(\gamma z) \) for \( j(\begin{array}{cc}a & b \\ c & d \end{array}, z) := cz + d \) and extend this action to the group ring \( \mathbb{C}[\Gamma] \) by linearity. The relation (1.3) led Chinta-Diamantis-O'Sullivan [CDO02] to define a second-order modular form on \( \Gamma \) of weight \( k \) as a holomorphic function on the upper half plane which satisfies

\[
f|_k (\gamma_1 - I)(\gamma_2 - I) = 0, \text{ for all } \gamma_1, \gamma_2 \in \Gamma.
\]

An \( n \)-th order modular form of weight \( k \) on \( \Gamma \) satisfies

\[
f|_k (\gamma_1 - I)(\gamma_2 - I)\cdots(\gamma_n - I) = 0, \text{ for all } \gamma_i \in \Gamma.
\]

Higher-order modular forms were also independently defined by Kleban and Zagier [KZ03]. Their motivation comes from the study of modular properties in crossing probabilities on 2 dimensional lattices. One can similarly define higher-order (real-analytic) Eisenstein series generalizing the second-order series in (1.2) as in [PR04] and [JO08]. Very general series of this form are studied by Diamantis and Sim [DS08].

Manin [Man06] has initiated the development of a theory of noncommutative modular symbols. These arise as iterated integrals of cusp forms and Eisenstein series. The principal motivation for their study comes from multiple zeta values. See, for example, the paper of Choie and Ihara [CI13] which gives explicit formulas for iterated integrals in terms of multiple Hecke \( L \)-functions. Generalizing in another direction, Horozov [Hor15] defines noncommutative Hilbert modular symbols.

In the present paper we construct Eisenstein series twisted by Manin’s noncommutative modular symbols. The result is a generating series whose coefficients contain the higher-order Eisenstein series studied in [PR04] [JO08] [DS08] as well as further new series not studied before. We find that the automorphic properties and functional equations of the earlier higher-order Eisenstein series are elegantly and succinctly encapsulated in our new formalism.

1.2 Main results

We introduce some basic notation in order to state our main results; see e.g. Iwaniec [Iwa02] for a fuller background. The group \( \text{SL}_2(\mathbb{R}) \) acts by linear fractional transformations on \( \mathbb{H} \cup \mathbb{P}^1(\mathbb{R}) \). Let \( \Gamma \subset \text{SL}_2(\mathbb{R}) \) be a Fuchsian group of the first kind, i.e. a discrete subgroup of \( \text{SL}_2(\mathbb{R}) \) with quotient \( \Gamma \backslash \mathbb{H} \) of finite hyperbolic volume. We may fix a finite set of inequivalent cusps for \( \Gamma \), which we assume to be nonempty. Let \( \Gamma_a \) be the subgroup of \( \Gamma \) fixing the cusp \( a \). Then \( \Gamma_a \) is isomorphic to \( \mathbb{Z} \), where the bar means the image under the map \( \text{SL}_2(\mathbb{R}) \to \text{SL}_2(\mathbb{R})/\pm 1 \). (We don’t assume \( -I \in \Gamma \)) This isomorphism can be seen explicitly as there exists a scaling matrix \( \sigma_a \in \text{SL}_2(\mathbb{R}) \) such that \( \sigma_a \infty = a \) and

\[
\sigma_a^{-1} \Gamma_a \sigma_a = \{ \pm \begin{pmatrix} 1 & \ell \\ 0 & 1 \end{pmatrix} \mid \ell \in \mathbb{Z} \}.
\]

A function \( f \) on \( \mathbb{H} \) has weight \( k \) for \( \Gamma \) if \( f \) satisfies \( (f|_k \gamma)(z) = f(z) \) for all \( \gamma \in \Gamma \). If \( f \) is also holomorphic on \( \mathbb{H} \) and has a Fourier expansion at each cusp \( a \) of the form

\[
(f|_k \sigma_a)(z) = \sum_{m=0}^{\infty} c_a(m; f)e^{2\pi imz}
\]

then \( f \) is a modular form for \( \Gamma \). If \( c_a(0; f) = 0 \) for every cusp \( a \) then \( f \) is called a cusp form.
For $a$ and $b$ in $\mathbb{H} \cup \{\text{cusps}\}$, set
\[
C^b_a(f_1, f_2, \ldots, f_n) := \sum_i C^b_a(f_i) \cdot X_i + \sum_{i,j} C^b_a(f_i, f_j) \cdot X_i X_j + \sum_{i,j,k} C^b_a(f_i, f_j, f_k) \cdot X_i X_j X_k + \cdots
\tag{1.7}
\]
where $f_1, f_2, \ldots, f_n$ are weight 2 holomorphic cusp forms for $\Gamma$. Near end-points that are cusps, we assume the path of integration follows a geodesic to ensure we remain in the region where the cusp forms have exponential decay. In this way (1.7) is always absolutely convergent.

Let $f = (f_1, f_2, \ldots, f_r)$ be an $r$-tuple of weight 2 holomorphic cusp forms for $\Gamma$. To each $f_i$ we associate the variable $X_i$ and define
\[
I^b_a = I^b_a(f) := 1 + \sum_i C^b_a(f_i) \cdot X_i + \sum_{i,j} C^b_a(f_i, f_j) \cdot X_i X_j + \sum_{i,j,k} C^b_a(f_i, f_j, f_k) \cdot X_i X_j X_k + \cdots
\tag{1.8}
\]
Thus $I^b_a$ is an element of the ring $\mathbb{C}[X_1, \ldots, X_r]$ of formal power series in the non-commuting variables $X_i$ with coefficients in $\mathbb{C}$. We will also use the notation $I^b_a(f_1, f_2, \ldots, f_r)$ for (1.8). In the case when $r = 0$ it is convenient to set
\[
I^b_a() := 1, \quad C^b_a() := 1.
\tag{1.9}
\]
As we will see, these symbols satisfy the two key relations of concatenation and $\Gamma$-invariance:
\[
I^b_a I^c_b = I^c_a, \quad I^b_{\gamma a} = I^b_a \tag{1.10}\]
for all $a, b, c \in \mathbb{H} \cup \{\text{cusps}\}$ and all $\gamma \in \Gamma$. Manin’s noncommutative modular symbol is $I^a_{\gamma a}$ for $\gamma \in \Gamma$ and base point $a \in \mathbb{H} \cup \{\text{cusps}\}$. As described in [Man06 Prop. 2.5.1], $I^a_{\gamma a}$ is a representative of a nonabelian cohomology class in $H^1(\Gamma, \Pi)$ where $\Pi$ is the group of invertible elements of $\mathbb{C}[X_1, \ldots, X_n]$ with constant term 1.

For each cusp $b$ we define the Eisenstein series with noncommutative twists as
\[
E^a_b(z, s) := \sum_{\gamma \in \Gamma \setminus \Gamma_b} I^a_{\gamma a} \cdot \text{Im}(\sigma_b^{-1} \gamma z)^s.
\tag{1.12}
\]
Our first result proves the basic properties of this series. Recall that the hyperbolic Laplacian $\Delta$ is given by $y^2 (d^2/dx^2 + d^2/dy^2)$ for $z = x + iy$.

**Theorem 1.1.** The series $E^a_b(z, s)$ is well-defined and absolutely convergent for $\text{Re}(s) > 1$. It is an eigenfunction of the Laplacian:
\[
\Delta E^a_b(z, s) = s(s-1)E^a_b(z, s)
\tag{1.13}
\]
and for all $\delta \in \Gamma$ satisfies
\[
E^a_b(\delta z, s) = I^a_{\delta a} \cdot E^a_b(z, s).
\tag{1.14}
\]
In the above statement, the absolute convergence of $E^a_b(z, s)$ means that the coefficient of each $X_1 \cdots X_n$ in the formal power series defining $E^a_b(z, s)$ is an absolutely convergent sum over $\gamma \in \Gamma \setminus \Gamma_b$. The meromorphic continuation of $E^a_b(z, s)$ described below has the same meaning.

Note that changing the base point in (1.12) has a simple effect: if $E^a_b(z, s)$ is defined as in (1.12), but with base point $c$ instead of $a$, then $E^c_b(z, s) = I^a_c \cdot E^a_b(z, s) \cdot I^a_c$ since
\[
I^c_{\gamma c} = I^a_{\gamma c} \cdot I^a_{\gamma a} \cdot I^c_a = I^a_c \cdot I^a_{\gamma a} \cdot I^c_a
\tag{1.15}
\]
by (1.10) and (1.11).

**Theorem 1.2.** The series $E^a_b(z, s)$ admits a meromorphic continuation to all $s \in \mathbb{C}$. 


Theorem [1.2] is shown in Section 4.2. In fact much more is proved there, including bounds on the continued series $\mathcal{E}_b(z, s)$ as well as its Fourier coefficients.

When $r = 1$, so there is just one cusp form $f_1 = f$ and $I^b_a$ is in the commutative power series ring $\mathbb{C}[X]$, the function $\mathcal{E}_b(z, s)$ makes sense not just as a formal power series but also as a convergent series in the real parameter $X$. In fact, this is the approach taken by Petridis [Pet02] and Petridis-Risager [PR04] who use spectral deformation theory to study generalizations of the series (1.2). Thus our work may be considered an extension of their ideas in using a generating series to simultaneously study the properties of a collection of modular symbols or iterated integrals. See also our remarks following Theorems 4.3 and 4.4.
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2 Properties of iterated integrals

2.1 Basic properties

We collect in this section properties of iterated integrals which we will need in our study of non-commutative modular symbols and the associated Eisenstein series. Note that the definition (1.7) makes sense for general holomorphic functions $f_1, \ldots, f_n$ on $\mathbb{C}$ and endpoints $a, b \in \mathbb{C}$. So, just in this subsection, we include these more general $f_i$s.

**Proposition 2.1.** Let $a, b, c \in \mathbb{C}$ and let $f_1, \ldots, f_n$ be holomorphic functions on $\mathbb{C}$. Then we have

(i) $C_a^b(f_1, f_1, \ldots, f_1) = \frac{1}{n!} \left( \int_a^b f_1(u) \, du \right)^n$.

(ii) $C_a^b(f_1, f_2, \ldots, f_n) = (-1)^n C_a^b(f_n, f_{n-1}, \ldots, f_1)$.

(iii) $C_a^b(f_1, f_2, \ldots, f_n) = \sum_{0 \leq i \leq n} C_a^b(f_1, \ldots, f_i) \cdot C_a^b(f_{i+1}, \ldots, f_n)$.

**Proof.** Part (i) follows by induction and the change of variables $w = \int_a^z f(u) \, du$. Part (ii) is [DH13, Lemma 1.1, (v)]. We may also give an elementary proof by induction as follows. The cases $n = 0, 1$ are true, so assume $n \geq 2$. Set

$$F_j(z) := \int_{a_0}^z f_j(w) \, dw$$

for some fixed $a_0$. Then

$$C_a^b(f_1, f_2, \ldots, f_n) = C_a^b(F_1 \cdot f_2, f_3, \ldots, f_n) - F_1(a) C_a^b(f_2, \ldots, f_n). \tag{2.2}$$

The induction hypothesis yields

$$C_a^b(f_1, f_2, \ldots, f_n) = (-1)^{n-1} (C_a^b(f_n, \ldots, f_2 \cdot F_1) - F_1(a) C_a^b(f_n, \ldots, f_2)). \tag{2.3}$$

Applying (2.2) to each term on the right of (2.3) and using induction again shows

$$C_a^b(f_1, f_2, \ldots, f_n) = -C_a^b(F_1 \cdot f_2, f_3, \ldots, f_{n-2} \cdot F_n) + F_n(b) C_a^b(F_1 \cdot f_2, f_3, \ldots, f_n) + F_1(a) C_a^b(f_1, \ldots, f_{n-2} \cdot F_n) - F_1(a) F_n(b) C_a^b(f_2, \ldots, f_{n-1}). \tag{2.4}$$
Expressing $C_b^a(f_n, f_{n-1}, \ldots, f_1)$ with formula (2.4) and using the induction hypothesis completes the proof of (ii).

Part (iii) is [DH13 Lemma 1.1, (iii)]. We may easily prove it by taking $a_0 = a$ in the definition (2.1) of $F_1$ to get

$$C_a^b(f_1, f_2, \ldots, f_n) = C_a^b(F_1 \cdot f_2, f_3, \ldots, f_n).$$  \hspace{1cm} (2.5)

Applying (2.5) to both sides of (iii) and using induction completes the proof.

Proposition 2.1(iii) implies the concatenation relation (1.10). With Proposition 2.1(i) we have, at least formally,

$$f_a^b(f_1) = 1 + C_a^b(f_1) \cdot X + C_a^b(f_1, f_1) \cdot X^2 + C_a^b(f_1, f_1, f_1) \cdot X^3 + \cdots = \exp \left( \int_a^b f_1(u) \, du \cdot X \right).$$

We will see that the iterated integrals $C_a^b(f_1, f_2, \ldots, f_n)$ satisfy a further family of general identities in (5.8).

### 2.2 Modular properties

The iterated integrals will have certain modular invariance properties when $f_1, \ldots, f_n$ are weight 2 cusp forms, as we assume for the rest of the paper. The $\Gamma$-invariance relation (1.11) is equivalent to

$$C_{\gamma a}^b(f_1, f_2, \ldots, f_n) = C_a^b(f_1, f_2, \ldots, f_n)$$

which may be easily verified directly.

**Proposition 2.2.** For any $a \in \mathbb{H}$ and any parabolic $\gamma \in \Gamma$ we have $C_a^b(f_1, f_2, \ldots, f_n) = 0$ when $n \geq 1$.

**Proof.** Suppose $\gamma$ fixes the cusp $b$. Then $\sigma_b^{-1} \gamma \sigma_b = \pm \left( \begin{smallmatrix} 1 & \ell \\ 0 & 1 \end{smallmatrix} \right)$ for some $\ell \in \mathbb{Z}$. We first consider $C_a^b$ for $b \in \mathbb{H}$. Using the change of variables $z_i = \sigma_b w_i$ in (1.7) yields

$$C_a^b(f_1, f_2, \ldots, f_n) = \int_{\sigma_b^{-1} a}^{\sigma_b^{-1} b} f_n(\sigma_b w_n) \int_{\sigma_b^{-1} a}^{w_n} f_{n-1}(\sigma_b w_{n-1}) \cdots \int_{\sigma_b^{-1} a}^{w_2} f_1(\sigma_b w_1) \, d\sigma_b w_1 \cdots d\sigma_b w_n$$

$$= \int_{\sigma_b^{-1} a}^{\sigma_b^{-1} b} (f_n \cdot \sigma_b)(w_n) \int_{\sigma_b^{-1} a}^{w_n} (f_{n-1} \cdot \sigma_b)(w_{n-1}) \cdots \int_{\sigma_b^{-1} a}^{w_2} (f_1 \cdot \sigma_b)(w_1) \, dw_1 \cdots dw_n.$$

Writing $u = \sigma_b^{-1} a, v = \sigma_b^{-1} b$, $e(z) := e^{2\pi i z}$ and using (1.6) shows

$$C_a^b(f_1, f_2, \ldots, f_n) = \sum_{m_1, \ldots, m_n \in \mathbb{Z}_{\geq 1}} c_b(m_1; f_1) \cdots c_b(m_n; f_n)$$

$$\times \int_{u}^{v} e(m_n w_n) \int_{u}^{w_n} e(m_{n-1} w_{n-1}) \cdots \int_{u}^{w_2} e(m_1 w_1) \, dw_1 \cdots dw_n. \hspace{1cm} (2.6)$$

Note that (2.6) is absolutely convergent because the coefficients $c_b(m_i; f_i)$ have polynomial growth in $m_i$ and the integrals have exponential decay when $u, v \in \mathbb{H}$. Taking $b = \gamma a$ we find

$$v = \sigma_b^{-1} \gamma a = \sigma_b^{-1} \gamma \sigma_b u = u + \ell.$$

Since the integrand in (2.6) is a polynomial in $e(w_n)$ with constant term zero, it follows that (2.6) is zero for $b = \gamma a$ as desired.

**Corollary 2.3.** For any $a, b \in \mathbb{H} \cup \{\text{cusps}\}$ and any parabolic $\gamma \in \Gamma$ we have

$$I_a^b = I_{\gamma a}^b = I_a^b, \hspace{1cm} (2.7)$$

$$C_a^b(f_1, f_2, \ldots, f_n) = C_{\gamma a}^b(f_1, f_2, \ldots, f_n) = C_a^b(f_1, f_2, \ldots, f_n). \hspace{1cm} (2.8)$$
Proof. Let $c \in \mathbb{H}$ and we may change to this base point using
\[ I_a^b = I_a^c \cdot I_c^c \cdot I_c^b \]
which follows as in (1.15). Proposition 2.2 implies that $I_c^c = 1$ and hence $I_a^b = I_a^b$. The second identity in (2.7) is similar and then (2.8) follows from (2.7). \hfill \Box

Example 2.4. To give an example of the relation (2.6), we compute
\[
\int_u^v e(m_2 w_2) \int_u^{w_2} e(m_1 w_1) dw_1 dw_2
\]
= \frac{1}{(2\pi i)^2} \left( \frac{e((m_1 + m_2)u) - e((m_1 + m_2)v)}{m_1(m_1 + m_2)} + \frac{e((m_1 + m_2)u) - e((m_1 + m_2)v)}{m_1 m_2} \right).
\]

With the identity
\[- \frac{1}{m_1(m_1 + m_2)} + \frac{1}{m_1 m_2} = \frac{1}{m_2(m_1 + m_2)}\]
we obtain, with $u = \sigma_b^{-1} a$, $v = \sigma_b^{-1} b$ as before,
\[
C^b_a(f_1, f_2) = \sum_{m_1, m_2 \in \mathbb{Z}_{\sigma_b}} c_b(m_1; f_1) c_b(m_2; f_2) \frac{1}{(2\pi i)^2} \left( \frac{e((m_1 + m_2)v)}{m_1(m_1 + m_2)} + \frac{e((m_1 + m_2)u)}{m_1 m_2} - \frac{e((m_1 + m_2)v)}{m_2(m_1 + m_2)} \right).
\]

See [CI13] for more examples of expressing iterated integrals as multiple $L$-functions.

2.3 Growth estimates for iterated integrals

Here we give some growth estimates which will be needed for the convergence of Eisenstein series formed with noncommutative modular symbols.

Proposition 2.5. Let $b$ be a cusp of $\Gamma$ and let $a \in \mathbb{H} \cup \{ \text{cusps} \}$. For an implied constant independent of $b \in \mathbb{H}$,
\[ C^b_a(f_1, f_2, \ldots, f_n) \ll 1 + |\log \text{Im}(\sigma_b^{-1} b)|^n. \]  

Proof. Recall that for any cusp form $f$ of weight 2, we have $y|f(z)| \ll 1$ for all $z \in \mathbb{H}$. We use induction on $n$ to prove the proposition, the case $n = 0$ being clear. First consider $C^b_{\sigma \gamma}(f_1, \ldots, f_n)$ with imaginary number $i$. There exists $\gamma \in \Gamma$ such that $\text{Re}(\sigma^{-1} \gamma \sigma b i) = \text{Re}(\sigma^{-1} b i) + t$ for $|t| \leq 1/2$. By Corollary 2.3 $C^b_{\gamma \sigma b \gamma}(f_1, \ldots, f_n) = C^b_{\sigma b \gamma}(f_1, \ldots, f_n)$. Hence
\[
C^b_{\sigma b \gamma}(f_1, \ldots, f_n) = \int_{\gamma \sigma b \gamma} f_n(w) \cdot C^w_{\gamma \sigma \gamma \sigma b}(f_1, \ldots, f_{n-1}) \, dw
\]
= \int_{\sigma_b^{-1} \gamma \sigma b \gamma} f_n(z) \cdot C^z_{\sigma b \gamma}(f_1, \ldots, f_{n-1}) \, dz.
\]

With our cusp form bound and induction, the integrand is $\ll (1 + |\log y|^{n-1})/y$. Hence
\[
C^b_{\sigma b \gamma}(f_1, \ldots, f_n) \ll \int_{1-1/2}^{1+1/2} \frac{1 + |\log y|^{n-1}}{y} \, dx + \int_{1}^{\text{Im}(\sigma_b^{-1} b)} \frac{1 + |\log y|^{n-1}}{y} \, dy
\]
\[ \ll 1 + |\log \text{Im}(\sigma_b^{-1} b)|^n. \]

Finally, use the identity
\[
C^b_a(f_1, f_2, \ldots, f_n) = \sum_{0 \leq j \leq n} C^{a \sigma_b \gamma}(f_1, \ldots, f_j) C^b_{\sigma_b \gamma}(f_{j+1}, \ldots, f_n)
\]
to obtain (2.10) and complete the induction. \hfill \Box
Note that, with Proposition 2.1 (ii) it is clear that we may replace $C^b_a(\ldots)$ by $C^b_a(\ldots)$ in the statement of Proposition 2.5.

**Corollary 2.6.** Let $b$ be a cusp of $\Gamma$. For an implied constant independent of $a, b \in \mathbb{H}$,

$$C^b_a(f_1, f_2, \ldots, f_n) \ll 1 + |\log \operatorname{Im}(\sigma_b^{-1} a)|^n + |\log \operatorname{Im}(\sigma_b^{-1} b)|^n.$$

**Proof.** This follows from Proposition 2.5 and (2.11). □

**Corollary 2.7.** Let $b$ be a cusp of $\Gamma$ and let $a \in \mathbb{H} \cup \{\text{cusps}\}$. For an implied constant independent of $\gamma \in \Gamma$ and $z \in \mathbb{H}$,

$$C^a_{\gamma a}(f_1, f_2, \ldots, f_n) \ll 1 + |\log \operatorname{Im}(\sigma_b^{-1} z)|^n + |\log \operatorname{Im}(\sigma_b^{-1} \gamma z)|^n.$$

**Proof.** Since $I^a_{\gamma a} = I^z_{\gamma z} I^a_{\gamma z} = I^z_{\gamma z} I^a_{\gamma z}$, we have

$$C^a_{\gamma a}(f_1, f_2, \ldots, f_n) = \sum_{0\leq i,j \leq n} C^z_{\gamma z}(f_i) C^a_{\gamma z}(f_{i+j}) C^a_{\gamma z}(f_{i+j+1}, \ldots, f_n).$$

With Proposition 2.5 and Corollary 2.6, this is

$$\ll \sum_{0\leq i,j \leq n} \left(1 + |\log \operatorname{Im}(\sigma_b^{-1} z)|^i\right) \left(1 + |\log \operatorname{Im}(\sigma_b^{-1} z)|^{j-i} + |\log \operatorname{Im}(\sigma_b^{-1} \gamma z)|^{j-i}\right) \times \left(1 + |\log \operatorname{Im}(\sigma_b^{-1} z)|^{n-j}\right)$$

and the result follows. □

### 3 Eisenstein series twisted by noncommutative modular symbols

In this section we introduce our primary object of study, the Eisenstein series formed with noncommutative modular symbols. The series we define here are slightly more general than those described in the introduction.

#### 3.1 Definition and convergence

Let $f = (f_1, f_2, \ldots, f_r)$ and $g = (g_1, g_2, \ldots, g_t)$ be lists of weight 2 cusp forms. To each $f_i$ we associate the variable $X_i$ and to each $g_j$ we associate $Y_j$. Let $I^b_a = I^b_a(f)$ be as before in (1.8) and put

$$J^b_a = J^b_a(g) = 1 + \sum_i C^b_a(g_i) \cdot Y_i + \sum_{i,j} C^b_a(g_i, g_j) \cdot Y_i Y_j + \ldots. \quad (3.1)$$

Then $I^b_a \cdot J^b_a$ is an element of the ring of formal power series in the variables $X_i$ and $Y_j$ with coefficients in $\mathbb{C}$. We take these variables to be non-commuting, except for the relations $X_i Y_j = Y_j X_i$ for $1 \leq i \leq r, 1 \leq j \leq t$. We may write

$$I^b_a \cdot J^b_a = 1 + \sum_i C^b_a(f_i) \cdot X_i + \sum_i \overline{C^b_a(g_i)} \cdot \overline{X_i} + \sum_{i,j} C^b_a(f_i, f_j) \cdot X_i X_j + \sum_{i,j} C^b_a(f_i, g_j) \cdot X_i \overline{Y}_j + \sum_{i,j} \overline{C^b_a(g_i, g_j)} \cdot \overline{Y}_i Y_j + \ldots. \quad (3.2)$$

Fix a base point $a \in \mathbb{H} \cup \{\text{cusps}\}$. For $z \in \mathbb{H}$ and any cusp $b$ of $\Gamma$, define the **Eisenstein series twisted by noncommutative modular symbols** as

$$E_b(z, s) := \sum_{\gamma \in \Gamma \setminus \Gamma} I^a_{\gamma a} \cdot \overline{J^a_{\gamma a}} \cdot \operatorname{Im}(\sigma_b^{-1} \gamma z)^s. \quad (3.3)$$
This agrees with our earlier definition (1.12) when g is empty. The summands are well-defined by Corollary 2.3. Expanding with (3.2) gives

\[ E_b(z, s) = E_b(z, s) + \sum_i E_b(z, s; f_i) \cdot X_i + \sum_i E_b(z, s; \overline{f_i}) \cdot \overline{Y_i} \]
\[ + \sum_{i,j} E_b(z, s; f_i, f_j) \cdot X_i X_j + \sum_{i,j} E_b(z, s; \overline{f_i}, \overline{f_j}) \cdot X_i \overline{Y_j} + \sum_{i,j} E_b(z, s; \overline{f_i}, \overline{f_j}) \cdot \overline{Y_i} Y_j + \cdots \]

(3.4)

where

\[ E_b(z, s; f_1, \ldots, f_{i_m}, \overline{g_{j_1}}, \ldots, \overline{g_{j_n}}) := \sum_{\gamma \in \Gamma} C_{\gamma a}^{\alpha}(f_1, \ldots, f_{i_m}) C_{\gamma a}^{\alpha}(g_{j_1}, \ldots, g_{j_n}) \text{Im}(\sigma_b^{-1} \gamma z)^s. \]

(3.5)

**Theorem 3.1.** The series \( E_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) \) from (3.5) is absolutely convergent for \( \text{Re}(s) > 1 \). This convergence is uniform for \( s \) in compact sets.

**Proof.** In the case \( m = n = 0 \) the theorem is true for \( E_b(z, s) \), which is just the ordinary real-analytic Eisenstein series for \( \Gamma \). By Corollary 2.7, the summand of the series corresponding to \( \gamma \) is bounded by a constant times

\[ (1 + | \log \text{Im}(\sigma_b^{-1} z)|^{m+n} + | \log \text{Im}(\sigma_b^{-1} \gamma z)|^{m+n}) \text{Im}(\sigma_b^{-1} \gamma z)^{\text{Re}(s)}. \]

(3.6)

The elementary inequality

\[ | \log y |^k < (2/\varepsilon)^k (y^{\varepsilon k} + y^{-\varepsilon k}) \]

for all \( y, \varepsilon > 0 \) and \( k \geq 0 \), implies the first factor in (3.6) is

\[ \ll \text{Im}(\sigma_b^{-1} z)^{\varepsilon(m+n)} + \text{Im}(\sigma_b^{-1} z)^{-\varepsilon(m+n)} + \text{Im}(\sigma_b^{-1} \gamma z)^{\varepsilon(m+n)} + \text{Im}(\sigma_b^{-1} \gamma z)^{-\varepsilon(m+n)}. \]

Hence

\[ \sum_{\gamma \in \Gamma} \left| C_{\gamma a}^{\alpha}(f_1, \ldots, f_{i_m}) C_{\gamma a}^{\alpha}(g_{j_1}, \ldots, g_{j_n}) \text{Im}(\sigma_b^{-1} \gamma z)^s \right| \]
\[ \ll E_b(z, \text{Re}(s)) + E_b(z, \text{Re}(s) + \varepsilon(m+n)) + E_b(z, \text{Re}(s) - \varepsilon(m+n)) \]

for any \( \varepsilon > 0 \), with the implied constant depending on \( \varepsilon \) and \( z \). The result follows. \( \square \)

### 3.2 Transformation properties

**Proposition 3.2.** For \( \text{Re}(s) > 1 \) and all \( \delta \in \Gamma \)

\[ E_b(\delta z, s) = I_{\alpha}^{\delta a} \cdot J_{\alpha}^{\delta a} \cdot E_b(z, s). \]

(3.7)

**Proof.** We have

\[ E_b(\delta z, s) = \sum_{\gamma \in \Gamma} I_{\gamma a}^{\delta a} \cdot J_{\gamma a}^{\delta a} \cdot \text{Im}(\sigma_b^{-1} \gamma \delta z)^s \]
\[ = \sum_{\gamma \in \Gamma} I_{\gamma a}^{\delta^{-1} a} \cdot J_{\gamma a}^{\delta^{-1} a} \cdot \text{Im}(\sigma_b^{-1} \gamma z)^s. \]

Then \( I_{\gamma a}^{\delta^{-1} a} = I_{\gamma a}^{\delta a} I_{\gamma a}^{-1} I_{\gamma a}^{\delta a} = I_{\gamma a}^{\delta a} I_{\gamma a}^{a} = I_{\alpha}^{\delta a} I_{\alpha}^{a} \) and similarly \( J_{\gamma a}^{\delta^{-1} a} = J_{\gamma a}^{\delta a} J_{\gamma a}^{a} \). Using these relations we obtain

\[ E_b(\delta z, s) = \sum_{\gamma \in \Gamma} I_{\alpha}^{\delta a} I_{\alpha}^{\delta a} \cdot J_{\alpha}^{\delta a} J_{\alpha}^{a} \cdot \text{Im}(\sigma_b^{-1} \gamma z)^s \]
\[ = I_{\alpha}^{\delta a} J_{\alpha}^{\delta a} \sum_{\gamma \in \Gamma} I_{\alpha}^{\delta a} J_{\alpha}^{\delta a} \cdot \text{Im}(\sigma_b^{-1} \gamma z)^s. \]

(3.7)

\( \square \)
The relation (3.7) elegantly encapsulates a lot of information. Comparing corresponding coefficients shows

\[ E_b(\delta z, s; f_1, \ldots, f_m, g_1, \ldots, g_n) = \sum_{i=0}^{m} \sum_{j=0}^{n} C^\delta_{\alpha}(f_1, \ldots, f_i) C^\alpha_{\gamma}(g_1, \ldots, g_j) E_b(z, s; f_{i+1}, \ldots, f_m, g_{j+1}, \ldots, g_n). \tag{3.8} \]

When \( f = () \), a similar formula is given by Diamantin and Sim [DS08, Eq. (3.30)].

**Example 3.3.** Another special case of Proposition 3.2 appears in [JO08]. Suppose that \( E_b(z, s) \) is defined with modular symbols \( I_b^0(f) \) and \( J^b_0(g) \) with each depending on single cusp forms. Then the coefficients in the series (3.4) take the form

\[ E_b(z, s; f, \ldots, f, g, \ldots, g) = \sum_{\gamma \in \Gamma_b \setminus \Gamma} \sum_{\alpha} C^\alpha_{\gamma}(f, \ldots, f) C^\alpha_{\gamma}(g, \ldots, g) \text{Im}(\sigma_b^{-1} \gamma z)^s \]

\[ = \sum_{\gamma \in \Gamma_b \setminus \Gamma} \sum_{\alpha} \frac{1}{m!} \left( \int_{\gamma} f(u) \, du \right)^m \frac{1}{n!} \left( \int_{\gamma} g(u) \, du \right)^n \text{Im}(\sigma_b^{-1} \gamma z)^s \]

\[ = \frac{1}{(2\pi i)^{m+n}} \sum_{\gamma \in \Gamma_b \setminus \Gamma} \langle \gamma, f \rangle^m \langle \gamma, g \rangle^n \text{Im}(\sigma_b^{-1} \gamma z)^s \tag{3.9} \]

where the modular symbol pairing was defined in (1.1). The series in (3.9) is studied in detail in [PR04, JO08] and written as

\[ E_b^{m,n}(z, s; f, g) := \sum_{\gamma \in \Gamma_b \setminus \Gamma} \langle \gamma, f \rangle^m \langle \gamma, g \rangle^n \text{Im}(\sigma_b^{-1} \gamma z)^s. \tag{3.10} \]

It follows from relation (3.7), by translating the terms of (3.8) with (3.9), that

\[ E_b^{m,n}(\delta z, s; f, g) = \sum_{i=0}^{m} \sum_{j=0}^{n} \binom{m}{i} \binom{n}{j} (-\langle \gamma, f \rangle)^i (-\langle \gamma, g \rangle)^j E_b^{m-i, n-j}(z, s; f, g) \]

for all \( \delta \in \Gamma \). This is Lemma 4.1 of [JO08].

The results in Sections 3.1 and 3.2 complete the proof of Theorem 1.1 except for the verification of (1.13). But this follows from \( \Delta y^s = s(s-1)y^s \) as in the classical case for \( E_b(z, s) \).

### 3.3 Fourier expansions

Write \( z = x + iy \) for \( z \in \mathbb{H} \). Let \( a \) and \( \beta \) be cusps for \( \Gamma \). By [Iwa02, Thm. 3.4], the Fourier expansion of the classical real-analytic Eisenstein series is

\[ E_a(\sigma_b z, s) = \delta_{ab} y^s + \phi_{ab}(s) y^{1-s} + \sum_{k \in \mathbb{Z} + \sigma} \phi_{ab}(k, s) W_s(kz). \tag{3.11} \]

The function \( W_s(z) \) is a Whittaker function and \( \phi_{ab}(s) \), \( \phi_{ab}(k, s) \) may be expressed in terms of Kloosterman sums. Also \( \delta_{ab} \) takes the value 1 if \( a \) and \( \beta \) are \( \Gamma \)-equivalent and is 0 otherwise.

The same proof gives the expansion

\[ E_a(\sigma_b z, s; f_1, \ldots, f_m, g_1, \ldots, g_n) = \phi_{ab}(s; f_1, \ldots, g_n) y^{1-s} + \sum_{k \in \mathbb{Z} + \sigma} \phi_{ab}(k, s; f_1, \ldots, g_n) W_s(kz) \tag{3.12} \]

for \( m + n \geq 1 \). The coefficients \( \phi_{ab}(s; f_1, \ldots, g_n) \) and \( \phi_{ab}(k, s; f_1, \ldots, g_n) \) may be written in terms of Kloosterman sums twisted by iterated integrals, similarly to [O'S00, Eqs. (1.2),(1.3)]. It is an interesting question to find explicit forms for these coefficients. See [GO03, Remark 5.5] and [Ris03, Sect. 5.5].
4.1] for the determination of $\phi_{ab}(s; f_1)$. In Bruggeman-Diamantis [BD16], $\phi_{ab}(s; f_1)$ and $\phi_{ab}(k, s; f_1)$ are expressed in terms of $L$-functions and shifted convolution sums.

Combining the expansions (3.12) gives the Fourier expansion of $\mathcal{E}_a(z, s)$ as

$$
\mathcal{E}_a(\sigma_b z, s) = \delta_{ab} y^s + \Phi_{ab}(s) y^{1-s} + \sum_{k \in \mathbb{Z} \setminus 0} \Phi_{ab}(k, s) W_s(kz) \tag{3.13}
$$

where

$$
\Phi_{ab}(s) = \phi_{ab}(s) + \sum_i \phi_{ab}(s; f_i) \cdot X_i + \sum_i \phi_{ab}(s; \overline{y_i}) \cdot \overline{Y}_i
$$

$$
+ \sum_{i,j} \phi_{ab}(s; f_i, f_j) \cdot X_i X_j + \sum_{i,j} \phi_{ab}(s; f_i, \overline{y_j}) \cdot X_i \overline{Y}_j + \sum_{i,j} \phi_{ab}(s; \overline{y_i}, \overline{y_j}) \cdot \overline{Y}_i \overline{Y}_j + \cdots \tag{3.14}
$$

and $\Phi_{ab}(k, s)$ is a similar series.

## 4 Meromorphic continuation

The meromorphic continuation of the classical Eisenstein series $E_a(z, s)$ to all $s \in \mathbb{C}$ may be shown using its Fourier expansion in simple cases, such as when $\Gamma = \text{SL}_2(\mathbb{Z})$. Selberg proved the continuation for general groups $\Gamma$ and one of Selberg’s methods, as described in [Iwa02 Chap. 6], was extended in [JO08] to prove the continuation of $E_{a, m, n}(z, s; f, g)$. We recall from (3.9) that this is a constant times

$$
E_a(z, s; f_1, \ldots, f_m, \overline{y_1}, \ldots, \overline{y_n}) \tag{4.1}
$$

where $f_1 = f_2 = \cdots = f_m = f$ and $g_1 = g_2 = \cdots = g_n = g$. The proof in [JO08] goes through almost without change in the general case of distinct $f_i$s and $g_j$s. The two main properties that the proof needs are that (4.1) is an eigenfunction of the Laplacian and that it transforms into itself as $z$ is replaced by $\gamma z$ for $\gamma \in \Gamma$ except for the addition of a lower-order term. The proof also requires some growth estimates that we describe next.

### 4.1 Growth estimates for twisted Eisenstein series

Following [Iwa02], we may measure the growth of $\Gamma$-invariant functions in terms of the invariant height function defined by

$$
y_{\Gamma}(z) := \max_a \max_{\gamma \in \Gamma} \text{Im}(\sigma_a^{-1} \gamma z))
$$

for $z \in \mathbb{H}$ where the outer maximum is taken over our fixed set of inequivalent cusps. Thus $y_{\Gamma}(z)$ approaches $\infty$ as $z$ approaches any cusp.

The twisted Eisenstein series are not $\Gamma$-invariant and it is more convenient to fix a fundamental domain $\mathbb{F}$ and examine their growth there. Let $\mathcal{P}_Y \subset \mathbb{H}$ denote the strip with $|x| \leq 1/2$ and $y \geq Y$. We choose $\mathbb{F}$ so that its closure contains the cuspidal zones $\sigma_a \mathcal{P}_Y$ for all $a$ and $Y$ large enough; see [Iwa02 Section 2.2]. For $z \in \mathbb{F}$ we define the domain height function

$$
y_{\mathbb{F}}(z) := \max_a \text{Im}(\sigma_a^{-1} z)).
$$

Clearly, $y_{\mathbb{F}}(z)$ is bounded below by a positive constant for $z \in \mathbb{F}$ and bounded above by $y_{\Gamma}(z)$. In fact $y_{\mathbb{F}}(z) = y_{\Gamma}(z)$ when $z$ is in the cuspidal zones $\sigma_a \mathcal{P}_Y$ for all $a$ and $Y$ large enough. Hence $y_{\Gamma}(z) \ll y_{\mathbb{F}}(z)$ for $z \in \mathbb{F}$. It is also shown in [JO08 Lemma A.1] that, for any cusp $b$ and all $z \in \mathbb{H}$

$$
y_{\Gamma}(\sigma_b z) \leq (c_\Gamma + 1/c_\Gamma)(y + 1/y) \tag{4.2}
$$

for $c_\Gamma$ depending only on $\Gamma$. 


With Proposition 2.5 we have shown that, for any cusp $b$,
\begin{equation}
C^z_a(f_1, f_2, \ldots, f_n) \ll 1 + |\log \Im(\sigma_b^{-1} z)|^n
\end{equation}
for all $z \in \mathbb{H}$. It follows from (4.3) that
\begin{equation}
C^z_a(f_1, f_2, \ldots, f_n) \ll \log^n(y_F(z) + e)
\end{equation}
for all $z \in \mathbb{F}$. We have, writing $\sigma = \Re(s)$ as usual,
\begin{equation}
E_a(z, s) \ll y_F(z)^\sigma
\end{equation}
as in [Iwa02, Corollary 3.5] for example. Using (4.4) in the proof of [JO08, Prop. 3.3] shows
\begin{equation}
E_a(z, s; f_1, f_2, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) \ll y_F(z)^{1-\sigma+\varepsilon}
\end{equation}
for all $\varepsilon > 0$ and all $z \in \mathbb{F}$ when $m + n > 0$.

Our next goal is to extend (4.6) to a bound on all of $\mathbb{H}$. Similarly to [JO08, Sect. 5.1] we may do this neatly using the series
\begin{equation}
Q_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) := \sum_{\gamma \in \Gamma} C^a_{\gamma z}(f_1, \ldots, f_m) \cdot C^a_{\overline{\gamma z}}(g_1, \ldots, g_n) \cdot \Im(\sigma_b^{-1} \gamma z)^s.
\end{equation}

**Proposition 4.1.** The series $Q_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n})$ converges absolutely for $\Re(s) > 1$ to a $\Gamma$-invariant function of $z$. It satisfies the bound
\begin{equation}
Q_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) \ll \log^{m+n}(y_F(z) + e) \cdot y_F(z)^\sigma
\end{equation}
for all $z \in \mathbb{H}$ and is related to the twisted Eisenstein series through the identities
\begin{equation}
Q_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) = \sum_{i=0}^m \sum_{j=0}^n C^a_{\gamma z}(f_1, \ldots, f_i) \cdot \overline{C^a_{\overline{\gamma z}}(g_1, \ldots, g_j)} \cdot \Gamma(\gamma z, s; f_{i+1}, \ldots, f_m, \overline{g_{j+1}}, \ldots, \overline{g_n}, s),
\end{equation}
\begin{equation}
E_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) = \sum_{i=0}^m \sum_{j=0}^n C^a_{\gamma z}(f_1, \ldots, f_i) \cdot \overline{C^a_{\overline{\gamma z}}(g_1, \ldots, g_j)} \cdot Q_b(z, s; f_{i+1}, \ldots, f_m, \overline{g_{j+1}}, \ldots, \overline{g_n}).
\end{equation}

**Proof.** We first see that (4.9) follows from the identities $\Gamma^a_{\gamma z} = \Gamma^a_{\gamma z} \Gamma^a_{\gamma a} = \Gamma^a_{\gamma z \gamma a}$. Hence (4.7) converges absolutely for $\Re(s) > 1$. It is $\Gamma$-invariant because replacing $z$ by $\delta z$ for $\delta \in \Gamma$ just reordered the series.

Use (4.4), (4.5) and (4.6) to bound the right side of (4.9) and obtain
\begin{equation}
Q_b(z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) \ll \log^{m+n}(y_F(z) + e) \cdot y_F(z)^\sigma
\end{equation}
for all $z \in \mathbb{F}$. Then (4.8) is a consequence of (4.11) since $Q_b$ is $\Gamma$-invariant. The relation (4.10) follows similarly to (4.9).

\begin{corollary}
For every cusp $b$ and all $z \in \mathbb{H}$ we have
\begin{equation}
E_a(\sigma_b z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) \ll \log^{m+n}(y + 1/y) \cdot (y^\sigma + y^{-\sigma}).
\end{equation}
\end{corollary}

**Proof.** Use (4.2) in (4.8) to show that
\begin{equation}
Q_a(\sigma_b z, s; f_1, \ldots, f_m, \overline{g_1}, \ldots, \overline{g_n}) \ll \log^{m+n}(y + 1/y) \cdot (y^\sigma + y^{-\sigma})
\end{equation}
for all $z \in \mathbb{H}$. Then (4.13) and (4.3) along with the inequality $|\log y| + 1 < 3 \log(y + 1/y)$ bound the right side of (4.10).

The estimates we have developed in this subsection are the same as those found in Sections 3.2 and 5.1 of [JO08] for the case of equal cusp forms: $f_1 = \cdots = f_m$ and $g_1 = \cdots = g_n$.  
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4.2 Continuation using the Fredholm theory of integral equations

We are following Sections 5.2 and 5.3 of [JO08] in the next discussion. Set

\[ u(z, w) := \frac{|z - w|^2}{4\text{Im}(z)\text{Im}(w)}, \quad G_\alpha(u) := \frac{1}{4\pi} \int_0^1 (t(1-t))^{\alpha-1}(t + u)^{-\alpha} \, dt. \]

It is convenient to let \( f = (f_1, \ldots, f_m) \) and \( g = (g_1, \ldots, g_n) \). The resolvent of the Laplacian may be written as an integral operator with kernel given by the above Green function \( G_\alpha(u) \). Since \( E_a(z, s; f, g) \) is an eigenfunction of \( \Delta \) and Corollary 4.2 holds, we obtain

\[
-\frac{E_a(z, s; f, g)}{(\alpha(1-\alpha)-s(1-s))} = \int_\mathbb{H} G_\alpha(u(z, z'))E_a(z', s; f, g) \, d\mu(z') \tag{4.14}
\]

for \( 1 < \Re(s) < \alpha - 2 \). To remove a logarithmic singularity at \( u = 0 \) we set \( G_{\alpha,\beta}(u) := G_\alpha(u) - G_\beta(u) \) for \( \beta < \alpha \). Also put

\[
v_{\alpha,\beta}(s) := (\alpha(1-s) - s(1-s))^{-1} - (\beta(1-\beta) - s(1-s))^{-1}
\]

and, on breaking up \( \mathbb{H} \) into the images of \( \mathbb{F} \) under \( \Gamma \), \( 4.14 \) becomes

\[
- v_{\alpha,\beta}(s)E_a(z, s; f, g) = \int_\mathbb{F} \sum_{\gamma \in \Gamma} G_{\alpha,\beta}(u(z, \gamma z'))E_a(\gamma z', s; f, g) \, d\mu(z') \tag{4.15}
\]

for \( 1 < \Re(s) < \beta - 2 < \alpha - 2 \). Use the transformation property (3.8) of \( E_a(\gamma z', s; f, g) \) to expand this. With

\[
G^{i,j}_{\alpha,\beta}(z, z') := \sum_{\gamma \in \Gamma} C^{i,j}_\alpha(f_1, \ldots, f_i)C^{j,\gamma}_\alpha(g_1, \ldots, g_j) G_{\alpha,\beta}(u(z, \gamma z'))
\]

and \( G_{\alpha,\beta}(z, z') := G^{0,0}_{\alpha,\beta}(z, z') \) we find

\[
E_a(z, s; f, g) = q^{m,n}(z, s) + \lambda \int_\mathbb{F} G_{\alpha,\beta}(z, z')E_a(\gamma z', s; f, g) \, d\mu(z') \tag{4.16}
\]

for \( \lambda = \lambda(s) := -1/v_{\alpha,\beta}(s) \), a polynomial in \( s \) of degree 4, and

\[
q^{m,n}(z, s) := \sum_{i, j} \int_\mathbb{F} G^{i,j}_{\alpha,\beta}(z, z')E_a(z', s; f_{i+1}, \ldots, f_m, g_{j+1}, \ldots, g_n) \, d\mu(z') \tag{4.17}
\]

where the sum in (4.17) is over all \( i, j \) that satisfy \( 0 \leq i \leq m, 0 \leq j \leq n \) and are not both zero.

The integral equation (4.16) is valid for \( 1 < \Re(s) < \beta - 2 \). However, it determines \( E_a(z, s; f, g) \) uniquely and by the Fredholm theory there exists a kernel \( D_\lambda(z, z') \) and a function \( D(\lambda) \neq 0 \), which are both built from \( G_{\alpha,\beta}(z, z') \) and analytic in \( \lambda \), so that

\[
E_a(z, s; f, g) = q^{m,n}(z, s) + \frac{\lambda}{D(\lambda)} \int_\mathbb{F} D_\lambda(z, z')q^{m,n}(z', s) \, d\mu(z'). \tag{4.18}
\]

This provides the desired analytic continuation of \( E_a(z, s; f, g) \) with an induction argument when we know that the lower-order series \( q^{m,n}(z, s) \) already has a continuation.

We simplified the presentation above by omitting a step. The kernel \( G_{\alpha,\beta}(z, z') \) in (4.16) is not bounded, as required by the Fredholm theory we are using, and must be replaced by a truncated version \( \eta(z)\eta(z')H_a(z, z') \) as described in [Iwa02, p. 84] and [JO08, Sect. 5.3].

Theorem 4.3 follows immediately from the next result.

**Theorem 4.3.** Let \( f = (f_1, \ldots, f_m) \) and \( g = (g_1, \ldots, g_n) \) for \( m, n \in \mathbb{Z}_{>0} \). For every ball \( \mathbb{B}_r \subset \mathbb{C} \) of radius \( r \) about the origin there exist functions \( A_a(s), \phi_{ab}(s; f, g) \) and \( \phi_{ab}(k, s; f, g) \) for all \( k \in \mathbb{Z}_{>0} \) so that the following assertions hold:
(i) \( A(a) \) is analytic on \( \mathbb{B}_r \) and not identically 0.

(ii) \( \phi_{ab}(s; f, g) \) and \( \phi_{ab}(k, s; f, g) \) are meromorphic functions of \( s \) on \( \mathbb{B}_r \).

(iii) For all \( s \in \mathbb{B}_r \)

\[
A^{m+n+1}_a(s) \cdot \phi_{ab}(s; f, g) \ll 1,
\]

\[
A^{m+n+1}_a(s) \cdot \phi_{ab}(k, s; f, g) \ll (\log^{m+n}|k| + 1)(|k|^\sigma + |k|^{1-\sigma}).
\]

(iv) The Fourier expansion

\[
E_a(\sigma_b z, s; f, g) = \delta_{0,0}^{m,n} \cdot \delta_{ab} y^s + \phi_{ab}(s; f, g) y^{1-s} + \sum_{k \neq 0} \phi_{ab}(k, s; f, g) W_s(kz)
\]

agrees with (4.11), (4.12) for \( \text{Re}(s) > 1 \) and, for all \( z \in \mathbb{H} \), converges to a meromorphic function of \( s \in \mathbb{B}_r \).

(v) For all \( s \in \mathbb{B}_r \) and \( z \in \mathbb{F} \) we have

\[
A^{m+n+1}_a(s) \cdot E_a(z, s; f, g) \ll y_F(z)^{\sigma-1/2} + 1/2.
\]

Proof. The case \( m + n = 0 \) is given in [JO08, Thm. 6.1]. Note that it should have been stated there that \( A(a) \) is not identically 0. This follows from its construction from \( D(\lambda) \) in [JO08 Eq. (6.6)] and the fact that \( D(0) = 1 \) from [Iwa02, p. 193].

The rest of the proof uses induction on \( m + n \). This is the same as the proof of [JO08 Thm. 6.5], but based on the integral equation (4.16) and using the bounds from Section 4.1.

The techniques of Diamantis-Sim [DS08] should also give the meromorphic continuation of \( E_a^m(z, s; f, g) \) to all \( s \in \mathbb{C} \). There, they essentially find the continuation of \( Q_a(z, s; f, g) \), as defined in (4.17), by means of its spectral expansion. Their proof is for \( f \) empty but should carry over to our setting without difficulty; see [DS08, Theorem 3.4].

The first proof of the continuation of \( E_a^{m,n}(z, s; f, g) \), corresponding to the case of equal cusp forms \( f_1 = \cdots = f_m \) and \( g_1 = \cdots = g_n \), was given in Petridis-Risager [PR04], following earlier work in Petridis [Pet02]. This method exploits the fact that

\[
\chi_{\varepsilon}^{\lambda}(\gamma) = \chi_{\varepsilon}(\gamma) \cdot \exp \left( \varepsilon \int_{z_{\varepsilon}}^{z_{\gamma_{\varepsilon}}} f(u) du \right)
\]

is a character with \( \chi_{\varepsilon}(\gamma_1 \gamma_2) = \chi_{\varepsilon}(\gamma_1) \chi_{\varepsilon}(\gamma_2) \). Setting

\[
E_0(z, s; \chi_{\varepsilon}) := \sum_{\gamma \in \Gamma \setminus \Gamma^1} \chi_{\varepsilon}(\gamma) \cdot \text{Im}(\sigma^1_b \gamma z)^s,
\]

we find that \( E_0(z, s; f) \) can be recovered as \( \frac{d}{ds}E_0(z, s; \chi_{\varepsilon})|_{s=0} \). To obtain \( E_a^{m,n}(z, s; f, g) \), the character \( \chi_{\varepsilon} \) is replaced with a product \( \chi_{\varepsilon_1} \cdot \chi_{\varepsilon_2} \cdots \) with different parameters; see [PR04 Eq. (1.10)]. The meromorphic continuation of (4.22) and this many parameter generalization is achieved in [Pet02, PR04] by employing spectral deformation theory. Taking derivatives then gives the continuation of \( E_a^{m,n}(z, s; f, g) \).

It is not clear if the methods of [Pet02, PR04] extend to proving the continuation of the general Eisenstein series \( E_a(z, s; f, g) \) studied in this paper. For example, if the integral in (4.21) is replaced by \( C_{\varepsilon_0} z_0 \) \( f_1, f_2 \) then \( \chi_{\varepsilon}(\gamma) \) will not be a character in general. By Example 5.2 (iv) and (5.3), it will satisfy the more complicated relation

\[
\chi_{\varepsilon}(\gamma_1 \gamma_2 \gamma_3) = \frac{\chi_{\varepsilon}(\gamma_1 \gamma_2) \chi_{\varepsilon}(\gamma_1 \gamma_3) \chi_{\varepsilon}(\gamma_2 \gamma_3)}{\chi_{\varepsilon}(\gamma_1) \chi_{\varepsilon}(\gamma_2) \chi_{\varepsilon}(\gamma_3)}.
\]
4.3 Functional equations

By analogy with the classical Eisenstein series, we expect a relationship between the values of $E_a(z, s; f, \mathbb{G})$ at $s$ and $1 - s$. In some cases we do have such a functional equation and to express it we set up the following notation.

Suppose $\Gamma$ has $h$ inequivalent cusps. Let $E(z, s; f, \mathbb{G})$ be the $h \times 1$ column vector with entries $E_a(z, s; f, \mathbb{G})$ as lists the inequivalent cusps. With the same ordering, let $\phi(s; f, \mathbb{G})$ be the $h \times h$ matrix with entries $\phi_{ab}(s; f, \mathbb{G})$.

The formal series version of $E$ above is $\mathcal{E}(z, s)$, the $h \times 1$ column vector with entries $\mathcal{E}_a(z, s)$. It satisfies the vector version of (3.4):

$$
\mathcal{E}(z, s) = \sum_{c,d;\delta \neq 0} \sum_{i,j} E(z, s; f_1, \ldots, f_{ic}, g_{jd}) \cdot X_i Y_j.
$$

The formal series version of $\phi$ is $\Phi(s)$, the $h \times h$ matrix with entries $\Phi_{ab}(s)$. It satisfies the matrix version of (3.14):

$$
\Phi(s) = \sum_{c,d;\delta \neq 0} \sum_{i,j} \phi(s; f_1, \ldots, f_{ic}, g_{jd}) \cdot X_i Y_j.
$$

We may give a simple reformulation of [Ji08, Thm. 7.1] as follows.

**Theorem 4.4.** Define $\mathcal{E}(z, s)$ with modular symbols $I_{\gamma a}^\alpha (f)$ and $J_{\gamma a}^\alpha (g)$ depending on single cusp forms. It satisfies the functional equation

$$
\Phi(1 - s) \mathcal{E}(z, s) = \mathcal{E}(z, 1 - s)
$$

with

$$
\Phi(1 - s) \Phi(s) = I
$$

for $I$ the $h \times h$ identity matrix.

The formal series equations (4.23) and (4.24) are equivalent to showing the matrix equations

$$
\sum_{i=0}^m \sum_{j=0}^n \phi(1 - s; f, \ldots, f, \mathbb{G}, \ldots, \mathbb{G}) E(z, s; f, \ldots, f, \mathbb{G}, \ldots, \mathbb{G}) = E(z, 1 - s; f, \ldots, f, \mathbb{G}, \ldots, \mathbb{G}),
$$

(4.25)

$$
\sum_{i=0}^m \sum_{j=0}^n \phi(1 - s; f, \ldots, f, \mathbb{G}, \ldots, \mathbb{G}) \phi(s; f, \ldots, f, \mathbb{G}, \ldots, \mathbb{G}) = \begin{cases} I, & \text{if } m = n = 0; \\ 0, & \text{otherwise} \end{cases}
$$

(4.26)

for all $m, n \in \mathbb{Z}_{\geq 0}$. The $m = n = 0$ cases of (4.25) and (4.26) are the classical functional equations

$$
\phi(1 - s) E(z, s) = E(z, 1 - s), \quad \phi(1 - s) \phi(s) = I
$$

as shown in [Iwa02] Sect. 6.3].

In fact the functional equation of Theorem 4.4 appears already in Petridis [Pet02]. We may write the functional equation [Pet02, Eq. 1.9] of the series (4.22) as the matrix equation

$$
\phi(1 - s; \chi^f \cdot \chi_\mathbb{G}^s) E(z, s; \chi^f \cdot \chi_\mathbb{G}^s) = E(z, 1 - s; \chi^f \cdot \chi_\mathbb{G}^s).
$$

(4.27)

Now we see that (4.27), treated as a relation of formal series in $\varepsilon$ and $\varepsilon'$, agrees with (4.23).

See also [Ris03, Thm. 43] where a functional equation equivalent to (4.23) is proved, but with scattering matrix $\Phi(1 - s)$ defined differently.

It is natural to ask whether $\mathcal{E}(z, s)$ satisfies the functional equation (4.23), or some other one, when it contains modular symbols $I_{\gamma a}^\alpha (f)$ and $J_{\gamma a}^\alpha (g)$ depending on more than one cusp form.
5 Higher-order automorphic forms and maps

We see next how the series \( E_b(z, s; f, g) \) and the iterated integrals \( C^z_a(f) \) and \( C^\alpha_a(f) \) fit into a larger framework.

5.1 Higher-order forms

Following the description in [JO08, Sect. 3], we may define a sequence \( \mathcal{A}^n(\Gamma) \) of sets of smooth functions from \( \mathbb{H} \to \mathbb{C} \) recursively as follows. Let \( \mathcal{A}^0(\Gamma) := \{ \mathbb{H} \to 0 \} \) and for \( n \in \mathbb{Z}_{\geq 1} \) set

\[
\mathcal{A}^n(\Gamma) := \left\{ \psi \left| \psi(\gamma z) - \psi(z) \in \mathcal{A}^{n-1}(\Gamma) \quad \text{for all} \quad \gamma \in \Gamma \right. \right\}.
\]

Elements of \( \mathcal{A}^n(\Gamma) \) are called \( n \)-th order automorphic forms, naturally forming a vector space over \( \mathbb{C} \). The classical \( \Gamma \)-invariant functions, such as \( E_a(z, s) \), are in \( \mathcal{A}^1(\Gamma) \) and so are first-order. If we let \( \gamma \in \Gamma \) act on \( \psi \) by \( (\psi|\gamma)(z) := \psi(\gamma z) \), and extend this action to all \( \mathbb{C}[\Gamma] \) by linearity, then we see that \( \psi \in \mathcal{A}^n(\Gamma) \) if and only if

\[
\psi((\gamma_1 - I)(\gamma_2 - I)\cdots(\gamma_n - I) = 0 \quad \text{for all} \quad \gamma_1, \gamma_2, \ldots, \gamma_n \in \Gamma.
\]

Inductive arguments show that

\[
\mathcal{A}^m(\Gamma) \subseteq \mathcal{A}^n(\Gamma) \quad \text{for all} \quad 0 \leq m \leq n
\] (5.1)

and if \( \phi(z) \in \mathcal{A}^m(\Gamma) \) and \( \psi(z) \in \mathcal{A}^n(\Gamma) \) then

\[
\phi(z) \cdot \psi(z) \in \mathcal{A}^{m+n-1}(\Gamma)
\]

for \( m + n \geq 1 \). With (3.8), \( E_a(\gamma z, s; f) - E_a(z, s; f) \in \mathcal{A}^1(\Gamma) \) implying that \( E_a(z, s; f) \in \mathcal{A}^2(\Gamma) \). So \( E_a(z, s; f) \) is a second-order form satisfying (1.3).

Proposition 5.1. For all \( m, n \in \mathbb{Z}_{\geq 0} \) we have

(i) \( C^z_a(f_1, \ldots, f_m) \in \mathcal{A}^{m+1}(\Gamma) \),

(ii) \( E_a(z, s; f_1, \ldots, f_m, \overline{f}_1, \ldots, \overline{f}_m) \in \mathcal{A}^{m+1}(\Gamma) \).

Proof. Part (i) is proved by induction on \( m \). The \( m = 0 \) case is true since \( C^z_a() = 1 \), so assume \( m \geq 1 \). With

\[
I^z_a = I^a_0 I^\gamma_a = I^a_0 I^\gamma_a
\]

we find

\[
C'^z_a(f_1, f_2, \ldots, f_m) - C'^z_a(f_1, f_2, \ldots, f_m) = \sum_{j=1}^{m} C'^\alpha_a(f_1, \ldots, f_j) C^z_a(f_{j+1}, \ldots, f_m).
\] (5.2)

By induction \( C'^z_a(f_{j+1}, \ldots, f_m) \in \mathcal{A}^{m-j+1}(\Gamma) \). With (5.1), the right side of (5.2) is in \( \mathcal{A}^m(\Gamma) \) and hence \( C'^z_a(f_1, \ldots, f_m) \in \mathcal{A}^{m+1}(\Gamma) \), completing the induction.

Part (ii) has a similar proof using (3.8).

Note that results equivalent to Proposition 5.1 are proved in [DS08, Sect. 3.2].
Higher-order maps

As in [IO09 Sect. 10], one can define a related sequence $\text{Hom}^{[n]}(\Gamma, \mathbb{C})$ of sets of functions from $\Gamma$ to $\mathbb{C}$ as follows. Let $\text{Hom}^{[0]}(\Gamma, \mathbb{C}) := \{ \Gamma \rightarrow 0 \}$. With the notation $L_\delta(\gamma) := L(\gamma \delta) - L(\gamma)$ and $n \in \mathbb{Z}_{\geq 1}$ define

$$\text{Hom}^{[n]}(\Gamma, \mathbb{C}) := \{ L : \Gamma \rightarrow \mathbb{C} \mid L_\delta \in \text{Hom}^{[n-1]}(\Gamma, \mathbb{C}) \text{ for all } \delta \in \Gamma \}.$$ 

For $L : \Gamma \rightarrow \mathbb{C}$ and $\gamma \in \Gamma$, set $L|_\gamma := L(\gamma)$ and extend this linearly to all \mathbb{C}[\Gamma]. Then $L \in \text{Hom}^{[n]}(\Gamma, \mathbb{C})$ if and only if

$$L|(\gamma_1 - I)(\gamma_2 - I)...(\gamma_n - I) = 0 \quad \text{for all } \gamma_1, \gamma_2, \ldots, \gamma_n \in \Gamma.$$ 

We see that $\text{Hom}^{[1]}(\Gamma, \mathbb{C})$ is the space of constant functions. Elements $L$ of $\text{Hom}^{[2]}(\Gamma, \mathbb{C})$ satisfy

$$L(\gamma_1 \gamma_2) - L(\gamma_1) - L(\gamma_2) + L(I) = 0 \quad \text{for all } \gamma_1, \gamma_2 \in \Gamma,$$

making $\gamma \mapsto L(\gamma) - L(I)$ a homomorphism into the additive part of $\mathbb{C}$. Similarly, elements $L$ of $\text{Hom}^{[n]}(\Gamma, \mathbb{C})$ satisfy

$$L(\gamma_1 \gamma_2 \gamma_3) - L(\gamma_1 \gamma_2) - L(\gamma_1 \gamma_3) + L(\gamma_2 \gamma_3) + L(\gamma_1) + L(\gamma_2) + L(\gamma_3) - L(I) = 0$$

(5.3)

for all $\gamma_1, \gamma_2, \gamma_3 \in \Gamma$. We may call elements of $\text{Hom}^{[n]}(\Gamma, \mathbb{C})$ $n$th-order maps from $\Gamma$ to $\mathbb{C}$ and they form a complex vector space. Inductive arguments demonstrate that

$$\text{Hom}^{[m]}(\Gamma, \mathbb{C}) \subseteq \text{Hom}^{[n]}(\Gamma, \mathbb{C}) \quad \text{for all } 0 \leq m \leq n$$

and if $L \in \text{Hom}^{[m]}(\Gamma, \mathbb{C})$ and $L' \in \text{Hom}^{[n]}(\Gamma, \mathbb{C})$ then

$$L \cdot L' \in \text{Hom}^{[m+n-1]}(\Gamma, \mathbb{C})$$

(4.5)

for $m + n \geq 1$. If $\gamma$ is an elliptic element of $\Gamma$, with $\gamma^N = I$ for some $N > 0$, then a similar proof to [IO09 Lemma 17] shows $L(\gamma) = L(I)$ for all $L \in \text{Hom}^{[n]}(\Gamma, \mathbb{C})$ with $n \geq 0$.

Example 5.2. We have the following examples of higher-order maps:

(i) The modular symbol map $\gamma \mapsto \{ \gamma, f \}$ is in $\text{Hom}^{[2]}(\Gamma, \mathbb{C})$. In fact, if we define

$$\text{Hom}^{[n]}_0(\Gamma, \mathbb{C}) := \{ L \in \text{Hom}^{[n]}(\Gamma, \mathbb{C}) \mid L(\gamma) = 0 \text{ for all parabolic } \gamma \in \Gamma \}$$

then $\{ \gamma, f \}$ is in $\text{Hom}^{[2]}_0(\Gamma, \mathbb{C})$. Note that $L \in \text{Hom}^{[n]}_0(\Gamma, \mathbb{C})$ implies $L(I) = 0$.

(ii) It now follows from (5.4) that, for example,

$$\langle \gamma, f \rangle^m \langle \gamma, f \rangle^n \in \text{Hom}^{[m+n+1]}_0(\Gamma, \mathbb{C}).$$

(5.5)

(iii) If $\psi \in A^n(\Gamma)$ then, for fixed $z_0 \in \mathbb{H}$, $L(\gamma)$ defined as $\psi(\gamma z_0)$ is in $\text{Hom}^{[n]}(\Gamma, \mathbb{C})$.

(iv) As functions from $\Gamma$ to $\mathbb{C}$, the iterated integral $C_{a}^{b}(f_1, f_2, \ldots, f_n)$ and its complex conjugate are in $\text{Hom}^{[n+1]}(\Gamma, \mathbb{C})$. This follows from the previous example and Proposition 5.1 (i). With the identity (2.9), we may allow $a$ and $b$ to be in $\mathbb{H} \cup \{ \text{cusps} \}$. By Corollary 2.3 these functions are in the subspace $\text{Hom}^{[n+1]}_0(\Gamma, \mathbb{C})$ for $n \geq 1$. 


(v) An interesting third-order map \( \theta_a \) is obtained in the paper [JOS]. The Kronecker limit formula gives the first two terms in the Laurent expansion of \( E_a(z, s) \) at \( s = 1 \). From the second term we may derive the modular Dedekind symbol \( S_a \) which is a map from \( \Gamma \) to \( \mathbb{R} \). Doing the same with the Eisenstein series \( E_a^{m,n}(z; s; f, f) \) from (5.10) for \( m \geq 1 \) produces the higher-order modular Dedekind symbol \( S_a^m \) which is independent of \( m \) and is also a map from \( \Gamma \) to \( \mathbb{R} \). Then, as shown in [JOS Sect. 5.5]

\[
\theta_a := S_a^m - S_a \in \text{Hom}^{[3]}(\Gamma, \mathbb{C}).
\]

However \( \theta_a \) is not zero on all parabolic elements and so cannot be expressed in terms of products such as (5.5) or the iterated integral \( C_{j,k}^h(f_1, f_2) \). It would be interesting to understand how these higher-order modular Dedekind symbols fit into the context of the noncommutative Dedekind symbols Manin introduces in [Man14].

### 5.3 The subspace \( \mathbb{H}^{[n]}(\Gamma, \mathbb{C}) \)

For fixed \( a \in \mathbb{H} \cup \{ \text{cusps} \} \), we see by Example 5.2 (iv) and (5.4) that

\[
C_{j,k}^a (f_1, \ldots, f_j) C_{j+1,k}^a (f_{j+1}, \ldots, f_m)
\]

is in \( \text{Hom}^{[m+1]}(\Gamma, \mathbb{C}) \) for \( m \geq 1 \). For \( n \geq 1 \), let \( \mathbb{H}^{[n]}(\Gamma, \mathbb{C}) \) be the subspace of \( \text{Hom}^{[n]}(\Gamma, \mathbb{C}) \) spanned by maps of the form (5.6) for \( 0 \leq m \leq n - 1 \). It follows from the identity (2.9) for changing the base point that \( \mathbb{H}^{[n]}(\Gamma, \mathbb{C}) \) is independent of \( a \).

The next result shows that including more iterated integrals in the product and changing endpoints does not take you out of the space \( \mathbb{H}^{[n]}(\Gamma, \mathbb{C}) \), provided that the number of cusp forms used is \( \leq n - 1 \).

**Proposition 5.3.** We have

\[
\prod_{i=1}^u C_{a_i}^{b_i} (f_{i_1}, \ldots, f_{i_{\rho(i)}}) \prod_{j=1}^v C_{a_j}^{b_j} (f_{j_1}, \ldots, f_{j_{\rho(j)}}) \in \mathbb{H}^{[n]}(\Gamma, \mathbb{C})
\]

for \( a_i, b_i, a'_j, b'_j \) in \( \mathbb{H} \cup \{ \text{cusps} \} \) and \( r(1) + \cdots + r(u) + t(1) + \cdots + t(v) \leq n - 1 \).

**Proof.** With (2.9) we may rewrite (5.7) as a linear combination of terms of the same form as (5.7) but with every \( a_i, b_i, a'_j, b'_j \) replaced by a fixed \( a \).

We next introduce the *shuffle permutations*; see for example [DH13 Lemma 1.1, (iv)]. Let \( sh(j, k) \) be the set of all permutations \( \rho \) of \( \{ 1, 2, \ldots, j + k \} \) such that

\[
\rho(1) < \cdots < \rho(j) \quad \text{and} \quad \rho(j+1) < \cdots < \rho(j+k).
\]

Then the *shuffle relation* implies

\[
C_{\alpha}^{x_a} (f_1, \ldots, f_j) C_{\alpha}^{y_a} (f_{j+1}, \ldots, f_k) = \sum_{\rho \in \text{sh}(j, k)} C_{\alpha}^{x_a} (f_{\rho(1)}, f_{\rho(2)}, \ldots, f_{\rho(j+k)}).
\]

Therefore products of two iterated integrals may be expressed as a sum of single iterated integrals. Applying this repeatedly then gives (5.7) as a linear combination of terms of the form (5.6) as desired.

For the inclusion

\[
\mathbb{H}^{[n]}(\Gamma, \mathbb{C}) \subseteq \text{Hom}^{[n]}(\Gamma, \mathbb{C}),
\]

we clearly have equality when \( n = 1 \) and also when \( n = 2 \) by [GO03 Prop. 2.1], for example. Do we have equality in (5.9) for higher values of \( n \)? If not, how are the extra \( n \)th-order maps on the right described?
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