Optimizing Wave Overtopping Energy Converters by ANN Modelling: Evaluating the Overtopping Rate Forecasting as the First Step
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Abstract: Artificial neural networks (ANN) are extremely powerful analytical, parallel processing elements that can successfully approximate any complex non-linear process, and which form a key piece in Artificial Intelligence models. Its field of application, being very wide, is especially suitable for the field of prediction. In this article, its application for the prediction of the overtopping rate is presented, as part of a strategy for the sustainable optimization of coastal or harbor defense structures and their conversion into Waves Energy Converters (WEC). This would allow, among others benefits, reducing their initial high capital expenditure. For the construction of the predictive model, classical multivariate statistical techniques such as Principal Component Analysis (PCA), or unsupervised clustering methods like Self Organized Maps (SOM), are used, demonstrating that this close alliance is always methodologically beneficial. The specific application carried out, based on the data provided by the CLASH and EurOtop 2018 databases, involves the creation of a useful application to predict overtopping rates in both sloping breakwaters and seawalls, with good results both in terms of prediction error, such as correlation of the estimated variable.
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1. Introduction

During the last decade, the power generation sector has experienced a huge rise in what are known as renewable energy. The sea as one of the most powerful energy sources on earth, over 120,000 TWh/year capacity [1], is one of the key pieces in this sustainability strategy, such that it has even been included in the Sustainable Development Goals (SDGs) [2]. Among its potentials as a generator of clean energy [3] can be cited those derived from the use of marine currents [4], tides [5], thermal gradients [6], salt flats [7], and finally the use of waves to generate energy [8]. These uses have experienced one of the highest growth rates among renewable energy technology in recent years [9], and this may mean a change in trend in the production of sustainable energy, although it is not without major drawbacks at this early stage of development, one of which is precisely associated with the disparity in technologies [10].

This change in trend has undoubtedly been favored by technological advances in all the sectors involved. This is especially so in relation to hydrodynamic systems, with the improvement of equipment and control systems, as well as the utilization of new, more durable materials in such a strongly aggressive environment as the marine one [11]. But these are not the only motivations that direct the focus of interest towards this sector. There...
is no denying the change in trend in energy production strategies, linked it with a change in social sensitivity. A sensitivity which advocates the search for new sources of energy not linked to the consumptive use of finite natural resources, and where the search for more sustainable harvesting strategies is necessary. Especially if these coexist with a catalytic impulse advocated by different administrations [12].

Among the quoted wide range of uses, the one attributed to the inexhaustible energy of the waves stands out for its potential, especially when it is estimated that its associated energy power ranges between 8000–80,000 TWh/year [1]. Although this is a figure currently under intense debate, since different and detailed approximations will cause variation when specific dependent factors are introduced in the analysis [13]. Although faced with the common drawbacks that characterize developing marine technologies, advantages are presented that make structures for harnessing wave energy strategically advantageous alternatives compared to other marine energy converting technologies. For example, the clear correlation between areas of high energy demand such as densely populated coastal regions and production areas, or the greater stationarity of the generating capacity of the waves compared to more established renewable energy sources, such as wind energy [14].

As a crucial part of this search we focused on those that profit from energy generated when a singular structure is overtopped by incoming waves. Due to the fact that wave height decreases as waves travel from offshore to onshore, more powerful energy generation will commonly be associated with floating structures placed offshore [15], like popular Wave Dragon [16]. There also exists the possibility of combining power generation with other infrastructural needs. It can be combined with building defense structures, or take advantage of existing ones, which will result in a significant reduction of installation costs [17,18], and maintenance costs will be lower because of the accessibility of sites compared to those associated with offshore structures [15]. The sharing of construction techniques commonly used in coastal engineering structures is well documented [18,19], and may be extended to taking advantage of those areas associated with wave propagation, such as refraction, making its implementation even more interesting [20]. These reasons justify that one part of the research effort should be directed to the use of this type of energy converter in existing breakwater structures.

One of the most attractive challenges related to the wave energy generation field of application, is the application of Artificial Intelligence (AI) techniques. This can be applied to both the characterization of the problems associated with the technologies of the converters, and for the evaluation of the energy resources themselves [21]. As proof of its high potential and versatility, AI techniques are commonly applied in the majority of scientific fields, especially in those applied sciences such as engineering, sometimes with significant success [22].

The present work particularly explores the capacities of one of the most popular AI techniques: Artificial Neural Networks, applied in the field of coastal engineering, and specifically for the forecasting of the overtopping rate as an essential part of the design of wave energy converter structures of the overtopping type [11,19].

The potential power of the wave energy converter during its lifetime $T$ can be defined by the following expression:

$$\text{Energy} = \int_{0}^{T} fP_h$$  \hspace{1cm} (1)

where $P_h$ is the hydrodynamic power, and $f$ is a factor that comprises several efficiency related factors, as electrical, mechanical, or relative to the electrical energy transmission.

There is a direct relationship between the hydrodynamic power energy in the incoming waves with the power stored in the reservoirs of the overtopping breakwater for energy conversion from potential energy to useful energy, but it is necessary to adequately determine certain parameters as the height of the crest or the slope characteristics, to determine the overtopping rate associated with it. The accuracy of such information together with the stochastic nature of the variation both in height and in period that characterize the wave field make it a complex problem and difficult to solve, which is not always adequately
solved in the related literature [11]. It is in this multivariate, nonlinear, uncertain situation that ANN can outperform classical approaches [23] and is what directs this research.

The research focuses on building an ANN model where its predictive properties can be applied to a wide range of structures. Data from the CLASH project and EurOtop 2018 are used to develop a new methodological approach that can be differentiated from those proposed in contemporary works [24–26]. The clear objective being the incorporation of this knowledge into the design of wave energy converters for breakwaters and coastal structures, maintaining their defense purpose.

As previously mentioned, other more specific works have developed ANN applications [27], some introduce the prediction of new parameters related to the transmission coefficient [28,29], or the reflection coefficient [26,30,31], or, in one exceptional case, used an ANN as an indirect means for the proposal of a new empirical expression for the calculation of the overtopping [32]. All of them validate the application of artificial intelligence techniques in this specific field of maritime engineering. The application of which has already been related to the more classic parameters of the waves or coastal engineering [33], and even in fields as specific as the scour depth around of marine structures [34–37], or newer ones, such as interaction with coastal biocenosis [38].

2. Materials and Methods

The proposed methodological approach includes a first phase of descriptive analysis of the available variables in the database, where the data are scaled to a common scale, and then proceeds to the detection and elimination of outliers, using univariate and multivariate techniques. As the next step, the identification of the most significant predictor variables is carried out. This is followed by moving to a process of dimensionality reduction of the input data space, using various techniques: Principal Component Analysis, and artificial neural networks with clustering ability (Kohonen networks). Once these pre-processing phases have been completed, the predictive Artificial Neural Network modelling is carried out, and the results of the prediction are analyzed.

2.1. The Data Base and Its Component Parameters

The overtopping is defined as the physical phenomenon that causes a certain flow over the top of a structure when the height of top is less than the rise of the waves (run-up) of the successive wave trains that affect that structure. Its quantification is carried out mainly by means of the variable called overtopping rate \( q \), which is the flow that exceeds a length of structure per unit of time, when a certain number of waves impact on it.

In the case during time interval \( t_0 \) there were \( N_0 \) waves falling upon the structure, of heights and periods \((H_i, T_i)\), where each wave produces a certain volume of overflow \( V_i \) \((H_i, T_i)\), the overtopping rate can be defined as:

\[
q = \frac{1}{t_0} \sum_{i=1}^{N_0} V_i(H_i, T_i)
\]  

where is the overtopping rate \((\text{m}^3 / \text{s}/\text{m} \text{ or m}^2/\text{s})\); \(N_0\) is the number of total waves; \(H_i, T_i\) are the height and period of every \(i\) wave that fall upon the structure \((\text{m}; \text{s})\); \(V_i(H_i, T_i)\) is the overflow volume produced by each wave of the wave series, per unit length; and \(t_0 = \sum_{i=1}^{N_0} T_i\) is the duration of the record of waves in a storm \((\text{s})\).

Quantification is usually carried out by both prototype test and reduced scale tests, but the latter is mainly used due to its greater economy and simplicity [37]. Both methodological approaches have been used to compile the database that concerns this investigation: CLASH-EurOtop.

The improvement of the databases that have led to their application, has recently borne fruit in a new edition of the EurOtop manual [25]. There are several parameters that must be taken into account when building any overtopping rate prediction model, most of which are collected in this database, as are those used in this study. Among them, the main
ones will be geometric and hydraulic parameters [39]. Hydraulic parameters such as the significant wave height ($H_s$), the mean and peak wave period ($T$), the direction of incidence of the waves on the structure ($\beta$). Geometric, or related to the typology of the structure itself, such as the freeboard of the structure ($R_c$). Other factors that also influence, although to a lesser extent, would be the bottom slope, the depth at the foot of the structure, the wind (direction and intensity), the wave grouping, the run-up interference, and so on. So, any database related to the quantification of that phenomenon will necessarily be enriched by data of this nature.

There are many empirical formulations in the specialized literature [40], most of them limited to a certain field or range of application, set either by the nature or design of the structure, or by other conditions specific to the environment (wind, wave conditions, angle of incidence). The desire and need to unify all these existing formulations, at least as far as the data from trials in which they had their genesis, converged in the CLASH Project and its subsequent modifications at EurOtop 2018 [25,41,42]. Therefore, they are the sources of data input used in the modelling of this work.

The parameters that describe each test, with an initial total number of 34, including the measurement of the overtopping rate, were grouped into three categories: general, hydraulic and structural parameters. The general parameters refer to the reliability that is given to each test carried out (RF), and its degree of complexity (CF). The hydraulic parameters refer to those characteristics related to the waves. While the structural parameters, a total of 17, are proposed to geometrically define the structures under analysis, as well as their boundary conditions relative to depths of water (See Figure 1).

The hydraulic parameters related to the wave field proposed are: the spectral significant wave height offshore and at the toe of the structure ($H_{m0\text{,deep}}; H_{m0}$), the mean spectral wave period offshore and at the toe ($T_{m-1,0\text{,deep}}; T_{m-1,0}$), the average and peak period offshore ($T_{m\text{,deep}}; T_{p\text{,deep}}$), the peak period at toe of the structure ($T_{p\text{,toe}}$), and the wave incidence angle ($\beta$). The structural parameters, considered to geometrically define the structure: the water depth offshore ($h_{\text{deep}}$), the water depth in front of the structure ($h$), the water depth at the toe of the structure ($h_t$), the width of the toe berm ($B_t$), the width of the berm ($B$), the berm submergence ($h_b$), the slope of the structure downward of the berm ($\cot c$), the slope of the structure upward of the berm ($\cot a$), the average co-tangent, considering the contribution or not of the berm and the slope ($\cot a_{inc}; \cot a_{exc}$), the slope of the berm ($\tan a_b$), the crest freeboard of the structure ($R_c$), the armour crest freeboard of the structure ($A_c$) and the crest width of the structure ($G_c$), and finally among the structural parameters, those related with the armour elements characterization, like the permeability/roughness factor of the armour layer ($\gamma_f$) or the size of the structure elements along the slope ($D$).
2.2. Artificial Neural Network Models

ANNs are data-driven, parallel processing structures that offer highly nonlinear problem solving applications that are very difficult to solve using traditional techniques. Among the great variety of existing processing paradigms, the use of two of the most common is proposed in this study: Multilayer Perceptrons (MLP) [43], and the Kohonen Neural Networks (KNN) which is also named as Self Organizing Maps (SOM) [44].

2.2.1. Multilayer Perceptron

MLP networks are a supervised training type of ANN, where neurons are strongly interconnected with the previous layer, from where they receive information, and with the posterior layer, towards where they transmit it. In the present case, the output layer is composed of a single neuron, corresponding to the overtopping rate, whose output response can be represented mathematically such that:

\[
y = \sum_{k=1}^{n} v_k \varphi \left( \sum_{j=1}^{m} w_{kj} x_j + b_k \right)
\]

(3)

with input data represented by the matrix \( X \in \mathbb{R}^m \), output data \( y \in \mathbb{R} \), the weight matrix being \( V \in \mathbb{R}^{1 \times n} \), \( W \in \mathbb{R}^{n \times m} \), and where the vector of bias terms \( b \in \mathbb{R}^n \), where \( m \) is the dimension of the input space, \( n \) is the number of neurons in the hidden layer, and \( \mathbb{R} \) is the set of real numbers. More detailed information for the MLP networks can be found in Haykin (1991) [43].

2.2.2. Kohonen Neural Network

The KNN is an ANN model, with the ability to classify data according to their similarity, in a preserving topological way.

Kohonen networks are basically made up of two layers, the input layer and the competitive or exit layer (or self-organized map), both layers are fully interconnected, and unlike MLPs they respond to unsupervised training.

In a sequence of phases of competition, comparison, cooperation and adaptation, a process is structured in which a neuron of the output layer will be activated by a process of comparison or measurement of similarity between the input pattern and that neuron, the candidate for winning. This measure of similarity is usually the Euclidean distance \( d_j \) between the input vector \( X \) and the vector of synaptic weights \( W_j \):

\[
d_j = \| X - W_j \| = \sqrt{\sum_{i=1}^{M} (x_i - w_{ij})^2}
\]

(4)

Being the winning neuron, the one with the smallest distance between them. The weights of this winning neuron will therefore be adjusted, in the direction of the input vector, according to the expression:

\[
W_j(t + 1) = W_j(t) + \eta(t) \cdot h_j(t) \cdot (X - W_j(t))
\]

(5)

where \( \eta \) is the learning rate, and therefore the update of the weight vector \( W_j(t + 1) \) for time \( t + 1 \), and \( h_j(t) \) is the neighborhood function for time \( t \).

With this adjustment, each node of the output layer develops the ability to recognize future input vectors that are presented to the network and are similar to it, grouping them in this environment according to a self-organizing process, which gives them propensity for grouping (clustering) [44]. More detailed information for the Kohonen networks and theirs mathematical foundations can be found in Kohonen (2001) [45].
2.3. Pre-Processing of Data

On the initial data set consisting of 17,942 trials, an exploratory and descriptive analysis phase of the data was carried out, conditioned especially by the general parameter RF and CF, and which allowed abundant discarding of trials (including all those vectors with missing data). Similarly, some parameters were discarded, based on bibliographic recommendations [24,41], due to their low significance. Among them: all the deep water parameters and some redundant structural parameters. The discards resulted in a dimensional reduction to a total of 23 variables.

2.3.1. Data Escalation

The original data, once those considered anomalous had been discarded, underwent a scaling process based on the fact that they came from two very different sources such as: those from laboratory tests at different scales, and those from prototypes. Maintaining this lack of dimensional coherence would introduce an additional problem when modelling, and would also greatly hinder an elementary descriptive analysis of the data. Therefore, the adoption of a single scale is proposed [46].

The scaling process was carried out by applying a scaling based on the theory of dimensional analysis to represent the general equations of hydraulics and obtain the dimensionless Buckingham-Pi monomials, and specifically those based on Froude similarity [47].

For practical purposes, it is established that \( H_{m01} \) acquires a value common to all trials of 1 m [24,25,48].

2.3.2. Debugging the Data

Once the data has been scaled, the sample is debugged in order to use it as an input space in the training of neural networks. To do this it must be ensured that the integrating patterns do not contain outliers, since their presence can be highly detrimental the network training [49]. Another significant aspect that makes the elimination of outliers advisable is the improvement in the performance of the error functions that will determine the goodness of the model, and is especially desirable when we work with the MSE function [50].

For dealing with the problem caused by the presence of outliers in the input data, this work chose from different strategies [51], the one that proposes the early detection of them, later proceeding with their removal from the sample and finally facing the modelling process with a sample clean of outliers.

To check if an input pattern can be considered as a multidimensional outlier, a process based on the Mahalanobis distance is proposed [52].

To apply this test, a detection of those data vectors that present one-dimensional outliers is previously performed, establishing a class that will be compared by means of the Mahalanobis distance test with the other sample that does not contain univariate outliers, established through statistics such as Box Fisher’s \( F \), or Wilks’ lambda statistic and supported by graphics (box-plots).

For practical purposes, the strategy referred to above means that from the univariate and multivariate analysis of the data, it turns out that the data set is reduced to another set made up of 23 variables and a total of 10,097 patterns, which constitute the definitive base, or sample space, available for a subsequent dimensionality reduction by applying diverse techniques. In the following table (Table 1) the main statistical parameters of this debugged data base are summarized.
Table 1. Statistical parameters of the scaled input–output patterns of the database used for training of the ANN, after the debugging process (scaled to $H_{m0} = 1$ m).

| Variable                                   | Min  | Max  | Mean  | Std. Deviation |
|--------------------------------------------|------|------|-------|----------------|
| $H_{m0 \text{ toe}} / L_{m-1}$ ($-$)       | 0.004| 0.113| 0.046 | 0.014          |
| $H_{m0 \text{ toe}}$ (m)                   | 0.280| 3.765| 1.013 | 0.142          |
| $T_P \text{ toe}$ (s)                      | 2.993| 108.138| 5.314 | 3.111          |
| $T_m - 1,0$ (s)                            | 2.721| 69.942| 4.940 | 2.500          |
| $T_m \text{ toe}$ (s)                      | 1.441| 20.466| 4.299 | 1.224          |
| $\cot \alpha_u$ ($-$)                     | -5.000| 100.000| 2.860 | 7.946          |
| $\cot \alpha_d$ ($-$)                     | 0.000| 7.000 | 1.872 | 1.351          |
| $\cot \alpha_{incl}$ ($-$)                | -1.347| 11.299| 2.166 | 1.692          |
| $\cot \alpha_{excl}$ ($-$)                | -1.347| 8.144 | 1.845 | 1.474          |
| $\tan \alpha_B$ ($-$)                     | 0.000| 0.101 | 0.002 | 0.010          |
| $B_h$ (m)                                  | 0.000| 34.188| 1.042 | 2.511          |
| $B_t$ (m)                                  | 0.000| 19.231| 0.743 | 1.832          |
| $B$ (m)                                    | 0.000| 34.188| 1.055 | 2.521          |
| $B$ ($^\circ$)                             | 0.000| 80.000| 3.126 | 10.469         |
| $h$ (m)                                    | 0.375| 30.000| 4.251 | 3.215          |
| $h_t$ (m)                                  | 0.375| 23.434| 3.800 | 2.952          |
| $h_b$ (m)                                  | -2.652| 7.826 | 0.070 | 0.675          |
| $D$ (m)                                    | 0.000| 2.370 | 0.195 | 0.249          |
| $\gamma_f$ ($-$)                           | 0.380| 1.000 | 0.739 | 0.277          |
| $R_c$ (m)                                  | 0.000| 13.675| 1.594 | 1.089          |
| $A_c$ (m)                                  | -5.242| 13.675| 1.506 | 1.069          |
| $G_c$ (m)                                  | 0.000| 15.170| 0.988 | 1.443          |
| $q$ ($m^2/s$)                              | 0.000| 0.320 | 0.012 | 0.032          |

2.3.3. Dimensionality Reduction

The good generalizability of an ANN model is linked to its complexity. The presence of a very high number of features (>30) results in the well-known “curse of dimensionality” [23] to which the ANN are not alien [43]. Avoiding overfitting is one of the most important goals to achieve with dimensionality reduction. Therefore, an attempt is made to reduce the input dimension as much as possible, without loss of information associated with the sample variance.

In the present study, this objective has been achieved by applying, on the one hand, the discriminant analysis technique of Principal Component Analysis (PCA), and on the other hand, the application of Kohonen networks (SOM).

Assuming the matrix $X$ of the sample data with $p$ features and $n$ integrating patterns (vectors) of the sample:

$$X = \begin{pmatrix} x_{11} & x_{12} & \cdots & x_{1p} \\ x_{21} & x_{22} & \cdots & x_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ x_{n1} & x_{n2} & \cdots & x_{np} \end{pmatrix} \tag{6}$$

PCA consists of finding orthogonal transformations of the original features to obtain a new set of uncorrelated ones, called Principal Components. These uncorrelated features are the eigenvectors, and are obtained in decreasing order of importance, this importance being associated with the amount of variance explained by them. As a result, the components are linear combinations of the original features and it is expected that only a few (the first of them) will capture most of the variability of the data, thus obtaining a reduction in size after the transformation that this technique involves [53]. Geometrically, transformation can in fact be explained as a rotation in the $p$-dimensional space (see Figure 2), looking for the projection that maximizes the information provided by the multivariate pattern in terms of variance.
The space generated by the first $q$ components is then a $q$-dimensional vector subspace of the original $p$-dimensional space. Thus, the principal components of $X$ will be the new variables:

$$Y_j = X \cdot t_j, \ j = 1, \ldots, p$$

for each, the new variable $j$ is constructed from the $j$-th eigenvector of $S = \text{var}(X)$. Expressing it in a less compact way:

$$
\begin{pmatrix}
Y_1 \\
Y_2 \\
\vdots \\
Y_p
\end{pmatrix} =
\begin{pmatrix}
t_{11} & t_{12} & \cdots & t_{1p} \\
t_{21} & t_{22} & \cdots & t_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
t_{n1} & t_{n2} & \cdots & t_{np}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_p
\end{pmatrix}
$$

The transformed data matrix is $Y = X \cdot T$, and represents the “observations” of the new variables (principal components) on the $n$ sample patterns.

In another way, the application in this case of a Kohonen network model, also indirectly allows the interpretation of existing relationships at the level of self-similarity. Information that will ultimately allow decisions to be made on reducing the dimensionality of the input space with topology preserving [54], either by interpretation of these detected relationships between the variables, or by confirmation of those already detected using the PCA technique. This is achieved through the interpretation of the distance matrix (U-matrix), and significantly, of the plane components (P-Matrix) [55]. The U-matrix represents in a 2D lattice the Euclidean distance between neighboring nodes. The component planes allow the graphic display, also in 2D, of each of the variables in the data set, by expressing the values of the weight vectors.

Although it should be noted that this procedure has an obvious drawback, which lies in the subjectivity of the criteria for establishing these relationships between variables.

2.4. Proposed Models

Prior to the construction of the first models, a parametric contrast of homogeneity of the joint sample is carried out, demonstrating that there are significant differences between the samples, once they have been scaled, from both tests on reduced models and from prototypes [30], thus breaching one of the premises that motivated the creation of an international and homogeneous base on wave overtopping [36].
It is well known that there are founded differences between overtopping rates determined from conventional scale models of breakwaters (generally based on Froude’s law of similarity) [57], especially for rubble mound breakwaters in laboratories, and those measured on similar prototypes [42,58–61]. To confirm this lack of homogeneity, that could significantly influence any approach of ANN models, it was decided to carry out certain hypothesis tests, understanding these as a test of significance to demonstrate whether certain hypotheses that are assumed to be true, are with a certain degree of security. The hypothesis test proposed is a parametric test, checking for its certain population parameters, and also assuming that the distribution of the data is of a certain known type (distributed according to a normality hypothesis).

The parametric tests carried out consist of the Fisher test of Snedecor’s $F$-contrast statistic over the sample variance and the bilateral hypothesis test on the equality of the sample means carried out using the Student’s $t$-test statistic. Table 2 shows the results of the bilateral contrast carried out over the means and sample variances.

| Variable Variances | Means | Variable Variances | Means |
|--------------------|-------|--------------------|-------|
| $H_{m0\, toe}/L_{m-1}$ | <0.0001 | 0.005 | $B$ | <0.0001 | <0.0001 |
| $H_{m0\, toe}$ | <0.0001 | <0.0001 | $\beta$ | 0.027 | <0.0001 |
| $T_{p\, toe}$ | <0.0001 | <0.0001 | $h$ | <0.0001 | 0.218 |
| $T_{m-1\, toe}$ | <0.0001 | <0.0001 | $h_0$ | <0.0001 | 0.286 |
| $T_{m\, toe}$ | 0.974 | <0.0001 | $h_0$ | <0.0001 | 0.382 |
| $\cot\alpha_u$ | <0.0001 | 0.286 | $D$ | <0.0001 | <0.0001 |
| $\cot\alpha_d$ | <0.0001 | 0.003 | $\gamma_f$ | 0.351 | <0.0001 |
| $\cot\alpha_{incl}$ | 0.044 | 0.589 | $\gamma_c$ | <0.0001 | <0.0001 |
| $\cot\alpha_{excl}$ | <0.0001 | 0.005 | $\delta_c$ | <0.0001 | <0.0001 |
| $\tan\alpha_B$ | <0.0001 | 0.025 | $\delta_c$ | <0.0001 | <0.0001 |
| $B_h$ | <0.0001 | <0.0001 | $q$ | <0.0001 | <0.0001 |
| $B_t$ | <0.0001 | <0.0001 | |

The results highlighted in bold in Table 2, finally allow concluding that the two samples are not homogeneous, due to the fact that only five of the variables ($\cot\alpha_u$, $\cot\alpha_{incl}$, $h$, $h_0$, $h_0$) meet the hypothesis of equality of means, but additionally, none of them meet the hypothesis of equality in variances.

The proven existence of such a lack of homogeneity leads to proposing a differentiating strategy, which implies proposing suitably differentiated models for each sample with its own sampling characteristics. Therefore, two initial models are proposed, that will be trained with a total number of 9997 patterns, preserving an additional number of 100 patterns for extra validation purposes:

- Model I: Corresponds to an ANN model for the definition of which, all the available patterns have been used after the debugging and the dimensionality reduction process.
- Model II: Involves a division of the input pattern space into two distinct groups or clusters. The first of them trained with data from laboratory tests, and the second with tests from prototypes.

Model I will result in obtaining a single ANN, while Model II will involve the construction of 2 different ANNs: Sub model II.1 and sub model II.2. Sub model II.2 implies the application of a Kohonen network as a previous step for the optimized obtaining of the training, verification and test subsets on a very small sample of 171 patterns from prototype tests, according to the methodology described by Bowden and Maier in 2002 [62]. This is not necessary for the rest of models for which this division is randomly conducted. The quoted methodology, which includes a Kohonen network with $10 \times 10$ nodes that allows selecting three cases for each of these nodes, where the first of the data will be used for
the training subset, the second for the verification subset and finally the third goes to the validation subset. In the case that in one of the nodes of the self-organized map only one pattern existed, it would be mandatorily destined to the training subset, while if there were only two existing patterns, it would be acted so that the first one was destined to the subset of training, while the second would be destined to the verification one. In this way it is possible to reduce the patterns necessary to train the model to a minimum.

Univariate MLP networks are proposed for the construction of the predictive model. For the determination of its structure, it is assumed that more than one hidden layer does not represent an appreciable improvement [63], and on the contrary, would suppose a substantial increase in training time in addition to an increase in the possibility of network overfitting, with a lower capacity for generalization associated [23,43,64]. Therefore, the incremental calculation of the number of neurons is proposed as a valid criterion, by a trial and error procedure, and not the number of layers [65].

Before the training of the networks, the variables of the input patterns will be standardized to the range \([-1, 1]\) by means of the following function:

\[ x' = \frac{(U_x - L_x) \cdot (x - x_{\text{min}})}{(x_{\text{max}} - x_{\text{min}})} + L_x \]  

(9)

where \(x'\) is the escalated variable; \(x\) is the original variable; \(x_{\text{max}}\) is the maximum of variable \(x\) in the original sample; \(x_{\text{min}}\) is the minimum of the variable \(x\) in the original sample; \(U_x\) is the transformed value of the maximum of the variable \(x\); \(L_x\) is the transformed value of the minimum of the variable \(x\); and where the maximum and minimum escalation ranges are \(U_x = 1\), and \(L_x = -1\).

This scaling proposal implies that the activation function will be the hyperbolic tangent, which entails the mandatory use of a linear activation function in the output layer [66].

Candidate networks will be trained with MATLAB software (Mathworks©) according to a cross-verification procedure [43], and using the Levenberg-Marquardt algorithm, as it is better adapted to the characteristics of the available sample space, providing better results, both in terms of error, as well as computational time and stability [67,68].

For practical purposes, from the complete sample of 9997 patterns, 85% will be used in the network training process, which means randomly dividing up that sample into a training subset consisting of 6997 patterns, and 1500 patterns intended for cross-verification process, while the remaining subset consisting of 1500 additional patterns will serve for the model test.

3. Discussion

This study investigates the capabilities of two differentiated ANN models to predict the overtopping rate based on different boundary conditions and in the capacity of the ANN to work optimally in homogeneous sample spaces [69]. The performance of these two models will be carried out based on the statistics of the mean squared error (MSE), and the correlation coefficient (\(r\)).

The mean squared error measures the average of the squared errors, that is, the difference between the simulated value \(\hat{q}_i\) and the observed value \(q_i\) across the range of data \(n\):

\[ \text{MSE} = \frac{\sum_{i=1}^{n} (\hat{q}_i - q_i)^2}{n} \]  

(10)

The mean squared error is one of the most used functions, with interesting properties that make its use generalized, such as it is easily calculated and penalizes large errors. As a disadvantage, it requires errors to be distributed independently and normally [50].
The correlation coefficient \((r)\) is an indicator of the degree of linear statistical dependence, and is calculated according to:

\[
r = \frac{\sum_{i=1}^{n} (\hat{q}_i - \bar{\hat{q}}) \cdot (q_i - \bar{q})}{\sqrt{\sum_{i=1}^{n} (\hat{q}_i - \bar{\hat{q}})^2 \cdot \sum_{i=1}^{n} (q_i - \bar{q})^2}} \tag{11}
\]

where \(\bar{\hat{q}}\) is the mean value of the simulated variable and \(\bar{q}\) is the average value of the observed variable.

3.1. Obtaining the Reduced Dimension of the Input Vector

A first step will be to carry out a correlational analysis, by obtaining the correlation matrix. The information it provides is sufficient to make decisions about discarding some variables, but not enough to others, so it is necessary to resort to more sophisticated techniques such as those that will be used later. The existing correlations of the different explanatory variables with the variable to be predicted are very low (maximum \(r\) value of 0.322), which shows the high non-linearity of the process to be analyzed (Table 3).

### Table 3. Correlation with explained variable (\(q\)).

| Variable | Pearson Coef. \(r\) | Variable | Pearson Coef. \(r\) |
|----------|----------------------|----------|----------------------|
| \(H_{m0 toe}/L_{m-1}\) | -0.097 | \(cot\alpha_{ext}\) | -0.028 |
| \(\beta\) | -0.100 | \(cot\alpha_{incl}\) | 0.067 |
| \(h\) | 0.068 | \(\gamma_f\) | 0.306 |
| \(H_{m0 toe}\) | -0.033 | \(D\) | -0.253 |
| \(T_{p toe}\) | 0.007 | \(R_c\) | -0.322 |
| \(T_{m toe}\) | 0.058 | \(B\) | -0.058 |
| \(T_{m1 toe}\) | 0.031 | \(h_b\) | 0.067 |
| \(h_t\) | 0.107 | \(tan\alpha\) | 0.043 |
| \(B_t\) | -0.098 | \(B_h\) | -0.059 |
| \(cot\alpha_d\) | -0.022 | \(A_c\) | -0.312 |
| \(cot\alpha_u\) | -0.012 | \(G_c\) | -0.212 |

In general, the correlation coefficients between the different variables that make up the set of input variables are low, or very low, reaching only significant correlation values in the following pairs of values:

- \(B\) and \(B_t\): referred to the dimensions of the berm (0.999)
- \(h\) and \(h_t\): referred to depth at the toe of the structure or the submergence of the toe (0.91)
- \(T_{m1}\) and \(T_{m1 toe}\): period values at the toe of the structure (0.63)
- \(D\) and \(\gamma_f\): variables related to the size and roughness factors (0.777)
- \(R_c\) and \(A_c\): variables relative to freeboard (0.860)
- \(cot\alpha_{incl}\), \(cot\alpha_{ext}\), \(cot\alpha_d\): variables related to the slope geometry (0.828 to 0.921)

Regarding PCA analysis, Table 4 represents the contribution of each variable to the first eight principal components, together with their correspondent eigenvalues and the cumulative variance explained by them. The total variance cumulated by them is higher than 75%, that is one of the criteria accepted in practice for establishing the contributing limit to an effective model. Another adopted criterion will be that the variance explained by them be major than the mean, so major than one, rule also proportionated by the first eight components.
Table 4. Loadings of the first eight variables.

| Variable | F1       | F2       | F3       | F4       | F5       | F6       | F7       | F8       |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| $H_{m0\text{ toe}}/L_{m1\text{ toe}}$ | -0.603   | -0.254   | 0.305    | -0.292   | -0.319   | 0.197    | -0.117   | 0.220    |
| $\beta$ | -0.020   | -0.153   | -0.058   | -0.195   | 0.302    | 0.131    | -0.107   | -0.050   |
| $h$     | 0.273    | 0.631    | -0.145   | -0.153   | 0.575    | 0.259    | 0.166    | -0.041   |
| $H_{m0\text{ toe}}$ | 0.222    | -0.184   | -0.388   | -0.271   | -0.003   | 0.017    | 0.683    |          |
| $T_{p\text{ toe}}$ | 0.499    | -0.090   | -0.358   | 0.334    | -0.115   | -0.304   | -0.118   | -0.073   |
| $T_{m\text{ toe}}$ | 0.597    | -0.056   | -0.402   | 0.319    | 0.063    | -0.325   | 0.089    | 0.067    |
| $T_{m1,\text{ toe}}$ | 0.563    | -0.083   | -0.370   | 0.391    | -0.078   | -0.352   | -0.119   | -0.072   |
| $h_l$   | 0.338    | 0.575    | 0.011    | -0.186   | 0.612    | 0.201    | 0.042    | -0.060   |
| $\beta_l$ | -0.127   | 0.152    | -0.446   | -0.028   | 0.001    | 0.219    | 0.328    | 0.158    |
| $\cot\alpha_f$ | 0.617    | -0.445   | 0.414    | -0.109   | 0.197    | 0.233    | -0.273   | 0.015    |
| $\cot\alpha_{excl}$ | 0.195    | -0.273   | 0.169    | 0.180    | 0.003    | 0.270    | 0.614    | -0.184   |
| $\cot\alpha_{incl}$ | 0.591    | -0.589   | 0.408    | -0.025   | 0.163    | 0.233    | -0.104   | 0.039    |
| $\gamma_f$ | 0.638    | -0.442   | 0.527    | -0.178   | -0.017   | 0.068    | -0.013   | 0.010    |
| $D$     | 0.188    | 0.457    | 0.280    | 0.581    | -0.239   | 0.305    | -0.040   | 0.172    |
| $R_c$   | -0.012   | -0.444   | -0.489   | -0.532   | 0.224    | -0.195   | 0.089    | 0.137    |
| $B$     | 0.422    | 0.213    | -0.489   | -0.185   | -0.425   | 0.431    | -0.109   | -0.006   |
| $h_b$   | 0.367    | 0.461    | 0.379    | -0.481   | -0.303   | -0.329   | 0.142    | -0.029   |
| $\tan\alpha_B$ | 0.192    | 0.528    | 0.205    | -0.346   | 0.017    | -0.205   | -0.232   | 0.208    |
| $\beta_B$ | 0.247    | -0.141   | 0.277    | 0.127    | -0.233   | -0.013   | 0.589    | 0.231    |
| $A_c$   | 0.360    | 0.467    | 0.371    | -0.484   | -0.297   | -0.330   | 0.128    | -0.038   |
| $\gamma_{excl}$ | 0.421    | 0.142    | -0.512   | -0.175   | -0.417   | 0.433    | -0.107   | -0.027   |
| $\gamma_{incl}$ | -0.022   | -0.410   | -0.286   | -0.440   | 0.111    | -0.249   | 0.183    | -0.082   |
| $q$     | -0.049   | 0.183    | 0.261    | 0.457    | 0.303    | -0.207   | -0.016   | 0.518    |

The analysis of the correlation circle, that corresponds to a projection of the initial variables of the first two factors of the PCA onto a two-dimensional plane, provides relevant information that allows observing correlations between the variables and interpreting the axes, or main factors, and thus being able to eliminate correlations that could be redundant and therefore detrimental to the predictability of the model. For the present case, it is shown, in the correlation circle (in the projection of both F1 and F2 axes) (See Figure 3a), that the percentage of variability represented by the first two factors is not particularly high (28.64%). Therefore, to avoid a misinterpretation of the graphics, it also requires a visualization in axes 1 and 3, and interpretation of the influence of presence or absence of certain parameters (See Figure 3b).
Both plots confirm the results shown in Table 4, without a significant relevance of the variables, accompanied by a lack of clear interpretation of the axes, but on the other hand, with the evidence of certain interesting relationships between the variables.

It can be seen that there is a strong grouping between the variables related to the period ($T_{p1}$; $T_{m1}$), with a high positive correlation between them, a trivial matter already detected in the correlation matrix, which at least allows reducing their number, in any case keeping only one of them. Another group with a strong positive correlation is composed of those variables related to the geometric characterization of the slope ($\cot\alpha_{incl}$; $\cot\alpha_{excl}$; $\cot\alpha_d$) on which it will act in a similar way. The same procedure can be carried out with the variables relative to the width of the berm and its horizontal projection ($B; B_0$), and from which it is inferred that only variable $B$ will be preserved. The grouping of variables in the correlation circle, in the projection of both axes F1 and F2, seems to determine the lack of correlation between the variables that make up the most obvious groupings, with similar direct cosines, such as those determined by $\cot\alpha_{incl}$, $\cot\alpha_{excl}$, $\cot\alpha_d$, and those like: $\cot\alpha_{ur}$, $\tan\alpha_B$, $H_{m0.1}$. The foregoing leads to considering that both groupings of variables must be present in the input space, although with the particular restrictions indicated previously for some of them. The spectral wave steepness variable ($H_{m0}/L_{m1}$), negatively correlated with the freeboard variables ($R_c; A_c$), should be kept as above. Finally, the strong link between the width of the crest and the characteristic size of the protection elements in the breakwater is clearly reflected along with its strong link with the F2 axis.

The projection on the F1 and F3 axes explain a total variability of 27.7%, which is a percentage very similar to that explained by the previous projection (F1 and F2). Additionally, in this projection the correlations established for the first circle of projections are maintained, even the observed groupings are very similar. This robustness in the projection reaffirms the initial idea of finally discarding several of these correlated variables.

A technique that is usually used when the information provided by the PCA analysis carried out on the total of the variables is not very informative, is to consider the contribution of some variables whose contribution is doubted, such as that of supplementary variables studying the effect of their elimination on the projection space. In this case, the in-

Figure 3. Dimensionality reduction using the PCA technique: (a) Correlation circle on the F1–F2 plane; (b) Correlation circle on the F1–F3 plane.
put space is censored by considering as supplementary variables all those that have shown an evident correlation in the previous projections. Figure 4 shows the new correlation circle with this elimination step applied.

![Figure 4.](image)

Figure 4. Correlation circle in the first two principal components with variable elimination. In blue colored appear those variables that are candidates to be eliminated.

Figure 4 demonstrates that the variability explained by the first two factors increases slightly with a total of the variance explained equal to 35.10%. Additionally, that there is strong linking between variables relates with freeboard parameters and F1 axis, which could explain the major variance in the sample. The above, and its comparison with the initial projections, indicates that a reduction in dimensionality may be beneficial for the explanation of the problem without a significant loss of information [53], and therefore this reasoning can be valid for the composition of a model with a smaller input dimension.

Alternatively, the application of a Kohonen network model on the same input pattern space, with a dimension of 23 factors (all of which come from the previous pre-processing processes), will indirectly allow the interpretation of the relationships existing at the level of self-similarity between input patterns, in a two-dimensional projection, where every pixel in that 2-dimensional map is characterized by a multidimensional vector. Information that will ultimately allow the reduction of the dimensionality of the entrance space, either by interpretation of these detected relationships, or by confirmation of those already detected using the PCA technique.

For the specific purposes of the present study, the constructed model, built with a Gaussian neighborhood function in every node, has been carried out using the following training scheme, characterized by two different phases [66], where each set is shown 500 times to the SOM. During the training phase, the complete preprocessed data set is shown 500 times to the SOM, built with a Gaussian neighborhood function in every node. The first of these, or rough adjustment phase, is performed with a learning rate with values in the range between 0.9 to 0.1, and with a neighborhood ratio that varies from 2 to 1, and with an extension of training up to 100 times. The second or fine-tuning phase is completed with a unique learning rate of $\eta = 0.01$, with a neighborhood ratio of 0, and with training extension up to 100 epochs. With this, the total length of the training will be:
100 + 100 = 200 times. The dimension of the input tile for this model will be 25 × 25 units (625 total units).

The following figure (Figure 5) shows the different component planes obtained after network training, with a total of 23 units (one for each component variable of the input and output space).

![Figure 5. Dimensionality reduction. Self-organizing map (SOM): component planes of 23 variables.](image)

From the analysis of these component planes the existence of several evident relationships between the variables is deduced. The first of these concerns the parameters related to the definition of the slopes of the dykes and which comparatively shows the existence of a direct and significant correlation across the entire range of the data between the variables (\(\cot \alpha_{excl}, \cot \alpha_{incl}, \cot \alpha_d\)). A reason why the information contributed by them can be redundant, and informs which two of them should be discarded. However, it is noteworthy that another of the variables related to that group of parameters, which refers to the cotangent of the slope of the structure in the part of the slope above the berm (\(\cot \alpha_u\)), presents a projection pattern that is notoriously different from the previous ones, but without a distinctive response in the component plane, so it should not be taken into account.

Another very significant relationship detected by the SOM is the one that shows the component planes of the roughness factor variables (\(\gamma_f\)) and the mean diameter (\(D\)). The comparison of both planes shows the existence of a negative correlation between them, and thus the greater sizes, the lower the roughness factor. This relationship is evidence in the existing empirical knowledge and taken into account [32,41], but it is comforting to confirm that the ANN is capable of detecting it as well. Both parameters should be preserved a priori.
The next detected relationship is the one between the width of the berm (B) and its projected width (Bₚ), and that is also preserved across the data range. Therefore, only one of them should be selected, discarding the other.

It could be thought that, based on design criteria, there was a direct relationship between the width of the berm and the width of the toe (Bₜ), or with the width of the crest, however, this has not been detected at the data base analyzed for the crest width of the structure, so this supposed relationship will be discarded. While the existence of a partial correlation, at least in a region of the projection plane, between the variables of the berm width and the width of the bench (see Figure 5) is detected, which indicates that some of the breakwaters that have been tested have been designed with a theoretical pattern that relates both variables. The foregoing forces not discarding these variables, but to keep them in the input space, since this relationship is partial in the sample space it is necessary to preserve that differentiation.

A last relationship highlighted (Figure 5), and also expected by the existing empirical knowledge, is the one presented by the depth variables at the toe of the structure (hₜ), and the one that define the submergence of it (hₜ). In this case, as expected, its correlation is direct or positive. However, the lack of correlation between both variables and the berm (hₚ) is also striking, therefore, following the above reasoning, at least two of them should be maintained, discarding the third of them.

In view of the results obtained and interpreted after applying both the PCA technique and the SOM maps, a reduction in the size of the input patterns can be achieved. It results in a final dimension of the input vector of 15 parameters (see Table 5).

### Table 5. Selected variables that finally composes the input vector for the ANN modelling.

| Parameter | Description | Unit |
|-----------|-------------|------|
| Hₘ₀ toe/Lₜ | Dimensionless spectral wave steepness | - |
| β | Wave incidence angle | ° |
| Tₘₜ | Average period at the toe of the structure | s |
| Hₘ₀ toe | Significant spectral wave height at the foot of the structure | m |
| h | Water depth at the structure toe | m |
| hₜ | Toe submergence | m |
| Bₜ | Toe width | m |
| cotα | Average co-tangent of the slope of the structure, considering the contribution of the berm | - |
| γf | Roughness/permeability factor for the structure | - |
| B | Berm width | m |
| D | Size of the structure elements along the slope | m |
| hₚ | Berm submergence | m |
| Rₑ | Crest freeboard of the structure respect to sea water level (swl) | m |
| Aₑ | Armour crest freeboard respect to swl | m |
| Gₑ | Crest width | m |

1 Windward side.

### 3.2. Model Selection

The results obtained after the training process of the different architectures tested for each model, show better performance of the aggregate model (Model I) over the disaggregated model (Model II), both in terms of error and correlation, as shown in Tables 6–8, and Figure 6, in which is possible to distinguish the results for each of the subsets used in the cross-verification process: Training (TR), Verification (V), Test (T) of the better Model I.
The finally selected architecture for Model I, based on the results obtained, is an MLP network with 15 input variables, 25 neurons in the hidden layer, and a single neuron in the output layer (see Tables 6–8, with the trial results to determine the best architecture in the results of the different models proposed).

The results are shown in the form of correlation plots for test subset in Figure 6. Noting that for the test subset the correlation values are greater than 0.98. Although they are similar to those obtained for sub model II.1 (0.96), they are much higher than those obtained with sub model II.2 (0.84). The results in terms of error (MSE) are similar for both model I (3.85 × 10⁻⁵) and model II (3.82 × 10⁻⁵), with the known exception that the MSE is not an absolute statistic, but a relative one [64].

The analysis of the residuals establishes, as a desirable objective for an ideal model, that its distribution be carried out according to a pattern as close as possible to a normal distribution as a clear indicator of the absence of any hidden trend or bias in the modelling performed. In the present case, a careful analysis of this distribution shows that although it is close to normal, it does not fit significantly to it. This is demonstrated by the chi-square

Table 6. Model I: Results in the test subset based on the number of neurons in the hidden layer. MSE and r statistic.

| N° ud. | 5    | 10   | 15   | 20   | 25   | 30   | 35   |
|-------|------|------|------|------|------|------|------|
| MSE   | 7.02 × 10⁻⁵ | 6.75 × 10⁻⁵ | 5.69 × 10⁻⁵ | 5.72 × 10⁻⁵ | 3.82 × 10⁻⁵ | 5.06 × 10⁻⁵ | 7.08 × 10⁻⁵ |
| r     | 96.51 | 96.28 | 97.33 | 97.17 | 98.17 | 97.68 | 97.28 |

Table 7. Model II.1: Results in the test subset based on the number of neurons in the hidden layer. MSE and r statistic.

| N° ud. | 5    | 10   | 15   | 20   | 25   | 30   | 35   |
|-------|------|------|------|------|------|------|------|
| MSE   | 7.02 × 10⁻⁵ | 6.71 × 10⁻⁵ | 8.43 × 10⁻⁵ | 5.86 × 10⁻⁵ | 3.82 × 10⁻⁵ | 6.28 × 10⁻⁵ | 6.98 × 10⁻⁵ |
| r     | 96.98 | 96.31 | 97.37 | 96.13 | 97.28 | 96.81 |

Table 8. Model II.2: Results in the test subset based on the number of neurons in the hidden layer. MSE and r statistic.

| N° ud. | 5    | 10   | 15   | 20   | 25   | 30   | 35   |
|-------|------|------|------|------|------|------|------|
| MSE   | 1.68 × 10⁻⁷ | 1.82 × 10⁻⁷ | 3.00 × 10⁻⁷ | 3.88 × 10⁻⁸ | 1.45 × 10⁻⁸ | 1.46 × 10⁻⁷ | 1.02 × 10⁻⁷ |
| r     | 84.05 | 63.10 | 66.10 | 84.51 | 75.33 | 74.66 | 74.52 |

Figure 6. Results on the proposed models. Correlation graphs are shown for each one and correspond to the test subset: (a) Model I; (b) Model II.1; (b) Model II.2. In each figure the dashed line corresponds to a perfect fit. Additionally, a linear adjustment of the results is shown for each model (only for test subset).
and Kolmogorov-Smirnov fit tests carried out, and that they are presented below (see Table 9), together with their correspondent graphical adjustment (Figure 7a).

Table 9. Results of the different contrast test on the residuals for the selected model.

| Statistics             | Chi-Squared | Kolmogorov-Smirnov |
|------------------------|-------------|--------------------|
| Empirical Parameter    | $3.922 \times 10^{15}$ | 0.161              |
| Theoretical Parameter  | 72.15       |                    |
| p-value (bilateral)    | <0.0001     | <0.0001            |
| Confidence interval ($\alpha$) | 0.05       | 0.05               |

Figure 7. Results for the selected model: (a) Graphical fit of the residual histogram to a normal distribution; (b) Scatter plot of the model residual versus outputs.

The graphical analysis of the scatter plot of the residuals (Figure 7b) shows adequate behavior across the entire response range, except in the range of low values of overtopping rate, for which it does show a certain tendency towards non-compliance with the hypothesis of constant variance of the residuals. This heteroscedasticity may be linked to scale problems in the tests or introduced by iso-energetic sequences of waves [60,61], since the behavior of the prediction for very low overtopping rates has been associated with high levels of uncertainty [69], or may be due to the need to perform further specific transformations on the input variables beyond those already applied in the present study [25].

An extra validation test performed on an additional sample of 100 patterns, and with the selected ANN, provides good performance, with correlations of 0.98, which could validate its generalizability. However, what is more interesting, after classifying the component patterns into two different classes, the first one corresponding to tests on seawalls, and the second corresponding to sloped breakwaters, they show a similar aspect and is very suitable for the prediction of the overtopping rate on both (see Figure 8). Thus, the results for the typology of seawalls provides a correlation coefficient of 0.996, while for slope breakwaters it provides a similar result of 0.998.
3.3. Sensitivity Analysis

Finally, a sensitivity analysis is carried out on the selected ANN, specifically on the component parameters of the input vector. This analysis is performed using a pruning technique, and the ratio that was proposed for this purpose:

$$r_s = \frac{e_{r_j}}{e_{r_T}}$$

where $x'$ is the sensibility ratio, and $e_{r_j}$ the error function value for the trained network. In this case, the MSE is chosen as the error criterion to define the sensitivity ratio.

This procedure is especially useful when the input variables are essentially independent of each other [64], and conversely, the more interdependencies there are between the variables, the less reliable they will be. Hence, among other reasons, the importance of the previously performed dimensionality reduction procedure, which now supports the application of that sensitivity analysis.

It is observed in the Figure 9 that all the variables have a significance ratio greater than 1.05, which according to that criterion implies that all the variables are significant a priori, and that therefore it would be desirable to maintain them for adequate network performance. The above has a clear derivative, which is to suppose that the process of dimensionality reduction has been successful, since any of the existing variables will provide enough relevant information and their elimination may imply worse predictive capacity of the network.

Beyond the previous observations, it is noted that the most influential variable is the freeboard of the wall with respect to swl ($R_c$), an issue that is confirmed by PCA analysis. It is noteworthy that a variable closely related to it, the other freeboard parameter, the crest height with respect to swl ($A_c$), is quite far, in terms of significance, from the parameter $R_c$. This fact is relevant since in some works [59] it has been determined that the scale effect seems to depend a lot on the superior geometry of the breakwater. This results in many more significant associated effects on small overtopping rates, which are incidentally, also the most numerous in the database. Given this, and to try to mitigate these effects as much as possible, some authors propose the dimensionless of these variables [25,30,59].

Figure 8. Extra-validation results on the selected model: (a) Correlation graph on the seawall models; (b) Correlation graph on the slope breakwaters models.
3.3. Sensitivity Analysis

The histogram represents the contribution of each variable of the model input space in terms of significance of the \( r_s \) ratio.

Another significantly interesting variable is the average cotangent where the contribution of the berm (\( \cot \alpha_{\text{incl}} \)) is considered \([42,59]\). Similarly of interest, the wave steepness (\( H_{m0}/L_{m-1} \)) is highlighted. In addition to these, are both parameters related to roughness (and in essence, to the porosity of the mantle) where their close relationship with overtopping is already known empirically \([32]\), and which in turn have a substantial dependence on the dimensionless freeboard (\( R_c/H_{m0} \)).

Overall, the results are consistent in terms of the significance of these parameters with similar studies carried out with different preprocessing techniques \([30]\). And it should be mentioned that some parameters in this study are may be penalized, due to the fact that they have been poorly represented in the database. For example, this happens with the wave incidence angle parameter (\( \beta \)) that shows a significant lack of data in some ranges of that continuous variable. In the following figure (see Figure 10a) the distribution of the aforementioned parameter with respect to the significant wave height at the toe structure (\( H_{m1} \)) is presented since, as Van der Meer cites \([48]\), this relationship is strongly related to the overtopping phenomenon, and shows the existence of poor representability in the ranges greater than 50°.

![Figure 9](image-url)

**Figure 9.** Sensibility analysis. The histogram represents the contribution of each variables of the model input space in terms of significance of the \( r_s \) ratio.

| Parameter | Contribution |
|-----------|--------------|
| \( R_c \)  | 5.21         |
| \( \cot \alpha_{\text{incl}} \) | 3.62        |
| \( H_{m0}/L_{m-1} \) | 2.32         |
| \( h_t \)  | 1.98         |
| \( D \)    | 1.91         |
| \( \gamma_f \) | 1.75       |
| \( B \)    | 1.70         |
| \( H_{m0 \text{ toe}} \) | 1.42        |
| \( B_t \)  | 1.32         |
| \( h_b \)  | 1.31         |
| \( A_c \)  | 1.25         |
| \( \beta \) | 1.19         |
| \( G_c \)  | 1.17         |
| \( h \)    | 1.15         |
| \( T_{mt} \) | 1.13         |

![Figure 10a](image-url)

**Figure 10.** Analysis of the model sample: (a) Scatterplot of the parameter \( \beta \) vs. \( H_{m0 \text{ toe}} \); (b) Histogram of the \( S_{m-1} \beta \) parameter (spectral wave steepness), with adjustment of a normal probability density function.
The importance given to the dimensionless parameter of the wave steepness, particularly for wave overtopping energy conversion [70], which has good representation in the database, both in its distribution and in the quality of that distribution (normalized distribution), should also be highlighted (see Figure 10b). Faced with possible uncertainties associated with scale phenomena [59], although the parameter’s existence in the field of validity is remarkable with values over 0.07 that are physically not possible as the wave breaks on steepness [56], the use of wave steepness as a variable is recommended. This also represents the effects induced by local breakage and waves [25], and is therefore strongly related with the overtopping.

Due to the fact that for wave overtopping conversion the maximum overtopping rates correlated with the lower \( R_c/H_s \) relationships [71] are highly desirable. These will generally be associated with low crested structures, specifically with \( R_c/H_s \) lower than 1. It would be desirable that the training sample be well represented in this range, as does happen, and is shown in the following figure (Figure 11a). Checking the model for those exceedance rates corresponding to the range in the previously mentioned sample of 100 extra cases (corresponding to a total of 57 cases), the result is encouraging, with values of the correlation coefficient greater than 0.98, as shown in the Figure 11b.

Thus, and in accordance with the above mentioned, any future improvement in the model should necessarily focus on that data range. This desired approach is in practice the opposite of what is usually done for defense structures.

Another crucial issue related to the generation of the data is the need to make the range of data tested wide enough to include extraordinary events, given that ANNs are usually unable to extrapolate beyond the range of the data used for training [65,72]. This ensures that they always work in the expected range, avoiding poor predictions when the validation data contain values outside of the range of those used for training. In this sense, there is a preponderance of low flow rates that reinforces the idea of a disaggregated approach in future models.

**Figure 11.** Results on the selected model for the optimum specific range for wave overtopping conversion: (a) Vertical freeboard \((R_c)\) vs. overtopping rate relationship in the model sample; (b) Correlation graph for the \( R_c/H_s \) < 1 specific range.
4. Conclusions

As part of a sustainable strategy to take advantage of some existing breakwater infrastructure, and its partial reconversion as a Wave Energy Converter while maintaining its defense purpose, this study is framed in which a model based on artificial neural networks for the overtopping rate forecasting is proposed for a wide range of breakwaters. The adjusted prediction of the overtopping rate constitutes the first step in the study of subsequent modifications to be made to these structures.

To achieve this purpose, existing data from CLASH-EurOtop have been subjected to a preprocessing step, where only the parameters from laboratory tests have been previously scaled according to the Froude model law (to \( H_{m0,\text{toe}} = 1 \text{ m} \)). Subsequently, the entire data base was subjected to an extensive process of exploration, debugging, and dimensionality reduction, until an optimized input pattern in the ANN model was obtained. Using only 15 of the 34 initial features, sufficient relevant information was used to train a model with generalization skills and high predictive efficiency. This preliminary phase derives substantial conclusions such as:

- It is worth noting the lack of homogeneity in the database due to its diverse origin, where the existence of data at different scales forces the adoption of a data scaling procedure, which introduces uncertainty into the model. It is concluded that this lack of homogeneity is masked in the final model by the significant difference in sample size.
- Relevant effects associated to the scale are quoted, especially in what concerns to the superior geometry of the breakwater. WEC devices that are located in existing structures, where power generation capacity is combined with defensive capacity, that have small magnitudes of the overtopping rate, and which incidentally are the most common, are especially sensitive to these effects.
- Linked with the above conclusion, a new and more appropriate transformation of the inputs must be proposed that minimizes the observed heteroscedasticity effects in this range of overtopping rates.
- The present work shows the suitability of multivariate statistical techniques, and specifically the Mahalanobis distance, for the detection of outliers, and also the Principal Component Analysis for the reduction of the dimension of the input vector, a task shared with the Kohonen Self Organizing Maps application.

Several ANN models have been proposed and the architecture finally selected has been an MLP 15-25-1. This was obtained after a cross-verification training process with the Levenberg-Marquardt algorithm, and which corresponds to a model that takes into account both the data from prototypes and small-scale tests.

The results are very encouraging since they allow obtaining predictions with very high correlation coefficients (>0.98) and where the validation process carried out shows that the model is equally suitable for both seawalls and slope breakwaters. This has been justified by the prevalence of those that refer to crest freeboard of the structure with respect to swl over the rest of the parameters, and the average cotangent of the slope of the structure considering the contribution of the berm.

This final conclusion reinforces the belief that subsequent studies, in which an adequate classification criterion of the input parameters will be obtained, will undoubtedly reinforce the good performance of the ANN model. For wave energy conversion, the lower \( R_c/H_s \) relationship the higher overtopping rate, therefore this criterion will allow future models to be developed and trained in that specific range of patterns.
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