We explore a $\mathfrak{gl}_r$-covariant parameterisation of Bethe algebra appearing in $\mathfrak{so}_{2r}$ integrable models, demonstrate its geometric origin from a fused flag, and use it to compute the spectrum of periodic rational spin chains, for various choices of the rank $r$ and Drinfeld polynomials.
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I. INTRODUCTION

Conserved charges of integrable models form a commutative algebra known as the Bethe algebra. In this paper, we propose an efficient way to parameterise it for models with $\mathfrak{so}_{2r}$ symmetry. Our motivation is two-fold. From a practical perspective, $\mathfrak{so}_n$ systems emerged in AdS/CFT integrability offering an elementary toolkit to study holography, in terms of fishnets and fishchains [1]. Understanding of the Bethe algebra is required for solving thermodynamic Bethe Ansatz (TBA) equations and performing separation of variables [2]. On the other hand, from a conceptual point of view, the Bethe algebra is surprisingly universal. For generic values of the spectral parameter, it features the same
relations that appear in numerous studies: integrable models derived by quantum inverse scattering method (with rational, trigonometric, elliptic cases included); TBA (both relativistic and AdS/CFT-type systems); a variety of differential equations (leading to ODE/IM and similar correspondences); supersymmetric gauge theories (by virtue of Bethe/gauge correspondence); enumerative geometry (where the Bethe algebra is a quantum cohomology ring) [8]. Another name for our study is parameterisation of a finite-difference oper, e.g. of the one in [8]. Whereas universality holds for any Lie algebra $\mathfrak{g}$, $so_{2r}$ is the simplest possible case after $sl_{r+1}$. The $sl_{r+1}$ case, although studied in great detail, is liable to simplifications shading the nature of relations we would like to explore. $so_{2r}$ is hence an important stepping stone towards the general case we aim to address in future works.

In [8] building on techniques of [6, 7], H. Shu and the authors described the Bethe algebra for any simply-laced $\mathfrak{g}$ in terms of an extended Q-system. This approach offers full covariance: if an integrable model is based on the quantum deformation of the current or the loop algebra of $\mathfrak{g}$ then Baxter Q-functions generating the Bethe algebra are Plücker coordinates of the fused flag corresponding to the Langlands dual $^{L}\mathfrak{g}$. A physical counterpart is a recently proposed realisation of Q-operators by magnetically charged ‘t Hooft lines [8].

The covariant description has an unfortunate downside: too many Q-functions are involved. Indeed, the number of Q-functions of the extended Q-system grows exponentially with $r$, whereas the number of functionally independent Q-functions is equal to the rank of the algebra.

In the $sl_r$ case (of rank $r-1$), this issue is elegantly handled with ‘single-indexed’ Q-functions $Q_{a}$, $a = 1, \ldots, r$, which are projective coordinates $[Q_1: \ldots: Q_r]$ of $P^{r-1}$. They naturally transform under $sl_r$-action (PGL$_r$ to be precise, but we mostly work on the Lie algebra level). The other Q-functions, which are Plücker coordinates of Grassmannians $Gr(r, k)$, are conveniently computed by discrete Wronskian determinants $Q_{a_1 \ldots a_k} = W(Q_{a_1}, \ldots, Q_{a_k})$ [9, 10]. For a reader familiar with nested Bethe Ansatz, we recall that Q-functions in the case of spin chains have the structure $Q_{a_1 \ldots a_k} = \sigma_k q_{a_1 \ldots a_k}$, where $q_{a_1 \ldots a_k}$ are polynomials. A rather standard notation choice is to identify $q_{i \ldots k}$ for $k = 1, \ldots, r - 1$ as the polynomials whose zeros satisfy nested Bethe equations. We can then choose $Q_{12 \ldots k}$ to generate the Bethe algebra but this is probably the least covariant way to proceed, and this is not what we are aiming for. We want to work with single-indexed $Q_a$ as generators, and this is practically feasible because a replacement of nested Bethe equations exists: Wronskian Bethe equations $W(Q_1, Q_2, \ldots, Q_r) = 1$ are used directly for fixing $Q_a$.

For $so_{2r}$, models candidates for analogs of $Q_a$ appeared in the work [11] by G. Ferrando, R. Frassek, and V. Kazakov who considered Q-system on the Weyl orbit (we use the terminology of [8]). Overall, this work offered a variety of relations that transform naturally under the action of the Weyl group of $so_{2r}$, and moreover are $gl_r$-covariant, where $gl_r \subset so_{2r}$, corresponds to the standard embedding $U(r) \subset SO(2r)$ (we do not need to specify real forms and hence select $gl_r$ for notation). In particular, equation (7.2) there was suggested as a substitute for Wronskian Bethe equations, it featured $r + 1$ Q-functions, their equivalents in our work shall be $\Psi_a$ and $\Psi_\theta$, where $\Psi_a$ form a vector $gl_r$-multiplet and $\Psi_\theta$ is a singlet. However, unlike in the $sl_r$ case, (7.2) is not sufficient by itself. As we shall see, extra relations involving an anti-symmetric tensor $\Psi_{ab}$ are required.

In this paper we explain how the $gl_r$-covariant expressions of [11] are related to the geometric $so_{2r}$-covariant description in [8]. We investigate this interplay and complete (7.2) to a system of equations on a relatively small number of Q-functions to effectively encode the whole Bethe algebra.

Our study starts from the observation made in [8]: Because Q-functions are Plücker coordinates, those of them which play the role of Wronskian Bethe equations and is a way to represent the set of projective coordinates. Owing to other fused flag relations, all the members of the extended Q-system are just rational combinations of $\Psi_\theta$, $\Psi_a$, $\Psi_{ab}$ and so this triple contains all, or almost all, non-trivial information about the Bethe algebra. A suitable approach to work with the triple depends on the question to study, we give two examples in Sections [1V] and [V].

The paper is organised as follows: in Section [I] we summarise the relevant findings of [8] about the extended $so_{2r}$ Q-system, with a slight update of notations. Section [III] describes $gl_r$ parameterisation of the Q-system and builds up to relations [33] between $\Psi_\theta$, $\Psi_a$, $\Psi_{ab}$ which play the role of Wronskian Bethe equations and is a way to concisely describe Bethe Algebra. From these relations we then derive all the features of the extended Q-system and use this techniques to prove that, starting from generic enough $r$ Q-functions as an input, one can always construct a consistent extended Q-system in the unique up to the symmetry way. Section [IV] studies a $gl_r$-invariant approach to compute transfer matrices in terms of $\Phi, P_a$ only but eventually resolves that adding $\mu_{ab}$, while optional, is a useful simplification. Section [V] is a proof of concept that the developed formalism works in practice: we explicitly and efficiently compute the spectrum of rational spin chains, the results are available in the ancillary Mathematica notebook. These results offer rich experimental evidence that equations (33), plus kinematic constraints in the non-
basic cases, provide only a rigorous description of the Bethe Algebra in the same sense as \(\mathfrak{sl}_2\). Wronskian Bethe equations do, the precise mathematical conjecture is in Section [4]. The results of the work are summarised in section Conclusions. The first appendix explores action of Weyl group on \(Q\)-functions and provides further comparison with the results of [11]. Finally, the second appendix contains several technical proofs.

II. EXTENDED \(\mathfrak{so}_2\), Q-SYSTEM

The \(\mathfrak{so}_2\), extended \(Q\)-system is a collection of functions \(Q^i_{(a)}(u)\) of a single variable \(u\) called the spectral parameter. These functions must satisfy a set of equations listed below in this section. Label \(a\) denotes the choice of a fundamental representation \(L(\omega_a), a = 1, 2, \ldots, r\), see our labelling convention on the Dynkin diagram, and \(i\) runs over all components of the representation. With an appropriate choice of weight basis vectors \(\psi_i^{(a)}\) \(L(\omega_a)\), one forms a \(Q\)-vector \(Q_{(a)} = \sum_i Q^i_{(a)} \psi_i^{(a)}\).

Until Section [4] our discussion will be of universal nature. For this sake, functions of \(u\) need only to be defined and single-valued in a certain domain, their analyticity and even continuity may be in principle waived. What matters is existence of a free action of the ‘shift’ group \(\mathbb{Z}\) on the domain of definition. For a function \(F\), the notation \(F^{[k]}(u)\) shall denote the pullback through this action. We also use the short-hand \(F^k \equiv F^{[\pm]}\).

In Section [4] we study an explicit physical example of a rational spin chain when the analytic properties of \(Q\)-functions will play a role. For this example, the shift group lives up to its name: \(F^{[k]}(u) = F(u + \frac{k}{2})\). Other typical case is a trigonometric system with the multiplicative shift variable \(e^{\pm i}\) on the Dynkin diagram, and \(i\) runs over all components of the representation.

Probably the most famous relations satisfied by \(Q\)-functions are the so-called QQ-relations [13],[7]. If to include their generalisation, it would be a finite-difference analog of passing from ordinary to covariant derivative, cf. [12] for a similar discussion in the \(\mathfrak{gl}_r\) case. This way of thinking links our results to those about opers, as is explained in [5], and has its advantages. However, one can always locally gauge away the connection as long as the function class of \(Q\)-functions is unconstrained, and we assume this gauge choice throughout the paper.

Probably the most famous relations satisfied by \(Q\)-functions are the so-called QQ-relations [13],[7]. If to include their transforms under action of Weyl group elements \(w\)—precise definitions are in [5] and Appendix [A]—they read

\[
W(Q^w_{(a)}(u), Q^w_{(a)}(v)) = \pm \prod_{b \sim a} Q^w_{(b)},
\]

(2)

where \(b \sim a\) indicates nodes on the Dynkin diagram adjacent to \(a\), and the sign \(\pm\) depends on \(w\).

The other relations of the extended Q-system, at least in general position situation, ultimately follow from (2) but this feature is not trivial to demonstrate, its full combinatorial proof is one of the results of this work. For the moment we shall list them as an additional requirement. Some of them first time appeared in [11] but their complete package is due to [11],[5]. These relations have an intriguing geometrical meaning. For instance, they imply that components of \(Q_{(a)}\) are projective Plücker coordinates \([Q^1_{(a)} : Q^2_{(a)} : \ldots]\) of the partial flag manifold \(G/P_a\), where \(P_a\) is the corresponding maximal parabolic subgroup. More generally, they tell us that all \(Q\)-functions together parameterise a fused flag [3]. The very fact that all these relations can be simultaneously satisfied is remarkable.

To list down the relations, it is useful to introduce a more intuitive labelling for functions \(Q^i_{(a)}\). Note that the vector representation of \(\mathfrak{so}_2\) is associated to the first node of the Dynkin diagram and the spinor representations with the last two nodes. Hence the following notation becomes natural:

\[
Q^i_{(1)} = V^i, \quad Q^r_{(r-1)} = \Gamma^- \Psi, \quad Q^r_{(r)} = \Gamma^+ \Psi.
\]

(3)
Here \( \Psi \) is a \( 2^r \)-dimensional Dirac spinor and \( \Gamma^+, \Gamma^- \) are projection-matrices onto \( 2^{r-1} \)-dimensional Weyl spinors. An \( \mathfrak{so}(2r) \) vector has \( 2r \) components, to label them it is convenient to use \( i, j, \ldots \in \{1, 2, \ldots, r, -r, \ldots, -2, -1\} \), while \( a, b, \ldots \in \{1, 2, \ldots, r\} \) shall always be positive. To further precise conventions, we choose the anti-diagonal metric \( g_{ij} \) and \( \Gamma \)-matrices forming the Clifford algebra:

\[
g_{ij} = \delta_{i+j,0}, \quad \{\Gamma_i, \Gamma_j\} = g_{ij}. \tag{4}\]

Also, we pick the charge-conjugation matrix \( C \) as

\[
C = (-1)^{r(r-1)}(\Gamma_1 + \Gamma_{-1}) \cdots (\Gamma_r + \Gamma_{-r}). \tag{5}\]

Using the metric we have the identification

\[
V^{-a} = V_a. \tag{6}\]

Apart from \( Q \)-functions that are components for the vector and the spinor representations, there are \( r-3 \) other collections of \( Q \)-functions corresponding to anti-symmetric tensor representations. These \( Q \)-functions can be equated to Wronskians of \( V^I \): Introduce a multi-index \( I = i_1 i_2 \ldots i_a \), and let \(|I| = a \) be its cardinality, then, for \( Q_{(a \leq r-2)}^I = V^I \),

\[
V^I = W(V^{i_1}, \ldots, V^{i_a}). \tag{7}\]

For \(|I| = r-1, r, \) i.e. for tensors outside of the Dynkin diagram, \([7]\) shall be the definition of \( V^I \).

The above identification \([7]\) is analogous to the one in the \( \mathfrak{gl} \) \( Q \)-system,\(^1\) however \( \mathfrak{so}_{2r} \) \( Q \)-system has novel features. For one thing, tensors \( V^I \) define isotropic hyperplanes for \(|I| \leq r-1 \) which means that the following orthogonality relation holds

\[
(V^I)^{[m]} V_i^{[-m]} = 0, \quad m \in \{-r+2, \ldots, r-2\}; \tag{8}\]

In particular, the vectors are null \( V_i V_i = 0 \). For another, it is possible to build \( V^I \) from spinors:

\[
\Psi^{-[r+1+|I|]} C^I \Gamma^+ \Psi^{[r-1-|I|]} = V^I, \quad |I| < r, \tag{9a}\]

\[
\Psi^{-C^I \Psi^+} = V^I, \quad |I| = r. \tag{9b}\]

Spinors also satisfy relations analogous to \([8]\). Namely, when the shift in \([9a]\) is smaller than the prescribed one, the bilinear combination vanishes

\[
\Psi^{-[m]} C^I \Gamma^+ \Psi^{[m]} = 0, \quad |I| \leq r-2, \quad m \in \{-r+2+|I|, \ldots, r-2-|I|\}. \tag{10}\]

In particular \( \Psi \) is a pure spinor, that is, it satisfies

\[
\Psi C^I \Gamma^+ \Psi = 0, \quad |I| \leq r-2. \tag{11}\]

Relations of type \([10]\) appeared for \( \mathfrak{so}_6 \subset \mathfrak{osp}_{1|4} \) in the study of the AdS\(_4\)/CFT\(_3\) quantum spectral curve \([14]\).

Finally, there is also a non-vanishing inner product between vectors and between spinors when the appropriate shift of the spectral parameter is included:

\[
(V^I)^{[r-1]} V_i^{[-r+1]} = (-1)^{|I|(r+1)}, \tag{12a}\]

\[
\Psi^{-[r+1]} C^I \Psi^{[r-1]} = 1. \tag{12b}\]

The values of shifts \( \pm(r-1) \) here are related to the fact that \( 2r-2 \) is the Coxeter number of \( \mathfrak{so}_{2r} \). Summation over a multi-index \( I \) is defined to carry a normalization factor of \( \frac{1}{|I|!} \), alternatively the sum is only over ordered multi-indices. The same summation convention shall be used below for multi-indices \( A, B, \ldots \) that are defined to feature only positive entries.

Finally, to avoid misinterpretations, we spell out how the above-encountered expressions of type \( \Psi_1 C^I \Psi_2 \) are decoded for the sake of explicit computations: \( \Psi_1 \) is transposed to be a row-vector (boldly, without doing extra complex conjugation or other involution), and then the standard row-times-column multiplication is performed to get a number which depends on \( I \) and which is the component of the corresponding rank-\(|I| \) antisymmetric tensor.

\(^1\) We recall its definition in a paragraph after \([22]\).
### III. PURE SPINOR PARAMETRISATION

#### A. Cartan decomposition

Consider the \( \mathfrak{gl}_r \) subalgebra of \( \mathfrak{so}_{2r} \) corresponding to removing the \( r \)-th node of the Dynkin diagram (but keeping the whole Cartan subalgebra) and decompose spinor representations into the irreps w.r.t. \( \mathfrak{gl}_r \). This gives rise to what is known as \( \mathbb{U}(r) \) or Cartan decomposition. In it, the spinor representation of the \( (r-1) \)-th node is a direct sum of the exterior forms of odd rank, and the spinor representation of the \( r \)-th node is a direct sum of the exterior forms of even rank. We shall denote these forms collectively as \( \Psi_{(k)} \), \( k = 0, \ldots, r \), the components of the \( k \)-form \( \Psi_{(k)} \) are \( \Psi_{\alpha_1 \ldots \alpha_k} \) and we denote the basis \( \theta^A \) for \( A = a_1 \ldots a_k \). We think about \( \theta^a \) as Grassmann variables and Dirac spinor is treated as a super-function:

\[
\Psi = \sum_{k=0}^{r} \Psi_{(k)} , \quad \text{where} \quad \Psi_{(k)} = \Psi_{A} \theta^{A} , \quad |A| = k .
\]

(13)

Furthermore we will raise and lower indices using Levi-Civita symbol so that \( \Psi_{A} = \Psi^{B} \epsilon_{BA} \).

The off-diagonal metric in (4) implies that the \( \Gamma \)-matrices satisfy the fermionic oscillator algebra. It can be realised on the \( \theta \)-basis as

\[
\Gamma^{a} \theta^{B} = \theta^{a} \theta^{B} , \quad \Gamma_{a} \theta^{B} = \partial_{a} \theta^{B} , \quad \Gamma^{\pm} \theta^{B} = \frac{1 \pm (-1)^{|B|}}{2} \theta^{B} ,
\]

(14a)

\[
C^{a} \theta^{A} = (-1)^{\frac{r-r(|A|)-|A|-1}{2}} \theta^{A} ,
\]

(14b)

where \( \bar{A} \) is the complement of \( A \) and \( \pm \theta^{A} = \epsilon_{AB} \theta^{B} \) is Hodge conjugation.

As \( \mathfrak{so}_{2r} \) is realised by commutator of \( \Gamma \)-matrices, action (14a) suggests the decomposition \( \mathfrak{so}_{2r} = \Lambda^{2}(\mathbb{C}^{r}) \oplus \mathfrak{u}(r) \oplus \Lambda^{2}(\mathbb{C}^{r*}) \), where the three terms are spanned, respectively, by \( \theta^{a} \theta^{b} , \theta^{a} \partial_{b} - \frac{1}{2} \delta^{a b} , \partial_{a} \partial_{b} \). Additionally, one should think about \( \theta^{a} \partial_{a} / \partial_{b} \) with \( a > b \) and \( \partial_{a} \partial_{b} \) as raising operators, \( \theta^{a} \partial_{a} - \frac{1}{2} \) for \( a = 1, \ldots, r \) as Cartan subalgebra, and the rest as lowering operators. It follows that the highest-weight components of the Q-vectors are

\[
\Psi_{\theta} = Q_{1}^{(r-1)} , \quad \Psi_{\bar{r}} = Q_{1}^{(1)} . \quad (15)
\]

In the introduced parameterisation, \( \Psi_{1} \Gamma^{I} \Psi_{2} \) (where \( \Psi_{1}, \Psi_{2} \) are column-vectors) gets the meaning of the top component of the form \( \Psi_{1} \wedge \* \Gamma^{I} \Psi_{2} \) (where \( \Psi_{1}, \Psi_{2} \) are super-functions).

We shall now use the introduced exterior algebra notation to solve explicitly the pure spinor conditions. To this end, one computes

\[
0 = \epsilon_{AB} \left( \Psi \Gamma^{A} \Gamma^{\pm} \Psi \right) \theta^{B} = (-1)^{|A|-|\pm|/2} \sum_{k=0}^{r-|A|} (-1)^{k(r-k)/2} \Psi_{(r-|A|-k) \wedge \Psi_{(k)}} , \quad r - |A| \geq 2 ;
\]

(16a)

\[
0 = \epsilon_{AB} \left( \Psi \Gamma^{A} \Gamma_{c} \Gamma^{\pm} \Psi \right) \theta^{B} = (-1)^{|A|-|\pm|/2} \sum_{k=0}^{r-|A|} (-1)^{k(r-k)/2} k \Psi_{(r-|A|-k) \wedge \Psi_{(k)}} , \quad r - |A| \geq 4 . \quad (16b)
\]

Here in the second line we use a non-antisymmetrisation expression \( \Gamma^{A} \Gamma_{c} \Gamma^{\pm} \) which is acceptable since its difference with \( \Gamma^{Ac} \Gamma_{c} \) is \( \frac{1}{2} \Gamma^{A} \) for which the first line can be used. It is easy to solve (16) explicitly for all \( \Psi_{(k)} \) with \( k \geq 3 \) in terms of \( \Psi_{(k)} \) for \( k = 0, 1, 2 \). We illustrate the first two steps. Taking even \( k \) and \( r - |A| = 3 \) in (16a), one gets \( \Psi_{(3)} \Psi_{\theta} - \Psi_{(1)} \wedge \Psi_{(2)} = 0 \), while \( r - |A| = 4 \) leads to \( \Psi_{(2)} \wedge \Psi_{(2)} - 2 \Psi_{\theta} \Psi_{(4)} = 0 \). For \( r - |A| \geq 4 \) it is sufficient to use only (16b). The full solution is

\[
\Psi_{(2n)} = \frac{1}{n!} \Psi^{(2)} \wedge \Psi^{(2)} \wedge \cdots \wedge \Psi^{(2)} \wedge \Psi^{(2)} , \quad \Psi_{(2n-1)} = \frac{1}{(n-1)!} \Psi^{(1)} \wedge \Psi^{(2)} \wedge \cdots \wedge \Psi^{(2)} \wedge \Psi^{(2)} . \quad (17)
\]

This is a well-known property of pure spinors that can be found already in the book of Cartan [13]. Its meaning becomes transparent after we rewrite it as follows:

\[
Q_{(r)} = \sum_{n=0}^{[r/2]} \Psi_{(2n)} = e_{\Psi_{(2)}} \Psi_{\theta} , \quad Q_{(r-1)} = \sum_{n=0}^{[(r-1)/2]} \Psi_{(2n+1)} = e_{\Psi_{(1)}} \Psi_{(1)} . \quad (18)
\]
Notice that $\Psi_\vartheta \in \Lambda^2(\mathbb{C}^r)$ and so its exponent can be viewed as a group element. Hence, since $\Psi_{(1)} \in e^{i(r)}\vartheta^r$, (18) states that Weyl spinors $Q_{(r)}$, $Q_{(r-1)}$ are on the group orbit of the corresponding highest-weight vectors. Being on such an orbit is the universal definition of a pure vector for any choice of a Lie group and its irrep. Furthermore, a group element acting on the two highest-weight vectors of $L(\rho_{r-1})$ and $L(\rho_r)$ to produce $Q_{(r)}$, $Q_{(r-1)}$ can be chosen to be the same one, this is just saying differently that two pure Weyl spinors are combined into one pure Dirac spinor $\Psi$.

This interpretation allows us to also argue why all relations (11) are satisfied even though we only used their subset to derive (17). Indeed, the two highest-weight vectors obviously satisfy (11) and then, by covariance, any spinors on the group orbit of the highest-weight vectors will satisfy (11) as well. A direct combinatorial derivation of (11) from (17) shall be given later as part of Section III D.

B. Tensors from spinors

We concluded in the previous subsection that all components of spinor Q-functions can be expressed through $\Psi_\vartheta, \Psi_a, \Psi_{ab}$. We shall now derive that all tensor Q-functions $V^I$ can be expressed through $\Psi_\vartheta, \Psi_a, \Psi_{ab}$ as well. This time, in contrast to pure spinor relations (11), we will use equations that are non-local in spectral parameter. In other words, we need the fact that the extended Q-system is not just a flag but a fused flag.

A typical fused combination we shall exploit is

$$
\epsilon_{AB} (\Psi_{[-m]}^A \Gamma^{+} \Psi_{[m]}^B) \vartheta^B = \sum_{r-|A|} (-1)^{\frac{b(k-1)}{2}} \Psi_{(r-|A|)-k} \cdot \Psi_{[-m]}^{(k)}.
$$

(19)

A particularly important case is to consider a compatibility condition following from (9) and to rewrite it using (19):

$$
\Psi^A \Gamma^{\Theta/\{a,b\}} \Gamma^+ \Psi^+ = \Psi^A \Gamma^{\Theta/\{a,b\}} \Gamma^- \Psi^- \implies W(\Psi_{ab}, \Psi_\vartheta) = W(\Psi_a, \Psi_b).
$$

(20)

Relation (20) together with (17) allow rewriting combination (19) in a remarkable way. Consider the following example: set $r-|A| = 4$ in (19) and choose the case $\Gamma^+$, then the r.h.s. of (19) becomes

$$
\Psi_{(4)}^m \Psi_{\vartheta}^{[-m]} - \Psi_{(2)}^m \cdot \Psi_{\vartheta}^{[-m]} + \Psi_{\vartheta}^m \cdot \Psi_{(4)}^{-m} = \Psi_\vartheta^m \Psi_{\vartheta}^{[-m]} - \left( \left( \frac{\Psi_{(2)}^m}{\Psi_\vartheta^m} \right)^2 - \left( \frac{\Psi_{(2)}^{[-m]}}{\Psi_\vartheta^{[-m]}} \right)^2 \right).
$$

(21)

where we used (20) in the form notation: $\Psi_\vartheta^+ \Psi_\vartheta^- - \Psi_\vartheta^- \Psi_\vartheta^+ = \Psi_\vartheta^+ \cdot \Psi_\vartheta^- = \Psi_{(1)}^+ \cdot \Psi_{(1)}^-$.

In general, using the same method, one finds

$$
\epsilon_{AB} \Psi_{[-m]}^A \Gamma^{\pm} \Psi_{[m]}^B \vartheta^B = \left\{ \begin{array}{ll}
0, & m = 0, 1, 2, 3, \ldots, r - 2 - |A|, \\
\Psi_{[-m]}^{(r-|A|-1)} \cdot \Psi_{[m]}^{r-|A|-1} & m = r - 1 - |A|.
\end{array} \right.
$$

(22)

The last relation suggests introducing a $\mathfrak{gl}_r$ Q-system. Indeed, recall that by such a system we mean a collection of functions $Q_A$ that satisfy QQ-relations

$$
W(Q_{[A]}, Q_{[B]}) = Q_{A[B]} Q_A.
$$

(23)

These relations are solved in terms of single-index Q-functions and $Q_0$: $Q_A = Q_0^{-|A|-1} d W(Q_{[A]}, Q_{[A+1]})$, and an analogous Wronskian determinant is what appears on the r.h.s. of (22). Note also that Hodge-dual functions $Q^A = \epsilon_{AB} Q_B$ also form a Q-system. The notations and main features of $\mathfrak{gl}_r$ Q-systems suitable for arbitrary rank including their supersymmetric generalisation are due to Tsuibo [10], for a review and further details see e.g. [12].

We shall label elements of the relevant for us $\mathfrak{gl}_r$ Q-system as $P_A$ and $P^A$ defined as follows

$$
P_a = \Phi \Psi_a, \quad P_A = W(P_{a_1}, P_{a_2}, \ldots, P_{a_{|A|}}),
$$

$$
P_\vartheta = 1, \quad P^A = \epsilon_{AB} P_B.
$$

(24)

where $\Phi \equiv \frac{1}{\Psi_\vartheta}$. We can think about $\Phi$ as the quantity used to rescale the projective coordinates $\Psi \rightarrow \Phi \Psi$ such that $\Psi_\vartheta \rightarrow 1$. Note that (2) implies a very concrete normalisation of $\Psi$, cf. (12), and the rescaling with $\Phi$ does not
preserve it. Hence we use the new notation $P_a$ for the rescaling of $\Psi_a$, note also that $P_A$ is defined through Wronskian determinant and hence is not a rescaling of $\Psi_A$ for $|A| > 1$. Further benefits of this alternative normalisation are: First, the character limit of $P_a$ coincides with the one of the genuine Q-functions of a $gl_1$ spin chain; Second, another useful combination $\Psi_{ab} \rightarrow \Psi_{ab}/\Psi_0$ is formed. We encountered it several times already, for instance in (28), and shall give it a special labelling as well: $\mu_{ab} \equiv \Psi_{ab}/\Psi_0$. To avoid possible confusion, we point out that all relevant rescaled quantities received a new labelling and so functions $\Psi_A$ remain in their original normalisation in what follows.

Applying (22) to (9) with $I = A$, we obtain

$$V^A = \frac{P^A}{\Phi_{[-r+1-|A|]} \Phi_{[r+1+|A|]}}.$$  \hspace{1cm} (25)

We remind that $A = a_1 \ldots a_{|A|}$ is a multi-index with all entries being positive, and so (25) does not produce all components of $V^I$, in particular not all $V^i$. Let us now compute $V_a = V^{-a}$. To this end we notice that pure spinor conditions (17) can be rewritten as

$$\partial_a - \mu_{ab} \delta^b \Gamma^+ \Psi = 0, \hspace{1cm} (26a)$$

$$\partial_a - \mu_{ab} \delta^b \Gamma^- \Psi = P_a \Gamma^+ \Psi. \hspace{1cm} (26b)$$

Now replacing Grassmann-variables and their derivatives with $\Gamma$-matrices as in (14) we can find $V_a$ as follows

$$V_a = \Psi^{[r-2]} \Gamma_a \Gamma^\pm \Psi^{[r-2]} = \mu_{ab} \Psi^{[r-2]} \Gamma_b \Gamma \Gamma^\pm \Psi^{[r-2]} = \mu_{ab} \Psi^{[r-2]} \Psi^b, \hspace{1cm} (27)$$

notice that for the choice of $\Gamma^-$ in $\Gamma^\pm$ the derivation additionally relies on (10) for $I = \emptyset$.

The overall shift of $\mu_{ab}$ in (27) is not uniquely fixed. To see this we use that (20), conveniently written as

$$\mu_{ab} = \mu_{ab}^{[m]} + W(P_a, P_b)^{[m]}, \hspace{1cm} (28)$$

allows us to shift $\mu_{ab}$ at the cost of introducing terms involving $P_a^{[m]}$, $m \in \{-r+2, \ldots, r-2\}$. However, when the shift of $\mu_{ab}$ is restricted to $[-r+2, r-2]$, these additional terms vanish due to

$$P_a^{[m]} P_b^{[m]} = \left\{ \begin{array}{ll} 0, & m = -r+2, -r+4, \ldots, r-2, \\ (\pm 1)^{r-1} P_0^{[m]}, & m = \pm r. \end{array} \right. \hspace{1cm} (29)$$

which is a direct consequence of definitions (24).

Let us summarise the resulting expressions including also their inverse:

$$V_a = \mu_{ab}^{[m]} V^b, \hspace{1cm} \mu_{ab} = \frac{\Phi}{\Phi_{[-r-3]}} \Psi_{ab}, \hspace{1cm} (30a)$$

$$V^a = (\mu_{ab}^{[m]})^\dagger V_b, \hspace{1cm} \mu^{ab} = -1 \frac{1}{\Psi_0} \Psi_{ab}, \hspace{1cm} (30b)$$

for $m \in \{-r+2, -r+4, \ldots, r-2\}$. For even $r$, $\mu^{ab}$ is the inverse of $\mu_{ab}$. For odd $r$, the determinant of $\mu_{ab}$ vanishes and consistency of (30) is less obvious. In this case we have to use first $\mu_{ab}^{[m]} = \delta_{ac} - \frac{\delta_{c\emptyset}}{\Phi_{[-r-3]}}$ and then once again (29).

Finally, we also want to express $V^I$ with any multi-index $I$ using only spinors. To this end represent $V^I$ in the form $V^B A$ by lowering the negative indices according to (6). Then we systematically use local pure spinor properties (26) and fused pure spinor properties (10) and (9). As an example let us calculate $V^B_a$:

$$V^B_a = \Psi^{[-r+3]} \Gamma_a \Gamma^\pm \Psi^{[r-3]}$$

$$= -\Psi^{[-r+3]} \Gamma_a \Gamma \Gamma^\pm \Psi^{[r-3]} + \frac{\delta_{a\emptyset}}{2} \Psi^{[-r+3]} \Gamma_a \Gamma \Gamma^\pm \Psi^{[r-3]} \equiv 0$$

$$= \mu_{[ac]} \Psi^{[-r+3]} \Gamma_a \Gamma \Gamma^\pm \Psi^{[r-3]} - P_a^{[r-3]} \Psi^{[-r+3]} \Gamma^\pm \Psi^{[r-3]} \equiv 0$$

$$= \mu_{[ac]}^{[r-3]} \frac{P^b}{\Phi_{[-r-3]}} \Phi_{[-r+3]}.$$  \hspace{1cm} (31)

This computation generalises directly to any number of indices, we have

$$V^B = \mu_{[Aa]}^{[r-1-|A|-|B|]} \Psi^{[-r+1+|A|+|B|]} \Gamma^A B \Gamma \Gamma^\pm \Psi^{[r-1-|A|-|B|]} \Psi^{[r-|A|-|B|]} \cdots,$$  \hspace{1cm} (32)
where \( \mu_{AA'} \) is the determinant \( |\mu_{aa'}| \) \( a \in A \) and all suppressed terms will vanish. In summary, we arrive at the compact expression

\[
V_A^B = \frac{\mu_{AA'}}{\Phi^{r-1-|A|-|B|}} P^{A'B} 
\]

where \( m \in \{-r + 1 + |A| + |B|, \ldots, r - 1 - |A| - |B|\} \), the admissible range of \( m \) follows from the same logic that lead to (20). The formula is valid for \( |A| + |B| \leq r - 1 \), i.e. for all \( V' \) defining isotropic hyperplanes. Recall that self- and anti-self-dual hyperplanes are not given by \( V' \), \( |I| = r \), but by \( \Psi_C \Gamma^{(r)} \Gamma^{3} \Psi \) — a combination which, in contrast to (20), has \( \Psi \) without shifts.

We also notice that \( V^0 = 1 \) which means that \( P^0 = P_0 = W(P_1, \ldots, P_r) = \Phi^{r-1} \Phi^{[-r+1]} \), cf. (25).

C. Pure spinor Q-system and Wronskian Bethe equations

We came to conclusion that relations (33) and (17) compute all Q-functions of the extended Q-system directly from \( \Psi_\emptyset, \Psi_a, \Psi_{ab} \), that is from \( 1 + r + \binom{r}{2} \) functions. We however also know that the functional freedom in a Q-system is equal to the rank of the Lie algebra and thus there should be \( 1 + \binom{r}{2} \) relations between functions of the triple. These relations can be indeed found in the above-introduced zoo of formulae. They play the central role for our study:

| Wronskian Bethe equations |
|---------------------------|
| \( W(\Psi_1, \ldots, \Psi_r) = \Psi_\emptyset^{[r-2]} \) , (34a) |
| \( W(\Psi_a, \Psi_b) = W(\Psi_{ab}, \Psi_\emptyset) \). (34b) |

Here the first line is yet another way to write (25) for \( A = \emptyset \), and the second line is (20).

At least formally, for any choice of \( \Psi_a \), (34) can be always solved for \( \Psi_\emptyset \) and \( \Psi_{ab} \) and so one may wonder how the above equations contain any interesting information. Without imposing requirements on analytic properties of Q-functions, these equations are indeed essentially non-constraining. But our attention at this stage is different: that they imply all other relations of the extended Q-system, so the functional freedom is indeed \( r \) independent functions as expected. This is the subject of Sections III D and III E. Eventually, when one imposes analytic restrictions on Q-functions to describe the desired physics, as in Section V, equations (34) become far from trivial.

It is interesting to juxtapose (33) with QQ-relations (23) of \( \mathfrak{gl}_r \) Q-system. To elaborate even further, we notice a more general relation that holds as well

| Pure spinor Q-system |
|----------------------|
| \( W(\Psi_{Aa}, \Psi_{Ab}) = W(\Psi_{Aba} ; \Psi_A) \). (35) |

This relation is in fact rewriting of \( W(Q^{(1)}_{r-1}, Q^{(2)}_{r-1}) = W(Q^{(1)}_r, Q^{(2)}_r) \), a consequence of (22), using the exterior algebra parameterisation cf. Appendix A.

We shall call pure spinor Q-system a collection of functions \( \Psi_A \) that satisfy (35). Curiously, we do not need to even require Cartan formulae (17) as they arrive naturally as a consequence of (35):

**Lemma 1** (Solution of pure spinor Q-system). If \( \Psi_\emptyset, \Psi_a, \Psi_{ab} \) satisfy (33) and \( \Psi_\emptyset \neq 0 \) then \( \Psi_A \) computed via (17) solve (33). Moreover, this solution is unique provided combinations \( W(\Psi_{Aa}, \Psi_{Ab}) \) are not zero.

This lemma is the analog of the fact in \( \mathfrak{gl}_r \) case that \( \mathcal{Q}_A = W(Q_{a_1}, Q_{a_2}, \ldots, Q_{a_{|A|}}) \) unambiguously solves (23) provided \( \mathcal{Q}_A \neq 0 \) (for simplicity, we have set \( \mathcal{Q}_A = 1 \)). The proof in \( \mathfrak{gl}_r \) case relies on using Plücker identities or equivalently relations between minors of Wronski matrix (a matrix whose entries are \( Q_{a[2^n]} \)), see e.g. [12]. The proof in the pure spinor case is similar in spirit but it uses additionally (33) and overall is considerably longer, we provide it in Appendix A. If using minors in \( \mathfrak{gl}_r \) case is a determinant-based computation, for pure spinor system we use techniques typical for operations with Pfaffians.
To better understand the role of (34a), we note that relations (35) are projective in the sense that rescaling $\Psi_A = g \Psi_A$ with arbitrary function $g(u)$ is their symmetry. An analogous rescaling in the $\mathfrak{gl}_r$ case is $Q_A \to g[|A|]D Q_A$. Fixing normalisation is necessary and note that it removes one functional degree of freedom, then one speaks about $\mathfrak{sl}_r$ system instead of $\mathfrak{gl}_r$. A way to go is to set $W(Q_1, \ldots, Q_r) = 1$. By itself the requirement $W(Q_1, \ldots, Q_r) = 1$ is of no particular meaning but combined with concrete analytic Ansatz on Q-functions it becomes a way to describe Bethe algebra, it is in fact the only relation needed for a spin chain with sites in vector representations replacing the need of using nested Bethe equations; for this reason we refer to $W(Q_1, \ldots, Q_r) = 1$ as $\mathfrak{so}_r$ Wronskian Bethe equation.

Setting the normalisation for $\Psi_A$ is done to get the agreement with the extended Q-system. The latter was introduced with fixed normalisation as is clearly visible in (12). The requirement of compatibility in normalisations is realised by (34a) and so we may consider it as the equivalent of $W(Q_1, \ldots, Q_r) = 1$, a proposal that was already made in Section 7 of [11], equation (7.2) there. However, we observe that it is not enough to use only (34a) and the model-specific analytic input to fix the Bethe algebra. One of the messages of our work, Section V, is that (34a) and (34b) together form a system that properly describes the Bethe algebra. It then makes sense to collectively refer to (34) as $\mathfrak{so}_2r$, Wronskian Bethe equations.

Instead of $\Psi_\emptyset, \Psi_a, \Psi_{ab}$, we can also select $\Phi, P_a, \mu_{ab}$ as our main functions thus forming

\[
\text{The $\mathfrak{so}_2r$, $P_{\mu}$-system}
\]

\[
W(P_1, \ldots, P_r) = \Phi^{[r-1]} \Phi^{[-r+1]}, \quad (36a)
\]

\[
W(P_a, P_b) = \mu_{ab}^r - \mu_{ab}^{-r} \quad (36b)
\]

which shares similarities with the $P_{\mu}$-system of AdS$_5$/CFT$_4$ [18]. One important difference is that raising/lowering indices using the ‘symplectic structure’ $\mu_{ab}$ does not close the system on itself but rather expands it introducing the second half of vector Q-functions $V^2$ according to (30).

**D. Deriving the extended Q-system**

The triple $\Psi_\emptyset, \Psi_a, \Psi_{ab}$ allows computing other Q-functions by sheer combinatorics, but even more remarkable is that all relations of the extended Q-system can be obtained as a consequence of (34).

**Theorem 2.** If relations (34) for $\Psi_\emptyset, \Psi_a, \Psi_{ab}$ are satisfied then components of Q-vectors $Q_{(a)}$ computed using (33) and (17), $V_{(r-1)}$ computed using (35), and $V_{(r)}$ computed using (17) satisfy all the relations listed in Section II.

**Proof.** Two key features associated with (34) are

- the possibility to change the value of shift in $\mu_{ab}^{[m]}$ in an admissible range in various formulae, this is based on the trick of using (28) together with (29). Note that (28) is just a rewriting of (34a) while (29) is a direct consequence of how $P_a$ are defined, so using the shift trick relies only on the assumptions of the theorem and hence is allowed in the proof.

This first feature is in particular used to get an admissible range of shifts in (33) which allows in turn deriving Wronskian relation (7) for $V^I$, $|I| \leq r-1$. Indeed, assume $\Phi = 1$ for simplicity, then

\[
V_A^B = V_{a_1 \ldots a_k b_1 \ldots b_l} = \mu_{a_1 a'_1} \cdots \mu_{a_k a'_k} W(V^a_1, \ldots, V^a_k, V^{b_1}, \ldots, V^{b_l})
\]

\[
= W(\mu_{a_1 a'_1}^{[\epsilon]} V^{a'_1}, \ldots, \mu_{a_k a'_k}^{[\epsilon]} V^{a'_k}, V^{b_1}, \ldots, V^{b_l}) = W(V_{a_1}, \ldots, V_{a_k}, V_{b_1}, \ldots, V_{b_l}), \quad (37)
\]

where $\epsilon = 0$ for even rank and $\epsilon = \pm 1$ for odd rank. What we used is $\mu_{a a'}^{[m]}(V^a')^{[s]} = \mu_{a a'}^{[s+\epsilon]}(V^a')^{[s]}$, since for all $s$ appearing in Wronskian determinant $m = s$ happens to be in the admissible range, this allowed us to pull $\mu_{a a'}^{[\epsilon]}$ inside the determinant. Checking that the argument works in the same way when $\Phi \neq 1$ is straightforward, this however relies additionally on the normalisation $V^B = \frac{1}{P_a^{1-|I|} P_{\mu}^{1-|I|}} \equiv 1$ which is (34a) rewritten in the form (36a).

As discussed after (23), having (7) also implies $W(V^I, V^{I_j}) = V^{I_j} V^I$ which are precisely QQ-relations (2) for $a = 1, \ldots, r-3$, where $a = |I| + 1$.

---

1 A pedantic way would be to call Wronskian Bethe equations the equations that come in the consequence of an analytic Ansatz on Q-functions applied to $W(Q_1, \ldots, Q_r) = 1$. We found it convenient to lift the name directly up to $W(Q_1, \ldots, Q_r) = 1$ as it is a suitable place holder for a variety of different Ansatze to try.

2 Note that (7) computes $V_{(r)}$ from $V_{(1)} \equiv Q_{(1)}$, and it is meant that $Q_{(1)}$ is the one computed from (33).
Theorem 3. It is the opposite statement which we shall demonstrate now: Ψ zeros of Q are fixed, the only possible symmetries are transformations from exp(∅) with μab|Γb which reduces the question to the already understood case of ΓA. As (20a) has r.h.s., we note that P a is a scalar prefactor and so the question of vanishing of the l.h.s. of (10) involving Γ' is replaced with the one involving Γ' with |I'| = |I| − 1.

Derivation of fused Fierz relations (3a) is the reverse of how (33a) was obtained. Indeed, the equivalence of (3a) and (33a) was demonstrated through a set of equalities which are based on features already established above in the logic of the current proof.

Fused Fierz relations (3a) for |I| = r − 2 are QQ-relations (2) for a = r − 1 with the choice of Γ− in (3a), and for a = r with the choice of Γ+. QQ-relations (2) for a = r − 2 is \( W(V^{Ij}; V^{Ij}) = V^{Ij}V^{I} \) for |I| = r − 3 with \( V^{Ij} \) replaced by the bi-linear combination of spinors using (29a) for |I| = r − 1. Note that at this stage we have accomplished the derivation of all QQ-relations (2).

Both key features involving \( \mu_{ab} \) are exploited in the derivation of the orthogonality properties of vectors (8):

\[
(V^i)^{|m|}(V^a)^{|-m|} = (V^a)^{|m|}(V^a)^{|-m|} = (V^a)^{|m|}(\mu_{ab}^{|m|} - \mu_{ab}^{|-m|})(V^b)^{|-m|} = 0, \quad |m| \leq r - 2, \quad (38)
\]

where we used a possibility to raise index \( V_a = \mu_{ab}V^b \), antisymmetry of \( \mu_{ab} \) and, at the last step, the possibility to replace \( \mu_{ab}^{|-m|} \) with \( \mu_{ab}^{|m|} \) using the trick based on (28) and (29).

If \( m = r - 1 \), one cannot use the shifting trick to set \( m = m \) in (38) because the contribution from \( W(P_a, P_b) \) survives on one occasion when using (28). Then we invoke the second line of (29) and ultimately (34a) to conclude the normalisation property

\[
(V^i)^{|r - 1|}(V^a)^{|-r + 1|} = (V^a)^{|r - 1|}(P_a)^{P_{ab}}(P_b)^{V^b{|r - 1|}} = (V^a)^{|r - 1|}(P_a)^{P_{ab}}(V^b{|r - 1|}) = (-1)^{r - 1}.
\]

Now we use (38) and (39) to derive (12a): \( (V^i)^{|r - 1|}(V^a)^{|-r + 1|} = ((V^i)^{|r - 1|})(|I| - |I'|) = (-1)^{|I| - |I'|} \).

The normalisation property of spinors (12a) follows from the second line of (22) for \( A = \emptyset \) and (34a).

The last relation to demonstrate is (39). Its derivation uses a combination of the already presented techniques, we give it in Appendix [1].

E. Existence and uniqueness

To conclude this section, we use the gained knowledge to build the explicit transition between \( Q^1_{(a)} \), \( a = 1, \ldots, r \), and the pure spinor Q-system. We recall that using \( Q^1_{(a)} \) is a historically better-known way to store information about the Bethe algebra: in the case of spin chains and up to a normalisation, \( Q^1_{(a)} \) are the eigenvalues of transfer matrices in prefundamental representations [19]: q-character expressions are written as Laurent polynomials in \( \gamma_a = Q^1_{(a)}/Q^{1[-2]}_{(a)} \); zeros of \( Q^1_{(a)} \) satisfy nested Bethe Ansatz equations, see e.g. [21–22] and also Section V A.

We already showed that all the Q-functions \( Q^1_{(a)} \) and hence \( Q^1_{(a)} \) are computed unambiguously from \( \Psi_{\emptyset}, \Psi_{a}, \Psi_{ab} \). It is the opposite statement which we shall demonstrate now:

**Theorem 3.** For any general position functions \( Q^1_{(a)} \), \( a = 1, \ldots, r \), there is the unique up to a symmetry set of functions \( \Psi_{\emptyset}, \Psi_{a}, \Psi_{ab} \) such that the relations of the extended Q-system are satisfied.

Before doing the proof, we explain what ‘up to a symmetry’ means in practice. All relations of the extended Q-system are invariant under transformations \( Q_{(a)} \to G \cdot Q_{(a)} \), where \( G \) is a Spin(2r)−valued function of the spectral parameter that satisfies \( G^+ = G^- \), and it acts on \( Q_{(a)} \) as on the vector in \( a \)-th fundamental representation. As \( Q_{(a)} \) are fixed, the only possible symmetries are transformations from \( \exp(\mathfrak{n}_-) \), where \( \mathfrak{n}_- \) is generated by the lowering operators of \( \mathfrak{so}(2r) \). Explicitly, these are \( \Psi_a \to \Psi_a + \sum_{b > a} g_{ab} \Psi_b \) and \( \Psi_{ab} \to \Psi_{ab} + g_{ab} \Psi_0 \) for some \( g_{ab} = g_{ab}, g_{ab} = g_{ab} \), cf. (15a). These transformations is the allowed ambiguity in the derivation of the triple \( \Psi_{\emptyset}, \Psi_{a}, \Psi_{ab} \).

**Proof.** In the notations of this paper, \( Q^1_{(a)} = V^{12 \ldots a} \) for \( a \leq r - 2 \), \( Q^1_{(r - 1)} = \Psi_r, Q^1_{(r)} = \Psi_{\emptyset} \). Using definitions of \( \Phi \) and \( P_A \), as well as (25), we see that this input is equivalent to knowing \( P_{\emptyset} = 1, P_r, P_{r - 1}, \ldots, P_{\emptyset} = P_{1 \ldots r} \). This set
of $P$’s plays the role of the set of $Q_{1\ldots a} = \mathcal{Q}_{(a)}^0$ for $\mathfrak{gl}_r$ Q-system. From it, getting all the components $Q_{a}$ of $Q_{(1)}$ (in our notations these would be $P_a$) is a well-established procedure which we repeat here for clarity: Let $a \ldots b$ mean a sequence of all integers from $a$ to $b$ (with $b \geq a > 0$). We recursively use QQ-relations

$$W(Q, \bar{Q}) = J,$$

(40)

where $Q = P_{a+1\ldots b}$, $\bar{Q} = P_{a\ldots b-1}$, $J = -P_{a+1\ldots b-1}P_{a\ldots b}$, to compute $P_{a\ldots b-1}$ from the known $P_{a\ldots b}$, $P_{a+1\ldots b}$, $P_{a+1\ldots b-1}$. The input for the recursion is the known from $Q_{(1)}^1$, functions $P_A$ that were listed above. The procedure terminates with the computation of single-indexed $P_a$, $1 \leq a \leq r$.

We get $\Psi_a$ from $P_a$ by a simple rescaling.

Solution of (40) for $\bar{Q}$ is not unique but defined up to a replacement $\bar{Q} \to \bar{Q} + h \bar{Q}$, where $h^+ = h^-;$ and any two solutions are related in this way. To compute $P_a$, we need to perform (40) steps of the recursion, and the possible solution ambiguities account precisely for the symmetry transformations $\Psi_a \to \Psi_a + \sum g_{ab} \Psi_b$.

Once $\Psi_a$ are known, $\Psi_{ab}$ are obtained as solutions to (44). The latter should be viewed as of type (40) with $\Psi_{ab}$ playing the role of $\bar{Q}$, so $\Psi_{ab}$ are fixed up to the symmetry ambiguity $\Psi_{ab} \to \Psi_{ab} + g_{ab} \Psi_0$.

Only a subset of relations of the extended Q-system was used in the computation of $\Psi_0, \Psi_a, \Psi_{ab}$. So let us assume that a different computation algorithm using different relations was suggested. Let us take the triple $\Psi_0, \Psi_a, \Psi_{ab}$ obtained in this alternative way and compute all other Q-functions from it. Owing to Theorem 2 all the relations of the extended Q-system shall be satisfied by these Q-functions. Focusing on the relations in the alternative algorithm we confirm that $Q_{(a)}^1$ computed from the triple coincide with the ones we started from. But also the relations that were used to derive $\Psi_0, \Psi_a, \Psi_{ab}$ following guidelines of this proof shall be valid as well. So two different computation approaches must produce the same up to the symmetry triples. This argumentation assumes that the suggested algorithms can be indeed performed producing at every their step valid functions starting from the chosen concrete functions $Q_{(a)}^1$, and thus we assume general position initial data. More comments on this matter are given later in this section.

In conclusion, the values of $\Psi_0, \Psi_a, \Psi_{ab}$, up to the symmetry, do not depend on the choice of a procedure to compute them.

\begin{corollary}
For any general position functions $Q_{(a)}^1$, $a = 1\ldots r$, it is always possible to define Q-vectors $Q_{(a)} = \sum Q_{(a)}^1 \xi_i^{(a)}$ such that the relations of the extended Q-system hold. This construction is unique up to the symmetry.
\end{corollary}

There are various ways to fix the symmetry, for instance by picking a concrete solution of the QQ-system on the Weyl orbit [2]. Then the above Corollary may be stated differently:

\begin{corollary}
For any general position functions $Q_{(a)}^{w(1)}$ that solve (2), where $a = 1\ldots r$ and $w$ are elements of Weyl group, there is a unique way to define Q-vectors $Q_{(a)} = \sum Q_{(a)}^1 \xi_i^{(a)}$ such that the relations of the extended Q-system hold.
\end{corollary}

We refer to [5] for the definition of Q-functions on the Weyl orbit $Q_{(a)}^{w(1)}$ distilling here only what it means in practice: those are all components of $\Psi$, and such $V_A^B$ that $A \cap B = \emptyset$. Computing $Q_{(a)}^1$ outside of the Weyl orbit is easy, e.g. by (7), we however want to put the emphasis with the last corollary that all relations of the extended Q-system follow from (2).

We see that the set of $Q_{(a)}^1$ and the set of $\Psi_0, \Psi_a, \Psi_{ab}$ contains the same information, but there is an important difference about how we extract it. Construction of all Q-functions from $\Psi_0, \Psi_a, \Psi_{ab}$ is straightforward as it requires only arithmetic operations on functions of the triple (also with appropriate shifts of the spectral parameter). In contrast, doing the same from $Q_{(a)}^1$ requires solving relations of type (40) which is more subtle. Of course, the difficulty of solving (40) is not absent from the pure spinor Q-system, it is the difficulty of solving relations (43).

Let us discuss in more detail how (40) is meant to be solved. Recall that so far we work in a general set up where no concrete physical model is assumed. We therefore cannot require beforehand any analytic properties on Q-functions but only that their values are well-defined. In such generality, we can find $Q$ as follows: decompose all values of the spectral parameter into $2Z$-orbits, where $Z$ is the shift group, i.e. into the non-intersecting sets $\{u_0 + i n \mid n \in Z\}$. For each such set fix the initial value $Q(u_0)$ at will, this precisely corresponds to the ambiguity $Q \to Q + h Q$ of the solution parameterised by $h$, and then find $Q(u_0 + i n)$ recursively by using (40). For instance, for $n > 0$:

$$Q^{[2n]} = \left( \frac{Q}{Q^{-1}} \sum_{k=0}^{n-1} \left( \frac{J}{Q^{[k]} Q} \right)^{[2k+1]} \right) Q^{[2n]}.$$

(41)
'General position' requirement used in the theorem above refers to the assumption that values of Q-functions are such that solutions for $\bar{Q}$ are still well-defined functions despite of appearance of Q-functions in the denominators. The same remark goes for usage of other formulae like [14] and [33]. In other words: If some function $Q$ or a collection of functions are used as an input for computing other Q-functions then such computation eventually reduces to computing a rational combination of a finite number of $Q^{[n]}$. Treating $Q^{[n]}$ with different $n$ as independent variables, the computations presented in this paper, including those used in the proofs, are valid on a Zariski-open subset of possible values for $Q^{[n]}$.

The above approach is sufficient for combinatorial reasoning related to the extended Q-system but one can do better if we assume mild analytic features of Q-functions. Namely, if there exist such $H(t)$ and contour $\gamma$ that the integrals

$$ J \frac{e^{ut}}{Q^t} 
= \int_{\gamma} e^{ut} H(t) dt , \quad \bar{Q}(u) = Q(u) \int e^{-ut/2} e^{-it/2} H(t) dt , \quad (42) $$

are defined then the offered integral expression for $\bar{Q}$ is an analytic in $u$ function that solves [41] for certain domain of the spectral parameter. Formulae like [17] and [33] are just rational combinations of Q-functions and they also naturally offer an analyticity domain for a Q-function they compute. It is in this sense we understand the existence theorem then: that Q-functions can be constructed within a certain domain of analyticity.

We emphasise that the analyticity domain is not just an artefact of the integral representation as there indeed can be singularities in $\bar{Q}$ reducing such a domain. For instance, any singularities of $\frac{1}{Q}$, in particular those coming from zeros of $Q$, typically result in a semi-infinite ladder of singularities in $\bar{Q}$. Although the integral representation disguises this feature, it becomes transparent from (41). Cancellation of these singularities is not required in the existence theorem and overall in the combinatorial study of Q-system in this paper. However, such a cancellation is often either a consequence or one of the explicit requirements of the analytic Ansatz on Q-functions which one imposes to precise the physical model.

IV. T-FUNCTIONS

T-functions $T_{a,s}$ have the meaning of transfer matrices in the context of integrable spin chains with Kirillov-Reshetikhin module of highest weight $s \omega_i$ in the auxiliary space; certain spectral determinants in the context of ODE/IM correspondence; their ratios are Y-functions in the context of TBA. They emerge within the extended Q-system as inner products

$$ T_{a,s} = (-1)^a (r-1) (V_I | r-s-1 | V_I ) , \quad |I| = a \leq r - 2 , \quad (43a) $$

$$ T_{r-1,s} = \Psi^{ r-s - 1 } , \quad (43b) $$

$$ T_{r,s} = \Psi^{ -r+s-1 } , \quad (43c) $$

where $s = 0$ (the trivial representation case) corresponds to the normalisation condition $[12]$. Expressions $[33]$ were obtained as solutions to Hirota equations in $[11],[5]$ and they also, at least partially, are supported by operatorial constructions in $[22],[11],[8]$.

T-functions are $so_{2r}$-invariants $[8]$ and we shall explore their decomposition in terms of $gl_r$-invariants. In conclusion we shall get several relatively compact expressions. Results for $T_{a,s}$, $a \leq r - 2$ and $T_{a,1}$, $a = r - 1, r$ are present already in $[11]$ or earlier works modulo change of conventions, while expressions for fermionic $T_{a,s}$ ($a = r - 1, r$) for $s > 1$ are new.

For future convenience, we introduce $gl_r$-invariants using Weyl-type determinant formulae

$$ T^{gl}_\lambda = \frac{|P^{2\lambda_i}|}{|P|} , \quad \bar{T}^{gl}_\lambda = (-1)^{r(r-1)2} \frac{|P|^{-2\hat{\lambda}_i}}{|P|} , \quad (44) $$

where $\lambda = (\lambda_1, \ldots , \lambda_N)$ (typically an integer partition), and $\hat{\lambda}_a = \lambda_a + \frac{r+1}{2}$. Observe that $\bar{T}_\lambda$ is the complex conjugate of $T_\lambda$ when $P_a$ are real. $T^{gl}_\lambda$ becomes $gl_r$-character $\chi_\lambda$ in the case of the character solution of $so_{2r}$ Q-system $[8]$ for which $P_a \propto x_a^{ju}$.

---

4 with respect to the Langlands-dual action, the invariance with respect to the action of physical $so_{2r}$ is not required in this section although it might hold as well. For the distinction between the two actions, see the discussion in the paragraph on page [19].
If $[24]$ were the Q-system of a $\mathfrak{gl}_r$ spin chain, for instance the rational spin chain with monodromy matrix $M_{ab}(u) = \delta_{ab} + \frac{\mathbf{E}_{ab}}{u-v} + \ldots$ satisfying Yangian RTT relations $[M_{ab}(u), M_{cd}(v)] = \frac{1}{u-v} (M_{ab}(u)M_{cd}(v) - M_{cd}(v)M_{ab}(u))$, then $T^\mathfrak{gl}_r$ would correspond to the transfer matrix with irrep $\lambda$ in the auxiliary space. It is unclear whether this interpretation is realised in practice because we work with $\mathfrak{so}_{2r}$ systems, but we use it as a useful analogy. In particular, certain transformations of $Q$-functions can be viewed as inherited from $Y(\mathfrak{gl}_r)$ automorphisms:

$$M \mapsto \ldots, \quad M^{[a]} \mapsto \ldots, \quad \frac{P_A}{P_\emptyset} \mapsto \frac{f^{[A]} D}{P_\emptyset^{[\mathfrak{gl}_r]}}.$$  \hspace{5cm} (45) 

To get a better intuition about decomposition into $\mathfrak{gl}_r$-invariants, we make a detour and consider the generating functional proposed in $[24]$. With some rearrangements, it can be written as

$$B = \frac{1}{1 - D^{-2}} \mathcal{B} = \frac{\Phi^+}{\Phi^-} \sum_{a=0}^{r-2} (-1)^a D^{-a} T_{a,1} D^{-a} + \ldots,$$

$$\mathcal{B} = \prod_{a=1}^{r} (1 - \Lambda_a D^{-2}), \quad \mathcal{B} = \prod_{a=1}^{r} (1 - D^{-2} \Lambda_a),$$  \hspace{5cm} (46) 

where all entries should be viewed as operators. Their right and left actions are defined by $\Lambda \triangleright f = f \triangleright \Lambda = \Lambda f$, $D \triangleright f = f^+$, $f \triangleright D = f^-$.

‘Quantum eigenvalues’ $\Lambda_a, \bar{\Lambda}_a$, or rather their relevant combinations, can be found from functional relations

$$B \triangleright P_a^+ = 0, \quad P_a^- \triangleright \bar{B} = 0,$$  \hspace{5cm} (47a) 

$$\left(\frac{P_a}{P_{\emptyset}}\right)^{[-r+1]} \triangleright \mathcal{B} = 0, \quad \mathcal{B} \triangleright \left(\frac{P_a}{P_{\emptyset}}\right)^{[r-1]} = 0.$$  \hspace{5cm} (47b) 

There is a rich combinatorics that uses quantum eigenvalues and calculus of Young tableaux that allows computing various $\mathfrak{so}_{2r}$ $T$-functions, see for instance $[21, 25]$. We won’t follow this approach but instead remark that (47) have the form of $\mathfrak{gl}_r$ Baxter equations which suggests that $\mathcal{B}$ and $\mathcal{B}$ are generating functions for fundamental $\mathfrak{gl}_r$ $T$-functions. By following this analogy, one finds

$$B = \sum_{a=0}^{r} (-1)^a \left( T^\mathfrak{gl}_r \right)^{[a]} D^{-2a}, \quad \mathcal{B} = \sum_{a=0}^{r} (-1)^a D^{-2a} \left( T^\mathfrak{gl}_r \right)^{[a]}.$$  \hspace{5cm} (48) 

We can note from (45) and (17) that $\text{TS}(B) = \mathcal{B}^2$ implying $\text{TS}(T^\mathfrak{gl}_r) = T^\mathfrak{gl}_r$ which very explicitly reads $T^\mathfrak{gl}_r = P_a^{[-2]} T^\mathfrak{gl}_r$ $P_a^{-[-2]}$. Using (46), we therefore see that $T_{a \leq r-2, s}$ are bilinear combinations of $T^\mathfrak{gl}_r$ with prefactors assembled from $\Phi$ (that in particular control the correct U(1) charge).

In general, $T_{a \leq r-2, s}$ are also given as bilinear combinations of $T^\mathfrak{gl}_r$ with prefactors from $\Phi$, derivation of this fact is similar to (39): starting from (39), we write $T_{a, s}$ as a sum over terms of type $\left( \mu_{AA}^{[m]} \right)^{[r-1+s]} \left( \mu_{BB}^{[m']} \right)^{[r-1+s]}$. Recursively using (28), we bring all $\mu_{ab}$ to the same value of shift and then the terms containing $\mu_{ab}$ will cancel each other. In the course of the recursion, it is not always that the second term in the r.h.s. of (28) cancels and one gets a multitude of terms $P_{ab}$; the generated combinations of type $P_{a_1 \ldots a_s}^{[r_1]} \ldots P_{b_1 \ldots b_t}^{[s]}$ simplify to products of two $T^\mathfrak{gl}_r$. This logic also provides an alternative approach to derive (46).

As an explicit example, consider $a = 1$. One gets

$$T_{1, s} = (-1)^{r-1} \sum_{k=0}^{s} V_{a \leq -s+1} P_{ab}^{[2k-s]} V_{b \leq s+r-1}.$$  \hspace{5cm} (49) 

Then one uses $P_{ab} = P_a^+ P_b^- - P_a^- P_b^+$ and for example $V_{a \leq -s+1} P_{a}^{[2n-s+1]} = \frac{\phi_{0,1}^{[-n]} T^\mathfrak{gl}_r^{[-r-2+s]}}{\phi_{1,1}^{r-n+1}}$. Putting it together,

$$T_{1, s} = \frac{\phi_{1,1}^{[-s]} \phi_{1,1+s}^{[-1-s]}}{\phi_{1,1+s+1}^{[-1-s]}} \sum_{k=0}^{s} \left( T^\mathfrak{gl}_r^{(k)} \left( T^\mathfrak{gl}_r^{[-r+2+s]} \frac{\phi_{1,1+s}^{[-2-s]} T^\mathfrak{gl}_r^{[r+2]} - T^\mathfrak{gl}_r^{[r+2-s]} T^\mathfrak{gl}_r^{[-r+2-s]} T^\mathfrak{gl}_r^{[r-2+s]} \right) \right).$$  \hspace{5cm} (50)
The $a = 1$ case is also special because it allows for another way to proceed. Using (24), we can see that

$$(V^a)_{[r-1+s]}P_{ab} (V^b)[r-1+s] = \frac{(-1)^{r-1}}{V^{12...r}}[V^{b}[\delta_{a,1}(s-m)-\delta_{a,r}(s+m+m+r-1-2a)]]$$

which yields the Weyl-type expression of (11):

$$T_{1,s} = \sum_{k=0}^{s} \frac{\phi[2k-s+1] \phi[2k-s-1]}{\phi^+ \phi^-} T^V_{(s/2-k-s/2,...,k-s/2,-s/2)}$$

(51)

It can be suggestively rewritten as

$$T_{1,s} = \sum_{k=0}^{s} \phi[2k-s+1] \phi[2k-s-1] T^V_{(s/2-k-s/2,...,k-s/2,-s/2)}$$

(52)

for $T^V_{\lambda} = \Phi^+ \Phi^- |(V^a)_{[2\lambda_b]}|$. T-functions $T^V_{\lambda}$ are also $\mathfrak{gl}_r$-invariants; they can be obtained from $T^\mathfrak{gl}_r$ through the chain of automorphisms (16): $T^V_{\lambda} = \varphi(T^\mathfrak{gl}_r)$ where $\varphi : M \mapsto \left( \frac{\phi^2}{\phi^+ \phi^-} \right)^+ TS(M^{-r})$.

The spinor T-functions can be also decomposed starting from (13) using similar techniques. There is a slight rank dependence in the intermediate computations, we start from the even $r$ case. The key observation is to rewrite (19) in the form

$$\Phi^{-m} C T^+ \Phi^{-m} = \frac{\mu^{-m} - \mu^{[m]}}{\phi^{-m}} = \frac{1}{\phi^{-m}}$$

(53)

where $\mu = \sum_{a<b} \mu_{ab} \theta^a \theta^b$ and $P_{(k)} = \sum_{|A|=k} P_A \theta^A$. Then

$$T_{r-1,s} = \frac{1}{2} \left( \sum_{|A|=k} P_A \theta^A \right)^{r-1-s}$$

(54)

For odd ranks, the equivalent computation yields

$$T_{r-1,s} = \frac{1}{2} \left( \sum_{|A|=k} P_A \theta^A \right)^{r-1-s}$$

(55)

When $s = 1$, (54) and (55) agree with the expressions in (11). The results (54) and (55) can be assembled as

$$T_{a,s} = \frac{\phi[1] \phi[2]}{\phi[1] \phi[2]} \sum_{\lambda} T^\mathfrak{gl}_r$$

(56)

where the sum runs over all $\mathfrak{gl}_r$-irreps $\lambda$ that occur in the decomposition of the corresponding $\mathfrak{so}_{2r}$-irrep.

Existence of linear decompositions (22, 23) can be explained by the fact that $\mathfrak{so}_{2r}$-irrep with the highest weight $s \omega_a$ for $a = 1, r - 1, r$ can be lifted to the evaluation irreps of a quantum algebra and so the decomposition of such representations follows the character decomposition on the Lie algebra level. On the contrary, if $2 \leq a \leq r - 2$, the $\mathfrak{so}_{2r}$-irreps are not quantisable—the corresponding KR-modules are larger as vector spaces—and we do not expect similar simplifications, we also checked numerically that this indeed does not happen.

The advantage of $T^\mathfrak{gl}_r$-decomposition is that the result depends only on $P_a$ and their Wronskian determinants (all the prefactors containing $\Phi$ can be rewritten as rational combinations of $P_{(b)}$). However, we saw that these formulae are telescoped-up versions of inner products (13) that are much more compact expressions. In addition to $P_a$ and $\Phi$, (13) depend also on $\mu_{ab}$, but this is a little price to pay because one needs to find $\mu_{ab}$ anyway when solving the Q-system equations. Hence we believe that, although $T^\mathfrak{gl}_r$-decompositions have a conceptual value in illuminating various aspects of $q$-character theory, (13) is a more economical way to compute $T_{a,s}$ in practice.

---

5 This property is the same for Yangian and quantum affine cases.
V. RATIONAL SPIN CHAIN

To apply the developed formalism for a concrete physical model one should require specific analytic features of Q-functions. This requirement called analytic Bethe Ansatz by analogy with [20] strongly constrains possibility to satisfy the functional relations of the extended Q-system. Each possible solution corresponds then to a physical state of the model, potentially modulo symmetries on both sides of the correspondence. As a concrete example, we shall do rational spin chains.

A. Analytic Bethe Ansatz

The explicit demand on Q-functions to explore is

$$Q_{(a)}^i \propto \sigma_a \times q_{(a)}^i .$$  \hspace{1cm} (57)

Here $\propto$ means ‘equal up to a $u$-independent normalisation’, and the normalisation is chosen by requiring the compatibility with (2); $q_{(a)}^i$ are monic polynomials in $u$, it is natural to call them Baxter polynomials with their zeros being Bethe roots, and $\sigma_a$ are dressing factors satisfying

$$\prod_{b=1}^r \sigma_b^{-[C_{ab}]D} = P_a ,$$  \hspace{1cm} (58)

where $C_{ab}$ is the $\mathfrak{so}_{2r}$ Cartan matrix and $P_a$ are some fixed monic polynomials in $u$. The structure of dressing factors was tailored for QQ-relations (2) to become

$$W(q^{(1)}(a), q^{(2)}(a)) \propto P_a \prod_{b \sim a} q^{(1)}(b) .$$  \hspace{1cm} (59)

One can choose $w = \text{Id}$ and apply the standard argument to get nested Bethe equations

$$\frac{q_a^{1+[2]} \prod_{b \sim a} q_b^{1[-1]}}{q_a^{1[-2]} \prod_{b \sim a} q_b^{1[+1]}} = \frac{P_a^+}{P_a^-} \quad \text{at zeros of } q_{(a)}^i .$$  \hspace{1cm} (60)

Comparing to nested Bethe equations from the literature [20, 26], we see that the chosen analytic Bethe Ansatz is supposed to describe the spectrum of rational spin chains in finite-dimensional representations of Yangian $\mathcal{Y}(\mathfrak{so}_{2r})$, and with periodic boundary conditions used in the construction of the Bethe algebra. In particular, it should describe a spin chain of length $L$ with sites in the vector representation of $\mathfrak{so}_{2r}$ if

$$P_1 = \prod_{l=1}^L (u - \theta_l) , \quad P_a \neq 1 = 1 .$$  \hspace{1cm} (61)

Numbers $\theta_l$ are known as inhomogeneities. The homogeneous case $\theta_l = 0$ corresponds to a chain with nearest-neighbour interactions.

Every finite-dimensional representation of $\mathcal{Y}(\mathfrak{so}_{2r})$ has the highest weight state dubbed the ferromagnetic vacuum which is uniquely characterised by the collection of Drinfeld polynomials. From (60), one identifies that $P_a, a = 1, \ldots, r$, are Drinfeld polynomials [27].

For generic values of parameters, [59] for $w = \text{Id}$ follows from the nested Bethe equations and then using arguments of the reproduction procedure in [13] we conclude that all Q-functions on the Weyl orbit satisfy the analytic Bethe Ansatz; finally, with help of e.g. [7] we show that all Q-functions of the extended Q-system satisfy the analytic Bethe Ansatz. Hence the analytic Bethe Ansatz is equivalent to the nested Bethe equations, however in generic position.

We included the discussion of nested Bethe equations because it is a useful connection point with other works. However, we have no goal to rely on them, instead we shall use Wronskian Bethe equations.

Physical vs Langlands-dual $\mathfrak{so}_{2r}$. Before going into the computational hurdles, we need to further discuss the setting of the problem. There are two different $\mathfrak{so}_{2r}$ algebras involved. One $\mathfrak{so}_{2r}$ algebra is the physical symmetry. It is a subalgebra of $\mathcal{Y}(\mathfrak{so}_{2r})$ which commutes with the Bethe algebra and in particular with the spin chain Hamiltonian. As a module under this $\mathfrak{so}_{2r}$ action, the Hilbert space decomposes as

$$\mathcal{H} = \bigoplus_{\lambda} d_{\lambda} L(\lambda) ,$$  \hspace{1cm} (62)
where \( L(\lambda) \) are \( \mathfrak{so}_{2r} \) irreps with the highest weight \( \lambda \) and \( d_\lambda \) is the multiplicity of their occurrence. The multiplicity of the ferromagnetic vacuum multiplet is \( d_{\lambda_{\text{max}}} = 1 \); the weight of the ferromagnetic vacuum is encoded in the degrees of Drinfeld polynomials:

\[
\lambda_{\text{max}} = \sum_{a=1}^{r} \omega_a \deg P_a .
\]

The other \( \mathfrak{so}_{2r} \) algebra is the one which we worked with in all the previous sections. We remind that it acts on \( Q_{(a)} \) transforming them as vectors in the \( a \)-th fundamental representation \( L(\omega_a) \) and this action is the symmetry of the equations of the extended Q-system. In the decomposition \( Q_{(a)} = \sum_i Q_i^{(a)} \epsilon_i^{(a)} \), vectors \( \epsilon_i^{(a)} \) are weight basis vectors of \( L(\omega_a) \) of weight \( \gamma_i^{(a)} \), and it is the convention that \( \gamma_i^{(a)} \equiv \omega_a \) is the highest weight. The following rules for computing \( \gamma_i^{(a)} \) apply

\[
V^{\pm a} \rightarrow \gamma^{\pm a}_{(1)} = \pm \varepsilon_a , \quad \Psi_a \rightarrow \gamma^{r-a+1}_{(r-1)} = \omega_r - \varepsilon_a , \quad \Psi_0 \rightarrow \gamma^1_{(r)} = \omega_r .
\]

More generally, the weight of \( \epsilon_i^{(a)} \) associated to \( \Psi_A \) is \( \frac{1}{2} (\sum_{a \in A} \varepsilon_a - \sum_{a \in \overline{A}} \varepsilon_a) \), and to \( V^I \) is \( \sum_{a \in I} \varepsilon_a - \sum_{-a \in I} \varepsilon_a \). Here we used the standard orthonormal basis \( \varepsilon_a , (\varepsilon_a , \varepsilon_b) = \delta_{ab} \), of the weight space. The fundamental weights are expanded as \( \omega_a = \sum_{b=1}^{a} \varepsilon_b \) if \( a < r - 1 \), \( \omega_r = \frac{r}{2} \sum_{a=1}^{r} \varepsilon_a \) and \( \omega_r - 1 = \omega_r - \varepsilon_r \) in this basis.

Each physical multiplet \( L(\lambda) \) is expected to be represented by a solution of the extended Q-system and hence we expect \( d_\lambda \) solutions representing multiplets of weight \( \lambda \). There is one solution describing the ferromagnetic vacuum multiplet, it has the simplest possible highest-weight components of Q-functions: \( q_{(a)}^{1} = 1 \). Other multiplets—excitations around the vacuum—have non-trivial polynomials \( q_{(a)}^{1} \) whose degrees are known as magnon numbers. Overall, degrees of Baxter polynomials for a multiplet \( L(\lambda) \) are decided as follows

\[
\deg q_{(a)}^{1} = (\omega_a , \lambda_{\text{max}} + \rho) - (\gamma_i^{1} , \lambda + \rho) ,
\]

where \( \rho = \sum_a \omega_a = \frac{r-1}{2} (r - a) \varepsilon_a \) is the Weyl vector.

In the ‘scalar products’ \( (\omega_a , \lambda_{\text{max}} + \rho) \) and \( (\gamma_i^{1} , \lambda + \rho) \), vectors \( \lambda_{\text{max}} , \lambda , \rho \) are the ones from the weight space of \( \mathfrak{so}_{2r} \) which is the physical symmetry, while \( \omega_a , \gamma_i^{1} , I \) are from the weight space of \( \mathfrak{so}_{2r} \) which is the Q-system symmetry. Taking scalar products of vectors from different spaces is of course nonsense and we use this notation only because it produces correct numbers within the chosen computational prescriptions. A conceptually accurate interpretation of \( \deg q_{(a)}^{1} = 1 \) is that the ‘scalar product’ is in fact the pairing between dual vector spaces, and the two \( \mathfrak{so}_{2r} \) algebras are Langlands duals of one another.

B. Implementation via Wronskian Bethe equations

We shall search for solutions of the extended Q-system by first focusing on the triple of spinor Q-functions. For them, the analytic Bethe Ansatz reads \( \Psi_0 \propto \sigma_r \times \psi_0 \), \( \Psi_a \propto \sigma_{r-1} \times \psi_a \), \( \Psi_{ab} \propto \sigma_r \times \psi_{ub} \). Let \( M_a \) be the degree of \( \psi_a \) and \( M_0 \) the degree of \( \psi_0 \). Parameterise these polynomials as

\[
\psi_a = u^{M_a} + \sum_{i=0}^{M_a-1} c_{a,t} u^t , \quad \psi_0 = u^{M_0} + \sum_{i=0}^{M_0-1} c_{0,t} u^t .
\]

Our goal shall be to derive equations on \( c_{a,t} \) for \( a = 0, \ldots, r \).

The Q-system is covariant under action of \( \mathfrak{so}_{2r} \). Generally, one can introduce a \( u \)-dependent holomorphic connection making this covariance into a gauge symmetry. As was mentioned in the introduction, we work in a gauge where the connection is trivial or more accurately where the parallel transport from \( u \) to \( u+i \) is trivial. Assuming this, we need to fix the residual gauge freedom. Ansatz \( (57) \) allows for only global \( u \)-independent \( \mathfrak{so}_{2r} \) transformations, and only transformations from the Borel subalgebra remain once \( (53) \) is imposed. Symmetry transformations from Cartan subalgebra can rescale \( \psi_a \) by arbitrary constants, but this is hidden in the \( \propto \) sign of \( (57) \). We are left with the nilpotent subalgebra only, and we partially fix this freedom by setting

\[
c_{a,M_b} = 0 , \quad a < b \leq r .
\]
It is finally the time to consider Wronskian Bethe equations (34). Start by rewriting (34b) in terms of polynomial functions

\[ W(\psi_{ab}, \psi_0) \propto S_{ab}, \quad S_{ab} = \frac{P_r}{P_{r-1}} W(\psi_a, \psi_b), \tag{68} \]

and then formally invert this relation to find \( \psi_{ab} \):

\[ \psi_{ab} \propto \frac{1}{D - D^{-1}} \frac{S_{ab}}{\psi_0 \psi_0'}, \tag{69} \]

where the overall normalisations are fixed from the requirement that \( \psi_{ab} \) are monic. Expand r.h.s. around \( u = \infty \), to this end one can use \( D = e^{\frac{1}{2} \partial_u} \) and so

\[ \frac{1}{D - D^{-1}} = -\frac{i}{24} \partial_u - \frac{7i}{5760} \partial_u^3 + \ldots. \tag{70} \]

Since \( \psi_{ab} \) has to be polynomial, the obtained Laurent series in \( \frac{1}{u} \) must terminate and we can discard terms of order \( O(\frac{1}{u}) \), for the same reason we can set \( \frac{1}{\partial_u} \frac{1}{u} = 0 \), for other powers \( \frac{1}{\partial_u} \) is the usual integration \( \frac{1}{\partial_u} u^n = \frac{1}{n+1} u^{n+1} \). The integration constant can be chosen arbitrarily because it is yet unused piece of the global \( \mathfrak{so}_2 \) symmetry: we can subtract any multiple of \( \psi_0 \) from \( \psi_{ab} \). We fix this symmetry by setting the coefficient in \( \psi_{ab} \) in front of \( u^{M_0} \) to zero.

Now we plug the obtained \( \psi_{ab} \) back into (68), this gives non-trivial equations for the remaining \( c_{a,t} \). We combine them with (34a)

\[ W(\psi_1, \ldots, \psi_r) \propto \psi_0^{[r-2]D} \prod_{a=1}^{r-1} P_a^{[a]D}. \tag{71} \]

Equations (71) and (68) is an explicit implementation of the analytic Bethe Ansatz applied to Wronskian Bethe equations (34). Let us assume we have solved them, i.e. found \( c_{a,t} \) and hence \( \Psi_0, \Psi_a, \Psi_{ab} \). Does it mean that we solved the extended Q-system as well? Indeed, it is possible to compute other Q-functions from \( \Psi_0, \Psi_a, \Psi_{ab} \) and, by Theorem 2, they will satisfy the extended Q-system relations. But this argument is not sufficient. We need also to verify whether all the Q-functions computed in this way conform with analytic Bethe Ansatz (57), otherwise the solution of Wronskian Bethe equations should be deemed nonphysical.

One can readily notice that (71) and (68) cannot reflect all details of a sophisticated enough spin chain because Drinfeld polynomials \( P_a \), which could be in principle \( r \) independent functions, appear only through combinations \( P_r / P_{r-1} \) and \( \prod_{a=1}^{r} P_a^{[a]D} \). We mark off important cases when these combinations nonetheless provide the sufficient information—when \( P_r = 1 \) for \( r \neq 1, a - 1, a \) and \( P_{r-1} \) and \( P_r \) are co-prime. Such cases shall be referred to as basic spin chains. They include for instance chains where every node is in the vector representation, or in a Weyl spinor representation of the same chirality.

For non-basic spin chains, we need further detailing. To this end we notice that tensor Q-functions \( V^A \) computed via (25) do not automatically satisfy the analytic Bethe Ansatz in consequence of Wronskian Bethe equations. Indeed, with the Ansatz \( V^A \propto \sigma_{|A|} v^A \), we get \( v^A \propto \frac{e^{a_{k-1} \ldots a_k} W(\psi_{a_0'}, \ldots, \psi_{a_k'})}{\psi_0^{[k-2]D} \prod_{b=r-k+1}^{r-1} P_b^{[b+k-r]D}} \). For \( v^A \) to be polynomials for \( 1 \leq |A| \leq r - 2 \), the following requirement should be additionally imposed:

\[ \text{Remainder} \left( \frac{W(\psi_{a_1}, \ldots, \psi_{a_k})}{\psi_0^{[k-2]D} \prod_{b=r-k+1}^{r-1} P_b^{[b+k-r]D}} \right) = 0 \quad \text{for} \quad 2 \leq k \leq r - 1. \tag{72} \]

Practical interpretation is the following: if we impose only Wronskian Bethe equations (71) and (68), this would correspond to considering an effective basic spin chain with \( P_r^\text{eff} / P_{r-1}^\text{eff} = P_r / P_{r-1} \) and \( P_1^\text{eff} = (P_r^\text{eff})^{-(r-1)} \prod_{a=1}^{r-1} P_a^{[a]D} \).

We shall get a finite number of solutions but this number is excessive compared to the dimension of Hilbert space if the true spin chain is not basic. For description of the latter one needs to filter the obtained solutions and keep only those that satisfy (72); we refer to (72) as ‘kinematic constraints’ for this reason. They are written as an
overdetermined system for all possible choices of $a_1, \ldots, a_k$ but using them in this way turns out to be time-efficient in explicit computations.

We are now ready to discuss analytic properties of all Q-functions in consequence of (68), (71), and (72).

**Lemma 4.** In consequence of (68) only, and in generic position, $W(\psi_{a_1}, \ldots, \psi_{a_k})$ is divisible by $\psi_0^{[k-2]D}$ for $k \leq r$.

**Proof.** For $k = 3$: $W(\psi_a, \psi_b, \psi_c) = \frac{\frac{1}{\psi_a^W(W(\psi_{a_1}, \psi_{a_2}, \psi_{a_3}), W(\psi_{a_1}, \psi_{a_2})))}{\psi_a^W} = \left(\frac{P_i}{P_j}\right)^{[2]} \frac{1}{\psi_a^W} W(\psi_0, \psi_{ab}, \psi_{ac}) \psi_0$ from where divisibility by $\psi_0$ follows assuming $\psi_0$ and $P_r^{[2]} \psi_a$ do not have common zeros. For $k > 3$, we use $W(\psi_{a_1}, \ldots, \psi_{a_k}) = \frac{W(W(\psi_{a_1}, \ldots, \psi_{a_{k-2}}, \psi_{a_{k-1}}), W(\psi_{a_1}, \ldots, \psi_{a_{k-2}}, \psi_{a_{k-1}}))}{W(\psi_{a_1}, \ldots, \psi_{a_{k-2}})}$ and confirm divisibility by $\psi_0^{[k-2]D}$ using induction in $k$.

This was a technical observation demonstrating that $\psi_0^{[k-2]D}$ can be, under the assumptions of the lemma, pulled out from the remainder in (72) and hence (72) in the case of basic spin chains offers no additional information compared to Wronskian Bethe equations.

**Lemma 5** (Sufficient condition for polynomiality of $q_i^{(a)}$). Assuming Wronskian Bethe equations (68), (71) together with kinematic constraints (72), all the Q-functions of the extended Q-system computed from $\Psi_0, \Psi_a, \Psi_{ab}$ satisfy analytic Bethe Ansatz (57) if $\psi_0$ does not contain zeros separated by $i$.

The proof is in Appendix B.

It is natural to assume that zeros of $\psi_0$ non-trivially depend on the input data—zeros of Drinfeld polynomials a.k.a. inhomogeneities—and thus we can get zeros of $\psi_0$ not differ by $i$ by changing inhomogeneities a bit. Likewise it is assumed that genericity assumptions used in the proof of Lemma 4 can be achieved by modifying inhomogeneities as well. Although we have a solid experimental evidence for this assumption we cannot offer a systematic rigorous proof.

With this assumption on inhomogeneities, we conclude that analytic Bethe Ansatz follows from (68), (71), (72) for generic values of parameters and in particular, the proposed equations can be considered as an alternative equivalent to nested Bethe equations. The observations we made are fully analogous to the ones between Wronskian Bethe equations and nested Bethe equations for $\text{gl}_n$ chains [16, 17]. Moreover, the analogy includes the role of kinematic constraints: The focus of [16, 17] was on a spin chain with nodes in vector representations which is an example of a basic spin chain. If one wants to explore more complicated examples, a supplement with kinematic constraints similar to (72) is needed for $\text{gl}_n$ case as well, such constraints were for instance a part of the AdS/CFT spectrum computation [28].

**C. Explicit results**

Here is the distilled summary of what is being done for the explicit computations: Use $P_a$—Drinfeld polynomials—and $\lambda$—the weight of physical $so_{2a}$-irrep in (72)—as an input, derive polynomial equations for $c_{a,l}$ following the routine of subsection V.B from (66) to (71), optionally add (72), and ask a computer software to solve the obtained system. The corresponding code in Mathematica is provided in the ancillary notebook. Among numerous tests, we made a systematic study of spin chains described by Drinfeld polynomials $P_a = u^{L_b \delta L_a}$, i.e. of homogeneous chains with all $L$ nodes in the same $a$-th fundamental representation of Yangian, $a = 1, \ldots, r$. The summary is given in tables I and II where we provide the number of solutions and the time required for generation of them analytically, in terms of algebraic numbers.

| $L \backslash a$ | 1 | 2 | 3 | 4 |
|-----------------|---|---|---|---|
| 2               | 3(0.9s) | 10 (11.5s) | 3(2.0s) | 3(2.4s) |
| 3               | 7(2.0s) | 68 (95.0s) | 7(5.0s) | 7(11.0s) |
| 4               | 26 (11.2s) | 631 (1177s) | 26(29.6s) | 26(1208s) |
| 5               | 85(28.0s) | - | 85(78s) | 85(322s) |
| 6               | 365(79s) | - | 365(1435s) | 365(2278s) |
| 7               | 1456(1483s) | - | - | - |

**TABLE I: $so_8$**

| $L \backslash a$ | 1 | 2 | 3 | 4 | 5 |
|-----------------|---|---|---|---|---|
| 2               | 3(2.4s) | 9(21.1s) | 20(108s) | 3(8s) | 3(18.5s) |
| 3               | 7(4.7s) | 60(176s) | - | 9(22.8s) | 9(136s) |
| 4               | 25(21.0s) | - | 42(325s) | 42(1571s) | - |
| 5               | 82(215s) | - | - | - | - |

**TABLE II: $so_{10}$**

The resulting procedure turned out to be remarkably efficient, and there should be ample room to further improve the performance. In particular, it would be interesting to develop ideas similar to those of [29].

The proposed approach always gave the expected number of solutions $d_{\lambda}$, and this should be contrasted with other approaches that have known shortcomings: Probably the most known other approach—based on nested Bethe
equations—is not supplied with a prescription how to treat cases with coinciding Bethe roots and how to treat 0/0-type cases (exceptional solutions) which complicates counting: The other approach is to solve QQ-system on Dynkin diagram that is relations (59) with \( w = \text{Id} \) involving only \( q^1_{(u)} \) and \( q^2_{(u)} \). This one is typically over-complete. Indeed, the exceptional solutions where both terms of the Wronskian determinants vanish simultaneously at some point can be erroneously accepted while being non-physical. Our point of view is that demanding analytic Bethe Ansatz for \( Q^1_{(u)} \) beyond \( i = 1, 2 \) is what selects physical solutions resolving over-completeness of QQ-system on Dynkin diagram.

The simplest instance where QQ-system on Dynkin diagram is not enough is \( L = 2 \) homogeneous vector \( so_8 \) spin chain. It has one copy of symmetric traceless, anti-symmetric, and trace representations: \( \mathcal{H} = L(\omega_2) \oplus L(\omega_1) \oplus L(0) \). Solving the QQ-system on Dynkin diagram for \( \lambda = 0 \), we find four solutions

\[
\begin{align*}
v^1 &\propto \{ u^2 - \frac{1}{8}, u^2, u^2 + \frac{1}{4}, u^2 + \frac{1}{4} \}, \\
v^{12} &\propto \{ u^2 - \frac{1}{8}, u^2 + \frac{1}{4}, u^2, u^2 + \frac{1}{4} \}, \\
\psi_4 &\propto \psi_0 \propto \{ u, u, u, u \},
\end{align*}
\]

however there should be only one physical solution. By solving Wronskian Bethe equations, we indeed observe that only one solution is valid, with \( v^1 = u^2 - \frac{1}{2} \).

In the example above, all the problematic for nested Bethe equations solutions (i.e. those with double zeros or zeros at \( u = \pm i/2 \)) were discarded, but of course they do appear as physical solutions in other examples. There are plenty of them in \( sl_2 \) sectors as we know from experience with \( gl_{2m+n} \) spin chains, but they exist in full \( so_2 \) sectors as well. One of the first examples is the \( so_8 \) homogeneous vector spin chain of length four. For \( \lambda = 0 \), there is an exceptional solution featuring \( v^1 \propto (u^2 + \frac{1}{2})(u^2 - \frac{1}{2}) \). In nested Bethe equations, deciding whether this solution is physical requires going through a regularisation hurdle whereas our approach offers it as the valid solution automatically.

### D. Completeness and faithfulness conjecture

In the conducted experiments, not only generic position values of inhomogeneities were tested meaning we considered situations where physically valid solutions contained Q-functions with coinciding Bethe roots or roots separated by \( i \). In fact, a homogeneous chain was often not a generic position either. Although we could not have probably tested all possibilities, the achieved success in all trials is a good indication that the ‘generic position’ clause can be waived in Wronskian Bethe equation describing the spectrum statements and hence we conjecture that the developed formalism can be used to formulate the rigorous completeness theorems. This is also supported by previous experience with \( gl_4 \) chains [16, 17], the results of these papers invited us to investigate the completeness features at the first place.

The completeness question consists of two parts. The one, which [17] refers to as faithfulness, is to prove that the Q-system is indeed isomorphic to the Bethe algebra generated by transfer matrices. More accurately, the isomorphism to establish is between Wronskian Bethe algebra—the polynomial ring \( \mathcal{W} = \mathbb{C}[e_{a,l}] \) (Wronskian Bethe equations) computed at weight \( \lambda \)—and the Bethe algebra restricted to the highest-weight subspace of weight \( \lambda \). An important argument for this assessment that would prove surjectivity of the map from \( \mathcal{W} \) to the Bethe algebra and facilitate proving injectivity is to construct Q-functions as eigenvalues of Baxter Q-operators. For \( so_{2r} \) chains, this construction and in particular the derivation of the analytic Bethe Ansatz conditions is not yet fully accomplished, but an important progress was made in [22]. Combining these results with combinatorics of Theorem 2 seems to be a sufficient toolkit to finalise the Q-operator question, at least for basic spin chains, but it is yet to be done.

We did not do experimental checks on the level of Q-operators. However, where it was technically possible, we computed the eigenvalues of transfer matrices as operators acting on the spin chain constructed explicitly from Lax operators and confirmed them to match with T-functions computed via (43).

The second part is the actual completeness statement. Within the established isomorphism according to the faithfulness property, it can be equivalently formulated either as the fact that the Bethe algebra contains all possible simultaneously commuting operators, i.e. it is a maximal commutative algebra, or that the algebraic number of solutions, i.e. the dimension of the Wronskian Bethe algebra \( \mathcal{W} \) as a vector space over \( \mathbb{C} \), is \( d_\lambda \). Our main argument in favour of completeness is reproducing numbers \( d_\lambda \) in various experiments and we notice that even generic position points are worthwhile of checking as, to our knowledge, completeness of nested Bethe equations was not proven for the \( so_{2r} \) case even under generic position assumptions.

We explain now more accurately how the Hilbert space \( \mathcal{H} \) of spin chain is constructed, from here it follows what values of \( d_\lambda \) we are checking to reproduce on experiments. The \( a \)-th fundamental representation of Yangian is, by definition, the irrep with \( P_a = (u - \theta)^{b\alpha \omega} \), \( b = 1, \ldots, r \). We denote it by \( W_a(\theta) \). In contrast to the \( sl_4 \) case, these
fundamental representations can be reducible as representations of \( \mathfrak{so}_{2r} \). The description of \( W_a(\theta) \) as an \( \mathfrak{so}_{2r} \)-module reads

\[
W_a(\theta) = L(\omega_a) \oplus L(\omega_{a-2}) \oplus \ldots, \quad a = 1, 2, \ldots, r - 2, \quad (74a)
\]

\[
W_{r-1}(\theta) = L(\omega_{r-1}), \quad W_r(\theta) = L(\omega_r), \quad (74b)
\]

where the sum in (74a) terminates either by \( L(\omega_1) \) for odd \( a \) or by the trivial representation \( L(0) \) for even \( a \).

By taking tensor products of the fundamental representations, one builds a spin chain of length \( L \), with Hilbert space

\[
\mathcal{H} = \bigotimes_{\ell=1}^{L} W_{a_{\ell}}(\theta_{\ell}). \quad (75)
\]

Its highest-weight vector is characterised by \( P_a = \prod_{\ell=1}^{L} (u - \theta_{a_{\ell}})^{d_a_{\ell}} \). Typically \( \mathcal{H} \) is an irreducible Yangian representation.

It can become reducible for specific values of \( \theta_{\ell} \) in which case the order in which the tensor product (75) is taken is important. Solving Wronskian Bethe equations produces \( D_{\lambda} \) for \( \mathcal{H} \) as in (75) regardless of whether it is reducible or not. So far it is an experimental fact which however was expected. Indeed, the isomorphism between Wronskian and Bethe algebras was proven in [16] for \( \mathfrak{gl}_2 \) case under the assumption of cyclicity of Yangian representation, cyclicity in the case of reducible representations was achieved by choosing an order in product (75). These observations explain the logic behind the conjecture below.

**Conjecture.** Let \( \mathcal{H} \) be a cyclic representation of \( \mathcal{Y}(\mathfrak{so}_{2r}) \) with the highest-weight vector being a cyclic vector. Define the Bethe algebra as the commutative subalgebra of \( \text{End}(\mathcal{H}) \) generated by the row-to-row transfer matrices (in all finite-dimensional representations in the auxiliary space) with periodic boundary conditions, and let \( \mathcal{B} \) be the Bethe algebra restricted to the highest-weight subspace (w.r.t. \( \mathfrak{so}_{2r} \) action) of \( d_{\lambda} \mathcal{H} \subset \mathcal{H} \). Then \( \mathcal{B} \) is a maximal commutative subalgebra of this subspace endomorphisms (completeness), and variables \( c_{a_{\ell}}, a = 0, \ldots, r \), that satisfy conditions (68), (71), (72) and the gauge-fixing prescriptions for \( \psi_a, \psi_{ab} \) form an algebra \( \mathcal{W} \) (Wronskian Bethe algebra) isomorphic to \( \mathcal{B} \) (faithfulness). In particular, the algebraic number of solutions to (68), (71), (72) with the prescribed gauge fixing is \( d_\lambda \).

Our general expectation is that the requirement for all \( Q^{(a)} \) to satisfy the analytic Bethe ansatz is the necessary and sufficient condition for faithfulness. This requirement is not part of the above conjecture because we expect it to be a consequence. As was discussed in Section 5.11 it would be a consequence for generic values of parameters and it was a consequence for all attempted experiments as well. A weaker and safer version of the conjecture would be to include this requirement. From a practical perspective, checking it starting from the solution of Wronskian Bethe equations demands a small fraction of the computation time compared to solving of Wronskian Bethe equations themselves.

In the case when \( \mathcal{H} \) is reducible, and if one wants to select the solutions corresponding to the quotient-representation \( \mathcal{H}/U \), where \( U \) is an invariant subspace, one needs further constraints on \( c_{a_{\ell}} \). Consider for instance a Kirillov-Reshetikhin module \( W_{1,m}(\theta) \) that is the \( \text{irrep} \) with \( P_a = (u - \theta)^{d_1,a[m]} \), and build a spin chain by taking tensor products \( \mathcal{H}' = \bigotimes_{\ell=1}^{L} W_{1,m}(\theta_{\ell}) \). It is isomorphic to the quotient-representation inside spin chain \( \mathcal{H} \) of length \( m \) \( L \) which is based on the same Drinfeld polynomials as \( \mathcal{H}' \) but reducible. To select the Bethe algebra on the quotient one imposes the extra requirement: the polynomials \( \frac{2}{\sigma_1 \cdots \sigma_s} \) are divisible by \( (p^{r-2} p^{r-2})^{m-s} \), \( s < m \), where \( p = \prod_{\ell=1}^{L} (u - \theta_{\ell}) \).

Kinematic constraints (72) serve a similar purpose. We can construct any spin chain as a quotient from a specially designed basic spin chain, and applying the kinematic constraints corresponds to performing this quotient. In particular, the \( a \)’th fundamental representation of Yangian with \( P_a = (u - \theta)^{1 \leq a \leq r - 2} \), can be achieved as a quotient-representation in the vector spin chain of length \( a \) described by \( P_1 = (u - \theta)^{a} \), this feature can be spotted in the structure of r.h.s. of (71). As for spinor representations, consider as an illustration the simplest case when \( P_{r-1} \) and \( P_r \) are not co-prime: \( P_r = P_{r-1} = u - \theta \). This corresponds to an irreducible Yangian representation of dimension \( 2^{r-2} \) which decomposes as an \( \mathfrak{so}_{2r} \)-module into the sum \( \Lambda^{r-1}(\mathbb{C}^{2r}) \oplus \Lambda^{r-3}(\mathbb{C}^{2r}) \oplus \ldots \). This Yangian representation can be built as a quotient-representation in the vector spin chain of length \( r - 1 \) described by \( P_1 = (u - \theta)^{r-1} \).
VI. CONCLUSIONS

We put into practice the extended Q-system introduced in [11] and [5]. To this end, we compromise between maintaining a covariant description and keeping a manageable number of Q-functions: the full \( \mathfrak{so}_{2r} \) covariance is partially broken to \( \mathfrak{gl}_r \) subalgebra. Whereas this breakdown and an equivalent parameterisation is already present in [11], we make additionally a geometric connection to the fused pure spinor point of view of [5]. This allows us to single out a system of equations (34) that contains all the essential information and is useful for explicit computations.

Across the paper we encountered three classes of functions: \( V_A, P_A, \Psi_A \) form covariantly under \( \mathfrak{gl}_r \) action. Their contra-variant counterparts are \( V^A, P^A, \Psi^A \). Let us summarise basic relationships between them. To focus on the conceptual features, we shall suppress shifts of the spectral parameter in \( \mu_{AB} \) and set \( \Phi = 1 \) (while the bulk of the article contains full expressions):

\[
P^A = \epsilon^{AB} P_B, \quad \Psi^A = \epsilon^{AB} \Psi_B, \quad V^A = \mu^{AB} V_B, \quad P^a = V^a, \quad P_a = \Psi_a. \tag{76}
\]

While \( P^A = V^A \) in the suggested simplifications, we emphasise that \( P_A \neq \Psi_A \) for \( |A| > 1 \). These features reflect the following fact: \( P^A, P_B \) form \( \mathfrak{gl}_r \) Q-system (23), so do \( V^A, V_B \) and in fact \( V_A^B = g_{AI} V^1_B \) is a piece of \( \mathfrak{gl}_2 \) Q-system, while, in contrast, \( \Psi^A, \Psi_B \) form pure spinor Q-system (53).

Equations (34) are formulated for the triple \( \Psi_\theta, \Psi_a, \Psi_{ab} \) which plays the fundamental role for this article. All other Q-functions can be computed from the triple through (11) and (33) and we proved that all the relations of the extended Q-system follow from (34). This in turn implies that an extended Q-system can always be constructed from \( Q_1^{(a)} \) and is unique up to the symmetry. The derivation of the extended Q-system was not easy to demonstrate previously: In [11], some of its relations were conjectured while derived for low-rank cases only; In [5], the relations were obtained using an analytic and non-combinatorial argument via ODE/IM. We now offer their combinatorial derivation for an arbitrary rank.

We demonstrated that, in general position, \( \Psi_\theta, \Psi_a, \Psi_{ab} \) and \( Q_1^{(a)} \) can be derived from one another and, owing to the fact that zeros of \( Q_1^{(a)} \) satisfy nested Bethe equations, we confirm that our approach is in principle consistent with these equations in general position. We however circumvented the passage to the nested Bethe equations: Section IV demonstrates how to use directly Wronskian Bethe equations to find spectrum of rational spin chains in a variety of different representations. The proposed approach is more efficient, by a large margin, than solving nested Bethe equations, at least when the goal is to find all solutions instead of focusing on a single one. Furthermore, the offered equations define de-facto a coordinate ring of an algebraic variety, and we conjecture based on rich numerical evidence that this ring is isomorphic to the Bethe algebra which should be maximally commutative, notably the conjecture does not involve a general position assumption. Using nested Bethe equations towards the same type of statement is impractical if even possible. These observations are in full parallel with the ones for Wronskian Bethe equations of \( \mathfrak{sl}_r \) spin chains in [16, 17].

Having additionally in mind potential applications to e.g. TBA equations, we investigated in Section IV how T-functions \( T_{a,s} \) are decomposed into \( \mathfrak{gl}_r \)-invariants. We got closed although rather bulky formulae for all symmetric powers of miniscule representations \( (a = 1, r - 1, r) \); many expressions were known previously, in particular in [11], but expressions involving fermionic representations \( (a = r - 1, r) \) with \( s > 1 \) are new. Arguments from representation theory, notably sign-free decompositions (32) and (50), suggest that the obtained expressions are as compact as they possibly can be. In this respect, more elegant and explicitly \( \mathfrak{so}_{2r} \)-invariant expressions (43) seem to be more practical even though they use more Q-functions, especially because computing all the Q-functions is streamlined by (11) and (33).
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Appendix A: Implementing Weyl group action

Let \( U \) be an invertible linear transformation from the Clifford algebra acting on spinors and \( O \) an invertible linear transformation acting on vectors. The transformation \( \Psi \mapsto U \Psi, V \mapsto O V \) is a symmetry of the Q-system if it preserves inner products (12) and if \( U \) and \( O \) are mutually compatible. To preserve the inner product means that \( O \in \mathbb{O}(2r) \) while \( U \) must satisfy \( U^T C U = C \). Compatibility requires that \( U^{-1} T U = O^{-1} T O \). The two constraints on \( U \) imply that \( U \) is an element of \( \text{Pin}(2r) \) and hence we can consider \( \text{Pin}(2r) \) as our global symmetry group.
Weyl group $W$ is the symmetry group acting on the space of weights, it preserves the set of weights for any finite-dimensional representation of $\mathfrak{so}_{2r}$. If $w \in W$, we call $\tilde{w} \in \text{Pin}(2r)$ a representative of $w$ if, in any given representation $L(\omega)$ the following holds:

$$\tilde{w} \cdot e_{\gamma} = \# e_{\omega_{\gamma}}, \tag{A1}$$

where $e_{\gamma} \in L(\omega)$ is a basis vector of weight $\gamma$ and $\#$ is a numerical constant that can depend on $w$ and $\gamma$. Except in special cases, it is impossible to set all such constants to identity or to make $\tilde{w}$ a homomorphism from $W$ to $\text{Pin}(2r)$. Nevertheless, since $\tilde{w} \in \text{Pin}(2r)$, $\tilde{w}$ is obviously a symmetry transformation of the extended Q-system and therefore, allowing some freedom of speech, we say the Weyl group is the symmetry of the extended Q-system as well. This Weyl symmetry is another important organisational principle of the extended Q-system, note for instance its role in the original QQ-relations [2]. To work with it, it is pertinent to fix $\#$. There are prescriptions with simple choices of $\#$, and the goal of this appendix is to explicitly write them down. It is enough to do it for minuscule representations, the rest follows easily.

One choice for fixing $\#$ was proposed in [2] using general Lie algebra formalism: For $s_a$ being the elementary Weyl reflection, its representative is picked as $\hat{s}_a = e^{i\alpha} e^{-j_a} e^{i\alpha}$ where $e_a$ and $f_a$ are Chevalley generators. For the spinor representation we take, cf. Section [11A] $e_a = \theta^a + \partial_a f_a = \theta^a \partial_a + 1$ for $a < r$ and $e_r = \partial_{-1} f_r = \theta^{-1} \theta^r$. Then, when acting on basis vectors of fermionic representations, the explicit action computes to

$$\hat{s}_a \cdot \theta^{A,a} = \theta^{A,a+1}, \quad \hat{s}_a \cdot \theta^{A,a+1} = -\theta^{A,a}, \quad \hat{s}_r \cdot \theta^B = \theta^{B,-r-1}, \quad \hat{s}_r \cdot \theta^B,-r-1 = -\theta^B, \tag{A2a}$$

and the consistent transformation for basis vectors for vector representation is

$$\hat{s}_a \cdot e_{\pm a} = e_{\pm (a+1)}, \quad \hat{s}_a \cdot e_{\pm (a+1)} = -e_{\pm a}, \quad \hat{s}_r \cdot e_{\pm (r-1)} = e_{\mp r}, \quad \hat{s}_r \cdot e_{\mp r} = -e_{\mp (r-1)}. \tag{A2b}$$

In these formulae, $a = 1, 2, \ldots, r - 1, A$ does not contain $a$ and $a + 1$ and $B$ does not contain $r$ and $r - 1$; only nontrivial transformations were written down.

It is useful to tabulate more transformations than just the elementary Weyl reflections. We will here describe explicitly permutations of any two indices dubbed $w_{ab}$ and sign swaps dubbed $w_a$. Their action on the orthonormal basis of the weight space is

$$w_{ab} \cdot e_a = e_b, \quad w_{ab} \cdot e_b = e_a, \quad w_{ab} \cdot e_c = e_c, \quad c \neq a, b, \tag{A3}$$

$$w_a \cdot e_a = -e_a, \quad w_a \cdot e_b = e_b, \quad b \neq a. \tag{A4}$$

Reflections $w_a$ are not elements of Weyl group, their products $w_a w_b$ are. Nevertheless, $w_a$ are symmetries for weights in all vector representations and for Dirac spinor, so considering them is still useful.

Note that $s_a = w_{a,a+1}$ for $a < r$ and $s_r = w_{r-1} w_r$. In [3], defining $\tilde{w}$ for $w$ other than $s_a$ was based on representing $w$ as a minimal length product of $s_a$. Given specific of $\mathfrak{so}_{2r}$, it is more suitable to use a different convention for $w_{ab}$ and $\tilde{w}_a$ which symmetrically treats indices, this means that sign prescriptions in $\#$ shall be not always the same as implied by the recipe of [3].

For permutations, one can pick $\tilde{w}_{ab} = \Gamma^a \Gamma_b - \Gamma_b \Gamma^a + \Gamma^b \Gamma^a \Gamma_b - \Gamma_a \Gamma_b \Gamma^b \Gamma^a$. On the level of components this translates into

$$\tilde{w}_{ab} : \Psi_{Aab} \mapsto \Psi_{Aab}, \quad \tilde{w}_{ab} : \Psi_{Aa} \mapsto -\Psi_{Ab}, \quad \tilde{w}_{ab} : \Psi_{Ab} \mapsto \Psi_{Aa}, \quad \tilde{w}_{ab} : \Psi_{A} \mapsto \Psi_{A}, \tag{A5a}$$

$$\tilde{w}: V^\pm a \mapsto -V^\pm b, \quad \tilde{w}: V^\pm a \mapsto V^\pm a, \quad \tilde{w} : V^i \mapsto V^i, \quad \tilde{w} : V^i \mapsto V^i. \tag{A5b}$$

where $A$ does not contain $a, -a$ and $i \neq \pm a, b$.

For sign flips, a good choice is $w_a = (-1)^N (\Gamma_a - \Gamma^a)$ where $(-1)^N \theta^A = (-1)^{|A|} \theta^A$ and explicitly in Gamma-matrices $(-1)^N = 2^r \Gamma^1 \ldots \Gamma^r$. The action on components is

$$\tilde{w}_a : \Psi_{A} \mapsto \Psi_{Aa}, \quad \tilde{w}_a : \Psi_{Aa} \mapsto \Psi_{A}, \quad \tilde{w}_a : V^a \mapsto V_a, \quad \tilde{w}_a : V_a \mapsto V^a, \quad \tilde{w}_a : V^i \mapsto V^i, \tag{A6}$$

where $A$ does not contain $a$ and $i \neq \pm a$.

We note that clearly the action on $V^i$ is a reflection which is in the disconnected component from identity of $O(2r)$. Another remark is that $(-1)^N = 2^r \Gamma^1 \ldots \Gamma^r$ is recognisable as the chiral gamma-matrix $\Gamma^5$, however in the chosen normalisation it is not an element of $\text{Pin}(2r)$, the correctly normalised option is $\Gamma^5 = e^{-\frac{i\pi}{4}}(-1)^N$; under the map $\text{Pin}(2r) \to O(2r)$, $\Gamma^5$ and $-\Gamma^5$ have their image in the connected component $SO(2r)$ as $-\text{Id}$ which is nothing but the space inversion $V^i \mapsto -V^i$. 


Prescription (A5a) is compatible with (A2) for what concerns the fundamental reflections $s_a$, however this comes at a price that $\hat{w}_{ba} = \hat{w}_{ab}^{-1} \neq \hat{w}_{ab}$. If not to insist on (A2), a more symmetric prescription is possible with $\hat{w}_{ab} = \hat{w}_{ba} = i(\Gamma^a \Gamma_b + \Gamma^b \Gamma_a + \Gamma^a \Gamma^b \Gamma^C \Gamma_D + \Gamma_a \Gamma_b \Gamma^C \Gamma^D)$ which explicitly translates in the action on components as

$$\hat{w}_{ab} : \Psi_{Aab} \mapsto -i \Psi_{Aab}, \quad \hat{w}_{ab} : \Psi_{A} \mapsto i \Psi_{A}, \quad \hat{w}_{ab} : \Psi_{A} \mapsto i \Psi_{A}, \quad \hat{w}_{ab} : \Psi_{A} \mapsto i \Psi_{A}, \quad (A7a)$$

$$\hat{w}_{ab} : V^{\pm a} \mapsto V^{\pm b}, \quad \hat{w}_{ab} : V^{\pm a} \mapsto V^{\pm b}. \quad (A7b)$$

For what concerns vectors, all $\# \text{ factors}$ in this prescription are set to 1, so (A7) and (A6) realise an embedding of $W$ as subgroup of $SO(2r)$, and $W$ adjoined with $w_a$ is embedded in $O(2r)$.

The discussed Weyl symmetry properties allow for further comparison with results of [11]. Most of the relations there enjoy both $\mathfrak{gl}_r$ covariance and covariance with respect to Weyl group action. This is expected as [11] works with a Q-system on the Weyl orbit. In hindsight, as we have typically the same covariance structures, many of our expressions have a counterpart in [11], note however that some of the relations in [11] were not derived but conjectured for arbitrary rank, for instance an equivalent of fused orthogonality (8). To relate formulae between the two papers, we note that spinor Q-functions are denoted in [11] as $S_{(t_1, \ldots, t_r)}$, and the relation to $\Psi_A$ is the following: $\Psi_A = S_{(A^r A)}$, where $A'$ means a multi-index with all entries having swapped signs, and $A$ means the multi-index with entries from the complementary set. Q-functions for the tensor nodes of Dynkin diagram are identified as $W^I$ (here) $= Q_1$ (in [11]). The offered identifications might need an adjustment in normalisations: [11] tends to take twist variables ($\tau_{a, in}$ [8] = $x_{a, here}$) and source terms of Bethe equations outside of Q-functions whereas we pack them all inside, in particular through the dressing factors, see Section 4.3 of [3].

Among the most notable identifications with [11], we mention that (5.10) there is the same as our (25) when $I$ in $Q_I$ has only positive entries. A particular case $I = A = \emptyset$ is the Wronskian condition (33) present in [11] as (7.2). There are also many equivalent statements when it comes to the expressions for T-functions, we comment on that in Section IV.

The key difference with [11] comes in the recognition that $\Psi_A$ are coordinates of pure spinors. This observation, originally from [3], allows us to use Cartan formulæ (17) and reduce all the analysis to $\Psi_\emptyset, \Psi_\emptyset, \Psi_{ab}$ which is the main working tool for achieving novel results in our work (they are summarised in Conclusions). To our understanding, an analogous observation is missing from [11]. For instance, if $I$ has negative entries, (5.10) shall involve some $\Psi_B$ with $|B| \geq 2$. It is unclear how to practically use (5.10) then, whereas we derive instead equation (33) which offers even a way to compute all and not only those that are on the Weyl orbit. So, even though somewhat in disguise, (33) restores the full $SO_{2r}$ symmetry of the formalism.

Appendix B: Technical details

Proof of Lemma [11] Due to rescaling invariance of equations and condition $\Psi_\emptyset \neq 0$, we shall assume $\Psi_\emptyset = 1$ without loss of generality.

We need to prove that $\Psi_{(k)}$ computed by Cartan formulæ (17) solve equations of pure spinor Q-system (35). To demonstrate the statement for $\Psi_{(k)}$, we shall recursively assume that it was already proven for all $\Psi_{(k')}$ with $k' < k$. The statement is obvious for $k = 1, 2$ which is the base for the induction.

By the nature of equation (35) which involves only a subset of indices $Aab$, we can assume that $|Aab| = k = r$, so $\Psi_{(k)}$ is the top form and $\Psi_{Aab} \equiv *\Psi_{(k)} \epsilon_{Aab}$, where $*$ is Hodge operation. We can rewrite then (35) as

$$W(*\Psi_{(k)}, *(a \wedge b \wedge \Psi_{(k-2)})) = W(*\Psi_{(k-1)}), *\Psi_{(k-1)}))$$  \hspace{1cm} (B1)

that should hold for arbitrary vectors $a, b$. Furthermore, working with top forms enables us to use Plücker identity

$$*(v_1 \wedge v_2 \wedge \ldots \wedge v_k) a = \sum_{i=1}^{k} *(v_1 \wedge v_2 \wedge \ldots \wedge v_{i-th \text{ position}} \wedge \ldots \wedge v_k) v_i.$$  \hspace{1cm} (B2)

Details of the computation depends on the parity of $k$, we shall consider the two cases separately.

Even case, $k = 2n + 2$. First, derive the important technical result:

$$\Psi_{(2n+2)}^+ - \Psi_{(2n+2)}^- = (\Psi_{(2)}^+ - \Psi_{(2)}^-) \wedge \Psi_{(2n)}^\pm \wedge \Psi_{(1)} \wedge \Psi_{(1)} \wedge \Psi_{(2n)}^\pm,$$  \hspace{1cm} (B3)

Derivation is done by induction in $n$. For $n = 0$, the first equality is tautological and the second is

$$\Psi_{(2)}^+ - \Psi_{(2)}^- = \Psi_{(1)} \wedge \Psi_{(1)}.$$  \hspace{1cm} (B4)
which is nothing but (B11). We also note that, obviously, \( \Psi^+ \cap \Psi^- = 0 \) and then \( \Psi^+ \cap \Psi^- = \Psi^+ \cap \Psi^- \) because \( \Psi(2n) = \frac{1}{\lambda} \Psi_0^n \), this explains the possibility to choose an arbitrary shift sign in (B3).

For \( n > 0 \), the derivation of (B3) proceeds as follows

\[
\Psi^+_{(2n+2)} = \frac{1}{n+1} \Psi^+_{(2)} \cap \Psi^+_{(2n)} = \frac{1}{n+1} \Psi^+_{(2)} \cap \Psi^+_{(2n)} + \frac{n+1}{n+1} (\Psi^+_{(2)} - \Psi^-_{(2)}) \cap \Psi^\pm_{(2n-2)} \cap \Psi^{\pm}_{(2)}
\]

\[
= \Psi^-_{(2n+2)} + \frac{1}{n+1} (\Psi^+_{(2)} - \Psi^-_{(2)}) \cap \Psi^\pm_{(2n-2)} + \frac{n}{n+1} (\Psi^+_{(2)} - \Psi^-_{(2)}) \cap \Psi^\pm_{(2n)} = \Psi^-_{(2n+2)} + (\Psi^+_{(2)} - \Psi^-_{(2)}) \cap \Psi^\pm_{(2n)} .
\]

We use (B3) to rewrite the l.h.s. of (B1)

\[ W(\Psi_{(2n+2)}, * (a \wedge b \wedge \Psi_{(2n)})) = * (\Psi^+_{(1)} \wedge \Psi^-_{(2)} \wedge \Psi^\pm_{(2n)}) * (a \wedge b \wedge \Psi^-_{(2)}) - * (\Psi^-_{(2n+2)}) * (a \wedge b \wedge \Psi^+_{(1)} \wedge \Psi^-_{(2)} \wedge \Psi^\pm_{(2n-2)}) , \]

and in what follows we pick the negative shift \( \Psi^- \) in both places where \( \Psi^\pm \) appears.

Consider now \( \Psi_{ab} \) as components of an anti-symmetric matrix. Anti-symmetric matrices of even dimension have eigenvalues coming in pairs, where in each pair the two eigenvalues sum up to zero. Denote hence the eigenvalues by \( \lambda_{\pm\alpha} = \pm \lambda_\alpha \) and the corresponding eigenvectors as \( \Upsilon_{\pm\alpha} \). Note that two eigenvectors \( \Upsilon_\alpha \) and \( \Upsilon_\beta \) are orthogonal (with naive metric) if \( \alpha + \beta \neq 0 \). With these remarks, it is easy to conclude that, with an appropriate normalisation of the eigenvectors, one can represent \( \Psi^-_{(2)} = \sum_{\alpha} \Upsilon_\alpha \wedge \Upsilon_{-\alpha} \). From here

\[ \Psi_{(2n+2)} = \prod_{\gamma} \Upsilon_\gamma \wedge \Upsilon_{-\gamma} , \quad \Psi(2n) = \sum_{\alpha} \prod_{\gamma \neq \alpha} \Upsilon_\gamma \wedge \Upsilon_{-\gamma} , \quad \Psi(2n-2) = \sum_{\alpha, \beta} \prod_{\gamma \neq \alpha, \beta} \Upsilon_\gamma \wedge \Upsilon_{-\gamma} . \]

We substitute these expressions into (B3) and employ Plücker relations: for vector \( a \) in the first term and for vector \( b \) in the second term. All the unwanted terms (those coming from the exchange of the \( a \) or \( b \) with \( \Upsilon_{\pm\alpha} \)) shall cancel and what remains is precisely the r.h.s. of (B1), if we use \( \Psi_{(2n+1)} = \Psi_{(1)} \wedge \Psi_{(2n)} \) and \( \Psi_{(2n+1)} = \Psi_{(1)} \wedge \Psi_{(2n)} \).

**Odd case, \( k = 2n + 1 \).** Using the above-established properties, we rewrite both sides of (B1) as follows

\[ W(\Psi_{(2n+1)}, * (a \wedge b \wedge \Psi_{(2n-1)})) = * (\Psi^+_{(1)} \wedge \Psi^-_{(2n)}) * (a \wedge b \wedge \Psi^-_{(2n-2)}) - * (\Psi^-_{(1)} \wedge \Psi^-_{(2n)}) * (a \wedge b \wedge \Psi^+_{(1)} \wedge \Psi^-_{(2n-2)}) , \]

\[ W(\Psi_{(2n)}, * (a \wedge \Psi_{(2n)}), * (b \wedge \Psi_{(2n)})) = * (a \wedge \Psi^+_{(1)} \wedge \Psi^-_{(1)} \wedge \Psi^-_{(2n-2)}) * (b \wedge \Psi^-_{(2n)}), - * (a \wedge \Psi^-_{(2n)}) * (b \wedge \Psi^+_{(1)} \wedge \Psi^-_{(1)} \wedge \Psi^-_{(2n-2)}) . \]

In odd \( (2n+1) \)-dimensions, a two-form can be represented as \( \Psi_{(2)} = \sum_{\alpha} \Upsilon_\alpha \wedge \Upsilon_{-\alpha} \), here one eigenvector of \( \Psi_{ab} \) does not participate in the sum, the one with zero eigenvalue which is orthogonal to all other eigenvectors. Consequently, we have

\[ \Psi_{(2n)} = \prod_{\gamma} \Upsilon_\gamma \wedge \Upsilon_{-\gamma} , \quad \Psi(2n-2) = \sum_{\alpha} \prod_{\gamma \neq \alpha} \Upsilon_\gamma \wedge \Upsilon_{-\gamma} . \]

We substitute these expressions to both lines of (B5) and then demonstrate that these lines are equal by employing Plücker identity in the first line, with vector \( a \) for the first summand and vector \( b \) for the second. This accomplishes the proof that Ansatz \( \Psi_{(k)} \) solves (35).

To demonstrate that (17) is the unique solution, assume the opposite: let there exists \( \Psi_{(k)} \) that is different from \( \Psi_{(k)} \) and that also solves (35). Consider the smallest \( k \) for which such feature holds. Construct \( \delta \Psi_{(k)} = \Psi_{(k)}' - \Psi_{(k)} \). Since \( k \geq 3 \) we can parameterise the components of \( \delta \Psi_{(k)} \) as \( \delta \Psi_{Aabc} \). As both \( \Psi_{(k)}' \) and \( \Psi_{(k)} \) solve (35), it must be that \( W(\delta \Psi_{Aabc}, \Psi_{ad}) = 0 \) and so \( \delta \Psi_{Aabc} = h_{bc} \Psi_{Aa} \), where \( h_{bc} = h^c_{bc} \). On the other hand, \( \delta \Psi_{Aabc} \) is anti-symmetric in its indices and so it must hold \( \delta \Psi_{Aabc} = h_{ca} \Psi_{Ae} \). Then \( 0 = W(\delta \Psi_{Aabc}, \Psi_{Ad}) = h^a_{ca} W(\Psi_{Ab}, \Psi_{Ad}) \) and we arrive at contradiction with the assumption of the lemma. \( \square \)

**Derivation of (B9) for the proof of Theorem 2.** Recall that by definition \( V^{i_1 \ldots i_r} = W(V^{i_1}, \ldots, V^{i_r}) \), our aim is to establish the identification \( V^{i_1 \ldots i_r} = \Psi^{-1} CT^{i_1 \ldots i_r} \Psi^T \). The calculation will be divided into 3 cases: only positive indices, one negative index, and two or more negative indices.
We start with the case when all indices are positive, then, using the definition of $\Gamma$ and $C$, we find $\Psi^{-}CT^{1\ldots r}\Psi^{+} = \Psi^{[2]}_{0}.D$. It is also true that $V^{1\ldots r} = \Psi^{[2]}_{0}.D$ as follows from $V^{1\ldots r}V^{1\ldots r-2} = W(V^{12\ldots r-1},V^{1\ldots r-2}r)$ and $V^{a_{1}\ldots a_{r-1}} = e^{a_{1}\ldots a_{r-1}} \frac{P_{a_{r}}}{\epsilon}.P_{b_{a}}$. We conclude that the highest-weight components agree.

Next, let one superscript in $V^{1\ldots r}$ be negative, for convenience we will write $V^{Aa_{b}}$ with $|A| = r - 2$. The reason to introduce the extra index $a$ is the following $\Gamma$-matrix identity: $\Gamma^{Aa_{b}} = \Gamma^{Aa} \Gamma_{b} - \frac{1}{2} \Gamma^{[a]a_{b}]}$ where $[\ ]$ denotes anti-symmetrisation. Using this we find

$$\Psi^{-}CT^{Aa_{b}}\Psi^{+} = \mu^{+}_{bc}V^{Aac} + \mu^{+}_{b_{c}}\Psi^{-}CT^{Aa_{b}}\Psi^{+} - \Psi^{[2]}_{0}.D\epsilon^{Aac}P_{b_{c}}P^{+}_{b} - V^{[Aa_{b}]}.$$ (B6)

Notice that $\Psi^{[2]}_{0}.D\epsilon^{Aac}P_{b_{c}} = V^{B}\epsilon^{Aac}B_{c_{b}} = V^{[Aa_{b}]}$ so that we have

$$\Psi^{-}CT^{Aa_{b}}\Psi^{+} = \mu^{+}_{bc}V^{Aac} + \Psi^{[2]}_{0}.D\epsilon^{Aac}P^{+}_{b}.$$ (B7)

From the definition of $V^{Aa_{b}}$ as a Wronskian of vectors $V^{i}$ it follows that

$$V^{Aa_{b}} = \mu^{+}_{bc}V^{Aac} - (V^{Aa_{b}})P_{bc}(V^{i})^{[-r+1]} = \mu^{+}_{bc}V^{Aac} + \Psi^{[2]}_{0}.D\epsilon^{Aac}P^{+}_{c_{b}} = \Psi^{-}CT^{Aa_{b}}\Psi^{+}.$$ (B8)

This completes the case $V^{Aa_{b}}$.

Finally we consider the case when two or more indices are lowered, the notation $V^{Aa_{b}}$ with $|A| + |B| = r - 3$ will be used. We proceed just as before and start by finding an identity for $\Gamma$-matrices that allows us to raise indices. Multiplying (26) from the left with additional differential operators and reordering leads to

$$\Gamma^{B_{b}c_{c}} = (\mu^{+}_{bc}CT^{C} + \mu^{+}_{[B_{b}c_{c}]D}P_{c_{d}})\Gamma^{D}\Gamma^{+} - \mu^{+}_{[B_{b}c_{c}]}\Gamma^{E}\Psi + \ldots,$$ (B9)

where all suppressed terms contain $\Gamma$-matrices with less than $|B|$ indices. In the above equation, indices surrounded by $[\ ]$ are not to be anti-symmetrized with the others enclosed by $\Gamma$. Using this as well as $\Gamma^{B_{b}c_{c}} = \Gamma^{Aa} \Gamma^{B_{b}c_{c}} - \frac{1}{2} \Gamma^{[a]b_{c}]} + \ldots$ leads to

$$\Psi^{-}CT^{Aa_{b}}\Psi^{+} = \mu^{+}_{B_{b}c_{c}}V^{Aac} + \mu^{+}_{[B_{b}c_{c}]D}P^{+}_{c_{d}}\Psi^{-}CT^{Aa_{b}}\Psi^{+} - V^{Aa_{b}}[B_{b}c_{c}] - V^{Aa_{b}}[A_{a}b_{c}].$$ (B10)

All terms previously omitted in (B9) have now dropped out due to the projection relations. The second term can be simplified according to $\mu^{+}_{[B_{b}c_{c}]D}P^{+}_{c_{d}}\Psi^{-}CT^{Aa_{b}}\Psi^{+} = \Psi^{[2]}_{0}.D\epsilon^{Aad_{d}}\mu^{+}_{[B_{b}c_{c}]D}P^{+}_{c_{d}}P^{-}_{d} = V^{Aa_{b}}[B_{b}c_{c}] + V^{Aa_{b}}[A_{a}b_{c}].$ (B11)

So that in the end one can write

$$\Psi^{-}CT^{Aa_{b}}\Psi^{+} = \mu^{+}_{B_{b}c_{c}}V^{Aac} + \Psi^{[2]}_{0}.D\epsilon^{Aad_{d}}\mu^{+}_{[B_{b}c_{c}]D}P^{+}_{c_{d}}P^{-}_{d}.$$ (B12)

From the definition of $V^{Aa_{b}}$ as Wronskian determinant of vectors, one can calculate

$$V^{Aa_{b}} = \mu^{+}_{B_{b}c_{c}}V^{Aac} - (V^{Aa_{b}})P_{c_{d}}(V^{d})^{[-r+1]} = \mu^{+}_{B_{b}c_{c}}V^{Aac} + \epsilon^{Aad_{d}}\mu^{+}_{[B_{b}c_{c}]D}P^{+}_{c_{d}}P^{-}_{d},$$ (B13)

showing that indeed $\Psi^{-}CT^{Aa_{b}}\Psi^{+} = V^{Aa_{b}}$.

□

Proof of Lemma 5. By rescaling invariance, we can replace $\Psi^{(k)}$ with $\psi^{(k)}$ in (17) and so all $\psi^{A}$ with $|A| > 2$ are rational combinations of polynomials $\psi_{0}, \psi_{a}, \psi_{b_{c}}$, with only $\psi_{0}$ in the denominators. Hence the only potential way to violate analytic Bethe Ansatz for fermionic Q-functions is to get a pole in $\psi^{(k)}$ located at a zero of $\psi_{0}$.

For forms of odd rank, one has $\psi_{(2n+1)}^{+} \propto \psi_{(1)}^{+} \wedge \left( \frac{\psi_{2n+1}}{\psi_{0}} \right)^{\pm}$ and therefore if $\psi_{(2n+1)}^{+}$ has a pole at a point $u^{*}$, it must be that both $\psi_{0}^{+}$ and $\psi_{0}^{-}$ vanish at this point or in other words $\psi_{0}$ has zeros at $u^{*} + i/2$ and $u^{*} - i/2$.

For forms of even rank, consider (155) and restore $\Psi^{(k)}$ in it. Rewriting it for polynomial functions, one gets

$$\psi_{(2n+2)}^{+} \psi_{0}^{-} - \psi_{(2n+2)}^{-} \psi_{0}^{+} \propto \psi_{(1)}^{+} \wedge \psi_{(1)}^{-} \left( \frac{\psi_{2n+2}}{\psi_{0}} \right).$$ (B14)
If $\psi_{(2n+2)}^+$ has a pole but $\psi_{(2n+2)}^-\psi_0^-$ does not this means that $\psi_{0}^+$ and $\psi_{0}^-$ have zeros at the same point. The same applies to the second term on the l.h.s. of the above relation. If both terms on the l.h.s. have a pole at the same point, we again come to the same conclusion about zeros of $\psi_{0}^+$ and $\psi_{0}^-$. Finally, if at a given point only one term on the l.h.s. has a pole then the r.h.s. has a pole as well and we come back to the argument used for $\psi_{(2n+1)}^+$. 

For vector Q-functions, the analytic Bethe Ansatz reads $V^I \propto \sigma_{|I|} v^I$, where $v^I$ are polynomials. For the case of positive indices only, the polynomiality of $v^A$ is ensured by (72). For arbitrary $I$, we use $v_A^B = \mu_{AB}^{[m]} v_A^{AB}$. Notice now that $\mu_{ab} = \frac{\lambda_{ab}}{\nu_0} = \frac{\omega_{ab}}{\nu_0}$ is actually a rational function of the spectral parameter with only possible poles at zeros of $\psi_0$, and notice that there are at least two different admissible values of $m$ separated by 1 for $|A| + |B| \leq r - 2$ which covers all the cases of tensor $Q^I_{(a)}$ on Dynkin diagram. By varying $m$, we get again to the conclusion that poles in $v^I$—the only way to violate analytic Bethe Ansatz in the setting of the lemma—would imply existence of zeros in $\psi_0$ separated by $i$.
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