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Abstract: The Antarctic Peninsula belongs to the regions of the Earth that have seen the highest increase in air temperature in the past few decades. The warming is reflected in degradation of the cryospheric system. The impact of climate variability and interactions between the atmosphere and the cryosphere can be studied using numerical atmospheric models. In this study, the standard version of the Weather Research and Forecasting (WRF) model was validated on James Ross Island in the northern part of the Antarctic Peninsula. The aim of this study was to verify the WRF model output at 700 m horizontal resolution using air temperature, wind speed and wind direction observations from automatic weather stations on the Ulu Peninsula, the northernmost part of James Ross Island. Validation was carried out for two contrasting periods (summer and winter) in 2019/2020 to assess possible seasonal effects on model accuracy. Simulated air temperatures were in very good agreement with measurements (mean bias $-1.7\, ^\circ\mathrm{C}$ to $1.4\, ^\circ\mathrm{C}$). The exception was a strong air temperature inversion during two of the winter days when a significant positive bias occurred at the coastal and lower-altitude locations on the Ulu Peninsula. Further analysis of the WRF estimates showed a good skill in simulating near-surface wind speed with higher correlation coefficients in winter (0.81–0.93) than in summer (0.41–0.59). However, bias and RMSE for wind speed tended to be better in summer. The performance of three WRF boundary layer schemes (MYJ, MYNN, QNSE) was further evaluated. The QNSE scheme was generally more accurate than MYNN and MYJ, but the differences were quite small and varied with time and place. The MYNN and QNSE schemes tended to achieve better wind speed simulation quality than the MYJ scheme. The model successfully captured wind direction, showing only slight differences to the observed values. It was shown that at lower altitudes the performance of the model can vary greatly with time. The model results were more accurate during high wind speed southwestern flow, while the accuracy decreased under weak synoptic-scale forcing, accompanied by an occurrence of mesoscale atmospheric processes.
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1. Introduction

The Antarctic Peninsula (AP) is known for its climate variability and the recent changes observed in the components of the cryosphere [1–3], as well as in terrestrial, marine, and other aquatic ecosystems along the western and eastern coasts [4,5]. At the end of the 20th century, the warming was very intense [6], but a cooling trend was identified at the beginning of the 21st century [7].

The local cryospheric systems are considered to be very sensitive to temperature fluctuations [8,9]. Air temperatures close to or above the melting point appear frequently in the coastal zone of the AP [10] and, therefore, additional warming could trigger increased melting [11]. Thus, further research of regional cryosphere-atmosphere interactions is crucial, as the surface melting of ice sheets and glaciers could lead to an increased meltwater...
runoff and a rise in sea level [12]. Special attention should be given to the AP due to its relatively mild climate in comparison with the Antarctic inland. In addition, the topography of the AP is rather complex, and its mountain ranges are capable of generating strong foehn flows with subsequent intense melt events [13,14]. The regional climate is also affected by the sea ice extent and dynamics [7,15].

In addition to observations, which may be complicated by difficult access and harsh conditions, numerical models are useful in Antarctic atmospheric research [13–15]. The Weather Research and Forecasting model (WRF) [16] is one of the most frequently used numerical models suitable both for atmospheric research and operational weather predictions. The model provides multiple options for parameterization of selected physical processes, e.g., cloud microphysics, radiation or boundary layer turbulence [17]. There are many of boundary layer (BL) schemes available in WRF and a few have already been applied in polar regions, for instance, Mellor-Yamada-Yanjč—MYJ (used by [18–20]), Mellor-Yamada-Nakanishi-Niino—MYNN (used by [19,21,22]) and Quasi-Normal Scale Elimination—QNSE (used by [21,23]). In these papers, authors show that WRF with any of these schemes is capable of a reasonable simulation of air temperature and wind speed in cold environments.

With respect to Antarctica, the polar version of the WRF model (Polar WRF; developed by the Byrd Polar and Climate Research Center) has already been validated in the South Shetland Islands Archipelago [20], the Weddell Sea [24], West Antarctica [19] and over the Antarctic continent [22]. Tastula et al. [25] tested both the standard and the polar versions of the WRF model over Antarctica. However, these authors ran the model only in limited horizontal resolution (grid cell size ≥ 3 km) and their results are not fully transferable to the rugged terrain and diversity of land-cover types of the AP. A WRF simulation in a higher resolution (1.5 km) was presented by Turton et al. [15]; however, they focused primarily on the foehn simulation over the Larsen C Ice Shelf on the eastern coast of the AP with less emphasis given to the effects of topography or land-cover on model accuracy.

The Polar WRF is also routinely used within the Antarctic Mesoscale Prediction System (AMPS) aiming to produce operative Antarctic weather forecasts. The system consists of multiple WRF domains with variable resolution. The most detailed one (currently with a 0.89 km grid) covers the McMurdo Station and the surrounding region [26]. The principal region where AMPS was validated is the Ross Ice Shelf [27–29]. In the AP region, the AMPS has only a 2.67 km resolution domain, which may not be enough to accurately render atmospheric processes related to rather complex topography. In addition to the WRF model, other numerical atmospheric models were used in Antarctica. King et al. [30] compared AMPS output with the Met Office Unified Model (MetUM) and the RACMO2 model over the Antarctic Peninsula. They found that all three models (in 4–5 km resolution) have considerable skill in simulating near-surface air temperature, wind speed and water vapor mixing ratio. The RACMO2.3 model was also used in a simulation of the climate of the Antarctic Peninsula [31]. The MetUM model played a crucial role in a recent study of melt dynamics over the Larsen Ice Shelf [32].

Despite many successful applications of either standard or Polar versions of the WRF model, there are still some challenges when using this model in polar environments, e.g., correct simulation of cloud properties [18], local-scale flow modifications [25] and representation of a very rugged topography [23]. Under some circumstances, the model may overestimate mixing in the stable winter boundary layer leading to a positive temperature bias [22].

It is necessary to point out that realistic capturing of air temperature and wind field on glaciers is essential to study glacier-climate interactions in polar regions, e.g., snow melt and accumulation processes [33,34]. Inaccuracy of air temperature estimates can consequently influence the calculation of positive degree days used in glacier melt analyses [35,36]. Wind speed accuracy is crucial for adequate boundary layer mixing [22] or estimates of wind-blown snow mass [37,38].

To extend our knowledge of the capabilities of the WRF model in Antarctica, we ran multiple simulations at 700 m horizontal resolution covering the north-eastern coast of the
AP and James Ross Island. The validation of WRF output is made against near-surface weather observations available in the northern part of James Ross Island. In this study area, several automatic weather stations (AWS) have been installed as part of the Czech Antarctic Research Programme within the last 10 years. The AWS are located in the complex terrain of northern James Ross Island, which is characterized by low-lying coastal areas with vegetation on only a small proportion of the surfaces, hills and mesas several hundred meters high and small glaciers [39,40].

Therefore, we chose AWS placed in various topographic settings (coastal and high-altitude sites), and two distinguished types of land cover (bare ground and glacier), which enabled a broader validation of the WRF model outputs at a very high resolution. In order to assess the WRF model performance in various seasons, we ran two groups of simulations in the following periods: (1) austral winter (May–June), and (2) austral summer (January). Furthermore, the three most common BL schemes were tested to evaluate the impact of the atmospheric BL scheme choice on the model accuracy.

The outline of the paper is as follows. Section 2 describes the study area and methods; Section 3 presents the most important results. Possible effects of local topography, land cover and strength of large-scale air mass advection on the model performance are discussed in Section 4 together with the main concluding remarks.

2. Experimental Setup

2.1. Study Area

The study area covers the northernmost part of James Ross Island, the Ulu Peninsula (Figure 1). James Ross Island is separated from the eastern coast of the AP by the 15 km wide Prince Gustav Channel. The Ulu Peninsula is predominantly unglaciated specifically its northern part has mostly ice-free surfaces (312 km²) with only 10% of the land covered by small valley, cirque or dome glaciers [2,41]. The local landscape is dominated by volcanic mesas with steep slopes reaching up to 641 m a.s.l. [40,42] and the tower-like Lookalike Peaks (767 m a.s.l.) above the southern part of the Whisky Glacier (Figure 1c). Another distinguishing feature of the terrain is formed by the Abernethy Flats, a vast lowland area located between Johnson Mesa, Whisky Glacier and Davies Dome.

Due to its location in the northeastern AP region, James Ross Island has a relatively cold climate [43]. Snow covers the surroundings of the Mendel Station (Figure 1c) from approximately March to November or early December [44]. The 10-year mean annual air temperature reached −7.0 °C at the coastal Mendel Station, −7.3 °C at inland Abernethy Flats (41 m a.s.l.) and −8.0 °C on the nearby Bibby Hill at an altitude of 375 m a.s.l. [45,46]. A typical feature of the local climate is air temperature inversion, occurring more commonly in winter than during the summer months. These inversions contribute to relatively low mean annual near-ground lapse rates of 0.40–0.43 °C·100 m⁻¹ [47]. The dominant southwestern wind direction on the Ulu Peninsula is the result of the regular barrier winds blowing along the eastern AP coast [48].
Topographic characteristics of automatic weather stations (AWS) in the northern Ulu Peninsula, James Ross Island. The “X” symbol indicates available data.

Table 1. Topographic characteristics of automatic weather stations (AWS) in the northern Ulu Peninsula, James Ross Island. The “X” symbol indicates available data.

| AWS            | Latitude (°) | Longitude (°) | Altitude (m) | WRF Altitude (m) | Land-Cover       | Air Temperature (°C) | Wind Speed (m·s⁻¹) and Direction (°) |
|----------------|--------------|---------------|--------------|------------------|------------------|----------------------|-------------------------------|
| Abernethy Flats| −63.8814     | −57.9482      | 41           | 65               | Bare ground      | X                    |                               |
| Davies Dome    | −63.8887     | −58.0611      | 514          | 504              | Glacier          | X                    | X                             |
| Johnson Mesa   | −63.8223     | −57.9326      | 340          | 261              | Bare ground      | X                    |                               |
| Mendel Station | −63.8016     | −57.8832      | 10           | 10               | Bare ground      | X                    | X                             |
| Whisky Glacier | −63.9300     | −57.9461      | 326          | 330              | Glacier          | X                    |                               |
2.3. Numerical Model

The WRF numerical atmospheric model, version 3.9.1.1, was run using three domains with one-way nesting (without feedback) (see Figure 1a,b for domain positions). The ERA5 reanalysis released by ECMWF [51] at 31 km spatial resolution was used for the WRF model initialization and input of the boundary conditions at one-hour intervals. To achieve a high level of accuracy for the model topography, the Reference Elevation Model of Antarctica (REMA; [50]) was selected as the terrain data input. Sea ice concentration in daily time steps was derived from gridded data provided by the University in Bremen with a horizontal resolution of 3.125 km [52]. Three land-cover categories (sea, glacier ice/snow and bare ground) were distinguished based on the SCAR Antarctic Digital Database [53] and the Czech Geological Survey topographic map [49]. A high vertical resolution (65 levels in total, of which approximately 19 were below 1000 m a.g.l.) was defined in the model setup in order to obtain a good representation of boundary layer structure and processes. A similar approach can be found in Tastula et al. [24]. We did not run the Polar WRF version, but we used numerous options in the standard WRF model, which were originally presented in Polar WRF. These options included fractional sea ice, sea ice thickness (set to 1.2 m following the results of Kern, Ozsoy-Çiçek and Worby [54]), snow depth on sea ice and sea ice albedo (Table 2).

The WRF model was validated in two contrasting periods to identify possible seasonal variation in the model performance. The first period, called “winter,” started on 25 May 2019 at 01 UTC and finished on 05 June 2019 at 00 UTC. The second period, “summer,” lasted from 01 UTC on 05 January 2020 to 00 UTC on 20 January 2020. However, the model integrations actually started 9–10 days beforehand to allow local processes to develop in the model atmosphere [55]. The terms “winter” and “summer” were selected to emphasize contrasts in seasonal factors between the two periods (e.g., solar forcing). We are aware that the results may not be fully representative of the entire season (which would be computationally extremely expensive to simulate) but may be beneficial in identifying principal seasonal variability in model performance.

Three different BL schemes were tested for both periods, which required six model runs to be completed in total. The first option involved the BL scheme Mellor Yamada Janjic (MYJ) [56] and the Monin–Obukhov (Janjic Eta) surface layer scheme. The second option combined the BL scheme Mellor Yamada Nakanishi Niino (MYNN) [57] and Mellor Yamada Nakanishi Niino surface layer scheme. The last option included the BL scheme Quasi-Normal Scale Elimination (QNSE) [58] and the corresponding surface layer scheme. The QNSE scheme was run with the activated day-time eddy diffusivity mass flux option. The use of mass flux was shown to have multiple positive effects on the quality of simulation (e.g., on the accuracy of the BL layer depth or moisture profile) [59]. For all BL schemes, the surface layer parameterizations were selected following the WRF ARW V3: User’s Guide [17]. The complete model configuration is presented in Table 2.

At the beginning of each model run, the glaciers located either southward of 64° S or above 320 m a.s.l. were covered with a snow layer of 1000 mm w.e. This correction ensured that a low-albedo glacier ice would not be exposed in the accumulation area of Ulu Peninsula glaciers during simulations (the 320 m threshold was obtained considering the equilibrium line altitude estimates of Engel et al. [2] and the model topography). The density of this initial snow cover was set to 350 kg m$^{-3}$ following observations from King George Island, South Shetland Islands [60] and from sea ice in the Weddell Sea [61]. Based on snow height observations on the ice-free part of the Ulu Peninsula, 1 cm cover of snow was placed on all bare ground grid points at the beginning of winter simulations. Furthermore, the default fresh snow density scheme in WRF’s land surface model was changed to the more complex option designed by van Kampenhout et al. for polar regions [62]. In contrast to original, only temperature-dependent scheme, the option by van Kampenhout et al. considers both air temperature and wind speed for fresh snow density estimates.
Table 2. The Weather Research and Forecasting (WRF) model configuration. For model physics, also the name-list entries are given.

| Parameter                          | Value                                                                 |
|------------------------------------|----------------------------------------------------------------------|
| Domain d1 size and resolution      | 221 × 281 grid points, 6.3 km                                        |
| Domain d2 size and resolution      | 241 × 241 grid points, 2.1 km                                        |
| Domain d3 size and resolution      | 148 × 157 grid points, 0.7 km                                        |
| Number of vertical levels          | 65 levels, the lowest one (for air temperature) at ~7 m a.g.l.        |
| Time step                          | adaptive; 9–36 s for d1, 3–12 s for d2 and 1–4 s for d3              |
| Microphysics scheme                | Thompson [63] (mp_physics = 8)                                        |
| Shortwave radiation                | RRTMG [64] (ra_sw_physics = 4)                                       |
| Longwave radiation                 | RRTMG [64] (ra_lw_physics = 4)                                       |
| Convection scheme                  | turned off (cu_physics = 0)                                           |
| Land surface model                 | NoahMP [65] (sf_surface_physics = 4)                                 |
| Boundary layer option 1            | MYJ [56] (bl_pbl_physics = 2)                                        |
| Surface layer option 1             | Monin–Obukhov (Janjic Eta) (sf_sfclay_physics = 2)                   |
| Boundary layer option 2            | MYNN [57] (bl_pbl_physics = 5)                                        |
| Surface layer option 2             | MYNN (sf_sfclay_physics = 5)                                          |
| Boundary layer option 3            | QNSE [58] (bl_pbl_physics = 4)                                        |
| Surface layer option 3             | QNSE (sf_sfclay_physics = 4)                                          |
| Fractional_seaice                  | Activated (fractional_seaice = 1)                                     |
| Sea ice thickness option           | Uniform (seaice_thickness_opt = 0)                                   |
| Sea ice thickness default value    | 1.2 m (seaice_thickness_default = 1.2)                               |
| Sea ice albedo                     | Variable (seaice_albedo_opt = 1)                                     |
| Snow on sea ice option             | Bounded by limits (seaice_snowdepth_opt = 0)                         |
| Snow on sea ice–minimum            | 0 m (seaice_snowdepth_min = 0)                                       |
| Snow on sea ice–maximum            | 2 m (seaice_snowdepth_max = 2)                                       |

2.4. Evaluation of Model Performance

Before the model validation, the discrepancy between anemometer height at Davies Dome AWS (2 m) and wind speed height in model output (10 m) was corrected. The standard logarithmic wind profile [66] was applied:

\[ U_2 = U_{10} \times \frac{\ln \left( \frac{2}{0.002} \right)}{\ln \left( \frac{10}{0.002} \right)}, \]

where \( U_2 \) is the model wind speed at a height of 2 m and \( U_{10} \) is the simulated wind speed at a height of 10 m. The roughness length was set to the value from WRF land surface scheme (0.002 m). There was no need for correction of temperature outputs as they were already produced at the sensor height. Using the corrected model wind speed and simulated temperature values, three validation statistics were computed to assess the model performance. Firstly, the Pearson correlation coefficient \((r_{xy})\) was obtained. The second validation statistic was bias, defined as the mean difference between the model and the observations. A positive bias means that the model overestimated the given parameter, and a negative bias means that the model underestimated the parameter. The last statistical parameter was the root mean squared error (RMSE) given by the formula:

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (M_i - O_i)^2} \text{ for } i \text{ in } (1 \ldots \text{number of data pairs}) \]

where \( M_i \) and \( O_i \) are modelled and observed values, respectively.

For wind direction validation, directional accuracy of circular distance (DACD) was computed following Láska et al. [23]. DACD is a percentage of time when the observed and modelled wind direction differ by less than 30 angular degrees.

Modelled wind speed series for comparison were constructed as follows. The model output in 1–4 s temporal resolution was averaged over 30-min periods to comply with the anemometer sampling setup. Only the 30-min periods ending on the hour were considered for analysis. Since for most of the AWS there was a difference between the real elevation
and the elevation of their nearest model grid point (used for validation) within 50 m (except for Johnson Mesa site where the difference was 79 m), no further correction of the model data was necessary.

3. Results

3.1. Seasonal and Diurnal Differences in the WRF Model Accuracy

A comparison of observed and modelled air temperature during winter and summer periods is presented in Figure 2. When appropriate, the description of WRF accuracy is supplemented by an outline of synoptic-scale circulation based on the ERA5 reanalysis. The WRF model generally captured air temperature well, but the accuracy varied significantly with time and space. In winter (25 May to 5 June 2019), the model outputs were in good agreement with the observations during the first four days of comparison period (25–28 May), with only a small negative bias (−1.6 to −0.4 °C for all schemes). A systematic positive bias of ~3 °C magnitude occurred at all AWS on 30 May. The first two days of June were characterized by an air temperature inversion between low-elevation sites (Mendel, Abernethy Flats) and high-altitude locations (Johnson Mesa, Whisky Glacier, Davies Dome). An investigation of the ERA5 reanalysis revealed that a Drake Passage-Southern Atlantic high air pressure center was a dominant synoptic feature affecting James Ross Island during this inversion. The warm air advection around this pressure center, more pronounced at higher altitudes of James Ross Island, is the probable reason for formation of the air temperature inversion. During this temperature inversion, the WRF model simulated air temperature much better at higher altitudes (bias of −2.6 to −0.6 °C), whilst at lower altitudes it produced a large positive bias (4.7 to 7.0 °C). When the inversion weakened on 3–4 June, the local difference in model performance gradually diminished leading to a smaller bias at the end of the validation period (−3.1 °C to 1.8 °C). In most cases, the three BL schemes produced values of the studied variables that were close to each other—MYJ-based simulation was often colder by several tenths of a degree than model runs using the two other schemes. On the other hand, using the QNSE scheme led to relatively high 2-m temperatures in the model. Generally, the model achieved accuracy better than 2 °C for 47–53% of the time at Mendel Station and Abernethy Flats, and 61–72% of the time at Whisky Glacier and Davies Dome (exact values are scheme-dependent).

In contrast to winter, the summer validation period (5–20 January 2020) on James Ross Island was characterized by a pronounced diurnal temperature cycle (right-hand side of Figure 2). During this period, larger daily temperature amplitudes (>10 °C in some cases) appeared from 5 January to 13 January when a relatively warm oceanic air was advected to James Ross Island. The WRF model showed accuracy in capturing these fluctuations, notably in the inland Abernethy Flats site. Despite this fact, several model imperfections were identified at glacier AWS and at Mendel Station. On glaciated sites (Davies Dome, Whisky Glacier), very high maximum temperatures on 11 and 13 January (9–14 °C) were significantly underestimated by around 4–8 °C in the model. The model had difficulty simulating air temperatures on 9 January, when model warming at Mendel Station was not reflected in the observations. Since 14 January, the Weddell Sea low pressure center has become more important for James Ross Island weather resulting in a decrease in the mean air temperature as well as daily amplitudes at all AWS. This colder episode was simulated very well with only small differences between the WRF output and in situ observations (bias of −0.4 °C to 1.3 °C). Again, all three BL schemes gave similar results. There were no prevailing patterns of scheme differences up to 13 January, but later, during the colder period, the MYNN scheme tended to produce smaller diurnal temperature cycles than the other schemes. The fraction of the summer simulation period with a temperature bias magnitude of less than 2 °C reached 66–69% at Mendel Station and 68–79% at the other AWS.
prevailing patterns of scheme differences up to 13 January, but later, during the colder period, the MYNN scheme tended to produce smaller diurnal temperature cycles than the other schemes. The fraction of the summer simulation period with a temperature bias magnitude of less than 2 °C reached 66–69% at Mendel Station and 68–79% at the other AWS.

Figure 2. Time series of hourly observed air temperatures at selected automatic weather stations on Ulu Peninsula in winter period (left) and summer period (right) compared with the corresponding WRF model outputs for three boundary layer schemes (MYJ, MYNN, QNSE). The dashed vertical lines represent time steps described in detail in Section 3.5.

The comparison of wind speed observations at Mendel Station and Davies Dome and the corresponding WRF outputs are shown in Figure 3. In winter, two strong wind events (up to 30 m·s⁻¹) were observed on 26–27 May and 29–30 May at both sites. Timing of these events was correctly simulated by the WRF model; however, the estimated peak values were mostly higher than the observations. From 31 May to 2 June 2019, lighter winds...
(<5 m·s⁻¹) prevailed in the study area. Figure 3 shows that the model captured wind weakening well, although there was a general tendency to overestimate the wind speed by about 5 m·s⁻¹ at Mendel Station. At Davies Dome, wind speed was simulated more accurately on 31 May (bias < 1 m·s⁻¹) but accuracy decreased on the first two days of June. During the winter period, the MYNN scheme predicted generally lower wind speeds in winter than MYJ and QNSE, especially during high wind speed events.

In the summer validation period, wind speed tended to range between 0.1 m·s⁻¹ and 10 m·s⁻¹. Generally, the WRF outputs corresponded better with the observed wind speed at Davies Dome (especially on 5–13 January) than at the coastal Mendel Station. Timing of observed high wind speed events (~10 m·s⁻¹) was captured well in the model data. However, the peak values were overestimated by the WRF model at Mendel Station with the magnitude of the bias at 0–5 m·s⁻¹. This bias was the highest when the QNSE scheme was selected.

### 3.2. Validation Statistics

In this section, validation statistics for different AWS, seasons and three BL schemes will be presented. Pearson’s correlation coefficients, biases and RMSE for modelled air temperature are given in Figure 4. In the winter validation period, modelled temperature changes closely followed the observations as demonstrated by correlation coefficients close to 0.89 at lower altitudes (Mendel Station, Abernethy Flats) and 0.98 at the elevated sites (Johnson Mesa, Whisky Glacier, Davies Dome). Biases of a lower magnitude (0.1–0.8 °C) were observed in the model data. However, the peak values were overestimated by the WRF model at Mendel Station with the magnitude of the bias at 0–5 m·s⁻¹. This bias was the highest when the QNSE scheme was selected.

![Figure 3](image-url) Time series of hourly observed wind speed at selected automatic weather stations on Ulu Peninsula in winter period (left) and summer period (right) compared with the corresponding WRF model outputs for three boundary layer schemes (MYJ, MYNN, QNSE). The dashed vertical lines represent time steps described in detail in Section 3.5.

In the summer validation period, wind speed tended to range between 0.1 m·s⁻¹ and 10 m·s⁻¹. Generally, the WRF outputs corresponded better with the observed wind speed at Davies Dome (especially on 5–13 January) than at the coastal Mendel Station. Timing of observed high wind speed events (~10 m·s⁻¹) was captured well in the model data. However, the peak values were overestimated by the WRF model at Mendel Station with the magnitude of the bias at 0–5 m·s⁻¹. This bias was the highest when the QNSE scheme was selected.

### 3.2. Validation Statistics

In this section, validation statistics for different AWS, seasons and three BL schemes will be presented. Pearson’s correlation coefficients, biases and RMSE for modelled air temperature are given in Figure 4. In the winter validation period, modelled temperature changes closely followed the observations as demonstrated by correlation coefficients close to 0.89 at lower altitudes (Mendel Station, Abernethy Flats) and 0.98 at the elevated sites (Johnson Mesa, Whisky Glacier, Davies Dome). Biases of a lower magnitude (0.1–0.8 °C) were observed in the model data. However, the peak values were overestimated by the WRF model at Mendel Station with the magnitude of the bias at 0–5 m·s⁻¹. This bias was the highest when the QNSE scheme was selected.

In the summer validation period, wind speed tended to range between 0.1 m·s⁻¹ and 10 m·s⁻¹. Generally, the WRF outputs corresponded better with the observed wind speed at Davies Dome (especially on 5–13 January) than at the coastal Mendel Station. Timing of observed high wind speed events (~10 m·s⁻¹) was captured well in the model data. However, the peak values were overestimated by the WRF model at Mendel Station with the magnitude of the bias at 0–5 m·s⁻¹. This bias was the highest when the QNSE scheme was selected.

In this section, validation statistics for different AWS, seasons and three BL schemes will be presented. Pearson’s correlation coefficients, biases and RMSE for modelled air temperature are given in Figure 4. In the winter validation period, modelled temperature changes closely followed the observations as demonstrated by correlation coefficients close to 0.89 at lower altitudes (Mendel Station, Abernethy Flats) and 0.98 at the elevated sites (Johnson Mesa, Whisky Glacier, Davies Dome). Biases of a lower magnitude (0.1–0.8 °C) were found at Mendel Station and Abernethy Flats, and higher biases (magnitude of 0.7–1.7 °C) were documented at higher altitudes. In contrast, the RMSE was higher at low altitudes suggesting that low biases resulted, at least in part, from error compensation. In summer, correlation coefficients were slightly lower than in winter, varying from 0.75 at Mendel Station to 0.91 at Davies Dome. The lower ability of the WRF model to accurately simulate air temperature at Mendel Station was also confirmed by the biases (1.3–1.4 °C) and RMSE (2.3–2.4 °C). At the other sites, validation statistics suggest better model accuracy with bias magnitudes <1 °C and RMSE ~2 °C.

![Figure 4](image-url) Comparison of modelled temperature with the LMD observations for three sites: Mendel Station, Abernethy Flats and Whisky Glacier in winter.
Figure 4. Validation statistics for modelled air temperature at selected automatic weather stations using three boundary layer schemes (MYJ, MYNN, QNSE) during the winter and summer periods.
Figure 4 also enables a comparison of the performance of BL schemes at different sites and in different seasons. In summer, the MYNN scheme showed slightly lower correlation coefficients for air temperature (by 0.01–0.03) compared to QNSE; values for MYJ were between these two. Based on the bias values, the QNSE output was rather warm in winter (warmer by 0.3–0.6 °C than MYJ run, and by 0.0–0.3 °C than MYNN run) but tended to be relatively cold in summer (colder by 0.1–0.3 °C than MYJ run and by 0.0–0.4 °C than MYNN run). MYJ-based simulation produced the coldest results in winter (colder than both MYNN and QNSE simulations by 0.2–0.6 °C), but in summer it was around as warm as the MYNN run. The comparison of BL schemes indicates that the MYJ scheme was generally most accurate in lower altitudes in winter, while QNSE performed well in high altitudes in winter and at low altitudes in summer. Summer biases on glaciers were the lowest when the MYNN scheme was used. The differences in validation statistics were small and very variable both seasonally and spatially, resulting in no other persistent pattern in the performance of the BL schemes.

Validation statistics for wind speed (Figure 5) show clear seasonal differences. In winter, correlation coefficients were relatively high at both Mendel Station (0.81–0.87) and Davies Dome (0.90–0.93). However, the bias and RMSE indicate that the model had difficulty in simulating winter wind speed magnitude. This inaccuracy was more pronounced at Mendel Station (bias of 2.8–5.1 m·s⁻¹) than on the top of Davies Dome (bias of 1.0–2.2 m·s⁻¹). In summer, correlation coefficients decreased to 0.49–0.56 (Mendel) and 0.41–0.59 (Davies Dome). The wind speed bias and RMSE were also slightly lower in summer than in winter (see Figure 5). The lowest biases and RMSE were obtained using the MYNN scheme at all sites in both summer and winter (except for summer RMSE at Davies Dome). The highest correlation coefficients were given by the QNSE option in all situations (greater by 0.01–0.07 than MYJ and by 0.02–0.18 than MYNN).

Figure 5. Validation statistics for modelled wind speed at selected automatic weather stations using three boundary layer schemes (MYJ, MYNN, QNSE) during the winter and summer periods.
3.3. Comparison of Observed and Modelled Wind Direction

The observed and modelled wind direction was inspected visually using wind roses (Figure 6) and quantitatively by the DACD parameter. For simplicity, we selected only the QNSE scheme for this comparison. At Davies Dome in summer, the WRF model simulated distribution of wind directions relatively well with the DACD value of 42.2%. In winter, the model successfully captured the prevailing south-southwestern direction (DACD = 64.8%). At Mendel Station in summer, a high frequency of western winds was successfully captured by the model, but the second most commonly observed wind direction (north-eastern) was seen less often in the model results. This was reflected in a relatively low value of DACD of 37.5%. In winter, there was good agreement between observed and simulated wind direction at Mendel Station (DACD = 53.4%).
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reached lower RMSE values than ERA5 provided. In addition, the correlation with observation values was better. For wind speed, the bias was improved by WRF, but RMSE and correlation coefficients remained similar to ERA5. During both periods, wind direction accuracy of the WRF model was similar to the ERA5 accuracy (difference in DACD reached 2–3%).

Table 3. Validation statistics for air temperature, wind speed and direction from the WRF simulations and the ERA5 reanalysis for the winter period on Davies Dome. For WRF, an interval including all boundary layer (BL) schemes is presented. Wind direction accuracy is shown as the directional accuracy of circular distance (DACD).

|                      | Air Temperature (°C) | Wind Speed (m·s⁻¹) and Direction (°) |
|----------------------|----------------------|--------------------------------------|
|                      | Bias  | RMSE |  $r_{xy}$ | Bias  | RMSE |  $r_{xy}$ | DACD  |
| WRF                  | −1.02/−0.75 | 1.89/2.08 | 0.98 | 1.01/2.18 | 3.43/4.16 | 0.90/0.93 | 64.8% |
| ERA5                 | −2.16 | 5.72 | 0.92 | −3.38 | 4.90 | 0.93 | 62.5% |

Figure 6. Wind roses showing observed and modelled wind speed and direction for the summer and winter periods at Davies Dome and Mendel Station.

3.4. Comparison of WRF and ERA5 Data

To quantify improvements achieved by the use of a high-resolution model, we compared validation statistics of the WRF model and the ERA5 reanalysis used for WRF initial and boundary conditions. The Davies Dome site was selected for comparison as we expected it to be relatively least affected by local processes that cannot be captured by the ERA5 reanalysis. Similarly to WRF, we used the nearest grid point of ERA5 for comparison with observations. In winter (Table 3), a significant improvement in air temperature accuracy was found, especially in terms of RMSE. The very high RMSE value in ERA5 could be attributed to a large underestimation of warming from 1 June 2019 when the bias reached up to −9 °C (not shown). Wind speed accuracy in WRF was also improved compared to ERA5. For the summer period (Table 4), the WRF output for air temperature reached lower RMSE values than ERA5 provided. In addition, the correlation with observation values was better. For wind speed, the bias was improved by WRF, but RMSE and correlation coefficients remained similar to ERA5. During both periods, wind direction accuracy of the WRF model was similar to the ERA5 accuracy (difference in DACD reached 2–3%).
Table 4. Validation statistics for air temperature, wind speed and direction from the WRF simulations and the ERA5 reanalysis for the summer period on Davies Dome. For WRF, an interval including all boundary layer (BL) schemes is presented. Wind direction accuracy is shown as the directional accuracy of circular distance (DACD).

|                      | Air Temperature (°C) | Wind Speed (m s\(^{-1}\)) and Direction (°) |
|----------------------|----------------------|---------------------------------------------|
|                      | Bias     | RMSE    | \(r_{xy}\) | Bias    | RMSE    | \(r_{xy}\) | DACD   |
| WRF                  | -0.75/-0.47 | 1.79/1.91 | 0.90/0.91 | -0.19/0.43 | 2.12/2.28 | 0.41/0.59 | 42.2%  |
| ERA5                 | 0.63     | 2.95    | 0.68      | -1.49    | 2.30    | 0.48      | 45.3%  |

3.5. Example of WRF Model Performance in Selected Atmospheric Conditions

The fluctuations in model performance during the winter validation period (Figure 2) motivated us to investigate these differences in greater detail. Based on the WRF model outputs, near-surface air temperature maps and vertical profiles were created (Figure 7). Two selected time steps were used for this analysis: (i) 26 May 2019 at 12 UTC when the model performed extremely well at all sites, and (ii) 2 June 2019 at 03 UTC when the model strongly overestimated air temperature at the coastal and low altitude Mendel Station (by 8.1–9.5 °C depending on the BL scheme) and Abernethy Flats (by 6.9–8.0 °C), respectively.

Figure 7 shows the air temperature and wind field maps covering the area of the inner WRF domain and corresponding vertical profiles up to 3 km in height. On 26 May 2019 at 12 UTC, the Ulu Peninsula was affected by strong southwestern flow caused by a low air pressure system over the Weddell Sea. The same weather feature was apparent in the near-surface observations of wind speed (see Figure 3) and wind direction what reached 210° at Davies Dome and 229° at Mendel Station. Air temperature on James Ross Island generally decreased with altitude as indicated by the agreement between isotherms and terrain contour lines shown in Figure 7a (the difference between the sea level and 1000 m a.s.l. reached ~7 °C). In contrast, on 2 June 2019 at 03 UTC, the near-surface wind was generally weak and directionally variable. In this time step, James Ross Island was located at the northern edge of a low-pressure trough with a weak synoptic-scale flow.

Over the Prince Gustav Channel (between James Ross Island and the AP eastern coast), a cold air pool (mostly −8 °C to −14 °C) was present in the model output (Figure 7c). The WRF output enabled us to identify the vertical extent of the cold air pool, which filled less than 75 m of the lower atmosphere. At an altitude of 125 m, air temperature above Prince Gustav Channel was near 0 °C. At the grid point closest to Davies Dome (model altitude 504 m a.s.l.), modelled air temperature reached −2.0 °C, which is in good agreement with the observations (−1.9 °C). At that time, a region of warmer air occurred at the foot of the James Ross Island northeastern slopes (Figure 7c). Moderate south to southwest flow over high-altitude areas of James Ross Island and its increase in strength over the leeward slopes suggest the possible influence of foehn-like processes in this regional warming. The air temperature contrast between this warm air region and the cold air pool over the Prince Gustav Channel reached ~14 °C.
4. Discussion and Conclusions

The aim of this study was to contribute to the knowledge of the WRF model performance in Antarctica. At present, the Czech climate monitoring program on James Ross Island provides a suitable set of surface weather observations that can be used for sensitivity testing of the numerical model outputs and characterization of the strengths and weaknesses of the WRF simulations. We have focused on the ability of the WRF model at 700 m horizontal resolution to simulate air temperature, wind speed and direction in the complex topography of the northern part of James Ross Island.
Overall, the results suggest that the WRF model is able to reliably simulate air temperature. The mean biases over both winter and summer periods were between $-1.7^\circ C$ to $1.4^\circ C$ while the correlation coefficients reached 0.75 to 0.98, respectively. These results are comparable or slightly better than those seen in other WRF model validation studies in Antarctica (Table 5). A relatively low air temperature bias in our 700 m simulations is in agreement with Turton et al. [15] who presented lower bias for a simulation with 1.5 km resolution compared to a 5 km run. Marginally less accurate results of Tastula et al. [24], Bromwich et al. [22] and Deb et al. [19] may be partly caused by the lower horizontal resolution (5 km or more) used in these studies. As in the study by Tastula et al. [24], we ran the WRF model with a high number of vertical (eta) levels to obtain a good vertical resolution through the lower atmosphere. Whether or not increased vertical resolution had a positive impact on temperature bias is not clear since Claremar et al. [21] reported improvements mainly for wind speed and radiation fluxes. A detailed sea ice dataset from the University of Bremen and the REMA elevation model could also be beneficial for model performance. Note that the impact of other factors on model accuracy, such as local climate specifics (e.g., the frequency and strength of air temperature inversion, presence of a mesoscale circulation), cannot be ruled out. Several options in our standard-WRF setup originating from Polar WRF (e.g., fractional sea ice) could also contribute to the relatively good results. However, rigorous testing of different settings (except for BL schemes) is outside the scope of this work. Compared to the RACMO2 and MetUM results from the Larsen C Ice Shelf (Table 5), the WRF model on James Ross Island performed better in terms of correlation coefficients but produced larger bias in some cases.

Table 5. Validation statistics for air temperature and wind speed simulations by standard (this study) or Polar WRF in Antarctica. Note: if more values were reported, the minimum and maximum values are shown. Values of bias and RMSE rounded to one decimal point. In addition to the WRF model results, validation statistics of the RACMO2 and MetUM models by King et al. [30] are shown for comparison.

| Study                         | Air Temperature ($^\circ C$) | Wind Speed (m·s$^{-1}$) |
|-------------------------------|-----------------------------|-------------------------|
|                              | Bias RMSE r$_{xy}$          | Bias RMSE r$_{xy}$      |
| This study                    | $-1.7/1.4$ 1.8/3.7 0.75/0.98 | $-0.2/5.1$ 2.1/6.4 0.41/0.93 |
| Tastula et al., 2012 [24]     | $-2.1/0.7$ 5.4/6.9 0.7    | $-0.6/-0.4$ 3.2        |
| Bromwich et al., 2013 [22]    | $-2.8/2.1$ 3.3/6.0 0.58/0.80 | $0.4/2.9$ 3.3/5.0 0.43/0.73 |
| King et al., 2015 [30]-AMPS   | $-0.9$ - 0.54              | $0.3$ - 0.79           |
| King et al., 2015 [30]-RACMO2 | $0.2$ - 0.57              | $-0.5$ - 0.79          |
| King et al., 2015 [30]-MetUM  | $0.5$ - 0.62              | $-0.1$ - 0.69          |
| Deb et al., 2016 [19]         | $-4.6/1.0$ 2.3/5.7 0.74/0.90 | $-0.4/2.0$ 2.17/6.5 0.44/0.79 |
| Turton et al., 2017 [15]      | $0.5/3.1$ - 0.82/0.93      | $0.8/4.3$ - 0.46/0.84  |

1 approximate monthly values from the main simulation in 60 km resolution are shown. 2 simulation A1 with the MYJ boundary layer scheme is given.

Comparable studies using the Polar WRF (Table 5) for surface wind speed simulations indicate that the WRF model on James Ross Island performed similarly well as in other Antarctic studies except for a very high bias at the coastal Mendel Station in winter (up to 5.1 m·s$^{-1}$). As the validation statistics for the glacier site (Davies Dome) were significantly better than at Mendel Station, it might be that this high bias was related to unresolved local-scale effects and processes rather than errors in large-scale flow. Based on Table 5, the wind speed overestimation and lower correlation between observed and modelled data compared with air temperature seems to be a common problem of the WRF model (either Polar or standard version) in many Antarctic regions. Interestingly, the RACMO2 and MetUM models produced a slightly negative wind speed bias [30] over the Larsen C Ice Shelf.
The WRF model accuracy varied between observational sites and seasons. Based on Figure 2, the model had difficulties in the simulation of winter air temperature inversion at the coastal Mendel Station and low-lying sites such as Abernethy Flats. This may be linked to wind speed overestimation and enhanced boundary layer mixing at low altitude sites during that period (Figure 3; cf. Bromwich et al. [22]). Interestingly, a strong inversion was correctly simulated over Prince Gustav Channel (~3 km from the coastline), which confirms the ability of the WRF model to develop a very stably stratified boundary layer. However, the reason that this did not occur at Mendel Station remains unclear. The 700 m horizontal resolution used in this study still may not be high enough to accurately simulate air temperature and wind field over steep coastal areas during a strong near-ground inversion. In contrast, significantly better results were achieved at all sites under southwestern advection with a high wind speed and less stable stratification on 26 May 2019 at 12 UTC. Therefore, we suppose that the synoptic-scale pattern had a strong impact on the model performance in our simulations, most notably in low-altitude or coastal sites, which are prone to the development of a very stable stratification in the lowest tens of meters. Nevertheless, we found that at higher elevations on James Ross Island, sensitivity to synoptic-scale forcing seems to be reduced. Differences in the WRF model performance under various regional-scale circulation patterns were also described from the eastern Larsen C Ice Shelf by Turton et al. [15]. Interestingly, the authors reported higher accuracy under foehn flow than during a cold, non-foehn situation. This persistent inaccuracy during low air temperature events is a feature that was not observed over James Ross Island (Figure 2) and may be attributed either to local specifics of the Larsen C Ice Shelf, different synoptic-scale settings within the study period or changes in model setup.

The WRF model tends to slightly overestimate summer air temperatures at the ice-free volcanic mesa (Johnson Mesa) whilst an underestimation occurred on glaciated sites (Whisky Glacier, Davies Dome). This may suggest certain effects of land cover type, but a relatively large difference between the model and the real Johnson Mesa altitude (~79 m) could also contribute to an overestimation of modelled air temperature at this site. It must be stressed that other factors, especially local topography, could also mask possible impacts of land-cover type. Furthermore, limited glacier coverage in the study area may not allow substantial land-cover-driven contrasts in model performance to develop.

With respect to wind speed simulation, the WRF model output showed a positive bias during high wind speed events (Figure 3). A similar problem was reported from Svalbard and explained by an interference of regional flow and local topography at 1-km resolution [23]. The role of surrounding terrain on the positive wind speed bias during high wind speed events on James Ross Island cannot be excluded. However, results from other Antarctic sites (Table 5) suggest this bias may be a more general feature of WRF applications in Antarctica. It is likely that the positive bias did not arise from the ERA5 reanalysis used for WRF initialization and forcing, since it produced fairly negative biases during the validation periods (Tables 3 and 4).

The comparison of near-surface observations with the WRF simulation showed that model outputs were only moderately sensitive to the choice of the boundary layer scheme (MYJ, MYNN, QNSE). We found that the QNSE scheme gave the best results for air temperature at higher altitudes in winter and at lower altitudes in summer. The MYJ scheme was the most accurate at low altitudes in winter, and the MYNN scheme only at glaciated sites in summer. Small differences between schemes in this study are in contrast with Bromwich et al. [22] reporting MYNN up to 2 °C less accurate than MYJ. Deb et al. [19] also described contrasts of up to 0.9 °C between MYNN and MYJ schemes. The behavior of different schemes around Antarctica confirms the need for local testing and validation of multiple available BL schemes. With regard to wind speed, good simulation accuracy was found for the MYNN scheme both at coastal and higher altitude sites or glaciers, reflected by the generally low bias. However, this scheme also produced the lowest correlation coefficients at Davies Dome.
The main conclusions of the study can be summarized as follows:

- The WRF model, with a very high spatial resolution and daily satellite sea ice input data, successfully captured air temperature over the Ulu Peninsula (bias of $-1.7^\circ\text{C}$ to $1.4^\circ\text{C}$, $r_{xy} = 0.75$ to 0.98) with no significant seasonal variation in bias and higher $r_{xy}$ in winter than in summer. The model was within 2 °C of observation values in 47–72% of the winter period and 66–79% of the summer period. Wind speed was also successfully captured with a reasonable bias ($-0.2$ to $2.2\text{ m/s}$), and only at Mendel Station in winter, a bias of $2.8$–$5.1\text{ m/s}$ was observed. The correlation coefficients for wind speed were lower than for air temperature (0.41–0.93). Wind direction was not investigated in great detail, but the presented results indicate good correspondence between observed and modelled wind direction.

- The largest differences in air temperature simulation were caused by failure of the model to correctly reproduce air temperature inversion occurring at coastal and low-altitude sites. Furthermore, the model had difficulty simulating very high summer temperature peaks at glacier sites. Regarding synoptic-scale forcing, the WRF model performed very well under strong synoptic-scale flow forced by a low pressure center over the Weddell Sea and slightly stable stratification. We found a problem in the computation of air temperature and wind speed at coastal or lower-altitude sites under weak synoptic forcing (the northern edge of the air pressure trough) accompanied by the occurrence of mesoscale atmospheric processes (cold air formation over the Prince Gustav Channel, leeside warming at the foot of James Ross Island northeastern slopes).

- Despite overall good performance by the model, our results stress the need for further improvements to the WRF model, e.g., higher resolution of input datasets (and computational domains) or more sophisticated parameterizations of subgrid-scale processes.
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