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ABSTRACT

People spend most of their time in the workplace, often with high workloads and time pressure, a practice that contributes to increased stress levels. An accurate stress assessment method may thus be of importance to clinical intervention and diseases prevention. While different neuroimaging modalities have been proposed to detect mental stress, each modality experiences certain limitations. In this book, we introduced the state of the art of mental stress and investigated whether fusion of electroencephalographic (EEG) and functional near infrared spectroscopy (fNIRS) signals could help improve the detection rate of mental stress. The study proposed novel approaches to fuse the EEG and the fNIRS signals in the feature-level using joint independent component analysis (jICA) and canonical correlation analysis method (CCA) and predated the level of stress using machine-learning approach. EEG and fNIRS signals were decomposed into a set of features in the temporal and spatial domain. The jICA and CCA were then developed to combine the features to detect mental stress. The jICA fusion scheme discovers relationships between modalities by utilizing ICA to identify sources from each modality that modulate in the same way across subjects. The CCA fuse information from two sets of features to discover the
associations across modalities and to ultimately estimate the sources responsible for these associations. The study further explored the functional connectivity (FC) and evaluated the performance of the fusion methods based on their classification performance and compared it with the result obtained by each individual modality.

The jICA fusion technique significantly improved the classification accuracy, sensitivity and specificity on average by +3.46% compared to the EEG and +11.13% compared to the fNIRS. Similarly, CCA method improved the classification accuracy, sensitivity and specificity on average by +8.56% compared to the EEG and +13.03% compared to the fNIRS, respectively. The overall performance of the proposed fusion methods significantly improved the detection rate of mental stress, p<0.05. The FC significantly reduced under stress and suggested EEG and fNIRS as a potential biomarker of stress.
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1.1 Motivation

Stress constitutes an ever-growing problem in our society. It has become part of our daily life, and many people suffer from it. Stress is defined as the non-specific response of the body and mind to any demand of change [1]. People spend most of their time in the workplace, often burdened with high workloads and time pressure, which contributes to an increase of our stress levels. Stress is listed as the second most frequent work-related health problem in Asia and Europe. A majority of Malaysians are suffering from more stress-related illnesses due to the problems at work. A recent survey by Regus found that 70% of Malaysian employees were afflicted with diseases which stemmed from rising stress levels at work [2]. In 2002, stress in the workplace cost €20 billion to the enterprises of EU15 [3] and in 2005, 22% of working Europeans were reported as suffering from it [4]. According to a recent study, 51% of European workers have confessed that stress is common in their workplace, and it is estimated that 50–60% of all lost working days in European enterprises are due to work-related stress and psychosocial imbalances [3]. Similarly, in the United States and Australia, stress costs over $300 billion and more than $14.2 billion per a year accordingly [5].

Stress causes the activation of the hypothalamus-pituitary-adrenocortical axis (HPA axis) and the sympathetic nervous system (SNS) leading to an increase in the stress hormone (cortisol) in the adrenal cortex [6]. The continuous release of cortisol has a direct impact on our body, function and structure of the brain. It increases blood pressure, promotes the formation of artery-clogging deposits and causes brain changes
that may contribute to anxiety, depression, and even addiction. Stress has been recognized as one of the major factors contributing to chronic disorders and productivity losses. Long-term exposure to stress has been linked to a variety of health problems such as heart disease, obesity, diabetes, stroke and depression [7, 8]. Besides, it increases the size and activity of the amygdala which is involved in storing memories associated with emotional events [9]. In order to avoid stress and achieve the highest level of performance and help diminishing the risks, it is necessary to detect stress in its early stages, i.e. when it is still limited to acute or episodic stress.

1.2 Background

Stress can be measured and evaluated based on psychological, physiological and behavioural responses. The psychological evaluation of stress can be carried out by means of self-report questionnaires or by being interviewed by a psychologist [10]. However, these questionnaires only offer information about the current stress levels of the patient and not about the stressors or the evolution of the stress levels. These tests can be taken from time to time, but may not be suitable for detecting the subtle changes which can indicate the presence of a major problem in its early stage. Furthermore, questionnaires are subjective and require the full attention of the user. “People can suffer lapses in memory about the emotional tone of a day in as little as 24 h”, which means that we are not always aware of our real stress levels and that methods such as self-report questionnaires may indicate an incorrect stress level measurement [11, 12].

A more objective measure is the cortisol and alpha amylase level. The cortisol level can be estimated from urine, hair, sweat, blood and saliva [13]. Measurements from blood and saliva reflect real-time circulation of cortisol whereas others reflect cortisol production over time. Salivary cortisol has been established as a biomarker to evaluate stress in clinical and bio-behavioural studies [14]. Previous studies have shown that the cortisol level increases during stressful events and the occurrence of negative emotions [15]. Similar studies have shown a significant increase in the salivary alpha amylase level in response to stressful tasks such as, playing video
games, pre and post examination, Trier Social Stress Test (TSST), speech and counting, mental arithmetic, negative emotion, driving under stress condition and parachute jump [13, 16, 17]. However, the response time of cortisol is slow (in minutes) and its level is affected by circadian rhythms [18]. The concentration level of cortisol in the early morning is reportedly higher than that in the afternoon. Similar to psychological questionnaires, these methods are neither suitable nor practical when carrying out a continuous monitoring of stress levels. One of the researchers [19] has suggested that the continuous sampling of such biomarkers is not realistic. Actually, considering the preceding method, these kinds of measurements are only done when the affected himself or the people around him realize or suspect the severity of the situation.

Stress can also be measured through bio-signals. The more commonly used bio-signals in evaluating stress are heart rate, blood pressure (BP) and skin conductivity (SC) [20, 21]. Heart rate and blood pressure are reported to increase under stress conditions. The heart rate variability (HRV) has also been established as an instantaneous quantitative measure of the Autonomous Nervous System (ANS) activity associated with stress [22]. Stress can cause a decrease and increase in the high and low-to-high frequency components of the heartbeat interval signals. Skin conductivity, on the other hand, varies with the changes in the skin moisture level revealing the changes occurring in the sympathetic nervous system. However, these methods are also sensitive to other biological changes, humidity cardiovascular and skin diseases. Any robust assessment on mental stress alone may therefore be challenging.

Stress also affects individual behaviour. Some of the induced changes are well-known, for example being much more irritated or angry, but these are not easily measurable. Other possible behavioural changes have been investigated, by for example analyzing individuals interacting with technological devices in order to verify their relation to stress and in order to create a reliable way to measure it [23]. Behavioural measurements for stress recognition are much less frequent than the physiological ones in the state of the art. They have probably not been sufficiently studied, and thus, stress detection results in general are not as accurate as those
yielded by physiological methods [3]. These methods also require major human
intervention, including manually recognizing and interpreting visual patterns of
behaviour. As stress originates from the brain, it is highly desirable to measure and
evaluate the stress using advanced non-invasive neuroimaging techniques.

1.3 Non-invasive measurement

Functional neuroimaging constitutes a powerful tool in assessing the prefrontal cortex
(PFC) function in human subjects. Mental stress is known to be one of the risk factors
for neuropsychiatric disorders such as bipolar disorders, schizophrenia, anxiety and
depression [7, 24, 25]. Stress disrupts creativity, problem solving, decision making,
working memory and other prefrontal cortex (PFC)-dependent activities [26-28].
Animal and human studies have demonstrated the detrimental effects of
glucocorticoids (stress hormone) on PFC functioning [29] and identified it as the brain
region most susceptible to mental stress. A variety of external stress treatments [30,
31] have shown the potential to remedy the PFC functioning in animals and human
subjects.

Exposure to uncontrollable stress rapidly evokes chemical changes in the brain
that impair the higher cognitive functions of the PFC while strengthening the
primitive brain reactions [27]. It has been appreciated for decades that uncontrollable
stress drives mental illness, including aforementioned cognitive disorders. New
evidence furthermore suggests that it may also contribute to the cognitive
deterioration of Alzheimer’s disease. These disorders particularly afflict the most
newly evolved pyramidal cell circuits in the association cortex, circuits that are
uniquely regulated at the molecular level.

The PFC subserves our highest order cognitive abilities by generating the mental
representations that are the foundation of abstract thought and the basis for flexible,
goal-directed behavior. In primates, the PFC is topographically organized: the
dorsolateral PFC (DLPFC) guides thoughts, attention and actions, while the orbital
and ventromedial PFC (VMPFC) regulate emotion (Fig. 1.1a). The DLPFC has
extensive connections with the association cortices and the dorsal aspects of the
striatum for the regulation of thought and action [32]. In contrast, the most caudal and medial aspects of the PFC project to limbic structures such as the amygdala, ventral striatum, hypothalamus and brainstem for control of the autonomic nervous system (Fig. 1.1b). These PFC areas, along with the insular cortex, are taken to be critical for the mental suffering aspects of pain [31]. These areas receive projections from more rostral and lateral PFC and provide opportunities for the integration of cognitive and emotional processing. The PFC circuits are usually positioned to either facilitate or inhibit processing and thus allow for a flexible, top-down control. Human data suggest that the right hemisphere may be particularly important in inhibitory control.

The integrity of DLPFC function is often tested in working memory tasks, where information must be held in the mind and constantly updated to guide accurate and flexible responding. Under conditions when a subject feels alert, safe and interested, the phasic release of catecholamines strengthens the higher cognitive functioning of the PFC, thus allowing for the top-down regulation of thought, action and emotion. During stress exposure, high levels of catecholamines take the PFC ‘off-line’ while strengthening the functions of more primitive circuits, for example the conditioned emotional responses of the amygdala and the habitual actions of the basal ganglia. The amygdala activates brainstem stress systems that in turn activate the sympathetic nervous system.

Figure 1.1: Changes in the brain system controlling behavior under conditions of alert safety versus uncontrollable stress [31].
In order to study the development of stress, continuous measurements are required to study the mental state between consecutive tasks over a long period of time [33, 34]. According to previous studies [29, 30], solving arithmetic tasks under time pressure induces mental stress on the PFC. These studies use neuroimaging technologies (e.g. positron emission topography [PET] and functional magnetic resonance imaging [fMRI]) which have good spatial resolution yet limitations in terms of temporal resolution and susceptibility to motion artifacts. Furthermore, these neuroimaging techniques constrain the test subject to a fixed position and a laboratory setting [35].

Electroencephalography (EEG) is a possible alternative neuroimaging technique that does not possess the same limitations. Unlike functional magnetic resonance imaging and positron emission tomography, modern EEG hardware is light-weight and portable enough to be used during unconstrained full-body motion. Unlike Functional Near-Infrared Spectroscopy (fNIRS), the EEG has temporal resolution in the order of a few milliseconds that makes it suitable for measuring cortical changes during workplace activities [36, 37]. EEG signals are categorized by the frequency bands Delta (1-4 Hz), Theta (4-8 Hz), Alpha (8-12.5 Hz) and Beta (12.5-30 Hz). Each frequency band can be used to describe the mental state of a person. Alpha and beta frequency power is linked to negative mood, stress and depression [38-42].

Only a few studies have used EEG to study mental stress. The brain region under study depends on the type of stimuli or tasks (visual, working memory or audio). Hill and Castro found high beta rhythm activity in the sensory motor area during stressful healing task [43]. Seo and Lee identified a similar high beta wave in the frontal and occipital lobe when negative images were presented to induce stress [44]. Choi et al. found a positive correlation between EEG beta power rhythms with stress in the temporal lobe [45]. Thompson and Alonso both proved an increase of beta waves associated with a decrease of alpha waves in the anterior cingulate and frontal anterior cortex [46, 47]. Gärtner et al. reported that the frontal theta decreased during stressful mental arithmetic tasks [48, 49]. Harmony et al., however, reported high delta waves while solving difficult mental arithmetic tasks [50]. Separately, Marshall and Lopez-
Duran identified a negative correlation between the EEG alpha power rhythm and stressful events in the prefrontal cortex where the alpha rhythm decreased with stress [51, 52]. In order to detect mental stress, pattern recognition approaches are often adopted [53]. Studies have shown that EEG signals can be used to classify mental stress in the resting state [3, 5, 54-56]. However, EEG has traditionally been thought of as possessing poor spatial resolution and being highly prone to motion artifacts [57]. This can be overcome by combining the EEG with another neuroimaging modality that has a complementary nature.

Functional Near-Infrared Spectroscopy (fNIRS) constitutes a new neuroimaging technique that measures the cerebral hemodynamics associated with neural activity. The technique sends near-infrared light (in the wavelength range 695 - 850 nm) directly into the head [58]. Based on the absorptivity, the change in concentrations of oxygenated ($O_2Hb$) and deoxygenated ($HHb$) hemoglobin can be estimated using modified Beer-Lambert law [59]. Hence, fNIRS is a promising alternative, achieving some middle ground in spatial and temporal resolution as well as mobility between EEG and fMRI techniques [60-63]. Note that, the spatial resolution in fNIRS is based on how deep it penetrate the scalp not based on the number of optodes as the case of EEG system. In other words, the spatial resolution of fNIRS relies on the area of activation. The fNIRS has found its applications in cognitive and behavioural studies. Commonly used tasks to activate the prefrontal cortex (PFC) include mental arithmetic, word generation, colour-word matching, Stroop task, mental rotation, working memory task and inhibition [64-66]. More recently, fNIRS has been accepted as an assistive tool to differentiate depression, bipolar disorder and schizophrenia [67, 68]. Additionally, the measurements have been shown to be consistent with fMRI and EEG [69, 70].

1.4 Problem formulation and research question

Previous studies have evaluated stress by using questionnaires, physiological variables and recently based on advanced neuroimaging tools. However, questionnaires remain subjective and require the full attention of the user [11, 12, 71].
These questionnaires only offer information about current stress levels of the user, do not identify the stressors and do not explain the evolution of the stress levels. These tests can be taken from time to time, yet may not be suitable for detecting the subtle changes which can indicate a major health problem in its early stage. Physiological variables including cortisol level, heart rate, blood pressure and skin conductivity are also known to be affected by circadian rhythm, cardiovascular disease, and humidity [18, 72-74]. Furthermore, the concentration level of cortisol in the early morning is higher than that in the afternoon. Hormonal measurements are intrusive, costly and slow methods of analysis [75]. In addition to psychological questionnaires, these methods are not deemed suitable or practical for carrying out a continuous monitoring of stress levels. Furthermore, the stress assessment is often done after the effects have already become obvious to the subject or the people close to him or her. Changes can be detected by performing measurements every several months and by comparing the results, yet this may not be sufficient in order to detect any subtle changes related to early stages of stress [76]. Advanced neuroimaging tools such as functional magnetic resonance imaging and positron emission tomography have good spatial resolution, yet are limited in terms of temporal resolution and susceptibility to motion artifacts. Additionally, these tools require the test subjects to remain still during scanning [35]. Electroencephalography (EEG) constitutes a possible alternative neuroimaging technique that does not possess the same limitations. The EEG has temporal resolution in the order of a few milliseconds, which makes it suitable for measuring cortical changes during workplace activities [36, 37]. However, the EEG is generally considered as having poor spatial resolution (compare to excellent fMRI modality) and being highly prone to motion artifacts [57]. Functional near-infrared spectroscopy (fNIRS) has allowed human cortical activity to be measured during unconstrained movements, the temporal resolution is sub-second, and the spatial resolution is on order of 1 cm² at best. In order to overcome these constraints, it is advisable to combine the EEG with fNIRS modality to provide a complementary nature. Few studies have combined EEG and fNIRS signals in the feature level as well as in the decision-level fusion [77-79]. One major drawback of these studies is that, they did not discover the associations across the modalities as the fusion was performed by concatenation or by combining the output of the classifiers. Another problem with
these approaches is that they failed to improve the overall classification performance as interlink/correlation between modalities was not investigated. Developing a fusion model to discover the association across modalities is very important to provide complementary nature and results in improving the overall diagnosis and classification performance.

1.5 Hypothesis

This study hypothesize that developing feature-fusion model to combine the EEG and the fNIRS features can assess mental stress more accurately than using either technique alone. The EEG and the fNIRS possess several advantages over other neuroimaging modalities (e.g. Magnetic Resonance Imaging MRI, Positron Emission Tomography PET) as they are non-invasive, portable, less expensive, safe for long-term monitoring, and reported to be a good complementary [80, 81]. The integration of these two modalities offers a means to partially overcome the limitations of each of the individual modalities by combining their complementary aspects in one single analysis. The proposed multimodal fusion is likely to lead to a more robust means of stress detection.

1.6 Objectives

This thesis aims at achieving the following objectives:

1- To detect the level of stress based on the cortical activity and cortical connectivity under normal-control and stress conditions while performing an arithmetic task;

2- To develop a fusion model of EEG and fNIRS features to discover the association across them and examine if the model can improve mental stress detection over individual modality.
1.7 Thesis layout

Chapter one introduces the motivation, background, hypotheses and objectives for this work. Chapter two reviews the physiology of stress and the psychological stress elucidation methods. A detailed account on the studies focusing on the development of biomarkers of stress is presented. The purpose of this review chapter is manifold. Firstly, to identify the research gaps that can help in formulating the problem statement and driving the objectives for this thesis. Secondly, the replication of the results based on the data presented in this work so that the proposed method can be compared with the previously applied methods and to review the literature involving psychological evaluation, physiological evaluation and behavioral evaluation. Psychological evaluations mainly focused on questionnaires and the way patients were interviewed by psychologists. Physiological evaluations include hormone levels, heart rate variability (HRV), galvanic skin response (GSR), Skin Temperature (ST), Electromyography (EMG), respiration, and blood volume pulse (BVP), EEG signals and hemodynamic responses are measured by functional magnetic resonance imaging (fMRI) and fNIRS modalities. In addition, physical signals for measuring stress include pupil diameter (PD) and thermal images. The behavioural evaluations focused on key-stroke and mouse dynamics, posture, facial expression and speech analysis. In short, the second chapter highlights the important benefits and drawbacks of each method. The third chapter focuses on the proposed fusion methods and elaborates the sub-process such as the features extraction and selection, building classification models and validation. In addition, the methods used for the localization of stress on the PFC subregions are elaborated in topographical mapping. Finally, functional connectivity is investigated to study the effects of stress on intra- and inter-hemispheric. Chapter four discusses in detail the results computed by the proposed individual modality as well as the fusion methods. Chapter five concludes the study with a summary of the results and implications for future work in mental stress assessment.
CHAPTER 2

STRESS ASSESSMENT METHODS: LITERATURE AND BACKGROUND

This chapter discusses about mental stress. First, the chapter explains the physiology of stress and stress stimulus followed by an extensive review about methods assessing mental stress. These include psychological assessment, physiological assessment and behavioural assessment methods. Subsequently the different types of advanced neuroimaging systems were explained, including EEG, fMRI and fNIRS together with their application to neurological assessment types including stress. Focusing on the EEG and fNIRS systems, the chapter explains basic operation of near infrared spectroscopy followed by optical properties of brain tissue and the Beer-Lambert law for calculation of hemodynamic signals. Lastly, most related studies are summarized and compared.

2.1 Physiology of stress

Stress is unpleasant, even when it is transient. A stressful situation, whether environmental such as a looming work deadline or psychological such as persistent worry about losing the job can trigger a cascade of stress hormones that produce well-orchestrated physiological changes. A stressful incident can make the heart pound, breathing quicken and muscles tense. This combination of reactions to stress is also known as the "fight-or-flight" response because it evolved as a survival mechanism that enables people and other mammals to react quickly to life-threatening situations. The carefully orchestrated yet near-instantaneous sequence of hormonal changes and physiological responses helps the distressed individual to fight the threat off or flee to safety. Unfortunately, the body can also overreact to stressors that are not life-threatening, such as traffic jams, work pressure, and family difficulties.
Over the years, researchers have learned not only how and why these reactions occur, but have also gained insight into the long-term effects stress has on physical and psychological health. Over time, repeated activation of the stress response takes a toll on the body. Research suggests that prolonged stress contributes to high blood pressure, promotes the formation of artery-clogging deposits, and causes brain changes that may contribute to anxiety, depression, and addiction. More preliminary research suggests that chronic stress may also contribute to obesity, both through direct mechanisms (i.e. causing people to eat more) or indirectly (decreasing sleep and exercise). The stress response begins in the brain (see Fig 2.1). When someone confronts an oncoming car or any other danger, the eyes and ears send the information to the amygdala, an area of the brain that contributes to emotional processing. The amygdala interprets the images and sounds. When it perceives danger, it instantly sends a distress signal to the hypothalamus. When someone experiences a stressful event, the amygdala, an area of the brain that contributes to emotional processing, sends a distress signal to the hypothalamus. This area of the brain functions like a command center that communicates with the rest of the body through the nervous system so that the confronted person has the energy to fight or flee.

![Figure 2.1: Stress response](image)

The hypothalamus functions very similar to a command center. This area of the brain communicates with the rest of the body through the autonomic nervous system.
that controls such involuntary body functions as breathing, blood pressure, heartbeat, and the dilation or constriction of key blood vessels and small airways in the lungs called bronchioles. The autonomic nervous system has two components, the sympathetic nervous system and the parasympathetic nervous system. The sympathetic nervous system functions like a gas pedal in a car. It triggers the fight-or-flight response and provides the body with a burst of energy so that it can respond to immediate danger. The parasympathetic nervous system acts like a brake and promotes the "rest and digest" response that calms the body down after the danger has passed.

Once the amygdala sends a distress signal, the hypothalamus activates the sympathetic nervous system by sending signals through the autonomic nerves to the adrenal glands. These glands respond by pumping the hormone epinephrine (also known as adrenaline) into the bloodstream. As epinephrine circulates through the body, it induces a number of physiological changes. The heart beats faster than normal and pushes blood to the muscles, heart, and other vital organs, and the pulse rate and blood pressure go up. The person undergoing these changes also starts to breathe more rapidly. Small airways in the lungs open wide. In this way, the lungs can take in as much oxygen as possible with each breath. Extra oxygen is sent to the brain, thus heightening alertness. Sight, hearing, and other senses become sharper. Meanwhile, epinephrine triggers the release of blood sugar (glucose) and fats from temporary storage sites in the body. These nutrients flood into the bloodstream, supplying energy to all parts of the body.

All of these changes happen so quickly that the distressed individual is not aware of them when they happen. In fact, the wiring is so efficient that the amygdala and hypothalamus start this cascade even before the brain's visual centers have had a chance to fully process what is happening. That is the reason why people are able to jump out of the path of an oncoming car even before they think about what they are doing. As the initial surge of epinephrine subsides, the hypothalamus activates the second component of the stress response system known as the HPA axis. This network consists of the hypothalamus, the pituitary gland, and the adrenal glands.
The HPA axis relies on a series of hormonal signals to keep the sympathetic nervous system (the "gas pedal") pressed down. If the brain continues to perceive something as dangerous, the hypothalamus releases corticotropin-releasing hormone (CRH) that travels to the pituitary gland and triggers the release of adrenocorticotropic hormone (ACTH), as shown in Fig 2.1. This hormone travels to the adrenal glands and prompts them to release cortisol (stress hormone). The body thus stays revved up and on high alert. Once the threat has passed, the cortisol level falls, and the parasympathetic nervous system (the "brake") then dampens the stress response [82].

2.2 Psychological stress elicitation

In order to carry out stress-related studies and research, it is necessary to provoke the stress response on the desired subject at the required moment. For this purpose, several stress elicitation methods have been developed and validated. The Stroop Color-Word Interference Test and mental arithmetic tasks are the most commonly tests used in previous studies. Both methods have been frequently studied [83]. Similarly, car driving [20] and watching visuals with stressful content and playing computer games are also considered as stress eliciting tasks [32, 84-88]. In a recent study [89], the speed and difficulty of a game have been varied in order to provoke stress and calm reactions alternately on subjects. Public speaking tasks [90] and the Cold pressor test [91] have also been used to induce stress. Finally, Dedovic et al. and others [33, 34, 92] have tested and validated arithmetic task difficulty with fMRI as a stress eliciting method. The aforementioned methods altered physiological as well as biological changes in the body that include increasing the heartbeat, blood pressure, skin conductance and the level of cortisol or stress hormone. Figure 2.2 summarizes the overall physiological changes occurring after exposure to the stress stimulus.
2.3 Measuring stress levels

In human subjects, the Sympathetic Nervous System (SNS) provokes the stress response carrying psychological, physiological and behavioural symptoms [21]. Psychological response is understood as “of or relating to the mind or mental activity” [23] and does not involve the execution of an action. Physiological responses are part of the normal functioning of a living organism or bodily part [24], therefore, they are non-voluntary actions or responses and very hard or impossible to notice by external observation. On the other hand, behavior is defined as “the manner of conducting oneself” [25]. Unlike the physiological response, it involves an action that can be controlled or changed relatively easily in a voluntary way and externally observed.

Psychological responses comprise the increase of strong negative emotions, such as anger, anxiety, irritation or depression [93] and can also make our emotional responses more intense. People tend to feel more worried, frustrated, and hostile with the consequent effects on our relationships [94]. From a physiological point of view, the increase of SNS activity changes the hormonal levels of the body and provokes reactions like sweat production, heart rate increase and muscle activation [95].
Respiration becomes faster and the blood pressure increases [96]. As a consequence of changes in the muscles controlling the respiratory system and the vocal tract, speech characteristics also change. The skin temperature decreases together with that of the hands and feet [26] and the Heart Rate Variability (HRV) decreases [27]. The pupil diameter may vary.

Finally, behavioural reactions include eye gaze and blink rate variations, in addition to changes in facial expressions or head movement [97]. When working in an office environment, interaction patterns with the computer can be affected, together with the General Somatic Activity or the body’s agitation level. Performance related to the accuracy and cognitive response, such as the logical thinking [94], attention and working memory can also be affected and lead to a decreased productivity and a tendency to make mistakes. Some people may also abuse tobacco, alcohol and drugs [98]. While the analysis of physiological changes has been the objective of many stress studies, other areas such as behavioural changes have yet to be studied in more depth.

2.3.1 Psychological evaluation

The psychological aspects of stress are usually evaluated by means of self-report questionnaires or through interviews by psychologists. Self-report questionnaires constitute the most commonly used method to measure stress levels in humans based on specific scales (e.g. Stress Self Rating Scale (SSRS) [99, 100], Medley Hostility Scale, and Stress Response Inventory (SRI) [101, 102]. However, these questionnaires only offer information about the current stress level, yet do not help in identifying the stressors or explain the evolution of the stress levels. These tests are usually taken at certain intervals and are not suited to detect the subtle changes indicating a major health problem at its early stage. Additionally, these assessments require major human intervention, including manually recognizing and interpreting visual patterns of behavior in observational studies. In fact, these types of assessment are taken only when the affected himself or the people around him or her realize or suspect a severe problem at which time it is already too late for constructive intervention in the vast majority of the cases. Besides, questionnaires are known to be highly subjective.
People can suffer lapses in memory about the emotional tone of a day in as little as 24 hours [71], which means that they are not always aware of our real stress levels and that methods such as self-report questionnaires may result in an incorrect stress level measurement.

2.3.2 Physiological evaluation

The Autonomic Nervous System (ANS) responsible for involuntary actions is made up of the Sympathetic and the Parasympathetic Nervous System. The exposure to stressful events causes dynamic changes in the ANS where the activity rate in the Sympathetic Nervous System (SNS) increases and the activity rate in the Parasympathetic Nervous System (PNS) activity decreases. Alternatively, activities in the PNS dominate during resting state activities. SNS and PNS regulate the galvanic skin response, heart rate variability, blood pressure and brain waves, which are the main measures for stress. Symptoms of stress appear as time progresses, which makes continuous recordings of physiological signals significant to monitor variations and detect stress reliably. The most common physiological signals for detecting stress include hormone levels, heart rate variability (HRV), galvanic skin response (GSR), Skin Temperature (ST), Electromyography (EMG), respiration, and blood volume pulse (BVP). In addition, physical signals for measuring stress include the pupil diameter (PD), thermal images, eye gaze, voice characteristics, and face movement. The overall physiological and physical measures being investigated in the existing body of research literature are illustrated in Fig. 2.3.
2.3.2.1 **Hormone levels**

The stress response changes the endocrine and immune systems by releasing adrenaline and cortisol hormones [54] from the adrenal cortex and the adrenal medulla respectively. Cortisol levels follow a daily cycle in healthy people characterized by peak values in the early morning, decreasing values during the whole day and lowest values at night. Under stress, the ability to regulate cortisol levels decreases keeping them high even at night and changing the typical patterns [103]. Cortisol levels are considered a reliable biomarker of psychological stress [14] and can be estimated from urine, hair, sweat, blood and saliva, the latter being preferred in research due to its non-invasive nature [13]. Among these markers, saliva has the largest variability in concentration to the occurrence of stress. Saliva samples are also very easy to obtain and can be collected at any time. Therefore, saliva is perfectly suited for research in natural environments such as the home and the workplace. Measurements from saliva and blood reflect real-time circulation of cortisol, whereas other measures reflect cortisol production over time. Although cortisol levels measured in blood can offer better inter-individual differences, they are difficult to acquire simultaneously.
Clinical and bio-behavioral studies have shown that cortisol levels increase during stressful events and the occurrence of negative emotions [15, 104, 105]. Additionally, cortisol plays an important role in the regulation of various physiological processes such as blood pressure, glucose levels, and carbohydrate metabolism. The main drawback of cortisol is that its response time is slow (in minutes) and its level can be affected by the subject’s sex, age, circadian rhythms, meals, drugs, and salivary flow rate [18]. It has been reported that the level of concentration is higher in the early part of the day than in the afternoon.

Salivary alpha amylase (sAA) constitutes another alternative stress measure. It has been established as a biomarker for the psychological stress response within the SNS [106, 107]. Several studies have shown a significant increase in salivary alpha amylase level in response to stressful tasks such as playing a video game, before and after an examination, Trier Social Stress Test (TSST), speech and counting task, mental arithmetic task [16], negative emotion, driving under stress conditions and parachute jumping [108, 109]. The changes in α-amylase levels are more remarkable than those in salivary cortisol after the same task of stress. Compared to salivary cortisol, alpha amylase is more stable, easy to use, and highly sensitive to physiological stressors and psychological stress.

However, similar to the psychological questionnaires, these methods are not suitable or practical for carrying out a continuous monitoring of stress levels. Some researchers [19] have suggested that the continuous sampling of such biomarkers is not realistic. In fact, these kinds of measurement are only done when the affected himself or herself or the people around such an individual realize or suspect the severity of the case. Changes can be detected by performing measurements at an interval of every several months and through comparing results, yet this may not be enough to detect subtle changes related to the early stages of stress [76]. As Sharma and Gedeon [54] state, these methods “require major human intervention, including manually recognizing and interpreting visual patterns of behavior”. Unfortunately, individuals may not recognize these signs and allow them to go untreated [96]. Vizer et al. [76] also suggests that “current tests are usually administered in a physician’s office or a rehabilitation facility, causing inconvenience for the patient, using valuable
healthcare resources, and making frequent monitoring unrealistic”. Hormonal measurements are intrusive, costly, and slow methods of analysis [75]. Consequently, the realization of a person being over-stressed often comes too late and at a time when obvious health problems have already manifested themselves.

2.3.2.2 Electrocardiogram (ECG)

The electrocardiogram (ECG) constitutes a popular non-invasive measure to detect cardiovascular conditions by measuring the electrical activity generated by the heart. ECG signals are one of the most used signals in stress detection research as they reflect activity of the heart directly, which is clearly affected by ANS changes [110]. It can be easily measured by placing some electrodes on specific places of the body and measuring the potential difference. The number of electrodes and their positions varies. The simplest and most effective way is to place three electrodes one on the right arm, one on the left arm and the last one on the left leg respectively.

The most typical and useful features computed with an ECG are those related to the Heart Rate Variability (HRV). Stress studies have used ECG signals successfully, such as in Cinaz et al. [111] who considered a threefold classification problem to separate office workers’ mental workload into low, medium and high groups using only an ECG signal and nine HRV features (eight time domain features and the LF/HF ratio), achieving correct predictions for six out of seven subjects using Linear Discriminant Analysis (LDA). Similarly, Wijsman et al. [95] measured ECG in combination with skin conductance, respiration and EMG of the Trapezius muscles. Using five features from those signals including the heart rate they achieved an accuracy of 80% and 69.1% in the non-stress and stress detection respectively.

In a study completed by Palanisamy et al. [83], HRV, ECG, EMG, EDA and ST were measured, and a total of 148 features were extracted. The classification accuracy of each of the signals was analyzed individually. The results showed that the ECG and the HRV performed better in stress detection compared to the other signals. Precisely, a maximum classification rate of 93.75% was achieved with the HRV followed by the ECG with 76.25% and a minimum classification rate with EDA signals of 70.83%.
Melillo et al. [112] investigated the effect of stress on the HRV parameters under real-life conditions, unlike most of the state of the art works which have analyzed them in laboratory settings. They selected two critical moments to measure the ECGs of students, while they were taking an oral exam and again after their holidays. They used 13 non-linear HRV features and LDA to classify stressed and relaxed situations and achieved an accuracy of 90%, thus affirming the potential of these signals for real life stress detection. All these results suggest that ECG and HRV features allow distinguishing between different mental workloads and stress levels.

Furthermore, it has been proven that the ECG can be monitored continuously. Okada et al. [19] developed a continuous stress monitoring system for office workers based on ECG recordings aided by an accelerometer used for activity recognition and motion artifact removal. The RRI (R-R Interval), HRV spectrum and Tone and Entropy information were extracted from the ECG. After a three-day experiment, the availability of the system was validated and the feasibility of a continuous monitoring system approved. However, the developed system needed an offline analysis to be carried out by an expert. The main drawback of this method is that it is sensitive to other biological changes as well as cardiovascular diseases [72]. The robust assessment on mental stress alone can therefore be considered as challenging.

2.3.2.3 Electrodermal Activity (EDA)

EDA is one of the best real-time correlates of stress [20]. It is linearly related to arousal and it has been widely used in stress and emotion detection studies [20]. Some researches consider EDA measures as the basis for analysing the performance of other signals [75]. A highly relevant stress related research was carried out by Healey et al. [20], where a real-live driving task was analysed with hand and foot EDA, together with three other physiological measurements, namely ECG, Trapezius muscle EMG and respiration. Three levels of stress were induced on the test subjects by making them drive through a highway (medium stress level), through a city (high stress level) and have rest periods (no stress). A total of 22 features were extracted, and a LDA classifier was used achieving a recognition rate of 95%, 94.7% and 97.4% for low,
medium and high stress levels respectively. From the viewpoint of a continuous monitoring of stress levels, the EDA and HRV were found to serve as the best correlates of real-time stress. De Santos Sierra et al. [113] created individual stress templates for 80 individuals using EDA and HR signals and a fuzzy logic algorithm. An accuracy of 93.5% was achieved for a two-way classification problem suggesting that both signals indeed possessed the potential for detecting stress levels precisely and in real-time. Other researches are not consistent with these results. Seoane et al. [114] concluded that cardiac and respiratory activity was a better stress indicator than EDA, ST and speech, and Palanisamy et al. [83] affirmed that EDA offered a lower classification accuracy than ECG, HRV, EMG and ST signals. Together with the heart rate, this type of measurement is affected by humidity and skin disease.

2.3.2.4 Blood Pressure (BP)

Blood pressure is defined as the pressure of the blood against the inner walls of the blood vessels that can be measured using a stethoscope and a sphyngomanometer [115]. It is proven that stress increases the blood pressure depending on the experienced stress levels. Nevertheless, Hjortskov et al. [73] state that blood pressure is not as good an indicator as HRV to detect stress situations. They discovered an increased blood pressure during the whole experiment, both in stress situations and control situations, and observed no differences in terms of the decrease in control situations when there was no exposure to stressors. They stated that this could be explained by the fact that unlike HRV which is regulated by the “central command”, blood pressure is regulated peripherally and is influenced by local conditions in working muscles which can mask the changes of mental workloads. Thus, BP may not be as suitable as other physiological measurements for detecting subtle stress responses in real-time.

2.3.2.5 Skin Temperature (ST)

Skin temperature (ST) at constant room temperature may vary for different reasons such as fever, malnutrition, physical exertion and physiological changes [74]. If the
other variables are controlled, the effect of any physiological changes can be appreciated. Physiological variations in the ST mainly come from localized changes in blood flow caused by the vascular resistance or arterial blood pressure that are in turn influenced by ANS activity [116] suggesting that stress level changes ST. It can be easily measured by placing a temperature sensor in contact with the skin. ST has been measured in many stress and emotion detection researches [114]. However, not all of them agree on the effects that stress and emotions have on this parameter. Some of them affirm that the finger temperature rises with stress. In the experiment carried out by Palanisamy et al. [83], the ST measured under the armpit increased in most of the subjects. Notwithstanding, other studies suggested that the finger temperature decreases under stress. Skin temperature of facial features, such as the nose and forehead can be an effective indicator in objectively evaluating human sensations such as stress and fatigue. Nakayama et al. [35] found out in a research carried out with monkeys that a decrease in nasal ST is suffered when negative emotions arise. However, recent researches on facial thermal imaging suggest that the facial temperature in some parts rises when a person feels stressed [117]. Some other researchers simply state that the ST does not provide much information on the subjects’ emotions [74]. This may be true when considering universal temperature patterns, yet the reason for these disagreements may probably lie in the fact that the temperature response hardly depends on each individual. Further research is needed to clarify this ambiguity.

2.3.2.6 Electromyogram (EMG)

An Electromyogram (EMG) measures the electrical activity of the muscles by placing electrodes over the muscle of interest. As it is known that stress elevates muscle tone, many researches have been done to analyse the potential of the EMG for measuring stress. Stress has been found to provoke involuntary reactions on facial and Trapezius muscles [83]. In the study carried out by Wijsman et al. [118], it was verified that a significant increase in Trapezius muscle activity is suffered during mental stress. This increase in Trapezius muscle activity is translated into the increase of the EMG amplitude and a decrease in the amount of gaps, i.e. short periods of relaxation. They
also observed that low frequency contents increase significantly under stress situations, thus demonstrating that the EMG signals provide useful information in detecting mental stress.

Wei [89] affirmed that the EMG is more effective than respiration signals for detecting stress levels. In this study, the EMG and respiration measurements which resulted in the extraction of a total of 37 features from these signals. The LDA classifier was used for a two-way classification problem, and the results showed that the EMG signals provided a more relevant information than respiration signals achieving 92.8% of accuracy discriminating relax and stress states with the EMG and 86.7% with respiration. As in regard to most of the physiological measurements, obtaining an EMG can be obtrusive for certain situations. In order to make them more practical and realistic, Taelman et al. [119] developed a biofeedback EMG recording shirt for daily use. However, this type of measurement can only be only used for evaluating physical stress.

2.3.2.7 Respiration

In 1973 researchers from the department of psychology of the Peking University discovered that when the stress level changes, the speed and depth of respiration system also change [89]. Due to this finding, respiration has been measured in many stress related researches [20, 95, 120] together with other physiological signals. Respiration can be measured with a pneumotachometer (or pneumotachograph). Nevertheless, a device of this nature may be very intrusive and consequently the possibility of estimating respiration rates from an ECG signal has already been analysed [121] with satisfying results. Unfortunately, the literature suggests that respiration monitoring is not as useful as other physiological signals. Healey et al. [50] found out that the contribution of respiration signals to stress detection was far from being as evident as the EDA or HRV contribution. Wei [89] also qualified respiration signals as less effective in stress classification than the EMG signals.
2.3.2.8 Blood Volume Pulse (BVP)

Blood Volume Pulse is the measure of the volume of blood that passes over a photoplethysmographic (PPG) sensor with each pulse. Photoplethysmography consists of measuring the blood volume of the skin capillary beds in the finger, relying on the capability of blood for absorbing light. The BVP has not been used as frequently as other signals in stress detection researches. Zhai and Barreto [122] measured it together with other three physiological signals, and a competent prediction method was developed. The biggest contribution of this signal in the literature is probably that it allows to measure information on the HRV non-intrusively. Chigira et al. [123] took advantage of this property and described a photoplethysmographic mouse to measure heart activity in office workers in a completely transparent way. More specifically, the blood volume of the fingers is measured using a near-IR light and a photo-detector by which enough IBI (Inter Beat Interval) precision is achieved to compute HRV features.

2.3.2.9 Pupil Diameter (PD), eye gaze and blinking

Pupil Diameter, eye gaze and blink rates can be measured with infrared eye tracking systems or with image processing techniques applied to visual spectrum images of the eyes. Pupil dilations and constrictions are governed by the ANS. Thus, the PD exhibits changes under stress situations [124], and the existing literature suggests that it can positively contribute to the problem posed herein. Liao et al. [125] affirmed that pupils are dilated more often under stress situations. Similar study by Barreto [65] used PD as stress inferring information, together with BVP, EDA and ST. Their results indicated the validity of the chosen signals and features for a two-way classification problem, i.e. to distinguish between stressed and not stressed people, as an accuracy of 90.10% was achieved. Barreto et al.[126] also carried out significant researches related to the PD activity under stress stimuli. They verified that the PD measured before and after the stress stimulus show different statistics and that the mean of the PD signal is significantly more relevant than the mean ST, the mean BVP and the mean of BVP period for the identification of affective states [127]. Sakamoto
et al. [128] measured PD variability in the same frequency bands as HRV. They concluded that the LF/HF ratio of the PD variability can effectively replace the LF/HF ratio of HRV, thus validating its use in stress recognition.

Recently, a work of Ren et al. [129] affirmed the high ability of the PD features to discriminate between stress and relaxed situations. In fact, their results showed that the PD outperforms the EDA features. In their study, 42 individuals were subjected to an experiment where stress was induced by a Stroop test while their EDA and PD signals were being measured. A self-assessment test with two questions was answered by all the subjects in order to verify the stress eliciting method, and only those subjects who reported a higher stress response than a certain threshold were selected. T-test based labels were also computed to select relevant sections of the data. A total of three features were extracted from each one of the signals. Five different classifiers were used to create the stress models in which four out of five gave the best results using the questionnaire-based labels and the PD features. Only one out of five used the combination of both the EDA and PD features, and the worst in all the cases was achieved by using only the EDA based features. When t-test-based labels were used instead of the questionnaires, similar results were achieved. The PD features outperformed all the others in three out of five cases. In the other two cases, the combination of both yielded the highest accuracy while there was no case in where the EDA outperformed the PD. The highest accuracy of 88.71% was achieved with the Naive Bayes algorithm using only PD features and self-reported stress levels as ground truth.

2.3.2.10 Thermal Imaging (TI)

Several existing studies state that stress can be measured from thermal images due to the temperature changes suffered from stressed individuals [35, 84, 130]. Facial temperature can be easily measured using an Infrared camera, which is a completely unobtrusive method, thus making it interesting for office-place applications. In the past few years, this technique has been included in the set of stress measuring methods. In 2009, Levine et al. [35] have used the TI to analyze the activation of the
corrugator muscle placed on the supraorbital area which may indicate mental stress. They concluded that the progressive and sustained corrugator muscle warming was experienced by all the subjects under stress conditions. They also affirmed the possibility of detecting subtle changes using this method due to the lack of adipose tissue above the corrugator muscle, thus minimizing the thermal inertia needed for provoking changes on the surface. Norzali et al. [117] confirmed the previous information verifying that supraorbital temperature changes under stress situations. They further found out that the blood flow under stress situations also increased in periorbital and maxillary areas. A stress detection system using a combination of both thermal and visual spectrum (VS) facial data has also been tested by Sharma et al. [84]. Facial expressions were analyzed in visual images while temperature changes have been detected in thermal images. Spatio-temporal features were extracted from recordings where the subjects’ faces were registered while watching stressed and not-stressed films. A classification accuracy of 85% was achieved using LBP-TOP (Local Binary Pattern – Three Orthogonal Planes) features for the VS and LBP-TOP and HDTP (Histogram Dynamic Thermal Patterns) features for the TI. The promising results obtained with the TI have led other researches to analyse the facial blood flow under stress situations with even more sophisticated methods. Recently, Chen et al. [131] developed a stress detection system based on hyperspectral imaging, improving the TI technique for situations where big temperature changes or changes in subjects’ sweating due to reasons other than stress may arise. The aim of using this technique was to detect the tissue oxygen saturation on facial tissues as the increase in facial blood flow under stressful situations suggests that oxygen saturation may also vary. Results prompt the use of this method for stress detection as increased StO2 levels have been detected around the eye sockets and forehead areas, but further research is needed for verifying its viability in real-time and real-life situations.

2.3.3 Behavioural evaluation

Behaviour regards expectations of how a person or a group of people behave in a given situation based on established protocols, rules of conduct or accepted social practices [132]. Stress affects individual behaviour. Some of the induced changes are
well-known, for example being much more irritated or angry, yet these are not easily measurable. Other possible behavioural changes have been investigated, for example by analyzing people’s interactions with technological devices in order to verify their relationship with stress and to create a reliable way to measure it. The advantage of measuring behavioural responses is that unlike physiological measurements, they can normally be executed in a totally unobtrusive way and in some cases, without the need of expensive extra equipment.

2.3.3.1 Keystroke and mouse dynamics

Under keystroke dynamics is understood the study of the unique characteristics that are present in an individual’s typing rhythm when using a keyboard or keypad [133]. In the same way, mouse dynamics are affected by the subject’s characteristics when moving it or clicking on its buttons. Keystroke and mouse dynamics have been widely analysed in the security area for authentication of people and for emotion recognition as summarized by Kolakowska et al. in their recently published review [134]. Stress detection has also been the objective of some studies based on keystroke and mouse dynamics. In 2003, Zimmermann et al. [135] first mentioned the possibility of using mouse and keyboard dynamics information to measure the affective state of the user. Thenceforth, many other researchers have tried to implement a method based on different features extracted from these devices. One of the biggest advantages of using a keyboard and a mouse for this purpose is that the developed technique is not intrusive and there is no need of any special hardware. Vizer et al. [76] highlighted other advantages like allowing to monitor information continuously leading to the possibility of an early detection and permitting to easily extract baseline data. Moreover, the article states that these kinds of systems can be introduced in the users’ everyday life without the need to change their habits.

Individual writing patterns are considered to be stable enough for security applications, yet small variations attributed to stress and other situational factors on these patterns have been detected. Some researchers, as for example Hernandez et al. [75] affirm that relevant information about the affective and cognitive state of the user
can be provided by keyboard dynamics. In their study, a pressure sensitive keyboard and a capacitive sensing mouse was used in order to detect stress levels in users. Self-reports and physiological signals were used as reliable assessment techniques. The results showed that 79% of the participants increased significantly the typing pressure and that 75% had more contact with the mouse under stress. This may be inconsistent with other studies [125] that affirmed that the mouse button is clicked harder when stress is decreasing. Surprisingly, no significant differences were found in terms of the amount of characters introduced, task duration or typing speed between the stressed and relaxed conditions.

Other authors disagree that keyboard dynamics provide relevant affective and cognitive information. Alhothali [136] stated that typing speed, key latency and key duration are only weakly correlated to emotional changes. Nevertheless, others [137] have already gone a step further accepting the reliability of behavioural biometrics based on keyboard and mouse usage patterns to assess stress levels by using it to extract personality traits.

2.3.3.2 Posture

It has been proven that posture is a good indicator about the feelings of the worker towards the tasks they are carrying out [138]. Thus, individual postural behaviour may also provide important information about stress levels. Anrich et al.[139] have tried to verify this hypothesis by analyzing the changes in the posture of office workers using a pressure distribution measuring system installed in their chairs. The spectra of the norm of the pressure center (CoP) were used as postural feature. A total of 28 men were stressed using the MIST [92], and it has been verified that the amount of fast movement increases during stress tests compared to control tests, and that the spectra of the CoP obtained in the two tests also differed. Using spectral information, 73.75% of accuracy was achieved when separating stress situations from cognitive load, suggesting that postural behaviour contains information related to stress levels. Others [71] have analyzed posture using visual techniques. Specifically, a Kinect has been used for detecting the interest levels of the office workers. Using techniques such as
depth information and skeletal tracking, the inclination of the person and consequently an indicator of the workers’ motivation was deduced.

2.3.3.3 Facial expressions

Facial features can provide insight to feelings and mental states for individuals including stress. When conversing with an individual, a person can get feedback from facial features which they can act accordingly, e.g. the person might cut a long story short when they observe and realize that the individual is showing signs of frustration, agitation or preoccupation by fewer nods, reduced facial muscle movements or frequent eye movements to other objects in the surroundings.

Stress classification models have been developed from facial feature data and results show that facial expressions can be used to measure stress [133]. When responding to stressors, facial expressions indicate biological responses reliably that are commonly used to assess stress. Online analysis of facial expressions can be used to predict behaviour and events (e.g. car accidents) in real-time [140]. Facial muscle movements have been used to determine stress. Increased head and mouth movements indicate increase in stress [113]. In a recent work [141], unlike in most stress detection studies, a mathematical stress model was created rather than considering the main objective as a classification problem. Instantaneous facial expressions were analyzed from images by creating an emotional percentage mixture model and relating it to stress levels. Moreover, the seven basic emotions, without any image for reference, were also related to stress. The equation for evaluating stress quantitatively from facial expressions was estimated, yet no further information about its performance was provided.

2.3.3.4 Speech analysis

Most researchers agreed to the fact that stress changes human vocal production [142]. More precisely, under stress situations, changes in pitch and in the speaking rate are usual, together with variations in features related to the energy and spectral
characteristics of the glottal pulse [143]. Speech analysis has primarily caused interest as it can be easily measured in a completely unobtrusive way. Nevertheless, voice-based stress analysis can be ineffective in both quiet and noisy spaces [144], due to the lack of speech recordings and the excessive noise. Most of the research conducted in voice stress recognition has been carried out in laboratories or in quiet environments. However, there are exceptions, such as the research carried out by Lu et al. [143] where stress detection in indoor and outdoor acoustic environments was executed by using mobile phones. An accuracy of 82.9% indoors and of 77.9% outdoors was achieved. Demenko et al. [145] analyzed call-centre recordings, including stress and no-stress speech which achieved 84% accuracy distinguishing between the two classes, using LDA classifier and nine features extracted from amplitude and pitch information. In the laboratory experiment carried out by Kurniawan et al. [146], speech and EDA were measured and used to create a universal stress model and an inter-individual stress model, both with independent information given by each signal and combining the two of them. Three two-way classification problems were considered, namely recovery vs. workload, recovery vs. heavy workload and light workload vs. heavy workload. The generated results showed that the selected speech features (Mel Frequency Cepstral Coefficients and pitch) were more efficient in stress detection than the selected EDA features. Furthermore, the combination of both types of signals did not show any improvement, and the inter-individual model outperformed the universal model. Thus, the best result for the most difficult case was achieved using the inter-individual model with the SVM classifier and speech features which measured 92.6% accuracy. This result suggests that stress detection can be done by means of speech features whereby the subject is placed in an environment with good acoustic conditions.

2.4 Measuring brain activities

Activity in the brain is defined as the activity of neurons in a localized area as the result of specific cognitive function. Brain activity results from neurons firing (synapsing) and via the coupling with the vascular system (blood vessels) that increases metabolic demand, cerebral blood flow and consequential oxygen
consumption [147]. The fluctuations of oxygen in the blood stream (from accompanying oxygenated hemoglobin (O$_2$Hb) and deoxygenated hemoglobin (HHb) changes in the red blood cells) as a result of the oxygen demand can be measured with optical techniques and the corresponding changes in intensity. Research tools can provide a relationship between the activity of specific regions of the brain and cognitive functions. The development of non-invasive research and clinical tools are accelerating the fields of brain and cognitive study.

Brain activity as a result of cognitive function can be measured non-invasively using advanced neuroimaging techniques either indirectly or directly. The techniques are briefly compared by Aslin [148]. Neuronal activity can be measured directly by electrical and magnetic field changes. Well-researched direct methods electroencephography (EEG) and magnetoencephalography (MEG) rely on the electrical and magnetic field respectively emanating directly from neurons in the brain. These techniques are characterized by high temporal resolution which is advantageous for cognitive processing. However, low spatial resolution makes it difficult to determine the source of activation and the corresponding activity pathway.

Brain activity can also be measured indirectly by changes in blood volume and oxygenation usually referred to as hemodynamics. Increased neural activity requires increased metabolic demand at the cellular level. Increased metabolic demand in turn requires oxygen delivered to the cell by the hemoglobin molecule present in the red blood cells. There exists a correlation between the dynamics of hemoglobin changes in the surrounding blood vessels and the neural activity detected in the localized area as researched and established by Buxton et al. [149].

Indirect methods of monitoring brain activity include positron emission tomography (PET) [150] and functional magnetic resonance imaging (fMRI) [151] which are both non-optical techniques, and functional near-infrared spectroscopy (fNIRS) [152] an optical technique. These techniques depend on these hemodynamic changes in the brain and are regarded as indirect since the key point the brain activation depends upon changes the blood volume and oxygen metabolism.
The PET technique is regarded as safe and does require the injection of a radioactive isotope. It relies on the detection of photons emitted as a result of the decay process. Typically, PET is used in clinical populations, for example in tumor detection, where the benefits outweigh the risks of the procedure. Characterized by higher spatial resolution than other techniques, PET measures the total blood volume rather than the blood oxygenation changes.

The fMRI technique relies on the detection of magnetic fluctuations in a resonant magnetic field. As deoxyhemoglobin is a paramagnetic molecule, neural activity can be detected as a result of its magnetic fluctuations. The technique is characterized by low temporal resolution and high spatial resolution (less than magnitudes of a millimeter). The techniques of fMRI, MEG and PET are expensive not only in terms of their manufacture cost but also the cost of the physical infrastructure to house the equipment. Additionally, a disadvantage especially when working with infants is that the techniques do require the subjects to be still and are restrictive not only with head movement but require the subjects to be lying down.

2.4.1 Functional magnetic resonant imaging (fMRI)

Functional magnetic resonant imaging or fMRI constitutes a technique for measuring brain activity. When the neural activity of a brain area increases, it consumes more oxygen. In order to meet this increased demand, the blood-flow increases to the active area. The fMRI detects these changes in blood oxygenation and flow. Thus, it can be used to produce activation maps showing which parts of the brain are involved in a particular mental process. Hayashi et al. [99] used fMRI technology in order to verify whether stress responses were evident in some brain regions, including the ones related to emotional and cognitive processing by stimulating stressed and not stressed people with audio-visual contents. The results did not show differences in the brain regions related to emotional processing, yet did show less activity in cognitive processing brain regions on stressed people. Also observed was that the superior and inferior parietal gyrus was significantly more activated by pleasant and unpleasant stimuli in people not suffering from stress than others, thus suggesting that attention deficits may take place even in the early stages of stress. Other studies described
significantly reduced brain activations over the prefrontal cortex (PFC) [29, 32]. The PFC has been identified as the most sensitive to the detrimental effects of stress exposure and displayed behavioral and somatic responses to stress. The downside is that unlike the EEG, the fMRI does not offer good temporal resolution. Furthermore, this method is restrictive by nature and it does not allow monitoring in the workplace [35].

2.4.2 Electroencephalogram (EEG)

The Electroencephalogram (EEG) is considered as the most common source of information to study brain functions and conditions. It is a very complex signal and can be recorded non-invasively using surface electrodes attached to the scalp. It measures the electrical activity of the brain by connecting an array of electrodes onto the subject’s scalp so that the electrical fluctuations are simultaneously recorded [37]. The placement of electrodes is controlled by the international 10-20 system as shown in Fig 2.4. The number of electrodes depends on the application and experiment. The EEG is the most studied non-invasive brain imaging device due to its fine temporal resolution, ease of use, and low set-up cost. Additionally, the EEG benefits from high temporal resolution that enables it to measure changes in the subject’s cognitive activity within millisecond scale.
EEG signals are usually studied by characterizing them into frequency bands. Alpha (8–13 Hz), Beta (13–30 Hz), Delta (0.1–4 Hz) and Theta (4–8 Hz) are the most common frequency bands used in previous studies. Each frequency band can be used to describe the mental state of a person. Alpha and beta frequency power is linked to negative mood, stress and depression [38-42]. Stress has also been related to changes in right frontal activity provoking frontal asymmetry. Whether stress can be reliably evaluated from the EEG remains unclear, yet there are some researches that suggest its validity. Few studies have used it to study mental stress. The brain region under study depends on the type of stimuli or tasks (visual, working memory or audio). Hill and Castro found high beta rhythm activity in the sensory motor area during stressful healing tasks [43]. Thompson and Alonso separately found an increase of beta waves associated with a decrease of alpha waves in the anterior cingulate and frontal anterior cortex [46, 47]. Another set of studies identified a positive correlation between the EEG beta power rhythms with stress in the temporal lobe to odor irritation and traffic noise [45, 153, 154].

Seo et al. [44] analyzed the relationship between the EEG, the ECG and cortisol levels when measuring chronic stress by using the stress response inventory and the
self-assessment manikin tests as ground truth. A significant positive correlation was found between the cortisol levels and the high beta activity at the anterior temporal sites when people kept their eyes closed which affirmed the aforementioned relationship between the beta band and stress. Furthermore, the mean high beta power at the anterior temporal sites of the stress group was found to be significantly higher than that of the non-stress group. Rahnuma et al. [155] recorded the EEG data from frontal, central and parietal lobes of the scalp in order to create an emotion recognition system based on Russell’s model of affect [156]. This model describes all the emotions based on arousal and valence by mapping stress to a negative valence and a very negative arousal coordinate. An accuracy of 91.4% was achieved which suggested that emotions and stress detection is possible by combining valence and arousal information obtained from the EEG.

Zhang et al. [157] monitored the EDA, HRV and EEG signals of 16 subjects under cognitive load and in relaxed states. Subjective stress ratings based on the State-Trait Anxiety Inventory (STAI) were used as labels. Discriminative spatial-spectral EEG components were computed by means of a spatial-spectral filtering in the theta, alpha, low beta, mid beta and high beta frequency bands. The mean EDA and 10 time-domain features of the HRV were also computed. A large margin unbiased regression approach was developed in order to overcome the inter-subject variability that showed these signals. The results suggested that the EEG features extracted using the proposed filtering technique outperformed both the EDA and the HRV features in discriminating both situations, with 87.5%, 75% and 62.5% accuracy respectively. Alpha waves reflect a calm, open and balanced psychological state. A significant decrease in alpha activity in response to stress situations over the anterior sites was found at [47]. Separately, Marshall and Lopez-Duran reported a negative correlation between the EEG alpha power rhythm and stressful events in the prefrontal cortex where the alpha rhythm is reduced with stress [51, 52]. On the other hand, theta power has been linked to task difficulty (theta rhythm decreases with increasing task difficulty) [49]. Gärtner [48] found that the frontal theta decreased with stressful mental arithmetic tasks. Similarly, Harmony et al. reported high delta waves, while solving difficult mental arithmetic tasks [50]. In order to detect mental stress, pattern recognition approaches are often adopted [53]. Table 1 summarizes some of the most
commonly used expert systems in classifying the EEG signals individually or in combination with other physiological signals in stress related studies. However, low spatial resolution makes it difficult to determine the source of activation and the corresponding activity pathway. To overcome, combining EEG with another neuroimaging technique that has the complementary nature is required.

2.4.2.1 EEG features

Several things are particularly important to consider when selecting a feature from EEG signals to be used for classification. First, the EEG signals contain information that are both spatially as well as temporally in nature. A feature that neglects patterns that occur either across electrodes or through time may discard important patterns that are present in the signal. The EEG features can be taken from the time-domain or frequency domain. From the time-domain, mean amplitude, mean amplitudes of Event Related Potential (ERP) components, variance, skewness, kurtosis and peak values are usually calculated. Since the EEG signals often contain patterns that are oscillatory in nature, those features that utilize frequency spectra are commonly used as the case in BCI systems.
Table 2.1: Previous studies related to EEG arousal and physiological signals classification.

| Author /Year | Physiological signals Used | Stressor | Number of Subjects | Expert system employed | Classification Accuracy | Remarks |
|--------------|-----------------------------|----------|--------------------|------------------------|------------------------|---------|
| Ishino (2003) [158] | EEG                         | Video and puzzle games | 1 | NN | 54.5%, 67.7%, 59% and 62.9% for happy, calm, sad and relax. | The occurrence of stress was not validated. The assessment was based on physiological signals which could be due to workload or negative emotion. |
| Ryu (2005) [159] | EEG and ECG                | Arithmetic task | 10 | Multiple regression analysis | N/A only to study brain response. | The study used simple arithmetic task to induce stress but the task was simple and may not induce stress. It is believable that, the author induce workload not stress. |
| Chanel (2006) [39] | EEG, ST, BP and respiration | Video and image | 4 | Bayes and FDA | 55% for low and high arousal. | The sample size used in this study is not significant and there is no strong correlation between blood pressure and EEG fluctuations. |
| Chanel (2007) [160] | ST, BP, respiration and EEG | Recall event | 1 | LDA, SVM | 76% and 73% using EEG and peripheral signals. | The sample size used in this study is not significant and method of stress was not validated. |
| Lin (2008) [161] | EEG                         | Driving Simulator | 6 | K-NN and NBC | 71% to 77% between stress and rest. | The method used to induce stress was not validated. There was a distraction during the driving simulation and the sample size used in this study is not significant. |
| Chanel (2009) [56] | EEG, ST, BP, HRV and respiration | Recall memory | 11 | LDA, SVM, and RVM | 63% using time-frequency EEG and 70% using fusion features for negatively excited, positively excited, and calm-neutral states. | The recall process was not a significant method to induce stress. The author used a combination of physiological signals but limited accuracy was achieved. |
| Author               | Source     | Methods                          | Subjects                                      | Accuracy/Result                                                                 | Comments                                                                                              |
|----------------------|------------|----------------------------------|-----------------------------------------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------|
| Hosseini (2010)      | [162]      | ST, HRV and EEG                   | Pictures induction calm-neutral and negative-excited | SVM and Elman network 84.1% for two categories, calm and stress using psychological signals and 82.7% using EEG signals. | This type of study did not validate the procedures of inducing stress. This is an emotional study and the classification was about mood state not a stress study. |
| Saidatul (2011)      | [163]      | EEG                              | Mental arithmetic task                         | NN 91.17% using Burg Method, 88.36% using Welch Method and 85.55% using Yule Walker for stress and relax. | Simple arithmetic task was used and limited sample size. There was no validation of stress inducement procedures. The author induced workload not stress. |
| Rahunuma (2011)      | [155]      | EEG                              | Negative videos and images                     | MLP 71.69%, 60.74%, 71.84% and 65.94% for happy, calm, sad and relax. | The study used small sample size and very complex features which results in poor flexibility and computation time. |
| Khosrowabadi (2011)  | [164]      | EEG                              | Before and after examination                   | K-NN, SVM 90% for stress and relax. | The study used many type of features which make the system complex and the method of inducing stress was not validated. |
| Sharma (2013)        | [165]      | EEG, ECG, ST, BP, eye gaze and pupil diameter signals | Video: stress and non-stressed film            | GA+SVM, GA+ANN 95% using all physiological signals and 91% using EEG signals alone. | The author built a very complicated system to detect stress and was not able to eliminate the noise. Additionally, the method used to induce stress was not validated. |

EEG Electroencephalography, ECG electrocardiogram, ST skin temperature, BP blood pressure, HRV heart rate variability, NN neural network, LDA linear discriminate analysis, RVM relevance vector machine, K-NN k-Nearest Neighbor, MLP multilayer perceptron, NBC naive Bayes classification, GA genetic algorithm, FDA Fischer's linear discriminant analysis.
2.4.2.2 Frequency domain

Fast Fourier Transform (FFT) is considered as a common method in representing the EEG features. This method employs mathematical means for EEG data analysis. Characteristics of the acquired EEG signal to be analyzed are computed by power spectral density (PSD) estimation in order to selectively represent the EEG sample signal. However, four frequency bands contain the major characteristic waveforms of the EEG spectrum [166]. The PSD is calculated by Fourier transforming the estimated autocorrelation sequence found through nonparametric methods. One of these methods is Welch’s method whereby the data sequence is applied to data windowing producing modified periodograms. The information sequence $x_i(n)$ is expressed as:

$$x_i(n) = x(n+iD), n = 0, 1, 2, ..., M - 1, i = 0, 1, 2, ..., L - 1; \quad (2.1)$$

Taking $iD$ to be the point of start of the $i$th sequence, $L$ is the length of the sequence and $2M$ represents the data segments which are formed. The resulting output periodograms give

$$P_{xx}(f) = \frac{1}{MU} \left| \sum_{n=0}^{M-1} x_i(n)w(n)e^{-j2\pi fn} \right|^2 \quad (2.2)$$

Here in the window function, $U$ gives the normalization factor of the power and is chosen such that

$$U = \frac{1}{M} \sum_{n=0}^{M-1} w^2(n) \quad (2.3)$$

where $w(n)$ is the window function. The average of these modified periodograms gives Welch’s power spectrum as follows:

$$P_{xx}^W = \frac{1}{L} \sum_{n=0}^{L-1} P_{xx}(f) \quad (2.4)$$

2.4.2.3 Wavelet Transform (WT) Method

The wavelet transform method plays an important role in the recognition and diagnostic field as it compresses the time-varying biomedical signal that is comprised
of many data points, into a small few parameters representing the signal [167]. As the EEG signal is non-stationary, the most suitable way for feature extraction from the raw data is the use of the time-frequency domain methods like wavelet transform (WT), a spectral estimation technique in which any general function can be expressed as an infinite series of wavelets [168]. Since the WT allows the use of variable sized windows, it gives a more flexible way of time-frequency representation of a signal. In order to get a finer low-frequency resolution, the WT long time windows are used. In contrast, in order to obtain high-frequency information, short time windows are used. Furthermore, the WT only involves multi-scale and no single-scale structures. In the WT method, the original EEG signal is represented by secured and simple building blocks known as wavelets. The mother wavelet gives rise to these wavelets as part of derived functions through translation and dilation, that is by shifting and compression and stretching operations along the time axis [169]. There are two categories for the WT; the first one is continuous while the other one is discrete [167].

2.4.2.4 Continuous Wavelet Transform (CWT) Method

The continuous wavelet transform method can be expressed as follows:

\[
CWT(a,b) = \int_{-\infty}^{+\infty} x(t)\psi^*_a,b(t) dt
\]  

(2.5)

in which \(x(t)\) stands for the unprocessed EEG, where \(a\) stands for dilation and \(b\) represents the translation factor. The \(\psi^*_a,b(t)\) denotes the complex conjugate and can be calculated by

\[
\psi_{a,b}(t) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{t-b}{a}\right)
\]  

(2.6)

where \(\psi(t)\) means wavelet. However, its major weakness is that the scaling parameter \(a\) and the translation parameter \(b\) of CWT changes continuously. Thus, the coefficients of the wavelet for all available scales after calculation consumes a lot of effort and yields plenty of unused information [167].
2.4.2.5 Discrete Wavelet Transform (DWT)

In order to address the weakness of the CWT, discrete wavelet transform (DWT) has been defined on the base of multi-scale feature representation. Every scale under consideration represents a unique thickness of the EEG signal [170]. An example of the multi-resolution decomposition of the raw EEG data $x(n)$ is shown in Fig 2.5.

![Figure 2.5: Decomposition of DWT.](image)

Each step contains two digital filters, $g(n)$ and $h(n)$ and two down-sampled by 2. The discrete mother wavelet $g(n)$ is a high pass in nature, while its mirror image $h(n)$ is a low-pass in nature. As shown in Fig 2.5, each stage output provides a detail of the signal $D$ and an approximation of the signal $A$, where the latest becomes an input for the next step. The number of levels to which the wavelet decomposes is chosen based on the component of the EEG data with dominant frequency [167]. The relationship between WTs and filter $h$, that is, low pass, can be represented as follows:

$$H(z)H(z^{-1}) + H(-z)H(-z^{-1}) = 1$$

(2.7)

where, $H(z)$ represents filter’s $h$ z-transform. The high-pass filter’s complementary z-transform is expressed as:

$$G(z) = zH(-z^{-1})$$

(2.8)

WT decomposed the EEG signals into a set of functions to obtain their approximation and the corresponding coefficients at different levels. Features can then be extracted from them. The wavelet family of Dubechies-8 (db8) was used in order to decompose the EEG signals into five frequency bands (delta, theta, alpha,
beta and gamma). Table 2.2 gives a summary of the wavelet decomposition levels and their corresponding frequency bands.

| Decomposition level | Frequency bandwidth | Frequency band   |
|---------------------|---------------------|------------------|
| DL1                 | 64 Hz -128 Hz       | Noisy signal     |
| DL2                 | 32 Hz -64 Hz        | Noisy Gamma      |
| DL3                 | 16 Hz -32 Hz        | Beta             |
| DL4                 | 8 Hz -16 Hz         | Alpha            |
| DL5                 | 4 Hz -8 Hz          | Theta            |
| AL5                 | 0-4 Hz              | Delta            |

2.4.3 Functional near infrared spectroscopy (fNIRS)

Functional near Infrared Spectroscopy (fNIRS) is a non-invasive brain imaging technology based on hemodynamic responses to cortical activation. The fNIRS measures blood flow through hemoglobin concentrations and tissue oxygenation in the brain [2]. The technique uses a light source to send near-infrared light (in the wavelength range 650-850 nm) into the head. By measuring the light sent at two wavelengths, the oxygenated and deoxygenated hemoglobin concentrations can be calculated using modified Beer-Lambert law [171]. Since 1990s, the fNIRS has been developed as a tool for neuroimaging studies focused on the assessment of cortical activities to cognitive and motor tasks [152]. The application of the fNIRS to functional neuroimaging is extensively studied by such groups as those headed by Britton Chance (University of Pennsylvania), David Boas (Massachusetts General Hospital), Theodore Huppert (University of Pittsburgh), Scott Bunce (Drexel University), and Enrique Gratton (University of Illinois at Urbana-Champaign). With further research, including the present study, the fNIRS may evolve into a synergistic and valuable complement to EEG and other psychophysiological measures for monitoring and predicting cognitive states.
The fNIRS interrogates the outer surface of the cortex only, and quantifies the changes in the oxygenated and deoxygenated hemoglobin concentration ([O$_2$Hb] and [HHb], respectively). It is portable, relatively low-cost, non-confining, non-invasive, and safe for long-term monitoring. The temporal resolution is sub-second, while spatial resolution is on the order of 1cm$^2$ at best [172]. Measurements were shown to be consistent with the fMRI [69] and the EEG measurements [70]. Optical absorption increases as the hemoglobin concentrations increase, which in turn depends on the local neural activity [173]. This is analogous to the generation of BOLD signals in the fMRI via changes in deoxygenated hemoglobin. Both techniques quantify the neural activity indirectly via neurovascular coupling. The fNIRS and the fMRI sense the hemodynamic response [63], as opposed to the Event Related Optical Signal (EROS) and Electroencephalogram (EEG) measurements, which sense the activity of the neurons themselves (through cellular changes which affect optical scattering, or through electrical activity, respectively). A critical comparison between most common neuroimaging modalities is as shown in Fig 2.6.

Figure 2.7 illustrates how a near infrared imaging system works. When there is a stimulus (e.g. finger tapping) there is also neuronal activity in related areas of the brain (motor cortex) leading to changes in local cerebral blood flow and volume. This results in concentration changes of the blood-borne cells and molecules in the capillaries surrounding the neurons as well as changes of the blood oxygenation level (hemodynamic response), which can be detected by the fNIRS.
2.4.3.1 Optical properties of brain tissue

As photons traverse through the tissue, they are either being absorbed, transmitted through or being scattered to a random direction (Fig. 2.8). If the photons are scattered, all of the three mentioned events can occur again. This happens due to the high scattering properties of brain tissue which makes it possible for emitted photons to be scattered back to the surface of the head and be detected by photodetectors.
The absorption coefficient and the scattering coefficient are two fundamental optical properties of brain tissue. The former provides information about the concentration of the composing chromophores (e.g., oxygenated hemoglobin and deoxygenated hemoglobin), the latter providing the form, size, and concentration of the scattering components.

The optimal wavelength range for optical imaging is 700 to 900 nm. In this range the light absorption is dominated by hemoglobin, and also the absorption by water is low enough that light can penetrate deep into the brain to be affected by the brain functional activity. For wavelengths smaller than 700 nm, light is absorbed by hemoglobin, while for wavelengths larger than 900 nm, light is absorbed by water so it cannot pass through tissue with an adequate penetration depth. The wavelength at which oxygenated and deoxygenated hemoglobin have the same absorption is called the isobestic point (808 nm). Below the isobestic point, the deoxygenated hemoglobin dominates light absorption, while above this point oxygenated hemoglobin dominates. More details on the optical wavelengths are as illustrated in Fig 2.9.

Figure 2.8: Photon interaction with tissue [172].
In near-infrared spectroscopy, the light source and detector are both placed on the surface of head. They have limited penetration depth and receive information only from the superficial structures of the brain. The penetration depth can be controlled to some extent by changing the distance between the source and the detector such that for greater source-detector distances the penetration of photon is more. However, as the distance increases, the intensity of the detected light decreases rapidly. Thus, there is a tradeoff between the penetration depth and intensity. In order to make functional activity measurements from the surface of the head with continuous wave instruments, optical delivery and detection is required at 3 to 4 cm apart. Thus, a probe is made up of a source or emitter and a detector, which straddles its measurement location on the head surface. The measurement location is typically the point through which a line normal to the head passes on its way to the deep brain region of interest. A clear illustration about the path flow is shown in Fig 2.10.

Figure 2.9: Optical wavelength range [172].
Figure 2.10: Path flow of infrared light intensity [174].

Measured optical intensity changes are due to the changes in the absorption of the light as it migrates from the source to the detector. This change in absorption contains information about the change in hemoglobin concentration ([Hb]) depending on the length of the optical path through the tissue undergoing hemodynamic changes [175]. Oxygenated and deoxygenated hemoglobin are the predominant absorbers in biological tissue in the red and near-infrared wavelength region used for the fNIRS.

Relative changes in the concentrations of both these species of hemoglobin over time are calculated using the Modified Beer Lambert Law (MBLL) from intensity measurements for each of two wavelengths per location. The modification refers to two changes to the well-known Beer Lambert Law, which describes the dependence of light attenuation on absorption, path length and chromophore concentration. One is the subtraction of a background scattering term, which is a significantly greater source of light attenuation than that due to absorption, yet assumed to be constant. The other is the inclusion of a differential path length factor (DPF) to account for the increase in
path length due to the multiple scattering effects as the photons migrate through tissue.

Activations are quantified for a region of interest by comparing the hemoglobin concentration changes between species. A hemodynamic response is indicated by an increase in \([O_2Hb]\) or a decrease in \([HHb]\), over time periods on the order of 10-12 seconds (or longer if sustained) as regional blood flow increases to overcompensate for local metabolism [176]. Regional or time averages are taken of the activation quantity, and comparisons are made between the measurements obtained during different conditions such as task and rest. Care must be taken when directly comparing activation magnitudes as the sensitivity is not uniform across the probe locations including across participants and across wavelengths and depends on the make-up of the capillary bed probed by the photon migration path.

2.4.3.2 Sensor Location and Sensitivity Challenges

The sensitivity of the measurement technique relies on the degree to which the tissue sensed is affected by the hemodynamic changes in response to the experimental stimuli [175]. The systemic physiology which affects the hemodynamic changes within the vasculature sensed anywhere between the source and the detector confound the measured signals. In order to aid the understanding of the many factors affecting the sensitivity of the optical probes, this study introduce some important terms here. The distance the sourced photons travel overall through the tissue is termed the optical path length (depicted in Figure 2.11 in pink).
This distance is greater than the chord distance between the source and the detector by the multiplicative differential path length factor (DPF). Brain activations do not cause changes in all of the tissue through which the light scatters but only a portion of it. The distance the light travels through the parts that do change with activation is termed as the partial path length (depicted in Figure 2.11 in gray). The light from each probe location encounters different superficial tissue, and the light of each wavelength takes a different path through that tissue, even if injected at the exact same location. The partial path length is not known. Therefore, because the Modified Beer Lambert Law calculation of hemoglobin concentration assumes that the absorption has occurred along the entire optical path length, the absorption by the hemoglobin and thus the calculated change in \([\text{Hb}]\) is underestimated. In reality, a greater absorption has occurred over the shorter partial path length [173], thus contributing to the inherent error in the measurements.

The spatial extent of the sensitivity profile determines the spatial resolution. The attempt is made at each probe location to maximize the overlap of the sensed volume with the volume of tissue undergoing the hemodynamic activations of interest. This is typically done without detailed information on the underlying vasculature and anatomy. The reduction of the source-detector distance does not necessarily improve spatial resolution, as many factors affect the shape of the sensed volume relative to the location of the volume of interest. Errors are introduced due to the vascular and the superficial tissue non-uniformity, both across the head and between individuals.
With few probes, the extent, position and intensity of measured hemoglobin changes strongly depend on the probe arrangement [178].

However, if a high spatial density of regularly-spaced sources and detectors is used with image reconstruction methods, the measured activation can be a more accurate reproduction of the actual activation in both location and extent, especially for localized activations [178]. Thus, with a greater number of detectors, sensitivity and accuracy can be improved by using overlapping and neighboring probes placed symmetrically about the active region of interest. It is thus advantageous to develop probes with a reduced spatial footprint so that more sources and detectors can fit as unobtrusively as possible on the head.

2.4.3.3 Practical considerations for placing optodes

In order to best approximate this without the fMRI or the 3D tracking data, the optodes have been placed according to the International 10-20 system used for electroencephalography (as in this study) [179] rather than by trial and error which is not recommended. Maximizing the detected intensity is one way to avoid large vascular obstacles, yet this decreases the likelihood of accurately measuring the extent of the hemoglobin concentration changes (Δ[Hb]) [175]. Maximum intensity at a reasonable detector gain setting can be caused by a lack of tissue absorption. When properly positioned such that the tissue volume sensed by the optode overlaps with hemodynamic absorbers, the optical intensity is reduced during activation. During activation, the optical intensity increases as [HHb] decreases while the offset by intensity decreases as [O2Hb] increases.

In the other extreme, one may find a vessel that is too large and providing too much absorption and not enough signal intensity. What should be maximized instead is the modulation between the baseline (intensity higher, total [Hb] lower) and the stimulated activation (intensity lower, total [Hb] higher). The optical intensity at both these extremes should be within the dynamic range of the optical detectors. This is not readily determined without a controlled experiment or localizer task. Also, a large optical signal can be due to static or dynamic ambient light exposure if direct optode-
to-skin contact is not maintained. Thus, the maintenance of baffling, detector sensitivity settings and sensor placement throughout the experimental trial are very important.

2.4.3.4 The importance of consistent and stable optode locations

Once selected, obtaining consistent signal at all locations across time and thus across stimulus conditions is important because the quantification of the neuronal activation with the fNIRS relies on the relative measurements. A consistent signal measurement is also important since the loss of signal at one optode can reduce the accuracy of the state classifier by removing an important predictor variable from the classification algorithm input. This is heavily influenced by the stability of the head probes. Many errors are introduced at the optical-tissue interface [180], and the signal quality is highly susceptible to mechanical instability. The existing methods for the fNIRS probe attachment in adults can be time-consuming and difficult to employ, are susceptible to motion artifact, and can be quite obtrusive and uncomfortable [181]. Indeed, many recent fNIRS studies have been restricted to frontal probe placement [182], thus avoiding absorptive and mechanical offset interference from the hair.

2.4.3.5 Previous fNIRS related studies

The fNIRS as a technique to measure stress on the PFC has not been yet investigated, yet has been applied in cognitive and behavioural studies. The commonly used tasks to activate the prefrontal cortex (PFC) include mental arithmetic, word generation, colour-word matching, Stroop task, mental rotation, working memory task and inhibition [64-66]. The PFC is related to the working memory which enables us to hold in mind and mentally manipulate information over a short period of time. These aforementioned tasks are used in the brain-computer interface (BCI) and attention studies [183-187]. More recently, the fNIRS has been accepted as an assistive tool to differentiate depression, bipolar disorder and schizophrenia [67, 68]. Additionally, the fNIRS has been successfully used in the classifying tasks from the rest state including the use of arithmetic. Table 2.3 summarizes the main features, classifiers and
accuracy achieved by the previous arithmetic fNIRS studies. Although, none of these studies have addressed the problem of mental stress. The significant improvements in the classification accuracy confirmed that, it is possible to use fNIRS in studying mental stress. Besides, these studies have used arithmetic tasks to induce high workload which could serve as a baseline to this thesis and have shown a good classification accuracy. One of the main limitations of these studies is that, none of them have taken in consideration the classification sensitivity, specificity and the area under the ROC which could serve as a good indicator of mental workload/stress. Perhaps the most serious disadvantages of these studies are the limitation of sample size and no effective model to eliminate the noise was used. This encourage researchers to start in a new direction which is very important to the field of fNIRS as well as to the cognitive neuroscience studies. This thesis will work on studying the properties of temporal resolution of fNIRS and improve its limitation with the use of EEG signals.

2.5 Functional connectivity measure

Functional connectivity is defined as the temporal correlation of the activities of different neural assemblies [188]. In the existing literature, many neurophysiologic signals have been assessed through functional connectivity methods including the signals taken from a single unit and local field potential (LFP) recordings, EEG, Magnetoencephalography (MEG), PET, fMRI and fNIRS [189]. In the case of the EEG signals, human brain connectivity began to be measured using cross-correlation of pairs of EEG signals/ electrode locations in the 1960s. Higher correlations indicate stronger functional relationships between the related brain regions. Brain connectivity can be measured in the frequency domain as well as the time domain. The connectivity in the frequency domain is measured by the Magnitude Squared Coherence (MSC) or coherence. It allows the spatial correlations between the signals to be measured in different frequency bands as the case of EEG (delta, theta, alpha and beta band) [190]. Correlation, on the other hand is another measure of brain connectivity and can be calculated over a single epoch or over several epochs and is sensitive to both phase and polarity, independent of the amplitude. However, under
normal physiological conditions, no strong and abrupt power asymmetries are expected to occur. Thus, the influence of power on coherence should be negligible and should produce results similar to those produced through correlation. Recently, multivariate Granger-causality-based (GC) measures provide a useful framework for establishing causal relations between neural populations. They have been successfully applied in determining the interactions at the subcortical and cortical levels. GC measures have been used extensively for intracranial signals while partial directed coherence (PDC) has been applied, for example, to find directed connectivity in the intracranial epileptic signals, see review [191]. According to the existing fMRI studies, stress reduces the PFC connectivity [192] in animals and human subjects. This study therefore propose the PFC connectivity to serve as an index to measure stress based on the magnitude squared coherence.
Table 2.3: Previous fNIRS related studies.

| Author/year          | Region  | Task           | Features                                         | Classifier | No of subjects | Accuracy % | Remarks                                                                 |
|----------------------|---------|----------------|--------------------------------------------------|------------|----------------|-------------|--------------------------------------------------------------------------|
| Naito et Al 2007[193]| PFC     | Arithmetic task| Amplitude of O$_2$Hb                              | QDA        | 17             | 80          | This type of study only classified workload induced by arithmetic task from rest state. |
| Power. 2010 [194]    | PFC     | Arithmetic task| Means of O$_2$Hb                                  | HMM        | 10             | 77.2        | The author used simple arithmetic task and used machine learning to classify it from rest state. The validation of the study was based on small sample size. |
| Power. 2011[195]     | PFC     | Mental arithmetic| Slope O$_2$Hb                                    | LDA        | 8              | 71.2        | The study succeed in classifying workload from rest state. However, robust analysis technique is needed to separate the hemodynamic from systemic noise. |
| Bauernfeind et al. 2011[196] | PFC     | Mental arithmetic| Antagonistic ∆ O$_2$Hb                            | LDA        | 10             | 79.7        | The study achieved poor accuracy and the proposed task was very simple. |
| Abibullaev et al. 2011[197] | PFC     | Mental arithmetic| Mean, Power, standard deviation of O$_2$Hb      | ANN        | 4              | 80          | The author used many features which introduce computational cost. |
| Holper, 2011[198]    | Motor cortex | Mental arithmetic| Mean, variance, skewness, kurtosis of ∆ O$_2$Hb | FLDA       | 12             | 80          | The study classified motor task from rest. This type of study was not specific to working memory. |
| Power. 2012b[199]    | PFC     | Mental arithmetic| Slope of O$_2$Hb                                  | LDA        | 10             | 72.6        | The study did not improve the classification accuracy even they used different features. |
| Power et. 2013[200]  | PFC     | Mental arithmetic| Slope of ∆ O$_2$Hb, and ∆HHb                      | LDA        | 1              | 71.1        | The study combined different features of oxy and deoxy hemoglobin but failed to improve the classification accuracy. |
| Study                  | Group          | Task                     | Parameter Measurements | Classifier(s) | Accuracy | Notes                                                                 |
|------------------------|----------------|--------------------------|-------------------------|---------------|----------|-----------------------------------------------------------------------|
| Stangle et al. 2013    | PFC            | Mental arithmetic        | Amplitude of $\Delta$ $O_2$Hb | LDA           | 12       | 65                                                                   |
| Schudlo et al. 2014    | PFC            | Mental arithmetic        | Slope of $\Delta$ $O_2$Hb $\Delta$HHb and $\Delta$Ht | LDA           | 10       | 77.4                                                                 |
|                        |                |                          |                         | LDA and SVM   | 14       | 74.2 (LDA) and 82.1 (SVM)                                             |
| Nasser et al. 2014     | PFC            | Mental arithmetic        | Mean value of $\Delta$ $O_2$Hb, $\Delta$HHb | LDA           | 12       | 80                                                                   |
|                        |                |                          |                         | LDA           | 7        | 70                                                                   |
| Khan et al. 2014       | PFC            | Mental arithmetic        | Mean value of $\Delta$ $O_2$Hb, $\Delta$HHb | LDA           | 7        | >75                                                                  |
|                        |                |                          | Mean and slope of $O_2$Hb | LDA           | 10       | >75                                                                  |
| Hwang et al. 2014      | PFC            | Mental arithmetic        | Mean value of $O_2$Hb, HHb and Ht | LDA           | 7        | 70                                                                   |
|                        |                |                          |                         | LDA, QDA, kNN, SVM, ANN | 7        | 71.6, 90.0, 69.7, 89.8, 89.5                                         |
| Nasser et al. 2016     | PFC            | Mental arithmetic        | Mean, variance, skewness, kurtosis of $\Delta$ $O_2$Hb | LDA           | 7        | 71.6, 90.0, 69.7, 89.8, 89.5                                         |
|                        |                |                          |                         | LDA           | 11       | EC (75.6 ± 7.3); EO (77.0 ± 9.2)                                      |
| Shin, 2016             | PFC            | Mental arithmetic        | Mean, average slope of the $\Delta$ $O_2$Hb,1HHb | LDA           | 11       | 71.6, 90.0, 69.7, 89.8, 89.5                                         |

The study did not achieve good classification accuracy.

This study combined all hemodynamic responses but failed to improve the overall classification accuracy.

The study reported different classification accuracy with different classifiers. This indicated that the features used in this study were not consistent.

The study showed the potential of fNIRS in classifying cognitive from rest state but fails to obtain high accuracy using oxygenated hemoglobin alone.

The study used combination of features but failed to improve the overall classification performance.

The study showed the ability of fNIRS in classifying mental tasks from rest state but failed to classify motor from cognitive tasks.

The study reported SVM as the best classifier for fNIRS signals but failed to justify the reason of obtaining different accuracy with different classifiers.

This type of study was a bout BCI and did not improve the classification accuracy compared to the state-of-the-art.
2.5.1 Magnitude Squared Coherence (MSC)

Cross-correlation and MSC are the most commonly used linear synchronization methods and are defined as follows. Consider two simultaneously measured discrete time series $X_n$ and $Y_n$, $n=1,…,N$. Then the cross-correlation function $C_{xy}$ is defined as:

$$C_{xy}(\tau) = \frac{1}{N-\tau} \sum_{n=1}^{N-\tau} \left( \frac{(X_n - \bar{X})}{\sigma_x} \right) \left( \frac{(Y_{n+\tau} - \bar{Y})}{\sigma_y} \right)$$  \hspace{1cm} (2.9)

where $\bar{X}$ and $\sigma_x$ denote mean and variance, respectively, while $\tau$ is the time lag. MSC or simply coherence is the cross spectral density function $S_{xy}$, which is derived via the FFT of Eq. (2.9) and normalized by their individual auto-spectral density functions. However, due to the finite size of the neural data, the true spectrum known as periodogram needs to be estimated using smoothing techniques (e.g. Welch’s method [206]). Thus, the MSC is calculated as

$$C_{xy}(f) = \frac{\langle S_{xy}(f) \rangle}{\sqrt{\langle S_{xx}(f) \rangle \langle S_{yy}(f) \rangle}}$$  \hspace{1cm} (2.10)

where $\langle . \rangle$ indicates window averaging. The estimated MSC for a given frequency $f$ then ranges between 0 and 1.

2.5.2 Functional connectivity measure using fNIRS

With the development of multichannel fNIRS systems, it has become possible to measure interactions between brain regions other than traditional brain activation to derive fNIRS-based connectivity [207]. fNIRS-based connectivity is a novel analysis tool for fNIRS data from the perspective of functional interactions which could be complementary to fNIRS activation analysis [189]. It is widely assumed that functional connections reflect neuroanatomical substrates [208]. Strong temporal correlations of spontaneous fluctuations of distinct regions in the brain are found in
frequency range (<0.1 Hz) during resting state [209]. Several fMRI studies with frequency component analyses have shown that functional connectivity is predominantly subtended by low frequency components of the data (<0.3 Hz) [210].

To date, fNIRS has been increasingly used not only to localize focal brain activation during cognitive engagement [211], but also to map the functional connectivity of spontaneous brain activity during resting and task states in normal people and patient with psychiatric disorders [212-223]. The technique has shown a comparable pattern to fMRI in resting state condition [213, 224]. On the other hand, fNIRS has a higher time resolution (sampling rate: >10 Hz) than fMRI (sampling rate: ~1 Hz), which prevents aliasing of higher frequency activity such as respiratory (~0.15-0.3 Hz) and cardiovascular activity (~0.6-2 Hz) into low frequency signal fluctuations [225] indicates a more reliable estimation of rest state functional connectivity. Studies using fNIRS demonstrated that spontaneous oscillations of cerebral hemodynamics include two distinguishable frequency components at low frequency (~0.1 Hz) and at very low frequency (~0.04 Hz) [212, 226, 227]. Although the mechanism underlying these signal fluctuations remains unknown, simultaneous recordings of cerebral hemoglobin oxygenation, heart rate, and mean arterial blood pressure showed that the systemic signal contribution to the hemodynamic changes in the frequency range (0.04–0.15 Hz) was 35% for $O_2$Hb and 7% for HHb [228], suggesting that low-frequency fluctuations largely reflect hemodynamic responses to regional neural activities.

Functional connectivity at resting state has been demonstrated to exhibit distinct frequency-specific features. Wu et al. demonstrated that the correlations among cortical networks are concentrated within ultralow frequencies (0.01–0.06 Hz) [229]. Sasai et al. reported that functional connectivity between the homologous cortical regions of the contralateral hemisphere showed high coherence in the frequency range of (0.009–0.1 Hz) [212]. Medvedev et al. demonstrated hemispheric asymmetry within the functional architecture of the brain at low frequency range of (0.01–0.1 Hz) over the inferior frontal gyrus and the middle frontal gyrus [227]. Specifically, the study found a leading role of the right hemisphere in regard to left hemisphere as measured by granger causality. Xu et al. on the other hand, found reduced in
coherence at specific frequencies, (0.06–2 Hz) and (0.052–0.145 Hz) in PFC, and (0.021-0.052 Hz) in motor cortex in healthy people at the end of driving task [222]. Another study demonstrated significant reduced connectivity in various frequency intervals; (0.0095–0.021 Hz) in homologous, (0.021–0.052 Hz) in front-posterior and (0.052-0.145 Hz) in the motor-contralateral in subjects with cerebral infarction compared to that of healthy group [230]. Based on the aforementioned studies, part of this study aims to investigate the frequency-specific characteristics of fNIRS on inter and intra-hemispheric PFC during active control and stress conditions.

The PFC subserves our highest order cognitive abilities, generating the mental representations that are the foundation of abstract thought and the basis for flexible, goal-directed behavior. In primates, the PFC is topographically organized: the dorsolateral PFC (DLPFC) guides thoughts, attention and actions, while the orbital and ventromedial PFC (VMPFC) regulate emotion.

2.5.2.1 Effect of fNIRS Scanning Duration on FC and Network Properties Stability

The effects of the fNIRS signal collection duration on the functional connectivity (FC) and network metrics, such as the nodal efficiency, nodal betweenness, network local efficiency, global efficiency, and clustering coefficient has been studied previously. It was reported that, with increasing scanning durations, the FC maps did not exhibit relatively large pattern variations across both Pearson-correlation as demonstrated by Fig 2.12A and cross-correlation in Fig 2.12B networks [231]. When contrasted with the relatively longer 10-min data acquisition duration, these results also revealed significant (p < 0.001) and strong correlation across each fNIRS signal time bin (the mean correlation coefficients r = 0.98 ± 0.03 for Pearson-correlation and r = 0.97 ± 0.04 for cross-correlation) as demonstrated in Fig 2.12C and Fig 2.12D respectively. This suggests that the short-time fNIRS signal acquisition duration, e.g., at 1 min, can also bring about highly similar FC maps as those calculated from 10-min scanning durations.

Additionally, for nodal efficiency, plots of these efficiency values showed approximately horizontal lines, with small difference between the magnitudes of
nodal efficiency across the scanning duration as demonstrated in Fig 2.13A, Fig 2.13B left respectively. For nodal betweenness, plots of these betweenness centrality values showed relatively bigger changes, compared with nodal efficiency plots, between the magnitudes of betweenness values across the scanning duration as demonstrated in Fig 2.13A, and Fig 2.13B right respectively. However, the map-map correlation analysis as shown in Fig 2.13C, and Fig 2.13D revealed significant (p < 0.001) and strong correlations between short and long scanning duration data for both nodal efficiency and nodal betweenness, indicating almost immediate stability for nodal efficiency and nodal betweenness.

For local efficiency, global efficiency, and clustering coefficient metrics, these plots of the network values also showed similar magnitudes with the increase in scanning duration for the both the Pearson correlation-based network and the cross-correlation-based network as demonstrated in Fig 2.14A, and Fig 2.14B. The statistical analysis using paired t-tests further revealed no significant difference existed in local or global efficiency metrics between fNIRS signal acquisition duration (p > 0.05). This result also demonstrated that the network efficiency and clustering coefficient computed by using the 1.0-min fNIRS signal acquisition duration were no different compared to these measures calculated by using the 10-min fNIRS scanning time [231].
Figure 2.12: Effect of fNIRS signal acquisition duration on the stability of the spatial FC map [231].

Figure 2.13: Effect of fNIRS signal acquisition duration on the stability of nodal efficiency and nodal betweenness [231].
2.5.2.2 Evaluation of Between-Run Reproducibility and Reliability

Previous studies also further evaluated the effect of resting-state fNIRS signal acquisition duration on the reproducibility and reliability of FC and these network metrics mentioned above. For the Pearson-correlation network, the FC maps showed high similarity between the two runs at each fNIRS signal time bin as demonstrated in Fig 2.15A, and the ICC values of the FC also demonstrated approximately or equally excellent reliability as the scanning duration ranging from 1 to 10 min as demonstrated in Fig 2.15C [231]. Similarly, the nodal efficiency and nodal betweenness also showed good reproducibility between two scanning runs as demonstrated by Fig 2.16A and high reliability as demonstrated in Fig 2.16C with the increase in the scanning duration. This given results suggested that fNIRS data as short as a 1-min resting-state fNIRS signal can yield reproducible and reliable FC maps, nodal efficiencies and nodal betweenness.
Figure 2.15: Evaluation of the effect of fNIRS signal acquisition duration on the reproducibility of spatial FC patterns [231].

Figure 2.16: Evaluation of the effect of fNIRS signal acquisition duration on the reproducibility of nodal efficiency and nodal betweenness [231].
2.6 Simultaneous measurement of EEG+fNIRS

Simultaneous measurement of the EEG+fNIRS has been introduced recently. Up to this date, only few studies have looked into the possibilities of combining hemodynamic responses with their electrophysiological counterparts in a hybrid method aiming at improving the overall systems performance and accuracies. Fazli et al. proposed a hybrid sensory motor rhythm based on the brain computer interface (BCI) paradigm combining the fNIRS and the EEG signals [79]. A meta-classifier was constructed to combine the output probability of the individual classifier-modality. The results showed that the simultaneous measurement of the EEG+fNIRS can significantly improve the classification accuracy of the motor imagery by an average of +5%. Similarly, Khan et al. decoded four movement directions (left, right, forward, and backward) using the combined features of the fNIRS and the EEG modalities [202]. The researchers used the EEG features to classify left/right, and the fNIRS features to classify forward/backward. The study showed that the four different control signals can be accurately estimated using the hybrid fNIRS+EEG technology.

Additionally, Koo et al. proposed a novel hybrid BCI system using the fNIRS-EEG systems together to achieve online self-paced motor imagery based on the BCI [232]. The research team detected the occurrence of motor imagery using the fNIRS system and classified its type using the EEG system. Yin et al. combined the fNIRS and the EEG features in a motor imagery task and reported an improvement in the classification accuracy by +1% to +5% compared to the sole fNIRS and EEG feature set [233]. Putze et al. used the bimodal EEG+fNIRS for auditory and visual tasks in a BCI and demonstrated the efficiency of concatenated features in improving the versatility of the BCI system [77]. Blokland et al. recently examined the principle of combining these modalities in patients with tetraplegia and reported an improved accuracy in the brain switch control for some subjects [78]. The combination of the EEG+fNIRS technology is also applicable to language studies, cortical current estimation, tetraplegia and fatigue [78, 234-236]. Based on these studies, this thesis proposed integrating the EEG and the fNIRS modality which can significantly improve the detection rate of mental stress compared to the individual modality.
2.7 Previous Fusion methods

Recently, collecting multiple types of brain data from the same individual using various non-invasive imaging techniques (MRI, DTI, EEG, MEG, etc.) has become common practice. Each imaging technique provides a different view of brain function or structure. For example, functional magnetic resonance imaging (fMRI) measures the hemodynamic response related to neural activity in the brain dynamically; structural MRI (sMRI) provides information about the tissue type of the brain [gray matter (GM), white matter (WM), cerebrospinal fluid (CSF)]. Diffusion tensor imaging (DTI) can additionally provide information on structural connectivity among brain networks. Another useful measure of brain function is electroencephalography (EEG), which measures brain electrical activity with higher temporal resolution than fMRI (and lower spatial resolution). Typically these data are analyzed separately; however separate analyses do not enable the examination of the joint information between the modalities.

By contrast, combining modalities may uncover previously hidden relationships that can unify disparate findings in brain imaging [237]. For example, the spatial precision of fMRI could be complemented with the temporal precision of EEG to provide unprecedented spatiotemporal accuracy [238]. The combined analysis of fMRI and magnetoencephalography (MEG) measurements can lead to improvement in the description of the dynamic and spatial properties of brain activity [239]. In another case, using combined genetic and fMRI data achieved better classification accuracy than using either alone, indicating that genetic and brain function representing different, but partially complementary aspects [240]. Finally, a lower and different function-structure linkage is often found in patients with brain disorder such as schizophrenia [241], suggesting that combination of two brain modalities provides more comprehensive descriptions of altered brain connectivity. Therefore, a key motivation for jointly analyzing multimodal data is to take maximal advantage of the cross-information of the existing data, and thus may discover the potentially important variations which are only partially detected by each modality. Approaches for combining or fusing data in brain imaging can be conceptualized as having a place on an analytic spectrum with meta-analysis to examine convergent evidence at one end.
and large-scale computational modeling at the other end [242]. In between are methods that attempt to perform direct data fusion [243]. Joint-ICA is one of the most commonly used technique for data fusion. It has been successfully used for the fusion analyses of fMRI, EEG, and sMRI data [244]. The jICA examines intersubject covariances of sources to discover associations between feature datasets from different modalities. The jICA fusion scheme discovers relationships between modalities by utilizing ICA to identify sources from each modality that modulate in the same way across subjects. ICA is a popular data-driven blind source separation technique and has been applied to a number of biomedical applications such as for fMRI data in [19]. However, this technique poses a more constrained approach to the data fusion problem.

Recently, there has been increased interest in the use of CCA for feature fusion in various pattern recognition applications [245]. The CCA is used to fuse features for handwritten character recognition in which different kinds of features are extracted from the same handwriting data samples and CCA is performed on them to obtain two sets of canonical features which are combined to form a new feature set. This method not only finds a discriminative set of features but also somewhat eliminates redundant information within the features. In [14], the same idea was used in a block-based approach where the sample images were divided into two blocks and canonical features were extracted which were then combined linearly to obtain better discriminating vectors for recognition. In [16], CCA was used to fuse feature vectors extracted from face and body cues to form a joint feature and then utilize the multimodal information to discriminate between affective emotional states. In [17], CCA was used to fuse features from speech and lip texture/movement to form audiovisual feature synchronization which aids in speaker identification. Thus, CCA has been used to fuse two sets of features to obtain more a discriminative set of features for recognition problems. In this study, different approach of jICA and CCA are proposed in which the techniques are used to fuse information from two sets of features to discover the associations across two modalities in this case, the EEG and fNIRS and to ultimately estimate the sources responsible for these associations.
2.8 Statistical analysis and feature selection

In order to better understand the brain responses to different tasks under different conditions, statistical analysis is an option. Researchers usually evaluate the differences in brain responses using t-test or multi-factor analysis of variance [246]. The principle behind t-test is that it compare the mean at two different conditions with certain of probability, mostly with p<0.05. Assuming the two distributions have the same variance, the t-test is calculated using the following equation:

\[
t = \frac{\bar{X}_1 - \bar{X}_2}{s_{x_1,x_2} \sqrt{\frac{1}{n}}}
\]

(2.11)

where, \( s_{x_1,x_2} = \sqrt{(s_{x_1}^2 + s_{x_2}^2)} \). Here \( s_{x_1,x_2} \) is the grand standard deviation, the order of \( x_1, x_2 \) represents the group for example in this study; the control and the stress condition respectively, \( s_{x_1}^2 + s_{x_2}^2 \) are the unbiased estimators of the variance. Note that the denominator of \( t \) denotes the standard error of the differences between the mean of the control and the mean of the stress group. The degree of freedom was set to \( 2n - 2 \), \( n \) being the number of participants/features in each subject/group. For comparing two means (for example, at control condition \( u_1 \) and at stress condition \( u_2 \)), the basic null hypothesis is that the measures are equal,

\[ H_0 : u_1 = u_2 \]

With three common alternative hypotheses,

\[ H_a : u_1 \neq u_2, \]

\[ H_a : u_1 < u_2, \text{ or} \]

\[ H_a : u_1 > u_2, \]

Each is chosen according to the nature of the experiment or study. In this study, the MATLAB build in function of \( ttest2(\text{control, stress, ‘tail’}) \) used to calculate the corresponding \( t \) and \( p \) values respectively. The tail here stands for the alternative hypothesis in which the population mean of data features at stress condition decreased as compared to the mean of control condition. In other words, if the population mean of control condition is higher (right tail) or lower (left tail) than that the population
mean at stress condition. The t and p values were calculated for every single subject/channel in which the population mean of extracted feature points at the control condition were compared to the population mean of the extracted feature points in the stress condition in accordance with equation 2.11 and by the use of MATLAB build-in function of ttest2. The differences in all the aforementioned responses (control versus stress) were considered statistically significant if p value < 0.01. The use of T-value here is due to its reputability as a good indicator to local activation/deactivation [246]. This study defined empirically a threshold value of t > 3 to be considered as the significant change in the O$_2$Hb for FNIRS to better localize the effects of mental stress within the PFC subregions. The selection of t>3 is to obtain good focality point of the oxygenated hemoglobin to the stress on the PFC subregions. The given figures at; Fig.2.17 to Fig.2.19 show an example of the raw EEG data and the normality distribution of the EEG and the fNIRS data features.

![Figure 2.17: An example of raw EEG waveform at one second recording time.](image-url)
Figure 2.18: An example of probability density function showing normality distribution of EEG data features.

Figure 2.19: An example of probability density function showing normality distribution of fNIRS data features.
2.9 Classification using support vector machine (SVM)

Previous neuroimaging studies described in Table 1 and Table 2 have used SVM for classification, estimation and prediction. The SVM is a supervised machine learning technique widely used for classification, regression and density estimation [247]. The method used as common classifier for the performance assessment of individual modality and of EEG and fNIRS modality. The selection of SVM in most of the previous studies was due to its ability to model linear as well as more complex decision boundaries. The decision boundary hyperplane in the SVM usually estimated based on its training dataset by maximizing the distance between the hyperplane to the nearest data point. LIBSVM software is one of the most commonly library used to build the SVM classifier and employed polynomial or the radial basis function (RBF) kernel as stated in Eq.2.12 to nonlinear map data onto a higher dimension space [248].

\[ K(x, y) = \exp\left(-\frac{||x - y||^2}{2\sigma^2}\right) \]  

where \( x \) and \( y \) are the two data points and \( \sigma \) is the width of RBF. The SVM is then perform by dividing the data sets into a set of cross-validations. One cross validation used for testing the classifier and the other sets of cross-validations used for training the classifier. The process repeated until each cross-validation being used for testing and training.

2.9.1 Classification Evaluation

The performance of the classifiers is determined by computing the classification accuracy, sensitivity and specificity as described in [249]. The accuracy was defined as the ability of the classifier to correctly identify the positive and the negative results and can be evaluated using Eq.2.13.

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100 \]  

where the true positive (TP) are data points correctly labeled as ‘stress’ in the corresponding dataset and the true negative (TN) are data points correctly labeled as ‘not stress’ in the corresponding dataset. The sensitivity measures the classifier ability to correctly identify the positive result and was calculated using Eq.2.14.
\[ Sensitivity = \frac{TP}{TP + FN} \times 100 \]  

where, the false negative (FN) refers to data points incorrectly labeled as ‘no stress’. Specificity gives a measure of the classifier ability to identify the negative results defined in Eq. 2.15.

\[ Specificity = \frac{TN}{TN + FP} \times 100 \]  

where, the true negative (TN) are data points correctly labeled as ‘stress’ in the corresponding dataset, while the false positive (FP) refers to data points incorrectly labeled as ‘not stress’.

Additionally, the studies analyzed the classification performance using receiver operating characteristic (ROC) curves that plot the sensitivity versus 1 minus the specificity. The study also evaluated the area under the ROC curve (AUC) as a measure of a classifier’s discriminatory power, which is insensitive to class distributions and the cost of misclassification (i.e. AUC=1 indicating perfect classification, whereas AUC=0.5 indicating that the classifier’s result is not better than random guess).

2.10 Summary

Stress is a growing problem in our society, and nowadays job issues, including high workloads and need of adaptation to constant changes, only serve to worsen the problem. Stress measuring methods based on hormonal techniques and subjective questionnaires are not suitable for real time monitoring and require people to get out of their routine activities. Up to date, the most accurate stress detection systems developed in the state of the art show that stress detection using physiological signals is much more accomplished than using psychological and behavioural responses. Well-researched direct methods electroencephography (EEG) and magnetoencephalography (MEG) rely on the electrical and magnetic field respectively emanating directly from neurons in the brain. These techniques are characterized by high temporal resolution which is advantageous for cognitive processing. However, low spatial resolution makes it difficult to determine the source
of activation and the corresponding activity pathway. Indirectly measure by changes in blood volume and oxygenation usually referred to as hemodynamics. These methods of monitoring brain activity include positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) which are both non-optical techniques, and functional near-infrared spectroscopy (fNIRS) an optical technique. The techniques of fMRI, MEG and PET are expensive not only in terms of their manufacture cost but also the cost of the physical infrastructure to house the equipment. Additionally, a disadvantage especially when working with infants is that the techniques do require the subjects to be still and are restrictive not only with head movement but require the subjects to be lying down. Thereby, a multimodal technique that has the complementary nature may be considered. There have been some difficulties for fusing data of different physiological responses until now, but nowadays most of them are solved. Feature-level fusion and voting systems could be used for merging data of different nature, allowing at the same time to reduce the amount of information to work with. This study proposed joint independent component analysis technique to fuse temporal EEG components and spatial fNIRS components in the feature level. Additionally, the study proposed canonical correlation analysis technique to identify a linear relationship between the two sets of variables (EEG and fNIRS) by determining the inter-subject co-variances.
CHAPTER 3

STRESS ASSESSMENT USING FUSION OF EEG AND FNIRS FEATURES

This chapter introduces the proposed methods for preprocessing, feature extraction, statistical analysis, EEG and fNIRS data fusion, classification and cortical connectivity within the inter- and intra-hemisphere. The process of the EEG data involved the artifacts and noise removal using the independent components analysis technique (ICA), the band-pass filter in the range of 0.5-30 Hz, the feature extractions using wavelet transform, and the selection and classification of the features using the support vector machine classifier. Similarly, the fNIRS data process involved removing the motion artifacts, the heartbeat, the Mayer wave, the blood pressure and the breathing noises. Baseline correction was achieved by way of the linear regression, the data moving average, the block averaging, and the extraction and classification of the features. The cortical connectivity was investigated based on the average squared coherence within the inter- and intra-hemisphere for control and stress conditions at seven frequency intervals. Finally, it describes the proposed two feature-level fusion approaches based on joint independent component analysis and canonical correlation analysis. The summary of the overall process of this study is as demonstrated by the flow chart in Fig 3.1.
Figure 3.1: overall flow chart of the proposed study.
3.1 Subjective measurements

The subjective assessment of mental stress was conducted using questionnaires, NASA-TLX [250]. Participants were asked to evaluate their mental workload before beginning with their task as baseline, after the simultaneous measurements of the EEG and the fNIRS under the control condition and after the simultaneous measurements of the EEG and the fNIRS under the stress condition. As for other subjective measures of workload, NASA-TLX relies on subjects’ conscious perceived experience with regards to the effort produced and difficulty of task. NASA-TLX has the advantage of being quick and simple to administer. The index is a multidimensional method with various evaluation degrees, which provides a self-evaluation model to estimate workload through use of six subscales including (MD, mental demand; PD, physical demand; TD, temporal demand; OP, own performance; EF, effort; and FR, frustration). Each of these six subscales scores from 1 to 20 based on performance of participants. To analysis the data collected by the questionnaire, the overall scores were then weighted to 100 and used for evaluation. Two sample t-test was then applied to test the differences between condition with confident interval of 95% corresponding to p<0.05.

3.2 Objective measurements and data processing

The Objective measurements proposed in this study are based on EEG and fNIRS signals. The method of acquisitions are addressed in details in the experiment part in Chapter 4. In this Chapter, several preprocessing methods applied to the acquired data in order to eliminate the systemic noise and to remove the artifacts from the signals. The preprocessing was performed individually for each modality. The following subsections elaborate the overall preprocessing of the acquired signals.

3.2.1 Data acquisition

In this study, data were acquired simultaneously by measuring the EEG signal using the Discovery 24E system (BrainMaster Technologies Inc, Bedford, OH) as well as
the hemodynamic responses using the multi-channel fNIRS system (OT-R40, Hitachi Medical Corporation, Japan). The electrodes and channels of the modalities were combined in one single cap custom designed in our lab, more details on the design can be find in Chapter 4 experiment part. The EEG system was equipped with seven active electrodes and two reference electrodes attached to the ear lobes. Similarly, the fNIRS system, was equipped with 16 optical fibres; eight sources (two wavelengths, 695 nm and 830 nm, combined in one source) and eight detectors. The sampling frequency for the EEG was set to 256 Hz and the fNIRS system was sampled at 10 Hz. More details on the data acquisition and experimental set-up are presented in Chapter 4.

3.2.2 EEG data processing

EEG data were preprocessed offline using MATLAB (Version R2013a, The MathWorks, Inc., Massachusetts, USA) with custom scripts as well as the plug-in EEGLAB 2013a toolbox [251]. Raw EEG data were bandpass filtered between 0.5 Hz and 30 Hz using the commonly used third order Butterworth filter. The Butterworth filter proposed here due its ability to smooth monotonically decreasing frequency response in the transition region. Independent component analysis (ICA) was applied to remove eye blink and movements artifacts. The channels were decomposed into a number of independent components (by default the number of components is equal to the number of recorded channels). The component corresponding to artifacts was removed. The signals were further analyzed using wavelet transform (WT) [252]. WT constitutes a suitable method for multi-resolution time-frequency analysis. WT decomposed the EEG signals into a set of functions to obtain their approximation and the corresponding coefficients at different levels. In this study the wavelet family of Dubechies-8 (db8) was used in order to decompose the EEG signals into four frequency bands (delta, theta, alpha, and beta). The mean power values were then extracted from these coefficient as described in the following sub-section.
3.2.2.1 EEG feature extraction

From the wavelet coefficients, the mean absolute values of the wavelet coefficients in each sub-band and the average power and energy were extracted within the time of the activation period (task condition). The activation period was defined from the onset of the task to the end of the task in each block. The five active blocks were then averaged into a single block of 30 s to facilitate the process and to smooth the overall acquired signals. In this work, a window of 500 ms moving-time interval was used to calculate the features of the EEG signals from the wavelet coefficients. The power spectral density values were calculated using Eq. 3.1.

\[ P_j = \frac{1}{N} \sum_{n=1}^{N} |x_j(n)|^2, j = 1, 2 \]  

(3.1)

where \( P_j \) constitutes the mean absolute value of the EEG signals, \( x_j(n) \) represents the segmented EEG signal in the alpha band at \( j=1 \) and the beta band at \( j=2 \), \( N \) being the length of the clean EEG signal. The energy of the EEG frequency bands was defined and calculated using Eq. 3.2:

\[ E_j = \frac{1}{N} \sum_{n=-\infty}^{\infty} |x_j(n)|^2, j = 1, 2. \]  

(3.2)

Each feature set was then normalized to the scale of ‘0’ and ‘1’ before being fed into the classifier using Eq. 3.3.

\[ \text{Feature}_\text{norm} = \frac{x - \text{min}(x)}{\text{max}(x) - \text{min}(x)} \]  

(3.3)

where \( x \) is the entire feature set, \( \text{min}(x) \) is the minimum value in the feature set and \( \text{max}(x) \) is the maximum value in the feature set. As the mean of the spectral power was highly significant, this study limited the analysis to the mean power features. The entire flow of the processing and feature extraction of EEG data is as shown in Fig 3.2. The statistical analysis was performed to select the dominant region and the most significant electrode responded to the stress task. This study used t-test to study the differences between the brain responses during the control and stress condition. The study assumes that, the differences are significant only if \( p<0.05 \). Then support vector machine classifier was applied to classify the data into control or stress.
3.2.3 fNIRS data processing

The fNIRS signals were transformed into the concentration changes of $O_2Hb$, $HHb$ and total hemoglobin Ht using the modified Beer-Lambert law. In order to reduce noise and artifacts, the fNIRS signals were passed through several pre-processing steps using MATLAB (Version R2013a, The MathWorks, Inc., Massachusetts, USA) with custom scripts as well as the plug-in analysis software Platform for Optical
Topography Analysis Tool [253]. The process involved filtering the signal in the range of 0.012 to 0.8 Hz using a fifth order Butterworth filter, moving average, baseline correction and epoch extraction. The Butterworth was selected due to its strength in smoothing the overall signal at lower frequency. In order to exclude high frequency artifacts of the signal, a moving average was calculated using a time window of 5 s. In the baseline correction, the study defined a period starting from the onset of the task condition to the end of each task condition as one analysis block. Then linear regression by least mean squares was applied to determine the linear trend of its baseline. This is was done only to include the pure signal of hemodynamic in responding to the arithmetic tasks either under the control or the stress condition.

Finally, the data were averaged in all the analysis blocks into a single block to further reduce the computational time and enhance the overall process. As responses were more pronounced in $O_2Hb$, the analysis in this study was limited to the $O_2Hb$ signals.

3.2.3.1 fNIRS features extraction

For each analysis block, features were extracted by calculating the mean concentration, variance, skewness, kurtosis and peak of $O_2Hb$ over the analysis block using a moving time-window of 500 ms. The mean of the signal was calculated as:

$$O_2Hb = \frac{1}{N} \sum_{n=1}^{N} (\Delta O_2Hb)_n$$

(3.4)

where $\Delta O_2Hb$ represents the segmented $O_2Hb$ signal and $N$ is the length of $O_2Hb$ signal.

The variance was calculated as follows:

$$VAR(O_2Hb) = \frac{\sum_{n=1}^{N} (O_2Hb - \mu)^2}{N}$$

(3.5)

where $var$ is the variance, $\mu$ is the mean value of $O_2Hb$.

The skewness is computed as follows:

$$Skew(O_2Hb) = E \left[ \left( \frac{O_2Hb - \mu}{\sigma} \right)^3 \right]$$

(3.6)
where \( \text{skew} \) is the skewness, \( E \) is the expected value of \( O_2Hb \) at selected time window and \( \sigma \) is the standard deviation of \( O_2Hb \).

The kurtosis was computed as follows:

\[
Kurt(O_2Hb) = E \left[ \left( \frac{O_2Hb - \mu}{\sigma} \right)^4 \right]
\]  

(3.7)

The signal peak is estimated using the common built-in function in Matlab, the \( \text{max} \) function. The signal slope was determined by fitting a line to all the data points during the mental arithmetic and rest using the built-in function, the \text{polyfit} function in Matlab. These features were calculated for the rest state, mental arithmetic at control and at stress condition across all the 23 channels from all subjects. All of the feature values were scaled between 0 and 1 before feeding them into the classifier using the Eq.3.8:

\[
O_2Hb' = \frac{O_2Hb - \min(O_2Hb)}{\max(O_2Hb) - \min(O_2Hb)}
\]  

(3.8)

where \( O_2Hb \in \mathbb{R}^n \) denotes the original feature values, \( O_2Hb' \) denotes the rescaled feature values between 0 and 1, \( \max(O_2Hb) \) is the largest value, and \( \min(O_2Hb) \) is the smallest value in the entire signal set. However, in order to facilitate the process of this study, the analysis was limited to the feature mean of the \( O_2Hb \) signals due to their highest significant responses to stress stimuli. The overall flow of the fNIRS data processing and features extraction is shown in Fig 3.3.
Figure 3.3: fNIRS flow of data processing and features extraction.

3.3 Fusion of EEG and fNIRS data

Fusion of multimodality data is an especially challenging problem since brain imaging data types are intrinsically dissimilar in nature, making it difficult to analyze them together without making a number of assumptions. Among these assumption is
the unrealistic about the nature of the data. Unlike data integration methods, which tend to use information from one modality to improve the other modality, in this study data fusion techniques incorporate both modalities in a combined analysis. Thus, the combined analysis allows for true interaction between the different data types of EEG and fNIRS. Instead of entering the entire data sets into a combined analysis, this study used an alternate approach to reduce each modality (EEG and fNIRS) to a feature, which is a lower-dimensional representation of selected brain activity. The fusion was then applied to explore associations across these feature data sets through variations across individuals, in this study 25 healthy and 25 with mental stress.

Investigating variations across subjects or between stressed people and non-stressed people at the feature-level provides a natural way to find multimodality associations and also alleviates the difficulty of fusing data types of different dimensionality and nature as well as those that have not been recorded simultaneously. Feature-level analysis has been successfully used in data-driven fusion techniques such as joint-ICA [254]. Given two feature data sets of X, the jICA approach involves concatenating the data sets alongside each other and then performing ICA on the concatenated data set. Note that, this is the first EEG and FNIRS study propose feature fusion based on joint component analysis technique. Joint-ICA assumes that the sources have a common modulation profile A across subjects [254]. This is a strong constraint considering that the data come from two different modalities.

Recently, it has been shown that CCA can allow a more flexible approach to the fusion problem [255]. Due to that, this study propose it for the first time to fuse the EEG and fNIRS features. The fusion method also adopts a feature-based approach and similarly models the feature data set from each modality as a linear mixture of components with varying levels of activations for different subjects. Thus, the relationship between modalities is based on intersubject covariations. The following sub-sections clearly elaborate on the implementations of the proposed fusion technique.
3.3.1 Fusion Based on Joint Independent Components Analysis (jICA)

In this method, the EEG and the fNIRS data were fused using two consecutive methods. Firstly, the advantages of the spatial resolution of the fNIRS was used in order to identify the spatial locations of interest (regions of interest). The selection of the EEG electrodes was then based on the significance of their neighboring fNIRS channel response to the mental stress task. Statistical analysis based on t-test was performed to study the significant in brain responses between control condition and stress condition. The higher the t-value, the great is the significant differences between the brain responses under the two conditions. Only channels with the high t-values were considered for fusion and their neighboring electrodes were selected. Secondly, the spatial and temporal advantages of each modality were explored. The EEG and fNIRS sources were transformed via ICA into the temporal tICA components and spatial sICA components. This performed in order to extract excellent features with their strength so that they can complement each other. Then joint independent component analysis (jICA) was applied in order to compute the mixing matrix A, between the tICA components of the EEG and the sICA components of the fNIRS using the following generative model:

$$X^{\text{EEG}} = AS^{\text{EEG}}, X^{\text{fNIRS}} = AS^{\text{fNIRS}}$$ (3.9)

Note that, the main advantages of jICA is that, it maximizes the likelihood between the data features from the two modalities. In this case, the data from both modalities were concatenated and joint independent component analysis just applied to maximize the likelihood between the two data feature sets. Assuming there are two sources per modality (EEG and fNIRS) and two subjects, the mixed data for the EEG are $X^{\text{EEG}} = [X_1^{\text{EEG}}, X_2^{\text{EEG}}]^T$ and the mixed tICA components or sources of the EEG are:

$$S^{\text{EEG}} = [S_1^{\text{EEG}}, S_2^{\text{EEG}}]^T,$$ (3.10)

Each electrode of EEG represent individual component. Similarly, the mixed data for the fNIRS modality of the two subjects is presented by $X^{\text{fNIRS}} = [X_1^{\text{fNIRS}}, X_2^{\text{fNIRS}}]^T$ and the fNIRS sICA components are:

$$S^{\text{fNIRS}} = [S_1^{\text{fNIRS}}, S_2^{\text{fNIRS}}]^T,$$ (3.11)

and the shared linear mixing matrix A is given by:
In order to form a data and source vector for each subject, the two data and sources set are concatenated together into a single vector. The concatenation forms single equation linked between the sources from both modalities as demonstrated in Equation 3.13.

\[
\begin{bmatrix}
X_1^{EEG} & X_1^{fNIRS} \\
X_2^{EEG} & X_2^{fNIRS}
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}
\begin{bmatrix}
S_1^{EEG} & S_1^{fNIRS} \\
S_2^{EEG} & S_2^{fNIRS}
\end{bmatrix},
\]

(3.13)

Additionally, to estimate the mixing matrix \( A \), this study employed the infomax algorithm \([256]\). The algorithm is based on linear ICA model. This means that, the mixing matrix is considered to be time-invariant. However, for long time acquisition, the time invariant assumption is no longer valid. In this case, the method deals with time-invariant ICA problem by dividing the long time sequence into several short segment. The algorithm then applied to these segments batch by batch. In this study, the infomax algorithm uses a natural gradient ascent technique to maximize the output entropy of a neural network. In this context, entropy refers to the independence between the ICA components. The weight matrix of the neural network, \( W \) refers to the inverse matrix of the shared mixing matrix, \( A \). The optimization of the weight matrix is achieved by weight updating rule using the neural network as given:

\[
\Delta W = \eta \{ I - 2y^{EEG} (S')^{EEG \top} - 2y^{fNIRS} (S')^{fNIRS \top} \} W,
\]

(3.14)

\[
S^{EEG} = WX^{EEG},
\]

(3.15)

\[
S^{fNIRS} = WX^{fNIRS},
\]

(3.16)

\[
y^{EEG} = g(S^{EEG}),
\]

(3.17)

\[
y^{fNIRS} = g(S^{fNIRS}),
\]

(3.18)

\[
g(x) = \frac{1}{1 + e^{-x}},
\]

(3.19)

where \( I \) is the identity matrix, \( S^{EEG} \), \( S^{fNIRS} \) are the estimated independent sources of the EEG and the fNIRS, \( y^{EEG} \) and \( y^{fNIRS} \) are the regenerated EEG and fNIRS data respectively. From Eq. 3.19, \( g(x) \) is the nonlinear transfer function in the neural
network. The initial value for $W$, $W(0)$ is a matrix composed of random vectors. In this fusion approach, the study assumed that the sources associated with the EEG and the fNIRS data modulated the same way across all subjects. A normalization technique was applied to normalize the feature data between the range of 0 and 1 in both modalities. This assumption of common linear covariation for both modalities presents a parsimonious way to link multiple data types and has led to improved results in fMRI studies [254]. Exploring this property in a new type of imaging modality is an emerging approach and strongly needed for future studies. Furthermore, unlike the Calhoun model [254], this fusion technique is performed at the feature level in which features were extracted from each component of the EEG and fNIRS data using small shared-time-moving window of 500 ms.

Note that, the optimization of the weight across the data sources in both modalities helps in reducing the redundant of the features in each modality and maximize the likelihood across the two modality by minimizing the variance within each data set and maximize it in between. This process helps in estimating the data type later on in the classification process. The overall output of the fusion technique is a matrix consists of the regenerated data features from the associated components in which their likelihood were maximized. It could be concluded that, when associated components/sources are highly correlated, the task will be highly localize into that particular region. Exploring the source- correlation map matrix across all individuals could help in the diagnosis of mental stress. Clear indication of the fusion process is as demonstrated in the flow chart in Fig 3.4. Note that, only highly correlated sources were used for classification performance of the data feature-fusion.
Figure 3.4: Flow chart of fusion based on joint independent component analysis.
3.3.2 Fusion Based on Canonical Correlation Analysis (CCA)

Canonical correlation analysis allows a different mixing matrix for EEG and fNIRS modality and used to find a transformed coordinate system that maximizes inter-subject covariation across the two data sets (one from EEG and the other one from fNIRS). This method decomposes each dataset into a set of components (such as spatial areas for fNIRS/or temporal segments for EEG) and their corresponding mixing profile, called canonical variates. The canonical variates have varying levels of activations for different subjects and are linked if they modulate similarly across subjects. After decomposition, the canonical variates correlate to each other only on the same indices and their corresponding correlation values are called canonical correlation coefficients. Compared to joint independent analysis that constrains two features to have the same mixing matrix, canonical correlation analysis is flexible in that it allows common as well as distinct level of connection between two features.

In this method, the EEG dataset comprised seven signal components (each corresponds to signal from one of the seven EEG electrodes in the alpha frequency band) and the fNIRS dataset had 23 signal components (each corresponds to single fNIRS channel). The main advantage in this method was that it does not give any priority to any modality as in the case of jICA method. In jICA, the functional near infrared was used to construct the spatial location for the EEG due to its fine spatial resolution. However, in canonical correlation analysis, the entire dataset or components were considered for evaluations. In this method, both datasets were preprocessed to extract features using a sliding window of 1 s, as described in Sections 3.2.2 (in this case the study used the wavelet family of Dubechies-2 (db2)) and 3.2.3. The canonical correlation analysis (CCA) of the EEG and the fNIRS data was performed at the feature level. Supposed that \( X \in \mathbb{R}^{n \times p} \) and \( Y \in \mathbb{R}^{n \times q} \) are two matrices, each contains \( n \) observations with \( p \) and \( q \) feature-dimensions from the two modalities, respectively. The variable \( n \) here stands for the datapoint or features from each modality while the variable \( p \) and \( q \) are the number of electrodes in EEG and the number of channels in fNIRS data. Let \( S_{xx} \in \mathbb{R}^{p \times p} \) and \( S_{yy} \in \mathbb{R}^{q \times q} \) represent the within-sets covariance matrices and \( S_{xy} \in \mathbb{R}^{p \times q} \) represent the between-set covariance matrix in which \( S_{xy} = S_{yx}^T \). This study proposed the CCA method to derive a linear
combination of canonical variates $X^* = W_x^T X$ and $Y^* = W_y^T Y$ that maximizes the pair-wise correlation across the two feature sets according to:

$$(X^*, Y^*) = (W_x^T X, W_y^T Y) = \frac{W_x^T S_{xy} W_y}{\sqrt{(W_x^T S_{xx} W_x)(W_y^T S_{yy} W_y)}}$$  (3.20)

where the canonical coefficients $W_x \in \mathbb{R}^p$ and $W_y \in \mathbb{R}^q$ are two arbitrary non-zero vectors and the solution involves constraining the two terms in the denominator to be equal to 1:

$$W_x^T S_{xx} W_x = W_y^T S_{yy} W_y = 1$$  (3.21)

Note that the canonical variates are uncorrelated within each data set and have zero mean and unit variance. Additionally, these variates have nonzero correlation only in their corresponding indices. The maximization was achieved using Lagrange multipliers that solve the following optimization model [257]:

Model $\left\{ \begin{array}{l} \max \rho(X^*, Y^*), \\
W_x^T S_{xx} W_x = W_y^T S_{yy} W_y = 1, \\
W_x \in \mathbb{R}^p, W_y \in \mathbb{R}^q \end{array} \right.$  (3.22)

Applying the Lagrange multiplier to the canonical correlation at Eq.3.22, the transformation can be obtained as:

$$L(X^*, Y^*) = L(W_x^T X, W_y^T Y) = W_x^T S_{xx} W_x - \frac{\lambda_1}{2} (W_x^T S_{xx} W_x - 1) - \frac{\lambda_2}{2} (W_y^T S_{yy} W_y - 1)$$  (3.23)

where $\lambda_1$ and $\lambda_2$ are the Lagrange multipliers. Setting the partial derivatives of $L(X^*, Y^*)$ with respect to $W_x$ and $W_y$ equal to zero gives:

$$\frac{\partial L}{\partial W_x} = S_{xx} W_x - \lambda_1 S_{xx} W_x = 0$$  (3.24)

$$\frac{\partial L}{\partial W_y} = S_{yy} W_y - \lambda_2 S_{yy} W_y = 0$$  (3.25)

Lagrange multiplier optimization technique proposed in this study due to its simplicity and flexibility in building the optimizer network. Additionally, the technique has the advantages of finding local maxima or local minima with less constrains. Multiplying both sides of Eq. 3.24 and Eq. 3.25 with $W_x^T$ and $W_y^T$ respectively and taking into consideration the constrains in Eq.3.21, the equations can be simplified into:
Let $\lambda_1 = \lambda_2 = \lambda$ then

$$\rho(X^*, Y^*) = W_x^T S_{xy} W_y = W_y^T S_{yx} W_x = \lambda$$

This shows that the Lagrange multipliers $\lambda_1$ and $\lambda_2$ are equal to the correlation coefficient of $W_x^T$ and $W_y^T$. Substitute to Eq.3.24 and Eq.3.25, the transformation matrices $W_x$ and $W_y$ can be found using the eigenvalue equations as proposed by [258]:

$$\begin{cases}
S_{xx}^{-1} S_{xy} S_{yy}^{-1} S_{yx} W_x = \lambda^2 W_x \\
S_{yy}^{-1} S_{yx} S_{xx}^{-1} S_{xy} W_y = \lambda^2 W_y
\end{cases}$$

where $W_x$ and $W_y$ are the eigenvectors and $\lambda^2$ is a vector of eigenvalues or the square of the canonical correlations. The number of non-zero eigenvalues in each equation is $d = \text{rank}(S_{xy}) \leq \min(n, p, q)$, sorted in decreasing order, $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_d$.

Eventually, fusion was performed by the concatenation of the transformed feature vectors within the associated components according to [255], using the following equation:

$$F = \begin{pmatrix} X^* \\ Y^* \end{pmatrix} = \begin{pmatrix} W_x^T X \\ W_y^T Y \end{pmatrix} = \begin{pmatrix} W_x & 0 \\ 0 & W_y \end{pmatrix}^T \begin{pmatrix} X \\ Y \end{pmatrix}$$

where $F$ represents the canonical correlation discriminant features. The final form of fusion is given by a matrix that correlated the associated sources or components across all subjects. The higher the correlation is, the localized is the stress to that particular sources/components. From the overall matrix of associated components, classification accuracy, sensitivity, specificity and area under ROC were obtained using support vector machine describe in the next section. The overall process involved in the canonical correlation analysis fusion method is as demonstrated in the flow chart in Fig 3.5. Note that, small components were neglected and considered as a noise in the feature dimension. This confirms the feasibility of reducing the redundancy and eliminating unwanted signals/noise.
3.3.3 Feature selection and classification

The feature selection was done using statistical analysis of t-test. The t-test is one of the most used techniques in feature selection and localization. In order to better understand the statistical significance of the stress effects on PFC activities, this study used a two-sample t-test to measure the differences in task response (NASA-TLX, alpha amylase level, EEG and fNIRS signal features) between the control and the stress conditions. The differences in all the aforementioned responses (control versus stress) were considered statistically significant if $p \text{ value} < 0.01$. Additionally, for the fNIRS responses, topographical maps of T-values were used to study the effects of mental stress on different PFC subregions. The use of T-value here is due to its
reputability as a good indicator to local activation/deactivation. Unlike other studies in literature, this study defined empirically a threshold value of $t > 3$ to be considered as the significant change in the $O_2$Hb. The selection of $t>3$ is to obtain good focality point of the oxygenated hemoglobin to the stress on the PFC subregions.

In this study, support vector machine (SVM) is proposed as common classifier for the performance assessment of individual modality and the fusion of EEG and fNIRS modality. As described in Chapter 2, the SVM is a supervised machine learning technique widely used for classification, regression and density estimation. The selection of SVM in this study was due to its ability to model linear as well as more complex decision boundaries as the case of mental stress. The decision boundary hyperplane in the SVM was estimated based on its training dataset by maximizing the distance between the hyperplane of the control and stress data features to the nearest data point. LIBSVM software was used to build the SVM classifier in this study and employed the radial basis function (RBF) kernel to nonlinear map data onto a higher dimension space.

The EEG and fNIRS signals were computed at 0.5/1 Hz in features extraction stage as demonstrated in the flow charts of the EEG and fNIRS data. This gave 60 samples of EEG/fNIRS per analysis block. These samples were then fed as input features for the SVM classifier. This study, adopted leave-one-out approach for cross validation among the 25 subjects. The performance of the classifiers was then determined by computing the classification accuracy, sensitivity and specificity as described in. The accuracy was defined as the ability of the classifier to correctly identify the positive/stress and the negative/control results and can be evaluated using Eq 2.13. The sensitivity measures the classifier ability to correctly identify the positive result/stress and was calculated using Eq 2.14. Specificity on the other hand gives a measure of the classifier ability to identify the negative results/no-stress defined in Eq.2.15.

Additionally, this study analyzed the classification performance using receiver operating characteristic (ROC) curves that plot the sensitivity versus 1 minus the specificity. It also evaluated the area under the ROC curve (AUC) as a measure of a classifier’s discriminatory power, which is insensitive to class distributions and the
cost of misclassification (i.e. AUC=1 indicating perfect classification, whereas AUC=0.5 indicating that the classifier’s result is not better than random guess).

### 3.4 EEG and fNIRS connectivity

In order to discover the network or functional connectivity within and between each PFC subregion, this study analyzed the EEG signals using the coherence function based on Fourier transform. The study investigated the effects of mental stress on the functional connectivity of intra-hemispheres (the pairs are FP1-F3, FP1-F7 and F7-F3; FP2-F4, FP2-F8 and F8-F4) and inter-hemispheres (the pairs are FP1-FP2, F3-F4 and F7-F8). The coherence function allows to find common frequencies and to evaluate the similarity of signals. However, it does not give any information about time. There are two often-used methods to calculate the coherence function, namely the Welch method and the MVDR (Minimum Variance Distortionless Response) method. This study used Welch’s averaged modified periodogram technique to estimate the cross-spectral and power spectral density to obtain the squared coherence. The functional connectivity was then mapped based on the squared coherence threshold of 0.6. The coherence function is calculated as derived in Eq (2.10) in Chapter 2 in which, $S_{xx}$ and $S_{yy}$ are the power spectra of the EEG signals from the right and the left hemisphere, $S_{xy}$ is the cross-power spectrum of the signals, $\langle \rangle$ indicates window averaging in the frequency band of 8 Hz-13 Hz. The output of the coherence ranges between ‘0’ and ‘1’. The higher the coherence value, the higher the connectivity.

Similarly, this study also investigated the effects of mental stress on the functional connectivity of inter-hemispheres (The pairs are Ch [1-3, 4-7, 5-6, 8-12, 9-11, 13-18, 14-17, 15-16, 19-23 and 20-22]) and the intra-hemispheric (Ch-[1,4,5,8,9,13-15,19,20] within the right hemispheric alone and Ch-[3,6,7,11,12,16-18,22,23] within the left hemispheric alone) PFC by calculating the squared coherence of the O2Hb between all channel pairs of participants. As described previously in the part of EEG, the study also applied Welch’s averaged modified periodogram technique on the
fNIRS signals to estimate the cross-spectral and power-spectral density in order to obtain the squared coherence on the time point of 3 minutes task (sampled at 10 Hz per second). The duration of time period in obtaining the functional connectivity is within the significant acquisition/duration time according to recent study in which significant rest-state functional connectivity can be obtained with short acquisition time of one minute and can be reproduced at less than seven to ten minutes [231]. More details on the functional properties has been discussed in details in Chapter 2. The functional connectivity in this study was then mapped based on the squared coherence threshold of ≥0.6 similarly as proposed by [212].

This study investigated the PFC functional connectivity within seven frequency intervals: I (0.009-0.02 Hz), II (0.02- 0.04 Hz), III (0.04-0.06 Hz), IV (0.06- 0.08Hz), V (0.08-0.10 Hz), VI (0.0.009-0.1 Hz) and VII (0.1-0.8 Hz) [212]. This is due to that, the typical frequency band used in the fMRI field to assess functional connectivity is in the range of 0.01-0.1 Hz because other bands are contaminated by noise and physiological artifacts such as respiratory- and cardiac-related fluctuations in oxygen supply [259].

Different colors were used to indicate the various connectivity strengths in the coherence maps. All channel pairs in inter and intra-hemispheric were classified into three connection groups: (1) connectivity between the DLPFC regions, (2) connectivity between the VLPFC regions; and (3) connectivity between the Frontopolar area. The average coherence values were calculated for each connectivity type. To reveal the differences in connectivity between control and stress groups in inter and intra-hemispheric PFC with all the frequency intervals, the study analyzed the differences between them in channel pair basis. The differences were considered statistically significant if p value < 0.01.

3.5 Summary

This chapter describes in details the experimental protocol, the stress inducement procedure, the control of the simultaneous measurements of EEG and fNIRS systems, the data processing, the features extraction, statistical analysis and classifications. It
also presents the proposed fusion technique that combines the EEG and the fNIRS signals for improving the detection rate of mental stress. Additionally, it also presents a new sight in evaluating the stress based on connectivity within inter and intra-hemispheric PFC areas. The work consists of five parts; first part deals with developing a technique to induce stress on the participants at the workplace. The stress inducement was based on established mental arithmetic task with time pressure and negative feedback (i.e. message of “correct”, “incorrect” and “time’s up”) of peer performance. The stress inducement procedures was confirmed by measuring alpha amylase level from all the participants. In the second part, the control of simultaneous measurement was implemented in MATLAB and triggers were sent to both Discovery 24E system and OT-R40 system through parallel and serial ports to mark the start and the end of the task in each block. In the third part, EEG data were preprocessed using EEGLAB toolbox as well custom script-coding. The data were bandpass filtered in the range of 0.5- 30 Hz and eye movements and artefacts were removed using independent component analysis technique. The data were further processed using wavelet transform. Power features were then extracted from the wavelet coefficient at four frequency bands; delta, theta, alpha and beta. Two sample t-test was used to evaluate the significant differences between control and stress subjects. Similarly, fNIRS data were preprocessed using POTATo toolbox as well custom script-coding. Significant features were extracted from the mean oxygenated hemoglobin using time-window intervals.

In the fourth part, new algorithms for fusion were proposed to fuse EEG and fNIRS data in the feature-level fusion. One of the feature-level fusion was based on joint independent component analysis technique (jICA). The other one is based on canonical correlation analysis technique. In both techniques, EEG and fNIRS sources were transformed via ICA into components within their time record. The study then applied joint independent component analysis (jICA) to compute the mixing matrix A, between ICA components of EEG and ICA components of fNIRS using linear generative model. The mixing matrix A was then estimated using infomax algorithm which used a natural gradient ascent technique to maximize the output entropy of the neural network. The output of the fusion technique was then evaluated using support vector machine (SVM). The CCA is a statistical method to identify a linear
relationship between two sets of variables by determining the inter-subject co-
variances. The CCA works as a linear mixing model which maximizes the correlation 
between pairs of canonical variates, in this case, the features of brain response 
recorded by each modality (EEG/fNIRS) for individual subject. Based on these 
covariations, the study assess the association between EEG and fNIRS data to study 
the effects of mental stress on our working memory. Similarly as the first method, this 
method used SVM to classify the task and evaluate the performance of the algorithm. 
Lastly, the magnitude square coherence was implemented to study the cortical 
connectivity within inter and intra-hemispheric PFC areas under the control and stress 
conditions respectively.
CHAPTER 4
RESULTS AND DISCUSSION

This chapter presents the results and discusses in detail their significance to the field of study as well as to the research community. It discusses the results obtained by alpha amylase, EEG and fNIRS modalities separately and after fusion for the assessment of mental stress. It also discusses in detail the effects of stress on the cortical connectivity within the inter- and intra-hemispheric parts of the brain.

4.1 Experimental procedures

In the present study, the experiment was conducted in four phases. In the first phase, the inclusion and exclusion criteria for the samples of the study and the time for the measurements were identified. In the second phase, psychological stress stimuli developed in order to induce stress on the participants at the experimental workplace. In the third phase, an integrated cap that combine EEG electrodes and fNIRS optodes or fibres was developed, tested and validated before it can be used in the actual experiment. In the fourth phase, a technique to simultaneously record the EEG and the fNIRS signals while the participants completing a specific task under control and stress conditions was developed. The following subsections describe in detail the overall process.

4.1.1 Study sample

A total of twenty-five males, all of them being right-handed adults (aged 22±3, head size 54±2 cm), participated in the simultaneous measurement process of the EEG and fNIRS measurements. Smokers were excluded and measurements were limited to males subjects in order to avoid the increase in base amylase level [86]. All participants were informed prior to the experiment and gave written consent. None of
these participants had a history of psychiatric or neurological disorders. Each was seated in a comfortable chair placed in a room with adequate air conditioning in order to avoid the influence of environmental stress. Each was asked to minimize his head movements and to keep calm throughout the entire experiment. The experiment protocol had been approved by a local ethical committee and was performed in accordance with the Declaration of Helsinki.

4.1.2 Stress stimuli
The stress task was designed based on the Montreal Imaging Stress Task (MIST) and demonstrated using a graphical user interface [260]. The experiment protocol was performed in four steps: Step 1: A brief introduction was given to the participants to familiarize them with the proposed tasks; Step 2: The participants were trained for five minutes in a mental arithmetic (MA) task in order to estimate the time it took each individual to answer each question. The task involved 3 one-digit integers (ranging from 0 to 9) and the operators were limited to + or – (for example 7-3+1). The answer for each question was displayed on a computer monitor in the sequence of ‘0’ to ‘9’ (as shown in Fig. 4.1) and each participant had to select the right answer by a single left-click on the mouse; Step 3 (i.e. the control phase): Simultaneous EEG and fNIRS measurements were performed for a total of five minutes without time limit per question. The participants were instructed to answer the questions as quickly and as accurately as possible and received no feedback on whether or not their answer was correct; Step 4 (i.e. stress phase): The average time recorded during the training phase was reduced by 10% and was set as a time limit. If answering wrongly or failing to answer a question within the time limit, the participant received a negative feedback in the form of “incorrect” or “time is up” being displayed on the monitor. Furthermore, the average peer performance set to 90% was displayed on the screen to further increase the stress on the participants. Actually, the participants were expected to score 40-50% when the time given to answer each question was reduced by 10%. The entire recording (control phase and stress phase) took a total duration of nearly 25 minutes, each phase consisting of five blocks of EEG and fNIRS recordings. Prior to each recording phase (control and stress), the baseline was measured for a total duration of 20 seconds. During the baseline recording, the participants were
instructed to look at a fixation cross on the computer monitor and to get ready for the next task. Fig. 4.1 gives an overview of the block design of the task. In each block, a mental arithmetic task was introduced for 30 seconds followed by 20 seconds of rest. The red dashed-line marked the start of the task and the green dashed-line marked the end of the task (the marker was presented in every block). The stressors were based on the time pressure and the negative feedback of each individual performance as demonstrated in Fig 4.1(b). note that, five samples (S1-S5) of alpha amylase were collected; S1, five minutes before the control condition as baseline for control, S2 immediately after control condition, S3 five minutes before the stress condition, S4 immediately after stress condition, and S5 five minutes after stress condition as marked in the figure with the yellow rectangle.

During the experiment, all participants were instructed to answer each question correctly and not to guess the answer. In order to evaluate if the participants were paying due attention to the task, their accuracy in answering the questions was calculated. The average score was 90% accuracy in the control phase and 40% in the stress phase, as expected based on the original MIST article [260].

Figure 4.1: Experiment block design. A total of five active blocks existed for each of the (a) control and (b) stress condition.
4.1.3 Development of integrated cap

An integrated cap contains eight fNIRS sources or optodes and eight fNIRS detectors with seven active EEG electrodes designed and fabricated with AutoCAD software and printed using a 3D printer. The design was in line with the international 10-20 system of electrode placement. This research adopted the current optical topography (OT) holders that come with the OT-R40 machine and integrated the EEG electrodes. The holders consisted of a rubber base fitted with optode sockets. The rubber base had been designed such as that the distance between the source and detector was fixed at 30 mm. This ensured the optimal recording of the OT signals. Figure 4.2 shows the final printed layout of the designed integrated EEG+fNIRS probe holder. The red socket signifies where to place the OT optode-source and the blue socket where to insert the optode-detector of the OT system. The EEG electrodes were placed according to the 10-20 system placement as shown in Fig. 4.2, outer view. Fig 4.3 and Fig. 4.4 shows the final layout of the probe-holder within outer and inner views after placing the sources and detectors. As shown in these figures, the cap was designed ergonomically in which participants felt comfortably when placing the holder over their heads.
Figure 4.2: Outer-view of the designed integrated probe holder.

Figure 4.3: EEG+fNIRS electrodes and source-detector layout arranged in the 10-20 system.
4.1.4 Control of simultaneous measurement

The control of the simultaneous measurement was implemented in MATLAB in which triggers were sent to the Discovery 24E (BrainMaster Technologies Inc., Bedford, OH) system and the OT-R40 (Hitachi Medical Inc, Japan) system through parallel and serial ports in order to mark the start and the end of the task in each block of the mental arithmetic task. This was achieved by three connections. The first connection was the communication link between the EEG amplifier and the computer (Desktop used in this study) which was straightforward by using a 3m USB cable with choke for interface. The second communication link was established via the EEG amplifier. The Discovery 24E had two channels (Channel 23 and 24) available to receive markers from the external source, in this case the main measurement controller. The markers here referred to the signs used to indicate the start or the end of an experiment session. In order to create the link, the EEG amplifier was connected through a special cable (381-071) to a PC printer port. The cable was provided by BrainMaster and was optically isolated for safety and noise immunity. In order to send the marker to the EEG amplifier, the study used the MATLAB data acquisition
Toolbox to write a signal (either ‘1’ as Start or ‘0’ as End) to Channel 23/24 of EEG amplifier. The sample MATLAB code is as follows:

Figure 4.5 shows an example of the EEG recording by the BrainMaster acquisition software. The markers for ‘Start’ and ‘End’ are visible and distinguishable from each other, as highlighted within the sample ‘A1’ or ‘A2’. These markers were essential to the subsequent processing of the EEG data in certain activity blocks. The other communication link was established between the OT-R40 and the main measurement controller. This was achieved using the RS232 interface of the OT-R40 and a USB-to RS232 converter.

The communication link was tested in advance using the OT-R40 interface. In this study, ‘F9’ was chosen to mark the start of a block and ‘F7’ to mark the end of a block. Similar to the EEG, these markers are important to allow users averaging blocks of brain signals for a particular task. Figure 4.6 shows an example of the OT-R40 markers within a single channel record while performing five blocks of the arithmetic task.
Figure 4.5: EEG markers (a) showing more channels, (b) 7-active EEG electrodes (clean signal).

Figure 4.6: OT-R40 markers for the start and end of the task at each block.
4.2 Subjective measurements

The subjective assessment of mental stress was conducted using questionnaires, NASA-TLX [250]. Participants were asked to evaluate their mental workload before beginning with their task as baseline, after the simultaneous measurements of the EEG and the fNIRS under the control condition and after the simultaneous measurements of the EEG and the fNIRS under the stress condition. As for other subjective measures of workload, NASA-TLX relies on subjects’ conscious perceived experience with regards to the effort produced and difficulty of task. NASA-TLX has the advantage of being quick and simple to administer. The index is a multidimensional method with various evaluation degrees, which provides a self-evaluation model to estimate workload through use of six subscales including (MD, mental demand; PD, physical demand; TD, temporal demand; OP, own performance; EF, effort; and FR, frustration). Each of these six subscales scores from 1 to 20 based on performance of participants. The overall scores were then weighted to 100 and used for evaluation.

The results of subjective ratings of workload measured by NASA-TLX across control and stress conditions for all subscales and overall workload of the NASA-TLX have been summarized in Table 4.1. The weighted workload in the control and stress conditions were 22.2 and 75.4, respectively. Based on the participant’s subjective responses, in control condition OP and in stress condition FR, TD and PD had dominant importance and in control and stress conditions EF had the lowest importance. Overall, there was a significant differences between the subjective score from control to stress condition. The p and t values are summarized in Table 4.1.
Table 4.1: Comparison of subjective variables Means ± SE across control and stress conditions

| NASA TLX | Control | Stress | T-test result |
|----------|---------|--------|---------------|
|          |         |        | p-value t-value |
| MD       | 20±7.6  | 75±4.7 | <0.0001 6.30 |
| PD       | 25±8.4  | 77±6.3 | <0.0001 6.41 |
| TD       | 23±6.6  | 78±4.5 | <0.0001 6.31 |
| OP       | 85±6.3  | 20±3.1 | <0.0001 7.41 |
| EF       | 30±4.5  | 68±2.3 | <0.0001 5.81 |
| FR       | 32±3.2  | 88±1.2 | <0.0001 7.62 |
| WWL      | 22.2±2.5| 75.4±3.7| <0.0001 6.21 |

Abbreviations: MD, mental demand; PD, physical demand; TD, temporal demand; OP, own performance; EF, effort; FR, frustration; WWL, weighted workload; MW, mental workload; T-test analysis; SE, standard error.

4.3 Objective measurements

This research measured mental stress using the three techniques of COCORO meter (Nipro, Osaka, Japan), EEG and fNIRS modalities. Due to the popularity of salivary alpha amylase in measuring stress levels (measured by COCORO meter) in clinical practice and behavioural studies, it used as a reference to confirm the induction procedure of stress on the participants. Similarly, the EEG and the fNIRS are proposed as a new approach to assess mental stress objectively as they complement each other. The procedures involved in the measurements are described in the following sub-sections.
4.3.1 Salivary alpha amylase collection

A hand-held monitor COCORO meter (Nipro, Osaka, Japan) was used to measure the salivary alpha amylase activity as shown in Fig 4.7 (a). Five samples of salivary alpha amylase were collected from each participant during the entire experiment. The first sample was collected five minutes before the beginning of the experiment as a baseline sample and labeled as (S1) as shown in Fig 4.8. The second sample was collected immediately at the end of control task and labeled as (S2). The third sample was collected five minutes after the control task as recovery of the control phase and labeled as (S3). The fourth sample was collected immediately after the stress task and labeled as (S4) as shown in Fig 4.9. The fifth sample was collected five minutes after the stress task and labeled as (S5). Note that in the analysis section, the third sample (S3) was also used as the baseline for the stress phase. The entire sequence of the salivary sample collection is as illustrated in Fig.4.7 (b).

![COCORO meter interface and saliva-strip](image)

![Graphical summary of salivary alpha amylase samples collection](image)

Figure 4.7. (a) COCORO meter interface and saliva-strip, (b) Graphical summary of salivary alpha amylase samples collection.
The results of the alpha amylase level demonstrated a significant increase during the stress condition compared to control and rest conditions and return to the baseline after five minutes of rest. The increase in alpha amylase was noticeable consistently in all the subjects. At the baseline, the highest and lowest amylase level values were
measured as 20 (kIU/L) and 3.0 (kIU/L) with a standard deviation of 4.6 (kIU/L) respectively. Similarly, under the control condition, the highest and lowest amylase level values were measured as 61 (kIU/L) and 45 (kIU/L) with a standard deviation of 6.56 (kIU/L) respectively. At the recovery after control and stress conditions (sample 3 and sample 5), the highest and lowest amylase level values were measured as 33 (kIU/L) and 19 (kIU/L) with a standard deviation of 4.01 (kIU/L) respectively. However, under the stress condition, the highest amylase level was measured as 120 (kIU/L), and the minimum value was measured as 71 (kIU/L) with a standard deviation of 13.6 (kIU/L). Figure 4.10 illustrates the overall results of the amylase levels of the five collected samples during the entire experiment. The study further analyzed the salivary alpha amylase responses using the two-sample t-test. The increase in the alpha amylase level under the stress condition was found to be significant as compared to the control condition, with a mean p-value of $p<0.001$. The significant differences in the alpha amylase level between the stress and the control condition confirmed the inducement of stress using the proposed task.

Figure 4.10: Alpha amylase samples collection.

4.3.2 EEG+fNIRS data acquisition

Simultaneous measurements of the EEG and the fNIRS were performed on the participants while they were solving mental arithmetic tasks under control and stress conditions. The data were simultaneously recorded using the Discovery 24E system
BrainMaster Technologies Inc, Bedford, OH) and the multi-channel fNIRS system (OT-R40, Hitachi Medical Corporation, Japan). The EEG system was equipped with seven active electrodes placed on the positions FP1, F7, F3, Fz, FP2, F8, F4 and reference electrode ‘A1-A2’ attached to the earlobe according to the international 10-20 system. The sampling frequency for the EEG was set to 256 Hz and the impedance was reduced to 5K ohms by applying small amounts of gel directly to the scalp. The fNIRS system, on the other hand, was equipped with 16 optical fibres; eight sources (two wavelengths, 695 nm and 830 nm, combined in one source) and eight detectors. The distance between the pairs of the source and the detector probes was set to 3cm. The measurement area between a pair of source-detector probes was defined as channel (Ch). A total of 23 channels were recorded in this study as shown in Fig 4.11. The sampling frequency for the fNIRS system was fixed at 10 Hz.

The EEG electrodes and the fNIRS channels were co-registered into three right and three left PFC scalp quadrants (Frontopolar area (FPA): FP1, FP2, Ch-[9, 10, 11, 15, 16, 20, 21, and 22], the Ventrolateral prefrontal area (VLPFC): F7, F8, Ch-[8, 13, 14, 19, 12, 17, 18, and 23] and the Dorsolateral prefrontal area (DLPFC): F3, F4, Ch-[1-7]). The placements of the EEG electrodes and the fNIRS channels are shown in Fig 4.10. The character ‘R’ within the black box in the bold line stands for the right PFC area and the other character ‘L’ stands for the left PFC area. Figure 4.12 shows the overall experiment set-up.
Figure 4.11: EEG+fNIRS electrode/channel Placement based on the international 10-20 system.

From the configurations of EEG electrodes and fNIRS channels, the subregions were highlighted based on channel locations. The Dorsolateral PFC highlighted with yellow circles, the Ventrolateral PFC highlighted with green circles and the Frontopolar area highlighted with grey circles.
4.4 Fusion of EEG+fNIRS using jICA

4.4.1 EEG result

In order to investigate the effects of the stress task on the brain fluctuations, the power values of the alpha and the beta rhythm for all the selected electrodes were calculated. The cortical activation of the brain during the stress task revealed an increase in the beta rhythm power and a decrease in the alpha rhythm power on the PFC. Figure 4.13 shows the boxplot representing the normalized mean power values of alpha and beta under the control and stress condition in all the 25 subjects. The statistical analysis showed that the brain response was significantly different under the stress condition from that of the control state as represented by features in beta and alpha rhythm. In order to show the contribution of each PFC subregion represented by the individual electrode in the beta and alpha band, the t-values and p-values were measured accordingly. For the beta rhythm, the measured t-value and p-value for FP1 was (t=1.8, p=0.067), for FP2 was (t=4.1, p=0.0013), for F3 was (t=2.5, p=0.020), for F4 was (t=3.8, p=0.002), for Fz was (t=3.1, p=0.005), for F7 was (t=3.0, p=0.005), and
for F8 was \( t=1.7, \ p=0.070 \) respectively. Similarly, the measured t-value and p-value in the alpha rhythm for FP1 was \( t=2.89, \ p=0.008 \), for FP2 was \( t=3.3, \ p=0.003 \), for F3 was \( t=5.3, \ p=0.000 \), for F4 was \( t=6.4, \ p=0.000 \), for Fz was \( t=2.9, \ p=0.007 \), for F7 was \( t=2.9, \ p=0.001 \), and for F8 was \( t=5.4, \ p=0.000 \) respectively. The overall result demonstrated that the alpha rhythm responded more significantly to mental stress as compared to the beta rhythm. This can be clearly seen as highlighted in Fig 4.13. The result suggests that the alpha rhythm may be a better indicator of mental stress. The overall statistical analysis is shown in Table 4.2.

Figure 4.13: The normalized Alpha and Beta rhythm power values in two mental states: control and stress for average of 25-subjects.

### 4.4.2 fNIRS result

The fNIRS result demonstrated a dramatic increase in the oxygenated hemoglobin concentration \( O_2 \text{Hb} \) during control condition as compared to the baseline and stress condition in most PFC regions. The grand average time-course of oxygenated hemoglobin concentration \( O_2 \text{Hb} \) within all the channels’ locations during the control condition is shown in Figure 4.11. The red line indicates the grand average time-course of oxygenated hemoglobin concentration \( O_2 \text{Hb} \), and the blue line indicates the grand average time-course of deoxygenated hemoglobin concentration \( \text{HHb} \).
respectively. As expected, the increase in the oxygenated hemoglobin concentration $O_2$Hb is associated with a slight decrease in the deoxygenated hemoglobin concentration. The association in the hemodynamic responses (increase in oxygenated and decrease in the deoxygenated hemoglobin) confirmed the cerebral activities related directly to the task, and the less noisy were the collected signals. From the time-course, it is also noticeable that the oxygenated hemoglobin concentration returned to the baseline at the 20 second rest condition after the task. In contrast, less cortical activation and in some cases a strong decrease in the oxygenated hemoglobin concentration $O_2$Hb from the baseline was observed under the stress condition. The strong decrease in the oxygenated hemoglobin concentration under the stress condition was found on the right PFC region. Obviously, there was an increase in the oxygenated hemoglobin concentration during stress in some locations on the left PFC. The channels labeled as 10, 11, 16, 17, 21 and 22, for example, show an increase in the oxygenated hemoglobin concentration under stress, yet not significantly so. The grand average time-course of the oxygenated hemoglobin concentration $O_2$Hb (red line) and the deoxygenated hemoglobin concentration HHb (blue line) is shown in Fig 4.14, the control condition and Fig 4.15, the stress condition. The vertical red dash-line marks the start of the task and the vertical green dash-line marks the end of the task.
Figure 4.14: Mean time-courses of O2Hb (red line) and HHb (blue line) under the control condition.

Figure 4.15: Mean time-courses of O2Hb (red line) and HHb (blue line) under the stress condition.

The overall behaviour of the PFC regions under control and stress conditions is presented in the topographical maps of Fig 4.16 and Fig 4.17 respectively. The
Topographical maps of oxygenated hemoglobin concentration O2Hb response measured as the averaged mean concentration from all the subjects across all channels with channel number labeling from ‘1’ to ‘23’. When examined closer, the study found, on average, the decrease in the oxygenated hemoglobin concentration O2Hb response was highly localized to the right PFC. The topographical map of oxygenated hemoglobin and deoxygenated hemoglobin activation under control the condition are reported for the average of 25-subjects. The red coloring in the topography maps indicate higher activation and the blue coloring indicates less activation in cortical activities.

Figure 4.16: Topographical map of O$_2$Hb under control condition.
The statistical analysis demonstrated a significant reduction in the oxygenated hemoglobin concentration from the control condition to the stress condition in all the subjects across most of the channels in the PFC. This thesis studied the contribution of each region on the entire PFC by measuring their t-value and p-values as means for statistical evaluation. The calculated t-value and p-value for all the channels. The overall statistical analysis for the EEG and the fNIRS signal modalities is summarized in Table 4.2.

The statistical analysis reported in terms of electrode naming, F4A which represents the EEG electrode of F4 in the Alpha band, and F4B represents the F4 EEG electrode in the Beta band. Similar sequence used for the rest of electrodes in which the character ‘A’ is used to represent the statistical name in the alpha band and the character ‘B’ used to represent the statistical name at beta band respectively.
Table 4.2: Statistical analysis of EEG alpha and beta and O2Hb of fNIRS measurements based on the two-sample t-test.

| Channel No | t-value | p-value | Channel No | t-value | p-value | Electrode | t-value | p-value |
|------------|---------|---------|------------|---------|---------|-----------|---------|---------|
| 1          | 4.3     | 0.0016  | 14         | 5.5     | 0.0000  | Fz Alpha  | 2.9     | 0.0073  |
| 2          | 2.2     | 0.0370  | 15         | 5.3     | 0.0000  | Fz Beta   | 3.1     | 0.0058  |
| 3          | 3.8     | 0.0022  | 16         | 2.1     | 0.0496  | F3 A      | 5.3     | 0.0000  |
| 4          | 5.6     | 0.0000  | 17         | 3.0     | 0.0070  | F3 B      | 2.5     | 0.0200  |
| 5          | 3.35    | 0.0033  | 18         | 5.2     | 0.0000  | F8 A      | 5.4     | 0.0000  |
| 6          | 4.8     | 0.0002  | 19         | 5.0     | 0.0000  | F8B       | 1.7     | 0.0700  |
| 7          | 2.6     | 0.0231  | 20         | 2.8     | 0.0011  | FP2 A     | 3.3     | 0.0030  |
| 8          | 3.3     | 0.0038  | 21         | 1.2     | 0.2500  | FP2 B     | 4.1     | 0.0013  |
| 9          | 5.5     | 0.0000  | 22         | 0.7     | 0.4193  | FP1 A     | 2.89    | 0.0080  |
| 10         | 3.1     | 0.0059  | 23         | 5.1     | 0.0001  | FP1B      | 1.8     | 0.0670  |
| 11         | 1.1     | 0.2904  | F4 A       | 6.4     | 0.0000  | F7 A      | 2.9     | 0.0010  |
| 12         | 2.3     | 0.0355  | F4 B       | 3.8     | 0.0021  | F7 B      | 3.0     | 0.0051  |
| 13         | 5.1     | 0.0000  |            |         |         |           |         |         |

From the overall statistical analysis on all the EEG electrodes and all the fNIRS channels summarized in Table 4.2, the EEG electrodes and the fNIRS channels of interest were identified to be used for performance evaluation and classification. For the EEG modality, six electrodes with the highest t values were selected; F4, FP2, F8, Fz, F3 and F7. Since the alpha rhythm responded more significantly to stress than the beta rhythm, only the alpha rhythm features considered for further analysis. For the fNIRS modality, since most of the channels responded significantly to the task, a threshold value of t ≥ 5 was considered for the channel selection criteria. Eight channels responded above the threshold value, with six channels located on the right PFC and two channels located on the left PFC, namely Ch4, Ch9, Ch13,Ch14, Ch15, Ch19, Ch18 and Ch23. The six channels with the highest t-values were then selected for the fNIRS performance evaluation and classification.

For the EEG and the fNIRS fusion, the number of features for the performance evaluation was maintained the same as individual modality. Three fNIRS channels with the highest t values were selected, together with the EEG electrodes located in the closest proximity to these three fNIRS channels. The three fNIRS+EEG pairs are:
Ch-4 with F4, Ch-15 with FP2, and Ch-18 with F7, and their signals were used as inputs to the proposed jICA model. Note that, the lateralization was considered when selecting the channels and electrodes for fusion due to its dominant in stress studies. The fusion model was then evaluated using SVM in the same manner as the unimodal EEG and fNIRS.

4.4.3 Joint independent component analysis result

The result from the joint independent component analysis (jICA) is presented in a matrix map for all the 25-subjects as shown in Fig 4.18. The map clearly shows the potential of the fNIRS in constructing source-localization for the EEG in estimating stress. The obtained map indicates that the jICA emphasizes the consistency of the activation region almost across all subjects.

The classification accuracy obtained using the SVM classifier is shown in Figure 4.19. The classification results are illustrated as boxplot for all the three modalities, namely EEG, fNIRS and EEG+fNIRS. The boxplot demonstrates the distribution of SVM accuracies across all subjects. The accuracy is reported in term of its occurrence within the maximum values, at third quartile (75%), at median value (position at the center), at its first quartile (25%) and at its minimum value. For the sole EEG, the average classification accuracy was measured as 91.7±5.3%, for the sole fNIRS the average classification accuracy was measured as 84.1±6.8%, and under the fusion of EEG+fNIRS the measured accuracy was 95.1±3.9% for the average of the 25 subjects respectively. Note that, the maximum accuracy value achieved by the three modalities are the same at 100%. At third quartile, median, first quartile and minimum accuracy value, fusion outperforms sole EEG and sole fNIRS with p<0.001. From the overall classification accuracy result, it is clearly seen that the fusion of EEG+fNIRS increased not only for the average of the 25 subjects but also for each individual subject as demonstrated by the small error in the boxplot. The fusion increased the accuracy by an average of +3.4% compared to the sole EEG and +11.0% compared to the sole fNIRS. The improvement was found to be significant, p<0.001 as measured by the t-test.
Similarly, the classification results on the sensitivity and the specificity for each individual as well as the fusion of both modalities are shown in Figure 4.20 and Figure 4.21 respectively. The average classification sensitivities of the sole EEG, the sole fNIRS and the fusion of EEG+fNIRS were 90.4±5.7%, 82.4±6.3% and 94.2±4.3%, respectively. There were significant improvements (p<0.001) in the sensitivity of the fusion approach (EEG+fNIRS) compared to the unimodals with an average improvement of +3.8% compared to the sole EEG and +11.8% compared to the sole fNIRS, respectively. The average classification specificities of the sole EEG, the sole fNIRS and the fusion of EEG+fNIRS, on the other hand, were 93.4±4.4%, 86±7.2% and 96.6±2.8%, respectively. Significant improvements due to the fusion over the individual modality were observed, as expected, with mean a p-value of p<0.001.
Figure 4.19: Boxplots representing the classification accuracy measured by SVM for 25 subjects.

Figure 4.20: Boxplots representing the classification sensitivity calculated for 25 subjects.
4.4.4 Discussion on the results

The experiment results revealed that significant improvements were achieved through the joint independent component analysis fusion approach in all three performance metrics, with $p<0.001$. This confirmed our hypothesis that the fusion of the EEG and the fNIRS components can improve the mental stress detection. Undoubtedly, the proposed feature-fusion model enabled us to take the advantages of the strengths of both modalities in the unified analysis. The improvements in the classification accuracy achieved in this study is also consistent with the existing EEG and fNIRS hybrid studies but not in all cases [77-79]. The inconsistency in the hybrid results may due to the level of integration or fusion being adopted. Both Fazli and Putze applied fusion at the decision level, i.e. using a meta-classifier to integrate the outputs from one EEG classifier and one fNIRS classifier. It is likely that the outputs from the EEG classifier and the fNIRS classifier were highly correlated with little complementary information. In contrast, Yin was able to consistently improve the decoding of the motor imagery tasks when considering the feature level fusion of the bimodal EEG and fNIRS [233].
4.5 Fusion of EEG+fNIRS using CCA

4.5.1 Results of individual modality

The EEG result shows a decrease in the alpha rhythm from the control condition to the stress condition in all seven electrodes for all the participants. Figure 4.22 shows the averaged normalized alpha rhythm under the control and the stress conditions of all subjects at all EEG electrodes. The statistical analysis demonstrated significant differences in alpha rhythms between control and stress conditions in all the electrodes with mean p-values of <0.01 as the case in ‘F7’; p-value of <0.001 as the case in ‘FP1’, ‘FP2’, ‘F3’ and ‘Fz’; and p-value of <0.0001 as the case in ‘F4’, and ‘F8’, respectively. The changes in alpha suppression indicates that, the PFC response differently to situations where arithmetic task is presented with the time pressure and negative feedback. This could be due to the fact that, stressful task with the time pressure and feedback induced negative emotion and impairs the performance of working memory in which firing rate of neurons reduced.

Similarly, the results from the fNIRS show a decrease in the concentration change of oxygenated hemoglobin from the control condition to the stress condition, and the decrease was found consistently across all subjects with mean $p$-values < 0.01. Figure 4.23 to Figure 4.26 shows the topographical maps of four subjects where the first subject exhibits a higher cortical activation at the left DLPFC region as compared to the other three on the right FPA, under the control condition. Note that the label of channels on the PFC subregions is similar to the label in Fig 4.11. On the other hand, Figures 4.27 to 4.30 show the topographical maps of the same subjects under the stress condition. The right VLPFC is consistently the region with the least oxygenation under the stress condition among the participants. Figures 4.31 to 4.33 show the topographical maps for the average of the 25 subjects under the control and the stress condition with their corresponding t-map respectively. The calculated t-values were reconstructed to generate T-map using bicubic interpolation function developed by Sutoko et. al., and is built in the Platform for Optical Topography Analysis Tool [33]. From the overall topographical maps of all the subjects in this
study, it can be clearly seen that the reduction in brain activation under stress is localized to a specific PFC subregion – right VLPFC, instead of being distributed across the entire PFC.

Figure 4.22: Normalized alpha rhythm under the control (green line) and the stress condition (red line) with seven corresponding EEG electrodes located at the PFC area. The marks ‘**’, ‘***’ and ‘****’ indicate that, the task is significant with p<0.01, p<0.001 and p<0.0001 respectively.
Figure 4.23: Mean oxygenated hemoglobin under the control condition of the first subject.

Figure 4.24: Mean oxygenated hemoglobin under the control condition of the second subject.
Figure 4.25: Mean oxygenated hemoglobin under the control condition of the third subject.

Figure 4.26: Mean oxygenated hemoglobin under the control condition of the fourth subject.
Figure 4.27: Mean oxygenated hemoglobin under the stress condition of the first subject.

Figure 4.28: Mean oxygenated hemoglobin under the stress condition of the second subject.
Figure 4.29: Mean oxygenated hemoglobin under the stress condition of the third subject.

Figure 4.30: Mean oxygenated hemoglobin under the stress condition of the first subject.
Figure 4.31: Topographical map of the oxygenated hemoglobin concentration under the control condition for the average of the 25 subjects.

Figure 4.32: Topographical map of the oxygenated hemoglobin concentration under the stress condition for the average of the 25 subjects.
4.5.2 Result of fusion based on CCA

This study analyzed the covariance matrices of the feature sets from the two modalities on the entire PFC region with the six subregions of interest. Each of the six subregions was being represented by a single EEG/fNIRS channel (VLPFC [right: F8 and Ch19; left: F7 and Ch23], DLPFC [right: F4 and Ch1; left: F3 and Ch3], and FPA [right: FP2 and Ch20; left: FP1 and Ch22]), refer to Table 4.3 for more details. The criteria of selection were based on the correlation level of the components from the transformed feature vectors, discarding those with small canonical correlations. Figure 4.34 shows the canonical correlations of the alpha rhythm and the oxygenated hemoglobin of the stress features obtained by applying the CCA to the entire datasets arranged in descending rank order. These canonical correlations were computed from the estimated joint covariance matrix. As observed from the correlation variants among subregions with the highest correlation coefficient of 0.95 at the right VLPFC, 0.88 at left DLPFC, 0.81 at right DLPFC, 0.72 at left VLPFC, 0.61 at the right FPA and the sixth highest correlation coefficient of 0.48 located at the left FPA.
respectively. The higher the correlation value, the more focal or localized the stress is. It is also observed that, the precision in localizing stress to the right VLPFC across all subjects is high as demonstrated by the low standard deviation at component ‘1’. The overall standard deviation across the components was obtained as 0.025 for the first component, 0.028 at the second component, 0.0455 at the third component, 0.054 at the fourth component, 0.062 at the fifth component and 0.084 at the sixth component. The pair of components showing the strongest correlation ($r=0.95$) across the two data sets demonstrates the highest significant difference ($p<0.00001$) between the control and the stress subjects. The overall cross-subject source correlation matrix (map) is displayed in Figure 4.35. The matrix shows the consistency in inter-subject correlation between the modalities.

| No | Region       | Component pair | EEG | fNIRS |
|----|--------------|----------------|-----|-------|
| 1  | Right VLPFC  | F8             | Ch19|
| 2  | Left DLPFC   | F3             | Ch3 |
| 3  | Right DLPFC  | F4             | Ch1 |
| 4  | Left VLPFC   | F7             | Ch23|
| 5  | Right FPA    | FP2            | Ch20|
| 6  | Left FPA     | FP1            | Ch22|
Figure 4.34: Correlation coefficients resulting from the EEG+fNIRS CCA (sorted in decreasing order).

Figure 4.35: Cross-subject source correlation matrix using the CCA technique. The x and y labels represents the number of subjects on the entire correlation matrix.
4.5.3 Classification evaluation

The classification results for the individual modality and after the fusion are presented by their ROC curves in Figure 2.36 (a), (b) and (c). Figure 4.36(a) shows the classification evaluation of the sole EEG modality within all the PFC subregions (based on combination of FP1, FP2, F3, F4, F7 and F8), VLPFC subregion (based on combination of F8 and F7), DLPFC subregion (based on combination of F4 and F3) and FPA subregion (based on combination of FP1 and FP2). The labels in term of colors were in accordance with the; using six-bilateral electrodes use red-line, VLPFC with blue-line, DLPFC with green-line and FPA with black-line in all the two modalities. For the fusion of the EEG and the fNIRS channels in the different combinations of two-electrodes and two-channels within: the VLPFC labelled with red-line, DLPFC labelled with blue-line, FPA labelled with green-line and six-bilateral electrodes labelled with black-line and the six-channels of fNIRS labelled with cyan line.

The average classification accuracy, sensitivity, specificity and AUC values calculated for each PFC subregion are (0.899, 0.858, 0.837 and 0.831), (0.875, 0.870, 0.866 and 0.860), (0.920, 0.845, 0.808 and 0.801), and (0.957, 0.903, 0.900 and 0.925) respectively. Similarly, Fig 4.36(b) shows the classification evaluation of the sole fNIRS modality within all the PFC subregions (based on combination of Ch22, Ch20, Ch19, Ch23, Ch1 and Ch3), VLPFC subregion (based on combination of Ch19 and Ch23), DLPFC subregion (based on combination of Ch1 and Ch3) and FPA subregion (based on combination of Ch20 and Ch22). The average classification accuracy, sensitivity, specificity and AUC values calculated are (0.856, 0.829, 0.808 and 0.793), and (0.823, 0.795, 0.833 and 0.829), (0.880, 0.862, 0.783 and 0.758), and (0.927, 0.897, 0.863 and 0.863). Looking at the performance of the individual modality, the EEG outperforms the fNIRS in all the classification measurements.

On the other hand, Figure 4.36(c) shows the classification evaluation under the fusion of the EEG+fNIRS signal modality within the VLPFC subregion, the DLPFC subregion and the FPA subregion as compared with the excellent results obtained by the individual modality from the entire PFC area. The average classification accuracy,
sensitivity, specificity and AUC values in the format of entire PFC area (at six-bilateral electrode/channel), VLPFC, DLPFC and FPA were calculated and presented as shown in Table 4.3. Additionally, the overall classification performance and improvements of fusing each subregion over the entire PFC area of each modality and over each subregion by individual modality is presented in Table 4.4. The results of the classification supports the dominant of right VLPFC to stress as obtained by CCA method.

![ROC curves](image)

Figure 4.36: ROC curves (a) EEG modality, (b) fNIRS modality and (c) Fusion of EEG and fNIRS.

| Region   | EEG    | fNIRS | EEG+fNIRS | ++REEG | ++fNIRS | ++EEG | ++fNIRS |
|----------|--------|-------|-----------|--------|---------|-------|---------|
| Six-Bilateral | 89.8   | 85.6  |           |        |         |       |         |
|           | Sensitivity % | 87.5  | 82.3      |        |         |       |         |
|           | Specificity %  | 92.0  | 88.0      |        |         |       |         |
|           | AUC %           | 95.7  | 92.7      |        |         |       |         |
| VLPFC    | Accuracy %      | 85.8  | 82.9      | 97.7   | 11.9    | 14.8  | 7.9     | 12.1 |
|          | Sensitivity %   | 87.0  | 79.5      | 96.6   | 9.6     | 17.1  | 9.1     | 14.3 |
|          | Specificity %   | 84.5  | 86.2      | 98.7   | 14.2    | 12.5  | 6.7     | 10.7 |
|          | AUC %           | 90.3  | 89.7      | 99.5   | 9.2     | 9.8   | 3.8     | 6.8  |
| DLPFC    | Accuracy %      | 83.7  | 80.8      | 92.5   | 9.0     | 11.7  | 2.7     | 6.9  |
|          | Sensitivity %   | 86.6  | 83.3      | 92.9   | 6.3     | 9.6   | 5.4     | 10.6 |
|          | Specificity %   | 80.8  | 78.3      | 92.0   | 11.1    | 13.7  | 0       | 4.0  |
|          | AUC %           | 90.0  | 86.3      | 97.6   | 7.6     | 11.3  | 1.9     | 4.9  |
| FPA      | Accuracy %      | 83.1  | 79.3      | 92.5   | 9.4     | 13.2  | 2.7     | 6.9  |
|          | Sensitivity %   | 86.0  | 82.9      | 92.0   | 6.0     | 9.1   | 4.5     | 9.7  |
|          | Specificity %   | 80.1  | 75.8      | 92.9   | 12.8    | 17.1  | 0.9     | 4.9  |
|          | AUC %           | 92.5  | 86.3      | 97.0   | 4.5     | 10.7  | 1.3     | 4.3  |
Note that, the ++REEG represents the improvements of fusing EEG and fNIRS in each subregion over EEG modality in that subregion; ++RfNIRS represents the improvements of fusing EEG and fNIRS in each subregion over fNIRS modality in that subregion; ++EEG represents the improvements of fusing EEG and fNIRS in each subregion over optimum EEG modality; ++fNIRS represents the improvements of fusing EEG and fNIRS in each subregion over optimum fNIRS modality, respectively.

4.5.4 Discussion on the results

The overall results from the EEG signals across all the subjects revealed a decrease in the alpha rhythm on the entire PFC area. Specifically, the electrodes from the right PFC subregions; F4 and F8 were highly sensitive to stress as reported by their p-values, mean p<0.0001. On the other hand, the electrode ‘F7’ from the left PFC subregion responded differently with less significant difference in the cortical activities with the p-value reported as p<0.01. Compared to the other electrodes, it shows a hemispheric difference. This difference in hemispheric activities is thought to be associated with frontal-alpha asymmetry. Thus, the decrease in the right frontal alpha rhythm constitutes evidence of a negative response due to the stressors. The decrease in the alpha rhythm on the PFC is consistent with previous emotional and anxiety studies and with studies that administered cortisol to human subjects [41, 42, 261, 262]. Additionally, the difference in activities of the right and the left PFC in this study is in line with previous EEG studies that showed hemispheric differences under stress conditions [263]. Therefore, the obtained results suggest that the cortical activities shifted from diffused to focal cortical activities under the stress condition.

Likewise, the fNIRS signals showed higher activation and increase in the oxygenated hemoglobin concentration on the entire PFC area while solving the arithmetic task under the control condition. Specifically, a higher activation was found within the left PFC area which can be explained as the left PFC being sensitive to the arithmetic task. In particular, the higher activations of oxygenated hemoglobin
were observed consistently in individual subjects as well as in the average of all subjects. The results reported in Figures 4.31 to Fig 4.33 showed the overall oxygenated hemoglobin concentration of the 25 subjects under the control and the stress conditions with their corresponding t-map respectively. Similarly as with each individual subject, the activities on the right VLPFC subregion were significantly reduced under stress, p<0.0001. It is evidenced that the oxygenated hemoglobin shifted from diffused to focal under the maintained psychological stress condition. This result is in line with our hypothesis stating that the PFC functions under the maintained psychological stress shifts from diffuse to focal cortical activities.

Interestingly, the reduction of the oxygenated hemoglobin concentration on the PFC subregions in our study is consistent with previous fMRI human and animal stress studies [26, 32, 264, 265]. Furthermore, a similar reduction of the oxygenated hemoglobin on the DLPFC have been seen in subjects suffering from post-traumatic stress disorder [266, 267]. Additionally, reduced cortical activities have been reported on the ventromedial PFC while inhibiting a fear response [268]. Thus, showing similar dysfunctions in the PFC subregions in healthy individuals under maintained psychological stress may provide the insight necessary to treat neuropsychiatric conditions that afflict many people. However, in light of the present results, it is important to consider the methodological and neuroimaging modality differences between studies. This study could thus suggest that our approach may have greater sensitivity to detect discriminable patterns on the PFC subregions to stress under naturalistic settings.

The classification result of the EEG signals demonstrated a high accuracy in discriminating stress in the control state with 89.8% and area under the curve of 95.7% using 6-bilateral electrodes over the entire PFC area. Similarly, the fNIRS classification accuracy result was 85.6%, the area under the curve being 92.7% using six-bilateral channels over the PFC. Due to the excellent temporal resolution of the EEG modality, it outperforms the fNIRS modality by +4.2% in accuracy and +3.0% in AUC. On the other hand, the fNIRS outperforms the EEG modality by +1.7% in terms of specificity over the VLPFC. Additionally, studying each subregion individually, this study found that the VLPFC subregion outperforms other subregions.
in terms of accuracy in both modalities. As reported in Table 4.4, the VLPFC outperformed other PFC subregions by +2.7% accuracy in the EEG modality and by +3.6% in the fNIRS modality. The highest accuracy on the right VLPVC obtained through the fNIRS confirmed its dominance in mental stress.

The fusion of the EEG+fNIRS features using the proposed CCA method discovered the associations across the two modalities and estimated the components responsible for these associations. It jointly analysed the two modalities to fuse information without giving preference to either modality. The method identified the relationships based on the natural inter-subject co-variances between the modalities. Six pairs of components were estimated based on their degree of correlation across the modalities as showed in Fig.4.34. The difference in the correlation values across the modalities indicated the level of subregional activities (dysfunction) and the dominance of specific subregions in their susceptibility to mental stress. The first pair of components had a correlation of 0.95 showing the most significant reduction in the oxygenated hemoglobin on the right VLPFC associated with a decrease of the alpha rhythm at the time of stress. These associations across the modalities (given by the highest correlation at the right VLPFC) confirmed the subregion most susceptible to mental stress. The performance evaluation of the CCA also supported the dominance of the right VLPFC to stress as measured by the classifier accuracy, sensitivity, specificity and AUC of each subregion when compared with the entire PFC measuring an excellent EEG/fNIRS modality.

The classification evaluation of the VLPFC subregion resulted in 97.7% accuracy, 96.6% sensitivity, 98.7% specificity and 99.5% AUC respectively. Compared to the sole EEG modality, the fusion of the VLPFC subregion demonstrated improvement of +9.9% in the accuracy, +9.1% in the sensitivity, +6.7% in the specificity and +3.8% in the area under the curve. Similarly, the fusion of the DLPFC subregion showed an improvement of +2.7% in the accuracy, +5.4% in the sensitivity, and +1.9% in the AUC. The fusion of the EEG+fNIRS over the FPA showed an improvement of +2.7% in the accuracy, +4.5% in the sensitivity, +0.9% in the specificity and +1.3% in the AUC. Compared to the sole fNIRS modality, the fusion of the VLPFC subregion demonstrated an improvement of +14.1% in the accuracy, +14.3% in the sensitivity,
+10.7% in the specificity and +6.8% in AUC. Similarly, the fusion of the DLPFC subregion showed an improvement of +6.9% in the accuracy, +10.6% in the sensitivity, +4% in the specificity and +4.7% in the area under the curve. The fusion of the FPA showed an improvement of +6.7% in the accuracy, +9.7% in the sensitivity, +4.9% in the specificity and +4.3% in AUC. Using two sample t-test, the proposed fusion significantly improved the classification accuracy, sensitivity, specificity and area AUC compared to the sole EEG and the sole fNIRS modality, p<0.01.

4.6 EEG and fNIRS connectivity

The EEG PFC connectivity on the inter-hemisphere and intra-hemisphere within all subjects across all pairs of electrodes under control and stress conditions are as shown in Figure 4.37 (A) and (B) respectively. The results investigated on the right and left; FPA, VLPFC and DLPFC in the form of the inter-hemisphere and intra-hemisphere respectively. The EEG inter-hemisphere connectivity results demonstrated a significant reduction from the control condition to the stress condition on the right and left VLPFC (F8 and F7), the right FPA (FP2), and the right and left DLPFC (F4 and F3) respectively. Only the left FPA at FP1 was not significantly affected by stress. Similarly, the intra-hemispheric connectivity was significantly reduced from the control to the stress condition on the right FPA (FP2), the right VLPFC (F8), and the right DLPFC (F4) respectively. The strength of the connectivity is as demonstrated by lines, the red line indicating high connectivity and the blue line indicating less connectivity.
In contrast, the fNIRS connectivity on the inter-hemispheric and intra-hemispheric PFC demonstrated a significant reduction from the control condition to the stress condition in all the frequency bands. The results of the connectivity at the frequency intervals of I (0.009-0.02 Hz), II (0.02-0.04 Hz), III (0.04-0.06 Hz), IV (0.06-0.08Hz), V (0.08-0.10 Hz), VI (0.0.009-0.1 Hz) and VII (0.1-0.8 Hz) were highly reduced as shown in Figures 4.38 to 4.41 for the control and the stress condition within the inter-hemispheric and intra-hemispheric PFC areas respectively. A reduced brain connectivity on the inter-hemispheric PFC was mostly found at the right DLPFC
(Ch4 and Ch1), the right VLPFC (Ch8, Ch13 and Ch14) and the right and left FPA (Ch9, Ch15 and Ch22), respectively. Similarly, the connectivity within the intra-hemispheric PFC demonstrated a significant reduction from the control to the stress condition, on the right VLPFC (Ch19), on the left and the right DLPFC. The overall statistical analysis for all the EEG electrodes and all the fNIRS channels is presented in Table 4.5 (inter-hemispheric PFC) and Table 4.6 (intra-hemispheric PFC) respectively.
Figure 4.38: fNIRS inter-hemispheric PFC connectivity under the control condition.
I) 0.009-0.02 Hz  
II) 0.02-0.04 Hz  
III) 0.04-0.06 Hz  
IV) 0.06-0.08 Hz  
V) 0.08-0.1 Hz  
VI) 0.009-0.1 Hz  
VII) 0.1-0.8 Hz

Figure 4.39: fNIRS inter-hemispheric PFC connectivity under the stress condition.
Figure 4.40: fNIRS intra-hemispheric PFC connectivity under the control condition.
Figure 4.41: fNIRS intra-hemispheric PFC connectivity under the stress condition.
Table 4.5: Statistical analysis of the alpha EEG and O$_2$Hb of the fNIRS connectivity measurements within inter-hemispheric PFC based on the two-sample t-test.

| Channel No | t-value | p-value | Channel No | t-value | p-value |
|------------|---------|---------|------------|---------|---------|
| 1          | 3.95    | 0.0000  | 16         | 3.00    | 0.0085  |
| 3          | 3.38    | 0.0033  | 17         | 1.83    | 0.0874  |
| 4          | 4.60    | 0.0000  | 18         | 1.77    | 0.0982  |
| 5          | 2.78    | 0.0132  | 19         | 1.87    | 0.0787  |
| 6          | 1.85    | 0.0852  | 20         | 1.76    | 0.0974  |
| 7          | 3.00    | 0.0085  | 22         | 2.95    | 0.0092  |
| 8          | 2.24    | 0.0389  | 23         | 1.76    | 0.0970  |
| 9          | 3.00    | 0.0083  | FP1        | 0.41    | 0.9321  |
| 11         | 0.90    | 0.3825  | FP2        | 3.11    | 0.0041  |
| 12         | 1.45    | 0.1639  | F3         | 6.00    | 0.0000  |
| 13         | 2.21    | 0.0430  | F4         | 2.11    | 0.048   |
| 14         | 2.47    | 0.0251  | F8         | 4.31    | 0.0001  |
| 15         | 2.40    | 0.0291  | F7         | 3.51    | 0.0025  |

Table 4.6: Statistical analysis of the alpha EEG and O$_2$Hb of the fNIRS connectivity measurements within intra-hemispheric PFC based on the two-sample t-test.

| Channel No | t-value | p-value | Channel No | t-value | p-value |
|------------|---------|---------|------------|---------|---------|
| 1          | 3.95    | 0.0014  | 16         | 1.87    | 0.0821  |
| 3          | 3.98    | 0.0013  | 17         | 1.36    | 0.1912  |
| 4          | 2.80    | 0.0130  | 18         | 1.87    | 0.0811  |
| 5          | 2.50    | 0.0214  | 19         | 2.23    | 0.0400  |
| 6          | 2.90    | 0.0110  | 20         | 1.52    | 0.1489  |
| 7          | 2.80    | 0.0121  | 22         | 1.45    | 0.1686  |
| 8          | 1.30    | 0.2300  | 23         | 1.36    | 0.1918  |
| 9          | 2.30    | 0.0480  | FP1        | 0.31    | 0.9871  |
| 11         | 0.14    | 0.8800  | FP2        | 6.00    | 0.0000  |
| 12         | 1.36    | 0.1913  | F3         | 0.41    | 0.9683  |
| 13         | 0.14    | 0.8913  | F4         | 3.11    | 0.0041  |
| 14         | 1.12    | 0.2791  | F8         | 3.11    | 0.0041  |
| 15         | 2.21    | 0.0430  | F7         | 0.51    | 0.9560  |
4.6.1 Discussion on the EEG+fNIRS connectivity

This study investigated mental stress based on the patterns of the EEG and fNIRS-based functional connectivity using the indices called mean squared coherence. Different colors were used to indicate the various connectivity strengths in the coherence maps. All channel pairs in inter and intra-hemispheric were classified into three connection groups: (1) connectivity between the DLPFC regions, (2) connectivity between the VLPFC regions; and (3) connectivity between the frontopolar area. The average coherence values were calculated for each connectivity type on the frequency intervals of I (0.009-0.02 Hz), II (0.02-0.04 Hz), III (0.04-0.06 Hz), IV (0.06-0.08Hz), V (0.08-0.10 Hz), VI (0.0.009-0.1 Hz) and VII (0.1-0.8 Hz). The results demonstrated a significant reduction in functional connectivity from the control to the stress condition in inter- hemispheric and intra-hemispheric PFC areas. The connectivity was highly reduced on the right DLPFC (Ch1, Ch4 and F4) followed by the left DLPFC (Ch3, Ch7) and right VLPFC (Ch19, Ch8, Ch14 and F8) and as reported by both modalities. In summary, this study demonstrated that the EEG and fNIRS-based functional connectivity reveals different patterns for different mental states (control and stress) in all frequency intervals. This recommends the functional connectivity within brain sites as good indices to discriminate the stress state from that of control state.

4.7 Summary

In first part of this chapter, the results of alpha amylase level under control and stress conditions are presented and discussed. The results showed significant increase in the alpha amylase level during stress. The results of alpha amylase confirmed that, the proposed task with time pressure and negative feedback significantly induce stress on all the participants. In the second part of this chapter, the results of feature level fusion using joint independent component analysis technique as well as canonical correlation analysis technique are presented and their performance compared with individual modality based on the classification accuracy, sensitivity, specificity and areas under the curve. The results of the feature level fusion significantly improve the
detection rate of mental stress, p<0.01 compare to individual EEG and fNIRS modality. Overall, the developed fusion techniques have contributed to the state-of-the art by improving the detection rate of mental stress. Up to date, this is the first study reported fusion at feature level as a promising method in improving the overall detection/system performance. Another novel approach reported in this study is that, the proposed methods localize the stress to the right ventrolateral PFC area. In the last part of this chapter, the results of the cortical connectivity under control condition and under stress condition are presented. The study investigated the connectivity within inter and intra-hemispheric PFC areas at seven frequency intervals and found that, stress reduce the connectivity in the dorsolateral PFC and on the right ventrolateral PFC. The results of connectivity was in line with the alpha rhythm and oxygenated hemoglobin showing right dominant of ventrolateral PFC to stress. It could be concluded that, stress disrupt the PFC connectivity and report functional connectivity on PFC as a good index of stress.
CHAPTER 5

CONCLUSIONS AND FUTURE WORK

This chapter discusses the conclusions derived from the main findings of this thesis and highlights the main contribution of the study to the research field as well as society. Additionally, it highlights some points for future work in order to translate this type of research study to the clinical practice.

5.1 Conclusions

This thesis investigated mental stress on 25 healthy subjects based on simultaneous measurements of electroencephalography (EEG) and functional near infrared spectroscopy (fNIRS) over the prefrontal cortex (PFC). The stress stimulus used in this study was based on established mental arithmetic tasks with the level of difficulty and under time pressure with negative feedback. The confirmation of stress elucidation on the participants was assessed by measuring their alpha amylase levels. The specific aims of this study contained herein were: 1) to control the simultaneous measurement of EEG and fNIRS on the PFC while participants solving the arithmetic task under control and stress conditions; 2) to detect the level of stress based on the cortical activity and cortical connectivity induced by arithmetic tasks under control and stress conditions; and 3) to develop a fusion method of EEG and fNIRS features to improve mental stress detection over individual modality.

In this study, mental stress on the participants was induced in the laboratory (workplace) using established mental arithmetic tasks with a certain level of difficulty and under time pressure with negative feedback as described in Chapter 4 (Experiment). The study confirmed the procedures of stress by measuring each participant’s salivary alpha amylase level before the task as baseline, immediately
after the task in the control and stress conditions. The obtained results confirmed that the applied time- and peer-pressure did increase significantly ($p<0.001$), the stress level of all participants, as compared to the baseline and the control conditions.

The EEG and the fNIRS-based cortical and functional connectivity demonstrated significant reduce under stress as compare to control condition. The main finding of the EEG results showed a significant decrease in the alpha rhythm power ($p<0.01$) and an increase in the beta rhythm power ($p<0.02$) in the PFC subregions under the stress condition as compared to the control condition. Additionally, the EEG statistical results of the cortical connectivity showed a significant decrease in the right hemisphere under the stress condition as compared to the control condition, $p<0.05$. The significant differences were found in both: inter- hemisphere and the inter-hemisphere PFC. Likewise, the fNIRS signals showed a higher activation or increase in the oxygenated hemoglobin concentration on the entire PFC area while solving the arithmetic task under the control condition. The statistical analysis of the functional connectivity of the fNIRS showed a significant decrease, $p<0.01$ under stress compared to that under the control condition in the seven frequency intervals. The reduction in the functional connectivity was found in the inter- and intra-hemisphere PFC with much reduction on the dorsolateral PFC as well as right ventrolateral PFC. Up to date, this is the first fNIRS study investigating mental stress on different frequency intervals within different brain areas and identifying the dorsolateral and right ventrolateral PFC as the brain regions mostly sensitive to stress.

Finally this study explored two different feature-level fusions of the EEG and the fNIRS for improving the detection rate of mental stress. The study investigated the feature-level fusion using the joint independent component analysis (jICA) and the canonical correlation analysis (CCA) methods. Prior to the jICA, the study used the advantages of the fNIRS spatial resolution to construct the spatial locations of the EEG after which the features of the EEG and the fNIRS from the selected components were fused. The spatial location was based on t-values in which the most significant channels responded to stress were selected. The optimization of the fused features was based on neural network. The neutral gradient decent was used to maximize the output entropy between the components. The output of the fusion was then assess in term of their accuracy, sensitivity, specificity and area under ROC curves. Overall, the
proposed jICA fusion method significantly improves the classification accuracy, sensitivity and specificity on average by +3.46% compared to the EEG and +11.13% compared to the fNIRS. The fusion technique significantly improve the detection rate of mental stress as hypothesis in the early section of this study. Similarly, the CCA method was used in this study maximized the covariance across all the subjects within the EEG and the fNIRS components. In this method, all components were used for analysis without giving priority to any modality. The optimization technique used in this technique was based on Lagrangian multipliers. The output of the CCA fusion technique was then evaluated using SVM classifier. Similarly as the case of jICA, significant improvements achieved in all the evaluation metrics namely; accuracy, sensitivity, specificity and area under the ROC curves. The CCA method improves the classification accuracy, sensitivity and specificity on average by +8.56% compared to the EEG and +13.03% compared to the fNIRS. As expected, the entire experimental results revealed that significant improvements were achieved by the proposed fusions approaches in all the three performance metrics, with $p<0.01$. This confirmed our hypothesis that the fusion of the EEG and the fNIRS can improve the mental stress detection.

### 5.2 Contributions

The list of contributions of this research to the field of study as well as the society is as follows:

- This is the first study investigated the effects of stress on the PFC activities based on EEG alpha rhythm as well as hemodynamic responses of fNIRS. The present findings make important contributions to the field of EEG and fNIRS. Specifically, they show for the first time, that it is possible to detect a negative correlation between activity in key regions of the task-positive network and task-negative network with EEG alpha rhythm and oxygenated hemoglobin of fNIRS.

- The present study showed for the first time, less cortical connectivity within the inter- and intra-hemispheric parts of the brain under stress
condition based on EEG and fNIRS (using seven frequency intervals) signals.

- The study presents a novel fusion based on joint independent component analysis in which temporal EEG components and spatial fNIRS components were fused in the feature level and their mixing matrix was obtained using neural network optimization technique. Another novel approach was based on canonical correlation analysis in which the temporal EEG components and the fNIRS spatial components were fused by maximizing their inter-subject covariations.

- The study discovered the right ventrolateral PFC as the dominant region to mental stress which could serve as a base to neurofeedback in the clinical practice.

5.3 Future work

The study described in this thesis possesses several limitations, and more research is necessary in order to advance this line of inquiry. First, this study was performed in healthy male subjects. The cortical activities in the PFC are expected to behave differently in young and healthy than in more elderly populations. In order to truly understand and model stress at the workplace, many groups of individuals (young, elderly, females, subjects with neurological impairments, etc.) should be tested. Second, the EEG and the fNIRS analysis in this study have been aimed at improving the detection rate of mental stress rather than distinguishing between different levels of stress. The focus of the present analysis is assessing whether the proposed modalities and the proposed fusion techniques can improve the detection rate of mental stress. In the future, it also may be interesting to grade mental stress into different levels. Additionally, in order to apply the findings of this study in clinical practice, more extensive research considering the aforementioned limitations need be done.
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