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Abstract—Distributed energy resources (DERs) in distribution networks can be aggregated as a virtual power plant (VPP) for transmission-level operations. A critical challenge for such coordination is the complexity of the AC-feasible power transfer region between a VPP and the transmission system at their point of common coupling. To overcome this challenge, this paper develops a characterization method for such regions. The proposed method constructs linear constraints to inner-approximate the AC-feasible power transfer regions. To guarantee AC-feasibility, the parameters in these constraints are determined by applying the Brouwer fixed-point theorem to the second-order Taylor expansion of the nonlinear Dist-Flow equations. Based on the power transfer regions characterized with our method, a transmission-level operation problem with VPP participation is formulated and solved through big-M linearization. The proposed methods are verified by numerical experiments in the IEEE 33-bus and IEEE 136-bus test systems.
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I. INTRODUCTION

THE percentages of distributed energy resources (DERs) in distribution networks are increasing in power supplies [1]. For transmission-level operations with the participation of DERs, the concept of a virtual power plant (VPP) has drawn much attention, leading to practical projects (e.g., FENIX [2] and EDISON [3]). A VPP paves one promising way through ECS Award No. 24210220 and the CUHK faculty startup grant.

methods [11]-[12]. The linearized power flow models used above have been observed to facilitate the constructions of feasible regions, e.g., through the easy matrix multiplication in linear systems in [6]-[9] and the strong duality of optimization problems in [10]-[12]. However, the linearized power flow models therein are approximations to the full AC power flow model with approximation errors; thus, their resulting feasible regions may not guarantee AC-feasibility.

In contrast, the full AC power flow model was directly adopted in the second type of methods. These methods can be further discussed based on what constraints are considered and guaranteed. Firstly, Banach fixed-point theorem in [13]-[14], Brouwer fixed-point theorem in [15]-[16], and Kantorovich fixed-point theorem in [17] were employed to construct feasible regions to guarantee power flow solvability, while safety limits (e.g., voltage and current limits) were neglected. With the further consideration of safety limits, a feasible region can be calculated by optimization methods in [18]-[19]. Ref. [18] solved non-convex optimizations to find boundary points which serve as a convex-hull-based approximation to the true feasible region, while Ref. [19] reported a heuristic approach to remove infeasible regions based on the SOCP relaxation.

Different with [18]-[19] which do not guarantee power flow solvability and safety limits, Refs. [20]-[26] provide feasible regions with such guarantees. Refs. [20]-[21] characterized feasible regions by identifying the regular stable equilibrium manifolds of a quotient gradient system. However, Refs. [20]-[21] could only numerically search for the points, without providing an explicit formulation of the feasible region. This absence of explicit characterization may limit the application of the feasible region in transmission-level operations. Refs. [22]-[24] provide feasible regions based on tightened AC power flow formulations, while their power flow equations and safety limits are guaranteed under certain special conditions (e.g., the special monotonicity of the functions of proxy variables in [22]-[23]), and a special algebraic relationship of network parameters in [24]. Ref. [25] formulated and solved a nonconvex optimization based on the self-mapping of a polytope to get a sub-region whose shape is conservatively assumed as a box. Ref. [26] further derived quadratic constraints to delineate a feasible region without a pre-set shape. However, linear constraints are current industry preferences in operations, planning and many practical applications [27]-[28]. This viewpoint motivates us in this paper to characterize a feasible region based on linear constraints. The major efforts in this paper are summarized below.

1) A characterization method for the AC-feasible power transfer region of a VPP is proposed (Sec. III). Given a point in
the domain of PCC power transfers, a mixed-integer nonlinear program (MINLP) is developed to get linear constraints for an AC-feasible sub-region around that point, by combining the Brouwer fixed point theorem with the second-order Taylor expansion of the nonlinear Dist-Flow equations. The proposed MINLP can be solved through decomposition into smaller-scale NLPs across the network branches. An exploration strategy is further discussed to find more AC-feasible sub-regions based on the vertices of the previously found sub-regions. The union of the found sub-regions can serve as an inner approximation to the true AC-feasible power transfer region.

An application method for the AC-feasible power transfer region of a VPP is proposed (Sec. IV). Based on the linear constraints to characterize multiple AC-feasible sub-regions obtained above, a big-M formulation is developed to linearize the transmission-level operation problem with VPP participation.

In Sec. V, the proposed methods are numerically validated in the IEEE 33-bus and the IEEE 136-bus test systems. Conclusions of this paper are summarized in Sec. VI.

II. OPERATIONAL CONSTRAINTS OF VPPs

Consider a VPP encompassing a radial distribution network. Let \( N = \{1, \ldots, n_N\} \) denote the set of nodes. Let \( G = \{1, \ldots, n_G\} \) denote the set of branches. Particularly, the branches are treated as directed, i.e., the branch that connects nodes \( i, j \in N \) is denoted by \( i \to j \) where node \( i \) is closer to the root node than node \( j \). The Dist-Flow equations in [29] are employed in this paper to model the operational constraints of a VPP, as below.

\[
P_{ij} - R_{ij} I_{ij} + \sum_{g \in G} e_{ijg} P_g + e_{ijo} P_{PCC} = \sum_{k,j \to k} P_{jk} + \sum_{n \in N} e_{jn} P_n, \forall j \in N, \tag{1}
\]

\[
Q_{ij} = X_{ij} I_{ij} + \sum_{g \in G} e_{ijg} Q_g + e_{ijo} Q_{PCC} = \sum_{k,j \to k} Q_{jk} + \sum_{n \in N} e_{jn} Q_n, \forall j \in N, \tag{2}
\]

\[
V_j = V_i - 2 (R_{ij} P_{ij} + X_{ij} Q_{ij}) + \left( (R_{ij})^2 + (X_{ij})^2 \right) I_{ij}, \forall i \to j, \tag{3}
\]

\[
V_i I_{ij} = (P_{ij})^2 + (Q_{ij})^2, \forall i \to j, \tag{4}
\]

\[
V_i^{\min} \leq V_i \leq V_i^{\max}, \forall i \in N, \tag{5}
\]

\[
P_{ij}^{\min} \leq P_{ij} \leq P_{ij}^{\max}, \forall i \to j, \tag{6}
\]

\[
P_g^{\min} \leq P_g \leq P_g^{\max}, \forall g \in G, \tag{7}
\]

\[
Q_g^{\min} \leq Q_g \leq Q_g^{\max}, \forall g \in G, \tag{8}
\]

\[
P_n^{\min} \leq P_n \leq P_n^{\max}, \forall n \in N, \tag{9}
\]

\[
Q_n^{\min} \leq Q_n \leq Q_n^{\max}, \forall n \in N, \tag{10}
\]

where \( P_{ij} \) and \( Q_{ij} \) are active and reactive branch power flows from node \( i \) to node \( j \), respectively; \( I_{ij} \) is the squared current magnitude from node \( i \) to node \( j \); \( P_g \) and \( Q_g \) are active and reactive generation levels of unit \( g \), respectively; \( P_{PCC} \) and \( Q_{PCC} \) are active and reactive power transfers at the PCC, respectively; \( P_n \) and \( Q_n \) are active and reactive power demand at node \( n \), respectively. \( R_{ij} \) and \( X_{ij} \) are constant resistance and reactance from node \( i \) to node \( j \); \( e_{ijg} \) and \( e_{ijo} \) are incident indicators; \( V_i \) is the squared voltage magnitude at node \( i \); the superscripts “max” and “min” indicate upper and lower bounds, respectively.

For convenience of discussion, \((P_{ij}, Q_{ij})\) of all the branches is stacked as \((P_L, Q_L)\) where \( P_L \in \mathbb{R}^{n_L \times 1} \) and \( Q_L \in \mathbb{R}^{n_L \times 1}\), \((P_g, Q_g)\) of all the distributed generation units is stacked as \((P_G, Q_G)\) where \( P_G \in \mathbb{R}^{n_G \times 1} \) and \( Q_G \in \mathbb{R}^{n_G \times 1}\), \((P_n, Q_n)\) of all the demand is stacked as \((P_N, Q_N)\) where \( P_N \in \mathbb{R}^{n_N \times 1} \) and \( Q_N \in \mathbb{R}^{n_N \times 1}\), \( V_i \) of all the nodes is stacked as \(V \in \mathbb{R}^{n_N \times 1}\), \( I_{ij} \) of all the branches is stacked as \(I \in \mathbb{R}^{n_L \times 1}\) and power transfers \((P_{PCC}, Q_{PCC})\) at the PCC is stacked as \(u_{PCC} \in \mathbb{R}^{n_{PCC} \times 1}\) where \( n_{PCC} = 2\).

The controllable variables in a VPP are stacked as a vector \(u = [P_G^T Q_G^T P_N^T Q_N^T]^T \in \mathbb{R}^{n_u \times 1}\) where \( n_u = 2n_G + 2n_N\). The state variables include \((P_L, Q_L, V, I)\) where whose total dimension is \( n_x = 3n_L + n_N\). For convenience of discussion, the compact formulation of the constraints \((1)-(10)\) is given below.

\[
f(P_L, Q_L, V, I) = K_1 u_{PCC} + K_2 u, \tag{11}
\]

\[
V_{\min} \leq V \leq V_{\max}, \tag{12}
\]

\[
I_{\min} \leq I \leq I_{\max}, \tag{13}
\]

\[
u_{\min} \leq u \leq u_{\max}, \tag{14}
\]

where \( f = [f_1, f_2, \ldots, f_{n_u}]^T : \mathbb{R}^{n_u \times 1} \to \mathbb{R}^{n_u \times 1}\) and \( n_u = 2n_L + 2n_N\); \( K_1 \in \mathbb{R}^{n_u \times n_{PCC}}\); \( I_{\min} \) and \( I_{\max} \) are compacted in \((11)-(13)\), and the limits \((7)-(10)\) of controllable variables are compacted in \((14)\).

The coordination between a VPP and a transmission network lies in \(u_{PCC}\). To participate in transmission-level operations, the operator of a VPP needs to characterize an AC-feasible transfer region in the domain of \(u_{PCC}\) with which there is \((u, P_L, Q_L, V, I)\) that satisfies \((11)-(14)\). Such a point \(u_{PCC}\) is called AC-feasible, and the set of all AC-feasible points in the domain of \(u_{PCC}\) is defined as the AC-feasible power transfer region:

\[
\Omega \triangleq \left\{ u_{PCC} \in \mathbb{R}^{n_{PCC} \times 1} \mid \exists (u_{PCC}, u, P_L, Q_L, V, I) \right\}, \tag{15}
\]

In coming Sec. III, we will present a method to characterize the AC-feasible power transfer region \(\Omega\) with linear constraints.

III. CHARACTERIZATION OF AC-FEASIBLE POWER TRANSFER REGIONS

The key idea of our characterization method is given in Fig. [1] Our method iteratively explores the sub-regions of the AC-feasible power transfer region \(\Omega\). In each iteration,
the linear constraints will be constructed to characterize sub-regions in which every \( u_{\text{PCC}} \) guarantees AC-feasibility around the current search point (e.g., the black dot in Fig. 1). The method to construct such a sub-region will be elaborated in Sec. III-A. Furthermore, an exploration strategy will be discussed to find more sub-regions based on the previously found sub-regions, as will be elaborated in Sec. III-B. The main idea of this strategy is that the vertices of the found sub-regions will be selected as the candidates for the next search points (e.g., the blue triangles in Fig. 1). The union of all the found sub-regions can serve as an inner approximation to the AC-feasible power transfer region \( \Omega \).

### A. Constructing an AC-feasible sub-region

Our construction stems from a fixed-point representation of the power flow equation (11) around a known \( u_{\text{PCC}} \). Furthermore, the Brouwer’s fixed point theorem is employed to analyze the requirements to guarantee the solvability and safety of the fixed-point representation. Finally, the resulting requirements are used to formulate the linear constraints to characterize a sub-region of the AC-feasible power transfer region in the domain of \( u_{\text{PCC}} \).

1) Fixed-point representation of power flow: Suppose given \( u_{\text{PCC}} \), a known \( (u_0, P_{L0}, Q_{L0}, V_0, I_0) \) exists with respect to the constraints (11)-(14). For convenience of discussion, \( (P_{L0}, Q_{L0}, V_0, I_0) \) is stacked as \( X \), and \( x_0 = [P_{L0}^T, Q_{L0}^T, V_0^T, I_0^T]^T \). Then, the \( i \)-th element \( f_i(x) \) of \( f(x) \) in (11), its second-order Taylor expansion is exact because \( f_i(x) \) is linear or quadratic, i.e.,

\[
f_i(x) = f_i(x_0) + \nabla f_i(x)|_{x=x_0} (x - x_0) + \frac{(x - x_0)^T \nabla^2 f_i(x)|_{x=x_0} (x - x_0)}{2},
\]

where \( \nabla f_i(x)|_{x=x_0} \in \mathbb{R}^{1 \times n_x} \) and \( \nabla^2 f_i(x)|_{x=x_0} \in \mathbb{R}^{n_x \times n_x} \) can be determined at a given point \( x_0 \).

Stacking (16) for each \( f_i(x) \) yields an equivalent formulation of \( f(x) \) in (11), i.e., \( f(x) \) in (11) can be re-written as

\[
f(x) = f(x_0) + \nabla f(x)|_{x=x_0} (x - x_0) + R,
\]

where \( \nabla f(x)|_{x=x_0} \in \mathbb{R}^{n_x \times n_x} \) is assumed to be non-singular at \( x_0 \); \( R \in \mathbb{R}^{n_x \times 1} \) is the second-order term and the \( i \)-th element \( R_i \) in \( R \) is denoted as \( (x - x_0)^T \nabla^2 f_i(x)|_{x=x_0} (x - x_0) \).

Furthermore, replacing \( f(x) \) in (11) with (17) yields

\[
K_1 u_{\text{PCC}} + K_2 u = f(x_0) + \nabla f(x)|_{x=x_0} (x - x_0) + R. \tag{18}
\]

where \( u_{\text{PCC}} \) as variables, and 3) \( f(x) \) in (11) can be equivalently compacted as

\[
\tilde{X} = \tilde{F}_{\text{PCC}} \tilde{u}_{\text{PCC}} + \tilde{F}_{\bar{u}} \bar{u} + \tilde{F}_\bar{R} \bar{R}. \tag{23}
\]

2) Analysis by Brouwer’s fixed point theorem: We introduce the Brouwer’s fixed point theorem in (36) in coming Theorem 1 to analyze the solvability of the fixed-point representation subject to the safety limits (12)-(13).

**Theorem 1.** Suppose there are 1) a compact and convex set \( \tilde{X} \) in space, and 2) a continuous mapping \( \tilde{F}(\tilde{x}) \) whose dimension is the same as that of \( X \). If \( \tilde{F}(\tilde{x}) \in \tilde{X} \) for all \( \tilde{x} \in \tilde{X} \), a solution exists in \( \tilde{X} \) for \( \tilde{x} = \tilde{F}(\tilde{x}) \).

For the fixed-point representation (23), the Brouwer’s fixed point theorem can be applied to guarantee its solvability by 1) regarding \( \tilde{u}_{\text{PCC}}, \tilde{u} \) as parameters, 2) \( \tilde{x} = [\tilde{P}_{L}, \tilde{Q}_{L}, \tilde{V}, \tilde{I}] \) as variables, and 3) \( \tilde{F}(\tilde{x}) \) as \( \tilde{F}_{\text{PCC}} \tilde{u}_{\text{PCC}} + \tilde{F}_{\bar{u}} \bar{u} + \tilde{F}_\bar{R} \bar{R} \).
convex set. The Brouwer's fixed point theorem, we develop an approach to determine of $X$. Note that $\min$ and $\max$ are non-negative. How to determine $\min$, $\max$, and $\min$ impacts how to guarantee $F(\bar{x}) \in X$ for all $\bar{x} \in \bar{X}$. Issue 2: how to guarantee $F(\bar{x}) \in \bar{X}$ for all $\bar{x} \in \bar{X}$. To fulfill the solvability of the fixed-point representation (23) in the Brouwer’s fixed point theorem, we develop an approach to show how to guarantee $F(\bar{x}) \in \bar{X}$ for all $\bar{x} \in \bar{X}$ when the appropriate parameters $(\bar{u}_{\text{PCC}}, \bar{u})$ are given. Suppose one can find bounds $R_{\min}$ and $R_{\max}$ such that $R_{\min} \leq R \leq R_{\max}$ for all $\bar{x} \in \bar{X}$. The method to find $R_{\min}$ and $R_{\max}$ will be elaborated later. Let $A_1 \in \mathbb{R}^{(n_L+n_Q) \times n}$ be a selection matrix to make $A_1 \left[ \hat{P}_L^T \hat{Q}_L^T \hat{V} \hat{I} \right]^T = \left[ \hat{V} \hat{I} \hat{I} \hat{I} \right]^T$. Define $L_\bar{x} = A_1 F_{\bar{x}} \in \mathbb{R}^{(n_L+n_Q) \times n}$. Define $M_\bar{x} = L_\bar{x}^+ - L_\bar{x}^- \in \left[ 0 \cup \mathbb{R}^{(n_L+n_Q) \times n} \right]$, where $L_\bar{x}^+$ and $L_\bar{x}^-$ are respectively the non-negative and non-positive parts of $L_\bar{x}$, with $L_\bar{x} = L_\bar{x}^+ + L_\bar{x}^-$. Proposition 1. If the following inequality holds:

\[
\begin{bmatrix} \bar{V}_{\min}^T & \bar{I}_{\min}^T \end{bmatrix}^T - \begin{bmatrix} \bar{V}_{\max}^T & \bar{I}_{\max}^T \end{bmatrix}^T \leq M_{\bar{x}}^+ R_{\min} - M_{\bar{x}}^- R_{\max}
\]

then there exists a vector $U \in \mathbb{R}^{n_x \times 1}$ such that $F_U R \in \bar{X}$ for all $\bar{x} \in \bar{X}$. If we make $U = F_{\bar{x}} \bar{u}_{\text{PCC}} + F_{\bar{x}} \bar{u}$, then $F(\bar{x}) \in \bar{X}$ for all $\bar{x} \in \bar{X}$ can be fulfilled.

Proof. The fulfillment of the inequality (26) yields

\[
\begin{bmatrix} \bar{V}_{\min}^T & \bar{I}_{\min}^T \end{bmatrix}^T - L_{\bar{x}}^+ R_{\min} - L_{\bar{x}}^- R_{\max} \leq \begin{bmatrix} \bar{V}_{\max}^T & \bar{I}_{\max}^T \end{bmatrix}^T - L_{\bar{x}}^- R_{\min} - L_{\bar{x}}^+ R_{\max}
\]

Then, there exists a vector $U$ such that

\[
\begin{bmatrix} \bar{V}_{\min}^T & \bar{I}_{\min}^T \end{bmatrix}^T - L_{\bar{x}}^+ R_{\max} - L_{\bar{x}}^- R_{\min} \leq A_1 U
\]

\[
\begin{bmatrix} \bar{V}_{\max}^T & \bar{I}_{\max}^T \end{bmatrix}^T - L_{\bar{x}}^- R_{\max} - L_{\bar{x}}^+ R_{\min}
\]

\[
\Rightarrow \begin{cases} \bar{V}_{\min}^T \bar{I}_{\min}^T \geq A_1 U + L_{\bar{x}}^- R_{\max} + L_{\bar{x}}^+ R_{\min} \\ A_1 U + L_{\bar{x}}^+ R_{\max} + L_{\bar{x}}^- R_{\min} \leq \begin{bmatrix} \bar{V}_{\max}^T & \bar{I}_{\max}^T \end{bmatrix}^T \end{cases}
\]

(28)

Since $L_{\bar{x}}^+$ is non-negative and $L_{\bar{x}}^-$ is non-positive, $L_{\bar{x}} R = (L_{\bar{x}}^+ + L_{\bar{x}}^-) R$ can be bounded by

\[
L_{\bar{x}}^- R_{\max} + L_{\bar{x}}^+ R_{\min} \leq L_{\bar{x}} R \leq L_{\bar{x}}^- R_{\max} + L_{\bar{x}}^+ R_{\min}.
\]

(29)

Combining (28) and (29) yields $U + F_{\bar{x}} R \in \bar{X}$ for all $\bar{x} \in \bar{X}$, i.e., Proposition 1 holds.

3) Linear constraints to characterize an AC-feasible sub-region: Proposition 1 inspires the construction of the linear constraints to characterize a sub-region of the AC-feasible power transfer region. As shown in (29), once $V_{\min}, V_{\max}, I_{\min}, I_{\max}$ and $R_{\min}, R_{\max}$ that satisfy (26) are given, the following polytope $\Omega$ composed of linear constraints in the domain of $(\bar{u}_{\text{PCC}}, \bar{u})$ can be given

\[
\Omega = \left\{ (\bar{u}_{\text{PCC}}, \bar{u}) \in \mathbb{R}^{(n_{\text{PCC}}+n_u) \times 1} \mid \begin{bmatrix} b_{\min} \leq A_1 F_{\bar{x}} \bar{u}_{\text{PCC}} + A_1 F_{\bar{x}} \bar{u} \leq b_{\max} \end{bmatrix} \right\},
\]

(30)

where $b_{\min} = \begin{bmatrix} \bar{V}_{\min}^T \bar{I}_{\min}^T \end{bmatrix}^T - L_{\bar{x}}^- R_{\max} - L_{\bar{x}}^+ R_{\min}$ and $b_{\max} = \begin{bmatrix} \bar{V}_{\max}^T \bar{I}_{\max}^T \end{bmatrix}^T - L_{\bar{x}}^- R_{\max} - L_{\bar{x}}^+ R_{\min}$.

If we give $(\bar{u}_{\text{PCC}}, \bar{u}) \in \Omega$, the Brouwer’s fixed point theorem can be used to guarantee the solvability of the fixed-point representation (23), i.e., the power flow equation (11) can be satisfied. Furthermore, since $\bar{X}$ in the Brouwer’s fixed point theorem is a subset of the safety limits (12)-(13), the solution in (11) from the Brouwer’s fixed point theorem also satisfies (12)-(13). If we further require an additional bound $u_{\min} - u_0 \leq u \leq u_{\max} - u_0$, the constraint (14) is also satisfied. Consequently, $\Omega$ intersecting with $u_{\min} - u_0 \leq u \leq u_{\max} - u_0$ guarantees AC-feasibility in the domain of $(\bar{u}_{\text{PCC}}, \bar{u})$. If we project it onto the space of $\bar{u}_{\text{PCC}}$, the resulting projection is obviously a sub-region of the AC-feasible power transfer region in the domain of $\bar{u}_{\text{PCC}}$. Such a projection can be easily implemented by the current methods [6]-[12] which work for linear models. The obtained sub-region in the domain of $\bar{u}_{\text{PCC}}$ can be easily transformed to $u_{\text{PCC}}$ by $u_{\text{PCC}} = (u_{\text{PCC}} - u_{\text{PCC}0})$, , since all the constraints in the sub-region are linear.

Consequently, the key to construct our linear constraints lies in calculating $\begin{bmatrix} V_{\min} \ V_{\max} \ I_{\min} \ I_{\max} \end{bmatrix}$ and $\begin{bmatrix} R_{\min} \ R_{\max} \end{bmatrix}$ that satisfy the constraint (26). Recall that $R_{\min}$ and $R_{\max}$ are lower and upper bounds of the second-order term $R \bar{v}^2 \bar{I}$ when $(P_L, Q_L, V, I)$ varies over $\bar{X}$ defined in (24). $R$ is composed of three terms: two quadratic terms $-P_L^* P_L$ and $-Q_L^* Q_L$, and one bilinear term $e_{\bar{v} \bar{I}} \bar{v} \bar{I}$. Note that $\begin{bmatrix} P_L^T \ Q_L^T \ V \ I \end{bmatrix}$ is decoupled in $\bar{X}$ defined in (24). Consequently, $R_{\max}$ and $R_{\min}$ can be decomposed into three terms as

\[
R_{\max} = R_{\max}^{(P)} + R_{\max}^{(Q)} + R_{\max}^{(VI)}
\]

(31)
where \( \begin{bmatrix} \bar{R}^{(P)}_{\text{min}}, \bar{R}^{(Q)}_{\text{min}}, \bar{R}^{(VI)}_{\text{min}} \end{bmatrix} \) can be formulated based on their monotonicity when \( \bar{P}_L, \bar{Q}_L, \bar{V}_L, \bar{I}_L \) varies over \( \bar{X} \), as described below.

\[
\begin{align*}
R^{(P)}_{\text{max}} & = 0, \text{ if } P_{\text{Lmin}} \leq 0 \leq P_{\text{Lmax}} \\
R^{(P)}_{\text{max}} & = -P_{\text{Lmin}} \cdot P_{\text{Lmax}}, \text{ if } 0 \leq P_{\text{Lmin}} \leq P_{\text{Lmax}} \\
R^{(P)}_{\text{max}} & = -P_{\text{Lmax}} \cdot P_{\text{Lmax}}, \text{ if } P_{\text{Lmin}} \leq P_{\text{Lmax}} \leq 0 \\
R^{(P)}_{\text{min}} & = \begin{cases} P_{\text{Lmin}} \cdot P_{\text{Lmin}} \cdot P_{\text{Lmax}}, & \text{if } P_{\text{Lmin}} \leq P_{\text{Lmax}}, \leq 0 \\
0, & \text{otherwise} \end{cases}
\end{align*}
\]

Based on the rationale above, we formulate the following optimization problem to expand \( \bar{\Omega} \) as large as possible.

\[
\text{OP: } \begin{cases}
\min \epsilon_1^T \left\{ \begin{bmatrix} \bar{V}^T_{\text{max}} \bar{I}^T_{\text{max}} \end{bmatrix}^T - \begin{bmatrix} \bar{V}^T_{\text{max}} \bar{I}^T_{\text{max}} \end{bmatrix}^T \right\} / H \\
\text{s.t. Constraints } (25), (26), (33)-(38).
\end{cases}
\]

The operators "\{\]\) and "\(\)\) in the constraint \( (41) \) can be removed by additionally introducing binary variables, as done in certain commercial solvers (e.g., GUROBI). Also, the explicit formulation of \( \begin{bmatrix} \bar{R}^{(P)}_{\text{max}}, \bar{R}^{(P)}_{\text{min}} \end{bmatrix} \) requires the binary variables to indicate the rank among \( 0, \bar{P}_{\text{Lmin}}, \) and \( \bar{P}_{\text{Lmax}} \). A similar situation occurs for the explicit formulation of \( \begin{bmatrix} \bar{R}^{(Q)}_{\text{max}}, \bar{R}^{(Q)}_{\text{min}} \end{bmatrix} \). These issues cast the OP problem as a MINLP which is difficult to solve. To avoid binary variables, we develop the following NLP to solve part of the variables in the OP problem (how to obtain the rest of the variables will be explained later in Proposition 2):

\[
\min \epsilon_1^T \left\{ \begin{bmatrix} \bar{V}^T_{\text{min}} \bar{I}^T_{\text{min}} \end{bmatrix}^T - \begin{bmatrix} \bar{V}^T_{\text{max}} \bar{I}^T_{\text{max}} \end{bmatrix}^T \right\} / H, \quad (42)
\]

s.t. \( V_{\text{min}} - V_0 \leq \bar{V}_{\text{min}} \leq \bar{V}_{\text{max}} - V_0 \), \( I_{\text{min}} - I_0 \leq \bar{I}_{\text{min}} \leq \bar{I}_{\text{max}} - I_0 \), \( \bar{R}_{\text{min}} \leq \bar{R}_{\text{min}} \leq \bar{R}_{\text{max}} \), \( \bar{R}_{\text{min}} \leq \bar{R}_{\text{min}} \leq \bar{R}_{\text{max}} \), \( \bar{R}_{\text{min}} \geq \bar{R}_{\text{min}} \geq \bar{R}_{\text{max}} \), \( \bar{R}_{\text{min}} \geq \bar{R}_{\text{min}} \geq \bar{R}_{\text{max}} \).

Substituting \( (31)-(38) \) into \( (30) \) returns a region \( \bar{\Omega} \) of \( (\bar{u}_{\text{PCC}}, \bar{u}) \), in which the condition \( (26) \) for AC-feasibility can be satisfied. In this paper, we try to expand \( \bar{\Omega} \) as large as possible. For that purpose, we firstly quantify how large the polytope \( \bar{\Omega} \) is. Based on \( (26) \), \( \bar{\Omega} \) is shaped by parallel hyperplanes in the domain of \( (\bar{u}_{\text{PCC}}, \bar{u}) \). Consequently, the sum of distances between these hyperplanes across all the dimensions is taken as an index to reflect how large the polytope \( \bar{\Omega} \) is. Such a sum can be calculated as \( (39) \) shown at the bottom of this page.

\[
\begin{align*}
0 & = \epsilon_1^T \left\{ \begin{bmatrix} \bar{V}^T_{\text{min}} \bar{I}^T_{\text{min}} \end{bmatrix}^T - L_x \bar{R}_{\text{min}} - L_x \bar{R}_{\text{max}} \right\} - \epsilon_1^T \left\{ \begin{bmatrix} \bar{V}^T_{\text{max}} \bar{I}^T_{\text{max}} \end{bmatrix}^T - L_x \bar{R}_{\text{min}} - L_x \bar{R}_{\text{max}} \right\} / H, \quad (39)
\end{align*}
\]

where \( \epsilon_1 \in \{0, 1\}^{n_u + n_x} \); the operator "\( \cdot \)" indicates the component-wise division; \( H \in \mathbb{R}^{(n_u + n_x) \times 1} \) whose \( i^{th} \) element is the root-sum-squares of the \( i^{th} \) row of \( \bar{L}_u = \begin{bmatrix} A_1 F_{\text{upcc}} & A_1 \bar{F}_u \end{bmatrix} \).
Proposition 2. The variables of the OP problem can be divided into two parts:

\[
\begin{align*}
\tilde{x}_{\text{V1}} &= \left( \tilde{V}_{\text{min}}, V_{\text{max}}, \tilde{I}_{\text{min}}, I_{\text{max}}, \tilde{R}_{\text{min}}, R_{\text{max}} \right) \\
\tilde{x}_{\text{Line}} &= \left( \tilde{P}_{\text{min}}, P_{\text{max}}, \tilde{Q}_{\text{min}}, Q_{\text{max}}, \tilde{R}_{\text{min}}, R_{\text{max}} \right)
\end{align*}
\]

(46)

If 1) \(\tilde{x}_{\text{V1}}\) in the OP problem equals \(\tilde{x}_{\text{V1}}^{*}\) and 2) \(\tilde{x}_{\text{Line}}\) in the OP problem equals zero, such a point is a solution of the OP problem.

The proof of Proposition 2 is given in Appendix A. Once the EP problem is solved, \(\Omega\) in the domain of \((\tilde{u}_{\text{PCC}}, \tilde{u})\) can be obtained. Furthermore, \(\Omega\) intersecting with \(u_{\text{min}} - u_0 \leq \tilde{u} \leq u_{\text{max}} - u_0\) will be projected onto the space of \(\tilde{u}_{\text{PCC}}\) based on any of the current methods [6]-[12]. By taking \(\tilde{u}_{\text{PCC}} = (u_{\text{PCC}} - u_{\text{PCCD}})\), we can get the linear constraints to characterize a sub-region \(\Omega_{\text{SR}}\) of the true AC-feasible power transfer region in the domain of \(u_{\text{PCC}}\). Based on this found sub-region, an exploration strategy will be further discussed in Sec. III-B to find more AC-feasible sub-regions.

Remark 1. For convenience of discussion, we assign the reference directions of branches (which may be different from the directions of actual flows) in such a way that branch \(i \rightarrow j\) does not share its start node \(i\) with other branches. In this way, \(\tilde{V}_i\) of node \(i\) can also be indexed by its incident branch index \(i \rightarrow j\). Suppose \(\tilde{I}_{ij}\) is the \(i^{th}\) element in \(\tilde{I}\). This leads to a decoupled version of the EP problem across the network branches:

\[
\text{EP-}i
\]

\[
\min \left\{ \left( \tilde{V}_{\text{min},i} + \tilde{I}_{\text{min},i} - \tilde{V}_{\text{max},i} - \tilde{I}_{\text{max},i} \right) / H_i, \right. \\
\text{s.t.} \left. \begin{array}{l}
\tilde{V}_{\text{min},i} - V_{0,i} \leq \tilde{V}_{\text{min},i} \leq \tilde{V}_{\text{max},i} - V_{0,i} \\
\tilde{I}_{\text{min},i} - I_{0,i} \leq \tilde{I}_{\text{min},i} \leq \tilde{I}_{\text{max},i} - I_{0,i} \\
\tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{max},i} \\
\tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{max},i} \\
\tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{max},i} \\
\tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{min},i} \leq \tilde{R}_{\text{max},i} \\
\end{array} \right\}
\]

(47)

over \(\tilde{V}_{\text{min},i} \rightarrow \tilde{V}_{\text{max},i} \rightarrow \tilde{I}_{\text{min},i} \rightarrow \tilde{I}_{\text{max},i} \rightarrow \tilde{R}_{\text{min},i} \rightarrow \tilde{R}_{\text{max},i}\), where \(M_{i,j}^x\) is the summation of all the elements from the first \(N_Y\) rows of the \(i^{th}\) column of \(M_x\); \(M_{i,j}^x\) is the summation of all the elements from the last \(N_L\) rows of the \(i^{th}\) column of \(M_x\).

After solving the EP-\(i\) problem for all the branches (or their corresponding start nodes), the solution of the EP problem is also obtained. Particularly, the minimum objective value of the EP-\(i\) problem is non-positive (which implies a nonnegative maximum distance between the hyperplanes). This arises from the fact that zero is always a feasible solution to the EP-\(i\) problem. This decoupled treatment can be readily extended to the case where a branch \(i \rightarrow j\) may share its start node \(i\) with other branches.
represented by the union of several sub-regions in the domain of \( u_{PCC} \). The linear constraints to describe these sub-regions can be submitted to the transmission system operator (TSO) as constraints to solve for its dispatch. In addition to the linear constraints to describe sub-regions, a VPP can also bid its PCC power transfers in a transmission electricity market [9]. This motivates the formulation of a cost function over such sub-regions in the domain of \( u_{PCC} \). Ref. [31] provides a general idea to formulate the equivalent cost function in the domain of \( u_{PCC} \) as a convex piecewise surface. In this section, we discuss how to apply the sub-regions with their cost functions.

For convenience of discussion, we consider the coordination of one VPP with the transmission operator, while its generalization to multiple VPPs is straightforward. Assume \( n_j \) sub-regions are found based on our characterization method. Particularly, the half-space representation of the sub-regions are found based on our characterization method. The incorporation of our sub-regions and their equivalent cost functions into the transmission-level operation can be achieved by introducing binary variables to determine a sub-region in which the final PCC power is located. Based on this idea, we formulate the following optimization problem for the transmission-level operation:

**TP:**

\[
\begin{align*}
\text{min} & \ C(s) + \sum_{j=1}^{n_j} (k_j z_j (u_{PCC})) \\
\text{s.t.} & \ \mathbf{g}_{ie}(s, u_{PCC}) = 0, \quad (52) \\
& \ \mathbf{g}_{ie}(s, u_{PCC}) \leq 0, \quad (53) \\
& \ \mathbf{A}_j u_{PCC} \leq \mathbf{B}_j, \forall j, \quad (54) \\
& \ \sum_{j=1}^{n_j} k_j = 1, \quad (55) \\
& \ k_j = \{0, 1\}, \forall j, \quad (56)
\end{align*}
\]

over \( s, u_{PCC}, k_j, \forall j \), where \( s \in \mathbb{R}^{n_e \times 1} \) is the dispatch variables of the transmission operator; \( C(s) \) is a convex cost function of the transmission operator to dispatch \( s \); \( \mathbf{g}_{ie} : \mathbb{R}^{(n_{PCC}+n_u)\times 1} \rightarrow \mathbb{R}^{n_{tie} \times 1} \); \( \mathbf{g}_{ie} : \mathbb{R}^{(n_{PCC}+n_u)\times 1} \rightarrow \mathbb{R}^{n_{tie} \times 1} \), where \( n_e \) and \( n_{tie} \) are respectively the numbers of equalities and inequalities in the transmission network.

The objective function (51) is to minimize the total cost on the transmission and VPP sides. The constraint (52) is the compact formulation of transmission-level requirements that can be expressed as equalities, such as power balance. The constraint (53) is the compact formulation of transmission-level requirements that can be expressed as equalities, such as flow limits. The constraint (54) describes the \( j^{th} \) sub-region in our characterization method. The constraints (55)-(56) guarantees the unique selection of such a sub-region. In power industries, the DC model is usually employed by the transmission operator to formulate \( \mathbf{g}_{ie} \) and \( \mathbf{g}_{tie} \) [27]. However, even if the DC model is employed, the TP problem is still a MINLP which is difficult to solve. Consequently, a big-M formulation is proposed below to linearize the TP problem.

**E-TP:**

\[
\begin{align*}
\min & \ C(s) + \sum_{j=1}^{n_j} y_j, \quad (57) \\
\text{s.t.} & \ \text{Constraints (52)-(53) and (55)-(56),} \quad (58) \\
& \ \mathbf{A}_j u_{PCC} \leq \mathbf{B}_j + (1 - k_j) M, \forall j, \quad (59) \\
& \ z_j (u_{PCC}) \leq y_j + (1 - k_j) M, \forall j, \quad (60) \\
& \ 0 \leq y_j, \forall j, \quad (61)
\end{align*}
\]

over \( s, u_{PCC}, k_j, y_j, \forall j \), where \( y_j \) is an ancillary variable in real space; \( M \) is a real number that is positive and sufficiently large.

The E-TP problem is a mixed-integer linear program (MILP) instead of a MINLP. It is not hard to justify that the E-TP problem is equivalent to the TP problem, i.e., the dispatch decision solved from the E-TP problem is the same as that from the TP problem. Particularly, \( \sum_{j=1}^{n_j} y_j \) represents the cost of the VPP in the transmission-level operation.

**V. Case Studies**

The proposed methods are verified in the IEEE 33-bus and IEEE 136-bus test systems. System parameters can be found in [32]. All numerical results are calculated with MATLAB R2012a and performed on a laptop equipped with Intel (R) Core (TM) i7-8565U CPU @ 1.80GHz 8.00G RAM. The modeling of all optimization problems is via YALMIP. All NLPs are solved via IPOPT, while all mixed-integer programs are solved under the default settings in YALMIP.

**A. Validation of the characterization method**

In this sub-section, the following three methods will be employed in the IEEE 33-bus test system to calculate the AC-feasible power transfer region:

**M0:** The AC-feasible power transfer region is plotted by brute-force search of discrete AC-feasible points. The searched range of \( u_{PCC} = (P_{PCC}, Q_{PCC}) \) is evenly discretized as 101x101=10201 points. Given each point, its feasibility for the constraints (11)-(14) is checked. The feasible region obtained by this method is regarded as a benchmark.

**M1:** Our characterization method proposed in Sec. III.

**M2:** The method in [20] which is a representative to guarantee the AC-feasibility by linear constraints. Particularly, the feasible region is pre-defined as a rectangle in [20].

![Fig. 3. Comparison of methods M0-M2 in the IEEE 33-bus test system.](image-url)
In the IEEE 33-bus test system, the M1 method (i.e., the proposed method) stops after the second iteration. As demonstrated in Fig. [3] four points (the cyan point for the first iteration and the three green points for the second iteration) are used to construct four sub-regions in which AC-feasibility is guaranteed. The union of the four sub-regions serves as the result of our method.

The comparison between methods M0-M2 is also shown in Fig. [3]. The true AC-feasible power transfer region (i.e., blue points) obtained by the M0 method is non-convex. The proposed M1 method provides an inner approximation to the true feasible region with four sub-regions. Particularly, 86.18% of feasible points in the M0 method are contained in the result of two iterations in the M1 method. Meanwhile, given any feasible point as a start point, the previous M2 method can also construct a feasible rectangular inner approximation, as reported in [20]. Particularly, we use the same set of four points as in our proposed method to serve as the start points for the M2 method. In this test system, the M2 method just returns the four points themselves as the result inner approximation, without any further exploration. Our conjecture is that the restrictive rectangular shape in the M2 method makes the inner approximation so conservative in this test system.

We further test our characterization method in the IEEE 136-bus test system. In this test system, we set up four different points to initialize our characterization method in the first iteration. These start points are selected based on the maximum and minimum power transfers subject to the original constraints (11)-(14) to reflect the limitations of VPP adjustment capacities. 70 sub-regions are constructed based on our characterization method, and their union is compared with the boundaries of the true AC-feasible power transfer region obtained by brute-force search, as shown in Fig. [4]. In Fig. [4] our result covers 94.66% of the true AC-feasible power transfer region obtained by brute-force search. This indicates that the union of 70 sub-regions has a good approximation to the true AC-feasible power transfer region. Particularly, the union of any number of such sub-regions can serve as an inner approximation to the true AC-feasible power transfer region. Consequently, when we stop our characterization method at any time, our result guarantees the valid linear constraints to satisfy AC-feasibility.

When we construct sub-regions shown in Figs. [3],[4] our characterization method needs to solve the EP problem which is nonconvex. Its computational concern can be alleviated by the following features of our method.

First, the EP problem can be decomposed as EP-i problems by branches, as demonstrated in Remark 1. Particularly, for branch \( \text{i} \rightarrow \text{j} \) whose start node \( \text{i} \) is not shared with other branches, its EP-i problem only has six variables \((\hat{V}_{\text{min}, \text{i}}, \hat{V}_{\text{max}, \text{i}}, \hat{I}_{\text{min}, \text{i}}, \hat{I}_{\text{max}, \text{i}}, \hat{F}^{(\text{VI})}_{\text{min}, \text{i}}, \hat{F}^{(\text{VI})}_{\text{max}, \text{i}})\) which subject to the constraints (15)-(15). Consequently, scale of the EP-i problem is small. This decoupled structure of the EP problem facilitates its solution.

Second, our method is adaptive to the changing conditions in a distribution network. The result of our method in the \((u_{\text{PCC}}, u)\) domain remains the same as long as the topology and parameters of the distribution network remain unchanged. The feasibility under any load changes can just be immediately checked by the result in \((u_{\text{PCC}}, u)\). Moreover, we can perform the proposed method offline with respect to a set of typical topologies and parameters of the network, to save time during online implementation.

B. Validation of the transmission-level application

In this sub-section, the application method in Sec. IV to coordinate VPPs and the transmission network will be verified in the IEEE 136-bus test system. Ten IEEE 136-bus test systems are coordinated with a 661-bus transmission system from a province in China. Sub-regions in Fig. [4] and their equivalent cost functions obtained by [31] will be utilized. As for the 661-bus transmission system, the DC power flow model in [32] is employed following the common practice of TSOs. Two problems are solved for the coordination between the ten VPPs and the TSO system: one is the TP problem (a MINLP), and the other is the E-TP problem (a MILP) based on our big-M linearization. In this testing, 1438 continuous variables, 700 binary variables, and 23692 constraints are involved in the E-TP problem. The scale of the TP problem is similar. It is found that solving the TP problem requires more than half an hour, which exceeds the common time window allowed (e.g., 15 minutes in Guangdong Power Grid, China). In contrast, our proposed method can solve the E-TP problem in 539.6 seconds, while satisfying the AC feasibility of PCC power exchanges.

VI. CONCLUSIONS

To facilitate the participation of a virtual power plant (VPP) in the transmission-level operation, a characterization method is proposed in this paper to determine the feasible power transfer region of a VPP. The AC feasibility of such a region can be guaranteed by the proposed characterization method. We also developed a big-M formulation to accurately linearize the coordinated operation problem for the VPPs and the transmission operator. Numerical results in the IEEE 33-bus and the IEEE 136-bus test systems demonstrate the effectiveness of the proposed methods.
APPENDIX A: PROOF OF PROPOSITION 2

Consider an optimization problem R-OP, which is a relaxation to the OP problem by removing the constraint (26). The R-OP problem can be decomposed as two optimization problems whose variables and constraints are respectively associated with \( \bar{x}_{V1} \) and \( \bar{x}_{Line} \) defined in (46).

**R-OP 1:**

\[
\min \mathbf{e}_T^T \left\{ \begin{bmatrix} \mathbf{M}_x \left( \mathbf{R}^{(P)}_{\max} - \mathbf{R}^{(P)}_{\min} \right) + \left( \mathbf{R}^{(Q)}_{\max} - \mathbf{R}^{(Q)}_{\min} \right) \end{bmatrix} \right. / \mathbf{H},
\]

s.t. Constraints \((33)-(36)\),

over \( \mathbf{P}_{\min} \mathbf{P}_{\max} \mathbf{Q}_{\min} \mathbf{Q}_{\max} \mathbf{R}^{(P)}_{\min} \mathbf{R}^{(P)}_{\max} \mathbf{R}^{(Q)}_{\min} \mathbf{R}^{(Q)}_{\max} \).

**R-OP 2:**

\[
\min \mathbf{e}_T^T \left\{ \begin{bmatrix} \mathbf{V}^{(P)}_{\min} - \mathbf{I}^{(P)}_{\min} \end{bmatrix}^T - \begin{bmatrix} \mathbf{V}^{(P)}_{\max} - \mathbf{I}^{(P)}_{\max} \end{bmatrix}^T \right. / \mathbf{H},
\]

s.t. Constraints \((25)\) and \((43)-(45)\),

over \( \mathbf{V}_{\min} \mathbf{V}_{\max} \mathbf{I}_{\min} \mathbf{I}_{\max} \mathbf{R}^{(P)}_{\min} \mathbf{R}^{(P)}_{\max} \mathbf{R}^{(Q)}_{\min} \mathbf{R}^{(Q)}_{\max} \).

For the R-OP 1 problem, the terms \( \mathbf{R}^{(P)}_{\max} - \mathbf{R}^{(P)}_{\min} \) and \( \mathbf{R}^{(Q)}_{\max} - \mathbf{R}^{(Q)}_{\min} \) in the objective function are non-negative. Consequently, the optimal objective value of the R-OP 1 problem is zero, which occurs when \( \bar{x}_{Line} \) attains zero.

The R-OP 2 problem is equivalent to the EP problem by applying Lemma 1 in Appendix B. We will next show that the constraint \((26)\) is also fulfilled by the optimal solution of the R-OP 2 problem (i.e., the EP problem) and \( \bar{x}_{Line} = 0 \). When \( \bar{x}_{Line} = 0 \), the constraint \((26)\) becomes

\[
\begin{bmatrix} \mathbf{V}_{\min} \mathbf{I}_{max}^* \end{bmatrix}^T - \begin{bmatrix} \mathbf{V}_{\max} \mathbf{I}_{max}^* \end{bmatrix}^T \leq \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\max} - \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\min}.
\]

Given the optimal solution \( \bar{x}_{V1} = \left( \mathbf{V}^{(P)}_{\min} \mathbf{V}^{(P)}_{\max} \mathbf{I}^{(P)}_{\min} \mathbf{I}^{(P)}_{\max} \mathbf{R}^{(P)}_{\min} \mathbf{R}^{(P)}_{\max} \mathbf{R}^{(Q)}_{\min} \mathbf{R}^{(Q)}_{\max} \right) \) of the EP problem, the fulfillment of the constraint \((26)\) can be checked by solving the following LP:

**P-LP:**

\[
\min \mathbf{e}_T^T \mathbf{s}_1
\]

\[
\text{s.t. } \mathbf{s}_1 \geq 0,
\]

\[
\begin{bmatrix} \mathbf{V}_{\min}^* \mathbf{I}_{\max}^* \end{bmatrix}^T - \begin{bmatrix} \mathbf{V}_{\max}^* \mathbf{I}_{\max}^* \end{bmatrix}^T \leq -\mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\max}^* + \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\min} + \mathbf{s}_1,
\]

over \( \mathbf{s}_1 \in \mathbb{R}^{(nl+n+1)} \).

By strong duality, the minimum value of the P-LP problem equals the maximum objective value of its dual problem:

**D-LP:**

\[
\max \lambda^T \left\{ \begin{bmatrix} \mathbf{V}_{\min}^* \mathbf{I}_{\max}^* \end{bmatrix}^T - \begin{bmatrix} \mathbf{V}_{\max}^* \mathbf{I}_{\max}^* \end{bmatrix}^T + \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\max}^* - \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\min} \right. \}
\]

\[
\text{s.t. } 0 \leq \lambda \leq 1,
\]

over \( \lambda \in \mathbb{R}^{(nl+n+1)} \).

The optimal solution of the EP problem satisfies the constraint \((66)\), if and only if the maximum objective value of the D-LP problem is zero. In the remaining part of this proof, we will show that the zero maximum dual objective value is indeed attained.

The maximum objective value of the D-LP problem is taken at a vertex of the constraint \((71)\), i.e., it equals

\[
\left\{ z_0^*, z_1^*, \ldots, z_{n-1}^* \right\} \quad \text{max},
\]

where \( S = 2^{(n_l+n+1)} \) is the number of vertices and \( z_k^* \) denotes the value of

\[
\lambda_k^T \left[ \begin{bmatrix} \mathbf{V}_{\min}^* \mathbf{I}_{\min} \end{bmatrix}^T + \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\max}^* \right] - \left[ \begin{bmatrix} \mathbf{V}_{\max}^* \mathbf{I}_{\max} \end{bmatrix}^T - \mathbf{M}_x^\dagger \mathbf{R}^{(VI)}_{\min} \right].
\]

Particularly, all the elements in \( \lambda_0 \) are zero and thus \( z_0^* \) equals zero. Meanwhile, at least one element in \( \lambda_1(k = 1, 2, \ldots, S-1) \) equals one. Based on Remark 1, \((73)\) can be separated based on branches, i.e.,

\[
z_k^* = \sum_{i=1}^{n_l} z_{k,i}.
\]

By applying Lemma 2 in Appendix B, each \( z_{k,i} \) in \((74)\) is non-positive and thus \( z_k^* \) is also non-positive. Because \( z_0 \) is zero and \( z_k^* \) is non-positive, the maximum objective value of the D-LP problem is zero, i.e., the constraint \((26)\) is fulfilled with the optimal solution of the EP problem and \( \bar{x}_{Line} = 0 \).

APPENDIX B: LEMMAS 1 AND 2

Suppose there are 1) continuous variables \( x_{\max}, x_{\min}, y_{\max}, y_{\min}, r_{\max}, r_{\min} \in \mathbb{R} \), 2) coefficients \( M_x^+ \) and \( M_y^+ \in \{ 0 \cup \mathbb{R}^+ \} \), and 3) bounds \( x_{\max,0}, x_{\min,0}, y_{\max,0}, y_{\min,0} \in \mathbb{R} \) and \( x_{\min,0} \leq x_{\max,0} \) and \( y_{\min,0} \leq y_{\max,0} \). Define an optimization problem as

\[
\min x_{\max} + y_{\min} - x_{\max} - y_{\max} + \left( M_x^+ + M_y^+ \right) \left( r_{\max} - r_{\min} \right),
\]

s.t. \( x_{\min,0} \leq x_{\min} \leq x_{\max,0} \),

\( y_{\min,0} \leq y_{\min} \leq y_{\max,0} \),

\( r_{\max} \geq r_{\min} \),

\( r_{\max} \geq x_{\min} y_{\max} \),

\( r_{\max} \geq x_{\min} y_{\min} \),

\( r_{\min} \leq x_{\min} y_{\min} \),

\( r_{\min} \leq x_{\min} y_{\max} \),

over \( x_{\min}, x_{\max}, y_{\min}, y_{\max}, r_{\min}, r_{\max} \).

**Lemma 1.** The optimal solutions \( r_{\max}^* \) and \( r_{\min}^* \) equal

\[
\{ r_{\min}^* \min \max, r_{\max}^* \min \max, r_{\max}^* \max \min, r_{\min}^* \max \min \max \}. \max
\]

The proof of Lemma 1 is not provided in this paper since this result is straightforward.
Lemma 2. Given \( \lambda_x \) and \( \lambda_y \) \( \in \{0,1\} \) and the optimal solutions (79), the following inequality holds:

\[
\lambda_x (x_{\min} - x_{\max}) + \lambda_y (y_{\min} - y_{\max}) \\
\leq (\lambda_x M_x^+ + \lambda_y M_y^+) \left( r_{\min} - r_{\max} \right).
\]

(80)

Proof. (\( \lambda_x, \lambda_y \)) can be selected as (0,0), (1,1), (1,0), and (0,1). Obviously, when \((\lambda_x, \lambda_y) = (0,0)\) and \((\lambda_x, \lambda_y) = (1,1)\), (80) holds. When \((\lambda_x, \lambda_y) = (1,0)\), (80) becomes

\[
(x_{\min} - x_{\max} + M_x^+ (r_{\max} - r_{\min})) \leq 0.
\]

(81)

The optimization problem (75)-(78) can be regarded by iteratively solving variables in sequence. The variables \((y_{\min}, y_{\max})\) are firstly fixed and then variables \((y_{\min}, x_{\min}, r_{\min}, r_{\max})\) are determined. Under such a case, (81) is smaller than zero at optimum because \((x_{\min}, x_{\max}, r_{\min}, r_{\max})\) can attain zero and the optimization problem (75)-(78) is a minimization problem. Similarity, the fulfillment of (80) can be proven when \((\lambda_x, \lambda_y) = (0,1)\).
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