**Abstract**

We consider the dynamics of light rays in triangle tilings where triangles are transparent and adjacent triangles have equal but opposite indices of refraction. We find that the behavior of a trajectory on a triangle tiling is described by an orientation-reversing three-interval exchange transformation on the circle, and that the behavior of all the trajectories on a given triangle tiling is described by a polygon exchange transformation. We observe that, for a particular choice of triangle tiling, certain trajectories appear to approach the Rauzy fractal, under rescaling.
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**1 INTRODUCTION**

A triangle tiling is a planar tiling by congruent copies of a triangle so that the tiling is a grid of parallelograms with parallel diagonals (see Figure 2). Equivalently, it is the image of the equilateral triangle tiling under an affine transformation. We describe the behavior of tiling billiards trajectories on triangle tilings, using the refraction rule that when a trajectory ray hits an edge of the tiling, it is reflected across that edge (Figure 1a). As usual, if the ray hits a vertex, the subsequent trajectory is undefined.

As a crucial tool, we fold trajectories along every edge of the tiling, which maps pieces of the trajectory onto the same line (Figure 1b) and inscribes every triangle into a single circle (Figure 1c).
Our folding construction immediately implies several striking consequences: For example, we find that every non-escaping trajectory is periodic and periodic trajectories form simple closed curves. Moreover, folding allows us to turn the two-dimensional tiling billiards system into a one-dimensional system, where the circle and chord are fixed and we keep track of how one vertex of the triangle moves around the circle. Its movement can then be described by an orientation-reversing three-interval exchange transformation (IET). Our dynamical characterization of the tiling billiards system is the following:

**Theorem 3.3.** The movement of a trajectory whose chord subtends angle $\tau$ in a triangle tiling with angles $\alpha, \beta, \gamma$ is described by the orbit of a point under the tiling billiards IET, which is a circle exchange transformation: The unit circle is cut into intervals of length $2\alpha, 2\beta, 2\gamma$, each interval is flipped in place, and the circle is rotated by $\tau$.

This equivalence allows us to see the orbit of a point in an IET as a path in the plane. Additionally, the square of the orientation-reversing, three-interval tiling billiards circle exchange transformation is an orientation-preserving circle exchange transformation with at most six intervals. This IET is a rel-deformed version of the Arnoux–Yoccoz IET (Definition 4.10), and for a particular choice of angles, it is precisely the Arnoux–Yoccoz IET:

**Theorem 4.11.** Let $a \approx 0.54$ be the real solution to $x + x^2 + x^3 = 1$. For the Arnoux–Yoccoz triangle tiling with angles $\alpha = \pi(1 - a)/2, \beta = \pi(1 - a^2)/2, \gamma = \pi(1 - a^3)/2$, the square of the tiling billiards IET for the trajectory through the circumcenter is the Arnoux–Yoccoz IET scaled onto the interval $[0, 2\pi]$.

Trajectories on the Arnoux–Yoccoz triangle tiling approach the Rauzy fractal under rescaling. The closer the trajectory chord is to the circumcenter of the inscribing circle, the larger and more fractal-like the trajectories are. In particular, such a trajectory visits every triangle of the tiling once. See Appendix A for the first 12 such trajectories. After reading an early version of this paper, Paris–Romaskevich proved a rigorous version of this in [13], building on work by Hubert and Paris–Romaskevich in [6]. The papers [6, 13, 14] contain many other related results as well.

Finally, we have observed no periodic trajectories on triangle tilings that enclose a triangle; they only seem to enclose vertices and edges of the tiling, which thus form a tree. We conjecture that
this holds for all periodic trajectories on triangle tilings. Paris–Romaskevich subsequently proved this result by developing a beautiful theory of foliations and ‘flowers’ on triangle tilings [13]. We prove the conjecture in the obtuse case:

**Theorem 5.6.** A periodic trajectory on an obtuse triangle tiling encloses a path.

### 1.1 Background on tiling billiards

Physicists have recently produced metamaterials which have a negative index of refraction [15, 16]. We imagine obtaining a standard material (such as plastic or glass) with a positive index of refraction, and a metamaterial with the opposite index of refraction. For two-colorable tilings, such as the blue and red triangle tilings pictured in this paper, we can make the blue triangles out of the standard material, and the red triangles out of the metamaterial. Because the indices of refraction are equal and opposite, a beam of light passing through this tiling would take the path of a tiling billiards trajectory, with angles preserved across the edge as in Figure 1a.

Tabachnikov originally suggested the system of tiling billiards, motivated by the unpublished work [9] of the physicists Mascarenhas and Fluegel, who investigated tiling billiards on the simplest tilings. The authors, DiPietro, Rustad, and St Laurent [3] explored tiling billiards on three classes of tilings, all formed by lines: a division of the plane by finitely many lines, triangle tilings as defined above, and the *trihexagonal* tiling where an equilateral triangle and a regular hexagon meet along each edge. That paper made many observations and conjectures about the behavior of trajectories on triangle tilings, which motivated our study in this paper; Section 2.2 and Corollary 5.9 of this work resolve conjectures from [3].

The fact that a given trajectory crosses a given (triangular) tile at most once is in contrast to the behavior of trajectories on other tilings. The second author and Hooper studied the trihexagonal tiling — the edge-to-edge tiling in which an equilateral triangle and a regular hexagon meet at each edge — and showed that for that tiling, dense behavior is general:

**Theorem** [4, Theorem 1.1]. *For almost every initial point and direction, a trajectory with this initial position and direction is dense in all of the plane except for a periodic family of triangular open sets.*

Our system models a (two-colorable) triangle tiling tiled by materials with equal and opposite indices of refraction, whose ratio is the *refraction coefficient* $-1$. Glendinning [5] studied billiards on the (two-colorable) square tiling, where the two colors of tiles have different positive indices of refraction, where the refraction coefficient is greater than 1. It turns out that, as in our case, the billiard system under this rule can be described by an IET:

**Theorem** [5, Section 1]. *On the square tiling, if the refraction coefficient is greater than $\sqrt{2}$, the dynamics of trajectories can be described by an IET.*

Nogueira introduced the class of ‘IETs with flips’, where the orientation is reversed on at least one interval. His study was motivated by flows on non-orientable surfaces; see [11, Figure 1], which can be interpreted as modified tiling billiards on a rectangle.

For an extensive survey comparing the dynamics of tiling billiards on various tilings with the dynamics of inner billiards and outer billiards, see [3, section 1].
TILING BILLIARDS ON TRIANGLE TILINGS, AND FOLDING

2.1 Triangle tilings

In this section, we introduce the two types of periodicity observed in tiling billiards and some basic notation related to triangle tilings. We prove a basic result about edge crossings in paths that begin and end at the same triangle of the tiling and use this result to show that when the angles of the tiling triangle are not rationally related, there is no drift-periodic trajectory on the tiling. In Section 2.2, we introduce one of the main tools of the paper — folding — and use folding to prove several results about tiling billiards trajectories on triangle tilings. In particular, we use folding to resolve two conjectures from [3].

We first normalize the triangle tilings and set some notation for labeling the tilings so as to ease exposition. Label the angles of the tiling triangle $\alpha$, $\beta$, and $\gamma$ in order of increasing size, and orient the triangle so they are ordered counterclockwise. The sides opposite these angles are $A$, $B$, and $C$, respectively. Scale the triangle so that it is circumscribed by the unit circle. Rotate the tiling so that $C$ is horizontal. A positively oriented triangle has $C$ at the bottom, and a negatively oriented triangle has $C$ at the top. In this paper, the blue triangles are positively oriented and the red triangles are negatively oriented.

Many billiard trajectories on triangle tilings exhibit periodicity, which comes in two types:

**Definition 2.1.** We call a trajectory periodic with period $n$ if it repeats after intersecting with $n$ edges. We call a trajectory drift-periodic if it is periodic up to a ‘drift’, that is, if the trajectory is invariant under translation by a non-zero vector. See Figure 2.

Next we study paths on the tiling which start from and end at the same triangle. Given a starting triangle, any path returning to that triangle must cross an even number of edges, since every time an edge is crossed, the orientation of the triangle changes. Thus, we will consider edge crossings in pairs.

**FIGURE 2** A periodic trajectory with period 6 (left) and a drift-periodic trajectory with period 4 (right) on the isosceles right triangle tiling.
From a given positively oriented triangle (center), there are six adjacent positively oriented triangles (dark blue), which are reached via the six two-edge moves described in Definition 2.2.

**Table 1** Two-edge moves to adjacent triangles of the same orientation as the original. The last column shows the translation vector to a reference point, in terms of the edge vectors of the triangle. Refer to Figure 3 for an illustration.

| Move name | Edges crossed | Direction       | Translation |
|-----------|---------------|-----------------|-------------|
| α-move    | CB            | Counterclockwise| $\vec{A}$   |
| $-\alpha$-move | BC          | Clockwise      | $-\vec{A}$ |
| β-move    | AC            | Counterclockwise| $\vec{B}$   |
| $-\beta$-move | CA         | Clockwise      | $-\vec{B}$ |
| γ-move    | BA            | Counterclockwise| $\vec{C}$   |
| $-\gamma$-move | AB       | Clockwise      | $-\vec{C}$ |

Definition 2.2. Recall that the angles of the triangles in the tiling are labeled $\alpha$, $\beta$, and $\gamma$ counterclockwise in non-decreasing order. From a given positively oriented triangle, there are six positively oriented triangles that a trajectory can reach by crossing two edges (see Figure 3). Crossing edge $C$ and then $B$, the trajectory cuts past angle $\alpha$ in the counterclockwise direction around the vertex adjacent to angle $\alpha$ in the negatively oriented triangle, so we call this an $\alpha$-move. The other five moves are defined similarly in Table 1.

Definition 2.3. For a given path of even length, the integers $n_\alpha$, $n_\beta$, and $n_\gamma$ give the net number of $\alpha$, $\beta$, and $\gamma$ moves, respectively, in that path. More precisely, for $i = \alpha, \beta, \gamma$,

$$n_i = \text{(number of } i \text{ moves)} - \text{(number of } -i \text{ moves}).$$

Lemma 2.4. For any path in a triangle tiling, the path starts and ends in the same triangle if and only if $n_\alpha = n_\beta = n_\gamma$.

Proof. Suppose we have a path that starts and ends in the same triangle. Note that every such path is of even length, because triangle orientations alternate, so there is a whole number of moves. Each of the six moves always produces the same translation, relative to a reference point in each triangle of a given orientation (the last column of Table 1). So, we can rearrange the moves in the sequence by their type ($\alpha$, $\beta$, or $\gamma$) and cancel out moves with their opposites, without changing
A trajectory making a $+\alpha$-move makes a counterclockwise turn of $+2\alpha$. Top: We fold the trajectory across the edges $C$ and $B$ crossed by the trajectory, along each of the dashed lines. Bottom: The two folds result in a turning of $+2\alpha$ in the trajectory’s direction.

the ending triangle of the sequence. Our new rearranged path, if any moves remain, forms a triangle of $\alpha$, $\beta$, and $\gamma$ moves in the positive or negative directions. In order to form a triangle, the remaining moves must either all be clockwise or all counterclockwise, and the numbers of tiling triangles on each edge of this larger triangle must be equal. This implies $n_\alpha = n_\beta = n_\gamma$ for the original sequence.

If, for a given path, we have $n_\alpha = n_\beta = n_\gamma$, then the path can be rearranged into a triangle as above, and we find that it ends on the triangle it started from. □

Definition 2.5. The turning of a segment of a trajectory is the angle deviation from the trajectory’s initial direction. The total turning is the net amount of turning for some number of refractions.

Lemma 2.6. The turning from an $\alpha$-move is $+2\alpha$, the turning from a $-\alpha$-move is $-2\alpha$, and similarly for $\beta$ and $\gamma$. The total turning for a sequence of two-edge moves is $2(\alpha n_\alpha + \beta n_\beta + \gamma n_\gamma)$.

Proof. In an $\alpha$-move, the trajectory crosses edges $C$ and $B$, which meet at a vertex with angle $\alpha$. Folding the tiling across these two edges (the top part of Figure 4) takes the three pieces of trajectory onto the same line (this is immediate from the fact that neighboring triangles have opposite indices of refraction, see Figure 1). The overlapping parts of the plane each have angle $\alpha$, so unfolding the triangles back into the flat plane performs a rotation of $2\alpha$ (the bottom part of Figure 4). Proofs of the other five cases are analogous. The total turning from $\alpha$-moves is $2\alpha n_\alpha$, and similarly for $\beta$ and $\gamma$. □

Proposition 2.7. If $\alpha$, $\beta$, and $\gamma$ are not rationally related, then there is no drift-periodic trajectory.

Proof. By Lemma 2.4, a trajectory returns to its starting triangle if and only if we have $n_\alpha = n_\beta = n_\gamma$, which occurs when the trajectory returns to the original triangle. So, if a trajectory is drift-periodic, then at least one of those equalities fails to hold. For a trajectory to be drift-periodic,
it must be in the same position in different triangles. That is, at some point, the total turning
$2(αn_α + βn_β + γn_γ)$ must be a multiple of $2\pi$. However, since not all of $n_α$, $n_β$, and $n_γ$ are equal,
this implies a rational relationship between $α$, $β$, and $γ$. □

2.2 Folding

An important tool in the study of inner billiards on polygons is unfolding, in which a new copy
of the table is created at each bounce. For tiling billiards, we use the complementary action of
folding where we fold up the plane at each refraction.

**Definition 2.8.** Triangle $T_1$ is folded onto adjacent triangle $T_2$ by reflecting triangle $T_1$ across the
edge shared by triangles $T_1$ and $T_2$ (Figure 1b).

**Lemma 2.9.** Let $T_1$ and $T_2$ be two adjacent triangles of a triangle tiling. When $T_1$ is folded onto $T_2$,
the two triangles share a circumcenter.

**Proof.** When $T_1$ is folded onto $T_2$ over their shared side $S$, $T_1$ and $T_2$ share the perpendicular
bisector to $S$. As $T_1$ and $T_2$ are congruent and $S$ corresponds to the same side in both triangles,
the distance along this bisector to the circumcenter is the same for both triangles, so the folded
triangles share a circumcenter (see Figure 5). □

We can extend our definition of folding to allow us to fold a triangle along a path of adjacent
triangles of the tiling. Let $T_1$, $T_2$, and $T_3$ be triangles of a tiling with $T_1$ adjacent to $T_2$ and $T_2$
adjacent to $T_3$. We fold $T_1$ along path $T_1T_2T_3$ by first reflecting $T_1$ across the edge shared by $T_1$
and $T_2$ and then reflecting the resulting triangle across the edge shared by $T_2$ and $T_3$. Inductively
in this way, we can fold a triangle $T$ along any finite path $T_1T_2⋯T_k$ of tiling triangles with $T = T_1$
and $T_i$ adjacent to $T_{i+1}$ for $i = 1, ..., k − 1$.

The key observation is that we can fold the tiling globally; we may fix a triangle in the tiling and
fold every other triangle in a well-defined way along a finite sequence of adjacent triangles onto
our fixed triangle. This is the content of the next result.
Theorem 2.10. Fix a triangle $T$ of a triangle tiling. Then there exists a map $F_T : \mathbb{R}^2 \to D_T$ where $D_T$ is the unit disk whose boundary is the circle circumscribing $T$ such that for any triangle $T'$ of the tiling, $F_T$ maps $T'$ to the triangle obtained by folding $T'$ along a sequence $T_1 T_2 \ldots T_k$ with $T_1 = T'$ and $T_k = T$ and $T_{i+1}$ adjacent to $T_i$ for $i = 1, \ldots, k-1$.

Proof. Let $T'$ be another triangle of the tiling. Essentially we need to check that if $p = T_1 T_2 \ldots T_k$ and $q = S_1 S_2 \ldots S_m$ are two paths of triangles with $T_i$ adjacent to $T_{i+1}$ for $i = 1, 2, \ldots, k-1$ and $S_j$ adjacent to $S_{j+1}$ for $j = 1, 2, \ldots, m-1$ with $T_1 = S_1 = T'$ and $T_k = S_m = T$, then $T'$ folded along $p$ is the same as $T'$ folded along $q$. By $q^{-1}$, we denote the path that traverses $q$ in the reverse direction, that is, $q^{-1} = S_m S_{m-1} \ldots S_1$.

Let $L_{p, A}$, $L_{p, B}$, and $L_{p, C}$ be lines through sides $A$, $B$, and $C$ of $T'$. From $p$ we will form an associated length $k-1$ word, $\bar{p}$ on $\{ L_A^+, L_A^-, L_B^+, L_B^-, L_C^+, L_C^- \}$ that keeps track of the reflections applied to $T'$ at each step of folding $T'$ along $p$. We form $\bar{p}$ as follows: We determine the $i$th letter of $\bar{p}$ by considering the folding of $T_i$ onto $T_i+1$. This letter is:

- $L_A^+$ if the fold is from left to right across a line parallel to $L_A$,
- $L_A^-$ if the fold from right to left across a line parallel to $L_A$,
- $L_B^+$ if the fold is from left to right across a line parallel to $L_B$,
- $L_B^-$ if the fold from right to left across a line parallel to $L_B$,
- $L_C^+$ if the fold is up across a line parallel to $L_C$,
- $L_C^-$ if the fold is down across a line parallel to $L_C$.

We let $L_{p, A} = (\# \text{ times } L_A^+ \text{ appears in } \bar{p}) - (\# \text{ times } L_A^- \text{ appears in } \bar{p})$ and, analogously, define $L_{p, B}$ and $L_{p, C}$. Similarly we can form $\bar{q}$ corresponding to the path $q$ and find $L_{q, A}, L_{q, B}, L_{q, C}$.

We claim that: $L_{p, A} = L_{q, A}$, $L_{p, B} = L_{q, B}$, and $L_{p, C} = L_{q, C}$. We will prove this by applying Lemma 2.4. For $i = p, q$, denote by $n_{i, \alpha}, n_{i, \beta}, n_{i, \gamma}$ the number of $\alpha$ moves, $\beta$ moves, and $\gamma$ moves, respectively, on path $i$. Of course path $i$ might not be able to be written as a sequence of moves, in which case we omit the final triangle from the path when counting.

Suppose first that $T$ and $T'$ have the same orientation. Then, paths $p$ and $q$ can be written as a sequence of moves. It is easy to see that for $i = p, q$:

$$L_{i, A} = n_{i, \beta} - n_{i, \gamma},$$
$$L_{i, B} = n_{i, \alpha} - n_{i, \gamma},$$
$$L_{i, C} = n_{i, \beta} - n_{i, \alpha}.$$

Applying Lemma 2.4 to the path that traverses $p$ followed by $q^{-1}$, we find that $n_{p, t} = -n_{q^{-1}, t}$ for $t \in \{ \alpha, \beta, \gamma \}$ which implies $n_{p, t} = n_{q, t}$ for $t \in \{ \alpha, \beta, \gamma \}$. It follows that $L_{p, A} = L_{q, A}, L_{p, B} = L_{q, B}$, and $L_{p, C} = L_{q, C}$.

Next suppose that $T$ and $T'$ have opposite orientations; then we have six cases depending on what type of move corresponds to moving from triangle $T_{k-1}$ to triangle $S_{m-1}$. The reasoning is analogous in each case; we will do the case when this move is an $\alpha$-move. Then the final fold of path $p$ corresponds to a $L_C^-$ letter and the final fold of path $q$ corresponds to a $L_B^-$ letter. Applying Lemma 2.4 to the path $p$ followed by the path $q^{-1}$ we still have $n_{p, \beta} = n_{q, \beta}$ and $n_{p, \gamma} = n_{q, \gamma}$ and since the move from $T_{k-1}$ to $S_{m-1}$ is an alpha move we have $n_{p, \alpha} - n_{q, \alpha} = -1$. Now we have

$$L_{p, A} = n_{p, \beta} - n_{p, \gamma} = n_{q, \beta} - n_{q, \gamma} = L_{q, A}.$$
Accounting for the extra $\ell^+_{C}$ (resp. $\ell^+_{B}$) in path $p$ (resp. $q$), we have:

$$L_{p,B} = n_{p,\alpha} - n_{p,\gamma} = (n_{q,\alpha} - 1) - n_{q,\gamma} = L_{q,B}$$

and similarly:

$$L_{p,C} = n_{p,\beta} - n_{p,\alpha} - 1 = n_{q,\beta} + (1 - n_{q,\alpha}) - 1 = n_{q,\beta} - n_{q,\alpha} = L_{q,C}.$$ 

It follows that up to a translation the position of $T'$ after being folded along paths $p$ and $q$ is the same. Then, Lemma 2.9 implies $T'$ folded along either path $p$ or path $q$ is circumscribed by the circle circumscribing $T$. Therefore, $T'$ folded along $p$ is in the same position as $T'$ folded along $q$. This proves that $F_T$ is well defined. Lemma 2.9 further implies that the image of $F_T$ is $D_T$, which completes the proof. □

Folding is useful in studying tiling billiards because of the following immediate consequence of the refraction rule. If $T_1$ and $T_2$ are adjacent triangles of a tiling with a trajectory through their shared edge, then when $T_1$ is folded onto $T_2$, the piece of the trajectory in $T_1$ and the piece of the trajectory in $T_2$ lie on the same line. With this simple observation, we have shown the following:

**Theorem 2.11.** Let $\gamma$ be a trajectory on a triangle tiling and fix a triangle $T$ of the tiling. Then $F_T(\gamma)$ lies on a single chord of the circle circumscribing $T$.

In particular, Theorem 2.11 tells us that if a trajectory passes through the same triangle twice, the trajectory is in the same position each time.

**Remark 2.12.** The reader may wish to cut out and fold up the example tiling billiards trajectory in the Appendix, to tangibly understand the results of this section.

If the tiling triangle is obtuse, it is possible to actually fold the plane along every edge so that the triangles are all inscribed in the same circle, with an intact piece of paper (see Figure 6). The second author and Hooper discovered this by folding up trajectories, but the construction is well known in the origami community. In mathematics, it is known as a *Schwarz lantern*; Schwarz gave it as a counterexample to the assertion that the surface area of a triangulated approximation to a surface limits to the area of the surface.
If the tiling triangle is acute, it is not always possible to physically fold up the intact plane, since parts of the paper may run into each other. We can get around this problem by cutting out the trajectory along the edges of the tiling that the trajectory does not intersect, at which point it is possible to fold along all of the edges of the tiling that the trajectory crosses, and see the triangles in their inscribing circle.

The remainder of this section is devoted to deriving many useful and surprising consequences of Theorem 2.11. For the next corollary, we call a trajectory on a triangle tiling stable if there are neighborhoods of the given values for $\alpha, \beta, \gamma$ and of the initial position and direction of the trajectory for which the sequence of edges crossed is unchanged.

**Corollary 2.13.** All periodic trajectories are stable under small perturbations of the triangle angles $\alpha, \beta, \gamma$ and of the initial position and direction.

Corollary 2.13 is an immediate result of Theorem 2.11 (the fact that when the trajectory returns to a triangle it does in the same position) and the fact that the position of the trajectory varies continuously in the parameters $\alpha, \beta, \gamma$ and the initial position and direction of the trajectory. Indeed for any $N \in \mathbb{N}$ and any trajectory $t$, there exist neighborhoods of each parameter such that if we perturb the parameters of $t$ within these neighborhoods the resulting trajectory has the same combinatorial behavior (i.e., the same sequence of edge crossings) as $t$ for the first $N$ edge crossings.

Another interesting consequence is the following:

**Observation 2.14.** Given a trajectory on a triangle tiling, the distance between the circumcenter of a given triangle and the segment of the trajectory in that triangle (or its extension) is the same for all triangles hit by the trajectory.

That is, the distance from the trajectory to the circumcenter of the triangle is an invariant of the system. This fact allows us to transform the two-dimensional tiling billiards system into a one-dimensional system of interval exchanges on a circle, which we do in Section 3.

The next result gathers some more consequences of Theorem 2.11. We say a trajectory is non-escaping if it is bounded (contained in some compact set of the plane) and escaping otherwise.

**Proposition 2.15.** The following are true for any trajectory on a triangle tiling:

1. Every non-escaping trajectory is periodic.
2. Every non-periodic trajectory escapes.
3. Every periodic trajectory forms a simple closed curve.

**Proof.** To show (1), suppose that a trajectory is non-escaping. Then, the trajectory must cross some triangle twice. Theorem 2.11 implies that these two crossings are the same, that is, the trajectory is periodic. We note that (2) is the contrapositive of (1). To see (3), note that a periodic trajectory forms a closed curve by definition; we need to show that a trajectory cannot self-intersect. By Theorem 2.11, if a trajectory intersects a given triangle of the tiling, it does so in exactly one line segment. Thus, a given trajectory cannot intersect itself within any triangle. If the trajectory intersects itself at an edge of the tiling, it must contain two distinct line segments within each of the two triangles that meet at that edge, a contradiction.
Theorem 2.11 also resolves two conjectures from [3]. In [3] it is conjectured that trajectories on triangle tilings never spiral (Conjecture 4.13). We say that a trajectory spirals if it approaches a limit point \( P \), while a ray from \( P \) to the trajectory consistently rotates either clockwise or counterclockwise. In the same paper, it is conjectured that trajectories on triangle tilings never fill a region of the plane densely (Conjecture 4.14). Both conjectures follow directly from the fact that a trajectory crosses a triangle in at most one line segment as per Theorem 2.11. Suppose a trajectory spirals. Then following the inward direction of the spiraling we note that the trajectory must have infinite length in a bounded region which implies that the trajectory crosses some triangle in more than one line segment — a contradiction. Since triangles have non-zero area, a trajectory cannot be dense in the plane.

Thus far, we have focused on what happens as a trajectory passes through an edge shared by two triangles. Actually our folding construction gives more information: If a trajectory passes through two triangles that share an edge, the pieces of the trajectory in each of the two triangles are reflections of each other across the shared edge, even if the shared edge is not hit by the trajectory. We can see this by simply fixing one of the triangles, \( T \), applying the map \( F_T \) to the plane, and considering the position of the adjacent triangle within the circle circumscribing \( T \) (see Figure 5). See Figure 17 for a path exhibiting many examples of this property.

## 3 FROM TRAJECTORIES TO IET AND POLYGON EXCHANGE TRANSFORMATIONS (PETS)

Tiling billiards appears to be a two-dimensional system, with trajectories refracting around the plane. However, because the distance from a trajectory to the circumcenter of the triangle is an invariant of each trajectory, we can reduce tiling billiards to a one-dimensional system. This is in contrast to inner (standard) billiards, which has no such invariant, and is thus in some sense intrinsically ‘harder’ than tiling billiards.

In the folded position, all of the triangles are circumscribed into one circle, with the pieces of trajectory on a single chord, so we can reduce the system to keeping track of an identified vertex of positively oriented triangles. This allows us to transform our two-dimensional problem about trajectories on tilings into a one-dimensional problem about rotations on the circle, which we can describe using IETs.

### 3.1 Parameters in the circle, to set up the IET

In this technical section, we derive the equations describing how the folded triangles containing a given trajectory rotate around their circumscribing circle, and how the parameters change when the tiling is folded.

**Definition 3.1.** We choose a tiling triangle, circumscribed by the unit circle, containing an oriented segment of the trajectory. We extend this oriented segment to a chord of the circle. We reflect the triangle if necessary so that \( \alpha, \beta, \delta \) are in counterclockwise order. Then the counterclockwise angle from the back end of the chord to the front end is denoted by \( \tau \), and the counterclockwise angle from the vertex with angle \( \alpha \) to the front end of the chord is denoted...
FIGURE 7  (a) We start with a piece of trajectory in a triangle. (b) We reflect the triangle if necessary so that the angles $\alpha$, $\beta$, $\gamma$ are counterclockwise. Then $X$ is the counterclockwise angle from the vertex of angle $\alpha$ to the front end of the chord, and $\tau$ is the angle subtended by the trajectory (Definition 3.1).

FIGURE 8  This is a continuation of Figure 7. (a) The trajectory passes from the original (blue) triangle into the next (red) triangle. (b) We fold the new triangle onto the original triangle. (c) Then we reflect the new triangle as necessary so that $\alpha$, $\beta$, and $\gamma$ are in the counterclockwise order. We see that $\tau' = \tau$, and that $X'$ is different from $X$.

by $X$ (Figure 7). The position of a trajectory within a given triangle is given by an ordered pair $(X, \tau)$.

**Lemma 3.2.** When a trajectory crosses an edge, $\tau$ does not change.

*Proof.* Consider two consecutive triangles passed through by the trajectory, and let $\tau$ be the counterclockwise angle subtended by the trajectory’s chord in the first triangle. When the second triangle is folded onto the first along the shared edge, the segments of trajectory in each triangle align, with opposite orientations (Theorem 2.10). In this configuration, the counterclockwise angle subtended by the chord of the trajectory in the second triangle is now $2\pi - \tau$, as it is the same chord as before, only flipped. After flipping the second triangle back to its correct orientation, the subtended angle is $\tau$ (see Figure 8). \qed
Figure 9: The tiling billiards interval exchange transformation (IET) specified by a choice of $\alpha$, $\beta$, and $\tau$. The three subintervals are each flipped (orientation is indicated by the triangular shape of the intervals), and the entire interval is shifted to the right by $\tau$ modulo $2\pi$. The shaded regions indicate where the IET would say that the same side is hit twice in a row, which is impossible. In fact, these are not in the domain of the trajectory system, because they correspond to chords that are disjoint from the triangle.

### 3.2 From the circle to an IET

By keeping track of the location of an identified vertex of positively oriented triangles rotating around the circumscribing circle, the dynamics of a trajectory on a triangle tiling can be described by an IET.

First, we will describe how to construct an IET that contains all the information of a given trajectory, using the circumscribing circle from Section 3.1.

For a given trajectory described by $(X, \tau)$ on a triangle tiling with angles $\alpha, \beta, \gamma$, there is an associated IET:

- The lengths of intervals are determined by $\alpha, \beta, \gamma$, and $\tau$.
- The shift transformations are determined by $\alpha, \beta, \gamma$, and $\tau$.
- The starting point on the IET is determined by $X$.

**Theorem 3.3 (Tiling Billiards IET).** Given a triangle tiling with angles $\alpha, \beta, \gamma$, and a trajectory with associated parameters $(\tau, X)$, passing to the next triangle transforms $X$ according to the following three-IET:

The interval $(0, 2\gamma)$ maps to $(\tau, \tau + 2\gamma)$, with the opposite orientation. The interval $(2\gamma, 2\gamma + 2\alpha)$ maps to $(\tau + 2\gamma, \tau + 2\gamma + 2\alpha)$, with the opposite orientation. The interval $(2\gamma + 2\alpha, 2\pi)$ maps to $(\tau + 2\gamma + 2\alpha, \tau + 2\pi)$, with the opposite orientation. All of these transformations are taken modulo $2\pi$.

See Figure 9 for a picture of one such IET.

**Proof.** First we will determine which side a trajectory crosses, depending on $X$. Starting at the vertex with angle $\alpha$ and moving counterclockwise around the triangle, the order of the sides is $C$, then $A$, and then $B$. From 0 to $2\gamma$, this angle keeps the trajectory within side $C$. From $2\gamma$ to $2\gamma + 2\alpha$, it is passing through side $A$. And from $2\gamma + 2\alpha$ to $2\pi$, side $B$ is hit.

For the change in $X$, we first note that when the next triangle $T_2$ is folded onto the current triangle $T_1$, since the triangles share a perpendicular bisector and are folded along a corresponding edge, they are reflections of one another across that bisector. So, the back end of the oriented chord in $T_2$ is a reflection across this bisector from where the front end of the chord in $T_1$ is. In this way, flipping the intervals sends the original front end of a chord to the back end of the chord in the next triangle. Adding the distance $\tau$ between the back end and the front end completes the relationship between the front ends of the segments in each triangle. □
Remark 3.4. Explicitly, for a trajectory with parameters \((X, \tau)\), passing to the next triangle gives new parameters \((X', \tau')\), where \(\tau' = \tau\), and

\[
X' = \begin{cases} 
\tau + 2\gamma - X, & \text{if the side crossed is } C \text{ (} 0 < X < 2\gamma), \\
\tau - 2\beta + 2\gamma - X, & \text{if the side crossed is } A \text{ (} 2\gamma < X < 2\gamma + 2\alpha), \\
\tau - 2\beta - X, & \text{if the side crossed is } B \text{ (} 2\gamma + 2\alpha < X < 2\pi). 
\end{cases}
\]

3.3 From IETs to a PET

The three-interval exchange just described is orientation reversing on each interval. For our purposes, it is easier to work with the orientation-preserving square of the IET, which has between three and six intervals.

It turns out that it is natural to use a PET for each triangle tiling, consisting of a stack of the squared, orientation-preserving IETs corresponding to all possible trajectories on the tiling. Each triangle tiling has an associated PET, which is a square \((2\pi \times 2\pi)\) region cut up into triangles and parallelograms. Each point in the PET corresponds to a pair \((X, \tau)\), a particular starting point on a particular trajectory on the tiling. The exchange transformations are horizontal translations of the parallelogram regions. See Figure 10 for an example of one such PET.

- The chord angle \(\tau\) is measured along the vertical axis. For a given trajectory, \(\tau\) is fixed (Lemma 3.2), so a horizontal slice of the PET corresponds to a single trajectory’s tiling billiards IET (Theorem 3.3).
• The triangle position $X$ is measured along the horizontal axis.
• The shapes of the triangles and parallelograms that make up the pieces of the PET are determined by the angles $\alpha, \beta, \gamma$ of the triangle tiling.
• The triangular regions at the top and bottom of the PET correspond to disallowed trajectories; they are not physically possible.
• The shift transformations of the parallelograms are all horizontal, because the PET is constructed from stacks of horizontal IETs with shift transformations.

**Lemma 3.5.** The following tuples $(X, \tau)$ are impossible:

1. $0 < X < 2\gamma, \tau < X$
2. $2\gamma < X < 2\gamma + 2\alpha, \tau < X - 2\gamma$
3. $2\gamma + 2\alpha < X < 2\pi, \tau < X - (2\gamma + 2\alpha)$
4. $0 < X < 2\gamma, X < \tau - (2\alpha + 2\beta)$
5. $2\gamma < X < 2\gamma + 2\alpha, X < \tau - 2\beta$
6. $2\gamma + 2\alpha < X < 2\pi, X < \tau$

**Proof.** Each of these follows from drawing a picture like Figure 7, and noticing that the chord does not intersect the triangle. Recall from basic geometry that the central angles of the arcs subtended by inscribed angles $\alpha, \beta$, and $\gamma$ are $2\alpha, 2\beta$, and $2\gamma$, respectively.

Cases (1), (2), and (3) occur when the (oriented) chord of the trajectory lies outside the triangle, keeping the triangle on its left, in the arc spanned by sides $C, A$, or $B$, respectively. Cases (4), (5), and (6) are the same with the triangle on the right.

**Theorem 3.6** (Tiling Billiards PET). Take a triangle tiling with angles $\alpha, \beta, \gamma$ and a trajectory with associated parameters $(X, \tau)$. When the trajectory reaches the next triangle of the same orientation, $(X, \tau)$ transforms according to the following PET:

$$
X'' = \begin{cases} 
X + 2\alpha, & \text{if } 0 < X < 2\gamma \text{ and } X + 2\alpha < \tau < X + 2\alpha + 2\beta \text{ (side } C, \text{ then } B) \\
X - 2\beta, & \text{if } 0 < X < 2\gamma \text{ and } X < \tau < X + 2\alpha \text{ (side } C, \text{ then } A) \\
X + 2\beta, & \text{if } 2\gamma < X < 2\gamma + 2\alpha \text{ and } X - 2\gamma + 2\beta < \tau < X + 2\beta \text{ (side } A, \text{ then } C) \\
X - 2\gamma, & \text{if } 2\gamma < X < 2\gamma + 2\alpha \text{ and } X - 2\gamma < \tau < X - 2\gamma + 2\beta \text{ (side } A, \text{ then } B) \\
X + 2\gamma, & \text{if } 2\gamma + 2\alpha < X < 2\pi \text{ and } X - 2\alpha < \tau < X (\text{side } B, \text{ then } A) \\
X - 2\alpha, & \text{if } 2\gamma + 2\alpha < X < 2\pi \text{ and } X - 2\alpha - 2\gamma < \tau < X - 2\alpha \text{ (side } B, \text{ then } C) 
\end{cases}
$$

$$
\tau'' = \tau
$$

By Lemma 3.5, values of $(X, \tau)$ outside of these regions do not correspond to tiling billiards trajectories, so we take them as fixed points of the PET.

The PET is shown in Figure 10.

**Proof.** This follows directly from the Tiling Billiards IET Theorem 3.3. As an example, suppose $0 < X < 2\gamma$ and $X + 2\alpha < \tau < X + 2\alpha + 2\beta$. Then the theorem tells us that the first side hit is $C$.
Applying the formula from Remark 3.4, we get $X' = \tau + 2\gamma - X$. Combining this with the second inequality, we find

$$(\tau + 2\gamma - X') + 2\alpha < \tau < (\tau + 2\gamma - X') + 2\alpha + 2\beta.$$ 

This simplifies to $2\gamma + 2\alpha < X' < 2\pi$, which implies that the second side hit is $B$.

Since the sides crossed are $C$ and then $B$, we have

$$X' = \tau + 2\gamma - X;$$

$$X'' = \tau - 2\beta - (\tau + 2\gamma - X) = X + 2\alpha,$$

with angles measured modulo $2\pi$.

**Example 3.7.** The PET corresponding to the equilateral triangle tiling is shown on the left side of in Figure 11a. A value of $\tau = 5\pi/3$ slices the PET near the top, giving a three-IET corresponding to the blue, pink, and brown regions, which are cyclically permuted in the exchange (top right in Figure 11). The red regions are fixed points. Every non-fixed point in this IET crosses the sequence $CBACBA$ of edges, and corresponds to a trajectory circling a single vertex. Similarly, a value of $\tau = \pi/3$ slices the PET near the bottom, permuting the purple, green, and cyan regions (bottom right in Figure 11). Non-fixed points in this IET correspond to the same trajectories as above, traversed in the opposite direction $ABCABC$. 
FIGURE 12 Two interval exchange transformations (IETs) corresponding to slices of the polygon exchange transformation (PET) for the equilateral triangle tiling, and their suspensions to translation surfaces, for (left) $\pi < \tau < 4\pi/3$ and (right) $2\pi/3 < \tau < \pi$. The two IETs, and the two corresponding surfaces, are rel deformations of each other.

A slice through the middle of the IET, with $2\pi/3 < \tau < 4\pi/3$, yields a six-interval IET that is reducible into the two three-IETs described above (middle right in Figure 11b).

Remark 3.8. Sliding up and down the PET to choose different IETs (without hitting singularities) is the same as performing a real deformation of the IET, and of the translation surface associated to the suspension of the IET; see Figure 12.

Remark 3.9. Periodic behavior of the IET corresponds to both periodic and drift-periodic trajectories in the tiling billiards system. This is because the IET records the position and direction of a trajectory in a triangle, but does not record the triangle's location in the tiling.

4 | RESULTS ABOUT TILING BILLIARDS FROM THE IET AND PET

We now use the IET and PET mechanisms developed in the previous section, to prove things about behavior of trajectories on the tilings.

4.1 | Results from the IET

Proposition 4.1. All trajectories on rational triangle tilings are periodic or drift-periodic.

In this context, rational means that every angle is a rational multiple of $\pi$.

Proof. The six-IET associated to a trajectory on a rational triangle tiling has intervals of rational lengths. Thus, there exists some rational $\epsilon$ that divides the length of each interval of the IET. That is, for any given point on the interval, there is a finite number of places (at most $\pi/\epsilon$) it can land after repeated iterations of the IET. The image of the point under the IET, after some number of iterations, must return to the original point, and therefore the associated trajectory is either periodic or drift periodic (see Remark 3.9).
Theorem 4.2. All trajectories on rational triangle tilings are stable under small perturbations of the trajectory position.

Proof. Since the angles of the triangle are rational, the associated IET to any trajectory on the tiling has intervals with rational lengths. There exists some rational $\lambda$ that divides the length of each interval. Split the entire interval into subintervals of length $\lambda$. For any point $X$ on the IET (corresponding to a particular trajectory), let $\epsilon$ be the distance from $X$ to nearest endpoint of a subinterval. Then, for an $\epsilon$ neighborhood of $X$, the IET construction guarantees the same behavior of the trajectory up to combinatorics.

\[ \square \]

4.2 Results from the PET

Proposition 4.3. On tilings by obtuse triangles, trajectories with $\tau$ between $2\alpha + 2\beta$ and $2\gamma$ are not periodic.

Proof. Figure 13 shows a PET diagram for a typical obtuse triangle. For $2\alpha + 2\beta < \tau < 2\gamma$, the IET reduces to two 2-IETs, each with interval lengths $2\alpha$ and $2\beta$. In particular, there are no $\gamma$-moves or $-\gamma$-moves, and a trajectory has a non-zero number of either $\alpha$-moves or $-\alpha$-moves (but not both) in a given orbit. Thus, $n_{\alpha}$ is never equal to $n_{\gamma} = 0$, so by Lemma 2.4, the trajectory can never close up.

\[ \square \]

Definition 4.4. Consider the square torus, with horizontal edges labeled with one symbol and vertical edges labeled with another. A Sturmian sequence is a bi-infinite sequence of the two symbols, which is a cutting sequence on the square torus corresponding to a trajectory with an irrational slope.
We have shown that any trajectory with $2\alpha + 2\beta < \tau < 2\gamma$ is represented by a rotation of $2\alpha$ on a circle of circumference $2\alpha + 2\beta$. For irrational $\alpha/\beta$, this characterizes a positive-measure class of aperiodic escaping trajectories. In particular, these trajectories go through edge $C$ in every triangle they pass, and the sequence of As and Bs passed in between is a Sturmian sequence.

As a consequence of our later Lemma 5.3 parts (2) and (4), for obtuse or right triangles, there are no aperiodic trajectories with $\tau$ outside of $(2\alpha + 2\beta, 2\gamma)$. For acute triangles, there are other positive-measure regions of aperiodic trajectories.

**Definition 4.5.** A comoving region in a PET is a maximal connected set of points that are shifted by the same vector under every iteration of the PET.

**Proposition 4.6.** If $\alpha, \beta,$ and $\gamma$ are rational, with greatest common divisor $\epsilon$, then

1. the period of a periodic trajectory is bounded by $2\pi/\epsilon$, and
2. the number of different trajectories, up to combinatorics, is bounded by $\pi^2/(2\epsilon^2)$.

**Proof.**

1. By Theorem 3.6, the PET shifts points horizontally by $\pm2\alpha, \pm2\beta$, or $\pm2\gamma$. Linear combinations of these quantities are always multiples of $2\epsilon$. As soon as a given point comes up for the second time in the orbit of a point, the orbit is periodic. On an interval of width $2\pi$, the greatest number of different points reachable by shifts that are multiples of $2\epsilon$ is $2\pi/2\epsilon = \pi/\epsilon$. Each point in the orbit corresponds to crossing 2 edges, so we multiply by 2.

2. When we cut the PET space $[0, 2\pi] \times [0, 2\pi]$ into comoving regions, there is a diagonal line at every $2\epsilon$ (measured in the horizontal direction), and a vertical line at every $2\epsilon$, so there are at most $\pi^2/\epsilon^2$ comoving regions in the $2\pi$ by $2\pi$ torus. The period of any trajectory (periodic or drift periodic) is at least 4, so each trajectory includes at least 2 comoving regions and the number of distinct trajectories, up to combinatorics, is bounded by $\pi^2/(2\epsilon^2)$. 

**Example 4.7.** The lowest possible period of a periodic trajectory is 6, which can be achieved around any vertex of every triangle tiling, and corresponds an IET slice near the top or bottom of the PET, that is, with $\tau$ close to 0 or $2\pi$. For the equilateral triangle tiling, Proposition 4.6 gives a maximum period of $2\pi/\epsilon = 6$, so every trajectory has period 6.

**Example 4.8.** Figure 14 shows the maximal comoving regions for the isosceles right triangle PET. The top and bottom (purple and blue) regions correspond to periodic trajectories of period 6, the top one counterclockwise and the bottom one clockwise. The middle (green and orange) regions correspond to drift-periodic trajectories of period 4, whose sequences are offset by one letter. We conjecture (Conjecture 4.9) that all escaping trajectories arise in this way, in comoving regions that intersect the line $\tau = \pi$:

**Conjecture 4.9.** Every escaping trajectory is in a comoving region that intersects the line $\tau = \pi$. If a given triangle has a drift periodic trajectory, it is the only escaping trajectory up to combinatorics. In particular, this implies that drift periodic trajectories are read the same way forwards as backwards (they are palindromes — see Figure 15). If a triangle has an aperiodic trajectory, all other escaping trajectories on that triangle exhibit similar behavior. For instance, if one trajectory is a Sturmian sequence of subwords $v$ and $w$, the others are also a Sturmian sequences of $v$ and $w$, corresponding to the same irrational slope.
FIGURE 14  Maximal comoving regions for the polygon exchange transformation (PET) associated to the isosceles right triangle tiling, labeled with one period of the corresponding edge crossing sequence. Each iteration of the PET corresponds to hitting two sides. The corresponding periodic and drift-periodic trajectories are in Figure 2.

FIGURE 15  (a) A drift-periodic trajectory on the $30^\circ - 60^\circ - 90^\circ$ triangle tiling, which cuts through edges $CBCBCA$, no matter which direction we are traversing the trajectory. (b) A drift-periodic trajectory on the $126^\circ - 30^\circ - 24^\circ$ triangle tiling, which cuts through edges $BCBCACBCACBCACBC$; this sequence is again the same in both directions. We believe (Conjecture 4.9) that every drift-periodic trajectory exhibits this ‘palindrome’ structure.

Justification for conjecture. Suppose we have an orbit in our PET, representing an escaping trajectory, which is disjoint from $\tau = \pi$. Since the trajectory does not occur at $\tau = \pi$, intuition suggests that it relies on features specific to the outer regions of the PET. One thing we know is that when $\tau$ becomes small, the clockwise moves ($CA, AB, BC$) become larger portions of the IETs, while when $\tau$ gets closer to $2\pi$, the counterclockwise moves start winning out. If an escaping trajectory were to rely on one direction of rotation over the other, its total curvature would
accumulate, implying either spiraling or crossing. Spiraling would have to go both ways, and it cannot continue indefinitely in the inward direction (see remarks following Proposition 2.15). Crossing is similarly impossible (Proposition 2.15, part (3)).

In the aperiodic case, that there is only one such trajectory intersecting $\tau = \pi$ seems to relate to Theorem A of [12]. Intuition and our experience with simulations in our computer program† extend this to the drift periodic case.

4.3 The Arnoux–Yoccoz IET and its tiling billiards trajectory

**Definition 4.10.** The Arnoux–Yoccoz IET is defined on a circle of circumference 1. Let $a$ be the real solution to the equation $x + x^2 + x^3 = 1$. Define the following piecewise transformation on the circle (see [1], section 1):

$$f(x) = \begin{cases} 
    x + \frac{a}{2} + \frac{1}{2} \pmod{1}, & x \in \left[0, \frac{a}{2}\right) \\
    x - \frac{a}{2} + \frac{1}{2} \pmod{1}, & x \in \left[\frac{a}{2}, a\right) \\
    x + \frac{a^2}{2} + \frac{1}{2} \pmod{1}, & x \in \left[a, a + \frac{a^2}{2}\right) \\
    x - \frac{a^2}{2} + \frac{1}{2} \pmod{1}, & x \in \left[a + \frac{a^2}{2}, a + a^2\right) \\
    x + \frac{a^3}{2} + \frac{1}{2} \pmod{1}, & x \in \left[a + a^2, a + a^2 + \frac{a^3}{2}\right) \\
    x - \frac{a^3}{2} + \frac{1}{2} \pmod{1}, & x \in \left[a + a^2 + \frac{a^3}{2}, 1\right)
\end{cases}$$

Geometrically, swap the pairs of subintervals of equal length, and then rotate by a half turn.

**Theorem 4.11.** For $\alpha = \frac{\pi(1-a)}{2}$, $\beta = \frac{\pi(1-a^2)}{2}$, and $\tau = \pi$, the square of the tiling billiards IET (defined in Theorem 3.3) is conjugate to the Arnoux–Yoccoz IET by a linear transformation.

**Proof.** Set $\alpha = \frac{\pi(1-a)}{2}$, $\beta = \frac{\pi(1-a^2)}{2}$, $\gamma = \frac{\pi(1-a^3)}{2}$, and $\tau = \pi$ in the tiling billiards system.‡ The resulting IET, by Theorem 3.3, is described by the following piecewise transformation on the interval $[0, 2\pi]$ with endpoints identified:

$$g(y) = \begin{cases} 
    y + 2\alpha = y - \pi a + \pi \pmod{2\pi}, & y \in [0, \pi a) \\
    y - 2\beta = y + \pi a^2 + \pi \pmod{2\pi}, & y \in [\pi a, \pi(a + a^2)) \\
    y + 2\beta = y - \pi a^2 + \pi \pmod{2\pi}, & y \in [\pi(a + a^2), \pi(a + 2a^2)) \\
    y - 2\gamma = y + \pi a^3 + \pi \pmod{2\pi}, & y \in [\pi(a + 2a^2), \pi(a + 2a^2 + a^3)) \\
    y + 2\gamma = y - \pi a^3 + \pi \pmod{2\pi}, & y \in [\pi(a + 2a^2 + a^3), \pi(a + 2a^2 + 2a^3)) \\
    y - 2\alpha = y + \pi a + \pi \pmod{2\pi}, & y \in [\pi(a + 2a^2 + 2a^3), 2\pi).
\end{cases}$$

† Our computer program, which models tiling billiards on several different tilings, was written in Java by Pat Hooper and Alex St Laurent. It can be run in a browser here: http://awstlaur.github.io/negsnel/.

‡ See the video ‘Refraction tilings’ by Ofir David for a beautiful illustration of trajectories on this tiling: https://www.youtube.com/watch?v=t1r1cO1V3SI.
Proposition 4.12. The trajectory corresponding to \( \alpha = \frac{\pi(1-a)}{2}, \beta = \frac{\pi(1-a^2)}{2}, \) and \( \tau = \pi \) is escaping for every value of \( X \).

Proof. Let \( X \in [0, 2\pi) \) correspond to an orientation of a starting triangle. \( X \) has a dense (aperiodic) orbit under the Arnoux–Yoccoz IET \([1, \text{section } 2.2]\). That is, the trajectory never returns to a triangle in the same orientation as the starting triangle, so it is not periodic. Thus, by Proposition 2.15 part (2), the trajectory is escaping.

Using \( \alpha = \frac{\pi(1-a)}{2} \) and \( \beta = \frac{\pi(1-a^2)}{2} \), and approximating \( \tau = \pi \) in our computer program (see footnote), we found trajectories that approach the Rauzy fractal, the first 12 of which are shown in Appendix A.

Remark 4.13. Hooper and Weiss [7] depict the algebraic dynamics of rel deformations of the Arnoux–Yoccoz IET, using a Cayley graph of the subgroup of \( \mathbb{R}/\mathbb{Z} \) containing the three shift values, \( (1-a)/2, (1-a^2)/2, (1-a^3)/2 \) (after multiplication by \( 2\pi \), these are equal to our \( 2\alpha, 2\beta, \) and \( 2\gamma \)). Indeed, the IET given just after [7, Proposition 4.6] is identical to our tiling billiards squared IET, after scaling, rotation, and the change of variables \( r \mapsto \pi - \tau \):

In our system, changes by these values correspond to movement between positively oriented triangles in the plane. So, this Cayley graph can be found on our tiled plane, with vertices in positively oriented triangles, and our trajectories encode the same algebraic dynamics as can be seen in [7, fig. 2], reproduced here as Figure 16. In particular, their real rel parameter \( r \), which parameterizes their rel-deformed Arnoux–Yoccoz IETs, corresponds to the value of \( \pi - \tau \). They make a corresponding observation that as \( r \) gets closer to 0, the curves corresponding to orbits on the IET fill larger regions of the Cayley graph. See the end of [7, section 4].
For another perspective on the closed loops obtained by changing the relative periods of the Arnoux–Yoccoz examples, see [10, section 5 and its two figures].

**Theorem 4.14.** Consider the triangle tiling with \( \alpha = \frac{\pi(1-a)}{2} \) and \( \beta = \frac{\pi(1-a^2)}{2} \), in the folded position. Any chord with \( \tau = \pi \) and \( X \in \pi \mathbb{Q}(a) \) unfolds to finitely many trajectories in the tiling plane. Furthermore, some such chords unfold to a single trajectory that visits every triangle in the plane.

**Proof.** This follows from Theorem 2 of Lowenstein, Poggiaspalla, and Vivaldi [8]. Their work focuses on a scale-invariant first return map \( \rho \) which is induced by the Arnoux–Yoccoz IET. For each point \( P \) on their IET, they define a corresponding lattice \( L_P \) which contains every point that differs from the starting point by a sum of translation distances (modulo 1). Theorem 2 of [8] states that for all points in \( \mathbb{Q}(a) \), the corresponding lattice is composed of finitely many orbits. This immediately implies that the same is true of the Arnoux–Yoccoz IET. The lattice \( L_P \) in the Arnoux–Yoccoz IET corresponds to the collection of \( X \) values for positively oriented triangles with \( \tau = \pi \) and \( X \) equal to \( P \) in a given triangle. Thus, positively oriented triangles are hit by finitely many trajectories in this unfolded trajectory. The result including negatively oriented triangles follows immediately.

Section 4.6 of [8] gives explicit examples of lattices that are composed of a single orbit. \( \square \)

A trajectory with \( \tau = \pi \) passes through the circumcenter of the tiling triangle. Approximating this as closely as possible in our computer program yields the longer and longer periodic trajectories shown in Appendix A. In the limit where \( \tau = \pi \), the trajectories escape, filling up a larger region of the plane.

### 4.4 Trajectories corresponding to other points in the Rauzy gasket

Recall that \( a \approx 0.54 \) is the real solution to the equation \( x + x^2 + x^3 = 1 \). The Arnoux–Yoccoz point \((a, a^2, a^3)\) is the central point of the Rauzy gasket (see [2]), defined as follows.

**Definition 4.15 (Rauzy gasket).** Consider a point \((x_1, x_2, x_3)\) in \( \mathbb{R}^3 \) such that \( x_1 + x_2 + x_3 = 1 \). Apply the following algorithm:

1. If one of the entries, say \( x_1 \), is greater than the sum of the two smaller ones, \( x_2 + x_3 \), subtract the sum of the two smaller ones from the largest, to get a new point \((x_1 - x_2 - x_3, x_2, x_3)\) with positive entries.
2. Rescale so that the sum of the entries is 1.

The *Rauzy gasket* is the set of points in \( \mathbb{R}^3 \) whose entries sum to 1, and on which we can apply this algorithm infinitely many times, that is, where step (1) is always possible.

Since the Arnoux–Yoccoz point \((a, a^2, a^3)\) gives us a tiling where increasingly large tiling billiards trajectories approach the shape of the Rauzy fractal, we explored what the trajectories look like for other points in the Rauzy gasket. We define the corresponding tilings as follows:

**Definition 4.16.** For tiling billiards, the triangle tiling associated to a point \((x_1, x_2, x_3)\) in the Rauzy gasket has angles \( \alpha = \pi(1 - x_1)/2, \beta = \pi(1 - x_2)/2, \gamma = \pi(1 - x_3)/2 \).
The Arnoux–Yoccoz triangle (Theorem 4.11) is a special case of this formula, with $x_i = a^i$. Trajectories on tilings corresponding to other points in the Rauzy gasket also look like fractals, of a different shape but with similar behavior to the pictures in Appendix A, leading to the following conjectures:

**Conjecture 4.17.** Let $(x_1, x_2, x_3)$ be a point in the Rauzy gasket, and consider the triangle tiling with angles $\alpha, \beta, \gamma$ as in Definition 4.16. Then:

1. every trajectory through the circumcenter (that is, with $\tau = \pi$) is escaping, and
2. trajectories that pass increasingly close to the circumcenter (that is, with $\tau \to \pi^-$) exhibit a fractal structure under rescaling.

After reading an early draft of this paper, Hubert and Paris-Romaskevich prove (4.17) as the title result of their paper, and they also prove that this is the only way to get a non-linearly escaping trajectory [6].

## 5 PERIODIC TRAJECTORIES AND THE TREE CONJECTURE

Previous work on tiling billiards conjectured, based on computer evidence, that periodic trajectories on triangle tilings have period $4n + 2$, $n \geq 1$:

**Conjecture 5.1** ($4n + 2$ Conjecture, from Conjecture 4.12 in [3]). Every periodic trajectory on a triangle tiling has period $4n + 2$ for some positive integer $n$.

After reading an early draft of this paper, Hubert and Paris-Romaskevich proved this conjecture [6, section 6.4 and Theorem 7].

We conjecture a stronger result, that a periodic trajectory never encloses a triangle. If we consider the tiling as vertices and edges of a planar graph, this means that the vertices and edges enclosed by a periodic trajectory form a tree (Figure 17):

**Conjecture 5.2.** [Tree Conjecture] A periodic trajectory on a triangle tiling encloses a tree.

Again, after reading an early version of this paper, Paris-Romaskevich proved this as well! See her paper for her nice development of a theory of foliations, flowers, and trees [13]. She subsequently applied tiling billiards to other open problems [14].

In Theorem 5.6, we show that a periodic trajectory on an obtuse triangle tiling encloses a tree (in fact, a path), proving the Tree Conjecture for the obtuse case. In Proposition 5.8, we show that the $4n + 2$ Conjecture follows from the Tree Conjecture, thus proving the $4n + 2$ Conjecture for the obtuse case as well. In addition, we give meaning to the number $n$ in the expression $4n + 2$, as the number of vertices enclosed by the periodic path.

### 5.1 A periodic trajectory on an obtuse triangle tiling encloses a tree

We thank Dylan Thurston for suggesting the reasoning in this section, that the region enclosed by a periodic trajectory is on the ‘small side’ of the chord in the folded position. See Figure 6c.
Recall from Definition 2.2 and Table 1 that a $\gamma$-move corresponds to edge crossings $BA$ and a $-\gamma$-move corresponds to edge crossings $AB$, each with corresponding regions in the PET (Figure 10).

**Lemma 5.3.** Given a trajectory on an obtuse triangle tiling with $\tau > 2\gamma$ (symmetric results hold for $\tau < 2\alpha + 2\beta$),

1. the trajectory has no $-\gamma$-moves;
2. if $\alpha/\beta$ is irrational, then the trajectory has a $\gamma$-move;
3. if the trajectory has a $\gamma$-move, then it has infinitely many $\gamma$-moves;
4. if the trajectory has a $\gamma$-move, then it is periodic with exactly one $\gamma$-move per period.

**Proof.**

1. This is straightforward from the PET and the definition of an obtuse triangle, as a $-\gamma$-move requires $\tau < 2\alpha + 2\beta$, and we have $\tau > 2\gamma > 2\alpha + 2\beta$.
2. Let $\alpha/\beta$ be irrational. We show that a trajectory starting with $2\gamma < X < 2\pi$ eventually reaches $0 < X < 2\gamma$, and that a trajectory with $0 < X < 2\gamma$ eventually finds $2\gamma + 2\alpha < X < \tau + 2\alpha$, corresponding to a $\gamma$-move. A trajectory with $2\gamma < X < 2\pi$ can have $\alpha$-moves and $-\beta$-moves. This corresponds to a rotation of $2\alpha$ through the interval between $\tau - 2\alpha - 2\beta$ and $\tau$. By our assumption, this rotation is irrational, and the region between $2\gamma$ and $2\pi$ is eventually hit. A similar argument (for irrational rotation with $\beta$-moves and $-\alpha$-moves) shows that a trajectory with $2\gamma < X < 2\pi$ will eventually hit the region between $2\gamma + 2\alpha$ and $\tau + 2\alpha$.
3. We claim that if a trajectory has a $\gamma$-move, then it will have another $\gamma$-move, and hence infinitely many. If $\alpha/\beta$ is irrational, the above argument suffices. Assume $\alpha/\beta$ is rational. From the PET, we find that after the $\gamma$-move, we have $2\gamma - 2\beta < X < \tau - 2\beta$. From here, rotating by $2\alpha$ cannot continue forever, since $X + 2\beta$ would eventually be hit. Once we have $X < 2\alpha + 2\beta$, we know that the distance to our starting point is divisible by the GCD.
of $2\alpha$ and $2\beta$, so the same argument proves that the trajectory must return to the interval $2\gamma + 2\alpha < X < \tau + 2\alpha$, corresponding to another $\gamma$-move.

(4) Without loss of generality, suppose the trajectory starts in a positively oriented triangle. We will keep track of whether the trajectory is moving upwards or downwards (since no edge is vertical, crossing any edge corresponds to going either up or down). We will show that we only change vertical directions twice before retracing our path. To switch from going up to going down, the trajectory must make a $\pm\gamma$-move (see Figure 18). Symmetrically, to switch from going down to going up, there must be a $\pm\gamma$-move when considering the upside-down triangles instead. Since there are no $-\gamma$-moves, every time we switch directions, we do so by going counterclockwise. Suppose that more than one $\gamma$-move is made without the trajectory closing up. Then the trajectory must either cross itself (not allowed), or spiral indefinitely (not allowed), so this is impossible. Thus, it is periodic after one $\gamma$-move.

**Corollary 5.4.** For an obtuse triangle tiling, if $\tau > 2\gamma$ or $\tau < 2\alpha + 2\beta$, then the trajectory is either periodic or drift-periodic.

**Proof.** If $\alpha/\beta$ is irrational, then combining (2) with (4) gives that the trajectory is periodic. If $\alpha/\beta$ is rational, and the trajectory is not periodic, then there are no $\pm\gamma$-moves, by part (1) and the contrapositive of part (4). In this case, the point corresponding to the trajectory follows a rational
rotation in the PET, so it must be either periodic or drift-periodic. Since we assumed it is not periodic, it is drift-periodic.

**Corollary 5.5.** For a periodic trajectory on an obtuse triangle tiling, the region enclosed by the trajectory lies, in the folded position, on the small side of the chord in the circumscribing circle.

*Proof.* Recall that by Lemma 4.3, on an obtuse triangle tiling, trajectories with \( \tau \) between \( 2\alpha + 2\beta \) and \( 2\gamma \) are not periodic. So we may assume \( \tau < 2\alpha + 2\beta \) or \( \tau > 2\gamma \). Then by Lemma 5.3(1), \( \tau > 2\gamma \) means that the trajectory is traveling counterclockwise, and \( \tau < 2\alpha + 2\beta \) means that the trajectory is traveling clockwise. For a counterclockwise trajectory, the enclosed region is on the left. Since \( \tau \) is large, the region on the left is the small side of the chord.

**Theorem 5.6.** A periodic trajectory on an obtuse triangle tiling encloses a path.

*Proof.* Consider a triangle \( \mathcal{T}_1 \) crossed by the trajectory, for which the edge not intersected by the trajectory is in the region enclosed by the trajectory. By Corollary 5.5, the enclosed edge lies on the small side of the chord. Thus in the folded state, the chord of the trajectory crosses the triangle \( \mathcal{T}_2 \) on the other side of this edge, since the triangle is too large to fit entirely on this small side.

Since \( \mathcal{T}_2 \) intersects the chord when folded, it is either crossed by the original trajectory or by a different trajectory sharing the same chord in the folded state. Again by Corollary 5.5, the edge shared by these two triangles lies on the small side of the chord, so it must be in the interior of both trajectories. Trajectories sharing a chord cannot intersect, so these two segments must be parts of the same trajectory.

Therefore if a trajectory encloses an edge, the trajectory must cross the triangles on both sides of that edge, so no trajectory encloses a triangle; a trajectory encloses only vertices and edges of the tiling. Since a trajectory can enclose at most one edge of each triangle, and the trajectory chord is too short to enclose a long edge, the tree enclosed is actually a path.

## 5.2 The tree conjecture implies the 4n+2 conjecture

Previous work on triangle tilings conjectured ([3], Conjecture 4.12) that every periodic trajectory has a period of the form \( 4n + 2, n \geq 1 \). Our Tree Conjecture 5.2 is stronger, that every periodic trajectory encloses a tree, and \( n \) is the number of enclosed vertices. We show in Proposition 5.8 that the Tree Conjecture implies the 4n + 2 conjecture.

**Lemma 5.7.** Suppose a periodic trajectory on a triangle tiling encloses a tree. If \( v \) is a vertex of that tree, the trajectory must enter all six of the triangles adjacent to \( v \).

*Proof.* Let \( t \) be a periodic trajectory on a triangle tiling enclosing a vertex \( v \). Suppose for contradiction that there is a triangle adjacent to \( v \) that \( t \) does not enter. Since \( t \) is closed and simple and completely encloses vertex \( v \), yet also does not intersect one of the adjacent triangles, it must completely enclose the triangle, so \( t \) is not a tree.

**Proposition 5.8.** If a periodic trajectory on a triangle tiling encloses a tree with \( n \) vertices, then it has period \( 4n + 2 \).
Proof. Let $t$ be a periodic path on a triangle tiling enclosing $n$ vertices. Each vertex in the tiling is adjacent to six triangles. Label the vertices of the tree enclosed by $t$ as $v_1, \ldots, v_n$ such that each vertex $v_j$ with $j \neq 1$ is adjacent to some vertex $v_i$ with $i < j$. We will now count the period of the path by attributing certain parts of the path to each labeled vertex (see Figure 19). By Lemma 5.7, $t$ intersects all six triangles adjacent to $v_1$. We know $v_2$ is adjacent to $v_1$ and therefore two of the six triangles adjacent to $v_2$ are also adjacent to $v_1$. By Proposition 2.15, part (3), $t$ does not cross itself and thus exactly two pieces of $t$ intersecting triangles adjacent to $v_2$ have already been counted by $v_1$. That is, $v_2$ provides an additional four pieces of $t$. $v_3$ is either adjacent to $v_1$ or $v_2$ ($v_3$ cannot be adjacent to both, because then the trajectory would enclose a triangle). Thus, $v_3$ shares two adjacent triangles with an already-counted vertex and adds four new pieces of $t$ to our count. Similarly, each of the vertices $v_4, \ldots, v_n$ is adjacent to exactly one of the already-counted vertices, and thus is responsible for four new pieces of $t$. Thus the period of $t$ is $6 + 4(n - 1) = 4n + 2$. □

Corollary 5.9. A periodic trajectory on an obtuse triangle tiling enclosing $n$ vertices has period $4n + 2$.

APPENDIX A: PERIODIC TRAJECTORIES APPROACHING THE RAUZY FRACTAL

Trajectories on the triangle tiling associated to the Arnoux–Yoccoz IET, of increasing length. Note the similarities down each column. The sets of triangles hit by each trajectory, and indeed the shape of the trajectories themselves, form a Tribonacci sequence: Pasting together three successive regions produces the next set of triangles in the sequence.
APPENDIX B: AN EXAMPLE Trajectory TO Cut AND Fold

We have found it illuminating to cut and fold up trajectories on triangle tilings. Cut out along the outer edge of the picture, and fold along every edge of the tiling. The two short edges should be
‘mountain folds’ and the long edges a ‘valley fold’. This will allow you to see for yourself the results of the basic lemmas in Section 2. See Figure 6 for guidance.
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