Localized structures in dispersive and doubly resonant optical parametric oscillators
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We study temporally localized structures in doubly resonant degenerate optical parametric oscillators in the absence of temporal walk-off. We focus on states formed through the locking of domain walls between the zero and a nonzero continuous-wave solution. We show that these states undergo collapsed snaking and we characterize their dynamics in the parameter space.
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I. INTRODUCTION

Localized structures (LSs) can be understood as domains of a finite size enclosed by stationary interfaces, and therefore their origin is usually related with the presence of bistability between two steady states [1–3]. In nature, they may appear in many different contexts ranging from vegetation patches in semiarid regions or in sea grass ecosystems to localized spots of light in driven nonlinear optical cavities [4–11].

Localized structures are a particular type of so-called dissipative patterns that emerge in systems far from the thermodynamic equilibrium due to a self-organization process [12]. Dissipative LSs arise due to a double balance between spatial coupling and nonlinearity, on the one hand, and gain and dissipation, on the other hand [13]. Spatial coupling appears, for example, through the dispersion and/or diffraction of the light in optical systems and is associated with diffusion processes in chemistry, biology, and ecology [14,15].

In optics, dissipative LSs have been widely studied in the context of externally driven diffractive nonlinear cavities with either cubic $\chi^{(3)}$ (Kerr) [16,17] or quadratic $\chi^{(2)}$ nonlinear media [18–24]. In these cavities, LSs form in the plane transverse to the propagation direction, and they are commonly known as spatial cavity solitons. Localized structures have been also studied in wave-guided dispersive Kerr cavities, where LSs correspond to temporal pulses arising along the propagation direction, and they are one-dimensional [11,25–27]. Temporal LSs have been considered as the basis for all-optical buffering [11], and in the last decade, also for the generation of broadband frequency combs in microresonators [28–30].

Recently, it has been shown that dissipative cavities with quadratic nonlinearities may provide an alternative to Kerr cavities for the generation of frequency combs [31–35]. In contrast to Kerr combs, quadratic ones may operate with decreased pump power and can reach spectral regions that were not accessible before. Therefore, understanding the formation of temporal LSs is important in this context.

In this work we study the formation of LSs through the locking of domain walls (DWs) in a $\chi^{(2)}$-dispersive cavity matched for degenerate optical parametric oscillations (DOPO). A schematic example of such type of cavity is shown in Fig. 1. The cavity is externally driven by a pump field $B_0 f_0$ at frequency $2f_0$, and a field $A$ is generated at frequency $f_0$ through parametric down conversion. We consider a doubly resonant configuration such that both fields $A$ and $B$ resonate together in the cavity. In such systems, continuous-wave (CW) states may coexist for the same values of a control parameter (bistability), and DWs connecting them can eventually form. Domain walls, also known as wave fronts or switching waves, exhibit a particle-like behavior in such a way that they can interact and lock, thus forming LSs of different extensions [1,2].

Domain walls have been previously studied in the context of diffractive DOPOs [23,36], and the formation of LSs through their locking has been analyzed in detail for both singly and doubly resonant configurations [22,23]. Recently, the formation of LSs has also been studied in dispersive DOPOs and in the presence of temporal walk-off [37].

In all these studies, DWs and LSs form between CW states that have the same amplitude and are equally stable. As such they are also called equivalent CW solutions. However, in DOPOs, bistability between nonequivalent CW states is also present, and DWs and LSs may arise as well. Nonetheless, as far as we know, the formation of this type of LSs has not been analyzed in detail in either diffractive or dispersive cavities. Hence, in this paper we elucidate the formation, dynamics, and bifurcation structure of the last type of LSs (hereafter type I) and their connection with the former LSs (type II). In this work we neglect the effect of the temporal walk-off.

The manuscript is organized as follows. In Sec. II we introduce the mean-field model describing doubly resonant dispersive DOPOs and derive a single model with a nonlocal nonlinearity. In Sec. III we present the stationary problem, analyze the CW solutions and their linear stability, and introduce the locking of DWs as the mechanism behind the formation of LSs. Later, in Sec. IV, we calculate, applying multiscale perturbation methods, a weakly nonlinear pulselike solution about the trivial CW state. From Secs. V to VII, we then study the bifurcation structure of the different types of LSs formed through the locking of DWs and how this structure is modified when varying the control parameters of the system. Finally, in Sec. VIII, we discuss the main results of the paper.
be described by a mean-field model for the slowly varying or pump at frequency $2\omega_0$. The quadratic interaction gives rise to a field $A$ centered around frequency $\omega_0$ that resonates together with a field $B$ centered around frequency $2\omega_0$.

II. MEAN-FIELD MODELS

In this section we introduce the mean-field model for a dispersive DOPO in a doubly resonant configuration and we derive a nonlinear nonlocal model that will be used in the remainder of this work.

Assuming that the resonator exhibits high finesse, that both fields do not vary significantly over a single round trip (i.e., the combined effects of nonlinearity and dispersion are weak), and, following Refs. [32,38], the dynamics of a DOPO can be described by a mean-field model for the slowly varying envelopes of the signal electric field $A$ centered at frequency $\omega_0$ and, the pump field $B$ centered at the frequency $2\omega_0$, as already shown in Ref. [37]. The normalized mean-field model reads:

\begin{align}
\partial_t A &= -(1 + i\Delta_1)A - i\eta_1 \partial_x^2 A + iB\tilde{A}, \\
\partial_t B &= -(\alpha + i\Delta_2)B - \left(\partial_x + i\eta_2 \partial_x^2\right)B + i\tilde{A}^2 + S. 
\end{align}

In the current formulation, $t$ corresponds to the normalized slow time describing the evolution of fields after every round trip at a fixed position in the cavity, and $x$ is the normalized fast time [37]. The parameter $\alpha$ is the ratio of the round-trip losses $\alpha_{1,2}$ associated with the propagation of the signal and pump fields, $\Delta_{1,2}$ are the normalized cavity phase detunings, $\eta_{1,2}$ are the group velocity dispersion (GVD) parameters of $A$ and $B$, $d$ is the normalized rate of temporal walk-off or wave-vector mismatch related with the difference of group velocities between both fields, and $S$ is the driven field amplitude or pump at frequency $2\omega_0$. With the normalization used here $\eta_1 = +1(-1)$ denotes normal (anomalous) GVD, and $\eta_2$ can take any value positive or negative.

The system of equations (1) is formally equivalent to those describing diffractive spatial cavities [39,40]. In that context, $\eta_1 \approx 2\eta_2$ with $\eta_2 > 0$ are the diffraction parameters, $x$ represents a transverse spatial dimension, and $\partial_x^2$, applied to $A$ and $B$, is the beam defraction.

In contrast to spatial cavities, where the walk-off is normally negligible, in dispersive cavities it is very large and should be taken into consideration. The walk-off imposes severe restrictions on the efficiency of optical parametric amplification and often prevents the formation of LSs. Hence, it would be desirable to suppress it. This can be done by dispersion engineering as already shown in Ref. [35]. Thus, in the following we will consider $d = 0$. The effects of the walk-off on the stability and dynamics of LSs is beyond the scope of the present paper and will be presented elsewhere.

Furthermore, we will consider perfect phase matching, which in wave-guided systems, as the one discussed here, implies $\Delta_2 = 2\Delta_1$.

The numerical exploration of the dynamics of Eqs. (1) for a large range of parameters suggests that the $B$ field varies slowly in $t$. Thus, assuming that $\partial_t B \approx 0$, and following Refs. [32,37,41], we can further simplify Eqs. (1) to a single mean-field model for $A$ (see Appendix A) with a nonlocal nonlinearity:

\begin{equation}
\partial_t A = -(1 + i\Delta_1)A - i\eta_1 \partial_x^2 A - \tilde{A}(\tilde{A}^2 \otimes J) + \rho \tilde{A},
\end{equation}

where $\otimes$ denotes convolution with the nonlocal kernel

\begin{equation}
J(x) = \frac{1 + \Delta_2^2}{2\pi} \int_{-\infty}^{\infty} e^{-ikx} dk, \quad \text{with} \quad \Delta_2 = \Delta_2/\alpha, \quad \tilde{\eta}_2 = \eta_2/\alpha, \quad \text{although in the following we drop } \gamma.
\end{equation}

The normalized field reads

\begin{equation}
A = \frac{Ae^{-i\psi}}{\sqrt{\alpha(1 + \Delta_2^2)}}
\end{equation}

with

\begin{equation}
\psi = \pi/4 + \text{atan}(-\Delta_2)/2
\end{equation}

and the normalized pump amplitude

\begin{equation}
\rho = \frac{S}{\alpha \sqrt{1 + \Delta_2^2}}.
\end{equation}

Equation (2) is a kind of parametrically forced Ginzburg-Landau (PFGL) equation [42] with long range coupling in $x$ introduced by the nonlocal nonlinearity $\tilde{A}^2 \otimes J$. In this framework the interaction between $A$ and $B$ is equivalent to the propagation of $A$ in a medium with a nonlocal nonlinearity leading to an effective third-order nonlinearity.

With this approximation, the $B$ field is dynamically slaved to $A$ and explicitly given by

\begin{equation}
B = (-\tilde{A}^2 \otimes J + \rho)e^{i\text{atan}(-\Delta_2)}.
\end{equation}

Models with a similar type of nonlocal response have already been considered in single-pass problems [41] and in quadratic dispersive cavities [31–34]. In particular Eq. (2) is formally equivalent to the mean-field model derived in Refs. [33,34] for the description of a singly resonant DOPO (with a different response function).

In all these cases the nonlocal response in Eq. (2) depends on $\tilde{A}^2$, in contrast to other nonlocal models describing Raman [43,44], diffusion [45,46], or thermal [45,47,48] effects, where the nonlocal response depends on the intensity $|A|^2$.

The models (1) and (2) are equivalent when studying stationary states, such as LSs. Unless stated otherwise, here we focus on the study of Eq. (2).

In terms of the real and imaginary part of $A = U + iV$ Eq. (2) yields the system

\begin{equation}
\partial_t \begin{bmatrix} U \\ V \end{bmatrix} = (L + N') \begin{bmatrix} U \\ V \end{bmatrix},
\end{equation}
with $L$ and $\mathcal{N}$ being the linear and nonlinear operators defined by

$$L = \begin{bmatrix} \rho - 1 & \Delta_1 + \eta_1 \partial_x \\ -\Delta_1 - \eta_1 \partial_x & -(\rho + 1) \end{bmatrix}$$

and

$$\mathcal{N} = \begin{bmatrix} \mathcal{N}_s^a & \mathcal{N}_s^b \\ \mathcal{N}_s^b & -\mathcal{N}_s^a \end{bmatrix},$$

with coefficients

$$\mathcal{N}_s^a = U^2 \otimes J_R - V^2 \otimes J_I - 2UV \otimes J_J,$$

$$\mathcal{N}_s^b = U^2 \otimes J_J - V^2 \otimes J_J + 2UV \otimes J_R,$$

where $J_R$ and $J_J$ correspond to the real and imaginary parts of the kernel $J$ (see Appendix A). In the following we focus on the normal GVD regime ($\eta_1 = +1$) and choose $\alpha = 1$.

### III. Stationary Solutions

In this work we focus on the study of stationary states. In the current mean-field formulation these states satisfy $(\partial_t, \partial_B) = (0, 0)$. They are thus solutions of the integro-differential equation:

$$-i\eta_1 A_{xx} - (1 + i\Delta_1)A - \bar{A}(A^2 \otimes J) + \rho \bar{A} = 0,$$

or, equivalently, stationary states are solutions of

$$(L + \mathcal{N}) \begin{bmatrix} U \\ V \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$  

Stationary states can be of different nature such as homogeneous CW solutions [49], periodic patterns [39,50], or DWs and LSs [23,36]. Notice that Eqs. (2) and (12) are invariant under the transformations $x \rightarrow -x$ and $A \rightarrow -A$. The first symmetry means that any stationary solution is left-right symmetric (i.e., has a reflection symmetry), and according to the second symmetry, if $A_0$ is a solution, then so is $-A_0$.

As stated before, in this work we focus on the study of LSs formed through the locking of DWs connecting different CWs. Hence, in this section we introduce the CW solutions of Eq. (12), analyze their linear stability, and study the formation of LSs.

#### A. Continuous-wave solutions

The CW states of this system were first studied in Ref. [49] in the context of diffractive cavities. Here we review some of the results of that study in terms of the nonlinear nonlocal model (2). In this framework the CWs correspond to the homogeneous steady-state solutions of Eq. (2), which satisfy the algebraic equation:

$$-(1 + i\Delta_1)A_0 - (1 - i\Delta_2)A_0|A_0|^2 + \rho \bar{A}_0 = 0.$$

Writing $A_0 = |A_0|e^{i\phi}$, Eq. (14) becomes

$$-(1 + i\Delta_1) - (1 - i\Delta_2)|A_0|^2 + \rho e^{-2i\phi} |A_0| = 0,$$

which yields three solutions: the trivial state $A_0 = 0$ and the two nontrivial states $A^{\pm} = |A^{\pm}|e^{i\phi}$, with

$$|A^{\pm}|^2 = \frac{(\Delta_1 \Delta_2 - 1) \pm \sqrt{(1 + \Delta_2)^2 \rho^2 - (\Delta_2 + \Delta_1)^2}}{1 + \Delta_2^2}.$$  

FIG. 2. In (a) the phase diagram in the $(\Delta_1, \rho)$-parameter space showing the principal bifurcation lines of the CW solutions: the pitchfork bifurcation $\rho_a$ (black line) and the fold or turning line $\rho_t$ corresponding to $\text{SN}_c$ (green line). (b) The CW solutions for $\Delta_1 = -0.5$ and (c) those for $\Delta_1 = -2$. The linear stability with respect to homogeneous perturbations is shown using solid (dashed) lines for stable (unstable) states. The different regions are labeled by I–III and their description is given in the main text.

and phase

$$\phi^\pm = \cos\left([|A^{\pm}|^2 + 1)/\rho]/2\right).$$

If $\Delta_2 \Delta_1 > 1$, then only the $A^+$ branch exists and bifurcates supercritically from a pitchfork bifurcation [51] occurring at pump strength

$$\rho_a = \sqrt{1 + \Delta_1^2}.$$  

The pitchfork bifurcation defines a line in the phase diagram in the $(\Delta_1, \rho)$-parameter space plotted in Fig. 2(a) (see the solid black line). An example of the CW bifurcation diagram in the supercritical regime is shown in Fig. 2(b) for $\Delta_1 = -0.5$. In contrast, for $\Delta_2 \Delta_1 < 1$, $A^-$ arises subcritically as shown in Fig. 2(c) for $\Delta_1 = -2$ and undergoes a fold or turning point [51] at

$$\rho_t = \frac{\Delta_2 \Delta_1}{\sqrt{1 + \Delta_1^2}}.$$  

where it merges with $A^+$. This line is plotted in green in Fig. 2(a). The transition between these two regimes occurs at a degenerate point at exactly $\Delta_2 \Delta_1 = 1$ or, equivalently, $\Delta_1 = 1/\sqrt{2}$.

We can therefore identify three main regions in the phase diagram of Fig. 2(a):

(i) Region I: Only $A_0$ exists and is stable. This region is spanned by the parameter region below $\rho_a$ for $\Delta_1 < 1/\sqrt{2}$ and $\rho < \rho_t$ for $\Delta_1 > 1/\sqrt{2}$.

(ii) Region II: The nontrivial solution $A^+$ coexists with $A_0$ that is now unstable. This region is spanned by $\rho > \rho_a$.  
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(iii) Region III: Solutions $A_0$, $A^-$, and $A^+$ coexist, where $A_0$ and $A^+$ are both stable. This region is spanned by the values of $\rho$ such that $\rho_l < \rho < \rho_u$.

B. Linear stability analysis of the continuous-wave solutions

Here we perform the linear stability analysis of the CW solutions in the presence of dispersion. Dispersion can cause the emergence of pattern-forming instabilities, such as the Turing or modulational instability (MI) [52]. In the absence of dispersion, it is known that $A_0$ can undergo a Hopf instability leading to self-oscillations, period doubling, and chaos [49]. Later the analysis was extended to include the effect of diffraction in the context of spatial cavities [21], and the spatiotemporal dynamics arising from the interaction of the Turing and Hopf modes was examined in detail in Refs. [53,54]. In this context the linear stability of the CW can be analyzed by using model (2) instead of Eqs. (1).

To perform this analysis we insert into Eq. (2) the ansatz

$$A(t, x) = A_0 + \epsilon \xi e^{\sigma t + ikx} + \text{c.c.}$$

(20)

describing a small modulation about the CW $A_0$, where $\sigma$ is the growth rate of the perturbation and $\xi$ the eigenvector associated with the linearization of Eq. (2) at order $\epsilon$. The linear problem has modulated solutions if the growth rate satisfies

$$\sigma^2 + a_1 \sigma + a_0 = 0,$$

(21)

where

$$a_1 = 2(1 + 2I_r F[J_R]),$$

(22a)

$$a_0 = c_2 k^2 + c_1 I_r + c_0,$$

(22b)

and

$$c_2 = 4(F[J_R]^2 + F[J_I]^2),$$

(23a)

$$c_1 = 4(F[J_R] - (\eta_1 k^2 - \Delta_i) F[J_I]),$$

(23b)

$$c_0 = \eta_1 k^3 - 2\eta_1 \Delta_i k^2.$$  

(23c)

Here $F$ denotes the Fourier transform as defined in Appendix A. The CW solutions $A_0$ and $A^\pm$ are linearly stable to perturbations with a given $k$ if $\text{Re}[\sigma(k)] < 0$ and unstable otherwise. When $k = 0$ we recover the homogeneously stable analysis performed in Ref. [49]; however, when $k$ is allowed to vary the system can undergo a MI and periodic patterns may appear.

Through a linear stability analysis of the trivial solutions $A_0 = A_0$, we obtain that $A_0$ undergoes a MI at

$$\rho = \rho_c \equiv 1,$$

(24)

where patterns with a characteristic wave number,

$$k_c = \sqrt{\eta_1 \Delta_i},$$

(25)

arise, provided that $\eta_1 \Delta_i > 0$. Two situations can be distinguished depending on the sign of the product $\eta_1 \Delta_i$. When $\eta_1 = 1$ (normal GVD regime), $A_0$ undergoes a MI if $\Delta_i > 0$. In contrast, when $\eta_1 = -1$ (anomalous regime), the MI occurs if $\Delta_i < 0$. Notice that the stability of the trivial state does not depend on $\eta_2$.

The linear stability analysis of the nontrivial CW states $A^{\pm}$ is cumbersome and exact analytical expressions of the MI threshold and critical wave number do not exist [21]. Nevertheless, we can analyze the stability of these states by means of the marginal instability curve $I_I(k)$. This curve defines the band of unstable modes and is composed by two branches $I^{\pm}_I(k)$ satisfying the quadratic equation obtained by setting $\sigma = 0$ in Eq. (21):

$$c_2 I^2 + c_1 I + c_0 = 0.$$  

(26)

The CW state is unstable against a perturbation with a fixed $k$, if $I_I$ is inside the curve, i.e. $I_I(k) < I^+_I(k)$, and unstable otherwise. For $k \neq 0$ the extrema $(k, I_I) = (k_c, I_c)$ of this curve define the MI.

Figure 3(a) shows the marginal instability curve associated with the CW solution shown in Fig. 3(b) for $(\Delta_1, \eta_2, \eta_1) = (-2, -0.8, 1)$. The maximum of this curve occurs at $I_I$ for $k = 0$, and therefore $A^-$ is unstable from $\rho_c$ to SNL [see dotted line in Fig. 3(b)], while $A^+$ is stable for any value of $k \neq 0$ as shown in Fig. 3(b).

Decreasing the value of $|\eta_2|$ the maximum migrates from the fold SNL at $(k, I_c) = (0, I_c)$ to $(k, I_c) = (k_c, I_c)$ where MI takes place. This is the situation shown in Fig. 3(c) for $\eta_2 = -0.05$. In this case $A^-$ remains unstable, and $A^+$ is stable above the MI, i.e., for $I_I > I_c$, and unstable otherwise [see solid and dotted lines in Fig. 3(d)].

The MI defines a manifold $\rho_M = \rho(I(k_c), \eta_2, \Delta_i)$ according to which region III can be subdivided as follows:
III: \( \mathbb{A}^+ \) is unstable in response to nonhomogeneous perturbations (i.e., \( k \neq 0 \)). This region spans the parameter space \( \rho_i < \rho < \rho_c \).

IIIb: \( \mathbb{A}^+ \) is stable in response to nonhomogeneous perturbations. This region spans the parameter region \( \rho > \rho_c \).

C. Formation of localized states through domain wall locking

As shown in the previous sections, the CW solutions may coexist stably depending on the range of parameters. Therefore, in the presence of dispersion, DWs may arise connecting two different CWs. In this context, two different types of DWs occur:

Type-I: The connection occurs between \( \mathbb{A}_0 \) and \( \mathbb{A}^+ \) [see Fig. 4(a), left]. They exist in region IIIa.

Type-II: The connection arises between two equivalent (equally stable) nontrivial states, i.e., \(-\mathbb{A}^-\) and \(\mathbb{A}^+\). They occur in regions II and IIIb [see Fig. 4(b), left].

The tails of both type-I and type-II DWs around the CW solution \( \mathbb{A}^+ \) [see the close-up view in Fig. 4(a)] can be described asymptotically by the ansatz \( \mathbb{A}(x) = \mathbb{A}^+ + \rho e^{i\lambda x} + \text{c.c.} \), where the eigenvalues \( \lambda \) satisfy the condition \( \sigma(-i\lambda) = 0 \) and are therefore solutions of the polynomial

\[
b_6 \lambda^6 + b_5 \lambda^5 + b_4 \lambda^4 + b_3 \lambda^3 + b_2 \lambda^2 + b_1 \lambda + b_0 = 0, \tag{27}
\]

where the coefficients \( b_m \) are functions of the parameters of the system.

Due to the reflection symmetry \( x \rightarrow -x \), Eq. (27) is invariant under \( \lambda \rightarrow -\lambda \) and \( \lambda \rightarrow -\lambda \) [55]. Equation (27) cannot be solved analytically except in some particular conditions [22]. The tails can approach \( \mathbb{A}^+ \) either monotonically or in a damped oscillatory fashion. The latter case is related with the existence of at least four complex eigenvalues \( \lambda_{1,2,3,4} \equiv \pm Q \pm iK \), those with the smallest real part \( |Q| \). The oscillatory damped tails are described by

\[
\mathbb{A}(x) = \mathbb{A}^+ + a \cos(Kx)e^{-Qx}. \tag{28}
\]

In contrast, when \( K = 0 \) the oscillations disappear, and the DW approaches \( \mathbb{A}^+ \) monotonically. In what follows we separately describe the interaction of DWs and the formation of type-I and type-II LSs.

I. Type-I domain walls and localized structures

The CW states \( \mathbb{A}_0 \) and \( \mathbb{A}^+ \) are nonequivalent, and type-I DWs move with a constant velocity that depends on the control parameters of the system. In gradient systems, where an energy functional can be defined, the velocity is proportional to the energy difference between \( \mathbb{A}_0 \) and \( \mathbb{A}^+ \). In this context, the Maxwell point of the system is defined as the parameter value where both CW states have the same energy or, equivalently, as the point where the velocity of the DWs becomes zero [56]. Here, despite the system not having gradient dynamics, we will still refer to such a point as the Maxwell point, and hereafter we label it as \( \rho_M \). This point is marked using a dotted-dashed line in Figs. 3(b) and 3(d). In a range of parameters around \( \rho_M \), two DWs with different polarity, say, a kink \( \mathbb{A}_0 \rightarrow \mathbb{A}^+ \) and antikink \( \mathbb{A}^- \rightarrow \mathbb{A}_0 \), separated by a distance \( D \) interact as described by

\[
\partial_t D = \rho \cos(KD)e^{-QD} + v = f(D), \tag{29}
\]

where \( v \sim \rho - \rho_M \) measures the distance from the Maxwell point \( \rho_M \), and \( v \) depends on the parameters of the system [2].

When \( K \neq 0 \), the oscillatory nature of the interaction leads to alternating regions of attraction and repulsion [see Fig. 4(c)]. Domain walls lock at different stationary separations \( D_s \), satisfying \( f(D_s) = 0 \). At \( \rho = \rho_M \) \( v = 0 \) [Fig. 4(c), top], the width of the LSs \( D_s \) is quantized: \( D_s^n = \frac{\pi}{2K}(2n + 1) \), with \( n = 0, 1, 2, \ldots, 1, 2 \). Figure 4(d) shows an example of an LS of width \( D_s \), corresponding to the stationary distances shown in Fig. 4(c). The stable (unstable) separation distances are marked with \( \bullet \) (\( \circ \)). We refer to these states as Type-I LSs. When \( v \neq 0 \), the red curve shifts upward or downward (depending on the sign of \( v \)), and as a result, the number of stationary intersections decreases as is shown in Fig. 4(c) for \( v = v_1 \) and \( v_2 \). Hence, when moving away from the Maxwell point \( \rho_M \), the widest LSs disappear first, but eventually even the single peak LS is lost. In Sec. V we will see that the interaction described by Eq. (29) is responsible of the bifurcation structure that the previous LSs undergo.

When the tails are monotonic \( (K = 0) \) a different phenomenon known as coarsening occurs where two DWs with different polarity attract each other until eventually they annihilate one another [57].
2. Type-II domain walls and localized structures

In regions II and III, the solutions \(-A^+\) and \(A^+\) coexist and are linearly stable, and hence type-II DWs connecting them may also arise. In this case these CWs are equivalent, and therefore the DWs are stationary [see Fig. 4(b)]. Here the interaction between kink \((-A^+ \rightarrow A^+)\) and antikink \((A^+ \rightarrow -A^+)\) is described by Eq. (29) by setting \(v = 0\) [1] [see Fig. 4(c)]. The LSs resulting from this interaction are referred to as type-II LSs, and have been largely studied in the context of diffractive cavities [22,23]. Domain walls of this type may undergo nonequilibrium Ising-Bloch transition, where DWs start to drift [58], and as result LSs may show very complex dynamics [59]. An example of such a state is shown in Fig. 4(e).

IV. WEAKLY NONLINEAR SOLUTIONS AROUND THE PITCHFORK BIFURCATION

While the locking of DWs explains the formation of high-amplitude LSs, it does not describe their origin from a bifurcation point of view. In this section we show that those structures are connected with small-amplitude states that arise from the Pitchfork bifurcation occurring at \(\rho_\alpha\). In order to do so we derive a stationary normal form for the pitchfork bifurcation by applying weakly nonlinear multiscale analysis. We find two types of extended solutions that explain the origin of the structures discussed in Sec. III. The solutions of this normal form have been studied in the context of the parametrically forced Ginzburg-Landau equation [42]. However, in our case, we have a long-range nonlocal coupling in \(x\) in terms of the nonlocal nonlinearity \(A^2 \otimes J\). In order to deal with this difficulty we follow the approach shown in Ref. [60].

Following Ref. [42] we fix \(\Delta_1\) and consider the asymptotic expansion of the fields \(U\) and \(V\) as a function of the expansion parameter \(\epsilon\) defined by \(\rho = \rho_\alpha + \delta \epsilon^2\), where \(\delta\) is the bifurcation parameter. Then the expansion reads

\[
\begin{bmatrix}
U \\
V
\end{bmatrix}
= \epsilon \begin{bmatrix}
u_1 \\
v_1
\end{bmatrix} + \epsilon^3 \begin{bmatrix}
u_3 \\
v_3
\end{bmatrix} + \cdots,
\]

(30)

where we allow each of the terms in the previous expansion to depend just on the long scale \(x_1 \equiv \epsilon x\). Considering Eq. (30) the linear operator expands as

\[
\mathcal{L} = \mathcal{L}_0 + \epsilon^2 \mathcal{L}_2,
\]

(31)

with

\[
\mathcal{L}_0 = \begin{bmatrix}
\Delta_1 \\
-\Delta_1
\end{bmatrix}
\begin{bmatrix}
\rho_\alpha - 1 \\
-\rho_\alpha + 1
\end{bmatrix}
\]

(32a)

and

\[
\mathcal{L}_2 = \begin{bmatrix}
\frac{\delta}{\eta J} & \frac{\eta J}{\delta}
\end{bmatrix}
\begin{bmatrix}
\rho_\alpha \\
\rho_\alpha - 1
\end{bmatrix}.
\]

(32b)

Similarly, the nonlinear operator becomes

\[
\mathcal{N} = \epsilon^2 \mathcal{N}_2 = -\begin{bmatrix}
\mathcal{N}_{2a} \\
\mathcal{N}_{2b}
\end{bmatrix}
\]

(33)

with

\[
\mathcal{N}_{2a} = u_1^2 \otimes J_R - v_1^2 \otimes J_R - 2u_1 v_1 \otimes J_F,
\]

(34a)

\[
\mathcal{N}_{2b} = u_1^2 \otimes J_F - v_1^2 \otimes J_F + 2u_1 v_1 \otimes J_R.
\]

(34b)

The insertion of the previous expansions in the stationary equation (13) yields a hierarchy of equations for successive orders in \(\epsilon\), which up to third order read:

\[
\mathcal{O}(\epsilon): \mathcal{L}_0 \begin{bmatrix}
u_1 \\
v_1
\end{bmatrix} = \begin{bmatrix} 0 \\
0
\end{bmatrix}
\]

(35a)

and

\[
\mathcal{O}(\epsilon^3): \mathcal{L}_0 \begin{bmatrix}
u_3 \\
v_3
\end{bmatrix} + (\mathcal{L}_2 + \mathcal{N}_2) \begin{bmatrix}
u_1 \\
v_1
\end{bmatrix} = \begin{bmatrix} 0 \\
0
\end{bmatrix}.
\]

(35b)

At first order in \(\epsilon\) the solvability condition provides

\[
\rho_\alpha = \sqrt{\Delta_1^2 + 1},
\]

(36)

which confirms the position of the pitchfork bifurcation already calculated in Sec. III. The solutions at this order are of the form

\[
\begin{bmatrix}
u_1 \\
v_1
\end{bmatrix} = \begin{bmatrix} \xi \\
1
\end{bmatrix} a(x_1),
\]

(37)

where \(\xi = \Delta_1/(1 - \rho_\alpha)\) and \(a(x_1)\) is the real envelope amplitude to be determined at next order in the expansion.

Applying the same procedure as in Ref. [60] we show (see Appendix B) that the solvability condition at \(\mathcal{O}(\epsilon^3)\) gives the stationary normal form for the amplitude \(a\):

\[
C_1 \alpha a^3 = \delta a + C_3 a^3,
\]

(38)

with the coefficients

\[
C_1 = -\frac{2\eta J \xi}{1 + \xi^2},
\]

(39a)

and

\[
C_3 = 1 - \xi(\xi + 2\Delta_2).
\]

(39b)

This last equation admits the CW solutions \(a = \sqrt{-\delta/C_3}\) or, equivalently,

\[
\begin{bmatrix}
U \\
V
\end{bmatrix} = \begin{bmatrix}
\Delta_1 \\
1 - \rho_\alpha
\end{bmatrix} \sqrt{\frac{\rho - \rho_\alpha}{-C_3}} + \cdots,
\]

(40)

which confirms the result already obtained in Sec. III: The CW bifurcates supercritically \((\rho > \rho_\alpha)\) if \(\Delta_2 > \Delta_1 > 1\) and subcritically \((\rho < \rho_\alpha)\) if \(\Delta_2 < \Delta_1 < 1\).

In the supercritical regime \((\Delta_2 > \Delta_1 > 1)\) the normal form (38) admits DW-like solutions of the form

\[
a(x_1) = \sqrt{\frac{-\delta}{C_3}} \tanh \left(\sqrt{\frac{-\delta}{2C_3}} x_1\right),
\]

(41)

yielding a supercritical bifurcation to states of the form

\[
\begin{bmatrix}
U \\
V
\end{bmatrix} = \begin{bmatrix}
\Delta_1 \\
1 - \rho_\alpha
\end{bmatrix} \sqrt{\frac{\rho - \rho_\alpha}{-C_3}} \tanh \left(\sqrt{\frac{\rho - \rho_\alpha}{-2C_3}} x_1\right) + \cdots.
\]

(42)

This analytical solution was first obtained in the context of diffractive cavities in Ref. [21], where the normal form around \(\rho_\alpha\) was derived in terms of the full model (1).
In contrast, for $\Delta_1 \Delta_2 < 1$, the normal form (38) admits solutions of the form
\[ a(x_1) = \sqrt{\frac{-2a}{C_3}} \text{sech} \left( \frac{\delta}{\sqrt{C_1}} x_1 \right), \tag{43} \]
which provides the subcritical emergence of type-I LSs,
\[ \begin{bmatrix} U \\ V \end{bmatrix} = \begin{bmatrix} \frac{\Delta_1}{1 - \rho_a} \\ 1 \end{bmatrix} \sqrt{\frac{2(\rho_a - \rho)}{C_3}} \text{sech} \left( \frac{\rho_a - \rho}{-C_1} x \right) + \cdots. \tag{44} \]

These weakly nonlinear solutions are only valid close to the pitchfork bifurcation at $\rho_a$. In the next section we show how these solutions are modified when entering the highly nonlinear regime as one of the control parameters of the system is changed. Notice that the weakly nonlinear solutions (42) and (44) are independent of the parameter $\eta_2$. This shows that in the weakly nonlinear regime the states studied here are not influenced by the presence of the long-range interaction in $x$.

In the coming section we focus on the subcritical regime and study the bifurcation structure of LSs of the form (44). To check the validity of our calculations, in Fig. 5 we have plotted the real and imaginary parts (blue line) of the weakly nonlinear state (44) together with the numerical solutions (dashed red line) obtained through a Newton-Raphson solver, showing excellent agreement.

\section*{V. BIFURCATION STRUCTURE OF TYPE-I LOCALIZED STATES}

In this section we study the bifurcation structure of the type-I LSs. In Sec. IV we have derived a normal form equation around the pitchfork bifurcation occurring at $\rho_a$. Two stationary weakly nonlinear solutions are found corresponding to a small-amplitude DW and bump [see Eqs. (42) and (44)] that arise in the supercritical and subcritical regimes, respectively.

In what follows we focus on the subcritical regime and, unless stated otherwise, fix $\Delta_1 = -2$ and $\eta_2 < 0$. Weakly nonlinear solutions are only valid in a neighborhood of the bifurcation at $\rho_a$. However, applying numerical continuation techniques [61] we are able to track these solutions to parameter values away from the small-amplitude bifurcation $\rho_a$, and therefore to build bifurcation diagrams as those shown in Fig. 6. In these diagrams the $L^2$ norm $||A||^2 = \frac{1}{L} \int_{-L/2}^{L/2} |A(x)|^2 dx$ is plotted as a function of the pump intensity $\rho$ for different values of $\eta_2$.

Figures 6(a) and 6(d) show the bifurcation diagram for $\eta_2 \approx -0.8$, where Fig. 6(d) is a close-up view of the bifurcation lines shown in Fig. 6(a). The blue lines in Fig. 6(a) represent the CW solution, whose linear stability is shown using solid (dashed) lines for stable (unstable) solutions. The vertical gray line corresponds to the Maxwell point of the system $\rho_M$. At this point the velocity of the DWs connecting the trivial solution $A_0$ with the nontrivial one $A^+$ is zero, and around this point two DWs of different polarities can lock to each other and form LSs of type I, as already discussed in Sec. III. Close to $\rho_M$ the LS is well described by the small-amplitude weakly nonlinear solution (44) and is initially unstable.

The stability of the $x$-dependent steady state is obtained from the analysis of the eigenspectrum of the linear operator associated with Eq. (2) evaluated at such a steady state. This linear operator must be calculated numerically, and hence it corresponds to the Jacobian matrix associated with the coupled algebraic equations that originate from discretizing Eq. (2). To confirm the validity of the stability results, we have also performed such analysis using the full model (1). Indeed, for the type of states studied here, the stability analysis using both models agrees.

Decreasing $\rho$ the amplitude of the LSs increases [see profile (ii)] until reaching the first fold of the diagram. This fold correspond to a saddle-node bifurcation that we label as $\text{SN}_N^1$ [see Fig. 6(d)]. Once $\text{SN}_N^1$ is passed the LS become stable. At this stage the LS corresponds to a high-amplitude state as the one shown in panel (ii). Increasing $\rho$ further the amplitude of the LS grows, and it becomes unstable at a second saddle-node $\text{SN}_N^2$ (see inset). At the same time a small dip is nucleated in the central position of the LS forming an almost flat plateau [see Fig. 6(iii)]. While increasing the norm the LS broadens and becomes stable one more time at $\text{SN}_N^2$ [see Fig. 6(iv)]. Proceeding up in the diagram (i.e., decreasing $||A||^2$) the process repeats, resulting in the broadening of the LSs as shown in Fig. 6(v). At this stage one can observe how the LS is formed by a pair of DWs connecting $A_0$ with $A^+$ of different polarities, namely $\text{DW}^+_2$ and $\text{DW}^-_2$.

In the course of this process the solution branches undergo a sequence of exponentially decaying oscillations in $\rho$ at the vicinity of the Maxwell point $\rho_M \approx 1.6578$ [see inset of Fig. 6(d)]. This type of bifurcation structure is known as collapsed snaking [42,62,63] and has been studied in detail in the context of Kerr cavities [64].

In periodic systems like ours the LS branch eventually moves away from $\rho \approx \rho_M$ and the solution turns into a dark LS sitting on $A^+$ [see Fig. 6(vi) translated $L/2$]. This branch terminates at $\text{SN}_a$, where the amplitude of the LS becomes zero. In terms of spatial dynamics this point corresponds to a reversible Takes-Kogon-Bogdanov bifurcation [51,55], and a weakly nonlinear solution of the form $A \rightarrow A^+ \sim a\text{sech}^2(bx)$ can be obtained as already done in Refs. [64–66].

The bifurcation diagrams shown in Figs. 6(a) and 6(d) correspond to a slice for constant $\eta_2 = -0.8$ of the phase diagram shown in Fig. 7 (dashed vertical line, where the main bifurcation lines are plotted in the ($\eta_2, \rho$)-parameter space.
FIG. 6. Bifurcation diagrams for LSs of type I at $\Delta_1 = -2$ and different values of $\eta_2$. Collapsed snaking [(a) and (d)] for $\eta_2 = -0.8$, [(b) and (e)] for $\eta_2 = -0.2$, and [(d) and (f)] corresponding to $\eta_2 = -0.05$. Panels (d), (e), and (f) are close-up views of the bottom parts of the bifurcation diagrams shown in (a), (b), and (c). Solid (dashed) lines correspond to stable (unstable) solutions. The vertical gray point-dashed line denotes $\rho_M$, and red and orange vertical lines in panel (f) refer to Fig. 4(c). The different SNs of the LSs are labeled through SN $l_i$, and the red dots correspond to the LSs shown in the subpanels (i)–(xviii), where blue and green solid lines represent $U$ and $V$, respectively.

for constant $\Delta_1 = -2$. The saddle-node and the pitchfork bifurcations of the CW $\rho_c$ and $\rho_a$ are plotted in black and green solid lines, respectively. The Maxwell point $\rho_M$ is indicated with a red solid line, the MI $\rho_c$ is shown in purple, and the SN $l_i$ and SN $r_i$ are plotted in blue. The gray area between these lines is the region where type-I LSs exist. Increasing $|\eta_2|$, the different folds SN $l_i$ and SN $r_i$ with $i = 1, 2, \ldots$ approach one another and disappear in a sequence of cusp bifurcations. Here we only show the cusp that involves the collision of SN $l_1$ and SN $r_1$.

When decreasing $|\eta_2|$, the situation is rather different. The MI instability, not present before, arises from SN around $\eta_2 \approx -0.6$ and separates from it when moving toward lower values of $|\eta_2|$, destabilizing the CW branch $A^+$. Figures 6(b) and 6(e) shows the bifurcation diagram corresponding to this situation for $\eta_2 = -0.2$. As in the previous case, a branch of LSs arises from the pitchfork bifurcation at $\rho_a$ and undergoes collapsed snaking. However, in this case, the Maxwell point, and the bifurcation diagram itself have shifted to higher values of $\rho$. Furthermore, while in Figs. 6(a)–6(d) the solutions
The horizontal bifurcation lines in black and green are the pitchfork is plotted in Fig. 6(xviii) for (viii) that deepens as decreasing SN in Fig. 6 for dashed vertical lines correspond to the bifurcation diagrams shown ρ. The inset shows a close-up view about the cusp bifurcation (C) where SN and SN collide and disappear. The pointed, dashed-pointed, and dashed vertical lines correspond to the bifurcation diagrams shown in Fig. 6 for ρ = 0.8, −0.2, and −0.05.

FIG. 7. Phase diagram in the (η, ρ)-parameter space for Δ1 = −2. The gray area limited by SN and SN′ corresponds to the parameter region where LSs of type I exist. The red and purple lines correspond to the Maxwell point ρM and the MI ρt, respectively. The horizontal bifurcation lines in black and green are the pitchfork bifurcation ρs and the saddle-node bifurcation ρ of the CW solution.

Branches collapse rapidly to ρM as increasing the ||A||2 in Figs. 6(b)–6(e) the collapse is much slower, and hence the solution branches of wider structures persist.

Figures 6(vii)–6(xii) show how the LSs are modified while passing through two consecutive folds [see Fig. 6(e)]. In Fig. 6(vii) the LS consist in a single bump. Soon after passing SN the structure start to develop a central dip [see profile (viii)] that deepens as decreasing ρ until reaching SN[2] [see Fig. 6(ix)] where it becomes stable. This process repeats: At every SN a new dip is nucleated from the center of the LS which broadens as increasing ||A||2 [see Figs. 6(viii)–6(xii)].

As before, the branch of LSs detaches from ρM ≈ 1.8079 when ||A||2 ≈ 0.6 and persists until it meets with A++. Here, however, the merging occurs not at the SN but at the MI at ρc ≈ 1.4963. Indeed, close to the MI, one can show that a weakly nonlinear periodic pattern of wavelength 2π/κk exists and arises subcritically from ρc, together with a lump solution of the form A = A+ ~ asech(bx)cos(kx + ϕ), where a and b depend on the control parameters of the system and ϕ controls the phase of the pattern within the sech [66,67]. This structure is plotted in Fig. 6(xviii) for η2 = −0.05. These types of LSs may undergo homoclinic snaking [68,69], although for the range of parameters explored here, such a structure has not been found.

The collapsed snaking structure is a consequence of the damped oscillatory interaction between the two DWs forming the LSs of type I (see Sec. III). To understand this phenomenon, let us take a look at Fig. 4(c). At the Maxwell point (ν = 0) a number stable and unstable LSs form at the stationary DWs separations Dν. The stable (unstable) LSs in Fig. 4(c) then correspond to a set of points on top of the stable (unstable) branches of solutions at ρM in the collapsed snaking diagrams of Fig. 6 (see, for example, Fig. 6(f)). As ρ moves away from ρM, the branches of wider LSs start to disappear in a sequence of SN bifurcations, and only narrow LSs survive. At this point [see the red vertical line in Fig. 6(f)] the scenario corresponds to the situation shown in Fig. 4(c) for ν = ν1, where four intersections of f(D) with zero take place. Decreasing ρ even further, only two intersections occur [see Fig. 4(c) for ν = ν2] which correspond to the stable and unstable single peak branches [see the orange vertical line in Fig. 6(f)].

In this context, the SN bifurcations of the collapsed snaking diagram take place when the extrema of f(D) become tangent to zero. Indeed, the tangency observed in Fig. 4(c) corresponds to the occurrence of SN[1]. Eventually, the last tangency corresponding to SN[2] occurs, and the single peak LS is destroyed.

Decreasing |η2| to even lower values, the morphology of the collapsed snaking does not change much, despite the widening of the solution branches. As a result, the region of existence of the LSs increases (see Fig. 7). This is the situation shown in Figs. 6(c)–6(f) for η2 = −0.05. The LSs corresponding to this diagram are labeled (xiii)–(xviii).

The widening of the LSs solution branches when decreasing |η2| is related with the modification of the oscillatory tails of the DWs involved in the formation of the LSs. It therefore depends directly on the spatial eigenvalues λ. Indeed, decreasing |η2|, the oscillations in the tails become less damped, and its wavelength shortens. This can be appreciated when comparing the LSs plotted in Figs. 6(ii)–6(vi) with those shown in Figs. 6(xiv)–6(xviii).

The limit η2 → 0 is particularly interesting. When η2 = 0 the nonlocal nonlinear term becomes A2 ⊗ J = (1 − iΔ2)A2, and Eq. (12) reduces to

\[ \partial_t A = -(1 + i\Delta_1)A - i\eta_1\partial_x^2 A - (1 - i\Delta_2)||A||^2 A + \rho A, \]

which is a particular version of the more general Pf-GLE equation with 2:1 resonance, which has been studied in detail in Ref. [42]. We have confirmed, although not shown here, that the same type of solutions reported in this work are also present in model (45). Hence, the effect of η2 mainly consists of modifying the region of existence of the type-I LSs and eventually may impede their disappearance.

While decreasing |η2| to zero, high-order dispersion terms may become relevant and should normally be included in the study. The next term to be considered corresponds to the third-order dispersion effect. This term breaks the reflection symmetry x → −x, inducing the drift of the LSs and the modification of the collapsed snaking as reported in Ref. [70]. Although these effects are very relevant regarding real physical systems, their study is beyond the scope of the present work and will be examined elsewhere.

VI. BIFURCATION STRUCTURE OF TYPE-II LOCALIZED STATES

In this section we focus on the study of type-II LSs and its bifurcation structure. As discussed previously, these states are formed through the locking of DWs of different polarities connecting −A+ with A+. In contrast to the type-I states that exist in a reduced region around the Maxwell point, type-II
FIG. 8. Bifurcation diagram for type-II LSs at $(\Delta_1, \eta_2) = (-2, -0.05)$. In panel (a) the collapsed snaking in green correspond to the type-I LSs [see profiles (i)–(v)] that has been added for comparison. The diagram in red correspond to the mixed structures shown in panels (vi)–(xiv) that eventually become a type-II LS as the one shown in panel (xv). The inset shows a close-up view of the bottom part of the bifurcation diagram including the stability of the branches, which alternates from unstable to stable between consecutive folds. In panel (b) we have removed the type-I bifurcation diagram and added the purple diagram corresponding to transition shown in panels (xvi)–(xx).

LSs live in a broader area in parameter space including regions II and IIIb. When approaching $\rho_M$ in region III the type-II states become a hybrid state formed by two type-I LSs related by the symmetry $A \rightarrow -A$. In what follows we will show how this hybrid state also undergoes collapsed snaking. In this work we only consider stationary type-II LSs, which are formed through the locking of DWs of Ising type [58]. For high values of $\rho$, the DWs may undergo nonequilibrium Ising-Bloch transitions [58], resulting in the drifting of LSs, domain oscillations, and complex dynamics that were studied in detail in Ref. [59].

To start we fix $(\Delta_1, \eta_2) = (-2, -0.05)$, as in the diagram shown in Figs. 6(c) and 6(f), and we analyze the bifurcation structure associated with a hybrid state composed by two LSs of type I which are related by the transformation $A \rightarrow -A$ and separated by half of the domain size $L/2$. The bifurcation structure corresponding to this type of states is shown in red in Fig. 8(a). The bifurcation diagram in green is the same shown in Figs. 6(c) and 6(f) and is plotted here for comparison. The green dots correspond to the profiles labeled (i)–(v).

Close to the pitchfork bifurcation $\rho_R$, solutions of the form $A(x) - A(x + L/2)$ exist, where $A(x)$ is the weakly nonlinear
solution about \( \rho_a \) (44). This mixed state corresponds to the profile (vi) plotted on the red curve shown in Fig. 8(a) (see close-up view). When moving upward along the curve, each component of this mixed state behaves as a single isolated state, undergoing collapsed snaking. At each fold on the right a new dip is nucleated from the center of each structure resulting in the widening of both states. This process can be seen in the Figs. 8(ix)–8(xi).

At this stage we can clearly identify the four DWs involved in the formation of the two LSs [see Fig. 8(xi)], which connect the CW solutions in the following sequence: \(-A^+ \rightarrow A_0 \rightarrow A^+ \rightarrow -A^+\). Increasing \(|\mathbf{A}|^2\) further, the trivial state \(A_0\) decreases in width [see Figs. 8(xii)–8(xiv)] and eventually disappears. This occurs approximately at the moment that \(A_0\) becomes unstable. As a result the two DWs \(-A^+ \rightarrow A_0 \rightarrow A^+\) become a single DW connecting \(-A^+\) with \(A^+\), such that a pair of type-I LSs transforms into the single type-II state [see Fig. 8(xv)]. This type-II state persists for higher values of \(\rho\) and extends to region II. The linear stability of this structure is shown in the close-up view of Fig. 8(a).

We have verified that LSs of type II with different initial widths undergo a similar type of bifurcation structure. To illustrate this behavior let us consider a single bump state, initially in region II, as the one plotted in Fig. 8(xvi). When modifying both \(\rho\) and \(|\mathbf{A}|^2\) this structure is described by the bifurcation diagram plotted in purple in Fig. 8(b), where we also plotted the bifurcation structure corresponding to the states (vi)–(xv) for comparison (red diagram).

When decreasing \(\rho\), the LS [Fig. 8(xvii)] enters region II and the Maxwell point of the system \(\rho_M\) is the red solid line. The inset shows a close-up of the phase diagram around the cusp bifurcation C. The labels (i) to (ii) and (iii) to (iv) correspond to the LSs shown in the panels below for \(\Delta_1 = -2\) and \(\Delta_1 = -6\), respectively.

![Phase diagram](image)

**FIG. 9.** Phase diagram in the \((\Delta_1, \rho)\)-parameter space for \(\eta_2 = -0.4\). The gray area between SN\(_1\) and SN\(_1\) corresponds to the region where LSs of type I exist. The pitchfork \(\rho_\omega\) and saddle-node \(\rho_\delta\) bifurcations of the CW solutions are plotted in black and green solid lines, respectively. The MI is the purple line labeled \(\rho_M\), and the Maxwell point of the system \(\rho_M\) is the red solid line. The inset shows a close-up of the phase diagram around the cusp bifurcation C. The labels (i) to (ii) and (iii) to (iv) correspond to the LSs shown in the panels below for \(\Delta_1 = -2\) and \(\Delta_1 = -6\), respectively.

VII. LOCALIZED STRUCTURES IN THE \(\left(\Delta_1, \rho\right)\)-PARAMETER SPACE

In previous sections we have fixed \(\Delta_1 = -2\) and studied how the different types of LSs and their bifurcation structures are modified when changing \(\eta_2\). However, in experiments, \(\eta_2\) is normally fixed when choosing the frequency of the input pump field, and \(\Delta_1\) becomes one of the most relevant control parameters of the system. Because of that, we study the effect that the modification of \(\Delta_1\) causes in the previously presented scenario when \(\eta_2\) is fixed to \(\eta_2 = -0.4\).

Figure 9 shows the phase diagram in the \((\Delta_1, \rho)\)-parameter space. Here, together with the pitchfork \(\rho_\omega\) and saddle-node \(\rho_\delta\) bifurcation lines, we have added the lines corresponding to SN\(_1\) and SN\(_1\) (blue curves), the Maxwell point \(\rho_M\), and the MI \(\rho_\delta\) corresponding to the chosen value \(\eta_2 = -0.4\). The gray area between SN\(_1\) and SN\(_1\) corresponds to the region where type-I DWs can lock and form LSs.

When decreasing the absolute value of \(\Delta_1\), SN\(_1\) and SN\(_1\) approach one another and the gray region shrinks until it eventually disappears. SN\(_1\) and SN\(_1\) collide at the Maxwell point and disappear in a cusp bifurcation C. The Maxwell point then persists until \(\Delta_1 = 1/\sqrt{2}\) where the SN\(_1\) collides with \(A_0\) at \(\rho_\omega\).

In contrast, increasing \(|\Delta_1|\) the region of existence widens, and as a result it is easier to find LSs. We find that LSs undergo the same type of collapsed snaking bifurcation diagram while modifying \(\Delta_1\), which shows that these type of solutions and their bifurcation structure are robust. Figures 9(i)–9(iv) show the LSs corresponding to two fixed values of \(\Delta_1\); Figures 9(i)
and 9(iii) correspond to $\Delta_1 = -2$, and Figs. 9(iii) and 9(iv) to $\Delta_1 = -6$ (see the dots on the vertical dashed lines in Fig. 9).

In the limit of large $\Delta_1$, the mean-field model (1) reduces to a single PFGL equation with pure Kerr nonlinearity that supports analytical sech solutions of high amplitude [21]. Those solutions would correspond in our work to the single PFGL equation with pure Kerr nonlinearity that supports analytical sech solutions of high amplitude [21]. Those solutions would correspond in our work to the single PFGL equation [42]. We have confirmed that the LSs presented in this work persist in such a limit and undergo a similar type of bifurcation structure. A complete understanding of this PFGL system [Eq. (45)] is of great interest, and a detailed study of this model will be presented elsewhere. From a physical perspective the previous limit must be considered carefully since when $|\eta_2|$ becomes very small, high-order dispersion effects may play an essential role and should be taken into account.

In addition to the type-I LSs, a large variety of type-II LSs also formed through locking of DWs connecting the equivalent states $-A^+$ with $A^+$. These states exist for a wider range of parameters in region II and IIIb, and may undergo nonequilibrium Ising-Bloch transitions [58], resulting in complex dynamics [59]. We have shown that in region IIIb, every type-II LS becomes a hybrid state composed of two type-I LSs related by the symmetry $A \to -A$ and are separated by $L/2$. Moreover, each of these states independently undergoes collapsed snaking around the Maxwell point, which is also the bifurcation structure characterizing its components.

Finally, in Sec. VII, we have shown that type-I and type-II LSs persist for different values of $\Delta_1$ and that they are described by the same kind of bifurcation structure.

IX. CONCLUSION

The analysis presented in this paper provides a detailed study of the bifurcation structure and stability of the LSs arising in doubly resonant optical parametric oscillators in the absence of temporal walk-off. A potential physical realizable configuration for which the walk-off vanishes is described in Ref. [35].

The type of states studied here arise through the locking of DWs formed between two continuous-wave states that coexist in the same parameter range, i.e., in the presence of bistability. The oscillatory damped nature of the DW interaction determines a particular bifurcation structure known as collapsed snaking, which is generic and appears in a large number of
systems in different contexts [42,62–64]. In contrast to the type-II LSs, which have been analyzed in detail in quadratic cavities [22,23], as far as we know, the type-I LSs presented here have not been reported elsewhere.

To perform this analysis we have derived a nonlinear nonlocal model (2) similar to those derived for quadratic nonlinear cavities [31,32,34]. The results found here can be extended to singly resonant cavities, where the model is formally equivalent to (2), albeit with a different nonlocal response [34].

A natural extension of this work must include the effect of the temporal walk-off, which breaks the $x ightarrow -x$ symmetry inducing asymmetry and drift. We expect that for weak walk-off the collapsed snaking is modified in the same fashion as in the context of Kerr cavities in the presence of third-order dispersion [70].

Quadratic dispersive cavities have gained a lot interest in the past few years as an alternative to Kerr cavities for the generation of optical frequency combs [31–35]. Therefore, these results present a series of wave-forms whose frequency spectrum could be of interest for applications.
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APPENDIX A: DERIVATION OF THE PARAMETRICALLY FORCED GINZBURG-LANDAU EQUATION WITH NONLINEAR NONLOCAL COUPLING

In this Appendix we derive Eq. (2) from the mean-field model (1). To do so we apply the same procedure as in Refs. [32,41]. This approach assumes the adiabatic elimination of the pump field $B$ in Eq. (1b), i.e., $B$ varies slowly with $t$, at least at a timescale slower than the $A$ field. Hence, one can assume that $\tilde{\partial}_t B \approx 0$ and thus Eq. (1b) reduces to

$$- (\alpha + i \Delta_1 + d \tilde{\partial}_x + i \eta_2 \tilde{\partial}_x^2) B + i A^2 + S = 0. \quad (A1)$$

Defining the direct and inverse Fourier transforms

$$\mathcal{F}[f(x)](k) = \int_{-\infty}^{\infty} e^{i k x} f(x) dx = \tilde{f}(k), \quad (A2)$$

and

$$\mathcal{F}^{-1}[\tilde{f}(k)](x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i k x} \tilde{f}(k) dk = f(x), \quad (A3)$$

one gets from Eq. (A1)

$$\mathcal{F}[B] = i \mathcal{F}[J] \mathcal{F}[A^2] + \mathcal{F}[J] \mathcal{F}[S], \quad (A4)$$

with

$$\mathcal{F}[J(k)] = \frac{1}{\alpha + i (\Delta_2 + k d - \eta_2 k^2)}. \quad (A5)$$

Applying the inverse Fourier transform, Eq. (A4) then becomes

$$B(x) = i \mathcal{F}^{-1}[\mathcal{F}(J) \cdot \mathcal{F}(A^2)] + \mathcal{F}^{-1}[\mathcal{F}(J) \cdot \mathcal{F}(S)]. \quad (A6)$$

Due to the convolution theorem, the first term on the right-hand side of Eq. (A6) becomes

$$\mathcal{F}^{-1}[\mathcal{F}(J) \cdot \mathcal{F}(A^2)] = \int_{-\infty}^{\infty} J(x) A^2(x-x') dx' = J \otimes A^2, \quad (A7)$$

where $J(x)$ is the kernel defining a long-range nonlocal coupling in $x$, and $\otimes$ stands for the convolution operation.

With the definition of Dirac distribution

$$\delta(k) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i k x} dx, \quad (A8)$$

and taking $\Delta_2 = \Delta_2/\alpha$, the second term on the right-hand side of Eq. (A6) yields

$$\mathcal{F}^{-1}[\mathcal{F}(J) \cdot \mathcal{F}(S)] = 2\pi S \mathcal{F}^{-1}[\mathcal{F}(J) \cdot \delta(k)] = S \mathcal{F}[J(0)]$$

$$= \frac{S}{\alpha} e^{i \tan(-\Delta_2)}, \quad (A9)$$

Thus the pump field finally reads

$$B(x) = iJ \otimes A^2 + \rho e^{i \tan(-\Delta_2)}, \quad (A10)$$

where we have defined

$$\rho = \frac{S}{\alpha \sqrt{1 + \Delta_2}}. \quad (A11)$$

Inserting (A10) into Eq. (1a), the latter becomes in a PFGL type of equation with a nonlinear nonlocal long-range interaction term:

$$\partial^2_A = -(1 + i \Delta_1) A - i \eta_1 \tilde{\partial}_x A - \tilde{\Delta}(J \otimes A^2) + \rho \tilde{\Delta} e^{i \psi}, \quad (A12)$$

with

$$\psi = \pi/4 + \tan(-\Delta_2)/2. \quad (A13)$$

Rescaling the $A$ field as

$$A = \tilde{\Delta} e^{i \psi} \sqrt{\alpha (1 + \Delta_2)}, \quad (A14)$$

Eq. (A12) then becomes

$$\tilde{\partial}_t A = -(1 + i \Delta_1) A - i \eta_1 \tilde{\partial}_x A - \tilde{\Delta}(A^2 \otimes J) + \rho \tilde{\Delta}. \quad (A15)$$

With this normalization the long-range interaction kernel becomes

$$J(x) = \frac{1 + \Delta_2^2}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-ikx} dx}{1 + i(\Delta_2 + \gamma k - \eta_2 k^2)}, \quad (A16)$$

with $\gamma = d/\alpha$ and $\tilde{\eta}_2 = \eta_2/\alpha$. The real and imaginary parts of this kernel are

$$J_R(x) = \frac{1 + \Delta_2^2}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-ikx} dk}{1 + (\Delta_2 + \gamma k - \eta_2 k^2)^2}. \quad (A17)$$

$$J_I(x) = -i \frac{1 + \Delta_2^2}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-ikx} dx}{1 + (\Delta_2 + \gamma k - \eta_2 k^2)^2}. \quad (A18)$$

With this normalization the $B$ field becomes

$$B = (-\tilde{\Delta}^2 \otimes J + \rho) e^{i \tan(-\Delta_2)}. \quad (A19)$$

In this work we consider $\gamma = 0$, and therefore (A17) and (A18) are symmetric under the transformation $x \rightarrow -x$. 032219-13
The square root factor in Eq. (A14) has been introduced for convenience in order to obtain the standard form of the PFGL Eq. (45) in the limit $\gamma, \eta_2 \to 0$.

**APPENDIX B: WEAKLY NONLINEAR ANALYSIS AROUND THE PITCHFORK BIFURCATION**

In this Appendix we show how to obtain the stationary amplitude equation (38) around $\rho_0$ starting from the equation at order $\epsilon^3$ in the perturbation expansion, namely:

$$ L_0 \frac{u_1}{v_1} = -(L_2 + N_2) \frac{u_1}{v_1}. $$

(B1)

To solve this equation we have first to deal with the nonlinear nonlocal operator

$$ N = \epsilon^2 N_2 = - \begin{bmatrix} N_{2}^a & N_{2}^b \\ N_{2}^b & -N_{2}^a \end{bmatrix} $$

(B2)

with

$$ N_{2}^a = u_{1}^2 \otimes J_R - v_{1}^2 \otimes J_R - 2u_{1}v_{1} \otimes J_l, $$

(B3a)

$$ N_{2}^b = u_{1}^2 \otimes J_l - v_{1}^2 \otimes J_l + 2u_{1}v_{1} \otimes J_R, $$

(B3b)

where the solution of the problem at $O(\epsilon)$ reads

$$ \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} = \begin{bmatrix} \xi \\ 1 \end{bmatrix} a(x_1), $$

(B4)

with $\xi = \Delta_1/(1 - \rho_0)$ and $a(x_1)$ a real function.

At this point we have to evaluate the convolutions terms, and we follow the procedure described in Refs. [60,71]. In order to perform this calculation we consider that all the terms posed on the long length scale $x_1$ are assumed to be almost constant over the region where the kernel $J$ is large, what is equivalent to consider a very narrow kernel [45]. This makes sense when one assumes that the amplitude $a$ of the envelope is smooth, and the kernel decays much more rapidly than the envelope.

With these considerations we obtain:

$$ u_{1}^2 \otimes J_R = \int_{-\infty}^{\infty} u_{1}^2(x')J_R(x - x')dx' = \xi^2 \int_{-\infty}^{\infty} a(x_1)^2 J_R(x - x')dx' $$

$$ \approx \xi^2 a(x_1)^2 \int_{-\infty}^{\infty} J_R(x - x')dx' $$

and with the same approach

$$ v_{1}^2 \otimes J_R = \int_{-\infty}^{\infty} v_{1}^2(x')J_R(x - x')dx' $$

$$ \approx \xi a(x_1)^2 \int_{-\infty}^{\infty} J_R(x - x')dx' $$

$$ \approx \xi^2 a(x_1)^2 J_R(0) = -\xi \Delta_2 a(x_1)^2, $$

Thus, the components of the nonlinear operator (B2) become

$$ N_{2}^a = (\xi^2 + 2\xi \Delta_2 - 1) a(x_1)^2, $$

(B7a)

$$ N_{2}^b = (-\xi^2 \Delta_2 + 2\xi + \Delta_2) a(x_1)^2. $$

(B7b)

The amplitude equation about $\rho_0$ is then obtained from the solvability condition

$$ w^T \cdot L_2 \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} + w^T \cdot N_2 \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} $$

(B8)

where $w^T = [-\xi, 1]$, such that $L_0^* w = 0$.

The evaluation of the first term yields

$$ w^T \cdot L_2 \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} = -\delta(\xi^2 + 1)a - 2\xi \eta_1 \frac{\partial}{\partial x_1} a, $$

(B9)

while the second one gives

$$ w^T \cdot N_2 \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} = (\xi^2 + 1)(\xi^2 + 2\Delta_2 \xi - 1)a(x_1)^2. $$

(B10)

After arranging these terms and simplifying them one gets the stationary amplitude equation (38) for $\rho_0$.
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