ABSTRACT

Evolutionary algorithms have been widely used for a range of stochastic optimization problems in order to address complex real-world optimization problems. We consider the knapsack problem where the profits involve uncertainties. Such a stochastic setting reflects important real-world scenarios where the profit that can be realized is uncertain. We introduce different ways of dealing with stochastic profits based on tail inequalities such as Chebyshev’s inequality and Hoeffding bounds that allow to limit the impact of uncertainties. We examine simple evolutionary algorithms and the use of heavy tail mutation and a problem-specific crossover operator for optimizing uncertain profits. Our experimental investigations on different benchmarks instances show the results of different approaches based on tail inequalities as well as improvements achievable through heavy tail mutation and the problem specific crossover operator.
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1 Introduction

Evolutionary algorithms [1] have been successfully applied to a wide range of complex optimization problems [2,3,4]. Stochastic problems play a crucial role in the area of optimization and evolutionary algorithms have frequently been applied to noisy environments [5].

Given a stochastic function to be optimized under a given set of constraints, the goal is often to maximize the expected value of a solution with respect to $f$. This however does not consider the deviation from the expected value. Guaranteeing that a function value with a good probability does not drop below a certain value is often more beneficial in real-world scenarios. For example, in the area of mine planning [6,7], profits achieved within different years should be maximized. However, it is crucial to not drop below certain profit values because then the whole mine operation would not be viable and the company might go bankrupt.

We consider a stochastic version of the knapsack problem which fits the characteristics of the mine planning problem outline above. Here the profits are stochastic and the weights are deterministic. Motivated by the area of chance constrained optimization where constraints can only be violated with a small probability, we consider the scenario where we maximize the function value $P$ for which we can guarantee that the best solution $x$ as a profit less than $P$ with probability at most $\alpha_p$, i.e. $\text{Prob}(p(x) < P) \leq \alpha_p$. Note that determining whether $\text{Prob}(p(x) < P) \leq \alpha_p$ holds for a given solution $x$ and values $P$ and $\alpha_p$ is already hard for very simple stochastic settings where profits are independent and each profit can only take on two different values. Furthermore, finding a solution with a maximal $P$ for which the condition holds poses in general a non-linear objective function that needs to take the probability distribution of $p(x)$ into account. Constraints of the beforehand mentioned type are known as chance constraints [3].
Chance constraints on stochastic components of a problem can only be violated with a small probability, in our case specified by the parameter $\alpha_p$.

1.1 Related work

Up to recently, only a few problems with chance constraints have been studied in the evolutionary computation literature [9, 10, 11]. They are based on simulations and sampling techniques for evaluating chance constraints. Such approaches require a relatively large computation time for evaluating the chance constraints. In contrast to this, tail inequalities can be used if certain characteristics such as the expected value and variance of a distribution are known. Such approaches have recently been examined for the chance constrained knapsack problem in the context of evolutionary computation [12, 13]. The standard version of the chance-constrained knapsack problem considers the case where the profits are deterministic and the weights are stochastic. Here the constraint bound $B$ can only be violated with a small probability. Different single and multi-objective approaches have recently been investigated [12, 13] and also the case of a dynamically changing constraint has been investigated [14]. Furthermore, chance constrained monotone submodular functions have been studied in [15, 16]. In [15], greedy algorithms that use tail inequalities such as Chebyshev’s inequality and Chernoff bounds have been analyzed. It has been shown that they almost achieve the same approximation guarantees in the chance constrained setting as in the deterministic setting. In [16], the use of evolutionary multi-objective algorithms for monotone submodular functions has been investigated and it has been shown that they achieve the same approximation guarantees as the greedy algorithms but perform much better in practice.

Finally, chance constrained problems have been further investigated through runtime analysis for special instances of the knapsack problem [17, 18]. This includes a first study on very specific instances showing when local optima arise [17] and a study on groups of items whose stochastic uniform weights are correlated with each other [18]. All previously mentioned studies concentrated on stochastic weights and how algorithms can deal with the chance constraints with respect to the weight bound of the knapsack problem. In [19], a version of the knapsack problem stochastic profits and deterministic weights has been considered where the goal is to maximize the probability that the profit meets a certain threshold value. In contrast to this, we will maximize the profit under the condition that it is achieved with high probability. We will provide a first study on evolutionary algorithms for giving guarantees when maximizing stochastic profits, a topic that is well motivated by the beforehand mentioned mine planning application but to our knowledge not studied in the literature yet.

The paper is structured as follows. In Section 2, we introduce the problem formulation and tail bounds that will be used to construct fitness functions for dealing with stochastic profit. In Section 3, we derive fitness functions that are able to maximize the profit for which we can give guarantees. Section 4 introduces evolutionary algorithms for the problem and we report on our experimental investigations in Section 5. We finally finish with some conclusions.

2 Problem definition

In this section, we formally introduce the problem and tail inequalities for dealing with stochastic profits that will later be used to design fitness functions. We consider a stochastic version of the classical NP-hard knapsack problem. In the classical problem, there are given $n$ items $1, \ldots, n$ where each item has a profit $p_i$ and a weight $w_i$, the goal is to maximize the profit $p(x) = \sum_{i=1}^{n} p_i$ under the condition that $w(x) = \sum_{i=1}^{n} w_i x_i \leq B$ for a given weight bound $B$ holds. The classical knapsack problem has been well studied in the literature. We consider the following stochastic version, where the profits $p_i$ are stochastic and the weights are still deterministic. Our goal is to maximize the profit $P$ for which we can guarantee that there is only a small probability $\alpha_p$ of dropping below $P$. Formally, we tackle the following problem.

\[
\max P \\
\text{s.t. } Pr(p(x) < P) \leq \alpha_p \tag{1}
\]

\[
w(x) \leq B \tag{2}
\]

\[
x \in \{0, 1\}^n \tag{3}
\]

Equation (2) is a chance constraint on the profit and the main goal of this paper is to find a solution $x$ that maximize the value of $P$ such that the probability of getting a profit lower than $P$ is at most $\alpha_p$.

We denote by $\mu(x)$ the expected profit and by $\nu(x)$ the variance of the profit throughout this paper.
2.1 Concentration bounds

In order to establish guarantees for the stochastic knapsack problem we make use of well-known tail inequalities that limit the deviation from the expected profit of a solution.

For a solution \( X \) weight expected value \( E[X] \) and variance \( Var(X) \) we can use the lower tail of the following Chebyshev-Cantelli inequality.

**Theorem 1** (One-sided Chebyshev’s / Cantelli’s inequality). Let \( X \) be a random variable with expected value \( E[X] \) and variance \( Var(X) > 0 \). Then, for all \( \lambda > 0 \),

\[
\Pr[X \geq E[X] - \lambda] \geq 1 - \frac{Var[X]}{Var[X] + \lambda^2}
\]  

(5)

We will refer to this inequality as Chebyshev’s inequality in the following. Chebyshev’s inequality only requires the expected value and variance of a solution, but no additional requirements such as the independence of the random variables.

We use the additive Hoeffding bound given in Theorem 1.10.9 of [20] for the case where the weights are independently chosen within given intervals.

**Theorem 2** (Hoeffding bound). Let \( X_1, \ldots, X_n \) be independent random variables. Assume that each \( X_i \) takes values in a real interval \([a_i, b_i]\) of length \( c_i := b_i - a_i \). Let \( X = \sum_{i=1}^{n} X_i \). Then for all \( \lambda > 0 \),

\[
\Pr(X \geq E[X] + \lambda) \leq e^{-2\lambda^2/(\sum_{i=1}^{n} c_i^2)}
\]  

(6)

\[
\Pr(X \leq E[X] - \lambda) \leq e^{-2\lambda^2/(\sum_{i=1}^{n} c_i^2)}
\]  

(7)

3 Fitness functions for profit guarantees

The main task when dealing with the setting of chance constraint profits is to come up with fitness functions that take the uncertainty into account.

In this section, we introduce different fitness functions that can be used in an evolutionary algorithm to compute solutions that maximize the profit under the uncertainty constraint. We consider the search space \( \{0, 1\}^n \) and for a given search point \( x \in \{0, 1\}^n \), item \( i \) chosen iff \( x_i = 1 \) holds.

The fitness of a search point \( x \in \{0, 1\}^n \) is given by

\[
f(x) = (u(x), \hat{p}(x))
\]

where \( u(x) = \max\{w(x) - B, 0\} \) is the amount of constraint violation of the bound \( B \) by the weight that should be minimized and \( \hat{p}(x) \) is the discounted profit of solution \( x \) that should be maximized. We optimize \( f \) with respect to lexicographic order and have

\[
f(x) \succeq f(y)
\]

iff

\[(u(x) < u(y)) \lor ((u(x) = u(y)) \land (\hat{p}(x) \geq \hat{p}(y))).\]

This implies a standard penalty approach where the weight \( w(x) \) is reduced until it meets the constraint bound \( B \), and the profit \( \hat{p}(x) \) is maximized among all feasible solutions.

The key part if to develop formulations for \( \hat{p} \) that take into account the stochastic part of the profits to make the formulations suitable for our chance constrained setting. Therefore, we will develop profit functions that reflect different stochastic settings in the following.

3.1 Chebyshev’s inequality

We give a formulation for \( \hat{p} \) that can be applied in quite general settings, thereby providing only a lower bound on the value \( P \) for which a solution \( x \) still meets the profit chance constraint.

We assume that for a given solution only the expected value \( \mu(x) \) and the variance \( v(x) \) are known. The following lemma gives a condition for meeting the chance constraint based on Theorem[1]
Lemma 1. Let \( x \) be a solution with expected profit \( \mu(x) \) and variance \( v(x) \). If
\[
\mu(x) - P \geq \sqrt{\frac{(1 - \alpha) \cdot v(x)}{\alpha}}
\]
then \( Pr(p(x) < P) \leq \alpha_p \).

Proof. We have
\[
Pr(p(x) \geq P) = Pr(p(x) \geq \mu(x) - (\mu(x) - P))
\]
\[
\geq 1 - \frac{v(x)}{v(x) + (\mu(x) - P)^2}
\]
The chance constraint is met if
\[
1 - \frac{v(x)}{v(x) + (\mu(x) - P)^2} \geq 1 - \alpha_p
\]
\[
\iff \alpha_p \geq \frac{v(x)}{v(x) + (\mu(x) - P)^2}
\]
\[
\iff \alpha_p \cdot (v(x) + (\mu(x) - P)^2) \geq v(x)
\]
\[
\iff \alpha_p \cdot v(x) + \alpha_p \cdot (\mu(x) - P)^2 \geq v(x)
\]
\[
\iff \alpha_p (\mu(x) - P)^2 \geq (1 - \alpha_p) v(x)
\]
\[
\iff (\mu(x) - P)^2 \geq ((1 - \alpha_p)/\alpha_p) \cdot v(x)
\]
\[
\iff \mu(x) - P \geq \sqrt{(1 - \alpha_p)/\alpha_p \cdot v(x)}
\]
\[
\iff \mu(x) - \sqrt{(1 - \alpha_p)/\alpha_p \cdot v(x)} \geq P
\]

Given the last expression, \( P \) is maximal for
\[
P = \mu(x) - \sqrt{((1 - \alpha_p)/\alpha_p) \cdot v(x)}.
\]
We use the following profit function based on Chebyshev’s inequality:
\[
\hat{p}_{\text{Cheb}}(x) = \mu(x) - \sqrt{((1 - \alpha_p)/\alpha_p) \cdot v(x)}.
\]

3.2 Hoeffding bound

We now assume that each element \( i \) takes on a profit \( p_i \in [\mu_i - \delta_p, \mu_i + \delta_p] \) independently of the other items. Let \( \mu(x) = \sum \mu_i x_i \), we have \( p(x) = \mu(x) - \delta_p |x|_1 + p'(x) \) where \( p'(x) \) is the sum of \( |x|_1 \) independent random variable in \( [0, 2\delta_p] \). We have \( E[p'(x)] = |x|_1 \delta_p \) and
\[
Pr(p(x) \leq \mu(x) - \lambda) = Pr(p'(x) \leq |x|_1 \delta_p - \lambda) \leq e^{-2\lambda^2/(4\delta_p^2 |x|_1)} = e^{-\lambda^2/(2\delta_p^2 |x|_1)}
\]
based on Theorem[2]
The chance constraint is met if
\[
e^{-\lambda^2/(2\delta_p^2 |x|_1)} \leq \alpha_p
\]
\[
\iff -\lambda^2/(2\delta_p^2 |x|_1) \leq \ln(\alpha_p)
\]
\[
\iff \lambda^2 \geq \ln(1/\alpha_p) \cdot (2\delta_p^2 |x|_1)
\]
\[
\iff \lambda \geq \delta_p \cdot \sqrt{\ln(1/\alpha_p) \cdot 2|x|_1}
\]
Therefore, we get the following profit function based on the additive Hoeffding bound from Theorem 2

\[
\hat{p}_{\text{Hoeff}}(x) = \mu(x) - \delta_p \cdot \sqrt{\ln(1/\alpha_p) \cdot 2|x|_1}
\]  

(9)

### 3.3 Comparison of Chebyshev and Hoeffding based fitness functions

In contrast to the fitness function \( \hat{p}_{\text{Norm}} \) which is an exact reformulation, \( \hat{p}_{\text{Hoeff}} \) and \( \hat{p}_{\text{Cheb}} \) give a conservative lower bound on the value of \( P \) to be maximized. We now consider the setting investigated for the Hoeffding bound and compare it to the use of Chebyshev’s inequality. If each element is chosen independently and uniformly at random from an interval of length \( 2\delta_p \) as done in Section 3.2, then we have \( v(x) = |x|_1 \cdot \delta^2/3 \). Based on this we can establish a condition on \( \alpha_p \) which shows when \( \hat{p}_{\text{Hoeff}}(x) \leq \hat{p}_{\text{Cheb}}(x) \) holds.

We have

\[
\hat{p}_{\text{Hoeff}}(x) \geq \hat{p}_{\text{Cheb}}(x)
\]

\[\iff \sqrt{\ln(1/\alpha_p) \cdot 2 \cdot |x|_1} \leq \frac{\ln(1/\alpha_p) \cdot |x|_1}{3\alpha_p} \]

\[\iff \ln(1/\alpha_p) \cdot 2 \cdot |x|_1 \leq \frac{\ln(1/\alpha_p) \cdot |x|_1}{3\alpha_p} \]

\[\iff \ln(1/\alpha_p) \cdot \alpha_p/(1 - \alpha_p) \leq 1/6 \]

Note that the last inequality depends only on \( \alpha_p \) but not on \( \delta_p \) or \( |x|_1 \). We will use values of \( \alpha_p \in \{0.1, 0.01, 0.001\} \) in our experiments and have

\[\ln(1/\alpha_p) \cdot \alpha_p/(1 - \alpha_p) > 1/6 \]

for \( \alpha_p = 0.1 \) and

\[\ln(1/\alpha_p) \cdot \alpha_p/(1 - \alpha_p) < 1/6 \]

for \( \alpha_p = 0.01, 0.001 \). This means that the fitness function based on Chebyshev’s inequality is preferable to use for \( \alpha_p = 0.1 \) as it gives a better (tighter) value for any solution \( x \) and the fitness function based on Hoeffding bounds is preferable for \( \alpha_p = 0.01, 0.001 \). Dependent on the given instance, it might still be useful to use the less tight fitness function as the fitness functions impose different fitness landscapes.

### 4 Evolutionary algorithms

We examine the performance of the (1+1) EA, the (1+1) EA with heavy-tailed mutation and a \((\mu+1)\) EA. The \((\mu+1)\) EA uses a specific crossover operator for the optimization of the chance-constrained knapsack problem with stochastic profits together with heavy-tailed mutation. All algorithms use the fitness function \( f \) introduced in Section 3 and we will examine different choices of \( \hat{p} \) in our experimental investigations.

#### 4.1 (1+1) EA

We consider a simple evolutionary algorithm called (1+1) EA that has been extensively studied in the area of runtime analysis. The approach is given in Algorithm 1. The (1+1) EA starts with an initial solution \( x \in \{0, 1\}^n \) chosen uniformly at random. It generates in each iteration a new candidate solution by standard bit mutation, i.e. by flipping each bit of the current solution with a probability of \( 1/n \), where \( n \) is the length of the bit string. In the selection step, the algorithm accept the offspring if it is at least as good as the parent. The process is iterated until a given stopping criterion is fulfilled. While the (1+1) EA is a very simple algorithm, it produces good results in many cases. Furthermore, it has the ability to sample new solutions globally as each bit is flipped independently with probability \( 1/n \). In order to overcome large inferior neighborhoods larger mutation rates might be beneficial. Allowing larger mutation rates from time to time is the idea of heavy tail mutations.

#### 4.2 Heavy tail mutations

We also investigate the (1+1) EA with heavy tail mutation instead of standard bit mutation. In each operation of the heavy tail mutation operator (see Algorithm 2, first a parameter \( \theta \in [1..n/2] \) is chosen according to the discrete power law distribution \( D^\beta_{n/2} \). Afterwards, each bit \( n \) is flipped with probability \( \theta/n \). Based on the investigations in [21], we use \( \beta = 1.5 \) for our experimental investigations.
Algorithm 1: (1+1) EA
1: Choose $x \in \{0, 1\}^n$ to be a decision vector.
2: while stopping criterion not met do
3:   $y \leftarrow$ flip each bit of $x$ independently with probability of $\frac{1}{n}$;
4:   if $f(y) \geq f(x)$ then
5:      $x \leftarrow y$;
6:    end if
7: end while

Algorithm 2: The heavy-tail mutation operator
Input: Individual $x = (x_1, \ldots, x_n) \in \{0, 1\}^n$ and value $\beta$;
1: Choose $\theta \in [1, \ldots, n/2]$ randomly according to $D_{\beta n/2}$;
2: for $i = 1$ to $n$ do
3:   if $\text{rand}([0, 1]) \leq \theta/n$ then
4:      $y_i \leftarrow 1 - x_i$;
5:   else
6:      $y_i \leftarrow x_i$;
7:   end if
8: end for
9: return $y = (y_1, \ldots, y_n)$;

The heavy-tail mutation operator allows to flip significantly more bits in some mutation steps than standard bit mutation. The use of heavy tail mutations has been shown to be provably effective on the OneMax and Jump benchmark problems in theoretical investigations [21, 22]. Moreover, in [13] has been shown that the use of heavy tail mutation effective improve performance of single-objective and multi-objective evolutionary algorithms for the weight chance constrained knapsack problem. For details, on the discrete power law distribution and the heavy tail operator, we refer the reader to [21].

4.3 Population-based Evolutionary Algorithm

We also consider the population-based $(\mu + 1)$-EA shown in Algorithm 3. The algorithm produces in each iteration an offspring by crossover and mutation with probability $p_c$ and by mutation only with probability $1 - p_c$. We use $p_c = 0.8$ for our experimental investigations. The algorithm makes use of the specific crossover operator shown in Algorithm 4 and heavy tail mutation. The crossover operator choose two different individuals $x$ and $y$ from the population $P$ and produces an offspring $z$. All bit position where $x$ and $y$ are the same are transferred to $z$. Positions $i$ where $x_i$ and $y_i$ form the set $I$ and are different are treated in a greedy way according to the discount expected value to weight ratio. Setting $p'_i = \mu_i - u(z, i)$ discounts in line 3 the expected profit by an uncertainty value based on the solution $z$ and the impact if element $i$ is added to $z$.

There are different ways of doing this. In our experiments, where the profits of the elements are chosen independently and uniformly at random, we use the calculation based on Hoeffding bounds and set

$$p'_i = \mu_i - \delta_p \cdot \left( \sqrt{\ln(1/\alpha_p) \cdot 2(\|z\|_1 + 1)} - \sqrt{\ln(1/\alpha_p) \cdot 2\|z\|_1} \right).$$

The expected profit $\mu_i$ is therefore discounted with the additional uncertainty that would be added according to the Hoeffding bound when adding an additional element to $z$. Once, the discounted values $p'_i$, the elements are sorted according to $p'_i/w_i$. The final steps tries the elements of $I$ in sorted order and adds element $i \in I$ if it would not violate the weight constraint.

5 Experimental Investigation

In this section, we investigate the $(1+1)$ EA algorithm and the $(1+1)$ EA with heavy-tailed mutation on several benchmarks with chance constraints and compare them to the $(\mu + 1)$ EA algorithm with heavy-tailed mutation and new crossover operator.
Algorithm 3: ($\mu$ + 1) EA

1: Randomly generate $\mu$ initial solutions as the initial population $P$;
2: while stopping criterion not meet do
3: Let $x$ and $y$ be two different individual from $P$ chosen uniformly at random;
4: if $\text{rand}(0, 1) \leq p_c$ then
5: apply the discounted greedy uniform crossover operator to $x$ and $y$ to produce an offspring $z$.
6: else
7: Choose one individual $x$ from $P$ uniformly at random and let $z$ be a copy of $x$.
8: end if
9: apply the heavy-tail mutation operator to $z$;
10: if $f(z) \geq f(x)$ then
11: $P \leftarrow (P \setminus \{x\}) \cup \{z\}$;
12: else
13: if $f(z) \geq f(y)$ then
14: $P \leftarrow (P \setminus \{y\}) \cup \{z\}$;
15: end if
16: end if
17: end while

Algorithm 4: Discounted Greedy Uniform Crossover

Input: Individuals $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$;
1: Create $z = (z_1, \ldots, z_n)$ by setting $z_i \leftarrow x_i$ iff $x_i = y_i$ and $z_i \leftarrow 0$ iff $x_i = y_i$;
2: Let $I = \{i \in \{1, \ldots, n\} | x_i = y_i\}$;
3: Set $p_i^x = \mu_i - w(z, i)$ for all $i \in I$;
4: Sort the items $i \in I$ in decreasing order with respect to $p_i^x/w_i$ ratio;
5: for each $i \in I$ in sorted order do
6: if $w(z) + w_i \leq B$ then
7: $z_i \leftarrow 1$;
8: end if
9: end for
10: return $z = (z_1, \ldots, z_n)$;

5.1 Experimental Setup

Our goal is to study different chance constraint settings in terms of the uncertainty level $\delta$, and the probability bound $\alpha$. We consider different well-known benchmarks from [23] in their profit chance constrained versions. We consider two types of instances, uncorrelated and bounded strong correlated ones, with $n = 100, 300, 500$ items. For each benchmark, we study the performance of the (1+1) EA, (1+1) EA with heavy-tailed mutation and ($\mu$ + 1) EA with value of $\mu = 10$. We consider all combinations of $\alpha = 0.1, 0.01, 0.001$, and $\delta = 25, 50.0$ for the experimental investigations of the algorithms. We allow $1,000,000$ fitness evaluations for each of these problem parameter combinations. For each tested instance, we carry out $30$ independent runs and report the average results, standard deviation and statistical test. In order to measure the statistical validity of our results, we use the Kruskal-Wallis test with $95\%$ confidence. We apply the Bonferroni post-hoc statistical correction which is used for multiple comparison of a control algorithm, to two or more algorithms [23]. $X^{(+)}$ is equivalent to the statement that the algorithm in the column outperformed algorithm $X$. $X^{(-)}$ is equivalent to the statement that $X$ outperformed the algorithm given in the column. If algorithm $X^*$ does appear, then no significant difference was determined between the algorithms.

6 Experimental Results

We consider now the results for the (1+1) EA, (1+1) EA with heavy-tailed mutation and ($\mu$ + 1) EA with heavy-tailed mutation and specific crossover algorithm based on Chebyshev’s inequality and Hoeffding bounds for the benchmark set.

We first consider the optimization result obtained by the above mentioned algorithms using Chebyshev’s inequality for the combinations of $\alpha_p$ and $\delta_p$. The experimental results are shown in Table[1]. The results show that (1 + 1) EA
It can be observed that $(1+1)$ EA performs better than $(1+1)$ EA with heavy-tailed mutation. For example, in the instance with 100 items bounded strongly correlated the statistical tests show that $(1+1)$ EA has a statistically significant advantage over $(1+1)$ EA with heavy-tailed mutation.

Table 2 shows the results obtained by the above mentioned algorithms using Heeoffding bounds for the combinations of $\alpha_p$ and $\delta_p$ and statistical tests. The results show that $(1+1)$ EA with heavy-tailed mutation obtains the highest mean values compared to the results obtained by $(1+1)$ EA and $(1+1)$ EA for each setting for the instance with 100 items for both types, uncorrelated and bounded strongly correlated. Similar to the previous investigation in the case for the instances with 300 items, the $(1+1)$ EA with heavy-tailed mutation obtains the highest mean values compared to the results obtained by other algorithms in most of the cases. However, the solutions obtained by $(1+1)$ EA has significantly better performance than in the case for $\alpha_p = 0.1$, $0.001$, $\delta_p = 25$.

The use of heavy-tailed mutation when compared to the use of standard bit mutation in $(1+1)$ EA achieves a better performance for all cases. Furthermore, the statistical tests show that for most combinations of $\alpha_p$ and $\delta_p$, the $(1+1)$ EA with heavy-tailed mutation significantly outperforms the other algorithms. Overall, it can be observed that
using a heavy-tailed mutation both algorithms achieve higher average results. This can be due to the fact that a higher number of bits can be flipped than in the case of standard bit mutations flipping every bit with probability $\frac{1}{n}$.

## 7 Conclusions

Stochastic problems play an important role in many real-world applications. Based on real-world problems where profits in uncertain environments should be guaranteed with a good probability, we introduced the knapsack problem with chance constrained profits. We presented fitness functions for different stochastic settings that allow to maximize profits in uncertain environments should be guaranteed with a good probability, we introduced the knapsack problem with chance constrained profits. We presented fitness functions for different stochastic settings that allow to maximize
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