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Abstract—Communication in high frequencies such as millimeter wave and terahertz suffer from high path-loss and intense shadowing which necessitates beamforming for reliable data transmission. On the other hand, at high frequencies the channels are sparse and consist of few spatial clusters. Therefore, beam alignment (BA) strategies are used to find the direction of these channel clusters and adjust the width of the beam used for data transmission. In this work, a single-user uplink scenario where the channel has one dominant cluster is considered. It is assumed that the user transmits a set of BA packets over a fixed duration. Meanwhile, the base-station (BS) uses different probing beams to scan different angular regions. Since the BS measurements are noisy, it is not possible to find a narrow beam that includes the angle of arrival (AoA) of the user with probability one. Therefore, the BS allocates a narrow beam to the user which includes the AoA of the user with a predetermined error probability while minimizing the expected beamwidth of the allocated beam. Due to intractability of this noisy BA problem, here this problem is posed as an end-to-end optimization of a deep neural network (DNN) and effects of different loss functions are discussed and investigated. It is observed that the proposed DNN based BA, at high SNRs, achieves a performance close to that of the optimal BA when there is no-noise and for all SNRs, outperforms state-of-the-art.

Index Terms—Analog beam alignment, Deep Learning, Interactive beam alignment, Recurrent neural networks.

I. INTRODUCTION

Next generations of wireless networks (e.g., 5G and 6G) utilize high bandwidths available at millimeter wave (mmWave) and terahertz (THz) frequencies to achieve multi-Gbps throughputs [1], [2]. However, signals transmitted in these frequencies suffer from high path-loss and intense shadowing which are major obstacles towards practical realization of these systems. To mitigate the path-loss, several beamforming (BF) methods were proposed which use directional beams (a.k.a. narrow beams) that concentrate the power towards the direction of interest [3].

A BF method should have low complexity for practical implementation and small overhead as the goal is to maximize the system's throughput. One can take advantage of the characteristics of the channel to design a suitable BF method. It is shown through experimental results that due to the properties of wave propagation at mmWave and THz frequencies, channels have few spatial clusters [4], [5]. Therefore, beam search methods are used to perform BF and to find a narrow beam for data transmission which is aligned with the channel, i.e., the angle of arrival (AoA) and angle of departure (AoD) associated with channel clusters [6]. These methods are also known as beam training and beam alignment (BA). BA techniques can be used for establishing connection between the users and the base station (BS) [7], [8], or for beam tracking whose goal is to update the beam directions as the channel’s AoA or AoD change due to the user’s mobility or the propagation environment [9]. It is also typically, assumed that the transceivers only use one-RF for BA due to high power consumption. This is known as performing analog BA.

BA methods can be categorized into two main classes, namely interactive and non-interactive. In non-interactive BA, the transmitter sends a set of BA packets through a fixed set of probing beams and then allocates a data beam to the receiver based on the received feedback for the BA packets. In interactive BA methods, however, the probing beams for each BA packet can be modified based on the received feedback for the prior BA packets. As a result of this feedback, interactive BA methods usually have superior performance compared to non-interactive BA.

Any BA problem can be thought of optimizing a policy function which determines the probing beams used at each time-slot to minimize a certain objective. Except for a few spacial cases, such as interactive and non-interactive BA with no measurement noise [10]–[12], this optimization is not tractable. On the other hand, deep neural networks (DNNs) have shown a great potential in performing non-tractable complex optimizations in various fields such as computer vision and natural language processing. Moreover, DNNs are universal function approximators [13] which makes them suitable for approximating the unknown functions such as BA policy function in our case. Therefore, DNNs could be a suitable tool for handling complex BA problems.

There is a large body of work on different BA techniques developed for different scenarios and objectives [7]–[12], [14]–[19]. More specifically, reference [16] considers noisy interactive analog BA where the objective is to find a data beam with a target resolution that includes the user AoA with a given error probability. They provide an a heuristic approach based on active learning that leads to the best known performance for the considered problem. Beam training using DNNs has also been investigated in variety of setups [20]–[24]. These works use DNNs to learn optimal BF vectors based on information on the physical environment.
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In this paper, we consider a similar set up as of \cite{16} and investigate single-user uplink interactive BA where the user has an omnidirectional transmission pattern while the BS performs analog BA and obtains noisy measurements. Similar to \cite{16}, we assume that the channel has one dominant cluster. Also, motivated by prior works \cite{7,8} and due to practical constraints, we consider that the BS can only use contiguous beams (i.e., beams with contiguous angular coverage regions). We also assume an arbitrary distribution on the user AoA to account for prior knowledge which could arise in user tracking applications \cite{9}. At the end of the BA, the BS needs to allocate a narrow data beam to the user. Since the BS measurements are noisy, to find a narrow beam that includes the AoA we should consider errors in the beam including the AoA. Our objective is to minimize the expected beamwidth of the data beam allocated to the user subject to a given error probability. Unlike works \cite{20,21,22,23} which generate a data set based on the environment physics and train DNNs to approximate a mapping for the optimal beams, we use a DNN to find a BA strategy based on AoA prior and the BS measurements. Compared to \cite{16} where a fixed set of beams is considered and a policy for probing beam selection at each time-slot is given, we use a DNN to jointly optimize the set of probing beams and the probing beam selection policy. Our main contributions are as follows:

- We formulate the aforementioned BA problem as an end-to-end optimization of a DNN using a recurrent neural network (RNN) and propose and discuss different loss functions for the considered objective (Section \ref{section:III}).
- Through simulations, we observe that at high SNRs, the proposed solution performs close to the optimal BA, optimized for the case of no noise, in terms of minimum mean square error (MMSE) and expected beamwidth for uniform prior on AoA. Furthermore, we show that the proposed DNN based BA outperforms state-of-the-art for all SNR regimes and different priors. Furthermore, we observe that for a given SNR and BA duration range, it is enough to train the network for only a fixed SNR and/or BA duration to get a performance close to optimized. This is important as it shows the framework is robust to not knowing the channel fading coefficient (Section \ref{section:V}).

Recent concurrent work in \cite{25} also uses DNNs to optimize the BA procedure in \cite{16}. However, unlike \cite{25} that only considers MMSE for AoA estimation, here we provide results for both MMSE of AoA estimation and minimum expected beamwidth along with proposing new loss functions, and analyze the robustness of the DNN framework to the BA duration and received signal SNR. Our emphasis on minimizing expected beamwidth is because of the importance of using narrow beams for data communication in mmWave and THz systems.

\section{System Model and Preliminaries}

\subsection{Network Model}

We consider a single-user uplink communication in a single-cell scenario. We assume that the user performs omnidirectional transmission and sends a BA symbol in each time-slot while the BS performs analog BA and scans an angular interval. Let us denote the transmitted BA symbol from the user by $s$ where $|s|^2 = 1$, then the received beamformed signal at the BS, at the $t^{th}$ time-slot is

$$y_t = w_{r,t}^H z_t = \sqrt{P} w_{r,t}^H H w_{r,t} s + w_{r,t}^H n_t,$$

where $z_t$ is the received signal prior to beamforming, $w_t$ and $w_{r,t}$ are the beamforming vectors at the user and BS with $|w_{r,t}|^2 = |w_t|^2 = 1$, $H$ is the gain matrix of the channel between the user and BS, and $n_t, i \in [b]$ is the additive Gaussian noise with i.i.d. $CN(0, \sigma^2)$ element. A detailed illustration of the receiver front-end is provided in Fig. \ref{fig:1}.

![Fig. 1: Receiver front end with analog beamforming.](image)

Supported by experimental studies \cite{2,4,26} and similar to works \cite{12,14}, we assume that the propagation channel between the BS and the user consists of one dominant path (spatial cluster). Using clustered channel model \cite{4}, we have

$$H = \sqrt{N_t N_r} h_{d,t}^r(\psi_t) d_i^r(\psi_t),$$

where $N_t$ and $N_r$ denote the number of transmit and receive antennas, respectively, $\psi_t$ and $\psi_r$ represent the AoD and AoA of the channel cluster, respectively, $h$ is the channel gain including path loss, and the terms $d_r(\cdot)$ and $d_r(\cdot)$ are the array response vectors of the user and BS, respectively. We assume that the channel is stationary in the time interval of interest meaning that the spatial cluster is fixed. Furthermore, for the purpose of the analysis, we assume that $h$ is known. However, we will show through simulations in Sec. \ref{section:V} that not knowing $h$ would not affect the performance significantly. Combining (1) and (2), we get

$$y_t = h \sqrt{P} G(w_{r,t}, \psi_t) G(w_t, \psi_t) e^{j \gamma_t(\psi_t, \psi_t)} s + n_t,$$

where $G_x(w_{x,t}, \psi_x) = N_x \text{d}^2 w_{x,t}^2, x \in \{t, r, i\}$ are beamforming gains at the transmitter and receiver, respectively, $\gamma_t(\psi_t, \psi_r) = \angle d_i^r w_{r,t} - \angle d_i^r w_t$ is a phase component, and $n_i = w_{r,i}^H n_r$. The omnidirectional transmission at the user yields to $G_l(w_t, \psi_t) = 1$. Based on (3), we define raw SNR as the averaged received SNR per antenna at the BS prior to beamforming. We have the raw SNR as $\sigma^2 P$. Motivated by prior works \cite{10,12} we only consider the case where the beams are contiguous. For our analysis, we assume that the BS has a massive antenna array as envisioned for the next generations of wireless systems \cite{1}. Therefore,

\footnote{We denote by $[b]$ the set of integers from 1 to $b$.}
we can adopt the *sectored antenna* model from [27] which has been used in several other studies to model the BF gain of antenna arrays (e.g. [10], [28]). In this model each beam $\Phi$ is characterized by two parameters: a constant main-lobe gain and the angular coverage region (ACR) which is the angular interval covered by the main-lobe. As a result of this model, we have

$$G(w_{r,i},\psi_r) \approx \frac{2\pi}{|\Phi_{r,i}|} \mathbb{1}_{\{\psi \in \Phi_{r,i}\}}$$

where $\Phi_{r,i}$ is the beam associated with the beamforming vector $w_{r}$ and $\mathbb{1}_{\{A\}}$ is the indicator function of event $A$. From here onward, we drop the sub-index $r$ for readability.

### B. Problem Formulation

We assume that the user transmits a total of $b$ BA symbols each in one time-slot and the BS uses $b$ probing beams with ACRs $\{\Phi_i\}_{i \in [b]}$ to scan the angular space. Afterwards, the BS allocates a beam with ACR Beam($\Psi$) to the user for data transmission. Since the BS measurements are noisy, we require that the data beam should include the user AoA with probability $1 - \epsilon$, for a given error probability $\epsilon$. We also assume that a prior $f_\psi$ on the AoA is given. Our objective is, for a given $b$, $\epsilon$, and $f_\psi$, to find a BA policy function Scan($\cdot$) that determines the probing beams at each time-slot to minimize the expected length of Beam($\Psi$) while ensuring the desired error probability. This problem can be written as the following optimization

$$\text{Scan}^* (\cdot) = \arg \min_{\text{Scan}(\cdot)} \mathbb{E}_{f_\psi} [||\text{Beam}(\Psi)||],$$

where the expectation is with respect to random variable $\Psi$. Although there are closed-form solutions to this optimization in some special cases such as uniform prior with no noise where optimal solution becomes *bisection method*, this optimization is not tractable in general. In next section, we will show how this problem can be posed as an end-to-end optimization of a DNN.

### III. PROPOSED SOLUTION

Similar to [14] and [12], we view the BA problem as a Markov decision process [29] over the time interval $b$ as illustrated in Fig. 2. The state at the start of the stage $i$ is $(f^{(i-1)}(\hat{\psi}, \Psi), y_i)$, where $f^{(i-1)}(\hat{\psi}, \Psi)$ is the probability distribution over the AoA at the $(i-1)^{th}$ time-slot and $f^{(i)}(\hat{\psi}, \Psi) = f_\psi(\hat{\psi})$. Note that the distribution $f^{(i)}$ is a function of channel measurements $y_1, \ldots, y_i$ which depend on the realization of $\Psi$ and the prior on $\Psi$.

At each stage $i$, the posterior $f^{(i)}(\hat{\psi}, \Psi)$ can be calculated using Bayes’ rule from the prior $f^{(i-1)}(\hat{\psi}, \Psi)$, the function Scan($\cdot$), the resulting probing beam $\Phi_i$, and signal $y_i$. The update rule is

$$f^{(i)}(\hat{\psi}, \Psi) = \frac{f^{(i-1)}(\hat{\psi}, \Psi)f_Y(y_i|\Psi = \hat{\psi}, \text{Scan}(f^{(i-1)}) = \Phi_i)}{\int f^{(i-1)}(\psi, \Psi)f_Y(y_i|\psi, \text{Scan}(f^{(i-1)}) = \Phi_i) d\psi},$$

where $f_Y(y_i|\Psi = \hat{\psi}, \text{Scan}(f^{(i-1)}) = \Phi_i)$ is the conditional distribution of the received beamformed signal $y_i$ given that the true AoA is the angle $\hat{\psi}$ and the probing beam used at the $i^{th}$ time-slot is $\Phi_i$. Based on the channel model (1),

$$f_Y(y_i|\Psi = \hat{\psi}, \text{Scan}(f^{(i-1)}) = \Phi_i) = \text{CN} \left(y_i; h \sqrt{P(G(\Phi_i, \hat{\psi}))s}, \sigma^2 \right).$$

Consider Fig. 3 which shows the operations of the BS at the $i^{th}$ stage (time-slot) of BA. The function Scan($\cdot$) is our optimization variable. It is known that DNNs are universal approximators of functions. Therefore, we can approximate the function Scan($\cdot$) using a neural network which is concatenation of a set of linear and non-linear layers. If we replace Scan($\cdot$) block in Fig. 3 with a neural network, the block diagram in Fig. 2 would correspond to an RNN which can be optimized from end-to-end.

RNNs are neural sequence models which are typically used for time-series prediction as they can capture the dependencies of the elements in a time-series. In our problem the received signals are also dependent through the AoA; however, our task is different. Instead of a time-series prediction, we use an RNN to optimize and find the optimal BA policy function Scan($\cdot$) which minimizes the expected beamwidth of the data beam.

To use a neural network to represent the function Scan($\cdot$), we need to discretize its input, which in this case, is a probability distribution. For resolution $2\pi / N$ in which the interval $(0, 2\pi]$ is divided into $N$ contiguous intervals with equal lengths, we use the network with the parameters presented...
in Table 1. At each time-slot, our proposed network is fed a prior and outputs two values which after being scaled by $2\pi$ represent the start angle and length of probing beam used at that time-slot.

Another important component which needs to be determined in order to train the RNN is the loss function. Our objective is to minimize the expected beamwidth of the beam allocated to the user subject to error probability $\epsilon$. To this end, the BS uses the final posterior $f^{(b)}_\hat{\Psi}(\psi, \Psi)$ to find the shortest contiguous beam which includes the AoA of the user with probability $1-\epsilon$. For a given realization $\psi$, this beam is the solution to the following optimization problem

$$
\text{Beam}(\psi) = (\theta^*, \theta^* + \ell^*),
$$

$$
(\theta^*, \ell^*) = \arg \min_{(\theta, \ell) \in (0,2\pi]^2} \ell
$$

such that

$$
\int_\theta^{\theta+\ell} f^{(b)}_\hat{\Psi}(\psi, \psi)d\psi > 1-\epsilon.
$$

However, this is a constrained optimization without a closed-form solution and therefore, cannot be directly used to optimize the neural network. Here, we instead, propose the following loss functions.

**Minimum Mean Square Error (MMSE)** Loss: Consider a beamwidth $\ell$ satisfying the following:

$$
\ell^2 = \frac{4}{\epsilon} \mathbb{E}_{f_\theta} \left| \Psi - \mathbb{E}_{f^{(b)}_\hat{\Psi}} [\hat{\Psi}] \right|^2.
$$

Using Markov’s inequality, one can show that there always exists a beam of length $\ell$ for any realization of the AoA $\psi$ which includes the AoA with probability $\epsilon$. Therefore, minimizing $\ell$ corresponds to minimizing the MMSE estimate of $\Psi$,

$$
\text{MMSE} = \mathbb{E}_{f_\theta} \left| \Psi - \mathbb{E}_{f^{(b)}_\hat{\Psi}} [\hat{\Psi}] \right|^2.
$$

However, since the Markov’s inequality maybe loose, the MMSE based optimization may not lead to the smallest expected beamwidth.

**Central Absolute Moment Loss**: From (8), we observe that the more concentrated the posterior $f^{(b)}_\hat{\Psi} (\cdot)$ is, the lesser the expected beamwidth should be. To enforce this concentration, we suggest minimizing the expected $n^{th}$ central absolute moment (CAM) of the output posterior $f^{(b)}_\hat{\Psi}(\cdot)$ which is

$$
\text{CAM}_n = \mathbb{E}_{f_\theta} \mathbb{E}_{f^{(b)}_\hat{\Psi}} \left| \hat{\Psi} - \mathbb{E}_{f^{(b)}_\hat{\Psi}} [\hat{\Psi}] \right|^n,
$$

where $n \in \mathbb{N}$ is the order of the moment whose optimal value is investigated in the next section. Note that the outer expectation emphasizes more likely AoA’s and ensures they have lower beamwidths.

We will investigate the effects of these loss functions in more detail in the next section.

### IV. Simulations

For our simulations, we discretize all pdfs with resolution of $1^\circ$ and divide the angular interval $(0, 2\pi]$ into $N = 360$ equal length intervals. We consider the error probability of $\epsilon = 0.1$ and average the plots over 100000 random realizations of AoA. Also, after training the RNN, to find the optimal data beam we perform the optimization in (8) using exhaustive search. We compare the performance of our proposed approach with that of [16] which has similar setup as our work.

We start by studying the performances of different orders $n$ of the CAM loss function. Let us consider the BA duration $b = 4$. Figure 4a shows the expected beamwidth resulting from $n \in \{1, 2, 3\}$. We observe that the first order CAM results in the least expected beamwidth among the three. This can be justified using Fig. 4b which shows the shape of the loss functions corresponding to different CAM orders. Compared to the cases $n = 2$ and $n = 3$, the case $n = 1$ has higher loss for the angles near the center of the distribution. In fact, this loss is a decreasing function of $n \in \mathbb{N}$. As a result, we would
Fig. 5: Expected MMSE and beamwidth for different loss functions, $b = 4$, $\epsilon = 0.1$, and different raw SNRs (a) Expected MMSE when $\Psi \sim \text{Uniform}(0,2\pi)$. (b) Expected beamwidth when $\Psi \sim \text{Uniform}(0,2\pi)$. (c) Expected beamwidth when $\Psi \sim \text{Uniform}(5\pi/6,7\pi/6)$ with probability 0.9 and uniform on the rest of the $(0,2\pi)$ with probability 0.1.

We expect that the network lead to a more concentrated posterior for smaller values of $n$ which in turn leads to smaller expected beamwidth. Fig. 6c shows the resulted posteriors for different values of $n$ when realized $\psi = \frac{3\pi}{4}$ and raw SNR $= 8$ (dB). It shows that as the order of CAM loss function is increased the resulting posterior becomes less and less concentrated which is consistent with Fig. 4b. Based on these simulations, from here onward, we only consider the first order ($n = 1$) CAM loss function.

Figure 5a and Fig. 5b show the expected MMSE and beamwidth of our proposed DNN based BA using the MMSE and CAM loss functions and the algorithm in [16], respectively for different raw SNRs, $b = 4$ and $\Psi \sim \text{Uniform}(0,2\pi)$. As expected, we observe that MMSE loss function leads to the least mean square error compared to others, and at high raw SNRs, the performance gets close to the optimal MMSE when there is no noise. The optimal MMSE for the case of no noise can be derived using bisection algorithm and is equal to $\frac{\pi^2}{8} = 0.0129$ [30]. However, the CAM loss function outperforms the MMSE loss function in terms of expected beamwidth. The rational is that, there can be multiple posteriors with same mean (resulting in same MMSE) but with different concentrations (leading to different expected beamwidths). Note that Fig. 4a also suggests that at high raw SNRs, the CAM$_1$ loss function performs close to the optimal performance for the case with no noise which can be derived (using bisection algorithm) as $\frac{\pi^2}{8} \times (1 - \epsilon)$ [30]. For the rest of the simulations, we focus only on the expected beamwidth as it is the primary focus of the paper and only consider the CAM loss function as it has the least expected beamwidth.

Figure 5c shows the expected beamwidth for the CAM loss function and the proposed algorithm in [16] for different raw SNRs and $b = 4$ when $\Psi \sim \text{Uniform}(5\pi/6,7\pi/6)$ with probability 0.9 and uniform on the rest of the $(0,2\pi)$ with probability 0.1. The result shows that our proposed method also out performs the one in [16] for a non-uniform prior. In this case, the difference between the expected beamwidths of the two methods are $(1^\circ, 5.5^\circ, 8.4^\circ, 9.4^\circ, 7.8^\circ, 9^\circ)$ for raw SNRs $\{-2, 0, 2, 4, 6, 8\}$ (dB). This difference for the case of uniform prior in Fig. 5b is $(4^\circ, 8.3^\circ, 11^\circ, 9^\circ, 6.4^\circ, 5^\circ)$. Overall, we observe a higher difference at high raw SNRs for the case of non-uniform prior compared to the uniform prior. The reason is that the method in [16] uses a fixed hierarchical beam codebook which is optimal for uniform prior under no noise

Fig. 6: (a) Expected beamwidth for $b = 4$ and different raw SNRs, when the network is trained for each raw SNR separately and when it is only trained for certain raw SNRs. (b) Expected beamwidth for raw SNR $= 0$ (dB) and different BA durations when the network is trained for each duration separately and when it is only trained for only a fixed duration. (c) Expected beamwidth for different raw SNRs and BA durations when the network is trained for each raw SNR separately but only for duration $b = 4$. 
but its optimality for non-uniform priors is not guaranteed. The advantage of our solution is that the DNN has the ability to learn the optimal beams based on the prior which should allow for closer performance to the optimal compared to the method in [16].

Finally, we investigate the ability of the DNN to generalize. Figure 6a considers the case \( b = 4 \) and illustrates the expected beamwidth for different raw SNRs when the network is trained for each raw SNR separately and when the network is trained only for specific raw SNRs. We see that by training the network for only raw \( SNR = 0 \) (dB), we get a close performance to that of the trained network for each raw SNR. This indicates that in practice, one does not require the knowledge of the raw SNR to achieve near optimal performance for a fixed BA duration. We also, observe a similar phenomena when fixing the raw SNR to zero (dB) and looking at the expected beamwidth for different BA duration. As shown in Fig. 6b, by only training the network for \( b = 4 \), we get near optimized performances for all \( b \in [6] \) when raw \( SNR = 0 \) (dB). These two observations suggest that training the network for a specific raw SNR and/or BA duration might be enough to achieve a near optimized performance which in turn reduces the complexity of using DNN based BA in practice. For our last simulation, we fix the training BA duration and compare the resulted expected beamwidth of our approach with the algorithm in [16] for different BA duration and raw SNRs. As shown in Fig. 6c, to outperform the state-of-the-art, training the network for only \( b = 4 \) is enough.

V. CONCLUSION

In this paper, we have investigated the single-user interactive beam alignment problem in uplink systems where the objective is to minimize the expected width of the beam allocated to the user for data transmission. This allocated beam should include the AoA of the user with certain probability. We have formulated this problem as an end-to-end optimization of a DNN using an RNN. We have investigated effects of different loss functions and shown that the performance in terms of MMSE and expected beamwidth at high raw SNRs is close to that of the optimal BA when there is no noise for the case of uniform prior. Furthermore, we have observed that the proposed DNN based BA outperforms the state-of-the-art in all raw SNR regimes and different BA duration considering different priors. In this work, we have only considered perfect beams with the constraint that they should be contiguous. Adding more practical constraints is part of an ongoing work and is left for future publications.
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