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Abstract—Polarization-adjusted convolutional (PAC) codes were recently proposed and arouse the interest of the channel coding community because they were shown to approach theoretical bounds for the (128,64) code size. In this letter, we propose systematic PAC codes. Thanks to the systematic property, improvement in the bit-error rate of up to 0.2 dB is observed, while preserving the frame-error rate performance. Moreover, a genetic-algorithm-based construction method targeted to approach the theoretical bound is provided. It is then shown that using the proposed construction method systematic and non-systematic PAC codes can approach the theoretical bound even for higher code sizes such as (256,128).

Index Terms—PAC, polar codes, convolutional codes, systematic codes, finite blocklength regime.

I. INTRODUCTION

THE last half-century has witnessed considerable advances in the field of channel coding. While at the beginning channel codes were often short due to complexity considerations, the development of iterative decoding algorithms have enabled longer codes to close the gap from Shannon limit to a few tenths of a decibel [1]. However, applications requiring short-to-moderate blocklength codes are emerging and the design of modern codes for such cases is challenging [2].

The well-known formula giving the capacity is only valid for the infinite blocklength regime. To evaluate the quality of short-to-moderate length codes, recent works provided refined analysis and derivations to estimate coding bounds in the finite-blocklength regime [3], [4]. In the remainder of this letter, we consider the normal approximation (NA), which is a valid approximation for both achievability and converse bounds. For more details, we refer the reader to [4].

While polar codes can achieve the capacity of binary-input memoryless channels for infinite blocklength [5], their finite-length decoding performance was rather poor. Substantial amount of work has been carried out to improve their performance. Among the various proposals, one of the major advances was the concatenation of a polar code with an outer CRC code [6]. Using a list decoder, significant gains were observed, which accelerated the interest of industry and resulted in the standardization of polar codes in the 3GPP 5th generation mobile network [7]. In [8], [9], some frozen bits are replaced by the output of a parity-check constraint. In [10], [11], an extension of polar codes is proposed by considering dynamic frozen bits obtained as subcodes of eBCH codes. In [12], the conventional CRC code is replaced by a high-rate punctured convolutional code.

In [13], polarization-adjusted convolutional (PAC) are proposed. They rely on the concatenation of a rate-1 convolutional code with a polar code. It was shown in [13] that a (128, 64) PAC code, built around a convolutional code of constraint length 7 can meet the NA when decoded with the Fano algorithm. In [14], authors showed that the NA was also met using either a tail-biting convolutional code of constraint length 15 decoded with the wrap-around Viterbi algorithm (WAVA) [15], or an eBCH code decoded with the ordered statistics decoding (OSD) algorithm with order 4 [16]. However, these two decoders have a high computational complexity. The WAVA algorithm requires several rounds of the Viterbi algorithm, whose complexity is exponential with the constraint length of the code. Also, for OSD of order i, the number of test error patterns is given by \( \sum_{w=0}^{i} \binom{N}{w} \), which can be excessive. On the other hand, PAC codes can be decoded with conventional polar decoders by considering dynamic constraints on frozen bits. Moreover, the Fano decoding algorithm, which enabled to meet the NA, can exhibit a moderate computational complexity in the low error-rate regime, making PAC codes appealing.

In this letter, we propose a method to construct systematic PAC codes. An algorithm to construct the frozen set of non-systematic and systematic PAC codes is also given. Simulation results show that using the proposed construction method and the Fano decoding algorithm, PAC codes can reach the NA for a wide range of FERs, even for short-to-moderate sizes such as (256, 128) PAC code. To the best of our knowledge, such results were not claimed previously in the literature. Moreover, bit-error rate (BER) is further improved with systematic PAC by up to 0.2 dB compared with the non-systematic PAC codes. Finally, a modified encoding is proposed, reducing the average decoding complexity by 13% while maintaining the error-rate performance.

II. BACKGROUND

A. Polar codes

Polar codes (PCs) are named after the principle of channel polarization. This phenomenon causes two copies of a channel to be transformed into two synthetic channels, such that one becomes upgraded and the other one becomes degraded. The generator matrix \( G \) for a polar code of length \( N \) is obtained by computing the \( n \)th Kronecker product, denoted \( \otimes \), of the polarizing kernel \( F_2 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \), where \( n = \log_2 N \). Let \( G = F_2^\otimes \). Note that \( G \) is an \( N \times N \) matrix, which differs from the typical \( K \times N \) matrix of a linear block code. Thus, the encoding process for a \((N,K)\) PC comprises two steps. First, the \( K \)-length message \( u \) is extended with \( N-K \) bits whose the values
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are known. Then, the encoding is carried out through the matrix multiplication: \( x = u_x \cdot G \). To choose the location of the \( N - K \) bits constituting the frozen set \( F \), several methods have been proposed such as the density-evolution under Gaussian approximation (GA) [17] or the beta-expansion [18]. If \( F \) is set to the indices with lowest row weight in \( G \), the polar code reverts to a Reed-Muller (RM) code. It is also possible to design \( F \) while targeting a specific decoder using a genetic algorithm [19].

The primary algorithm used to decode polar codes is known as the successive cancellation (SC) decoder [5]. The SC decoder can be visualized as a binary tree traversal with left-branch priority. The tree has a depth of \( G \cdot n + 1 \) and \( N \) leaf nodes, which represent the estimated codeword \( \hat{u} \). Each stage contains \( 2^{n-s} \) nodes, where \( s \in [0, n] \) indicates the stage number counting from the bottom of the tree. Each node \( v \) contains \( N_v = 2^v \) log-likelihood ratios (LLRs) and bit partial sums noted \( \alpha_v \) and \( \beta_v \), respectively. At each leaf node, a hard decision is made on the \( \alpha \) value to determine the corresponding \( \beta \) value, unless the node corresponds to a frozen index, whereby \( \beta \) is known. After returning from a right branch, the partial sums in the parent node are updated as in the encoder.

The SC decoding algorithm suffers from two main drawbacks: it exhibits poor error correction performance for short-to-moderate blocklengths, and its sequential nature induces high latency. To tackle the latter, simplified SC (SSC) [20] and fast simplified SC (FSSC) [21] were proposed. These methods identify nodes that can be efficiently decoded without descending the tree further, which essentially prunes the decoding tree. To improve error correction performance, the SC-List (SCL) algorithm was introduced in [22], [23]. By duplicating paths at each leaf node corresponding to an information bit, a list of codeword path candidates is considered. The list of paths is managed by maintaining only \( L \) best candidates throughout decoding.

B. Convolutional codes

Convolutional codes were proposed by Elias in 1955 as an alternative to block codes in [24]. By then, the goal was to develop a variable-length code. The output of a convolutional code depends on the current entry, but also on the past ones. Thus, each coded bit can be expressed as \( x_i = \sum_{j=0}^{v} g_j \times u_{i-j} \), where \( g \) is the generator polynomial of degree \( v \), \( v + 1 \) is often called the constraint length, and \( 2^v \) gives the number of possible states for the encoder.

Several algorithms can be considered to decode convolutional codes. The most commonly used is the Viterbi algorithm [25], which is a maximum likelihood sequence estimator working on the trellis of the code. When the constraint length is large it may be advantageous—for computational complexity concerns—to consider sub-optimal decoders. Examples to this are the stack algorithm [26] or the Fano algorithm [27], both belonging to the family of sequential decoding algorithms and working on the tree representation of the code. The Fano algorithm is a depth-first search and articulated around a threshold. The decoder moves forward as long as the metric of the current path exceeds the current threshold. If that is not the case, it moves backward to find another branch meeting the threshold constraint. If no satisfactory branch can be found, the threshold is loosened, and the forward search is restarted. For further elaboration and description of this algorithm for convolutional codes, we refer the reader to [28, p. 518]. Note that adaptations of the stack and Fano algorithms have been proposed to decode polar codes in [29], [30].

C. PAC codes

Polarization-adjusted convolutional (PAC) codes were recently proposed by Arıkan [13]. The principle of this new class of code is to concatenate an outer rate-1 convolutional code with the polar transform. Thus, the encoding comprises 3 steps: first, the message is extended with frozen bits; then, the sequence is encoded using the convolutional code; and finally, the polarization matrix is used. Fig. 1 illustrates the encoding steps.

The convolutional code enables a correlation between the current bit and the previous bits. This correlation can be successfully exploited by a sequential decoding algorithm such as the Fano algorithm as reported in [13].

Decoding PAC codes is similar to decoding convolutional codes when using the Fano algorithm. The only differences are (1) one branch only can stem at a node corresponding to a frozen location; (2) branch probabilities are not directly available at the channel output; (3) the threshold does not need to be tight. The metric used to rank list candidates during SCL decoding can be considered as the branch probabilities when transitioning through the tree representation of the convolutional code. Thus, by only looking through the prism of the polar tree, PAC codes can be seen as polar codes with dynamic frozen bits [10]. In detail, when a frozen location is reached, the input frozen value (usually 0) and the state of the convolutional code are used to obtain the parity and the future state of the convolutional code. The parity is then used in conjunction with the branch metric—the soft value obtained through the polar tree—to compute the path metric. When a location corresponding to a message bit is reached, the parity obtained as beta by traversing the polar tree is used to compute the future state of the convolutional code. Note that the value by which the threshold is increased in case no paths are found plays a crucial role. This value directly affects the speed and the decoding performance of the algorithm and is denoted by \( \Delta \) in the following. Finally, observe that by considering the simplified version of the path metric [31], its value can only grow at a frozen location or when the ML decision is not considered (due to the need for a backward move). Therefore, a path change can only occur after the evaluation of a frozen location, simplifying the implementation of the decoding algorithm.

D. Systematic codes

An error-correcting code is said to be systematic if the message is explicitly found in the codeword. Systematic polar codes have been proposed by Arıkan in [32]. Interestingly,
systematic polar codes showed an improved BER compared with their non-systematic counterparts; while the FER is similar [32]. In the following we consider the systematic polar encoder proposed in [21], [33]. This encoder can be seen as the successive application of two regular encodings with a re-freezing step in between.

The development of systematic convolutional codes is related to the discovery of turbo codes [1]. To achieve the performance of non-systematic convolutional codes with systematic codes, it is required to make them recursive: a combination of the encoder state is fed back to the input of the encoder. Such a code is called a recursive systematic convolutional code (RSCC).

III. SYSTEMATIC PAC CODES

In this Section, we propose systematic polarization-adjusted convolutional codes. Their encoding and construction are first described. Then, a simplification reducing the computational complexity of the decoding processes is proposed.

A. Construction of systematic PAC codes

The convolutional code considered in PAC codes is of rate 1, a rate that cannot be naturally achieved for an RSCC code. Indeed, the native rate of an RSCC encoder is at most 1/2 since one output is systematic, and the other is parity. Hence, to obtain a rate of 1, we propose to connect a multiplexer to the two outputs of a rate 1/2 RSCC. Then, when the current location corresponds to a frozen index, the parity output is considered. Otherwise, the systematic output is considered. By doing so, from a vector of size N containing information and frozen bits, one can obtain a vector of size N whose frozen bits have been modified via the RSCC encoder. Fig. 2 illustrates such an encoder with generator polynomial (115)_8 and (147)_8 for the parity output and (147)_8 for the feedback connections. Finding “good” polynomials is a complex problem—fortunately, due to the research effort following the discovery of turbo codes, lists of polynomials for RSCC codes are available in [34].

Since, by definition, the proposed rate-1 RSCC encoder is systematic, the information bits are not modified. Hence, applying the RSCC coding step after the re-freezing step ensures both that the resulting sequence is systematic, and that the frozen bits are modified accordingly to the convolutional code. An algorithmic summary of the encoding steps is given in Algorithm 1. Note that, as stated in [33], constraints on the frozen set have to be ensured to make the encoding valid.

The frozen bit selection is an inherent research topic associated with polar codes. While there are analytical methods to obtain good frozen sets for regular polar codes decoded by the SC algorithm, none have been proposed for PAC codes. In [13], it was proposed to follow the RM rule to construct the frozen set. It is known that the RM construction results in codes with larger minimum distances than the ones obtained with other construction methods. However, when the length and the rate of the code under consideration do not correspond to those of an RM code, this method cannot be directly applied [35]. We propose then the following method to efficiently construct non-systematic and systematic PAC codes. This technique is based upon the one proposed in [19]. However, instead of relying on the error rate performance as in in [19] for the fitness function, we propose to rely on the distance spectrum of the code. This method has the advantage of being independent of the noise realization and thus the undesired variations in the results are reduced. Moreover, our experiments demonstrated a reduced time complexity since the computation of reliable FER at high SNR is more time-consuming than the estimation of the distance profile of the code. Finally, since our objective with PAC codes is to be as close as possible to theoretical limits, it is necessary to improve the distance profiles, which can be exploited by the Fano algorithm. Algorithm 2 summarizes the proposed construction method. First an initial population of frozen sets (P) is initialized using standard construction methods as presented in Section II-A (line 1). The population is extended as proposed in [19] while ensuring all the frozen sets produce valid systematic codes as aforementioned (line 3). Then, minimum distances are computed by using, for example, the efficient method proposed in [36], based on the use of an SCL decoder with a really large list size. The frozen sets population is thereupon pruned by considering individuals with the best distance profile (lines 4-5). The process is repeated until a maximum number of iterations is reached.

B. Simplification of the decoding

SSC decoding [20] aims to stay at the top of the polar decoding tree as much as possible. This is realized by the identification of specific nodes in the decoding tree that do not require to be explicitly traversed. Since the decoding of PAC codes still relies on the traversal of the polar decoding tree,
all the specific patterns already discovered for regular polar codes can be applied to PAC decoding. However, in the case of PAC codes, the convolutional code is located at the bottom of the polar tree. It is, therefore, necessary to “un-polarize” the hard-decided partial sums obtained after each special node decoding, to update the state of the convolutional code or to generate the dynamic frozen bits to be compared. Thus, due to the construction of PAC codes, it is always necessary to go to the bottom of the polar tree. We now propose a solution to alleviate the need for the “un-polarize” operation after specific special nodes.

A Rate-0 node is a node where all the indices are frozen. On the contrary, for a Rate-1 node, all the indices correspond to information bits. Hence, since each of these nodes only involves bits of the same type, the polarization transform applied on these nodes can be regarded as unnecessary. We, therefore, propose to remove the polarization transform for these special nodes. An example of the resulting encoder circuitry for a $PC(8,5)$ is given in Fig. 3. Observe that in this specific example, 5 XOR gates are removed. By removing these stages, the aforementioned steps at the decoding are also alleviated. Moreover, due to the scheduling of the Fano decoding algorithm that moves back and forth along the convolutional code tree, computations can be saved several times during the decoding of a frame. Finally, while un-polarization steps are not part of the critical path of polar decoder architectures [37], they would be part of it for a hypothetical hardware implementation of a PAC code decoder, because of the data dependency with the convolutional code. Removing these unnecessary steps is then even more appealing even if minor pre-computations that only need to be performed once are added at the encoder side.

IV. EXPERIMENTAL RESULTS

In this section, simulation results of the proposed systematic PAC codes are reported. The error correction performance is first considered and then followed by an evaluation of the decoding complexity reduction. An AWGN channel and a binary phase-shift keying modulation are considered. A minimum of 200 frame errors is counted for each SNR point to ensure accurate results. For a fair comparison, all the PAC codes use convolutional codes with a constraint length of 7. The polynomial for the non-systematic codes is $(131)_8$, which is usually considered as a “good” polynomial and already used in [13]. For the systematic codes, the polynomials are $(115)_8$ for the parity output and $(147)_8$ for the feedback connections, corresponding to the encoder depicted in Fig. 1. All frozen sets are obtained via Algorithm 2. All the codes are decoded with the Fano algorithm. Rate-0 and Rate-1 nodes are not explicitly traversed and the parameter $\Delta$ of the Fano algorithm is set to 2 because our experiments showed a simulation speed-up with no impact on the decoding performance compared to $\Delta = 1$.

Fig. 4 compares the decoding performance of the non-systematic PAC with its systematic counterpart for $N = 128$ and $K = 64$. In Fig. 4(a), the FER is considered. The normal approximation curve is obtained via [38]. We observe that up to an FER of $10^{-3}$, all three curves are superimposed. At lower FERs, both PAC codes start diverging from the NA. For the highest SNR values plotted, systematic PAC has improved performance, but it is minimal. This behaviour can be explained by the slightly better distance profile of the systematic code as reported in Table I. Precisely, the multiplicity $(A_d)$ associated with the distance of 16 is 2904 and 658 for the non-systematic code and the systematic code, respectively. Fig. 4(b) compares the BER performance of the two codes. As expected, and compliant with [32], a gain of approximately 0.2 dB is observed for the considered SNRs.

Fig. 5 plots the error-rate performance for $N = 256$ and $K = 128$. In Fig. 5(a) one can observe that the NA is closely followed up to an FER of $10^{-3}$. To the best of the authors’ knowledge, such a decoding performance was never reported in the literature for this size and code rate. Indeed, the best codes reported in [14, Fig. 12] are at least 0.4 dB away from the NA. The good distance profile obtained via the proposed modified genetic algorithm seems to be fully exploited by the Fano algorithm and enables the observation of unmatched performance both for the non-systematic and systematic codes. Finally, regarding the BER performance portrayed in Fig. 5(b), the systematic code allows a gain of at least 0.1 dB more on the excellent performance of the non-systematic code. This gain even reaches 0.2 dB for FERs larger than $10^{-3}$.

To evaluate the complexity reduction, the number of steps required to decode frames was recorded during the decoding. A step is defined as moving on the polar decoding tree from one layer to another or to the decoding of a special node (i.e., assuming that enough computational resources are always available). Thus, for example, descending one layer, ascending one layer on the tree, and estimating the partial sums at a special node while updating the convolutional code state are all considered as one decoding step. Due to the variable latency property of the Fano decoding algorithm, the savings are not constant and depend on the target SNR. For the systematic (128,64) PAC code, we reported gains in the performance of the non-systematic (128,64) PAC code, we reported gains in the...
range 12% - 14% for $E_b/N_0 \in [0, 3.5]$ dB. The gains grow with the SNR following a sigmoid-shaped function. Thus, by only removing unnecessary operations, the number of decoding steps is reduced by up to 14%, without incurring any decoding performance loss.

V. CONCLUSION

In this letter, we have presented a method to construct systematic PAC codes. A technique to design frozen sets for PAC codes was also proposed. The proposed construction method showed that the normal approximation bound can be closely approached for a code length of up to 256 and rate one half. Due to the systematic property of the proposed codes, gains of up to 0.2 dB for the BER were observed compared to their non-systematic counterparts, irrespective of the target error-rate. Finally, a simplification leading to a reduced decoding computational complexity of 13% was presented. By further improving the error-rate performance of PAC codes, this work contributes to the design of theoretical bound-approaching codes in the short blocklength regime.
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