Provide a diagnostic model using a combination of two neural network algorithms and a genetic algorithm
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Introduction: Improvement of technology can increase the use of machine learning algorithms in predicting diseases. Early diagnosis of the disease can reduce mortality and morbidity at the community level.

Material and Methods: In this paper, a clinical decision support system for the diagnosis of gestational diabetes is presented by combining artificial neural network and meta-heuristic algorithm. In this study, four meta-innovative algorithms of genetics, ant colony, particle Swarm optimization and cuckoo search were selected to be combined with artificial neural network. Then these four algorithms were compared with each other. The data set contains 768 records and 8 dependent variables. This data set has 200 missing records, so the number of study records was reduced to 568 records.

Results: The data were divided into two sets of training and testing by 10-Fold method. Then, all four algorithms of neural-genetic network, ant-neural colony network, neural network-particle Swarm optimization and neural network-cuckoo search on the data The trainings were performed and then evaluated by the test set. And the accuracy of 95.02 was obtained. Also, the final output of the algorithm was examined with two similar tasks and it was shown that the proposed model worked better.

Conclusion: In this study showed that the combination of two neural network and genetic algorithms can provide a suitable predictive model for disease diagnosis.

INTRODUCTION

Diabetes is an important disease in which the body is unable to control blood sugar due to insufficient levels of the hormone insulin [1]. Diabetes during pregnancy is known as the most common medical problem and affects 3.3% of pregnant women. No matter what the type of diabetes, gestational diabetes is one of the most important disorders of pregnancy, which is defined as glucose intolerance during pregnancy. Mothers who are most at risk are often those who have had an abortion for no apparent reason, or are overweight, or have a family history of diabetes [2].

 Mothers who suffer from pregnancy complications are more likely to develop overt diabetes after giving birth. Diabetes may also recur in later pregnancies. At the same time, these mothers will not give birth to normal children. According to the results of extensive studies around the world, it is possible to control this disease with low cost and diet and prevent its complications. Prior to the discovery of insulin, pregnancy was low due to mortality in diabetic women and impaired fertility in diabetics, but with the discovery of insulin and the survival of diabetic women, an increase in fertility has been observed. Research has shown that there is a direct relationship between fetal survival and maternal blood sugar, so that with careful monitoring of maternal glucose, pregnancy complications and abnormal birth can be prevented [3]. Gestational diabetes is the most common metabolic disorder during pregnancy, with a prevalence of between 17.7 and 0.15 percent. It is 1 to 6 percent, of which 15 to 25 percent is insulin-dependent diabetes and 75 to 85 percent is non-insulin dependent. In Iran, it seems that the total
prevalence of diabetes is 3 to 4% and the independent condition is more than 7 to 8% and the prevalence of glucose tolerance test is the same, which can turn into overt diabetes in physiological conditions such as pregnancy or disease [4].

Early prediction of gestational diabetes causes timely treatment [5]. This study tries to present a prediction model using artificial neural network algorithm. To optimize the neural network, meta-innovative algorithms are used. Four meta-heuristic algorithms, genetic algorithm, particle Swarm optimization algorithm, ant colony algorithm and cuckoo search algorithm are presented to optimize the artificial neural network. All four meta-heuristic algorithms are compared in terms of accuracy and the best meta-heuristic algorithm for Neural network optimization was determined.

**MATERIAL AND METHODS**

Table 1: Gestational diabetes data structure [7]

| Row | Variables       | Type       | Scale  | Lower | Upper | Mean  | Variance | Description                      |
|-----|----------------|------------|--------|-------|-------|-------|----------|----------------------------------|
| 1   | Pregnancies    | Dependent  | Ordinal | 0     | 7     | 3.84  | 3.37     | Number of pregnancies            |
| 2   | PG Concentration| Dependent  | Ordinal | 0     | 99    | 120.88| 31.99     | Two hours glucose tolerance      |
| 3   | Diastolic BP   | Dependent  | Ordinal | 0     | 22    | 69.1  | 19.37     | Diastolic blood pressure         |
| 4   | Tri Fold Thick | Dependent  | Ordinal | 0     | 99    | 25.52 | 5.96      | Blood sugar is calculated regardless of the last meal |
| 5   | Serum Ins      | Dependent  | Ordinal | 0     | 846   | 79.83 | 15.32     | Serum insulin                    |
| 6   | BMI            | Dependent  | Ordinal | 8.2   | 2.42  | 32    | 7.88      | Body mass                        |
| 7   | DP Function    | Dependent  | Ordinal | 0.078 | 2.42  | 0.47  | 0.33      | It is possible that this patient was inherited from the previous generation |
| 8   | Age            | Dependent  | Ordinal | 21    | 81    | 33.18 | 8.64      | Patient age                      |
| 9   | Diabetes       | Nominal    | Ordinal | 0     | 1     | 0.65  | 0.48      | It includes two sick and healthy states, of which 268 are sick and 500 are healthy |

**Algorithm preprocessing**

Independent variables have different intervals. In order for the intervals of all independent variables to be the same, the data transfer formula to the interval [0,1] is used. In (Eq. 1) the structure of data conversion from each interval to interval [0,1] is expressed [8].

\[
Value_{new} = \frac{Max-Value_{old}}{Max-Min} 
\]

(1)

Runs on all independent variables (Eq. 1) and all variables are converted to an interval of [0,1].

Proposed model

The proposed model consists of two parts. In the first part, the proposed model is expressed using artificial neural network and in the second stage, artificial neural network is optimized using four meta-innovative algorithms: particle Swarm optimization, ant colony and cuckoo search. Which optimization algorithm works best?

**Problem solving with the help of artificial neural network algorithm**

The prediction algorithm used in this research is an artificial neural network. The data is divided into two sets of training and testing [9]. The artificial neural network provides a predictive model by the training data and this model is evaluated by the training and test data. Fig 1 evaluates the structure of the artificial neural network.

![Fig 1: Model design structure with the help of artificial neural network](image)

**Neural network optimization using meta-heuristic algorithms**

In this part, neural network learning is done by meta-innovative algorithms. One of the problems of neural network structure is optimal training, because the neural network uses derivative-based methods such as gradient descent method. In this study, the proposed model is implemented which is a combination of neural network algorithm and meta-heuristic algorithm.
as gradients in the standard mode. They have difficulty determining the optimal neural network weights, so the neural network adapts well to the training data but does not work well for the test data. To solve this problem, neural network training is placed on a meta-heuristic algorithm and the amount of neural network weights is determined by the meta-heuristic algorithm, given that the neural network weights and bias values are continuous.

Therefore, in this research, four meta-innovative algorithms in the continuous field have been used, which include genetic algorithms, particle Swarm optimization, ant colony, and cuckoo search. The considered neural network has three layers, which first calculate the number of neural network variables including neural network weight and bias. The neural network defined in this issue is three layers and the number of neural network inputs is equal to the number of independent variables. In this study, the number of variables is considered to be eight. The number of neurons in the middle layer is considered to be 10. Neural network dependent variables have an output. The number of middle layer neurons is calculated from (Eq. 2), where n1 is the number of input layer neurons, n3 is the number of output layer neurons, and ni is the number of layer i neurons [11].

\[ n_2 = n_1 + n_3 + 1 \]  

(2)

According to (Eq. 2), the value of n1 is equal to 8 (number of independent variables) and the number of n3 is equal to 1 (number of dependent variables), so n2 is the number of middle layer neurons, which is calculated according to the value of (Eq. 2) 10. In the next step, the number of unknowns in the artificial neural network, which includes weights and biases, must be determined. If the number of neural network layers is k and ni represents the number of neurons in the neural network of layer i, the number of unknowns is calculated from (Eq. 3) (the number of unknowns is denoted by m) [11].

\[ m = \sum_{i=1}^{k} (n_i + 1) n_{i+1} \]  

(3)

According to (Eq. 3) and the number of neurons in each layer, the number of network weights and biases in the neural network is 101. Therefore, a 101-dimensional problem is defined, which indicates the complexity of the problem and the length of the meta-heuristic algorithm. The lower and upper limits in this case are -1 and +1 because the weights of the neural network are between -1 and +1. The response structure of the meta-heuristic algorithm is shown in Fig. 2.

Fig 2: Structure of a solution of meta-heuristic algorithms

Each structure in the meta-heuristic algorithms of an Individual is said to be used by each Individual to create a neural network. The structure of neural network production with the help of Individual is shown schematically in Fig 3.

![Fig 3: An example of converting an Individual to a neural network and vice versa](image)

For all four genetic algorithms, particle Swarm optimization, ant colony, and cuckoo search algorithm, the structure of Fig 1 is established. In any meta-heuristic algorithm, there are three steps:

- **Primary population**
- **Competency function**
- **Algorithm end condition**

All three of the above steps are the same problem in all four algorithms.

### Primary population

After this step, the population size must be determined. That is, how many populations should be available. Population size is an important factor in the efficiency of the algorithm. If the population size is too small, a small portion of the answer space will be searched and the answer will quickly and most likely converge to a local optimization. And if the population size is very large, a lot of calculations that are disproportionate to the result obtained will be performed, resulting in a very long execution time [12]. The initial population number for all four algorithms is 100. The value is calculated by trial and error. Normal distribution is used to produce the initial population.

### Calculate the competency function

Each Individual is a set of weights of an artificial neural network that can be used to draw the structure of a neural network. The neural network derived from the Individual must be evaluated. Gestational diabetes data is used to assess the artificial neural network. Gestational diabetes data is divided into two groups of training and test data. To evaluate the neural network, only training data is used and test data is not used. Test data would be used for the final evaluation of the neural network. The neural network evaluation parameter is
considered correct. Fig 4 shows the calculation structure of the competency function.

**Algorithm end condition**

The condition for the end of all four meta-heuristic algorithms is to produce 50 generations without changing the competency function, this value has been calculated by trial and error. The following is a general flowchart of neural network optimization using meta-heuristic algorithm.

As can be seen in Fig 5, the general structure of artificial neural network optimization with meta-heuristic algorithm is such that the meta-heuristic algorithm forms the best neural network after generating the initial answer, then the neural network with the case accuracy parameter. The evaluation value is sent back to the meta-heuristic algorithm to produce a better Individual meta-heuristic algorithm. This process is repeated to optimize the neural network algorithm using a meta-heuristic algorithm.

In the following, the four meta-heuristic algorithms used in this research are compared to determine which meta-heuristic algorithm produces the most optimal neural network. Fig 6 shows a comparison of four meta-heuristic algorithms. First, the whole data is divided into two sets of training and testing based on the K-Fold method. Then, on the training data, the neural network algorithm is implemented with four learning models based on meta-heuristic algorithms. After generating these four learning models, these models are evaluated with test data based on the accuracy parameter to determine which learning algorithm worked best.

**RESULTS**

Now the parameters of all four genetic algorithms, particle Swarm optimization, ant colony and cuckoo search are expressed. All values are calculated by trial and error. Table 2 shows the parameters of these four algorithms. The initial population size is assumed to be 100 in all four algorithms.
Table 2: Parameters of four optimization algorithms

| Parameter name | Value | Parameter name | Value | Parameter name | Value | Parameter name | Value | Parameter name | Value |
|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| Initial Population | 100 | Initial Population | 100 | Initial Population | 100 | Initial Population | 100 | Initial Population | 100 |
| Minimal Spawning | 2 | Sample Size | 200 | C_1 | 2 | Crossover | 0.8 | Mutations | 0.3 |
| Maximum Spawning | 5 | |

Table 3: Output of proposed algorithms

| Row | Algorithm | Training data | Test data | |
|-----|-----------|---------------|-----------|-----|
|     |           | Sensitivity   | Specificity | Accuracy | Positive prediction | Negative prediction | F-measure | Sensitivity | Specificity | Accuracy | Positive prediction | Negative prediction | F-measure |
| 1   | ANN       | 83.21         | 80.60      | 80.30    | 93.27            | 81.15            | 82.84    | 82.18       | 77.18       | 73.75    | 81.54             | 58.19                | 81.55    |
| 2   | Cuckoo search algorithm and ANN | 97.14 | 85.28 | 89.87 | 98.43 | 93.49 | 92.58 | 99.49 | 72.76 | 83.25 | 84.49 | 79.04 | 91.20 |
| 3   | Particle swarm optimization and ANN | 94.55 | 81.25 | 96.43 | 92.28 | 81.00 | 82.36 | 93.48 | 79.84 | 85.26 | 89.38 | 76.12 | 91.29 |
| 4   | Ant colony algorithm and ANN | 98.89 | 98.25 | 98.20 | 98.89 | 93.75 | 94.15 | 98.34 | 86.96 | 92.35 | 89.19 | 82.31 | 93.42 |
| 5   | Genetic algorithm ANN | 98.34 | 96.96 | 97.35 | 99.19 | 92.31 | 93.42 | 98.89 | 87.75 | 95.02 | 89.70 | 83.59 | 94.04 |

DISCUSSION

The combination of genetic algorithm and artificial neural network algorithm has the best output. As shown in Table 4, the output of the proposed algorithm performed better than two similar algorithms.

Table 4: Comparison of the proposed algorithm with similar tasks

| Row | Comparison | Accuracy |
|-----|------------|----------|
| 1   | Genetic algorithm and ANN | 95.02% |
| 2   | [13]       | 93.05%   |
| 3   | [14]       | 94.65%   |

Extraction of predictive model in medical data with two indicators of accuracy and high interpretability is very important in increasing the accuracy and speed of diagnosis by specialists [15]. In this paper, a combined model of genetic algorithm and neural network is presented to determine the factors affecting the diabetes data set and produce a predictable model with high interpretability. In this study, it was shown that the neural network algorithm is a suitable model for disease diagnosis.

The proposed model is used for the following reasons: (1) The proposed model, by using data mining algorithms, significantly reduces the cost of diagnosing diseases. (2) In most cases, the doctor cannot say with complete certainty whether people have gestational diabetes or not, but the proposed model can be a great guide for the doctor so that he can comment more clearly based on an intelligent response.

Given the importance of diagnosing gestational diabetes, today advances in technology and innovations have led to significant results in the health sector, and researchers using the various algorithms mentioned in this article, with the help of physicians in detecting and controlling diseases were useful.

It is important to diagnose diabetes as soon as possible. In intelligent systems, one of the important applications of data mining techniques is related to the diagnosis of diseases. Automatic diagnostic systems, with the help of medical data, can shorten the diagnosis time, reduce the possible error of experts and make the details more accurate. In this paper, a combined neuro-genetic model is presented to provide a diagnostic model from medical data. The goal was to achieve a predictable model with high interpretability.

The effectiveness of the proposed method on the diabetes dataset was evaluated. This dataset contains 176 records containing information on people with diabetes and 401 records containing information on non-diabetics. Despite the imbalance between positive and negative samples of this dataset, the best output on the test data achieved 95.02% accuracy, 98.80% sensitivity, 87.75% specificity, PPV99.7%, NPV 83.05% and f-measure 94.04%. The proposed model has reached this output using 8 features. Also, according to the proposed model and
the reliability of differentiation between healthy and sick people according to NPV and PPV criteria, the proposed model can be used in the construction of medical decision-making systems.

**CONCLUSION**

Gestational diabetes can become a chronic disease if not diagnosed early. Diagnosing gestational diabetes in the early stages of the disease can dramatically prevent mortality. Definitive treatment of cancer is possible with early detection. So far, various methods based on meta-innovative algorithms, artificial neural network for diagnosing gestational diabetes have been proposed. The best model for diagnosing this disease is the one with the highest accuracy. In this study, a model for diagnosing gestational diabetes was presented based on artificial neural network algorithm and genetics. Evaluations were performed on the UCI Pima dataset. According to the results, the proposed model was more accurate than similar algorithms and other models.
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