Segmentation of store customers to increase sales using ABC-XYZ-analysis and clustering methods
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Abstract. To manage interaction with customers, it is necessary to divide them into groups depending on their buying activity. For this, the author uses segmentation (ABC and XYZ analysis) and clustering (K-means, X-means, Expectation-Maximization) methods in the intelligent software platform RapidMiner Studio. For calculations, data on sales of a store selling auto parts are used. The author notes such features of the trade in truck parts as the seasonality of maintenance and the irregularity of purchases in comparison to general-purpose goods, which affect the choice of the time interval in sales data. The ABC-XY-analysis showed that it is better to use only the results of the ABC analysis, taking into account the volume of purchases, and the XYZ-analysis based on the analysis of the frequency of purchases gives the wrong result due to the seasonality of purchases. The results of clustering using K-means and X-means methods are almost the same, but their disadvantage is that 95% of customers are classified as the cluster with the worst purchasing activity, and this separation cannot be used for marketing purposes. The Expectation-Maximization method gave the best division of the client base into clusters.

1. Introduction
Modern intelligent information technologies allow solving many data analysis tasks to improve business efficiency and support decision making [1]. Using intelligent technologies, you can analyze large amounts of data from various sources, identify patterns and predict economic performance. These tasks include analysis and forecasting of foreign economic activity, inventory management, customer basket analysis, and others [2-6].

Dividing customers into groups to study buying patterns and optimize customer experience is also an intellectual task. There are various methods and approaches to solving this problem. For example, the methods of customer segmentation based on joint ABC and XYZ analysis [7]. Clustering methods divide customers according to different criteria into an arbitrary number of clusters. The most popular method is K-means and its modified versions [8-11].

We will divide the customer base of the retail store, which sells parts for trucks, into groups. The peculiarities of the trade in goods for cars is the seasonality of technical maintenance of equipment, the amount of buyers' checks can vary by an order of magnitude, there is a fairly large interval between purchases compared to goods of general consumption. Therefore, the task is to use various methods of segmentation and clustering, analyze the results and choose the appropriate option.

To analyze the client base, we will use the RapidMiner Studio analytical system, which is an intelligent platform for analyzing a large amount of data.
2. Material and methods

The simplest and most popular method of customer segmentation is ABC-analysis, conducted on the Pareto principle - 20% of the effort gives 80% of the profit. The essence of ABC-analysis is to divide the customer base into categories depending on the percentage of the customer’s purchases to the total sales:

- Category A – 80%;
- Category B – 15%;
- Category C – 5%.

Working with category A customers is a priority for the company, category B customers are a middle level, and you should not waste time working with group C customers.

To conduct an ABC-analysis of the customer base for each customer, you should calculate the amount of purchases for the selected period, the share of sales from the total sales with a cumulative total, and based on the obtained values, each customer belongs to a certain category.

Often, ABC analysis is supplemented with XYZ analysis based on the segmentation of objects by the values of the coefficient of variation:

\[ V = \frac{1}{\bar{x}} \left( \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2 \right)^{1/2} \]

where \( \bar{x} \) is the average value of the studied indicator; \( x_i \) is the value of the studied indicator for the period \( i \); \( n \) is the number of considered time periods.

If the values of the studied indicator are stable and take values close to the average value, then the coefficient of variation will be small. Buyers are divided into groups depending on the value of the coefficient of variation as follows:

- Group X – from 0 to 10%;
- Group Y – from 10 to 25%;
- Group Z – over 25%.

For example, the results of the ABC-analysis by the volume of customer purchases can be combined with the results of XYZ-analysis, which segments customers by the frequency of purchases made. As a result, there are 9 groups of customers, each of which should have its own management policy.

The disadvantage of using XYZ-analysis is its overestimation of the coefficient of variation due to seasonality or other reasons for unevenness in purchases. In this case, many regular customers with a large volume of purchases may fall into group Z, which will give incorrect results. The same problem can arise when segmenting the customers of the considered auto parts store for trucks.

In the methods above, the number of segments into which the customer base is split is known in advance. In cluster analysis, the number of groups into which a given set of objects should be divided is not known, and also the rules for assigning an object to a specific group are not known. Therefore, the clustering task belongs to the tasks of Data Mining, the solution of which is associated with the search for new data or patterns in a large array of source data. The advantage of cluster analysis is to divide objects into groups by sets of features of various types.

In general, the clustering problem is formulated as follows: the set of objects X is described by a set of parameters. It is necessary to divide it into disjoint sets (clusters) containing similar objects. The values of the object parameters by which the objects are divided into classes are not known. The number of clusters can be specified or they need to be found.

The solution to the clustering problem is ambiguous and depends on the chosen metric of the proximity distance of objects \( \rho \). The Euclidean distance is often used as a metric:

\[ \rho(p,q) = \left( \sum_{k=1}^{n} (p_k - q_k)^2 \right)^{1/2} \]

where \( n \) – the number of object parameters; \( p_k \) and \( q_k \) - values of the parameter \( k \) of objects \( p \) and \( q \).

In clustering theory, there are a large number of algorithms that are divided into hierarchical and non-hierarchical methods. In turn, the hierarchical group includes agglomerative methods, when
clusters are created by sequentially combining individual objects or their clusters into larger ones, and divisive methods, when new clusters are formed by sequentially dividing large clusters into smaller ones. Clustering can be performed based on the maximum, minimum, or average distance.

The algorithms of non-hierarchical methods divide the source objects into \( k \) clusters, which are characterized by a dense location near some central points. The most popular are:

- **k-means** – clusters are formed near centroids. The operation of the k-means algorithm includes the following steps:
  1. Setting the number of clusters \( k \).
  2. Randomly, in the original set of objects, \( k \) objects are selected which are considered to be the centers of the clusters.
  3. Distances from each object to the centers of the clusters are calculated by formula (2).
  4. Each object belongs to a cluster whose distance is the smallest.
  5. The cluster centroids are defined for each cluster. Each centroid coordinate is calculated by the formula:

\[
\overline{x}_i = \frac{1}{m} \sum_{j=1}^{m} x_{ij};
\]  

where \( \overline{x}_i \) is the coordinate \( i \) of the centroid, \( i \in [1, n] \); \( n \) is the number of coordinates (parameters of objects); \( x_{ij} \) is the value of the attribute of the \( j \) object, \( j \in [1, m] \); \( m \) is the number of objects.

Centroids become new cluster centers and steps 3-5 are repeated. The algorithm stops if he coordinates of the centroids and cluster objects have not changed.

- **k-mediods** – clusters are formed near the medoids (the coordinates of the centroids are shifted to the nearest object). The center of the cluster is necessarily one of the objects. In this case, the algorithm will be as follows:
  1. Setting the number of clusters \( k \).
  2. \( k \) objects are randomly selected, which are considered to be the centers of clusters.
  3. Each of the remaining objects belongs to the cluster, the distance to the center of which will be minimal:

\[
\rho(p, q) = \sum_{k=1}^{n} |p_k - q_k|;
\]  

where \( p_k \) and \( q_k \) are values of the parameter \( k \) of the objects \( p \) and \( q \); \( n \) is the number of parameters of the objects.

4. The object \( m \), which is the center of the cluster, is replaced by the object \( o \), which is included in the cluster. In this case, the penalty function is calculated as the sum of the distances, which should be minimized:

\[
\text{cost}(x, md) = \sum_{j=1}^{m} |x_j - md|;
\]  

where \( \text{cost}(x, md) \) is the penalty function; \( x_j \) - the value of the attribute of the object \( j \), \( j \in [1, m] \), \( m \) is the number of objects in the cluster; \( md \) is the value of the medoid attribute.

If the function (5) is incremented, the objects do not change. If the function (5) has decreased, then steps 3 and 4 are repeated. The process stops if no changes have occurred in the set of centroids.

- **EM (Expectation-Maximization)** – based on the maximum plausibility of parameters. The basic procedure of the EM algorithm includes two steps:
  1. E-algorithm (Expectation step) - the expected value of the likelihood function is determined by the formula:

\[
z_{ij} = \frac{p(x_j \mid y_i)p(y_i)}{p(x_j)};
\]  

\[j \in [1, m], m \] is the number of objects in the cluster; \( x_j \) is the value of the medoid attribute.
where \( p(x_j \mid y_i) \) is the probability of occurrence \( x_j \) in the cluster \( y_i \); \( p(y_i) \) and \( p(x_j) \) - probability of occurrence \( y_i \) and \( x_j \); \( z_{ij} \) - probability of finding object \( j \) in cluster \( i \).

2. M-algorithm (maximization step) - the maximum likelihood is estimated using the formula:

\[
u_i = \frac{\sum_{j=1}^{d} z_{ij} x_j}{\sum_{j=1}^{d} z_{ij}}.
\]

The EM algorithm works until the increment of the likelihood function becomes less than the specified value.

In practice, various heuristic or statistical functions are used to compare the results of clustering. For example, the average intra-cluster distance is often used, which should be minimal:

\[
Q = \frac{1}{k} \sum_{i=1}^{k} \sum_{p, q \in C_i} \rho(p, q) \to \min; \tag{8}
\]

where \( Q \) is the intra-cluster distance; \( k \) – number of clusters; \( \rho(p, q) \) - the distance between two objects \( p \) and \( q \) of the \( C_i \) cluster.

3. Results and Discussion

We will analyze the customer database of a store selling auto parts for trucks, containing data on sales made by 560 customers. For this, data processing scripts were created in the analytical system RapidMiner Studio.

First, we will conduct an ABC analysis by sales volume, as a result of which 97 buyers will be classified as category A, 146 buyers in category B, and 317 buyers in category C. Thus, 17.3% of customers from the total number of customers of the store provide 80% of the profit, 26.1% of customers – 15% of the profit and 56.6% of customers-only 5% of the profit, i.e. about half of the customers make purchases for small amounts. Group A mainly includes commercial organizations and individual entrepreneurs who have several trucks, in groups B and C - more individuals.

Sales of auto parts depend on the season, commercial organizations usually carry out maintenance of the machines immediately for all equipment. Therefore, the XYZ analysis taking into account the frequency of purchases gives the wrong result (Table 1). A large group of buyers who shop for both large and small amounts is in category Z. Using the results of the XYZ analysis will lead to erroneous management of customer interactions.

| Table 1. ABC-XYZ-analysis results. |
|---|---|---|---|
| X | Y | Z | Total |
| A | 1 | - | 96 | 97 |
| B | 10 | - | 136 | 146 |
| C | 132 | 11 | 174 | 317 |
| Total | 143 | 11 | 406 | 560 |

Due to the specifics of car parts sales, we will highlight three parameters in the sales dataset that characterize customer purchases to which we will apply clustering methods:

- Parameter 1 – The amount of purchases for the year, rub;
- Parameter 2 – The number of unique products purchased in a year;
- Parameter 3 – Number of purchases per year.

In many clustering statements in RapidMiner Studio, you need to specify the number of resulting clusters, so first we will perform clustering using the X-Means operator, which heuristically determines the number of clusters. It turned out three clusters, including 529, 26 and 5 buyers (Table
2), the cluster tree is shown in Figure 1.

**Table 2.** Parameters of cluster centroids using the X-Means method.

| Cluster | Parameter 1 | Parameter 2 | Parameter 3 | Number of customers | Average distance to cluster center |
|---------|-------------|-------------|-------------|---------------------|-----------------------------------|
| Cluster 0 | 21371.252   | 6.824       | 2.055       | 529                 | 1.83                              |
| Cluster 1 | 297122.692  | 72.231      | 9.192       | 26                  | 1.42                              |
| Cluster 2 | 817254.862  | 253.800     | 19.800      | 5                   | 3.72                              |

**Figure 1.** X-Means Cluster Tree.

The results of clustering using the K-means method (Table 3) almost coincided with the results of clustering using the X-Means method, and the application of the EM method gave a completely different division into clusters (Table 4).

**Table 3.** Parameters of cluster centroids using the K-Means method.

| Cluster | Parameter 1 | Parameter 2 | Parameter 3 | Number of customers | Average distance to cluster center |
|---------|-------------|-------------|-------------|---------------------|-----------------------------------|
| Cluster 0 | 21844.100   | 6.951       | 2.072       | 531                 | 1.86                              |
| Cluster 1 | 351820.512  | 82.000      | 9.538       | 26                  | 1.58                              |
| Cluster 2 | 790102.000  | 311.333     | 25.667      | 3                   | 2.67                              |

**Table 4.** Parameters of cluster centroids using the EM method.

| Cluster | Parameter 1 | Parameter 2 | Parameter 3 | Number of customers | Probability of belonging |
|---------|-------------|-------------|-------------|---------------------|--------------------------|
| Cluster 0 | 282282.388  | 73.834      | 8.132       | 49                  | 0.99                      |
| Cluster 1 | 30850.195   | 9.879       | 2.707       | 261                 | 0.99                      |
| Cluster 2 | 3578.269    | 1.886       | 1.242       | 250                 | 1                        |

Let’s compare the results:
- Application of clustering methods X-Means, K-Means, and Expectation-Maximization gave the number of buyers with the best activity 5, 3, and 49, respectively;
the largest number of buyers under the X-Means and K-Means methods is assigned to the group with the worst activity – 529 and 531, which is 95% of the total number of buyers. On average, these customers visit the store twice a year and buy 7 different products;

- according to the EM clustering method, customers with the worst purchasing activity visit the store once a year and buy 1-2 products. There are 250 such clients (45% of the total number).

4. Conclusion

Thus, the buyers of the truck auto parts store were divided into clusters by means of segmentation and clustering methods in the analytical system RapidMiner Studio. According to ABC analysis, customers are divided into groups containing 97, 146 and 317 customers, according to the volume of purchases. Due to the unevenness and seasonality of the purchases made, the XYZ analysis gave an incorrect result.

The clustering results obtained using the K-means and X-means methods cannot be used to manage customer interaction, because 95% of customers are assigned to one cluster. The best division of the customer base was provided by the Expectation-Maximization method, according to which the group with the best buying activity included 49 buyers, the group with the average - 261 and the worst - 250 buyers.
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