A first proof of principle booster setup for the MADMAX dielectric haloscope
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Abstract Axions and axion-like particles are excellent low-mass dark matter candidates. The MADMAX experiment aims to directly detect galactic axions with masses between 40 and 400 µeV by using the axion-induced emission of electromagnetic waves from boundaries between materials of different dielectric constants under a strong magnetic field. Combining many such surfaces, this emission can be significantly enhanced (boosted) using constructive interference and resonances. We present a first proof of principle realization of such a booster system consisting of a copper mirror and up to five sapphire disks. The electromagnetic response of the system is investigated by reflectivity measurements. The mechanical accuracy, calibration process of unwanted reflections and the repeatability of a basic tuning algorithm to place the disks are investigated. We find that for the presented cases the electromagnetic response in terms of the group delay predicted by one-dimensional calculations is sufficiently realized in our setup. The repeatability of the tuning is at the percent level, and would have small impact on the sensitivity of such a booster.

1 Introduction

Many astrophysical observations indicate the existence of cold dark matter (CDM) – a non-radiating and weakly interacting matter also present in our galaxy [1]. The axion is an excellent candidate to make up CDM [2–12], while it has been originally proposed to solve the strong CP-problem [13–15]. The cosmological production of the observed abundance of axion dark matter depends on whether the Peccei–Quinn (PQ) symmetry is broken before or after cosmic inflation. Matching this abundance with the observed dark matter abundance gives a prediction for the axion mass. While in a pre-inflationary scenario the axion mass \( m_a \) is relatively unconstrained below \( m_a \lesssim 10^{-2} \text{ eV} \) [16], the post-inflationary symmetry breaking scenario restricts it to roughly \( 20 \mu \text{eV} \lesssim m_a \lesssim 200 \mu \text{eV} \) [7, 8, 17–20].

Several experimental efforts are underway to directly probe galactic axions; for a review cf. [16, 21, 22]. Most approaches rely on the conversion of axions to photons under a strong magnetic field, which can be resonantly enhanced by a cavity [23, 24]. Since dark matter moves non-relativistically, the frequency \( \nu \) of the converted photons is set by the axion mass up to small velocity corrections \( \sim 10^{-6} \nu \). Most notably, the ADMX collaboration has excluded QCD axion models for most masses between 2.7 and \( \sim 3.3 \mu \text{eV} \) with this approach [25], but also other experiments such as HAYSTAC [26] provide some of the most sensitive limits. At higher masses one needs to reduce the volume of resonant cavities to still match the wavelength of the converted photons. In addition, higher frequency cavities typically have lower quality factors. Both effects decrease sensitivity of cavity experiments for increasing \( m_a \). Hence, a variety of different concepts to generalize the cavity setup to use higher modes in larger volumes have been proposed and are being prototyped, such as cavities with multiple coupled cells, e.g. pizza cavities [27] or RADES [28], cavities with dielectrics, e.g. [29, 30], or simply the idea to scan in parallel with multiple separate cavities, e.g. ORGAN [31].

An alternative approach to cavity setups is the dish antenna [32]. Placing a metal mirror inside a strong magnetic field, CDM axions can convert to electromagnetic radiation on its surface. This generates an emitted power of \( \sim 10^{-27} \text{ W m}^{-2} \) for a magnetic field of 10 T, independent of the axion mass. While this allows for a broadband measurement at high masses, the emitted power is still not enough to reach competitive sensitivities with realistic setups.

The recently proposed dielectric haloscope [33–35] brings together both approaches by placing multiple dielectric disks in front of a metal mirror (booster). In this case each dielectric disk coherently emits electromagnetic radiation, which can interfere constructively within the setup and excite res-
onances between the disks including the mirror. These two effects give rise to the power boost factor $\beta^2$, which is defined in vacuum as the ratio between the power emitted by a dielectric haloscope\(^1\) and the power emitted by only the same mirror without dielectric disks. The boost factor is a function of frequency $\beta^2(\nu)$ and can be tuned to a specific frequency band by changing the distances between the disks. The signal from such a dielectric haloscope can then be steered by a focusing mirror into an antenna, cf. Fig. 1.

The recently proposed MADMAX (MAgnetized Disk and Mirror Axion eXperiment) is a dielectric haloscope for the mass range between 40 and 400 GeV. It consists of up to 80 lanthanum aluminate disks\([33,36]\). Its power boost factor is designed to reach $\beta^2 \gtrsim 10^4$ over a bandwidth of $\sim 50$ MHz. This leads to an emitted power of

$$P_\gamma = 1.6 \times 10^{-22} \text{ W} \left( \frac{\beta^2}{5 \times 10^4} \right) \left( \frac{A}{1 \text{ m}^2} \right) \left( \frac{B_e}{10^4 \text{ T}} \right)^2$$

\(1\)

$$\times \left( \frac{|C_{ay}|}{\Gamma} \right)^2 \left( \frac{\rho_a}{0.45 \text{ GeV cm}^{-3}} \right),$$

\(2\)

where $A$ is the disk area, $B_e$ is the external magnetic field parallel to the disk surfaces, $|C_{ay}|$ is a model-dependent coupling constant proportional to the axion–photon coupling $g_{ay}$ as defined in\([35]\), and $\rho_a$ is the local dark matter density made up by axions. For the KSVZ\([37,38]\) and DFSZ\([39,40]\) benchmark axion models $|C_{ay}|$ is $\sim 1.9$ and $\sim 0.7$, respectively. In order to cover a broad mass range, the disk positions of the final booster will be changed iteratively to scan different mass bands during a measurement procedure over several years. More detailed sensitivity estimates also in comparison with other experiments are presented in\([36]\).

It is important to demonstrate that such a booster system with the desired electromagnetic properties can actually be realized. This is limited by the obtainable mechanical accuracy and systematic effects, such as unwanted reflections on the receiving antenna. In addition, it is essential to understand the implications of tuning the disk positions, for example by employing optimization schemes to match the predicted electromagnetic responses. In this work we present a first proof of principle for such a booster setup. We evaluate systematic uncertainties and demonstrate basic tuning algorithms, as well as their impact on the power boost factor.

To identify relevant observables we first briefly review the one-dimensional (1D) model of a dielectric haloscope, and then introduce the details of our experimental booster setup containing at present up to five sapphire disks and a copper mirror. After discussing systematic limitations, we describe the tuning of the setup and consequences of the systematic uncertainty on the power boost factor.

2 Electromagnetic response model

A detailed 1D model of such a booster using transfer matrices has been discussed in\([35]\). Such 1D transfer matrices are implemented in circuit simulators such as Advanced Design System (ADS)\([41]\). We show the circuit representing our proof-of-principle setup in Fig. 2. The emission of electromagnetic radiation from the disk surfaces arises from the compensation of the discontinuity of an axion-induced electric field on the surfaces of the disks. Between two media this discontinuity is explicitly

$$\Delta E_u(t) = -\left( \frac{1}{\epsilon_1} - \frac{1}{\epsilon_2} \right) g_{ay} B_e a_0 \exp \left( -i \frac{m_a c^2}{\hbar} t \right),$$

\(3\)

where $\epsilon_1, \epsilon_2$ are the dielectric constants of the media, $a_0$ is a normalized absolute amplitude of the axion-field, $c$ is the speed of light, $\hbar$ is the reduced Planck constant and $t$ is time. In the circuit simulator this discontinuity corresponds to a voltage drop between transmission-lines and can therefore be modeled using voltage sources at the disk surfaces.

While the emitted radiation is caused by the axion field, their propagation throughout the system follow the same physical laws as for an external test beam, which is reflected by the booster, i.e., an external signal can excite the same resonant modes inside the booster as the axion-induced signal. Therefore, the reflectivity $\Gamma$ of the haloscope is correlated with the boost factor $\beta^2$. While the boost factor cannot be measured directly, the measured reflectivity can be directly compared with expectations from simulation to infer the boost factor and guide the tuning of the dielectric haloscope.

\(^1\) In this work we take antenna efficiency and reflection effects into account for this power.
Fig. 2 One-dimensional (1D) model representation in Advanced Design System (ADS) [41]. ’Z’ is the impedance in $\Omega$, ‘Eps’ is the dielectric constant, ’L’ is the length, and ’TanD’ is the loss tangent of the respective element. a Model of a dielectric disk (‘subcircuit_disk’). The discontinuity of the axion-induced field on the disk surfaces is implemented with voltage sources (’V_AC’). The copper mirror (‘subcircuit_metal’) is modeled analogous. b Booster model combining many dielectric disks. The mirror sub-circuit is analogous to the disk. c Antenna model. For simplicity we use a power splitter diverting some of the power received by the antenna to the S-parameter data block (’SnP’) where the measured antenna reflectivity can be included in the model. For details cf. Sect. 4.2

when changing the disk positions. In an ideal lossless booster the magnitude of the reflectivity will always be unity. Therefore, it is easier to use the phase $\Phi$ of the reflectivity rather than its absolute magnitude for frequency tuning. In practice we use the group delay $\tau_g = -d\Phi/d\omega$, where $\omega = 2\pi v$ is the angular frequency. Qualitatively, the group delay can be understood as the mean retention time of reflected photons within the booster. Thus, peaks in the group delay frequency spectra map out resonances. An example for the correlation between boost factor and group delay is explicitly shown in Fig. 3 where we compare group delay and boost factor for a set of four equally spaced disks at $d = 8$ mm distances in front of a perfect mirror. The group delay peak at $\sim 22$ GHz correlates with the one from the boost factor from the 1D calculation. The other peaks correspond to other resonant frequencies of the system where the emission from the individual disks, however, interferes destructively. This is analogous to the modes in resonant cavities that do not couple to the axion-induced field.

3 Experimental setup

We show a sketch of our experimental realization of such a booster in Fig. 4. The proof of principle booster consists of up to five sapphire disks placed in front of a copper mirror. The disks have a dielectric constant of $\epsilon \approx 9.4$ perpendicular to the beam axis (crystal C-axis), a thickness of $1 \text{ mm} \pm 10 \mu \text{m}$,
and a diameter of 20 cm. Each disk is mounted on a holder connected to its own DC motor (PI L-220.70DG [42]). The motors are equipped with a position encoder and change the disk positions with a precision of less than a µm. The tilt of the disks are adjusted at the mrad level by using tilting stages on the disk holders. The tilts are manually optimized to maximize the measured absolute reflectivity of the booster. The disk holders slide on rails which have been aligned such that they are parallel up to ∼100 µm over a length of ∼0.5 m [43]. To determine the temperature of the setup, Pt-100 sensors are placed at the metal frame, on the backside of the copper mirror, and in the air above the disks.

To determine the electromagnetic response of this booster we measured the phase and amplitude of a reflected microwave signal in the frequency range of 10–30 GHz using a Vector Network Analyzer (VNA). It is connected to a rectangular horn antenna (A-INFOLB-42.25 [44]) facing a 90° off-axis parabolic aluminum mirror with a diameter of ∼30 cm. The effective focal length of this mirror is ∼15 cm, such that the focal point lies within a few cm at the antenna waist.

By modifying the tilt and position of the parabolic mirror we centered the resulting beam shape on the disks and minimized its incident angle. We adjusted the alignment of the beam without sapphire disks installed. To this end, we distorted the beam from different transverse sides with a rectangular metal reflector. If the beam is symmetric and centered, this leads to approximately the same change in the reflected signal. The accuracy of this method is better than ∼1 cm for the transverse position of the beam.

The reference plane of the VNA has been calibrated to the connector end of the horn antenna. By taking a reflectivity measurement without any dielectric disk installed, we measured the transmission coefficient between the coax connector end and the copper disk, including diffraction losses and the transmission factors of the antenna-parabolic-mirror assembly. Assuming a lossless copper mirror, we obtained the reflectivity of a booster, i.e., a system including disks, by dividing its measured reflectivity with this factor.

4 Systematic limitations

The precision at which this system can be adjusted to a certain boost factor is limited by the mechanical precision of the setup and systematic microwave effects, such as unwanted reflection and losses. In this section we survey these effects.

4.1 Mechanical stability

The mechanical stability of the system is limited by vibrations from the surrounding, as well as long term displacement effects during measurement caused, for example, by temperature changes.

![Fig. 5 Effect of mechanical deformation of the proof of principle setup over a long-term measurement with a single disk and mirror. a Measured temperature as a function of time. b Measured frequency of the 7th harmonic of the group delay peak as a function of time. c Measured group delay peak frequency and corresponding position deviation after subtracting variations on the time scale of an hour.](image)

We investigated the long-term mechanical stability of our proof of principle setup by observing a resonant group delay peak of a single disk and mirror system. Figure 5 shows the result of a long-term measurement where the sapphire disk was placed ∼5 cm apart from the mirror without any motor movements. (a) shows the mean of all measured temperatures as a function of measurement time. (b) shows the frequency position of the group delay peak of the 7th harmonic from the resonance between the sapphire disk and copper mirror at ∼21 GHz. (c) shows the short-term fluctuations in (b). We obtained the residual short-term fluctuation by subtracting a smoothed version of (b), which has been obtained by applying a Gaussian filter with one hour standard deviation. The frequency stability is mainly limited by temperature effects of ∼2 MHz K⁻¹, corresponding to a dependency of the disk position of (∼5 ± 3) µm K⁻¹ [45] consistent with the expected thermal expansion of the motor rods. This value slightly varies with motor and motor position, thus the systematic uncertainty is conservative. Frequency analysis of the displacements over time reveal that the residual variations can be attributed to vibrations such as table movements. They leave the group delay peak stable well below the MHz scale. The accuracy of the disk alignment is limited by the precision of the motors and the mechanics of the disk holders. We determined the reproducibility of positioning individual disks by repeatedly placing a single sapphire disk to a predefined position now ∼8 mm apart from the mirror. The measurement revealed a mechanical hysteresis on the order of ∼2 µm positioning difference depending whether the motor is placed from a higher or lower position. When mitigating this effect by placing the disk always from the same side, the group delay peak position was reproduced within a standard deviation of ∼1.5 MHz. This corresponds
to position errors of the order of $\sim 0.7 \mu m$ in this case. This is still well within the needed accuracy for a boost factor bandwidth of 250 MHz even for 20 and 80 disk systems where both $\mathcal{O}(10 \mu m)$ is required, cf. [35,36].

4.2 Unwanted reflections

An important systematic effect on the measurement of the electromagnetic response results from unwanted reflections on the antenna. Figure 6 shows the time domain responses for a setup with four disks in front of the mirror. The booster reflectivity is essentially described by an exponential decay in time domain corresponding to its resonant behaviour. The time scale for the exponential decay increases when making the system more resonant, e.g. by adding more dielectric disks. The time domain data is shifted such that the reflection on the front-most disk of the booster happens at $t_0 = 0$. The other peaks can be identified according to the time they occur. The time between two such peaks is $\sim 6$ ns. This roughly corresponds to twice the distance between the antenna-coax-connector and the booster of $\sim 90$ cm and increases accordingly, if the booster is moved farther away from the antenna. The peak at $\sim -6$ ns corresponds to an internal reflection inside the antenna back to the VNA, mainly arising from the cutoff frequency of the waveguide section at around $\sim 14$ GHz. The peak at $\sim 6$ ns corresponds to the reflection off the antenna back to the booster. This reflection repeats every other $\sim 6$ ns since a reflected signal may be back-reflected once again. For a low number of disks we can filter out this higher order reflection in time domain by simply multiplying with a window function (time gating). For more resonant systems the main peak stretches over a longer time period and begins to overlap with the unwanted reflection. In addition, the axion-induced signal may only be done with a reflected signal, which can be related to the phase of the input signal over a broad frequency range. The axion signal cannot be time gated since it is continuous in time, oscillates in a narrow frequency band within a few kHz and its phase is unknown.

Figure 7 shows the effect of the first order reflection on the group delay and the boost factor as opposed to the ideal case shown in Fig. 3. The longer runtime of the reflected signal compared to the main signal causes a phase difference between them, which changes linearly with frequency. Depending on frequency the interference is constructive or destructive, which adds an additional sinusoidal structure (ripples) to the frequency spectra of the group delay and the boost factor. This changes the shape of the group delay peaks. When fitting the group delay of an ideal 1D model with the disk positions as free parameters to such data, the predicted boost factor would therefore end up at the wrong frequency. The distance between the antenna and the booster defines the frequency difference between neighbouring ripples and thus the maximum frequency shift this effect may cause. For our distance of around $\sim 90$ cm this shift is at the order of $\sim 200$ MHz.

For these reasons, we minimized the reflections in the setup by screening reflective parts of the antenna with crumpled copper foil and maximizing the diameter of the parabolic mirror. This could reduce some of the reflections by up to a factor $\sim 4$. The residual reflection coefficient of the antenna $\Gamma_A$ was separately measured and included in the electromagnetic model, which we compare later with our measurements. $\Gamma_A$ can be obtained measuring the reflectivity only with the copper mirror and without dielectric disks installed. By applying a gate in time domain around the peak of the antenna reflection at $\sim 6$ ns to the measured reflectivity, we can infer the antenna reflectivity assuming the copper mir-
ror is lossless. This reflectivity can be directly included into the 1D model afterwards. For simplicity we only include the reflectivity as seen from outside the antenna rather than the reflectivity from inside and transmission factors as in a full antenna model. We do this by adding a power splitter\(^2\) that diverts some of the reflected power to a reflective element. Its reflectivity is set such that the total reflectivity of our antenna model in Fig. 2c is \(\Gamma_A\).

We tested these improvements by measuring the group delay of the same booster, but at varying distance from the antenna over more than the range of a full wavelength. Afterwards, we fit the data with the model including the unwanted reflections. We find that when changing the distance the boost factor maximum frequency is shifted by less than 20 MHz [45]. This is still much smaller than the full-width-half-maximum (FWHM) of, for example, the boost factors shown in Figs. 3 and 7, which have a FWHM of \(\sim 150\) MHz. Notice that this limitation can be in principle further improved by placing the antenna farther away from the booster, since this decreases the distance between the frequencies of the ripples on the group delay.

### 4.3 Losses and other effects

There are various ways electromagnetic power can dissipate in a dielectric haloscope, including dielectric loss, diffraction, tilts, and surface roughness of the disks. For small losses we can parametrize those using the usual loss tangent \(\tan \delta\) in the 1D model. To first order these reduce the total power in the system, i.e., the power boost factor and the absolute reflectivity. Therefore, the absolute reflectivity may be used in a later stage to calibrate the losses in the system and predict their impact on the power boost factor. This will in particular lead to a more realistic estimate of the boost factor amplitude. However, in addition losses affect the phase of a propagating electromagnetic wave. Therefore, they can also cause changes in the group delay and even lead to negative group delay peaks [46, 47].

By minimizing losses from tilts and only considering a system with up to five sapphire disks, we ensured the above losses are small enough\(^3\) such that the lossless model can still approximately reproduce the measured group delays. In the following we will not consider the systematic effects caused by various loss mechanisms and focus on the task to tune the booster, i.e., we will compare our measurements to an ideal lossless model. While this does not take into account systematic effects in 3D and from losses, it is sufficient to evaluate the alignment reproducibility of the real setup. It also lets us assess to what extend the behaviour of the electromagnetic response as a function of disk spacings is as expected from the idealized model. First results on the impact of diffraction losses on dielectric haloscopes from 3D simulations are available [48] and more detailed studies are underway.

### 5 Tuning

Since different axion masses correspond to different frequencies, the boost factor needs to be tuned over the frequency range of interest during the axion search. We demonstrate such tuning can be achieved with up to five equidistant disks using the following tuning procedure: First, the disk positions corresponding to the desired boost factor are calculated with the 1D model, along with the corresponding group delay of the reflectivity. Then, the disk positions in the setup are adjusted by an optimization algorithm in order for the group delay to match the prediction. In the last step we test this tuning procedure by fitting the model to the measured data to infer the systematic uncertainty on the boost factor arising from tuning.

In the first step, we adjust the boost factor to the right frequency band only within the model. This can be done numerically by optimizing the disk spacings in the simulation such that the desired boost factor is obtained. For simplicity here we do not optimize the disk positions, but consider configurations where all disks are at the same distance \(d\). Figure 8 shows how the boost factor and group delay change for a four disk booster as a function of \(d\). By tuning \(d\) between 6 and 8 mm the boost factor can be tuned over a frequency range between 22 and 28 GHz.

In the second step we aim for aligning the real disk positions in the experimental setup such that it produces the simulated boost factor. However, simply placing the disks at the distances predicted from the 1D model and relying on the simulated boost factor is not the most feasible solution.

---

\(^2\) We set the transmission factors \(S_{21} = S_{31} = 1/\sqrt{2}\), which leads to an antenna efficiency of 50\% in the model.

\(^3\) Corresponding to \(\tan \delta \lesssim 10^{-2}\) in the 1D model.
Effects such as disk bending, surface roughness, or variations in the dielectric constant may change the phase depths of each region and therefore contribute to the systematic uncertainty on the boost factor. Thus, it is more straightforward to optimize the electromagnetic properties of the system directly. Since the boost factor itself cannot be measured, we therefore align the disk positions such that the measured group delay matches the simulated group delay. It is related to the boost factor as described in Sect. 2.

The error function for such an optimization is the sum of the squared differences between the measured and desired group delay data points as a function of frequency. Each evaluation corresponds to a realignment of disk positions and a measurement of the reflectivity. Therefore, we use gradient-free optimization algorithms that minimize the number of evaluations, while trying to be robust against local minima. Various optimization algorithms [49–51] lead to consistent results, with small differences observed in the number of error function calls and convergence. As a convergence criterion we require changes of the motor positions of less than a μm between subsequent iterations.

We evaluate the reproducibility of the system response by repeatedly performing such an algorithm using uniformly distributed randomized starting positions within 100 μm. Figure 9 shows the differences in the final motor positions

![Fig. 9](image)

Fig. 9 Final disk spacings after optimizing the actual physical disk positions for the four disk setup for ~ 200 times. \(d_1\) refers to the spacing between the copper mirror and the first disk, \(d_2\) the following spacing, and so on. \(\Delta d_i\) is the difference of the final spacing \(i\) compared to its mean. The diagonal subplots show the histogram of final disk spacings, the off-diagonal subplots show scatter plots illustrating the correlation between different gaps. The gray lines indicate \(\Delta d_2 = -\Delta d_1\) and \(\Delta d_1 = -\Delta d_4\).

when running the frequency tuning procedure for ~ 200 times using the same calculated boost factor function with four disks and 8 mm disk spacings. The correlations show that there exists degeneracy in the disk position phase space. This degeneracy can be understood by observing that the group delay and boost factor maxima frequencies are at first order unchanged when changing the disk spacings along the correlation, as explicitly demonstrated in Fig. 10 for the correlation between the first and last spacing in the four disk setup – as opposed to, for example, the changes used for tuning outlined in Fig. 8.

![Fig. 10](image)

Fig. 10 Simulated boost factor (top) and group delay (bottom) as a function of frequency (vertical axes) and separation between the mirror and first disk \(\Delta d_1\) and changing the separation between the third and fourth disk as \(\Delta d_4 = -\Delta d_1\), i.e., following the gray line in the leftmost subplot in the bottom row of Fig. 9. The vertical dashed lines indicate the ±100 μm range comparable to the range of the correlations in Fig. 9.

![Fig. 11](image)

Fig. 11 Scatter plot of the obtained power boost factor frequency positions and amplitudes after fitting the model to the measured group delays corresponding to the physical disk positions shown in Fig. 9. The horizontal axis shows the frequency shift of the boost factor maximum frequency compared to the mean of the considered ensemble. The vertical axis shows the relative boost factor amplitude deviation compared to the mean of the ensemble.
To quantify the systematic uncertainty on the boost factor arising from this tuning procedure, we optimize the disk positions in the 1D model until the calculated group delays best match the measured ones. Afterwards we calculate for each realization the corresponding boost factor. The systematic uncertainty on the obtained maximum of the boost factor can then be extracted from this ensemble, thus taking into account the effect of disk spacing degeneracy. The degeneracy in disk position parameter space is reproduced for the simulated disk positions. This confirms that the effect is explained by a degeneracy of the electromagnetic response expected from the model. Figure 11 shows a scatter plot of the obtained relative boost factor amplitudes against the shift of the maximum boost factor frequency for the same 4 disk case as in Fig. 9. The disk spacing degeneracy does not lead to a degeneracy in the boost factor frequency and amplitude phase space.

Figure 12 shows the resulting uncertainties as a function of the number of disks for a measurement for setups resulting in a boost around 22 GHz like in Fig. 7. For this case, the frequency uncertainty (< 2 MHz) and the amplitude uncertainty (< 2 %) would have a small impact on the sensitivity of the booster. Note that for a fixed disk number the width of the boost factor peak is approximately inversely proportional to the boost factor amplitude according to the area law in [35], i.e., the relative uncertainty on the FWHM is approximately the same as the relative uncertainty on the boost factor amplitude. This result does not contain possible systematic uncertainties not covered by the lossless 1D model. Analogous results have been obtained for other equidistant configurations in the frequency range between 22 and 28 GHz.

The correlations in disk spacings and the resulting boost factors illustrate that different disk spacing configurations can still result in the same electromagnetic response. This shows that phase errors can be compensated by corresponding phase errors resulting from other disk spacings.

6 Conclusions

In this work we have presented a first tunable proof of principle booster for the MADMAX dielectric haloscope. It consists of a copper mirror and up to five sapphire disks of a diameter of 20 cm and is tunable over the frequency range between 22 and 28 GHz. In order to derive the boost factor of the system, the correlation with the group delay of a reflected signal is used.

Using our setup, we have surveyed various systematic effects which have adverse impact on the reflectivity measurement and boost factor. The mechanical stability of the system corresponds to a frequency stability at the order of MHz, which is sufficient for the concept of broadband dielectric haloscopes. A major limitation for the measurement of the group delay is placed by unwanted reflections from the antenna. By employing strategies to reduce those and calibrate them within the model, we have shown how this can be reduced to less than 20 MHz in our setup, which limits the minimal usable boost factor bandwidth. By employing an antenna with a smaller reflection coefficient and increasing the distance to the booster this effect can be further reduced.

Moreover, we have demonstrated that our system can be tuned to achieve a preset desired electromagnetic response. The measured group delays follow the expected dependencies on disk spacing predicted by the model. In particular, we see degeneracy in the disk spacing phase space, which is explained by the 1D model. It allows for compensating misaligned disks on one side with slightly offset spacings on the other side. Although the physical disk positions ended up in a range over more than 100 µm after our tuning procedure, the measured electromagnetic response always corresponded to a boost factor with its amplitude remaining unchanged up to a few percent and which was shifted in frequency by less than 2 MHz. While this shows that the repeatability of the tuning procedure is sufficient, this does only include systematic effects covered by the lossless model, i.e., no losses and 3D effects currently under study [48]. The degeneracy shows that phase errors, arising for example from position errors or surface imperfections of the disks, can be compensated by corresponding phase errors resulting from other disks.

In summary, we have demonstrated that a stable, small-scale dielectric haloscope with the predicted electromagnetic properties from a 1D model can in fact be realized and achieves the necessary accuracies, which is an important milestone for the realization of MADMAX. The setup is currently being extended with an independent disk position measurement, a better antenna and higher disk numbers, which will be the next step before going to the MADMAX prototype with 20 disks with a diameter of 30 cm.

Acknowledgements The authors would like to thank Allen Caldwell, Chang Lee, Xiaoyue Li, Javier Redondo, Derek Strom and the MAD-
References

1. Gianfranco Bertone, Dan Hooper, Joseph Silk. Particle dark matter: evidence, candidates and constraints. Phys. Rept. 405, 279–390 (2005). https://doi.org/10.1016/j.physrep.2004.08.031

2. D. Michael, F. Willy. The not-so-harmless axion. Phys. Lett. B 120(1), 137 – 141 (1983). ISSN 0370-2693. https://doi.org/10.1016/0370-2693(83)90639-1. URL http://www.sciencedirect.com/science/article/pii/0370269383906391

3. J. Preskill, M.B. Wise, F. Wilczek. Cosmology of the invisible axion. Phys. Lett. B 120(1), 127 – 132 (1983). ISSN 0370-2693. https://doi.org/10.1016/0370-2693(83)90637-8. URL http://www.sciencedirect.com/science/article/pii/0370269383906378

4. L.F. Abbott, P. Sikivie. A cosmological bound on the invisible axion. Phys. Lett. B 120(1), 133 – 136, (1983). ISSN 0370-2693. https://doi.org/10.1016/0370-2693(83)90638-X. URL http://www.sciencedirect.com/science/article/pii/037026938390638X

5. R.L. Davis. Cosmic axions from cosmic strings. Phys. Lett. B 180(3), 225 – 230, (1986). ISSN 0370-2693. https://doi.org/10.1016/0370-2693(86)90300-X. URL http://www.sciencedirect.com/science/article/pii/037026938690300X

6. D.H. Lyth, E.D. Stewart. Constraining the inflationary energy scale from axion cosmology. Phys. Lett. B 283(3), 189 – 193 (1992). ISSN 0370-2693. https://doi.org/10.1016/0370-2693(92)90006-P. URL http://www.sciencedirect.com/science/article/pii/037026939290006P

7. Masahiro Kawasaki, Ken’ichi Saikawa, Toyokazu Sekiguchi. Axion dark matter from topological defects. Phys. Rev. D 91(6), 065014 (2015). https://doi.org/10.1103/PhysRevD.91.065014

8. Leesa Fleury, Guy D. Moore. Axion dark matter: strings and their cores. JCAP 1601, 004 (2016a). https://doi.org/10.1088/1475-7516/2016/01/004

9. A. Ringwald, K. Saikawa. Axion dark matter in the post-inflationary Peccei-Quinn symmetry breaking scenario. Phys. Rev. D 93(8), 085031 (2016). https://doi.org/10.1103/PhysRevD.93.085031

10. Leesa M. Fleury, Guy D. Moore. Axion string dynamics I: 2+1D. JCAP 1605(05), 005 (2016b). https://doi.org/10.1088/1475-7516/2016/05/005

11. S. Borsanyi, Z. Fodor, J. Guenther, K.-H. Kampert, S.D. Katz, T. Kawanai, T.G. Kovacs, S.W. Mages, A. Pasztor, F. Pittler, J. Redondo, A. Ringwald, K.K. Szabo. Calculation of the axion mass based on high-temperature lattice quantum chromodynamics. Nature 539, 69–71 (2016). https://doi.org/10.1038/nature20115

12. Guillermo Ballesteros, Javier Redondo, Andreas Ringwald, Carlos Tamarit. Standard Model–axion–seesaw–Higgs portal inflation. Five problems of particle physics and cosmology solved in one stroke. JCAP 1708(08), 001 (2017). https://doi.org/10.1088/1475-7516/2017/08/001

13. R.D. Peccei, Helen R Quinn. CP conservation in the presence of pseudoparticles. Phys. Rev. Lett. 38, 1440–1443 (1977). https://doi.org/10.1103/PhysRevLett.38.1440

14. Steven Weinberg. A new light boson? Phys. Rev. Lett. 40, 223–226 (1978). https://doi.org/10.1103/PhysRevLett.40.223

15. F. Wilczek. Problem of strong P and T invariance in the presence of instantons. Phys. Rev. Lett. 40, 279–282 (1978). https://doi.org/10.1103/PhysRevLett.40.279

16. M. Tanabashi et al., Review of particle physics. Phys. Rev. D 98, 030001 (2018). https://doi.org/10.1103/PhysRevD.98.030001

17. Takashi Hiramatsu, Masahiro Kawasaki, Ken’ichi Saikawa, Toyokazu Sekiguchi. Production of dark matter axions from collapse of string-wall systems. Phys. Rev. D 85, 105020 (2012). https://doi.org/10.1103/PhysRevD.85.105020

18. Vincent B. Klaer, Guy D. Moore. The dark-matter axion mass. JCAP 1711(11), 049 (2017). https://doi.org/10.1088/1475-7516/2017/11/049

19. Marco Gorghetto, Edward Hardy, Giovanni Villadoro. Axions from strings: the attractive solution. JHEP 07, 151 (2018). https://doi.org/10.1007/JHEP07(2018)151

20. Masahiro Kawasaki, Toyokazu Sekiguchi, Masahide Yamaguchi, Jun’ichi Yokoyama. Long-term dynamics of cosmological axion strings. PTEP 2018(9), 091E01 (2018). https://doi.org/10.1093/ptep/pty098

21. Peter W. Graham, Igor G. Istratova, Steven K. Lamoreaux, Axel Lindner, Karl A. van Bibber. Experimental searches for the axion and axion-like particles. Ann. Rev. Nucl. Part. Sci. 65, 485–514 (2015). https://doi.org/10.1146/annurev-nucl-102014-022120

22. Igor G. Istratova, Javier Redondo, New experimental approaches in the search for axion-like particles. Prog. Part. Nucl. Phys. 102, 89–159 (2018). https://doi.org/10.1016/j.ppnp.2018.05.003

23. P. Sikivie. Experimental tests of the “invisible” axion. Phys. Rev. Lett. 51, 1415–1417 (1983). https://doi.org/10.1103/PhysRevLett.51.1415

24. P. Sikivie. Detection rates for “invisible”-axion searches. Phys. Rev. D 32, 2988–2991 (1985). https://doi.org/10.1103/PhysRevD.32.2988

25. T. Braine et al., Extended search for the invisible axion with the axion dark matter experiment. Phys. Rev. Lett. 124(10), 101303 (2020). https://doi.org/10.1103/PhysRevLett.124.101303

26. L. Zhong et al., Results from phase 1 of the HAYSTAC microwave cavity axion experiment. Phys. Rev. D 97(9), 092001 (2018). https://doi.org/10.1103/PhysRevD.97.092001

27. Junu Jeong, SungWoo Youn, Saebyeok Ahn, Jihn E. Kim, Yannis K. Semerzhizis. Concept of multiple-cell cavity for axion dark matter search. Phys. Lett. B 777, 412–419 (2018). https://doi.org/10.1016/j.physletb.2017.12.066

28. Alejandro Alvarez Melcon et al., Axion searches with microwave filters: the RADES project. JCAP 1805(05), 040 (2018). https://doi.org/10.1088/1475-7516/2018/05/040
29. Ben T. McAllister, Graeme Flower, Lucas E. Tobar, Michael E. Tobar, Tunable supermode dielectric resonators for axion dark-matter haloscopes. Phys. Rev. Appl. 9(1), 014028 (2018). https://doi.org/10.1103/PhysRevApplied.9.014028

30. Jinsu Kim, SungWoo Youn, Junu Jeong, Woohyun Chung, Ohjoon Kwon, Yannis K. Semertzidis, Exploiting higher-order resonant modes for axion haloscopes. J. Phys. G47(3), 035203 (2020). https://doi.org/10.1088/1361-6471/ab5ace

31. Ben T. McAllister, Graeme Flower, Eugene N. Ivanov, Maxim Goryachev, Jeremy Bourhill, Michael E. Tobar, The ORGAN experiment: an axion haloscope above 15 GHz. Phys. Dark Univ. 18, 67–72 (2017). https://doi.org/10.1016/j.dark.2017.09.010

32. Dieter Horns, Joerg Jaeckel, Axel Lindner, Andrei Lobanov, Javier Redondo, Andreas Ringwald, Searching for WISPy cold dark matter with a dish antenna. JCAP 1304, 016 (2013). https://doi.org/10.1088/1475-7516/2013/04/016

33. Allen Caldwell, Gia Dvali, Béla Majorovits, Alexander Millar, Georg Raffelt, Javier Redondo, Olaf Reimann, Frank Simon, Frank Steffen, Dielectric haloscopes: a new way to detect axion dark matter. Phys. Rev. Lett. 118(9), 091801 (2017). https://doi.org/10.1103/PhysRevLett.118.091801

34. Joerg Jaeckel, Javier Redondo, Resonant to broadband searches for cold dark matter consisting of weakly interacting slim particles. Phys. Rev. D88(11), 115002 (2013). https://doi.org/10.1103/PhysRevD.88.115002

35. A.J. Millar, G.G. Raffelt, J. Redondo, F.D. Steffen, Dielectric haloscopes to search for axion dark matter: theoretical foundations. JCAP 1701(01), 061 (2017). https://doi.org/10.1088/1475-7516/2017/01/061

36. P. Brun et al., A new experimental approach to probe QCD axion dark matter in the mass range above 40 μeV. Eur. Phys. J. C79(3), 186 (2019). https://doi.org/10.1140/epjc/s10052-019-6683-x

37. J.E. Kim, Weak interaction singlet and strong CP invariance. Phys. Rev. Lett. 43, 103 (1979). https://doi.org/10.1103/PhysRevLett.43.103

38. M.A. Shifman, A.I. Vainshtein, V.I. Zakharov, Can confinement ensure natural CP invariance of strong interactions? Nucl. Phys. B 166, 493–506 (1980). https://doi.org/10.1016/0550-3213(80)90209-6

39. M. Dine, W. Fischler, M. Srednicki, A simple solution to the strong CP problem with a harmless axion. Phys. Lett. 104B, 199–202 (1981). https://doi.org/10.1016/0370-2693(81)90590-6

40. A.R. Zhitnitsky, On possible suppression of the axion hadron interactions. Sov. J. Nucl. Phys. 31, 260 (1980). [In Russian, Yad. Fiz.31,497 (1980)]

41. Advanced Design System (ADS), Keysight EEsof EDA, Santa Rosa, California, United States. URL http://www.keysight.com/find/eesof-ads. Accessed 1 Jan 2020

42. PI L-220, Data Sheet, physikinstrumente.com. URL https://static.physikinstrumente.com/fileadmin/user_upload/physik_instrumente/files/datasheets/L-220-Datasheet.pdf. Accessed 1 Jan 2020

43. A. Partsch, Investigation of Loss Effects Influencing the Sensitivity of the Magnetized Disc and Mirror Axion Experiment - MADMAX. Master thesis, Munich (2018). Accessed 1 Jan 2020

44. A-Info LB-42-25, Data Sheet, www.ainfoinc.com. URL http://www.ainfoinc.com/en/pro_pdf/new_products/antenna/Standard%20Gain%20Horn%20Antenna/tr_LB-42-25.pdf. Accessed 1 Jan 2020

45. J. Egge, Electromagnetic Properties of the Proof of Principle Booster Setup for the MADMAX Experiment. Master thesis, Munich, (2018)

46. H. Takahashi, P. Carlsson, K. Nishimura, M. Usami, Analysis of negative group delay response of all-pass ring resonator with mach-zehnder interferometer. IEEE Photon. Technol. Lett. 16(9), 2063–2065 (2004). https://doi.org/10.1109/LPT.2004.832603. (ISSN 1941-0174)

47. R. Das, Q. Zhang, Synthesis of negative group delay using lossy coupling matrix (2017). arXiv:1708.02343

48. Stefan Knirck, Jan Schütte-Engel, Alexander Millar, Javier Redondo, Olaf Reimann, Andreas Ringwald, Frank Steffen, A first look on 3D effects in open axion haloscopes. JCAP 2019(08), 026 (2020). https://doi.org/10.1088/1475-7516/2019/08/026

49. D. Whiteley, A genetic algorithm tutorial. Stat. Comput. 4(2), 65–85 (1994). https://doi.org/10.1007/BF00175354. (ISSN 1573-1375)

50. P.J.M. Laarhoven, E.H.L. Aarts (eds.), Simulated annealing: theory and applications (Kluwer Academic Publishers, Norwell, 1987)

51. J.C. Lagarias, J.A. Reeds, M.H. Wright, P.E. Wright., Convergence properties of the nelder–mead simplex method in low dimensions. SIAM J. Optim. 91(1), 112–147 (1998). https://doi.org/10.1137/S1052623496303470. (ISSN 1095-7189)