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\textbf{ABSTRACT}

Machine learning and software development share processes and methodologies for reliably delivering products to customers. This work proposes the use of a new teaming construct for forming machine learning teams for better combatting adversarial attackers. In cybersecurity, infrastructure uses these teams to protect their systems by using system builders and programmers to also offer more robustness to their platforms. Color teams provide clear responsibility to the individuals on each team for which part of the baseline (Yellow), attack (Red), and defense (Blue) breakout of the pipeline. Combining colors leads to additional knowledge shared across the team and more robust models built during development. The responsibilities of the new teams Orange, Green, and Purple will be outlined during this paper along with an overview of the necessary resources for these teams to be successful.
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\textbf{INTRODUCTION}

This note seeks to address the construction of a machine learning development team. Traditionally, machine learning teams focus on investigating machine learning applications in practical spaces, building promising architectures, and finally deploying the best models to production. Teams can take on all of these aspects or just focus on one at a time. Machine learning adoption in the industry affects every facet of software development from code generation to testing \cite{1}. The production-focused models are then evaluated for performance in normal and adversarial settings. In this work, we propose formally assigning responsibilities to individual parts of the team to focus on their core strength.

\textbf{COLOR TEAMS FOR MACHINE LEARNING DEVELOPMENT}

Cremen introduced the InfoSec Color Wheel for structuring teams in the Cyber-Physical and Software systems \cite{2}. The goal of this work is to apply the same concepts with machine learning developers in mind and build more robust models from the beginning of the development process. Focusing on including the attackers in the development loop allows the entire team to understand the holes and vulnerabilities in the included system. Models are so large now that it is nearly impossible to supply explanations for each sample without massive computer resources or time delay in the answers created \cite{3}. Due to the complexity of explaining machine learning models, it is necessary to form teams that can baseline, attack, and defend ML models.
**DESIGNING THE TEAMS: FAMILIAR CONCEPTS**

Cybersecurity commonly uses the Red, Blue, and Yellow teams to break out clear lines of responsibility during the hardening of cyber-physical and software systems [4]. Each team has a distinct role to play in baselining, attacking, or defending the system as shown in Figure 1. In machine learning development, these concepts generally translate to model selection, parameter reduction, and pruning or data augmentation to protect those models [5]. Each model development pipeline though needs a specific plan for combatting known and predictable vulnerabilities that an attacker could exploit [6].

![Figure 1: Build, Attack, Defend is a common model in cyber security and is emerging as a method to protect machine learning models in development [5].](image)

**Yellow Team: Build Phase**

Yellow Team or the Development Team is responsible for building the product that is attacked and defended. In the Cyber Security domain, this is building the cyber-physical or software system [7]. In Machine Learning, these are the model builders and creators that train, build, and deploy the model to the appropriate systems [8]. The Yellow Team is solely responsible for the creation and deployment of the model.

**Red Team: Attack Phase**

The Red Team serves as system attackers. This team understands known vulnerabilities and exploitative methods including how they may be used against your system. An expectation for the red team is its ability to attack a system and provide a list of exploits that work on the current deployment [9]. In some cases, the Red Team can also supply suggestions for how to circumvent these issues. For machine learning, these attacks can range from the deployment methodology to known issues with the architecture or datasets [10].

**Blue Team: Defend Phase**

Red Team attacks and Blue Team defends. The Blue Team understands the known exploits and vulnerabilities for the systems deployed but introduces solutions for the development team to implement [11]. In the machine learning context, this function would pertain to the use of machine learning libraries and the selection of architectures and datasets.
Responsibilities and Roles
Each team in the classic configuration has defined and clear responsibilities in the development of their systems. In recent years, it has become apparent that a lack of communication and understanding of vulnerabilities in common development platforms has led to a need for blending these teams into mixtures of colors [12]. The next section will map these additional team constructs into the machine learning development lifecycle.

Adding New Team Configurations
There are three additional team constructs typically applied to the cybersecurity field: Orange, Purple, and Green. The focus of each team is to include attacker knowledge directly into the team to ensure that each step includes some protections from the beginning. The focus of this section is to describe the mapping of a machine learning development process to these new team constructs.

Orange Team
As illustrated in Figure 2, the Orange Team is focused on bringing organizational changes to a team around building more robust architectures and datasets. In a classic configuration, the teams constructing datasets or developing the models may not worry about attacks on those deployments. The Orange team is establishing new processes and educating developers on best practices to prevent adversarial attackers from launching successful attacks. In smaller organizations, this role could be taken on by a single person with development and adversarial machine learning knowledge.

Purple Team
As shown in Figure 3, the Purple Team integrates defensive tactics based on the adversarial results and continues to improve processes established by the Orange Team. Each attack brings a set of solutions and issues that might prevent that particular attack from being successful. Purple Team works with both Blue and Red teams to develop strategies for understanding the adversarial surface of a model and how to protect both the model and datasets from those attackers. If Orange Team is responsible for maintaining processes and educating the team, then Purple Team is responsible for keeping models robust from attacks.

Green Team
As shown in Figure 4, the Green Team will integrate best practices into the development of the models and dataset. As developers continue to understand vulnerabilities, they begin to integrate, use, and apply these new techniques into their new processes. The models will be evaluated against a statistical model for assessing adversarial risk like the modified Drake equation [13] to understand the risk factors in the current model architectures. Finally, the Green Team will continue to improve the model over the development cycle from concept to production deployment. The Green Team will use strategies and patterns designed by both Purple and Orange Team members.
ACCOUNTING FOR THE PROCESSES

Traditional software teams rely on multiple decades of lessons learned to produce efficient code on flexible timelines. With machine learning and data science teams, there is a longer learning curve if solving problems with techniques borrowed from the development and business side [14]. As shown in Figure 5, this section covers the six steps in the overall process: Strategy, Design, Development, Testing, Deployment, and Maintenance.

Strategy
Each machine learning development team will need to create, maintain, and update a strategy for building and maintaining effective models in their production environments. The strategy section will incorporate the teaming concepts to add value at each development step. For instance, in traditional Development Operations, developers would be concerned with choosing the correct data structures, libraries, and methodologies without considering the security ramifications of each of those choices. Development Security Operations (DevSecOps) is a new process by which the developers actively design techniques that are more secure from the input [15-16]. In the same vein, we introduce Machine Learning Security Operations or MLSecOps as another pathway for protecting models [17]. By using these teaming constructs, a machine learning team can build adversarial protections into their model development from the beginning of the strategy phase.

Design
The design phase is reserved for understanding the proper structures, methodologies, inputs, outputs, and general operations of the requirements being built with software. In a machine learning team, the data inputs and model architectures selected can have a large impact on the adversarial risk assigned to that particular development cycle. By using the Green Team to inform proper datasets and architectures, the Green and Yellow Team together can design more robust models from the beginning. Cross-functional inclusion of team members (team members can belong to more than one group) will lead to additional lessons learned between the steps in these processes. Design, in a machine learning team, should be focused on solving the problem with a robust, secure solution that has the best chance of maintaining a longer lifespan when deployed to Production [18].

Development
In traditional software teams, development can be straightforward and deterministic for tasks like building frontend or backend code for websites. While there are challenges with the implementation of tools or algorithms, estimating the number of story points can become deterministic with Agile teams [19-20]. In machine learning development, the methods for estimating stories do require some updating. Singla et al. analyzed several machine learning and non-machine learning projects to understand the difference in estimating and planning for ML-based projects [21]. In their analysis, they discovered that ML teams had more challenges with completing stories but the success stories included descriptive titles, clear labeling for the ML domain used, and measurable “Done” criteria in Agile methodology. Overall, this demonstrated
that the development process for ML projects has commonality with normal development projects with stricter adherence to Agile tenants such as clear story descriptions and “Done” criteria.

**Testing**

Test suites are commonly structured around the unit- and integration-testing of software functionality. DevSecOps also adds testing for best security practices in coding and deployment [22]. Similarly, for a machine learning project, a common suite of testing tools is needed for evaluating machine learning models for susceptibility to incoming attacks. Each incoming attack can be tailored to an incoming architecture and, in the same vein, a Purple Team can devise a set of standard attacks for a team to develop or defend against. The Green Team then develops strategies and solutions for protecting models from these incoming attacks by using the Purple Team’s recommended attacks. Each team has responsibility for mitigating attacks while still meeting performance targets. If performance cannot be met due to fixes implemented, then those attacks must be carried forward as the risk for review boards in a production team.

**Deployment**

The Green Team focuses on the task of defending a model while also building to meet performance targets. After testing, the Green Team adjudicates the outstanding risks and prepares for a release candidate for the machine learning model. The model is deployed to production with proper evaluation of the available exploits and each of those risks is properly included within the model documentation for the release. Hotfixes for a release are part of the deployment phase as certain aspects of the model environment or the evaluation may lead to additional mitigations like needing a version of a package or a way of processing data to avoid exploits from adversarial actors.

**Maintenance**

Every machine learning project will have the burden of maintaining the models in the face of new and changing data. To maintain a machine learning model, the deployment platform must monitor the incoming data and detect data drift in the original model. If a population difference is detected, the model will need to be retrained and redeployed. This maintenance event needs to have periodic evaluation and downtime built into the system. Like monitoring the dataset drift and its distribution, an additional step is added to detect possible attacks. A security patch in the machine learning world may look a lot like a new model – except the goal of the updated model is to mitigate the effectiveness of the newly detected attack. A running list of security exploits should be maintained and detected so attackers can be excluded or banned from using the deployed resource.

**ALLOCATING THE RESOURCES**

Machine learning projects typically have four major hurdles during development: available computer resources, available Graphical Processing Units (GPUs), appropriate time allotted, and personnel shortages. Computer resources, including GPU, are used to process data, train models, and evaluate performance. In this section, each of the major components will build on the next. Note: there are many configurations of CPU and GPU assets in a team (Figure 6). This work represents one such allocation of those resources.

**Computer Resources**

Each development cycle will include an allotment of computing resources for performing the task. To combat adversarial actors and their techniques, the Green Team will need to employ state-of-the-art (SoTA) processes to improve the model. Adding additional steps like parameter search and neural architecture search for improving model performance can add burden to available compute. The team will need to evaluate the risk and reward of making the model more robust to attacks.
**GPUs**
In small to medium organizations, GPUs are a resource for training deep networks and transformers. As transformers begin to take over many tasks in the field of machine learning, the high VRAM GPUs are necessary for training and inference. Due to the prohibitive cost of cloud computing for higher-end GPUs, it’s necessary for organizations, who have security concerns, to create and maintain internal on-premise GPU clusters. As a result, rationing GPU use to the different targets will guide how to best apply them and what jobs get higher priorities.

**Personnel**
The compute, GPUs, and time are all reliant on available time from personnel to utilize those resources in each of the color teams. The personnel side of the machine learning development team is a challenging task when there are multiple teams and competing priorities for each project. In using this structure for building color teams with tailored tasking for protecting models, it is important to cross-train the personnel on each color team’s responsibilities to understand each of the different development requirements.

**Time**
Model development timelines include acquisition of the data, preprocessing of the data, building the model, and optimizing for a given task. Adding a time component of protecting these models will add complexity which can affect the schedule and available resources. To compound the issue, it can take considerably more resources to add additional robustness to a model with current SoTA techniques for protecting machine learning models. Three key time-related parameters can be monitored to support effective resource usage:

- **Compute Time**
  - Compute time represents the entire machine use time including memory, CPU time, GPU time, and data storage

- **GPU Time**
  - A specific mechanism for tracking the GPU usage as defending models can involve parameter and network-tuning to avoid certain types of attacks using, for instance, adversarial training methods on augmented datasets

- **Personnel Time**
  - Tracking personnel available to build, attack, and defend models is needed to fix high-priority risks in production systems
SUMMARY AND FUTURE WORK

The theoretical rate-limiting step is the Yellow Team which builds the time-consuming initial code. Every iteration of the code is going to improve its defenses against adversarial attacks. The Yellow Team is charged with building the initial set of software that can meet a mix of demands between protecting the model from attackers and meeting the customer requirements for performance. These tradeoffs can be difficult to manage as performance and defense are typically at odds with each other. As the performance of a model increases, it can be more susceptible to incoming attacks. Likewise, as the defendability of the model increases, it can be difficult to meet performance targets like speed, accuracy, and explainability.

Each step in this process is designed to create a team that can manage the demands of creating production-ready machine learning models with security in mind. As a team develops each new model, they will account for new and emerging threats in their model space. Drawing on the cybersecurity analogy, examples like a formal framework (MITRE ATT&CK [23]) should be developed for each color team. For instance, the Red Team catalogs successful attacks based on the vulnerability while the Green Team similarly logs the appropriate remediation or response. In this way, the rotation of personnel skills and time management may benefit future collaborative efforts between colors and project goals.

The future work of this research should plan and model each color team’s steps to find the rate-limiting areas and where optimizations can be found. The color teams proposed in this work can be implemented as a system or in pieces that fit the needs of each project. This is a framework for defending deployed models from adversarial attacks in the wild.
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