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Abstract—Dynamic time-division duplex (D-TDD) has emerged as an effective solution to accommodate the unaligned downlink and uplink traffic in small cell networks. However, the flexibility of traffic configuration also introduces additional inter-cell interference. In this letter, we study the effectiveness of applying fractional frequency reuse (FFR) as an interference coordination technique for D-TDD small cell networks. We derive the analytical expressions of downlink and uplink mean packet throughput (MPT), then study a network parameter optimization problem to maximize MPT while guaranteeing each user’s throughput. Numerical results corroborate the benefits of the proposed FFR-based D-TDD in terms of improving throughput.

Index Terms—Dynamic time-division duplex, fractional frequency reuse, mean packet throughput.

I. INTRODUCTION

To meet people’s increasing demand for network capacity, dense small cell networks are recognized as one of the most promising methods [1]. Given the dense deployment of small cell access points (SAPs), traffic requirements among cells can be heavily asynchronous. Dynamic time-division duplex (D-TDD) has emerged as a competitive solution to this problem as it can well adapt to such unaligned and variable traffic [2]. Different from static time-division duplex (S-TDD), which requires all cells to switch between uplink (UL) and downlink (DL) simultaneously, D-TDD allows each cell to adjust the configuration of UL and DL sub-frames dynamically according to its own load [3]. As a result, it is more adaptable to actual asymmetric capacity requirements thus taking full advantage of wireless resources. But, at the same time there will be serious inter-cell interference introduced by asynchronous UL/DL transmissions, especially for edge users.

A variety of interference coordination techniques have been proposed to reduce interference. In the frequency domain, the orthogonal channels can be allocated to different cells [1]. Interference management in the time domain is done by blanking of sub-frames, such as almost blank sub-frame [4]. The authors of [5] study the power control and sensing time optimization problem in cognitive small cell networks. Among all the interference coordination schemes, fractional frequency reuse (FFR) is proposed as an attractive approach [6]. The basic idea of FFR is to divide the total frequency band into some interior sub-bands for cell-interior users and edge sub-bands for cell-edge users. All interior sub-bands can be allocated to each cell, while edge sub-bands are reused across different cells. Previously FFR has mainly been used in macro cell networks with high power access points and large cell radius [7]. This technique has been shown to be attractive in macro cell networks due to significant throughput improvement for edge users [8]. The authors of [9] analyze the performance of massive multiple-input multiple-output (MIMO) networks with the fractional pilot reuse scheme, in which the interior and edge of a Voronoi cell are distinguished via distance. An FFR scheme where bandwidth allocation is based on real-time/non-real-time traffic classification under small and macro cells is proposed in [10]. As for small cell networks, the largest concern with applying FFR is how to manage spectrum resource given a large number of small cells each with small coverage. To further study its feasibility, we aim at comparing the performance under FFR-based D-TDD with that under traditional and clustered D-TDD [11].

In this letter, we develop a general analytical framework to evaluate the effect of applying FFR to D-TDD small cell networks. We consider a multi-channel model, where each cell has multiple sub-bands available to users, and the number of sub-bands allocated to edge or interior users is adjustable. By modeling the locations of SAPs and users as independent Poisson point processes (PPPs) and the traffic arrivals at each node as independent Bernoulli processes, we derive analytical expressions for the DL and UL successful transmission probability (STP) under a simple FFR-based frequency allocation strategy. We then study mean packet throughput (MPT) per user with any fixed user-SAP distance, and derive the average MPT for users in the FFR-based D-TDD small cell networks for comparing with those under the traditional and clustered D-TDD. With constraints on each user’s MPT, we further optimize the DL and UL MPT under FFR-based D-TDD. Numerical results show that FFR can be well adapted to small cell networks in terms of significantly boosting users’ MPT, especially for those with a large distance to their associated SAPs. Moreover, the DL and UL MPT can be maximized through fine tuning network parameters.

II. SYSTEM MODEL

A. Network Structure

Let us consider a D-TDD small cell network with orthogonal frequency division multiple access technique. The locations of SAPs and users are modeled as independent PPPs $\Phi_s$ and $\Phi_u$ with spatial densities $\lambda_s$ and $\lambda_u$, respectively. All users are served by their nearest SAPs. Due to the service capacity of an SAP, in any time slot the maximum number of users associated to an SAP is supposed to be $K$. Let $f(k)$ denote the probability that an SAP is associated by $k$ users [11]. We assume all SAPs and users adopt fixed transmit power $P_s$ and $P_u$, respectively. We consider that the channel gain is subjected to large-scale path loss with path loss exponent $\alpha$ and small-scale Rayleigh fading with unit mean.
B. Fractional Frequency Reuse Scheme and Scheduling

Let $\Gamma$ denote the total number of sub-bands in the network, in which $L$ sub-bands are allocated to each cell with a reuse factor $\Delta$ to serve edge users. That is, the total number of sub-bands allocated to edge users in the network is $\Delta L$. Accordingly, the number of sub-bands allocated to interior users in each cell $M$ is $\Gamma - \Delta L$. In each time slot, we assume that every SAP randomly selects $L$ edge users and $M$ interior users from its associated users with non-empty buffers to serve. If the number of schedulable edge (resp. interior) users is less than $L$ (resp. $M$), all of them will be selected and the non-occupied sub-bands will become idle at this time slot.

Since the locations of SAPs follow PPPs, each cell is a highly non-regular Voronoi region. As such, users with the same distance to their associated SAPs may have different performances, generating difficulty to classify users according to the distance to their SAPs. Therefore, we take the signal-to-interference ratio (SIR) as a classification indicator. Let each SAP randomly allocate an available interior sub-band to the served user. If the receiving SIR on this sub-band is larger than a predetermined threshold $\theta$, the user is recognized as an interior user and occupies this sub-band for transmission. Otherwise, it is deemed as an edge user and is randomly reassigned to an idle edge sub-band.

C. Traffic Model

We model the arrival and departure of packets by a discrete time queuing system. The DL and UL packet arrivals of a generic user are modeled as independent Bernoulli processes with probability $\xi_{\text{TX}} \in [0,1]$, where $\text{TX} \in \{\text{D, U}\}$ with D and U representing DL and UL, respectively. Each packet is of the same size and takes up one time slot for transmission on one sub-band. We assume that the DL and UL buffer for each user to accumulate incoming packets are infinite. Denote $p_D$ (resp. $p_U = 1-p_D$) as the probability that one cell is configured in DL (resp. UL) transmission in each time slot. To minimize the difference between the average DL and UL traffic demand densities, we have $p_D = \arg \min_{\tau \in [0,1]} \frac{\beta \xi_D}{\xi_D + \xi_U}$, where $\beta \xi_D$ and $\beta \xi_U$ are the expected DL and UL traffic influxes, respectively. Solving this equation yields $p_D = \xi_D / (\xi_D + \xi_U)$. Note that although $p_D$ is fixed across cells, the dynamics of real-time traffic in each cell still vary due to the randomness of packet arrivals and departures. Additionally, the proposed model can be extended to take into account the unbalanced UL/DL traffic attributes in the context of non-identical DL/UL packet arrival rates of different cells.

III. PERFORMANCE ANALYSIS

In this section, we derive the DL/UL STP of both interior users and edge users as well as the DL/UL MPT. We also study how to fine tune the SIR threshold $\theta$ and the number of edge sub-bands $L$ to maximize the MPT performance under FFR-based D-TDD.

A. Interference and Signal-to-Interference Ratio

Given limited frequency resources, the number of associated users in cells may affect users’ scheduling probability, further affecting the accumulation of packets in the users’ queue. To model the queues in different cells, we split the PPP of SAPs into $K$ tiers according to the number of associated users in cells, i.e., $\Phi_k = \bigcup_{k=0}^{K} \Phi_{sk}$, where $\Phi_{sk}$ denotes the distribution of SAPs associated with $k$ users. Similarly, users’ distribution in the $k$-th tier is represented as $\Phi_{sk}$. We focus on the analysis of typical user or SAP located at the origin. Let $x_s$ denote the location of the SAP associated by the typical interior or edge user $z_N$, where $N \in \{e, i\}$ represents edge and interior users, respectively. For convenience of notation, we use the same variable to represent the node itself and its location. The received DL SIR can be written as

$$\gamma_{D,N} = \frac{p_s g_{x_s,z_N} \|x_s\|^{-\alpha}}{(\gamma_{0,D,N} + \gamma_{1,D,N})}$$

where $\gamma_{0,D,N} = \sum_{k=1}^{K} \sum_{x,z} \Phi_{sk} \sigma_{x,z,k} g_{x,z} \|x\|^{-\alpha}$ is the DL SAP interference to the typical user $z_N$, and $\gamma_{1,D,N} = \sum_{k=1}^{K} \sum_{x,z} \Phi_{sk} \sigma_{x,z,k} g_{x,z} \|x\|^{-\alpha}$ is the DL user interference to the typical user $z_N$, with $\sigma_{y,z,k}$ ($y \in \{x, z\}$) being the indicator variable showing whether node $y$ in the $k$-th tier cell is transmitting packets on the sub-band allocated to $z_N$, and $g_{x,z}$ (resp. $g_{y,z_N}$) being the small-scale fading on the sub-band allocated to $z_N$ from node $x_s$ (resp. $y$) to the origin. Similarly, the UL SIR received by the typical SAP associated by user $z_N$ can be expressed as

$$\gamma_{U,N} = \frac{p_s g_{z_N,z_N} \|z_N\|^{-\alpha}}{(\gamma_{0,U,N} + \gamma_{1,U,N})}$$

where $\gamma_{0,U,N} = \sum_{k=1}^{K} \sum_{x,z} \Phi_{sk} \sigma_{x,z,k} g_{x,z} \|x\|^{-\alpha}$ and $\gamma_{1,U,N} = \sum_{k=1}^{K} \sum_{x,z} \Phi_{sk} \sigma_{x,z,k} g_{x,z} \|x\|^{-\alpha}$ are the DL SAP interference and UL user interference, respectively.

B. Buffer State Modeling and Non-Empty Buffer Probability

To assess the interference that a typical user or SAP suffers from, we need a buffer state model to analyze whether other nodes have packets to transmit thus interfering with the typical user or SAP. Also, to evaluate the throughput of the typical user or SAP, we need a buffer state model to characterize its own service process. The main difference between the two models lies in that, the former is for an interfering node without knowing its location information, while the latter is otherwise. However, they can be analyzed similarly, which in the following we take the DL case of the second buffer state model as an example to illustrate.

For the typical user in the $k$-th cell with a user-SAP distance $r$, we model its DL buffer state by the Markov chain shown in Fig. 1. We use $j \in \{0, 1, 2, \ldots\}$, the number of packets in a
buffer at the beginning of a time slot, to represent the buffer’s state. There are three types of state transitions:

**Transition 1:** A new packet arrives at an empty buffer with transition probability \( P_{k,r} \). The average non-empty buffer probability \( \Xi_{k} \) for a generic user in the \( k \)-th tier cell. But, a more computation-efficient way is to calculate it based on the Markov chain in Fig.\( \text{[1]} \) without any constraints on \( r \) and assuming that whether a packet transmission is successful is independent of whether the user is an interior or edge user. Then we can obtain \( \Xi_{k} = \frac{\mu_{TX}}{\mu_{TX}} \), where \( \mu_{TX} \approx \text{PTX}(q_{TX,\text{in}}Q_{TX,\text{in}}(k)P_{TX,\text{in}} + q_{TX,\text{e}}Q_{TX,\text{e}}(k)P_{TX,\text{e}}) \), with \( P_{TX,\text{N}} \) being the DL or UL average STP of a generic interior or edge user.

### C. Successful Transmission Probability

If the received SIR exceeds a predefined threshold \( T \), the packet is successfully transmitted and can be removed from the buffer. Otherwise, the transmission fails and the packet will be retransmitted in the next time slot. To this end, the DL and UL STP of an edge and interior user with distance \( r \) can be defined as \( \mu_{TX,\text{e}}(r) = \text{PTX}(\gamma_{TX,\text{e}} > T | \gamma_{TX,\text{in}} < \theta) \) and \( \mu_{TX,\text{e}}(r) = \text{PTX}(\gamma_{TX,\text{in}} > T | \gamma_{TX,\text{in}} > \theta) \), respectively.

**Theorem 1:** For an edge or interior user with distance \( r \) to its associated SAP, its DL or UL STP can be approximated as

\[
\mu_{DL,e}(r) \approx \frac{\eta_{1}(\lambda_{DL,e}, \lambda_{U,e}, T) - \eta_{2}(T, \theta)}{1 - (\frac{\lambda_{DL,e}}{\lambda_{U,e}})^{\alpha}},
\]

\[
\mu_{DL,in}(r) \approx \frac{\eta_{1}(\lambda_{DL,in}, \lambda_{U,in}, \max(T, \theta))}{1 - (\frac{\lambda_{DL,in}}{\lambda_{U,in}})^{\alpha}},
\]

\[
\mu_{UL,e}(r) \approx \frac{1 - (\frac{\lambda_{UL,e}}{\lambda_{U,e}})^{\alpha}}{\eta_{1}(\lambda_{UL,e}, \lambda_{U,e}, \max(T, \theta))},
\]

\[
\mu_{UL,in}(r) \approx \frac{1 - (\frac{\lambda_{UL,in}}{\lambda_{U,in}})^{\alpha}}{\eta_{1}(\lambda_{UL,in}, \lambda_{U,in}, \max(T, \theta))},
\]

where functions \( \eta_{1}(\cdot) \), \( \eta_{2}(\cdot) \), and function \( \zeta(\cdot) \) used in \( \eta_{2}(\cdot) \) are given at the top of the next page, with \( \lambda_{TX,\text{N}} = \lambda_{0}\text{PTX} \sum_{k=1}^{K} f(k)\lambda_{TX,N,k}, \lambda_{TX,e}k = \lambda_{0}\text{PTX} \sum_{k=1}^{K} f(k)\lambda_{TX,E,k}, \theta_{\alpha}(\cdot) = \frac{1}{M} \min \left( \frac{\log_{2}(\gamma_{TX,\text{in}})}{\log_{2}(\gamma_{TX,\text{in}})}, 1 \right), \lambda_{TX,\text{in}} = \frac{1}{M} \min \left( \frac{\log_{2}(\gamma_{TX,\text{in}})}{\log_{2}(\gamma_{TX,\text{in}})}, 1 \right), \lambda_{TX,\text{e}}k = \frac{1}{M} \min \left( \frac{\log_{2}(\gamma_{TX,\text{e}}k)}{\log_{2}(\gamma_{TX,\text{e}}k)}, 1 \right), \right) \]

\( q_{UL,in} = \int_{0}^{\infty} \eta_{1}(\lambda_{UL,in}, \lambda_{U,in}, \theta_{\alpha}(\cdot), P_{TX}) f(r) dr \), and \( q_{UL,in} = \int_{0}^{\infty} \eta_{1}(\lambda_{UL,in}, \lambda_{U,in}, \theta_{\alpha}(\cdot), P_{TX}) f(r) dr \).

**Proof:** See Appendix [A] for a sketch of the proof.

### Remark 1: (5) and (7) are given as the solutions of a system of equations due to the interdependency of the STP and statuses of queues at all nodes. To obtain the solution, we apply an iterative search-based method with an initial value of the typical user’s STP [16].

---

\(5\)Note that we omit the self-transitions, i.e., a new packet arrives and simultaneously a packet departs as well as no packet arrives and departs, since they have no impact on the buffer state.
Remark 2: The coverage probability derived in [6] for an interference-limited FFR system is a special case of (7), if we consider saturated traffic and DL transmission only in the network, and assume each cell has a single sub-band for each type of users and always has edge and interior users to schedule, i.e., \( p_d = 1 \), \( \chi_{TX,e,k} = 1/\Delta \), and \( \chi_{TX,im,k} = 1 \).

D. Mean Packet Throughput Analysis and Optimization

Define mean packet throughput as the reciprocal of the average DL and UL MPT of users as

\[
\text{Define mean packet throughput as the reciprocal of the average DL and UL MPT of users as}
\]

Further, by taking the average on \( \tau \) while assuming that whether a packet transmission is successful is independent of whether the user is an interior or edge user, we can obtain the average DL and UL MPT of users as

\[
\text{Further, by taking the average on } \tau \text{ while assuming that whether a packet transmission is successful is independent of whether the user is an interior or edge user, we can obtain the average DL and UL MPT of users as}
\]

IV. NUMERICAL RESULTS

In this section, we verify the proposed model through simulation in Matlab and compare the performance of small cell networks under FFR-based D-TDD with that under traditional and clustered D-TDD. The average MPT is obtained by averaging over 5000 arbitrary and independent network realizations of the PPP. The simulation area is \( 1600 \times 1600 \) m². For one specific realization, we simulate continuous 10000 time slots. Unless otherwise stated, we adopt the following system parameters [13]: \( \lambda_d = 10^{-4}/\text{m}^2, \lambda_e = 10^{-2}/\text{m}^2, P_s = 30 \text{ dBm}, P_u = 23 \text{ dBm}, \xi_d = 0.08, \xi_u = 0.04, K = 50, \theta = 0 \text{ dB}, \alpha = 3.8, \Delta = 2, \Gamma = 20, L = 1, T = 1 \text{ dB}, R = 70 \text{ m}.

![Fig. 2](image-url)

Fig. 2 depicts the DL/UL STP and average MPT as a function of the SIR threshold \( T \). Firstly, note that the numerical results are well matched with the simulation results, which verifies the accuracy of our analysis. Further, it is seen from Fig. 2(a) that interior users’ STP remains unchanged when \( T < \theta \). In this case, interior users’ SIR on the interior sub-band must be larger than \( T \), thus can always send packets successfully. When \( T > \theta \), interior users’ STP decreases with \( T \) because the increase of \( T \) raises the threshold for successful transmission. Similarly, edge users’ STP always decreases with \( T \). Consequently, we can find from Fig. 2(b) that the average MPT descends slightly when \( T < \theta \) and the rate of descent increases otherwise. It is noteworthy from Fig. 2(b) that a small \( L \) generates less MPT for both DL and UL transmissions. We analyze the impact of spectrum allocation between interior and edge users in more detail in the following figures.

In Fig. 3, we study the MPT per user given different user-SAP distances \( r \) under traditional, clustered, and FFR-
based D-TDD. It can be seen that the users’ MPT decreases monotonically with \( r \) because the distant nodes are vulnerable to lower signal power and higher interference. However, it is noteworthy that FFR-based D-TDD can perform much better than the other two counterparts. Moreover, it is observed that for FFR-based D-TDD networks, when the user-SAP distance is small (e.g., < 70 m in DL and < 57 m in UL), a smaller number \( L \) of edge sub-bands in a cell generates larger users’ MPT. This is because allocating less sub-bands to edge users essentially prevents the waste of resources for serving users in a poor communication environment. However, to improve the performance of users farther away from the SAPs, a larger setting of \( L \) is more appropriate.

To understand how FFR-based D-TDD can improve the average MPT while offering throughput assurance for each user, Fig. 4 shows the searching result of (10), with \( \theta \in \{−1, 0, ..., 4\} \) dB and \( L \in \{1, 3, 5, 7\} \). To compare with a benchmark, we set \( \varpi_{\text{TX}} \) in (10) as \( \beta \varpi_{\text{TX}} \), where \( \varpi_{\text{TX}} \) is the average MPT under clustered D-TDD and \( \beta > 0 \) is a scaling factor. From the simulation results, we have \( \varpi_{\text{Clu}} = 0.456 \) packets/slot and \( \varpi_{\text{UL}} = 0.159 \) packets/slot. Setting \( \beta \in (0, 0.81) \), we have the optimal setting \( (L^*, \theta^*) = (5, 1\, \text{dB}) \). If further increase \( \beta \), we need a larger \( L \) (e.g., 7) to satisfy the constraint according to Fig. 3 until the OP becomes infeasible. Given \( \theta \), we find that both \( T_{\text{Clu}} \) and \( T_{\text{UL}} \) increase first and then decrease with the increase of \( L \). When \( L \) is small, most of sub-bands are allocated to interior users, however, depending on the network traffic load, it is possible that the number of schedulable interior users is not large enough to fully utilize the allocated sub-bands. In this case, increasing \( L \) offers a choice to improve the network performance by better balancing the spectrum consumption between the interior and edge users thus making \( T_{\text{TX}} \) increase accordingly. After reaching the peak point of \( T_{\text{TX}} \) at \( L = 5 \), further increasing \( L \) will result in a decrease in the number of served interior users and thus the average MPT deteriorates. With the optimal parameter setting \( (L^*, \theta^*) = (5, 1\, \text{dB}) \), the average MPT of the proposed FFR-based D-TDD can increase up to 34% in DL and 32% in UL compared with clustered D-TDD.

\[\text{Fig. 3. MPT per user vs. user-SAP distance.}\]

\[\text{Fig. 4. Average MPT optimization.}\]

V. CONCLUSION

In this letter, we have proposed a general model to study the effect of FFR on D-TDD small cell networks. We have derived accurate expressions to characterize the DL and UL MPT for users in the networks. By comparing the MPT performance under the proposed FFR-based D-TDD with those under traditional and clustered D-TDD, we have shown that FFR can improve the performance significantly. Furthermore, we can maximize the average MPT for FFR-based D-TDD small cell networks while ensuring each user’ performance by adjusting edge and interior users’ differentiation threshold and allocating sub-bands appropriately. Extending the analytical framework to study the packet throughput, as well as devise dynamic frequency allocation strategies, in small cell networks operated under D-TDD and subjected to heterogeneous traffic load is one concrete direction for future work.

APPENDIX A

SKETCH OF PROOF OF THEOREM I

Take DL STP of cell-edge users as an example for analysis. If the receiving SIR on the allocated interior sub-band is less than \( \theta \), the user is referred to as an edge user and transmits on the edge sub-band reassigned for it. For the edge user whose distance to its SAP is \( r \), we have

\[
\mu_{D,e}(r) \triangleq \mathbb{P}(\gamma_{D,e} > T_{\text{Clu}, \text{in}} < \theta)
\]

\[
= \frac{1}{\mathbb{E}\left[\exp\left(\frac{-T_{\text{Clu}, \text{out}}}{\gamma_{D,e} - \theta}\right)\right]} - \frac{1}{\mathbb{E}\left[\exp\left(\frac{-T_{\text{Clu}, \text{in}}}{\gamma_{D,e} - \theta}\right)\right]}
\]

where step (a) is derived from the fact that \( g_{v,z,\text{in}} \) and \( g_{v,z,\text{out}} \) are independent and identically distributed (i.i.d.). In the following, we provide the detailed deviation of

\[
\mathbb{E}\left[\exp\left(\frac{-T_{\text{Clu}, \text{out}}}{\gamma_{D,e} - \theta}\right)\right] \quad \text{and} \quad \mathbb{E}\left[\exp\left(\frac{-T_{\text{Clu}, \text{in}}}{\gamma_{D,e} - \theta}\right)\right]
\]

in (11).
For other items in the equation, we omit the detailed derivation, as they can be calculated similarly.

\[
E \left[ \exp \left( -\frac{T P_{D,e}}{r^{\alpha} \kappa_s} \right) \right] = \prod_{k=1}^{K} \mathbb{E}_{x,z} \mathbb{E}_{z,k} \mathbb{E}_{y,z} \exp \left( \frac{T \sigma_{x,z,k} g_{x,z} - r^{\alpha} \|z\|^\alpha}{r^{\alpha}} \right)
\]

(b) \[
\mathbb{E} \left[ \exp \left( \frac{T g_{x,z,k} - r^{\alpha} \|z\|^\alpha}{r^{\alpha}} \right) \right] = \prod_{k=1}^{K} \mathbb{E}_{x,z} \mathbb{E}_{z,k} \mathbb{E}_{y,z} \exp \left( \frac{T \sigma_{x,z,k} g_{x,z} - r^{\alpha} \|z\|^\alpha}{r^{\alpha}} \right)
\]

(12)

(c) \[
\mathbb{E} \left[ \exp \left( \frac{T g_{x,z,k} - r^{\alpha} \|z\|^\alpha}{r^{\alpha}} \right) \right] = \prod_{k=1}^{K} \mathbb{E}_{x,z} \mathbb{E}_{z,k} \mathbb{E}_{y,z} \exp \left( \frac{T \sigma_{x,z,k} g_{x,z} - r^{\alpha} \|z\|^\alpha}{r^{\alpha}} \right)
\]

(d) \[
\mathbb{E} \left[ \exp \left( -\frac{2\pi \lambda_{D,e} T r^{2}}{r^{\alpha} \|z\|^\alpha} \right) \right] = \prod_{k=1}^{K} \exp \left\{ -2\pi \lambda_{D} f(k) r^2 \xi(T, \theta, \chi_{D,\text{in}}, k, \chi_{D,\text{e}}) \right\}
\]

It is noteworthy that the locations of scheduled UL users can be regarded as a Voronoi perturbed lattice process and approximated as PPP, thus the UL interference analysis is similar to that of the DL [13]. To study STP for interior users, we can adopt the same approach but set \( \Delta \) to 1.
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