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Abstract. We prove some basic properties of Donaldson’s flow of surfaces in a hyperkähler 4-manifold. When the initial submanifold is symplectic with respect to one Kähler form and Lagrangian with respect to another, we show that certain kinds of singularities cannot form, and we prove a convergence result under a condition related to one considered by M.-T. Wang for the mean curvature flow.

1. Introduction

In [Do], Donaldson introduced a number of geometric evolution equations arising from the framework of moment maps and diffeomorphisms. If $(S, \rho)$ and $(M, \omega)$ are two symplectic manifolds then a moment map can be constructed for the action of the group of symplectomorphisms of $(S, \rho)$ on the space of smooth maps $f : S \to M$. The gradient flow of the square of the norm of the moment map gives, in many cases, a parabolic flow of maps. For example, when the two manifolds are of the same dimension and Kähler this gives rise to a flow of Kähler potentials known as the J-flow (see [Ch], [We], [SoWe]).

In this paper, we consider the case when $S$ is a Riemann surface with volume form $\rho$ and $(M, \overline{\omega}, I, J, K)$ a hyperkähler 4-manifold. $M$ has three Kähler forms $\overline{\omega}_1$, $\overline{\omega}_2$, and $\overline{\omega}_3$, given by

\[ \overline{\omega}_1(X, Y) = \overline{g}( IX, Y ), \quad \overline{\omega}_2(X, Y) = \overline{g}( JX, Y ), \quad \overline{\omega}_3(X, Y) = \overline{g}( KX, Y ). \]

Given an immersion $f : S \to M$, define three functions on $S$ by

\[ N_a = \frac{f^*(\overline{\omega}_a)}{\rho}, \quad \text{for } a = 1, 2, 3. \]  

(1.1)

Let $\xi_a$, for $a = 1, 2, 3$, be the Hamiltonian vector fields on $S$ associated to $N_a$. Then Donaldson’s flow is given by

\[ \frac{\partial f}{\partial t} = I f_*(\xi_1) + J f_*(\xi_2) + K f_*(\xi_3). \]

(1.2)

We will call this the Hyperkähler mean curvature flow of Donaldson or, for short, the H-flow. It is the gradient flow of the functional

\[ E(f) = \sum_{a=1}^{3} \| N_a \|^2_{L^2(S, \rho)}. \]
Donaldson showed that $f$ is a critical point of $E$ if and only if its image is a minimal surface and the induced volume form $d\mu$ on $S$ is a constant multiple of $\rho$. He also proved that any compact immersed minimal surface in a hyperkähler 4-manifold with normal Euler number $e \geq -2$ which is not a complex curve for any complex structure on $M$ must be not strictly stable with respect to $E$ (see also the results of [MiWo]).

Donaldson showed that the H-flow is related to the mean curvature flow of surfaces in a 4-manifold. Indeed, define a function $\lambda$ on $S$ by

$$\lambda = \frac{d\mu}{\rho}.$$  

Then the H-flow can be written

$$\frac{\partial f}{\partial t} = \lambda \nabla \lambda + \lambda^2 H,$$

where $H$ is the mean curvature vector of $S$ in $M$. This is proved in [Do]. We give another, very explicit, proof of this (Proposition 2.1).

The mean curvature flow of surfaces in a 4-manifold has been studied intensely over the last several years. Motivated by a question of Yau on how to deform a symplectic submanifold into a holomorphic one, Wang [Wa1] showed that if the initial submanifold is symplectic, it remains so along the mean curvature flow and that Type I singularities do not form (see also [ChLi1]). Convergence results have been obtained in a number of special cases [Wa1, Wa2, TsWa, ChLiTi]. Also, Lagrangian submanifolds remain Lagrangian along the mean curvature flow [Sm1]. This case has been of great interest in light of the SYZ conjecture [StYaZa] in Mirror Symmetry [ThYa] and there are a number of promising results [Sm2, Sm3, SmWa, Wa3, ChLi2]. However, the Lagrangian mean curvature flow can exhibit some very bad behavior in general (see e.g. [Ne]).

The problem of finding necessary and sufficient conditions for the convergence of the mean curvature flow, even when Lagrangian or symplectic, is still very wide open. We hope that, as well as being of intrinsic interest, understanding the behavior of the H-flow may help us to understand this related problem.

We are mainly interested in the special case of the H-flow when the initial data is Lagrangian with respect to one Kähler form and symplectic with respect to another. The differential form $\theta = \omega_2 + i\omega_3$ is an $I$-holomorphic $(2,0)$-form on $M$. We consider the space $\mathcal{N}$ given by

$$\mathcal{N} = \{ f : S \to M \mid f \text{ is an immersion and } f^*(\theta) = \rho \}.$$  

Donaldson [Do] gives a geometric argument to prove the following:

**Theorem 1** Let $f_t$ be a solution of the H-flow for $0 \leq t \leq T$. If $f_0 \in \mathcal{N}$ then $f_t \in \mathcal{N}$ for $0 \leq t \leq T$.

In section 3 we present a proof of this using the maximum principle. If an H-flow $f_t$ lies in $\mathcal{N}$ we will call it a *Special H-flow*. This is a flow of Lagrangian submanifolds in $M$. One might hope that, at least under certain conditions, the Special H-flow should converge to a parametrised Special Lagrangian submanifold. These are elements
$f$ of $N$ with $e^{i\alpha} f^*(\varpi_1 + i\varpi_2) = d\mu$ for some constant angle $\alpha$, or equivalently, with $\lambda$ constant. In the case of hyperkähler 4-manifolds, these Special Lagrangian submanifolds are complex curves with respect to one of the complex structures.

An interesting property of the Special H-flow is that the induced area form $d\mu$ is bounded from above and below. Moreover, we have the following:

**Theorem 2** Let $f_t$ be a solution of the Special H-flow on a maximal time interval $[0, T)$, for $0 \leq T \leq \infty$. Then

(i) For $t \in [0, T)$, the induced area form $d\mu = d\mu(t)$ on $S$ satisfies

$$\left(\inf_S \lambda|_{t=0}\right)\rho \leq d\mu \leq \left(\sup_S \lambda|_{t=0}\right)\rho.$$

(ii) If there exists a constant $C_0$ such that the norm squared of the second fundamental form $|A|^2$ satisfies

$$\sup_S |A|^2 \leq C_0,$$

then there exist constants $C_k$ for $k = 1, 2, \ldots$ such that

$$\sup_S |\nabla^k A|^2 \leq C_k,$$

for $t \in [0, T)$.

(iii) If $T < \infty$ then

$$\lim_{t \to T} \sup_S |A|^2 = \infty.$$

By analogy with the mean curvature flow [Wa1] we might expect that along the Special H-flow, Type I singularities do not form. A Type I singularity for the H-flow at a time $T$ is a singularity satisfying the estimate

$$\sup_S |A|^2 \leq \frac{C}{T-t}, \quad \text{for } t < T,$$

for some constant $C$. We show that if there is such a singularity then the function $\lambda$ must exhibit a certain ‘bad’ behavior. Precisely, we define a Type $I^*$ singularity at time $T$ to be a Type I singularity with the additional property that for each $y_0 \in M$ there exist positive constants $\lambda_0$, $\delta$ and $C'$ such that

$$|\lambda(x) - \lambda_0| \leq C'(d(f(x), y_0)^{2\delta} + (T-t)^{\delta})$$

(1.4)

for all $(x, t) \in S \times [0, T)$, where $d$ is the distance function in $(M, g)$. Then we prove the following result.

**Theorem 3** Along the Special H-flow, Type $I^*$ singularities do not form.

We believe that it should be possible to remove the Hölder-type condition (1.4) and rule out all Type I singularities.

Finally we prove that in a certain situation, similar to one considered by Wang [Wa1] for the mean curvature flow, the Special H-flow can indeed converge to a complex curve.
Theorem 4  Suppose that \( \zeta \) is an anti-self-dual parallel calibrating form on \( M \). Then there exists \( \epsilon > 0 \) such that if \( f_0 \in \mathcal{N} \) satisfies

\[
\left( \frac{1}{\lambda} \right) |t=0 > 1 - \epsilon \quad \text{and} \quad \frac{f_0^* \zeta}{d\mu} > 1 - \epsilon,
\]

then the Special H-flow exists for all time and converges in \( C^\infty \) to a map \( f_\infty : S \to M \) such that \( f_\infty(S) \) is a totally geodesic complex curve in \( M \).

It is not difficult to find simple examples where these initial conditions are satisfied. Indeed, let \( S \) be a torus \( \mathbb{C}/\Lambda \), for some lattice \( \Lambda \), and let \( \Omega \) be the symplectic form on \( S \) induced from the standard one on \( \mathbb{C} \). Let \( M = S \times S \) with the standard metric \( g \), coordinates \( (y^1, \ldots, y^4) \) from \( \mathbb{R}^4 \) and the hyperkähler structure defined by

\[
\begin{align*}
\omega_1 &= dy^1 \wedge dy^2 + dy^3 \wedge dy^4 \\
\omega_2 &= dy^1 \wedge dy^4 + dy^3 \wedge dy^3 \\
\omega_3 &= dy^1 \wedge dy^3 - dy^2 \wedge dy^4.
\end{align*}
\]

Set \( \zeta = dy^1 \wedge dy^3 + dy^2 \wedge dy^4 \). Consider a diffeomorphism \( \phi : S \to S \) preserving \( \Omega \) and define \( f_0 : S \to M \) by \( f_0(x^1, x^2) = (x^1, \phi(x^1), x^2, \phi(x^2)) \). Let \( \rho = f_0^*(\omega_2) \). Then \( f_0^*(\omega_3) = 0 \) and, if \( \phi \) is sufficiently close to the identity, \( f_0 \) satisfies the hypotheses of Theorem 4.

The outline of the paper is as follows: in section 2, some basic properties of the flow will be presented, including a derivation of (1.3); Theorem 1 is proved in section 3; a proof of Theorem 2 and the evolution of the second fundamental form and mean curvature are given in section 4; section 5 contains a proof of Theorem 3 using a monotonicity formula and a blow-up argument; finally, Theorem 4 is proved in section 6.

2. Basic properties of the flow

Before we derive formulas for this flow, we will describe some notation. Fix a point \( p \in S \). We will write \( g \) for the induced metric \( f^*g \) on \( S \). Let \( \{x^1, x^2\} \) be a normal coordinate system for \( S \) at \( p \) and let \( \{y^1, \ldots, y^4\} \) be a normal coordinate system for \( M \) at \( f(p) \). We assume that the coordinate system \( \{\partial_1, \partial_2\} \) at \( p \) is oriented so that

\[ \rho(\partial_1, \partial_2) > 0. \]

We will use lower case letters \( i, j, \ldots \) to denote the indices 1 and 2, Greek letters \( \alpha, \beta, \ldots \) for the indices 3 and 4, and upper case letters \( A, B, \ldots \) for the full range of indices 1, 2, 3, 4. We will denote \( \frac{\partial}{\partial x^i} \) by \( \partial_i \) and frequently identify it with \( f_* \partial_i \). We assume that the \( \{y^A\} \) are chosen so that \( \frac{\partial}{\partial y^A} = f_* \partial_i \) at \( p \), and hence \( \frac{\partial y^A}{\partial x^i} = \delta^A_i \) at \( p \). We will also pick a local orthonormal frame \( \{e_3, e_4\} \) for the normal bundle.

Let \( \nabla \) and \( \overline{\nabla} \) denote the Levi-Civita connections for \( g \) on \( M \) and \( g \) on \( S \) respectively. We use the superscripts \( T \) and \( N \) to denote the orthogonal projection of a vector in \( TM \) to the tangent and normal bundles of \( S \) respectively. At \( p \), \( (\overline{\nabla}_{\partial_i} \partial_j)^T = \nabla_{\partial_i} \partial_j = 0. \)
The second fundamental form $A : TS \times TS \to NS$ is defined by $A(X, Y) = (\nabla_X Y)^N$. Write

$$A(\partial_i, \partial_j) = h_{\alpha ij} e_\alpha, \quad \text{for} \quad h_{\alpha ij} = \bar{g}(e_\alpha, \nabla_a \partial_j).$$

The mean curvature vector is given at $p$ by $H = H_a e_a$, where $H_a = g^{ij} h_{\alpha ij}$.

Recall now that the Hamiltonian vector fields $\xi_a$, for $a = 1, 2, 3$, are defined by

$$\rho(\xi_a, \cdot) = dN_a,$$

with the $N_a$ defined by (1.1). Note that, calculating at $p$,

$$N_1^2 + N_2^2 + N_3^2 = \lambda^2 \left( (I_1)^2 + (J_1)^2 + (K_1)^2 \right) = \lambda^2.$$

Writing $\xi_a = \xi_a^i \partial_i$ we have from (2.1),

$$\rho_{12} \xi_a^1 = \partial_2 N_a, \quad \rho_{12} \xi_a^2 = -\partial_1 N_a,$$

and hence, at $p$,

$$\xi_a = \lambda(\partial_2 N_a) \partial_1 - \lambda(\partial_1 N_a) \partial_2, \quad \text{for} \ a = 1, 2, 3.$$

**Proposition 2.1** The $H$-flow (1.2) can be written

$$\frac{\partial f}{\partial t} = \lambda \nabla \lambda + \lambda^2 H.$$  \hfill (2.2)

**Proof** Calculate at a point $p$,

$$I f_* \xi_1 = \lambda(\partial_2 N_1) I(\partial_1) - \lambda(\partial_1 N_1) I(\partial_2)$$

$$= \lambda \partial_2 (\lambda \bar{g}(I(\partial_1), \partial_2)) I(\partial_1) - \lambda \partial_1 (\lambda \bar{g}(I(\partial_1), \partial_2)) I(\partial_2)$$

$$= \lambda(\partial_2 \lambda) \bar{g}(\partial_2, I(\partial_1)) I(\partial_1) + \lambda(\partial_1 \lambda) \bar{g}(\partial_1, I(\partial_2)) I(\partial_2)$$

$$- \lambda^2 \bar{g}(\nabla_{\partial_2} \partial_1, I(\partial_2)) I(\partial_1) - \lambda^2 \bar{g}(\nabla_{\partial_1} \partial_2, I(\partial_1)) I(\partial_2)$$

$$+ \lambda^2 \bar{g}(\nabla_{\partial_1} \partial_1, I(\partial_2)) I(\partial_2) + \lambda^2 \bar{g}(\nabla_{\partial_2} \partial_2, I(\partial_1)) I(\partial_1).$$

The same formula holds for $J f_* \xi_2$ and for $K f_* \xi_3$, replacing $I$ wherever it occurs with $J$ and $K$ respectively. Now observe that for $i = 1$ or 2, $\{\partial_i, I(\partial_i), J(\partial_i), K(\partial_i)\}$ is an orthonormal basis for $T_p M$. Let $X$ be any vector in $N_p S$. A short calculation shows that if we set

$$Y = \bar{g}(X, I(\partial_2)) I(\partial_1) + \bar{g}(X, I(\partial_1)) I(\partial_2)$$

$$+ \bar{g}(X, J(\partial_2)) J(\partial_1) + \bar{g}(X, J(\partial_1)) J(\partial_2)$$

$$+ \bar{g}(X, K(\partial_2)) K(\partial_1) + \bar{g}(X, K(\partial_1)) K(\partial_2),$$

then $Y$ is orthogonal to $\partial_1, I(\partial_1), J(\partial_1)$ and $K(\partial_1)$ and hence is zero. Set $X = \nabla_{\partial_1} \partial_2 = \nabla_{\partial_2} \partial_1$, and we see that the terms in $\frac{\partial f}{\partial t}$ involving $X$ vanish (notice that in our coordinates $\nabla_{\partial_1} \partial_2 = 0$ and so $X$ is indeed orthogonal to $T_p S$). The remaining terms give

$$I f_* (\xi_1) + J f_* (\xi_2) + K f_* (\xi_3) = \lambda(\partial_2 \lambda) \partial_2 + \lambda(\partial_1 \lambda) \partial_1 + \lambda^2 \nabla_{\partial_1} \partial_1 + \lambda^2 \nabla_{\partial_2} \partial_2$$

$$= \lambda \nabla \lambda + \lambda^2 H,$$

where we are again making use of the fact that $\{\partial_i, I(\partial_i), J(\partial_i), K(\partial_i)\}$ is an orthonormal basis for $T_p M$. Q.E.D.
A solution to this parabolic flow always exists for a short time.

**Proposition 2.2** Given any smooth initial map $f_0 \in \mathcal{M}$, there exists $T > 0$ such that (2.2) admits a unique smooth solution $f_t \in \mathcal{M}$ for $t \in [0, T)$.

**Proof** It is well known that the mean curvature flow $\frac{\partial f}{\partial t} = H$ admits a unique smooth solution for a short time. Indeed, although the mean curvature flow is not strictly parabolic, it becomes so after modifying by a family of diffeomorphisms of $S$ (for a detailed proof, see e.g. [Zh]). By the same argument, since $\lambda$ is only first order in $f$, one can see that

$$\frac{\partial f}{\partial t} = \lambda^2 H,$$

admits a unique smooth solution for a short time. Define another family of diffeomorphisms $\phi_t : S \to S$ by

$$\frac{\partial \phi^i}{\partial t} = \lambda \nabla^i \lambda,$$

with $\phi_0 = \text{id}$. Then $\tilde{f}(x, t) = f(\phi(x, t), t)$ solves (2.2). Q.E.D.

We will now describe the evolution of the metric $g_{ij} = g(\partial_i, \partial_j)$, the volume form $d\mu$ and $\lambda$ along the H-flow.

**Proposition 2.3** Along the H-flow,

(i) $\frac{\partial}{\partial t} g_{kl} = \nabla_k \nabla_l (\lambda^2) - 2\lambda^2 H \alpha h_{akl}$

(ii) $\frac{\partial}{\partial t} d\mu = \left( \Delta \left( \frac{\lambda^2}{2} \right) - \lambda^2 |H|^2 \right) d\mu$

(iii) $\frac{\partial \lambda^2}{\partial t} = \lambda^2 \Delta \lambda^2 - 2(\lambda^2)^2 |H|^2,$

where, in (i), the repeated index $\alpha$ indicates that we are summing over an orthonormal frame for the normal bundle.

**Proof** We will work in our usual coordinate system at a point $p$. Then

$$\frac{\partial}{\partial t} g(\partial_k, \partial_l) = \overline{g}(\nabla(\nabla(\frac{\lambda^2}{2}) + \lambda^2 H \partial_k, \partial_l) + \overline{g}(\partial_k, \nabla(\nabla(\frac{\lambda^2}{2}) + \lambda^2 H \partial_l). \tag{2.3}$$

Note that by the torsion-free condition for $\nabla$ and the equality

$$[\nabla(\frac{\lambda^2}{2}) + \lambda^2 H, f \partial_j] = f \left[ \frac{\partial}{\partial t}, \partial_j \right] = 0,$$

we have

$$\overline{g}(\nabla(\nabla(\frac{\lambda^2}{2}) + \lambda^2 H \partial_k, \partial_l) = \overline{g}(\nabla \partial_k (\nabla(\frac{\lambda^2}{2}) + \lambda^2 H), \partial_l)

= \overline{g}(\frac{1}{2} \nabla \partial_k (\partial_k (\lambda^2) \partial_l + \partial_k (\lambda^2) H + \lambda^2 \nabla \partial_h H, \partial_l)

= \frac{1}{2} \partial_k \partial_l (\lambda^2) - \lambda^2 \overline{g}(H, \nabla \partial_h \partial_l)

= \frac{1}{2} \partial_k \partial_l (\lambda^2) - \lambda^2 H \alpha h_{akl}$$. 


Substituting into \((2.3)\) gives (i). (ii) and (iii) follow easily from (i). Q.E.D.

Notice that by the maximum principle, we immediately have:

**Corollary 2.1** Along the H-flow,

\[
\lambda(t) \leq \sup_{S} \lambda|_{t=0}.
\]

3. **Preservation of the condition** \(f^*(\theta) = \rho\) **along the H-flow**

In this section we will prove Theorem 1. Suppose that we have a smooth solution \(f_t\) of the H-flow for \(t \in [0, T]\) for some \(T > 0\) and suppose that the initial data is in \(\mathcal{N}\). For \(i = 1, 2, 3\), define functions \(\eta_i\) on \(S\) by

\[
\eta_i = \frac{f^*\omega_i}{d\mu}.
\]

Then the condition \(f^*(\theta) = \rho\) is equivalent to the equations

\[
\eta_2 = \frac{1}{\lambda} \quad \text{and} \quad \eta_3 = 0.
\]

Set

\[
Q = (\eta_2 - \frac{1}{\lambda})^2 + \eta_3^2.
\]

We will show that there exists a constant \(C\) depending on \(f_t\) for \(t \in [0, T]\) such that

\[
\frac{d}{dt} Q \leq \lambda^2 \Delta Q + CQ. \tag{3.1}
\]

The theorem will then follow, since by the maximum principle,

\[
Q(t) e^{-Ct} \leq Q(0) = 0.
\]

We will now prove (3.1). Let \(\{x^1, x^2\}\) be a normal coordinate system for \(S\) centered at a point \(p\) as before and set

\[
\nu_1 = \frac{K\partial_1 - \eta_3\partial_2}{\sqrt{1 - \eta_3^2}}, \quad \nu_2 = \frac{K\partial_2 + \eta_3\partial_1}{\sqrt{1 - \eta_3^2}}.
\]

Then \(\{\partial_1, \partial_2, \nu_1, \nu_2\}\) gives an orthonormal basis for \(T_pM\). Let \(\xi_3 = \sqrt{1 - \eta_3^2}(p)\). Then at the point \(p\), in this basis, \(K\) is given by

\[
K = \begin{pmatrix}
0 & \eta_3 & \xi_3 & 0 \\
-\eta_3 & 0 & 0 & \xi_3 \\
-\xi_3 & 0 & 0 & -\eta_3 \\
0 & -\xi_3 & \eta_3 & 0
\end{pmatrix}.
\]

Now set \(a = \nu_2(\partial_1, \nu_1)(p)\) and \(\xi_2 = \nu_2(\partial_1, \nu_2)(p)\) so that

\[
\xi_2^2 = 1 - \eta_2^2 - a^2.
\]
Then at the point $p$, $J$ is given by

$$J = \begin{pmatrix}
0 & \eta_2 & a & \xi_2 \\
-\eta_2 & 0 & -\xi_2 & a \\
-a & \xi_2 & 0 & -\eta_2 \\
-\xi_2 & a & \eta_2 & 0
\end{pmatrix}.$$ 

For $i, j = 1, 2$, set $h_{3ij} = g(\nu_1, \nabla_{\partial_i} \partial_j)$ and $h_{4ij} = g(\nu_2, \nabla_{\partial_i} \partial_j)$. Let $\mathbf{R}$ be the curvature of $g$, given by

$$\mathbf{R}(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X, Y]} Z.$$ 

We have the following lemma.

**Lemma 3.1** Let $\omega$ be parallel 2-form on $M$ and write $\eta = \frac{\omega}{\eta}$. Then $\eta$ evolves by

$$\frac{\partial}{\partial t} \eta = \lambda^2 \triangle \eta + \lambda^2 (\eta|A|^2 - 2\omega(\nu_1, \nu_2)(h_{3k1} h_{4k2} - h_{4k1} h_{3k2}))$$

$$+ 2\lambda(\partial_1 \lambda) \omega(H, \partial_2) + 2\lambda(\partial_2 \lambda) \omega(\partial_1, H)$$

$$+ \lambda(\partial_k \lambda) \omega(\nabla_{\partial_1} \partial_k, \partial_2) + \lambda(\partial_k \lambda) \omega(\partial_1, \nabla_{\partial_2} \partial_k)$$

$$- \lambda^2 (\omega((\mathbf{R}(\partial_k, \partial_1) \partial_k)_N, \partial_2) - \omega((\mathbf{R}(\partial_k, \partial_2) \partial_k)_N, \partial_1)),$$

where we are summing $k$ from 1 to 2.

**Proof** We will give only a sketch of the proof, since the argument is similar to that of Proposition 2.1 in [Wa1]. Calculate

$$\frac{\partial}{\partial t} f^* \omega(\partial_1, \partial_2) = \omega(\nabla_{\lambda^2 H + \nabla(\frac{\lambda^2}{2}) \partial_1}, \partial_2) + \omega(\partial_1, \nabla_{\lambda^2 H + \nabla(\frac{\lambda^2}{2})} \partial_2)$$

$$= \lambda^2 \omega(\nabla_{\partial_1} H, \partial_2) + \lambda^2 \omega(\partial_1, \nabla_{\partial_2} H)$$

$$+ 2\lambda(\partial_1 \lambda) \omega(H, \partial_2) + 2\lambda(\partial_2 \lambda) \omega(\partial_1, H)$$

$$+ \omega(\nabla_{\partial_1} (\nabla(\frac{\lambda^2}{2})), \partial_2) + \omega(\partial_1, \nabla_{\partial_2} (\nabla(\frac{\lambda^2}{2}))))$$

$$= \lambda^2 \omega(\nabla_{\partial_1} H, \partial_2) + \lambda^2 \omega(\partial_1, \nabla_{\partial_2} H)$$

$$+ 2\lambda(\partial_1 \lambda) \omega(H, \partial_2) + 2\lambda(\partial_2 \lambda) \omega(\partial_1, H) + \eta \lambda(\frac{\lambda^2}{2})$$

$$+ \lambda(\partial_k \lambda) \omega(\nabla_{\partial_1} \partial_k, \partial_2) + \lambda(\partial_k \lambda) \omega(\partial_1, \nabla_{\partial_2} \partial_k). \tag{3.2}$$

But from [Wa1], at $p$,

$$\triangle \eta = \omega(\nabla_{\partial_1} H, \partial_2) - \omega(\nabla_{\partial_2} H, \partial_1) + |H|^2$$

$$+ \omega((\mathbf{R}(\partial_k, \partial_1) \partial_k)_N, \partial_2) - \omega((\mathbf{R}(\partial_k, \partial_2) \partial_k)_N, \partial_1)$$

$$- \eta|A|^2 + 2\omega(\nu_1, \nu_2)(h_{3k1} h_{4k2} - h_{4k1} h_{3k2}). \tag{3.3}$$

Then the lemma follows from (3.2), (3.3) and the evolution of the volume form. Q.E.D.

We introduce the following notation: for functions $A$ and $B$, write $A \approx B$ if, at the point $p$,

$$|A - B| \leq C(Q + |\nabla \eta_3| + |\nabla(\eta_2 - 1/\lambda)|),$$
for some constant $C$ depending on $f_t$. Then observe that $\eta_3 \approx 0 \approx a$ and $\xi_2^2 \approx 1 - \eta_2^2 \approx 1 - 1/\lambda^2$. Also, if $h_{ijk} = \overline{\nabla}(K \partial_i, \nabla \partial_j, \partial_k)$ then $h_{3jk} \approx h_{1jk}$, $h_{4jk} \approx h_{2jk}$ and

$$h_{ijk} \approx h_{jik} \approx h_{jki}.$$  

We have the following lemma.

**Lemma 3.2**

(i) $\frac{\partial}{\partial t} \eta_3 \approx \lambda^2 \Delta \eta_3$

(ii) $\frac{\partial}{\partial t} (\eta_2 - 1/\lambda) \approx \lambda^2 \Delta (\eta_2 - 1/\lambda)$.

**Proof** First write $H = H_i dx^i$ where $H_i = g_{jk} h_{ijk}$. Then note that

$$\nabla \lambda \approx -\lambda^2 \xi_2 H,$$

(3.4)

To see this, calculate at $p$

$$\partial_1 \lambda \approx -\lambda^2 \nabla_2 (\nabla \partial_1, \partial_2) - \lambda^2 \nabla_2 (\partial_1, \nabla \partial_2)$$

$$\approx -\lambda^2 \xi_2 h_{3i1} - \lambda^2 \xi_2 h_{4i2}$$

$$\approx -\lambda^2 \xi_2 H_i.$$  

For (i) we will make use of Lemma 3.1 with $\omega = \omega_3$. Observe that

$$2\lambda (\partial_1 \lambda) \overline{\nabla}_3 (H, \partial_2) + 2\lambda (\partial_2 \lambda) \overline{\nabla}_3 (\partial_1, H)$$

$$\approx 2\lambda^3 \xi_2 H_1 \xi_3 H_2 - 2\lambda^3 \xi_2 H_2 \xi_3 H_1 = 0,$$

and

$$\lambda (\partial_k \lambda) \overline{\nabla}_3 (\nabla \partial_1, \partial_2) + \lambda (\partial_k \lambda) \overline{\nabla}_3 (\partial_1, \nabla \partial_2)$$

$$\approx -\lambda (\partial_k \lambda) h_{4ik} \xi_3 + \lambda (\partial_k \lambda) h_{32k} \xi_3 \approx 0.$$

We need to deal now with the curvature terms. First observe that the Ricci curvature can be approximated by

$$\overline{\text{Ric}}(KX, Y) \approx \frac{1}{2} \overline{\nabla} X, Y, e_A, Ke_A),$$

where we are summing over the orthonormal basis $e_A$ for $TM$. Then

$$\overline{\nabla}_3 ((\overline{\nabla}(\partial_k, \partial_1))_{\partial_2}) - \overline{\nabla}_3 ((\overline{\nabla}(\partial_2, \partial_k))_{\partial_1})$$

$$= -\xi_3 \overline{\nabla} (\nu_2, \partial_k, \partial_1) + \xi_3 \overline{\nabla} (\nu_1, \partial_k, \partial_2)$$

$$\approx -\overline{\text{Ric}}(K \partial_1, \partial_2) = 0,$$

and (i) follows. For (ii), calculate:

$$|A|^2 + 2(h_{3k1} h_{4k2} - h_{4k1} h_{3k2}) \approx |H|^2,$$
and 
\[ 2\lambda(\partial_1 \lambda)\varpi_2(H, \partial_2) + 2\lambda(\partial_2 \lambda)\varpi_2(\partial_1, H) \approx -2\lambda(\lambda^2 - 1)|H|^2, \]
and 
\[ \lambda(\partial_k \lambda)\varpi_2(\nabla_{\partial_k} \partial_2, \partial_2) + \lambda(\partial_k \lambda)\varpi_2(\partial_1, \nabla_{\partial_k} \partial_2) \approx -\lambda(\lambda^2 - 1)|H|^2. \]

Then since the curvature terms can be neglected as in (i), we see that 
\[ \frac{\partial}{\partial t} \eta_2 \approx \lambda^2 \Delta \eta_2 + \lambda|H|^2 - 3\lambda(\lambda^2 - 1)|H|^2. \]

But a short calculation shows that 
\[ \frac{\partial}{\partial t} \left( \frac{1}{\lambda} \right) = \lambda^2 \Delta \left( \frac{1}{\lambda} \right) + \lambda|H|^2 - 3\frac{|\nabla \lambda|^2}{\lambda}, \]
and (ii) follows after making use of (3.4). Q.E.D.

The inequality (3.4) and hence Theorem 1 now follow easily. Indeed, writing 
\[ \frac{\partial}{\partial t} \eta_3 = \lambda^2 \Delta \eta_3 + E_1 \]
and 
\[ \frac{\partial}{\partial t} (\eta_2 - 1/\lambda) = \lambda^2 \Delta (\eta_2 - 1/\lambda) + E_2 \]
for \( E_1 \approx 0 \approx E_2 \) we see that 
\[ \frac{\partial Q}{\partial t} = \lambda^2 \Delta Q - 2\lambda^2 |\nabla (\eta_2 - 1/\lambda)|^2 - 2\lambda^2 |\nabla \eta_3|^2 + 2E_1(\eta_2 - 1/\lambda) + 2E_2\eta_3 \]
\[ \leq \lambda^2 \Delta Q + CQ, \]
where we have made use of the inequality \( 2ab \leq (a^2 + b^2) \) for \( a, b \in \mathbb{R} \). Q.E.D.

4. Evolution equations for the Special H-flow

In this section we will give the proof of Theorem 2. As before, let \( \{x^1, x^2\} \) be a normal coordinate system at a point \( p \) for \( S \) with \( \rho(\partial_1, \partial_2) > 0 \). Define normal vectors \( \nu_i = K\partial_i \) for \( i = 1, 2 \). Then \( \{\partial_1, \partial_2, \nu_1, \nu_2\} \) gives a basis for the tangent bundle of \( M \) and is orthonormal at \( p \). Note that at the point \( p \), we have \( \nabla_{\partial_i} \nu_j = 0 \). In this coordinate system, the second fundamental form is given by \( h_{ijk} = g(\nu_i, \nabla_{\partial_j} \partial_k) \), and we define the mean curvature 1-form \( H_i dx^i \) by \( H_i = g^{jk}h_{ijk} \). The second fundamental form is fully symmetric:
\[ h_{ijk} = h_{jik} = h_{jki}. \]

Recall from section 3 that \( \eta_1 \) is defined by
\[ \eta_1 = \frac{f^*(\varpi_1)}{d\mu} = \frac{N_1}{\lambda}. \]

We can write down expressions now for the almost complex structures in terms of \( \eta_1 \).

**Lemma 4.1** At \( p, I, J \) and \( K \) are given by
\[
I = \begin{pmatrix}
0 & \eta_1 & 0 & \sqrt{1 - \eta_1^2} \\
-\eta_1 & 0 & -\sqrt{1 - \eta_1^2} & 0 \\
0 & \sqrt{1 - \eta_1^2} & 0 & -\eta_1 \\
-\sqrt{1 - \eta_1^2} & 0 & \eta_1 & 0
\end{pmatrix},
\]
\[ J = \begin{pmatrix} 0 & \sqrt{1 - \eta_1^2} & 0 & -\eta_1 \\ -\sqrt{1 - \eta_1^2} & 0 & \eta_1 & 0 \\ 0 & -\eta_1 & 0 & -\sqrt{1 - \eta_1^2} \\ \eta_1 & 0 & \sqrt{1 - \eta_1^2} & 0 \end{pmatrix} \]

and

\[ K = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \]

**Proof** It is trivial to see that \( K \) takes the above form. By definition, \( I_1^2 = \eta_1 \). Since \( \rho(\partial_1, \partial_2) = (f^*w_2)(\partial_1, \partial_2) = g(\partial_1, \partial_2) \), and \( \rho(\partial_1, \partial_2) > 0 \), we have that \( J_1^2 > 0 \). Hence \( J_1^2 = \sqrt{1 - \eta_1^2} \), and we may write

\[ J = \begin{pmatrix} 0 & \sqrt{1 - \eta_1^2} & 0 & a\eta_1 \\ -\sqrt{1 - \eta_1^2} & 0 & b\eta_1 & 0 \\ 0 & -b\eta_1 & 0 & c\sqrt{1 - \eta_1^2} \\ -a\eta_1 & 0 & -c\sqrt{1 - \eta_1^2} & 0 \end{pmatrix}, \]

where \( a, b \) and \( c \) are each either 1 or -1. Now calculate

\[ I = JK \]

\[ = \begin{pmatrix} 0 & \sqrt{1 - \eta_1^2} & 0 & a\eta_1 \\ -\sqrt{1 - \eta_1^2} & 0 & b\eta_1 & 0 \\ 0 & -b\eta_1 & 0 & c\sqrt{1 - \eta_1^2} \\ -a\eta_1 & 0 & -c\sqrt{1 - \eta_1^2} & 0 \end{pmatrix} \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \]

\[ = \begin{pmatrix} 0 & -a\eta_1 & 0 & -b\eta_1 \\ -b\eta_1 & 0 & -\sqrt{1 - \eta_1^2} & 0 \\ 0 & -c\sqrt{1 - \eta_1^2} & 0 & -b\eta_1 \\ c\sqrt{1 - \eta_1^2} & 0 & -a\eta_1 & 0 \end{pmatrix}, \]

from which we obtain \( a = -1, b = 1 \) and \( c = -1 \). This completes the proof.

A short calculation shows that, at the point \( p \),

\[ \partial_k \lambda = \lambda^2 \eta_1 H_k. \]

Then part (i) of Theorem 2 follows from the evolution of \( \lambda \) and the maximum principle.

We now calculate the evolution of the second fundamental form. We will use the convention that an underlined index denotes the application of the complex structure \( K \), so that, for example:

\[ \overline{R}_{ijkl} = \overline{g}(\overline{R}(\partial_1, \partial_2)\partial_k, K\partial_l). \]
Lemma 4.2 We have the following formulae for the Special $H$-flow:

(i) The second fundamental form evolves by

\[
\frac{\partial}{\partial t} h_{ijk} = \lambda^2 \left\{ \triangle h_{ijk} + (3\lambda^2 - 2)(H_i H_j h_{k,kl} + H_j H_k h_{il} + H_k H_l h_{ijl} + 2H_i H_j H_k) + \lambda \eta_1 (H_{ij} h_{k,kl} + H_{kj} h_{il} + H_{lk} h_{ijl}) \right. \\
\left. + 2H_i H_j H_k + 2H_j H_k, i + 2H_k H_I, j + 2H_{ij, k} \right) \\
- (H_m h_{ml} h_{ijk} + H_m h_{mi} h_{lk} + H_m h_{mk} h_{ijl}) \\
+ 2\mathcal{R}_{lm} h_{jklm} + 2\mathcal{R}_{jmk} h_{ilm} + 2\mathcal{R}_{jklm} h_{jlm} - \mathcal{R}_{ij} h_{kjm} - \mathcal{R}_{ik} h_{jlm} \\
- h_t h_{im, ij} h_{km, j} + h_t h_{ik, ij} h_{rm, j} + h_t h_{ij, kl} h_{i, j} - 2h_t h_{ij, kl} h_{i, j} \\
- \left( \nabla_{\partial_j} \mathcal{R}_{ijkl} - \nabla_{\partial_k} \mathcal{R}_{ijkl} \right). \tag{4.1}
\]

(ii) The square of the norm of the second fundamental form evolves by

\[
\frac{\partial}{\partial t} |A|^2 = \lambda^2 \left\{ \triangle |A|^2 - 2|\nabla A|^2 + 4(3\lambda^2 - 2)|H|^2 + 12\lambda \eta_1 H_i H_j h_{ij} \\
+ 2\lambda \eta_1 H_{ij} h_{k,kl} + 12\mathcal{R}_{lm} h_{jklm} h_{ij} - 6\mathcal{R}_{il} h_{jlm} h_{ij} \\
+ 6h_t h_{lm, ij} h_{km, j} - 4h_t h_{ij, kl} h_{i, j} - 2\left( \nabla_{\partial_j} \mathcal{R}_{ijkl} - \nabla_{\partial_k} \mathcal{R}_{ijkl} \right). \tag{4.2}
\]

(iii) The square of the norm of the mean curvature evolves by

\[
\frac{\partial}{\partial t} |H|^2 = \lambda^2 \left\{ \triangle |H|^2 - 2|\nabla H|^2 + 4(3\lambda^2 - 2)|H|^4 + 10\lambda \eta_1 H_i H_j h_{i, j} \\
+ 4\lambda \eta_1 |H|^2 H_{i, i} + 2h_t h_{ij, kl} h_{ij} - 2\mathcal{R}_{km} h_{m} h_{k} \\
- 2H_k \left( \nabla_{\partial_j} \mathcal{R}_{ijkl} - 2H_k \left( \nabla_{\partial_j} \mathcal{R}_{ijkl} \right) \right). \tag{4.3}
\]

Proof Calculate at $p$,

\[
\frac{\partial}{\partial t} h_{ijk} = \left( \nabla \left( \frac{\lambda^2}{2} \right) + \lambda^2 H \right) \left( \nabla \left( \frac{\lambda^2}{2} \right) + \lambda^2 H \right) \tag{4.4}
\]

Now calculate

\[
\nabla \left( \frac{\lambda^2}{2} \right) + \lambda^2 H = \nabla \left( \frac{\lambda^2}{2} \right) + \lambda^2 H \]
and

\[
\bar{g}(\nabla_{\partial_j} \nabla_{\partial_k}(\lambda^2 H), \nu_i) = \partial_j \partial_k(\lambda^2)H_i + \partial_k(\lambda^2)H_{i,j} + \partial_j(\lambda^2)H_{i,k} + \lambda^2 \bar{g}(\nabla_{\partial_j} \nabla_{\partial_k} H, \nu_i). \tag{4.6}
\]

For the last term, we follow the calculation in \[Wa1\], p. 332. First,

\[
\bar{g}(\nabla_{\partial_j} \nabla_{\partial_k} H, \nu_i) = \bar{g}(\nabla_{\partial_j} (\nabla_{\partial_k} H)^T, \nu_i) + \bar{g}(\nabla_{\partial_j} (\nabla_{\partial_k} H)^N, \nu_i).
\]

We want to calculate the first term on the right hand side of this equation. To begin with, write

\[
\bar{g}(\nabla_{\partial_j} (\nabla_{\partial_k} H)^T, \partial_l) = \bar{g}(\nabla_{\partial_j} H, \partial_l) = -\bar{g}(H, \nabla_{\partial_l} \partial_j) = -H_m h_{mkl},
\]

and so

\[
\bar{g}(\nabla_{\partial_j} (\nabla_{\partial_k} H)^T, \nu_i) = -\bar{g}(\nabla_{\partial_j} (\nabla_{\partial_k} H)^T, \nabla_{\partial_j} \nu_i) = -H_m h_{mkl} h_{ijl}.
\]

Hence

\[
\bar{g}(\nabla_{\partial_j} \nabla_{\partial_k} H, \nu_i) = H_{l,kj} - H_m h_{mkl} h_{ijl}. \tag{4.7}
\]

The last term of (4.4) is given by

\[
-\bar{g}(K \nabla_{\partial_j} \partial_k, \nabla_{\partial_i}(\nabla(\lambda^2) + \lambda^2 H)) = \frac{1}{2} \partial_i \partial_l(\lambda^2)h_{jkl} - \lambda^2 H_i h_{jkm} h_{ilm}. \tag{4.8}
\]

Inserting (4.5), (4.6), (4.7) and (4.8) into (4.4), and making use of the Codazzi equation, we have

\[
\frac{\partial}{\partial t} h_{ijk} = \lambda^2 H_{i,kj} + \frac{1}{2} (\partial_j \partial_k(\lambda^2)h_{i,kl} + \partial_k \partial_l(\lambda^2)h_{ijl} + \partial_l \partial_l(\lambda^2)h_{jkl})
\]

\[
+ \partial_j \partial_k(\lambda^2)H_i + \partial_k(\lambda^2)H_{i,j} + \partial_j(\lambda^2)H_{i,k} + \frac{1}{2} \partial_l(\lambda^2)h_{ijk,l}
\]

\[
- \lambda^2 (H_m h_{mkl} h_{ijl} + H_m h_{mlk} h_{ijl}) + \lambda^2 H_i T_{Lijl}. \tag{4.9}
\]

Recall that at the point \(p\),

\[
\partial_k(\lambda^2) = 2\lambda^3 \eta_l H_k. \tag{4.10}
\]

A straightforward calculation shows that

\[
\partial_j \partial_l(\lambda^2) = 2\lambda^2(3\lambda^2 - 2)H_j H_l + 2\lambda^3 \eta_l H_{i,j}, \tag{4.11}
\]

where we are using the fact that \(\eta^2 = 1 - 1/\lambda^2\). In (4.9), we obtain

\[
\frac{\partial}{\partial t} h_{ijk} = \lambda^2 \{H_{i,kj} + (3\lambda^2 - 2)(H_j H_i h_{jkl} + H_j H_l h_{ikl} + H_k H_i h_{jij} + 2H_i H_j H_k)
\]

\[
+ \lambda \eta_l (H_i h_{l,jk} + H_{l,j} h_{k,l} + H_{l,k} h_{ijl} + 2H_i H_j h_{k,k} + 2H_j H_{k,i} + 2H_k H_{i,j}
\]

\[
+ H_l h_{ijk,l}) - (H_m h_{mkl} h_{ijl} + H_m h_{mlk} h_{ijl}) + H_i T_{Lijl} \}. \tag{4.12}
\]
We now use the formula for the Laplacian of the second fundamental form:

\[
\triangle h_{ijk} = H_i,ij + (\nabla_{\partial^j} R)_{ij} + (\nabla_{\partial^i} R)_{jk} - 2R_{tkmij} h_{jlm} - 2R_{tkmj} h_{klm} - 2R_{tjmk} h_{ilm} + R_{tijk} H_l + R_{tijlm} h_{klm} - h_{imk} (h_{tmi} H_l - h_{tmj} h_{ij}) + \text{other terms}.
\]

Substituting into (4.12) gives (4.1).

We now calculate the evolution of the square of the second fundamental form,

\[
|A|^2 = g^{ip} g^{jq} g^{kr} h_{ijk} h_{pqr}.
\]

First, at a point \( p \) we have, using (4.11),

\[
\frac{\partial}{\partial t} g^{ip} = -\nabla^i \nabla_p (\lambda^2) + 2\lambda^2 H_m h_{mip} = -2\lambda^2 (3\lambda^2 - 2) H_i H_p + 2\lambda^2 H_m h_{mip}.
\]

Then

\[
\frac{\partial}{\partial t} |A|^2 = 2 \left( \frac{\partial}{\partial t} h_{ijk} \right) h_{ijk} - 6\lambda^2 \left( (3\lambda^2 - 2) H_i H_p + \lambda \eta_{i,p} - H_m h_{mip} \right) h_{ijk} h_{pjk}.
\]

Making use of (4.11), we obtain (4.2) after some simplification.

Finally, we calculate the evolution of the square of the mean curvature. Using (4.13),

\[
\frac{\partial}{\partial t} |H|^2 = \left( \frac{\partial}{\partial t} g^{kl} \right) g^{ij} h_{ijk} g^{pq} h_{pql} + \text{other terms} = -2\lambda^2 (3\lambda^2 - 2) |H|^4 - 2\lambda^3 \eta_i H_{i,k} H_k H_l + 2\lambda^2 H_m h_{mkl} H_k H_l - 4\lambda^2 (3\lambda^2 - 2) H_i H_j H_k h_{ijk} + 4\lambda^3 \eta_{i,j} H_{j,k} H_k + 4\lambda^2 H_m h_{mij} h_{ijk} H_k + 2g^{ij} H_k \frac{\partial}{\partial t} h_{ijk}.
\]

Then from (4.11), we obtain (4.3), after some canceling. This finishes the proof of the lemma. Q.E.D.

**Proof of Theorem 2** From the evolution equations of \(|A|^2\), \(\lambda\) and \(g\), by a similar argument to [Hu1], [Hu2], we obtain for constants \(C(k)\),

\[
\frac{\partial}{\partial t} |\nabla^k A|^2 \leq \lambda^2 \Delta |\nabla^k A|^2 - 2\lambda^2 |\nabla^k A|^2 + C(k) \sum_{a+b+c=k} |\nabla^a A| |\nabla^b A| |\nabla^c A| |\nabla^k A|,
\]

and (ii) follows by an induction argument. Part (iii) can be proved using a straightforward modification of the argument of [Hu2], section 8. Q.E.D.
5. Singularity formation

In this section we give the proof of Theorem 3. Suppose that there is a Type I* singularity at time $T$. We will show that this gives a contradiction using a monotonicity formula. Fix $y_0 \in M$. Let $\iota : M \to \mathbb{R}^N$ be an isometric embedding and suppose that $y_0$ corresponds to the origin in $\mathbb{R}^N$. Write $H \in TM/TS$ for the mean curvature of $S$ in $M$ and $\hat{H} \in T\mathbb{R}^N/TS$ for the mean curvature of $S$ in $\mathbb{R}^N$. Set $E = H - \hat{H}$.

Let $\Phi : \mathbb{R}^N \times [0, T) \to \mathbb{R}$ be the 'backwards heat kernel' on $\mathbb{R}^N$ given by

$$\Phi(y, t) = \frac{1}{4\pi \lambda_0^2 (T - t)} \exp \left(-\frac{|y|^2}{4\lambda_0^2 (T - t)}\right).$$

Observe that

$$\nabla^{\mathbb{R}^N} \Phi = -\frac{\Phi}{2\lambda_0^2 (T - t)}y.$$

Restricted to $S$, $\Phi$ evolves by

$$\frac{\partial}{\partial t} \Phi + \lambda_0^2 \Delta \Phi$$

$$= -\Phi \left[ \frac{|f^\perp|^2}{4\lambda_0^2 (T - t)^2} + \frac{\lambda^2 H \cdot f^\perp}{2\lambda_0^2 (T - t)} + \frac{\lambda^2 \nabla \lambda \cdot f^T}{2\lambda_0^2 (T - t)} + \frac{f^\perp \cdot \tilde{H}}{2(T - t)} \right],$$

where $f^T$ and $f^\perp$ are the tangential and normal components to $S$ of the function $f$, considered as a vector in $\mathbb{R}^N$. For $s \geq 1$, calculate

$$\frac{d}{dt} \int_S \lambda^s \Phi d\mu$$

$$= \int_S \left\{ s(\lambda_0^2 - \lambda^2) \lambda^{s-1} \nabla \lambda \cdot \nabla \Phi - (s + 1) s \lambda^s |\nabla \lambda|^2 \Phi 
- (s + 1) \lambda^{s+2} \Phi |H|^2 - \frac{1}{2} \lambda^s \Phi \left[ \frac{f^\perp}{2\lambda_0 (T - t)} + \lambda_0 (1 + \frac{\lambda^2}{\lambda_0^2}) \right] 
+ \lambda^2 \Phi f^\perp \cdot E - \left[ \lambda^2 \Phi \frac{|f^\perp|^2}{2\lambda_0^2 (T - t)^2} + \frac{1}{2} \lambda^2 \Phi (1 + \frac{\lambda^2}{\lambda_0^2})^2 |H|^2 \right] \right\} d\mu. \tag{5.1}$$

Now pick $s$ large enough so that

$$(s + 1) \lambda^{s+2} > 1 + \frac{1}{2} \lambda^2 \lambda_0^2 (1 + \frac{\lambda^2}{\lambda_0^2}) \tag{5.2}$$

To deal with the first term of (5.1), we make use of (1.1) and the definition of $\Phi$ to see that

$$\int_S s |\lambda_0^2 - \lambda^2| \lambda^{s-1} |\nabla \lambda \cdot \nabla \Phi| d\mu$$

$$\leq \int_S s \lambda^s |\nabla \lambda|^2 \Phi d\mu + C \int_{|f|^2 \leq (T - t)^{1-s/2}} (\lambda - \lambda_0) \frac{|f^T|^2}{(T - t)^2} \Phi d\mu$$

$$+ C \int_{|f|^2 > (T - t)^{1-s/2}} \frac{|f^T|^2}{(T - t)^2} \Phi d\mu$$

$$\leq \int_S s \lambda^s |\nabla \lambda|^2 \Phi d\mu + \frac{C}{(T - t)^{1-s/4}}. \tag{5.3}$$
Finally, observe that
\[
\frac{\lambda s \Phi f^\perp \cdot E}{2(T - t)} \leq \frac{\lambda s \Phi |f^\perp|^2}{8\lambda_0^2(T - t)^2} + C\Phi,
\]
(5.4)
since \(E\) is bounded. Then combining (5.1), (5.2), (5.3) and (5.4) we obtain
\[
\frac{d}{dt} \int_S \lambda s \Phi \, d\mu \leq C(T - t)^{1 - \delta/4} - \int_S \Phi \left( |H|^2 + \frac{1}{2} \lambda^s \left| \frac{f^\perp}{2\lambda_0(T - t)} + \lambda_0(1 + \lambda^2 H) \right|^2 \right) d\mu.
\]
It follows that \(\lim_{t \to T} \int_S \lambda s \Phi \, d\mu\) exists. We can now use a blow-up argument. First, observe that if the flow has a singularity at time \(T\) then there exists a constant \(C > 0\) such that
\[
\sup \limits_S |A|^2 \geq \frac{1}{C(T - t)},
\]
(5.5)
for all \(t\) sufficiently close to \(T\). Indeed if we set \(w = \sup \limits_S |A|^2\) then by Lemma 4.2 we have
\[
\frac{\partial w}{\partial t} \leq C'(w^2 + 1),
\]
and hence
\[
\tan^{-1}(w(t')) - \tan^{-1}(w(t)) \leq C'(t' - t), \text{ for } t < t' < T.
\]
Letting \(t' \to T\) we see that
\[
w(t) \geq \tan(\pi/2 - C'(T - t)) \geq \frac{1}{C(T - t)},
\]
giving (5.5).

Pick a sequence of points and times \((x_k, t_k) \in S \times [0, T)\) with \(t_k \to T\) and \(x_k \to x \in S\) so that
\[
\nu_k^2 = \sup \limits_{x \in S, \ t \in [0, t_k]} |A|(x, t) = |A|^2(x_k, t_k).
\]
We then perform a parabolic scaling around the point \(y_0 = f(x) \in M \subset \mathbb{R}^N\) by dilating space by a factor \(\nu_k^2\) and time by a factor \(\nu_k\). The second fundamental form is bounded and by the estimates of Theorem 2 (cf. [Hu2]) so are its covariant derivatives. The rescaled flows converge smoothly and have nonzero second fundamental form by (5.5). But from the monotonicity formula above we see (cf. the argument in [Wa1]) that the blow-up limit satisfies \(H = 0\) and \(f^\perp = 0\) and hence is a plane. This is a contradiction.

Q.E.D.
6. Convergence of the flow

Let \( \zeta \) be a parallel anti-self-dual calibrating form on \( M \) so that \( \omega^2 \) and \( \zeta^2 \) determine opposite orientations on \( M \). Write \( \beta_1 = 1/\lambda = f^*(\omega^2)/d\mu \) and \( \beta_2 = f^*\zeta/d\mu \). We can pick normal coordinates \( \{x^1, x^2\} \) on \( S \) and local sections of the normal bundle \( e_3, e_4 \) such that, writing \( e_i = f^*\partial_i \) for \( i = 1, 2 \), we have at a point \( p \):

\[
(\omega_2(e_A, e_B)) = \begin{pmatrix}
0 & \beta_1 & \gamma_1 & 0 \\
-\beta_1 & 0 & 0 & -\gamma_1 \\
-\gamma_1 & 0 & 0 & \beta_1 \\
0 & \gamma_1 & -\beta_1 & 0
\end{pmatrix}
\]

with \( \beta_1^2 + \gamma_1^2 = 1 \), and

\[
(\zeta(e_A, e_B)) = \begin{pmatrix}
0 & \beta_2 & \gamma_2 & 0 \\
-\beta_2 & 0 & 0 & \gamma_2 \\
-\gamma_2 & 0 & 0 & -\beta_2 \\
0 & -\gamma_2 & \beta_2 & 0
\end{pmatrix}
\]

with \( \beta_2^2 + \gamma_2^2 = 1 \) (see [Wa1], Section 3). By a straightforward calculation, we have the following lemma.

**Lemma 6.1** In the above coordinates, \( \beta_1 \) and \( \beta_2 \) evolve by:

\[
\frac{\partial}{\partial t} \beta_1 = \lambda^2 \left\{ \triangle \beta_1 + \beta_1 (|A|^2 - 2h_{3k1}h_{4k2} + 2h_{41k}h_{3k2}) - \lambda \gamma_1(2(h_{411} + h_{312})H_4 + 2(h_{421} + h_{322})H_3 + \sum_{k=1}^{2} (h_{41k} + h_{32k})^2) \right\},
\]

and

\[
\frac{\partial}{\partial t} \beta_2 = \lambda^2 \left\{ \triangle \beta_2 + \beta_2 (|A|^2 + 2h_{3k1}h_{4k2} - 2h_{41k}h_{3k2}) + \lambda \gamma_1 \gamma_2(2(h_{411} + h_{312})H_4 - 2(h_{421} + h_{322})H_3 + \sum_{k=1}^{2} h_{41k}^2 - \sum_{k=1}^{2} h_{32k}^2) \right\},
\]

where \( h_{\alpha ij} = g(e_\alpha, \nabla_i \partial_j) \).

Set \( \mu = \beta_1 + \beta_2 \). Initially, \( \beta_1 > 1 - \epsilon, \beta_2 > 1 - \epsilon \) and hence \( \gamma_1, \gamma_2 \) are of order \( \epsilon \). It follows from Lemma 6.1 and a maximum principle argument that if \( \epsilon \) is sufficiently small then the minimum of \( \mu \) is nondecreasing along the flow. It follows that

\[
\frac{\partial}{\partial t} \mu \geq \lambda^2 (\triangle \mu + c_1(\epsilon)\mu |A|^2),
\]

for some constant \( c_1(\epsilon) \) which tends to 1 as \( \epsilon \) tends to zero. We also have

\[
|\nabla \mu|^2 \leq c_2(\epsilon)\mu^2 |A|^2,
\]
for some constant $c_2(\epsilon)$ which tends to zero as $\epsilon$ tends to zero. From Lemma 4.2,

$$\frac{\partial}{\partial t} |A|^2 \leq \lambda^2 \Delta |A|^2 + K_1 |A|^4 + K_2,$$

(6.4)

for some constants $K_1$ and $K_2$. Then the argument in [Wa1], section 7, implies that $|A|^2$ is bounded along the flow for $\epsilon$ sufficiently small. By Theorem 2, the covariant derivatives of the second fundamental form are bounded and the flow exists for all time. From (6.3) and (6.4) we obtain for some constants $C_1$ and $C_2$,

$$\int_0^\infty \left( \int_S |A|^2 d\mu \right) dt \leq C_1$$

and

$$\frac{d}{dt} \left( \int_S |A|^2 d\mu \right) \leq C_2.$$

Hence

$$\int_S |A|^2 d\mu \to 0.$$

Moreover, the maps $f_t$ converge in $L^1$ and, by an argument similar to that in [La], the submanifolds $f(S)$ converge in $C^\infty$ as local graphs to a smooth submanifold with zero second fundamental form. It follows that the maps $f_t$ converge smoothly to a map $f_\infty$ whose image is a totally geodesic complex curve in $M$. Q.E.D.
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