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Abstract
Every continuous-time flow on a topological space has associated to it a Koopman operator, which operates by time-shifts on various spaces of functions, such as $C^r$, $L^2$, or functions of bounded variation. An eigenfunction of the vector field (and thus for the Koopman operator) can be viewed as an $S^1$-valued function, which also plays the role of a semiconjugacy to a rigid rotation on $S^1$. This notion of Koopman eigenfunctions will be generalized to Lie-group valued eigenfunctions, and we will discuss the dynamical aspects of these functions. One of the tools that will be developed to aid the discussion, is a concept of exterior derivative for Lie group valued functions, which generalizes the notion of the differential $df$ of a real valued function $f$. The extended notion of Koopman eigenfunctions utilizes a geometric property of usual eigenfunctions. We show that the generalization in a geometric sense can be used to reveal fundamental properties of usual Koopman eigenfunctions, such as their behaviour under time-rescaling, and as submersions.
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1. Introduction

A dynamical system is given by a map \( f : M \rightarrow M \) on a manifold \( M \), or a flow \( \Phi : M \rightarrow M \). Dynamical systems theory addresses various questions about these maps/flows, such as the topology of invariant sets, nature of orbits and invariant measures. The Koopman operator framework (see section 3) studies the dynamics induced on observables/measurements, and provide an operator theoretic reformulation of many questions in Dynamical systems theory.

One of the key objects of studying the Koopman operator are its eigenfunctions for various choices of function spaces. Koopman eigenfunctions can be directly interpreted as rotational dynamics factored into the nonlinear dynamics, see for example (6), or their use in [1–4]. While the most common choice of space is \( L^2(\mu) \), the space of square-integrable functions with respect to a dynamically invariant measure \( \mu \), there has been several generalizations of Koopman eigenfunctions in various directions. For example, Klus et al introduced a tensorial reformulation of the Koopman eigen-equation [5] for more robust study of nonlinear systems; Koopman eigenfunctions can be interpreted as measures of coherence [e.g. 6, 7]; as stationary quantum modes [8]; as Sobolev functions measuring the rate of dissipation in mixing systems [9]; and as the modulating component in signals from quasiperiodically driven systems [see 10].

The goal of this paper is to study yet another aspect of Koopman eigenfunctions, the partitions they induce. The partitions induced by Koopman eigenfunctions have been used for ergodic approximations in some systems [see 11]. We shall look at the geometry of these partitions. One of our main results is

**Submersion theorem [Theorem 6].** A collection of \( m \) dynamically independent, \( C^1 \) Koopman eigenfunctions lead to a submersion \( \pi := (z_1, \ldots, z_m) \) into the \( m \)-dimensional torus \( \mathbb{T}^m \).

The notion of Koopman eigenfunctions and dynamic independence will be made precise in section 3. The above result is a combination of differential, geometric, and dynamical properties. To aid the proof, we develop the language of *Lie-group valued Koopman eigenfunctions*, one of the main contributions of this paper. An important ingredient of this analysis is an extension of the concept of differential of a function, from real valued functions to Lie group valued functions, in section 2. Most of our analysis is global and coordinate free. We revisit our definitions in section 4 with a coordinate based approach to reestablish the similarities of our notions with the usual notion of differential of a real valued functions.

2. Differential for Lie group valued functions

Given a \( C^1 \) function \( f : M \rightarrow \mathbb{R} \) on a manifold \( M \), the differential of \( f \) is a 1-form \( df \), i.e. an \( \mathbb{R} \)-linear, \( C^0(M) \) valued function on the space \( \Gamma^1(M) \) of \( C^1 \) vector fields. The action of \( df \) on a vector field \( V \) coincides with the action of \( V \) on \( f \), namely, \( V(f) \). Moreover, by exploiting the triviality of the tangent bundle of the real line \( \mathbb{R} \), one can also express this as the push forward of the vector field under \( f \), namely, \( f_\ast V \in T\mathbb{R} \). One of the objectives in this paper is to extend the notion of the differential to Lie group valued functions \( z : M \rightarrow G \), where \( G \) is some Lie group with Lie algebra \( g \), as is usual notation in Lie theory [e.g. 12, 13]. In the extended definition, \( dz \) will be an \( \mathbb{R} \)-linear, \( C^0(M;g) \)-valued function on \( \Gamma^1 M \), where \( C^0(M;g) \) denotes the set of all \( C^1 \)-smooth mappings from \( M \) into \( g \).

Lie group valued functions occur in the setting of dynamical systems as *Koopman eigenfunctions*, which will be defined later. Koopman eigenfunctions are \( C \)-valued functions which evolve with a periodicity under the dynamics, and a collection of \( d \) Koopman eigenfunctions...
can be viewed as a mapping into the $d$-dimensional torus $\mathbb{T}^d$. The second objective of this paper is introducing a generalized notion of a Lie-group valued Koopman eigenfunction $z$ in terms of its differential $dz$. It will be shown that analogous to the $\mathbb{C}$-valued case, a $G$-valued Koopman eigenfunction factors the dynamics into a flow on $G$. The following will be the standing notations and assumptions.

**Assumption 1.** $M$ is a $C^1$ $n$-dimensional manifold. $G$ is a $d$-dimensional Lie group, with Lie algebra $\mathfrak{g}$.

The identity element of $G$ will be denoted as $e$. In a Lie group, for every $g \in G$, the left multiplication by $g$ which will be denoted as $(l_g)$, is a $C^\infty$ diffeomorphism of $G$. One has,

\[(l_g) : G \to G; \quad (l_g)_h : T_h G \to T_{gh} G; \quad \forall h \in G.\]

Let $z : M \to G$ be a $C^1$ function. We will now proceed to define $dz$ by extending the definition of the exterior derivative $df$ of an $\mathbb{R}$-valued function $f$. Recall that $df$ can be defined as $\text{proj}_2 \circ f_*$, with $\text{proj}_2 : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ being the projection onto the second coordinate. This is shown in the commuting diagram below.

\[
\begin{array}{c}
M \xleftarrow{\text{proj}_1} TM \xrightarrow{df} \mathbb{R} \\
\downarrow f \quad \downarrow f_* \quad \downarrow \text{proj}_2 \\
\mathbb{R} \xleftarrow{\text{proj}_1} \mathbb{R} \times \mathbb{R} \xrightarrow{\text{proj}_2} \mathbb{R}
\end{array}
\]

One can easily extend this definition for an $\mathbb{R}^d$ valued function $f : M \to \mathbb{R}^d$, by computing the differential of each of the components. The projection $\text{proj}_2$, which is an important tool in the definition (1), will also be well defined in the case of Lie groups too, since Lie groups have trivial tangent bundles. More explicitly, we will use the trivialization $G \times \mathfrak{g} \cong TG$, with the bundle isomorphism given by

\[
I : G \times \mathfrak{g} \to TG \quad := \quad (g, v) \mapsto (l_g)_* |_v.
\]

We can now define $dz : \Gamma^1(M) \to C^0(M; \mathfrak{g})$ as $dz = \text{proj}_2 \circ z_*$, as shown by the dashed arrow in the commutative diagram below.

\[
\begin{array}{c}
M \xleftarrow{\text{proj}_1} TM \xrightarrow{dz} \mathfrak{g} \\
\downarrow z \quad \downarrow z_* \quad \downarrow \text{proj}_2 \\
G \xleftarrow{\text{proj}_1} TG \xrightarrow{z_*} G \times \mathfrak{g}
\end{array}
\]

**Theorem 1.** Let assumption 1 hold, and $z : M \to G$ be a $C^1$ function. Then

(i) $dz$ defined as in (3) is a $\mathfrak{g} \cong \mathbb{R}^d$ valued 1-form.

(ii) At every point $x \in M$, the linear map $dz(x) : T_x M \to \mathfrak{g}$ is explicitly given by

\[
dz(x)(v) = (l_{z(x)^{-1}})_* |_{z(x)^{-1}} z_* |_v, \quad \forall v \in T_x M.
\]

(iii) Naturality : Let $\phi : M' \to M$ be a smooth map between manifolds, and $z' : M' \to G$ be the map $z' = z \circ \phi$. Then $dz' = dz \circ \phi_*$.

(iv) Invariance under translation : For every $g \in G$, $d(gz) = dz$.
Theorem 1 is proved in section 6. Henceforth, given a vector field $V$ we shall adopt a reuse of notation done for $\mathbb{R}$-valued functions, and denote by $dz(V)$ the map

$$x \mapsto dz(V)(x) = dz(V(x)).$$

2.1. Remark

Equation (3) defines the tensor $dz$ globally in a coordinate-free manner. Given any $r$-tensor $\alpha$ and any point $x$ on $M$, $\alpha$ restricts to $T_xM$ as a linear map $\alpha(x)$. This local definition of $df$ is provided by (4). The bundle map definition in (3) is the same as (1), except stated for a general Lie group $G$ instead of $\mathbb{R}$. When $G = \mathbb{R}$, then $(t_{\alpha(x)})_*$ is the identity, so (4) also becomes the usual definition for the differential of $\mathbb{R}$-valued functions. In Claims (iii)–(iv), we continue this analogy by showing that many properties of $df$ carry over to $dz$ as well.

2.2. Gradient of Lie-group valued functions

Having established a definition of $dz$ that is analogous to the differential of an $\mathbb{R}^d$ valued function, one can define the notion of gradient. For this purpose, let $\tau$ be a Riemannian metric on $M$. Then the gradient $\nabla_{\tau}z$ of $z$ in this metric is the dual of the $g$-valued 1-form $dz$. In other words $\nabla_{\tau}z$ will be a collection of $d$ vectors defined through dual action.

$$\langle \nabla_{\tau}z, W \rangle_{\tau} := dz(W); \quad \forall W \in \Gamma^1M.$$  \hspace{1cm} (5)

Here, $\langle \nabla_{\tau}z, W \rangle_{\tau}$ is the collection of the inner products of $W$ with the $d$ components of $dz$. Let $0_g$ denote the 0 element of $g$. Then by the kernel of the gradient $\nabla_{\tau}z$ at $x$, we will mean the set of vectors $w \in T_xM$ such that $\langle \nabla_{\tau}z(x), w \rangle_{\tau} = 0_g$. This will be denoted $\ker \nabla_{\tau}z$.

**Theorem 2.** Let Assumption 1 hold and $\tau$ be a Riemannian metric on $M$. Let $\dot{z} : M \to G$ be a $C^1$ map, and $g \in G$ be a regular value of $z$. Thus $N := z^{-1}(g)$ is a codimension-$d$ submanifold. Then at every point $x \in N$, the sub-bundle $TN$ coincides with the kernel of $\nabla_{\tau}z$ (in the $\tau$—metric).

Theorem 2 is proved in section 6.1. A Riemannian metric tensor is a useful tool to connect tangent and cotangent spaces. Although it is not the unique tool for this purpose, it provides in addition an intuitive notion of normal direct to a submanifold, as stated in theorem 2. This notion of a metric tensor along with the gradient is later used in lemma 6.1 to prove that every Koopman eigenfunction with nonzero eigenfrequency is a submersion.

We have so far extended the geometric notions of differential and gradient of $\mathbb{R}$-valued functions to Lie group valued functions, and the results state that they retain certain analogous properties. These extended notions will now be used in the context of $C^1$ flows on dynamical systems.

3. Dynamical systems

We now assume the following dynamics occurring on the manifold $M$.

**Assumption 2.** $V$ is a $C^1$ non-vanishing vector field on $M$, inducing a flow $\Phi^t : M \to M$. 
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3.1. The Koopman operator

Koopman operators [2, 14] act on observables by composition with the flow map, i.e. by time shifts. There are various choices for the space of observables, such as $L^2$, Lipschitz, and functions of bounded variation. Here, we will restrict our attention to $C^1(M)$: given an observable $f \in C^1(M)$ and time $t \in \mathbb{R}$, $U^t : C^1(M) \to C^1(M)$ is the operator defined as

$$(U^t f) : x \mapsto f(\Phi^t x).$$

$U^t$ is called the Koopman operator associated with the flow, at time $t$. In general, if $\Phi^t$ is a $C^k$ flow for some $k \geq 0$, then $U^t$ maps the space $C^k(M)$ into itself, for every $0 \leq r \leq k$. The vector field $V$ acts as a differentiation operation $V : C^1(M) \to C^0(M)$, defined as

$$V f := \lim_{t \to 0} \frac{1}{t} (U^t f - f), \quad f \in C^1(M).$$

The family of operators $U^t$ can also be defined on the space of $L^2$ functions with respect to an invariant measure $\mu$ (see for example [14]), in which case, $U^t$ is a 1-parameter unitary group. Such a group has a generator $V$ acting on some dense subspace of $L^2(\mu)$, and the action of $V$ on $L^1(\mu) \subset L^2(\mu)$ coincides with that of $V$. The operator theoretic study of a dynamical system is the study of this operator $U^t$ instead of actual structures on the phase space $M$.

The primary advantage is that, however nonlinear the underlying system is the study of this operator $\mathcal{U}$ on $\mathcal{V}$ always contains the constant functions, which correspond to eigenfrequency 0. The subspace $\mathcal{D}$ acts as a differentiation operation $\mathcal{L} : C^1(M) \to C^0(M, \mu)$, defined as

$$\mathcal{L} f := \lim_{t \to 0} \frac{1}{t} (\mathcal{U}^t f - f), \quad f \in C^1(M, \mu).$$

Koopman eigenfunctions factor the dynamics onto a rotation on $S^1$. Let $\mathcal{D}$ denote the $L^2(\mu)$ closure of the span of the eigenfunctions of $\mathcal{V}$, and $\mathcal{D}^\perp$ denote its orthogonal complement. This leads to an invariant orthogonal splitting:

$$L^2(M, \mu) = \mathcal{D} \oplus \mathcal{D}^\perp. \quad (6)$$

3.2. Koopman eigenfunctions

A $C^1$ function $z : M \to \mathbb{C}$ is said to be a Koopman eigenfunction with eigenfrequency $\omega$ if for every $x \in M$, every $t \in \mathbb{R}$, $(U^t z)(x) = e^{i\omega t} z(x)$. The operators $U^t$ and $V$ share the same $\mathcal{C}^1$ eigenfunctions:

$$U^t z = \exp(i\omega t) z \Leftrightarrow V z = i\omega z. \quad (6)$$

Koopman eigenfunctions factor the dynamics onto a rotation on $S^1$ with frequency $\omega$, as shown in the left diagram in (7). Similarly, if Koopman eigenfunctions $(z_1, \ldots, z_d)$ factor the dynamics into a rotation on $\mathbb{T}^d$. The commutation in (7) holds regardless of whether the $z_1, \ldots, z_d$ are independent or are repeated. We later examine the consequences of these eigenfunctions being independent in theorem 6.

In summary Koopman eigenfunctions represent a low dimensional dynamics embedded in the flow, called quasiperiodic dynamics. Let $\mathcal{D}$ denote the $L^2(\mu)$ closure of the span of the eigenfunctions of $\mathcal{V}$, and $\mathcal{D}^\perp$ denote its orthogonal complement. This leads to an invariant orthogonal splitting:

$$L^2(M, \mu) = \mathcal{D} \oplus \mathcal{D}^\perp. \quad (8)$$

The subspace $\mathcal{D}$ always contains the constant functions, which correspond to eigenfrequency 0. If $d \geq 1$, there is at least one non-trivial Koopman eigenfunction. $\mathcal{D}$ is called the discrete/quasiperiodic component [see 14, 15] due to their similarities with torus rotations. For example
it allows numerically stable forecasting [16, 17]; and has been shown to have excellent convergence properties of ergodic averages [2, 3]. Koopman eigenfunctions, besides their dynamical significance [14, 15], have many applications, such as prediction of observables [18, 19]; recovery of coherent spatiotemporal patterns [20, 21]; and information theoretic aspects [22]. The subspace \( \mathcal{D}^\perp \) is called the continuous/chaotic component as it is the spectral analogue of the chaotic component in the dynamics. \( \mathcal{D}^\perp \) is characterized by slower convergence rates of ergodic averages [4, 23]. So far, studying the action of \( V \) on \( \mathcal{D}^\perp \) has proved to be very challenging.

### 3.3. The exponential map

We will now consider a special class of flows on the Lie group, which is based on the exponential map of a Lie group. This map, denoted as \( \exp : \mathfrak{g} \to G \), is one of the features of Lie groups which distinguishes it from ordinary manifolds or topological groups. It provides the connection between the Lie algebra structure of \( \mathfrak{g} \) and the manifold properties of \( G \), although we do not explicitly employ the Lie brackets. There are many equivalent ways to define the exponential map, the one that will be used here is the following: let \( \omega \in \mathfrak{g} \) be fixed, then there is a vector field \( W \) defined as \( W(g) = (l_g)_{*}\omega \). \( W \) induces a flow \( \Phi_t \) on \( G \), and \( \exp(t\omega) \) is defined to be the point \( \Phi_t e \). In particular, \( \exp(\omega) : = \Phi_1 e \). It has the following additional properties.

(i) The vector field \( W \) is a translation invariant vector field.
(ii) The exponential map \( \exp \) maps 0 into \( e \) and is a local diffeomorphism at 0.
(iii) For every \( t \in \mathbb{R} \) and \( \omega \in \mathfrak{g} \), the map \( \exp'_\omega : G \to G \) defined as \( z \mapsto z\exp(t\omega) \) is a diffeomorphism.
(iv) Moreover, \( t \mapsto \exp'_\omega \) is a flow on \( G \).

Note that we use the notation \( \exp(\cdot) \) to denote the exponential map \( \exp : \mathfrak{g} \to G \), and the notation \( \exp'_\omega(\cdot) \) to denote a flow on \( G \). Using the exponential map we now extend the notion of eigenvalues in (6).

### 3.4. Lie-group valued Koopman eigenfunctions

A function \( z : M \to G \) will be called a \( G \)-valued Koopman eigenfunction with frequency \( \omega \in \mathfrak{g} \) if the following commutative diagram is satisfied.

\[
\begin{array}{c}
M \xrightarrow{\Phi_t} M \\
\downarrow z \quad \downarrow \pi \\
G \xrightarrow{\exp'_\omega} G
\end{array}
\]

\( \Leftrightarrow \quad z(x) \exp(t\omega) = z \circ \Phi_t'(z), \quad \forall t \in \mathbb{R}, \quad \forall x \in M. \) \hspace{1cm} (9)

Note that this is an extension of the definition of a Koopman operator in (7), where both \( S^1 \) and \( T^d \) are Lie groups. In the case of a more general Lie group, its Lie algebra plays the role of frequency. Thus the key idea of this extension is to interpret the usual eigenfrequency, a scalar, as a vector in \( \mathfrak{g} \). The next theorem gives an equivalent characterization of a \( G \)-valued Koopman eigenfunction, in terms of the action of \( V \).

**Theorem 3.** Let assumptions 1 and 2 hold, \( z : M \to G \) be a \( C^1 \) map, and \( dz \) be the exterior derivative defined in (4). Then the following are equivalent.
(i) $z$ is a $G$-valued Koopman eigenfunction, and it satisfies (9) for some $\omega \in \mathfrak{g}$.

(ii) $dz(V)(x) = \omega$ for every $x \in M$.

Theorem 3 is proved in section 6.2. The proof reveals that this generalization would not have been possible to $G$-valued eigenfunctions, with $G$ being an arbitrary topological group. The Lie algebra structure plays a key role in defining the exponential map and thus the commutation in (9). We next look at two consequences of our notions in two important aspects of dynamical systems theory - (i) the dynamical effect of rescaling the vector field; and (ii) the notion of independence of Koopman eigenfunction.

3.5. Rescaling vector fields

Given a positive $C^1$ map $\alpha : M \to (0, \infty)$, one can get a rescaled vector field $\tilde{V} := \alpha V$. At each $x \in M$, the scalar $\alpha(x)$ rescales the vector $V(x)$ to $\tilde{V}(x)$, and thus, the flows induced by $V$ and $\tilde{V}$ will have the same trajectories, but with different speeds along each trajectory. It is well known that rescaling of vector fields can change the spectral properties or spectral type of the Koopman operator. It can also change properties such as mixing and ergodicity, see for example [24–26]. Most of these results show that arbitrary flows (continuous or measurable) can be rescaled by arbitrarily small amounts so as to produce a mixing flow, i.e. a flow without Koopman eigenfunctions. The following result is in an opposite direction, it provides necessary and sufficient geometrical conditions under which a submersion into $G$ can be made into a Koopman eigenfunction by rescaling the vector field.

**Theorem 4.** Let assumptions 1 and 2 hold and $z : M \to G$ be a non-constant, $C^1$ map. Then the following hold.

(i) For every $\alpha \in C^0(M; \mathbb{R})$, $\alpha \neq 0$ everywhere, $dz(\alpha V) = \alpha dz(V)$.

(ii) There is a rescaling of the vector field $V$ which makes $z$ an eigenfunction iff there is a 1-dimensional subspace $L$ of $\mathfrak{g}$ such that for every $x \in M$, $dz(V)(x) \neq 0$ and lies in $L$.

Theorem 4 is proved in section 6.3. The criterion for $z$ being non-constant was included to exclude the case when $\omega = 0$. Note that $dz$ is $\mathbb{R}$-linear by virtue of its construction (3). Part (i) of the theorem shows that it is also $C^0(M)$ linear. The results of theorems 1–4 will now be summarized for the case when $G = S^1$.

**Corollary 5.** Let $M$ be a $C^2$ manifold, $V$ a nonzero $C^1$ vector field on $M$ inducing a $C^1$ flow $\Phi^t$. Let the unit circle $S^1$ be identified with the unit circle in the complex plane $\mathbb{C}$. Let $z : M \to S^1$. Then the following hold.

(a) $dz$ defined as $\text{proj}_2 \circ z_*$, as shown below, is a 1-form.

(b) Let $U \subset M$ be an open set and $\theta : U \to \mathbb{R}$ such that for every $x \in U$, $z(x) = \exp(i\theta(x))$. Then $d\theta = dz[U]$.

(c) Naturality: Let $\phi : M' \to M$ be a smooth map between manifolds, and $z' : M' \to S^1$ be the map $z' = z \circ \phi$. Then $dz' = dz \circ \phi_*$.

(d) For every $f \in C^1(G; \mathbb{R})$, $V(f \circ z) = f_* dz(V)$.
(e) Suppose that $\gamma \in S^1$ is a regular value of $z$, then $N := z^{-1}(\gamma)$ is a codimension-$1$ submanifold. Fix a metric $\tau$ on $M$. Then at every point $x \in N$, the sub-bundle $TN$ coincides with the kernel of $\nabla_x{z}\mu$. 
(f) Let $\zeta : M \to \mathbb{C}$ be a $C^1$ submersion. Then $V$ can be rescaled so that $\zeta$ becomes an eigenfunction iff the following conditions hold.
1. $|\zeta|$ is constant everywhere.
2. $V$ is transversal to the foliation induced by $\zeta$.

Corollary 5 is proved in section 6.4. There has been several explorations of the link between foliations and Koopman eigenfunctions [e.g. 27, 28]. Corollary 5 (f) uncovers one aspect of it. One of the key aspects in these results is the transversality of the foliations. We next look at an important consideration for Koopman eigenfunctions: independence.

3.6. Generating eigenfunctions

Suppose that the flow generated by $V$ has an invariant probability measure $\mu$ supported on $M$. The Koopman operator $U^t$ then also acts on $L^2(\mu)$ as a unitary operator. As a result, its eigenvalues are purely imaginary numbers of the form $i\omega$. The imaginary component $\omega$ is also called an eigenfrequency. Eigenfrequencies form a module over the ring over integers $\mathbb{Z}$, i.e. they are closed under finite integer linear combinations. Given two Koopman eigenfunctions $z_1, z_2$ with eigenfrequencies $\omega_1, \omega_2$, for every pair of integers $a, b \in \mathbb{Z}$, $z_1^a z_2^b$ is a Koopman eigenfunction with eigenfrequency $a\omega_1 + b\omega_2$, as shown below.

$$U^t (z_1^a z_2^b)(x) = (U^t z_1^a(x)) (U^t z_2^b(x)) = (z_1(\Phi^t x))^a (z_2(\Phi^t x))^b$$

$$= (e^{i\omega_1 t} z_1(x))^a (e^{i\omega_2 t} z_2(x))^b$$

$$= e^{i(a\omega_1 + b\omega_2) t} (z_1^a z_2^b)(x).$$

A collection of eigenfrequencies are said to be independent if no non-trivial integer linear combination of them is an integer. A collection of eigenfunctions is said to be independent if their corresponding eigenfrequencies are independent. A set of eigenfrequencies is said to be a generating set of eigenfrequencies if they are independent and every eigenfrequency is an integer linear combination of these frequencies. If a manifold is finite dimensional, then every generating set of frequencies is finite and has the same size, say $d$. Given such a generating set $\omega_1, \ldots, \omega_d$, every eigenfrequency of $V$ is of the form $\sum_{j=1}^d a_j \omega_j$, for some $(a_1, \ldots, a_d) \in \mathbb{Z}^d$. If $d > 1$, then the eigenfrequencies are dense on the real line. Given any vector $\vec{a} = (a_1, \ldots, a_d) \in \mathbb{Z}^d$, we denote by $z_{\vec{a}}$ a unit norm eigenfunction with eigenfrequency $\vec{a} \cdot \vec{\omega} = \sum_{j=1}^d a_j \omega_j$.

Theorem 6 below seems to be a fundamental result for Koopman theory, but it is being stated and proved here because no formal statement or proof has been found by the authors in the existing literature.

**Theorem 6.** Let assumption 1 hold, and $V$ be a $C^1$ vector field inducing an ergodic flow on $M$. Suppose that $z_1, \ldots, z_m$ are $m$, independent, $C^1(M)$ eigenfunctions. Then the map $\pi := (z_1, \ldots, z_m) : M \to \mathbb{R}^m$ is a submersion.

Theorem 6 is proved in section 6.5. If one fixes a generating set of frequencies $\vec{\omega} \in \mathbb{R}^d$ and a corresponding eigenfunction $z_{\vec{\omega}} : M \to \mathbb{R}^d$, then the values of $z_{\vec{\omega}}$ can be interpreted as the dynamic phase of a point in the state space. Under the conditions of theorem 6, the points with equal phase can be shown to be codimension-$d$ submanifolds. This is used in a reconstruction of the dynamics in an ongoing work.
Next in section 4, we provide yet another characterization of the differential, in terms of a local representation of \( z \) as an \( \mathbb{R}^d \) valued function.

4. Local lifts of Lie-group valued functions

Recall that the real line \( \mathbb{R} \) is a covering space for the circle \( S^1 \), with the exponential map \( x \mapsto \exp(ix) \) as the covering map. Any \( S^1 \) valued map \( z \) can be lifted over small neighbourhoods to an \( \mathbb{R} \)-valued map \( \theta \), and the differential properties of \( \theta \) coincide with that of \( z \). In particular, \( dz = d\theta \). This idea will now be extended to general Lie groups.

Since the exponential map \( \exp \) is a local diffeomorphism at \( 0 \), one can fix a neighbourhood \( U_0 \) of \( 0 \) such that \( \exp \) is a diffeomorphism of \( U_0 \) onto its image. This image \( U_0 := \exp(U_0) \), will be a neighbourhood of \( e \) in \( G \). Let \( x \in M \) and \( g := z(x) \). Then \( U_g := (l_g)(U_x) \) is a neighbourhood of \( g \) in \( G \), and \( U_x := z^{-1}(U_g) \) is a neighbourhood of \( x \) in \( M \). Let \( E_x : U_0 \rightarrow U_x \subset G \) be the map \( v \mapsto l_x \exp(v) \). Then there is a map \( \theta : U_x \rightarrow U_0 \subset \mathbb{R}^d \) such that \( z = E_g \circ \theta \), as shown below.

\[
\begin{array}{c}
U_e \\
\downarrow \theta \\
U_g \\
\end{array}
\xrightarrow{\exp}
\begin{array}{c}
U_0 \\
\downarrow \sigma \\
U_x \\
\end{array}
\xleftarrow{l_g}
\begin{array}{c}
U_g \\
\downarrow \theta \\
U_0 \\
\end{array}
\xrightarrow{\exp}
\begin{array}{c}
U_x \\
\downarrow \sigma \\
U_0 \\
\end{array}
\xleftarrow{l_x \exp(v)}
\]

(11)

This \( g \) valued map \( \theta \) will be called a lift of \( z \) at \( x \), under the exponential map.

We will now consider a trivialization of the tangent bundle of \( g \). Since \( g \cong \mathbb{R}^d \), \( T\mathbb{R} \) already has a canonical bundle isomorphism \( I_{\text{can}} : T\mathbb{R} \rightarrow g \times g \). However, we will consider a different bundle isomorphism, based on the following mapping which maps every \( u \in g \) into \( e \in G \).

\[
u \xrightarrow{\exp} \exp(u) \xrightarrow{(l_{\exp(u)}^{-1})} e, \quad \forall u \in g.
\]

The induced maps between the corresponding tangent bundles leads to the following bundle map \( \Psi \).

\[
\Psi : TU_0 ightarrow U_0 \times g := (u,w) \rightarrow \left( u, \left( l_{\exp(u)}^{-1} \right)_w \exp_u |_{w} w \right).
\]

(12)

One has to check that the composition of maps on the right hand side of (12) makes sense: \( u \mapsto \exp(u) \), so \( \exp|_{\mathbb{R}} : T_0U_0 \rightarrow T_{\exp(u)}G \), and \( (l_{\exp(u)}^{-1}) : \exp(u) \mapsto e \), so \( (l_{\exp(u)}^{-1}) \circ \exp(u) : T_{\exp(u)}G \rightarrow T_eG = g \). Thus their composition is a map from \( T_xU_0 \) into \( g \). Now consider the maps \( d\theta \) and \( d\theta \) as follows.

\[
\begin{array}{c}
U_x \\
\downarrow \theta \\
U_0 \\
\end{array}
\xrightarrow{\exp}
\begin{array}{c}
TU_x \\
\downarrow \sigma \\
U_0 \times g \\
\end{array}
\xleftarrow{\text{proj}_2}
\begin{array}{c}
U_x \\
\downarrow \theta \\
U_0 \\
\end{array}
\xrightarrow{\exp}
\begin{array}{c}
TU_0 \\
\downarrow \sigma \\
U_0 \times g \\
\end{array}
\xleftarrow{\text{proj}_2}
\begin{array}{c}
U_0 \\
\downarrow \theta \\
U_0 \times g \\
\end{array}
\xrightarrow{I_{\text{can}}} U_0 \times g \\
\]

(13)

If \( G \) is a commutative Lie group, then \( \Psi \) coincides with \( I_{\text{can}} \), and \( d\theta \) coincides with \( d\theta \). This will be stated and proved as a part of theorem 7 below, which also connects the differential of a local lift \( \theta \) to the differential of \( z \), using the map \( \Psi \).

**Theorem 7.** Let assumption 1 hold, and let \( z : M \rightarrow G \) be a \( C^1 \) map. Let \( \theta \) be a local lift of \( z \) at a point \( x \), as defined in (11). Then \( d(z|U) = d\theta \). If \( G \) is a commutative Lie group, then \( \Psi \equiv I_{\text{can}} \), and \( d(z|U) = d\theta = d\theta \).
Theorem 7 is proved in section 6.6. This completes the description of our ideas and statement of our results. We end the paper with some discussion and then the proofs of our theorems.

5. Conclusions

The first step of this treatise was a generalization of the concept of the differential of a scalar valued function to the differential of a Lie group valued function, via (3) and (4). Using this geometric notion, the next step was to define Lie-group valued Koopman eigenfunctions as a semiconjugacy of the original flow to an exponential flow on the Lie group (7). This was shown equivalent to a differential property in theorem 3, where the notion of the differential was essential. At this point, we explore the significance of these generalizations, and some future directions of research.

Firstly, although theorem 6 is about the usual notion of complex-valued Koopman eigenfunctions, its proof relies on the extended notions of the differential. Theorems 2 and 3 are indispensable to the proof, and highlights the necessity of the concept of differentials of Lie group valued functions.

Secondly, a key interpretation of Koopman eigenfunctions, \( \mathbb{C} \)-valued or \( \mathbb{G} \)-valued, is as a factor map into a translation flow, as shown in (7) and (9). Just as \( \mathbb{C} \)-valued Koopman eigenfunctions reveal quasi-periodic modes embedded in the dynamical system, a \( \mathbb{G} \)-valued dynamical system reveals Lie-group translation flows embedded within the dynamics. This embedding marks the point where the properties specific to \( \mathbb{G} \) has a bearing on the original dynamics. Matrix Lie groups such as \( \text{SO}(n) \) and Symplectic\( (n) \) have a rich geometric structure [e.g. 29, 30]. Each warrant an independent study and lies outside the scope of this present work.

Thirdly, due to the simple evolution law (9), these eigenfunctions could be used as a basis for control. A common practice in the model of mechanical systems is to model the configuration space of the system as the Lie-group \( \mathbb{G} = \mathbb{R}^a \times \mathbb{T}^b \times \text{SO}(c) \), to account for degrees of freedom in position, angular coordinates, and rotation [e.g. 31–33]. Let \( y \) represents a point on \( \mathbb{G} \) driven by the dynamical system on \( \mathbb{M} \), namely:

\[
\frac{d}{dt} y(t) = V(x(t)), \quad y(t) = z(x(t)),
\]

with \( z \) being a map \( \mathbb{M} \to \mathbb{G} \). Then if \( z \) corresponds to a \( \mathbb{G} \)-valued Koopman eigenfunction, one can derive an explicit formula for the evolution of the state \( z \) on the Lie group \( \mathbb{G} \). An interesting direction of investigation is if a general function \( z : \mathbb{M} \to \mathbb{G} \) could be decomposed along different \( \mathbb{G} \)-valued Koopman eigenfunctions, and then used for control. This would extend the ideas explored in [27].

Fourthly and finally, Lie-group valued eigenfunctions which correspond to \( \omega = 0_g \) reveal the group of symmetries for the dynamics [34, 35, e.g.]. A promising avenue of research is to develop data-driven methods to identify such \( \mathbb{G} \)-valued eigenfunctions. These in turn could be useful to exploit the symmetries and develop efficient numerical integrators [36–38, e.g.]

6. Proofs of the theorems

6.1. Proof of theorem 1

Since \( \text{d}z \) is the composition of the linear bundle maps \( \mathcal{I}, z_*, \) followed by a projection into \( g \). Thus \( \text{d}z \) is a \( g \)-valued 1-form, proving Claim (i). In Claim (ii), we have to show that the two
Now suppose (i) is true, then taking $d\phi_{\ast}$ in (3) produces (4).

We begin the proof with the following observations,

6.3. Proof of theorem

Let $x = \phi(x')$ and $g := z'(x') = z(x)$. To complete the proof of the claim, observe that by (4),

$$d\phi_{\ast}z' = (l_{g^{-1}})_{\ast}z_{\ast},$$

where $z_{\ast}$ is an isomorphism equivalent to $z$. The following is the inverse of the bundle isomorphism

The proof of Claim (iv) begins by noting two identities between tangent bundle maps,

The proof of theorem 1.

6.2. Proof of theorem 2

Let $x \in N$ and $w \in T_x N$, then since the function $z$ is constant on $N$, $z_{\ast}w = 0$. By (3), this implies that $dz(x)(w) = 0$. Thus by the definition of the gradient (5),

This shows that $T_x N \subseteq \ker(\nabla z)$. It remains to be shown that this inclusion is in fact an equality.

By assumption, $x$ is a regular point of $z$, so $z_{\ast}(x) : T_x M \rightarrow T_g G$ has full rank, equal to $d$. By the alternative definition of $dT_z$ in (3), the kernel of $dT_z$ is also the kernel of $z_{\ast}(x)$, so it is a $n - d$-dimensional subspace of $T_x M$. Note that $N$ being an $n - d$ dimensional manifold, $T_x N$ is also $n - d$ dimensional. Thus the inclusion $\subseteq$ must be an equality. This completes the proof of theorem 2.

6.3. Proof of theorem 3

We begin the proof with the following observations,

Now suppose (i) is true, then taking $z(x)$ as in the second equation in (9) and taking the derivative $d/dt$ at $t = 0$ gives

$$(l_{\Phi_{\ast}})_{\ast}\omega = \frac{d}{dt}|_{t = 0}z_{\ast}(\Phi(t)) \xrightarrow{\text{by } (15)} z_{\ast}V(x).$$
The inverse of the term \((l_{(x)})^*|_e\) on the left is \((l_{(x)})_e|^{-1}\), and by the second identity in (14), it equals \((l_{(x)}^{-1})_e|_e\). Thus the above equation can be rewritten as

\[
\omega = \left((l_{(x)})_e|_e\right)^{-1} z|_e V(x) = (l_{(x)}^{-1})_e|_e z|_e V(x) = dz(V)(x).
\]

The last equality follows from (4). This completes the first part of the proof.

Now let (ii) hold. To prove that \(z\) is a Koopman eigenfunction, the commutation relation in (9) has to be proved for all \(t \in \mathbb{R}\). Alternatively, one can prove the differential version of that relation, namely, that

\[
\frac{d}{dt}|_{t=0} \exp_t \circ z(x) = \frac{d}{dt}|_{t=0} \circ (\Phi'_V(x)).
\]

This however follows by retracing the proof of the preproof (15). This completes the second and last part of the proof of theorem 3.

6.4. Proof of theorem 4

To prove Claim (i), we will show that for every \(x \in M\), \(dz(\alpha V)(x) = \alpha(x)dz(V)(x)\). Fix a Riemannian metric \(\tau\) on \(M\), then by theorem 2,

\[
dz(\alpha V)(x) = \langle \nabla_\tau z(x), \alpha(x) V(x) \rangle_{\tau} = \alpha(x) \langle \nabla_\tau z, V(x) \rangle_{\tau} = \alpha(x) dz(V)(x).
\]

For the proof of Claim (ii), we will begin with the ‘if’ part, so let the 1-dimensional subspace \(L\) exists as described. Fix a non-zero vector \(\omega \in L\). Then for every \(x \in M\), by assumption, there is an \(\alpha(x) \neq 0\) such that \(\alpha(x)dz(V)(x) \equiv \omega\). Then by Claim (i), the rescaled vector field \(\tilde{V} := \alpha V\) satisfies \(dz(\tilde{V}) \equiv \omega\). By theorem 3, this is equivalent to saying that \(z\) is a Koopman eigenfunction of the flow induced by the rescaled vector field \(\tilde{V}\), with frequency \(\omega\).

To prove the ‘only if’ part, let \(\alpha : M \to \mathbb{R}\) be an everywhere non-zero scaling function such that the vector field \(\tilde{V}(x) = \alpha(x) V(x)\) has \(z\) as a Koopman eigenfunction. Then \(z\) will have a frequency \(\omega\), for some \(\omega \in \mathfrak{g}\). Then by theorem 3,

\[
dz(V)(x) = \alpha(x)^{-1} \alpha(x)(Vz)(x) = \alpha(x)^{-1} dz(\tilde{V})(x) = \alpha(x)^{-1} \omega; \quad \forall x \in M.
\]

Let \(L\) be the span of \(\omega\). Since \(\alpha(x)\) is non-zero, the above equation shows that \(dz(V)\) always lies in \(L\), proving the claim. This completes the proof of theorem 4.

6.5. Proof of corollary 5

In the case \(G = S^1\), the dimension \(d\) equals 1 and \(\mathfrak{g} \cong \mathbb{R}\). Substituting \(G\), \(\mathfrak{g}\) with \(S^1\) and \(\mathbb{R}\) respectively, in (4), gives (10). This proves Claim (i). For \(S^1\), the complex valued exponential map \(r \to e^{ir}\) mapping \(\mathbb{R} \to S^1\) is the exponential map between \(\mathfrak{g}\) and \(G\). This observation and theorem 7 stated later will prove Claim (ii) in more generality. Claims (iii), (iv), (v) are analogous to theorem 1(iii), (iv) and theorem 4(i) respectively.

To prove Claim (vi), we begin with the ‘only if’ part. So let \(\alpha : M \to \mathbb{R}\) be an everywhere non-zero scaling function such that \(\tilde{V}(x) = \alpha(x) V(x)\) has \(\zeta\) as a Koopman eigenfunction. By (6), \(|\zeta|\) is constant everywhere. This proves condition (i). Let \(\zeta\) be rescaled so that \(|\zeta| = 1\). Then \(\zeta\) becomes a map \(\zeta : M \to S^1\) and is thus Lie group valued. Then by theorem 4, there is a subspace \(L\) such that \(dz(\tilde{V})(x)\) lies in \(L\) for every \(x \in M\). But since \(d = 1\), \(L = \mathbb{R} \cong \mathfrak{g}\). This means that \(V\) has a nonzero component along the gradient vector field \(\nabla_\tau \zeta\). But by Claim (v),
\(\nabla_{\tau}\zeta\) is everywhere orthogonal to the foliation induced by \(\zeta\), hence \(V\) is everywhere transversal to this foliation, proving condition (ii).

The ‘if’ part will now be proved. Condition (i) allows us to assume without loss of generality that \(|\zeta| \equiv 1\), so that \(\zeta : M \to S^1\). By theorem 2, \(d\zeta(V) = \langle \nabla_{\tau}\zeta, V\rangle\), which is non-zero everywhere since \(V\) is transversal to the foliation induced by \(\zeta\) by condition (ii). Moreover, the span of \(d\zeta(V)\) is trivially the 1-dimensional space \(L = \mathbb{R} = g\). Thus the condition of theorem 4 is met and \(V\) can be rescaled to make \(\zeta\) a Koopman eigenfunction. This completes the proof of corollary 5. \(\square\)

6.6. Proof of theorem 6

We begin with a lemma that establishes that each non-constant eigenfunction is a submersion.

**Lemma 6.1.** Let \(z : M \to S^1\) be a \(C^1\) Koopman eigenfunction with eigenfrequency \(\omega \neq 0\). Then \(z\) is a submersion and its fibres are therefore, codimension-1 submanifolds.

**Proof.** By the Koopman eigenvalue equation (6), \(V(z) = i\omega z\). For any choice of a Riemannian metric \(\tau\),

\[\omega = dz(V)(x) = \text{proj}_2 z_\ast(V)(x) = \langle \nabla_{\tau}z(x), V(x)\rangle_{\tau}, \quad \forall x \in M.\]

This implies that \(z_\ast(V)\) is non-zero everywhere on \(M\). Thus \(z_\ast\) must be a submersion. \(\square\)

The proof of theorem 6 will be by contradiction, so suppose that \(\pi\) is not a submersion. By lemma 6.1, every Koopman eigenfunction with nonzero eigenfrequency is a submersion, so there is a non-empty maximal subset of \(\{z_1, \ldots, z_m\}\) which forms a submersion. By renumbering the eigenfunctions, we can assume without loss of generality that this set is \(z_1, \ldots, z_k\). So \(\pi^{(k)} : = (z_1, \ldots, z_k)\) is a submersion, but \(\pi^{(k+1)} : = (z_1, \ldots, z_{k+1})\) is not. Let \(x \in M\) be a singular point for \(\pi^{(k+1)}\), so \(D\pi^{(k+1)}(x) : T_x M \to T_x T^{k+1}\) has rank \(k\), where \(y : = \pi^{(k+1)}(x)\). Let \(F^{(k)}\) be the foliation by \(\pi^{(k)}\). Let \(W_k\) be the bundle spanned by the vectors \(\nabla_{\tau}z_1, \ldots, \nabla_{\tau}z_k\). Note that \(T F^{(k)} = W_k \cap \ker \pi^{(k)}\).

Let \(F_{k+1}\) be the foliation induced by \(z_{k+1}\). Now note that \(D\pi^{(k+1)}(x)\) has rank \(k\) iff \(\nabla_{\tau}z_{k+1}(x) \in W_k(x)\). In other words

\[D\pi^{(k+1)}(x) = x \iff T_x F^{(k)} \subset T_x F_{k+1}.\]

By the invariance of both the foliations \(F_{k+1}\) and \(F^{(k)}\) under the flow \(\Phi^t\), for every \(t \in \mathbb{R}\),

\[T_{\Phi^t} F^{(k)} \subset T_{\Phi^t} F_{k+1}, \quad \forall t \in \mathbb{R}.\]

Thus by (16) \(\Phi^t x\) is also a singular point for \(\pi^{(k+1)}\), for every \(t \in \mathbb{R}\). Therefore, for every \(t \in \mathbb{R}\), \(\pi(\Phi^t x) = y + \omega t\) is a singular value of the map \(\pi\), where \(\omega : = (\omega_1, \ldots, \omega_{k+1})\). However, since the components of \(\omega\) are rationally independent, the values \(\{y + \omega t : t \in \mathbb{R}\}\) form a dense full-measure subset of \(T^{k+1}\). This violates Sard’s theorem, and completes the proof of theorem 6. \(\square\)
6.7. Proof of theorem 7

To prove that \( \tilde{d}\theta = d(z|u) \), it is equivalent to prove the commutation diagram below.

\[
\begin{array}{c}
TU_x \xrightarrow{\theta} TU_0 \xrightarrow{\psi} U_0 \times g \\
\downarrow \rho \quad \quad \quad \quad \quad \quad \downarrow \rho \\
TU_y \xrightarrow{z} U_y \times g \xrightarrow{pro_2} g
\end{array}
\]

In this diagram, the clockwise path from \( TU_y \) to \( g \) is \( d(z|u) \) and the counter-clockwise path is \( \tilde{d}\theta \). We will in fact prove the stronger commutation diagram.

To prove this, we include the map \( E_{g^*} : TU_0 \to TU_y \) in the diagram and split the figure into two separate commuting diagrams.

The first diagram is a direct consequence of the composition relation \( z = E_{g^*} \circ \theta \). To verify the second diagram, fix \( u \in U_0 \) and \( w \in T_u U_0 \). Then,

\[
I \circ E_{g^*}(u,w) = I \circ (l_{g^*})_* |_\exp(u) \exp_* |_{uw} \quad \text{by (11)},
\]

\[
= (l_{[\exp(u)]^{-1}})_* |_{g \exp(u)} (l_{g^*})_* |_{\exp(u)} \exp_* |_{uw} \quad \text{by (2)},
\]

\[
= (l_{\exp(u)^{-1}})_* |_{\exp(u)} (l_{g^{-1}})_* |_{g \exp(u)} (l_{g^*})_* |_{\exp(u)} \exp_* |_{uw},
\]

\[
= (l_{\exp(u)^{-1}})_* |_{\exp(u)} \exp_* |_{uw} = \Psi(u,w) \quad \text{by (12)}.
\]

This proves the commutation in the second diagram and the first part of the claim is proved.

The other two claims assume that \( G \) is Abelian. If \( G \) is Abelian, then \( \exp(u + v) = \exp(u) \exp(v) \) for every \( u, v \in g \). Using this fact, is well known [e.g. 39, section A.6] that \( G \) is isomorphic to \( \mathbb{R}^k \times T^{d-k} \) for some \( 0 \leq k \leq d \). For these spaces, the exponential map linearly wraps the tangent space \( g \) at \( e \in G \) around \( G \), making the \( \Psi \) the same as \( I_{\text{can}} \). We will show how this holds more precisely.

Note that the first component of \( \Psi \), namely \( \text{proj}_1 \Psi \), is the identity map. So it remains to be shown that \( \text{proj}_2 \Psi \) is the identity map on each fibre. Since \( \exp(u + v) = \exp(v) \exp(u) \) for every \( u, v \in U_0 \), the induced tangent bundle maps from \( T_u U_0 \to T_{\exp(u+v)} G \) must be the same, i.e.

\[
\exp_* |_{u+v} = (l_{\exp(v)})_* |_{\exp(u)} \exp_* |_{u}.
\]

Now take \( v = -u \) to get

\[
Id = \exp_* |_0 = \exp_* |_{u-u} = (l_{\exp(-u)})_* |_{\exp(u)} \exp_* |_{u} = (l_{\exp(u)^{-1}})_* |_{\exp(u)} \exp_* |_{u} = \text{proj}_2 \Psi.
\]

Thus \( \Psi = I_{\text{can}} \), then \( d(z|U) = \tilde{d}\theta = d\theta \), and the theorem is proved. However, we will show separately that in the Abelian case, \( d(z|U) = d\theta \), to provide more intuition about these maps.
First, note that the neighbourhood $U$ and map $\theta$ depend on the choice of the point $x$. Since $d(z|U)$ is independent of the particular choice of $x$, we will have to show that $d\theta$ evaluated at any point in $U$ is independent of the choice of $x$. To make the dependency on $x$ clearer, $U$ and $\theta$ will henceforth be denoted as $U_x$ and $\theta_x$ respectively. So let $x' \neq x$ be such that $U_x \cap U_{x'} \neq \emptyset$. Let $g = z(x)$, $g' = z(x')$. Thus

$$g \exp \theta_x = z|U_x, \quad g' \exp \theta_{x'} = z|U_{x'}.$$ 

Since these maps coincide, for every $y \in U_x \cap U_{x'}$,

$$z(y) = g \exp \theta_x(y) = g' \exp \theta_{x'}(y) \iff g^{-1}g' = \exp[\theta_{x'}(y) - \theta_x(y)].$$

Since $U_x \cap U_{x'}$ is a non-empty open set, and the left-hand side of the second identity above is independent of $y \in U_x \cap U_{x'}$, the Jacobian of the right hand side must be zero. Since by construction, $\theta_x, \theta_{x'}$ only takes values in $U_0$, and $\exp$ is a local diffeomorphism on $U_0$,

$$D \exp[\theta_{x'}(y) - \theta_x(y)] = 0 \iff D\theta_{x'}(y) = D\theta_x(y).$$

Finally note that since $\theta_x$ and $\theta_{x'}$ are $g$ valued, the exterior derivatives and the Jacobians coincide. Thus,

$$d\theta_{x'}(y) = D\theta_{x'}(y) = D\theta_x(y) = d\theta_x(y).$$

This completes the proof of theorem 7. □
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