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Abstract

In this work, we study the aspect of Bloch wave homogenization of the new notion of convergence of microstructures represented by matrices $B^\varepsilon$ related to the classical $H$-convergence of $A^\varepsilon$ introduced in [10]. The new macro quantity $B^\#$ appears to incorporate the interaction between the two microstructures $A^\varepsilon, B^\varepsilon$. Here we present its Bloch spectral representation along with the homogenization result.
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1 Introduction

We begin with recalling the new notion of convergence related to the classical $H$-convergence introduced in [10]. We will address the homogenization issue with introducing the new limiting macro quantities and then will move into the aspect of Bloch wave homogenization to give the spectral representation of the limiting macro quantities among the periodic microstructures.

1.1 Convergence Relative to a Microstructure

Let us begin by recalling the notion of $H$-convergence [14]. Let $\mathcal{M}(\alpha, \beta; \Omega)$ with $0 < \alpha < \beta$ denote the set of all real $N \times N$ symmetric matrices $A(x)$ of functions defined almost everywhere on a bounded open subset $\Omega$ of $\mathbb{R}^N$ such that if $A(x) = [a_{kl}(x)]_{1 \leq k,l \leq N} \in \mathcal{M}(\alpha, \beta; \Omega)$ then

$$a_{kl}(x) = a_{lk}(x) \forall l, k = 1, \ldots, N \text{ and } (A(x)\xi, \xi) \geq \alpha|\xi|^2, |A(x)\xi| \leq \beta|\xi|, \forall \xi \in \mathbb{R}^N, \text{ a.e. } x \in \Omega.$$ 

Let $A^\varepsilon$ and $A^*$ belong to $\mathcal{M}(a_1, a_2, \Omega)$ with $0 < a_1 < a_2$. We say $A^\varepsilon \rightharpoonup A^*$ or $H$-converges to a homogenized matrix $A^*$, if $A^\varepsilon \nabla u^\varepsilon \rightharpoonup A^* \nabla u$ in $L^2(\Omega)$ weak, for all test sequences $u^\varepsilon$ satisfying

$$u^\varepsilon \to u \text{ weakly in } H^1(\Omega)$$

$$-\text{div}(A^\varepsilon \nabla u^\varepsilon(x)) \text{ is strongly convergent in } H^{-1}(\Omega).$$

(1.1)
Convergence of the canonical energy densities follows as a consequence:

\[ A^\epsilon \nabla u^\epsilon \cdot \nabla u^\epsilon \rightharpoonup A^* \nabla u \cdot \nabla u \text{ in } \mathcal{D}'(\Omega). \]  

(1.2)

Further, their integrals over \( \Omega \) converge if \( u^\epsilon \) and \( u \), for example, lie in \( H^1_0(\Omega) \):

\[ \int_{\Omega} A^\epsilon \nabla u^\epsilon \cdot \nabla u^\epsilon \, dx \rightarrow \int_{\Omega} A^* \nabla u \cdot \nabla u \, dx. \]  

(1.3)

Here, we are concerned with other oscillating quadratic energy densities; more precisely, let us take another sequence of matrices \( B^\epsilon \) and consider the corresponding energy density:

\[ B^\epsilon \nabla u^\epsilon \cdot \nabla u^\epsilon \]

and study its behaviour as \( \epsilon \) tends to zero. Just like (1.2), we may expect the appearance of new macro quantities in its weak limit. This motivates the following notion:

**DEFINITION 1.1.** Let \( A^\epsilon \) \( H \)-converge to \( A^* \). Let \( B^\epsilon \) and \( B^\# \) be given in \( \mathcal{M}(b_1, b_2; \Omega) \) where \( 0 < b_1 < b_2 \). We say \( B^\epsilon \) converges to \( B^\# \) relative to \( A^\epsilon \) (denoted \( B^\epsilon \rightharpoonup A^\epsilon B^\# \)) if for all test sequences \( u^\epsilon \) satisfying (1.1) we have

\[ B^\epsilon \nabla u^\epsilon \cdot \nabla u^\epsilon \rightharpoonup B^\# \nabla u \cdot \nabla u \text{ in } \mathcal{D}'(\Omega). \]  

(1.4)

Further, analogous to (1.3), we have

\[ \int_{\Omega} B^\epsilon \nabla u^\epsilon \cdot \nabla u^\epsilon \, dx \rightarrow \int_{\Omega} B^\# \nabla u \cdot \nabla u \, dx. \]

if \( u^\epsilon \) and \( u \) belong to \( H^1_0(\Omega) \).

The significance of the limit \( B^\# \) in the context of Calculus of Variation has been established in [10].

Prior to that, we introduce the correctors or oscillatory test functions to define the macro quantities \( A^*, B^* \) and \( B^\# \).

### 1.2 Expression of \( B^\# \) through ‘oscillatory test functions’:

**Definition of \( B^\# \):** Let \( \{\epsilon_k\}_k, k = 1, 2, \ldots, N \) be the standard basis vectors in \( \mathbb{R}^N \). We define the oscillatory test functions \( \chi_k^\epsilon, \zeta_k^\epsilon \) and \( \psi_k^\epsilon \) in \( H^1(\Omega) \) to define \( A^*, B^*, B^\# \) as follows. Let \( A^\epsilon \) \( H \)-converges to \( A^* \), then upto a subsequence still denoted by \( A^\epsilon \), there exist a sequence \( \{\chi_k^\epsilon\}_k \in H^1(\Omega) \) such that

\[ \chi_k^\epsilon \rightharpoonup 0 \text{ weakly in } H^1(\Omega), \]

\[ A^\epsilon(\nabla \chi_k^\epsilon + \epsilon_k) \rightharpoonup A^* \epsilon_k \text{ weakly in } L^2(\Omega) \]  

with

\[ -\text{div}(A^\epsilon(\nabla \chi_k^\epsilon + \epsilon_k)) = -\text{div}(A^* \epsilon_k) \text{ in } \Omega, \quad k = 1, 2, \ldots, N. \]
We consider the matrix $X^\epsilon$ defined by its columns $(\nabla \chi_{k}^\epsilon)$ is called the corrector matrix for $A^\epsilon$, with the following property:

$$\nabla u^\epsilon - (X^\epsilon + I) \nabla u \to 0 \quad \text{in } L^1_{loc}(\Omega).$$

(1.5)

The existence of such sequence $\{\chi_{k}^\epsilon\}$ is well known in homogenization theory, for more details one may look at [1, 14].

Similarly, let $B^\epsilon$ $H$-converges to $B^\ast$, then upto a subsequence still denoted by $B^\epsilon$, we define the corrector matrix $Y^\epsilon$ defined by its columns $(\nabla \zeta_{k}^\epsilon)$ satisfying

$$\zeta_{k}^\epsilon \rightharpoonup 0 \text{ weakly in } H^1(\Omega),$$

$$B^\epsilon(\nabla \zeta_{k}^\epsilon + e_k) \rightharpoonup B^\ast e_k \text{ weakly in } L^2(\Omega) \text{ with}$$

$$-div(B^\epsilon(\nabla \zeta_{k}^\epsilon + e_k)) = -div(B^\ast e_k) \text{ in } \Omega, \quad k = 1, 2, \ldots, N.$$ 

And finally we define the test functions $\psi_{k}^\epsilon$ bounded uniformly with respect to $\epsilon$ in $H^1(\Omega)$, satisfying

$$div(A^\epsilon \nabla \psi_{k}^\epsilon - B^\epsilon(\nabla \chi_{k}^\epsilon + e_k)) = 0 \quad \text{in } \Omega, \quad k = 1, 2, \ldots, N.$$ 

Such test functions $\{\psi_{k}^\epsilon\}$ has been introduced in [12, 13] subject to an optimal control problem. Then upto a subsequence we consider the limit as

$$\psi_{k}^\epsilon \rightharpoonup \psi_{k} \text{ weakly in } H^1(\Omega),$$

$$A^\epsilon \nabla \psi_{k}^\epsilon - B^\epsilon(\nabla \chi_{k}^\epsilon + e_k) \rightharpoonup \zeta_{k} \text{ (say) weakly in } L^2(\Omega) \text{ with}$$

$$div(\zeta_{k}) = 0 \quad \text{in } \Omega, \quad k = 1, 2, \ldots, N.$$ 

Following that we define the limiting matrix $B^\#$ : For each $k = 1, 2, \ldots, N$

$$B^\#e_k := A^\epsilon \nabla \psi_{k}^\epsilon - \zeta_{k} = A^\epsilon \nabla \psi_{k}^\epsilon - \lim \{A^\epsilon \nabla \psi_{k}^\epsilon - B^\epsilon(\nabla \chi_{k}^\epsilon + e_k)\}; \quad \text{(1.6)}$$

and as a perturbation of $H$-limit $B^\ast$ we write

$$B^\#e_k = B^\ast e_k + A^\epsilon \nabla \psi_{k}^\epsilon - \lim \{A^\epsilon \nabla \psi_{k}^\epsilon - B^\epsilon(\nabla \chi_{k}^\epsilon - \nabla \zeta_{k}^\epsilon)\}.$$

(The above limits are to be understood as $L^2(\Omega)$ weak limit).

### 1.3 Convergence of flux and energy expressions in terms of $B^\#$

Let us introduce the state equation as follows. Let $u^\epsilon \in H^1_0(\Omega)$ solves,

(State equation) : 

$$-div(A^\epsilon \nabla u^\epsilon) = f \in H^{-1}(\Omega), \text{ and } u^\epsilon = 0 \text{ on } \partial \Omega. \quad \text{(1.7)}$$

Let $p^\epsilon \in H^1_0(\Omega)$ solves,

(Adjoint-State equation) : 

$$div(A^\epsilon \nabla p^\epsilon - B^\epsilon \nabla u^\epsilon) = 0 \text{ in } \Omega, \text{ and } p^\epsilon = 0 \text{ on } \partial \Omega. \quad \text{(1.8)}$$

3
We apply the well-known div-curl lemma \[14\] several times to simply have the following convergences:

\[
(A^\epsilon \nabla \psi_k^\epsilon - B^\epsilon (\nabla \chi_k^\epsilon + e_k)) \cdot (\nabla \chi_k^\epsilon + e_k) \rightarrow (A^* \nabla \psi_k^* - B^# e_k) \cdot e_k \text{ in } \mathcal{D}'(\Omega)\]

and

\[
A^\epsilon (\nabla \chi_k^\epsilon + e_k) \cdot \nabla \psi_k^\epsilon \rightarrow A^* e_k \cdot \nabla \psi_k \text{ in } \mathcal{D}'(\Omega).
\]

Since \(A^\epsilon = (A^\epsilon)^t\) and \(A^* = (A^*)^t\), thus combining the above two convergences we obtain

\[
B^\epsilon (\nabla \chi_k^\epsilon + e_k) \cdot (\nabla \chi_k^\epsilon + e_k) \rightarrow B^# e_k \cdot e_k \text{ in } \mathcal{D}'(\Omega), \ k = 1, 2, .., N. \tag{1.9}
\]

On the other hand, thanks to div-curl lemma we also have

\[
(A^\epsilon \nabla p^\epsilon - B^\epsilon \nabla u^\epsilon) \cdot (\nabla \chi_k^\epsilon + e_k) \rightarrow z \cdot e_k \text{ in } \mathcal{D}'(\Omega)
\]

and

\[
A^\epsilon (\nabla \chi_k^\epsilon + e_k) \cdot \nabla p^\epsilon \rightarrow A^* e_k \cdot \nabla p \text{ in } \mathcal{D}'(\Omega).
\]

Thus one gets,

\[
B^\epsilon \nabla u^\epsilon \cdot (\nabla \chi_k^\epsilon + e_k) \rightarrow A^* \nabla p \cdot e_k - z \cdot e_k \text{ in } \mathcal{D}'(\Omega). \tag{1.10}
\]

Similarly, having

\[
(A^\epsilon \nabla \psi_k^\epsilon - B^\epsilon (\nabla \chi_k^\epsilon + e_k)) \cdot \nabla u^\epsilon \rightarrow (A^* \nabla \psi_k^* - B^# e_k) \cdot \nabla u \text{ in } \mathcal{D}'(\Omega)
\]

and

\[
A^\epsilon \nabla u^\epsilon \cdot \nabla \psi_k^\epsilon \rightarrow A^* \nabla u \cdot \nabla \psi_k \text{ in } \mathcal{D}'(\Omega);
\]

One obtains,

\[
B^\epsilon (\nabla \chi_k^\epsilon + e_k) \cdot \nabla u^\epsilon \rightarrow B^# e_k \cdot \nabla u \text{ in } \mathcal{D}'(\Omega). \tag{1.11}
\]

Now by simply combining (1.10) and (1.11), we determine the expression of \(z\):

\[
z \cdot e_k = (A^* \nabla p - B^# \nabla u) \cdot e_k, \ k = 1, 2, ..N.
\]

Thus, \(z = A^* \nabla p - B^# \nabla u\). Since \(\text{div } z^\epsilon = 0\) and \(z^\epsilon \rightarrow z\) in \(L^2(\Omega)\) weak, so \(\text{div } z = 0\).

Following that, we have the energy convergence to have:

\[
B^\epsilon \nabla u^\epsilon \cdot \nabla u^\epsilon = A^\epsilon \nabla u^\epsilon \cdot \nabla p^\epsilon - z^\epsilon \cdot \nabla u^\epsilon \rightarrow A^* \nabla u \cdot \nabla p - z \cdot \nabla u = B^# \nabla u \cdot \nabla u \text{ in } \mathcal{D}'(\Omega).
\]

Thus, we have obtained the homogenized equations as, \(u, p \in H^1_0(\Omega)\) solve:

(Homogenized State equation) : \(- \text{div}(A^* \nabla u) = f \in H^{-1}(\Omega), \text{ and } u = 0 \text{ on } \partial \Omega; \tag{1.12}\)
(Homogenized Adjoint-State equation): \( \text{div}(A^* \nabla p - B^# \nabla u) = 0 \) in \( \Omega \), and \( p = 0 \) on \( \partial \Omega \).

(1.13)

Here in this article, we would like to obtain the above limiting system (1.12), (1.13) in a different approach, while the previous methods were based on physical space, the present one is based on Fourier techniques. Towards this direction, Conca and Vanninathan in [6] gave a new proof of weak convergence for the homogenization problem of elliptic operators with periodically oscillating coefficients by using the so called Bloch wave spectral analysis. Following its subsequent development in [2, 5, 3, 7] etc., in a recent work [8, 9] we extend this idea in one non-periodic case of generalized Hashin-Shtrikman micro-structures. Here in the case of periodic microstructures we derive the homogenization results with providing the Bloch spectral representation for the macro quantities \( A^* \), \( B^* \), \( B^# \).

The plan of the paper is as follows. In Section 2, we will discuss few key properties of the new macro limit \( B^# \). Following that, in Section 3 we will be presenting the explicit expression of \( B^# \) in the periodic microstructures. In Section 4, we will introduce the Bloch waves and the Bloch spectral elements to represent the macro quantities. Finally, in the Section 5 we will establish the main homogenization results.

In a final remark, we wish to point out here the additional difficulty in the homogenization of (1.8) via Bloch wave method. The first Bloch transform \( B^{\epsilon}_{\cdot 1} \) associated with \( A^{\epsilon} \) does not commute with \( B^{\epsilon}_{\cdot 1} \). The macro quantity \( B^# \) is the outcome of this non-commutativity.

2 Properties of \( B^# \)

Let us first define \( B^# \) element wise i.e. to define \((B^#)_{lk} = B^# e_l \cdot e_k\). We consider the sequences \((A^\epsilon \nabla \psi^\epsilon_k - B^\epsilon(\nabla \chi^\epsilon_l + e_k))\) and \((\nabla \chi^\epsilon_l + e_l)\) where \( e_k, e_l \in \mathbb{R}^N \) are the canonical basis vectors, then by applying the div-curl lemma as before, we have the following elements wise convergence

\[
B^\epsilon(\nabla \chi^\epsilon_l + e_k) \cdot (\nabla \chi^\epsilon_l + e_l) \rightarrow B^# e_k \cdot e_l \quad \text{in} \ D'(\Omega) \tag{2.1}
\]

REMARK 2.1. Notice that if \( A^\epsilon \) is independent of \( \epsilon \) i.e. \( A^\epsilon = A \) then we have \( X^\epsilon = 0 \), so \( B^# = B \); just a constant; where, \( B \) is the \( L^\infty(\Omega) \) weak* limit of \( B^\epsilon \). ■

As an application of the above distributional convergence (2.1) one has the following:

(i) If \( \{B^\epsilon\}_{\epsilon>0} \) is symmetric, then \( B^# \) is also a symmetric matrix.

(ii) Let \( B^\epsilon \in \mathcal{M}(b_1, b_2; \Omega) \), then the ellipticity constant of \( B^# \) remains same; and \( B^# \in \mathcal{M}(b_1, \tilde{b}_2; \Omega) \) and for some \( \tilde{b}_2 \geq b_2 \). If \( A^\epsilon \in \mathcal{M}(a_1, a_2; \Omega) \), then one chooses \( \tilde{b}_2 = b_2 \frac{a_2}{a_1} \) (cf. (2.5)). Note that, for being \( B^\epsilon \) is symmetric the homogenized tensor \( B^* \in \mathcal{M}(b_1, b_2; \Omega) \).

Let \( \lambda = (\lambda_1, \lambda_2, ..., \lambda_N) \in \mathbb{R}^N \) be an arbitrary vector, we define the corresponding oscillatory test function \( \chi^\lambda = \sum_{k=1}^N \lambda_k \chi^\epsilon_k \in H^1(\Omega) \) and \( \zeta^\lambda = \sum_{k=1}^N \lambda_k \zeta^\epsilon_k \in H^1(\Omega) \) to have

\[
B^# \lambda \cdot \lambda = \text{limit} \ B^\epsilon(\nabla \chi^\lambda + \lambda) \cdot (\nabla \chi^\lambda + \lambda); \tag{2.2}
\]
and as a perturbation of the $H$-limit $B^*$,

$$B^\# \lambda \cdot \lambda = B^* \lambda \cdot \lambda + \lim B^e(\nabla \chi^e_\lambda - \nabla \xi^e_{\lambda}) \cdot (\nabla \chi^e_\lambda - \nabla \xi^e_{\lambda}). \quad (2.3)$$

(The above ‘limits’ are to be understood in the sense of distribution.)

**COROLLARY 2.1.**

$$B^\# \geq B^* \quad (2.4)$$

where the equality holds if and only if $\nabla (\chi^e_\lambda - \xi^e_{\lambda}) \to 0$ in $L^2(\Omega)$ for each $\lambda \in \mathbb{R}^N$. ■

Prior to that, in the following result, we provide the general bounds on $B^\#$.

**LEMMA 2.1 (General Bounds).** Let $A^e \in \mathcal{M}(a_1, a_2; \Omega)$ with $0 < a_1 \leq a_2 < \infty$ and $B^e \in \mathcal{M}(b_1, b_2; \Omega)$ with $0 < b_1 \leq b_2 < \infty$, $H$-converges to $A^* \in \mathcal{M}(a_1, a_2; \Omega)$ and $B^* \in \mathcal{M}(b_1, b_2; \Omega)$ respectively. Then we have the following bounds

$$b_1 I \leq B \leq B^* \leq B^\# \leq b_2 A^* \leq b_2 \bar{A} \leq b_2 \frac{a_2}{a_1} I \quad (2.5)$$

where, $(B)^{-1}$ is the $L^\infty$ weak* limit of the matrix sequence $(B^e)^{-1}$ and $\bar{A}$ is the $L^\infty$ weak* limit of the matrix sequence $A^e$.

*Proof. See [10]. ■*

### 3 Integral representation of $B^\#$ in periodic medium

Here we will consider the periodic medium and will provide the integral representation of the macro quantities.

**Case (1) $A$ and $B$ are both periodic with same periodicity:** Let $Y$ denotes the unit cube $[0, 1]^N$ in $\mathbb{R}^N$. Let $A(y) = [a_{kl}(y)]_{1 \leq k, l \leq N} \in \mathcal{M}(a_1, a_2; Y)$ be such that $a_{kl}(y)$ are $Y$-periodic functions $\forall k, l = 1, 2, \ldots, N$. Now we set

$$A^e(x) = [a^e_{kl}(x)] = [a_{kl}(\frac{x}{\epsilon})]$$

and extend it to the whole $\mathbb{R}^N$ by $\epsilon$-periodicity with a small period of scale $\epsilon$ and then restricting $A^e$ in particular on $\Omega$ is known as periodic micro-structures.

The homogenized conductivity $A^* = [a^*_{kl}]$ is defined by its entries

$$a^*_{kl} = \int_Y a_{kl}(y)(\nabla_y \chi_k + e_k) \cdot (\nabla_y \chi_l + e_l) dy \quad (3.1)$$

where we define the $\chi_k$ through the so-called cell-problems. For each unit vector $e_k$, consider the following conductivity problem in the periodic unit cell:

$$- \text{div}_y a_{kl}(y)(\nabla_y \chi_k(y) + e_k) = 0 \quad \text{in } Y, \quad y \rightarrow \chi_k(y) \text{ is } Y\text{-periodic.} \quad (3.2)$$
Similarly, the homogenized conductivity $B^* = [b^*_{kl}]$ is defined by its entries

$$b^*_{kl} = \int_Y b_{kl}(y)(\nabla_y \zeta_k + e_k) \cdot (\nabla_y \zeta_l + e_l)dy$$  \hspace{1cm} (3.3)

where $\zeta_k$ solves,

$$- \text{div}_y b_{kl}(y)(\nabla_y \zeta_k(y) + e_k) = 0 \quad \text{in } Y, \quad y \rightarrow \zeta_k(y) \quad \text{is } Y\text{-periodic.}$$  \hspace{1cm} (3.4)

Finally, we consider the cell problem for $\psi_k(y)$, satisfies

$$\text{div}_y (a_{kl}(y)(\nabla \psi_k) - b_{kl}(y)(\nabla \chi_k + e_k)) = 0 \quad \text{in } Y, \quad y \rightarrow \psi_k(y) \quad \text{is } Y\text{-periodic.}$$  \hspace{1cm} (3.5)

We can assume that means of the cell solutions are zero, i.e. $\int_Y \chi_k dy = \int_Y \zeta_k dy = \int_Y \psi_k dy = 0$ which provides the unique solution of the cell-problems also it gives the $L^\infty$ weak* limits of the sequences $(\chi_k)_k = (\chi_k(x))_k, (\zeta_k)_k = (\zeta_k(x))_k, (\psi_k)_k = (\psi_k(x))_k$, are all 0. 

(Since $f(x) \rightarrow \frac{1}{|Y|} \int_Y f(y) dy$ in $L^\infty$ weak* for $Y$ periodic $f.$) Thus, $B^# = [b^#_{kl}]

b^#_{jk} = lim[b_{ij}^\epsilon \frac{\partial}{\partial x_i}(\chi_k^\epsilon + x_k) - a_{ij}^\epsilon \frac{\partial}{\partial x_i}(\psi_k^\epsilon)]

= \int_Y [b_{ij}(y)\frac{\partial}{\partial y_i}(\chi_k(y) + y_k) - a_{ij}(y)\frac{\partial}{\partial y_i}(\psi_k)]dy.

By using the property (2.1) we can also write,

$$b^#_{jk} = \int_Y b_{ij}(y)\frac{\partial}{\partial y_i}(\chi_k(y) + y_k)\frac{\partial}{\partial y_l}(\chi_j(y) + y_j)dy$$  \hspace{1cm} (3.6)

and as a perturbation of $B^*$, we write

$$b^#_{jk} = b^*_{jk} + \int_Y b_{ij}(y)\frac{\partial}{\partial y_i}(\chi_k(y) - \zeta_k(y))\frac{\partial}{\partial y_l}(\chi_j(y) - \zeta_j(y))dy.$$  \hspace{1cm} (3.7)

This result (3.7) was obtained by Kesavan and Vanninathan in [13], there they relied on the asymptotic expansion method for periodic structure. Also in [12] Kesavan and Saint Jean Paulin has proved this same result by considering oscillatory test function method.

Case(2) $A$ and $B$ are both periodic with different periodicity to one another:

Here we would like to mention another situation where $A$ and $B$ are need not to be same $Y$ periodic function. Let us say $A$ is $Y_1$ periodic and $B$ is $Y_2$ periodic matrix function, i.e. $A(y) = [a_{kl}(y)]_{1 \leq k,l \leq N} \in \mathcal{M}(a_1, a_2; Y_1)$ be such that $a_{kl}(y)$ are $Y_1$-periodic functions and $B(y) = [b_{kl}(y)]_{1 \leq k,l \leq N} \in \mathcal{M}(b_1, b_2; Y_2)$ be such that $b_{kl}(y)$ are $Y_2$-periodic functions $\forall k, l = 1, 2, ..., N$. Now we set

$$A^{e_1}(x) = [a_{kl}(\frac{x}{e_1})] \quad \text{and} \quad B^{e_2}(x) = [b_{kl}(\frac{x}{e_2})]$$
and extend it to the whole $\mathbb{R}^N$ by $\epsilon_1$ and $\epsilon_2$-periodicity with a small period of scales $\epsilon_1$ and $\epsilon_2$ respectively. The homogenized conductivity $A^*$ is defined by its entries

$$a^*_{kl} = \frac{1}{|Y_1|} \int_{Y_1} a_{kl}(y)(\nabla y \chi_k + e_k) \cdot (\nabla y \chi_l + e_l) dy$$

where for each unit vector $(e_k)$ the cell test function $\chi_k \in H^1(Y_1)$ solves

$$-\text{div}_y a_{kl}(y)(\nabla y \chi_k(y) + e_k) = 0 \quad \text{in } Y_1, \quad y \to \chi_k(y) \quad \text{is } Y_1 \text{ periodic.}$$

And by following the convergence result (2.1) we write,

$$b^\#_{jk} = \text{limit} \left[ b^\varepsilon_{ik}(x) \frac{\partial}{\partial x_i} (\chi^\varepsilon_k(x) + x_k) \frac{\partial}{\partial x_l} (\chi^\varepsilon_l(x) + x_j) \right]$$

$$= \text{limit} \left[ b_{ij}(\frac{x}{\varepsilon_2}) \frac{\partial}{\partial x_i} (\chi_k(\frac{x}{\varepsilon_1}) + x_k) \frac{\partial}{\partial x_l} (\chi_j(\frac{x}{\varepsilon_1}) + x_j) \right].$$

(The above ‘limit’ is to be understood in the distributional sense).

1. Let us say $\epsilon_1 = t(\epsilon_1, \epsilon_2), \epsilon_2$, where $t(\epsilon_1, \epsilon_2) \to t$ for some $t \in [0, \infty)$ as $\epsilon_1, \epsilon_2$ tends to 0. Then we write $\frac{\varepsilon}{\epsilon_2} = \frac{\varepsilon}{\epsilon_1} \cdot \frac{\varepsilon}{\epsilon_2} = \frac{\varepsilon}{\epsilon_1} t + o(1)$ (through the $Y_1, Y_2$ periodicity) then from (3.8) and following [11] Page no. 57 we get

$$b^\#_{jk} = \frac{1}{|Y_1|} \int_{Y_1} b_{ij}(ty) \frac{\partial}{\partial y_i} (\chi_k(y) + y_k) \frac{\partial}{\partial y_l} (\chi_j(y) + y_j) dy. \quad (3.9)$$

2. Similarly, if $\epsilon_2 = s(\epsilon_1, \epsilon_2), \epsilon_1$ where $s(\epsilon_1, \epsilon_2) \to s$ for some $s \in [0, \infty)$ as $\epsilon_1, \epsilon_2$ tends to 0, then we write $\frac{\varepsilon}{\epsilon_1} = \frac{\varepsilon}{\epsilon_2} \cdot \frac{\varepsilon}{\epsilon_1} = \frac{\varepsilon}{\epsilon_2} s + o(1)$ and we get

$$b^\#_{jk} = \frac{1}{|Y_2|} \int_{Y_2} b_{ij}(y) \frac{\partial}{\partial y_i} (\chi_k(sy) + y_k) \frac{\partial}{\partial y_l} (\chi_j(sy) + y_j) dy. \quad (3.10)$$

### 3.1 Variational characterizations of $B^\#$

The homogenized matrix $A^*$ is defined in terms of the solutions of the cell problems (3.2). When $A(y)$ is symmetric, it is convenient to give another definition of $A^*$ involving standard variational principles. We consider the quadratic form $A^* \lambda \cdot \lambda$ where $\lambda$ is any constant vector in $\mathbb{R}^N$

$$A^* \lambda \cdot \lambda = \int_Y A(y)(\nabla y \chi_\lambda + \lambda) \cdot (\nabla y \chi_\lambda + \lambda) dy,$$

where $\chi_\lambda$ is the solution of the following cell problem:

$$-\text{div}_y A(y)(\nabla y \chi_\lambda(y) + \lambda) = 0 \quad \text{in } Y, \quad y \to \chi_\lambda(y) \quad \text{is } Y\text{-periodic.} \quad (3.11)$$
It is well-known that equation (3.11) is the Euler-Lagrange equation of the following variational principle: Find $w(y)$ that minimizes

$$\int_Y A(y)(\nabla_y w(y) + \lambda) \cdot (\nabla_y w(y) + \lambda) dy$$

over all periodic functions $w$. Hence $A^* \lambda \cdot \lambda$ is given by the minimization of the potential energy

$$A^* \lambda \cdot \lambda = \min_{w(y) \in H^1_\#(Y)} \int_Y A(y)(\nabla_y w(y) + \lambda) \cdot (\nabla_y w(y) + \lambda) dy. \quad (3.12)$$

Similarly, for the macro quantity $B^*$ it is given by

$$B^* \lambda \cdot \lambda = \min_{w(y) \in H^1_\#(Y)} \int_Y B(y)(\nabla_y w(y) + \lambda) \cdot (\nabla_y w(y) + \lambda) dy. \quad (3.13)$$

Next we give the variational characterization for the macro quantity $B^\#$. For any $\lambda \in \mathbb{R}^N$ we find $\psi_\lambda$ from below, while $\chi_\lambda$ is satisfying (3.11)

$$- \text{div}_y (A(y)\nabla \psi_\lambda) - B(y)(\nabla \chi_\lambda + \lambda) = 0 \quad \text{in} \ Y, \quad y \to \psi_\lambda(y) \quad \text{is} \ Y\text{-periodic}. \quad (3.14)$$

Then following (3.6), the quadratic form $B^\# \lambda \cdot \lambda$, associated with the macro quantity $B^\#$, is defined by

$$B^\# \lambda \cdot \lambda = \int_Y B(y)(\nabla_y \chi_\lambda(y) + \lambda) \cdot (\nabla_y \chi_\lambda(y) + \lambda) dy. \quad (3.15)$$

We consider two bilinear forms associated with the matrices $A(y)$ and $B(y)$:

$$a : H^1_\#(Y) \times H^1_\#(Y) \to \mathbb{R} \quad \text{defined as} \quad a(w_1, w_2) = \int_Y A(y)\nabla_y w_1(y) \cdot \nabla_y w_2(y) dy$$

and

$$b : H^1_\#(Y) \times H^1_\#(Y) \to \mathbb{R} \quad \text{defined as} \quad b(w_1, w_2) = \int_Y B(y)\nabla_y w_1(y) \cdot \nabla_y w_2(y) dy.$$  

Then there exists a constant $a_1 > 0$ (ellipticity constant of the matrix $A(y)$) such that

$$\inf_{w_1 \in H^1_\#(Y)} \left( \sup_{w_2 \in H^1_\#(Y)} \frac{a(w_1, w_2)}{||\nabla w_1||_{L^2_\#} ||\nabla w_2||_{L^2_\#}} \right) \geq a_1; \quad (3.16)$$

which is known as so called Babuška-Brezzi condition [11, (i), Lemma 4.1]. And the bilinear form $b(.,.)$ is $H^1_\#(Y)/\mathbb{R}$-elliptic, i.e. there exist a $b_1 > 0$ (ellipticity constant of the matrix $B(y)$) such that

$$b(w, w) \geq b_1 ||w||^2_{H^1_\#(Y)/\mathbb{R}}, \quad \forall w \in H^1_\#(Y)/\mathbb{R}. \quad (3.17)$$

Next we define the Lagrangian

$$\mathcal{L}_\lambda : H^1_\#(Y) \times H^1_\#(Y) \to \mathbb{R} \quad \text{defined as} \quad \mathcal{L}_\lambda(w_1, w_2) = b(w_1 + \lambda \cdot y, w_1 + \lambda \cdot y) + a(w_1 + \lambda \cdot y, w_2). \quad (3.18)$$
Then following [11, Theorem 4.2] together with the conditions (3.16) and (3.17), the solution $\chi_\lambda, \psi_\lambda$ of (3.11) and (3.14) is characterized by:

$$
\begin{align*}
\min_{w_1 \in H^1_\#(Y)} \left( \max_{w_2 \in H^1_\#(Y)} \mathcal{L}_\lambda(w_1, w_2) \right) = \mathcal{L}_\lambda(\chi_\lambda, \psi_\lambda) &= \max_{w_2 \in H^1_\#(Y)} \left( \min_{w_1 \in H^1_\#(Y)} \mathcal{L}_\lambda(w_1, w_2) \right) \\
(3.19)
\end{align*}
$$

Now as we see, by multiplying (3.11) by $\psi_\lambda$,

$$
\begin{align*}
\mathcal{L}_\lambda(\chi_\lambda, \psi_\lambda) &= \int_Y B(y)(\nabla_y \chi_\lambda + \lambda) \cdot (\nabla_y \chi_\lambda + \lambda)dy + \int_Y A(y)(\nabla_y \chi_\lambda + \lambda) \cdot \nabla y \psi_\lambda dy \\
&= \int_Y B(y)(\nabla_y \chi_\lambda + \lambda) \cdot (\nabla_y \chi_\lambda + \lambda)dy.
So by (3.15) we obtain

$$
\mathcal{L}_\lambda(\chi_\lambda, \psi_\lambda) = B^\# \lambda \cdot \lambda.
$$

Thus the variational characterization of $B^\# \lambda \cdot \lambda$ would be

$$
B^\# \lambda \cdot \lambda
$$

$$
\begin{align*}
&= \min_{w_1 \in H^1_\#(Y)} \left( \max_{w_2 \in H^1_\#(Y)} \int_Y B(y)(\nabla_y w_1 + \lambda) \cdot (\nabla_y w_1 + \lambda)dy + \int_Y A(y)(\nabla_y w_1 + \lambda) \cdot \nabla y w_2 dy \right) \\
(3.20)
\end{align*}
$$

or,

$$
B^\# \lambda \cdot \lambda
$$

$$
\begin{align*}
&= \max_{w_2 \in H^1_\#(Y)} \left( \min_{w_1 \in H^1_\#(Y)} \int_Y B(y)(\nabla_y w_1 + \lambda) \cdot (\nabla_y w_1 + \lambda)dy + \int_Y A(y)(\nabla_y w_1 + \lambda) \cdot \nabla y w_2 dy \right). \\
(3.21)
\end{align*}
$$

4 Bloch wave spectral analysis

Here we will present a brief survey on Bloch waves and corresponding Bloch eigen elements in periodic structures. Based on that, we will give the spectral representation of the macro coefficients and will make the passage into passing to the limit.

4.1 Introduction to Bloch waves, Bloch eigenvalues and eigenvectors in periodic structures

Introduction of Bloch waves in periodic structures is based on Floquet principle: periodic structures can be regarded as multiplicative perturbations of homogeneous media by periodic functions. This principle give rise to a new class of functions, namely $(\eta, Y_1)$ periodic functions.

$$
\psi(\cdot; \eta) \text{ is } (\eta; Y_1) \text{ – periodic, if } \psi(y + 2\pi m; \eta) = e^{2\pi i m \eta} \psi(y; \eta) \text{ } \forall m \in \mathbb{Z}^N, y \in \mathbb{R}^N.
$$
Accordingly, the following spaces are used: $L^2_\#(\eta, Y_1), L^2_\#(Y_1), H^1_\#(\eta, Y_1), H^1_\#(Y_1)$ etc.

$$L^2_\#(\eta; Y_1) = \{v \in L^2_{loc}(\mathbb{R}^N) \mid v \text{ is } (\eta, Y_1) - \text{periodic}\},$$

$$H^1_\#(\eta; Y_1) = \{v \in H^1_{loc}(\mathbb{R}^N) \mid v \text{ is } (\eta, Y_1) - \text{periodic}\}.$$ 

The $(\eta, Y_1)$ periodicity condition remains unaltered if we replace $\eta$ by $(\eta + q)$ with $q \in \mathbb{Z}^N$, so $\eta$ can therefore be confined to the dual cell $\eta \in Y_1' = (2\pi)[\frac{1}{2}, \frac{1}{2}]^N$ or equivalently dual torus. $\eta = 0$ gives back the usual periodicity condition.

In fact, these classes are state spaces for Bloch waves. The link between ‘Bloch waves’ and the traditional ‘Homogenization theory’ is as follows: the homogenized tensor and the cell test functions can be obtained as infinitesimal approximation from (ground state) Bloch waves at $\eta = 0$ and its energy.

We consider the operator

$$\mathcal{A} \equiv -\frac{\partial}{\partial y_k} \left( a_{kl}(y) \frac{\partial}{\partial y_l} \right) \quad k, l = 1, 2, \ldots, N$$

where the coefficient matrix $A(y) = [a_{kl}(y)]$ defined on $Y_1$ a.e. where $Y_1 = [0, 1]^N$ is known as the periodic cell and $A \in \mathcal{M}(a_1, a_2; Y_1)$ for some $0 < a_1 \leq a_2 < \infty$, i.e.

$$a_{kl} = a_{kl} \quad \forall k, l \quad \text{and} \quad (A(y)\xi, \xi) \geq \alpha |\xi|^2, \quad |A(y)\xi| \leq \beta |\xi| \quad \text{for any } \xi \in \mathbb{R}^N, \quad \text{a.e. on } Y_1.$$

We define Bloch waves $\psi$ associated with the operator $\mathcal{A}$ as follows. Let us consider the following spectral problem parameterized by $\eta \in \mathbb{R}^N$:

Find $\lambda = \lambda(\eta) \in \mathbb{R}$ and $\psi_A = \psi_A(y; \eta)$ (not identically zero) such that

$$\mathcal{A}\psi_A(\cdot; \eta) = \lambda(\eta)\psi_A(\cdot; \eta) \quad \text{in } \mathbb{R}^N, \quad \psi_A(\cdot; \eta) \text{ is } (\eta; Y_1) - \text{periodic.} \quad (4.1)$$

By applying the Floquet principle we define $\varphi_A(y; \eta) = e^{-i\eta y}\psi_A(y; \eta)$, and (4.1) can be rewritten in terms of $\varphi_A$ as follows:

$$\mathcal{A}(\eta)\varphi_A = \lambda(\eta)\varphi_A \text{ in } \mathbb{R}^N, \quad \varphi_A \text{ is } Y_1\text{-periodic} \quad (4.2)$$

where, the operator $\mathcal{A}(\eta)$ is defined by

$$\mathcal{A}(\eta) = -\left( \frac{\partial}{\partial y_k} + i\eta_k \right)[a_{kl}(y)\left( \frac{\partial}{\partial y_l} + i\eta_l \right)].$$

It is well known from [4] that for each $\eta \in Y_1'$, the above spectral problem admits a discrete sequence of eigenvalues with the following properties:

$$0 \leq \lambda_1(\eta) \leq \ldots \leq \lambda_m(\eta) \to \infty, \quad \text{and } \forall \ m \geq 1, \quad \lambda_m(\eta) \text{ is a Lipschitz function of } \eta \in Y_1'.$$

The corresponding eigenfunctions denoted by $\psi_{m,A}(\cdot; \eta)$ and $\varphi_{m,A}(\cdot; \eta)$ form orthonormal bases in the spaces of all $L^2_{loc}(\mathbb{R}^N)$ functions which are $(\eta; Y_1)$-periodic and $Y_1$-periodic,
respectively; In fact these eigenfunctions belong to the spaces $H^1_{#}(\eta; Y_1)$ and $H^1_{#}(Y_1)$ respectively.

Similarly, we consider the translated operator $B(\eta) = -\left(\frac{\partial}{\partial y} + i \eta_k(b_{kl}(y)\left(\frac{\partial}{\partial y} + i \eta_l\right))\right)$ associated with $B = [b_{kl}(y)]$ a symmetric $Y_2$ periodic matrix in $\mathcal{M}(b_1, b_2; Y_2)$ and we define the Bloch eigenvalues $\mu_m(\eta)$ and Bloch eigenvectors $\varphi_m(\cdot; \eta)$ as

$$B(\eta)\varphi_{m,B}(\cdot; \eta) = \mu_m(\eta)\varphi_{m,B}(\cdot; \eta) \text{ in } \mathbb{R}^N, \quad \varphi_{m,B}(\cdot; \eta) \text{ is } Y_2 - \text{periodic}. \quad (4.3)$$

To obtain the spectral resolution of $\mathcal{A}^{\epsilon_1} = -\frac{\partial}{\partial x_k}(a_{kl}(\frac{x}{\epsilon_1})\frac{\partial}{\partial x_l})$ in an analogous manner, let us introduce Bloch waves at the $\epsilon_1$-scale:

$$\lambda_m^1(\xi) = \epsilon_1^{-2}\lambda_m(\eta), \quad \varphi_m^{\epsilon_1}(x; \xi) = \varphi_{m,A}(y; \eta), \quad \psi_m^{\epsilon_1}(x; \xi) = \psi_{m,A}(y; \eta)$$

where the variables $(x, \xi)$ and $(y; \eta)$ are related by $y = \frac{x}{\epsilon_1}$ and $\eta = \epsilon_1\xi$. Observe that $\varphi_m^{\epsilon_1}(x; \xi)$ is $\epsilon_1Y_1$-periodic (in $x$) and $\epsilon_1^{-1}Y_1'$-periodic with respect to $\xi$. In the same manner, $\psi_m^{\epsilon_1}(\cdot; \xi)$ is $(\epsilon_1\xi; \epsilon Y_1)$-periodic. The dual cell at $\epsilon$-scale is $\epsilon^{-1}Y_1'$ where $\xi$ varies. The functions $\psi_m^{\epsilon_1}$ and $\varphi_m^{\epsilon_1}$ (referred to as Bloch waves) enable us to describe the spectral resolution of $\mathcal{A}^{\epsilon_1}$ (an unbounded self-adjoint operator in $L^2(\mathbb{R}^N)$) in the orthogonal basis \{ $e^{ix\xi}\varphi_m^{\epsilon_1}(x; \xi) \mid m \geq 1, \xi \in \epsilon_1^{-1}Y_1'$ \}. More precisely, we have the following.

**PROPOSITION 4.1** (Bloch decomposition [6]). Let $g \in L^2(\mathbb{R}^N)$. The $m$-th Bloch coefficient of $g$ at the $\epsilon_1$-scale is defined as follows:

$$(B_{m,A}^{\epsilon_1} g)(\xi) = \int_{\mathbb{R}^N} g(x)e^{-ix\xi}\overline{\varphi_m^{\epsilon_1}(x; \xi)}dx \quad \forall m \geq 1, \xi \in \epsilon_1^{-1}Y_1'. \quad (4.4)$$

Then the following inverse formula holds:

$$g(x) = \int_{\epsilon_1^{-1}Y_1'} (B_{m,A}^{\epsilon_1} g)(\xi)e^{ix\xi}\varphi_m^{\epsilon_1}(x; \xi)d\xi. \quad (4.5)$$

And the Parsevals identity:

$$\int_{\mathbb{R}^N} |g(x)|^2dx = \int_{\epsilon_1^{-1}Y_1'} \sum_{m=1}^{\infty} |(B_{m,A}^{\epsilon_1} g)(\xi)|^2d\xi.$$ 

Finally, for all $g$ in the domain of $\mathcal{A}^{\epsilon_1}$, we have

$$\mathcal{A}^{\epsilon_1} g(x) = \int_{\epsilon_1^{-1}Y_1'} \sum_{m=1}^{\infty} \lambda_m^{\epsilon_1}(\xi)(B_{m,A}^{\epsilon_1} g)(\xi)e^{ix\xi}\varphi_m^{\epsilon_1}(x; \xi)d\xi.$$ 

Using the above proposition, the classical homogenization result was deduced in [6]. We recall the main steps. The first one consists of considering a sequence $u^{\epsilon_1} \in H^1(\mathbb{R}^N)$
satisfying $A^\epsilon u^\epsilon = f$ in $\mathbb{R}^N$ with the fact $u^\epsilon \rightharpoonup u$ in $H^1(\mathbb{R}^N)$ weak and $u^\epsilon \rightarrow u$ in $L^2(\mathbb{R}^N)$ strong. We can express the equation in the equivalent form

$$\lambda_m^\epsilon(\xi)(B_{m,A}^\epsilon u^\epsilon)(\xi) = (B_{m,A}^\epsilon f)(\xi) \quad \forall m \geq 1, \xi \in \epsilon^{-1}Y_1''$$

In the homogenization process, one can neglect all the relations for $m \geq 2$. More precisely, it is proved in [6] that the following result holds.

**PROPOSITION 4.2.** [6]

$$|| \int_{\epsilon_1^{-1}Y_1'} \sum_{m=2}^{\infty} (B_{m,A}^\epsilon u^\epsilon(\xi)) e^{ix\cdot\xi} \varphi_{m,A}^\epsilon(x;\xi) d\xi ||_{L^2(\mathbb{R}^N)} \leq c\epsilon_1.$$  

Thus we can concentrate our attention only on the relation corresponding to the first Bloch wave:

$$\lambda_1^\epsilon(\xi)(B_{1,A}^\epsilon u^\epsilon)(\xi) = (B_{1,A}^\epsilon f)(\xi) \quad \forall \xi \in \epsilon^{-1}Y_1.'$$  

(4.6)

Similarly, by considering the sequence $p^\epsilon \in H^1(\mathbb{R}^N)$ satisfying the adjoint state equation $A^\epsilon p^\epsilon = B^\epsilon u^\epsilon$ in $\mathbb{R}^N$ with the fact $p^\epsilon \rightharpoonup p$ in $H^1(\mathbb{R}^N)$ weak and $p^\epsilon \rightarrow p$ in $L^2(\mathbb{R}^N)$strong. Then applying the first Bloch transformation (4.4) on the adjoint state equation we have,

$$\lambda_1^\epsilon(\xi)(B_{1,A}^\epsilon p^\epsilon)(\xi) = (B_{1,A}^\epsilon (B^\epsilon u^\epsilon))(\xi) \quad \forall \xi \in \epsilon^{-1}Y_1.'$$  

(4.7)

By passing to the limit as $\epsilon_1 \rightarrow 0$ in (4.6), we get the homogenized equation in the Fourier space

$$a_{kl}^* \xi_k \xi_l \hat{u}(\xi) = \hat{f}(\xi) \quad \forall \xi \in \mathbb{R}^N.$$  

(4.8)

On the other hand, passing to the limit as $\epsilon_1, \epsilon_2 \rightarrow 0$ in (4.7), we would like to get the adjoint state homogenized equation in the Fourier space

$$a_{kl}^* \xi_k \xi_l \hat{p}(\xi) = b_{kl}^\# \xi_k \xi_l \hat{u}(\xi) \quad \forall \xi \in \mathbb{R}^N$$

which we present as a new result in the next section (cf. (5.1)).

However, the result for (4.8) follows from the following regularity result of the Bloch eigenvalue $\lambda_1(\eta)$ and the Bloch eigen vector $\varphi_{1,A}(\eta)$ of the operator $A(\eta)$.

**PROPOSITION 4.3** (Regularity of the Ground state [6 [5]). Under the periodic assumption on the matrix $A \in \mathcal{M}(a_1, a_2; Y_1)$, then there exists a $\delta > 0$ such that the first eigenvalue $\lambda_1(\eta)$ is an analytic function on $B_\delta(0) = \{ \eta \in \mathbb{R}^N \mid |\eta| < \delta \}$, and there is a choice of the first eigenvector $\varphi_1(y; \eta)$ satisfying

$$\eta \mapsto \varphi_{1,A}(.; \eta) \in H_\#(Y_1) \text{ is analytic on } B_\delta \quad \text{and} \quad \varphi_{1,A}(y; 0) = |Y_1|^{-1/2}$$
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with the usual normalization condition and the choice of the phase factor to determine the eigenvector uniquely,

\[ ||\varphi_{1,A}(\cdot; \eta)||_{L^2(Y_1)} = 1, \text{ and } \exists \int_{Y_1} \varphi_{1,A}(y; \eta)dy = 0, \quad \eta \in B_\delta. \]

Moreover, we have the following relations,

\[ \lambda_1(0) = 0, \quad D_k \lambda_1(0) = 0 \quad \forall k = 1, 2, ..., N. \]

\[ \varphi_{1,A}(\cdot; 0) = |Y_1|^{-1/2}, \quad D_k \varphi_{1,A}(\cdot; 0) = i|Y_1|^{-1/2} \chi_k(y). \]

\[ \frac{1}{2} D_{kl}^2 \lambda_1(0) = a_{kl}^* \quad \forall k, l = 1, 2, ..., N. \]

- the last expression is considered as a Bloch spectral representation of the homogenized matrix \( A^* \).

Following that, here we give the desired Bloch spectral representation of the other two macro quantities \( B^* \) and \( B^\# \).

**Bloch Spectral representation of \( B^* \):** Similarly, the eigen elements \( \mu_1(\eta) \) and \( \varphi_{1,B}(\cdot; \eta) \) of the operator \( B(\eta) \) defined in (4.3) provide Bloch spectral representation of the homogenized matrix \( B^* \).

\[ \mu_1(0) = D_k \mu_1(0) = 0, \quad \varphi_{1,B}(\cdot; 0) = |Y_2|^{-1/2}, \quad D_k \varphi_{1,B}(\cdot; 0) = i|Y_2|^{-1/2} \zeta_k(y). \]

\[ \frac{1}{2} D_{kl}^2 \mu_1(0) = b_{kl}^* \quad \forall k, l = 1, 2, ..., N. \] (4.9)

**Bloch Spectral representation of \( B^\# \):**

**Case (1) \( A \) and \( B \) are periodic with the same periodicity \( Y \):** Let us define the following map

\[ \nu_1 : B(\delta) \mapsto \mathbb{C} \text{ by } \nu_1(\eta) = \langle B(\eta) \varphi_{1,A}(\cdot; \eta), \varphi_{1,A}(\cdot; \eta) \rangle_{L^2(Y)} \]

i.e.

\[ \nu_1(\eta) = \frac{1}{|Y|} \int_Y B(y)(\nabla_y \varphi_{1,A}(y; \eta) + i\eta \varphi_{1,A}(y; \eta)) \cdot (\nabla_y \varphi_{1,A}(y; \eta) + i\eta \varphi_{1,A}(y; \eta))dy \] (4.10)

where \( \varphi_{1,A}(y; \eta) \) is the first Bloch eigen vector of the operator \( A(\eta) \) defined in (4.2) and \( B(\eta) = -\left( \frac{\partial}{\partial y_k} + i\eta_k \right) (b_{kl}(y) \left( \frac{\partial}{\partial y_l} + i\eta_l \right)) \) is the translated operator associated with \( B = [b_{kl}(y)] \).

Now clearly \( \eta \mapsto \nu_1(\eta) \) is an analytic function on \( B_\delta \) as \( \eta \mapsto \varphi_{1,A}(\cdot; \eta) \in H^1_{\delta}(Y) \) is analytic on \( B_\delta \). We compute second order derivatives of \( \nu_1(\eta) \) at the origin based on the proposition (4.3) and identify the matrix \( B^\# = [b_{kl}^\#] \) with \( \frac{1}{2} D_{kl}^2 \nu_1(0) \) for all \( k, l = 1, 2, ..., N. \)
Let us rewrite (4.10) by using \(||\varphi_{1,A}(; \eta)||_{L^2(Y)} = 1, \ \eta \in \mathcal{B}(\delta)\)

\[
\langle (\mathcal{B}(\eta) - \nu(\eta))\varphi_{1,A}(; \eta), \varphi_{1,A}(; \eta) \rangle_{L^2(Y)} = 0 \tag{4.11}
\]

together with

\[
\mathcal{B}(\eta) = \mathcal{B} + i\eta E_k + \eta \eta b_{kl}(y)
\]

where, \(\mathcal{B} = -\frac{\partial}{\partial y_k} (b_{kl}(y) \frac{\partial}{\partial y_l})\) and \(E_k(\varphi) = -b_{kj}(y) \frac{\partial \varphi}{\partial y_j} - \frac{\partial}{\partial y_j} (b_{kj}(y) \varphi)\).

**Step(i)** Zeroth order derivative of \(\nu_1\) at 0 : As \(\varphi_{1,A}(y; 0) = |Y|^{-1/2}\) it implies \(\nu_1(0) = 0\).

**Step(ii)** First order derivatives of \(\nu_1\) at 0 : By differentiating (4.11) once with respect to \(\eta_k\) at origin we obtain

\[
\langle D_k \{ (\mathcal{B}(0) - \nu_1(0)) \} \varphi_{1,A}(; 0), \varphi_{1,A}(; 0) \rangle + \langle (\mathcal{B}(0) - \nu_1(0)) D_k \varphi_{1,A}(; 0), \varphi_{1,A}(; 0) \rangle \\
+ \langle (\mathcal{B}(0)) - \nu_1(0) \varphi_{1,A}(; 0), D_k \varphi_{1,A}(; 0) \rangle = 0.
\]

Now by using \(D_k \mathcal{B}(0) = iE_k\), and \(\varphi_{1,A}(; 0) = |Y|^{-1/2}\) is independent of \(y\), we get

\[D_k \nu_1(0) = 0, \ \forall k = 1, 2, . . . , N.\]

**Step(iii)** Second derivatives of \(\nu_1\) at 0 : We differentiate (4.11) twice with respect to \(\eta_k\) and \(\eta_l\) at origin to obtain

\[
\langle [D^2_{kl}(\mathcal{B}(0) - \nu_1(0))] \varphi_{1,A}(; 0), \varphi_{1,A}(; 0) \rangle + \langle [D_k(\mathcal{B}(0) - \nu_1(0))] D_l \varphi_{1,A}(; 0), \varphi_{1,A}(; 0) \rangle \\
+ \langle (\mathcal{B}(0) - \nu_1(0)) D^2_{kl} \varphi_{1,A}(; 0), \varphi_{1,A}(; 0) \rangle + \langle [D_k(\mathcal{B}(0) - \nu_1(0))] D_l \varphi_{1,A}(; 0), D_l \varphi_{1,A}(; 0) \rangle \\
+ \langle (\mathcal{B}(0) - \nu_1(0)) D_k \varphi_{1,A}(; 0), D_l \varphi_{1,A}(; 0) \rangle + \langle (\mathcal{B}(0) - \nu_1(0)) \varphi_{1,A}(; 0), D^2_{kl} \varphi_{1,A}(; 0) \rangle = 0.
\]

Now by using \(\nu_1(0) = D_k \nu_1(0) = 0\) and \(\varphi_{1,A}(; 0) = |Y|^{-1/2}, D_k \varphi_{1,A}(; 0) = i|Y|^{-1/2} \chi_k(y)\) and \(D_k \mathcal{B}(0) = iE_k, D^2_{kl} = b_{kl}(y)\) we get,

\[
\frac{1}{2} D^2_{kl} \nu_1(0) = \frac{1}{|Y|} \int_Y b_{kl}(y) dy - \frac{1}{2|Y|} \int_Y (E_k \chi_k(y) + E_l \chi_k(y)) dy = b^\#_{kl} \tag{4.12}
\]

-where \(b^\#_{kl}\) are precisely the macro coefficients defined in (3.6). The above expression (4.12) is to be considered as the Bloch spectral representation of the limit matrix \(B^\#\).

**Case 2. A and B are different \(Y_1\) and \(Y_2\) periodic respectively** : We assume that \(a^\#_{kl} = a_{kl}(\frac{\varphi}{\epsilon_1})\) and \(b^\#_{kl} = b_{kl}(\frac{\varphi}{\epsilon_2})\) with the fact \(\frac{\varphi}{\epsilon_2} \to t \in [0, \infty)\) as \(\epsilon_1, \epsilon_2 \to 0\), then we define

\[
\nu_1(\eta) = \frac{1}{|Y_1|} \int_Y B(ty) (\nabla_y \varphi_{1,A}(y; \eta) + in \varphi_{1,A}(y; \eta)) \cdot (\nabla_y \varphi_{1,A}(y; \eta) + in \varphi_{1,A}(y; \eta)) dy.
\]
If $\frac{\epsilon_2}{\epsilon_1} \to s \in [0, \infty)$ as $\epsilon_1, \epsilon_2 \to 0$, then we define

$$
\nu^s_1(\eta) = \frac{1}{|Y_2|} \int_{Y_2} B(y)(\nabla_y \varphi_1 A(sy; \eta) + i\eta \varphi_1 A(sy; \eta)) \cdot (\nabla_y \varphi_1 A(sy; \eta) + i\eta \varphi_1 A(sy; \eta)) dy.
$$

Following the same above calculations we get $\frac{1}{2} D_{kl}^2 \nu_1^s(\eta)|_{n=0} = b_{kl}^#$ which is given by (3.9) and $\frac{1}{2} D_{kl}^2 \nu_1^s(\eta)|_{n=0} = b_{kl}^#$ which is given by (3.10) respectively. 

Apart from the above result of regularity on the Bloch spectrum, one has the first Bloch transform is an approximation to the Fourier transform.

**PROPOSITION 4.4** (First Bloch transform to Fourier transform, [3]). Let $g^{e_1}$ and $g$ be in $L^2(\mathbb{R}^N)$. Then

(i) if $g^{e_1} \rightharpoonup g$ weakly in $L^2(\mathbb{R}^N_x)$, then $\chi_{\epsilon_1^{-1}Y_1} B_{1,A}^e g^{e_1} \rightharpoonup \hat{g}$ weakly in $L^2_{loc}(\mathbb{R}^N_\xi)$ provided there is a fixed compact set $K$ such that $\text{supp} (g^{e_1}) \subset K \quad \forall \epsilon_1$.

(ii) If $g^{e_1} \to g$ strongly in $L^2(\mathbb{R}^N_x)$, then $\chi_{\epsilon_1^{-1}Y_1} B_{1,A}^e g^{e_1} \to \hat{g}$ strongly in $L^2_{loc}(\mathbb{R}^N_\xi)$.

These results lead us to the following homogenization theorem in $\mathbb{R}^N$ established in [4].

**THEOREM 4.1** (Homogenization of the state equation, [4]). We consider the sequence $u^{e_1}$ satisfying $u^{e_1} \in H^1(\mathbb{R}^N)$ satisfying the equation $A^{e_1} u^{e_1} = f$ in $\mathbb{R}^N$ where $f \in L^2(\mathbb{R}^N)$ with the fact that, $u^{e_1} \to u$ in $H^1(\mathbb{R}^N)$ weak and $u^{e_1} \to u$ in $L^2(\mathbb{R}^N)$ strong. We can express the equation in the equivalent form, then

$$
\sigma_k^{e_1} = a^{e_1}_{kl} \frac{\partial u^{e_1}}{\partial x_l} \to a^*_{kl} \frac{\partial u}{\partial x_l} = \sigma_k \text{ in } L^2(\mathbb{R}^N) \quad \forall k = 1, 2, ..., N.
$$

In particular, $u$ satisfies $A^* u = -\frac{\partial}{\partial x_l} (a^*_{kl} \frac{\partial u}{\partial x_k}) = f$ in $\mathbb{R}^N$. 

Once the homogenization result in $\mathbb{R}^N$ is established, it is easy to deduce the corresponding result in a bounded domain $\Omega$ by localization techniques using a cut-off function $\varphi \in D(\Omega)$.

Using all these above tools defined so far, we will establish the limit system (1.12) in our final analysis.

### 5 Homogenization result

In this section, we derive of the main result of homogenization stated below. It will be based on the tools whatever we have discussed in the previous section.

**THEOREM 5.1.** Let us consider $\Omega$ be an open set in $\mathbb{R}^N$. Let $Y_1$ and $Y_2$ are two periodic cell, then we define the operators

$$
A' = -\frac{\partial}{\partial x_k} (a'_{kl} \frac{\partial}{\partial x_l}) \quad \text{in } \Omega, \quad \text{where } a'_{kl}(x) = a(x/\epsilon)_{kl} \text{ in } \epsilon Y_1; \quad \Omega \approx \cup_\epsilon Y_1
$$
\[ B^\varepsilon = -\frac{\partial}{\partial x_k} (b_{kl}^\varepsilon \frac{\partial}{\partial x_l}) \text{ in } \Omega, \text{ with } b_{kl}^\varepsilon(x) = b \left( \frac{x}{h(\varepsilon)} \right)_{kl} \text{ in } h(\varepsilon)Y_2; \]

where \( h(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \) considered as a new scale with \( \Omega \approx \bigcup h(\varepsilon)Y_2 \).

For a given \( f \in L^2(\Omega) \), let \( u^\varepsilon \in H^1_0(\Omega) \) be the unique solution of the state equation

\[ A^\varepsilon u^\varepsilon = f \text{ in } \Omega \]

and \( p^\varepsilon \in H^1_0(\Omega) \) be the unique solution for the adjoint state equation

\[ A^\varepsilon p^\varepsilon = B^\varepsilon u^\varepsilon \text{ in } \Omega. \]

Then there exists a \( u \in H^1_0(\Omega) \) and \( p \in H^1_0(\Omega) \) such that the sequences \( u^\varepsilon \) and \( p^\varepsilon \) converges to \( u \) and \( p \) respectively in \( H^1_0(\Omega) \) weak with the following convergence of fluxes

\[ \sigma^\varepsilon_k = a_{kl}^\varepsilon \frac{\partial u^\varepsilon}{\partial x_l} \rightharpoonup a_{kl}^* \frac{\partial u}{\partial x_l} = \sigma_k \text{ in } L^2(\Omega) \quad \forall k = 1, 2, \ldots, N. \]

In particular, \( u \) satisfies \( A^* u = -\frac{\partial}{\partial x_k}(a_{kl}^* \frac{\partial u}{\partial x_l}) = f \text{ in } \Omega \) and,

\[ z^\varepsilon_k = a_{kl}^\varepsilon \frac{\partial p^\varepsilon}{\partial x_l} - B_{kl}^\varepsilon \frac{\partial u^\varepsilon}{\partial x_l} \rightharpoonup a_{kl}^* \frac{\partial p}{\partial x_l} - b_{kl}^\# \frac{\partial u}{\partial x_l} = z_k \text{ in } L^2(\Omega). \]

Moreover they satisfy,

\[ A^* p = -\frac{\partial}{\partial x_k}(a_{kl}^* \frac{\partial}{\partial x_l})p = -\frac{\partial}{\partial x_k}(b_{kl}^\# \frac{\partial}{\partial x_l})u = B^\# u \text{ in } \Omega. \]

**Proof of the Theorem 5.1.** The first part of the theorem is finding the limit equation for the state \( u \) which simply follows from the work of [6] in particular the Theorem 4.1 stated in the previously.

So we move into the second part for finding the limit equation for the adjoint state \( p \). We start with the cut-off function technique to localize the equation.

**Step 1. Localization :** Let \( v \in D(\Omega) \) be arbitrary. Then the localization \( vp^\varepsilon \) satisfies

\[ A^\varepsilon (vp^\varepsilon) = vB^\varepsilon (u^\varepsilon) + g_1^\varepsilon + h_1^\varepsilon \text{ in } \mathbb{R}^N \tag{5.1} \]

where,

\[ g_1^\varepsilon = -2a_{kl}^\varepsilon \frac{\partial p^\varepsilon}{\partial x_l} \frac{\partial v}{\partial x_k} - a_{kl}^\varepsilon \frac{\partial^2 v}{\partial x_k \partial x_l} p^\varepsilon, \quad h_1^\varepsilon = -\frac{\partial a_{kl}^\varepsilon}{\partial x_k} \frac{\partial^2 v}{\partial x_l \partial x_l} p^\varepsilon \]

\( g_1^\varepsilon \) and \( h_1^\varepsilon \) correspond to terms containing zeroth and first order derivatives on \( a_{kl}^\varepsilon \) respectively.

And

\[ vB^\varepsilon (u^\varepsilon) = B^\varepsilon (vu^\varepsilon) + g_2^\varepsilon + h_2^\varepsilon \text{ in } \mathbb{R}^N \tag{5.2} \]

where,

\[ g_2^\varepsilon = 2b_{kl}^\varepsilon \frac{\partial u^\varepsilon}{\partial x_l} \frac{\partial v}{\partial x_k} + b_{kl}^\varepsilon \frac{\partial^2 v}{\partial x_k \partial x_l} u^\varepsilon, \quad h_2^\varepsilon = \frac{\partial b_{kl}^\varepsilon}{\partial x_k} \frac{\partial^2 v}{\partial x_l \partial x_l} u^\varepsilon \]

\( g_2^\varepsilon \) and \( h_2^\varepsilon \) correspond to terms containing zeroth and first order derivatives on \( b_{kl}^\varepsilon \) respectively.
Step 2. Limit of the LHS of (5.1): We consider the first Bloch transform $B_1^*(\xi)$ [4.4] of the equation (5.1) and determine the limit in the Fourier space. Let us first consider the LHS of (5.1), after taking the first Bloch transformation we get $\lambda_1^*(\xi)B_1^*(\nu u^\varepsilon)$. Since $v$ has compact support thus $\nu u^\varepsilon \to \nu u$ in $L^2(\mathbb{R}^N)$ strong, so by using the Proposition 4.4 we get

$$\chi_{\epsilon^{-1}Y_1^*}(\xi)\lambda_1^*(\xi)B_1^*(\nu u^\varepsilon) \to \frac{1}{2}D_{kl}^2\lambda_1(0)\xi_k\xi_l\hat{v}\hat{p}(\xi) \quad \text{in } L^2_{loc}(\mathbb{R}^N) \text{ strong.}$$

Step (3). Limit of $B_1^*(g_1^\varepsilon + g_2^\varepsilon)$: Since $v^\varepsilon = a_{kl}^\varepsilon\frac{\partial p}{\partial x_k} - b_{kl}^\varepsilon\frac{\partial u}{\partial x_k}$ is bounded in $L^2(\Omega)$, there exists a convergent subsequence with limit $z \in L^2(\Omega)$ and we extent it by zero outside $\Omega$. Thus,

$$g_1^\varepsilon + g_2^\varepsilon \to g = -2z_k\frac{\partial v}{\partial x_k} - (M_{Y_1}(a_{kl})p - M_{Y_2}(b_{kl})u)\frac{\partial^2 v}{\partial x_k\partial x_l} \quad \text{in } L^2_{loc}(\mathbb{R}^N) \text{ weak.}$$

where $M_{Y_1}(a_{kl})$ and $M_{Y_2}(b_{kl})$ is the $L^\infty$ weak* limit of $a_{kl}^\varepsilon$ and $b_{kl}^\varepsilon$ satisfying $M_{Y_1}(a_{kl}) = \frac{1}{|Y_1|}\int_{Y_1}a_{kl}(y)dy$ and $M_{Y_2}(b_{kl}) = \frac{1}{|Y_2|}\int_{Y_2}b_{kl}(y)dy$ respectively.

Thus, by applying Proposition 4.4 we have

$$\chi_{\epsilon^{-1}Y_1^*}(\xi)B_1^*(g_1^\varepsilon + g_2^\varepsilon)(\xi) \to \hat{g}(\xi) \quad \text{in } L^2(\mathbb{R}^N) \text{ weak.}$$

As we see, through integration by parts

$$\hat{g}(\xi) = \frac{1}{|Y|^{1/2}}\int_{\mathbb{R}^N}[-2z_k\frac{\partial v}{\partial x_k} + (M_{Y_1}(a_{kl})\frac{\partial p}{\partial x_k} - M_{Y}(b_{kl})\frac{\partial u}{\partial x_k})\frac{\partial v}{\partial x_l} - (i\xi_k)(M_{Y}(a_{kl})\frac{\partial v}{\partial x_l} p - M_{Y}(b_{kl})\frac{\partial v}{\partial x_l} u)]e^{-ix\cdot\xi}dx.$$
The above integral term converges in $L^2_{loc}(\mathbb{R}^N)$ to

$$
\left( \frac{1}{|Y_1|} \int_{Y_1} a_k l(y) \frac{\partial^2 \overline{\varphi}}{\partial y_j \partial y_k} (y;0)dy \right) \xi \int_{\mathbb{R}^N} \frac{\partial v}{\partial x_l} e^{-ix \cdot \xi} dx - L \xi_j \int_{\mathbb{R}^N} \frac{\partial v}{\partial x_l} x e^{-ix \cdot \xi} dx
$$

(5.5)

where

$$
L = L^\infty \text{ weak* limit } \left( \frac{1}{f(\epsilon)} \frac{\partial^2 \varphi_1}{\partial y_j \partial y_k} \left( \frac{x}{\epsilon};0 \right) \right)
$$

If $\frac{f(\epsilon)}{\epsilon} \to t \in [0, \infty)$ as $\epsilon \to 0$, then

$$
L = \frac{1}{|Y_1|} \int_{Y_1} b_k l(ty) \frac{\partial^2 \overline{\varphi_1}}{\partial y_j \partial y_k} (y;0)dy
$$

and if $\frac{f(\epsilon)}{\epsilon} \to s \in [0, \infty)$ as $\epsilon \to 0$, then

$$
L = \frac{1}{|Y_2|} \int_{Y_2} b_k l(sy) \frac{\partial^2 \overline{\varphi_1}}{\partial y_j \partial y_k} (sy;0)dy.
$$

Let $I_1^\epsilon(x) = a_k l \frac{\partial^2 v}{\partial x_k \partial x_l} p^\epsilon e^{-ix \cdot \xi} \frac{\partial^2 \varphi}{\partial y_j \partial y_k} (\frac{x}{\epsilon};0) \in L^1(\mathbb{R}^N)$ and $I_2^\epsilon(x) = b_k l \frac{\partial^2 v}{\partial x_k \partial x_l} u^\epsilon e^{-ix \cdot \xi} \frac{\partial^2 \varphi}{\partial y_j \partial y_k}(\frac{x}{\epsilon};0) \in L^1(\mathbb{R}^N)$ then the above integrand term $\hat{I}^\epsilon$ is $(\hat{I}_1^\epsilon, \hat{I}_2^\epsilon) \in L^\infty_{loc}(\mathbb{R}^N)$ and consequently $\hat{I}_j^\epsilon \to \hat{I}_j(\xi) \forall \xi \in \mathbb{R}^N$ where $I(x)$ is given by (5.3). Thus $\hat{I}_j(I_1^\epsilon - I_2^\epsilon)(\xi) \to \hat{I}_j(\xi)$ in $L^2_{loc}(\mathbb{R}^N)$ strongly.

Now consider the first term of the RHS of (5.3), after doing integration by parts, one has

$$
\frac{1}{|Y_1|^\frac{1}{2}} \int_{\mathbb{R}^N} a_k l \frac{\partial^2 v}{\partial x_k \partial x_l} p^\epsilon + \frac{\partial v}{\partial x_l} \frac{\partial p^\epsilon}{\partial x_k} - i \xi_k \frac{\partial v}{\partial x_l} p^\epsilon e^{-ix \cdot \xi} dx

- \frac{1}{|Y_1|^\frac{1}{2}} \int_{\mathbb{R}^N} b_k l \frac{\partial^2 v}{\partial x_k \partial x_l} u^\epsilon + \frac{\partial v}{\partial x_l} \frac{\partial u^\epsilon}{\partial x_k} - i \xi_k \frac{\partial v}{\partial x_l} u^\epsilon e^{-ix \cdot \xi} dx.
$$

By the similar way as we just have done the limit of the above equation would be

$$
\frac{1}{|Y_1|^\frac{1}{2}} \int_{\mathbb{R}^N} [M_1 y_k(ak_l) \frac{\partial^2 v}{\partial x_k \partial x_l} p + z_i \frac{\partial v}{\partial x_l} - (i \xi_k) M_1 y_k(ak_l) \frac{\partial v}{\partial x_l} p] e^{-ix \cdot \xi} dx

- \frac{1}{|Y_1|^\frac{1}{2}} \int_{\mathbb{R}^N} [M_2 b_k l \frac{\partial^2 v}{\partial x_k \partial x_l} u - (i \xi_k) M_1 y_k(b_k_l) \frac{\partial v}{\partial x_l} u] e^{-ix \cdot \xi} dx
$$

and again performing the integration by parts in the first term, we see the above is equal to

$$
\frac{1}{|Y_1|^\frac{1}{2}} \int_{\mathbb{R}^N} \left( z_i \frac{\partial v}{\partial x_l} - M_1 y_k(ak_l) \frac{\partial v}{\partial x_l} \frac{\partial p}{\partial x_k} + M_2 b_k l \frac{\partial v}{\partial x_l} \frac{\partial u}{\partial x_k} \right) e^{-ix \cdot \xi} dx
$$

(5.6)
Now combining (5.6) and (5.5) and using the fact \( \frac{\partial}{\partial y_j}(y_j;0) = -i|Y_1|^{-1/2}(\chi^k(y)) \), we see that 
\[ \chi_\varepsilon^{-1} Y^r B_1^\varepsilon(h_1^\varepsilon + h_2^\varepsilon)(\xi) \] converges strongly in \( L^2_{\text{loc}}(\mathbb{R}^N) \) to
\[ -|Y_1|^{-1/2} M_{y_1} \left( a_{kl} \frac{\partial (\chi_j^k(y))}{\partial y_l} \right) (i\xi_j) \int_{\mathbb{R}^N} \frac{\partial v}{\partial x_l} e^{-ix\cdot\xi} dx \]
\[ + |Y_1|^{-1/2} \int_{\mathbb{R}^N} \left( \frac{\partial v}{\partial x_l} - M_{y_1}(a_{kl}) \frac{\partial p}{\partial x_l} \right) e^{-ix\cdot\xi} dx \]
\[ + |Y_1|^{-1/2} L \cdot (i\xi_j) \int_{\mathbb{R}^N} \frac{\partial v}{\partial x_l} u e^{-ix\cdot\xi} dx + |Y_1|^{-1/2} \int_{\mathbb{R}^N} \left( M_{y_2}(b_{kl}) \frac{\partial u}{\partial x_l} \right) e^{-ix\cdot\xi} dx. \]

**Step 5. Limit of \( B^\varepsilon(vu^\varepsilon) \):**

\[
B_1^\varepsilon \left( -\frac{\partial}{\partial x_k} (b_{kl}^\varepsilon \frac{\partial}{\partial x_l}) vu^\varepsilon \right) = \int_{\mathbb{R}^N} \left( -\frac{\partial}{\partial x_k} b_{kl}^\varepsilon \frac{\partial}{\partial x_l} (vu^\varepsilon) \right) e^{-ix\cdot\xi} \varphi_1(\frac{x}{\varepsilon}, \varepsilon \xi) dx
\]
\[= \int_{\mathbb{R}^N} (vu^\varepsilon)(\xi) \frac{\partial}{\partial x_k} b_{kl}^\varepsilon \frac{\partial}{\partial x_l} (e^{-ix\cdot\xi} \varphi_1(\frac{x}{\varepsilon}, \varepsilon \xi)) dx. \]

As we have
\[
\frac{\partial}{\partial x_k} b_{kl}^\varepsilon \frac{\partial}{\partial x_l} (e^{-ix\cdot\xi} \varphi_1(\frac{x}{\varepsilon}, \varepsilon \xi)) = \left( \frac{\partial}{\partial x_k} + i\varepsilon \xi_k \right) \left( \frac{\partial b_{kl}^\varepsilon}{\partial x_l} + i\varepsilon \xi_l \right) \left( \varphi_1(\frac{x}{\varepsilon}, \varepsilon \xi) \right) e^{-ix\cdot\xi},
\]
and using the Bloch decomposition (4.5) we write \( vu^\varepsilon \)
\[
vu^\varepsilon = \int_{\mathbb{R}^N} \sum_{m=1}^{\infty} B_m^\varepsilon(vu^\varepsilon)(\xi) e^{ix\cdot\xi} \varphi_m(x;\xi) d\xi
\]
\[= \int_{\mathbb{R}^N} B_1^\varepsilon(vu^\varepsilon)(\xi) e^{ix\cdot\xi} \varphi_1(x;\xi) d\xi + o(\varepsilon) \quad \text{by using Proposition 4.2}. \]

Then plugging these into the RHS of (5.7), we get
\[
B_1^\varepsilon \left( -\frac{\partial}{\partial x_k} (b_{kl}^\varepsilon \frac{\partial}{\partial x_l}) vu^\varepsilon \right)
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} B_1^\varepsilon(vu^\varepsilon)(\xi) b_{kl}^\varepsilon(x) \left( \frac{\partial}{\partial x_k} + i\varepsilon \xi_k \right) \varphi_1(\frac{x}{\varepsilon};\varepsilon \xi) \left( \frac{\partial b_{kl}^\varepsilon}{\partial x_l} + i\varepsilon \xi_l \right) \left( \varphi_1(\frac{x}{\varepsilon}, \varepsilon \xi) \right) dx d\xi + o(\varepsilon)
\]
Now using the Taylor expansion of \( \varphi_1(\cdot;\varepsilon \xi) \) at 0 it is easy to see that the integral will converge to
\[
\frac{1}{|Y_1|} \int_{Y_1} \left( b_{kl}(ty)(1 + \frac{\partial}{\partial y_k} \chi_k(y))(1 + \frac{\partial}{\partial y_l} \chi_l(y)) \right) \xi_k \xi_l \widehat{u}^2
\]
when \( a_{kl}^\varepsilon = a_{kl}(\frac{x}{\varepsilon}) \) and \( b_{kl}^\varepsilon = b_{kl}(\frac{x}{\varepsilon}) \) with the fact \( \frac{r}{\varepsilon} \rightarrow t \in [0, \infty) \) as \( \varepsilon \rightarrow 0 \),
or it converges to
\[
\frac{1}{|Y_2|} \int_{Y_2} \left( b_{kl}(y)(1 + \frac{\partial}{\partial y_k} \chi_k(y))(1 + \frac{\partial}{\partial y_l} \chi_l(y)) \right) \xi_k \xi_l \widehat{u}^2
\]
when \( \frac{r(y)}{\varepsilon} \rightarrow s \in [0, \infty) \) as \( \varepsilon \rightarrow 0 \).
Step 5. Limit of (5.1): Let $A^* \equiv -\frac{\partial}{\partial x_k}(a^{*}_{kl}\frac{\partial}{\partial x_l})$ and $B^\# \equiv -\frac{\partial}{\partial x_k}(b^\#_{kl}\frac{\partial}{\partial x_l})$ then

$$\tilde{A}^*(vp)(\xi) - \tilde{B}^\#(vu)(\xi) = -|Y_1|^{-1/2} \int_{\mathbb{R}^N} z_k \frac{\partial v}{\partial x_k} e^{-ix.\xi} dx$$

$$- |Y_1|^{-1/2} a_{kl} \int_{\mathbb{R}^N} p \frac{\partial v}{\partial x_l} e^{-ix.\xi} dx + (i\xi_k)|Y_1|^{-1/2} b^\#_{kl} \int_{\mathbb{R}^N} u \frac{\partial v}{\partial x_l} e^{-ix.\xi} dx$$

(5.8)

The above equation is to be considered as the localized homogenized equation in the Fourier space. The conclusion of the Theorem will follow as a consequence of this equation.

Step 6. Fourier space ($\xi$) to physical space ($x$):

We take the inverse Fourier transform of the localized homogenized equation (5.8) to go back to physical space

$$A^*(vp) - B^\#(vu) = -z_k \frac{\partial v}{\partial x_k} - a^*_{kl} \frac{\partial v}{\partial x_l} (\frac{\partial}{\partial x_k} p) + b^\#_{kl} \frac{\partial v}{\partial x_l} (\frac{\partial}{\partial x_k} u) \quad \text{in } \mathbb{R}^N$$

or,

$$v \left( \frac{\partial}{\partial x_k} - \frac{\partial}{\partial x_k} (A^* \nabla p - B^\# \nabla u) \right) = \left( z - (A^* \nabla p - B^\# \nabla u) \right) \frac{\partial v}{\partial x_k}$$

As this relation holds for all $v \in D(\Omega)$, so the desired conclusion follows. Indeed, let us choose $v(x) = v_0(x)e^{in\omega}$ where $\omega$ is a unit vector in $\mathbb{R}^N$ and $v_0 \in D(\Omega)$ is fixed. Letting $n \to \infty$ in the resulting relation and varying the unit vector $\omega$, we can easily deduce successively that

$$z_k = a^*_{kl} \frac{\partial v}{\partial x_l} - b^\#_{kl} \frac{\partial v}{\partial x_l}$$

and $A^* p = B^\# u$ in $\Omega$. This completes our discussion of the theorem of Homogenization result. $\blacksquare$
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