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Abstract—Demands are increasing to measure per-flow statistics in the data plane of high-speed switches. Measuring flows with exact counting is infeasible due to processing and memory constraints, but a sketch is a promising candidate for collecting approximately per-flow statistics in data plane in real-time. Among them, Count-Min sketch is a versatile tool to measure spectral density of high volume data using a small amount of memory and low processing overhead. Due to its simplicity and versatility, Count-Min sketch and its variants have been adopted in many works as a stand alone or even as a supporting measurement tool. However, Count-Min’s estimation accuracy is limited owing to its data structure not fully accommodating Zipfian distribution and the indiscriminate update algorithm without considering a counter value. This in turn degrades the accuracy of heavy hitter, heavy changer, cardinality, and entropy. To enhance measurement accuracy of Count-Min, there have been many and various attempts. One of the most notable approaches is to cascade multiple sketches in a sequential manner so that either mouse or elephant flows should be filtered to separate elephants from mouse flows such as Elastic sketch (an elephant filter leveraging TCAM + Count-Min) and FCM sketch (Count-Min-based layered mouse filters). In this paper, we first show that these cascaded filtering approaches adopting a Pyramid-shaped data structure (allocating more counters for mouse flows) still suffer from under-utilization of memory, which gives us a room for better estimation. To this end, we are facing two challenges: one is (a) how to make Count-Min’s data structure accommodate more effectively Zipfian distribution, and the other is (b) how to make update and query work without delaying packet processing in the switch’s data plane. Count-Less adopts a different combination of data structure and update algorithm, namely Split Counter and Minimum Update to resolve (a) and (b), respectively. Split Counter strategy is for Zipfian distribution, and Minimum Update is for cross-layer update like Count-Min, while minimizing the number of updated counters and enabling the update with one time access of registers in data plane. Unlike the multi-sketch cascaded counters such as FCM and Elastic sketch, Count-Less is a single sketch of Count-Min type. Count-Less is much more accurate in all measurement tasks than Count-Min and outperforms FCM sketch and Elastic sketch, state-of-the-art algorithms without the help of any special hardware like TCAM. Not only theoretical proof on Count-Less’s estimation but also comprehensive experimental result are presented in terms of estimation accuracy and throughput of Count-Less, compared to Count-Min (baseline), Elastic sketch, and FCM sketch. To prove its feasibility in the data plane of a high-speed switch, Count-Less prototype on an ASIC-based programmable switch (Tofino) is implemented in P4 language and evaluated. In terms of data plane latency, Count-Less is 1.53x faster than FCM, while consuming much less resources such as hash bits, SRAM, and ALU of a programmable router.

Index Terms—Programmable switch, Network traffic measurement, Count-min, Zipf distribution, Conservative update

1 INTRODUCTION

To perform network monitoring and attack detection functions, a fine-grain per-flow traffic measurement is essential. However, one of the most extraordinary challenges in this space has been designing accurate algorithms for per-flow traffic measurement in the data plane of high speed switches. To date, various approaches have been proposed to address this challenge, including hardware-based approaches, sampling-based approaches, and sketch-based approaches. Recently, the networking community has been moving towards ASIC-based programmable switches to reduce the control loop, although such approaches still face several challenges, mainly due to the constraints of hardware designs. Especially hardware-based approaches leveraging the parallel search capability of TCAMs have been proposed, but they suffered from scalability issues owing to the scarcity of TCAM [1].

Driven by the ever-increasing traffic volumes, network devices’ bandwidth is also increasing dramatically, requiring scalable measurement functions not to affect the latency of the packet processing pipeline. This in turn made the sampling-based approaches a viable option due to their simplicity and scalability. However, it is often criticized for the poor trade-off between accuracy and overhead according to the sample rate. Demands of better sampling strategy for better accuracy with lower overhead motivated several recent works [2], [3], [4], [5].

Sketch-based approaches are yet another promising option for per-flow measurement. Since Morris introduced the sketch concept in 1978 [6], and Flajolet et al. presented the FM-sketch in 1985 [7], a large body of works have been proposed in this space, including [3], [4], [5], [8], [9], [10], [11], [12], [13], [14], [15], [16]. In general, a sketch is evaluated by its estimation accuracy under processing and memory constraints. The lighter encoding/decoding algorithms are, the higher the bandwidth they can support.

Among many interesting sketches, Count-Min sketch [8] is a simple yet powerful sketch that approximately counts a large volume of data stream using a small amount of
memory. The simplicity of its operations (i.e., encoding and decoding) and data structure have led to its use in multiple application domains, such as network measurement [17], [18], database [19], security [20], natural language processing applications [21], and storage [22], among many others. Also, its estimation accuracy is good even with its over-estimation, which is controllable with proper parameter choice. Range, heavy hitter and quantile queries on the sketch are also supported, which makes Count-Min attractive in many applications and network traffic measurement settings. Several extended versions of Count-Min sketch have been proposed to reduce errors and bias, such as Count-Mean-Min (CMM) [23], Count-Min sketch with Conservative Update (CM-CU) [24], etc. Due to its simplicity and versatility, Count-Min sketch and its variants have been adopted in many works as a standalone or even as a supporting measurement tool [18], [25]. Count-Min’s measurement accuracy and speed determine the measurement system’s performance, and thus the sketch’s performance is paramount.

Despite its merits, Count-Min’s performance has a large room to be improved for a higher estimation accuracy. Several approaches have been proposed, and one direction was to make Count-Min better by replacing update mechanism [24] or by changing counter representation [26], [27], but they have limitations in terms of feasibility in data plane or memory efficiency. Another direction was to cascade multiple sketches in a sequential manner so that either mouse or elephant flows should be filtered to separate elephants from mouse flows. Especially, those systems adopt a pyramid-shaped data structure that has more counters for small flows and less for elephant flows to reflect Zipfian distribution [13], [14], [16]. However, most of the schemes except FCM sketch are not applicable to the data plane because of the high complexity of its memory update algorithm.

To enhance Count-Min sketch, therefore, we are facing two challenges: one is (a) how to make Count-Min’s data structure accommodate more effectively Zipfian distribution, and the other is (b) how to make update and query work without delaying packet processing in the switch’s data plane. Count-Less adopts a different combination of data structure and update algorithm, namely “Split Counter” and “Minimum Update” to resolve (a) and (b), respectively. Split Counter design is to give more counters at a constant memory footprint. In contrast to Count-Min that has the same number of counters (w) in d layers where all counters are fixed-length (e.g., 32 bits), wasting many bits for many mouse flows, Count-Less splits a counter into multiple counters of a smaller bit to allocate more counters of a small bit size to smaller flows of which number is much larger than that of large flows in Zipfian distribution. Taking advantage of this Pyramid-shaped data structure is not new. However, with our unique update strategy, called the cross-layer counting with a minimum update, or Minimum Update in short, a small size flow is decodable in every layer while keeping the number of counters to be updated minimum to give better estimation accuracy than Count-Min. This contrasts with cascaded multi-sketch schemes adopting similar data structure such as [13], [14], [16], where a flow is decoded only at a single layer according to its size, resulting in an adverse effect to the accuracy. In short, “Minimum Update” can be regarded as an ASIC-friendly approximation (i.e., pipeline design) of the famous conservative update, which is infeasible in the data plane (see section 6 for details).

To sum up, being different from multi-sketch cascaded schemes, such as Pyramid sketch [14], Cold filter [13], Elastic sketch [18], and FCM sketch [16], our Count-Less sketch is a variant of Count-Min, a single sketch with “Split Counter” data structure and “Minimum Update” algorithm (see Fig. 2 and Fig. 3). Count-Less’s approach is shown to be superior in terms of estimation accuracy at a constant memory footprint and to be better in terms of data plane latency and packet processing throughput.

Contributions: Our contributions are as follows:

1) Inherent memory waste of Count-Min is investigated in detail, and memory inefficiency of FCM, the latest cascaded multi-sketch scheme, is analyzed comparatively to Count-Less. We present Count-Less, which has data structure reflecting Zipfian distribution and ASIC-implementable approximation of CM-CU sketch. Count-Less has better accuracy and higher throughput than state-of-the-art sketches while not requiring any additional data structures or hardware support, allowing an easy deployment.

2) Comprehensive analyses, including theoretical proof on the estimation bound of Count-Less and experimental analysis, are presented. Through comprehensive experiments using real network traces, we comparatively evaluate Count-Less alongside Count-Min, CM-CU, Elastic sketch, and FCM sketch. Count-Less is shown to be superior to Count-Min, CM-CU, Elastic sketch, and FCM, the state-of-the-art algorithms in terms of ARE (Average Relative Error), WMRE (Weighted Mean Relative Error), entropy, cardinality, heavy hitter detection, and heavy changer detection.

3) To show Count-Less’s feasibility for a high-speed switch, a prototype is implemented on a programmable switch (Tofino) in P4 language [28], [29]. Tailoring Count-Less’s parameters for the switch is necessary due to the programmable switch’s hardware constraint. The hardware version’s performance is comparatively analyzed to Count-Less’s software version.

Organization: The rest of the paper is organized as follows: we introduce our motivation, including constrains of ASIC-based switch, arguments for and against Count-Min sketch, and the design choice of Count-Less sketch in section 2. In section 3 we introduce our Count-Less sketch with its analysis in section 4. We evaluate Count-Less sketch in section 5. We implement Count-Less sketch with various applications in P4 switch and evaluate them in section 6. We review the literature in section 7 and conclude in section 8.
2 Motivating Count-Less

2.1 Count-Min-based in-network traffic measurement system: Limitations

The recent trend of network research has been expanded to ASIC-based programmable switches using domain-specific languages (i.e., P4 [29]), allowing advanced ideas to be deployed in the data plane. However, this flexibility is provided under various constraints (i.e., memory size and computational complexity) to support the line-rate packet processing speed. As such, network traffic measurement algorithms remain untested for their feasibility in the ASIC-based programmable switch [13], [17], [30]. To date, several switch-based generic measurement system were proposed [16], [18], [31], [32]. However, these systems either provide an unsatisfying accuracy [31], [32] or suffer from an over-reliance on advanced memory [16], [18].

It is well known that Count-Min provides a good estimation accuracy with a fixed and small amount of memory. More importantly, the generic measurement features allow Count-Min to support various queries (i.e., point, range, inner product, heavy hitter, and quantile). Especially, and thanks to its simplicity, Count-Min can easily fit within the constrained switch environment, allowing systems like Elastic Sketch [18] and FCM Sketch [16] to employ Count-Min as an essential component for supporting generic measurement tasks (i.e., cardinality, flow size distribution, entropy, heavy hitter, heavy changers). Even so, Count-Min is not preferred as a standalone function in switch for network measurement tasks because Count-Min’s simple data structure and algorithm designs have also become its main drawbacks, triggering memory waste and poor accuracy issues.

As shown in Fig. 3(a), the Count-Min’s counter size is identical across all layers, which is well known to ignore the skewed distribution of modern network traffic (i.e., massive mouse flows and sporadic elephant flows). For a 32-bit counter, counters occupied by mouse flow, which is the majority of network traffic, use only a few less significant counter bits. As a result, most of the counters’ space remains unused, resulting in memory waste of sketch. Fig. 1(a) shows the accumulated flow amount by varying the required bits for counting (i.e., \( \log_2(f + 1) \)) with a five second CAIDA trace. As shown, about 92% of the flows require less than 4 bits, and 99% of the flows require less than 8 bits. Therefore, given a 32-bit counter-based Count-Min with \( d = 3 \), about 89.0% of the counters waste more than 24 most significant bits in each counter, as the grey line shows in Fig. 1(b), which is equivalent to 78.85% of the entire memory. While the memory utilization increases as more traffic is recorded, the noise level will rise accordingly (i.e., trade-off). Moreover, modern switches have a very limited memory, due to both speed and cost constraints, thus Count-Min is unqualified as a data plane function.

2.2 Multi-Sketch Cascaded Counters

There have been several efforts to address inefficient data structures design for skewed data streams [10], [13], [14], [16], [18]. These approaches all fall in the same category, namely multi-stage filtering, which is a concept that was first introduced by Estan et al. [10]. In these approaches, a number of sketches (i.e., shared counter/bit arrays) are cascaded for a sequential flow filtering according to their size (i.e., multi-sketch cascaded counters). As shown in Fig. 2(a), Cold Filter [13] concatenates two counting bloom filters with small counters (e.g., 8-bit) for filtering out mouse and medium-sized flows sequentially, and finally stores elephants in an additional data structure, such as CMU, Space-Saving [33], FlowRadar [31]. On the contrary, Elastic Sketch [18] counts and filters out elephant flows first, and then records mouse flows using the Count-Min sketch with 8-bit counters, as shown Fig. 2(b). For systematic filtering, Pyramid Sketch [14] presented a tree-based data structure that enlarges the size of each layer’s counters as the decrements of the tree depth, as shown in Fig. 2(c). Later, FCM sketch [16] extended a similar idea with a multi-tree design and implemented it in a programmable switch (state-of-the-art). Although these approaches achieve better accuracy than Count-Min, the biggest contributing factor to their higher accuracy is their data structure design, which allocates more smaller counters for mouse flows and fewer larger counters for medium-sized and elephant flows. While this data structure design can resolve the memory waste issue (Fig. 2(b)), we stress that these solutions cannot fairly utilize the entire memory space due to the imbalanced task loads at each layer (i.e., cascade counting), as shown in Fig. 1(e). Similar to Count-Min, even though the memory utilization of higher layers increases as more traffic arrive, the noise level of the lowest layer will rise accordingly, thus aggravate the flows overestimation. We note that Fig. 1(e) demonstrates FCM sketch’s per-layer distribution of wasted bits when sufficiently large traffic is recorded.

2.3 Our Approach

The eventual goal of our Count-Less is not only to take advantage of advanced data structures for memory efficiency but also to bound our sketch’s estimation error under Count-Min’s theory. Moreover, we aim to realize our algorithm in a switch’s data plane pipeline. In the following, we introduce our observations and the design choices of our Count-Less. We note that different combinations of data structures and algorithms result in different behaviors of sketches.

(1) Split Counter: Our data structure design is similar to the Pyramid and FCM sketches, as shown in Fig. 2(c), with the essential idea of splitting the counters into smaller pieces for reducing mouse flows’ collision rate. As shown, the counter size of the lower layer is smaller than the corresponding ones in the upper layer. The size can be expressed as \( b_1 < b_2 < \cdots < b_d \), where \( b_i \) denotes the counter size at layer- \( i \) and \( d \) is the number of layers. By splitting the counters, the total number of counters \( (w \cdot d) \) increases significantly as \( w_1 + w_2 + w_3 + \cdots + w_d \gg w \cdot d \), thus reducing the hash collision probability of flows at each layer.

(2) Cross-layer Update: For update, the multi-sketch cascaded approaches encode each flow at a single layer and cascade the counter value to the next layer when the current layer’s counter is overflowed. To further reduce the hash collision and increase the flow survival rate, we suggest enabling cross-layer counter update like Count-Min, which can achieve a tighter error bound.
Fig. 1: Wasted bits and accuracy. (a) shows the flow size distribution an example trace. (b) illustrates the distribution of wasted bits varying schemes. (c) demonstrates the relative error varying flow sizes and schemes. (d) and (e) compare the detailed distribution of wasted bits between our Count-Less and a state-of-the-art scheme, FCM sketch. The result suggests our scheme makes better use of the entire memory space for more accurate estimations than FCM, in which ARE reaches as high as 7.02 while CL3-MU has ARE of 4.40.

Count-Min’s Update Algorithm (baseline): To explore the design space, we first use the split counters (i.e., pyramid counters) with Count-Min’s update algorithm, which increases a flow’s counters at all layers simultaneously (hereafter CL-CM). As shown in Fig. 1(c), CL-CM is more accurate than Count-Min for mouse flow estimation (i.e., $<2^{-8}$) but has a higher relative error for medium-sized and elephant flows. As expected, the mouse flows benefit from the large number of small counters. Moreover, this CL-CM reduces the memory waste rate from Count-Min’s 78.85% to around 67.64%, as shown in Fig. 1(b).

Observation 1. We observed that the cross-layer update algorithm permits mouse flows to be hosted by idle counters at all layers for having more chances to survive. As a result, CL-CM achieves better mouse flows estimation than the cascaded counter, FCM sketch, which records mouse flows only at the first layer, as shown in Fig. 1(e). Nevertheless, Count-Min’s poorer accuracy for larger flows exposes its drawback due to the indiscriminate cross-layer update of counters. In other words, even though mouse flows survive well, these flows flood counters at all layers, increasing the noise level of larger flows. To this end, the subsequent challenge is how to prevent mouse flows from flooding other flows in the cross-layer update mechanism?

Conservative Update (challenge): [Observation 2. Inspired by the conservative update of Count-Min, which achieves a better accuracy than the standard Count-Min, we observed a similar result when applying the conservative update with the split counters (hereafter, CL-CU), as shown in Fig. 1(b). While we consider this approach to be optimal, we are not able to realize the conservative update in a switch’s data plane due to its pipeline design. Specifically, the conservative update algorithm must first determine the minimum counter(s) across all layers and revisit the counter for an update operation. However, the switch’s data plane works as a pipeline, which means a double-access of a memory region...
is not allowed after the memory processing stage \[20], [34]. Therefore, the subsequent challenge becomes \textit{how to update only minimum counter value(s) across all layers without memory double-access for accommodating a switch’s data plane?}

Minimum Update (our solution): Our update algorithm, called \textit{Minimum Update} or simply CL-MU, is designed to update as fewer counters as possible, and only the minimal counter value(s) of a flow across all layers without revisiting counters. We note that both concepts are crucial for Count-Less. With \textit{Split Counter}, Count-Less maximizes the total number of counters and adapts to a skewed data stream. With \textit{Minimum Update}, Count-Less reduces the memory waste, as shown in Fig. [1b], thanks to the cross-layer update mechanism. Moreover, unlike the cascaded approaches, Count-Less can leverage idle counters at all layers to host more mouse flows, as shown in Fig. [1d] and Fig. [1e]. Moreover, Count-Less gives a higher priority to elephant flows at the highest layer, thereby preventing larger flows from being flooded by mouse flows due to our minimum update strategy. As a result, given the same amount of memory, Count-Less outperforms the standard Count-Min and the state-of-the-art FCM sketch, and achieves comparable accuracy with the optimal solution (i.e., CL-CU in all flow sizes, as shown in Fig. [1c]). Finally, Count-Less’s operation does not require a double-access of counters like CL-CU, therefore it is deployable in a switch’s data plane and requires less resource than state-of-the-art approaches (see section [6]).

3 The Count-Less Sketch

In this section, we describe the data structure and algorithm of our per-flow counting sketch in more details.

3.1 Data Structure

As shown in Fig. [3b], Count-Less’s consists of \(d\) counter arrays. Unlike Count-Min, Count-Less differentiates both the counter size and array size at each layer to (1) reduce the bit waste of counters and (2) adapt to the skewed flow distribution of modern network traffic. For the counter size, the highest layer of Count-Less uses 32-bit counters to support a sufficient counting range. Then, we make the size of counters half for each layer while going through the lowest layer. We note that a similar data structure design appears in the Pyramid sketch [14] and FCM sketch [16]. However, Count-Less uses an update strategy that behaves differently compared to the previous sketches. In particular, Count-Less assigns a different number of counters for each layer to address the skewness of traffic. To do so, we used the factor \(r\) to let a lower layer array possess \(r\) times more counters than its upper layer. That is, \(w_1 = rw_2 = \ldots = r^{d-2}w_{d-1} = r^{d-1}w_d\), where \(w_i\) is the number of counters of the \(i\)-th layer.

3.2 Minimum Update

(1) Encoding and Decoding: Algorithm 1 shows the encoding and decoding processes of Count-Less with \textit{Minimum Update} (CL-MU). As shown in this figure, CL-MU’s encoding and decoding are one combined operation. For every arriving packet, an estimation for the corresponding flow can be obtained while encoding, enabling the switch to detect anomalies on the fly (line 10). Count-Less updates one counter at each layer following the lowest-to-highest order (line 2). Moreover, instead of indiscriminately updating all counters like in Count-Min, Count-Less maintains a variable for storing the minimal value \(val_{\text{min}}\) until the iterated layer (lines 1 and 6), and then updates the layer only if the counter \(C_i[idx_i]\) is smaller than \(val_{\text{min}}\) (lines 5-6). The counter update event at a layer will be skipped when the layer’s counter exceeds its counting capacity (line 4). As a result, Count-Less tends to update only the minimal counter value(s) of a flow across all layers, thereby a minimum number of counters will be updated with the worst case of all layer updates.

(2) Intuitions: We note that this Minimum Update strategy is unique to the Split Counter data structure. Since Count-Less maintains a temporal minimal value whenever updating a flow’s counter at each layer and only updates the smallest counter upon discovery, Count-Less prevents an arriving flow from flooding counters simultaneously at all layers. Moreover, Count-Less can mitigate the flow counter collision in both horizontal and vertical manners. (1) For mouse flows, the massive number of counters at the lower layers sufficiently reduce the collision probability, which results in mouse flows likely surviving within a lower layer (i.e., intra-layer counter sharing mitigation). More importantly, our cross-layer update strategy allows mouse flows to leverage idle counters at all layers for surviving without interfering with the larger counters (i.e., inter-layer counter sharing mitigation), as shown in the example in Fig. [4a] and (b). (2) On the other hand, elephant flows will survive at the highest layer due to the sufficiently large counters. More importantly, the elephant flows are given a higher priority, thereby will not be updated (or contaminated) by mouse flows due to the Minimum Update, as shown in the example in Fig. [4c]. As a result, Count-Less eventually achieves a high flow survival rate with a fixed memory.

(3) Costs for fitting a switch’s pipeline: The conservative update algorithm requires awareness of the global minimum value across all layers for a flow before counter update. However, this process triggers a double-access of the smallest counter and is unacceptable for the pipeline-based switches (i.e., see section [8] for the memory double-access constraint). To address this issue, Count-Less approximates the global minimum value with the temporal minimum value upon the iterated layers. As shown in Fig. [4d], this approximation results in some undesired updates at the beginning layer (i.e., unawareness of the global minimum). However, we note that the approximation-caused error is
define a representing the added error to count where the number of bits. We denote the limits as \( L \).

Proof: Count-Less’s estimation of \( a \) is given by minimizing the error and the probability. From \([8]\), Count-Min with an algorithm feasible in the data plane. negligible (see section \([5]\), making the minimum update algorithm feasible in the data plane.

4 Theoretical Analysis

In this section, we provide a theoretical analysis of Count-Less. In particular, the effects of the combination of Split Counter and Minimum Update is presented in terms of theoretical error bound and probability. Since Count-Less follows the same update principle of the cross-layer update, we can take advantage of Count-Min’s theory to calculate the error and the probability. From \([8]\), Count-Min with an array of counters of width \( w \) and depth \( d \) has an error bound for a query \( f \) for each row as follows \([8]\).

**Theorem 1.** Consider Count-Less with Minimum Update having \( d = \ln 1/\delta \) layers for recording the flow size, where the \( j \)-th layer has \( w_j = r^{d-j}w_d \) counters for \( j = 1, 2, \ldots, d \). \( w_d = e/\epsilon_d \) is the number of counters in the last \((d-\)th) layer. Each counter in the \( j \)-th layer is 2\((d-j)\)-bit long. Count-Less estimates \( a_i \), the size of a flow \( i \) by no larger than

\[
\hat{a}_i < a_i + 0.52\epsilon_d \|a^j\|_1 \tag{1}
\]

with probability at least

\[
Pr[\exists j, X_{i,j} < \epsilon_d \|a^j\|_1] > 1 - \delta^*, \tag{2}
\]

where \( \delta^* = \delta \prod_{j=1}^{d} r^{-d(d-j)} \).

**Proof:** Let \( a^j_i \) be the actual flow size of the flow \( i \) at layer \( j \). Count-Less’s estimation of \( a_i \) is \( \hat{a}_i = \min_j \{\text{count}[j, h_j(i)]\} \), where \( i \in [1, w_j = e/\epsilon_j], j \in [1, d = \ln 1/\delta] \).

Because of the additive errors by other flows, \( \text{count}[j, h_j(i)] = a^j_i + X_{i,j} \), where \( X_{i,j} \) is a random variable representing the added error to \( a^j_i \) in the \( j \)-th layer. We define \( a^j \) as the sum of all flows in the \( j \)-th layer:

\[
a^j \defeq \sum_{k=1}^{n} a^j_k \tag{3}
\]

The counters in the \( j \)-the layer of Count-Less has \( 2^{j+1} \) bits, and so the counting limit in each layer is defined by the number of bits. We denote the limits as \( T_1, T_2, \ldots, T_{d-1} \) for the \( d \) layers, respectively. Because of the limit, the total number of packets inserted in each layer

\[
\|a^j\|_1 < \epsilon_j \tag{4}
\]

while \( L_1 \) norm of \( a^j_k \) is defined by \( \|a^j\|_1 = \sum_{k=1}^{n} a^j_k \).

For analysis of the error term, we introduce an indicator variable \( I_{i,k,j} \) that indicates if there is a hash collision of the index \( i \) and \( k \) \((k \neq i)\) with the hash function \( h_j \). That is,

\[
I_{i,k,j} = 1 \leftrightarrow h_j(i) = h_j(k) \quad \text{for } i \neq k \quad \text{and } I_{i,k,j} = 0 \quad \text{otherwise} \tag{5}
\]

The indicator \( I_{i,k,j} \) being a binary random variable, the expectation of \( I_{i,k,j} \) is the probability that \( I_{i,k,j} = 1 \):

\[
E[I_{i,k,j}] = Pr[h_j(i) = h_j(k)] = 1/\text{range}(h_j) = 1/w_j = \epsilon_j/e \tag{6}
\]

assuming that \( h_j() \) is chosen from a family of universal hash functions. Using the indicator, we can express the error term \( X_{i,j} \) as follows:

\[
X_{i,j} = \sum_{k=1}^{n} I_{i,k,j} \cdot a^j_k = \sum_{k=1, a^j_k \geq T_{j-1}} a^j_k \tag{7}
\]

Because \( I_{i,k,j} \) and \( a^j_k \) are independent, the expectation of the error is

\[
E[X_{i,j}] = E[\sum_{k=1, a^j_k \geq T_{j-1}} I_{i,k,j} \cdot a^j_k] = \sum_{k=1, a^j_k \geq T_{j-1}} E[I_{i,k,j}] \cdot a^j_k \tag{8}
\]

Owing to equation \([6]\),

\[
E[X_{i,j}] = \sum_{k=1, a^j_k \geq T_{j-1}} a^j_k \cdot E[I_{i,k,j}] = \|a^j\|_1 \cdot \epsilon_j/e \tag{9}
\]

By Markov inequality and equation \([9]\), the probability that the estimation error at a layer \( j \) is greater than \( \epsilon_j \|a^j\|_1 \) is as follows:
\[
Pr[X_{i,j} > \epsilon_d a^d \|1_j'] \leq Pr[X_{i,j} \geq \epsilon_d a^d \|1_j'] \\
\leq \frac{\epsilon_j \|a^j\|_1'}{e \epsilon_d \|a^d\|_1'} < \frac{\epsilon_j \|a^d\|_1'}{e \epsilon_d \|a^d\|_1'} = \frac{\epsilon_j}{e \epsilon_d}
\] (10)

In Count-Less, the number of layers used by a flow varies depending on its size by the cross-layer update strategy. Among \(d\) layers, a flow of which size ranges from 1 to \(T_1\) uses all the \(d\) layers, while one from \(T_1\) to \(T_2\) uses \(d - 1\) layers because the lowest layer is saturated quickly and it does not update it anymore. Similarly, a flow of \(T_{d-1}\) or above uses only one layer of Count-Less. The probability that the error term is bounded is thus all different according to a flow size. We can divide the probability and the error size estimation into \(d\) cases with corresponding thresholds \((T_1, T_2, \ldots, T_{d-1})\), but we are going to show only three cases: the first case (the smallest flow group \(< T_1\)), the \(j\)-th smallest flow group (between \(T_{j-1}\) and \(T_j\)), and the largest flow group \((\geq T_{d-1})\).

**Case 1** We consider a flow \(i\) in the smallest group that is less than \(T_1\). In this case, a flow \(i\) does not saturate even the lowest layer and has \(d\) number of layers to record its size. By the pairwise independent hash assumption and equation (10), the probability that for all layers the error is greater than \(\epsilon_j a^d \|1_j'\) is as follows:

\[
Pr[\forall j, X_{i,j} > \epsilon_j a^d \|1_j'] < \prod_{j=1}^{d} \frac{E[X_{i,j}]}{\epsilon_j a^d \|1_j'} = \frac{1}{e^d} = \delta
\] (11)

The probability is bounded by \(\delta\) even with the skewed data structure of Count-Less, but the error bound for this flow size group is different in each layer. Count-Less as well as Count-Min estimates \(a_i\) by the minimum among the counters. That is, the error of the \(j\)-th layer is bounded as follows:

\[
\hat{a}_i < a_i + \epsilon_j a^d \|1_j'
\] (12)

with probability at least

\[
Pr[\exists j, X_{i,j} < \epsilon_j a^d \|1_j'] > 1 - \delta.
\] (13)

**Case 2** For a flow of size ranging from \(T_{j-1}\) to \(T_j\), a flow \(i\) in this group already saturates the lower \(j - 1\) layers, and it is allowed to use \(d - j + 1\) layers. Owing to Count-Less’s MU update policy, the flow group overrides any flow in smaller flow groups, while larger flows saturate and do not use this layer anymore. From the view of a flow in this group, this case is equivalent to having this layer for its exclusive use, while sharing counters with smaller flows that are not collided. For a flow \(i\), thus, the number of packets of interest in this layer is \(\|a^d\|_{1_j'}\).

The \(j\)-th and \(j+1, \ldots, d\) layers are used for recording the flow size of this group, thus the probability that the error in all of \(d - j + 1\) layers goes beyond the bound of equation (10) is:

\[
Pr[\forall s \in [j, \ldots, d], X_{i,s} > \epsilon_s a^s \|1_s'] < \prod_{s=j}^{d} \frac{E[X_{i,s}]}{\epsilon_s a^s \|1_s'} = \frac{1}{e^{d-j+1}}.
\] (14)

Count-Less estimates \(a_i\) by no larger than \(\epsilon_j a^d \|1_j'\) with a probability greater than \(1 - 1/e^{d-j+1}\).

\[
\hat{a}_i < a_i + \epsilon_j a^d \|1_j',
\] (15)

with probability of at least

\[
Pr[\exists j, X_{i,j} < \epsilon_j a^d \|1_j'] > 1 - 1/e^{d-j+1}.
\] (16)

**Case 3** For a flow of size ranging from \(T_{d-1}\) to \(T_d\), a flow \(i\) is in the largest group, which saturates every layer except the last layer, thus has only one layer to record its size. Owing to Count-Less’s MU update policy, the flow group overrides any flow in smaller flow groups. From the view of a flow in this group, this case is also equivalent to having this layer for its exclusive use. However, we note that unlike the multi-stage sketches, smaller flows without hash collision with the large flows still can record their sizes in this layer. Similarly, we have:

\[
Pr[X_{i,d} > \epsilon_d a^d \|1_d'] < \frac{E[X_{i,d}]}{\epsilon_d a^d \|1_d'} = \frac{1}{e}
\] (17)

Count-Less estimates \(a_i\) by no larger than \(\epsilon_1 a^d \|1_d'\) with a probability greater than \(1 - 1/e\).

\[
\hat{a}_i < a_i + \epsilon_d a^d \|1_d',
\] (18)

with probability at least

\[
Pr[\exists j, X_{i,d} < \epsilon_d a^d \|1_d'] < 1 - \frac{1}{e}.
\] (19)

Because each layer has a different error bound and corresponding probability, we are going to provide an average of those error bounds over the \(d\) layers. Moreover, we conservatively provide a probability of the estimation that Count-Less’s error is less than or equal to \(\epsilon_d a^d \|1_d'\). We note that if we set \(w_d = w_{CM}\), this bound is equal to Count-Min’s bound.

Assuming that the number of packets follows a Zipf distribution with a Zipf parameter of 1, the average error bound of Count-Less over all the \(d\) layer is calculated as follows:
\[ E(\epsilon_j \ast \|a^d\|_1) = E(\epsilon_j)E(\|a^d\|_1) \]
\[ = E(\epsilon_j) \sum_{j=1}^{d} \|a^d\|_1/d = E(\epsilon_j) \sum_{j=1}^{d} \sum_{a_i^d \geq T_j} \frac{a_i^d}{d} \]
\[ = E(\epsilon_j)(d \alpha^1 + (d-1) \alpha^2 + \ldots + 1 \alpha^d)/d \]
\[ = E(\epsilon_j)\|a^1\|_1(d/1 + (d-1)/2 + \ldots + 1/d)/d \]
\[ = \left( \sum_{j=1}^{d} \frac{\epsilon_j}{d} \right) \|a^1\|_1(d/1 + (d-1)/2 + \ldots + 1/d)/d \]
\[ = \left( \sum_{j=1}^{d} \frac{e/(w_j d)}{d} \right) \|a^1\|_1(d/1 + (d-1)/2 + \ldots + 1/d)/d \]
\[ = \left( \sum_{j=1}^{d} \frac{e/(r^{d-j} w_d)}{d} \right) \|a^1\|_1(d/1 + (d-1)/2 + \ldots + 1/d)/d \]
\[ = (r^{d-1} - 1) \epsilon_d \|a^1\|_1(d/1 + (d-1)/2 + \ldots + 1/d)/d \]
\[ = (r^{d-1} - 1) \epsilon_d \|a^1\|_1/d \]
\[ = 4 \]  

**5 Evaluating Count-Less**

Our evaluations are threefold. First, we analyze the effect of three important strategies (Split Counter, Cross-layer Update, and Minimum Update) that Count-Less is composed of. The analysis is comparatively done with various solutions, including (1) standard (Count-Min), (2) optimal (CL-CU), and (3) state-of-the-art (FCM sketch [16]). Second, we vary Count-Less’s parameters to find the appropriate settings. Finally, we perform six network traffic measurement tasks with Count-Less and compare the performance with the other sketches such as Elastic sketch [18] and FCM sketch [16].

### 5.1 Dataset and Parameters

In our experiments, we used a one-hour real-world trace from CAIDA [35]. We divided the trace into 720 sub-traces with a five second interval and used the first 32 sub-traces considering each sub-trace to belong to an epoch. Each sub-trace contains 2.5 M to 2.7 M packets with 226 K to 244 K distinct 5-tuple flows (i.e., SrcIP, DstIP, SrcPort, DstPort, and protocol). We also used one-minute traces of 31.27 M packets with 1.88 M flows to show Count-Less’s characteristics under an extreme case. To show the memory impact, we varied the used memory from 0.2 MB to 1 MB for all schemes. For Count-Less, we set \( d = 3 \) and \( d = 4 \) with \( r = 4 \) (see section 5.4 for details about parameter configuration). For fairness, the number of layers \( (d = 3) \) is identical for all Count-Min-based schemes. Moreover, Elastic and FCM sketches’ configurations followed the configurations in the original works. Namely, for Elastic, we assign 150 KB for memory for the hash table. For FCM, we set \( d = 2 \) and \( k = 4 \) for a fair comparison.

### 5.2 Evaluation Metrics

In this paper, we use six metrics to evaluate Count-Less, as follows:

1. **ARE (Average Relative Error)**: ARE is the averaged relative errors of flows, \( \frac{1}{n} \sum_{i=1}^{n} |f_i - \hat{f}_i|/f_i \), where \( n \) is the number of flows and \( f_i \) and \( \hat{f}_i \) are the actual and estimated flow sizes, respectively. ARE is used to evaluate the accuracy of the flow size estimation.

2. **Flow Survival Rate**: We define the flow survival rate as the fraction of flows that are below a certain relative error after decoding. Considering the different noise impacts for different sized flows, we break down the flow sizes in three ranges, namely \( 1 \sim 254, 255 \sim 65,534, \) and \( 65,535 \sim \), and consider a flow as survived if the estimated relative error is below \( 0.1, 0.05, \) and \( 0.01 \), respectively.

3. **RE (Relative Error)**: \( |1 - \frac{\text{estimated}}{\text{actual}}| \), with the actual and estimated values, respectively. We use RE to evaluate the accuracy of the cardinality and entropy estimations.

4. **Weighted Mean Relative Error (WMRE)**: \( \sum_{i=1}^{n} |n_i - \hat{n}_i|/n_i \), where \( z \) is the maximum flow size, \( n_i \) and \( \hat{n}_i \) are the actual and estimated numbers of flow size \( i \), respectively [9, 17]. We use WMRE to evaluate the accuracy of the flow size distribution.

5. **F1 Score**: \( 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \), where the precision refers to the ratio of the true instances reported and recall refers
to the ratio of the reported true instances. We use the F1 score to evaluate the accuracy of the heavy hitter and heavy changer.

(6) Throughput: Million packets per second (Mpps) indicates the packet processing capacity.

5.3 Evaluating Design Choices of Count-Less

To begin with, we provide detailed analysis and discuss the advantages of Count-Less from four aspects: Split Counter, Cross-layer Update, Minimum Update, and flow survival rate. Moreover, we compare Count-Less with the standard Count-Min (CM), our baseline approach (CL-CM), our optimal version (CL-CU), our near-optimal and ASIC-friendly sketch (CL-MU or CL), and the state-of-the-art work (FCM).

(1) More counters: By splitting the counters, Count-Less can benefit from a larger number of counters to reduce the intra-layer noise by using memory more efficiently. To confirm that, we first count the number of counters in various schemes as shown in Fig. 5(a). The figure shows the relative number of counters in CL3, CL4, CM4, and FCM against the number of counters in each layer of CM3, given the same amount of memory. The normalized number of counters of layer-1, layer-2, and layer-3 in CL3, FCM is 3.86, 1.71, and 0.43, respectively. The normalized number of counters of each layer in CL4 is 12.8, 3.2, 0.8, and 0.2, from bottom to top. Due to this structure, the number of counters available for mouse flows, which accounts for a larger proportion of the Zipfian distribution, increases and the accuracy is improved.

(2) Cross-layer Update: As can be seen in Fig. 5(a), FCM sketch also has the same number of counters as Count-Less. However, FCM rarely uses layer-2 and layer-3 for the small flows due to the cascade counting method, whereas Count-Less sketch uses all layers with the cross-layer update strategy. Fig. 5(b), (c) shows the number of bits in use per counter after counting the one-minute CAIDA dataset in 0.6 MB sketches. For Count-Less sketch, 83.9% of the counters in layer-2 and 49.9% of counters in layer-3 have values of less than 8 bits. This means that mouse flows (i.e., < 2^{8} − 1) can be decoded in layer-2 and layer-3, allowing mouse flows to survive at the upper layers. As a result, Count-Less’s mouse flow estimation is more accurate than that of CM and FCM, as shown in Fig. 5(a). In contrast, in FCM sketch, 66.5% of counters in layer-2 and 99.9% of counters in layer-3 were not used at all. At the same time, Count-Less has ARE of 15.72 whereas FCM sketch has ARE of 26.45, showing the cross-layer update strategy that makes Count-Less more accurate.

(3) Minimum Update: To show the effect of Minimum Update, we compared the noise level (i.e., RE) of CM3, CL3-CM, CL3-MU, CL3-CU, and FCM for one-minute CAIDA dataset with 0.6 MB of memory. Fig. 8(a) shows that CL3-CM, CL3-MU, CL3-CU, and FCM that with split counters have less noise in mouse flows (1~254) than CM3 with the flat counters, which shows the advantage of the split counter approach. However, for the medium-sized flows (255~65,534), CL3-MU and CL3-CU have substantially lower relative error than other sketches adopting the same split counter, including FCM as shown in Fig. 6(b). Similarly, for elephant flows (65,535~), CL3-MU and CL3-CU outperform the other split counter-based sketches including FCM, significantly, as shown in Fig. 6(c). This experiment confirms that the cross-layer update-based Minimum/Conservative Update is the key factor contributing the superiority in estimation of the medium-sized/elephant flows.

(4) More Survived Flows (Synergy Effect): One of the strong indicators of estimation accuracy is the flow survival rate (FSR) defined by a fraction of the flows whose RE is lower than a specific criterion (RE < 0.1 for mouse flows, RE < 0.05 for mid-sized flows, and RE < 0.01 for elephant flows). To find out how many flows survive in each sketch, we measured the flow survival rate of CL3-MU, CL4-MU, and FCM sketch for mouse and elephant flows separately. Count-Less may decode mouse flows in all layers owing to the cross-layer update strategy, while FCM sketch can decode only at layer-1 owing to its overflow-based update strategy, which is shown by the survival rate at each layer in Fig. 7(a). As shown in the figure, the overall survival rates of the mouse flows in CL3-MU, CL4-MU, and FCM range from 0.08% to 6.87%, from 1.57% to 23.43%, and from 0 to 0.56%, respectively. In Fig. 7(b), we observe that 37.78% to 96.42% of the medium-sized and elephant flows survive in CL3-MU, 10.51% to 90.61% survive in CL4-MU, and 3.20% to 48.72% survive in FCM. This result indicates that much more flows are likely to survive in Count-Less that combines both Split Counter and Minimum Update, making Count-Less’s estimation more accurate than FCM over all ranges even with a smaller memory footprint. For example, CL4-MU with 0.2 MB memory (1.57% FSR) works better than FCM with 1 MB memory (0.56% FSR) for mouse flows, and CL3-MU with 0.4 MB memory (79.53% FSR) is better than FCM with 1 MB memory (48.72% FSR) for medium-sized and elephant flows.

5.4 Configuring Parameters

In this section, the accuracy of Count-Less with different configurations is examined by varying the number of layers d and the expansion factor r. To evaluate the accuracy, we used a one-minute CAIDA trace with a memory size of 0.2 MB to 1 MB. Fig. 8(a) shows the ARE of CL3-MU with various values of the expansion factor r. As shown in Fig. 8(a), CL3-MU with r = 6 or r = 8 has the lowest ARE regardless of the memory size, and the accuracy of r = 4 is comparable to it. Fig. 8(b) shows the number of counters normalized by layer-1 in CL3 with r = 3 while varying r with the same size of the memory. Count-Less is shown to have more accurate results as r increases, because the total number of counters increases proportionally to the number of counters in layer-1, as shown in Fig. 8(b). On the other hand, the number of counters in layer-2 and layer-3 becomes smaller, with the normalized number of counters at r = 32 being 0.062 and 0.0019, respectively. Because of this, larger r makes CL more sensitive to the skewness of the distribution, thus becomes less accurate. Fig. 8(c) shows ARE of CL-MU with r = 4, varying the number of layers d. In the memory size of 0.2 MB and 0.4 MB, CL3-MU is the most accurate with ARE of 24.43 and 75.31. CL4-MU shows the highest accuracy with ARE of 12.96, 6.87, and 4.39, using 0.6 MB, 0.8 MB, and 1 MB of memory. Based on the parameterization
experiment, we recommend using Count-Less with \( r = 4 \), \( d = 3, 4 \).

### 5.5 Applications

In the following, we evaluate Count-Less's performance with actual network traffic measurement tasks, including flow size estimation, cardinality, flow size distribution, entropy, heavy hitter, heavy changer, and throughput. Fig. 9 shows a comparison of switch ASIC-friendly Count-Less (CL-MU), Count-Min (CM), Elastic sketch, and FCM sketch in terms of their accuracy. Fig. 10 provides a comparison analysis of the throughput.

**Flow Size Estimation:** Flow size estimation entails a per-flow packet counting of all individual flows in an epoch. As expected, CL-MU with a four-layer setting (CL4-MU) achieves the best accuracy, as shown in Fig. 9. With the same layer setting, CL-MU is much more accurate than the standard Count-Min. Moreover, CL-MU outperforms the Elastic and FCM sketches in general. We note that the results are in line with our theoretical and experimental analysis.

**Cardinality:** In cardinality estimation, we count the number of distinct flows in a network trace. Count-Less uses its own data structure and the linear counting (LC) theory to estimate the cardinality \([11]\). To do so, we assume the lowest layer of Count-Less to be the LC’s bit array. Then, the cardinality is calculated following the LC’s equation, \( \hat{\nu} = -s \cdot \ln(V) \), where \( s \) is the number of counters and \( V \) is the fraction of the empty (zero) counters in the array. Since Count-Less’s number of counters at the lowest layer
Fig. 8: (a) and (c) show accuracy of Count-Less with different configurations is shown, varying the number of layers $d$ and the expansion factor $r$. (b) presents the number of counters normalized by layer-1 in CL3 with $r = 3$, varying $r$ with the same size of the memory.

Fig. 9: Accuracy comparison of ASIC-friendly Count-Less (CL-MU), Count-Min (CM), Elastic, and FCM sketches in network traffic measurement tasks. All sketches are assigned the same memory size from 0.2 MB to 1 MB. Count-Less’s performance is given for both three- and four-layer settings (i.e., CL3-MU and CL4-MU). We note that for flow size distribution and entropy, Count-Less used our lightweight algorithm to focus on in-router processing (see in Fig. 13), whereas Elastic and FCM used computation-intensive MRAC for better accuracy.

is 2x-16x larger than CM, Count-Less is saturated relatively slower. Given LC’s performance is guaranteed only until the number of empty counters is less than 30%, Count-Less can estimate the cardinality with smaller memory. The results in Fig. 8(b) confirm that CM cannot provide a valid estimation with small memory. Count-Less with a three-layer setting (CL3-MU) achieves a similar accuracy to the Elastic sketch and outperforms the FCM sketch noticeably with small memory. Moreover, Count-Less achieves the best accuracy when we extend the number of layers from three to four (i.e., CL4-MU).

**Flow Size Distribution:** Different from Elastic sketch that employs the computationally heavy MRAC [9], we leverage the distribution array that is recorded on-the-fly to estimate the distribution of the mouse flows. For elephant flows, we query our sketch with the label table used in the heavy hitter and heavy changer detection. In Fig. 9(c), we show the accuracy of the flow size distribution among all sketches. As shown, Count-Less outperformed CM always, achieving WMRE of 0.45 and 0.34 on average when $d=3$ and 4, respectively. However, Count-Less was less accurate than Elastic and FCM, which had WMRE of 0.17 and 0.42 on average. We note that Elastic and FCM rely on MRAC for the estimation, which requires a very large overhead in decoding and has to be done off-line (i.e., $O(\#counters^3)$). Count-Less’s flow size distribution estimation can be done online while achieving a sufficient accuracy using a lightweight array and a label table, and no additional computations (i.e., $O(1)$).

**Entropy:** For entropy measurement, we used a 255 × 32-bit counter array to record the distribution of mouse flows (e.g., 1~255) on-the-fly, where the index is the size of a flow and the counter value is the frequency. Subsequently, elephant flows will be involved by querying our sketch with the
label table. Finally, the entropy is calculated by leveraging the distribution array by \(- \sum_i n_i \log \frac{n_i}{N}\), where \(N\) is the total number of flows and \(n_i\) is the number of flows with \(i\) packets \([18]\). In Fig. 9(d), Count-Less is shown to outperforms Elastic sketch in all memory size and with all configurations, with an average RE of 0.0082 and 0.0058 when \(sd = 3\) and \(d = 4\), respectively. With memory size from 0.2 MB to 0.6 MB, Count-Less is 1.21-7.84 times more accurate than FCM. When using 1.0 MB memory, FCM (0.0009) is better than CL3-MU (0.0023) and CL4-MU (0.0039). We note that the accuracy of FCM is obtained by MRAC, thus it requires more resources for this performance.

**Heavy Hitter:** For heavy hitter and changer detection, we assigned 0.1 MB of memory for a label table, which is responsible for storing large flows. In our experiments, a flow that contributes more than 0.1% (2.5K~2.7K) of the total number of packets in each epoch is defined as a heavy hitter and stored in our label table. We note that the recall rate of Count-Less’s heavy hitter detection is always 1.0 because our sketch will never underestimate a flow. For precision rate, Count-Less also shows a good performance, since the mouse flows will not flood elephant flows, thanks to our minimum update strategy. Except for CM and FCM with 0.2 MB memory (F1 Score of 0.978 and 0.974), we found that all sketches achieved a fair performance.

**Heavy Changer:** The heavy changers are flows whose size changes (increases or decreases) significantly over two adjacent epochs. To detect them, all sketches consider flows recorded in the heavy hitter table based on a threshold. Here, we use 0.1% of the total changes over two adjacent epochs as a threshold. As we can find in Fig. 9(c), CL4-MU and FCM with 0.2 MB memory posts an F1 score of 0.970 and 0.950, which are slightly lower than other schemes. The reason why CL4-MU is less accurate compared to CL3-MU is because CL4-MU assigns more counters at the lower layers and fewer counters at the upper layers (i.e., mouse flow friendly), thereby the heavy changer detection is less accurate with small memory. However, CL4-MU is able to recover F1 score as high as the other sketches with larger memory.

**Throughput:** We measure sketch’s throughput in the CPU environment to demonstrate the encoding complexity of different schemes. As shown in Fig. 10, Count-Less’s throughput is roughly twice higher than the other sketches. CL3-MU and CL4-MU achieve the highest throughput of 11.53 Mpps and 10.64 Mpps, respectively. The optimal CL3-CU and CL4-CU are slightly lower than CL-MU (i.e., 11.05 Mpps and 10.27 Mpps) due to the global minimum-based update algorithm, which requires additional memory access. FCM sketch shows better throughput (9.99 Mpps) than CM, CU, and Elastic sketches and comparable to CL4-CU (10.27 Mpps). Elastic sketch posted the lowest throughput of 2.71 Mpps. However, we note that Elastic sketch was designed to estimate the source IP-based flows (i.e., 32-bit label). Therefore, the discrepancy between Elastic’s throughput and the results posted in the original work are due to operating with the 5-tuple label (i.e., 104 bits), which cannot be accelerated by Intel’s Streaming SIMD Extensions (SSE) technologies \([36]\).

### 6 Data Plane Implementation and Evaluation

In this section, we present the implementation details and evaluations of our ASIC-friendly Count-Less (i.e., CL-MU and CL-CM). Particularly, we first describe the hardware implementation of Count-Less sketch in the programmable Tofino switch. Moreover, we compare Count-Less with the standard and state-of-the-art sketches in terms of resource usage, used stage, and the packet processing latency. Finally, we verify Count-Less’s performance using our prototype.

#### 6.1 Implementation

We implemented a prototype of CL-MU sketch among applications in the data plane and control plane of Tofino Wedge-100 switch \([28]\) using the P4 language. For the data plane implementation, we added 115 lines of P4 code: 93 lines for the data structure and function declaration and 22 lines for the function execution. The data plane program is compiled with Barefoot Software Development Environment 9.0.0 \([28]\). In the meantime, the network traffic measurement applications like flow size estimation, cardinality, flow size distribution, and entropy were implemented in the control plane using Bfrt Python \([37]\). The communication between the data and control planes is realized through the P4Runtime API \([38]\).

1. **Infeasibility of the optimal CL-CU in Data Plane:** Our optimal CL-CU sketch’s update algorithm is composed of a two-step operation, namely (S1) reading counters of a flow across all layers and (S2) updating the minimum counter among them. Hardware-wise (i.e., switch ASIC), step (S2) requires revisiting the register array (i.e., layer) that hosts the minimum counter for updating. Unfortunately, such double-access of the same memory register is not allowed after the processing stage jumping to the next region (layer) during the step (S1) due to the pipeline region (layer) design \([20, 54]\). One can resolve the issue by leveraging packet re-circulation design. However, that design choice will hurt the bandwidth of the switch, which may not be acceptable for use in a high-speed environment \([39, 40, 41]\).

2. **ASIC-friendly CL-MU Implementation:** To resolve the aforementioned issue, we designed the ASIC-friendly CL-MU, which is an approximate version of CL-CU, to embrace the switch’s pipeline. For data structure, each layer’s counter array is implemented by register arrays and hosted by a single stage of the ASIC’s packet processing pipeline. Moreover, the interaction operations between layers are
integrated into the register action logic. Simply put, each layer was deployed sequentially in different match-action units (MAUs) over the pipeline.

Fig. 11 presents the logic of CL3-MU in the data plane. Three CRC32-based hash functions were used to locate the counters for lookup and update of counter values (CVs) of a flow \( f \) in each layer. During the first stage of layer update, it checks if the current flow’s counter reaches its counting capacity. If the counter is overflowed, we skip the counter update of the current stage (layer) and go to the next stage for the next layer’s counter update. Otherwise, we update the counter value (CV) by increasing it by one. In the meantime, we read the pre-initialized minimum value \( \text{min} \) from the user metadata bus through the gateway and update the \( \text{min} \) with CV. We note that all these actions are performed with the arithmetic logical units (ALUs) that are associated with the current stage’s MAU. The updated \( \text{min} \) will be stored into metadata and passed to a subsequent stage (MAU) for information sharing. The similar operations are repeated at the next stage (i.e., layer-2) with an additional minimum value check between the flow’s layer-2 counter \( CV \) and the \( \text{min} \) from the previous stage (i.e., layer-1). \( CV \) is updated only if it is the minimum counter upon the current stage. Then, \( \text{min} \) in the user metadata is updated for the next layer’s operation. At the last stage, we assume the counter cannot be overflowed due to a sufficiently large register (i.e., 32-bit). Therefore, we repeat the rest of the processes of layer-2. The P4 code snippet of the essential logic of Count-Less is shown in Fig. 12.

(3) Control Plane: The application’s estimation functions are implemented using Bfrt Python in the control plane. To retrieve statistics from the data plane, the control plane application of Count-Less fetches register values of each layer, flow size distribution array, and heavy hitter table through P4Runtime API for post-hoc analysis. Remarkably, due to the data plane deployment of the distribution array and heavy hitter table, and the online decoding capacity of Count-Less, our prototype is capable of performing all tasks without a powerful server.

(4) Flow Size Distribution Array: The flow size distribution array is a counter array, which measures the frequency of different sized flows while encoding and decoding flows. This counter array uses the index as a flow size and the counter value as the flow’s frequency. Due to the massive range of the flow size, we limit the flow size (i.e., index) to 255 and measure the distribution of mouse flows only. When a flow’s size is updated (say, 4 to 5), we increase the fifth counter by “1” and decrease the fourth counter by “1” to adjust the distribution. Unfortunately, due to the memory double-access constraint of the data plane, we cannot access two counters of a single array in a packet processing cycle. To resolve the issue, we implemented the distribution array with two register arrays, as shown in Fig. 13. After the encoding and decoding of a flow, one register array increases the frequency of the updated flow size, and the other register array also increases the frequency but for the flow size before updating. Eventually, we obtain the desired flow size distribution by performing counter-wise subtraction between the first and the second array. We note that the distribution arrays reside in the data plane to record flow sizes on the fly. For decoding the flow size distribution, we retrieve the register arrays from the data plane to the control plane via the P4Runtime API for the estimation.

6.2 Hardware Evaluation

In the following, we compare Count-Less with data plane-deployable solutions in terms of resource usage, stage, latency, and accuracy. We note that Count-Less P4 implementation was successfully compiled and executed in our switch, allowing Count-Less to process packets at line-rate.

(1) Settings: In the hardware evaluation, we fixed the memory size of sketches as 0.6 MB. The testbed consists of one Tofino programmable switch with 32x100 Gbps ports and one commodity client PC with AMD Ryzen 5 2400 G 8-core CPU, 16 GB DRAM, and Intel 40 Gbps network adapter, all connected by 40 Gbps QSFP+ cables. We used a network packet crafting library called libbits to replay the CAIDA traffic between the client PC and our programmable switch. In the control plane, four applications were executed for comparisons among sketches.

(2) Resources Usage: We first discuss the resource usage of Count-Less, Count-Min, and FCM sketches. Elastic sketch’s result is not included since their P4 code is not publicly available. As shown in Fig. 14(a), Count-Min sketch consumes 2.88% of hash bit, 5.72% of SRAM, and 4.16% of ALU resources, which are the lowest among the compared sketches. CL3 requires slightly higher hash bits and SRAM compared to Count-Min (i.e., 3.06% of hash bit and 6.14% of SRAM), followed by CL4’s 3.86% and 6.35%. CL-CM requires fewer ALU resources than CL-MU due to the simpler update algorithm. Finally, FCM sketch requires 4.97% of hash bit, 7.29% of SRAM, and 16.67% of ALU, which are the highest. The high cost of FCM sketch is caused by its multi-tree design, which repeats the same process multiple times for independent sketches with different hash functions. Therefore, FCM’s high ALU utilization indicates its complexity, which hurts the packet encoding latency of the data plane (see Fig. 14(c)).

(3) Stage and Packet Processing Latency: As shown in Fig. 14(b), our advanced update algorithm sacrifices several stages for delivery. Moreover, the cost increases as the layers increase. However, CL3-CM, with the same stage numbers as FCM, is comparable in terms of accuracy as shown in Table 7, while CL3-CM’s latency is only 42.9% of FCM’s, as shown in Fig. 14(c). With one stage overhead, CL3-MU outperforms FCM except FSD, but CL3-MU’s latency is only 57.1% of FCM’s. That is, the stage overhead does not necessarily mean an additional latency of our sketch. As shown in Fig. 14(c), Count-Less sketch’s the middle layers (i.e., layer-2 in CL3, and layer-2 and 3 in CL4) contribute the most to the total latency (66.07% on average) followed by the top layer’s 23.44% and the bottom layer’s 10.49%. However, the overall latency is lower than that of FCM sketch, which contributes 52.05%, 42.46%, and 5.49% of latency by layer-3, layer-2, and layer-1, respectively. This result suggests that appropriate separation of the logic operations into more stages reduces the processing latency, which is a better design than packing complex operations into fewer stages.
Fig. 11: Pipeline design of Count-Less: encoding/decoding logic of CL-CU with the three-layer setting.

```
RegisterAction<8b, 32b, 8b>(cl1_register) cl1_action = {
  void apply (inout 8b value, out 8b result) {
    if (value>8w14) (value=8w15; result=meta.min)
    else {
      value = value + 8w1;
      result = min(meta.min[7:0], value);
    }
  }
};

RegisterAction<16b, 32b, 16b>(cl2_register) cl2_action = {
  void apply (inout 16b value, out 16b result) {
    if (value>8w65534) (value=8w65535; result=meta.min)
    else {
      if (meta.min > value) {value = value + 16w1;}
      result = min(meta.min[15:0], value);
    }
  }
};

RegisterAction<32b, 32b, 32b>(cl3_register) cl3_action = {
  void apply (inout 32b value, out 32b result) {
    if (meta.min > value) {value = value + 32w1;}
    result = min(meta.min, value);
  }
};

apply {
  meta.min = (bit<32>)cl1_action.execute((bit<32>)hash1[17:0]);
  meta.min = (bit<32>)cl2_action.execute((bit<32>)hash2[25:10]);
  meta.min = (bit<32>)cl2_action.execute((bit<32>)hash3[31:17]);
}
```

Fig. 12: Data plane implementation of Count-Less sketch in P4.

Moreover, due to the resource management function of the Barefoot compiler, the idle resources at each stage can be optimized and assigned for other data plane functions for maximizing the resource utilization rate.

(4) Accuracy Comparison: Table I shows accuracy comparisons among Count-Min, CL-CM, CL-MU and FCM sketches by varying applications, namely flow size estimation (ARE), cardinality (RE), flow size distribution (WMRE), and entropy (RE). As shown, the standard Count-Min performs the worst among the compared sketches. On the other hand, CL4-MU provides the best overall performance. Remarkably, CL3-MU also outperforms FCM in flow size and entropy estimations and achieves a comparable accuracy in cardinality and flow size distribution estimations. Moreover, the lightweight CL-CM with a four-layer setting (CL4-CM) provides a reasonable accuracy compared to the FCM sketch. Such results are in line with our observations in the CPU experiments. Considering the resource consumption and latency performance, we conclude that our Count-Less with minimum update algorithm is superior to the state-of-the-art FCM sketch. Moreover, Count-Less sketch family (CL3-CM, CL3-MU, CL4-CM, CL4-MU) provides more options to users for balancing the needs between latency and accuracy.

7 Related Work

Count-Min (CM) sketch [8] is a probabilistic data structure capable of representing a high-dimensional vector and answering queries on this vector. CM sketch can measure the spectral density of the high volume of data using a small amount of memory. Therefore, it is adopted in various fields, such as network monitoring. However, an identical size of counters and an indiscriminate encoding/decoding of Count-Min lead to poor scalability and memory efficiency, causing estimation degradation. CM-CU [24] mitigated Count-Min’s scalability problem by updating a minimum number of counters to saturate more slowly. However, there are still two issues: low memory utilization and infeasibility in the data plane in the P4 switch.

To date, a large body of measurement systems are proposed, including OpenSketch [25], Dream [45], Pingmesh [46], UnivMon [32], Trumpet [30].
FlowRadar, SketchVisor, Marple, Elastic Sketch, and FCM sketch. Among them, FlowRadar, UnivMon, Elastic Sketch, FCM sketch are generic and are shown feasible for a programmable switch. FlowRadar stores all flow IDs and flow sizes in a Bloom Filter and an Invertible Bloom Lookup Table through XOR operations. The memory usage for FlowRadar is proportional to the number of flows we need to store. UnivMon uses universal streaming, a top-k detection sketch that guarantees the accuracy for network traffic monitoring. While generic with good performance, UnivMon does not take into account the various traffic characteristics. Elastic Sketch provides a separation technique named Ostracism to keep the elephant flows from mouse flows and the light recording mouse flows. The heavy part is a hash table, where the elephant flows are stored and evicted to the light part with a voting method for flow size. The light part is a Count-Min sketch tracking the mouse flows with d hash functions. With both parts, Elastic Sketch works well in terms of accuracy for various tasks. FCM sketch uses a similar idea of the pyramid counter for systematic filtering of flows depending on flow sizes. It also extends the idea with a multi-tree design for reducing hash collision. Among them, FCM sketch is the most related work to ours.

8 Conclusion
Low latency and high accuracy network measurement is still paramount and challenging. Count-Min sketch is one of the best candidate solutions owing to its accuracy and speed, but its data structure and the indiscriminate update strategy lead to poor scalability, memory waste, and estimation degradation. To address these issues, we presented a new sketch called Count-Less, which leverages the strategy of Split Counter and Minimum Update. To show its feasibility, we conducted extensive analysis, theoretically and experimentally. Moreover, we designed an ASIC-friendly version of Count-Less, deployed it in a programmable switch, and performed a comprehensive evaluation by comparing it with state-of-the-art sketches. Our results prove that Count-Less has a well-balanced performance and can be used in many applications, standalone or as a supporting tool.
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