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Abstract. Nowadays the tasks of computations speed-up and/or their optimization are actual. Among the approaches on how to solve these tasks, a method applying approaches of parallelization and asynchronization to a sorting algorithm is considered in the paper. The sorting methods are ones of elementary methods and they are used in a huge amount of different applications. In the paper, we offer a method of an array sorting that based on a division into a set of independent adjacent pairs of numbers and their parallel and asynchronous comparison. And this one distinguishes the offered method from the traditional sorting algorithms (like quick sorting, merge sorting, insertion sorting and others). The algorithm is implemented with the use of Petri nets, like the most suitable tool for an asynchronous systems description.

1. Introduction

Nowadays, we need a growing amount of calculation resources for a plenty of different tasks. They are: machine learning (and particular neuron networks [1, 2]), internet services, medical researches and others.

For solution of this task, scientists and the whole industry moves in several directions: the first one is to use a parallelization technique. There is a strong trend for using Graphic Processing Unit (GPU) as a device with ability to calculate a lot of parallel processes. In [3], GPU was used for calculation of Boltzmann equation, in machine learning [1, 2, 4-6], GPU is a new trend for neural networks calculus [4-6]. The second trend is using Petri nets as a tool that can be applied for parallel and asynchronous processes description [7]. Particularly, in [8-10] Petri nets were applied for description of industrial automatic control systems of a water utilities. They were used for modeling communication between payphones and a center of their control. So, it is an important and actual task that should be solved for a sustainable development.

In the paper, we want to propose an algorithm of sorting an array of binary numbers using Petri nets. The main requirement of the algorithm is a maximum level of parallelization and asynchronization that is used for making the algorithm as fast as possible.

2. The algorithm

The main idea of the algorithm is to divide an entire array into independent pairs of adjacent elements and make their comparison in parallel. Let us consider it in more details in figure 1. Initially, all places do not contain any tokens, except for the start place and the places that represent numbers in a binary
form. Work of a network starts with a transition of tokens from the start place to $ei$-th places (each place represents numbers availability). Since the $fi$ places do not contain tokens, the transition from $ei$ and $ei+1$ is available for an operation. As a result, a token goes to the $di$ places that enables a comparison of adjacent elements with the help of the comparison sections. These sections are organized in a form of a table where columns represent elements in the form of discharges, and rows represent the same discharges of the elements. Each comparison section is linked by three inputs (comparison, swap and readiness) and outputs (need to compare next discharge, need to swap next discharge, elements are compared). Final transitions (need to compare next discharge and swap next discharge outputs) of the comparison sections are combined on places $ci$ and via transition $Bi$ tokens go to $ei$, $ei+1$ places to show that elements are not in a comparison, to $fi$ to block this pair of elements for the next comparison, and to $ai$, $ai-1$ (if they exist) - to unlock these pairs for the next comparisons. In case the left element is lesser than the right one, the token via the $bi$ transition goes to the same places except for $ai$, $ai-1$ in cause there is no demand to compare pairs of adjacent elements if they were not changed.

![Figure 1. A common scheme of an algorithm of an array sorting using Petri nets](image)

In figure 2, a section of array elements comparison is displayed. It contains two kinds of tokens: “stars” that show commands and “circles” that show an existence of a binary value. If places $p1$, $p2$ contain a token that has a value of one, in the opposite case – zero. The section starts its work at one of the three commands: the first one is “compare i-th elements” means that elements of comparison are
required. In this case one of transitions of comparison ("="","","<") is available due to transition from place \( p7 \) to these transitions. If \( p7 \) does not contain a token, then ("="","","<") transitions are blocked. Here we consider that the "=" transition is available if \( p1, p3 \) places contain circle tokens whether both of them do not contain anything, ">" is available if \( p1 \) contains token and \( p2 \) does not, and "<" is available in the opposite case.

**Figure 2.** A section of array’ s elements comparison

The second command “Swap i-th elements” firstly shifts the star token to \( p2 \), and after through transitions the places exchange their tokens. The last command “Elements’ ve compared” is used in case a comparison at above levels has already finished. So, it is like a bypass through all other sections.

3. An example
Let us consider an algorithm work by the following example of the array: \([9, 0, 1, 2, 3, 4, 5, 6, 7, 8]\). Conditional tacts are shown in table 1. Needless to say that on every conditional tact different pairs of adjacent elements can be formed. On the first conditional tact, the following pairs of elements were chosen: \(\{0, 1\}, \{3, 4\}, \{5, 6\} \text{ and } \{7, 8\}\). On the next conditional tact, the same pairs cannot be chosen; so, the next pairs are: \(\{0, 9\}, \{1, 2\}, \{4, 5\} \text{ and } \{6, 7\}\). As a result, the array will be sorted by 9 conditional tacts.

**Table 1.** An example of the algorithm applying

| # of conditional tact | Array elements     |
|-----------------------|--------------------|
| 0                     | \([9, 0, 1, 2, 3, 4, 5, 6, 7, 8]\) |
| 1                     | \([9, 0, 1, 2, 3, 4, 5, 6, 7, 8]\) |
| 2                     | \([0, 9, 1, 2, 3, 4, 5, 6, 7, 8]\) |
| 3                     | \([0, 1, 9, 2, 3, 4, 5, 6, 7, 8]\) |
It is important to mention that on the different starts, the algorithm can show different numbers of conditional tacts, i.e. Petri nets allow choosing different transitions and there is no guarantee that the optimal pairs will be chosen. A bubble sort (that was used as a prototype for the algorithm) requires about 50 tacts.

4. Future discussions
An idea of principles of parallelization and asynchronization using of Petri nets can be developed and applied to complex algorithms like a merge sorting [11]. A scheme of such applying is shown in figure 3 where an array is displayed as a spiral (it is required to show that each element has four neighbors (left, right, bottom, down)).

![Figure 3. An idea of applying parallelization and asynchronization principles to a merge sorting algorithm](image)

In this scheme, a basic structure is proposed. It consists of a logic of blocking that looks pretty the same as the logic of blocking in figure 1 (it also can contain several changes related to the fact that elements will be compared not only with left and right neighbors, but also with bottom and upper). The scheme of logic blocking allows (or disable) comparison sections, which can compare elements, to work (they are represented here as arrows from a big spiral coil to a small one) in four directions (left, right, bottom, down). After the spiral tokens go to the collection section (the same as ci places in figure 1) and from it back to the logic of blocking. Potentially, this scheme can work faster than the proposed algorithm.

5. Conclusion
In conclusion we want to say that an asynchronous algorithm was proposed. This algorithm allows sorting binary elements in parallel and asynchronously and as result it may significantly increase the sorting speed. For example, if an array contains 100 elements (it also means that a number of simultaneously compared elements is in the interval of 33 to 50 (including)), then it can be sorted by
150 tacts in the worst case. In the best case (when an array is sorted, the algorithm executes in 2 or 3 tacts depending on how pairs would be made).

The next steps of this work are applying principles of parallelization and asynchronization (that were shown in the paper) for the merge sort algorithm.
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