Morse Graphs: Topological Tools for Analyzing the Global Dynamics of Robot Controllers
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Abstract. Understanding the global dynamics of a robot controller, such as identifying attractors and their regions of attraction (RoA), is important for safe deployment and synthesizing more effective hybrid controllers. This paper proposes a topological framework to analyze the global dynamics of robot controllers, even data-driven ones, in an effective and explainable way. It builds a combinatorial representation representing the underlying system’s state space and non-linear dynamics, which is summarized in a directed acyclic graph, the Morse graph. The approach only probes the dynamics locally by forward propagating short trajectories over a state-space discretization, which needs to be a Lipschitz-continuous function. The framework is evaluated given either numerical or data-driven controllers for classical robotic benchmarks. It is compared against established analytical and recent machine learning alternatives for estimating the RoAs of such controllers. It is shown to outperform them in accuracy and efficiency. It also provides deeper insights as it describes the global dynamics up to the discretization’s resolution. This allows to use the Morse graph to identify how to synthesize controllers to form improved hybrid solutions or how to identify the physical limitations of a robotic system.
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1 Introduction

Estimating Regions of Attraction (RoA) of a dynamical system is needed in robotics for understanding the conditions under which a controller can be safely applied to solve a task. It is also needed for composing controllers and forming hybrid solutions that work from a wider swath of the underlying state space. Estimating such RoAs, however, is challenging.

Computing a Lyapunov function (LF) can provide an RoA but obtaining an analytical expression for an LF is difficult for general non-linear systems. This motivated numerical solutions, which often still require access to the system’s
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Fig. 1: Results of the proposed combinatorial analysis for a pendulum operating under an LQR controller so as to reach the (0,0) state in the phase space. (i) The method outputs the Morse graph $\mathcal{MG}(\mathcal{F})$ (left) to identify recurrent dynamics. (ii) The numbered Morse cells $\mathcal{M}$ represent recurrent sets associated with nodes of $\mathcal{MG}(\mathcal{F})$. The RoAs of the regions in $\mathcal{M}$ are indicated by the corresponding light colors and letters. (iii) The graph on the right is used to identify the RoAs for the corresponding recurrent sets.

differential equation for computing an LF. Recent advances in data-driven control provide effective learned controllers [24, 21], which do not have analytical expressions. Machine learning methods have also been proposed to learn RoAs [13, 6] without access to the control law’s expression as well as for composing controllers [37, 7]. These methods, however, tend to be sensitive to parameters, are computationally demanding in time and memory while lacking guarantees. Therefore, there is a need for identifying RoAs, especially of data-driven systems, in a robust, mathematically rigorous, and computationally efficient way.

**Contributions**: This work sidesteps the estimation of an LF. It builds on top of recent progress in combinatorial dynamics and order theory [27–29] to propose a combinatorial analysis of the global dynamics of black-box robot controllers and describe attractors and their corresponding RoAs. The approach is based on a finite combinatorial representation of the state space and its nonlinear dynamics. It only requires access to a discrete time representation of the dynamics and can handle analytical, data-driven and hybrid controllers.

For instance, consider the phase space of a pendulum as in Fig. 1 given an LQR controller for driving the system to the (0,0) state. The proposed framework generates the combinatorial representation on the right, where nodes correspond to regions in a state space decomposition. This information is then summarized in more compact, annotated, acyclic directed graphs called Morse graphs, shown on the left. The nodes of Morse graphs can contain attractors of interest. The associated RoAs can also be inferred automatically from the combinatorial representation. The resulting information is finite and graphical in nature, thus, it can be easily queried and understood by a person. The accompanying evaluation shows that the proposed tools are relatively computationally efficient, provide a more global, explainable understanding of the dynamics, of-
ten achieve higher accuracy and provide stronger guarantees than alternatives. They also allow the composition of hybrid controllers with wider RoAs.

**Related Work:** Multiple numerical methods exist for estimating RoAs given direct access to the system’s expression [20]. For instance, maximal Lyapunov functions (LFs) [48] incrementally compute the RoA. Constructing an ellipsoidal RoA approximation reduces to a linear matrix inequalities (LMIs) problem [38, 39], which has been applied to wheeled robots [43] and NASA’s generic transport model [35]. There are also convex formulations that rely on LMI relaxations to solve a convex linear program and approximate the RoA of systems with polynomial dynamics and semi-algebraic inputs [25]. An LF can be restricted to be a sum-of-squares (SoS) polynomial constructed via semi-definite programming [36]. SoS methods can build randomized stabilized trees with LQR feedback [47], pre-compute funnel libraries [31] and acquire certificates of stability of rigid bodies with impacts and friction [41]. State space samples satisfying a Lyapunov-type inequality can construct neighborhoods where the candidate LF is certified [9]. In contrast, the proposed approach avoids computing an LF and does not require access to the analytical expression of the underlying control law.

Reachability analysis [5] computes the backward reachable tube of a dynamical system returning the maximal RoA without imposing shape restrictions. Tasks include RoA computation of dynamical walkers [14] and, combined with machine learning, maintain the system’s safety over a given horizon [22]. Barrier functions ensure safety of unknown dynamical systems, and can be learned with Gaussian Processes (GP) to obtain safe policies [3]. Barrier certificates (BCs) can identify areas needing exploration to expand the safe set [50].

Machine learning can be used to compute both LFs and BCs. One approach is to alternate between a learner and a verifier to search within a LFs set [12]. An alternative approximates the dynamics map as a piecewise linear neural network using a counterexample-guided method as a verifier to synthesize a LF [13]. LFs can also be constructed via stable data-driven Koopman operators [32]. LFs and BCs can be obtained by training a neural network and using an SMT solver as a verifier [1]. LFs for piecewise linear dynamical systems can be synthesized as the outputs of neural networks with leaky ReLU activations [17]. Given a system’s initial safe set, a neural network LF is trained to adapt to the RoA’s shape [44]. GPs can be used to obtain a Lyapunov-like function [30]. Finally, LFs can be synthesized while learning a controller to prove the controller’s stability and generate counter-examples to improve the controller [18]. This paper compares performance against a state-of-the-art ML approach that computes an LF [44].

This work builds on top of topological tools. Topology has been used for various problems in robotics, such as deformable manipulation [8, 4], robot perception [19], multi-robot problems [49], determining homotopy-in-equivalent trajectories [40] and to extract higher-order dynamics for motion prediction [11]. Morse theory has been used to incrementally build local minima trees for multi-robot planning problems [34], and to find paths to cover 2D and 3D spaces [2]. To the best of the authors’ knowledge, this is the first application of recent advancements in topology to summarize the global dynamics of robot controllers.
2 Problem Setup

This work aims to systematically analyze the global dynamics of robot controllers based on combinatorial dynamics and order theory [27–29]. The prior theory is very general and applies to any continuous dynamical system defined over a locally compact metric space. The material is adopted and applied to the restricted setting of robot control problems. In particular, consider a nonlinear continuous-time system:

\[ \dot{x} = f(x, u), \]

where \( x(t) \in X \) is the state at time \( t \) in a domain \( X \subseteq \mathbb{R}^n, u : X \rightarrow U \subseteq \mathbb{R}^m \) is a Lipschitz continuous control as defined by a control policy \( u(x) \), and \( f : X \times U \rightarrow \mathbb{R}^n \) is a Lipschitz continuous function, where \( U \) is an open set in \( \mathbb{R}^m \). The dynamical system consists of the model \( f(\cdot) \), which can be accessed but it is not necessarily known analytically, and a control policy \( u = u(x) \) that can be either analytical or learned from data.

For a given time \( \tau > 0 \), let \( \phi_\tau : X \rightarrow X \) denote the function derived from solving Eq. (1) forward in time for duration \( \tau \) from everywhere. Given that \( f \) and \( u \) are Lipschitz continuous, \( \phi_\tau \) is also Lipschitz continuous. Denote the global Lipschitz constant of \( \phi_\tau \) by \( L_\tau \). Observe that a RoA for Eq. (1) is a RoA under \( \phi_\tau \). Therefore and w.l.o.g, the rest of this work focuses on the dynamics of \( \phi_\tau \), which is not assumed, however, to be computable and available.

The objective is to identify a combinatorial approach, which can capture meaningful aspects of the dynamics of interest according to \( \phi_\tau : X \rightarrow X \), which are continuous in nature. In this context, a subset of the state space \( N \subset X \) is an attracting block for \( \phi_\tau \), if \( \phi_\tau(N) \subset \text{int}(N) \), where \( \text{int} \) denotes topological interior. This means that the system of Eq. (1) will not escape the subset \( N \) once it has entered it. Denote the set of attracting blocks of \( \phi_\tau \) by \( \text{ABlock}(\phi_\tau) \). Given \( N \in \text{ABlock}(\phi_\tau) \), its omega limit set is an invariant set for \( \phi_\tau \) defined as:

\[ \omega(N) := \bigcap_{n \in \mathbb{Z}^+} \overline{\bigcup_{k=n}^{\infty} \phi_\tau^k(N)} \]

where \( \phi_\tau^k \) is the composition \( \phi_\tau \circ \cdots \circ \phi_\tau \) (\( k \) times) and \( \overline{\cdot} \) is topological closure. The attracting block \( N \) is a RoA for \( \omega(N) \). In general \( \text{ABlock}(\phi_\tau) \) is huge, containing uncountably many elements, and is too large to work with. Thus, the problem is to systematically identify a minimal finite subset of \( \text{ABlock}(\phi_\tau) \) that both represents as tightly as possible the attractors and captures the maximal RoAs of these attractors.

Running Example: For exposition purposes, the following discussion will use the second-order pendulum as an example to explain the corresponding definitions and the proposed method (Fig 1). The pendulum is modeled by the differential equation \( m\ell^2 \ddot{\theta} = mg\ell \sin \theta - \beta \dot{\theta} + u \), with state \( x := (\theta, \dot{\theta}) \), where \( \theta \) is the angle from the upright equilibrium \( \theta_o = 0 \), \( u \) is the input torque, \( m \) is the pendulum mass, \( G \) is the gravitational acceleration, \( \ell \) is the pole length, and \( \beta \) is the friction coefficient. The control \( u \) in the running example is computed by the LQR approach described in Section 4. In Fig. 1, we use the time-1 map \( \phi_1 \) of the flow of the pendulum under the LQR controller. The proposed method is not limited to this or similar low-dimensional systems/controllers.
3 Proposed Framework and Method

Overview: The method first approximates $\phi_\tau$ by decomposing the state space $X$ into regions $\xi$. For multiple initial states within each $\xi$ the system is propagated forward for time $\tau$ to identify regions reachable from $\xi$. Given the reachability information and the Lipschitz continuity of $\phi_\tau$, a directed multi-valued graph representation $F$ stores each region $\xi$ as a vertex and edges point from $\xi$ to all regions in an outer (conservative) approximation of its true reachable set.

The method then computes the strongly connected components (SCC) of $F$. An SCC is a maximal set of vertices of $F$ such that every pair of vertices in the SCC are reachable from each other. The non-trivial SCCs of $F$, i.e., those with at least one edge, are called recurrent sets, and capture the recurrent dynamics of $\phi_\tau$. Every region $\xi$ not in a recurrent set exhibits non-recurrent behavior. The same algorithm that computes SCCs also provides a topological sort of the vertices in $F$, which allows to define reachability relationships between recurrent sets and non-recurrent regions. This gives rise to a condensation graph $CG(F)$, where all SCCs are condensed to a single vertex and edges reflect reachability according to the topological sort. Typically, $CG(F)$ is roughly the same size as $F$ and cumbersome to maintain. The implementation avoids explicitly storing either graph. The method succinctly captures the recurrent and non-recurrent dynamics in the Morse graph $MG(F)$, whose vertices are the recurrent sets of $F$ and whose edges reflect reachability according to the topological sort. Overall, the proposed method can be divided into the four steps described below:

- **Step 1.** State space decomposition and generation of input to represent $\phi_\tau$;
- **Step 2.** Construction of the combinatorial representation $F$ of the dynamics given an outer approximation of $\phi_\tau$;
- **Step 3.** Computation of Condensation Graph $CG(F)$ and Morse Graph $MG(F)$ via identification of recurrent sets/SCCs of $F$ and topological sort;
- **Step 4.** Derivation of RoAs for the recurrent sets from $CG(F)$;

**Step 1 - State Space Decomposition and Generation of Input Data:** This paper considers the control system of Eq. (1) restricted to a state space given by an orthotope $X = \prod_{i=1}^{n}[a_i, b_i]$, allowing for the possibility of periodic boundary conditions. This allows for torus-like spaces, such as for the running example of the $2^{nd}$-order pendulum. For simplicity, the accompanying implementation is using a uniform discretization of the state space based on $2^{k_i}$ subdivisions in the $i$-th component resulting in a decomposition of the state space into $\prod_{i=1}^{n} 2^{k_i}$ cubes of dimension $n$. The term $\mathcal{X}$ denotes the collection of these cubes.

The method then generates the set of values of $\phi_\tau$ at the corner points of cubes in $\mathcal{X}$. More precisely, let $V(\mathcal{X})$ denote the set of all corner points of cubes in $\mathcal{X}$. The method computes the set of ordered pairs $\Phi_\tau(\mathcal{X}) := \{(v, \phi_\tau(v)) \mid v \in V(\mathcal{X})\}$, by forward propagating the dynamics for time $\tau$ from all $V(\mathcal{X})$. In this way, this work does not assume exact, analytical knowledge of $\phi_\tau$, but rather exploits its existence. It only requires the ability to generate the set $\Phi_\tau(\mathcal{X})$.

**Step 2 - Combinatorial Representation $F$ via outer approximation:** The dynamics of the continuous $\phi_\tau$ are approximated by a combinatorial multivalued
map $F \colon \mathcal{X} \rightarrow \mathcal{X}$, where vertices are $n$-cubes $\xi \in \mathcal{X}$. The map $F$ contains directed edges $\xi \rightarrow \xi'$, $\forall \xi' \in \Phi_F(\xi)$. The set of cubes identified by $F(\xi)$ are meant to capture the possible states of $\phi_\tau(\xi)$. To obtain mathematically rigorous results about the dynamics of $\phi_\tau$, it is sufficient for $F$ to be an outer approximation of $\phi_\tau$, i.e., for

$$\phi_\tau(\xi) \subset \text{int}(F(\xi)) \quad \text{for all } \xi \in \mathcal{X} \quad (2)$$

where int denotes topological interior. The left side of Eq. (2) indicates the set of states that can be achieved in time $\tau$ according to (1), which is unknown exactly. On the right side, $F(\xi)$ is a list of vertices that can be identified with a set of $n$-cubes in $X$. The inclusion relation and int indicate the constraint that a large enough collection of cubes is chosen in $F(\xi)$ to enclose $\phi_\tau(\xi)$ and at least an arbitrarily small overestimation is needed. The minimal outer approximation of $\phi_\tau$ [26] is:

$$F_{\text{min}}(\xi) := \{\xi' \in \mathcal{X} \mid \xi' \cap \phi_\tau(\xi) \neq \emptyset\},$$

that is, $F_{\text{min}}(\xi)$ indicates the minimal set of cubes that contain the set of all states that can be reached in time $\tau$ starting in $\xi$. See Fig. 2(left) for an illustration. Even with complete knowledge of $\phi_\tau$, computation of $F_{\text{min}}$ is typically prohibitively expensive. Nevertheless, from a mathematical perspective it suffices to work with any $F \colon \mathcal{X} \rightarrow \mathcal{X}$ that satisfies $F_{\text{min}}(\xi) \subset F(\xi)$ for all $\xi \in \mathcal{X}$. In general, the objective is to achieve a tight outer approximation, as the larger the size of the images of $F$, the less the information about the dynamics of $\phi_\tau$.

The assumption for an outer approximation is that $F(\xi) \neq \emptyset$ for all $\xi \in \mathcal{X}$. In practice it does not need to hold. Determining $F$ represents the major computational bottleneck as it involves numerical simulations of Eq. (1) or obtaining real-world experiments with the robotic system. The flexibility in the definition of an outer approximation provides flexibility in its construction. This work computes $F$ as follows: Recall that $\phi_\tau$ is Lipschitz with constant $L = L_\tau$ ($L$ depends on $\tau$). Given $x \in X$, let $B(x, \delta) = \{x' \in X \mid \|x - x'\| \leq \delta\}$ denote the $\delta$-closed ball at state $x$. Define the diameter of $\xi \in \mathcal{X}$ by $d(\xi) := \max_{x, x' \in \xi} \|x - x'\|$ and the diameter of $\mathcal{X}$ by $d := \max_{\xi \in \mathcal{X}} d(\xi)$. Note that for a uniform grid, $d = d(\xi)$, independently of the choice of $\xi$. Let $V(\xi)$ be the set of corner points of the cube $\xi$ and:

$$F(\xi) := \left\{\xi' \mid \xi' \cap \overline{B(\phi_\tau(v), Ld/2)} \neq \emptyset \text{ for some } v \in V(\xi)\right\}.$$
Step 3 - Identification of recurrent & non-recurrent behavior of $\mathcal{F}$:
Identifying all the recurrent sets $\mathcal{M}$ of $\mathcal{F}$ is performed using Tarjan’s Strongly Connected Components (SCC) algorithm, which is linear in the number of elements of $\mathcal{X}$ plus the number of edges in $\mathcal{F}$. The accompanying implementation uses a modified version of the algorithm, which does not store the whole digraph $\mathcal{F}$ in memory and yet evaluates $\mathcal{F}$ only once for each node $[10, 33]$.

An indexing set $\mathcal{P}$ is introduced in order to distinguish all the recurrent sets and helps to enumerate them: $\{\mathcal{M}(p) \mid p \in \mathcal{P}\}$. A partial order relation $\leq$ on $\mathcal{P}$ is imposed on the corresponding recurrent sets $\mathcal{M}(p)$. In particular, $q \leq p$ if there exists a path in $\mathcal{F}$ from a $\xi \in \mathcal{M}(p)$ to a $\xi' \in \mathcal{M}(q)$. Identifying the partial order $\leq$ for two recurrent sets is a question of reachability on $\mathcal{F}$ between the two recurrent sets and is done taking advantage of the fact that Tarjan’s algorithm also performs a topological sort on the vertices. For the examples of this paper, the number of recurrent sets is in the order of tens.
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Fig. 3: From left to right: An example decomposition of a state space into regions and transitions between regions. The corresponding multivalued map $\mathcal{F}$. The condensation graph $\text{CG}(\mathcal{F})$ where SCCs have been condensed to a single vertex. The corresponding Morse graph were node 0 corresponds to the SCC $\{1,2\}$ with RoA=$\{0,1,2,3\}$ and node 1 corresponds to the SCC $\{5,6\}$ with RoA=$\{5,6,7\}$. Initial conditions in region 4 (identified with node 2) may end up either in regions $\{1,2\}$ (node 0) or $\{5,6\}$ (node 1).

Thus, the output of the SCC algorithm is a new graph representation, a condensation graph $\text{CG}(\mathcal{F})$ of $\mathcal{F}$, which is formed by contracting each strongly connected component of $\mathcal{F}$ into a single vertex. The condensation graph $\text{CG}(\mathcal{F})$ is by definition a directed acyclic graph. The reachability on $\mathcal{F}$ defines the direction of the edges in the condensation graph $\text{CG}(\mathcal{F})$ and relates to the partial order relation, where $v \leq w$, if there is a directed edge $w \rightarrow v$ in $\text{CG}(\mathcal{F})$. While the graph $\text{CG}(\mathcal{F})$ has condensed all SCCs into a single vertex, it is still a huge graph representation as it stores all the vertices of $\mathcal{F}$ that are not in a recurrent set.

For this reason, the proposed method outputs the sub-graph derived only from the recurrent sets (i.e., the non-trivial SCCs) as these components are the only possible candidates for containing the attractors of RoAs given the level of discretization. This is referred to as the Morse graph $\text{MG}(\mathcal{F})$ of $\mathcal{F}: \mathcal{X} \rightrightarrows \mathcal{X}$ (shown in Fig. 1) and is the partially ordered set:

$$\text{MG}(\mathcal{F}) = \{\mathcal{M}(p) \subseteq \mathcal{X} \mid p \in (\mathcal{P}, \leq)\}.$$  \hspace{1cm} (3)

Since $(\mathcal{P}, \leq)$ is a partially ordered set, $\text{MG}(\mathcal{F})$ can be represented as a directed graph. The Morse graph $\text{MG}(\mathcal{F})$ of $\mathcal{F}: \mathcal{X} \rightrightarrows \mathcal{X}$ is the Hasse diagram of $(\mathcal{P}, \leq)$, i.e., the minimal directed graph from which $(\mathcal{P}, \leq)$ can be reconstructed.
The Morse graph for the inverted pendulum is presented in Fig. 1 and is indexed by $P = \{0, \ldots, 6\}$ with order relations: $p < q$, iff there is a path from $q$ to $p$ in the digraph. Hence, 4, 2, and 0 are the minimal elements and 1 < 3 and 5 < 6. The MG($F$) is computed by Algorithm 1, which takes as input the decomposition $X$, the dataset $\Phi_T(X)$ (representing the map $\phi_T$), and an estimate for the Lipschitz constant $L$ of $\phi_T$. The dataset $\Phi_T(X)$ is used to compute the outer approximation $F$, as described in Step 2. When the condensation graph is computed, the non-trivial SCCs (components with at least one edge) are flagged, as they become nodes of the Morse graph. Then, the only step remaining is to determine the reachability of recurrent sets as discussed above.

**Algorithm 1: MorseGraph($X$, $\Phi_T(X)$, $L$)**

1. $F \leftarrow$ OuterApproximation($X$, $\Phi_T(X)$, $L$) \ // $F$ as a digraph but not stored in memory explicitly
2. SCC($F$) \leftarrow StronglyConnectedComponents($F$)
3. CG($F$) \leftarrow CondensationGraph(SCC($F$)) \ // flag non-trivial SCCs
4. MG($F$) \leftarrow Reachability(CG($F$))
5. return MG($F$), CG($F$)

**Step 4 - Derivation of RoAs:** Define $O_\bullet: X \rightrightarrows P$ and $O^\bullet: X \rightrightarrows P$ as:

$O_\bullet(x) := \min \{ p \in P \mid \text{there exists a path in } F \text{ from } x \text{ to } \xi' \in M(p) \}$

$O^\bullet(x) := \max \{ p \in P \mid \text{there exists a path in } F \text{ from } x \text{ to } \xi' \in M(p) \}$

Note that since $P$ is a poset it is possible that $O_\bullet(x)$ and $O^\bullet(x)$ have multiple values. Under the assumption that $F$ is an outer approximation of $\phi_T$, then, if $p \notin O_\bullet(x)$, it is true that for every $x \in x$ and any $n \geq 0$, $\phi^n_T(x) \notin M(p)$.

**Theorem 1.** If $p$ is a minimal element of $(P, \leq)$ and $O^\bullet(x) = \{p\}$, then for every $x \in x$, there exists $n \geq 0$ such that $\phi^n_T(x) \in M(p)$. As a consequence if $p$ is a minimal element of $(P, \leq)$, then $\{x | M(x) \cap O^\bullet(x) = \{p\}\}$ is the maximal RoA for $M(p)$ that can be rigorously identified using $F$.

Returning to the example of Fig. 1, $O^\bullet(x) = p$ for $x$ is the region corresponding to the Morse set $M(p)$, for $p = 0, \ldots, 6$. For $x$ in the RoA indicated by $a$, $b$, $c$, $d$, and $e$ the following map arises: $O^\bullet(x) = 0$ for $a$, $O^\bullet(x) = 2$ for $b$, $O^\bullet(x) = 4$ for $c$, $O^\bullet(x) = 3$ for $d$, and $O^\bullet(x) = 6$ for $e$. This is indicated by the graph in Fig. 1 (right). $O^\bullet(x)$ is the Morse node reachable from the corresponding region in the graph. It follows from Theorem 1 that the regions in Fig. 1 labeled 4 and 6 form the maximal RoA of 4, the regions labeled 2 and 4 form the maximal RoA of 2, and the regions labeled 0 and 2 form the maximal RoA of 0.

To obtain $O^\bullet$, the graph CG($F$) is explored with a depth first search (DFS) approach and for each visited vertex $v \in CG(F)$ the maximal reachable Morse nodes are identified. That is, the collection of $p \in P$ such that there exists a path from $v$ to a cube $x \in M(p)$. See Appendix A for an implementation of the DFS.

**Relationship to Continuous Dynamics:** The condensation graph CG($F$) and the Morse graph MG($F$) of $F$ are highlighted in the right column of Fig. 4 as the combinatorial objects computed given the outer approximation $F$ of $\phi_T$. Each element of CG($F$) is identified with a region of $X$. This collection of regions is denoted by $T$ and, as shown in Fig 4, it is isomorphic as a poset to CG($F$). To find attracting blocks, the method uses the following fact [28]. Let $F$ be an outer...
approximation of $\phi_T$: If $x \in T \in \mathcal{T}$ and $\phi_T(x) \in T' \in \mathcal{T}$, then $T' \leq T$ where $\leq$ is the order relation on $\mathcal{T}$, i.e., forward orbits under $\phi_T$ can be tracked by descending the order relation on $\mathcal{T}$. Stated more concisely: $O(T) := \{T' \in \mathcal{T} | T' \leq T\}$ is the downset of $T \in \mathcal{T}$.

The dynamics are simulated via numerical integration [23]. The state and control steering that cannot reverse [16], (iii) a 2nd-order (Acrobot) [45]. The dynamics are simulated via numerical integration [23]. The state and control space limits are given in Table 1.

| System  | $X$  | $U$  | Bounds on $X$ | Bounds on $U$ | Controllers    | Goal  |
|---------|------|------|---------------|---------------|----------------|-------|
| Pendulum | $\theta, \theta$ | $T$ | $[\{\pi, 2\pi\}, \{\pi, 2\pi\}]$ | $[0.6372, 0.6372]$ | Learned, LQR | $[0.0]$ |
| Ackermann | $(x, y, \theta)$ | $V$ | $[\{-10, -10, -\pi\}, \{10, 10, \pi\}]$ | $[\{-0.30, -0.30\}]$ | Learned, LQR, Corke | $[0.0, 0.30]$ |
| Acrobat  | $(\theta_1, \theta_2, \theta_1, \theta_2)$ | $\theta_2$ | $[\{0, -\pi, -6, 6\}, \{2\pi, \pi, 6, -6\}]$ | $[14, 14]$ | Hybrid, LQR | $[0.0, 0.0]$ |

Table 1: Systems and controllers considered in the evaluation.

Controllers: For each system, alternative controllers are considered:

(i) An LQR controller linearizes the system around the goal: $\dot{x} = Ax + Bu$ ($A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{m \times n}$) and the controller $u = -Kx$ minimizes the cost $J_{LQR} = x(T)^T F x(T) + \int_0^T (x(t)^T Q x(t) + u(t)^T R u(t)) dt$ ($F, Q \in \mathbb{R}^{n \times n}$, $R \in \mathbb{R}^{m \times m}$).

(ii) A Learned controller trained using the Soft Actor-Critic (SAC) [24] algorithm to maximize the expected return $J(\pi) = \mathbb{E}_{\tau \sim \rho_\pi} \left[ \sum_{t=0}^T R(x_t) \right]$, where the reward function is $R : X \rightarrow \{0, 1\}$. $R(x_t) = 1$ if $x_t$ is within an $\epsilon$ distance from
the goal state and 0 otherwise.

(iii) A Hybrid controller for the Acrobat uses the Learned controller to drive the system to a relaxed goal distance, from where LQR takes over.

(iv) The Corke controller for Ackermann [16] transforms the state into polar coordinates \((\rho, \alpha, \beta)\) to define linear control laws for the velocity \(v = K_\rho \rho\) and steering angle \(\omega = K_\alpha \alpha + K_\beta \beta\). It’s able to drive a reverse-capable system to the goal assuming \(K_\rho > 0, K_\beta < 0, K_\alpha - K_\rho > 0\). The experiments, however, consider only positive velocities limiting its reachability.

**Comparison Methods:** L-LQR and L-SoS use a linearized, unconstrained form of the dynamics to compute a Lyapunov function (LF) for the controller being considered. L-LQR uses the solution of the Lyapunov equation \(v_{LQR}(x) = x^T P x\) for the linearized, unconstrained version of the system. L-SoS computes the LF according to \(v_{sos}(x) = m(x)^T Q m(x)\) where \(m(x)\) are monomials on \(x\) and \(Q\) is a positive semidefinite matrix. It uses SOSTOOLS [42] with SeDuMi [46] as the SDP solver. These methods cannot be used with data-driven controllers (like Learned) since they require a closed-form expression for the controller.

The Lyapunov Neural Network (L-NN) [44] is a state-of-the-art, machine learning approach with available software for identifying RoAs of black-box controllers. It returns a parametrized function that is trained to adapt to the RoA of a closed-loop dynamical system. Given an initial safe set around the desired equilibrium, a subset of non-safe states are forward propagated, classified and used to reshape the Lyapunov candidate in each iteration. The method needs access to a known safe-set and there is no guarantee the safe-region won’t shrink.

**“Ground Truth” RoAs:** For each benchmark (i.e., a controller-system pair), an approximation of the ground truth RoA for the goal state is computed by high-resolution discretization of the state space, and forward propagating the controller for a very long, fixed time horizon, or until the goal is reached. Appendix C provides the parameters for this ground truth evaluation.

**Metrics:** Given the “ground truth” RoA, the following metrics are reported:

(a) Table 2 provides the ratio of \(X\)’s volume correctly identified to belong to the RoA (True Positives - TP) - its complement gives the ratio of \(X\)’s volume *incorrectly* identified as not being in the RoA (False Negatives - FN);

(b) Table 3 provides the ratio of \(X\)’s volume for which the dynamics have not been identified (Unidentified);

(c) Table 4 provides the amount of computational resources required for L-NN and Morse Graph (MG) measured using the number of forward propagations performed (steps) – the dominant computational primitive. Given their analytical nature, the L-LQR and L-SoS alternatives do not require forward propagations

| Benchmark       | L-NN | L-LQR | L-SoS | Ours: MG |
|-----------------|------|-------|-------|---------|
| Pend (LQR)      | 97.54% | 69.91% | 3.07% | 97.49%   |
| Pend (Learned)  | 30.18% | 69.91% | 3.07% | 98.5%    |
| Acro (LQR)      | 89.06% | 26.84% | 25.66% | 96.36%   |
| Acro (Hybrid)   | 13.79% | 26.84% | 25.66% | 98.75%   |
| Ack (LQR)       | 7.55%  | 21.78% | 2.43%  | 0%       |
| Ack (Corke)     | 10.23% | 41.36% | 86.69% | 100%     |
| Ack (Learned)   | 91.47% | 41.36% | 86.69% | 100%     |

Table 2: RoA ratios identified by the different methods. Best values per row in bold.
of the system and tend to be computationally faster but require access to an expression for the controller.

**Quantitative Results:** The proposed method tends to estimate larger volumes of the RoA compared to alternatives per Table 2. It also consistently identifies the dynamics for larger volumes of $X$ compared to the comparison points, which cover lower volumes of $X$ per Table 3. Moreover, the proposed method is broadly applicable to different controllers, and finds a larger volume of the RoA when compared to L-NN for the Pendulum (Learned), Acrobot (Hybrid), Ackermann (Learned).

| Benchmark      | L-NN  | L-LQR | L-SOS | Ours: MG |
|----------------|-------|-------|-------|----------|
| Pend (LQR)     | 61.33%| 61.33%| 61.33%| 1.66%    |
| Pend (Learned) | 81.44%|       |       | 1.25%    |
| Acro (LQR)     | 10.94%| 73.16%| 74.34%| 3.64%    |
| Acro (Hybrid)  | 86.21%|       |       | 1.25%    |
| Ack (LQR)      | 83.03%| 82.87%| 82.87%| 100%     |
| Ack (Corke)    | 27.81%| 29.35%| 24.5% | 0.00%    |
| Ack (Learned)  | 8.55% |       |       | 0.00%    |

Table 3: $X$’s ratio returned as unidentified by the different methods. Best values per row in bold.

The computational needs of the Morse Graph is one or two orders of magnitude less than that of the L-NN. The learned controllers benefit the most from the topological approach as it provides in all cases a higher coverage of the RoA with fewer propagations. There are two cases where MG takes a larger number of propagation steps compared to L-NN. In the case of Ackermann (LQR), this is because MG is unable to find a unique attractor for the system (see discussion below). In the case of Acrobot (Hybrid), L-NN fails to identify the true RoA accurately.

Some of the comparison points may incorrectly identify a volume of $X$ as belonging to RoA (False Positives - FP). This is not true for the Pendulum, since the attractor of interest is not at the boundary of the RoA. But for the LQR and Corke controllers of the Ackermann, the desired goal is not an attractor since some trajectories close to the goal region escape $X$ (a consequence of not allowing negative velocities). Therefore, the comparison methods fail to conservatively estimate the RoA, resulting in FPs. The topological framework, however, does not result in FPs (explained below). The Ackermann Learned controller and the Acrobot controllers present no FPs since the goal region is an attractor.

The RoA estimated by L-NN (1st and 3rd image) and Morse Graph (2nd and 4th image, where the dark shading is the attractor) for the LQR (left) and Learned controllers (right) of the pendulum.

| Benchmark      | L-NN  | Ours: MG |
|----------------|-------|----------|
| Pend (LQR)     | 667.1M| 6.6M     |
| Pend (Learned) | 341.9M| 6.6M     |
| Acro (LQR)     | 5.7B  | 1.1B     |
| Acro (Hybrid)  | 533M  | 2.1B     |
| Ack (LQR)      | 9.9M  | 520M     |
| Ack (Corke)    | 37.5M | 13M      |
| Ack (Learned)  | 704.6M| 520M     |

Table 4: Number of propagation required. Best values per row in bold.
Pendulum Study: The RoAs compute controllers for the pendulum are shown in Fig 5. For Morse Graph, the attractor discovered is shown at the center of the state space, and it contains the goal region. Note that L-NN does not find the attractor, but assumes one exists containing the goal region. Moreover, L-NN is unable to cover the full RoA for the Learned controller, making it an undesirable solution. Morse Graph is also shown to work well when (a subset of) the state space is periodic. For instance, the RoA of the Pendulum (LQR) also includes the regions at the corners of the planar representation of the cylinders in Fig 5 (Left). This is captured by MorseGraph, but not by L-NN.

Fig. 6: RoA for the Pendulum when the upper torque bound is: (left) 0.637; (center) 0.724; (right) 0.736. For all torques the RoA found is 97% of the true one.

Pendulum with different torques: Fig 6 illustrates the robustness of the topological framework to different bounds for the allowed torque of the LQR controller. The proposed method consistently finds the RoA and the attractor that contains the goal region. Moreover, it persistently covers 99% of the true RoA even when the dynamics change, for instance in Fig. 6 one attractor and one saddle eventually collide and disappear.

Ackermann Study:
Learned controller for Ackermann: Although the RoA is the full state space, only the Morse Graph identifies this. The unique attractor obtained (right) also provides insight into how the controller works. For a small resolution of the discretization of $X$, it presents as a torus-like shape, which suggests recurrent behavior. This shape can be explained by the behavior of the car when it gets close to the goal region with the wrong orientation, where it tries to fix this orientation by performing a loop. For a more refined discretization, the method can distinguish long trajectories from recurrent behavior, finding a smaller attractor that contains the goal region.

Fig. 7: For Ackermann (Learned), the entire state space is correctly identified by the Morse Graph as an RoA for the shown Unique Morse set (Torus-like shape).
LQR controller for Ackermann: The Morse Graph results in a large, unique attractor that contains 74% of $X$ as the discretization is proven insufficient. The comparison points fail by producing false positives (FP). The proposed method is conservative and safe. It avoids FPs but needs more subdivisions for a more comprehensive understanding of these global dynamics.

Corke controller for Ackermann: Some trajectories leave $X$ in this experiment and modifications are needed to compute the RoA. A node $\star$ is included in $CG(F)$, and for every cube $\xi \in X$ s.t. $\Phi_{\star}(\xi) \cap X_{c}^c \neq \emptyset$, edges are added from $\xi$ to $\star$ before computing the Morse Graph. Thus, $\star$ is a minimal node of $MG(F)$. Then, a modified RoA computation is applied where $O_\star$ and max are changed to $O_\bullet$ and min, respectively, and the resulting output is $O_\bullet$. Finally, for each element $R \in mRoA$, the method computes $R_\bullet = R - R_\star$, where $R_\star = \{\xi \in X \mid O_\bullet(\xi) = \{\star\}\}$. Consequently, for each maximal RoA, the cubes in $R_\star$ are removed since they have some trajectories that escape $X$. So, $R_\bullet$ is a conservative estimate of the RoA. In Fig 8, the white region is the set of cubes in $R_\bullet$.

Devising a Hybrid controller for Ackermann given the Morse Graph output: Given the information from the Morse Graph, it is possible to synthesize a hybrid controller that has a bigger RoA than the original ROA_{Corke} of the Corke Controller $u_{\text{init}}$. The strategy selects a state in ROA_{Corke}, different than the original goal, as the goal for a new Corke controller $u_{\text{inter}}$. Define as ROA_{\text{inter}} the RoA of the new Corke controller. If ROA_{\text{inter}} overlaps with $X-\text{ROA}_{\text{Corke}}$, the hybrid controller is defined as: for states in ROA_{Corke}, apply $u_{\text{init}}$, and for states in $X-\text{ROA}_{\text{Corke}}$, apply $u_{\text{inter}}$, and then apply $u_{\text{init}}$ when the system enters ROA_{Corke}. Fig 8 (bottom) shows the RoA for $u_{\text{inter}}$ with goal $(6, -10, -1.57)$, which is in the ROA_{Corke}. A new controller $u_{\text{inter}}$ was devised for this goal and its RoA_{\text{inter}} contained $X-\text{ROA}_{\text{Corke}}$. The integration of $u_{\text{inter}}$ with the original $u_{\text{init}}$ result in a hybrid solution that covers the entire state space, which was verified empirically using the Morse Graph.
**Acrobot study:** The Morse graph for both controllers of the Acrobot is shown in Fig 9. They have a high success rate: the estimated RoA for node 0 covers more than 93% of the true RoA. The possible recurrent dynamics described by node 1 are long trajectories interpreted as recurrent by the proposed method. This can be addressed by increasing the state space discretization for an additional computational cost.

**Hybrid Controller for Acrobot:** The Acrobot learned controller is unable to find a solution within a given time horizon for a goal condition: $B(x_G, 0.1)$. Hence, a hybrid solution is proposed. The learned controller is first applied until the system reaches a relaxed goal: $B(x_G, 0.6)$. The proposed method finds that the RoA for the relaxed goal condition is 100% of the state space, and is inside the RoA of the LQR controller. Hence, once the trajectory reaches $B(x_G, 0.6)$ using the learned controller, LQR is applied to get into the smaller region $B(x_G, 0.1)$. This results in a hybrid controller with a 100% success rate and a reduction in trajectory length relatively to just executing LQR of around 50%.

5 **Conclusion**

This work presents a novel method based on topology to identify attractors and their RoAs for robotic systems controlled by black-box controllers. Experimental evaluation on simulated benchmarks shows that the proposed method efficiently identifies the global dynamics with fewer samples from the dynamics model compared to data-driven alternatives. It does not require knowledge of the system or controller dynamics, such as differentiability or the guaranteed presence of an attractor for the system’s goal region. This makes it suitable for data-driven controllers, where it significantly outperforms alternatives in identifying their RoA. Moreover, the proposed method provides a compact description of the global dynamics, which allows to compose multiple controllers into hybrid solutions that reach the goal from the full state space. The evaluation section presents two such hybrid controllers designed based on the Morse Graph output that yield notable properties: one increased the RoA to the whole state space; and the other decreased the length of solution trajectories by half.

Even though the proposed method requires less number of samples from the dynamics model, it still explores the entirety of the state space. This can potentially be mitigating for large and high-dimensional state spaces. Future work will explore extensions of the current topological approach, where the focus will be on finding the RoA for a single attractor, thereby requiring less computational resources. Integration with Gaussian Processes and machine learning primitives can help identify a smaller set of states where the system is propagated from so as to further reduce data requirements.
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