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Abstract
AALpy is an extensible open-source Python library providing efficient implementations of active automata learning algorithms for deterministic, non-deterministic, and stochastic systems. We put a special focus on the conformance testing aspect in active automata learning, as well as on an intuitive and seamlessly integrated interface for learning automata characterizing real-world reactive systems. In this article, we present AALpy’s core functionalities, illustrate its usage via examples, and evaluate its learning performance. Finally, we present selected case studies on learning models of various types of systems with AALpy.
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1 Introduction
Whenever facing an unknown system, we strive to learn more about its behavior, which in computer science terms often translates to learning its language. Regular language inference, a.k.a. automata learning or model mining, is thus a well-studied topic and has been an active field ever since Anguin’s seminal paper [6]. Under appropriate abstraction, the input–output traces of a reactive system form a regular language. Consequently, a reactive system can be abstractly modeled as a finite-state machine [17]. For this reason, the topic has gained special interest in the context of model checking [26] and software testing [3] of black-box systems. By providing formal models of black-box systems, automata learning extends the applicability of model-based verification techniques to a class of systems that would otherwise be inaccessible.

Despite the growing interest, there are few available libraries or frameworks for automata learning. The most notable one is LearnLib [18], an open-source Java library that is the de facto standard when it comes to tools. Compared to LearnLib, our AALpy¹ extends the scope to learning deterministic Moore machines (ONFSMs) and stochastic models. In addition to the support for a wide range of systems, AALpy aims to provide an easy-to-use API.

Due to Python’s popularity in software engineering and AI, we chose to implement AALpy in Python such as to target a wide audience, supported also by an open-source MIT license. Especially important for learning models of black-box systems is the fact that Python increasingly serves as interface language for a wide range of software and embedded systems. Popular and influential software, like the machine-learning libraries Keras [9] and PyTorch [25], mainly provide Python APIs, and the Python ecosystem provides a vast amount of libraries, such as Scapy [31] to communicate with and test (embedded) software systems. At the time of writing, Python has just become the most popular programming language according to the TIOBE index October 2021 [40].

This article is an extended version of our tool paper [22] presented at the 19th International Symposium on Automated Technology for Verification and Analysis (ATVA 2021). Additional content presented in this article covers applications of AALpy in several case studies (Sect. 4), an experimental comparison with LearnLib [18], and extended

¹ Code, documentation, interactive examples, and a comprehensive Wiki can be found at https://github.com/DES-Lab/AALpy.
2 AALpy – Intuitive automata learning in python

Key features of our library are its modular design, a seamlessly integrated deployment process, and support for learning various types of system models. Efficient implementations of state-of-the-art learning algorithms for deterministic, non-deterministic, and stochastic automata paired with efficient conformance testing enables automata learning in a wide variety of environments. AALpy’s accessibility and usability are enhanced via extensive documentation and multiple demonstrating examples for each of the library’s functionalities—complemented by visualization and logging capabilities. The latter may be of special interest for educational purposes.

The query-based automata learning algorithms implemented in AALpy are based on the minimally adequate teacher (MAT) framework by Angluin [6]. We particularly focus on learning models of reactive systems, whose
input–output behavior under appropriate abstraction can be captured by regular languages. Learning models of such systems in the MAT framework lends itself nicely to a test-based implementation, as demonstrated in various case studies [5,11,30,35]. Algorithms in this framework alternate between two phases. In an exploitation phase, membership queries are issued to gain new information about the SUL related to known data. At the end of such a phase, a hypothesis automaton is formed from the queried data. The hypothesis and the SUL are checked against each other in an exploration phase via so-called equivalence queries. These queries shall return counterexamples to equivalence between the SUL and the current hypothesis to falsify the latter. A counterexample serves to refine the hypothesis and to progress learning. Learning terminates with the final learned hypothesis as output once it is not possible to falsify said hypothesis, that is, an equivalence query returns that SUL and hypothesis are equivalent.

When learning models of reactive systems, membership queries ask for the outputs produced by the SUL in response to a given sequence of inputs. From a testing point of view, such queries can be implemented through a single test of the SUL with the query inputs. There is no test verdict, but the SUL outputs are recorded by the learning algorithm. In test-based automata learning, equivalence queries are implemented via conformance testing—we refer to implementations as equivalence oracles. Conformance testing derives a set of test cases from the current hypothesis and executes them on both SUL and hypothesis. A test case revealing a difference in their input–output behavior is a witness of inequivalence. Like a membership query, a test case essentially asks for the SUL outputs produced in response to a sequence of inputs. Thus, we uniformly refer to both as queries, while using more specific terms, like “equivalence query,” where necessary.

The active approach to learning in the MAT framework combines well with online testing, where test-case execution proceeds in a step-wise manner. At the beginning of each query, the SUL is reset to a known initial state. Then, each input is performed as an individual step, with the output produced by the SUL being the result of the step. The final result of a query is the sequence of outputs produced in a sequence of steps.

To this end, AALPy interfaces the SUL and a selected learning algorithm via a step-based interface. Thus, in an individual step, an input stimulus is provided to the SUL and then the resulting output is observed. For real-world SULs, interfacing the SUL and the algorithm may involve some abstraction and concretization, for instance, implemented via a mapper [1]. When employing AALPy, a user thus in principle only has to define the functionality for a step, as well as a proper reset for the SUL in order to be able to start queries from a known initial state. AALPy implements queries as sequences of steps and resets. If required, a user can implement queries directly.

When employing AALPy, a user follows a three-stage process:

(a) define the SUL interface for the learning engine,
(b) select an equivalence oracle, and
(c) select, customize, and run the learning algorithm.

In (a), three methods are to be defined: pre, post, and step (see also Listing 1). With pre, we initialize and setup the SUL, while post shall support a graceful shutdown/memory cleanup. As informally suggested above, step encapsulates a single step in the query execution, such that formally some \( \sigma \in \Sigma \) from the input alphabet \( \Sigma \) is mapped to a concrete input/or action for the SUL, and the SUL’s output is observed and reported back as a letter \( y \) in some output alphabet \( \Gamma \). Note that we do not limit alphabets to integers, characters, or strings. In particular, \( \Sigma \) and \( \Gamma \) can be lists of hashable objects, or even class methods with appropriate arguments.

In (b), the user selects and parameterizes one of the equivalence oracles. The choice of oracle and its parameters will determine the amount and type of testing performed in the equivalence query. Hence, this oracle configuration can be performed based on the available testing budget. More details on available oracles can be found in Sect. 2.4.

Finally, in (c) the user provides parameters to the appropriate learning algorithm. Some of the common parameters are the maximum number of learning rounds, a counterexample processing strategy, and the amount of information printed during the learning process. Other parameters vary based on the chosen algorithm. Available learning algorithms are described in the remainder of the section.

The tree-stage setup process, as well as the overall high-
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**Fig. 2** Output of Listing 1 Showing the visualization of the learned automaton (left) and learning statistics (right).

---

**Table 1**

| Hypothesis 1: 1 states. | Hypothesis 2: 4 states. | Hypothesis 3: 5 states. |
|------------------------|------------------------|------------------------|
| Learning Finished.     | Learning Rounds: 3     | Number of states: 5    |
| Time (in seconds)      | Learning Algorithm : 0.0| Conformance checking : 0.01|
| Total                  | Learning Algo : 0.0    | Learning Algorithm     |
| # Membership Queries : 20 | # MQ Saved by Caching : 18 | # Steps : 77         |
| # Steps                | Equivalent Query       |
|                        | # Membership Queries : 100| # Steps : 1169  |
|                        | Conformance : 0.01     | Learning Algorithm : 0.0|
|                        | Learning Algorithm     | Conformance checking : 0.01|

---

---
level library architecture, can be seen in Fig. 1. The user implements an SUL adapter with the three SUL-interface methods described above, that is, step, pre, and post. Additionally, the user configures a learning algorithm and an equivalence oracle that interface with the SUL via the SUL interface.

Example 1. Learning a regular expression. Listing 1 implements active learning of a DFA conforming to a regular expression.

In Lines 1-17, we show a simple SUL that parses any regular expression. In Lines 19 and 20, we define a regular expression over a binary alphabet. In Line 22, we select the equivalence oracle used for answering equivalence queries via conformance testing, and in Line 23 we select the learning algorithm and execute it. When finished, AALPy prints the learning statistics and visualizes the automaton as shown in Fig. 2.

2.1 Learning deterministic models

Let us now describe the supported learning algorithms, starting with the support of deterministic learning of DFA, Mealy and Moore machines.

We extended the original $L^*$ algorithm [6] with two counterexample processing techniques [29,32]. Both techniques extract so-called distinguishing suffixes from counterexamples. These are sequences that distinguish two states of the SUL that map to the same state in an intermediate learned hypothesis automaton, thus revealing an error in the hypothesis. The first technique [29] analyzes the counterexample and finds a single distinguishing suffix at the cost of a logarithmic number of queries with respect to counterexample length, while the latter finds the distinguishing suffix that will avoid consistency violations without posing any queries. As reported in our previous work [4], counterexample processing is essential for efficient learning.

In addition, AALPy implements query caching. The cache reduces the number of SUL interactions performed for membership queries. It encodes membership query results as a tree that is updated during learning as well as equivalence checking. Via this cache we can avoid posing duplicate membership queries and membership queries for prefixes of already seen traces.

2.2 Learning non-deterministic models

The assumption of deterministic SUL behavior limits the applicability of active automata learning. Non-determinism might result from input and output alphabet abstraction or from ignoring system properties, such as timed behavior. To manage such circumstances, AALPy also offers learning algorithms for non-deterministic and stochastic systems.

AALPy provides two algorithms for learning observable non-deterministic finite-state machines (ONFSM). These algorithms assume observable non-deterministic SUL behavior, meaning that the SUL may produce outputs non-deterministically, while non-deterministic state changes are only possible with different outputs.

The notion of observable non-determinism should not be confused with our general black-box view. We cannot observe the system state directly, but we assume that there is a uniquely defined target state for each triple of source state, input, and output.

The first learning-algorithm implementation follows the proposed learning algorithm of El-Fakih et al. [10]. However, this algorithm is based on an “all-weather condition,” that is, all possible outputs can be observed immediately. AALPy replaces this assumption with a more practical implementation using sampling. Recently, Pferscher and Aichernig [27] proposed an extension of the classic ONFSM learning algorithm. Their extension learns abstracted ONFSMs by introducing equivalence classes for outputs. This abstraction mechanism enables the creation of smaller models and faster learning.

2.3 Learning stochastic models

AALPy’s support of active learning of stochastic systems draws on $L^*_{MDP}$ [36,38] and $L^*_{SMM}$ [39], an improved adaptation of $L^*_{MDP}$. The learning algorithms formalize the behavior of stochastic systems as either (SMMs) or (MDPs). Both types of models can be controlled by its environment through inputs and react stochastically through state changes and by producing outputs.

While the previously discussed learning approaches rely on membership and equivalence queries, $L^*_{SMM}$ implements a “stochastic” teacher that is able to answer tree queries and equivalence queries. Tree queries serve the same purpose as membership queries in gathering additional information on the SUL’s behavior. Stochastic behavior makes it inefficient to ask membership queries on individual sequences $s$, since the SUL may or may not produce $s$ or any of its prefixes. Asking for information related to a tree created by merging a set of sequences accounts for that. Compared to the original implementation of $L^*_{MDP}$ [34], $L^*_{SMM}$ as available in AALPy requires fewer parameters and is more robust to sparse observations. In practice, users only have to implement the SUL interface as discussed in Sect. 2. That is, there are no additional requirements on stochastic SULs.

Models learned by $L^*_{SMM}$ converge to the canonical model underlying the input–output behavior of the SUL. To the best of our knowledge, there are currently no automata learning
algorithms for MDPs and similar formalisms\(^2\) that provide accuracy guarantees for models learned from finite samples of system traces. Moreover, different learning algorithms create models with different properties, even though they may converge to the same models in the limit. For instance, we observed in previous work \([38]\) that IoAlergia \([20]\) creates smaller models than \(L^*\)-based learning. Such models may be desirable in certain application scenarios, as well as the fact that IoAlergia learns passively from given traces. For this reason, AALpy implements Alergia \([20]\), adding support for passive learning of Markov Chains and MDPs. Given traces for passive learning can be extended through active learning extensions of Alergia \([2,8]\). We are currently working on adding one of the extensions to AALpy, which adds support for probabilistic black-box reachability checking \([2]\).

2.4 Conformance testing

We address equivalence queries via conformance testing. As outlined at the beginning of this section, we apply conformance testing to check whether a hypothesis automaton is equivalent to an SUL. To this end, we generate a test suite from the hypothesis and execute it on both the SUL and the current hypothesis. A test case revealing a difference between them serves as a counterexample to equivalence. Most equivalence oracles available in AALpy apply the guiding principle suggested by Howar et al.: Equivalence checking in automata learning should try “finding counterexamples fast” instead of “trying to prove equivalence” between the SUL and a hypothesis \([16]\). Therefore, we focus on efficient random-testing heuristics rather than expensive deterministic conformance testing, such as the W-method. AALpy provides eleven equivalence oracles, and new ones can be added easily. To this end, AALpy supports a user by providing a (not necessarily minimal) characterization set of the hypothesis, a shortest path to each state, and a set of previously observed traces (cache). Currently, AALpy implements the following equivalence oracles:

- **W-method**: Formal testing method of proving equivalence between an implementation and a specification FSM up to predefined maximum number of implementation states. Here, a hypothesis automaton serves as specification for the purpose of test-case generation.
- **Random word**: Test cases consist of a sequence of random inputs of uniformly distributed length.
- **Random W-method**: Each test case consists of a prefix to a randomly chosen state, a random walk, and a random element of the characterization set of the current hypothesis.
- **Probably approximately correct (PAC) oracle**: Random-word-based oracle providing the guarantee that the returned hypothesis is an \(\epsilon\)-approximation of the correct hypothesis with the probability of at least \(1 - \delta\). This is achieved by setting the number of test cases in the learning round \(r\) is defined as \(\frac{1}{\epsilon} \times (\log(\frac{1}{\delta}) + r \times \log(2))\), where \(\epsilon\) is the generalization error and \(\delta\) the confidence \([21]\).
- **Fixed prefix random walk**: Test cases consists of a prefix to a randomly chosen state and a random walk.
- **Cache-tree based exploration**: Each test case corresponds to a path from the root of the cache to one of its leaves concatenated with a random walk. In this way we extend the boundary of the already explored search space.
- **k-Way transition coverage**: Selects test cases based on random testing and optimizing k-way transitions coverage of the hypothesis. The oracle follows a two-step process, in which it first generates a large number of random walks. In the second step, it greedily selects a subset of these tests to optimize coverage.
- **Transition/same state focus**: Each test case is created by a guided random walk. Based on a parameter \(\epsilon\), each input either leads to the same state with a probability of \(\epsilon\) or to a new state with a probability of \(1 - \epsilon\).
- **Breath-first exploration**: This oracle creates test cases through a complete breadth-first exploration up to predefined depth.
- **User input oracle**: Interactive oracle in which a user provides inputs and obtains the corresponding outputs from the SUL and the current hypothesis.
- **Eq. Oracles for Stochastic Setting**: AALpy implements random walk and random word equivalence oracles for the stochastic setting. Aside from finding counterexamples, they also update the hypothesis based on observed input–output pairs.

We refer the interested reader to AALpy’s documentation and Wiki\(^3\) for more detailed descriptions, suggested use cases, and parameter explanations for each of these oracles.

2.5 Additional features

For an enhanced user experience, AALpy can save learned automata to files following the community’s syntax \([24]\),

\(^2\) Note that we generally consider models that are controllable through non-deterministically chosen inputs that support active software testing. Learning of uncontrollable models, like probabilistic finite automata, has been studied in the PAC framework \([7]\).

\(^3\) https://github.com/DES-Lab/AALpy/wiki.
visualize them, and display information about the learning progress and the observation table. AALPY implements several data parsers easing the passive learning process with ALEGBA. For evaluation, a user may generate random automata, define them as an SUL and then learn them. For verification of stochastic systems, AALPY provides a translation of MDPs into the format of the probabilistic model checker PRISM [19].

3 Experimental evaluation

In order to showcase AALPY's performance, we conducted several experiments on a Dell Latitude 5410 with an Intel Core i7-10610U processor, 8 GB of RAM running Windows 10 and using PyPy4 3.9. In particular, we experienced a performance benefit of using PyPy over CPython.5

Learning of deterministic models. The efficiency of AALPY for learning deterministic models was evaluated with extensive experiments on random automata. We conducted two types of experiments, one in which we increased the number of states of the target automata while keeping the size of the input alphabet constant, and one where we increased the size of the input alphabet whilst keeping the size of the target automata constant. Each experiment was repeated 20 times to obtain average values. Figure 3 shows the results. We observed that the automaton size affects DFA learning more than Mealy machine learning. On the other hand, DFA learning is least affected by the increase in the input alphabet. Furthermore, we see that the runtime increases linearly with the number of states and almost linearly with the size of the alphabet. We also performed experiments on learning random Moore machine, where we observed similar behavior as for Mealy machines; therefore, we do not include the results in the figures.

To compare with the state of the art in active automata learning, both experiments were repeated with LearnLib [18], with the results of these experiments being shown in Fig. 3. Our findings are consistent with those presented by LearnLib’s developers [18]. We observe that learning of random automata is slightly faster with LearnLib. This minor difference can be attributed to the execution speed differences between statically and dynamical typed languages and potentially differences in internal data structures. However, AALPY performed slightly better on DFA with bigger alphabets.

These experiments ignore SUL interaction time, which is the most resource-intensive part of the learning process on non-simulated systems, such as network protocols [11,35]. To account for that, we performed a second experiment where we compared the number of learning steps and the actual learning time needed to learn systems requiring an assumed time of 25 milliseconds to complete a learning step. The results of the experiments with both, AALPY and LearnLib, are shown in Fig. 4. We observe that both libraries required similar numbers of steps to learn the complete model of the system. Under the assumption that each step requires a constant time of 25 milliseconds to execute, the runtime differences of the learning-algorithm implementations shown in Fig. 3 become negligible compared to the system-interaction time. This can be attributed to the usage of equivalent algorithms, with minor differences in the numbers of steps due to randomness found in equivalence oracles. We conclude that there is no practical difference in speed between AALPY and LearnLib for learning in practice.

Learning of stochastic models. We evaluated AALPY on learning stochastic models with the same experiments as the original Java version of $L_{MDP}^\ast$ [38]. That is, we learned MDPs by simulating known ground-truth MDP models as black boxes and measured the learning runtime and accuracy. To measure accuracy, we used a probabilistic model-checker to compute probabilities for satisfying temporal properties with the ground-truth models and the learned models. The model-checking error then quantifies accuracy, which we compute as the absolute difference between the results on the ground truth and the results on the learned models. Figure 5 shows the average runtime and the average model-checking errors measured in the experiments. We can see that AALPY and the Java implementation are generally similarly fast and produce similarly accurate models. Evaluation differences can be attributed to minor implementation details.

4 Applications of AALPy

Since AALPy’s first release in April 2021, we and others have used AALpy in a number of applications spanning various application domains and fields of research related to testing. The variety of domains highlights the flexibility and ease of use of AALpy as well as the potential of rapid development of testing tools in a Python environment. In this section, we provide an overview of these applications.

4.1 Fuzzing Bluetooth low energy

Automata learning proved itself as a useful technique to analyze communication protocols, e.g., MQTT [35], SSH [12], TCP [11], TLS [13,30], or the 802.11 4-Way Handshake [33]. The literature frequently denotes learning-based testing techniques on communication protocols as state fuzzing. Recently, Pferscher and Aichernig [28] used AALPY to learn the connection interface of BLE devices. Using a learning library implemented in Python creates the opportunity

---

4 https://www.pypy.org/
5 https://github.com/python/cpython.
Fig. 3  Runtime of the deterministic $L^*$ with respect to automata size (for an alphabet of size 10) and alphabet size (for an automaton with 1000 states. Interaction time with the SUL is minimal as learning is performed on simulated systems.

Fig. 4  Comparison between AALpy and LearnLib with respect to the number of steps performed and total runtime during automata learning of a deterministic system. Each step on the system takes 25ms to complete.

Fig. 5  Runtime measurements and probabilistic model-checking errors on learned models for the AALpy implementation and the Java implementation of $L^*_\text{MDP}$. 
for a smooth integration of handy communication package libraries like SCAPY [31]. In this application, SCAPY was used to construct BLE packages also on lower levels of the BLE protocol stack. Furthermore, the case study on the BLE protocol shows that AALPY can be extended by a fault-tolerant interface to the SUL. Considering fault tolerance is especially necessary in the learning of communication protocols since requests or responses might be delayed or lost. Additionally, AALPY's caching mechanism reduces the costs of time-expensive network communication. In their presented case study, they learned the behavioral models of five BLE devices. They also discussed countermeasures in the case of non-deterministic behavior. The learned models were different for every device. Considering the differences in the behavioral models, a fingerprinting sequence could be generated that uniquely identifies the BLE device. In future work, the learned models can be used to generate a stateful black-box fuzzing technique as proposed by Aichernig et al. [5].

4.2 Model-based diagnosis

Model-based diagnosis is a technique that detects and isolates the causes of faults. However, the lack of a diagnostic model often prohibits us from deploying diagnostic reasoning for reasoning about the root causes of encountered issues. In [23], we examined how to exploit active automata learning for learning deterministic and stochastic models from black-box reactive systems for diagnostic purposes.

With AALPY, we can learn models of faulty systems for being able to deploy model-based reasoning. Furthermore, we showed how to exploit fault models in the learning process, such as to derive a behavioral model describing the entire corresponding diagnosis search space.

4.3 Extracting models from recurrent neural networks

We applied AALPY to extract automata out of recurrent neural networks that have been trained to recognize regular languages.6 In particular, we observed that sufficient allocation of testing resources in the equivalence check will lead to counterexamples that state-of-the-art white-box methods were unable to find. This further reinforces the need for the development of advanced equivalence checking techniques.

Furthermore, we showed how learning-based testing can be used to extended the RNNs training set by obtaining new samples from the ground truth model and how a mapper can be used to learn abstracted models of RNN’s input–output behavior.

4.4 Finding bugs in VIM

AALPY has been used as a debugger tool for software that is internally based on a state machine, more specifically for the text editor Vim and its feature-enriched fork Neovim. A group of researchers used AALPY to generate a graph of newly introduced modes, and during the learning process encountered non-determinism. After the examination of non-deterministic sequences, they were able to isolate the root causes and submit a bug report. The bugs found were later fixed by the community7.

5 Conclusion

We presented AALPY, the first active automata learning library implemented in Python. AALPY efficiently learns deterministic, non-deterministic, and stochastic systems. AALPY provides its users with a set of equivalence oracles, different configurations of learning algorithms, and the ability to visualize the learning process and results. AALPY has been successfully used to learn the protocols of MQTT and Bluetooth. These learned models serve as a basis for learning-based testing [3] and fuzzing [5].

AALPY is for researchers, educators, and industry alike. Its modular design provides a solid basis for experimentation with new learning algorithms, equivalence oracles, and counterexample processing. In future, we intend to extend these functionalities, with SAT-based learning [15] and learning without reset [14]. We hope that the community will recognize AALPY as an attractive foundation for further research, and welcome suggestions and extensions.
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6 https://github.com/DES-Lab/Extracting-FSM-From-RNNs.

7 https://github.com/DES-Lab/AALpy/discussions/13.
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