How natural materials remove heavy metals from water: mechanistic insights from molecular dynamics simulations†
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Water pollution by heavy metals is of increasing concern due to its devastating effects on the environment and on human health. For the removal of heavy metals from water sources, natural materials, such as spent-coffee-grains or orange/banana/chestnut peels, appear to offer a potential cheap alternative to more sophisticated and costly technologies currently in use. However, in order to employ them effectively, it is necessary to gain a deeper understanding – at the molecular level – of the heavy metals-bioorganic-water system and exploit the power of computer simulations. As a step in this direction, we investigate via atomistic simulations the capture of lead ions from water by hemicellulose – the latter being representative of the polysaccharides that are common components of vegetables and fruit peels – as well as the reverse process. A series of independent molecular dynamics simulations, both classical and ab initio, reveals a coherent scenario which is consistent with what one would expect of an efficient capture, i.e. that it be fast and irreversible: (i) binding of the metal ions via adsorption is found to happen spontaneously on both carboxylate and hydroxide functional groups; (ii) in contrast, metal ion desorption, leading to solvation in water, involves sizable free-energy barriers.

1 Introduction

Lead, cadmium, mercury and arsenic are common pollutants of fresh and waste waters and constitute a threat to human and animal health as well as to agriculture.1-3 Concern has increased dramatically over the years and led to several different strategies to reduce water contamination by heavy metals, including adsorption onto active carbon, membrane filtration and chemical precipitation.4 An especially interesting strategy is based on inexpensive and natural materials obtained from waste produced in industrial or agricultural processes, e.g., coffee residues such as spent-coffee-grains (SCG), dried tea leaves, chestnut shells, orange or lemon peels [see e.g., ref. 5–22].
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Pb\(^{2+}\) in aqueous environments. As reference polysaccharide(s) we have selected hemicellulose(s) because of its (their) special structural characteristics: amorphous, partially or fully soluble in water and heterogeneous, namely consisting of chains of diverse monosaccharides. Moreover, hemicellulose was found amongst the dominant components of SCG and coffee silverskin.\(^{15,19,24}\)

## 2 Methods

Here we give a brief account of the models and methodologies used in our simulations, both classical and \textit{ab initio} MD. A detailed description is given in the ESI.\(^{\dagger}\)

### 2.1 Classical MD

Among the major groups of hemicellulose constituents, mannans are detected in larger percentage in SCG.\(^{15,24}\) They consist\(^{15}\) of \(\beta\) (1-4) linked \(\alpha\)-mannose substituted every about 100 residues, at O6, with a single \(\alpha\)-galactose (Gal). On this basis, we construct an oligomer model with the sequence (Man\(_{20}\)GlcA\(_{10}\)Man\(_{20}\)Gal\(_{10}\)Man\(_{20}\)GlcA\(_{10}\)Man\(_{20}\)) where Man = \(\alpha\)-mannose, Gal = \(\alpha\)-galactose, GlcA = \(\gamma\)-glucuronic acid (see Fig. S1\(^{\dagger}\)). This is the system simulated using classical molecular dynamics, solvated in explicit water (31 782 molecules) and with 20 Pb\(^{2+}\) ions that neutralize the negative charges associated with 40 carboxylate anions (COO\(^{-}\)). Other functional groups are present in the organic that contain oxygen and can thus also act as adsorption centers for the lead ions, namely 570 hydroxy (C–OH) and 406 ether (–COC–) groups. As force-fields we use GLYCAM\(_{-}\)O6 (ref. 25) for the organic subsystem, TIP3P\(^{28}\) for water and a standard Coulomb plus Lennard-Jones potential for the lead ions.\(^{27}\)

### 2.2 \textit{Ab initio} MD

The atomistic model simulated with \textit{ab initio} MD corresponds to a cut from the one considered above. It consists of 4 organic chains, namely Man3, Man3, Man4, Man1GlcA8 (saturated with H at the ends) (842 atoms) containing 8 carboxylates (COO\(^{-}\)), 53 hydroxy (C–OH) and 34 (–COC–) ether groups, 4 Pb atoms and 149 water molecules. The system is neutral and – as verified – after equilibration the Pb atoms were ionized, with Bader charges in the range 1.5–1.7. By \textit{ab initio} MD we denote Car-Parrinello MD that is based on density-functional-theory (DFT), and, in particular, with gradient-corrected exchange-correlation functionals\(^{28}\) and semi-empirical corrections for van-der-Waals interactions.\(^{29}\)

### 2.3 Metadynamics

Calculation of activated events implies the use of acceleration procedures to empower MD. We have chosen metadynamics\(^{30,31}\) (MTD) as enhanced configurational sampling method in both classical and \textit{ab initio} approaches. The path collective variables (CV)\(^{26}\) (\(S, Z\)) introduced in ref. 33 are adopted since they are uniquely suited for the study of reactions in complex systems such as aqueous solutions because all atoms in the system (metal ions, organic and solvent) can in principle be allowed to participate in the reaction under study. In this case, in addition to the Pb\(_{2+}\), oxygens of the organic are included as well as those of all water molecules. All mathematical expressions as well as all details of the simulation protocol we have followed are reported in the ESI.\(^{\dagger}\) Here we recall that path collective variables \(S\) and \(Z\) are defined relative to an initial (guessed) reference path between two states (e.g., from an ion-organic bound state to a dissociated state). \(S\) monitors the progression along the reference path whereas \(Z\) measures the distance from it. The effectiveness of the path CVs relies on the metric chosen to define the distance between actual and reference configurations. The distance metric introduced in ref. 33 is based on the coordination pattern of all the atoms participating in the process.

To inspect the results of MTD simulations, we plot the free-energy surface (FES) in the CV space reconstructed from the bias potential.\(^{34}\) We further analyze it in terms of the Pb–O coordination number (see the ESI\(^{\dagger}\)) relative to the first shell, with a cutoff of 3.3 Å.

We remark that the values estimated for the free-energy barriers (FEBs) are affected by a statistical error of at least 5 kcal mol\(^{-1}\), with a tendency to overestimation because the FES is estimated from the bias potential accumulated until the “forward” (or the “backward”) transition occurs, without attaining the regime of multiple forward and backward transitions.

## 3. Results and discussion

The key questions we tackle are: How easy is the metal capture? Do all types of oxygen-containing groups in the model act as adsorption sites and if yes to what extent? How easy is the metal ion detachment from the organic? How do water molecules participate in these reactions?

First, three distinct unbiased MD simulations were run at room temperature, starting from configurations with all metal ions fully solvated and far away from the organic. As shown in Fig. 1 and Fig. S2 and S3\(^{\dagger}\), adsorption occurs spontaneously within tens of nanoseconds. Moreover, as illustrated in the examples of Fig. 1, four-five oxygen atoms succeed in binding to a given Pb ion within 100 ns and all three types of functional groups containing oxygen contribute to the metal capture to some extent although, as expected from their larger partial negative charge, carboxylates are the principal chelating agents.

As a second step, the desorption process was investigated \textit{via} four independent MD-MTD simulations – also at room temperature – starting with Pb\(^{2+}\) located in different environments. We employ the \(S\) path coordinate as the main indicator of the “degree of adsorption”: the region with \(S < 1.2\) includes configurations with Pb\(^{2+}\) tightly bound to the organic (Fig. 2A), while the region with \(S > 1.6\) includes configurations with Pb\(^{2+}\) dissociated from the organic and fully solvated by water molecules (Fig. 2D). The region \(1.2 < S < 1.6\) (see Fig. 2B and C) includes transition pathways between A and D. Fig. 3 shows the FES reconstructed from two (a and b) out of four (a–d; see Fig. S4\(^{\dagger}\)) simulations. As expected, the bound state corresponds
to a deep free-energy minimum, while the transition region towards the dissociated state features an almost monotonic growth of the free energy. The relative stability of the dissociated state cannot be quantified from MTD simulations due to the absence of reverse (association) transitions. However, as we have reported above, unbiased MD clearly indicates that at room temperature the barriers for association are of the order of kT (~1 kcal mol^{-1}). On the contrary, all four MTD simulations reveal that desorption involves sizable barriers: the estimated values from the bias accumulated until full dissociation are 32 (a), 45 (b), 56 (c) and 32 kcal mol^{-1} (d).

In order to understand the link between the free-energy profile and the structural evolution of the system, we exploit the correlation between the path coordinate $S$ and the $\text{Pb}^{2+}$ - O coordination pattern. The latter can be further dissected into the coordination numbers of $\text{Pb}^{2+}$ with oxygen atoms belonging to different potential adsorption species: water or the organic $\text{via}$ carboxylate (–COO$^-$), hydroxy (–OH) and ether groups (–COC–) (Fig. 3 and S4†). In the bound state ($S < 1.2$), carboxylate groups are the main chelating agents (coordination between 4 and 6) in agreement with the results of the simulations of the capture process. Hydroxy groups also make an important contribution (coordination between 1 and 4) while ether groups are seldom in contact. Moreover, water molecules (up to 4) coordinate the cation, indicating that the binding pocket is not dry. The loss of contacts with organic groups during the unbinding is systematically compensated by that of water molecules, until full solvation. To a good approximation, $\text{Pb}^{2+}$ is constantly coordinated to 7–9 oxygen atoms, in agreement with the coordination number computed from the pair distribution function of the solvated ion (Fig. S5†).

Analysis of the MD trajectories of solvated $\text{Pb}^{2+}$ indicates an average lifetime of $189 \pm 27$ ps for water molecules in the first shell (with standard deviation 186 ps, i.e. close to the average as expected for Poisson statistics of rare water unbinding events). For comparison with pure water, the lifetime of a tagged molecule in the first shell is $8.3 \pm 1.6$ ps (with standard deviation 7.5 ps). We remark that such a long lifetime for the first solvation shell hampers the brute-force sampling of the dynamics of $\text{Pb}^{2+}$ in water and justifies our MTD protocol based on CVs that include the solvent.

Turning on to discuss the results of $ab$ $initio$ MD, some more clarifications of our model and protocol are necessary. DFT calculations are expected to provide a better description of the relevant intermolecular interactions ($\text{Pb}$-water; $\text{Pb}$-organic, water–organic, water–water etc.). Still, when comparison is made with classical MD, one should care about the effects of the unavoidable limitations in the model size and in the length of the MD trajectories (20–40 times shorter than in classical MD). First, we notice that, although offering several possibilities for $\text{Pb}$ adsorption, the size limitations do not allow more than one hydration shell to complete after detachment from the organic. However, we can characterize in detail the early steps of the desorption and of the reverse reaction. MTD was applied, at room temperature, to two out of four $\text{Pb}$ ions having different local environments. The FEBs for desorption (Fig. 4 and S6†) estimated from the bias accumulated until the most dissociated state are 103 and 59 kcal mol^{-1}. On the other hand, the estimated FEBs relative to the removal of the metal ions from solvated configurations – end points of the unbinding simulations – and re-capture by the organic are 30 and 10 kcal mol^{-1} (Fig. 5 and

Fig. 1 Unbiased classical MD: examples of unbiased spontaneous binding of two (in (a) and (b)) respectively out of 20 $\text{Pb}$ ions in solution. The coordination numbers are reported for $\text{Pb}$ with the oxygens of the different functional groups present in the model (as shown in the legend) and corresponds to the nearest neighbors (see text).

Fig. 2 Classical MD-MTD. Snapshots of configurations with $\text{Pb}$ (blue) strongly bound to the organic (A), along the unbinding path (B and C) signaled by the approaching of water molecules (red = oxygen; white = hydrogen) and fully solvated in water (D). Note that the light blue background represents the explicit solvent of ~32 000 molecules, of which only those in the first coordination shell of the metal ion are shown.
Inspection of the atomic trajectories suggests that these barriers correspond to the displacement of water molecules from the path of approach of the metal ion to the organic. The slow relaxation of the solvent is expected to cause a more severe overestimation of the FEBs relative to classical MD. In order to quantify this statement, we have repeated the four
classical MD simulations in Fig. 3 with the MTD setup adjusted to that of \textit{ab initio} simulations (see ESI†). The values thus estimated from the bias potentials (Fig. S8†) are indeed higher by a factor of at least 1.6. Once applied to our estimates from DFT-MD, this result explains at large the seeming quantitative discrepancy with classical MD.

Before passing on to further discussion of our results, we should recall that the experimental information on the binding of heavy metals at the molecular level is very limited and comes from FTIR and XPS spectra. In both cases, measurements refer to dry samples of bio-organic materials (e.g., chestnut shells,\textsuperscript{11} blend coffee,\textsuperscript{9} marine algae,\textsuperscript{35} SCG\textsuperscript{36}) and are taken both before and after having been immersed into aqueous solutions containing heavy metal ions. Any change induced by immersion in polluted water onto the spectral features attributed to a given atom (C or O for XPS) or a functional group (for FTIR) has been interpreted as caused by its binding with the metal ions. From both XPS and FTIR investigations, it has thus been shown that Pb\textsuperscript{2+} affects the response of multiple oxygen-based functional groups, namely carboxyl, hydroxy, ether and alcoholic groups.\textsuperscript{11,35} These variations are generally minor, and especially so for C\textsuperscript{1s}/O\textsuperscript{1s} or IR peak positions. For example, the shift of IR peak positions it at most \~10 cm\textsuperscript{-1}. Only recent XPS data on SCGs\textsuperscript{38} were interpreted as demonstrating an exclusive binding of Pb to carboxylates. This argument was further emphasized as support for the application of the Langmuir model in its simplest form (single-site adsorption), assuming that all adsorbents are identical. However, the spectra resolution does not seem to be adequate to support these conclusions.\textsuperscript{37} We remark that the characterization provided by either XPS or FTIR is insufficient to either identify the components of the material that contribute to this response or exclude some.

We have used the \textit{ab initio} MD trajectories to try and identify possible clear variations induced by Pb in the vibrational spectra calculated before and after injection of the metal ions. The major changes are blue-shifts (\~20 cm\textsuperscript{-1}) of the stretching modes of carbon-oxygen bonds in carboxylates (Fig. S9†).

From comparison of the results of all our simulations, a coherent picture emerges of the equilibrium configurations as well as of binding and unbinding processes.

(i) The tendency of the Pb ion to bind to diverse oxygen-based functional groups – that we observed in the extensive classical MD simulations (Fig. 2 and 3) – is also seen in the \textit{ab initio} simulations in Fig. 4. These observations are consistent with the experimental data mentioned above.

(ii) The adsorption locations are never dry, namely water molecules participate in the Pb–organic bound states. This is reminiscent of other biological environments, such as active sites in protein–ligand complexes or at protein–protein interfaces.\textsuperscript{38–40}

(iii) The gradual replacement of the organic residues with water molecules in the first coordination shell accompanies the ion removal from the organic and \textit{vice versa} in the adsorption process, with the bound state corresponding to a coordination of 8–9 in classical MD (Fig. 3 and S4†) and 8 or 6 in \textit{ab initio} MD (Fig. 4 and S6†). The reduced availability of binding sites in the latter case explains the difference.

(iv) The ion uptake from water by the organic is easy, fast and irreversible, as can be expected for an efficient capture.

4. Conclusions

Several bioorganic materials such as SCG are known to be efficient agents for the capture of toxic metals from water but knowledge of their functioning at the molecular level is missing. Motivated by the importance of the related issues we have used modeling and advanced molecular dynamics protocols to gain new insights into the dynamics of the uptake of lead ions from aqueous solutions by hemicellulose – a most relevant component of SCG – as well as their release back to water. In summary, our simulations were able to predict – from scratch – that the polymer can indeed act as a very efficient capture agent for lead ions, namely in a fast and irreversible manner: by offering multiple and effective adsorption sites (oxygen-based functional groups), components like hemicellulose – as our simulations show – can easily capture the metal ions at room temperature whereas overcoming a range of sizable barriers is required for their desorption under the same conditions. Moreover, the twofold role of water emerges, namely not only as a competitor of the polymer for the uptake of the metal ions, but also as its “partner” in the bound metal–polymer states, thus satisfying the eagerness of lead for high coordination with oxygen atoms.

Experimental investigation of biosorption of heavy metals in polluted water, also using standard spectroscopies such as XPS or FTIR, is made on samples of real and thus highly complex systems. This makes it difficult – if not impossible – to identify amongst the numerous components of the real system (various polysaccharides, lipids, phenols, proteins…) those that are mainly responsible for the capture of the metal ions \textit{via} adsorption and to locate their binding sites. However, this knowledge is crucial in the search of alternative bio-inspired adsorbents. Therefore, the information one obtains from molecular simulations of single components can be exploited in an optimum way within a systematic combined strategy where also specific experiments are planned for single components in polluted water.

From a methodological viewpoint: the need of a metadynamics protocol like ours, namely including all solvent molecules as potential participants in the events, is proven. It becomes also clear that improving on quantitative assessments will have to mainly rely on methodological advances in alleviating the time-scale problem,\textsuperscript{13,41} given the slow reorganization of the hydrogen-bond network to accommodate changes in coordination with the metal ion.

In conclusion, although our study has characterized model systems, the knowledge we have gained about the mechanism of ion adsorption can be extended to more realistic complex scenarios. We believe that the deepening of our understanding of the physics and chemistry underlying water pollution by heavy metals or organic waste is essential for progress on the utilization of available materials as effective removal agents and also for the design of bio-inspired (supra)molecular systems and nanostructures. In this challenging task, application of
state-of-the-art simulation methods on simplified but still realistic models could play a central role, as is currently the case for protein science and drug discovery.
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