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An accurate and efficient characterization of the polyelectrolyte properties for cytoskeleton filaments are key to the molecular understanding of electrical signal propagation, bundle and network formation, as well as their potential nanotechnological applications. In this article, we introduce an innovative multi-scale approach able to account for the atomistic details of a protein molecular structure, its biological environment, and their impact on electrical impulses propagating along wild type actin filaments. The formulation includes non-trivial contributions to the ionic electrical conductivity and capacitance coming from the diffuse part of the electrical double layer of G-actins. We utilize this monomer characterization in a non-linear inhomogeneous transmission line prototype model to account for the monomer–monomer interactions, dissipation and damping perturbations along the filament length. A novel, simple, accurate, approximate analytic expression has been obtained for the transmission line model. Our results reveal the propagation of electrical signal impulses in the form of solitons for the range of voltage stimulus and electrolyte solutions typically present for intracellular and in vitro conditions. The approach predicts a lower electrical conductivity with higher linear capacitance and non-linear accumulation of charge for intracellular conditions. Our results show a significant influence of the voltage input on the electrical impulse shape, attenuation and kern propagation velocity. The filament is able to sustain the soliton propagation at almost constant kern velocity for the in vitro condition, whereas the intracellular condition displays a remarkable deceleration. Additionally, the solitons are narrower and travel faster at higher voltage input. As a unique feature, this multi-scale theory is able to account for molecular structure conformation (mutation) and biological environment (protonations/deprotonations) changes often present in pathological conditions. It is also applicable to other highly charged rod-like polyelectrolytes with relevance in biomedicine and biophysics.

1. Introduction

Actin filaments (F-actin) are long charged rod-like cytoskeleton polymers, which carry out many important biological activities in eukaryotic cells.1,2 These microfilaments have recently gained wide notoriety for their fascinating polyelectrolyte properties.3 According to single filament experiments in solution,4,5 F-actin have been shown to sustain ionic conductance and transmit electrical currents in the form of localized counterionic waves about the polymer’s surface. The velocity of propagation along the surface of an actin microfilament is consistent with the velocity of propagation for neuronal impulses. Hence, in principle, concurrent propagation of both electrical signals along actin microfilaments, and electrochemical currents along the axonal membrane are highly possible. Another intriguing property of these proteins is their capacity for overcoming electrostatic interactions to form higher-order structures (bundles and networks) in the cytoplasm. For instance, cytoskeletal filaments are often directly connected with both ionotropic and metabotropic types of membrane embedded receptors, thereby linking synaptic inputs to intracellular functions.6 Conducting microfilaments may also govern at least some aspects of overall ion channel behavior within microvilli.7,8

All of these observations provide strong evidence on the polyelectrolyte nature of F-actin, which provides unique, yet still poorly understood, conducting and bundling formation properties in a variety of neuron activities including intracellular information processing, regulating developmental plasticity, and mediating transport. Certainly, the molecular understanding of the polyelectrolyte properties of cytoskeleton filaments will not only open unexplored frontiers in biology and biomedicine, but it will also be crucial for the development of
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reliable, highly functioning small devices with biotechnological applications such as bionanosensors and computing bionanoprocessors. Therefore, it is of crucial importance to determine the underlying biophysical principles and molecular mechanisms that support the ionic conductance and electrical impulse transmission in actin filaments under a variety of biological environments.

The current understanding of these phenomena builds on a pioneers work. Fumio Oosawa suggested around 50 years ago that electric signals could be channeled through a medium along a microfilament due to the electrolyte solution forming an electron cloud along the filament length. It was Manning who introduced condensation theory, which provided the foundation for linear polymers to enable electrical currents in the form of ionic movements. As charged polyelectrolytes, cytoskeleton filaments may contain a proportion of their surrounding counterions in the form of a dense or “condensed” cloud about their surface, as long as, there is a sufficiently high linear charge density, a critical concentration of multivalent ions, and a small dielectric constant of the surrounding medium. These criteria are indeed met for actin filaments in neurons. Further, molecular structure analysis indicates the distribution of counterion clouds is non-uniform along the filament’s length. This is due to F-actin originating from the linear polymerization of globular actin (G-actin) units. Each of these units have tight binding sites that mediate head-to-tail interactions to form a double-stranded helix. Therefore, resembling a solenoid with a fluctuating current flowing as a result of voltage differences generated by the ends of the filament. Additionally, with the filament core separated from the rest of the ions in the bulk solution by the counterion condensation cloud, this overcast of counterions may act as a dielectric medium between the filament and bulk layer. Hence, providing F-actin both resistive and capacitive behaviors that may be associated with a highly conductive medium. This conduction along microfilaments is characterized by the decomposition of an electrical input pulse into discrete delayed charge portions. These patterns clearly indicate the existence of charge centers with corresponding counter ion clouds along the polymer axis. As a consequence, electrically forced ions entering one end of the biopolymer will result in ions exiting the other end (Fig. 1). Therefore, actin polymers may serve as “electrical nanobio-wires” whom can be modeled as non-linear inhomogeneous transmission lines known to propagate non-linear dispersive solitary waves. These waves can take the form of localized electrical signal impulses. However, this basic understanding about the electrical impulses propagating along actin filaments does not account for all conductance properties of microfilament bundles. More recent approaches, based on Gouy-Chapman electrical double layer type models and mean-field Poisson-Boltzmann (PB) theories, provide further insight into the ionic equilibrium distributions and electric potential properties near the polymer surface, which arise from the charged polyelectrolyte surface, continuum solvent dielectric medium, and mean electrostatic potential energy generated by mixed salts comprised of point-like ions. These methods are shown to break down for cytoskeleton filaments under certain situations, because they entail several approximations in their treatment of the ions and solvent molecules. They don’t account for water crowding, ion size asymmetry or electrostatic ion correlation effects, all of which are likely to play a fundamental role in providing a quantitative description of the polyelectrolyte nature of cytoskeleton filaments, and consequently, their conducting and electrical signal propagation properties.

In this article, we introduce a novel multi-scale (atomic (Å) → monomer (nm) → filament (µm)) approach to describe non-linear dispersive electrical impulses propagating along actin filaments (see Fig. 1). In section II, an atomistic model of F-actin and its biological environment is used to determine the polyelectrolyte properties and molecular mechanisms governing G-actins in the polymerization state. This approach, along with a suitable modification of Nernst–Planck theory, are used to calculate the monomeric radial and axial flow resistances. However, a more sophisticated approach based on a classical solvation density functional theory is required to calculate the monomeric radial ionic capacitance. In section III, we extend the approach to capture the biophysics and biochemistry at larger (microfilament) scale distances. We utilize the monomer characterization in a non-linear inhomogeneous transmission line prototype model to account for the monomer-monomer interactions, and, ergo, the electrical impulse propagation along the filament length. A novel approximate analytic solution is obtained for this model and utilized in section IV to characterize the electrical impulse peak, width, and velocity of propagation under several voltage stimulus and electrolyte conditions.

2. G-actin characterization in the polymerization state

2.1. Cylindrical biomolecule model for G-actins

The physicochemical properties of each monomer composing the actin filament are different from those as single globular actin proteins, because polymerization into filamentous form generates several conformational changes to each monomer. Therefore, we retrieve the information for the monomers molecular structure by using one of the most recent 13 monomer, biologically assembled, wild type F-actin filament models posted on the protein data bank: the Cong model (see Fig. 2a). It provides a detailed molecular characterization including the amino acid sequence and the number and type of residues exposed to the electrolyte. This uncharged molecular structure in pdb format is uploaded into pdb2pqr web-server to assign atomic charges and sizes, add hydrogens, optimize the hydrogen bonding network, and renormalize atomic charges of the residues exposed to the surface due to pH effects (protonation/deprotonation process). The resulting charged molecular structure at pH = 7.2 is used to extract information on the effective filament length \( L = \sum q_i = -154e \) of, where \( e \) is the electronic charge (see Fig. 2b). As a first approximation, the filament length and total charge are used to estimate the
filaments linear charge density $\lambda = Q/L = -0.365 \, \epsilon$. Additionally, the molecular structure is uploaded into “voss volume voxelator” webserver to estimate the total filament volume $V_p = 753,006 \, \AA^3$. From here the effective monomer radius $R$ of the molecular structure model is calculated $R = \sqrt{V_p/(2L)} = 23.83 \, \AA$. The linear charge density and radius are subsequently used to calculate the filament (=monomer) surface charge density $\sigma = \lambda/(2\pi R) = -0.039027 \, C/m^2$.

It is worth mentioning that axial and azimuthal symmetry assumptions often used for rod-like polyelectrolytes have been shown to capture important features of the electrical double layer (EDL) properties without computational restrictions,
mainly, for low electrolyte concentrations and filaments with an attribute of length much larger than its effective radius.

In the next sections we use the effective radius $R$, length $\ell$ and surface charge density $\sigma$ to determine the longitudinal and transversal ionic flow resistances, capacitance and self-inductance for each monomer along the filament (see Fig. 2c).

2.2. Electrical and conductive properties of G-actins in solutions

The electrical properties of a single G-actin are usually characterized by an electric circuit containing a capacitor, two resistances and a self-inductance component. The capacitor, whose capacitance changes with applied voltage, originates the non-linearity behavior of the electrical impulse. The structural periodicity in the arrangement of monomers generates the dispersion of the electrical impulse along the filament. Whereas, the losses in the transmission media is accounted for by a longitudinal (series) and transversal (shunt) resistors, which represent the finite conductivity of the conductors and the dielectric insulator between the conductors, respectively. Additionally, the inductive components contribution to the electrical properties of the electrical impulse is due to F-actin’s double-stranded helical structure, which induces the ionic flow in a solenoidal manner around each monomer. Clearly, these phenomena depend on the monomeric physicochemical properties. In this work, we use the cylindrical biomolecule model for G-actins described in the previous section. A detailed calculation on the electrical and conductive properties of G-actins in solutions is provided in the ESI† document.

We use a novel approach by combining transport and Ohm’s laws, as well as, Navier–Stokes and Poisson’s theories to obtain simple and accurate, approximate analytic expressions for the radial (transversal) $R_t$ and axial (longitudinal) $R_l$ ionic flow resistances. We assume that the radial electrolyte convection is negligible. For long filaments and uniform monomer surface charge densities, we also assume that the charged ions are distributed radially around the biomolecule, which in turn, originates an azimuthal and axial symmetry on the resulting electric potential. By solving the linearized PB equation, we obtain the following approximate expression for the mean electrostatic potential

$$\phi(r) = \frac{\sigma \lambda_D}{\varepsilon} \frac{K_0 \left( \frac{r}{\lambda_D} \right)}{K_1 \left( \frac{r}{\lambda_D} \right)} \quad r > R$$

where $K$ is the modified Bessel function of the second kind, $\lambda_D$ represents the Debye length (electrical double layer width estimation), $\sigma$ stands for the monomer surface charge density, and $r_l = R$ is the radius predicted by the cylindrical model. This approximate solution deviates no more than 9% from the exact NLPB equation solution and recovers the result of previous work in the case of $\frac{r}{\lambda_D} \to 0$.

For the longitudinal ionic flow resistance calculations, we consider a voltage drop $\Delta V$ between the monomer ends, which generates a uniform axial electric field along the monomer $E_z = \frac{\Delta V}{\ell}$, and consequently, a electro-osmotic (migration)
force on the ions in the electrolyte. We also consider the natural convection force to account for the axial velocity profile \( v_x(r) \). This is omitted in previous work,\(^4\) however, it plays an important role in characterizing the movement of the fluid near the protein surface. After some algebra and analytic calculations, the following expression for the longitudinal ionic flow resistance is obtained

\[
R_l = \frac{\ell}{\pi \left( (l_b + r_l)^2 - r_l^2 \right) |k^e + \Delta k_l|} = \frac{\ell}{S_l \rho_l},
\]

where \( S_l = \pi \left( (l_b + r_l)^2 - r_l^2 \right) \) represents the effective cross section area facing perpendicular to the longitudinal ionic flow, \( r_l = R \) is the slip velocity position, \( l_b \) stands for the Bjerrum length, \( \rho_l = |k^e + \Delta k_l| \) is the effective axial ionic conductivity, and \( k^e \) is the bulk electrolyte conductivity. Whereas, \( \Delta k_l \) accounts for those contributions to the radial conductivity coming from the diffuse part of the electrical double layers formed by the electrolyte around G-actins.

A similar approach is used for the transversal ionic flow resistance calculations. Here we assume the electro-osmosis generated by the gradient of the radial electric potential as the only driving (migration) force dominating the radial surface current density. As a result, the radial ionic flow resistance is given by

\[
R_r = \frac{\ell_b}{2\pi l_l |k^e + \Delta k_l|} = \frac{\ell_b}{S_r \rho_r},
\]

In the latter expression, \( S_r = 2\pi l_l \) represents the effective lateral surface area facing perpendicular to the radial ionic flow, \( \rho_r = |k^e + \Delta k_l| \) is the effective transversal ionic conductivity, whereas, \( \Delta k_l \) represents those contributions to the transversal conductivity coming from the diffuse part of the electrical double layers formed by the electrolyte around G-actins.

Expressions (2) and (3) show that our approach extends the capabilities of previous work for cytoskeleton filaments\(^{24,25}\) by accounting for non-trivial ionic conductivity contributions, namely \( \Delta k_l \) and \( \Delta k_b \), which depend on the protein surface charge density, protein radius, Bjerrum length, and electrical double layer width. These contributions cannot be neglected in general (numerical values are provided below). Indeed, only when they are considered in the calculations, is it possible to provide a more accurate description of the conductivity properties for charged filaments.

It is worth mentioning that the mean-field theories utilized thus far for the previous calculations are justified under the conditions considered in this article, namely \( l_b \leq \lambda_D \) and \( d/\lambda_D < 1 \), where \( d \) stands for the average ion size. However, they are inaccurate, and consequently, inappropriate to describe the differential capacitance of electric double layers in ionic liquids.\(^{26,27}\) In these systems, the capacitance is not constant, but depends on the applied voltage due to the ion condensation around the protein surface. For small voltages, a linear relationship is usually considered, being that the proportionality constant is an unknown, free parameter of the theory. In the present article, we overcome this issue by using a more sophisticated approach, the so-called classical solvation density functional theory (CSDFT). The approach extends the capabilities of PB formalism by considering not only the electric, but also the entropic and many-body interactions. This feature has been particularly useful for identifying and characterizing dominant interactions and molecular mechanisms governing the behavior and function of macromolecules under a variety of electrolyte conditions.\(^{28-31}\) The approach, successfully tested on double stranded segments of B-DNAs in normal conditions,\(^{32}\) is expected to provide an accurate characterization of the polyelectrolyte properties of a segment of F-actin (e.g. a monomer), and consequently, the capacitance of its cylindrical electrical double layer (see Fig. 2) due to the strong similarities between these two rod-like biopolymers.\(^4\) Our calculations, based on the C-G molecular structure and the cylindrical biomolecule model for G-actins described above, yields the following expression for the total charge accumulated in the capacitor \( Q \) and monomer capacitance \( C(V) \)

\[
Q = C_0(V - bV^2) = V C_0(1 - bV) = V C(V)
\]

where \( C_0 \) represents the linear capacitance of the capacitor and \( b \) the theory’s parameter characterizing the non-linear behavior (numerical values for these parameters are provided below).

The last component of the electric circuit, e.g. the self-inductance \( L \) for G-actins, is usually estimated using Faraday’s law\(^4\)

\[
L = \frac{\Gamma N^2 \pi (r_l + \lambda)^2}{l} \approx 1.7 \times 10^{-12} \text{ F}
\]

where \( \Gamma \) and \( N \) represent the magnetic permeability and the number of turns (e.g. how many ions could be lined up along the length of a monomer), respectively. Here \( N = d/\ell \), where \( d \) is the average ion size. According to this rough estimation, the self-inductance contribution to the electrical signal propagation for F-actins is expected to be neglectable, however it may play an important role in other highly charged filaments. Therefore, the parameter will be considered in the present work as the approach may be useful for future applications.

3. Lossy, non-linear, dispersive transmission line model for microfilaments

Loan counterions surrounding microfilaments may be transferred from one charge center (e.g. monomer) to the next, giving rise to a locally restricted excess of partial charges that represent the propagation of electrical impulses along the conducting pathway.\(^5\) This kind of charge transfer mechanism between monomers is well known to generate flow of weakly bound electrons in conducting polymer systems where the electrical current and propagation velocity are different in nature. These transmission line models have been successfully demonstrated to characterize electron currents along conducting polymers, and are often utilized to describe ionic conduction and electrical impulse propagation along cytoskeleton filaments.\(^18,26,40\)
In this article, we use the sequential arrangement of elementary electric units introduced in the pioneer work of Tuszyński & Cantiello, where each unit represents a single G-actin characterized by the capacitor, resistances and self-inductance described in the previous section. A detailed characterization of the non-linear, dispersive transmission line model is provided in the ESI.

Application of Kirchhoff’s laws on the discrete transmission line model constructed by $N$ elementary cells (monomers), along with relationship (4), lead to the following coupled differential equations for describing the electrical potential $U_m(t) = Z^{1/2}U_m(t)$ across a cell unit $m$

$$U_{m-1} - U_m = C_0 Z \left( \frac{\partial U_m}{\partial t} - 2bZ^{1/2}U_m \frac{\partial U_m}{\partial t} \right)$$

$$U_m - U_{m+1} = Z^{-1} \left[ L \frac{\partial U_m}{\partial t} + U_m R_l - R_l(U_{m+1} - 2U_m + U_{m-1}) \right]$$

where $Z$ represents the characteristic impedance of the cell unit (numerical values for this parameter are provided below). Since the individual monomer length $l$ is much smaller than the actin filament length $(N - 1)l$, we can approximate eqn (6) and (7) as

$$U_m(t) \approx U_l(x, t),$$

and a Taylor series in terms of the parameter $\xi$, to get the following perturbed Korteweg-de Vries (pKdV) differential equation for the electric potential time evolution along a single F-actin filament

$$\frac{\partial W}{\partial \tau} - 6W \frac{\partial W}{\partial \xi} + \frac{\partial^3 W}{\partial \xi^3} = \mu_2 \frac{\partial^2 W}{\partial \xi^2} - \mu_3 W$$

The latter equation is expressed in terms of dimensionless variables $\xi(x, t)$, $\tau(t)$, re-scaled potential $W = \frac{8bZ^{1/2}C_0}{(L + C_0Z)}U_l$, and new parameters $\mu_2 = \frac{6R_l}{Z}$, $\mu_3 = \frac{24R_l}{Z}$. The first term to the left resembles the time dependent term in Fick’s diffusion law. The second and third terms represent the non-linearity and dispersive contributions arising from the condensed ion cloud in the electro-diffuse double layer and the diffuse spreading of ions along the microfilament, respectively. On the other hand, the first and second terms to the right represent the dissipation and damping perturbations, respectively.

Eqn (8) appears in a variety of systems describing the propagation of electrical solitons for a non-linear dispersive transmission line in the form of localized voltage waves. A similar equation was recently derived for microtubules, and for the first time, obtained here for actin filaments. For these transmission lines, an initial pulse $W(\xi, 0)$ may decay into a sequence of solitons and a tail. As a first approximation, we will consider single soliton solutions in the framework of the perturbation theory on the basis of the adiabatic approximation. According to this approach, an external voltage input $V_{inp}$ generates the propagation of a soliton pulse $W(\xi, \tau)$ in the following form

$$W(\xi, \tau) = -2\Omega(\tau)^2 \text{sech}^2[\Omega(\tau)(\xi - \eta(\tau))]$$

where $\Omega(\tau)$ and $\eta(\tau)$ are given by the expressions

$$\Omega(\tau) = \Omega_0 \left\{ \frac{\exp\left( -\frac{4\mu_1}{3} \right)}{1 + \frac{4\mu_2}{5\mu_3} \left( 1 - \exp\left( -\frac{4\mu_1}{3} \right) \right)} \right\}$$

$$\Omega_0^2 = 24V_{inp} \left\{ \frac{3L}{Z} + C_0Z \right\}$$

and

$$\eta(\tau) = -\frac{5}{4\mu_2} \left[ 4\mu_3 \tau + 3 \log[5\mu_3] \right]$$

$$- \frac{5}{4\mu_2} \left[ -3 \log \left[ -4\Omega_0^2 \mu_2 + \exp\left( \frac{4\mu_1}{3} \right) \left( 4\Omega_0^2 \mu_2 + 5\mu_3 \right) \right] \right]$$

By rewriting the argument of solution (9) in terms of the original variables

$$\Omega(\tau)(\xi - \eta(\tau)) = \frac{\Omega(\tau)}{\beta} \left( x - \left[ \frac{t}{\alpha} \beta + \beta \eta(\tau) \right] \right)$$

the soliton pulse $W(\xi, \tau)$ can be characterized by the time dependent wave number $k(t) = \frac{\Omega(t)/(4\alpha)}{\beta}$ and kern propagation velocity along the filament in units of m s$^{-1}$

$$v(t) = \left( \frac{\beta}{\alpha} + \frac{\eta(\tau)}{\beta} \right) = \frac{\beta}{\alpha} \left( 1 + \frac{1}{24} \frac{d\eta(\tau)}{dt} \bigg|_{t=\tau/(4\alpha)} \right)$$

where

$$\frac{d\eta}{dt} = \frac{4\Omega_0^2}{1 + \frac{4\mu_2}{5\mu_3} \left( 1 - \exp\left( -\frac{4\mu_1}{3} \right) \right)}$$

$$\alpha = \frac{L}{Z} + C_0Z > 0, \quad \beta = 2\ell.$$

The time average kern velocity of the soliton in a time interval $[0, t_{max}]$ is given by the usual expression

$$v_{av} = \langle v(t) \rangle = \frac{1}{t_{max}} \int_0^{t_{max}} v(t) dt$$

In the latter expression, $t_{max}$ represents the vanishing time (or time width), which is considered in this work as the time taken by the initial soliton amplitude to be attenuated 99%,
namely \( \left[ \frac{\Omega t_{\text{max}}}{2\pi a} \right]^{2} = 0.01. \)

It is worth noting that the approximate analytic solution (9) was compared with the exact numerical solution of the differential eqn (8) for both intracellular and in vitro conditions, obtaining a good visual matching over the whole domain. Clearly, eqn (9) accounts for amplitude, shape and velocity attenuation when propagating due to the ionic flow resistivities, inductance, and capacitance characterizing the G-actin monomers. While a similar soliton pulse behavior was recently found for microtubules,\(^a\) previous work for actin filaments were looking for solitary-wave solutions that propagate without changing form.\(^a\) This may only be expected when a balance between non-linearity and dispersion occurs, which requires that the effect of the perturbing terms on the shape of the soliton cancel each other out. We note that this kind of particular soliton arise in our approach when the right side of eqn (8) is indeed neglected. Nevertheless, our results show that this cancellation does not occur for the conditions considered in the present work.

4. Results and discussion

Expressions (2), (3), (5), (9), (10) and (11) are used to investigate the impact of different electrolyte solutions and voltage stimuli on the physicochemical properties of G-actins and electrical signal propagation along F-actins.

We consider two electrolyte solutions relevant in biophysics, one representing an intracellular biological environment in physiological solution conditions (140 mM K\(^+\), 4 mM Cl\(^-\), 75 mM HPO\(_4\)^{2-}, and 012 mM Na\(^+\) at 310 K),\(^a\) whereas the other represents in vitro conditions\(^b\) (0.1 M K\(^+\) and 0.1 M Cl\(^-\) at 298 K). Additionally, we consider both 0.05 V and 0.15 V peak voltage inputs in order to simulate the typical electric potential used in cells and single microfilament experiments. Further details on the approach are provided in the ESI† document.

4.1. Model’s parameters

Under the conditions considered in this article, the Debye length reveals a wider electrical double layer formation in the intracellular condition than in vitro condition, namely

\[ \lambda_0 = \begin{cases} 6.587 \text{ Å} & \text{intracellular fluid} \\ 9.902 \text{ Å} & \text{in vitro} \end{cases} \]

whereas, a value of the same order \( \ell_b = 6.738 \text{ Å} \) is obtained in both electrolytes for the Bjerrum length. We note that this parameter determines the length scale, and which electrostatic correlations are important. Additionally, our approach predicts the following effective conductivity relative to the conventional bulk value approximation

\[ \frac{\rho_i}{k^z} = \begin{cases} \frac{3.0736 - 2.1750}{3.0736} = 0.292 & \text{intracellular fluid} \\ \frac{1.4988 + 0.1512}{1.4988} = 1.101 & \text{in vitro} \end{cases} \]

with corresponding resistances

\[ R_i = \begin{cases} \frac{1}{0.292} R_t^o = 3.4240 R_t^o = 8.71 \text{ MΩ} & \text{intracellular fluid} \\ \frac{1}{1.101} R_t^o = 0.908 R_t^o = 4.74 \text{ MΩ} & \text{in vitro} \end{cases} \]

\[ R_i = \begin{cases} \frac{1}{0.552} R_t^o = 1.8116 R_t^o = 261.35 \text{ MΩ} & \text{intracellular fluid} \\ \frac{1}{1.518} R_t^o = 0.6568 R_t^o = 195.00 \text{ MΩ} & \text{in vitro} \end{cases} \]

and impedances

\[ Z = \begin{cases} 6.55409 \times 10^6 \Omega & \text{intracellular fluid} \\ 4.89680 \times 10^6 \Omega & \text{in vitro} \end{cases} \]

These results on ionic conductivity indicate an increase (decrease) of the resistances in typical intracellular (in vitro) environments compared to the corresponding bulk values. Such behavior, which is not captured by previous work,\(^b\) arises from a non-trivial balance (competition) between migration and convection forces, as well as, the monomeric EDL properties. These corrections to the conventional bulk approximation depend on the electrical double layer thickness, Debye length, electrochemistry (particles electrophoresis mobility, valence, bulk density and size, solvent viscosity and dielectric permittivity) and the monomer surface charge density and size.

Another neoteric result of this work is the prediction for the non-linear charge accumulation due to the linear monomeric capacitance behavior, namely \( C(V) = C_0(1 - \psi V) \). To obtain the numerical values of the parameters \( C_0 \) and \( b \), we correlate the set of surface charge densities values \( \psi \) predicted by the Csd model with the set of surface electrical potentials values \( \psi_o \) predicted by Csdft. We use the fit function provided by mathematica software\(^b\) to generate a cubic fitting polynomial between these two parameters as shown in Fig. 4. These curves, when used to calculate the slope analytically, generate the following value for \( C_0 \) and \( b \)

\[ C_0 = \begin{cases} 1.069 \times 10^{-16} \text{ F} & \text{intracellular fluid} \\ 6.739 \times 10^{-17} \text{ F} & \text{in vitro} \end{cases} \]

\[ b = \begin{cases} -9.446 V^{-1} & \text{intracellular fluid} \\ 0.4735 V^{-1} & \text{in vitro} \end{cases} \]

Our results on the capacitor show a remarkable increase in the linear capacitance for the intracellular condition, which has a high impact on the monomer’s ability to accumulate electric energy in the capacitor. Additionally, the parameter \( b \) is negative for the intracellular condition, whereas it is positive for the in vitro condition. Accordingly, the non-linearity of the charge accumulated in the capacitor mimics the behavior of a nMOS
varactor in accumulation mode and a diode in our electric circuit unit model for the intracellular and in vitro conditions, respectively. We note that the sign of the parameter $b$ also affects the polarization of the transmission line voltage (soliton) $V = -\frac{\gamma \sqrt{Z}}{24} W$. Certainly, the following calculations

\[
\gamma \sqrt{Z} = \frac{3 \alpha}{bZ^{3/2}C_0} = \frac{3}{b} \left( \frac{L}{Z} + C_0 Z \right)^{1/2}
\]

\[
\frac{-0.3175 V}{6.3356 V} \text{ intracellular fluid} \quad \rightarrow V = -\frac{1}{8b} W
\] (16)

reveal electrical impulses propagating upright and down for in vitro and intracellular conditions, respectively. The subsequent substitution of the values obtained for $b$ into eqn (10) yields $\Omega_0 = 1.3745$ and $\Omega_0 = 2.3810$ (intracellular condition) and $\Omega_0 = 0.30772$ and $\Omega_0 = 0.5322$ (in vitro condition), for 0.05 V and 0.15 V voltage inputs, respectively. These results clearly demonstrate the high impact of the non-linear parameter $b$ in the linear relationship between the unperturbed soliton amplitude and the voltage input.

4.2. Electrical signal propagation

We use expressions (9)–(11) along with the numerical values for the parameters obtained previously to characterize the kern propagation velocity, shape and attenuation of the electrical impulse along an actin filament under a variety of conditions.

In Fig. 5, we illustrate the propagation of normalized electrical signals with a 0.15 V voltage peak input for both intracellular and in vitro conditions. Our results show a similar soliton range in the order of a micron for both conditions. On the other hand, the soliton vanishing time is around 2 times longer in the intracellular condition. This result clearly shows

Fig. 4 Monomer surface charge density as a function of the surface electric potential. Blue and red circles represent the data for intracellular and in vitro conditions, respectively.

Fig. 5 (a) Soliton traveling along F-actin in intracellular conditions, (b) Soliton traveling along F-actin in in-vitro conditions.
a high impact of the biological environment on the average kern propagation velocity and attenuation.

In Fig. 6, we compare several equitemporal snapshots of the soliton profile along F-actin for both electrolyte conditions and voltage peak inputs. In both biological conditions, the electrical impulse shape is wider for lower voltage inputs. Although, when comparing to each other, the shape of the soliton is narrower for the intracellular condition than for the in vitro condition. The shift between consecutive blue and orange peak positions shown in Fig. 6 indicates that solitons at higher voltage input travel faster. This is in agreement with the results displayed in Fig. 7 for the soliton kern velocity. Clearly, the filament is able to sustain the soliton propagation at almost constant kern velocity for the in vitro condition (see Fig. 7b), namely $v(0) = v_{av} = 0.0328 \text{ m s}^{-1}$ and $v(0) = v_{aw} = 0.0331 \text{ m s}^{-1}$ for 0.05 V and 0.15 V voltage inputs, respectively. Nevertheless, a different scenario is
manifested in (Fig. 7a) where the initial kern propagation velocity for the intracellular condition is around \(v(0) = 0.03 \text{ m s}^{-1}\) and \(v(0) = 0.02 \text{ m s}^{-1}\) for 0.05 V and 0.15 V peak voltage inputs, respectively. The corresponding time averaged kern velocity is much lower, namely \(v_{av} = 0.01639 \text{ m s}^{-1}\) and \(v_{av} = 0.011853 \text{ m s}^{-1}\). This indicates a remarkable soliton propagation deceleration caused by a larger linear capacitance and non-linear parameter values, higher longitudinal ionic flow resistance, smaller electrical double layer thickness, and higher ion asymmetries (size, concentration, electrophoresis mobility, electrical valence, species number), among other factors. Additionally, our results demonstrate a higher voltage peak input that generates a higher time average kern propagation velocity. This can be understood from eqn (13) and (14), which predict an increasing propagation velocity of the electrical impulse with \(\Omega_0^2\), and consequently, with the voltage input by expression (10). On the other hand, the time average velocity comparison between both electrolyte conditions reveal that solitons from the in vitro condition travel, on average, faster than the intracellular condition, while the soliton peak attenuation is slower in the latter condition. This biological environment impact on electrical signal propagation is displayed in Fig. 8, which illustrates the soliton amplitude time evolution. It indicates similar vanishing time for both voltage peak inputs in each electrolyte condition. This is a consequence of the negligible impact of the amplitude \(\Omega_0^2\) on the characteristic soliton travel time

\[
\frac{v_{soliton}}{\Omega_0^2} = \frac{360\alpha}{2(4\mu_4\Omega_0^2 + 5\mu_3)}
\]

Moreover, our results reveal a more pronounced, fast soliton attenuation decay rate at higher voltage input (blue lines in Fig. 8). This is caused by higher voltage inputs generating larger values for \(\Omega_0^2\), and larger values for the denominator in eqn (10) for \(\Omega(t)\).

Overall, our results predict that the propagation of electrical signal impulses in the form of solitons are possible for a range of electrolyte solution and voltage stimulus typically present in intracellular and in vitro conditions. Unfortunately, we are unable to perform a quantitative comparison between our predictions and available experimental data on actin filaments, since some experimental and theoretical conditions are different. In the experimental work, it is unsure whether bundles, instead of single filaments, were used for the experiments. Further, an input square pulse was used for a duration of 800 micro seconds. Whereas, in our study, as well as, in previous work, a single filament and an instantaneous voltage stimulus are strictly considered. Although, our predictions and experimental data reveal similar trends, namely, higher voltages cause larger peaks and a faster traveling wave, which arise from a condensed ionic cloud that allows the soliton to travel along the filament.

5. Conclusions

In this article, we introduced an innovative multi-scale approach which accounts for the atomistic details on the protein molecular structure and biological environment, as well as their impact on electrical impulses propagating in the form of micron solitons along wild type actin filaments. The approach provides a novel, simple, accurate, approximate analytic expression for the characterization of solitons. It has been used to determine the effects of electrolyte conditions and voltage stimulus on the electrical impulse shape, attenuation and kern propagation velocity. The formulation has been shown to be capable of accounting for the details on the electrical double layer thickness and layering formation (ionic and water density distributions), the electrokinetics (particles electrophoresis mobility, valence and size, solvent viscosity and dielectric permittivity), and the monomer-electrolyte interface (surface charge density and size) on the ionic electrical conductivity and capacitance.

Our results reveal a high impact of the electrolyte condition on electrical conductivity and capacitance in G-actins. The approach predicts wider electrical double layer, lower electrical conductivity, higher linear capacitance and non-linear accumulation of charge in intracellular conditions, which play an important role on the electrical signal propagation along the actin filament. Additionally, the non-linearity of the charge accumulated in the capacitor resembles the behavior of a varactor and a diode in our electric circuit unit model for the intracellular and in vitro conditions, respectively. The approach also predicts different polarization of the transmission line voltage (soliton). The electrical impulse propagates upright and down for in vitro and intracellular conditions, respectively.

Our results also show a significant influence of the voltage input on the electrical impulse shape, attenuation and kern propagation velocity. The filament is able to sustain the soliton propagation at almost constant kern velocity for the in vitro condition, but it displays a remarkable deceleration for the intracellular condition, with a slower soliton peak attenuation which is more pronounced at higher voltage input. Solitons travel faster at higher voltage input, but are narrower for intracellular conditions. On the other hand, the electrical impulse shape is wider at lower voltage input and the soliton range is in the order of one micron for both electrolyte conditions. Although, the vanishing time is around 2 times longer for the intracellular condition.

Overall, our results predict that the propagation of electrical signal impulses in the form of solitons are possible for a range of electrolyte solutions and voltage stimulus typically present in intracellular and in vitro conditions. Our predictions are an improvement on less recent theories and in qualitative agreement with experimentally obtained data for actin filaments. One of the most important outcomes of this approach lies in the ability to determine the impact of molecular structure conformation (mutations) and physicochemical solution changes (protonations/deprotonations alterations) often present in pathological conditions in cytoskeleton filaments. This multi-scale theory may also be applicable to other highly charged rod-like polyelectrolytes with relevance in biomedicine and biophysics. Currently we are working along this direction with the ultimate goal of providing a molecular understanding for how and why age and inheritance conditions induce dysfunction and malformation in cytoskeleton filaments associated with a variety of diseases.
Our predictions are an improvement on less recent theories and in qualitative agreement with experimentally obtained data for filaments.
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Appendix A. Mathematical derivation for the master equations introduced in the article

Longitudinal and Transversal Ionic Flow Resistances

The transport law and assumptions introduced in section 2.2 provide the following equation for the axial electric surface current density\(^1\)

\[ i_z(r) = k(r) E_z + v_z(r) \rho_e(r) \quad r \geq r_\xi > R \quad (A.1) \]

This expression depends on the electrolyte conductivity

\[ k(r) = F^2 \sum_i z_i^2 u_i c_i(r) \quad (A.2) \]

and the total charge density distribution

\[ \rho_e(r) = F \sum_i z_i c_i(r) \quad (A.3) \]

In the previous expressions, \( F \) is Faraday's constant, whereas, the mobility, valence, and concentration of ion species \( i \) are represented by \( u_i, z_i, \) and \( c_i(r) \), respectively.

Moreover, we combine Poisson and the Navier-Stokes equations to obtain the following expression for the axial velocity profile

\[ v_z(r) = \frac{\epsilon E_z}{\mu} \left[ \phi(r) - \phi(r_\xi) \right] \quad r \geq r_\xi. \quad (A.4) \]

This expression indicates that under the action of a uniform axial electric field, the velocity profile of the fluid is proportional to the radial electric potential drop \( \phi(r) - \phi(r_\xi) \). In the latter equation, \( \epsilon = 7.0832 \cdot 10^{-10} \text{F/m} \) and \( \mu = 0.00089 \text{Kg/m/s} \) represent the absolute bulk permittivity and viscosity parameters, respectively. On the other hand, the radial electric potential \( \phi(r) \) generated by the total charge density distribution is dictated by the Poisson equation

\[ \rho_e(r) = -\frac{\epsilon}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi(r)}{\partial r} \right) \quad (A.5) \]

To obtain an analytic solution for the electric potential we use a Boltzmann distribution and Debye-Hückel (linearized PB) approximation for the ion density distributions

\[ c_i(r) = c_i^\infty \exp \left[ -\frac{z_i F \phi(r)}{RT} \right] \approx c_i^\infty \left( 1 - \frac{z_i F \phi(r)}{RT} \right), \quad \left| \frac{z_i F \phi(r)}{RT} \right| \ll 1 \quad (A.6) \]

where \( c_i^\infty \) is the bulk concentration of species \( i \) [mol/m\(^3\)], \( R \) the gas constant, and \( T \) the electrolyte temperature. After substitution of eqn (A.6) into eqn (A.3), the use of the bulk electroneutrality condition (\( \sum_i z_i c_i^\infty = 0 \)), and the replacement of the resulting expression into eqn (A.5), we obtain the expression for \( \phi(r) \) given by eq.(1) in the article, namely

\[ \phi(r) = \frac{\sigma \lambda D}{\epsilon} \frac{K_0 \left( \frac{r}{\lambda D} \right)}{K_1 \left( \frac{r_\xi}{\lambda D} \right)} \quad r > R \quad (A.7) \]
where \( K \) is the modified Bessel function of the second kind, \( \lambda_D \) represents the Debye length \( \lambda_D = (\epsilon RT / \left( F^2 \sum_i z_i^2 c_i^\infty \right))^{\frac{1}{2}} \), \( \sigma \) the monomer surface charge density, and \( r_\xi \) is the radius predicted by the cylindrical model.

We numerically evaluate the mean electric potential obtained for both electrolytes using the non-linearized and linearized PB solutions for validation purposes (see figure A.1). We obtained a maximum deviation of 9 %, which is within the range of values accepted for this kind of approximation.

The approximate analytic solution obtained for the electric potential \( \phi(r) \) is subsequently replaced into eqn (A.6), (A.5), (A.4), and (A.2) to get an analytic solution for the surface current density. This solution is integrated over the Bjerrum length \( \ell_b = \frac{\epsilon^2}{4\pi\varepsilon_0 k_b T} = 6.738 \text{Å} \). In the latter expressions, \( \varepsilon = 80 \) is the relative bulk solvent dielectric constant; \( \varepsilon_0 = 8.854 \cdot 10^{-12} \text{ [F m]} \) the vacuum permittivity; \( k_b = 1.381 \cdot 10^{-23} \text{ [J K]} \) the Boltzmann’s constant, and \( T \) the temperature in Kelvin degree. The integration yields the following expression for the total longitudinal ionic current

\[
I_l = \frac{E_z}{2\pi} \left[ \int_{r_{\xi}}^{\ell_b+r_\xi} r k(r) dr + \int_{r_{\xi}}^{\ell_b+r_\xi} r v(z) \rho_e(r) dr \right] \quad \text{(A.8)}
\]

After performing some algebra and integral calculations using mathematica11.1 software\(^2\) expression A.8 becomes

\[
I_l = E_z \pi \left( (\ell_b + r_\xi)^2 - r_\xi^2 \right) \left\{ k^\infty + \Delta k_l \right\} = \frac{|\Delta V|}{\ell} \pi \left( (\ell_b + r_\xi)^2 - r_\xi^2 \right) \left\{ k^\infty + \Delta k_l \right\} \quad \text{(A.9)}
\]

where \( k^\infty \) is the bulk electrolyte conductivity

\[
k^\infty = F^2 \sum_i z_i^2 u_i c_i^\infty, \quad \text{(A.10)}
\]

\( \Delta k_l \) the correction predicted by our approach.
\[ \Delta k_i = -\frac{2F^3 \sigma \lambda_D^2 r_\xi}{\varepsilon RT((\ell_b + r_\xi)^2 - r_\xi^2)} \sum_i z_i^3 u_i c_i \infty \left( 1 - \frac{(\ell_b + r_\xi) K_1 \left( \frac{\ell_b + r_\xi}{\lambda_D} \right)}{r_\xi K_1 \left( \frac{r_\xi}{\lambda_D} \right)} \right) + \] (A.11)

\[ \frac{r_\xi^2 \sigma^2}{\mu ((\ell_b + r_\xi)^2 - r_\xi^2)} G(\ell_b, r_\xi, \lambda_D) \]

and \( G \) is the following analytic function

\[ G(\ell_b, r_\xi, \lambda_D) \left[ K_1 \left( \frac{r_\xi}{\lambda_D} \right) \right]^2 \left\{ \left( K_0 \left( \frac{r_\xi}{\lambda_D} \right)^2 - K_1 \left( \frac{r_\xi}{\lambda_D} \right)^2 \right) + 2 \frac{\lambda_D}{r_\xi} K_0 \left( \frac{r_\xi}{\lambda_D} \right) K_1 \left( \frac{r_\xi}{\lambda_D} \right) \right\} \]

\[ \frac{(\ell_b + r_\xi)^2}{r_\xi^2} \left( K_0 \left( \frac{\ell_b + r_\xi}{\lambda_D} \right)^2 - K_1 \left( \frac{\ell_b + r_\xi}{\lambda_D} \right)^2 \right) - 2 \frac{\lambda_D (\ell_b + r_\xi)}{r_\xi^2} K_0 \left( \frac{\ell_b + r_\xi}{\lambda_D} \right) K_1 \left( \frac{\ell_b + r_\xi}{\lambda_D} \right) \]

Finally, we use Ohm’s law, which relates the axial voltage drop \( \Delta V \) and the total electric current \( I \) as \( R_l = |\Delta V/I| \), to obtain the expression for the longitudinal ionic flow resistance \( R_l \) introduced in the article by eq.(2), namely

\[ R_l = \frac{\ell}{\pi ((\ell_b + r_\xi)^2 - r_\xi^2) |k^\infty + \Delta k_i|} = \frac{\ell}{S_i q_i} \] (A.12)

A similar approach is used for the transversal ionic flow resistance calculations. The transport’s law and the assumptions introduced in section 2.2 provide the following equation for the radial surface current density

\[ i_r(r) = -F \sum_i z_i \left( F z_i u_i c_i \infty \left( \frac{\partial \phi(r)}{\partial r} \right) \right) \] (A.13)

Since this expression does not depend on the axial and azimuthal coordinates, the total radial current \( I_r \) passing from the inner to the outer layer is obtained by multiplying the radial surface current density by the lateral monomeric surface layer area at a section \( r \) in the solution, e.g. \( I_r = i_r(r)2\pi r \). Since \( I_r \) is a constant independent of position, this expression can be integrated across the electrical double layer to obtain

\[ \int_{r_\xi}^{\ell_b + r_\xi} \frac{I_r}{2\pi r} dr = \int_{r_\xi}^{\ell_b + r_\xi} i_r(r) dr = -k^\infty \int_{r_\xi}^{\ell_b + r_\xi} \left( \frac{\partial \phi(r)}{\partial r} \right) dr + s \int_{r_\xi}^{\ell_b + r_\xi} \sum_i z_i^3 u_i c_i \infty \int_{r_\xi}^{\ell_b + r_\xi} \phi(r) \left( \frac{\partial \phi(r)}{\partial r} \right) dr \] (A.14)

Therefore,
\[
\frac{I_r \ln \left( \frac{\ell_b + r_\xi}{r_\xi} \right)}{2\pi \ell} = -k^\infty \left[ \phi(\ell_b + r_\xi) - \phi(r_\xi) \right] + \frac{F^3}{2RT} \sum_i z_i^3 u_i c_i^\infty \left[ \phi^2(\ell_b + r_\xi) - \phi^2(r_\xi) \right]
\]

After some algebra we obtain a linear dependence between the total radial current \( I_r \) and the electric potential drop across the electrical double layer \( \Delta \phi \equiv \phi(r_\xi) - \phi(\ell_b + r_\xi) \) following the Ohm-like law equation

\[
\frac{I_r \ln \left( \frac{\ell_b + r_\xi}{r_\xi} \right)}{2\pi \ell \left[ k^\infty - \frac{F^3}{2RT} \sum_i z_i^3 u_i c_i^\infty \left[ \phi(\ell_b + r_\xi) + \phi(r_\xi) \right] \right]} \equiv I_r R_t = \Delta \phi
\]

where

\[
R_t = \frac{\ln \left( \frac{\ell_b + r_\xi}{r_\xi} \right)}{2\pi \ell \left[ k^\infty - \frac{F^3}{2RT} \sum_i z_i^3 u_i c_i^\infty \left[ \phi(\ell_b + r_\xi) + \phi(r_\xi) \right] \right]} = \frac{\ell_b}{2\pi \ell r_\xi \left[ k^\infty + \Delta k_t \right]} = \frac{\ell_b}{S_t \sigma_t}, \quad (A.15)
\]

is the expression for radial ionic flow resistance introduced in the article by eq. (3). In the later expression \( \Delta k_t \) represents the correction to the bulk electrolyte conductivity

\[
\Delta k_t = k^\infty \left\{ \frac{\ell_b}{r_\xi \ln \left( \frac{\ell_b + r_\xi}{r_\xi} \right)} - 1 \right\} - \frac{\ell_b \sigma \lambda_D F^3 \sum_i z_i^3 u_i c_i^\ell}{2r_\xi RT \epsilon K_1 \left( \frac{r_\xi}{\lambda_D} \right) \ln \left( \frac{\ell_b + r_\xi}{r_\xi} \right)} \left[ K_0 \left( \frac{(\ell_b + r_\xi)}{\lambda_D} \right) + K_0 \left( \frac{r_\xi}{\lambda_D} \right) \right]
\]

(A.16)

**Capacitance**

CSDFT characterizes the polyelectrolyte properties of the an actin filament by the effective molecular radius \( R \) and uniform bare surface charge density \( \sigma \), obtained in this work from the Cong molecular structure model, whereas the biological environment is represented by an electrolyte (either alkaline, acid or neutral) solution comprised of ionic species (characterized by crystal radius, charge and bulk concentration), explicit water molecules (characterized by neutral ions at experimental size (2.75 Å) and bulk concentration (55.56 M)). We assume that the filament, monomer radius and surface charge density are approximately similar. We consider a monomer exposed to different pH levels (alkaline, acid and neutral levels) in the solution. For each pH level, we use the Cong molecular structure model and perform titration calculations to predict the corresponding surface charge density value \( \sigma \), as explained previously. Subsequently, we apply CSDFT to predict the surface electrical potential \( \psi_o \) for each of the values \( \sigma \) obtained in the previous step. These two sets of parameter values \( [\sigma, \psi_o] \), when correlated using a cubic fitting polynomial curve, determine the slope analytically from where the following expression for the differential capacitance \( C_d \) is obtained

\[
C_d = \frac{d\sigma}{d\psi_o} = \tilde{C}_o \left( 1 - 2\tilde{b}\psi_o + 3\tilde{c}\psi_o^2 + O(\psi_o^3) \right)
\]

(A.17)
Integration of this expression with respect to the electric potential along the voltage drop $V$ across the electrical double layer leads to the expression for the total charge accumulated in the capacitor introduced in the article by eq.(4), namely

$$Q = 2\pi \tau \ell \tilde{C}_o \left( V - \tilde{b} V^2 \right) = C_o \left( V - b V^2 \right) = V C_o \left( 1 - b V \right) = V C \left( V \right)$$  \hspace{1cm} (A.18)

Electrical Signal Propagation

The current conservation law at the node A between the cells “$m - 1$” and “$m$”, provides the following equation (see Fig. 3 in the article)

$$I_{m-1} - I_m = \frac{\partial Q_m}{\partial t}$$  \hspace{1cm} (A.19)

where $\partial Q_m/\partial t$ represents the current across the capacitor in the cell “$m$”. By replacing eqn (4) into eqn (A.19) we have

$$I_{m-1} - I_m = C_o \left( \frac{\partial V_m}{\partial t} - 2b V_m \frac{\partial V_m}{\partial t} \right)$$  \hspace{1cm} (A.20)

On the other hand, Kirchhoff’s voltage law along the circuit ABCD generates the following expression (see Fig. 3 in the article)

$$v_m - v_{m+1} = L \frac{\partial I_m}{\partial t} + I_m R_l$$  \hspace{1cm} (A.21)

where $v_m$ is given by

$$v_m = R_l (I_{m-1} - I_m) + V_o + V_m$$  \hspace{1cm} (A.22)

and $V_o$ represents a constant DC bias electric potential. Further substitution of eqn (A.22) into eqn (A.21) yields

$$L \frac{\partial I_m}{\partial t} + I_m R_l = R_l (I_{m-1} - 2I_m + I_{m+1}) + (V_m - V_{m+1})$$  \hspace{1cm} (A.23)

The later equation can be written in terms of the characteristic impedance of the electrical circuit unit $Z$ and the new function $U_m(t)$, where as usual: $5$ $Z^{-1/2} U_m = I_m$ and $Z^{1/2} U_m = V_m$. In this article, the characteristic impedance is estimated as follows

$$Z \simeq \sqrt{R_{equiv}^2 + X_{equiv}^2}$$  \hspace{1cm} (A.24)

where $R_{equiv} = R_l + R_t$, $X_{equiv} = \frac{T_2^{G-actin}}{2\pi C_o}$, and $T_2^{G-actin}$ is a parameter characterizing the electrical circuit unit time scale.

These expressions, when replaced into eqn (A.20) and (A.23), lead to the coupled equations (6) and (7) introduced in the article, namely

$$U_{m-1} - U_m = C_0 Z \left( \frac{\partial U_m}{\partial t} - 2b Z^{1/2} U_m \frac{\partial U_m}{\partial t} \right)$$  \hspace{1cm} (A.25)
\[ U_m - U_{m+1} = Z^{-1} \left[ L \frac{\partial U_m}{\partial t} + U_m R_t - R_t (U_{m+1} - 2U_m + U_{m-1}) \right] \] (A.26)

Using the continuum approximation \( U_m(t) \approx U(x, t) \) with a Taylor series in terms of the parameter \( \ell \) mentioned in the article, we obtain the following expansion for \( U_{m\pm1}(t) \)

\[ U_{m\pm1} = U(x \pm \ell, t) \approx U(x \pm \ell, t) + \ell \frac{\partial U}{\partial x} + \frac{\ell^2}{2} \frac{\partial^2 U}{\partial x^2} + \frac{\ell^3}{3!} \frac{\partial^3 U}{\partial x^3} \] (A.27)

Consequently,

\[ U_{m+1} - 2U_m + U_{m-1} = \ell^2 \frac{\partial^2 U}{\partial x^2} \] (A.28)

\[ U_{m-1} - U_{m+1} = -2\ell \frac{\partial U}{\partial x} - \frac{\ell^3}{3} \frac{\partial^3 U}{\partial x^3} \] (A.29)

By summing eqn (A.25), (A.26), and using eqn (A.28) and (A.29) we have

\[ Z^{-1} \left[ L \frac{\partial U}{\partial t} + U R_t - R_t \left( \ell^2 \frac{\partial^2 U}{\partial x^2} \right) \right] + C_0 \left( Z \frac{\partial U}{\partial t} - 2bZ^{3/2} \frac{\partial U}{\partial t} \right) = -2\ell \frac{\partial U}{\partial x} - \frac{\ell^3}{3} \frac{\partial^3 U}{\partial x^3} \] (A.30)

The later equation can be conveniently rewritten as follows

\[ \left[ \frac{L}{Z} + C_0 Z \right] \frac{\partial U}{\partial t} + \frac{R_t}{Z} U - \frac{R_t \ell^2}{Z} \frac{\partial^2 U}{\partial x^2} - 2bZ^{3/2} C_0 U \frac{\partial U}{\partial t} + 2\ell \frac{\partial U}{\partial x} + \frac{\ell^3}{3} \frac{\partial^3 U}{\partial x^3} = 0 \] (A.31)

The master equation (A.31) can be solved for \( U(x, t) = U(x(\xi, \tau), t(\tau)) = U(\xi, \tau) \) in terms of dimensionless variables

\[ \xi = \frac{x}{\beta} - \frac{t}{\alpha}, \quad \tau = \frac{t}{24\alpha}, \quad \text{where} \quad \alpha = \frac{L}{Z} + C_0 Z > 0, \quad \text{and} \quad \beta = 2\ell, \] (A.32)

After some manipulations and using the following relationships \( \frac{\partial^2}{\partial x^2} = \frac{1}{\beta^2} \frac{\partial^2}{\partial \xi^2} \) and \( \frac{\partial^3}{\partial x^3} = \frac{1}{\beta^3} \frac{\partial^3}{\partial \xi^3} \), we have

\[ \frac{\gamma}{24} \frac{\partial U}{\partial \tau} + \frac{\gamma R_t}{Z} U - \frac{\gamma R_t}{4Z} \left( \frac{\partial^2 U}{\partial \xi^2} \right) + 6U \left( \frac{\partial U}{\partial \xi} - \frac{\partial U}{\partial \tau} \right) + \frac{\gamma}{24} \frac{\partial^3 U}{\partial \xi^3} = 0 \] (A.33)

where \( \gamma = \frac{3\alpha}{bZ^{3/2} C_0} \). Since we look for slow changes on the time evolution in the electrical impulse solution of eqn (A.33), \( \frac{\partial U}{\partial \tau} \ll \frac{\partial U}{\partial \xi} \), the time rate in the electrical impulse is considered to be much slower than on the traveling variable. As a result, an analytic solution of eqn (A.33) can
be obtained by performing the change, $U = -\frac{\gamma}{24} W$ and defining new parameters $\mu_2 = \frac{6R_l}{R_t}$, $\mu_3 = \frac{24R_l}{R_t}$.

Accordingly, eqn (A.33) becomes the well-known perturbed Korteweg-de Vries (pKdV) differential equation\(^6,7\) introduced in the article by eq. (8), namely

$$\frac{\partial W}{\partial \tau} - \frac{1}{4} \int W(W) sech^2(z) dz,$$

(A.37)

$z = \frac{\Omega}{\mu_3} (\xi - \xi_0)$ and $P(W)$ is the perturbation term defined in eqn (A.34). The calculation of the integrals appearing in eqn (A.37) and (A.38) provide the following analytic solutions

$$\Omega(\tau) = \Omega_0 \sqrt{\exp\left(-\frac{4\mu_3}{3} t\right)} \equiv \Omega_0 M_1 (\tau),$$

(A.39)

$$\simeq \Omega_0 (1 - \frac{2}{15} (4\mu_2 - 5\mu_3) \tau + O \left(\frac{4\mu_3}{3}\right)^2).$$

In this analysis, we look for an analytic solution of eqn (A.35) in the framework of the perturbation theory on the basis of the adiabatic approximation.\(^9\) In that case, the solution is a soliton pulse $W(\xi, \tau)$ in the form introduced in the article by equation (9), namely

$$W(\xi, \tau) = -2\Omega^2_0 sech^2 \left[ \left( \Omega_0 (\xi - \eta(\tau)) \right) \right]$$

(A.36)

where $\Omega(\tau)$ and $\eta(\tau)$ satisfy the following equations

$$\frac{d\Omega}{d\tau} = -\frac{1}{4\Omega} \int_{-\infty}^{\infty} P(W) sech^2 z \, dz,$$

(A.37)

$$\frac{d\eta}{d\tau} = 4\Omega^2 - \frac{1}{4\Omega^3} \int_{-\infty}^{\infty} P(W) \left[ z + \frac{1}{2} sinh(2z) \right] sech^2 z \, dz,$$

(A.38)

$z = \frac{\Omega}{\mu_3} (\xi - \eta(\tau))$ and $P(W)$ is the perturbation term defined in eqn (A.34). The calculation of the integrals appearing in eqn (A.37) and (A.38) provide the following analytic solutions

$$\Omega(\tau) = \Omega_0 \sqrt{\exp\left(-\frac{4\mu_3}{3} t\right)} \equiv \Omega_0 M_1 (\tau),$$

(A.39)

$$\simeq \Omega_0 \left(1 - \frac{2}{15} \left(4\mu_2 - 5\mu_3\right) \tau + O \left(\frac{4\mu_3}{3}\right)^2\right).$$
\[ \eta(\tau) = -\frac{5}{4\mu_2} [4\mu_3 \tau + 3 \log (5\mu_3)] - \frac{5}{4\mu_2} \left[ -3 \log \left[ -4\Omega_0^2 \mu_2 + \exp \left( \frac{4\tau \mu_3}{3} \right) (4\Omega_0^2 \mu_2 + 5\mu_3) \right] \right] \equiv 4\Omega_0^2 \tau M_2(\tau) \approx 4\Omega_0^2 \tau \left( 1 - \frac{2}{15} \left( 4\mu_2 \Omega_0^2 + 5\mu_3 \right) \tau + O \left( \frac{(4\tau \mu_3)^2}{3} \right) \right) \] (A.40)

Note that \( V = -\frac{\gamma Z}{24} W \), therefore the unperturbed dimensionless amplitude \( \Omega_0^2 \) is linearly proportional to the external voltage input \( V_{\text{inp}} \)

\[ \Omega_0^2 = 24 V_{\text{inp}} / (Z^{1/2} |\gamma|) \] (A.41)

It is worth mentioning that eqn (A.39), (A.40) and (A.41) describe the evolution of one soliton in the presence of a perturbation characterized by the amplitudes \( M_1(\tau) \) and \( M_2(\tau) \) which are expected to yield a slow change on the soliton parameters.\(^9\) Therefore, the expansions appearing in eqn (A.39) and (A.40) provide a good estimation of the characteristic soliton travel time (in seconds) \( T_{\text{soliton}}^0 = \frac{360\alpha}{\Omega_0^2 \mu_2 + 5\mu_3} \). This time should be, in principle, larger than the characteristic ion flow time, such that \( T_{\text{soliton}}^0 \gg T_{\text{actin}}^0 = \frac{2\pi C_o}{\sqrt{Z^2 - (R_i + R_t)^2}} \). Additionally, for the electrolyte conditions and models considered in the present article, we have \( \Omega_0^2 \lesssim 1 \), \( L/Z \ll 1 \) and \( R_t / R_i \ll 1 \) which yield the following approximate implicit equation for the impedance

\[ \frac{360\alpha}{2(4\mu_2 \Omega_0^2 + 5\mu_3)} \approx \frac{3ZC_o}{16} \ell \geq 2\pi C_o \sqrt{Z^2 - (R_t + R_i)^2} \approx 2\pi C_o \sqrt{Z^2 - R_i^2} \] with solution \( Z \gtrsim 25.1128 R_t \) and \( T_{\text{soliton}}^0 \gtrsim 50.1858 \pi C_o R_t \).

**Appendix B. Numerical and Analytic Solution Comparison**

We solve equation (8) numerically by using periodic boundary conditions \( W(\xi, \tau) = W(-\xi, \tau) \) and a voltage input signal:

\[ W(\xi, 0) = -2\Omega_0^2 \text{sech}^2 [\xi] \] (B.1)

The artificially periodic boundary conditions were imposed to facilitate the resolution of the partial differential equation (8). However, for lengths of the microfilament big enough it does not affect the solution of the system.\(^13\) Equation (8) was solved using the commercial software Mathematica 11.0.\(^2\) We applied the numerical method of lines algorithm, which is an efficient approach to numerically solve partial differential equations provided it is an initial value problem. This method discretizes all but one dimension, then integrates the semi-discrete problem as a system of Ordinary Differential Equations (ODEs) or Differential-Algebraic Equations (DAEs). Additionally, we configured some parameters to obtain the solution. We set the WorkingPrecision (e.g. how many digits of precision should be maintained in internal computations) to the MachinePrecision value (double-precision floating-point numbers: \( \approx 16 \) decimal digits) . The AccuracyGoal and the PrecisionGoal (e.g. how many effective digits of accuracy and precision, respectively) were
set to a value equal to half the setting for WorkingPrecision. The InterpolationOrder of the solution (e.g. continuity degree of the final output) was set to 6 for the $\xi$ variable and 3 for the $\tau$ variable. The MaxStepFraction (e.g. maximum fraction of the total range to cover in a single step) was equal to 1/10, the MaxStepSize (e.g. maximum size of each step) was defined as the inverse of MaxStepFraction (10) and the MaxSteps (e.g. maximum number of steps to take in generating a result) was set to 10000. In the case of the NormFunction parameter, we used an infinity-norm.\textsuperscript{2} It is worth mentioning that the inductance value considered in this work does not affect the numerical solution obtained for the soliton.

Fig. B.2 shows the soliton profile comparison between the numerical and the approximate analytic solution (9) for both intracellular and in-vitro conditions, obtaining a good visual matching over the whole domain. In general, there was a short and intermediate time evolution where the adiabatic approximation is valid. Certainly, at longer times the perturbation increases the impact on the soliton shape and tails. Overall, the peak position and width, as well as the kernel velocity between the numerical and analytic solutions in intracellular conditions, are in very good agreement. Whereas, the analytic solution predicts a wider and more attenuated soliton for in-vitro conditions. Higher order approximations and multisoliton solutions will be considered in a future work.

Figure B.2: Comparison between numerical (red color) and analytic (blue color) solutions. The figures to the left and right sides correspond to the electrical signal impulse amplitude generated by 0.05\textit{V} and 0.15\textit{V} input voltage peaks, respectively. The electrical impulse peaks correspond to the snapshots mentioned in Fig. 6.
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