SATURATION AND VANISHING IDEALS
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Abstract. We consider an homogeneous ideal $I$ in the polynomial ring $S = K[x_1, \ldots, x_m]$ over a finite field $K = \mathbb{F}_q$ and the finite set of projective rational points $X$ that it defines in the projective space $\mathbb{P}^{m-1}$. We concern ourselves with the problem of computing the vanishing ideal $I(X)$. This is usually done by adding the equations of the projective space $I(\mathbb{P}^{m-1})$ to $I$ and computing the radical. We give an alternative and more efficient way using the saturation with respect to the homogeneous maximal ideal.

Dedicated to Rafael Villarreal on his 70th Birthday.

1. Introduction

The aim of this paper is to compute the vanishing ideal of a finite set of points in the projective space. The motivation comes from Coding Theory, in which some projective codes are defined using these type of ideals. In the affine case, the computation of the vanishing ideal of a finite set of points is straightforward, but the projective case poses some additional problems. It is known that the vanishing ideal can be obtained computing the radical of a certain ideal, and we show that it can also be obtained computing the saturation with respect to the homogeneous maximal ideal, which is more efficient.

Let $K = \mathbb{F}_q$ be a finite field, and let $S = K[x_1, \ldots, x_m]$ be the polynomial ring with standard grading. Let $I \subset S$ be an ideal. We denote by $X = V_{\mathbb{F}_q}(I) = \{P_1, \ldots, P_n\} \subset \mathbb{A}^m$ the finite set of rational points in which all the polynomials of $I$ vanish. Then we can consider the vanishing ideal of $X$, $I(X)$. With this notation we define the following evaluation map:

$$\text{ev}_X : S/I(X) \rightarrow \mathbb{F}_q^n, \quad f + I(X) \mapsto (f(P_1), \ldots, f(P_n)).$$

By the definition of $I(X)$, this evaluation map is an isomorphism of $\mathbb{F}_q$-vector spaces. If we consider $L$ a vector subspace of $S/I(X)$, we can define the affine variety code $C(I, L)$ as the image of $L$ under the evaluation map $\text{ev}_X$. That is:

$$C(I, L) = \text{ev}_X(L) = \{\text{ev}_X(f + I(X)) \mid f + I(X) \in L\}.$$

In the light of this definition one may wonder how to compute the ideal $I(X)$. In this affine setting, the answer is quite straightforward. The ideal $I_q = I + \langle x_1^q - x_1, \ldots, x_m^q - x_m \rangle$ satisfies

$$V_{\mathbb{F}_q}(I_q) = V_{\mathbb{F}_q}(I) = V_{\mathbb{F}_q}(I(I(X))) = X.$$
By Seidenberg’s Lemma [13, Prop. 3.7.15], \( I_q \) is radical. Hence, in this case \( I_q = I(X) \) and we obtain the vanishing ideal directly.

Following a similar idea, one can consider evaluation codes over the projective space \( \mathbb{P}^{m-1} \). Let \( I \subset S \) be an homogeneous ideal. Again, we consider \( X = V_{\mathbb{P}^{m-1}}(I) = \{[P_1], \ldots, [P_n]\} \subset \mathbb{P}^{m-1} \) the finite set of projective points defined by \( I \) with representatives \( P_i \). Denoting the vanishing ideal of \( X \) by \( I(X) \), we can define the following \( K \)-linear map for each degree \( d \):

\[
ev_d : S_d \to K^n, \quad f \mapsto \left( \frac{f(P_1)}{f_1(P_1)}, \ldots, \frac{f(P_n)}{f_n(P_n)} \right),
\]

where \( f_i \in S_d \) are fixed homogeneous polynomials verifying \( f_i(P_i) \neq 0 \). Then the image of \( S_d \) under \( \ev_d \), denoted by \( C_X(d) \), is called a projective Reed-Muller type code of degree \( d \) on \( X \). By definition, \( I(X)_d = \ker \ev_d \). Thus, \( S_d/I(X)_d \cong C_X(d) \). It can easily be checked that the basic parameters of the code (length, dimension and minimum distance) do not depend on the choice of the polynomials \( f_i \). These codes have been studied in various contexts [3–5, 9, 17].

In order to compute \( I(X) \), as in the affine case, a natural idea would be to add the equations of the projective space to the ideal \( I \), and check whether the resulting ideal is radical. These equations correspond to the generators of the vanishing ideal of the set of all points in \( \mathbb{P}^{m-1} \) [15]:

\[
I(\mathbb{P}^{m-1}) = \langle \{x_i^q x_j - x_i x_j^q, 1 \leq i < j \leq m\} \rangle.
\]

We can define \( I_q = I + I(\mathbb{P}^{m-1}) \) and, as before, if this ideal were radical, then it would be equal to \( I(X) \). However, this ideal is not radical in general. In fact, we have observed that this ideal is radical only in very specific cases. In general, computing the radical may be computationally intensive. Thus, it is an interesting problem to find an easier way to compute \( I(X) \).

In Theorem 2.10, we prove that we can compute the vanishing ideal \( I(X) \) using the saturation with respect to the homogeneous maximal ideal:

\[
I(X) = (I + I(\mathbb{P}^{m-1})) : m^\infty.
\]

We then ask ourselves if there are many cases in which there is no need to use the saturation, i.e., \( I + I(\mathbb{P}^{m-1}) = I(X) \). The answer is that this rarely happens, because it is equivalent to the question of whether \( I_q \) is radical or not. Following this direction, in Proposition 2.15, we show that there are finite sets of points \( X \subset \mathbb{P}^{m-1} \) such that there is no ideal \( I \subset S \), besides \( I(X) \), such that \( I + I(\mathbb{P}^{m-1}) = I(X) \).

### 2. Main result

Before providing the main result, we recall some well known results. The first one is often referred as additivity of the degree.

**Proposition 2.1** [11, Lem. 5.3.11]. Let \( I \subset S \) be an homogeneous ideal and let \( I = q_1 \cap \cdots \cap q_m \) be its irredundant primary decomposition. Then

\[
\deg(S/I) = \sum_{ht(q_i) = ht(I)} \deg(S/q_i).
\]

The vanishing ideal of a finite set of points satisfies many properties. We list some of them below.
Lemma 2.2 [14, Cor. 6.3.19]. Let $[\alpha] \in \mathbb{P}^{m-1}$, with $\alpha = (\alpha_1, \ldots, \alpha_m)$, and let $I_{[\alpha]} = I(\{[\alpha]\})$ its vanishing ideal. Then

$$I_{[\alpha]} = (\{\alpha_ix_j - \alpha_jx_i \mid 0 \leq i < j \leq m\}).$$

Remark 2.3. In the previous lemma, at least one $\alpha_k \neq 0$ for some $k$. Hence, we can express $I_{[\alpha]}$ in the following way:

$$I_{[\alpha]} = (\{x_i - \frac{\alpha_i}{\alpha_k}x_k \mid i = 1, \ldots, n, i \neq k\}).$$

Corollary 2.4. The ideal $I_{[\alpha]}$ is prime, $\deg(S/I_{[\alpha]}) = 1$ and $\text{ht}(I_{[\alpha]}) = m - 1$.

Proof. All properties follow from the fact that $S/I_{[\alpha]} \cong K[x_k]$ for some $k$, which is obvious from the previous remark.

Remark 2.5. If we have a finite subset $X \subset \mathbb{P}^{m-1}$, then

$$I(X) = \bigcap_{[\beta] \in X} I_{[\beta]}.$$

Taking into account that each $I_{[\beta]}$ is prime, the previous expression is an irredundant primary decomposition of $I(X)$.

Corollary 2.6. Let $X \subset \mathbb{P}^{m-1}$ be a finite subset. Then $\deg(S/I(X)) = \#X$, $\text{ht}(I(X)) = m - 1$, and $S/I(X)$ is Cohen-Macaulay.

Proof. The first property follows from Proposition 2.1 and the previous remark. The second one follows from Corollary 2.4 and the previous remark. The last one is deduced from the fact that $\text{depth}(I(X)) = 0$ if and only if $I(X)$ has an $m$-primary component, which is not the case because of the previous remark, and the fact that $\dim S/I(X) = 1$.

The following lemma is interesting because it relates the number of common zeros of a set of polynomials to the degree of a certain ideal, which gives a relation between Coding Theory and Commutative Algebra.

Lemma 2.7 [9, Lem. 3.4]. Let $X$ be a finite subset of $\mathbb{P}^{m-1}$ over a field $K$, and let $I(X) \subset S$ be its vanishing ideal. If $F = \{f_1, \ldots, f_r\}$ is a set of homogeneous polynomials of $S \setminus \{0\}$, then the number of points of $V_X(F)$ (common zeros of $F$ which are in $X$) is given by

$$|V_X(F)| = \begin{cases} \deg(S/(I(X), F)) & \text{if } (I(X) : (F)) \neq I(X), \\ 0 & \text{if } (I(X) : (F)) = I(X). \end{cases}$$

Lemma 2.8 [8, Lem. 8]. Let $I \subset J \subset S$ be unmixed homogeneous ideals with the same height. If $\deg(S/I) = \deg(S/J)$, then $I = J$.

The computation of the vanishing ideal only makes sense when $X = V_{\mathbb{P}^{m-1}}(I) \neq \emptyset$. One can get $X = \emptyset$ in several ways, for example, if $I$ is 0-dimensional, or if it has positive dimension but no common zero of the homogeneous polynomials in $I$ is in $\mathbb{P}^{m-1}$ for the corresponding field $\mathbb{F}_q$. The following lemma gives an algebraic characterization of this property.

Lemma 2.9. Let $I \subset S$ be an homogeneous ideal. Then $X = V_{\mathbb{P}^{m-1}}(I) = \emptyset$ if and only if $(I(\mathbb{P}^{m-1}) : I) = I(\mathbb{P}^{m-1})$. 
Proof. We have $X = V_{\mathbb{P}^{m-1}}(I) = \emptyset$ if and only if $I \not\subseteq I_[P]$ for any $[P] \in \mathbb{P}^{m-1}$. We also have that $(I_[P] : I) = I_[P]$ if and only if $I \not\subseteq I_[P]$ because $I_[P]$ is prime. Therefore, $I \not\subseteq I_[P]$ for any $[P] \in \mathbb{P}^{m-1}$ if and only if $(I(\mathbb{P}^{m-1}) : I) = I(\mathbb{P}^{m-1})$ because

$$(I(\mathbb{P}^{m-1}) : I) = \bigcap_{[P] \in \mathbb{P}^{m-1}} (I_[P] : I),$$

so the result is proved.

The natural way of computing $I(X)$ from the point of view of Coding Theory is by taking the radical of $I_q = I + I(\mathbb{P}^{m-1})$, similarly to what is done in the affine case (although in that case, $I_q$ is always radical). For this, we have to prove that

$$I(X) = \sqrt{I + I(\mathbb{P}^{m-1})}.$$

This can be seen as an application of Hilbert’s Nullstellensatz in the algebraic closure of $\mathbb{P}_q$, or can be proved directly as in [12, Thm. 3.13]. Inspired by the proof of the latter, the following theorem shows a way to compute $I(X)$ using the saturation with respect to the homogeneous maximal ideal. This is also a natural way to compute $I(X)$ from the point of view of Commutative Algebra, because we are getting rid of the 0-dimensional components, which are meaningless in this projective setting. Note that saturation with respect to a specific element has been used for similar purposes in [16, Cor. 4.4] for certain projective binomial varieties.

**Theorem 2.10.** Let $I$ be an homogeneous ideal such that $(I(\mathbb{P}^{m-1}) : I) \neq I(\mathbb{P}^{m-1})$. Let $X = V_{\mathbb{P}^{m-1}}(I)$ and $m = (x_1, \ldots, x_m)$ the homogeneous maximal ideal. Then

$$I(X) = (I + I(\mathbb{P}^{m-1})) : m^\infty.$$

*Proof.* Again we denote $I_q = I + I(\mathbb{P}^{m-1})$ and we are going to prove first that $\deg(S/I_q) = \deg(S/I(X))$. We can apply Lemma 2.7 to $X = \mathbb{P}^{m-1}$ and a set of generators $F$ of $I$. We obtain:

$$|X| = |V_{\mathbb{P}^{m-1}}(I)| = \deg(S/I_q),$$

and because $|X| = \deg(S/I(X))$ holds by Corollary 2.6, we get the equality $\deg(S/I_q) = \deg(S/I(X))$.

On the other hand, we have that $\sqrt{I_q} = I(X)$. Thus, $\dim(S/I_q) = 1$ and the primary decomposition is

$$I_q = q_1 \cap \cdots \cap q_l \cap Q,$$

where $\dim(S/q_i) = 1, 1 \leq i \leq l$, and $Q$ is the whole ring $S$ if $I_q$ is equidimensional, and an m-primary ideal otherwise. If we consider the irredundant primary decomposition $I(X) = \bigcap_{[P] \in X} I_[P]$, with $|X| = n$, then we get the equality

$$I_[P] \cap \cdots \cap I_[P_n] = \sqrt{q_1} \cap \cdots \cap \sqrt{q_l} \cap \sqrt{Q} = \sqrt{q_1} \cap \cdots \cap \sqrt{q_l}.$$

Reordering if necessary, we have that $I_[P] = \sqrt{q_i}, 1 \leq i \leq n$ and $l \geq n$. Taking into account that $\deg(S/I_q) = \deg(S/I(X))$, the additivity of the degree 2.1 and $\deg(S/I_[P]) = 1$ for all $i$, we get

$$|X| = n = \sum_{i=1}^{n} \deg(S/I_[P]) = \sum_{i=1}^{l} \deg(S/q_i) \geq l.$$

As observed before, $l \geq n$, which, together with the previous inequality, gives $l = n$. Moreover, we deduce $\deg(S/q_i) = 1$ for all $i, 1 \leq i \leq n$. Therefore, using that $I_[P] = \sqrt{q_i}$.
the equations given by the $2 \times 2$ homogeneous polynomial $f$ vanish at any of the points of this variety on $\mathbb{F}_q$, $1 \leq i \leq n$ and Lemma 2.8 we have that $q_i = I_{[P_i]}$, $1 \leq i \leq n$. Finally, we observe that

$$(I_q : m^\infty) = (I_{[P_1]} : m^\infty) \cap \cdots \cap (I_{[P_n]} : m^\infty) \cap (Q : m^\infty) = I_{[P_1]} \cap \cdots \cap I_{[P_n]} = I(\mathbb{X}),$$

and the result holds. \hfill \Box

Theorem 2.10 gives a more efficient way of computing the vanishing ideal $I(\mathbb{X})$ than the usual way using the radical. For the computations we needed to choose between the different computer algebra systems, the main ones for Commutative Algebra are CoCoA [1], Singular [6] and Macaulay2 [10]. We chose Macaulay2 for the examples on this occasion. We have used a computer with 512GB of RAM and an AMD EPYC 7F52 processor.

**Example 2.11.** We consider the 3-dimensional rational normal scroll defined by the equations given by the $2 \times 2$ minors of the following matrix:

$$M = \begin{pmatrix} x_0 & x_1 & x_2 & x_3 & x_4 & y_0 & y_1 & y_2 & y_3 & y_4 & z_0 & z_1 & z_2 & z_3 & z_4 & z_5 \\ x_1 & x_2 & x_3 & x_4 & x_5 & y_1 & y_2 & y_3 & y_4 & y_5 & z_1 & z_2 & z_3 & z_4 & z_5 \end{pmatrix},$$

and let $I$ be the homogeneous ideal defined by these equations. The number of rational points of this variety on $\mathbb{F}_q$ is $(q^2 + q + 1)(q + 1)$ [4, Cor. 2.3]. We first consider the case with $q = 9$. In this situation, $|\mathbb{X}| = 910$, and the computation of the saturation with Macaulay2 [10] takes 3.65 seconds. However, the computation of the radical of $I_q$ takes 1108.15 seconds, which shows the big difference in efficiency between the two methods.

If we consider the case $q = 11$ instead, we have $|\mathbb{X}| = 1596$. The saturation takes 5.08 seconds, and Macaulay2 [10] is not able to compute the radical of the ideal.

For this example, we have also considered Magma [2], which seems to have a well-optimized algorithm to compute the radical over fields of positive characteristic. Although the efficiency gap is reduced, the saturation is still more efficient than computing the radical.

**Remark 2.12.** It is always possible to obtain the vanishing ideal using the saturation with respect to a single polynomial. Because of prime avoidance [7, Lemma 3.3] there is a homogeneous polynomial $f \in S$ such that $f \not\in I_{[P_1]}$, for every $[P_i] \in \mathbb{X}$, i.e., $f$ does not vanish at any of the points of $\mathbb{X}$. Then, following the proof of Theorem 2.10, we get

$$(I_q : f^\infty) = \left( \bigcap_{[P_i] \in \mathbb{X}} (I_{[P_i]} : f^\infty) \right) \cap (Q : f^\infty) = \bigcap_{[P_i] \in \mathbb{X}} I_{[P_i]} = I(\mathbb{X}).$$

The problem is that finding such a polynomial $f$ may not be easy. However, in some specific examples, such as the following one, it can be done.

**Example 2.13.** Let $I$ be the homogeneous ideal of the rational normal curve defined by the equations given by the $2 \times 2$ minors of the matrix

$$N = \begin{pmatrix} x_0 & x_1 & x_2 & x_3 & x_4 \\ x_1 & x_2 & x_3 & x_4 & x_5 \end{pmatrix}.$$

We work over the field $\mathbb{F}_9$, and we consider the polynomial $f = x_0 - x_4 - x_5$. If we define $I_0 = I + I(\mathbb{P}^3)$, then it is easy to check with Macaulay2 [10] that $(I_0 : f^\infty) = (I_0 : m^\infty) = I(\mathbb{X})$, and that $f$ does not vanish at any of the points in $\mathbb{X}$, i.e., $(I(\mathbb{X}) : f) = I(\mathbb{X})$.

Having seen how to compute the vanishing ideal $I(\mathbb{X})$, one may wonder if there are many cases in which $I_q$ is saturated. If that were the case, we would not need to compute the saturation and we would get the vanishing ideal directly. An equivalent question would be to ask when the equality $I + I(\mathbb{P}^{m-1}) = I(\mathbb{X})$ holds. It is easy to see that if one takes
Let \( I = I(\mathcal{X}) \), the vanishing ideal of a finite set of points \( \mathcal{X} \subset \mathbb{P}^{m-1} \), then \( I(\mathcal{X}) + I(\mathbb{P}^{m-1}) = I(\mathcal{X}) \). Another trivial example would be to take an ideal \( I \) with \( V_{\mathbb{P}^{m-1}}(I) = \mathbb{P}^{m-1} \). We can also find some nontrivial examples, like the following one.

**Example 2.14.** Let \( K = \mathbb{F}_4 \) and \( \mathcal{X} = [\mathbb{F}_2 \times \mathbb{F}_2 \times \mathbb{F}_4] \subset \mathbb{P}^2 \). We can compute the vanishing ideal \( I(\mathcal{X}) \) directly (intersecting the vanishing ideals of the points in \( \mathcal{X} \)), but we can also use [3, Prop. 2.11]. In any case, we obtain

\[
I(\mathcal{X}) = (x_1 x_2^2 + x_1^2 x_2, x_1 x_3^4 + x_1^4 x_2, x_2 x_3^4 + x_2^4 x_3, x_3^4 x_3).
\]

We consider the ideal \( I \), obtained by replacing the primary component \((x_1, x_2)\) of \( I(\mathcal{X}) \) by \((x_1, x_2)^2\). Clearly \( \mathcal{X} = V_{\mathbb{P}^2}(I) \). In this situation, it turns out that \( I + I(\mathbb{P}^2) = I(\mathcal{X}) \). This is easy to check by looking at the generators of these ideals:

\[
I(\mathbb{P}^2) = (x_1 x_2 + x_1^4 x_2, x_1 x_3^4 + x_1^4 x_2, x_2 x_3^4 + x_2^4 x_3),
\]

\[
I = (x_1 x_2^2 + x_1^2 x_2, x_1 x_3^4 + x_1^4 x_3, x_2 x_3^4 + x_2^4 x_3),
\]

\[
I(\mathcal{X}) = (x_1 x_2^2 + x_1^2 x_2, x_1 x_3^4 + x_1^4 x_3, x_2 x_3^4 + x_2^4 x_3).
\]

Similar examples can be constructed by considering \( \mathcal{X} = \mathbb{F}_{p^l} \times \mathbb{F}_{p^l} \times \mathbb{F}_{p^l} \), with \( l \mid l' \), and increasing the multiplicity of the component \((x_1, x_2)\).

Even though we can construct several nontrivial examples, one can observe that in order to do so we have not strayed away too much from \( I(\mathbb{P}^{m-1}) \) and \( I(\mathcal{X}) \) (we have just used an ideal \( I(\mathcal{X}) \) that shares some generators with \( I(\mathbb{P}^{m-1}) \) and modified it a little). In fact, in most cases we have encountered, \( I_q \) was not saturated. The next result shows that there are some finite sets of points \( \mathcal{X} \) such that there are no nontrivial homogeneous ideals \( I \) with \( V_{\mathbb{P}^{m-1}}(I) = \mathcal{X} \) verifying \( I + I(\mathbb{P}^{m-1}) = I(\mathcal{X}) \).

**Proposition 2.15.** Let \( \mathcal{X} \subset \mathbb{P}^{m-1} \) be a finite set of points such that the degree of the elements of a minimal generating set of \( I(\mathcal{X}) \) is lower than \( q + 1 \). Then \( I + I(\mathbb{P}^{m-1}) = I(\mathcal{X}) \) if and only if \( I = I(\mathcal{X}) \).

**Proof.** Let \( I \) be an homogeneous ideal verifying \( I + I(\mathbb{P}^{m-1}) = I(\mathcal{X}) \). Obviously, \( I \subset I(\mathcal{X}) \), and we have to prove the other inclusion. The degree of the minimal generators of \( I(\mathbb{P}^{m-1}) \) is \( q + 1 \). Therefore, the minimal generators of \( I(\mathcal{X}) \), of degree lower than \( q + 1 \), must all be in \( I \), which proves the result.

**Example 2.16.** Let \( K = \mathbb{F}_4 \), and let \( \mathcal{X} = [\mathbb{F}_2 \times \mathbb{F}_2 \times \mathbb{F}_2] \subset \mathbb{P}^2 \). The vanishing ideal \( I(\mathcal{X}) \) is the same as \( I(\mathbb{P}^2) \) in \( \mathbb{F}_2 \). Therefore, we have

\[
I(\mathcal{X}) = (x_1^2 x_2 - x_1 x_2^2, x_1^2 x_3 - x_1 x_3^2, x_2^2 x_3 - x_2 x_3^2).
\]

The generators of \( I(\mathcal{X}) \) are of degree \( 3 < 5 = q + 1 \). Consequently, we can use Proposition 2.15 to assert that there is no homogeneous ideal \( I \), besides \( I(\mathcal{X}) \), such that \( I + I(\mathbb{P}^2) = I(\mathcal{X}) \).

In the proof of 2.10 we showed that \( \deg(S/I_q) = \deg(S/I(\mathcal{X})) \). Also, taking into account that \( \dim(S/I(\mathcal{X})) = 1 \) and that \( \sqrt{T_q} = I(\mathcal{X}) \), we get \( \text{ht}(I_q) = \text{ht}(I(\mathcal{X})) \). As we have said, in most cases, \( I_q \neq I(\mathcal{X}) \). Consequently, we would have \( I_q \subset I(\mathcal{X}) \), but \( \deg(S/I_q) = \deg(S/I(\mathcal{X})) \). The following example illustrates this fact, which seems to contradict [5, Lem. 2.10 (b)].

**Example 2.17.** We consider again the set \( \mathcal{X} = [\mathbb{F}_2 \times \mathbb{F}_2 \times \mathbb{F}_4] \subset \mathbb{P}^2 \) from example 2.14. We can replace the primary component \((x_1, x_3)\) by \((x_1, x_3)^2\) in the primary decomposition.
of \( I(\mathbb{X}) \), which gives the following ideal:
\[
I = I(\mathbb{X}) \cap (x_1, x_3)^2 = (x_1(x_1^2 + x_2^2), x_1(x_1^2 x_3 + x_2^2 x_3), x_1 x_2^2 + x_2^3, x_3(x_2 x_3 + x_2^2 x_3)).
\]
We can define \( I_4 = I + I(\mathbb{P}^2) \) and it is easy to check with Macaulay2 [10] that \( I_4 \subseteq I(\mathbb{X}) \), \( \text{ht}(I_4) = \text{ht}(I(\mathbb{X})) = 2 \) and \( \text{deg}(S/I_4) = \text{deg}(S/I(\mathbb{X})) \), which contradicts [5, Lem. 2.10 (b)]. Increasing the multiplicity of any primary component of \( I(\mathbb{X}) \), besides \((x_1, x_2)\), we get more examples of ideals \( I \) such that \( I_4 = I + I(\mathbb{P}^2) \) is not saturated and has the same degree and height as \( I(\mathbb{X}) \). Note that this does not contradict Lemma 2.8 since \( I_4 \) is not unmixed.
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