Improvement of stereo matching algorithm based on guided filtering and Kernel Regression
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Abstract. Stereo matching is one of the most dynamic fields in computer vision. Though its relevant research has already stepped into a mature stage, there are still certain challenges to obtain real-time and high-precision disparity maps from stereo image pairs. This paper presents a novel local stereo matching algorithm with better performance in edge preserving. In the first stage, this paper measures matching cost through combining truncated absolute differences (TAD) of the color and gradient. In the cost aggregation stage, this paper is creatively combined the weighted guided filtering and adaptive steering kernel regression algorithm, which effectively preserves image edge and depth information. In the final stage, an adaptive steering kernel regression algorithm is employed in interpolation to refine the final disparity map. According to the Middlebury benchmark experiments, the algorithm proposed in this paper could have better performance than other local stereo matching algorithms.

1. Introduction
Stereo vision system belongs to the field of computer vision. It has a wide range of applications in 3D surface reconstruction[1], autonomous driving system navigation, virtual reality and so on. The stereo vision system consists of at least two cameras. The cameras in the system act as different perspectives for capturing the same scene, producing pairs of images with corresponding relationships[2]. Through the stereo matching algorithm, the correspondence between the pairs of images is established and a disparity map is generated [3].

The stereo matching algorithm is mainly divided into the global and local methods [4]. The global method determines the disparity value by minimizing energy function. The global methods includes dynamic programming (DP) [5], graph cut (GC) [6] and belief propagation (BP) [7]. The local methods are also known as region-based or window-based methods [8]. The global optimization methods have a large amount of computation and are less feasible in practical applications[9]. Compared with the global method, the local method has a less time-consuming. In recent years, the local method is continuously optimized, and achieved higher accuracy. The main steps of the local stereo matching algorithm as follows: 1. matching cost computation; 2. cost aggregation; 3. disparity computation; 4. post-processing and refinement [4].

Cost aggregation is the core of the local stereo matching steps. The simplest way to aggregate is to use low-pass filters in square window. However, this method tends to blur the boundaries[10]. In order to solve this problem, some improved cost aggregation method is proposed. Yoon et al.[11] proposed...
an adaptive support-weight approach. Richard et al.[12] proposed a real-time stereo matching algorithm which smoothing the matching costs with the guided filter. Zhu et al.[13] proposed an edge-preserving guided filter approach to aggregate the cost volume. Hong et al.[14] propose a new cost aggregation method based on weighted guided image filter for local stereo matching.

The purpose of the disparity map refinement is to reduce noise and improve the accuracy. Typical steps consist of occlusion detection and pixels filling or interpolation. The occlusion detection usually adopts left-right consistency check[15]. The final refinement step after interpolation usually uses median filter and bilateral filter.

This paper contributes a novel local stereo matching algorithm. There are two contributions as follow:

1. The algorithm proposed in this paper is improved on the basis of guided filtering. In the cost aggregation stage, the covariance matrix based on the local gray value is calculated by adaptive steering kernel regression algorithm[16]. The covariance matrix is used as the local weight matrix in the weighted guided filtering algorithm. This approach plays a role in edge-preserving, which shows better performance than other methods.

2. In the disparity refinement stage, the occlusion pixels are obtained by the left and right consistency detection, and the interpolation process is completed by using the adaptive steering kernel regression algorithm to obtain the disparity map.

2. The proposed algorithm

The proposed algorithm that consists of the following 5 stages: (1) In the pre-processing stage, using the adaptive steering kernel regression algorithm to filter the raw input image. This process, while effectively denoising, obtains the gradient image of the image in the horizontal and vertical directions, which will be used to calculate the matching cost. (2) In this stage, using the combined measurement to compute the matching costs. (3) In the cost aggregation stage, the covariance matrix is calculated by adaptive steering kernel regression algorithm and using the weighted guided filtering to aggregate the matching costs. (4) the ‘Winner-Take-All’ strategy is used to compute the initial disparity map. (5) In the disparity refinement process, the interpolation is performed using an adaptive steering kernel regression algorithm.

2.1. Matching cost function

Compared to using a single method to calculate the matching cost, a combination of methods can often achieve better performance. Image gradients serve as a popular matching cost function which contain rich structural image information. The gradient image is:

$$\nabla G = \left( \nabla I_x^2 + \nabla I_y^2 \right)^{1/2}$$

(1)

where $\nabla I_x, \nabla I_y$ are the gradient value of the horizontal and vertical directions respective. The TAD of the gradient is generally determined as:

$$C_{\text{gradient}}(p) = \min \left( |\nabla G_L(p) - \nabla G_R(p-d)|, T_g \right)$$

(2)

where $d$ are disparity values, $C_{\text{gradient}}(p)$ is the matching cost of the image gradient. $T_g$ is the gradient truncation value. The TAD of color is computed as:

$$C_{\text{color}}(p) = \min \left( \frac{1}{3} \sum_{C_{r,g,b}} |I_{L,C}(p) - I_{R,C}(p-d)|, T_c \right)$$

(3)

where $I_{L,C}(p)$ is the color intensity value of pixel $p$ that is the left image of one of the channels. Correspondingly, $I_{R,C}(p-d)$ is the color intensity value in the right image. $T_c$ is a threshold for color truncation.

The combination of matching costs is expressed as:


\[ C(p) = \alpha \cdot C_{\text{color}}(p) + (1 - \alpha) \cdot C_{\text{gradient}}(p) \]  (4)

where \( \alpha \) is a constant with a range of \([0,1]\).

2.2. Cost aggregation

Cost aggregation is the most important step in the stereo matching algorithm. This stage is mainly divided into two steps: 1. The covariance matrix based on the local gray value is calculated and used as the local weight matrix. 2. The weighted guided filter is used to aggregate the matching cost.

In the adaptive kernel regression, \( K_{H^d}^{steer}(x_d - x) \) is data-adapted kernel. It is determined by the pixel spatial position and pixel intensity, thus effectively protecting the boundary. \( H_d^{\text{steer}} \) called steering matrices. It can be expressed by:

\[ H_d^{\text{steer}} = h \mu_d C_d^{-\frac{1}{2}} \]  (5)

where \( C_d \) is covariance matrix based on differences in the local gray-values. It can be calculated from:

\[ C_d = \gamma_d U_{\theta_d} \Lambda_d U_{\theta_d}^T \]  (6)

where \( U_{\theta_d} \) is the rotation matrix, \( \Lambda_d \) is the expansion matrix and \( \gamma_d \) determine the scale parameters. Thus, the covariance matrix determines the shape of the local adapted kernel. These local adapted kernels can protect the image edges because it uses large windows in the smooth region and small windows in the depth discontinuities region. It is effective to improve the effect of guided filter that using the covariance matrix to calculate the weighted kernel.

Let \( G = [G_R, G_G, G_B]^T \) be the guidance color image, the matching cost to be filtered is \( z(x_d) \), the image obtained after filtering is \( z'(x_d) \). It is assumed that in each disparity \( d \), for the center point is \( k \), and the support window \( \omega_k \) with radius is \( r \), \( z'(x_d) \) can be expressed as:

\[ z'(x_d) = a_k \cdot G(x_d) + b_k \]  (7)

where \( a_k \) is a 3×1 coefficient vector, and \( b_k \) is scalar. The weighted guided filtering is an energy function minimization problem, \( a_k, b_k \) can be obtained by the following energy function:

\[
\arg \lim_{a_k,b_k} \left\{ E = \sum_{x \in a_k} (a_k \cdot G(x_d) + b_k - z(x_d))^2 + \frac{\tilde{\lambda}}{W_G(k)} \cdot a_k^2 \right\}
\]  (8)

where \( W_G(k) \) is a local weights matrix and \( \tilde{\lambda} \) is a regulation parameter. The parameters \( a_k, b_k \) are obtained based on solution of \( \nabla E = 0 \).

Therefore \( W^{\text{WG}} \) can be defined as:

\[
W^{\text{WG}} = \sum_{k \in a_k} \left\{ \frac{1}{|\omega_k|} \cdot \frac{1}{|\omega_{\gamma_d}|} \cdot \left[ 1 + (G(x_d) - \mu_k)^T \left( \Sigma_k + \tilde{\lambda} \cdot w_G(k)^{-1} \right)^{-1} (G(y_d) - \mu_k) \right] \right\}^{-1}
\]  (9)

It can be seen from the above equation that the pixel \( y_d \) has a larger weight, which in the neighborhood of \( x_d \) has a similar color intensity. The intensity of the weight change is controlled by the local weight matrix \( w_G(k) \), which is a 3×3 matrix defined by:
\(w_G(k) = \begin{pmatrix} w_G^R(k) & 0 & 0 \\ 0 & w_G^C(k) & 0 \\ 0 & 0 & w_G^G(k) \end{pmatrix}\) \(10\)

\(w_G^C(k)\) is the weight kernel of one of the color channels, which is represented by the covariance matrix calculated above. We calculate the covariance matrix of the guided image \(G\) in each color channel, and take the determinant of the covariance matrix:

\[w_G^C(k) = \frac{1}{\det(C_G^C(k)) + \epsilon}\] \(11\)

where \(\epsilon\) is a constant to prevent \(w_G(k)\) from being a singular matrix.

After the cost aggregation, the aggregated cost \(z'(x_d)\) at the disparity \(d\) is obtained.

### 2.3. Disparity computation

After the cost aggregation, for each pixel \(x_d\), using the ‘Winner-Take-All’ strategy. That is, the minimum value of all the disparity \(d\) is selected to obtain a disparity map, which is expressed as:

\[D(x) = \arg \lim_{d \in [d_{\text{min}}, d_{\text{max}}]} \{z'(x_d)\}\] \(12\)

### 2.4. Post-processing

The disparity map obtained by cost aggregation contains outliers. In order to obtain a high-precision disparity map, further processing is required. This part consists of two main steps: the left and right consistency check and the interpolation process.

The pixel will be determined as an outlier if it satisfies the following inequality:

\[|D(x) - D_R(x - D(x))| \geq d_l\] \(13\)

where \(D_R(x)\) is the disparity map obtained from the right image, and \(d_l\) is the disparity values.

We use adaptive steering kernel regression algorithm for interpolating, still adopt the Gaussian kernel.

\[K_{\text{steer}}^{\text{new}(x_d - x)} = \frac{\sqrt{\det(C_d)}}{2\pi h^2 \mu_d^2} \exp \left\{ -\frac{(x_d - x)^T C_d (x_d - x)}{2 h^2 \mu_d^2} \right\}\] \(14\)

Interpolation can generate streak-line artifacts, hence the iterative process of this method is used to smooth the disparity map.

### 3. Experimental results

For the proposed algorithm, four sets of standard stereo image pairs in the Middlebury stereo dataset were used to evaluate it, namely Tsukuba, Venus, Cones and Teddy. The method for evaluating the performance of the algorithm is the bad pixels percentage, which are evaluated from three aspects: all, non-occluded and depth discontinuities area. Defined as follows:

\[B = \frac{1}{N} \sum |D_e(x,y) - D_g(x,y)| > \varphi\] \(15\)

where \(D_e(x,y)\) is the disparity map obtained by the proposed algorithm, and \(D_g(x,y)\) is the ground-truth disparity map. \(\varphi\) is the threshold, which is taken as 1 in this paper. \(N\) is the total number of pixels. Compared with the AdaptWeight[11], CostAggr[12] and the WGF[14] algorithm, the proposed algorithm shows better performance and reduces the bad pixel percentage of the disparity map. The comparison result shows in Table 1.
Table 1. The bad pixel percentage results of Middlebury evaluation of the established algorithms.

| Algorithm       | Tsukuba | Venus | Teddy | Cones |
|-----------------|---------|-------|-------|-------|
|                 | All     | Disc  | Non-all | All     | Disc  | Non-all | All     | Disc  | Non-all | Average |
| Proposed algorithm | 1.64    | 7.44  | 1.25   | 0.38   | 2.41  | 0.20    | 10.22   | 14.85 | 5.63    | 8.21    | 2.70    | 5.21    |
| WGF [14]        | 1.79    | 6.55  | 1.37   | 0.48   | 2.40  | 0.21    | 8.51    | 7.69  | 2.29    | 11.2    | 15.5    | 5.98    | 5.33    |
| CostAggr[12]    | 1.85    | 7.61  | 1.51   | 0.39   | 2.42  | 0.20    | 11.8    | 6.16  | 16      | 8.24    | 7.66    | 2.71    | 5.54    |
| AdaptWeight[11] | 1.85    | 6.90  | 1.38   | 1.19   | 6.13  | 0.71    | 13.3    | 18.6  | 7.88    | 9.79    | 8.26    | 3.97    | 6.67    |

Figure 1 shows the disparity map generated by the proposed algorithm. By visually comparing the disparity map obtained by the proposed algorithm with the ground-truth disparity map, it can be seen that the matching percentage rate is high, and the matching effect in the depth discontinuous region is better.

Figure 1. The disparity maps of the proposed algorithm by using Tsukuba, Venus, Teddy, and Cones: (a) Left images, (b) Right images, (c) ground-truth images, (d) result for the proposed algorithm
4. Conclusion and future works
The local stereo matching algorithm proposed in this paper mainly improves the cost aggregation and disparity refinement. In the cost aggregation, this paper creatively combines the weighted guided filtering and adaptive steering kernel regression algorithm. In the disparity refinement, an iterative adaptive control kernel regression algorithm is used for interpolation and smoothing. The proposed method shows results in edge-awareness and denoising. In the experiment, the higher precision disparity map is obtained when compared with other local algorithms. In the future, we will develop and implement parallel programming of the proposed algorithm, which enables it to run on multiple graphics processing units (GPUs).
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