Introduction

The amygdala complex is a heterogeneous group of subcortical nuclei and cortical areas located in the temporal lobe of the brain [1]. This complex is involved in the processing of biologically relevant sensory stimuli and in the generation of the autonomic, motor and endocrine responses induced by these stimuli [2,3]. Moreover, several lines of evidence indicate that the lateral and basolateral subcortical amygdala nuclei (also known as the basolateral complex) are implicated in forms of associative learning and emotional memory, particularly in the case of fear conditioning paradigms and emotional stress [4,5].

The wide representation and the particular organization of olfactory connections to the amygdala distinguish the olfactory system from other sensory modalities, making it a privileged model for the study of the encoding of biologically relevant stimuli and memory processes involving emotions. Surprisingly, this possibility has been scarcely explored so far. While inputs from most sensory systems enter the amygdala at the basolateral complex via the thalamus and neocortical regions, afferent connections from the main olfactory bulb (OB) directly target the amygdala at its cortical region. OB mitral and tufted cells project their axons through the lateral olfactory tract to the piriform cortex (PC) and the amygdaloid cortical nuclei (anterior cortical nucleus, ACo, and posterolateral cortical nucleus; [6]). These nuclei have a laminar configuration, with an external cell-sparse layer (layer I) that mainly contains axon collaterals from the olfactory tract and apical dendrites from the principal cells located in the more dense layer II [1]. This olfactory region has been poorly investigated, but recent anatomical evidence suggest a role in innate odor preference [7,8]. Moreover, a behavioral and electrophysiological study supports its participation in olfactory fear conditioning in rats, as after training the synaptic potentials evoked by lateral olfactory tract stimulation are persistently potentiated specifically in ACo [7].

We previously showed that a significant fraction of principal neurons from ACo (68%) and the posterolateral cortical nucleus (20%) display intrinsic subthreshold membrane potential oscillations (MPOs) upon depolarization by DC current injection, mainly
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in the θ-frequency range (3–12 Hz) [8]. Similar θ rhythmic properties have been described in neurons from brain regions implicated in learning, such as the basolateral amygdala [9], the hippocampus [10] and the entorhinal cortex (EC) [11].

In addition to MPOs, neurons from memory-related brain regions like the hippocampus, the EC and the lateral amygdala display θ-frequency subthreshold resonance [9,12,13]. Electrical resonance is the property of certain neurons to respond with a maximal voltage signal to the injection of a fluctuating current of a specific frequency (the resonance frequency, fres) in contrast to most neurons that do not exhibit a preferred stimulation frequency, functioning mainly as low-pass filters. Intrinsic pacemaker properties and resonance rely on voltage-dependent conductances [14,15]. Resonance is generated by voltage-dependent currents that dynamically oppose to voltage changes, with long activation/deactivation times relative to the membrane time constant [15]. For fluctuating stimuli with frequencies low enough to allow the activation of these currents, the voltage response will be attenuated. The coexistence of this high-pass filter mechanism and the low-pass filter generated by the membrane passive properties gives rise to the band-pass filtering that defines resonance. Two specific active currents that have been shown to be attenuated. The coexistence of this high-pass filter mechanism and the low-pass filter generated by the membrane passive properties gives rise to the band-pass filtering that defines resonance. Two specific active currents that have been shown to depend on voltage-dependent channels the amplitude of ZAP stimuli was adjusted to

**Materials and Methods**

**Ethical approval**

Animal care and experimental procedures were approved by the Bio-Ethical Committee of the Faculty of Sciences, University of Chile, according to the ethical rules of the Biosafety Policy Manual of the National Fund for Scientific and Technological Development (FONDECYT).

**Slice preparation**

Male Sprague Dawley rats from 18 to 30 day-old were used. The animals were deeply anesthetized with ether and sacrificed by decapitation. The brain was rapidly removed and transferred to an ice-cold solution containing (in mM): 213 sucrose, 2.6 KCl, 10 MgCl2, 0.5 CaCl2, 26 NaHCO3, 1.3 NaH2PO4, and 10 glucose (equilibrated with 95% O2 and 5% CO2), pH 7.3. Coronal slices (400 μm) containing the ACo (Bregma −2.2 to −3.3; Paxinos et al., 1999) were obtained with a vibratome (Vibratome Sectioning System 102, Pelco). The slices were placed in a holding chamber with artificial cerebro-spinal fluid (ACSF) containing (in mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 10 Glucose, 1 MgCl2, 2 CaCl2 (equilibrated with 95% O2 and 5% CO2), pH 7.3. The slices were left to recover during at least 1 h at 30°C before using them for recordings.

**Electrophysiological recordings**

Whole cell patch-clamp recordings were conducted under visual guidance by an upright microscope equipped with oblique infrared optics (Olympus BX51WI). Electrodes (3.5–5 MΩ) were fabricated from borosilicate glass capillary tubing (0.8–1.1 mm; Kimble Glass Inc) using a horizontal puller (Flaming/Brown P-97, Sutter Instrument Co). Current-clamp recordings were made with an EPC-9 patch-clamp amplifier (Heka, Heidelberg, Germany). Data were filtered at 16 kHz and acquired at 1 or 25 kHz using the Heka Pulse software. Patch pipettes were filled with internal solution containing (in mM): 130 K-gluconate, 5 KCl, 2 MgCl2, 0.6 EGTA, 10 HEPES, 4 Mg-ATP, 0.3 Na2-GTP (pH 7.3, 280 mOsm). Membrane voltages reported here were corrected for liquid junction potential (~12 mV, measured according to standard procedure [37]). The input resistance of the neurons was calculated by measuring the voltage deflections at the end of hyperpolarizing current pulses of 10–30 pA and 200 ms duration. Experiments were conducted at 28–30°C and the recording chamber was continuously perfused with oxygenated ACSF (2–3 ml/min). Only neurons with resting membrane potential more negative than ~60 mV were included in this study. On-line analysis was carried out using Heka Pulse software.

**ZAP stimulation and analysis**

Voltage responses to an intracellularly injected pseudo-sinusoidal current of constant amplitude (10 pA) and linearly decreasing or increasing frequencies (ZAP stimuli; frequency interval: 0–15 or 20 Hz, 10 s duration) were recorded in current clamp conditions. The full stimulation protocol included a complete screening of the physiology relevant subthreshold resonance. For this, ZAP stimuli were superposed to a series of incremental 10 pA current steps of 11 s duration, from about ~50 pA until action potentials were triggered. In experiments with blockers of voltage-dependent channels the amplitude of ZAP stimuli was adjusted to
maintain a peak to peak subthreshold voltage response comparable to the control condition (3–10 mV) and to favor the evaluation of perithreshold resonance in the absence of spikes. In all experiments the protocol was repeated 0 to 10 times in every neuron, for each condition. The output isopotential subthreshold waves were averaged to proceed with the impedance analysis.

The impedance frequency profile ($\zeta(f)$) was obtained from the ratio of Fast Fourier Transforms (FFT) of output (voltage) and input (current) waves ($\zeta(f)=FFT(V) / FFT(\tilde{I})$), using Igor Pro software version 5.01 (Wavemetrics, Inc., Lake Oswego, OR). The impedance is a complex quantity ($\zeta(f) = Z, \text{Real} + iZ, \text{Imaginary}$), where the real part ($Z, \text{Real}$) is the resistance and the imaginary part ($Z, \text{Imaginary}$), the reactance. For each given frequency, the complex impedance can be plotted as a vector whose magnitude and phase ($\phi$; angle with the real axis) are, respectively given by the following expressions:

$$|Z(f)| = \sqrt{(Z,\text{Real})^2 + (Z,\text{Imaginary})^2}$$  

(1)

$$\phi_Z(f) = \tan^{-1}\left(\frac{Z,\text{Imaginary}}{Z,\text{Real}}\right)$$  

(2)

Throughout the text the term impedance will be used to refer to the magnitude of the impedance vector, unless otherwise stated. The impedance phase corresponds to the phase shift of the voltage wave relative to the current wave. Frequencies below 0.5 Hz were not plotted in the graphs for impedance and phase profiles, to avoid low frequency distortions. In some pharmacological experiments, the impedance profiles were normalized to the value at the maximal frequency, to allow easier discrimination of experiments performed to identify ionic currents involved in resonance.

Quantification of resonance

Resonance is defined as the band-pass filter property of the impedance profile [15,39]. The strength of resonance is usually quantified as the ratio between the maximal impedance (i.e. the impedance at the resonance frequency, $|\zeta(f_m)|$) and the impedance at the lowest frequency ($|\zeta(0.5)|$). This ratio is called the Q factor or value and indicates the sharpness of the impedance curve around the resonance frequency. For a more precise determination of Q, the experimental data were fitted with a theoretical curve for the impedance [38], obtained from the resolution of a phenomenological linearized membrane circuit model for resonance, in which the band-pass filter properties result from the addition of an inductive ($I_L$) branch to the electric circuit that models the passive membrane properties (RC circuit, consisting of a resistance and a capacitor in parallel, reproducing the low-pass membrane filtering) [15,39]. The impedance of an RLC circuit has band-pass (resonating) properties and a characteristic phase profile that is different from the RC case (see examples and discussion below). The inductive branch that generates the high-pass filter component results from the influence of voltage-dependent currents called inductive currents. Here we chose $Q \geq 1.10$ as a quantitative criterion to differentiate resonant from non-resonant cells, thus the maximal impedance should be at least 10% higher than $|\zeta(0.5)|$. We set this criterion to guarantee that even for noisy impedance profiles, the average of 10 points around the peak were statistically different from the average of the same number of points at the lowest frequency. For simplicity, this was considered as a general cutoff criterion for resonance in this paper and its accuracy is discussed in Results.

Conductance-based model and computer simulations

Following the Hodgkin-Huxley formalism [40], we developed a comprehensive conductance-based single compartment model. The model included a passive leak current ($I_{\text{leak}}$), a hyperpolarization-activated cation current, $I_h$ [41], a persistent (non-inactivating) Na$^+$ current ($I_{NaP}$) [42] and a slow muscarine-regulated K$^+$ current ($I_m$) [43], as well as modified Hodgkin-Huxley type fast Na$^+$ and delayed rectifier K$^+$ currents ($I_{Na,H}$ and $I_{K,H}$ respectively) [40]. The equation describing the evolution of membrane voltage ($V$) with time is

$$CdVdt = I_{ZAP} - I_{\text{leak}} - I_h - I_m - I_{NaP} - I_{Na,H} - I_{K,H}$$  

(3)

where $C$ is the membrane capacitance and $I_{ZAP}$ is the applied current. The first four transmembrane ionic currents in Eq. 3 follow the set of equations [44]:

$$I_{\text{leak}} = g_{\text{leak}}(V - V_{\text{leak}})$$  

(4)

$$I_h = g_h(0.8f + 0.2a)(V - V_h)$$  

(5)

$$I_m = g_mr(V - V_K)$$  

(6)

$$I_{NaP} = g_{NaP}w(V - V_{Na})$$  

(7)

with $g_{\text{leak}}, g_h, g_m$ and $g_{NaP}$ being the maximal conductances of the corresponding currents and $V_{\text{leak}}, V_h, V_K$ and $V_{Na}$ the reversal potentials of $I_{\text{leak}}, I_h, K^+$- and Na$^+$- mediated currents, respectively. Finally, the dynamics of the state variables $x_t = f, s, r$ and $w$ is ruled by the following equation:

$$\frac{dx_t}{dt} = x_{eq}(V) - x_t \tau_{xi}(V)$$  

(8)

where $x_{eq}$ are the steady-state values of $x_t$, and $\tau_{xi}$ are the corresponding time constants. A summary of the reversal potentials and the equations ruling steady-state variables and time constants for the different currents is shown in Table 1. Voltage-dependence of state variables and time constants for $I_h$ were taken

Drugs

Drugs were bath applied at the following final concentrations: 10 mM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; AMPA-type glutamate receptor antagonist), 100 mM 2-d-amino-5- phosphonovaleric acid (APV; NMDA-type glutamate receptor antagonist), 100 mM picrotoxin (PTX; GABA-A receptor blocker), 1 mM tetrodotoxin (TTX; voltage-dependent Na$^+$ channel blocker), 10 mM XE991 (KCNQ channel blocker), 4.0 mM CsCl. Drugs were obtained from Sigma, except for XE991 and ZD7288, purchased to Tocris, and TTX, that was obtained from Alomone Labs. The synaptic blockers were present in the pharmacological experiments performed to identify ionic currents involved in resonance.
from [41], and for $I_n$ and $I_{NaP}$ from [40]. The $\tau$ values for $I_h$ where divided by the temperature-correcting factor $4.5(T-38)/10$ [45] and those for $I_n$ by the factor $3(T-22)/10$ [40]. Unless something else is stated, the temperature was set at 30°C to mimic experimental conditions.

On the other hand, the equations describing the Hodgkin-Huxley $Na^+$ and $K^+$ currents are:

$$ I_{Na,H} = g_{Na,H} m^3 h (V - V_{Na}) $$ (9)

$$ I_{K,H} = g_{K,H} n^4 (V - V_{K}) $$ (10)

where $g_{Na,H}$ and $g_{K,H}$ are the maximal conductances and $V_{Na}(-100mV)$ and $V_{K}(125mV)$ are the equilibrium potentials. The dynamics of the state variables $m$, $h$ and $n$ also follows Eq. 8, but in this case the equilibrium values $x_{eq}(V)$ are given by the equation:

$$ x_{eq}(V) = \frac{x_i}{\beta_i} $$ (11)

The rate constants $\alpha_i$ and $\beta_i$ were calculated following a set of modified Hodgkin-Huxley equations for cortical neurons [44] and are listed in Table 2. All the expressions in Table 2 where multiplied by the temperature correcting factor $10^{(T-36.5)/10}$ [44].

Simulations were performed using NEURON 7.0 environment [46] on a Macintosh computer. A cylindrical single compartment model (28 $\mu$m length, 28 $\mu$m diameter) and a capacitance density of 1 $\mu$Fcm $^{-2}$ was set to account for the capacitance of olfactory amygdala resonant neurons. An integration time step of 25 $\mu$s (40 kHz) was used for all simulations. The axial resistivity $R_a$ of the compartment was set to 35.4 $\Omega$cm and the membrane input resistance $R_m$ was set according to experimentally measured values (see Results). We explored the other parameters of the model to find the membrane potential dynamics that mimicked the electrophysiological results. To simulate pharmacological experiments, the maximal conductance of the channels targeted by each drug was set to zero. The stimulation protocol used in all the cases comprised at least 5 ZAP current injections, each of 10 s duration and 10 pA amplitude, and ranging from 15–0 Hz. The 5 ZAP injections were superposed to increasing current steps that moved the average potential between approximately −85 mV to −60 mV, as for the electrophysiological experiments. The code for reproducing the computer simulations described in this paper is available in the model database ModelDB (http://senselab.med.yale.edu/modelDB/).

### Results

Whole-cell current-clamp recordings were performed in 156 layer II neurons of the anterior cortical nucleus of the amygdala (ACo). Only cells with resting membrane potential ($V_m$) more negative than −60 mV were considered in this study. In addition, recordings from 86 cells were conducted in the presence of blockers of fast glutamatergic and GABA-ergic synaptic transmission (10 $\mu$M CNXQ, 100 $\mu$M AP5, 100 $\mu$M picrotoxin).

**Resonant and non-resonant neurons in ACo**

Inspection of neuronal output voltage waves to ZAP stimulation and their impedance profiles (see Methods) suggested the existence of two populations of ACo layer II cells with different subthreshold behaviors: resonant and non-resonant. Figures 1A-D and 1E-H show voltage waves and impedance analysis for two ACo neurons exemplifying resonant and non-resonant types, respectively. Panels IA and IE illustrate the voltage responses to ZAP stimuli applied superposed to DC current injections of different amplitudes. In the non-resonant cell, the maximal voltage response was attained at the lowest stimulus frequency (Fig.1E), as expected from general passive RC membrane properties acting as a low-pass filter (see impedance profiles in Figure 1F). In contrast, for the cell in IA the highest voltage amplitude was reached at a narrow frequency interval within the range scanned by the ZAP stimulus (Fig. 1A), giving rise to band-pass filter profiles (Fig. 1B) that are indicative of resonant behavior. This suggests the existence in this neuron of voltage-dependent currents that decrease the ZAP-induced voltage fluctuations at low frequencies. Such resonant impedance profile can be described by an RLC equivalent circuit ([38]; see Methods).

The degree of resonance (Q factor or value; see definition in

| Table 1. Parameters and equations used for calculation of ionic currents. |
|--------------------------|--------------------------|--------------------------|
| Current       | Reversal Potential (mV) | State Variables at equilibrium | (ms) |
| $I_{Na}$      | −71                      |                           |       |
| $I_h$         | −25                      | $f_x = \frac{1}{1 + \exp(\frac{V}{35})}$ | 38    |
| $I_n$         | −100                     | $r_x = \frac{1}{1 + \exp(\frac{V}{35})}$ | 1000  |
| $I_{NaP}$     | 125                      | $w_x = \frac{1}{1 + \exp(\frac{V}{46})}$ | 5     |

| Table 2. Equations used for calculation of rate constants $\alpha_i$ and $\beta_i$. |
|--------------------------|--------------------------|--------------------------|
| $x$                      | $\beta_i$ | $\alpha_i$ |
| $m$                      | $z_m = \frac{-0.1(V + 32)}{e^{\frac{V + 32}{10}} - 1}$ | $\beta_m = 4e^{(V + 57)/18}$ | $\alpha_m = 0.07e^{-(V + 46)/20}$ |
| $h$                      | $z_h = 0.07e^{-(V + 46)/20}$ | $\beta_h = \frac{1}{1 + e^{(V + 46)/40}}$ | $\alpha_h = -0.04(V + 36)$ |
| $n$                      | $z_n = -0.04(V + 36)$ | $\beta_n = 0.125e^{-(V + 46)/40}$ | $\alpha_n = -0.04(V + 36)$ |

doi:10.1371/journal.pone.0085826.t001
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Methods) and the resonance frequency ($f_{res}$) were measured by fitting to the experimental impedance profiles a theoretical curve obtained from this linearized model. The model has the advantage of being applicable even if the specific conductances involved in the generation of the resonant profile are not known, but it has other limitations that are discussed below. Therefore, it was used here mainly as a tool to discriminate and quantify resonant behavior.

The representative resonant neuron in Figure 1A–D displays band-pass filter properties in the whole subthreshold voltage range. Least-square fits of impedance data to the theoretical curves are shown in Figure 1B (black lines). The Q values for $-65$, $-75$ and $-85$ mV were 1.22, 1.12 and 1.15, respectively, and $f_{res}$ were 3.7, 4.1 and 4.2 Hz, respectively. On the other hand, the non-resonant neuron presented $Q=1.00$ for all potentials recorded (only two of them are shown).

The impedance phase (or phase shift of the voltage wave with respect to the injected current wave), also has different frequency profiles for neurons described by RC (non-resonant) or RLC (resonant) electrical circuits [15,39]. In the first case, the voltage always lags the current wave due to the membrane capacitive properties, and the phase increases monotonically with the oscillation frequency until reaching a plateau (Fig. 1G). In the second case, the slow inductive currents that oppose voltage changes at low frequencies reduce not only the amplitude of voltage deflections but also the time to reach peak values are reached, compared to the non-resonant profile. This is manifested as a reduction in the phase lag of the voltage wave relative to the injected current at low frequencies. On the other hand, at higher frequencies the capacitive component dominates (Fig. 1C; compare to Fig. 1G). At frequencies lower than $f_{res}$ the inductive properties may dominate over passive low-pass filter effects, thus generating positive phase values (the voltage wave precedes the current wave; see Discussion). For the resonant cell in Figure 1C this phenomenon is observed for frequencies lower than 2 Hz, while the reduction in voltage lag is already apparent for frequencies around $f_{res}$ (compare with Figure 1G). The complex representation of impedance, summarizing information of its magnitude and phase (see Methods), is shown in Figures 1D and H. For the different voltages, here the impedance magnitude corresponds to the length of the vectors connecting the origin to each point. Positive ordinate values represent positive phase shifts of the output voltage with respect to the input wave (Fig. 1D).

Figure 1. Resonant and non-resonant layer II ACo neurons. A–D, Voltage waveforms and impedance analysis from a representative resonant neuron. A, Voltage response to a 10 s ZAP stimulus (lower trace) of 10 pA amplitude and linearly decreasing frequency (15–0 Hz), at different membrane potentials. B, Resonant impedance profiles for data shown in A. Data were fitted by a theoretical curve obtained from the phenomenological RLC circuit model (lines; $Q=1.22, 1.12, 1.15$ and $f_{res}=3.6, 4.0, 4.2$ Hz, for $-65$, $-75$ and $-85$ mV, respectively). C, Phase shift of the voltage waves relative to the injected current waves, as a function of frequency. D, Impedance vectors are represented as points in the complex plane. Here the distance to the origin corresponds to the impedance magnitude (plotted in B) and the angle with the real axis represents the phase shift or impedance phase (shown in C). Frequency increases in the clockwise direction. E–H, Same as A–D, for a non-resonant cell.

doi:10.1371/journal.pone.0085826.g001
86 cells). We did not find qualitative differences in the resonant profiles for the two conditions.

We observed that the majority of cells displaying resonant behavior presented this property over the whole subthreshold voltage range, as in the example shown in Figure 1. However, in several cases action potentials were triggered when exploring the depolarized voltage range. In other cases, the quantitative threshold criterion for resonance was not fulfilled both below and above the resting potential, even though a trend to display band-pass filter properties was often observed, as indicated by both the voltage waveform and impedance profile ($Q > 1.00$). Thus, instead of classifying neurons in terms of the voltages at which they did or did not display resonance we opted for a graphic representation of the voltage-dependent filter properties of the whole population of recorded neurons, including those classified as resonant and non-resonant; we made histograms of the $Q$ values measured at different voltage ranges. The left panels of Figures 2A and B display the histograms for two voltage ranges (10 mV wide), centered at $-85$ and $-65$ mV, respectively. Histograms for all subthreshold voltage ranges were included in Figure S1 (the number of recorded cells was 125, 132, 92 and 41, for $-85$, $-75$, $-65$ and $-55$ mV, respectively). Cells displaying $Q > 1.10$ are shown in red and those with $Q < 1.10$, in black. The histograms show a large subpopulation of neurons clearly falling in the category of non-resonant cells with $Q$ identical to 1.00, which means that the maximal impedance is observed exactly at the lowest frequency (0.5 Hz). This highly populated class of neurons is followed by a group of cells with $Q < 1.05$, most probably belonging to the same non-resonant type as it is separated from a second clearly differentiated subpopulation of cells with $Q$ values close to or higher than 1.10. Note that the histograms suggest that a few cases (7% and 9% of total, for $-85$ mV and $-65$ mV, respectively) in the range 1.05 < $Q < 1.10$ that were classified as non-resonant by the criterion $Q = 1.10$, may actually belong to the resonant subpopulation. However, as our criterion was set to avoid misclassification of noisy profiles, we prefer to consider these small percentages into the experimental uncertainty instead of overestimating the proportion of resonant cells. Probably the most important outcome of the histograms shown in the left panels of Figure 2A,B, is that they confirm the existence of two distinct populations of ACo layer II cells, resonant and non-resonant, instead of just one population with different grades of resonant behavior. This conclusion is further supported by a plot of the average $Q$ values of resonant and non-resonant cells as a function of voltage (Fig. 2C), where the two populations are clearly distinguishable. Remarkably, Figure 2C indicates that resonant behavior does not disappear at resting membrane potential, in contrast to what happens in CA1 neurons [26].

In the right panels of Figures 2A, B we plotted the frequency at which the peak impedance was observed (corresponding to $f_{res}$, in the case of resonant cells and shown here in red). Histograms illustrate the range of frequencies observed at these two membrane potential ranges and Figure 2D shows the average values for the different subthreshold voltage ranges. Finally, the percentage of resonant cells per membrane potential range is shown in Figure 2E. Note that these percentages (30% or less) are not inconsistent with our previous statement that about 50% of ACo neurons present resonance at least at one potential range.

In the next sections we describe a series of experiments in which pharmacological tools where used to identify the membrane conductances implicated in resonance at hyperpolarized and depolarized potentials in ACo.

### Role of the voltage-gated persistent Na$^+$ current ($I_{NaP}$)

Subthreshold membrane potential oscillations and neuronal resonance are usually thought to be related phenomena involving similar voltage-dependent membrane conductances, even though the role and impact of these conductances in the two processes may not necessarily be the same [15]. As a first attempt to identify the ion channels implicated in ACo resonance, we tested if the blockade of persistent voltage-gated Na$^+$ currents, that we had previously shown to abolish oscillations [8], could affect resonance. Figure 3 shows an example of a resonant neuron recorded before and during bath application of tetrodotoxin (TTX, 1 μM).

Comparison of output waves (Fig. 3A1, A2) and impedance profiles (Fig. 3B) indicates that the band-pass filter properties are strongly attenuated for depolarized potentials under TTX. An overall reduction of voltage response is observed, mainly for lower frequencies. The average effect of this drug on resonance in the group of cells studied was quantified in terms of the changes in $Q$. On average, $Q$ value at $-65$ mV was reduced from 1.14 ± 0.04 in control conditions, to 1.03 ± 0.04 in the presence of TTX ($n = 6$, p = 0.002; paired t-test). Figures 3C and D show the phase shift profile and complex impedance plots for control and TTX conditions. The plot in Figure 3C shows that in the presence of TTX the phase profile preserves the inductive properties at low frequencies that distinguish resonant from non-resonant neurons (compare with Figs. 1C and G). Instead, TTX caused an increase in phase at high frequencies (see Discussion). Figure 3D also illustrates the phase shift conservation at low frequencies (compare with Figs. 1D and H), including phase values close or above zero, while the strong TTX-induced impedance decrease is apparent.

The fact that phase properties at low frequencies were preserved while resonance pattern was clearly reduced in the impedance curve, suggests that the conductances responsible for the inductive membrane properties were not targeted by the toxin. Therefore, it seems probable that, as reported for other rat brain regions [15,26], a persistent voltage-gated Na$^+$ current amplifies the resonance behavior, instead of taking part in their induction mechanism. In agreement with this interpretation, TTX application to a non-resonant neuron (Fig. S2) also reduced the impedance; this attenuation was higher for more depolarized baseline potentials, revealing a general amplifying effect not specifically related to the resonance phenomenon.

### Voltage-dependent currents involved in resonance:

**Contribution of $I_{h}$ and $I_m$**

As mentioned above, two specific active currents presenting biophysical properties consistent with a participation in θ resonance at the analyzed voltage ranges are $I_{h}$ and $I_m$. We first evaluated the contribution of these currents to ACo neurons resonance by using pharmacological tools. As $I_h$ is known to be blocked by extracellular Cs$^+$ in the low millimolar range [41,47,48], we tested if bath applications of 4 mM Cs$^+$ ($n = 9$) affected voltage waveforms and impedance or phase profiles. An example of these experiments is shown in Figure 4. Note that here the impedance profiles before and after drug application were normalized (see Methods) for a more straightforward comparison of profile shape and to cancel any global shifts due to input resistance modification. We found that at hyperpolarized potentials resonant profiles were completely lost during Cs$^+$ application (Fig. 4A1; similar results were obtained at $-77$ and $-70$ mV, not included). In contrast to TTX, Cs$^+$ increased impedance in the lower frequency range (Fig. 4B1), consistent with the removal of a high-pass filter mechanism, represented by the theoretical inductive branch of the RLC phenomenological model circuit, but resulting from the action of specific voltage-dependent
conductances in resonant cells. The average Q values at hyperpolarized potentials for all tested resonant cells before and after Cs\(^+\) application were \(Q = 1.17 \pm 0.09\) for Control and \(1.01 \pm 0.01\), for Cs\(^+\) (\(p = 0.0009, n = 9;\) paired t-test). The phase curve was also deeply modified by the blocker (Fig. 4C1), the phase shift reduction and the positive lags originally observed for low frequencies disappeared and the curve was transformed from one resembling an RLC circuit (Fig. 1C) to a mono-phase function characteristic of an RC circuit (Figs. 1G). This result differs from the effect of TTX, as in that case the resonant phase profile was preserved (Fig. 3C). This result and the aforementioned increase in impedance indicate that, in contrast to TTX, Cs\(^+\) targets the resonance-generating mechanism.

In the range of the hyperpolarized potentials considered here and at resting potential, the only known current sensitive to extracellular Cs\(^+\) is \(I_h\). Therefore, our results suggest that this is the current responsible for resonance at these voltages. Moreover, Cs\(^+\) application had no effect on non-resonant cells, suggesting that \(I_h\) is very small or absent in these cells (Fig. S3A1–3).

Interestingly, in the experiment shown in Figure 4 both voltage waveforms (Fig. 4A2) and resonant impedance profile (Fig. 4B2) were also deeply affected by Cs\(^+\) at depolarized potentials. Moreover, the resonant phase profile was also modified, being now closer to the RC behavior (Fig. 4C2). Considering all experiments with Cs\(^+\), in those cells in which a resonant profile was resolved at subthreshold depolarized potentials without action potential discharges (~\(-65\) mV; 4 cells), resonance strength showed a trend to decrease in Cs\(^+\), though the difference did not reach statistical significance (\(Q = 1.27 \pm 0.15\) for Control and \(1.03 \pm 0.03\) for Cs\(^+\); \(p = 0.054;\) paired t-test). These experiments suggest a contribution of \(I_h\) to resonance also at perithreshold voltages, in contrast to what has been reported for CA1 pyramidal cells, for which at depolarized potentials resonance relies exclusively on \(I_m\) [26]. To assess a possible contribution of both \(I_m\) and \(I_h\) to perithreshold resonance in ACo neurons, we used more specific pharmacological tools.

We first evaluated the effect of the specific \(I_h\) blocker ZD7288 on resonant behavior (\(n = 5\)). As shown in Figure 5A1 and A3, application of this drug completely abolished resonance at ~75 mV. When considering all experiments, the average Q value at this potential was \(1.14 \pm 0.06\) in control conditions, decreasing to \(1.01 \pm 0.02\) in the presence of ZD7288 (\(p = 0.008;\) paired t-test, \(n = 5\)). This result reproduces the observations made at hyperpolarized potentials during Cs\(^+\) application and confirms a role of \(I_h\) in the generation of subthreshold resonance in ACo neurons. Remarkably, as shown in Figures 4A2 and A4, ZD7288 also removed perithreshold resonance in this neuron. From the 5 neurons studied, only 3 displayed appreciable resonance at ~65 mV (\(Q = 1.14\), on average) and in all these cases it was abolished by ZD7288 (\(Q = 1.00\)). Therefore, these experiments

---

Figure 2. Q value and peak frequency distributions confirm the existence of resonant and non-resonant subpopulations of neurons. A, Histograms of the Q factors (left) and the frequencies at which Z reaches its maximum (peak frequency; right), for ZAP stimulation at an average voltage of ~85 mV (i.e., in the range from ~80 to ~89 mV; \(n = 125\) neurons). Data with Q<1.10 are shown in black and that with Q>1.10, in red. B, Same as in A, for ~65 mV (~60 to ~69 mV; \(n = 92\) neurons). C, Average Q factor for resonant and non-resonant ACo neurons at different membrane potentials. D, Average frequency at \(Z_{\text{max}}\) (peak frequency) as a function of voltage, for both subpopulations. E, Percentage of neurons displaying resonant behavior at the indicated voltage ranges (30, 17, 22% for ~85, ~75, ~65 and ~55 mV, respectively). The analyses in C-F were obtained from the pooled data from 156 neurons. The number of cells recorded at each potential range was 125, 132, 92 and 41, for ~85, ~75, ~65 and ~55 mV, respectively (note that not all neurons were recorded at the four potential ranges).

doi:10.1371/journal.pone.0085826.g002
confirm a contribution of Im to resonance also at depolarized potentials.

On the other hand, a possible role of Ih in resonance was assessed by bath application of the selective In blocker XE991 in 7 resonant neurons. In the example shown in Figures 5B1–B4, XE991 abolished resonance at −65 mV, but not at −75 mV. The average effect of this drug on resonance for the different voltage ranges was as follows: For ZAP stimulation at −75 mV, resonance did not change (Control: 1.14 ± 0.05 and XE991: 1.14 ± 0.08; p = 0.4, paired t-test, n = 7). In contrast, at −65 mV, average Q value decreased from 1.14 ± 0.04 in control conditions, to 1.02 ± 0.03 during XE991 application (p = 0.007, paired t-test, n = 4). However, it was not possible to evaluate resonance at −65 mV in all neurons, since 3 out of 7 cells fired during ZAP stimulation at this potential, but in the remaining 4 experiments, resonance was present in control conditions and it was abolished by XE991 in 3 cases and decreased in the remaining cell. Therefore, on average, XE991 selectively targeted resonance at perithreshold membrane potentials. This treatment had no evident effect on non-resonant cells (n = 7; see Fig. S3B1–B3), confirming a contribution of Im to the resonant profile at depolarized potentials.

Overall, these results suggest that two different voltage-gated currents participate in subthreshold resonance in ACo neurons: at rest and at membrane potentials hyperpolarized with respect to the resting values, resonant behavior relies on Im, while at perithreshold potentials, both Ih and Im can contribute to resonance. The fact that most ACo resonant neurons presented resonance at hyperpolarized potentials, together with our observations with Cs+ and ZD7288, point to Ih as a major generator of subthreshold resonance in this region. However, cases as that shown in Figure 5B, where Im appears also to be key at perithreshold conditions, raises the question of whether the contribution of Im is also a general property of resonant cells. As the activation voltage of Im lies close to action potential threshold, it is often difficult to resolve the contribution of this current to subthreshold resonance. Also, our pharmacological experiments indicate that the presence of perithreshold resonance does not necessarily imply that Im is always contributing, as it could also be generated by Ih. Therefore, we performed experiments in which TTX was applied to the external solution to avoid action potential discharges and in this way reach more depolarized potentials to optimize the conditions to observe Lr-dependent resonance [26]. We found that Lr-resonance was actually not present in all resonant cells; two examples are presented in Figures S4 and S5. As expected, after TTX application resonance was decreased but not abolished at −65 mV (Fig. S4). However, resonance completely disappeared at more depolarized potentials (−50 and −40 mV). In a similar experiment, the application of external Cs+ in addition to TTX eliminated Lr-dependent resonance, leaving no signs of resonant behavior from hyperpolarized voltages up to −43 mV (Fig. S5). For comparison, we reproduced results from CA1 pyramidal cells showing that in the presence of TTX, Lr-mediated resonance was observed in every cell [26], and confirmed that resonant behavior at depolarized (−45 mV) but not hyperpolarized (−75 mV) potentials was eliminated by XE991 in these cells (see Fig. S7).

Thus, our experimental results suggest the existence of a variety of resonant neurons in ACo. This diversity may be due to a differential expression of resonance-generating conductances in the cells.

**Computer simulations with a conductance-based model reproduce both sub- and suprathreshold dynamics**

A limitation of the phenomenological model (RLC model) is that it only applies to small voltage fluctuations, for which the

---

**Figure 3.** Im plays a critical amplifying role in resonance but is not involved in band-pass filtering. Representative experiment (n = 6) illustrating the effect on resonance of blocking voltage-dependent Na+ currents. A, Voltage responses evoked by ZAP stimulation in a resonant neuron before (A1; Control) and during (A2) the extracellular application of TTX (1 μM). B, Impedance profiles before (black) and during (red) TTX treatment. f0, and Q value in control conditions were 3.0 Hz and 1.25, and during TTX superfusion, 2.4 Hz and 1.08, respectively. C and D, Comparison of phase shift profiles and complex impedance representations, respectively, indicating that while impedance amplitude was strongly reduced by TTX (see also B), the phase resonant spectrum is still present. The ZAP protocol was 20–0 Hz and 10 pA amplitude. See text for average data from six experiments. ZAP stimulus: 15–0 Hz, 10 pA.

doi:10.1371/journal.pone.0085826.g003
effects of membrane nonlinearities are not significant [38,39]. This limitation precludes the use of this approximation in the suprathreshold regime. Moreover, even in subthreshold conditions it is not straightforward to relate the inductor branch parameters with the biophysical properties of the different voltage-gated conductance types involved in resonance. Therefore, as an independent and entirely different approach to examine the contribution of the three mentioned voltage-dependent currents to the subthreshold resonant profiles, we developed a comprehensive conductance-based membrane model using a classical Hodgkin and Huxley formalism (see Methods). In particular, the model was expected to clarify to what extent the presence of \( I_{h} \) and/or \( I_{m} \) in different resonant neurons could account for the diverse resonance patterns that we observed. In addition to \( I_{g} \) and \( I_{n} \) our single compartment model included a leak current \( I_{leak} \) and the two spike-generating currents \( I_{Na,H} \) and \( I_{K,H} \) to explore the impact of subthreshold membrane resonance on neuronal spiking. The functions describing the kinetics and voltage dependence of the different currents were taken from previous studies in cortical neurons [22,41,44] and are displayed in Tables 1 and 2. Reversal potentials for \( Na^{+} \) or \( K^{+} \)-selective currents were calculated from the ionic concentrations used in the experiments and are also shown in Table 1. We explored the parameters space (maximal conductance values \( g_{leak}, g_{h}, g_{m} \) and \( g_{Na,P} \); the voltage dependence and relaxation times were not modified from published results) while keeping the cell capacitance and input resistance (dependent on the leak and hyperpolarization-dependent conductances) in accordance to the ranges observed in the experiments. An additional constraint for parameter setting was the reproduction of the average resting membrane potential. A list of the parameters

Figure 4. Resonance blockade by external Cs\(^{+}\). A1, ZAP-stimulus-induced voltage responses of a resonant neuron at a hyperpolarized potential (n=7), before (Control) and during extracellular application of Cs\(^{+}\) (4 mM). B1, Normalized impedance profiles for the traces shown in A1. Note that in the presence of Cs\(^{+}\) impedance increases at low frequencies and resonance is completely lost (Q=1.21 for Control and 1.00 for Cs\(^{+}\) as calculated from the least-squares fitted curve). C1, Phase shift for both conditions plotted against frequency, indicating that the inductive profile is missing in the presence of Cs\(^{+}\). A2–C2, same as A1–C1, for a depolarized potential (−65 mV; n=4), Q=1.19 in control conditions and 1.00 in Cs\(^{+}\). See text for average data from nine experiments. ZAP stimulus: 15–0 Hz, 10 pA.

doi:10.1371/journal.pone.0085826.g004
used in the simulations is presented in Table 3. These parameters are of same order of magnitude as those used in previous models for mammalian forebrain neurons [22,44].

As shown in Figure 6, resonance in ACo neurons was effectively reproduced by the model, as indicated by ZAP-induced voltage waveforms and impedance analysis. In this simulation, we
included the two resonant currents $I_h$ and $I_m$, as our experiments show that both are present in some resonant cells (see Fig. 5B). Figure 6A shows the simulated voltage waves at three different baseline potentials and the corresponding impedance profiles are presented in Figure 6B (the result for $-70$ mV was additionally included). The phase shift profiles of voltage relative to the injected current are displayed in Figure 6C and the complex impedance representations are shown in Figure 6D. These simulations thus confirmed that together the set of voltage-dependent conductances identified by our pharmacological experiments were able to generate the subthreshold behavior of resonant neurons (see Table 3).

Table 3. Parameter settings used for simulations.

| $C$ (pF) | $g_{leak}$ (mS/cm²) | $g_h$ (mS/cm²) | $g_m$ (mS/cm²) | $g_{NaP}$ (mS/cm²) | $g_{NaH}$ (mS/cm²) | $g_{K,H}$ (mS/cm²) |
|----------|---------------------|----------------|----------------|-------------------|-------------------|-------------------|
| 50       | 0.05                | 0.02           | 0.06           | 0.045             | 17                | 7.5               |

doi:10.1371/journal.pone.0085826.t003

Figure 6. Computer simulations of resonant behavior and the effect of temperature. A, Simulated voltage responses to ZAP stimuli (10 pA, 15–0 Hz, at 30°C) applied at three different baseline potentials (NEURON 7.0; see Methods). B, Impedance profiles for traces shown in A (and for $-70$ mV, $f_{res}$, and Q values are 3.7 Hz and 1.30 ($-85$ mV), 3.7 Hz and 1.35 ($-75$ mV), 3.4 Hz and 1.25 ($-70$ mV), and 3.1 Hz and 1.22 ($-65$ mV). C, Phase shift of the modeled voltage waves relative to ZAP current waves, as a function of frequency. D, Complex impedance plot. E, F, Same as A, B simulated for 38°C. $f_{res}$, and Q values are 5.9 Hz and 1.22 ($-85$ mV), 5.8 Hz and 1.25 ($-75$ mV), 4.8 Hz and 1.17 ($-70$ mV), and 3.3 Hz and 1.11 ($-65$ mV). Model parameters shown in Table 3.

doi:10.1371/journal.pone.0085826.g006
Fig. 1A–D), after imposing the experimentally measured passive parameters of these cells.

As the electrophysiological experiments were conducted at ~30°C, in most simulations the temperature was set at this value. However, we took advantage of the model to explore what would be the frequency selectivity of ACo neurons at the body temperature (~38°C). Figures 6E and F display the results of these simulations. Interestingly, an increase in $I_{\text{NaP}}$ was apparent, changing from an average of 3.5 to 5 Hz (see details in the legend of Fig. 6).

With the aim of further dissecting the role of the different conductances in subthreshold responses we used the model to check if the pharmacological results were also reproduced. The effect of each drug was mimicked by setting to zero the maximal conductance value for the target currents. To examine the model prediction for the role of $I_{\text{KAP}}$ in ACo resonance, we explored the effect on voltage waveforms and impedance of abolishing this current. This situation, that mimics TTX application, was simulated by setting the parameter $g_{\text{NaP}}$ (and $g_{\text{NaH}}$) to zero. The resulting simulation is shown in Figure 7; a reduction in the amplitude of voltage oscillations is apparent, preferentially at lower frequencies (Fig. 7A). As shown in Fig. 7B the impedance resonant pattern was attenuated but not completely abolished. Moreover, at this potential (~65 mV) the phase lag in control conditions reaches zero for low frequencies; interestingly, after removing $I_{\text{NaP}}$ the resonant phase profile not only is preserved but it is even enhanced (Fig. 7C; the mechanism of phase modulation by $I_{\text{NaP}}$ is discussed later). As was the case for the experiments, these results point to an amplifying role of $I_{\text{NaP}}$ in resonance.

We next examined the differential contribution of $I_h$ and $I_n$ to resonance at various membrane potentials (Fig. 8). At ~75 mV the elimination of $I_n$ had no significant effect on voltage response and impedance profile, while removal of $I_h$ abolished resonance (Fig. 8A, B). These results are in agreement with the experimental results shown in Figures 4A1–C1 and 5A1, A3, where selective inhibition of $I_h$ suppressed resonant behavior when the membrane was hyperpolarized. Interestingly, at depolarized potentials (~65 mV) removing $I_h$ abolished resonance (Fig. 8C, D), which is consistent with our experimental results showing a critical contribution of this current to resonance at perithreshold potentials (see Figs. 4B2 and 5A4). On the other hand, setting $I_n$ to zero has an asymmetric effect on the voltage waveform at ~65 mV (Fig. 8C, middle trace), as the high-pass filter is completely removed for upward but not for downward voltage incursions. This generates a noisy impedance profile with strongly reduced resonance compared to the control (Fig. 8D; see legend for details). Therefore, this specific simulation indicates that at perithreshold voltages both $I_h$ and $I_n$ can contribute to resonance.

The relative contribution of each of these currents among resonant neurons may, however, be variable.

According to our observations ACo resonant neurons are diverse, presenting a variety of resonance intensities, frequencies and voltage-dependence. This may be due to a differential contribution of the ionic currents underlying resonance in these cells. On one extreme, we may consider the existence of neurons - as indicated by our experiments- in which the $I_n$-dependent mechanism is absent and resonance may rely exclusively on $I_h$ even at depolarized potentials. We explored this possibility by using the model and obtained that in the absence of $I_n$, resonance can be observed at ~65 mV if $g_h$ is increased by a factor of two, i.e. after doubling the density of HCN channels, without additional manipulations of model parameters (see Fig. S7).

In summary, the model successfully replicates subthreshold resonant dynamics and its diversity, and accounts for our pharmacological results as well, thus giving further support to the claim that $I_n$ and $I_h$ differentially contribute to frequency selectivity in ACo neurons, while $I_{\text{NaP}}$ endows the cells with an amplification mechanism that enhances $\theta$ resonance.

---

**Figure 7. Simulations corroborate amplification role of $I_{\text{NaP}}$.** A, Modeled ZAP-generated subthreshold voltage traces in control conditions (parameter settings shown in Table 3) and after mimicking TTX treatment ($g_{\text{NaH}} = g_{\text{NaP}} = 0$). B, Impedance profiles of the traces in A show an overall reduction in amplitude mainly at lower frequencies and a decreased Q factor (1.12 at 3.8 Hz, in TTX, compared to 1.22 at 3.1 Hz, in control conditions). C, Complex impedance plots further demonstrating amplitude reduction but no complete loss of resonant pattern, as indicated by the maintenance of a phase relation with inductive-like properties after TTX application.

doi:10.1371/journal.pone.0085826.g007
Resonant neurons translate subthreshold frequency preference to spiking patterns

The different subthreshold voltage responses to oscillatory inputs in resonant and non-resonant neurons suggest that they shall display a completely different behavior during suprathreshold rhythmic stimulation, which may have an impact on processing of incoming inputs. To test this prediction, we examined responses of resonant neurons to ZAP current stimuli applied while cells were basally depolarized to perithreshold levels. Figure 9A shows an example of these experiments (n = 4), in which 7 consecutive perithreshold records from a resonant neuron are displayed. A histogram of the number of spikes elicited as a function of frequency considering all repeats in this neuron (n = 13) is presented in Figure 9B. It can be clearly observed that the resonant cell fires preferentially within a limited interval of frequencies of the oscillatory input and no discharges are elicited at the lowest frequencies. Remarkably, simulations also replicated this selective spiking around the resonance frequency (Fig. 9C), indicating that both subthreshold and suprathreshold resonant dynamics are mimicked by our model.

Discussion

Here we report the existence of two neuronal populations in layer II of the cortical amygdala, resonant and non-resonant, with clearly different subthreshold membrane potential dynamics. Resonant neurons display an enhanced response to θ-range rhythmic stimuli of a preferred frequency between 2–6 Hz, whereas non-resonant neurons behave as low-pass filters with no frequency preference. Our data indicate that subthreshold frequency preference, or resonance, results from the existence of two active low-frequency filter mechanisms that reduce the response to slow oscillatory stimuli. These mechanisms are independent, one acting in the whole subthreshold voltage range and relying on \( I_h \) (that flows through HCN channels) and the other effective only at perithreshold potentials, generated by the muscarine-sensitive \( K^+ \) current \( I_m \) (depending upon KV7/KCNQ channels). The resonance is boosted by a persistent Na\(^+\) current, \( I_{NaP} \).

The mechanisms of subthreshold resonance in ACo

In general, resonance requires the coexistence of both high-pass and low-pass filter mechanisms in the cells [15]. The high-pass filter involves slow voltage-dependent currents that are substantially activated only in the low frequency range and that when activated reduce the amplitude of voltage changes, decreasing the membrane impedance. In ACo neurons, the voltage dependence of \( I_h \) and \( I_m \) and their activation/deactivation time constants determine the frequency preference range. HCN channels slowly activate by membrane hyperpolarization giving rise to a net
inward cationic current that promotes cell depolarization towards its reversal potential (≈40 mV). In turn, KV7/KCNQ channels are closed at resting potential and are activated by depolarization, originating an outward K\(^+\) current that hyperpolarizes the cell back to its resting level. Oscillatory stimulation with a shorter period than the activation times of \(I_h\) or \(I_m\) will activate these currents, with the consequent shunting of the voltage deflections, hence acting as high-pass filters. For faster oscillatory stimuli the time needed to charge the membrane acts as a low-pass filter. The combination of these two filter mechanisms produces a voltage response with a maximal value determined by the tuning effect resulting from the time constant of the resonant currents and their passive membrane properties (resistance and capacitance).

The voltage dependence and kinetics of resonance-generating conductances also have an impact on the phase profile (Fig. 4). The RLC phenomenological model offers a simplified alternative to simulate this effect, but it does not allow a straightforward understanding of what are the biophysical properties responsible for the phase change. As for the reduction in the amplitude of voltage oscillations at low frequencies, the effect on the phase results from the complex and dynamical interplay between the different ionic currents present in resonant cells and the membrane voltage, during the application of an external oscillatory current (see Eq. 3). In this context, the delayed voltage-dependent activation/deactivation of \(I_h\) (≈100 ms at 30°C) is critical, as what determines the activation level of \(I_h\) at a specific time is the voltage value ≈100 ms earlier. To illustrate how this property affects the phase, we can compare the time at which the ZAP-induced voltage wave crosses the middle line (baseline voltage set by the injected DC current), in the presence or absence of \(I_h\). In the first case, the activation of \(I_h\) will be high when approaching the middle line during depolarizing incursions (for frequencies around or below \(f_{res}\)), because the membrane underwent the maximal level of hyperpolarization about a quarter of cycle earlier. Thus, when comparing the middle-line crossing times in the presence or absence of HCN channels, it is expected that these channels will fasten the depolarization process and the voltage will cross this level earlier. In turn, during repolarization \(I_h\) will exert a damping effect, but it will be comparatively weak due to deactivation of this current after reaching the voltage peak. Therefore, the presence of \(I_h\) leads to a reduction in the voltage wave lag relative to the current wave (impedance phase). Remarkably, depending on the relative contributions of inductive and passive membrane properties, and on the input frequency, the impedance phase may become positive, meaning that the voltage wave precedes the current wave (Fig.1C).

Interestingly, an effect of the short activation delay of \(I_{vAP}\) (≈5 ms) on phase can also be resolved in our experiments. This effect goes in the opposite direction and mainly affects oscillations in the higher frequency range: as demonstrated by the increase in the phase caused by TTX at higher frequencies (Fig. 3C).

To our knowledge, this is the first time that a dual subthreshold resonant mechanism is described in neurons from the amygdaloid complex (even though this duality is not observed in all ACo cells). Previous work characterizing subthreshold behavior of basolateral amygdala neurons in guinea pig found resonance at depolarized membrane potentials, with a peak frequency of 2.4 Hz, that was attributed to an m-type current [49]. In that work resonance was only explored at membrane potentials more positive than −70 mV, for which it is likely that the HCN conductance may have not been sufficiently activated. However, no rectification was detected in the hyperpolarizing direction, suggesting that these channels are not significantly expressed in the cells studied. Conversely, recent work in the rat supports a contribution of \(I_h\) to subthreshold resonance in the basolateral amygdala [25]. Although species differences may explain these discrepancies, further work is needed to elucidate whether the dual resonant behavior at 0 Hz frequency described here for rat ACo neurons is shared by other regions of the amygdaloid complex.

Subthreshold resonance relying on either \(I_h\) or \(I_m\) has been reported in different regions of the rodent brain. In the rat subiculum \(I_h\)-dependent resonance is observed at resting and hyperpolarized potentials, while no resonant behavior is observed at depolarized voltages [19]. In the EC frequency preference requires \(I_h\) with \(I_m\) playing a modulatory role [20,21]. On the other hand, an \(I_m\)-dependent resonance mechanism exists in frontal neurons from guinea pig [22], but not from the rat, where it relies on \(I_h\) [23]. A dual subthreshold resonance mechanism similar to that reported here for ACo has only been found in rat hippocampal CA1 pyramidal neurons [26], suggesting a common strategy for neural activity orchestration or signal filtering in these two learning-related brain regions [14,15], although they have some differences that are discussed below. In both CA1 and ACo
neurons θ resonance implicates HCN and KV7/KCNQ channels, responsible for \( I_{HCN} \) and \( I_{K} \), respectively [16,18].

We are also reporting a contribution of \( I_{K} \) to resonance amplification in ACo neurons. A similar role plays \( I_{HCN} \) in the rat basolateral amygdala, the EC, the frontal cortex and the hippocampus [9,19,22,23,26,50]. We show that non-resonant neurons also possess the \( I_{K} \) current, therefore this regenerative voltage-dependent mechanism would contribute to further differentiate the responsiveness of the two populations: while in resonant cells \( I_{K} \) would preferentially amplify the largest voltage deflections generated for \( f_{res} \), in non-resonant cells it would mainly enhance the voltage changes at the lowest frequencies, those that are filtered in the first neuronal subpopulation.

We previously reported that a high fraction of layer II ACo neurons displays intrinsic TTX-sensitive MPOs [8]. While the mechanisms underlying MPOs and resonance are thought to be related, several observations suggest they are not identical [15]. In contrast to the effect on resonance, TTX completely abolished oscillations in ACo but only attenuated resonant behavior; similar observations have been made in neocortical neurons [22]. This suggests that \( I_{K} \) plays a critical role in the generation of MPOs, while playing mainly an amplifying role in resonance. Accordingly, MPOs are absent at resting and hyperpolarized membrane potentials, but this is not the case for resonance. Finally, while in ACo the frequency of MPOs strongly increases with depolarization [8], resonance frequency is comparatively poorly voltage-dependent (see Fig. 2 for average values). Here we did not systematically compared the incidence of MPOs and resonance in the same neurons, however, the differences in the percentage of ACo resonant neurons (54%) and those displaying oscillations (68%) is not surprising, as both phenomena are not necessarily expressed in the same cells [15].

The frequency preference range of ACo neurons (Fig. 2) and CA1 pyramidal neurons [26] is comparable in experiments conducted at a similar temperature. While we did not examine the temperature dependence of \( f_{res} \), our model predicts a frequency shift of about 2 Hz by an increase in temperature from 30 to 38°C. This is in agreement with experimental results from the hippocampus [34,43] and matches the frequency of in vivo θ waves [51]. Nevertheless, differences arise when comparing resonance in ACo and CA1. Firstly, while in CA1 virtually all pyramidal neurons display θ frequency selectivity, we distinguish two main ACo cell populations, resonant and non-resonant. As our criterion to discriminate among these cell types was more stringent (\( Q\geq1.10 \) compared to \( Q\geq1.00 \) used in [26]), it is possible that the number of ACo resonant neurons was underestimated. However, the existence of an important population of cells lacking low-frequency filtering properties results apparent after examining their impedance profiles (\( Q=1.00 \); Fig. 2B) and their insensitivity to Cs\(^+\) and XE991. A second relevant difference is that while resonance in CA1 neurons virtually disappears at resting membrane potential, ACo neurons exhibit resonance in the whole subthreshold voltage range. This is probably due to the fact that, in contrast to CA1 cells, the contribution of \( I_{K} \) to resonance in ACo neurons is significant in the whole subthreshold range. The question whether this may be related to differences in the voltage-dependence of HCN channels [52] remains to be investigated. Finally, the dual mechanism was found in all CA1 pyramidal cells [26], but our evidence indicates that a subpopulation of resonant ACo cells lack the \( I_{K} \)-dependent mechanism.

Overall, our results suggest that, in contrast to other brain regions in which θ resonance has been studied, ACo neurons exhibit different contributions of the two resonance-generating mechanisms, including cells expressing either both, only one or none of them.

**Functional implications of θ-frequency resonance**

Whether the intrinsic frequency preference of mammalian resonant neurons plays a role in the generation or spreading of orchestrated rhythmic activity in the brain is still an open question. A condition that has made the resolution of this subject elusive is that resonant neurons are mainly present in high-order processing regions, such as the hippocampus, the neocortex and the basolateral amygdala, where they receive extremely complex signal patterns influenced by different sensory modalities. Therefore, it is difficult to recreate in experimental conditions the activity patterns that these neurons receive in vivo and to evaluate the transfer function and filter properties that they display in the brain. This context makes the cortical amygdala a promising model to evaluate a possible functional role for θ frequency resonance, because as the ACo receives direct projections from the OB, it is expected that the afferent activity preserves the characteristic sniffing-driven rhythmicity of the olfactory circuit [28]. The impact of the intrinsic frequency preference on neuronal and network dynamics upon such oscillatory drive remains to be determined. Resonant neurons may impose their individual frequency preference to the processed signals, excluding (filtering) other rhythmic inputs and selectively transmitting activity at their individual resonant frequency, thus working as frequency discriminators (resonators) [53]. This may constitute a mechanism for selective communication between neurons. Intrinsic resonance in the EC has been related to the existence of a cognitive spatial map represented in a sequence of grid-like patterns, in which grid spacing correlates with the \( f_{res} \) of stellate neurons which is scaled along the dorso–ventral axis [54]. Finally, resonance may contribute to generate or propagate network rhythms [14,15].

Our observation that cortical amygdala neurons translate their subthreshold frequency preference to a spiking regime indicates that the spike-triggering machinery is coupled to the subthreshold resonance mechanism (the voltage for spike-generating Na\(^+\) channel activation partially overlaps with the voltages at \( L/I \), filter slow oscillations). Therefore, resonant ACo neurons are endowed with intrinsic electrophysiological properties that make them able to selectively generate and propagate rhythmic activity at their resonance frequency.

In contrast to CA1 pyramidal neurons, the dual mechanism of resonance is not general in ACo resonant neurons. Indeed, our study shows the existence of an inhomogeneous population of resonant cells, suggesting a complex signal processing in this olfactory region. Previous anatomical studies proposed that this region constitutes an intermediate formation among cortical and nuclear structures [55]. It can be speculated that different populations of resonant neurons in ACo may be activated depending on their specific afferent connectivity or on the sniffing pattern. Further studies are needed to explore these possibilities. Moreover, it should be noted that the layer II cells recorded here may include both projection neurons and interneurons, thus additional work is required to evaluate if different mechanisms of resonance (or the absence of this property) are associated to specific neuronal types in ACo.

While neuronal resonance is usually studied upon somatic injection of oscillatory currents, the real effect of rhythmic synaptic drive on cellular activity also depends on synaptic and dendritic filter features. Synaptic filtering depends on the specific short-term plasticity properties (mainly presynaptic) of the studied connections [53,56]. On the other hand, distal dendritic resonance during local injection of oscillatory currents has been demonstrated in
neocortical and hippocampal pyramidal cells; the dendro-somatic transfer impedance curve preserves the resonant profile, indicating that dendritic filtering does not eliminate frequency selectivity [57,58]. The cellular distribution of resonance-related conductances also shapes the effect of resonance on neuronal activity. In CA1 pyramidal neurons, the differences in localization and voltage activation range of these channels enfold the cells with two segregated and independent cellular compartments for frequency preference and processing of incoming signals; dendrites resonate at hyperpolarized potentials (through HCN channels), whereas somatic filtering occurs at depolarized potentials (KV7/KCNQ channels) [59,60].

Finally, some authors have found that recreation of the in vivo conditions in brain slices by mimicking synaptic bombardment through a reduction in membrane resistance, dampens the intrinsic frequency preference of resonant neurons [61]. While this possibility shall be examined in the cortical amygdala, the comparatively high basal input resistance of ACo resonant cells suggests that these neurons may preserve their filter properties and translate the subthreshold frequency preference into spikes when resistance drops in vivo due to synaptic activity (by ~50% [62]).

### Olfactory coding, motivation and learning

Anatomical data suggest that the olfactory representations in the PC and olfactory amygdala are differentially organized. The spatial map characterizing the OB is lost in this cortex because the projections from one glomerulus to the PC are diffuse. In contrast, the projections from the different glomeruli to the cortical amygdala are organized into spatially stereotyped overlapping patches [63]. The cortical amygdala receives inputs from the entire OB, but in contrast to PC, there is a bias to dorsal glomeruli [64], shown to convey inputs required for innate responses to aversive odorants [65]. These observations and the fact that olfactory tract stimulation induces a wave of activity in PC and EC that converges in the olfactory amygdala [66], suggest that this structure plays a distinct, mostly unexplored role in olfactory integration.

Behavioral and electrophysiological studies in the olfactory system indicate that a single sniff is sufficient for fine odor discrimination [67]. However, there are differences in the encoding strategies for odor identification depending on whether or not it has a behavioral value (for example, is it rewarded or not?). In the rodent OB and PC, odor identity is respectively encoded by the latency and the rate of the evoked activity phase-locked to the first sniff [28,68]. In contrast, if the odor has a behavioral value, in both olfactory regions odor information is conveyed by the non-phase-locked firing rate during several sniffing cycles [29,69]. It should be noted that it is the increased synchronized activity of groups of neurons what is critical for encoding odor value during an active detection task, however, during passive detection odor identity is strongly conveyed by spiking activity phase-locked to sniffing [69]. In a similar way, the formation and expression of auditory emotional memories involve an increase in synchronized firing and rhythmic activity at the oscillation frequency of neurons in the lateral amygdala [70,71]. Therefore, when the identification of an odor has biological relevance, additional high-order structures involved in emotional memory formation/retrieval may be recruited; our results point to the cortical amygdala as an attractive candidate endowed with rhythmic properties. In this context, the role of the cortical amygdala in olfactory integration may be related to innate or learned odor preference or aversion, based on a selective filtering of oscillatory activity.

### Supporting Information

**Figure S1** Q value and peak frequency distributions for different voltage ranges. A–D, Histograms of the Q factors (left) and frequencies at which Z reaches its maximum (peak frequency; right), for ZAP stimulation at different membrane potentials binned every 10 mV (averages: −85, −75, −65 and −55 mV). Data with Q<1.10 are shown in black and those with Q≥1.10, in red. The number of recorded cells per voltage range was 125, 132, 92 and 41, for −85, −75, −65 and −55 mV, respectively. (TIF)

**Figure S2** $I_{NaP}$ is also present in non-resonant cells. Effect of TTX (1 μM) on the subthreshold responses of a non-resonant neuron. A1, ZAP-stimulation-evoked voltage responses before (Control) and during the extracellular application of TTX (A2); B, Impedance profiles, before and during TTX treatment. (TIF)

**Figure S3** Cs$^+$ and XE991 do not alter impedance profiles of non-resonant neurons. A, ZAP-induced voltage traces at a baseline potential of −80 mV from a non-resonant neuron before (A1) and during the bath application of 4 mM Cs$^+$ (A2). A3, Normalized impedance profiles for the recordings in A1 and A2. B, ZAP-induced voltage traces from a non-resonant neuron before (B1) and during application of 10 μM XE991 (B2) at a baseline membrane potential of −61 mV. B3, Impedance profiles for recordings in B1 and B2. (TIF)

**Figure S4** Spike blockade in a neuron resonating at subthreshold voltages revealed the absence of $I_{NaP}$-dependent resonance at more depolarized potentials. A, ZAP-induced voltage traces at control conditions and after application of TTX to allow exploration of resonance at suprathreshold potentials. Resonance is observed at −65 mV in both conditions, but it is absent at voltages at which $I_{NaP}$ is expected to be active and $I_{INaP}$ non active (−50 or −40 mV, compare with Figure S6). B, Impedance profiles for traces in A (Q=1.25 for control and 1.08 in TTX at −65 mV; Q=1.00 for more depolarized voltages). (TIF)

**Figure S5** Blockade of $I_{NaP}$-resonance and spikes confirms the lack of the $I_{NaP}$-dependent mechanism in another ACo neuron. A, ZAP-induced voltage traces at −89 and −65 mV in control conditions (Q and $I_{INaP}$ are 1.2 at 3.7 Hz and 1.4 at 2.9 Hz, respectively). B, To evaluate the existence of $I_{NaP}$-dependent resonance in this neuron, voltage traces were recorded in the presence of TTX (to block spikes) and Cs$^+$ (4 mM; to eliminate $I_{NaP}$-dependent resonance). Subthreshold resonance was completely eliminated and it is absent even at −43 mV where $I_{NaP}$ is supposed to be fully active (compare with Figure S6). C and D, Impedance profiles for traces in A and B, respectively. (TIF)

**Figure S6** Example of a hippocampal resonant neuron showing a strong $I_{NaP}$-dependent resonance at suprathreshold potentials in TTX. A, ZAP-induced voltage traces under TTX and after the application of 10 μM XE991 to block KCNQ channels, at −75 mV (A1) and at −45 mV (A2). B, Impedance profiles for the recordings in (A) showing that resonance at this hyperpolarized potential is not affected by XE991 (B1). In contrast, at the suprathreshold potential (B2) application of the KCNQ blocker confirmed that resonance relies completely on $I_{NaP}$ at this voltage. (TIF)
Figure S7 Computer simulations confirm that perithreshold resonance can be generated exclusively by \( \lambda_a \). Simulated voltage responses to ZAP stimuli (10 pA, 13-0 Hz, at -90 mV, +50°C) applied to -65, -75, and -85 mV baseline potentials (NEURON 7.0; see Methods). B, Impedance profiles for the traces in A (including also the result for -70 mV), \( \omega_m \) and Q values are 4.6 Hz and 1.58 (-85 mV), 4.5 Hz and 1.73 (-75 mV), 3.8 Hz and 1.57 (-70 mV), and 2.8 Hz and 1.4 (-65 mV). Model parameters as shown in Table 3, but with \( g_m = 0.04 \) ms/cm\(^2\) and \( g_m = 0 \).
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