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ABSTRACT

Medical data analysis is being recognized as a field of enormous research possibilities due to the fact there is a huge amount of data available and prediction in initial stage may save patient lives with timely intervention. With machine learning, a particular algorithm may be created through which any disease may be predicted well in advance on the basis of its feature sets or its symptoms can be detected. With respect to this research work, heart disease will be predicted with support vector machine that falls under the category of supervised machine learning algorithm. The main idea of this study is to focus on the significance of parameter tuning to elevate the performance of classifier. The results achieved were then compared with normal classifier SVM before tuning the parameters. Results depict that the hyperparameters tuning enhances the performance of the model. Finally, results were calculated by using various validation metrics.
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1. INTRODUCTION

The primary reason of higher death rate around the world is linked with Cardiovascular diseases whether it is a developed, developing or under developed country (Ayatollahi et al., 2019). In order to have a better understanding of the conditions and diseases that impact the heart and its vessels, it must be explored that along with the circulatory system of blood may have some relationship to the coronary vascular diseases (Winker et al., 2015) (Task et al., 2013). Heart is one of the vital organs of the human body structure and furnishes blood to every corner of our anatomy. If heart discontinues to function as expected, then the other body parts like brain and multiple other organs will cease to function, and this can further cause sudden death of person. Heart diseases have emerged as one of the principal factors of deaths throughout the world. In the current competitive and busy lifestyle scenario, the detected cardiovascular diseases (CVD) are escalating on a daily basis. The World Health Organization (WHO) approximates that nearly 17 million people fail to survive every year pertaining to these cardiovascular disease, primarily caused due to heart attacks and strokes (Yamashita et al.,
Overweight, obesity, hypertension, hyperglycaemia, and high cholesterol are few potential drivers that are most eventful in triggering heart related issues. Additionally, American Heart Association (Stewart et al., 2019) cited symptoms including sudden gain in weight (1–2kg per day), disordered sleep pattern, swelling of body parts, cough and amplified heart beat rate (Parasuraman et al., 2019). That is the reason it became evident to annotate the extremely governing indicators and healthy lifestyles that can contribute to CVD. Prior to diagnosis of CVD there are multiple tests performed, which includes blood pressure, ECG, blood sugar, cholesterol etc. Typically such tests are generally repeated in case the patient becomes critical in condition and patient must begin taking medical aid immediately, it often becomes critical to give priority to tests (Rumsfeld et al., 2016). There are a countless heart diseases which includes failure of heart, stroke and coronary artery diseases as well (Jatav & Sharma, 2018). With respect to medical analysis, there has been a huge demand for identifying or predicting the diseases a person is potentially suffering from, before the start of damage by that disease, with only knowing about its symptoms. Working with a few classifiers and by analysing the symptoms we can predict the actual disease with which a person can suffer in near future. The presence of innovative technologies like machine learning, we can reasonably justify the matches that coexist among the data very quickly.

**Machine Learning Classification Methods**

Classification is that form of supervised learning which is used for assigning a class label to the incoming data sample in a machine learning model. There are a number of proposed algorithms/methods for classification which are trusted for prediction applications. The popular methods are given as under:

(a) **Decision Tree (DT)**

Decision Tree uses an approach to split the data into one or the other classes by applying some constraints on the sample data. The method uses a top–down algorithm, which selects a particular attribute at every stage and splits the tree based on the appropriate separator of the classes at that stage, this process iteratively continues in the sub-classes/problems that originate from the current split (Karaolis et al., 2010).

(b) **Logistic Regression (LOG)**

This method is quite helpful in prediction when there is a binary dependent variable to classify. Logistic regression is generally used for exploring the data. It also comprehends the association among a dependent dichotomous variable and some nominal/ordinal independent variables (Nordhausen, 2009).

(c) **Naïve Bayes (NB)**

This method is based on conditional probability where we predict the probability of occurrence of one event provided some other event/s has already occurred (Joachims, 2000). This is one of the very commonly used prediction methodology.

(d) **Random forests (RF)**

This classifier encompasses a collection of decision trees from a set of randomly chosen training data subset. The final class of test sample object is decided based on the net aggregated weight of voting from all the participating decision trees (Jatav & Sharma, 2018).
(e) K-Nearest Neighbour (KNN)

This algorithm assumes some initial categories/classes of data as its initial state. The algorithm assigns one of the category to the incoming sample based on the most similar category for the sample. The neighbours of sample decide its category or class in the most simple words (Khourdifi & Bahaj, 2019).

(f) Support Vector Machine (SVM)

This method exhibits high performance when used for high dimensional spaces. Also the method shows its effectiveness in instances where samples available are less than the number of dimensions. The method is memory efficient as it employs only a subset of the training points for the decision function which are referred to as the support vectors (Ayatollahi et al., 2019).

(g) Neural networks (NN)

These methods can be considered as a learning system based on computing through a network of functions to realize and transform a data input received in one form to a chosen output, generally in alternative form (Lecun et al., 2015).

(h) AdaBoost

AdaBoost is a popular boosting algorithm that may be applied to several machine learning classifiers to further improve their performance. It is dominantly employed with weak learning algorithms. These methods show significant accuracy in a classification problem compared to a random chance (Tu et al., 2017).

(i) Gradient Boosting Machines (GBM)

These are also popularly referred to as boosting ensemble methods. The basic fundamental of this method is that it relies on the fact that when all the previously generated models are combined with the next feasible ideal model, results in the minimization of the resulting prediction error. The major focus is to ensure the projected outcomes corresponding to the next model in order to ensure that the error in minimized (Natekin & Knoll, 2013).

All these methods are having their own advantages in terms of accuracy, data compatibility, predictions scores based on varied prediction and classification domains. These methods find applications in all the modern day businesses and systems that are dependent on forecasting and prediction driven by past experiential data.

In the remaining sections of this paper, the kernel tuning process has been elaborated with the help of a dataset. Section 2 explores the work relevant to current work already contributed by other researchers. In Section 3 the proposed methodology for tuning the kernel parameters has been discussed, in section 4 the implementation and machine learning toolkit used in the experimental setup has been discussed and section 5 highlights the significant outcome of the research. In our work, Support Vector Classifier has been used on a heart disease data from the open dataset to predict whether person is suffering from disease or not. Kernel parameter tuning has been performed, most of the existing research work uses the linear kernel parameters or simple SVM while in the current work, kernel parameter have been changed from linear to non-linear and its impact on the accuracy score has been analysed. The accuracy of prediction significantly increases with kernel parameter tuning.
2. RELATED WORK

The efforts on behalf of research community to harness the best prediction capabilities of the machine learning methods are very significant. There are a lot of supervised and unsupervised learning methods which have been applied for medical diagnostics to make prediction based on symptoms. In the current survey on existing literature we have explored the contributions from author’s relevant to disease prediction and mainly we have focussed on the accuracy of prediction. In (Ranga & Rohila, 2018), the authors presented an experimental work to evaluate the outcomes observed by using five different classifiers called as SVM, KNN, decision tree, random forest and artificial neural network classifiers and couple of clustering methods namely k-means clustering and EM (Expectation- Maximization) clustering. The authors (Ahmed et al., 2020) in their work demonstrated that Decision tree attained the highest accuracy at 92.2% by incorporating unique feature selection algorithm. Random Forest displayed the maximum accuracy of 90% accompanied by specific features through Relief algorithm. Additionally, Random Forest displayed the ambient accuracy of 94.9% incorporating entire feature set. In Khourdifi & Bahaj, 2019, the authors presented usefulness of the hybrid PSO and ACO approaches, the proposed best model by, Particle Swarm Optimization ACO and FCBF obtained an accuracy score of 99.6% with RF and 99.65% with KNN. Latha & Jeeva, (2019), in their work displayed that in ensemble algorithms boosting and bagging are instrumental in prediction, bagging outperforms boosting in their work. The work inferred that with the use of bagging method, there was an enhancement in accuracy by a maximum of 6.92% while boosting enhanced it by 5.92%. The highest accuracy was attained using mass voting incorporating the feature set FS2.

Arif et al., (2017) showcased their research which is done with the prime objective to observe the significant relationships between various supervised ML algorithms, also they analysed the performance and utility pertaining to disease risk prediction. They inferred that the SVM algorithm is more effectively employed in predictive analysis compared to the Naïve Bayes algorithm due to its inherent prediction accuracies. Arif et al., (2017) suggested a newer knowledge dependent system for diseases forecasting with the incorporation of noise removal, clustering, and prediction techniques. In their work, the Classification and Regression Trees (CART) technique was used to populate the fuzzification rule base to be triggered in the knowledge-based system. The experimental set up inferences that the mix of fuzzy rule-based, CART with noise elimination and clustering techniques can be productive in diseases predictions (Nilashi et al., 2017). Dahiwade et al., (2019) introduced common disease forecasting mechanism relying on machine learning algorithm which includes K nearest neighbour and convolutional neural networks in order to classify patient related data due to the fact that in present scenario, the patients’ data is expanding enormously and it needs to be processed for the identification of exact diseases taking vital inputs from the patient symptoms. They found that CNN is efficient as compared to the KNN in respect to accuracy and time. Haq et al., (2018) worked on a composite predictive and intelligent system to administer the heart disease. Three feature selection algorithms namely mRMR, Relief and LASSO were employed on the common classifiers including logistic regression, naïve bayes, decision tree, k nearest neighbour, Support vector machine, Random forest and ANN. The logistic regression classifier employing 10-fold cross-validation displayed the highest accuracy of 89%, choosing the FS algorithm. Employing the 16 hidden neurons with Relief features algorithm is instrumental in attaining the highest sensitivity of the ANN classifier. Mohan et al., (2019) employed the hybrid HRFLM method by conjoining the features of Linear Method and the Random Forest. The proposed method proved to be most accurate in the forecasting of heart disease.

Masih & Ahuja, (2019) defined three in-demand data mining algorithms Decision Table, Classification and Regression Tree, and then iteratively dichotomized the 3, generated by a rule-based classifier for optimization of heart disease forecasting systems employing a sizeable patient’s record. Asl et al., (2008) used HRV signal for the classification of 15 features. Features were narrowed with the help of GDA to 5 and the precision was computed to be 100% by incorporating SVM. Table 1
summarizes some of the significant work done by researchers and provided us a strong foundation
to generate the initial framework for the experimental process.

3. PROPOSED METHODOLOGY

Machine learning (ML) algorithms are being predominantly employed in detecting and classifying
the chronic diseases like cancer, heart disease, tumour, diabetes, and several others Joachims, (2000).
For the proposed system, dataset has been congregated from the UCI repository. Initially, the data
set has been pre-processed. Then it has been classified using SVM. It has been observed that using
the concept of parameters tuning, the performance of classifier gets enhanced considerably. Finally,
classifier performance has been evaluated. In the current research work, heart diseases have been
identified based on the discussed process, depending on the historical dataset of patients and support
vector machine classifier (Patil, 2019). The sequential steps followed for evaluation of the kernel
parameters of the proposed prediction system have been presented in Fig. 1 below.

3.1 Heart Attack Prediction Data Set

Dataset for Heart Attack Prediction is taken from UCI repository for heart disease dataset which
consists of various independent variables or features for prediction of the disease. As per medical
industry insights, if a nation is able to manage and control the key factors like smoking, cholesterol
and diabetes, the patients suffering from heart diseases can be significantly dropped close to 15
percentage (Karaolis et al., 2010).

The selected dataset comprises of a set of 76 attributes, generally the most of the researchers in
their published work have considered a similar subset of 14 of them as shown in Table 2. It includes
303 patient records with each row consisting of a single patient record. Vital parameters including
sex, age, trestbps, cp cholesterol, fasting blood sugar, restecg, maximum heart rate achieved, exercise
induced angine, slope, oldpeak, number of major vessels (0-3) coloured by fluoroscopy are used for
prediction of a number, which is either 1 or 0 on the basis of the outcome where 1’ signifies that the
person has a heart attack and ‘0’ infers that the Person is safe from heart attacks. This can be further
used for prediction of the possibility that a person can suffer from heart attack.

3.2 Importing The Data Set

This model has been implemented through Scikit-learn library using Python language (Varoquaux
et al., 2015). First, the pandas module has been loaded and the comma separated values are read i.e.
csv through read_csv() method and that csv file is translated into a pandas DataFrame. A sample of
some records is invoked using the head() method is shown in fig 2. Below.

3.3 Data Exploration

Data exploration is a crucial step in every Machine Learning problem. In the above code, if some
argument has been used i.e. integer number inside the head () method, to show first five records
from the data set. Tail () method was invoked to show the last records that depend on the argument
inside it (fig 3. below).

In order to get some information about the datatype of every attribute; this data is important for
conversion of data type. For this dtypes() method has been used, it displays all the columns available
and their corresponding data types also.

3.3.1 Pre-Processing Data

In earlier sections, it has been illustrated most of the attributes in the data set are of integer datatype,
and all algorithms of Scikit-learn library work only on numeric data type, there is so no need to
change their data types. If the attributes present in the data set belong to string datatype then we first
| S.No. | Author and Year       | Technique                                      | Objective and outcome                                                                                                                                                                                                 |
|-------|-----------------------|------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1.    | Ahmed et al., (2020)  | Univariate feature selection Relief algorithm | Results displayed that Decision tree achieved accuracy of 92.2%. The Random Forest using features from Relief algorithm delivered an accuracy of 90%.                                                                                       |
| 2.    | Khourdifi & Bahaj, (2019) | PSO and ACO approaches | The proposed best model by incorporating Particle Swarm Optimization ACO, and FCBF obtained an accuracy score of 99.6% with RF and 99.65% with KNN.                                                                            |
| 3.    | Khourdifi & Bahaj, (2019) | Majority voting and bagging, stacking and boosting. | The authors have used ensemble algorithms, boosting and majority voting and bagging, stacking with which they infer that accuracy increased by 6.92% using bagging, while with boosting it improvised by 5.92%. |
| 4.    | Uddin et al., (2019)  | SVM and Random Forest                          | They observed that the SVM algorithm is preferred over naïve Bayes algorithm by the researchers. However, the best accuracy is obtained by Random Forest (RF) algorithm comparatively. |
| 5.    | Dahiwade et al., (2019) | CNN and KNK algorithm                         | They found that CNN is efficient compared to K-Nearest Neighbour with respect to prediction accuracy and processing time.                                                                                                   |
| 6.    | Mohan et al., (2019)   | HRFLM                                         | They used hybrid HRFLM method by combining the characteristics of Linear Method and Random Forest method.                                                                                                                                 |
| 7.    | Kalaiyarasi & Suguna, (2019) | SVM parameter tuning | Classification method was used for diabetic patient data analysis and the kernel parameters were tuned to obtain a significant change in the prediction accuracy.                                                      |
| 8.    | Ranga & Rohila, (2018) | K-means and EM clustering                     | The researchers have compared the results obtained by using five different classifiers namely Support vector machine, decision tree, random forest and ANN, KNN clustering techniques.                                        |
| 9.    | Haq et al., (2018)     | Relief, mRMR, and LASSO                       | They proposed a composite intelligent predictive model for forecasting of heart disease. Using 16 hidden neurons with Relief features algo helpful to obtain best sensitivity of ANN classifier.                                   |
| 10.   | Chen et al., (2017)    | Nearest Neighbour, Elbow Method               | Hyper parameter tuning for two parameters bandwidth and trade-off has been achieved using a two-step process involving the nearest neighbour and elbow method. The method achieves faster training and better generalizability. |
| 11.   | Nilashi et al., (2017) | Clustering, noise removal, and prediction techniques | The researchers in their experimental work evidenced that a mix of CART and fuzzy based rule and clustering methodology can be instrumental in forecasting of disease.                                           |
| 12.   | Sentelle et al., (2016) | SVM path                                       | The work presents a path-following algorithm which handles semidefinite kernels without the need of method to identify singular matrices.                                                                                   |
| 13.   | Chaurasia, (2013)      | CART and ID3 (Iterative Dichotomized) and decision table (DT) | They developed the heart disease prediction models using rule based classifier.                                                                                                                                               |
| 14.   | Asl et al., (2008)     | GDA and HRV                                   | Precision was computed to be 100% by using SVM. HRV signal is used to classify features and these features can be reduced to only five using the GDA.                                                                       |
need to convert it in to numeric format. LabelEncoder() method in Scikit-learn library can be used for converting string data type into numeric data type.

3.3.2 Training Set and Test Set

Now in the next step i.e. training of parameters, all the parameter are needed to be checked, and identify that parameter which is helpful to give better output in training process (Karaolis et al., 2010). The output of training model is used with test data to identify the result. First data is segregated into the features and target variables. To select rows and column in reverse order, we may use negative number, for instance use -1. In array notation, all the selection mechanism for row will go on left
Table 2. Various Attributes of the patient data

| S.No | Attribute | Description | Values |
|------|-----------|-------------|--------|
| I.   | Age       | Age of the person | No particular range |
| II.  | Sex       | Gender (Binary value) | Male=1, Female=0 |
| III. | Cp        | Chest pain type | Asymptomatic=4, Non-angina pain=3, Atypical angina=2, Typical angina=1 |
| IV.  | Trestbps  | Blood pressure count during resting (mmHg) | No particular range |
| V.   | Chol      | Amount of Serum cholesterol (mg/dl) | No particular range |
| VI.  | Fbs       | Fasting blood sugar | False=0, true=1 |
| VII. | Restecg   | Resting electrocardiographic results | Hypertrophy=2, Abnormality=1, Normal=0 |
| VIII.| Thalach   | Maximum heart rate achieved | No fixed value |
| IX.  | Exang     | Angine induced due to exercise | No=0 and Yes=1 |
| X.   | Oldpeak   | ST depression persuaded through exercise relative to rest. | No fixed value |
| XI.  | Slope     | Slope of the peak exercise ST segment | Downsloping=3, Flat=2, Upsloping=1 |
| XII. | Ca        | Count of major vessels colored by Fluoroscopy | No fixed value |
| XIII.| Thal      | 3 values | Reversible defect=7, Fixed defect=6, Normal=3 |
| XIV. | Target    | Result (Target variable) | Presence=1; Absence=0 |

Figure 2. Display Records using Head Method

![Display Records using Head Method](image1)

Figure 3. Display records using Tail method
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hand side of comma. For column notation, it will go on the right hand side. If blank notation is used then it will add all the columns and rows. The iloc method of pandas has been used for the purpose of executing this process. Here data is split up and stored in variables X and Y. The variable X contains all the rows and all the labels but it excludes last label that is the target. The target attribute is present in variable Y with all its rows. Further, the data frame is fragmented into a training set and a testing set. While dividing the data, 80 percent has been kept for the purpose of training while the remaining 20 percent is kept for the purpose of testing. But these numbers are not fixed and this ratio will also depend on the type of data. We may vary the ratio for different experiments based on the type of data.

3.4 Choice of Parameters

Provided some random dataset, it is not defined in advance that which kernel may prove to be the best one. For a problem related to the linear separable dataset, linear kernel is acceptable. It does not make sense to employ the linear classifier when the data is not linearly separable, it is suggested to use an RBF kernel in such situation. Linear problems are resolved using the linear support vector machines while for non-linear problems, RBF kernel may be employed. The Support vector decision region corresponding to the RBF kernel is a linear decision area. Creating non-linear permutations of the features to strengthen the sample dataset and upgrade it to a corresponding feature space bearing higher dimensional attributes is the main task of an RBF kernel. In this space, a linear decision boundary may be used to separate the classes. A hyper parameter search is performed and different kernels are compared with others. There are several evaluation metrics including as accuracy, F1 and ROC auc etc. to evaluate the performance and infer the fitness of a particular kernel for a problem.

3.5 Parameter Tuning For SVM Classifier

For the purpose of disease prediction in healthcare industry the most popular technique is supervised machine learning. In the current work we have taken Support Vector Machine (SVM) algorithm to classify the absence and presence of disease. It can be used for both linear and nonlinear data. SVM takes data points and generates the two dimension hyper plane that separates these data points into different classes. The line that is used for the separation is referred to as the decision boundary. SVM determines the optimal decision boundary. During the current experimental work, we have used parameters tuning as a technique for analysing the performance of the SVM classifier.

4. RESULTS

The data has been split into two blocks, wherein the first block being training and other the testing block. Now SVM is needed to be trained. Scikit-Learn contains many libraries and built-in classes for different algorithms. In the current work SVC (support vector classifier) class in the Scikit-Learn’s SVM library has been used. This class contains multiple parameters but in our case only one of the parameter is being used which is of the kernel type. For the purpose of predictions, predict method of the svc class has been used. The confusion matrix is a table that gives idea about the performance of our model. As we are using the supervised learning technique, we have both training as well as testing data available for analysing the outcome of the predictions given by our trained model. Based on these predictions, the confusion matrix gives a representation of all True-Positives, True-Negatives, False-Positives and False-Negatives as predicted by the model. The meaning of these outcomes as given as under:

1. TP expanded as true-positive means we predicted positive and it’s true.
2. TN expanded as true-negative, means it was predicted negative and it’s true.
3. FP expanded as false-positive means it was predicted positive and it’s false (Type I error)
4. FN expanded as false-negative, means we predicted negative and its false (Type II error).
Confusion matrix exhibits information about the predicted and actual values of a classification system. It is used for summarizing the performance of the classification algorithm. It is evident to note that the false-negative predictions may result to be dangerous prediction in the domain of medical sciences. According to our confusion matrix, true positive value is 1 and true negative values are 31 (fig. 4) and the precision may be calculated dividing the total number of true positive values by the sum of true positives and false positives meaning that true positive / predicted positive which is 1.00. Further sensitivity or recall may be calculated by dividing total positives with the sum of total positives and false negatives meaning true positive / actual positive, which is 0.03. If we calculate precision and recall score perfectly than it will generate a perfect F-score. Accuracy is the measure of how much we have correctly measured among all the predictions made on the sample dataset under test. It may also be inferred to as the ratio of total correct predictions to the total number of predictions. Accuracy obtained without the model being tuned for kernel is computed to be .5245. The confusion matrix and performance data generated for prediction without tuning the kernel is shown (in fig. 4) below.

Performance metrics (fig 5.) may be analysed for the purpose of getting information on adjudging the best performing kernel.

Next confusion matrix will be generated for the condition where the kernel mode is linear, in order to explore, if there is any difference on accuracy score when the kernel mode will get changed. As illustrated in fig. 6, accuracy score increases when kernel mode gets changed to the linear mode. The performance of kernel in linear mode is given in fig.7.

The above description shows the effect of kernel parameter variations on the classification behaviour of the SVM classifier. There is a considerable increase in the accuracy of the model when we modulate the kernel parameters and this motivates the incorporation of such methods in the future intelligent machines. Table 3 below shows a comparative analysis of our model with another similar model. There is a significant improvement in the proposed model in terms of outcome without and with tuning of kernel.

Similar approach has been used for evaluating the performance of the breast cancer data set available in the open repository available at www.kaggle.com (Breast Cancer Prediction Dataset Dataset Created for “AI for Social Good: Women Coders’’ Bootcamp”). There is an increase in the accuracy of the predictions in the breast cancer patient dataset also with the incorporation of the kernel parameter tuning. It has been observed that the prediction accuracy increased from 85% to 87% in this dataset.

5. CONCLUSION AND FUTURE SCOPE

To conclude, the significance of fine tuning parameters for forecasting the heart disease in support vector machine was discussed and analysed in the current research work. Data was pre-processed before
modelling and then used for testing the prediction. To support previous statement, Prediction analysis result suggests the definitive progress in accordance with relevant study of these kernel parameters. According to our results, SVM algorithm performs better using tuning of kernel parameter. It shows that when the kernel parameter have been modified, it results in increase in the performance adding a significant impact to the result. The Goal of this study was to focus on the importance of parameter tuning to elevate the performance of classifier and we also compared the result with normal classifier

Figure 5. Performance metrics

Figure 6. Performance of classification Algorithm when kernel is in linear mode
Table 3. Comparison of proposed model with a similar approach

| Authors                  | Basic approach and Algorithm | Accuracy (%) | Deviations from the proposed work                                                                 |
|--------------------------|------------------------------|--------------|--------------------------------------------------------------------------------------------------|
| Kalaiyarasi & Suguna, (2019) | SVM                          | 72.40        | 73.44                                             |
| Goel & Srivastava, (2016)     | SVM                          | 58.21        | 74.37                                             |
| Nanda et al., (2018)        | SVM                          | Classification error 0.17 | Classification error 0.1 |
| Amami et al. (2015)         | SVM                          | 46 (polynomial) | 51.6(RBF) |
| Proposed Model             | SVM                          | 52           | 78                                                |
SVM before tuning the parameters. Training and Testing data using SVM provided the direction to choose the correct classifier to supervise this model. Results show that the hyper parameters tuning increases the performance of this model. Along with all this, various validation metrics were also used to calculate the final results. After modification of kernel parameter the classification accuracy score is 78%, when parameter were not altered, the accuracy score was 52%. Therefore, there is significant improvement in prediction efficiency with the proposed methodology. Therefore the performance of SVM classifier is highly dependent on the kernel parameter. Overall, it’s a blend of data, python, kernel tuning, classifiers and few other important parameters to get desired result.

There is still scope of improvement in sensitivity, specificity, F1 score and accuracy score. In future we will consider more parameters that affects the performance or we will create some hybrid model to improve its accuracy score.

The obtained classification accuracy after modifications of the kernel width is 84% which is the highest value reported in the literature that adopted the support vector machines approach for the Cleveland heart disease dataset.
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