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ABSTRACT
In 2019, The Centers for Medicare and Medicaid Services (CMS) launched an Artificial Intelligence (AI) Health Outcomes Challenge seeking solutions to predict risk in value-based care for incorporation into CMS Innovation Center payment and service delivery models. Recently, modern language models have played key roles in a number of health related tasks. This paper presents, to the best of our knowledge, the first application of these models to patient readmission prediction. To facilitate this, we create a dataset of 1.2 million medical history samples derived from the Limited Dataset (LDS) issued by CMS. Moreover, we propose a comprehensive modeling solution centered on a deep learning framework for this data. To demonstrate the framework, we train an attention-based Transformer to learn Medicare semantics in support of performing downstream prediction tasks thereby achieving 0.91 AUC and 0.91 recall on readmission classification. We also introduce a novel data pre-processing pipeline and discuss pertinent deployment considerations surrounding model explainability and bias.

CCS CONCEPTS
• Computing methodologies → Natural language processing: Classification and regression trees; • Applied computing → Health care information systems.

KEYWORDS
health, medical claims, patient readmission, attention, Transformer, bias, explainability

1 INTRODUCTION
Value-based care increasingly requires healthcare providers to manage both quality and total cost for defined patient groups. To optimize for success, providers develop methods to understand the future health risks of their patients in order to allocate resources in ways that deliver efficient care. While there are multiple definitions of health risk, we focus in this paper on the risk of unplanned readmission which we define as the probability of a patient being unexpectedly readmitted to an inpatient facility within 30 days of discharge. The Centers for Medicare & Medicaid Services (CMS) tracks and publicly reports this metric as a measure of a hospital’s care standards and factors into that hospital’s allowable reimbursements [37]. Health systems can provide preventive services and engage patients in educational programs to prevent unplanned readmissions. This strategy can be prohibitively costly to both individuals and health systems. Therefore, it is preferable to focus resources on only those patients most at risk.

CMS recently reported the estimated cost of unplanned readmissions is roughly $17.9 billion per year [37]. Hence, tackling this problem is not only important for addressing future health risks of individuals but also for lowering the total cost of unplanned readmissions. To curtail this problem, the Patient Protection and Affordable Care Act introduced penalties to hospitals with excessive readmission rates at a minimum of 3% of their Medicare reimbursement. However, these measures have not yet been deemed sufficient to reverse the problem [49].

An alternative approach is to estimate and inform healthcare providers the health risk associated with each patient at discharge. This enables healthcare providers to determine and take commensurate preventative actions for patients who would most likely benefit from targeted interventions. This paper assists in this approach by leveraging deep learning and predictive analytics to estimate each patients health risk with actionable explainability to health care professionals. With no pre-existing public datasets available for such a task, we created a custom dataset of 1.2 million medical history and readmission outcomes based on Medicare claims records made available by CMS through the AI Health Outcomes Challenge.

In this paper, we first review in Section 2 recent advances in deep learning health care applications. In Section 3, we present the technical approach, including a data pre-processing pipeline for medical claims, a deep learning framework, and a means for providing explainability. Next, in Section 4, we demonstrate the framework by training an example model to predict unplanned hospital readmissions within 30 days of discharge for Medicare beneficiaries. Finally, in Section 5, we discuss a number of considerations surrounding production deployment including operationalization, generalizability, and bias mitigation.

2 RELATED WORK
Our paper relates broadly to the literature on using deep learning models for health applications with unstructured data. As research in this area is vast and continuously growing, we direct readers to learn about this literature through the in-depth surveys of deep learning approaches for various downstream applications using electronic health records (EHRs) by [39] and [40].
A more narrow focus, this paper relates to using modern language models, specifically Transformer-based models, to study health-related tasks. A significant portion of these studies focus on modeling EHRs for learning representations and performing downstream tasks. There have been applications of language models to learn both from structured data and general clinical language representations [2, 24, 41, 42]. BEHRt is a BERT model trained on EHRs to learn general representations that scale well across a wide range of downstream tasks [26]. Med-BERT is a BERT model trained on EHRs for disease prediction [36]. G-BERT is a graph-augmented Transformer model used to develop medication recommendations [38]. Although large-scale language models have been used to study various health-related tasks, we present, to the best of our knowledge, the first application of a Transformer-based model to predict patient readmission using medical claims data.

More specific to our application, our paper relates to the literature developing empirical methods for predicting unplanned hospital readmissions. [4] survey prediction methods, covering traditional statistical models (e.g. regression) and machine learning models. In this study, it is reported that the AUC prediction performance in the literature ranges from 0.54-0.92. The highest performing approach, achieving an AUC of 0.92, leverages support vector machines and LASSO regression to predict 30-day patient readmission due to heart failures. We distinguish our results from this study by achieving a 0.91 AUC on general patient readmission (not dependent on a diagnosis) while also allowing for individual explainability through our model choice.

Our paper also relates to the literature on using deep learning to predict patient readmission. Past research has developed various types of deep learning models to predict patient readmission across various forecast horizons. Most approaches follow modeling the sequential structure in EHRs by using a recurrent neural network (RNN). [35] predict 30-day unplanned readmission using a large set of EHRs achieving AUC of around 0.75-0.76, and [11] modeled the structured information in EHRs such as medical codes and frequency of visits by using an RNN approach. Other studies have followed the approach of using embedding models for learning representations of longitudinal EHR data and leveraging these vector representations to inform readmission predictions. [49] used deep contextual embeddings of clinical concepts learned from EHRs to predict patient readmission using a Topic Recurrent Neural Network (TopicRNN). [53] trained an embedding model, Patient2Vec, on EHRs that allows for population- and individual-level interpretability and achieved an AUC of 0.79 for predicting patient readmission within a 6-month period. Taking a different approach to RNNs and embedding models, [51] developed TaGiTeD, a tensor decomposition method trained to predict 1-year hospital readmissions and allow for interpretable phenotype representation while achieving a classification performance of between 0.68-0.78 AUC.

As far as we are aware, our work is the first use of deep contextual embeddings of medical claims to predict patient readmission using a Transformer-based approach. We find this advantageous as we would like to model the sequential structure of our data. Additionally, the Transformer model was primarily designed to overcome the limitations of recurrent neural networks (e.g. exploding/vanishing gradients for long sequences, sequential training, etc.) [46], which a significant portion of the literature relies on, while being able to leverage the attention mechanisms to provide individual-level interpretability of predictions while previous approaches focus more on global interpretability.

Finally, our study relates to the literature on patient readmission leveraging survival analysis. Survival analysis is performed when there is an interest in the time to an event. Relevant to our work, this would be analyzing the time to an unplanned hospital readmission following the discharge of a patient. The literature in this area relies on using random survival forests [20] and Cox regressions [15]. This literature covers various horizons and types of unplanned patient readmission (ranging from general unplanned patient readmission to diagnosis-specific readmissions). The random survival forest approaches have an AUC performance range of 0.69-0.72 [19, 33], while the Cox regression approaches show an AUC range of 0.65-0.82 [1, 14, 21, 23, 33, 34, 44, 45, 48, 52]. While survival analysis is an appropriate model for our data, the context of our task is focused on a single survival point: the 30-day window. For this reason we prefer to model the single split as a classification task as it falls out naturally, and allows the model to focus all representational capacity toward this one financially and legally important decision point. A survival approach would involve modeling the entire distribution of readmissions, which entails calibrating concerns that are non-trivial to resolve, and does not provide any additional benefit for the purpose of our application.

3 TECHNICAL APPROACH

Our approach consists of three primary components: data pre-processing, a Transformer model, and AI explainability. Specifically, we draw upon natural language processing techniques to identify key patterns in claims history, stratify beneficiaries, and identify potential interventions at the beneficiary level. This approach enables new features to be learned from heterogeneous claims variables (including categorical and numerical fields) before sending them to the downstream classification model to make risk predictions. In this section, we discuss each component in detail.

3.1 Data Pre-processing

Medicare claims data consist of multiple records per patient with varying lengths of non-human readable diagnostic and procedural codes. To normalize this data, we built an ingestion and transformation pipeline. The CMS Limited Dataset (LDS) that was used for the AI Health Outcomes Challenge consists of a 5% sub-sample of all Medicare claims from 2008-2011. The LDS dataset contains seven different claim types, including Durable Medical Equipment (DME), Carrier (CAR), Home Health Aide (HHA), Hospice (HOSP), Inpatient (INP), Outpatient (OUT), Skilled Nursing Facility (SNF), and a denominator (DENOM) file. Each of these claim types consist of the data elements necessary to describe a beneficiary’s claim for services through Medicare. Different claim types have different data schemas and data elements. For example, an Outpatient claim describes the facility where the service took place (whether it was a hospital, a physician’s office, or another type of facility), the type of services that were provided, the dates of the provided services, any applicable diagnosis or procedure codes, and the billing codes associated with the provided services. On the other hand, a Carrier
The filtered representations were down-sampled to contain key

10.9M were INP claims, and 2.4M had label “1”.

As illustrated in Figure 1, the pipeline loads the Medicare claims data from the Limited Dataset (LDS) and augments it with publicly available Census data keyed off facility county codes, annotates unplanned readmission event labels, builds patient event history, builds a dictionary, and finally performs data transformations and
tokenizations.

3.1.1 Data Aggregation. In order to have a single system of record for the downstream use of data, we leveraged an SQL database for
data staging and schema consolidation.

As illustrated in Fig.2, LDS claim files are loaded and staged in separate tables by type in Persistent Staging Areas. Then, for each claim type, all claims are converted into the 2011 schema and inserted into the database with expanded and filtered forms. The filtered representations were down-sampled to contain key attributes selected by clinical experts. County-level Census and other demographic information was used to enrich the LDS claims using county and state IDs. This information is sourced from the Behavioral Risk Factor Surveillance System (BRFSS) and the American Community Survey (ACS).

3.1.2 Data Labeling. We label the claims data according to the following rules: if the difference between an INP claim discharge date and the next INP claim admission date is less or equal to 30 days then the claim is labeled “1” for leading to readmission. Note that if an INP claim’s discharge status indicates a transfer of care, i.e. same-day discharge and admission, then the label is also “1”. In all other cases, the claims are labeled “0” indicating not leading to readmission. The final dataset contains 334M total claims of which 10.9M were INP claims, and 2.4M had label “1”.

3.1.3 Data Transformation. To build data samples representing patient event history for model training, the filtered samples containing the clinically relevant variables are extracted from the database, converted into a standard format, and then exported into text sequences.

As depicted by Step 3 in Fig.1, a data sample contains multiple segments with variables from distinct sources and medical claims. The sample starts with a patient’s personal information which includes date of birth, gender, reason for entitlement, etc.. The next set of variables is the county-level demographic data associated with the INP claim facility. Following that, clinically relevant variables from the patient’s last 3 months of claims are sequenced from the least to most recent, with time ranges indicating the duration between each claim relative to the current INP claim. The final set of variables are the clinically relevant variables from the current INP claim for which the readmission label is assigned.

While the encoding scheme we use is able to handle free text, categorical, and numerical data, a predefined vocabulary is required for vectorization. Due to the nature of granular medical codes, and even with relatively coarse quantization of floating point values, the vocabulary size grows significantly with additional claims data making the semantic embedding learning computationally challenging. In order to limit the vocabulary size, we performed transformations on the dataset that includes variable name grouping, ICD and HCPCS diagnosis and procedure code grouping. Floating point values were quantized based on the statistical distributions of each such variable. ICD codes for diagnoses and HCPCS procedure codes were rolled into their corresponding chapter-level categories. This lightweight feature engineering procedure follows CMS coding rules and guidelines and was co-designed with clinical health experts.

As a result of the above transformations, we reduced the vocabulary from more than 10 million unique tokens to approximately 20 thousand, a comparable vocabulary size to many deep neural language models. While this limited the specificity of input data, it allowed the model to more accurately learn the relationship between diagnoses groups and readmission outcomes.

3.2 Deep Learning Modeling

As illustrated by Fig. 3, our deep learning solution consists of two training stages: (1) transform categorical claims data such as claim code sets, e.g. diagnosis/procedure, and demographic information into numeric representations to learn contextual relationships amongst them; (2) finetune the model from (1) to make accurate predictions on the risk of unplanned readmissions.

The purpose of stage 1 is to learn numeric representations of medical concepts. The data transformation step, hereon referred to as medical concept embedding, is necessary to represent complex claims data in a format conducive for training deep learning models, preserving the information in the data while uncovering implicit interrelations among predictor variables. Inspired by the popular idea of Masked Language Modeling (MLM) to train state-of-the-art language models such as BERT and Transformer-XL, which both learn semantic and orthographic relationships between word tokens, we introduce the medical equivalent which captures the cross-domain, complex relationship of medical concepts which we refer to as Masked Token Learning (MTL). Compared with existing medical concept embedding techniques such as Med2Vec, MTL learns co-occurrence behavior without context restrictions thereby capturing the additional structure found in longer claims. The MTL training task takes a vector of input tokens, e.g.

\[
[tok_1, tok_2, \ldots, tok_N],
\]

that may be any categorical, non-numeric data, masks a randomly selected token, and uses the context of the remaining tokens to predict it. The network architecture for this unsupervised training stage includes a token embedding layer, a network body, and a token prediction head. MTL-style training procedures paired with this network architecture allow for more informative features to be extracted, as compared with shallower networks like Med2Vec,

1https://https://www.cms.gov/Research-Statistics-Data-and-Systems/Files-for-Order/LimitedDataSets/StandardAnalyticalFiles
2https://www.cdc.gov/brfss
3For details, please contact the authors.
4See cdc.gov/brfss
5https://www.cdc.gov/nchs/icd/icd10cm.htm
6https://https://www.cms.gov/Medicare/Coding/MedHCPCSGenInfo/index
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Figure 1: The data pre-processing pipeline used to normalize Medicare and Census data: (1) data aggregation, (2) label generation, and (3) data transformation.

Figure 2: The processing flow diagram for the data aggregation and labeling steps: (1) staging by type, (2) schema consolidation, and (3) label assignment.

without sacrificing explainability. The discussion on explainability is in Section 3.3. In addition, to acknowledge the temporal relationships implicit to medical concepts, we include a time-aware attention mechanism in the model architecture. For the CMS AI Challenge prediction task on unplanned hospital 30 day readmissions, we used a BERT-like model architecture for the MTL task which is discussed in detail in Section 4.

The supervised training stage generates predictions of beneficiary risk for unplanned readmission by fine-tuning the models learned in the first, unsupervised stage. Specifically, the MTL network head is exchanged for one designed for binary classification on token embeddings. Using the classical logistic regression approach, the trained model generates predictions for unplanned readmission associated with a given beneficiary.

3.3 AI Explainability

Although deep learning and language models can aid in predictive performance, in order to garner end user buy-in among subject matter experts (SMEs) and decision makers it is necessary to provide explainable predictions. This enables knowledge building and further examination of model outputs by trained medical professionals. A number of studies have leveraged dimensional reduction techniques, such as t-distributed stochastic neighbor embeddings (t-SNE), to construct clusters that may lend itself to an interpretation of learned representations [13, 25, 31, 41, 43, 50, 54]. Other papers have tackled explainability through using visualization of features and feature importances [6, 9, 53]. Although these were important steps to understanding model output, there are notable limitations to using dimension reduction techniques and feature importances. In the case of dimension reduction techniques, they only provide a suggestive view and require an element of human interpretation to give meaning to clusters. The limitation of feature importances lies in that they are typically derived from models that learn population-level importances versus individual-level importances. In our case, individual-level feature importances are preferred as we would like to explain predictions for each beneficiary.

A benefit of our approach, modeling medical claims with a Transformer-based model, is that we can leverage the attention mechanism to reveal internal probability vectors over which claim tokens (i.e., variables) are influential to the final classification. There have been a few health papers using attention mechanisms for interpretability examining issues such as patient classification using
Figure 3: The two-stage deep learning modeling framework consisting of the unsupervised training to learn contextual relationships and the supervised model training stage to make unplanned readmission predictions.

clinical notes [22], patient risk prediction using EHRs [29], diagnosis prediction using EHRs [10, 30], and predicting ICU readmission risk using EHRs [5]. To the best of our knowledge, we contribute to the first case of using attention mechanisms in the context of a large language model to explain patient readmission using Medicare claims data.

4 PERFORMANCE EVALUATION

The proposed framework was piloted through a prediction task on unplanned hospital readmissions within 30 days of discharge for Medicare beneficiaries. Following the approach outlined in Section 3, we used a custom-configured BERT architecture and the AdamW optimizer for training tasks with various dataset sizes. This configuration and architecture provided the necessary balance between AUC and training time, allowing for quick model iterations.

4.1 Model Training

We performed several experiments with subsets of 200K and 600K inpatient labeled events for 50K and 150K unique beneficiaries, respectively. Both datasets had an approximately 50/50 split between readmission and not-readmission labels. We then scaled to the entire subset of inpatient claims between 2010 and 2011 to build approximately 600K unique beneficiaries, with a 3:1 split between claims labeled with a 0 and claims labeled with a 1. Table 1 shows markedly improved AUC and recall as the size of the training set increased, demonstrating the model’s capacity to learn from larger and richer datasets.

| Dataset Size | AUC  | Recall |
|--------------|------|--------|
| 200K         | 0.72 | 0.33   |
| 600K         | 0.72 | 0.61   |
| 1.2M         | 0.91 | 0.91   |

Table 1: AUC and recall improvements as the size of the training set increased demonstrates the model’s capacity to learn from larger claims datasets even in the face of 3:1 label skew and patient multi-sampling. This is important given the model’s goal to perform on all U.S. Medicare recipients.

Additionally, initial experimental results indicated the semi-structured nature of ordering tabular claims data in sequential form was simplistic for the model’s size and complexity, resulting in over-fitting during MTL training. We then investigated smaller architectures, such as Distil-BERT, and found that a reduced BERT model architecture of two hidden layers, two attention layers, and a hidden dimension size of 512 achieved the best-fit learning curves in our experiments.

Training was conducted with a data split of 80% (train), 10% (validate), 10% (test) to monitor early stop. Since our labeling approach allowed for multi-sampling of a beneficiary’s history, we ensured there would be no beneficiary overlap between train/validate/test. As specified in [18], 15% of tokens are changed to either a mask or replaced with another random token during the MTL training phase. We utilized an AdamW optimizer [28] with cosine scheduling [27] in both the MTL and classification training.
4.2 Model Performance

We achieved an AUC of 0.91 and recall of 0.91. Recall is particularly important since greater health and financial risks are associated with false negative predictions, i.e. missing a beneficiary’s readmission. This performance significantly exceeds prior work in patient readmission prediction whose AUC’s, detailed in Table 2, range the 60’s and 70’s and often relied on the richer and more complete patient histories found in electronic health records (EHR).

| Paper | Approach | Horizon | AUC |
|-------|----------|---------|-----|
| [51] Tensor decomposition | 1 year | 0.68-0.78 |
| [53] EHR embedding | 6 months | 0.79 |
| [7] Logistic regression + medical claims (Switzerland) | 30 days | 0.60-0.61 |
| [49] TopicRNN on EHR | 30 days | 0.61 |
| [47] CNN + MLP on EMR | 30 days | 0.70 |
| [35] RNN on EHR | 30 days | 0.75-0.76 |
| [32] Mix of ML, DL, embeddings, & attention models | 30 days | 0.50-0.65 |
| **This Work** | BERT + medical claims | 30 days | **0.91** |

Table 2: Comparison of model performance across the patient readmission literature. Previous papers vary by approach and horizon. Our work shows a significant increase in performance over these approaches based on AUC.

To account for the inherent label skewness in the final 1.2M dataset, we tuned the classification threshold $\alpha$ as follows:

$$\hat{\alpha} = \arg \max_{\alpha} G - \text{Mean}(\alpha)$$

where

$$G - \text{Mean}(\alpha) = \sqrt{\text{Sensitivity}(\alpha) \cdot \text{Specificity}(\alpha)}$$

and Sensitivity($\alpha$) and Specificity($\alpha$) are the usual calculations where the classification rule depends on $\alpha$ such that the predicted label $\hat{y}_i$ is defined as

$$\hat{y}_i \equiv 1(Pr(30\text{-day readmission}) > \alpha)$$

and $1(\cdot)$ represents the indicator function where if the argument in parentheses is true it assigns a value of 1 and 0 otherwise.

The selected threshold $\hat{\alpha}$ trades off between specificity and sensitivity or penalties associated with false positives and false negatives, accordingly.

4.3 Attention Vectors for Explainability

Using the trained Transformer’s attention outputs, we analyzed which claim tokens or variables were important to the model prediction. Figure 4 is an example attention output, a vector of probabilities corresponding the position of the input tokens. Therefore, the vector begins with the attention on demographic and Social Determinants of Health information, and then lists the tokens from the beneficiary’s 3 month claim history from oldest to most recent. The model’s focus on demographic information and recent claims indicates that the model learns mostly from the social determinants of health and recent history. This is consistent with the expectations of the healthcare SME evaluators we had review randomly selected samples. Detailed and specific information, such as attention, is vital to explaining results to health care providers and stakeholders, and can inform beneficiary-specific medical interventions. Moreover, it is useful information to model bias detection and mitigation as well as many of the primary challenges we believe need to be addressed associated with model deployment and operationalization.

5 CONSIDERATIONS FOR OPERATIONALIZATION

5.1 Deployment

We recognize that our model is only useful if it can enable health service providers to make more informed patient and population intervention decisions. We believe that among the primary challenges to this goal are the following:

- Healthcare information dissemination channels are complex and often involve proprietary data storage and transfer methods.
- Healthcare providers must efficiently synthesize a variety of disparate data points associated with a patient in order to make complex intervention decisions.

In order to begin to address the first challenge, we recommend a deployment architecture that relies heavily on emerging and well-known standards-compliant channels. For example, we believe that a Health Level 7-compliant ADT (admissions, discharges, and transfers) feed available through Health Information Exchanges pushed through Direct Secure Messages could provide patient-specific or even population-level reports to member healthcare systems. We also expect that a SMART on FHIR application programming interface could deliver information directly into an electronic health record notification panel using the clinical decision support (CDS) Hook standard. Ultimately, bringing the results to the health service provider within the context where they operate will be necessary to ensure front-line clinicians are able to effectively consume the information our model provides.

In order to address the challenge of getting the right information to the provider at the right time in a manner that does not add to alert-fatigue [3], we designed a series of prototype user interfaces with the help of subject matter experts in the fields of medicine and patient care. In order to populate the information within these user interfaces, we first translated the ranked input tokens from the attention vector into beneficiary-specific intervention recommendations that could maximize individual and network-wide risk reduction. We then worked with human-centered design experts to organize the resulting information in a variety of ways to fit into existing electronic health record systems. For example, Fig. 5 shows a small card that could pop into the notification panel of an electronic health record system within the context of the patient panel. Furthermore, if a clinician wanted a more in-depth exploration of readmission risk, Fig. 6 shows what a full application would look like, including the display of other contextual data (co-morbidities, patient history, Social Determinants of Health). Ultimately, ensuring that AI Explainability takes a variety of consumption paradigms...
Figure 4: Example attention vector output showing attention probabilities associated with each token input across the two attention layers. Red markers indicate attention from the first head and blue markers indicate attention from the second head. The model’s focus on demographic information and recent claims follow our healthcare SME evaluators expectations.

Figure 5: Our prototype notification card would be triggered when a patient’s chart is opened within an EHR through CDS Hooks. The Suggested Interventions are translated from the most important tokens in the attention vector. All the data in this card is representative, but not attributable to any CMS beneficiary.

5.2 Generalizability
A fundamental challenge associated with health applications pertains to the diversity and non-stationarity found in real-world medical records, e.g., there are no COVID-19 records in 2018. As expected, applying our health risk model, which was trained on 2008-2011, to the medical records from 2012 yielded a lower AUC of 0.81. A major component of our solution involves the understanding that continued use of the model in practice would require continuous retraining and monitoring for data and model drift.

5.3 Bias
Another important consideration for model deployment is bias. In part motivated by Senator Booker’s specific request to control and mitigate bias in models developed in the CMS AI Health Risk Challenge and the general goal of developing ethical and equitable AI

https://www.booker.senate.gov/news/press/booker-wyden-demand-answers-on-biased-health-care-algorithms
solutions, we investigated how sensitive our model predictions are to patient demographics. From the the model’s attention mechanism, we observed that attention is largely paid to clinically relevant features as well as demographic information. Specifically, within the top 3 highest attention variables, “provider specialty” appears most frequently at 66%, followed by “type of service” and “place of service” at 41% and 37%, respectively.

To further investigate, we measured the model’s performance across race and gender subgroups and re-evaluated with a model trained with a modified dataset where altered or masked race- and gender-related variables. This analysis identified overprediction of readmission for certain underrepresented subgroups. While outside of the scope of this paper, this finding warrants further study to identify sub-populations where readmission risk stratification is biased in order to more effectively reduce risk across the entire CMS population.

6 CONCLUSION

The unplanned readmission of a patient is costly to both the CMS and the patient themself. Moreover, it potentially signals insufficient care or an inadequate assessment of the patients’ future health risks. Encapsulated by the CMS-AI Health Outcomes Challenge, this paper proposed a unique approach to addressing this problem by predicting the likelihood of an unplanned readmission in a 30-day time horizon through leveraging a Transformer-based model trained on medical claims records. To support this, we demonstrated a novel data pre-processing pipeline and showed a significant performance increase over previous approaches to the problem which leverage various types of machine learning and deep learning models.

This paper discussed the explainability afforded by the use of attention mechanisms as well as concerns regarding biases, both important aspects of using deep learning methods for prediction tasks in healthcare applications. To make the paper more accessible to practitioners, we also discussed the deployment of the approach making use of existing workflows and translated our model results into an intuitive user interface for health professionals.
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