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REGULARITY OF MINIMIZERS OF SHAPE OPTIMIZATION PROBLEMS INVOLVING PERIMETER

GUIDO DE PHILIPPIS, JIMMY LAMBOLEY, MICHEL PIERRE, AND BOZHIDAR VELICHKOV

Abstract. We prove existence and regularity of optimal shapes for the problem
\[ \min \left\{ P(\Omega) + G(\Omega) : \Omega \subset D, \ |\Omega| = m \right\}, \]
where \( P \) denotes the perimeter, \( |\cdot| \) is the volume, and the functional \( G \) is either one of the following:
- the Dirichlet energy \( E_f \), with respect to a (possibly sign-changing) function \( f \in L^p \);
- a spectral functional of the form \( F(\lambda_1, \ldots, \lambda_k) \), where \( \lambda_k \) is the \( k \)th eigenvalue of the Dirichlet Laplacian and \( F : \mathbb{R}^k \to \mathbb{R} \) is Lipschitz continuous and increasing in each variable.
The domain \( D \) is the whole space \( \mathbb{R}^d \) or a bounded domain. We also give general assumptions on the functional \( G \) so that the result remains valid.

1. Introduction

This paper is concerned with the question of existence and regularity of solutions to shape optimization problems of the form
\[ \min \left\{ J(\Omega) : \Omega \in \mathcal{A} \right\}, \]
where \( \mathcal{A} \) is a class of domains in \( \mathbb{R}^d \) (where \( d \geq 2 \)) and \( J : \mathcal{A} \to \mathbb{R} \) is a given shape functional. We focus on the case where \( J \) can be decomposed as the sum \( P + G \) of the perimeter \( P \) and of a functional \( G \) which depends on the solution of some PDE defined on \( \Omega \). We find general assumptions on \( G \) so that any minimizer for (1.1) in the class \( \mathcal{A} = \{ \Omega \subset \mathbb{R}^d, |\Omega| = m \} \) is a quasi-minimizer of the perimeter and therefore is \( C^{1,\alpha} \) up to a residual set of codimension bigger than 8. Our hypotheses allow to deal with several functionals \( \Omega \mapsto G(\Omega) \) involving elliptic PDE and eigenvalues with Dirichlet boundary conditions on \( \partial \Omega \).

State of the art:

The first question one has to handse is the existence of a minimizer \( \Omega^* \in \mathcal{A} \) for (1.1). This step crucially relies on the choice of a suitable topology on \( \mathcal{A} \) and this usually forces to relax the initial natural class \( \mathcal{A} \) to a wider one of possibly irregular domains. For the functionals we are going to deal with here, we will often choose \( \mathcal{A} \) to be a subclass of measurable sets.

Once existence is known the second question to handle concerns regularity of optimal shapes. Indeed one usually expects the optimal domain \( \Omega^* \) for (1.1) to more smooth than what a priori provided by the existence theory. The first step toward reaching this smoothness is usually very difficult, especially because one has to work with domains \( \Omega^* \) whose boundary may even not be (locally) the graph of a function. Once it is known that \( \partial \Omega^* \) is locally the graph of a (say Lipschitz continuous) function \( \varphi \), it is reasonably easy in many cases to write the first order optimality condition for (1.1) in terms of \( \varphi \). It generally leads to a PDE system satisfied by \( \varphi \). Then using nontrivial, but well-known results from PDE regularity theory, we may use bootstrap regularity arguments and reach high smoothness for \( \varphi \), see Remark 1.4. Hence, the most difficult step is to gain regularity from scratch, namely to show that the optimal shape \( \Omega^* \), which a priori enjoys very littele regularity, is actually a Lipschitz or a \( C^{1,\alpha} \) domain.

The most important example in this framework comes from the question of minimizing the perimeter, defined as \( P(\Omega) = \mathcal{H}^{d-1}(\partial \Omega) \) when \( \Omega \) is smooth (see Section 2 for a suitable relaxation of this
was locally $C$ and therefore satisfies the regularity (1.4). In the more general framework. And it is interesting to notice that, adding the perimeter in the energy to be minimized changes sign. This happens even in dimension two where the singularities are of cusps type, see [8].

Another class of energy functionals of great interest is related to elliptic PDE’s with Dirichlet boundary conditions on $\partial \Omega$. As a seminal example, we introduce the Dirichlet energy $E_f$

$$E_f(\Omega) := \min \left\{ \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx - \int_{\Omega} f u \, dx : u \in H^1_0(\Omega) \right\},$$

where $f$ is a fixed function of $L^2(D)$. This is naturally defined for any open set $\Omega$ of finite volume. But the class of open sets is not suitable for the existence theory and one has to introduce the concept of quasi-open set, see [24] and Section 2.6. Therefore, one considers the problem

$$\min \{ E_f(\Omega) : \Omega \text{ quasi-open, } |\Omega| = m, \: \Omega \subset D \}. \quad (1.6)$$

In this case, and if $f \in L^\infty(D)$, it can be proved that there exists an optimal shape which is actually an open set $\Omega^*$ (see [7]). Moreover, if $f$ is nonnegative and $d = 2$, it can be shown that $\partial \Omega^*$ is smooth (analytic), see [8]. If $d > 2$, it is only known that $\partial \Omega^*$ is smooth up to a set of codimension bigger than 1, see [8]. The main argument in [8] is based on the connection of Problem (1.5) to a free-boundary type problem, and the regularity theory relies on the techniques introduced by Alt and Caffarelli in [1]. This strategy strongly uses that $E_f(\Omega)$ has a variational formulation as a minimization over a class of functions $u \in H^1(D)$ and that the optimal shape $\Omega^*$ is then the set of positivity of the optimal $u$.

Note that, if $f$ changes sign, then $\partial \Omega^*$ will have singularities around each point where the optimal $u$ changes sign. This happens even in dimension two where the singularities are of cusps type, see e.g. [21]. This shows that the regularity of the optimal shapes is a difficult question in the present framework. And it is interesting to notice that, adding the perimeter in the energy to be minimized like we do here, does bring enough regularity for the optimal shapes even for signed data $f$ as proved later in this paper.

In [25] (see also [3]), the regularity of minimizers is investigated for the problem

$$\min \{ P(\Omega) + E_f(\Omega) : |\Omega| = m, \: \Omega \subset D \}, \quad (1.7)$$

where both of the previous functionals are involved. The main result there asserts that if $f$ is nonnegative and in $L^\infty(D)$, then an optimal shape $\Omega^*$ for problem (1.2) is a quasi-minimizer for the perimeter in the sense of (1.3), and therefore satisfies the regularity (1.4). In the more general case where $f \in L^q(D)$, with $q > d$ and $f \geq 0$, or $f \in L^\infty(D)$ with no assumption on its sign, it was proved in [26] that the state function $u_{\Omega^*}$ (i.e. the function achieving the minimum in (1.6)) was locally $C^{0,1/2}$ in $D$. This clearly implies that $\Omega^*$ is an open set, but is not sufficient to conclude...
that \( \Omega^* \) is a quasi-minimizer of the perimeter (it gives \( \alpha = d - 1 \) in (1.3)). By a completely different strategy we will prove later in this paper that this is actually the case, see the proof of Theorem 1.1.

Another class of interesting functionals is related to the spectrum of the Dirichlet-Laplacian over \( \Omega \), denoted \( 0 < \lambda_1(\Omega) \leq \lambda_2(\Omega) \leq \cdots \leq \lambda_k(\Omega) \leq \ldots \). The problem

\[
\min \{ \lambda_k(\Omega) : |\Omega| = m, \ \Omega \subset D \},
\]

where \( k \in \mathbb{N}^* \), has received a lot of attention in the last years. For the particular case \( D = \mathbb{R}^d \), only recently a satisfying existence result has been proved in the class of quasi-open sets, see [11] and [28]. In particular in [11], even though existence was the main purpose, the author proves along the way some qualitative properties of optimal shapes, namely that they are bounded and of finite perimeter; its strategy led to the notion of sub- and super-solution for shape optimization problems. Let us stress that for minimizers of (1.7), regularity is yet not understood except for \( k = 1 \), see [9]. There are however some partial results, see [17]. In the recent work [20], the first and last authors studied a slightly different related problem, namely

\[
\min \{ \lambda_k(\Omega) : P(\Omega) = p \}. \tag{1.8}
\]

Making good use of the concept of sub/super-solution, they take again advantage of the presence of the perimeter and they were able to prove that solutions of (1.8) are quasi-minimizer of the perimeter; its strategy led to the notion of sub- and super-solution for shape optimization problems.

-New results:

Our main purpose here is to generalize the ideas of [20] in order to deal with problems of the form

\[
\min \{ P(\Omega) + E_f(\Omega) : |\Omega| = m, \ \Omega \subset D \} \quad \text{or} \quad \min \{ P(\Omega) + \lambda_k(\Omega) : |\Omega| = m, \ \Omega \subset D \}.
\]

Our main result, Theorem 1.1 below, proves existence of minimizers, and that they are quasi-minimizer of the perimeter (therefore satisfying (1.4), see Theorem 2.2). In particular, comparing to the results of [25], we strongly relax the assumptions on \( f \) for the Dirichlet-energy case. Namely we are able to deal with every \( f \in L^q(D) \) for \( q \in (d, \infty] \) without any assumption on the sign. Concerning the case of eigenvalues, while the strategy of [25] (based on a free boundary formulation) could only be applied to the case \( k = 1 \), we are able to deal with every \( k \). To obtain these results, we generalize the concepts of sub/super-solutions to the case of volume constraint, see Definitions 5.2 and 6.3. In particular, we obtain two independent results for sub- and super-solutions, which are of complete different nature, and are interesting on their own. We refer to the beginning of Sections 5 and 6, respectively, for the statement of these results. Here we state the main consequence of these two statements, which, combined with a penalization procedure, lead to the main theorem of this paper.

**Theorem 1.1.** Suppose that \( D \subset \mathbb{R}^d \) is a bounded open set of class \( C^2 \) or the entire space \( D = \mathbb{R}^d \). Then there exists a solution of the problem

\[
\min \left\{ P(\Omega) + \mathcal{G}(\Omega) : \Omega \text{ open}, \ \Omega \subset D, \ |\Omega| = m \right\}, \tag{1.9}
\]

where \( m \in (0, |D|) \) and \( \mathcal{G} \) is one of the following functionals:

- \( \mathcal{G} = E_f \), where \( f \in L^p(D) \) with \( p \in (d, \infty] \) if \( D \) is bounded and \( p \in (d, \infty) \) if \( D = \mathbb{R}^d \);
- \( \mathcal{G} = F(\lambda_1, \cdots, \lambda_k) \), where \( F : \mathbb{R}^k \to \mathbb{R} \) is increasing in each variable and locally Lipschitz continuous.

Moreover, every solution \( \Omega^* \) of (1.9) is bounded and it is a quasi-minimizer of the perimeter with exponent \( d - d/p \) or \( d \) respectively, and therefore satisfies (1.4).

An interesting fact in the proof of the above Theorem, is that the proofs of existence and regularity are actually linked. Indeed:
We will prove existence for a related but different problem (see Proposition 3.1), and conclude that these solutions also solve (1.9) because they are smooth enough.

In the proof of existence for this related problem, namely (3.1) in order to study minimizing sequences, one a priori has to prove that solutions are bounded. This relies on a density estimate which is a first step in the regularity theory, see Section 6.2.

Remark 1.2. Let us note that the assumptions of Theorem 1.1 are essentially sharp for what concerns existence of optimal sets, as the following examples show:

- For \( f \in L^\infty(\mathbb{R}^d) \), existence of minimizers of (1.9) could fail if \( \mathcal{G} = E_f \) (or similarly of (3.1) if \( \mathcal{G} = \tilde{E}_f \)). For example, let \( f \) be such that \( 0 \leq f < 1 \) and \( f(x) \to |x| \to \infty 1 \). Then the infimum of (1.9) equals \( P(B) + E_1(B) \) where \( B \) is a ball of volume \( m \), and it is not attained. Indeed, by symmetrization, for every set \( \Omega \) of volume \( m \), we have

\[
P(\Omega) + E_f(\Omega) > P(\Omega) + E_1(\Omega) \geq P(B) + E_1(B),
\]

while a sequence of balls of volume \( m \) that goes to infinity achieves equality in the limit.

- There exists a smooth convex unbounded box \( D \) such that Problem (1.9) with \( \mathcal{G} = \lambda_1 \) has no solution. For example, take

\[
D = \left\{ (x, y) \in (0, \infty) \times \mathbb{R}, \ y^2 < \frac{x}{x + 1} \right\} \subset \mathbb{R}^2, \quad \text{and} \quad m = |B(0, 1)| = \pi.
\]

Note that \( D \) does not contain any ball of volume \( m \), though it almost does at the limit \( x \to \infty \). Using the isoperimetric and Faber-Krahn inequalities, one easily sees that, for every set \( \Omega \subset D \) of volume \( m \),

\[
P(\Omega) + \lambda_1(\Omega) > P(B_1) + \lambda_1(B_1),
\]

while equality is achieved for a sequence of sets converging to the ball at infinity.

Remark 1.3. With similar notation, we could also consider the problem:

\[
\min \left\{ P(\Omega) + \mathcal{G}(\Omega) : \Omega \text{ open}, \ \Omega \subset D, \ |\Omega| \leq m \right\}.
\]  

(1.10)

In general, this problem is not equivalent to Problem (1.9). This can be easily seen by considering the problem of minimizing \( P + \lambda_1 \) among all sets in \( \mathbb{R}^d \) (in particular with no volume constraint): the solutions are balls (symmetrization) whose radius is the unique minimizer of \( r \mapsto P(B_1)r^{N-1} + \lambda_1(B_1)r^{-2} \) (scaling of the functional). For any value \( m \) bigger than the volume of those balls, it is clear that Problems (1.9) and (1.10) have different solutions.

However, all the conclusions of the previous theorem are still valid for solutions of (1.10). To see this, one just needs to take into account the following two remarks:

- The existence proof from Section 3 can be repeated verbatim in the case of (1.10).
- A solution \( \Omega^* \) of Problem (1.10) is a solution of Problem (1.9) if we replace \( m \) by \( |\Omega^*| \).

Remark 1.4. Once \( C^{1,\alpha} \)-regularity of the reduced boundary is obtained, one may wonder about higher regularity. In the case \( \mathcal{G} = E_f \) with \( f \) smooth enough, this is done classically by writing an optimality condition for problem (1.9). Namely one can show that in a weak sense,

\[
\mathcal{H} - \frac{1}{2}|\nabla u|^2 = \mu \quad \text{on} \quad \partial^*\Omega^*,
\]

where \( \mathcal{H} \) is the mean curvature, \( \mu \in \mathbb{R} \) is a Lagrange multiplier for the volume constraint, and \( u \) is the state function. A simple bootstrap argument shows that if \( f \in C^{k,\beta}(D) \) then \( \partial^*\Omega^* \cap D \) is \( C^{k+3,\beta} \), see [25].

A similar statement for \( \mathcal{G} = F(\lambda_1, \cdots, \lambda_k) \) is more involved as eigenvalues may not be differentiable if they are multiple and thus it is not straightforward to write an optimality condition. However, as it is noticed in [6], this can still be done, at least assuming a priori smoothness. In [5], a weak sense is given to this optimality condition and it is proved that the reduced boundary is \( C^\infty \) when \( F \) is smooth enough.
Strategy of the proof and organization of the paper:

The proof of the main result is carried out in several steps and there is a different section dedicated to each one of them.

- **Extending the admissible class of domains.** Our goal is to find a minimizer for the functional $F$, which is a priori defined in the class of open sets. From the point of view of existence theory, it is more appropriate to consider classes of domains that are as large as possible. For this purpose, we define a functional $\tilde{F}$ on the class of Lebesgue measurable sets in $\mathbb{R}^d$. We notice that $\tilde{F}$ is not an extension of $F$ but satisfies the inequality
\[
\tilde{F}(\Omega) \leq F(\Omega), \quad \text{for every open set } \Omega \subset \mathbb{R}^d, \tag{1.11}
\]
while the equality holds for sets which are sufficiently regular. The construction of $\tilde{F}$ will be carried out in Section 2, along basic facts and tools which will be used in the rest of the paper.

- **Existence of a minimizer of $\tilde{F}$.** The existence of an optimal domain is well known in the case where the admissible class is restricted to the family of measurable sets contained in a given set $D \subset \mathbb{R}^d$ of finite measure, see Section 3. In the case where $D = \mathbb{R}^d$, in order to show existence of minimizers, we need to prove some qualitative properties of solutions, namely boundedness. This will be done in Section 6, while existence is proved in Section 3.

- **Penalization of the volume constraint:** This is a new difficulty compared to the result of [20]. In order to develop a regularity theory, we need to explain how minimizers for Problem (1.9) (or also (3.1)) are also solutions of an optimization problem with no constraint on the volume. This will be obtained through a penalization technique. In Section 4, we prove a general result by assuming very weak properties on the functional $F$, Lemma 4.5, and we then show that these properties are satisfied by our functionals.

- **Regularity of the minimizers of $\tilde{F}$.** We generalize in Sections 5 and Section 6 the notion of sub/supersolution from [20] for functionals with a volume term. We state two general results, Propositions 5.1 and 6.1, which lead to the desired regularity result for minimizers of $\tilde{F}$. Compared to the results of [25, 26] (where the author studies the regularity, but does not obtain a complete result when $f$ has no sign), the main new idea is to prove that the torsion function $w_{\Omega^*}$ (instead of the state $w_{\Omega^*} f$) is Lipschitz continuous (see the notation in Section 2), and then to show that the variation of $E_f$ is controlled by the variation of $E_1$. In particular, this allows to avoid the use of the Monotonicity Lemma of Caffarelli-Jerison-Kenig [19].

- **Conclusion.** The previous steps show that there exists a minimizer $\tilde{\Omega}$ of $\tilde{F}$ which is sufficiently regular. In particular $F(\tilde{\Omega}) = \tilde{F}(\tilde{\Omega})$. Hence by (1.11), $\tilde{\Omega}$ is also a minimizer of $F$ in the class of open sets. Using once again the results of Section 5 and Section 6, we will prove that, if $\Omega$ is a minimizer of $F$, then the set $\Omega^{(1)}$ of points of Lebesgue density one is again a minimizer and it is regular.

**Remark 1.5.** It is clear from the above description that our strategy of proof strongly relies on the presence of a perimeter term in the functional we aim to minimize. Indeed, all the regularity issue boils down in showing that the optimal shapes are quasi-minimizers of the perimeter. In this respect the main step consists in proving Lipschitz continuity of the state function $w_{\Omega^*}$ since it makes the term
\[
E_1(\Omega^*) = -\frac{1}{2} \int \left| \nabla w_{\Omega^*} \right|^2
\]
behaving as a volume term and thus of lower order with respect to the perimeter.
One might wonder what can be said if one puts a constraint both on the measure and on the perimeter. For instance if one considers as in [4] the problem

$$\min \left\{ \lambda_k(\Omega) : |\Omega| \leq m, \quad P(\Omega) \leq p \right\},$$

(1.12)

for given $m, p > 0$. In this situation the regularity issue is highly not trivial, at least when the perimeter constraint is not saturated. Indeed in this case it is easy to see that, understanding the regularity of solution of (1.12) is equivalent to understanding the regularity of solutions of (1.7), which is at the moment completely open when $k \geq 2$.

2. Preliminaries

In this section, we review the notion of Sobolev space, Dirichlet energy and Dirichlet eigenvalues for sets that are only measurable. We also recall a few basic facts about sets of finite perimeter that are needed in this paper, and we conclude with some compactness and semi-continuity properties.

Given $D$ a measurable set in $\mathbb{R}^d$, we denote $\mathcal{B}(D)$ the class of measurable subsets of $D$.

2.1. The Sobolev space $H^1_0(\Omega)$ and the Sobolev-like space $\tilde{H}^1_0(\Omega)$. Suppose first that $\Omega \subset \mathbb{R}^d$ is an open set. The Sobolev space $H^1_0(\Omega)$ is defined, as usual, as the closure of the smooth functions with compact support in $\Omega$, $C_c^\infty(\Omega)$, with respect to the Sobolev norm $\|u\|_{H^1} = \|\nabla u\|_{L^2} + \|u\|_{L^2}$.

For a given Lebesgue measurable set $\Omega \subset \mathbb{R}^d$, we define the Sobolev-like space $\tilde{H}^1_0(\Omega)$ as

$$\tilde{H}^1_0(\Omega) = \left\{ u \in H^1(\mathbb{R}^d) : u = 0 \quad \text{a.e. on} \quad \mathbb{R}^d \setminus \Omega \right\}.$$

We notice that this space is also a Hilbert space, as it is closed in $H^1(\mathbb{R}^d)$. Moreover, if $\Omega \subset \mathbb{R}^d$ has finite Lebesgue measure ($|\Omega| < \infty$), then the inclusion $\tilde{H}^1_0(\Omega) \subset L^2(\Omega)$ is compact.

Remark 2.1. If $\Omega \subset \mathbb{R}^d$ is an open set, then clearly $H^1_0(\Omega) \subset \tilde{H}^1_0(\Omega)$. In general this inclusion is strict, a typical example being $\Omega = B_1 \setminus \{(x_1, \tilde{x}) \in \mathbb{R} \times \mathbb{R}^{d-1} : x_1 = 0\}$. Nevertheless, if $\Omega$ is a Lipschitz domain, then the two spaces coincide $H^1_0(\Omega) = \tilde{H}^1_0(\Omega)$. More generally, this is true if $\Omega$ satisfies an exterior density estimate, see for example [20] and Lemma 5.6.

2.2. Elliptic problems on measurable sets. If $\Omega \subset \mathbb{R}^d$ is of finite Lebesgue measure, then for any $f \in L^2(\Omega)$, there is a unique minimizer in $\tilde{H}^1_0(\Omega)$ of the functional

$$J_f(u) = \frac{1}{2} \int_{\mathbb{R}^d} |\nabla u|^2 \, dx - \int_{\mathbb{R}^d} uf \, dx,$$

which we denote by $w_{\Omega,f}$ or simply by $w_\Omega$ if $f \equiv 1$. Writing the Euler-Lagrange equations for $w = w_{\Omega,f}$, we get

$$\int_{\mathbb{R}^d} \nabla w \cdot \nabla \varphi \, dx = \int_{\mathbb{R}^d} \varphi f \, dx, \quad \text{for every} \quad \varphi \in \tilde{H}^1_0(\Omega).$$

(2.1)

We will say that $w$ is the (weak) solution of the equation

$$-\Delta w = f \quad \text{in} \quad \Omega, \quad w \in \tilde{H}^1_0(\Omega).$$

(2.2)

Estimate in $H^1$: Testing (2.1) with $\varphi = w$ we get

$$\int_{\mathbb{R}^d} |\nabla w|^2 \, dx = \int_{\mathbb{R}^d} fw \, dx.$$

(2.3)

By using that $\lambda_1(\Omega)|\Omega|^{2/d} \geq \lambda_1(B_1)|B_1|^{2/d}$ (Faber-Krahn inequality) and Hölder inequality, one immediately checks that

$$\|\nabla w\|_{L^2}^2 \leq \int_{\mathbb{R}^d} fw \, dx \leq \|f\|_{L^2}\|w\|_{L^2} \leq C_d,|\Omega|\|f\|_{L^2}\|\nabla w\|_{L^2},$$

where $C_{d,|\Omega|}$ depends only on the dimension $d$ and on $|\Omega|$. This finally gives that

$$\|w_{\Omega,f}\|_{H^1}^2 \leq C_{d,|\Omega|}\|f\|_{L^2(\Omega)}^2.$$
where $C_{d,|\Omega|}$ is a possibly different constant, also depending only on $d$ and $|\Omega|$.

Of course, the same results hold if we replace $H^1_0(\Omega)$ by the classical Sobolev space $H^1_0(\Omega)$ (though the function $w_{\Omega,f}$ is not the same in general).

**Other properties:** Suppose that $\Omega \subset \mathbb{R}^d$ is a set of finite Lebesgue measure and suppose that $f \in L^p(\mathbb{R}^d)$ for some $p \in (d/2, \infty]$. Then the solution $w$ of (2.2) has the following properties:

- $w$ is bounded, precisely we have (see [16]):
  \[
  \|w\|_{L^\infty} \leq \frac{C_d}{2/d - 1/p} \|f\|_{L^p(\Omega)}^{2/d - 1/p}.
  \]  
  (2.5)

In particular, if $f \equiv 1$ on $\Omega$, by letting $p \to \infty$ we get

\[
\|w\|_{L^\infty} \leq C_d |\Omega|^{2/d}.
\]  
(2.6)

By [29], we can choose $C_d$ to be less than $\frac{1}{2d\omega_d^{2/d}}$.

- If $w \geq 0$, then we have the inequality (see for example [7])
  \[
  \Delta w + f 1_{\Omega} \geq 0 \quad \text{in sense of distributions on } \mathbb{R}^d.
  \]  
  (2.7)

- Thanks to (2.7), every point $x \in \mathbb{R}^d$ is a Lebesgue point for $w$, i.e. $w$ has a representative defined everywhere on $\mathbb{R}^d$.

2.3. **The Dirichlet energy functionals.** For an open set $\Omega \subset \mathbb{R}^d$ of finite measure, the Dirichlet energy $E_f(\Omega)$, is defined as

\[
E_f(\Omega) = \min_{u \in H^1_0(\Omega)} J_f(u).
\]

Alternatively, the Dirichlet energy $\tilde{E}_f(\Omega)$ is defined for every set of finite measure $\Omega \subset \mathbb{R}^d$ as

\[
\tilde{E}_f(\Omega) = \min_{u \in H^1_0(\Omega)} J_f(u) = J_f(w_{\Omega,f}).
\]

A simple integration by parts, which is expressed through (2.3) for irregular domains, gives

\[
\tilde{E}_f(\Omega) = -\frac{1}{2} \int_{\mathbb{R}^d} f w_{\Omega,f} \, dx.
\]

We notice that, since $J_f(0) = 0$, we have that $\tilde{E}_f(\Omega) \leq 0$, where the inequality is strict if $f \neq 0$. If $\Omega_1 \subset \Omega_2$, then $\tilde{H}^1_0(\Omega_1) \subset \tilde{H}^1_0(\Omega_2)$ and so $\tilde{E}_f(\Omega_1) \geq \tilde{E}_f(\Omega_2)$. Moreover for an open set $\Omega$, $E_f(\Omega) \geq \tilde{E}_f(\Omega)$ and there is equality if $H^1_0(\Omega) = \tilde{H}^1_0(\Omega)$.

2.4. **Eigenvalues and eigenfunctions.** We first notice that the operator $R_\Omega$, that associates to a function $f \in L^2(\mathbb{R}^d)$ the solution $w_{\Omega,f}$ of (2.2), is a bounded linear operator $R_\Omega : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ with norm depending only on the dimension and the measure of $\Omega$. Moreover:

- $R_\Omega$ is compact due to the compact inclusion $H^1_0(\Omega) \subset L^2(\mathbb{R}^d)$;
- $R_\Omega$ is self-adjoint since
  \[
  \int_{\mathbb{R}^d} f R_\Omega(g) \, dx = \int_{\mathbb{R}^d} \nabla R_\Omega(f) \cdot \nabla R_\Omega(g) \, dx = \int_{\mathbb{R}^d} g R_\Omega(f) \, dx \quad \text{for all } f, g \in L^2(\mathbb{R}^d);
  \]
- $R_\Omega$ is positive since
  \[
  \int_{\mathbb{R}^d} f R_\Omega(f) \, dx = \int_{\mathbb{R}^d} |\nabla R_\Omega(f)|^2 \, dx,
  \]
  which is strictly positive if $f \neq 0$. 

As a corollary of these properties, the spectrum of $R_{\Omega}$ consists of a sequence of eigenvalues $\tilde{\lambda}_1(\Omega) \geq \tilde{\lambda}_2(\Omega) \geq \cdots \geq \tilde{\lambda}_k(\Omega) \geq \cdots > 0$ decreasing to 0. We define the eigenvalues of the Dirichlet Laplacian on the measurable set $\Omega$ as $\tilde{\lambda}_k(\Omega) = \Lambda_k(\Omega)^{-1}$ and the corresponding (normalized) eigenfunctions $u_k \in H^1_0(\Omega)$ as
\[
-\Delta u_k = \tilde{\lambda}_k(\Omega) u_k \quad \text{in} \quad \Omega, \quad u_k \in H^1_0(\Omega), \quad \int_{\mathbb{R}^d} u_k^2 \, dx = 1.
\]

Note that we have the following min-max characterisation for $\tilde{\lambda}_k(\Omega)$:
\[
\tilde{\lambda}_k(\Omega) = \min_{S_k \subset H^1_0(\Omega)} \max_{u \in S_k \setminus \{0\}} \frac{\int_{\mathbb{R}^d} |\nabla u|^2 \, dx}{\int_{\mathbb{R}^d} u^2 \, dx},
\]
where the minimum is taken over the $k$-dimensional subspaces $S_k$ of $H^1_0(\Omega)$. In particular the Dirichlet eigenvalues are decreasing with respect to set inclusion, i.e. $\tilde{\lambda}_k(\Omega_1) \geq \tilde{\lambda}_k(\Omega_2)$ whenever $\Omega_1 \subset \Omega_2$.

The construction of the Dirichlet eigenvalues and the resolvent operator in the classical case $H^1(\Omega)$, where $\Omega$ is an open set of finite measure, is precisely the same and again we have
\[
\lambda_k(\Omega) = \min_{S_k \subset H^1(\Omega)} \max_{u \in S_k \setminus \{0\}} \frac{\int_{\mathbb{R}^d} |\nabla u|^2 \, dx}{\int_{\mathbb{R}^d} u^2 \, dx}.
\]

Since $\tilde{\lambda}_k$ is defined as minimum over a larger space than $\lambda_k$, clearly $\lambda_k(\Omega) \geq \tilde{\lambda}_k(\Omega)$ and equality is achieved if $H^1_0(\Omega) = \tilde{H}_0(\Omega)$.

2.5. **Sets of finite perimeter.** For a measurable set $\Omega \subset \mathbb{R}^d$, we define its perimeter by
\[
P(\Omega) := \sup \left\{ \int_{\Omega} \text{div} \phi \, dx : \phi \in C^1_c(\mathbb{R}^d; \mathbb{R}^d), \ |\phi| \leq 1 \text{ on } \mathbb{R}^d \right\},
\]
(2.8)

(where $| \cdot |$ denotes the euclidian norm). It is well known that if the set $\Omega$ is regular then the above definition coincides with the usual definition of the perimeter. We say that a set has finite perimeter if $P(\Omega) < \infty$ and we refer to the books [27], [22] and [2] for an introduction to the theory of the sets of finite perimeter. Here we recall some basic properties of these sets. If $\Omega$ has finite perimeter then the distributional derivative $\nabla 1_{\Omega}$ of the characteristic function $1_{\Omega}$ is a Radon measure. We then define the reduced boundary $\partial^* \Omega$ as the set of points $x \in \mathbb{R}^d$ such that the limit $\nu_{\Omega}(x) := \lim_{r \to 0} \frac{\nabla 1_{\Omega}(B_r(x))}{|\nabla 1_{\Omega}|(B_r(x))}$ exists and is such that $|\nu_{\Omega}(x)| = 1$,

where $|\nabla 1_{\Omega}|$ is the total variation of $\nabla 1_{\Omega}$. We recall that $\partial^* \Omega \subset \partial \Omega$ (see also Section 2.6) and that $P(\Omega) = H^{d-1}(\partial^* \Omega)$.

We say that the set $\Omega \subset \mathbb{R}^d$ is a local $\alpha$-quasi-minimizer for the perimeter in the open set $D \subset \mathbb{R}^d$, if there are constants $C > 0$ and $r_0 > 0$ such that, for every $r \in (0, r_0)$ and $x \in \mathbb{R}^d$, we have
\[
P(\Omega) \leq P(\tilde{\Omega}) + Cr^\alpha, \quad \text{for every measurable set } \tilde{\Omega} \subset \mathbb{R}^d \text{ such that } \Omega \Delta \tilde{\Omega} \subset B_r(x) \cap D.
\]

Our main tool to prove regularity is the following theorem:

**Theorem 2.2** (Tamanini [30]). Suppose that the set of finite measure $\Omega \subset \mathbb{R}^d$ is a local $\alpha$-quasi-minimizer of the perimeter in $D$ for $\alpha \in (d - 1, d]$. Then

(R1) The set $\partial^* \Omega \cap D$ is locally the graph of a $C^{1, \frac{\alpha-d+1}{2}}$ function.
(R2) The singular set has dimension at most $d-8$, i.e. $\mathcal{H}^s(\partial^* \Omega \setminus \partial^* \Omega) = 0$ for every $s < d-8$, where $\mathcal{H}^s$ is the $s$-dimensional Hausdorff measure.

In this statement, $\partial \Omega$ is the topological boundary for a suitable representative of $\Omega$, see (2.9) and (2.10).
2.6. Set representatives. Typically when we speak of a domain in shape optimization, we actually mean an equivalence class of domains. When it comes to regularity of the optimal domains this may cause some problems. For example, the ball $B_1$ is a solution of the shape optimization problem

$$\min \left\{ \lambda_1(\Omega) + P(\Omega) : \Omega \subset \mathbb{R}^d, |\Omega| = 1 \right\},$$

but the set $B_1 \setminus \{0\}$ is also a solution. Thus, it is natural to expect that the regularity theory will apply only to a certain representative of the optimal set. In this section, we make a few remarks about the choice of representative of a domain $\Omega$.

- When dealing with sets of finite perimeter, it is classical to identify a measurable set $\Omega$ with its class of equivalence given by the relation $\Omega_1 \sim \Omega_2$ if and only if $|\Omega_1 \Delta \Omega_2| = 0$ (notice that by (2.8) the function $P$ does not depend on the representative). One can then choose a representative so that $\partial \Omega$ is minimal: in [22, Proposition 3.1] or [27, Proposition 12.19] it is proved that

$$\Omega \sim (\Omega \cup \Omega_1) \setminus \Omega_0 \text{ where } \Omega_1 = \{x, \exists r > 0, |\Omega \cap B_r(x)| = |B_r|\},$$

$$\Omega_0 = \{x, \exists r > 0, |\Omega \cap B_r(x)| = 0\}$$

(2.9)

and that if we choose this representative, we have $\partial \Omega = \partial^M \Omega = \overline{\partial \Omega}$ where

$$\partial^M \Omega = \{x \in \mathbb{R}^d, 0 < |\Omega \cap B_r(x)| < |B_r|, \forall r > 0\}.$$  

(2.10)

- When dealing with shape functionals involving the Sobolev space $H^1_0(\Omega)$ (where $\Omega$ is open or quasi-open), it is more suitable to identify a set with its class of equivalence given by $\Omega_1 \sim \Omega_2$ if and only if $\text{cap}(\Omega_1 \Delta \Omega_2) = 0$, which identifies sets more accurately than in the previous item. In order to define a convenient canonical representative of a set $\Omega$, we first consider the solution $w_\Omega$ of the equation

$$-\Delta w_\Omega = 1 \quad \text{in} \quad \Omega, \quad w_\Omega \in H^1_0(\Omega).$$

It is different from $w_\Omega$ in Section 2.2 and we will denote it $\tilde{w}_\Omega$ for the purpose of this section. We recall that, since $\Delta \left( w_\Omega + \frac{|x|^2}{2d} \right) = \Delta w_\Omega + 1 \geq 0$ (in $\Omega$ and so in $\mathbb{R}^d$, see (2.7)), we have that every point of $\mathbb{R}^d$ is a Lebesgue point for $w_\Omega$ and so we can choose a canonical representative of $w_\Omega$ defined pointwise everywhere by

$$w_\Omega(x) = \lim_{r \to 0} \frac{1}{|B_r|} \int_{B_r(x)} w_\Omega(y) \, dy.$$ 

Therefore the set $\{w_\Omega > 0\}$ is well-defined, is a quasi-open set and we have that $H^1_0(\Omega) = H^1_0(\{w_\Omega > 0\})$ (see for example [24] for more details). Thus, we can restrict our attention to sets of the form $\{w_\Omega > 0\}$ which, in the case of quasi-open sets $\Omega$ are representatives of $\Omega$, in the equivalence class defined above.

We notice that, with the formulation (1.9) of our problem, one cannot expect a full regularity result for the boundary of such representative. Indeed, let us consider for example the (smooth) set $\Omega^*$ solving

$$\min \left\{ \lambda_2(\Omega), \Omega \subset \mathbb{R}^2, P(\Omega) = p \right\},$$

studied in [14] and which solves (1.9) for $G = \lambda_2$ and a suitable choice of $m$. Then, any set of the form $\Omega^* \setminus \Sigma$ where $\Sigma$ is any closed subset of the nodal line is again a minimizer, since its perimeter is the same as $\Omega$ (as the perimeter does not see the set of zero measure) and $\lambda_2(\Omega^* \setminus \Sigma) = \lambda_2(\Omega^*)$. 

• We now use the ideas from the previous two paragraphs to construct a canonical representative of an optimal measurable set \( \Omega \subset \mathbb{R}^d \). Reasoning as above, we introduce the solution \( \tilde{w}_\Omega \) of the problem

\[
-\Delta \tilde{w}_\Omega = 1 \quad \text{in} \quad \Omega, \quad \tilde{w}_\Omega \in \bar{H}^1_0(\Omega),
\]

which is defined pointwise everywhere on \( \mathbb{R}^d \). Thus the set \( \{ \tilde{w}_\Omega > 0 \} \) is well-defined, and one has \( \{ \tilde{w}_\Omega > 0 \} \subset \Omega \) a.e. and equality holds if and only if \( \Omega \) is quasi-open, up to a set of measure zero. Moreover, for every set of finite measure \( \Omega \subset \mathbb{R}^d \), we have

\[
\bar{H}^1_0(\Omega) = \bar{H}^1_0(\{ \tilde{w}_\Omega > 0 \}) = H^1_0(\{ \tilde{w}_\Omega > 0 \}),
\]

which gives that all the spectral functionals on \( \Omega \) and \( \{ \tilde{w}_\Omega > 0 \} \) have the same values.

We now suppose that \( \Omega \) satisfies an exterior density estimate, which is the case (as we will prove in Section 5) when \( \Omega \) is optimal for the functionals of the form \( P + G \). In this case, we have that (see [20, Remark 2.3, Proposition 4.7] and Lemma 5.6 below)

\[
\{ \tilde{w}_\Omega > 0 \} = \Omega^{(1)} := \left\{ x \in \mathbb{R}^d, \lim_{r \to 0} \frac{|\Omega \cap B_r(x)|}{|B_r(x)|} = 1 \right\}
\]

which is an equality between sets, and both are a representative a.e. of \( \Omega \). This is a consequence of the following observations:

- For every measurable set \( \Omega \), we have \( \Omega = \Omega^{(1)} \) a.e., due to the Lebesgue Theorem.
- The exterior density estimate for \( \Omega \) implies that the solution \( \tilde{w}_\Omega \) is Hölder continuous on \( \mathbb{R}^d \) (again, see Lemma 5.6 for more details and references).
- If \( \tilde{w}_\Omega \) is continuous, then \( \{ \tilde{w}_\Omega > 0 \} \) is open and therefore \( \{ \tilde{w}_\Omega > 0 \} \subset \Omega^{(1)} \).
- If \( x_0 \) is a point of density 1 for \( \Omega \), then by the exterior density estimate, there is a ball \( B_r(x_0) \) such that \( |B_r(x_0) \setminus \Omega| = 0 \). The maximum principle applied to the solution \( \tilde{w}_B = \frac{(r^2-|x|^2)^+}{2d} \) of the PDE

\[
-\Delta \tilde{w}_B = 1 \quad \text{on} \quad B, \quad \tilde{w}_B \in \bar{H}^1_0(B_r(x_0)) = H^1_0(B_r(x_0)),
\]

gives that \( \tilde{w}_\Omega \geq \tilde{w}_B > 0 \) on \( B_r(x_0) \), which shows that \( x_0 \in \{ \tilde{w}_\Omega > 0 \} \) and so \( \Omega^{(1)} \subset \{ \tilde{w}_\Omega > 0 \} \).

Finally, again by the exterior density estimates, \( \Omega^{(1)} \) is equal to the representative defined in (2.9), and the regularity result that we prove in this paper, precisely refers to these representatives (note that this is also the case for the results stated in Theorem 2.2). Moreover, for such a representative, the classical formulation (1.9) and the generalized one (3.1) from Section 3 are equivalent. This will allow us to obtain existence of an optimal set in Theorem 1.1, see Section 7.

### 2.7. Convergence of measurable sets

Suppose that \( \Omega_n \subset \mathbb{R}^d \) is a sequence of measurable sets of uniformly bounded Lebesgue measure \( |\Omega_n| \leq C \). Consider the torsion functions \( w_{\Omega_n} \), solutions of the equations

\[
-\Delta w_{\Omega_n} = f \quad \text{in} \quad \Omega_n, \quad w_{\Omega_n} \in \bar{H}^1_0(\Omega_n),
\]

and suppose that the sequence \( w_{\Omega_n} \) converges strongly in \( L^2(\mathbb{R}^d) \) to a function \( w \in H^1(\mathbb{R}^d) \). Then setting \( \Omega = \{ w > 0 \} \), one easily checks that:

- the Lebesgue measure is lower semicontinuous

\[
|\Omega| \leq \liminf_{n \to \infty} |\Omega_n|;
\]

- the Dirichlet eigenvalues \( \tilde{\lambda}_k \) are lower semicontinuous

\[
\tilde{\lambda}_k(\Omega) \leq \liminf_{n \to \infty} \tilde{\lambda}_k(\Omega_n); \tag{2.12}
\]

- the Dirichlet energy with respect to any \( f \in L^p(\mathbb{R}^d) \), with \( p \in [2, \infty] \), is lower semicontinuous

\[
\tilde{E}_f(\Omega) \leq \liminf_{n \to \infty} \tilde{E}_f(\Omega_n). \tag{2.13}
\]
Remark 2.3. Suppose that the sequence of sets of finite measure $\Omega_n$ converges in $L^1(\mathbb{R}^d)$ to the set $\Omega \subset \mathbb{R}^d$. Then the semicontinuity properties (2.12) and (2.13) also hold (see for example [24]).

We notice that the family $(w_{\Omega_n})$ is relatively compact in $L^2$ whenever $\Omega_n \subset D$ for a set of finite measure $D \subset \mathbb{R}^d$. This is no more the case when $D = \mathbb{R}^d$. However we can apply the concentration-compactness principle of P.L. Lions to the sequence of characteristic functions $1_{\Omega_n}$ and use the bound $w_{\Omega_n} \leq C\cdot 1_{\Omega_n}$ to control the behaviour of $w_{\Omega_n}$. Precisely, we have the following result, see [20, Theorem 3.1] and [14].

**Theorem 2.4.** Suppose that the sequence $\Omega_n \subset \mathbb{R}^d$ has uniformly bounded measure and perimeter: $|\Omega_n| + P(\Omega_n) \leq C$. Then, up to a subsequence, we have one of the following possibilities:

1. (a) Compactness. There is a set of finite perimeter $\Omega \subset \mathbb{R}^d$ such that $1_{\Omega_n}$ converges to $1_{\Omega}$ in $L^1(\mathbb{R}^d)$.
1. (b) Compactness at infinity. There is a set of finite perimeter $\Omega \subset \mathbb{R}^d$ and a sequence $(x_n)_{n \geq 1} \subset \mathbb{R}^d$ such that the sequence $x_n + \Omega_n$ converges to $\Omega$ in $L^1(\mathbb{R}^d)$.
1. (2) Vanishing. For every $R > 0$

$$\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} |B_R(x) \cap \Omega_n| = 0.$$  

Moreover, for every $f \in L^p(\mathbb{R}^d)$ with $p \in (d/2, \infty]$ and every $k \geq 1$, we have

$$\lim_{n \to \infty} \|w_{\Omega_n,f}\|_{L^\infty} = 0 \quad \text{and} \quad \lim_{n \to \infty} \tilde{\lambda}_k(\Omega_n) = +\infty.$$  

3. (3) Dichotomy. There are sequences $A_n$ and $B_n$ such that

- $A_n \cup B_n \subset \Omega_n$ and $\lim_{n \to \infty} \text{dist}(A_n, B_n) = +\infty$;
- $\lim_{n \to \infty} |\Omega_n \setminus (A_n \cup B_n)| = 0$ and $\lim_{n \to \infty} |P(\Omega_n) - P(A_n \cup B_n)| = 0$;
- $\lim_{n \to \infty} \|R_{\Omega_n} - R_{A_n \cup B_n}\|_{L(\mathbb{R}^d)} = 0$.

Moreover, for every $k \in \mathbb{N}$ and every $f \in L^p(\mathbb{R}^d)$ with $f \in [2, \infty)$, we have

$$\lim_{n \to \infty} |\tilde{\lambda}_k(\Omega_n) - \tilde{\lambda}_k(A_n \cup B_n)| = 0 \quad \text{and} \quad \lim_{n \to \infty} |\tilde{E}_f(\Omega_n) - \tilde{E}_f(A_n \cup B_n)| = 0.$$  

3. **Existence of optimal sets**

In this section, we prove the following existence result. Note that we prove existence in the class of measurable sets and with $\hat{G}$ instead of $G$. Using the regularity theory developed in the following sections, we conclude in Section 7 to existence (and regularity) of solutions to Problem (1.9).

**Proposition 3.1.** Suppose that $D \subset \mathbb{R}^d$ is a bounded open set or the entire space $D = \mathbb{R}^d$. Then there is a solution of the problem

$$\min \left\{ P(\Omega) + \hat{G}(\Omega), \quad \Omega \subset D, \quad |\Omega| = m \right\}, \quad (3.1)$$  

where $m < |D|$ and $\hat{G}$ is one of the following functionals:

- $\hat{G} = \tilde{E}_f$, where $f \in L^p(D)$ with $p \in (d, \infty]$ if $D$ is bounded and $p \in (d, \infty)$ if $D = \mathbb{R}^d$;
- $\hat{G} = F(\lambda_1, \ldots, \lambda_k)$, where $F: \mathbb{R}^k \to \mathbb{R}$ is locally Lipschitz continuous and increasing in each variable.

**Proof of Proposition 3.1 in the case $D$ bounded.** There exist $E \subset D$ a smooth set of measure $m$, and a minimizing sequence $\Omega_n \subset D$ such that

$$P(\Omega_n) + \hat{G}(\Omega_n) \leq P(E) + \hat{G}(E).$$  

By the monotonicity of $\hat{G}$, we have that

$$P(\Omega_n) \leq P(E) + \hat{G}(E) - \hat{G}(D),$$  

where $m < |D|$ and $\hat{G}$ is one of the following functionals:

- $\hat{G} = \tilde{E}_f$, where $f \in L^p(D)$ with $p \in (d, \infty]$ if $D$ is bounded and $p \in (d, \infty)$ if $D = \mathbb{R}^d$;
- $\hat{G} = F(\lambda_1, \ldots, \lambda_k)$, where $F: \mathbb{R}^k \to \mathbb{R}$ is locally Lipschitz continuous and increasing in each variable.
i.e. the sequence $\Omega_n$ has uniformly bounded perimeter. Then there is a set of finite perimeter $\Omega \subset D$ such that, up to a subsequence, we have that $|\Omega \Delta \Omega_n| \to 0$. By the lower semicontinuity of the perimeter and of $\tilde{G}$ with respect to the $L^1$ convergence (Remark 2.3), we have that

$$P(\Omega) + \tilde{G}(\Omega) \leq \liminf_{n \to +\infty} (P(\Omega_n) + \tilde{G}(\Omega_n)),$$

which proves that $\Omega$ is a solution of (3.1).

**Proof of Proposition 3.1 in the case $D = \mathbb{R}^d$ and $\tilde{G} = \tilde{E}_f$.** In this case, the direct method does not work straightforwardly due to the fact that the boundedness of the perimeter does not imply compactness in $L^1$. Thus we will apply the concentration compactness principle of Theorem 2.4. Let $\Omega_n \subset \mathbb{R}^d$ be a minimizing sequence. As in the case of $D$ bounded, we have that the perimeter is uniformly bounded $P(\Omega_n) \leq C$ for some $C > 0$. Indeed, denoting by $w_n$ the solution of $-\Delta w_n = f$ in $\tilde{H}_0^1(\Omega_n)$, we have, according to (2.5), that

$$\tilde{E}_f(\Omega_n) = -\frac{1}{2} \int w_n f \geq -\|w_n\|_{L^p} \|f\|_{L^p} \geq -\|w\|_\infty \|\Omega_n\|^{1/p} \|f\|_{L^p} \geq -C(m, \|f\|_{L^p}).$$

Hence, by taking any smooth set $E$ with measure $m$, we infer

$$P(\Omega_n) \leq C(m, \|f\|_{L^p}) + P(E) + \tilde{E}_f(E).$$

We now have three possibilities:

- **Compactness.** Suppose that $1_{\Omega_n}$ converges strongly in $L^1(\mathbb{R}^d)$ to $1_\Omega$ for some $\Omega \subset \mathbb{R}^d$. Then $\Omega$ solves (3.1) by the semicontinuity of $P$ and $\tilde{E}_f$.

- **Compactness at infinity.** If $f$ is not constantly zero (the case $f = 0$ being trivial), there cannot be a divergent sequence $x_n$ and a set $\Omega$ such that $x_n + \Omega_n$ converges in $L^1$ to $\Omega$. Indeed, if it was the case, then we would get that, up to a subsequence, $w_{\Omega_n, f} \cdot (x_n + \Omega_n)$ converges in $L^p(\mathbb{R}^d)$ to some $w \in H^1_0(\Omega)$. In particular, we would have

$$\tilde{E}_f(\Omega_n) = -\frac{1}{2} \int w_{\Omega_n, f} d\mathcal{L}^d = -\frac{1}{2} \int w_{\Omega_n, f}(x_n + x) f(x_n + x) dx \to 0,$$

since $f(x_n + \cdot) \to 0$ weakly in $L^p(\mathbb{R}^d)$. Thus, we would get that

$$\liminf_{n \to \infty} P(\Omega_n) + \tilde{E}_f(\Omega_n) = \liminf_{n \to \infty} P(\Omega_n) \geq P(B),$$

where $B$ is a ball of measure $m$. If $f$ is not constantly zero, this is a contradiction with the fact that $\Omega_n$ is minimizing since the total energy $P(B) + \tilde{E}_f(B)$ of the ball $B$ is strictly smaller than $P(B)$ each time when we choose $B$ such that $f$ is not constantly vanishing in $B$.

- **Vanishing.** The vanishing cannot occur for a minimizing sequence $\Omega_n$. Indeed, if $\Omega_n$ was a vanishing sequence, then we would have that $w_{\Omega_n, f}$ converges to zero in $L^\infty(\mathbb{R}^d)$ and so in $L^p(\mathbb{R}^d)$. Thus also the energy converges to zero, that is $\tilde{E}_f(\Omega_n) = -\frac{1}{2} \int w_{\Omega_n, f} d\mathcal{L}^d \to 0$, which is a contradiction with the fact that $\Omega_n$ is a minimizing sequence, by the same argument as in the previous case.

- **Dichotomy.** If the dichotomy occurs, then there is a sequence $\Omega'_n \subset \Omega_n$ such that

- $|\Omega_n \setminus \Omega'_n| \to 0$;
- $\Omega'_n = A_n \cup B_n$, $\text{dist}(A_n, B_n) \to +\infty$, $\lim_{n \to \infty} |A_n| = m_1 > 0$ and $\lim_{n \to \infty} |B_n| = m_2 > 0$;
- $\lim_{n \to \infty} (P(\Omega_n) + \tilde{G}(\Omega_n)) = \lim_{n \to \infty} (P(\Omega'_n) + \tilde{G}(\Omega'_n)).$

Now we notice that

$$\tilde{E}_f(\Omega'_n) = \tilde{E}_f(A_n) + \tilde{E}_f(B_n).$$
On the other hand, since dist\( (A_n, B_n) \rightarrow +\infty \) and \( f \in L^p(\mathbb{R}^d) \) with \( p < \infty \), we have

\[
\int_{A_n} f(x) \, dx \rightarrow 0 \quad \text{or} \quad \int_{B_n} f(x) \, dx \rightarrow 0.
\]

Assume without loss of generality that \( \int_{B_n} f(x) \, dx \rightarrow 0 \). Since the solution \( w_n \) of

\[
-\Delta w_n = f \quad \text{in} \quad B_n, \quad w_n \in \tilde{H}_0^1(B_n),
\]

is bounded by a constant \( \|w_n\|_{L^\infty} \leq C \) that does not depend on \( n \) (see (2.5)), we have

\[
\tilde{E}_f(B_n) = -\frac{1}{2} \int_{B_n} w_n f \, dx \rightarrow 0,
\]

which implies that

\[
\lim_{n \to \infty} \left( P(\Omega_n) + \tilde{g}(\Omega_n) \right) = \lim_{n \to \infty} \left( P(A_n) + \tilde{g}(A_n) + P(B_n) \right).
\]

We now apply the concentration compactness principle to the sequence \( A_n \) which will give us three more possibilities.

- **Compactness of** \( A_n \). In this case, there exists a set of finite perimeter \( A \) such that

\[
P(A) + \tilde{g}(A) \leq \liminf_{n \to \infty} \left( P(A_n) + \tilde{g}(A_n) \right).
\]

We notice that \( A \) solves the problem

\[
\min \left\{ P(\Omega) + \tilde{g}(\Omega) : \Omega \subseteq \mathbb{R}^d, |\Omega| = m_1 \right\}.
\]

Now, by Proposition 6.7, the set \( A \) is bounded. Then, taking any ball of measure \( m_2 \) disjoint with \( A \), we have that \( A \cup B \) is such that

\[
P(A \cup B) + \tilde{g}(A \cup B) \leq P(A) + \tilde{g}(A) + P(B)
\]

\[
\leq \liminf_{n \to \infty} \left( P(A_n) + \tilde{g}(A_n) + P(B_n) \right),
\]

which proves that \( A \cup B \) solves (3.1).

- **Compactness at infinity of** \( A_n \). This case is ruled out by the same argument as for the analogous case for \( \Omega_n \).

- **Vanishing of** \( A_n \). The vanishing also cannot occur since again this would imply that the Dirichlet energy converges to zero which would be a contradiction with the minimizing property of \( A_n \cup B_n \).

- **Dichotomy of** \( A_n \). Suppose that \( A_n = C_n \cup D_n \) where \( C_n \) and \( D_n \) are disjoint sets such that \( \text{dist}(C_n, D_n) \rightarrow +\infty \). Reasoning as above, without loss of generality, we can assume that \( \tilde{E}_f(D_n) \rightarrow 0 \). We now conclude that

\[
\lim_{n \to \infty} \left( P(\Omega_n) + \tilde{g}(\Omega_n) \right) = \lim_{n \to \infty} \left( P(C_n) + \tilde{g}(C_n) + P(D_n) + P(B_n) \right)
\]

\[
\geq \lim_{n \to \infty} \left( P(C_n) + \tilde{g}(C_n) + P(D_n^*) + P(B_n^*) \right),
\]

where \( B_n^* \) and \( D_n^* \) are two disjoint balls of measures \( |B_n| \) and \( |D_n| \) respectively which are placed far away from \( C_n \). We now consider a sequence of balls \( E_n \) such that \( |E_n| = |B_n| + |D_n| \) and that are disjoint with \( C_n \). We now notice that, by the isoperimetric inequality, there exists a positive constant \( \delta > 0 \) such that \( P(D_n^*) + P(B_n^*) \geq \delta + P(E_n) \). Hence

\[
\lim_{n \to \infty} \left( P(\Omega_n) + \tilde{g}(\Omega_n) \right) \geq \delta + \lim_{n \to \infty} \left( P(C_n) + \tilde{g}(C_n) + P(E_n) \right),
\]

which finally gives that \( \Omega_n \) cannot be a minimizing sequence, and this is a contradiction.

\( \square \)
Proof of Proposition 3.1 in the case $D = \mathbb{R}^d$ and $\tilde{G} = F(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_k)$. We argue as in [20] by induction on $k$ using the a priori boundedness result of Proposition 6.7. First note that since $F(\lambda_1, \ldots, \lambda_k) \geq F(0, \ldots, 0)$, $P(\Omega_n)$ is uniformly bounded. In the case $k = 1$, by the Faber-Krahn and the isoperimetric inequalities, we have that a ball of measure $m$ is an optimal set. Suppose that the claim is true for $i = 1, \ldots, k$ and consider a functional of the form
\[
\tilde{G}(\Omega) = F(\tilde{\lambda}_1(\Omega), \ldots, \tilde{\lambda}_{k+1}(\Omega)).
\]
Since the functional is invariant under translation, for a minimizing sequence $\Omega_n$, we have only three possibilities.

- **Compactness.** If $\Omega_n$ converges in $L^1(\mathbb{R}^d)$ to $\Omega$, then by semicontinuity of the perimeter and of the functional $\tilde{G}$, we have that $\Omega$ is a minimizer of (3.1).

- **Vanishing.** The vanishing cannot occur since, otherwise, we would have that $\lim_{n \to \infty} \tilde{\lambda}_1(\Omega_n) = +\infty$ in contradiction with the minimality of the sequence $\Omega_n$, as the ball of volume $m$ has a lower energy.

- **Dichotomy.** If the dichotomy occurs, then we can replace each of the sets $\Omega_n$ by a disjoint union $A_n \cup B_n$. Then we argue by induction as in [20], replacing each of the sets $A_n$ and $B_n$ with the optimal sets corresponding to a functional involving less eigenvalues for which we know, by the inductive step, that a minimum exists and that it is necessarily bounded by Proposition 6.7.

\[\square\]

4. Penalization

In this section, we prove that we can penalize the volume constraint for minima of the problem
\[
\min \left\{ P(\Omega) + \tilde{G}(\Omega) : \Omega \subset D, \ |\Omega| = m \right\}.
\]

In the following proposition, we consider $\tilde{G} : B(D) \to \mathbb{R}$ to be one of the following functionals:

- $\tilde{G}(\Omega) = \tilde{E}_f(\Omega)$, for $f \in L^p(D)$ with $p \in [2, \infty]$.
- $\tilde{G}(\Omega) = F(\tilde{\lambda}_1(\Omega), \ldots, \tilde{\lambda}_k(\Omega))$, where the function $F : \mathbb{R}^k \to \mathbb{R}$ is locally Lipschitz continuous.

We notice that we do not suppose the monotonicity of $F$, but we will assume that an optimal set exists.

**Proposition 4.1.** Let $D \subset \mathbb{R}^d$ be an open set and let $\Omega^* \subset D$ be a minimizer of
\[
\min \left\{ P(\Omega) + \tilde{G}(\Omega) : \Omega \subset D, \ |\Omega| = m \right\},
\]
where $m < |D|$ is fixed. Then there are constants $r > 0$ and $\mu < +\infty$ such that
\[
P(\Omega^*) + \tilde{G}(\Omega^*) \leq P(\Omega) + \tilde{G}(\Omega) + \mu |\Omega| - |\Omega^*|,
\]
for every $\Omega$ such that $\exists x \in D$, $\Omega \Delta \Omega^* \subset B_r(x) \cap D$.

We will carry out the proof of this proposition in three steps. In Subsection 4.1, we prove our main estimates involving the Dirichlet energy and the Dirichlet eigenvalues. Subsection 4.2 is dedicated to a general result concerning the possibility of penalizing the volume constraint, and in Subsection 4.3, we conclude the proof of the above proposition.

4.1. Lipschitz estimates of the variations of the Dirichlet energy and of the Dirichlet eigenvalues.

In this subsection, we estimate the variation of the Dirichlet energy (Lemma 4.2) and of the Dirichlet eigenvalues (Lemma 4.3) with respect to perturbations induced by a smooth map $\Phi : \mathbb{R}^d \to \mathbb{R}^d$ close to the identity for the $C^1$-norm :
\[
\|\Phi\|_{1, \infty} = \sup_{x \in \mathbb{R}^d} |\Phi(x)| + \sup_{x \in \mathbb{R}^d} \|D\Phi(x)\|.
\]

These results are also valid for $\tilde{E}_f$ and $\lambda_k$, the proofs being exactly similar, replacing $H^1_0(\Omega)$ with $\tilde{H}^1_0(\Omega)$. 

Therefore, to analyze the second term above, we use (2.4) and the elementary inequality
\[ \| I_d \|_{k} \text{ and } \Phi(\Omega). \]
Let \( R \) be a test function on \( \Omega \). Let \( \Phi(\Omega) \) be a set of finite measure and \( c (\Phi(\Omega)) \in \Omega \). Then we have
\[
\| \nabla u \|_{k} \leq C_d, \quad \| \Phi^{-1} \|_{k} \quad \text{and } \| \Phi(\Omega) \|_{k} = \Omega, \quad \text{and the function } \Phi^{-1}, \text{ we are going to obtain the claim.} \]

We finally get
\[
\| \Phi^{-1} \|_{k} \quad \text{and } \| \Phi(\Omega) \|_{k} = \Omega, \quad \text{and the function } \Phi^{-1}, \text{ we are going to obtain the claim.} \]

\[ \square \]

\textbf{Lemma 4.3.} Let \( \Omega \subset \mathbb{R}^d \) be a set of finite measure and \( \Phi \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^d) \) such that \( \| D\Phi - I_d \|_{L^\infty} \leq 1/2 \). Then we have the estimate
\[
\| D\Phi \|_{2} \quad \text{and } \| \Phi^{-1} \|_{2} \quad \text{and } \| \Phi(\Omega) \|_{2} \quad \text{and the function } \Phi^{-1}, \text{ we are going to obtain the claim.} \]

We finally get
\[
\| D\Phi \|_{2} \quad \text{and } \| \Phi^{-1} \|_{2} \quad \text{and } \| \Phi(\Omega) \|_{2} \quad \text{and the function } \Phi^{-1}, \text{ we are going to obtain the claim.} \]

\[ \square \]
Consider the operators $T_\Omega = P_k \circ R_\Omega \circ P_k$ and $T_{\Phi(\Omega)} = P_k \circ R_{\Phi(\Omega)} \circ P_k$ on the finite dimensional space $V$. It is immediate to check that $u_1, \ldots, u_k$ and $\lambda_1(\Omega)^{-1}, \ldots, \lambda_k(\Omega)^{-1}$ are the eigenfunctions and the corresponding eigenvalues of $T_\Omega$. On the other hand, if we denote by $\lambda_1, \ldots, \lambda_k$ the eigenvalues of $T_{\Phi(\Omega)} \in L(V)$, we have the inequality $\Lambda_k \leq \lambda_k(\Phi(\Omega))^{-1}$. Indeed, we have by the min-max Theorem

$$\Lambda_k = \min_{W \subset V} \max_{u \in V, u \perp W} \frac{\langle P_k \circ R_\Omega \circ P_k(u), u \rangle_{L^2}}{\|u\|_{L^2}^2} = \min_{W \subset L^2} \max_{u \in V, u \perp W} \frac{\langle R_\Omega(u), u \rangle_{L^2}}{\|u\|_{L^2}^2} \leq \min_{W \subset L^2} \max_{u \in V, u \perp W} \frac{\langle R_{\Phi(\Omega)}(u), u \rangle_{L^2}}{\|u\|_{L^2}^2} = \lambda_k(\Phi(\Omega))^{-1},$$

where the minima are over the $k$-dimensional spaces $W \subset L^2$. Thus, we have the estimate

$$0 \leq \lambda_k(\Omega)^{-1} - \lambda_k(\Phi(\Omega))^{-1} \leq \lambda_k(\Omega)^{-1} - \Lambda_k \leq \|T_\Omega - T_{\Phi(\Omega)}\|_{L(V)},$$

and on the other hand

$$\|T_\Omega - T_{\Phi(\Omega)}\|_{L(V)} = \sup_{u \in V} \frac{\| (T_\Omega - T_{\Phi(\Omega)}) u \|_{L^2}}{\|u\|_{L^2}^2} = \sup_{u \in V} \frac{\| (R_\Omega - R_{\Phi(\Omega)}) u \|_{L^2}}{\|u\|_{L^2}^2} = \sup_{u \in V} \frac{\| (R_\Omega - R_{\Phi(\Omega)}) u \|_{L^2}}{\|u\|_{L^2}^2} = \sup_{u \in V} \frac{1}{\|u\|_{L^2}^2} \int_{\mathbb{R}^d} (R_\Omega(u) - R_{\Phi(\Omega)}(u)) u \, dx$$

$$= \sup_{u \in V} \frac{2}{\|u\|_{L^2}^2} \|E_u(\Phi(\Omega)) - E_u(\Omega)\|,$$

which, together with Lemma 4.2, gives the claim. The case $\lambda_k(\Phi(\Omega)) \leq \lambda_k(\Omega)$ is analogous and follows by the same argument applied to the set $\Phi(\Omega)$ and the function $\Phi^{-1}$. \hfill \Box

Remark 4.4. We notice that similar estimates have already appeared in the literature. We refer for example to the recent article [18], where it is proven that there exists $C$ (independent on $\Omega$) such that, for any (open) set $\Omega$, we have

$$|\lambda_k(\Phi(\Omega)) - \lambda_k(\Omega)| \leq C \lambda_k(\Omega) \|\Phi - Id\|_{1,\infty}, \quad \text{if } \|\Phi - Id\|_{1,\infty} \leq \frac{1}{C}.$$

4.2. A general result on penalization. In this subsection, we prove a lemma identifying a general set of hypotheses implying the possibility to (locally) penalize the volume constraint.

Let $D \subset \mathbb{R}^d$ be a given open set. In the following lemma, we will denote by $A$ the class of open, quasi-open, or measurable subsets of $D$. For a set $\Omega \in A$ and a positive real number $r > 0$, we will denote by $A(\Omega, r)$ the family of local perturbations of $\Omega$, i.e.

$$A(\Omega, r) = \{ \tilde{\Omega} \in A : \exists x \in \mathbb{R}^d \text{ such that } \tilde{\Omega} \Delta \Omega \subset B_r(x) \}.$$

Lemma 4.5. Let $\Omega^* \in A$ be a solution of the problem

$$\min \{ \mathcal{F}(\Omega) : \Omega \in A, \ |\Omega| = m \},$$

where $m < |D|$ and $\mathcal{F} : A \rightarrow \mathbb{R}$ is a given functional. Suppose that $\Omega^*$ and $\mathcal{F}$ satisfy the following condition:

$$\exists (\rho, \varepsilon, C) \in (0, \infty)^3, \ \forall \Omega \in A(\Omega^*, \rho) \text{ s.t. } \mathcal{F}(\Omega) \leq \mathcal{F}(\Omega^*), \quad \forall \Phi \in C_\infty^c(D, \mathbb{R}^d) \text{ s.t. } \|\Phi - Id\|_{1,\infty} < \varepsilon \text{ and } \Phi = Id \text{ on } \Omega \Delta \Omega^*,$$

we have $\mathcal{F}(\Phi(\Omega)) - \mathcal{F}(\Omega) \leq C \|\Phi - Id\|_{1,\infty}.$ (4.1)
Then there exist $\mu \geq 0$ and $r_0 \in (0,\rho]$ such that $\Omega^*$ is a solution of the problem
\[
\min \left\{ \mathcal{F}(\Omega) + \mu \|\Omega\| - m \: : \: \Omega \in \mathcal{A}(\Omega^*, r_0) \right\}.
\]

Proof. Consider two distinct points $x_1, x_2 \in \partial M \Omega^* \cap D$ and a number $r_1 \in (0,\rho]$ sufficiently small such that
\[
B_{r_1}(x_1) \subset D, \quad B_{r_1}(x_2) \subset D, \quad \text{and} \quad r_1 < |x_1 - x_2|/4.
\]
We consider two vector fields $T_1 \in C^\infty_c(B_{r_1}(x_1); \mathbb{R}^d)$ and $T_2 \in C^\infty_c(B_{r_1}(x_2); \mathbb{R}^d)$ such that
\[
\int_{\Omega^*} \text{div} T_1 \, dx > 0 \quad \text{and} \quad \int_{\Omega^*} \text{div} T_2 \, dx > 0.
\]
Let $t_0 > 0$ satisfy the inequality $t_0 \leq \varepsilon \left( \max \left\{ \|\nabla T_1\|_{L^\infty}, \|\nabla T_2\|_{L^\infty} \right\} \right)^{-1}$ and be such that the functionals
\[
\Phi_1^t = Id + tT_1 \quad \text{and} \quad \Phi_2^t = Id + tT_2,
\]
are diffeomorphisms respectively of $B_{r_1}(x_1)$ and $B_{r_1}(x_2)$, for every $t \in (-t_0, t_0)$. We now notice that for $i = 1, 2$, we have the asymptotic expansion (see [27, Theorem II.6.20])
\[
|\Phi_i^t(\Omega^* \cap B_{r_1}(x_i))| = |\Omega^* \cap B_{r_1}(x_i)| + t \int_{\Omega^*} \text{div} T_i \, dx + O(t^2).
\]
Thus, for $t_0$ small enough, there is a constant $C_0$ depending on $T_1$ and $T_2$ such that
\[
t \leq C_0 \left| \Phi_i^t(\Omega^* \cap B_{r_1}(x_i)) \right| - |\Omega^* \cap B_{r_1}(x_i)|, \quad \forall t \in (-t_0, t_0), \quad i = 1, 2.
\]
Now let $B_{r_0}(x) \subset \mathbb{R}^d$ be an arbitrary ball of radius $r_0 = \min\{r_1, r_2\}$, where $r_2$ is such that $|B_{r_2}| = C_0/r_0$. Let $\Omega \subset D$ be such that $\Omega \Delta \Omega^* \subset B_{r_0}(x)$. We notice that $B_{r_0}(x)$ does not intersect at least one of the balls $B_{r_1}(x_1)$ and $B_{r_1}(x_2)$. Without loss of generality, we suppose that $B_{r_0}(x) \cap B_{r_1}(x_1) = \emptyset$. Consider the set $\Omega = \Phi_1^t(\Omega)$, where $t$ is such that $|\Omega| = |\Omega^*|$. By the optimality of $\Omega^*$, we conclude that
\[
\mathcal{F}(\Omega) \leq \mathcal{F}(\Omega) \leq C_0 \left\| \nabla T_1 \right\|_{L^\infty} C_0 \left| \Omega \right| - |\Omega| = \mathcal{F}(\Omega) + \mu \|\Omega\| - m,
\]
where we set $\mu = C\|\nabla T_1\|_{L^\infty} C_0$.

Using this general result and the estimates from Subsection 4.1, we are in position to prove Proposition 4.1.

4.3. Proof of Proposition 4.1. In view of Lemma 4.5, it is sufficient to check that the functionals $P + \tilde{E}_f$ and $P + F(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_k)$ satisfy the condition (4.1).

- For the perimeter, we use the area formula (see [27, Proposition II.6.1])
\[
P(\Phi(\Omega^*)) = \int_{\partial\Omega^*} |\det D\Phi|(D\Phi)^{-1} \nu_{\Omega^*} \, d\mathcal{H}^{d-1}.
\]
The condition $\|D\Phi - Id\| \leq \varepsilon$ with $\varepsilon$ small, implies that for some $C_d$
\[
|\det D\Phi|(D\Phi)^{-1} \nu_{\Omega^*} - 1| \leq C_d \|D\Phi - Id\|_{L^\infty}.
\]
Thus, assuming $\Phi = Id$ on $\Omega \Delta \Omega^*$, we get
\[
P(\Phi(\Omega)) - P(\Omega) = P(\Phi(\Omega^*)) - P(\Omega^*) \leq P(\Omega^*) C_d \|D\Phi - Id\|_{L^\infty}.
\]

1 We notice that such vector fields exist. Indeed if $\int_{\Omega} \text{div} T \, dx = 0$ for every vector field $T \in C^\infty_c(B_{r_1}; \mathbb{R}^d)$, then $D1_{\Omega} = 0$ in $B_{r_1}(x_1)$ in the distributional sense and thus either $|\Omega \cap B_{r_1}(x_1)| = 0$ or $|\Omega \cap B_{r_1}(x_1)| = |B_{r_1}(x_1)|$ in contradiction with $x_1 \in \partial M \Omega$. We refer to [27, Section II.6] for more details.

2 Notice that the existence of such a $t$ is guaranteed by the choice $r_0 \leq r_2$. 
• For the Dirichlet energy, we directly use the estimate from Lemma 4.2 where we notice that the constant \( C = C_{d,|\Omega|} \| f \|_{2,p}^2 \) depends only on the measure of \(|\Omega|\), so that one can choose any \( \rho > 0 \) and then the volume of sets in \( A(\Omega^*, \rho) \) is uniformly bounded; thus the constant \( C_{d,|\Omega|} \) in this class is also bounded.

• For the functional \( F(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_k) \), let us first assume for simplicity that \( F \) is globally Lipschitz continuous. In this case, by Lemma 4.3, we have that, if \( \| D\Phi - Id \|_{L\infty} \leq 1/2 \),

\[
F(\tilde{\lambda}_1(\Phi(\Omega)), \ldots, \tilde{\lambda}_k(\Phi(\Omega))) - F(\tilde{\lambda}_1(\Omega), \ldots, \tilde{\lambda}_k(\Omega)) \leq \| \nabla F \|_{L\infty} C_{d,|\Omega|} \lambda_k(\Omega) \| \Phi - Id \|_{1,\infty}
\]

where the last inequality is due to the fact that \( \Omega \Delta \Omega^* \subset B_\rho \) for some ball \( B_\rho \subset \mathbb{R}^d \). Now [11, Lemma 3] implies that

\[
|\lambda_k(\Omega^*) - \lambda_k(\Omega^* \setminus B_\rho)| \leq C_{\Omega^*} \| w_{\Omega^*} - w_{\Omega^* \setminus B_\rho} \|_{H^1} \leq C_{\Omega^*} \text{cap}(B_\rho)
\]

where the first inequality is [11, Lemma 3] while the second is given by [31, Lemma 3.125] (with a possibly different constant \( C_{\Omega^*} \)). Since \( \lim_{\rho \to 0} \text{cap}(B_\rho) = 0 \), we see that, choosing \( \rho \) small enough, there is a constant \( C \) such that (4.1) holds. The case of a local Lipschitz continuous function \( F \) easily follows from (4.2) since it implies that \( |\tilde{\lambda}_k(\Phi(\Omega)) - \tilde{\lambda}_k(\Omega^*)| \leq 1 \) if \( \Phi \) is sufficiently close to \( Id \) and \( \Omega \in A(\Omega^*, \rho) \).

\[ \square \]

5. Supersolutions and sets of bounded mean curvature in the viscosity sense

In this section, we discuss the properties of the sets which are optimal, with respect to exterior perturbations, for functionals of the form \( P(\cdot) + \mu|\cdot| \). Here is the main result of this section that we will need in the proof of Theorem 1.1.

**Proposition 5.1.** Suppose that \( D \subset \mathbb{R}^d \) is a bounded open set with \( C^2 \) boundary or that \( D = \mathbb{R}^d \). Suppose that the measurable set \( \Omega^* \subset D \) is a local shape supersolution for the functional \( P + \mu|\cdot| \) in \( D \), that is to say: there is a constant \( r_0 > 0 \) such that

\[
P(\Omega^*) + \mu|\Omega^*| \leq P(\Omega) + \mu|\Omega|, \quad \text{for every measurable set } \Omega \text{ with } \Omega^* \subset \Omega \subset D \text{ and } \Omega \Delta \Omega^* \subset B_{r_0}(x_0) \text{ for some } x_0 \in \mathbb{R}^d.
\]

Then \( \Omega^* \) has the following properties:

(a) There are constants \( r_1 > 0 \) and \( \mu_1 \in \mathbb{R} \) such that \( \Omega^* \) is a local shape supersolution in \( \mathbb{R}^d \) for the functional \( P + \mu_1|\cdot| \) which means that

\[
P(\Omega^*) + \mu_1|\Omega^*| \leq P(\Omega) + \mu_1|\Omega| \quad \text{for every measurable set } \Omega \text{ with } \Omega^* \subset \Omega \text{ and } \Omega \Delta \Omega^* \subset B_{r_1}(x_1) \text{ for some } x_1 \in \mathbb{R}^d.
\]

(b) If we identify the set \( \Omega^* \) with the set of points of density 1 (see (2.11)), then \( \Omega^* \) is open and \( H^1_0(\Omega^*) = \widehat{H}^1(\Omega^*) \). In particular, \( \forall k \in \mathbb{N}^*, \lambda_k(\Omega^*) = \lambda_k(\Omega^*) \text{ and } \forall f \in L^p(D), E_f(\Omega^*) = \widehat{E}_f(\Omega^*) \).

(c) The energy function \( w_{\Omega^*} \), solution of the equation

\[-\Delta w_{\Omega^*} = 1 \quad \text{in } \Omega^*, \quad w_{\Omega^*} \in H^1_0(\Omega^*),\]

is Lipschitz continuous on \( \mathbb{R}^d \).

**Proof.** The first claim (a) follows from Lemma 5.12 applied to \( D \) and Lemma 5.5. Point (b) is contained in Lemma 5.6. The Lipschitz continuity of \( w_{\Omega^*} \) is proved in Proposition 5.11. \( \square \)

In what follows, we will revisit the properties of the shape supersolutions and we will also introduce the sets of bounded (from below) curvature in the viscosity sense.
5.1. Definitions and first properties of the supersolutions.

**Definition 5.2.** Let $F : \mathcal{B}(\mathbb{R}^d) \to \mathbb{R} \cup \{+\infty\}$ and let $\Omega \in \mathcal{B}(\mathbb{R}^d)$ be such that $F(\Omega) < +\infty$. We say that:

- $\Omega$ is a supersolution for $F$, if
  
  $$F(\Omega) \leq F(\tilde{\Omega}), \quad \text{for every measurable set } \tilde{\Omega} \supset \Omega.$$

- $\Omega$ is a supersolution for $F$ in the set $D \subset \mathbb{R}^d$, if
  
  $$F(\Omega) \leq F(\tilde{\Omega}), \quad \text{for every measurable set } \tilde{\Omega} \supset \Omega \text{ such that } \tilde{\Omega} \setminus \Omega \subset D.$$

- $\Omega$ is a local supersolution for $F$ in the set $D \subset \mathbb{R}^d$, if there is a constant $r_0 > 0$ such that $\tilde{\Omega}$ is a supersolution for $F$ in $B_{r_0}(x) \cap D$ for every ball $B_{r_0}(x) \subset \mathbb{R}^d$.

**Remark 5.3.** Suppose that $\Omega \in \mathcal{B}(\mathbb{R}^d)$ is a (local) supersolution for the functional $F + \mathcal{G}$ and that $\mathcal{G} : \mathcal{B}(\mathbb{R}^d) \to \mathbb{R}$ is decreasing with respect to the set inclusion. Then $\Omega \in \mathcal{B}(\mathbb{R}^d)$ is a (local) supersolution also for $F$. Indeed, it is sufficient to notice that, by the monotonicity of $\mathcal{G}$ and the superoptimality of $\Omega$, we have

$$F(\Omega) + \mathcal{G}(\Omega) \leq F(\tilde{\Omega}) + \mathcal{G}(\tilde{\Omega}) \leq F(\tilde{\Omega}) + \mathcal{G}(\Omega), \quad \forall \tilde{\Omega} \subset \tilde{\Omega}.$$

**Remark 5.4.** Suppose that $\mathcal{G} : \mathcal{B}(\mathbb{R}^d) \to \mathbb{R}$ is one of the following functionals

- $\mathcal{G}(\Omega) = \tilde{E}_f(\Omega)$, for some $f \in L^p$ with $p \in [2, \infty]$;
- $\mathcal{G}(\Omega) = F(\lambda_1(\Omega), \ldots, \lambda_k(\Omega))$, where $F : \mathbb{R}^k \to \mathbb{R}$ is a function increasing in each variable.

In both cases, $\mathcal{G}$ is decreasing with respect to the set inclusion and thus every supersolution for the functional $P(\Omega) + \mathcal{G}(\Omega) + \mu|\Omega|$ is also a supersolution for the functional $P(\Omega) + \mu|\Omega|$.

When we deal with shape optimization problems in a box $D$, a priori we can only consider perturbations of a set $\Omega \subset D$, which remain inside the box. The following lemma allows us to eliminate this restriction and work with the minimizers as if they were solutions of the problem in the free case $D = \mathbb{R}^d$.

**Lemma 5.5.** Let $\Omega \subset D$ be two measurable sets in $\mathbb{R}^d$ and let $F = P + \mu|\cdot|$, where $\mu > 0$. If $D$ is a (local) supersolution for $F$ and $\Omega$ is a (local) supersolution for $F$ in $D$, then $\Omega$ is a (local) supersolution for $F$ in $\mathbb{R}^d$.

**Proof.** We start by recalling the following formulas for the perimeter of the union and intersection of sets of finite perimeter, see [27, Section 16.1]: for every measurable set $E$ and $F$,

$$P(E \cup F) = P(E, F^{(0)}) + P(F, E^{(0)}) + \mathcal{H}^{d-1}(\{\nu_E = \nu_F\})$$

and

$$P(E \cap F) = P(E, F^{(1)}) + P(F, E^{(1)}) + \mathcal{H}^{d-1}(\{\nu_E = -\nu_F\}).$$

Here $E^{(0)} = (\mathbb{R}^d \setminus E)^{(1)}$ is the set of density zero point of $E$ and $\{\nu_E = \pm \nu_F\}$ is a short hand notation for $\{\nu_E = \pm \nu_F\} \cap \partial^* E \cap \partial^* F$. Recall also that, for every set of finite perimeter, $\mathcal{H}^{d-1}(\mathbb{R}^d \setminus (E^{(0)} \cup E^{(1)} \cup \partial^* E)) = 0$ and $E^{(0)}$, $E^{(1)}$ and $\partial^* E$ are disjoint.

Let now $\tilde{\Omega} \supset \Omega$. Since $D$ is a supersolution, we get

$$P(\tilde{\Omega}; D^{(0)}) + P(D; \Omega^{(0)}) + \mathcal{H}^{d-1}(\{\nu_D = \nu_{\Omega}\}) + \mu|\tilde{\Omega} \cup D| = F(\tilde{\Omega} \cup D) \geq F(D)$$

$$= P(D; \Omega^{(0)}) + P(D; \tilde{\Omega}^{(1)}) + \mathcal{H}^{d-1}(\partial^* D \cap \partial^* \tilde{\Omega}) + \mu|D|,$$

which gives (as by definition $\{\nu_D = \nu_{\Omega}\} \subset \partial^* D \cap \partial^* \tilde{\Omega}$)

$$P(D; \tilde{\Omega}^{(1)}) \leq P(\tilde{\Omega}; D^{(0)}) + \mu|\tilde{\Omega} \setminus D|.$$

(5.1)
On the other hand, we can test the super-optimality of $\Omega$ with $\tilde{\Omega} \cap D$ and then use (5.1) to obtain

$$\mathcal{F}(\Omega) \leq \mathcal{F}(\tilde{\Omega} \cap D) = P(\tilde{\Omega}; D^{(1)}) + P(D; \tilde{\Omega}^{(1)}) + \mathcal{H}^{d-1}(\{\nu_D = -\nu_{\tilde{\Omega}}\}) + \mu(\tilde{\Omega} \cap D)$$

$$\leq P(\tilde{\Omega}; D^{(1)}) + P(\tilde{\Omega}; D^{(0)}) + \mathcal{H}^{d-1}(\partial^* D \cap \partial^* \tilde{\Omega}) + \mu(\tilde{\Omega} \setminus D) + \mu(\tilde{\Omega} \cap D)$$

$$= P(\tilde{\Omega}) + \mu(\tilde{\Omega}) = \mathcal{F}(\tilde{\Omega}).$$

For the case of local supersolutions, it is enough to consider $\tilde{\Omega}$ such that $\tilde{\Omega} \setminus D \subset \tilde{\Omega} \setminus \Omega \subset B_r(x)$ and then use the same argument as above. \hfill \Box

The following lemma is the first step in the analysis of the supersolutions for $P + \mu|\cdot|$ and shows that they are in fact open sets.

**Lemma 5.6.** Suppose that $\Omega$ is a local supersolution for the functional $\mathcal{F} = P + \mu|\cdot|$. Then:

(a) There exists a constant $c < 1$ such that

$$\frac{|B_r(x) \cap \Omega^c|}{|B_r|} \leq c, \quad \forall x \in \partial M \Omega, \quad \forall r \leq r_0,$$

where $r_0$ is as in Definition 5.2.

(b) $\Omega$ is an open set.

(c) $H_0^1(\Omega) = \tilde{H}_0^1(\Omega)$.

(d) The weak solution of the equation

$$-\Delta w_\Omega = 1 \quad \text{in} \quad \Omega, \quad w_\Omega \in H_0^1(\Omega),$$

is Hölder continuous on $\mathbb{R}^d$.

**Proof.** The proof of (a) is classical, see for instance [20]. The proof of (b) follows by (a) and the identification $\Omega = \Omega^{(1)}$ defined in (2.11). The last two claims (c) and (d) follow by (a); for (c) see [20, Proposition 4.7], and for (d), see [20, Proposition 4.6] (see the proof to be convinced that only (a) is used), which implies [20, Proposition 5.2] asserting Hölder regularity for $w_\Omega$. \hfill \Box

### 5.2. Mean curvature bounds in the viscosity sense

**Definition 5.7.** For an open set $\Omega \subset \mathbb{R}^d$ and $c \in \mathbb{R}$, we say that the **mean curvature of $\partial \Omega$ is bounded from below by $c$ in the viscosity sense** ($H_{\Omega} \geq c$), if for every open set $U \subset \Omega$ with smooth boundary and every point $x_0 \in \partial \Omega \cap \partial U$, we have that $H_U(x_0) \geq c$.

We will now show that supersolutions have bounded mean curvature in the viscosity sense.

**Proposition 5.8.** Let $\Omega \subset \mathbb{R}^d$ be an open set of finite measure. If $\Omega$ is a local supersolution for the functional $P + \mu|\cdot|$, then $H_{\Omega} \geq -\mu$ in the viscosity sense.

**Proof.** Let $U \subset \Omega$ be an open set with smooth boundary and let $x_0 \in \partial U \cap \partial \Omega$. We can suppose that $x_0 = 0$ and that $U$ is locally the epigraph of a smooth function $\phi : \mathbb{R}^{d-1} \rightarrow \mathbb{R}$ such that $\phi(0) = |\nabla \phi(0)| = 0$. We can now suppose that $\{0\} = \partial U \cap \partial \Omega$, up to replacing $U$ by a smooth set $\tilde{U} \subset U$, which is locally the epigraph of the function $\tilde{\phi}(x) = \phi(x) + |x|^4$. We now consider the family of sets $U_\epsilon = -\epsilon e_d + \tilde{U}$, where $e_d = (0, \ldots, 0, 1)$. By the choice of $\tilde{U}$, for every $r > 0$, one can find $\epsilon_0 > 0$ such that

$$U_\epsilon \setminus \Omega \subset U_\epsilon \setminus U \subset B_r,$$

for every $0 < \epsilon < \epsilon_0$.

Thus one can use the sets $\Omega_\epsilon = U_\epsilon \cup \Omega$ to test the local superminimality of $\Omega$. Let $d_\epsilon : U_\epsilon \rightarrow \mathbb{R}$ be the distance function

$$d_\epsilon(x) = \text{dist}(x, \partial U_\epsilon).$$

For small enough $\epsilon$, we have that $d_\epsilon$ is smooth in $U_\epsilon \cap B_r$, up to the boundary $\partial U_\epsilon$. By [22, Appendix B], we have that $H_U(0) = H_{U_\epsilon}(-\epsilon e_d) = \Delta d_\epsilon(-\epsilon e_d)$. If $H_U(0) < -\mu$, then for $\epsilon$ small enough, we
can suppose that $\Delta d_\varepsilon < -\mu$ in $U_\varepsilon \cap B_r$. Thus, denoting by $\nu_\Omega$ the exterior normal to a set of finite perimeter $\Omega$, we have

$$-\mu |U_\varepsilon \setminus \Omega| > \int_{U_\varepsilon \setminus \Omega} \Delta d_\varepsilon(x) \, dx$$

$$= \int_{\Omega \cap \partial U_\varepsilon} \nabla d_\varepsilon \cdot \nu_{U_\varepsilon} \, d\mathcal{H}^{d-1} - \int_{U_\varepsilon \cap \partial \Omega} \nabla d_\varepsilon \cdot \nu_\Omega \, d\mathcal{H}^{d-1} \geq P(U_\varepsilon; \Omega) - P(\Omega; U_\varepsilon),$$

which implies

$$P(\Omega) + \mu |\Omega| > P(\Omega \cup U_\varepsilon) + \mu |\Omega \cup U_\varepsilon|,$$

thus contradicting the local superminimality of $\Omega$. □

**Remark 5.9.** The converse is in general false. Indeed, the set $\Omega$ on Figure 1 has mean curvature bounded from below in the viscosity sense. On the other hand it is not a supersolution for $P + \mu |\cdot|$ since, adding a ball $B_r(x_0)$ in the boundary point $x_0 \in \partial \Omega$, decreases the perimeter linearly $P(\Omega) - P(\Omega \cap B_r) \sim r$.

The following lemma is a generalization of [20, Lemma 5.3].

**Lemma 5.10.** Suppose that $\Omega$ is an open set such that $H_\Omega \geq -\mu$ in the viscosity sense. Then the distance function $d_\Omega(x) = \text{dist}(x, \partial \Omega)$ satisfies $\Delta d_\Omega \leq \mu$ in the viscosity sense.

**Proof.** Suppose that $\varphi \in C^\infty_c(\Omega)$ is such that $\varphi \leq d_\Omega$ and suppose that $x_0 \in \Omega$ is such that $\varphi(x_0) = d_\Omega(x_0)$. In what follows, we set $t = \varphi(x_0)$, $\Omega_t = \{ \varphi > t \} \subset \{ d_\Omega > t \}$ and $n = \frac{x_0 - y_0}{|x_0 - y_0|}$, where $y_0 \in \partial D$ is chosen such that $|x_0 - y_0| = t$ (see Figure 2). We first prove that $\nabla \varphi(x_0) = n$. Indeed, on one hand the Lipschitz continuity of $d_\Omega$ gives

$$\varphi(x) - \varphi(x_0) \leq d_\Omega(x) - d_\Omega(x_0) \leq |x - x_0|,$$
and so $|\nabla \varphi|(x_0) \leq 1$. On the other hand, we have
\[ \varphi(x_0) - \varphi(x_0 + \varepsilon n) \geq d_{\Omega}(x_0) - d_{\Omega}(x_0 + \varepsilon n) = \varepsilon, \]
which gives $|\nabla \varphi|(x_0) \geq \frac{\partial \varphi}{\partial n}(x_0) = 1$.

We now notice that \( \varphi \) is concave in the direction of \( n \). Indeed
\[ \frac{\partial^2 \varphi}{\partial n^2}(x_0) = \lim_{\varepsilon \to 0^+} \frac{\varphi(x_0 + \varepsilon n) + \varphi(x_0 - \varepsilon n) - 2\varphi(x_0)}{\varepsilon^2} \]
\[ \leq \lim_{\varepsilon \to 0^+} \frac{d_{\Omega}(x_0 + \varepsilon n) + d_{\Omega}(x_0 - \varepsilon n) - 2d_{\Omega}(x_0)}{\varepsilon^2} \]
\[ \leq \lim_{\varepsilon \to 0^+} \frac{(t + \varepsilon) + (t - \varepsilon) - 2t}{\varepsilon^2} = 0. \]

Since $|\nabla \varphi|(x_0) = 1$, the level set $\Omega_t$ has smooth boundary in a neighbourhood of $x_0$ and $n = -\nu_{\Omega_t}(x_0)$ is the interior normal at $x_0 \in \partial \Omega_t$. Then we have
\[ \Delta \varphi(x_0) = \frac{\partial^2 \varphi}{\partial n^2}(x_0) - \frac{\partial \varphi}{\partial n}(x_0)H_{\Omega_t}(x_0) \leq -H_{\Omega_t}(x_0). \]

On the other hand, setting $U = t_n + \Omega_t$, we have $U \subset t_n + \{d_{\Omega} > t\} \subset \Omega$, $y_0 \in \partial U$ and $H_{\Omega}(y_0) = H_{\Omega_t}(x_0) \geq -\mu$, which gives $\Delta \varphi(x_0) \leq \mu$ and concludes the proof.

In the following proposition, we prove the main result of this section. We state it for local shape supersolutions $\Omega$, but the main ingredients of the proof are continuity of the energy function $w_\Omega$ and the fact that $H_{\Omega}$ is bounded from below in the viscosity sense.

**Proposition 5.11.** Suppose that $\Omega \subset \mathbb{R}^d$ is a local supersolution for the functional $F = P + \mu \cdot \cdot \cdot$. Then $\Omega$ is an open set and the energy function $w_\Omega$ is Lipschitz continuous on $\mathbb{R}^d$ with a constant depending only on $\mu$, the dimension $d$ and the measure $|\Omega|$.

**Proof.** Recall that, by Lemma 5.6, $\Omega$ is open and $w_\Omega$ is continuous. Let us set $w = w_\Omega$ for simplicity. Consider the function
\[ h(t) = \frac{1 - e^{-Mt}}{N}, \quad \text{where} \quad M = 1 + |\mu| \quad \text{and} \quad N = \min \left\{ \frac{M}{2} e^{-M(|\Omega|/U_d)^{1/d}}, \frac{dU_d^{2/d}}{|\Omega|^{2/d}} \right\}. \]
By construction, $h$ is $M/N$-Lipschitz continuous and is a homeomorphism $h : [0, +\infty) \to [0, 1/N]$. We will show that the following inequality holds:
\[ w(x) \leq h(d_{\Omega}(x)), \quad \forall x \in \Omega. \tag{5.2} \]
We first note that, since $\|w\|_{L^\infty} \leq \frac{|\Omega|^{2/d}}{2dU_d^{3/d}} < 1/N$ (see (2.6)) the function $h^{-1}(w)$ is well defined, positive and has the same regularity as $w$. Suppose there exists $\varepsilon > 0$ such that the function $w_\varepsilon := (w - \varepsilon)^+$ satisfies
\[ w_\varepsilon \leq h(d_{\Omega}) \quad \text{in} \quad \Omega \quad \text{and} \quad w_\varepsilon(x_0) = h(d_{\Omega}(x_0)), \quad \text{for some} \quad x_0 \in \Omega. \tag{5.3} \]
Then considering the function $u_\varepsilon = h^{-1}(w_\varepsilon)$, we get
\[ u_\varepsilon \leq d_{\Omega} \quad \text{in} \quad \Omega \quad \text{and} \quad u_\varepsilon(x_0) = d_{\Omega}(x_0). \]
By Lemma 5.10, we have $\Delta u_\varepsilon(x_0) \leq \mu$ and $|\nabla u_\varepsilon|^2(x_0) = 1$ so that
\[ -1 = \Delta w(x_0) = h''(u_\varepsilon(x_0))|\nabla u_\varepsilon|^2(x_0) + h'(u_\varepsilon(x_0))\Delta u_\varepsilon(x_0) \]
\[ \leq -\frac{M^2}{N} e^{-M u_{\varepsilon}(x_0)} + \frac{M}{N} e^{-M u_{\varepsilon}(x_0)} \mu = \frac{M}{N} (\mu - M) e^{-M u_{\varepsilon}(x_0)} \]
\[ \leq -\frac{M}{N} e^{-M u_{\varepsilon}(x_0)} \leq -2, \tag{5.4} \]
where the last inequality is due to the fact that \( u_x \leq d_\Omega \leq (|\Omega|/\omega_d)^{1/d} \) and to the definition of \( N \). Now since (5.4) is a contradiction, it implies that (5.3) cannot be true either and we therefore obtain (5.2). In particular, this gives that
\[
w(x) \leq \frac{M}{N} d_\Omega(x), \quad \forall x \in \Omega,
\]
which roughly speaking corresponds to a gradient estimate \(|\nabla w| \leq M/N\) on the boundary \( \partial \Omega \).

There are several very well known ways to extend this estimate inside \( \Omega \). We recall the method of Brezis-Sibony [10], which is an elegant way to avoid the regularity issues of \( w \) and \( \Omega \). Indeed, we recall that \( w \) is the unique minimizer in \( H^1(\Omega) \) of the functional \( J(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx - \int_\Omega u \, dx \) and we test the minimality of \( w \) against the functions
\[
w_+(x) = (w(x + s) + \frac{M}{N} |s|) \wedge w(x) \quad \text{and} \quad w_-(x) = (w(x - s) - \frac{M}{N} |s|) \vee w(x),
\]
where \( s \in \mathbb{R}^d \) is arbitrary. In fact, we can use \( w_\pm \) as test functions since \( w_\pm \leq \frac{M}{N} d_\Omega \), which gives that \( w_\pm \in H^1_0(\Omega) \). Now the inequalities \( J(w_+) \geq J(w) \) and \( J(w-) \geq J(w) \) give respectively
\[
\begin{align*}
\frac{1}{2} \int_{E_+} |\nabla w(x + s)|^2 \, dx - \int_{E_+} (w(x + s) + \frac{M}{N} |s|) \, dx &\leq \frac{1}{2} \int_{E_+} |\nabla w(x)|^2 \, dx - \int_{E_+} w(x) \, dx, \\
\frac{1}{2} \int_{E_-} |\nabla w(x - s)|^2 \, dx - \int_{E_-} (w(x - s) - \frac{M}{N} |h|) \, dx &\leq \frac{1}{2} \int_{E_-} |\nabla w(x)|^2 \, dx - \int_{E_-} w(x) \, dx,
\end{align*}
\]
where \( E_+ = \{ w_+ < w \} \) and \( E_- = \{ w_- > w \} \). Now we notice that \( E_+ = s + E_- \) and, after a change of variables, we obtain that both inequalities in (5.5) are in fact equalities which give \( J(w) = J(w_+) = J(w_-) \) and, by the strict convexity of \( J \), \( w = w_+ = w_- \). Since this is true for every \( h \in \mathbb{R}^d \), we get that \( w_\Omega \) is \( M/N \)-Lipschitz on \( \mathbb{R}^d \), and in particular this implies that \( \Omega = \{ w_\Omega > 0 \} \) is open.

The main point of this section is that the property of being a supersolution of \( P + \mu |\cdot| \) corresponds to a curvature bound, which we may then use to obtain the regularity of the solutions of some elliptic PDEs. We conclude this section with the converse implication, i.e. that the regular sets whose curvature is bounded from below are in fact local supersolutions for a functional of the form \( P + \mu |\cdot| \).

**Lemma 5.12.** Suppose that \( \Omega \subset \mathbb{R}^d \) is an open set with \( C^2 \) boundary such that \( H_\Omega \geq -\mu \). Then \( \Omega \) is a local supersolution for the functional \( F = P + \mu |\cdot| \).

**Proof.** We will prove the proposition by constructing an appropriate calibration \( \xi \). Let \( x_0 \in \partial \Omega \) and assume that in a neighbourhood \( V_{x_0} \) of \( x_0 \), \( \partial \Omega \) is the epigraph of a function \( \phi : \mathbb{R}^{d-1} \to \mathbb{R} \). Consider the function \( \xi : V_{x_0} \to \mathbb{R}^d \) defined by
\[
\xi(x_1, \ldots, x_d) = \frac{(\nabla_{d-1}\phi, -1)}{\sqrt{1 + |\nabla_{d-1}\phi|^2}}, \quad \text{where} \quad \nabla_{d-1}\phi = \left( \frac{\partial \phi}{\partial x_1}, \ldots, \frac{\partial \phi}{\partial x_{d-1}} \right).
\]
It is straightforward to check that
- \( |\xi| \leq 1 \) in \( V_{x_0} \) and the restriction of \( \xi \) to \( \partial \Omega \) is precisely the normal vector field to \( \partial \Omega \).
- a straightforward calculation gives that
\[
\text{div} \, \xi(x_1, \ldots, x_d) = \frac{\Delta_{d-1}\phi}{\sqrt{1 + |\nabla_{d-1}\phi|^2}} - \sum_{i,j=1}^{d-1} \phi_i \phi_j \phi_{ij} \left( 1 + |\nabla_{d-1}\phi|^2 \right)^{3/2} = -H_\Omega(x_1, \ldots, x_{d-1}).
\]
Since all sets of finite perimeter can be approximated by smooth sets, it is sufficient to show that the property of being a supersolution holds for \( C^2 \) sets. For an arbitrary \( C^2 \) set \( \bar{\Omega} \supset \Omega \) such that
Proposition 6.1. Let us consider $\nu_\Omega$ where $\Omega \Delta \tilde{\Omega} \subset V_{x_0}$, we get

$$P(\Omega; V_{x_0}) = \int_{\partial \Omega} \xi \cdot \nu_\Omega d\mathcal{H}^{d-1} = \int_{\partial \tilde{\Omega}} \xi \cdot \nu_{\tilde{\Omega}} d\mathcal{H}^{d-1} + \int_{\tilde{\Omega} \setminus \Omega} \text{div} \xi \, dx$$

$$\leq P(\tilde{\Omega}; V_{x_0}) + \int_{\tilde{\Omega} \setminus \Omega} \text{div} \xi \, dx \leq P(\tilde{\Omega}; V_{x_0}) + \mu |\tilde{\Omega} \setminus \Omega|,$$

where $\nu_\Omega$ and $\nu_{\tilde{\Omega}}$ are the exterior normals to $\Omega$ and $\tilde{\Omega}$. Thus $\Omega$ is a local supersolution for $\mathcal{F}$. \hfill \Box

6. Shape subsolutions for functionals involving the perimeter

In this section, we prove the following proposition.

Proposition 6.1. Let us consider $\mathcal{G} : \mathcal{B}(\mathbb{R}^d) \to \mathbb{R}$ to be one of the following functionals:

- $\tilde{\mathcal{G}}(\Omega) = \tilde{E}_f(\Omega)$, for $f \in L^p(D)$ with $p \in (d, \infty]$.
- $\tilde{\mathcal{G}}(\Omega) = F(\lambda_1(\Omega), \ldots, \lambda_k(\Omega))$, where the function $F : \mathbb{R}^k \to \mathbb{R}$ is locally Hölder continuous with exponent $\beta > 0$.

Suppose that $\Omega^* \subset \mathbb{R}^d$ is an open set of finite Lebesgue measure such that the energy function $w_{\Omega^*}$, solution of (c), is Lipschitz continuous on $\mathbb{R}^d$, and satisfies:

$$P(\Omega^*) + \tilde{\mathcal{G}}(\Omega^*) + \mu|\Omega^*| \leq P(\Omega) + \tilde{\mathcal{G}}(\Omega) + \mu|\Omega|,$$

for every measurable set $\Omega \subset \Omega^*$, \hfill (6.1)

for some fixed $\mu \in \mathbb{R}$.

Then $\Omega^*$ is a local interior quasi-minimizer of the perimeter with an exponent $d\beta$ where $\beta = 1 - 1/p$ if $\tilde{\mathcal{G}} = \tilde{E}_f$ and $\beta$ is the Hölder exponent of $F$ if $\tilde{\mathcal{G}}(\Omega) = F(\lambda_1(\Omega), \ldots, \lambda_k(\Omega))$. Thus there are constants $r_0 > 0$ and $C > 0$ such that

$$P(\Omega^*) \leq P(\Omega) + Cr^d\beta,$$

for every measurable $\Omega \subset \Omega^*$ with $\Omega^* \Delta \Omega \subset B_r(x_0)$ for some $r < r_0$ and $x_0 \in \mathbb{R}^d$.

Proof. It is sufficient to apply Lemma 6.5 and Lemma 6.11. \hfill \Box

Remark 6.2. In the case where $\tilde{\mathcal{G}} = F(\lambda_1, \ldots, \lambda_k)$, for $F : \mathbb{R}^k \to \mathbb{R}$ which is locally Lipschitz continuous, this result was proved in [20] in the particular case $\mu = 0$.

The sets that satisfy an inequality of the form (6.1) are called shape subsolutions. More generally, let $\mathcal{A}$ be a family of sets and $\mathcal{F} : \mathcal{A} \to \mathbb{R}$ a given functional on $\mathcal{A}$.

Definition 6.3. We say that the set $\Omega \subset \mathcal{A}$ is a subsolution for $\mathcal{F}$, if the following sub-optimality condition holds:

$$\mathcal{F}(\Omega) \leq \mathcal{F}(U), \quad \text{for every set } U \in \mathcal{A} \quad \text{such that } U \subset \Omega.$$

In what follows, we will suppose that $\mathcal{A}$ is the family of measurable subsets of $\mathbb{R}^d$. We will deduce some qualitative properties of a set $\Omega \subset \mathbb{R}^d$, assuming that $\Omega$ is only a subsolution for a functional of the form $\mathcal{F}(\Omega) = P(\Omega) + \mathcal{G}(\Omega)$, where $\mathcal{G}$ is an energy or spectral functional. In order to obtain a general theory, easy to handle, we introduce the notion of a $\gamma$-Hölder functional in order to transfer the sub-optimality information of the functional $\mathcal{G}$ to the Dirichlet energy $\tilde{E}_1$. We then study the qualitative properties of the sets $\Omega$, satisfying a suitable sub-optimality condition involving the perimeter $P$ and the Dirichlet energy $\tilde{E}_1$.

\footnote{Here $\gamma$-Hölder refers to the topology of $\gamma$-convergence, see [13], and not to the value of the Hölder exponent}
6.1. Decreasing \(\gamma\)-Hölder functionals.

**Definition 6.4.** We say that the decreasing functional \(G : \mathcal{B}(\mathbb{R}^d) \rightarrow \mathbb{R}\) is

- \(\gamma\)-Hölder, if there is a constant \(\beta > 0\) such that, for every \(\Omega \subset \mathbb{R}^d\) of finite Lebesgue measure, there exists a constant \(C > 0\) with the following property:

\[
G(U) - G(\Omega) \leq C \left( \tilde{E}_1(U) - \tilde{E}_1(\Omega) \right)^\beta, \quad \forall U \subset \Omega. \tag{6.2}
\]

- locally \(\gamma\)-Hölder, if there is a constant \(\varepsilon > 0\) such that (6.2) holds for the measurable sets \(U \subset \Omega\) with \(\tilde{E}_1(U) - \tilde{E}_1(\Omega) \leq \varepsilon\).

**Lemma 6.5.** Suppose that \(p > d/2\) and that \(f \in L^p(\mathbb{R}^d)\) is a given function. Then, the functional \(\tilde{E}_f : \mathcal{B}(\mathbb{R}^d) \rightarrow \mathbb{R}\) is \(\gamma\)-Hölder. More precisely, for any measurable set \(\Omega \subset \mathbb{R}^d\) of finite Lebesgue measure, we have

\[
\tilde{E}_f(U) - \tilde{E}_f(\Omega) \leq C \|f\|_{L^p}^\beta \left( \tilde{E}_1(U) - \tilde{E}_1(\Omega) \right)^\beta, \quad \forall U \subset \Omega,
\]

where \(\beta = (1 - 1/p)\) and \(C\) is a constant depending on the exponent \(p\), the dimension \(d\) and the measure \(|\Omega|\).

**Proof.** We first note that we can suppose that \(f\) is nonnegative, since the inequality

\[
\tilde{E}_f(U) - \tilde{E}_f(\Omega) \leq \tilde{E}_{|f|}(U) - \tilde{E}_{|f|}(\Omega)
\]

holds. Indeed, using the definition of \(\tilde{E}_f\) and the positivity of the operator \(R_\Omega - R_U\) (which follows by the inclusion \(U \subset \Omega\)), we have

\[
\tilde{E}_f(U) - \tilde{E}_f(\Omega) = \frac{1}{2} \int_\Omega f(R_\Omega(f) - R_U(f)) \, dx
\]

\[
= \frac{1}{2} \int_\Omega f_+(R_\Omega(f) - R_U(f)) \, dx + \frac{1}{2} \int_\Omega f_-(R_\Omega(-f) - R_U(-f)) \, dx
\]

\[
\leq \frac{1}{2} \int_\Omega f_+(R_\Omega(f_+) - R_U(f_+)) \, dx + \frac{1}{2} \int_\Omega f_-(R_\Omega(f_-) - R_U(f_-)) \, dx
\]

\[
\leq \tilde{E}_{|f|}(U) - \tilde{E}_{|f|}(\Omega).
\]

Since we can suppose \(f \geq 0\), we have \(R_\Omega(f) - R_U(f) \geq 0\). We now use an estimate from the proof of [12, Lemma 3.6], which we sketch for the sake of completeness. For every nonnegative \(\phi \in L^p(\Omega)\), we have

\[
\int_\Omega |R_\Omega(\phi) - R_U(\phi)|^p \, dx \leq \|R_\Omega(\phi) - R_U(\phi)\|_{L^\infty}^{p-1} \int_\Omega (R_\Omega(\phi) - R_U(\phi)) \, dx
\]

\[
= \|R_\Omega(\phi) - R_U(\phi)\|_{L^\infty}^{p-1} \int_\Omega \phi (R_\Omega(1) - R_U(1)) \, dx
\]

\[
\leq \|R_\Omega(\phi) - R_U(\phi)\|_{L^\infty}^{p-1} \|\phi\|_{L^p} \|R_\Omega(1) - R_U(1)\|_{L^p}.
\]

Now, using the estimate (2.5) that we recall here:

\[
\|R_\Omega(\phi)\|_{L^\infty} \leq \frac{C_d}{2/d - 1/p} |\Omega|^{2/d - 1/p} \|\phi\|_{L^p},
\]

we get from a duality argument that there is a constant \(C\) depending on \(d, p\) and \(|\Omega|\) such that

\[
\|R_\Omega - R_U\|_{L^p(\Omega);L^p(\Omega)} \leq C \|R_\Omega(1) - R_U(1)\|_{L^p}^{1/p}.
\]

Now, since \(R_\Omega - R_U\) is a continuous self-adjoint operator on \(L^2(\Omega)\), we get that

\[
\|R_\Omega - R_U\|_{L^{p'}(\Omega);L^{p'}(\Omega)} \leq C \|R_\Omega(1) - R_U(1)\|_{L^{p'}}^{1/p}.
\]
We can now estimate the difference of the energies as follows:
\[
\tilde{E}_f(U) - \tilde{E}_f(\Omega) = \frac{1}{2} \int_\Omega f(R_\Omega(f) - R_U(f)) \, dx \leq \frac{1}{2} \|f\|_{L^p} \|f\|_{L^{p'}} \|R_\Omega - R_U\|_{L(L^{p'}(\Omega), L^{p'}(\Omega))} \\
\leq \frac{C}{2} \|f\|_{L^p} \|R_\Omega(1) - R_U(1)\|_{L^{p'}}^{1/p},
\]
which concludes the proof. □

**Lemma 6.6.** Suppose that \( F : \mathbb{R}^k \to \mathbb{R} \) is a locally Hölder continuous function with exponent \( \beta > 0 \). Then the functional \( \tilde{G} : \mathcal{B}(\mathbb{R}^d) \to \mathbb{R} \) defined as
\[
\tilde{G}(\Omega) := F(\tilde{\lambda}_1(\Omega), \ldots, \tilde{\lambda}_k(\Omega)),
\]
is locally \( \gamma \)-Hölder with the same Hölder exponent as \( F \), i.e.
\[
\tilde{G}(U) - \tilde{G}(\Omega) \leq C(\tilde{E}_1(U) - \tilde{E}_1(\Omega))^{\beta}, \quad \forall U \subset \Omega \quad \text{s.t.} \quad \tilde{E}_1(U) - \tilde{E}_1(\Omega) \leq \varepsilon,
\]
where \( C \) and \( \varepsilon \) are constants depending on \( d, k, \tilde{\lambda}_k(\Omega), |\Omega| \) and \( \beta \).

**Proof.** Let \( \Omega \subset \mathbb{R}^d \) be a given measurable set of finite measure and let \( U \subset \Omega \). By [11, Lemma 3], we have the estimate
\[
\forall i \in [1, k], \quad \tilde{\lambda}_i(\Omega)^{-1} - \tilde{\lambda}_i(U)^{-1} \leq C_B(\tilde{E}_1(U) - \tilde{E}_1(\Omega)),
\]
where \( C_B \) is a constant depending on the dimension \( d, k, \lambda_k(\Omega) \) and the measure \( |\Omega| \).

By the local Hölder continuity of \( F \), we have constants \( C_F > 0 \) and \( \beta > 0 \) such that
\[
F(\tilde{\lambda}_1(U), \ldots, \tilde{\lambda}_k(U)) - F(\tilde{\lambda}_1(\Omega), \ldots, \tilde{\lambda}_k(\Omega)) \leq C \sum_{i=1}^k (\tilde{\lambda}_i(U) - \tilde{\lambda}_i(\Omega))^{\beta}
\]
\[
= C_F \sum_{i=1}^k \tilde{\lambda}_i(U)^{\beta} \tilde{\lambda}_i(\Omega)^{-\beta} (\tilde{\lambda}_i(\Omega)^{-1} - \tilde{\lambda}_i(U)^{-1})^{\beta}
\]
\[
\leq C_F C_B^{\beta} \sum_{i=1}^k \tilde{\lambda}_i(U)^{\beta} \tilde{\lambda}_i(\Omega)^{-\beta} (\tilde{E}_1(U) - \tilde{E}_1(\Omega))^{\beta}
\]
\[
\leq C_F C_B^{\beta} C_F^{\beta} \tilde{\lambda}_k(\Omega)^{2\beta} (\tilde{E}_1(U) - \tilde{E}_1(\Omega))^{\beta},
\]
where the last inequality holds for \( U \subset \Omega \) such that \( C_B(\tilde{E}_1(U) - \tilde{E}_1(\Omega)) \leq \tilde{\lambda}_1(\Omega)/2 \). □

### 6.2. Boundedness of the subsolutions.

In this section, we prove:

**Proposition 6.7.** Suppose that the measurable set of finite measure \( \Omega^* \subset \mathbb{R}^d \) is a subsolution for the functional \( P + \tilde{G} + \mu |\cdot| \), where \( \mu \in \mathbb{R} \), \( \tilde{G} = E_f \) with \( f \in L^p(\mathbb{R}^d) \) and \( p > d \), or \( \tilde{G} = F(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_k) \) with \( F : \mathbb{R}^k \to \mathbb{R} \) being locally Hölder continuous with exponent \( \beta > 1 - \frac{1}{d} \). Then \( \Omega^* \) is bounded. In particular, solutions to (3.1) when \( D = \mathbb{R}^d \) are bounded.

**Proof.** The first part of this result is a consequence of the next two lemmas and Section 6.1, and the last part follows by applying Proposition 4.1 asserting that solutions to (3.1) are subsolutions to \( P + \tilde{G} + \mu |\cdot| \). □

The following lemma is implicitly contained in [20, Lemma 3.7] and was proved in [15] for general capacitary measures. We state here the result in the case of measurable sets, though we do not reproduce the proof which is exactly similar.

**Lemma 6.8.** Suppose that \( \Omega \) is a set of finite measure and that \( H \) is a half-space in \( \mathbb{R}^d \). Then we have
\[
\tilde{E}_1(\Omega \cap \Omega) - \tilde{E}_1(\Omega) \leq \sqrt{2} \|w_{\Omega}\|_{\infty} \int_{\partial H} w_{\Omega} \, d\mathcal{H}^{d-1} - \frac{1}{2} \int_{H^c} |\nabla w_{\Omega}|^2 \, dx + \int_{H^c} w_{\Omega} \, dx,
\]
where \( w_{\Omega} \) is the energy function on \( \Omega \).
Lemma 6.9. Consider a constant $\beta \in \left(1 - \frac{1}{d}, 1\right]$, where $d$ is the dimension of the space. Suppose that $\Omega \subset \mathbb{R}^d$ is a measurable set such that
\[
P(\Omega) - P(U) \leq \Lambda \left( E_1(U) - E_1(\Omega) \right)^\beta + \mu |\Omega \setminus U|, \quad \forall U \subset \Omega \quad \text{such that} \quad E_1(U) - E_1(\Omega) \leq \varepsilon, \tag{6.3}
\]
where $\Lambda > 0$, $\varepsilon > 0$ and $\mu \geq 0$ are given constants. Then $\Omega$ is bounded.

Proof. For every $t \in \mathbb{R}$, we set $H_t = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : x_1 < t\}$. We notice that Lemma 6.8 implies that, for $t$ large enough, $E_1(\Omega \cap H_t) - E_1(\Omega) \leq \varepsilon$. We now use $\Omega \cap H_t$ to test (6.3). By Lemma 6.8 and the bound $\|w_\Omega\|_{\infty} \leq C_d|\Omega|^{2/d}$, we have
\[
P(\Omega; H_t^c) - P(H_t; \Omega) \leq \Lambda C \left( P(H_t; \Omega) + |\Omega \setminus H_t| \right)^\beta + \mu |\Omega \setminus H_t| \tag{6.4}
\]
where $C$ is a constant depending only on the dimension $d$, $\beta$ and $|\Omega|$. On the other hand, by the isoperimetric inequality for $\Omega \setminus H_t$, we get
\[
|\Omega \setminus H_t|^{\frac{d-1}{d}} \leq C_d P(\Omega; H_t^c) + P(H_t; \Omega), \tag{6.5}
\]
for a dimensional constant $C_d > 0$. Substituting the estimate for $P(\Omega; H_t^c)$ from (6.4) in (6.5), we get
\[
|\Omega \setminus H_t|^{\frac{d-1}{d}} \leq 2C_d P(H_t; \Omega) + \Lambda C P(H_t; \Omega)^\beta + \Lambda C |\Omega \setminus H_t|^\beta + \mu C_d |\Omega \setminus H_t|.
\]
Now setting $\varphi(t) := |\Omega \setminus H_t|$, we have that $\varphi'(t) = -P(H_t; \Omega)$. Taking in consideration the fact that $\varphi(t) \to 0$ and $|\varphi'(t)| \leq P(H_t; \Omega) \to 0$, as $t \to \infty$, we get that for some large $t_0$ we have
\[
\varphi(t)^{\frac{d-1}{d}} \leq -\Lambda \frac{1}{\beta d} C\varphi'(t), \quad \forall t \geq t_0,
\]
where $C$ depends on $d$, $\beta$ and $|\Omega|$. Then, since $\frac{d-1}{\beta d} < 1$ and $\varphi(t_0) \leq |\Omega|$, we have
\[
\varphi(t) \leq \left( |\Omega|^{1 - \frac{d-1}{\beta d}} - (1 - \frac{d-1}{\beta d}) \Lambda \frac{1}{\beta d} C(t - t_0) \right)^{-\frac{d}{d-1}},
\]
and so, $\varphi(t) = 0$, for $t \geq t_0 + CA^{-1/\beta}$, where $C$ depends on $d$, $\beta$ and $|\Omega|$. Repeating the argument in every direction, we obtain the boundedness of $\Omega$. \hfill \Box

6.3. Interior quasi-minimality for subsolutions with Lipschitz energy function. The following lemma was proved by Alt and Caffarelli [1] for harmonic functions and is implicitly contained in [16]. The more general statement for capacitary measures can be found in [31].

Lemma 6.10. Let $\Omega \subset \mathbb{R}^d$ be a set of finite measure. Then there exist constants $C_d$, depending only on the dimension $d$ such that, for each ball $B_r(x_0) \subset \mathbb{R}^d$, we have the following estimate for the energy function $w_\Omega$,
\[
E_1(\Omega \setminus B_r(x_0)) - E_1(\Omega) \leq C_d \left( r + \frac{\|w_\Omega\|_{L^\infty(B_r(x_0))}}{2r} \right) \int_{\partial B_r(x_0)} w_\Omega d\mathcal{H}^{d-1} + \int_{B_r(x_0)} w_\Omega dx.
\]

This estimate leads to the following result:

Lemma 6.11. Consider an open set $\Omega \subset \mathbb{R}^d$ such that
\[
P(\Omega) - P(U) \leq \Lambda \left( E_1(U) - E_1(\Omega) \right)^\beta + \mu |\Omega \setminus U|, \quad \forall U \subset \Omega \quad \text{such that} \quad E_1(U) - E_1(\Omega) \leq \varepsilon, \tag{6.6}
\]
where $\Lambda > 0$, $\beta > 0$, $\varepsilon > 0$ and $\mu \geq 0$ are given constants. If the energy function $w_\Omega \in H^1(\mathbb{R}^d)$ is Lipschitz continuous on $\mathbb{R}^d$, then there are constants $r_0 > 0$, depending on $d$, $\varepsilon$, $|\Omega|$, and $C > 0$ such that the following interior quasi-minimality condition holds:
\[
P(\Omega) \leq P(U) + Cr^{\beta \lambda} + \mu \omega_dr, \quad \forall U \⊂ \Omega \quad \text{such that} \quad \Omega \setminus U \subset B_r(x_0) \quad \text{for some} \quad x_0 \in \partial \Omega.
\]
Proof. By Lemma 6.10, for \( r_0 \) small enough, we have \( \bar{E}_1(\Omega \setminus B_{r_0}(x_0)) - \bar{E}_1(\Omega) \leq \varepsilon \). Thus, we can use any set \( U \subset \Omega \), such that \( \Omega \setminus U \subset B_r(x_0) \subset B_{r_0}(x_0) \), to test (6.6). Indeed, we have

\[
P(\Omega) - P(U) \leq \Lambda\left(\bar{E}_1(U) - \bar{E}_1(\Omega)\right)^\beta + \mu|\Omega \setminus U|
\]

\[
\leq \Lambda\left(\bar{E}_1(\Omega \setminus B_r(x_0)) - \bar{E}_1(\Omega)\right)^\beta + \mu|\Omega \cap B_r(x_0)|
\]

\[
\leq \Lambda \left[ \left( r + \frac{\|w_\Omega\|_{L^\infty(B_{2r}(x_0))}}{2r} \right) \int_{\partial B_r(x_0)} w_\Omega \, d\mathcal{H}^{d-1} + \int_{B_r(x_0)} w_\Omega \, dx \right]^\beta + \mu \omega_d r^d
\]

\[
\leq \Lambda (d \omega_d(r_0 + L)L + \omega_d r_0 L)^\beta r^{d\beta} + \mu \omega_d r^d,
\]

where \( L \) is the Lipschitz constant of \( w_\Omega \).

\( \square \)

7. Proof of Theorem 1.1

Consider first the shape optimization problem

\[
\min \left\{ P(\Omega) + \bar{G}(\Omega) : \Omega \subset D \text{ measurable}, |\Omega| = m \right\},
\]

(7.1)

where the box \( D \) is a bounded open set in \( \mathbb{R}^d \) with \( C^2 \) boundary or \( D = \mathbb{R}^d \).

(1) By Proposition 3.1, there is a solution \( \Omega^* \) of (7.1).

(2) By Proposition 4.1, there are some \( \Lambda > 0 \) and \( r > 0 \) such that \( \Omega^* \) is a solution of the problem

\[
\min \left\{ P(\Omega) + \bar{G}(\Omega) + \Lambda||\Omega| - m|| : \Omega \subset D \text{ measurable}, \text{diam}(\Omega \Delta \Omega^*) \leq r \right\}.
\]

(3) In particular, due to the monotonicity of \( \bar{G} \) with respect to the set inclusion, we have that, for every \( \Omega \subset D \) with \( \Omega^* \subset \Omega \)

\[
P(\Omega^*) + \Lambda|\Omega^*| \leq P(\Omega) + \Lambda|\Omega|,
\]

i.e. the conditions of Proposition 5.1 are satisfied and in particular the torsion function \( w_\Omega \)-is Lipschitz continuous.

(4) On the other hand, if \( \Omega \subset \Omega^* \), then

\[
P(\Omega^*) + \bar{G}(\Omega^*) - \Lambda|\Omega^*| \leq P(\Omega) + \bar{G}(\Omega) - \Lambda|\Omega|.
\]

Then the conditions of Proposition 6.1 are satisfied and, in particular, \( \Omega^* \) is a local interior quasi-minimizer of the perimeter with some exponent \( d\beta \in (d - 1, d] \).

(5) Thus, for a generic set \( \Omega \) such that \( \Omega \Delta \Omega^* \) is contained in a ball of sufficiently small radius \( r > 0 \), we can apply Proposition 5.1 and Proposition 6.1 and obtain that

\[
P(\Omega) \geq P(\Omega \cap \Omega^*) + P(\Omega \cup \Omega^*) - P(\Omega^*)
\]

\[
\geq P(\Omega^*) - C_r d\beta + P(\Omega^*) - \Lambda|B_r| - P(\Omega^*) \geq P(\Omega^*) - C_r d\beta.
\]

This proves that \( \Omega^* \) is a local quasi-minimizer of the perimeter. Therefore, it is bounded and satisfies the regularity property (1.4). In particular \( \bar{G}(\Omega^*) = G(\Omega^*) \).

(6) Let now \( \Omega \) be a generic open set of measure \( m \) in \( D \). Then we have

\[
P(\Omega) + G(\Omega) \geq P(\Omega) + \bar{G}(\Omega) \geq P(\Omega^*) + \bar{G}(\Omega^*) = P(\Omega^*) + G(\Omega^*),
\]

which proves that \( \Omega^* \) is a solution of (1.9).

On the other hand, if \( \Omega \) is another solution of (1.9), then

\[
P(\Omega) + G(\Omega) \leq P(\Omega^*) + G(\Omega^*) = P(\Omega^*) + \bar{G}(\Omega^*) \leq P(\Omega) + \bar{G}(\Omega) \leq P(\Omega) + G(\Omega),
\]
which proves that $\Omega$ is also a solution of (7.1). Therefore, it enjoys the same regularity properties of $\Omega^\ast$.

\[\Box\]
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