Mixture Domain Adaptation to Improve Semantic Segmentation in Real-World Surveillance
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Abstract

Various tasks encountered in real-world surveillance can be addressed by determining posteriors (e.g. by Bayesian inference or machine learning), based on which critical decisions must be taken. However, the surveillance domain (acquisition device, operating conditions, etc.) is often unknown, which prevents any possibility of scene-specific optimization. In this paper, we define a probabilistic framework and present a formal proof of an algorithm for the unsupervised many-to-infinity domain adaptation of posteriors. Our proposed algorithm is applicable when the probability measure associated with the target domain is a convex combination of the probability measures of the source domains. It makes use of source models and a domain discriminator model trained off-line to compute posteriors adapted on the fly to the target domain. Finally, we show the effectiveness of our algorithm for the task of semantic segmentation in real-world surveillance. The code is publicly available at https://github.com/rvandeghen/MDA.

1. Introduction

Applying artificial intelligence methods to real-world surveillance requires taking into account the specificity of the considered scene. In this paper, we address this issue by computing posteriors, which are probabilities related to the content of the scene. For example, for the task of semantic segmentation, the posteriors are the conditional probabilities of the semantic classes (the hypotheses) given a pixel from an image (an evidence).
There are three main reasons for focusing on posteriors: (1) they help interpret results compared to hard decisions (e.g., classifying an object with some degree of confidence rather than simply claiming it belongs to a class), (2) they enable optimal decisions for most common criteria (e.g., maximizing the posteriors for the accuracy or maximizing the likelihoods for the balanced accuracy), and (3) they allow to adapt to the specific domain of a scene, as demonstrated in this paper.

In general, the domains are rarely known in advance, which prevents any possibility of scene-specific optimization. Indeed, the domains depend on the choices made for the data acquisition (e.g., where the camera is installed or when the videos or images are captured) as well as on the distribution of scenarios that can occur (e.g., varying weather or lighting conditions). Furthermore, in some applications, the domains may change over time, making it even more challenging to take into account the specificity of the scene. This typically occurs when the surveillance cameras are onboard of moving vehicles.

When dealing with multiple domains, a training dataset can be collected in each domain. Common but oversimplified assumptions are that the testing distribution (referred to as the target domain) is a fixed mixture of the various training datasets (referred to as the source domains) and that the mixture parameters are known in advance. Under these assumptions, it is reasonable to mix the various training datasets before training the models. This, however, is impossible in most real-world cases as the mixture parameters depend on the target domain which is unknown at learning time. An on-the-fly and unsupervised domain adaptation is therefore required for the sake of flexibility.

In this paper, we propose an algorithm that makes use of source models and a domain discriminator model trained off-line to obtain posteriors adapted on the fly to the target domain. We present a formal proof of this algorithm that is interpretable and runs in real time. Its effectiveness is shown experimentally for the task of semantic segmentation in real-world surveillance.

**Contributions.** Our contributions are as follows. (i) We define a probabilistic framework for a particular unsupervised mixture domain adaptation problem. (ii) Based on this framework, we present a formal proof of an unsupervised algorithm to adapt the posteriors on the fly for a changing target domain. (iii) We compare our algorithm with common posterior combination heuristics and show its superiority on several real-world surveillance datasets.

### 2. Related work

Hereafter, we present the related work first on unsupervised domain adaptation and second on semantic segmentation, with some references specific to the field of real-world surveillance.

#### Unsupervised domain adaptation

Domain adaptation aims at transferring knowledge from source domains to unseen target domains and alleviating the impact of domain shift in data distributions [1]. An even more challenging scenario arises when no label is available in the target domains; this is called unsupervised domain adaptation [2]. Domain shifts, which are defined as a change in the data distribution between the training distribution of an algorithm and the inference distribution, can be categorized into three main categories [1]: (1) prior shift (a.k.a. target shift), when the priors are different but the likelihoods are identical [3]; (2) covariate shift, when the marginal probability distributions differ between the source and target domains, but not the posteriors [4]; and (3) concept shift, when data distributions remain unchanged across source and target domains, while the posteriors differ between domains [5].

A common solution to unsupervised domain adaptation consists in adding a domain discriminator to learn domain-independent features [6]. This approach needs a new training phase, making real-time predictions unfeasible. Moreover, aligning the features can reduce their discriminative power [7]. A more restrictive scenario can be investigated, in which the source domain data cannot be accessed at test-time. Liang et al. [8] freeze the classifier and learn representations from the target domains aligned to the source hypothesis. Wang et al. [9] adapt the normalization layers while minimizing the prediction entropy. Boudiaf et al. [10] propose to keep the parameters of the model unchanged to avoid collapse in case of poorly diversified batches and only correct the predictions by encouraging neighboring representations to have consistent predictions.

Other works tackle the problem of domain shifts in the case of semantic segmentation. Zhang et al. [11] suggest to use a curriculum learning approach to learn more transferable global and local properties across domains. Li et al. [12] propose a bidirectional learning framework in which a translation module and a segmentation model are trained alternatively.

In the context of multi-source semantic segmentation, unsupervised domain adaptation has been studied with some approaches generating adapted domains [13, 14] or aligning their features distribution by matching their moments [15]. He et al. [16] propose to reduce the discrepancy between domains by aligning their pixel distribution before training models in a collaborative way to share knowledge between sources. One of the closest works to ours for binary classification is presented in [17]. The authors derive posteriors from Bayes’ theorem by approximating priors with distances to each point in each source domain and likelihoods from nearest neighbor points. In our work, we address a multi-class case in a dense task, i.e., semantic segmentation. We further characterize the target domain as a mixture of the source domains.
Semantic segmentation. For the past decade, semantic segmentation has proven to be a powerful tool for global scene understanding [18, 19, 20]. To support the development of semantic segmentation networks, many annotated datasets emerged such as ADE20K [21, 22], PascalVOC2012 [23], COCO [24], or CityScapes [25]. Their availability has boosted the performance of algorithms over the years, leading to algorithms such as PSPNet [26], Mask R-CNN [27], PointRend [28], or SETR [29].

In the field of real-world surveillance, semantic segmentation can form the basis of complex downstream tasks such as urban scene characterization [30], maritime surveillance [31], water level estimation [32], low-light video enhancement [33], or super-resolution [34]. Due to the variety of scenes and downstream tasks, it is difficult to develop semantic segmentation algorithms that remain competitive without further scene-specific tuning. For instance, when placing a new surveillance camera, we need to ensure that the segmentation network will be able to perform well in this novel environment. Furthermore, the network must be robust to dynamic domain changes. Short-term changes may include illumination changes, sudden heavy rains, or different occupancy during rush hours, while long-term changes may include day-lasting heavy snow during winter or road constructions that last for months. If the network has not been trained on all those particular domains, it may simply fail to predict the correct labels and therefore lead to critical failures. Unfortunately, the networks that are robust to a wide variety of domains are often too large, may not fit in memory, may not be fast enough for real-time processing, and may require high power consumption.

One naive scene-specific adaptation consists in training a small real-time network on scene-specific data in a supervised fashion. However, this requires collecting a dataset prior to installation, which may be impractical. Also, if the domain changes dynamically, the network may be unable to adapt. As a solution, Cioppa et al. [35] propose the online distillation framework, in which a large network is used to train a small real-time network on the fly. This allows the real-time network to adapt to dynamically changing domains without requiring any manual annotation. We propose an alternative for dynamic domain adaptation by leveraging real-time networks trained on various domains.

3. Method

3.1. Probabilistic framework

Similarities and differences between domains. By assumption, all domains share a measurable space $(\Omega, \Sigma)$, where $\Omega$ is a non-empty set (the sample space, or universe) and $\Sigma \subseteq \Omega^2$ is a $\sigma$-algebra on it (the event space). They also share a non-empty set of evidences, $E \subseteq \Sigma$, and a non-empty set of hypotheses, $H \subseteq \Sigma$. The differences between the various domains stand in the probability measures. We denote the one associated with the domain $d$ by $P_d$.

Bayesian inference. This task consists in determining the posterior $P(H \mid E)$ for any given hypothesis $H \in \mathbb{H}$ and any given evidence $E \in \mathbb{E}$. In the following, entities performing this task are called models. In some cases, exact models $f_H : \mathbb{E} \to \mathbb{R} : E \mapsto P(H \mid E)$ can be established theoretically. In Section 3, we relax this constraint and assume that the models are exact up to a target shift, i.e., $f^*_H : \mathbb{E} \to \mathbb{R} : E \mapsto P^*(H \mid E)$, the probability measures $P$ and $P^*$ having equal likelihoods:

$$P(E \mid H) = P^*(E \mid H) \quad \forall E \in \mathbb{E}, \forall H \in \mathbb{H}. \quad (1)$$

In case of non-zero priors, one can recover an exact model by applying a correction, called target shift, to the output $P^*(H \mid E)$. When $\mathbb{H}$ forms a partition of $\Omega$, this correction [3, 36] can be written as

$$P(H \mid E) = \frac{P(H \mid E)}{\sum_{H \in \mathbb{H}} P(H \mid E)} P^*(H \mid E). \quad (2)$$

Geometric representation. When $\mathbb{H}$ is finite and forms a partition of $\Omega$, priors and posteriors can be represented by points in any non-degenerated Euclidean simplex in $|\mathbb{H}|-1$ dimensions (e.g., a point, a segment, a triangle, a tetrahedron). After establishing a bijection between its vertices and $\mathbb{H}$, the probability relative to the hypothesis $H$ (either the prior or the posterior) can be obtained by projecting the point on the axis that passes through the vertex $H$ and that is orthogonal to its opposite face, the probability being equal to 0 on the face and to 1 at the vertex.

Decision-making. In any domain $d$, making a decision for a given evidence $E$ comes to choose a hypothesis based on the posteriors $P_d(H \mid E)$ $\forall H \in \mathbb{H}$. Together, the Bayesian inference and the decision-making form a function $E \to \mathbb{H}$. We recall two standard decision-making strategies.

- **MAP (maximum a posteriori)** selects the hypothesis with the highest posterior. MAP has a discontinuity where the hypotheses are equally likely given the evidence. It maximizes the probability of making a correct decision, i.e., the accuracy.
- **MLE (maximum likelihood estimation)** selects the hypothesis with the highest likelihood (or, equivalently, the highest posterior to prior ratio). MLE has a discontinuity where posteriors and priors are equal, i.e., when the evidence provides no information about the hypotheses. It maximizes the balanced accuracy.

As shown in Figure 2, both strategies partition the Euclidean simplex into $|\mathbb{H}|$ convex parts. These two strategies are related to each others by the fact that the balanced accuracy corresponds to the accuracy after shifting the priors to equally likely hypotheses.
pre-computed for source domains. Consequently, the pri-
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distributions as $P_{d_{T}}(E | H) = \sum_{k=1}^{n} \lambda_{k} P_{d_{S_{k}}}(E | H)$ with $\omega_{k,H} = \lambda_{k} P_{d_{S_{k}}}(H)/P_{d_{T}}(H)$, $\forall E \in \mathbb{E}$ and $\forall H \in \mathbb{H}$. Therefore, the domain adaptation problem studied here is a sub-case of a more general one in which the target likelihoods are mixtures of fixed components (in our case, the likelihoods in the source domains), the component weights and the target priors being known only at runtime. Some theoretical and experimental results for that on-the-fly domain adaptation problem can be found in [36], in the very specific case of two-class classifiers.

3.3. Problem analysis and theoretical solution

Let us consider any evidence $E$ such that $P_{d_{T}}(E) \neq 0$. From Equation 3 and using probability theory, we can derive an exact formula to compute $P_{d_{T}}(H | E)$ in any target domain $d_{T} \in \mathbb{D}_{T}$. We have, $\forall H \in \mathbb{H}$,

$$P_{d_{T}}(H | E) = \sum_{d_{S_{k}} \in \Phi(E)} \omega_{k,E} P_{d_{S_{k}}}(H | E)$$

with

$$\Phi(E) = \{d_{S} \in \mathbb{D}_{S} : P_{d_{S}}(E) \neq 0\} \neq \emptyset$$

and

$$\omega_{k,E} = \frac{\lambda_{k} P_{d_{S_{k}}}(E)}{\sum_{k'=1}^{n} \lambda_{k'} P_{d_{S_{k'}}}(E)}.$$  

In the following, we pose $\omega_{E} = (\omega_{1,E}, \omega_{2,E}, \ldots, \omega_{n,E})$. From Equation 4, we see that $\omega_{E} \in \Delta_{n-1}$.

One recognizes in Equation 4 the distribution weighted combining rule proposed by Mansour et al. in [37]. The theoretical analysis performed in that paper shows that this combination rule behaves well when the posteriors in the source domains are affected by a bounded uncertainty.

3.3.1 Motivation for determining $\omega_{E}$

In general, $P_{d_{T}}(H | E)$ cannot be determined based only on $\lambda_{k}$ and $P_{d_{S_{k}}}(H | E)$, $\forall i \in \{1, 2, \ldots, n\}$. This is because, unless some $\lambda_{k}$ are null, the vector $\omega_{E}$ can sweep the complete probabilistic simplex $\Delta_{n-1}$. Therefore, the posteriors for the target domain can be anywhere within the convex hull of the posteriors for the source domains $d_{S_{k}}$ such that $d_{S_{k}} \in \Phi(E)$ and $\lambda_{k} > 0$. Figure 3 shows this uncertainty for $|\mathbb{H}| = 3$.

Since MAP is independent of the priors, one can show, by a convexity argument, that, if the decisions are the same in all source domains, then it is also the same in the target domain. Computing $\omega_{E}$ is necessary only when the decisions taken in the source domains are contradictory.

On the contrary, since MLE depends on the priors, the decision made in the target domain can be other than the decisions made in the source domains. In particular, if the decisions are the same in all source domains, then the decision in the target domain could be different.
3.3.2 Determination of \(\omega_E\)

In order to establish a way of computing \(\omega_E\), we start by giving a probabilistic meaning to it. To this aim, we introduce the overall measurable space \((\Omega', \Sigma')\) with \(\Omega' = \Omega \times \mathcal{D}_S\) and \(\Sigma' = \Sigma \times 2^{\mathcal{D}_S}\). We define the event \(D_{sk} = \Omega \times \{d_{sk}\}\) for the \(k\)-th source domain and, for any event \(X \in \Sigma\), we define the corresponding event \(X' = X \times \mathcal{D}_S \in \Sigma'\).

All probabilities considered until now can be written in terms of a unique probability measure \(P\) on \((\Omega', \Sigma')\). It is such that \(P(X \times \{d_{sk}\}) = \lambda_k P_{d_{sk}}(X)\) for all \(X \in \Sigma\) and for all \(d_{sk} \in \mathcal{D}_S\). For example, \(P_{d_{sk}}(X) = P(X' \mid D_{sk})\) and \(P_{d_{sk}}(X) = P(X')\), \(\forall X \in \Sigma\). Moreover, \(\lambda_k\) and \(\omega_E\) acquire a probabilistic meaning as \(\lambda_k = P(D_{sk})\) and \(\omega_k, E = P(D_{sk} \mid E)\).

Unfortunately, \(P\) cannot be used during the off-line stage because it depends on \(\lambda\). Instead, we choose to work with the following probability measure \(P^*\) on \((\Omega', \Sigma')\):

\[
P^*(X \times \{d_{sk}\}) = \kappa_k P_{d_{sk}}(X), \tag{7}
\]

\(\forall X \in \Sigma\) and \(\forall d_{sk} \in \mathcal{D}_S\), with any arbitrarily chosen vector of strictly positive weights \(\kappa = (\kappa_1, \kappa_2, \ldots \kappa_n) \in \Delta^{n-1}\).

In the same way that we assumed the existence of a model determining \(P_{d_{sk}}(H \mid E)\) for any \(E \in \mathcal{E}\) and any \(H \in \mathcal{H}\), we can also assume that it is possible to obtain a model for \(P^*(D_{sk} \mid E')\) for any given source domain and any given source domain. As \(P^*(D_{sk}) = \kappa_k\) and \(P^*(E' \mid D_{sk}) = P_{d_{sk}}(E)\), Equation 6 leads to

\[
\omega_k, E = \frac{\Delta_k P^*(D_{sk} \mid E')}{\sum_{k'=1}^{n} \frac{\lambda_{k'}}{\kappa_{k'}} P^*(D_{sk'} \mid E')}.
\]

This equation is similar to Equation 2 and can be interpreted as a prior shift for priors on the \(n\) source domains instead of priors on the \(\mathcal{H}\) hypotheses.

---

3.4. Our domain adaptation algorithm

Figure 4 shows the algorithm that we propose to compute \(P_{d_T}(H \mid E)\) on the fly for any hypothesis \(H \in \mathcal{H}\), any evidence \(E \in \mathcal{E}\), and any target domain \(d_T \in \mathcal{D}_T\).

**The off-line step.** Two types of models are obtained offline, before knowing the target domain: \(|\mathcal{D}_S|\) source models and 1 domain discriminator model. They are used to determine \(P^*_{d_{sk}}(H \mid E)\) and \(P^*(D_{sk} \mid E')\), respectively. Training the source models requires single-source labeled data. Training the domain discriminator model requires multiple-source unlabeled data. Equations 1 and 7 specify the distributions that have to be assumed by the learner.

**The on-the-fly step.** Equation 2 is applied to obtain \(P_{d_{sk}}(H \mid E)\) from \(P^*_{d_{sk}}(H \mid E)\). Moreover, knowing the target domain \(i.e\). the vector \(\lambda\), Equation 8 is applied to obtain \(\omega_k, E\) from \(P^*(D_{sk} \mid E')\). Finally, Equation 4 leads to the posterior \(P_{d_T}(H \mid E)\) in the target domain. The overall algorithm gives the flexibility to adapt the posteriors on the fly to an evolving target domain.

**Discussion.** If all the source models and the domain discriminator model are exact up to a target shift, then our algorithm behaves as an exact model for the target domain. In practice, however, models are rarely exact \(i.e\). they have noisy outputs. Taking the \(L_1\) distance to measure the errors, it can be shown that: if the error on \(\omega_E\) \((\text{over } \mathcal{D}_S)\) is bounded by \(\epsilon_{\omega_E}\) and if the error on \(P_{d_{sk}}(H \mid E)\) \((\text{over } \mathcal{H})\) is bounded by \(\epsilon_{d_{sk}}\) for all \(d_{sk} \in \mathcal{D}_S\), then the error on \(P_{d_T}(H \mid E)\) is bounded by \(\epsilon_{d_T} \leq \epsilon_{d_{sk}} + \epsilon_{\omega_E}\). In other words, the last step of the algorithm behaves well when facing noisy inputs. However, theoretically, the upstream target shift operations can amplify the noise affecting the outputs of the various models, especially when priors are low. Therefore, in the next section, we will demonstrate the practical suitability of this algorithm, in the challenging case in which some priors are low. Also, we validate the predicted posteriors after the target shifts.
4. Experiments

4.1. Experimental Setup

We evaluate and compare our domain adaptation algorithm on the semantic Segmentation task, which consists in predicting, for each pixel of an image, the semantic class of its enclosing object or region in the scene.

In accordance with the previous section, the notations are as follows. We denote the set of images by $I$, the set of pixels by $P$, and the set of semantic classes by $S$. All these sets being finite in our experimental setup, we take $\Omega = I \times P \times S$ and $\Sigma = 2^\Omega$. The evidence $E_{i,p}$ for the pixel $p$ in image $i$ is \{(i, p, s) \mid s \in S\} and the hypothesis $H_s$ for the groundtruth semantic class $s$ is \{(i, p, s) \mid i \in I, p \in P\}. Note that $\mathbb{H}$ is a partition of $\Omega$. With our notations, the semantic Segmentation task aims at choosing an element of $\mathbb{S}$, the predicted semantic class, based on the posteriors $P_d(H_s \mid E_{i,p})$.

4.1.1 Off-line choices

Our algorithm requires two types of off-line models: (1) source models and (2) a domain discriminator model. In the following, we describe each choice for these models.

**Choice of models.** Various machine learning techniques can be used as posterior estimators. In general, deep learning is suitable for predicting posteriors when the loss minimized during the training stage is carefully chosen. In particular, the cross-entropy reaches a local minimum when the domain discriminator model

\[ f_{ddm}^*: \mathbb{E} \rightarrow \Delta^{n-1}, \]

as \( f_{ddm}^*(i,p)_k = P^*(D_{S_k} \mid E_{i,p}) \) for all source domains (indexed by $k$ here).

**Validation of predicted posteriors.** The source models and the domain discriminator model are expected to be exact up to a target shift. Throughout our experiments, we systematically perform two tests to establish their trustability.

First, we compute the posteriors estimated by these models and verify (after the necessary target shifts) that these predictions correspond, in expectation, to the respective priors.

Second, we verify by visual inspection that these models are well calibrated using calibration plots following [43, 44].

4.1.2 Evaluation and comparison with heuristics

For the sake of evaluation, we simulate various target domains by mixing the test sets of the different source domains. This is achieved by weighting the images. In our experiments, all images have the same size and all test sets contain the same amount of images. Thus, we weight the images of the $k$-th test set by $\lambda_k$ to satisfy Equation 3.

We use 4 common performance scores to evaluate the quality of the semantic segmentations: the accuracy, balanced accuracy, mean IoU (macro-averaging), and balanced mean IoU. All reported results are for the decision-making strategy MAP. We compare the scores obtained with our algorithm to those obtained with the 3 following heuristics.

1. **Source models.** The first heuristic consists in using each source model separately on the target domains. For a fair comparison, we apply a target shift on the posteriors corresponding to the target domain priors following Equation 2.

2. **Random selection of source models.** The second heuristic randomly selects the decision derived from the $k$-th source model with a probability given by $\lambda_k$.

3. **Linear combination of posteriors.** The third heuristic combines linearly the posteriors provided by the source models as follows: $\sum_{k=1}^{n} \lambda_k P_{d_{S_k}}(H_s \mid E_{i,p})$. 

To estimate $\omega_{k,E}$, we train a soft discriminator to recognize the corresponding domain of each pixel. We use the same TinyNet architecture, training procedure, and hyperparameters than for training the source models. Nevertheless, we replace the number of semantic classes with the number of source domains in the output layer and the batch size by 4.

Regarding training samples, we propose a way to generate multi-domain images, inspired by the mosaic transformation presented in [42]. We combine four patches cropped from four randomly drawn images to create new training images. These choices are motivated by the wish to satisfy Equation 7 with $\kappa_k = |D_S|^{-1}$. Indeed, the cross-entropy achieves a local minimum for a pixel $p$ in an image $i$ when the domain discriminator model $f_{ddm}^*: \mathbb{E} \rightarrow \Delta^{n-1}$ gives $f_{ddm}^*(i,p)_k = P^*(D_{S_k} \mid E_{i,p})$ for all source domains (indexed by $k$ here).
4.2. Experiment with 2 source domains

In the first experiment, we consider the semantic segmentation of high-definition \((1280 \times 720)\) color images acquired by cameras installed in moving vehicles, behind the windshield. In this experiment, there are 2 source domains and 19 strongly imbalanced semantic classes.

Motivation. The semantic segmentation of such images is reputed to be a preliminary step towards autonomous vehicles. There is a native need for considering multiple domains as we expect differences in the appearance of roads, traffic signs, and cars from one country to another. Moreover, the sensors and their positioning can differ from one car to another. And, last but not least, the weather and traffic conditions can vary continuously. The authors of [45] noted a dramatic domain shift between two datasets (BDD100K [45] and Cityscapes [25]). According to their results, the semantic segmentation models perform much worse when tested on a different dataset.

Data. The source domains are represented by the datasets CityScapes (data acquired in European cities, mostly in Germany) and BDD100K (data acquired in the USA). These datasets gather color images with their respective semantic segmentation groundtruths (see Figure 5). We resized and cropped all images to \(1280 \times 720\). We also randomly split each dataset into a training set (2726 images per dataset), a validation set (250 images per dataset), and a test set (500 images per dataset).

Results. We compare the accuracy of our algorithm with the 3 heuristics in Figure 6.

The first heuristic (source models) leads to the orange (model trained on BDD100K) and blue (model trained on CityScapes) curves. When the target domain coincides with one of the source domains (both sides of the graph), the corresponding source model behaves much better than the other one. This confirms the observation made in [45] and the need for domain adaptation, as simply choosing a source model and applying it directly to a different target domain leads to a drastic decrease in performance.

The second heuristic (random selection of source models, in green) is clearly suboptimal compared to the best source model for the current target domain. It is therefore not an effective way to combine the source models.

The third heuristic (linear combination of the posteriors, in purple) reaches better performances than the two previ-
ous heuristics. This is a surprise as this simple heuristic is known to be inappropriate, by theoretical arguments [37].

Our domain adaptation algorithm (red curve) outperforms all heuristics, especially when the weight of CityScapes is above 40% in the target domain mixture.

4.3. Experiment with 4 source domains

Let us consider a second semantic segmentation task, with images acquired by fixed video surveillance traffic cameras. In this experiment, there are 4 source domains and 4 strongly imbalanced semantic classes.

Data. The four source domains are represented by the following datasets. (1) AAU RainSnow Traffic Surveillance Dataset [46] (called RainSnow) contains traffic surveillance videos in rainfall and snowfall from seven different intersections. (2) Multi-view Traffic Intersection Dataset (MTID) [47] (called MTID/Drone) contains footage of the same intersection from two different points of view. We only use the images recorded with a drone from one point of view. (3) GRAM Road-Traffic Monitoring (GRAM-RTM) dataset [48] (called GRAM-RTM/M-30-HD) consists of three videos recorded under different conditions and with different platforms. We only use one video, named M-30-HD. (4) The dataset from the Urban Tracker [49] project (called UT/Sherbrooke) contains also several videos. We only select the Sherbrooke video, filmed at the Sherbrooke/Amherst intersection in Montreal.

For each dataset, we randomly select 1299 images for the training set, 300 images for the validation set and 300 images for the test set. All images have been resized (e.g. by upsampling, downsampling, or cropping) to 1280 × 720.

Since no segmentation groundtruth is available for all of these datasets and since we need all datasets to share the same semantic classes, we use the PointRend [28] algorithm trained on the COCO [24] dataset to obtain pseudo-groundtruths. For this experiment, we consider 4 semantic classes: background, person, two wheels (bicycle and motorcycle), and four wheels (car, bus, and truck). An example of an image and its pseudo-groundtruth for each dataset is illustrated in Figure 7.

Performance analysis. Since we have 4 source domains in this experiment, it is impossible to depict the performances as we did in the first experiment. Instead, Figure 8 shows the mean behaviour over several target domains. Bar plots are provided for 4 performance scores. They are obtained by averaging the scores of our algorithm and of the heuristics over 15 target domains obtained by mixing either 1, 2, 3, or 4 source domains with equal weights. As can be seen, on average, our algorithm outperforms all heuristics, with a large margin for three of the four scores. This demonstrates the superiority of our algorithm.

5. Conclusion

In this paper, we focus on the domain adaptation problem in which the probability measure of the target domain is a convex combination of the probability measures of the source domains. We define a probabilistic framework and show that the posteriors in the target domain do not depend solely on posteriors, priors, and relative weights of the source domains. From there, we provide a theoretical proof of an algorithm to compute the posteriors for the target domain in an unsupervised way. This is particularly valuable when the target domain can change on the fly. Interestingly, this flexibility is achieved by keeping the annotated data collected in different source domains separate and by sharing only unlabeled data. Finally, we test our unsupervised domain adaptation algorithm on a semantic segmentation task in real-world surveillance, and show its superiority compared to common heuristics.
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