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Abstract—The strength of carrier-sense multiple access with collision avoidance (CSMA/CA) can be combined with that of time-division multiple access (TDMA) to enhance the channel access performance in wireless networks such as the IEEE 802.15.4-based wireless personal area networks (WPANs). In particular, the performance of legacy CSMA/CA-based medium access control (MAC) scheme in congested networks can be enhanced through a hybrid CSMA/CA-TDMA scheme while preserving the scalability property. In this paper, we present distributed and centralized channel access models which follow the transmission strategies based on Markov decision process (MDP) to access both contention period and contention-free period in an intelligent way. The models consider the buffer status as an indication of congestion provided that the offered traffic does not exceed the channel capacity. We extend the models to consider the hidden node collision problem encountered due to the signal attenuation caused by channel fading. The simulation results show that the MDP-based distributed channel access scheme outperforms the legacy slotted CSMA/CA scheme. This scheme also works efficiently in a network consisting of heterogeneous nodes. The centralized model outperforms the distributed model but requires the global information of the network.
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I. INTRODUCTION

Hybrid carrier-sense multiple access with collision avoidance (CSMA/CA) and time-division multiple access (TDMA) protocols such as the IEEE 802.15.4 standard-based medium access control (MAC) protocol [1] are useful in realizing low-power and low-rate wireless networks. TDMA is a collision-free channel access mechanism whereas CSMA/CA is a contention-based MAC protocol. TDMA is desirable to reduce collisions and to conserve power for channel access. However, CSMA/CA could be used by the wireless nodes to send the channel access request in a hybrid CSMA/CA-TDMA-based wireless network. In such a network operating in the beacon-enabled mode (e.g., IEEE 802.15.4 network), wireless nodes synchronize their superframes with the coordinator by the help of a beacon frame.

The CSMA/CA operation requires a node to perform carrier sensing to make sure that the channel is free for transmission. The node competes with other nodes during contention access period (CAP) to get access to the channel and transmit packets to the coordinator using the CSMA/CA mechanism. On the other hand, a node can transmit packets in a collision-free manner using TDMA slots during contention-free period (CFP) without using any carrier-sensing mechanism. Whenever a node requires a certain guaranteed bandwidth for transmission, the node sends a reservation request for TDMA slot by using CSMA/CA during CAP. Upon receiving the request, the coordinator first checks the availability of the TDMA slots and informs the node of the allocation of the TDMA slot. When a TDMA slot is allocated, the node can turn off its receiver circuitry during CAP and go to low power mode to save its limited battery power. Transmission using TDMA slot also reduces congestion during CAP. Although reservation-based TDMA provides collision-free transmission, a node has to transmit the reservation request successfully during CAP. Some disadvantages of using only TDMA slot-based transmissions are: i) due to the fixed frame length, the packet transmission delay increases with increasing frame length (i.e., beacon interval), ii) the channel is under-utilized when traffic demand is low, and iii) when traffic demand is high, there is only fixed amount of allocated bandwidth (or limited number of TDMA slots).

Transmissions using CSMA/CA during CAP can avoid some of the above mentioned problems of the TDMA slot-based transmissions; however, only with CAP, packet transmission requirements (e.g., throughput, energy efficiency) may not be satisfied, especially when the network is congested. For transmissions during CAP, since the nodes compete with each other to get access to the channel, the network gets congested as the network size grows. Congestion drives the network into saturation worsening the performance in terms of latency and energy-consumption. In such a scenario, the nodes may have to take multiple backoffs before attempting their transmissions. Congestion may occur during CAP even when the total packet arrival rate into the network does not exceed the flow capacity of the contention period. Hidden node collision, which is a common problem in CSMA/CA-based wireless networks, also affects packet transmissions during CAP. An increased number of collisions results in an increase in the number of retransmissions and hence leads to reduced packet service rate. In a similar manner, signal attenuation due to channel fading as well as interference may lead to increased number of retransmissions in the network. The channel access scheme in the network should therefore be able to adapt to the network dynamics and perform efficiently in congestion scenarios. In
particular, dynamic switching between the transmission modes using CAP and CFP would be desirable to achieve a superior channel access performance [2].

In this work, we model and analyze distributed and centralized channel access schemes that use both contention and contention-free accesses to cope with the above mentioned problems. For both of these schemes, to determine the strategy for data transmissions during a superframe, we formulate Markov Decision Process (MDP) [3] models to decide whether to transmit using contention period, or transmit using contention free period, or both, or not to transmit at all. This work provides a method of changing the legacy CSMA/CA scheme to a hybrid CSMA/CA-TDMA scheme and improving the channel access performance of the nodes while preserving the scalability property of CSMA/CA. The novelty of the proposed channel access schemes is that they incorporate the notion of optimality in channel allocation considering the properties of both CSMA/CA and TDMA. The main objective of this paper is to improve the performance of hybrid CSMA/CA-TDMA channel access schemes in terms of energy efficiency and throughput. Note that the performance gain is achieved at the cost of added computational complexity in the system. The main contributions of this work can be summarized as follows:

- For low-power CSMA/CA-TDMA hybrid MAC protocol, we develop an MDP-based Distributed Channel Access (MDCA) scheme, which considers both the throughput and the energy consumption of the wireless nodes. In this scheme, a node is unaware of the traffic loads of the other nodes in the network and the coordinator does not require any information from the nodes. This scheme provides an improved TDMA slot utilization over the scheme proposed in [5].
- We develop an MDP-based Centralized Channel Access (MCCA) scheme, which improves the energy consumption rate compared to the existing hybrid CSMA/CA-TDMA schemes. However, it requires the traffic information of all the nodes available at the central controller and more computational efforts.
- We extend the models to consider the effect of channel fading.
- We provide a comprehensive performance evaluation of the proposed channel access schemes and a comparison with the traditional CSMA/CA-based channel access schemes as well as two other hybrid CSMA/CA-TDMA schemes in the literature.

II. SYSTEM MODEL, ASSUMPTIONS, AND THE HYBRID CSMA/CA-TDMA SCHEMES

A. Network Model

We consider a star network topology with \(N\) nodes and a network coordinator. A node is indexed by \(n\) (\(n = 1, \ldots, N\)). Each node is within the carrier-sensing range of the other nodes when statistical variation in the channel propagation condition is not considered. Time is divided into superframes each of which has a contention period of \(T_{sf}\) unit backoff period (UBP) plus a beacon frame of length \(T_{beacon}\) UBP. The contention period (i.e., the superframe duration excluding beacon frame) is divided into \(K\) slots and the length of each slot is \(T_{slot}\) UBP (i.e., \(T_{sf} = K T_{slot}\)) as shown in Fig. 1. A node can transmit \(\eta\) packets during a TDMA slot. The superframe structure, which is similar to the standard IEEE 802.15.4 superframe structure, is shown in Fig. 1. The coordinator uses \(T_{beacon}\) UBP of the superframe to broadcast the beacon frame. Let \(M\) be the number of slots during CFP. The length of the CAP available for the nodes is \(T_{cap} = T_{sf} - M T_{slot}\) UBP and the length of CFP is \(T_{cfp} = M T_{slot}\) UBP. A node uses the slotted CSMA/CA protocol to access the medium during the CAP, while a node can only transmit on an assigned TDMA slot during the CFP. We refer to [1] for the detailed operation of the slotted CSMA/CA. Note that when \(M = 0\), nodes use only CSMA/CA for data transmissions. When \(M = K\), the length of CAP is zero and the nodes transmit only in the assigned TDMA slots. In addition to CAP and CFP, an inactivity period can also be introduced in the superframe as in the IEEE 802.15.4 MAC. Note that with introduction of longer inactivity periods and multiple coordinators, this model can be extended to multihop networks. For this, multiple coordinators can be synchronized such that the beacon frames and active periods of the different coordinators are non-overlapping. However, in this paper, we focus only on single-hop networks and consider only the active period in a superframe which starts at \((T_{sf} + T_{beacon})t\).

B. Traffic Model

In this section, we explain the traffic model for a node. Each node has a packet buffer. The maximum number of packets that are stored in the buffer of node \(n\) for transmission is denoted by \(B_{max,n}\). As described in [4], we consider the batch Poisson process as the packet arrival model for a node.
We assume that packets are queued in MAC buffer and are not transmitted until the start of the next superframe. While queuing during a superframe, the number of packets in the buffer might be greater than $B_{\text{max}}$. In this case, all the packets which arrived later than first $B_{\text{max}}$ packets in the buffer are discarded at the end of the superframe. The arrival time and the number of packets of the $j$th batch at node $n$ are denoted by $Y_{n,j}$ and $Z_{n,j}$, respectively. For node $n$, the inter-arrival time between batches, $Y_{n,j+1} - Y_{n,j}$, is exponentially distributed with mean $\frac{1}{\lambda_n}$. The number of packets in each batch, $Z_{n,j}$, is identically and independently distributed. The probability mass function (pmf) of $Z_{n,j}$ is denoted by $f_{z,j}$. We denote by $X_{n,\Gamma}$ the number of arrived packets at node $n$ during a time interval the length of which is $\Gamma$. Since the packet arrivals follow a batch Poisson process, $X_{n,\Gamma}$ follows the compound Poisson distribution \[6\]. Therefore, the characteristic function of $X_{n,\Gamma}$ for $\tau \in \mathbb{R}$ is given as
\[
\varphi_{Z,n,\Gamma}(\tau) = \mathbb{E}[\exp(i\tau X_{n,\Gamma})] = \mathbb{E}[\lambda_n \Gamma \varphi_{Z,n}^{\Gamma}(\tau - 1)]
\] (1)
where $\varphi_{Z,n}(\tau) = \mathbb{E}[\exp(i\tau Z_{n,j})] = \sum_{z} \exp(i\tau z) f_{z,j}^{\Gamma}(z)$. The pmf of $X_{n,\Gamma}$, denoted by $f_{X,n,\Gamma}^{\Gamma}$, can be derived from $\varphi_{X,n,\Gamma}^{\Gamma}$ by using the inverse formula for the characteristic function.

C. Node Actions for Channel Access

We define $\pi_{N,K,M}$ as the transmission policy for each node when the network size is $N$, the superframe length is $K$ slots, and the length of CFP is $M$ slots ($T_{\text{cap}} = M T_{\text{slot}}$ UBPs). Then length of CAP is $K - M$ slots ($T_{\text{cap}} = (K - M) T_{\text{slot}}$ UBPs)\[7\]. The policy can be determined by solving the MDP problem to be described later in this paper. The policy $\pi_{N,K,M}^*$ maps the current state (i.e., the current buffer level $B$) to an action $A$ (i.e., $B \rightarrow A$). According to the policy, in each superframe, based on its current packet buffer level, a node selects an action out of the following four actions: defer transmission ($a_1$), transmit packet during CAP ($a_2$), transmit packet during CFP ($a_3$), and transmit packet during both CAP and CFP ($a_4$).

1) MDCA scheme: Table I shows the operation of nodes in the MDCA scheme. In this scheme, the coordinator divides the superframe into a fixed-size CFP ($M$ slots) and a fixed-size CAP ($K - M$ slots). Each node receives a beacon at the beginning of the superframe $t$ and obtains information such as the network size $N$, the length of CAP ($K - M$ slots), and the length of CFP ($M$ slots). Note that some or all of the $M$ slots in CFP might be occupied or empty. From this information, each node distributes the policy $\pi_{N,K,M}^*$. Let $G_{t,n}$ denote a TDMA slot indicator for node $n$ in superframe $t$. If node $n$ is allocated a slot in superframe $t$, we have $G_{t,n} = 1$; otherwise $G_{t,n} = 0$. According to the policy $\pi_{N,K,M}^*$ and the TDMA slot indicator $G_{t,n}$, node $n$ performs the operations (i.e., $(B,G) \rightarrow A$) as described below.

If $A_{t,n} = a_1$ (defer transmission) and $G_{t,n} = 0$, node $n$ does nothing but waits for the next beacon frame. If $A_{t,n} = a_2$ (transmit packet during CAP) and $G_{t,n} = 0$, node $n$ tries to transmit packets by using slotted CSMA/CA during the CAP in superframe $t$. If there is not enough time to transmit a packet during the current CAP, node $n$ waits until the next beacon frame. In the case that $A_{t,n} = a_1$ (defer transmission) or $A_{t,n} = a_2$ (transmit packet during CAP) when $G_{t,n} = 1$, node $n$ has to empty the slot by sending a packet with the TDMA slot de-allocation request bit set during allocated time slot in CFP.

If $A_{t,n} = a_3$ (transmit packet during CFP) and $G_{t,n} = 1$, it transmits only in the assigned TDMA slot. If no TDMA slot has been assigned to node $n$ ($G_{t,n} = 0$), in the case that $A_{t,n} = a_3$, node $n$ sets the TDMA slot request bit in the data packet and transmits the packet by using the slotted CSMA/CA in the CAP. If at least one TDMA slot among
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**TABLE I**

**LIST OF NOTATIONS**

| Notation | Meaning | Notation | Meaning |
|----------|---------|----------|---------|
| $N$      | Number of nodes | $\alpha_{n|N}$ | Probability of channel being idle during first carrier sensing for node $n$ given $N$ competing nodes during CAP |
| $A_{t,n}$ | Action of node $n$ at superframe $t$ | $\beta_{n|N}$ | Probability of channel being idle during second carrier sensing for node $n$ given $N$ competing nodes during CAP and the channel was idle during first carrier sensing |
| $\Lambda$ | Set of all possible actions | $\Phi_{n|N}$ | Throughput of a node $n$ given $N$ competing nodes during CAP |
| $S_{t,n}$ | State of node $n$ at superframe $t$ | $\Psi_{\text{cap}}$ | Total number of packets retrieved out of MAC buffer during CAP |
| $B_{t,n}$ | Buffer state of node $n$ at superframe $t$ | $\eta$ | Number of packets that can be transmitted during a slot duration |
| $B_{\text{max},n}$ | Maximum buffer size of node $n$ | $\gamma$ | Probability of outage |
| $R_{s,a}$ | Reward when action $a$ is taken at state $s$ | $\lambda$ | Discount factor |
| $\lambda$ | Average packet arrival rate | $\Psi_n$ | Set of nodes which are hidden to node $n$ |
| $T_{sf}$ | Length of a superframe | $T_{\text{cap}}$ | Length of CAP |
| $T_{cfp}$ | Length of CFP | $T_{\text{slot}}$ | Length of a slot |
Transmit during CAP  
Set slot request bit  
Do nothing  

Transmit during CAP and CFP  
Set slot request bit  
Set slot de-allocation request bit

Node 1

≤

M

superframes. Since the policy is developed offline, complexity grows exponentially with the network size. Therefore, for this approach, we propose an approximate solution to find the transmission policies.

D. Beacon Loss and Change in Network Size

When a node misses the beacon frame in a superframe $t$, in the case of MDCA scheme, the node calculates the lengths of the CAP and CFP from the last received beacon frame and uses the CSMA/CA scheme to transmit packets during the CAP. If collision occurs more than once, the node waits for the next beacon frame. The reason for this is that the collision might have occurred during a time slot allocated to other nodes. The node also uses the slotted CSMA/CA to transmit packets during the assigned TDMA slot in the CFP if the node has not sent any de-allocation request in the last superframe. In case of a collision, the node waits for the next beacon frame. However, with the MCCA scheme, since the node will miss the transmission policy broadcast from the coordinator, it will attempt to access the channel during the CAP. This might cause increased congestion during the CAP and/or wastage of the TDMA slot in superframe $t$ in case the policy has been changed. Throughout this paper we assume that there is no beacon loss in the network.

When a node joins or leaves the network (e.g., network consisting of energy harvesting sensor nodes or mobile nodes), the network coordinator updates the size of network $N$. For example, a node can be considered dead if the coordinator does not receive any packets from the node for a predefined number ($\phi$) of consecutive superframes. The coordinator takes into account the current network size $N$ to determine the transmission policy.

E. An Analytical Model for Slotted CSMA/CA

In the design of MDCA and MCCA schemes, the throughput in saturation mode is taken into account because each node assumes that the other $N-1$ nodes have packets to transmit during the superframe period. Therefore, in this section, we calculate the throughput ($\Phi_{cap}$) of the nodes during CAP by including the probability of channel outage ($\Theta$) which induces congestion in the network [9]. During the CAP, each node in the network uses slotted CSMA/CA as defined in the IEEE 802.15.4 standard-based MAC protocol [11]. The parameters, namely, $\alpha$ (i.e., the probability of channel being
idle during first carrier sensing), $\beta$ (i.e., the probability of the channel being idle during second carrier sensing given that the channel was idle during first carrier sensing), and $\Phi_{cap}$ (i.e., MAC throughput) depend on the congestion in the network (e.g., the number of nodes $N$ in the network and the CAP length which is $T_{cap}$ UBP). We refer to [7, 8] for the details of solving a discrete-time Markov chain model and finding the parameters in the saturation mode (i.e., when all the nodes have packets to transmit). We treat retransmission due to collision same as retransmission due to outage. Taking the effects of channel outage into account, the probability of collision ($P_c$) is updated as follows:

$$P_c = P_c(1 - \Theta) + \Theta. \quad (2)$$

We solve the discrete-time Markov chain model using the probability of collision in (2). We define $\hat{P}_{cs}$ as the virtual probability of carrier-sensing due to outage probability as follows:

$$\hat{P}_{cs} = 1 - (1 - P_c)^{1/N}. \quad (3)$$

Note that the derivation is based on the expression for probability of collision given by: $P_c = 1 - (1 - P_{cs})^{N-1}$. Then, the MAC goodput ($\kappa$) is expressed as the probability that no other nodes start carrier sensing as follows:

$$\kappa = \alpha \beta P_{cs}(1 - \hat{P}_{cs})^{N-1} \quad (4)$$

where the probability of carrier-sensing ($P_{cs}$) is determined by solving the discrete-time Markov chain model. As defined in [8], the probability of packets being discarded due to the limit on the maximum number of backoff ($P_{discard}$) is given as

$$P_{discard} = \phi^{m+1} \frac{1 - (\hat{P}_c(1 - \phi^{m+1}))^{W+1}}{1 - \hat{P}_c(1 - \phi^{m+1})} \quad (5)$$

in which $m$ is the maximum number of backoffs allowed for a transmission, $W$ is the maximum number of transmissions allowed before a packet is dropped, and $\phi = (1 - \alpha \beta)(1 - P_d)$ is the probability of going to another backoff stage due to channel being busy given that the packet is not deferred. A packet is deferred when there is not enough time left in the current superframe to transmit a packet. The probability that transmission of a packet is deferred is $P_d = \frac{T_{sf}}{T_{cap}}$, where $T_{sf}$ is the packet length (in time) including time to receive acknowledgment packet and propagation time. The probability of packet dropping due to maximum number of retransmission ($P_{drop}$) is simply $P_{drop} = \hat{P}_c^{W+1}$. Then the MAC throughput $\Phi_{cap}$, taking into account the discarded packets and the dropped packets, is estimated as

$$\Phi_{cap} = \frac{\kappa (1 - P_{discard})(1 - P_{drop})}{T_{cap}} \quad (6)$$

where $T_{cap}$ is the contention access period in terms of number of backoff units.

By MATLAB simulations, we observe the variation in throughput of the hybrid MAC in the beacon-enabled mode with respect to the probability of channel outage. In these simulations, we assume superframe length of $T_{sf} = 384$ unit backoff period (UBP) and zero inactive and contention-free periods. We consider packet length $T_{tx} = 10$ UBP including time for acknowledgment and propagation time. We assume that the nodes start random backoff before starting carrier sensing. In the simulation, to determine $\Phi_{cap}$, we count the average number of packets per superframe that the nodes accept at the MAC layer. Then we calculate goodput $\kappa = \Phi_{cap}(1 - P_{discard})(1 - P_{drop})/T_{cap}$, which is marked as ‘Estimated’ in Fig. 3. To estimate goodput $\kappa$ directly, we also count the average number of packets transmitted successfully, which is marked as ‘Simulation’ in the figure. Fig. 3 shows that the results on estimated and the analytical throughput during CAP follow the simulation results. The small gap in the curves is due to the deferred transmissions. Note that the lower the number of nodes, the higher is the packet arrival rate in the saturation region and higher is the probability of deferred transmission of each node.

In the case of heterogeneous nodes (i.e., when the traffic and the MAC parameters are non-identical for the different nodes), we calculate the values of $P_{cs,n}$, $\alpha_n$, and $\beta_n$, $\forall n \in \{1, 2, \ldots, N\}$ for the IEEE 802.15.4 MAC using a discrete-time Markov chain model. For the details of the model and the derivations, we refer to [7], [9], and [10]. The probability of collision $P_{c,n} = 1 - \prod_{j=1}^{N} (1 - P_{cs,j})$ is the probability that at least one among $N - 1$ nodes starts carrier sensing in the CAP. The throughput, when $N$ nodes are active, is given as $\Phi_{n|N} = \alpha_n \beta_n P_{cs,n} \prod_{j=1}^{N} (1 - P_{cs,j})$.

F. Compatibility to the IEEE 802.15.4 Standard

The superframe structure for the proposed models is similar to the standard IEEE 802.15.4 superframe structure as shown in Fig. 4. The IEEE 802.15.4 standard MAC can be considered to be a special case of the proposed models (i.e., $M = 7$ and each node is allowed to use a maximum of one slot in a superframe). The coordinator can assign an index number ($n = 1, 2, \ldots, N$) to the associated node. In the MCCA scheme, the guaranteed time slot (GTS) list field of
the beacon frame in the IEEE 802.15.4 can be modified to include the actions and assigned TDMA slot numbers in a format shown in Fig. 2.

In the MDCA scheme, we assume that each packet contains two bits of overhead. The first bit is set if a TDMA slot request is sent and the second bit is set if a TDMA slot de-allocation request is sent. This modification removes the burden of sending separate packet for the TDMA slot request and de-allocation requests. Similarly, the acknowledgment packet consists of few bits ($\lceil \log_2(M + 1) \rceil$) bits of overhead to notify the assigned TDMA slot number. After receiving a TDMA slot request, the coordinator allocates a TDMA slot to a node in a first-come first-served (FCFS) fashion. Note that in the standard, the guaranteed time slot (GTS) is used for time-critical data transmission. In our case, the purpose of using TDMA slots is to reduce network congestion during CAP. The proposed MDCA scheme would be compatible to that in the standard, the guaranteed time slot (GTS) is used to a node in a first-come first-served (FCFS) fashion. Note that the number of nodes in the network is $\Lambda = K - M$ slots, and the length of CFP is $M$. We call this as a policy $\pi_{N,K,M}$ of a node. We define a set of actions that a node takes in each superframe as $\Lambda = \{a_1, a_2, a_3, a_4\}$, where

- $a_1$: go to low power mode (no transmission)
- $a_2$: transmit data packets during CAP
- $a_3$: transmit data packets during CFP
- $a_4$: transmit data packets during CAP and CFP.

Let us define the state of node $n$ at superframe $t$ as $S_{t,n} = B_{t,n}$, where $B_{t,n}$ is the buffer state. The buffer state $B_{t,n}$ is defined as the number of packets in the buffer of node $n$ at superframe $t$ such that $B_{t,n} \in \{0, 1, \ldots, B_{max}\}$, where $B_{max}$ is the maximum number of packets stored in the buffer for transmissions. At each buffer state of node $n$ at superframe $t$, node $n$ takes one of the actions denoted as $A_{t,n} \in \Lambda$. To realize it, we assume that $M$ slots are randomly assigned to $N$ nodes. Note that if all nodes take action $a_2$, the CAP becomes congested while the CFP remains unoccupied. Similarly, if all nodes take action $a_3$, the CAP remains unoccupied whereas the TDMA slots in CFP become congested given $M < N$. To balance the use of CAP and CFP, we formulate the problem of decision making on packet transmissions during CAP or CFP or both, or no transmission at all by using an infinite-horizon Markov Decision Process (MDP). An MDP is described by its states, actions, reward, and transition probabilities.

For distributed channel access, a node assumes that other nodes also have packets to transmit and will compete to get access to the channel during CAP. Therefore, $\alpha$, $\beta$, $P_c$, and $\Phi_{cap}$ are estimated analytically for given $T_{cap}$ and $N$ in the saturated mode (i.e., a node assumes that all other nodes in the network have packets to send) [7]. For given $T_{cap}$, $N$, and packet arrival rate $\lambda$ at the saturation region by solving the infinite-horizon MDP problem we develop the transmission policy for a node.

In the MDCA scheme, we focus on the operation of one node. Therefore, we omit the node index $n$ from all the notations. For example, the buffer state is denoted by $B_t$ instead of $B_{t,n}$.

III. MDP-BASED DISTRIBUTED CHANNEL ACCESS (MDCA) MODEL

In this section, we want to determine which action is the best when a node has packet buffer level $b$ under the condition that the number of nodes in the network is $N$, the length of CAP is $K - M$ slots, and the length of CFP is $M$. We call this as a policy $\pi_{N,K,M}$ of a node. We define a set of actions that a node takes in each superframe as $\Lambda = \{a_1, a_2, a_3, a_4\}$, where

- $a_1$: go to low power mode (no transmission)
- $a_2$: transmit data packets during CAP
- $a_3$: transmit data packets during CFP
- $a_4$: transmit data packets during CAP and CFP.

Let us define the state of node $n$ at superframe $t$ as $S_{t,n} = B_{t,n}$, where $B_{t,n}$ is the buffer state. The buffer state $B_{t,n}$ is defined as the number of packets in the buffer of node $n$ at superframe $t$ such that $B_{t,n} \in \{0, 1, \ldots, B_{max}\}$, where $B_{max}$ is the maximum number of packets stored in the buffer for transmissions. At each buffer state of node $n$ at superframe $t$, node $n$ takes one of the actions denoted as $A_{t,n} \in \Lambda$. To realize it, we assume that $M$ slots are randomly assigned to $N$ nodes. Note that if all nodes take action $a_2$, the CAP becomes congested while the CFP remains unoccupied. Similarly, if all nodes take action $a_3$, the CAP remains unoccupied whereas the TDMA slots in CFP become congested given $M < N$. To balance the use of CAP and CFP, we formulate the problem of decision making on packet transmissions during CAP or CFP or both, or no transmission at all by using an infinite-horizon Markov Decision Process (MDP). An MDP is described by its states, actions, reward, and transition probabilities.

For distributed channel access, a node assumes that other nodes also have packets to transmit and will compete to get access to the channel during CAP. Therefore, $\alpha$, $\beta$, $P_c$, and $\Phi_{cap}$ are estimated analytically for given $T_{cap}$ and $N$ in the saturated mode (i.e., a node assumes that all other nodes in the network have packets to send) [7]. For given $T_{cap}$, $N$, and packet arrival rate $\lambda$ at the saturation region by solving the infinite-horizon MDP problem we develop the transmission policy for a node.

In the MDCA scheme, we focus on the operation of one node. Therefore, we omit the node index $n$ from all the notations. For example, the buffer state is denoted by $B_t$ instead of $B_{t,n}$.

A. Reward

Let $R_{s,a}$ be the reward that a node receives for taking action $A_i = a$ at state $S_t = s$ at a superframe $t$. If a node defers the transmission, it saves energy but its buffer level may remain the same or increase. When the node transmits during both CAP and CFP, its throughput increases but it consumes a significant amount of energy. We define the expected reward for taking action $a$ at state $s$ as

$$R_{s,a} = \frac{\mu_{s,a} - s}{\max(s,1)} - \Xi_{s,a} - C_{s,a}$$  \hspace{1cm} (7)$$

where $\mu_{s,a}$, $\Xi_{s,a}$, and $C_{s,a}$ are the MAC throughput (number of packets retrieved out of the MAC buffer per superframe), energy consumed in joule, and bandwidth cost, respectively, for taking action $a$ at state $s$ and $\Xi_{max}$ is the maximum energy consumed. A node with a higher buffer state $s$ needs to transmit more packets. However, transmission of more packets results in a higher energy consumption. The physical meaning of the reward function is that a node tries to improve the throughput while reducing energy consumption in the unwanted transmissions. The bandwidth cost penalizes those nodes which try to occupy the time slots even though they do not have any packets to transmit.

Let $\Xi_{s,a}$ denote the energy (in Joule) required to transmit a packet and let $\Xi_{s,a}$ denote the energy (in Joule) required to perform carrier sensing. The total amount of energy required to transmit a packet during the CAP is obtained based on the probability of successful packet transmission and probability of going to backoff stages before a packet is successfully transmitted as follows:

$$\Xi_p = \frac{1 - P_cW + 1}{1 - P_c} \Xi_{s,a} + \frac{1 - P_cW + 1}{1 - P_c} \frac{1 - \phi^{m+1}}{1 - \phi} \Xi_{c}$$  \hspace{1cm} (8)$$

where $\phi = (1 - \alpha \beta)(1 - P_d)$ is the probability of going to another backoff stage with $P_d$ being the probability of transmission being deferred, $m$ is the maximum number of backoffs allowed, and $W$ is the number of retransmissions allowed. The amount of energy consumed for taking action $a$ at state $s$ is

$$\Xi_{s,a} = \begin{cases} \min(\kappa, s) \Xi_p, & \text{if } a = a_2 \\ \min(\eta, s) \times (2\Xi_{s,a}), & \text{if } a = a_3 \\ \min(\kappa, \max(s - \eta, 0)) \Xi_p + \min(\eta, s) \times (2\Xi_{s,a}), & \text{if } a = a_4 \\ 0, & \text{otherwise} \end{cases}$$

where $\kappa$ is the goodput expressed in number of packets per superframe. The MAC throughput depends on action $a$ taken.
at state $s$ and is expressed as
\[
\mu_{s,a} = \begin{cases} 
\min(\Phi_{cap, s}), & \text{if } a = a_2 \\
\min(\eta, s), & \text{if } a = a_3 \\
\min(\Phi_{cap, \max(s - \eta, 0)}), & \text{if } a = a_4 \\
0, & \text{otherwise.}
\end{cases}
\]

In the above equation, for the purpose of calculation of relative energy, we set $\Xi_{max} = s\Xi_p$. The nodes which have no packet to transmit but tries to occupy the time slot are penalized the most, (i.e., $C_{s,a} = 1$ for $s = 0$). The nodes which have some packets are penalized lightly, otherwise they are not penalized (i.e., $C_{s,a} = 0$).

\[
C_{s,a} = \begin{cases} 
1 - \frac{s}{\eta}, & \text{if } s \leq \eta \text{ and } a \in \{a_3, a_4\} \\
0, & \text{otherwise.}
\end{cases}
\]

**B. State Transition Probability**

When a node is in state $s = b$ during superframe $t$, the probability of going to state $s' = b'$, when action $a$ is taken, is given by
\[
\Pr[S_{t+1} = s'|S_t = s, A_t = a] = \Pr[B_{t+1} = b'|B_t = b, A_t = a].
\]

When action $a$ is taken, the probability that the buffer state changes from $b$ to $b'$ is given by the probability of arrival of $x = [b' - b + \mu_{s,a}]$ packets at the beginning of superframe $t + 1$, i.e., the buffer state transition probability
\[
\Pr[B_{t+1} = b'|B_t = b, A_t = a] = \Pr[\text{arrival of } x \text{ packets}] = \begin{cases} 
f_T^x(x), & \text{if } x \geq 0 \\
0, & \text{otherwise}
\end{cases}
\]

where $\Gamma = T_{sf} + T_{beacon}$ and $f_T^x$ is the probability mass function of number of packet arrivals $X_T$. Similarly, when the next buffer state is $B_{max}$, $x = [B_{max} - b + \mu_{s,a}]$, and
\[
\Pr[B_{t+1} = B_{max}|B_t = b, A_t = a] = \Pr[\text{number of packet arrivals } \geq x] = 1 - \sum_{h=0}^{x-1} f_T^h(h).
\]

**C. MDP Solution**

Let $\pi^*_s$ be the policy that maps a state $s$ into an action $a$ and $V$ be the value function corresponding to the total expected discounted reward over an infinite horizon. The objective is to maximize the total expected reward. The optimal value function $V^*$ is expressed by the Bellman optimality equation \[3\] as follows:
\[
V^*_s = \max_{a \in \Lambda} \left( R_{s,a} + \gamma \sum_{s' \in \Upsilon} \Pr[S_{t+1} = s'|S_t = s, A_t = a]V^*_{s'} \right)
\]

for all $s \in \Upsilon$, where $\Upsilon$ is the set of all possible states, $R_{s,a}$ is the expected value of the reward, and $\gamma \in [0, 1)$ is the discount rate. The Bellman equation can be solved by the value iteration method to find $V^*$ \[3\]. The optimal policy $\pi^*_s$ for all $s \in \Upsilon$, is given by, $\pi^*_s =
\[
\arg \max_{a \in \Lambda} \left( R_{s,a} + \gamma \sum_{s' \in \Upsilon} \Pr[S_{t+1} = s'|S_t = s, A_t = a]V^*_{s'} \right).
\]

The value iteration method requires $(|\Lambda| |\Upsilon|^2)$ computations per iteration \[11\]. Note that the policy iteration method requires a fewer number of iterations to find the optimal policy. However, it requires more computations per iteration than the value iteration method. As described in \[3\], the value iteration method converges to the optimal solution in a finite number of iterations at a rate of $\gamma$ if the stopping criterion is $\epsilon < \frac{(1-\gamma)}{2\gamma}$.

**IV. MDP-BASED CENTRALIZED CHANNEL ACCESS (MCCA) MODEL**

**A. MDP Formulation**

With the MDCA method, the nodes are unaware of the actions of the other nodes. This suggests that the method can be improved by using a centralized approach. In this section, we present a method in which the coordinator determines the policy based on the buffer status of all the nodes.

We assume that the coordinator has the knowledge of the distribution of packet arrival at all the nodes. In this method, the buffer level represents the state of a node. The state of the network is defined as $S_t = B_t$, where $B_t = (B_{t,1}, B_{t,2}, \ldots, B_{t,N})$ denotes the joint buffer state of $N$ nodes during a superframe $t$ and $B_{t,n} \in \{0, 1, \ldots, B_{max}\}$ is the buffer state for node $n$. Let $A_t = (A_{t,1}, A_{t,2}, \ldots, A_{t,N})$ denote the joint actions of $N$ nodes, where $A_{t,n} \in \{a_1, a_2, a_3, a_4\}$. Given any state $b = (b_1, \ldots, b_N)$ and action $a = (a_1, \ldots, a_N)$, let $B_t = (b_1', \ldots, b_N')$ denote the next joint state. We define the joint reward as $R_{b,a} = \sum_{n=1}^{N} R_{b_n,a}$, where $R_{b_n,a}$ is the reward of node $n$. Similar to the MDCA scheme, the reward is given by
\[
R_{b_n,a} = \frac{\mu_{b_n,a} - b_n}{\lambda} - \Xi_{b_n, a} \Xi_m
\]

where $\lambda$ is the average number of packet arrivals per superframe duration, $\Xi_m = \Xi_{x\eta T_{cap}/T_{slot}}$ and $\mu_{b_n,a}$ is the MAC throughput of node $n$ when the joint action by all the nodes in the network is $a$. The transition probability is defined as $Pr[S_{t+1} = b'|S_t = b, A_t = a] = \prod_{n=1}^{N} Pr[B_{t+1,n} = b'|B_{t,n} = b_n, A_t = a_n]$. Similar to \[10\] and \[10\], the probability that a node $n$ goes to buffer state $b_n'$ from state $b_n$ is given by
\[
Pr[B_{t+1,n} = b'_n|B_{t,n} = b_n, A_t = a] = \Pr[\text{arrival of } x_n \text{ packets}]
\]

where $x_n = b'_n - b_n + \mu_{b_n,a}$.

The coordinator solves the MDP problem and determines the optimal policy for each state. During a superframe, the coordinator observes the buffer level of all nodes to determine the state and broadcasts the optimal policy. A node can piggyback the information of buffer level to the coordinator while transmitting data packets. However, at the coordinator, the information about the buffer level at a node would not be accurate when the node is unable to transmit any packet successfully during a superframe and the packet arrival rate at that node is not deterministic. In particular, when packet arrival takes place at the beginning of the superframe, the piggybacked information of the buffer level would be inaccurate. For this reason, the coordinator has to take into account the
time of receiving the buffer level information and the average number of packet arrivals during a superframe period.

For each node, the coordinator has to keep the latest buffer level report as well as the index of the frame in which the latest buffer level report was received. In frame $t$, the coordinator maintains the buffer level information for node $n$ in the form of the tuple $G_{t,n} = (Q_{t,n}, F_{t,n})$, where $F_{t,n}$ is the number of superframes which have passed after the latest report was received and $Q_{t,n}$ is the buffer level in the latest report of the node $n$. The coordinator estimates the average buffer level of node $n$ as

$$\bar{Q}_{t,n} = Q_{t,n} + \left[\lambda_n F_{t,n}\right].$$ (12)

The buffer state of a node $n$ is determined as $B_{t,n} = \bar{Q}_{t,n}$ if $\bar{Q}_{t,n} < B_{\text{max}}$, otherwise $B_{t,n} = B_{\text{max}}$.

### B. Complexity of Solving the MDP Problem

The coordinator finds the optimal policy $\pi^*_q$ for any state $S$ by solving the Markov decision problem. The coordinator sends the policy information to the nodes through the beacon frame. However, the complexity is huge because of the large dimensions of state and action. For a network of size $N$, the value iteration method has a computational complexity of $O(4^N(B_{\text{max}} + 1)^N)$. Therefore, finding an optimal solution is not practical. We propose an approximate solution in the next section.

### C. Approximate Solution

This solution (the procedure of which is described in Algorithm 1) is based on the assumption that nodes with higher buffer occupancy level are unlikely to defer their transmissions and are highly likely to use a TDMA slot during CFP. In the literature, the longest-queue-first (LQF) scheduling scheme during CFP has been shown to be throughput maximal [12]. Also, instead of letting all the nodes to compete during CAP, some nodes can be put into the low-power mode so that congestion is reduced during CAP and throughput is improved. In this section, we present a solution which combines the merits of the LQF scheduling scheme and a congestion reduction scheme. In the latter scheme, $N' \leq N$ nodes are allowed to transmit during the CAP such that for given system parameters the saturation throughput is maximized. If $M$ nodes are allocated TDMA slots, then the remaining $N-N'-M$ nodes with relatively lower buffer occupancy levels are put into low power mode (or no transmission mode).

---

**Algorithm 1** Approximate solution for centralized MDP

1. Input: Buffer level at all the nodes $q = (q_1, q_2, \cdots, q_N)$, number of slots in CFP $M$
2. Output: $a$
3. Sort nodes $d = \{1,2,\cdots,N\}$ such that $q_n \geq q_{n+1}, \forall n \in d$
4. For each element $d_g \in \{\emptyset,\{1\},\{1,2\},\cdots,\{1,2,\cdots,M\}\}$ do
   - For each element $d_{dg} \in \{\emptyset,\{j\},\{j,j+1\},\cdots,\{j,j+1,\cdots,M\}\}$, for $j = |d_g| + 1$
5. End for
6. End for
7. Calculate utility $u_{d_g,d_{dg},d_d,d_s} = \sum_{n=1}^{N} (\mu_n - q_n - \frac{\sum_{n=1}^{N}}{\text{max}})$
   where
   - $\mu_n = \min(q_n, \eta)$ and $\Xi_n = \mu_n \Xi_x$ for $n \in d_g$
   - $\mu_n = \min(q_n, \eta) + \min(\Phi_{\text{cap}}, \max(0, q_n - \eta))$ and $\Xi_n = \min(q_n, \eta) \Xi_x + \min(\kappa, \max(0, q_n - \eta)) \Xi_p$ for $n \in d_{dg} \setminus d_g$
   - $\mu_n = 0, \Xi_n = 0, d_s \leftarrow n$ otherwise
   where throughput $\Phi_{\text{cap}}, \kappa$ are calculated for given $|d_d|$ and $M$
8. End for
9. End for
10. End for
11. Find $a = \{d_g, d_{dg}, d_d, d_s\}$ for max $u_{d_g,d_{dg},d_d,d_s}$

The coordinator observes the buffer level $\bar{Q}(t,n)$ of the nodes $n \in N$ at the beginning of the superframe $t$. Note that from (12), $\bar{Q}(t,n)$ might be higher than $B_{\text{max}}$. It sorts the nodes in the descending order of their buffer levels. It calculates the utility function (defined in step 7 in Algorithm 1) for every combination of the actions provided that only the first $M$ nodes are allowed to use the TDMA slots. The utility function is the same as the reward function presented earlier. The coordinator determines the set of best actions of all the nodes $a$ that gives the maximum value of the utility function and sends it through the beacon frame. It can memorize the best action vector $a$ for the given state $S$ to use it next time.

Let $\mathcal{A}$ be the set of all possible action vectors and $\mathcal{U}$ be the set of all possible utility functions. Algorithm 1 has a computational complexity of $O(N \log N + |A|)$, where $|A|$ depends on the number of utility functions to be computed at a state $S$, and is given by

$$|A| = |U| = \sum_{n=1}^{N} \sum_{j=1}^{N'} \sum_{h=2}^{N} 1 = \sum_{n=1}^{M} (|D_{dg}| + 1 - n)(N - n)$$ (13)

where $D_g$ and $D_{dg}$ are the sets of all possible elements $d_g$ and $d_{dg}$, respectively. Suppose $M = 7$, then $|D_g| = |D_{dg}| = 8$.
and $|A| = 36N - 120$. The coordinator determines the policy for the nodes at the beginning of each superframe.

V. Extension of the Models Considering Channel Fading

In this section, we present a methodology for the calculation of the parameters ($\alpha_n, \beta_n, P_{r,n}, \forall n \in \{1, 2, \ldots, N\}$) considering channel fading. The key idea to extend the MDP-based models presented earlier by considering the presence of channel fading is to determine the correct parameters and the throughput ($\Phi_{cap}$). It is assumed that channel fading remains the same during packet transmission time.

Due to signal attenuation in the channel, the transmission range is reduced and so is the carrier-sensing range. Due to the reduced transmission range, the network suffers from outage as well as hidden node collision problem. When the received signal level falls below the receiver threshold, the transmission suffers outage because the receiver cannot decode the signal successfully. For short-range networks such as personal-area networks $[9]$, signal attenuation can be modeled by using distance-dependent attenuation along with log-normal shadowing. If $\Omega_x$ is the transmit power in dB, $\ell(\nu_n)$ is the loss (in dB) for transmission from a node $n$ to the coordinator with separation of $\nu_n$, and $\zeta$ is the shadowing component with zero mean and standard deviation of $\sigma$ (e.g., 4.4 dB) $[13]$, then the received power (in dB) is: $\Omega_{rx} = \Omega_{tx} - \ell(\nu_n) - \zeta$. The probability that the received power is less than the receiver threshold $\psi$ dB (i.e., outage probability) is given by

$$
\Theta_n = \Pr[\Omega_{rx} < \psi] = 1 - \frac{1}{2} \text{erfc} \left( -\frac{\Omega_{tx} - \ell(\nu_n) - \psi}{\sqrt{2\sigma}} \right) (14)
$$

where $\text{erfc}(\cdot)$ is the complementary error function. An example of the propagation model for signal attenuation $[9]$ that can be considered is $\ell(\nu_n) = 27.6 \log(\nu_n [mm]) + 46.5 \log(2400 [MHz]) - 157$.

Let $\nu_{n,j}$ be the distance between node $n$ and node $j$ and $\xi$ be the carrier-sensing threshold in dB. The channel fading gains of the links $n, j \in N$ are independent. Even though there is no outage in the link between a node and the coordinator, it is probable that the node is hidden to other nodes transmitting in the different links. Then, the probability that node $n$ and node $j$ are hidden to each other is

$$
H_{n,j} = 1 - \frac{1}{2} \text{erfc} \left( -\frac{\Omega_{tx} - \ell(\nu_{n,j}) - \xi}{\sqrt{2\sigma}} \right).
$$

Let $\Psi_n$ be the set of $|\Psi_n|$ nodes which are hidden to node $n$ such that $H_{n,j} \neq 0$, $\forall j \in \Psi_n$. When a node $n$ transmits during CAP, the hidden node collision probability is estimated by the probability of channel being busy during first carrier sensing $P_{b,\Psi_n \cup \{n\}} = (1 - \alpha_n/\Psi_n \cup \{n\})$ when at least one node from $\Psi_n$ is transmitting among the nodes in the set $\Psi_n \cup \{n\}$. We denote by $\alpha_n/\Psi_n \cup \{n\}$ the probability of channel being idle in the first carrier sensing for node $n$ given the nodes in the set $\Psi_n \cup \{n\}$. The hidden node collision probability for node $n$ is estimated as

$$
H_n = \sum_{j=1}^{\Psi_n} H_{n,j} \prod_{h=1}^{\Psi_n} (1 - H_{n,h}) P_{b,\Psi_n \cup \{n\}} + (14)
$$

$$
\sum_{j=1}^{\Psi_n} H_{n,j} \prod_{r=1}^{\Psi_n} (1 - H_{n,r}) P_{b,\Psi_n \cup \{n\}} + (15)
$$

$$
\ldots \sum_{j=1}^{\Psi_n} \prod_{r=1}^{\Psi_n} (1 - H_{n,r}) P_{b,\Psi_n \cup \{n\}} (16)
$$

For example, if $\Psi_n = \{3, 4\}$, then $H_1 = H_{1,3}(1 - H_{1,4}) P_{b,13} + H_{1,4}(1 - H_{1,3}) P_{b,14} + H_{1,3} H_{1,4} P_{b,134}$. As in $[2]$, when both the channel fading and hidden node collision are taken into account, the probability of error is calculated as $P_{e,n} = P_{c,n}(1 - H_n) + \Theta_n$. In this way, we derive $\alpha_n/d$, where $d = \{1, 2, \ldots, N\}$ is the set of $N$ nodes, as follows:

$$
\alpha_n/d = \prod_{h=1}^{\Psi_n} (1 - H_n) \alpha_n/d + \sum_{j=1}^{\Psi_n} H_n \prod_{h=1}^{\Psi_n} (1 - H_n) \alpha_n/d \cup \{j\} (17)
$$

Similarly, we derive $\beta_n/d$ for node $n$. Even though the nodes are homogeneous, their positions lead to heterogeneity in the network. Given $\mathbf{P}_{ca} = \{P_{ca,1, \ldots, P_{ca,N}}\}$, we calculate and update $P_{c,n}, \alpha_n, \beta_n$, $\forall n \in d$ by solving the Markov chain model (see $[9]$ and $[10]$ for the details of the Markov chain model) until $|\mathbf{P}_{ca} - \mathbf{P}_{ca}| < \delta$ after $c$ iterations, $\delta$ is a small positive number. After determining the new parameters considering channel fading, we calculate the CAP throughput $\Phi_{cap,n}$. We also calculate the CFP throughput as $(1 - \Theta_n) \min(n_{b,n})$, where $b_n$ is the buffer level of node $n$.

However, if each node is considered to be within the carrier-sensing range of the other nodes when the statistical variation in the channel propagation condition is not considered, carrier sensing range is at least double the transmission range and all the links between nodes in the network suffer same channel fading, there will be no effect of hidden node collision on the packet reception at the coordinator. This is because, when the probability of channel outage is zero, the hidden node collision probability also becomes zero. Hidden node collision is expected to occur when there is outage at the coordinator. In this case, the probability of channel outage is sufficient to update the collision probability, i.e., $P_{e,n} = (1 - \Theta_n) + \Theta_n$. 

\[9\]
VI. PERFORMANCE EVALUATION

A. Performance Metrics and Simulation Parameters

For performance evaluation, we simulate the proposed channel access schemes in MATLAB. We consider packet delivery ratio (PDR), end-to-end delay, and energy consumption rate as the performance metrics. The packet delivery ratio (PDR) is defined as the ratio of the number of packets successfully transmitted and number of packets generated by the nodes during the simulation run time. The end-to-end delay is measured from the time a packet is generated until it is successfully transmitted. The average energy consumed by nodes (including the coordinator) per successfully transmitted packet in the network is considered as the energy consumption rate metric. For performance evaluation, we use the power consumption values for an IEEE 802.15.4 transceiver as follows [14]: power consumption in sleep mode, transmit mode, receive mode, and idle mode is 36 µW, 31.32 mW, 33.84 mW, and 766.8 µW, respectively.

We consider a star network topology consisting of a coordinator and \( N = 20 \) nodes placed in a circle with a transmission range of 10m and a carrier sensing range of 20m. Each node is within the carrier-sensing range of other nodes when channel fading is not considered. Each node transmits packets to the coordinator located at the center. We assume that the hybrid MAC protocol operates with a physical data rate of 250 Kbps. The smallest unit of time, i.e., the unit backoff period (UBP), is 320µs. Unless otherwise specified, we assume that there is no packet loss due to channel fading. We set the discount factor \( \gamma = 0.9 \). For performance evaluation, we set \( \bar{x} = 1 \) and \( \xi = 0.1 \) J. We consider the buffer size of \( B_{\text{max}} = 5 \). We assume a fixed batch size of length one. We assume \( P_{\text{discard}} = 0 \) and \( P_{\text{drop}} = 0 \) when calculating the MAC layer throughput.

Unless otherwise specified, we consider the physical packet size of 6 UBP (i.e., 60 bytes long), the acknowledgment packet size of 1 UBP and inter-frame space of 1 UBP. Since a packet has to be transmitted at the boundary of the UBP, a successful packet transmission time including propagation time, inter frame space (IFS) and acknowledgment would be \( T_{\text{tx}} = 10 \) UBP. We also consider the beacon frame length to be 4 UBP. We assume that a node can transmit \( \eta = 2 \) packets per slot duration. To achieve this, we set \( \eta = 16, \ M = 7 \) (similar to the superframe structure of the IEEE 802.15.4 MAC standard). The superframe duration is \( T_{sf} = 384 \) UBP and the length of a slot is \( T_{\text{slot}} = 24 \) UBP. To prevent starvation of nodes from accessing the TDMA slots, we set \( \sigma = 18 \). In the figures, we define the offered traffic as \( \frac{N\times P_{\text{tx}}}{T_{sf} + T_{\text{beacon}}} \). We run the simulations for 5000 beacon intervals.

B. Simulation Results

In this section, we present the performance evaluation results for the MDCA and MCCA schemes. The superframe is divided into \( K = 16 \) slots. For slotted CSMA/CA, during contention period (\( (K-M) \) slots), the set of contention window size is \( \{ 8, 16, 32, 64, \ldots \} \). Also, the nodes do not drop packets due to limits on the maximum number of backoffs and retransmissions allowed. Note that acknowledgments are also required for the packets that are transmitted during the allocated TDMA slots.

1) Comparison: In the MDCA scheme, the transmission policy is completely distributed (i.e., not determined by the coordinator). Therefore, we compare the MDCA scheme with the slotted CSMA/CA scheme with default parameters of the IEEE 802.15.4 MAC in beacon-enabled mode with no CFP (i.e., \( M = 0 \)) and the contention control scheme (CCS) proposed in [15]. The assumed MAC parameters for CSMA/CA are: \( MAC_{\text{MaxBE}} = 5 \), \( MAC_{\text{MinBE}} = 3 \), backoff limit \( m = 4 \), limit on the number of retransmissions \( W = 3 \). The contention control scheme (CCS) proposed in [15] tunes the protocol parameters such as contention window based on the required delivery ratio. The parameters for CCS are taken from Table 1 in [15]. Note that MDCA is an improved version of our previous work [5] which is hard to realize because each node requires high computational effort to solve the MDP problem. On the other hand, in the proposed MDCA scheme the MDP problem can be solved offline. For this reason, we do not include the scheme proposed in [5] in the comparison.

The MCCA scheme is compared with an existing centralized scheme called the adaptive CSMA/TDMA hybrid channel access (AHCA) scheme [16]. The AHCA scheme is similar to LQF scheme and queue length-aware CSMA/TDMA hybrid channel access (QLHCA) scheme proposed in [17] under the system model of the proposed scheme.

2) Performance of the MDCA scheme: Figs. 4-9 show the performance of the MDCA scheme. For comparison, we also consider the CSMA/CA protocol with no packet drops due to the backoff limit or the retransmissions limit. This is indicated as CSMA2 in the figures. Fig. 4 shows the packet delivery ratio (PDR) for different schemes. In the low congestion regime, the MDCA scheme shows performance similar to that of the CSMA2 scheme. When the MDCA scheme detects congestion, it starts using the TDMA slots during CFP according to the policy \( \pi^* \). The use of CFP boosts the PDR of the nodes. As shown in Fig. 5, energy efficiency of channel access in terms of consumed energy per successfully transmitted packet per node in the network is also improved. The reason behind this is that transmitting packets during CFP avoids wasting energy in carrier sensing and retransmissions. As shown in Fig. 6, the price that the nodes have to pay for the improved PDR and energy efficiency is the increased end-to-end delay. One reason of this increased delay is, no packets are dropped because of limits of in number of backoffs or retransmissions. Another reason is, when a node transmits during an assigned TDMA slot, it has to wait during CAP. The CSMA/CA scheme shows the lowest end-to-end delay when dropping of packets is allowed during contention period. Tuning the MAC parameters would show better performance in low congestion region where CAP is long enough to transmit all packets using the CSMA/CA scheme [15]. However, we consider the superframe to be 384 UBP long and a packet to be 6 UBP long. The performance of the CCS scheme is similar to the performance of CSMA/CA scheme, because in the CCS scheme the nodes are unable to tune the channel access parameters optimally in a distributed fashion.

Figs. 7-9 show the results for the scenario when \( \eta \) is changed
Fig. 4. Packet delivery ratio for different distributed schemes (for $N = 20$, $M = 7$, $\eta = 2$). The error bar shows maximum and minimum values.

Fig. 5. Energy consumption rate for different schemes (for $N = 20$, $M = 7$, $\eta = 2$).

Fig. 6. Average end-to-end delay for different schemes (for $N = 20$, $M = 7$, $\eta = 2$).

Fig. 7. Packet delivery ratio for different schemes (for $N = 20$, $M = 7$, $\eta = 4$).

Fig. 8. Energy consumption rate for different schemes (for $N = 20$, $M = 7$, $\eta = 4$).

Fig. 9. Average end-to-end delay for different schemes (for $N = 20$, $M = 7$, $\eta = 4$).

4) Effect of number of time slots on the performance of the MCCA scheme: We vary the number of TDMA slots ($M$) in the superframe. Note that the higher the value of $M$, the smaller is the contention period. Also, $M = K$ means there is no contention period. For hybrid MAC, we need $M < K$. Figs. 16 and 17 show that, for both the MCCA and AHCA schemes, with increasing $M$ the nodes achieve a better performance. This is because of increased number of successful transmissions during CFP. At a lower traffic load, the proposed MCCA scheme achieves a better PDR than the AHCA scheme because of better bandwidth utilization. Also, as shown in Fig. 17 sleep scheduling in the proposed MCCA scheme reduces the energy consumption.

5) Effect of probability of outage on the performance of the MDCA and MCCA schemes: We vary the probability that the packet is not received correctly at the coordinator (i.e., outage probability). In the simulation, $\Theta = 0.05$ means 5 out of 100 packets received by the coordinator from a node are erroneous. We assume that all the links between the nodes and the coordinator go into fading at the same time so that the hidden node collision does not have any adverse effect (i.e., $H = 0$). Fig. 18 indicates that channel outage degrades the performance of the nodes because of increased congestion. The performance of the CSMA/CA scheme with $\Theta = 0.05$ is worse than the performance of the MDCA scheme with $\Theta = 0.1$. This shows that when the network becomes congested (because of increased traffic load and/or channel fading), the
6) Effect of network size on the performances of the MDCA and MCCA schemes: We vary the number of nodes \( N \) in the network. The packet arrival rate of a node is considered to be \( \lambda = \frac{T_{tx} + T_{beacon}}{T_{s}} \). The packet rate is enough to push the network into congestion region. Fig. 19 shows a comparison among different schemes in terms of the packet delivery ratio. Since the total traffic in the network is inversely proportional to the network size \( N \), the packet delivery ratio per node is almost flat for the CSMA/CA, CCS, and centralized schemes. However, the performance of the nodes in the MDCA scheme is dependent on the bandwidth utilization. The nodes require a sufficiently long contention period to transmit the TDMA slot reservation request successfully. For a higher number of nodes \( N \), the contention period becomes more congested. Eventually, the number of successful requests for TDMA slots decreases and the bandwidth utilization becomes worse. This is the reason why the performance of the MDCA scheme degrades as the network size \( N \) increases. Therefore, for an efficient operation of the MDCA scheme, the contention period and the number of TDMAs slot need to be selected appropriately.

As shown in Fig. 20, the energy consumption rate grows almost linearly in all the schemes except the MCCA scheme. The reason for linear increase is that the throughput of a node saturates for higher network size but the energy consumption increases due to higher number of retransmissions and carrier sensing. However, in the MCCA scheme, scheduling of the nodes to go into low power mode makes the ratio of energy
consumption to the throughput remain at almost the same level. The tradeoff between the average end-to-end delay and energy consumption is shown in Fig. 21.

7) Performances of the MDCA and MCCA schemes under heterogeneous traffic: We divide the $N$ nodes into three groups based on their traffic, namely, the low rate group, the medium rate group and the high rate group. The size of each group is $N' = N/3$. We investigate the performance of the nodes with heterogeneous traffic in the network. The nodes in the three groups have packet arrival rates of $\lambda_{low} = 0.15 \frac{T_{tx} + T_{beacon}}{N}$, $\lambda_{medium} = 0.30 \frac{T_{tx} + T_{beacon}}{N}$, and $\lambda_{high} = 0.55 \frac{T_{tx} + T_{beacon}}{N}$, respectively. Figs. 22-24 show that the MDCA scheme performs better than the CSMA/CA scheme in the heterogeneous traffic scenario as well. As the lower rate nodes mostly transmit during CAP, they have higher energy consumption rate. Even though the offered traffic rates of the nodes are heterogeneous, the transmission policy $\pi^*$ developed for the saturation region in the proposed schemes works well. Similarly, the MCCA scheme is better for higher rate nodes because they mostly use the slots during CFP.

VII. RELATED WORK

One of the pioneering works that deals with switching between contention access and contention free (i.e., TDMA) access was presented in [2]. The model, which was designed for optical networks, switches contention access to contention free access when collision rate is high. Another related work can be found in [18] where each node in the network randomly selects a favored slot from the next window of slots. Some other work on hybrid MAC include those in [19], [20] and [21]. In [19], the access point polls a node and the polled node transmits without contention while the rest of the nodes start the contention process. This method is not energy-efficient since the nodes have to overhear every packet. The model presented in [20] offers contention access, scheduled time-division multiple access (TDMA), and polling-based TDMA. Based on channel status and traffic request, the coordinator maintains the size of contention period and slot allocations. The authors in [21] proposed the concept of hybrid CSMA/CA and TDMA schemes in static TDMA-based wireless networks. The nodes in the network are allocated conflict-free TDMA slots. If the slot owner has no packet to transmit, then non-slot owners compete to get access to the slot using CSMA/CA. The work in [22] presented an improvement on the local framing scheduling model of [21]. The work in [23] considered bandwidth-aware TDMA slot allocation. Because of their static nature, these models have scalability problem.

The performance of the hybrid MAC protocol in the IEEE 802.15.4 standard [1] has been analyzed in the literature [9], [24]. The work in [9] presented a general discrete-time Markov chain model taking into account the CSMA/CA and GTS-based transmissions together in a heterogeneous traffic scenario and non-saturated condition. The authors in [24] used GTS to cope with the hidden node collision problem in the IEEE 802.15.4-based personal-area networks. The authors in [25] analyzed the performance of contention/reservation interleaved hybrid MAC using soft reservation where owner can release the unused reserved time.

Some work in the literature dealt with sleeping mechanisms in the IEEE 802.15.4 MAC [26], [27], [28]. In [26], the authors implemented the IEEE 802.15.4-based RFID nodes considering only the non-beacon-enabled mode. To save energy, such a node stays in sleep mode until it has data to transmit or the RFID tag is triggered to receive data. In [27], to save energy, the authors proposed a strategy to force the nodes to go to sleep mode after each successful transmission. This strategy also helps reduce collision during CAP. In [28], the authors presented a Markov-based model taking into account the sleep mechanism of the IEEE 802.15.4. All of these work focused only on contention-based channel access.

The use of contention access and TDMA access can be also optimized to enhance the performance (in terms of throughput and/or delay and/or energy) of the network. A knapsack model was presented in [29] taking into account the bandwidth demand from nodes to allocate the guaranteed time slots to improve the throughput performance in the IEEE 802.15.4 networks. The authors in [30] presented a Markov decision process model to make the best use of CSMA/CA and guaranteed time slots to enhance the throughput and energy performance of the IEEE 802.15.4 networks. However, the problem of under-utilization of TDMA slots degrades the network performance.

Some work (e.g., [16], [17]) considered the queue length-based TDMA slot allocation scheme to enhance the throughput and energy performance of hybrid random access and TDMA-
based networks. In the model presented in [16], the coordinator allocates slots to the nodes according to their queue lengths to improve the throughput and energy efficiency performances in the IEEE 802.15.4 networks. Similarly, in [17], the coordinator takes the queue lengths of nodes as the indicator of traffic. The allocation of slots in these work is similar to that of LQF scheduling method which is considered to be throughput maximal [12].

In the literature, MDP-based models have been used for optimizing channel access in a wireless network [30], [31], [32], and [33]. In [30], the authors developed an MDP model for wireless body-area sensor networks to balance the tradeoff between energy consumption and packet error rate. In [31], the authors presented a reinforcement learning-based solution for the MDP model to maximize the throughput and energy-efficiency in a wireless sensor network. The authors in [32] considered the slotted ALOHA random access protocol and proposed an MDP model to take the optimal action. Based on the state (i.e., idle or backlogged), users choose their optimal transmit power and retransmission probability at the beginning of each time slot. The model was also extended for the general case where users do not have the information about the backlogged users. In [33], the authors developed an MDP model for the transmission strategy of users in the IEEE 802.11 MAC-based wireless sensor networks. Using MDP, the users decide whether to transmit or defer transmission depending on the state (i.e., channel state, idle or active state of node) to minimize energy-consumption and frame error rate. In [34], the authors presented a post-decision state to cope with unknown traffic and channel condition in the network.

To the best of our knowledge, the problem of efficient channel access in a hybrid CSMA/CA-TDMA framework considering energy consumption, packet delivery ratio, the hidden node collision problem as well as traffic heterogeneity has not been addressed in the literature. The MDP-based transmission strategies presented in this paper consider the above aspects and handle congestion in the network in a way to improve the channel access performance in terms of packet delivery ratio and energy consumption.

VIII. CONCLUSION

We have proposed two MDP-based channel access schemes, namely, the MDCA and MCCA schemes, to improve the performance of hybrid CSMA/CA and TDMA-based single hop wireless networks (e.g., IEEE 802.15.4-based networks). These schemes are useful to cope with congestion in the network which may result due to increased traffic load and/or channel fading. We have extended the performance analysis models for these schemes to consider channel fading and hidden node collisions. The performance evaluation results have shown that the proposed MDCA scheme improves network performance by detecting congestion in an intelligent way. The results show that the MCCA scheme is superior but it requires information of packet arrival rate and instantaneous buffer level at all the network nodes. The proposed MCCA scheme is better than the existing hybrid CSMA/TDMA scheme in terms of energy consumption but it requires more computational effort. The proposed MDCA scheme is better (compared to the traditional schemes) when the information of traffic of all the nodes is unknown to the coordinator. Also, the MDCA scheme requires a shorter beacon frame because it does not contain information on the actions and the assignment of TDMA slots to the nodes. The MDCA scheme can be enhanced by using a de-centralized partially observable Markov decision process (DecPOMDP) modeling approach to consider non-Poisson traffic scenarios.
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