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Abstract: The management of industrial systems is done through different levels, ranging from strategic (designing the system), to tactical (planning the activities and assigning the resources) and operational (scheduling the activities). In this paper, we focus on the latter level by considering a real-world scheduling problem from a plastic injection company, where the production process combines parallel machines and a set of resources. We present a scheduling algorithm that combines a metaheuristic and a list algorithm. Two metaheuristics are tested and compared when used in the proposed scheduling approach: the stochastic descent and the simulated annealing. The method’s performances are analyzed through an experimental study and the obtained results show that its outcomes outperform those of the scheduling policy conducted in a case-study company. Moreover, besides being able to solve large real-world problems in a reasonable amount of time, the proposed approach has a structure that makes it flexible and easily adaptable to several different planning and scheduling problems. Indeed, since it is composed by a reusable generic part, the metaheuristic, it is only required to develop a list algorithm adapted to the objective function and constraints of the new problem to be solved.
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1. Introduction

Industry is changing rapidly and is facing the fourth industrial revolution. In this new context, industrial systems need to be more flexible and intelligent to deal with an ever-growing data availability, real time decisions and increasing customization. With Internet of Things, which allows various objects in the company or on the shop-floor to communicate with each other, industrial systems will become more intelligent and able to anticipate shortage of materials, the need for maintenance operations or to respond to urgent commands. This will imply the use of more efficient tools for planning and re-planning shop-floor operations.

Such decision support tools will be important at all decision levels: For example, at a strategic level, they can be used to decide which activities must be performed during a given planning horizon and to estimate the resources needed. At this level they can also be useful to model and test new shop-floor configurations and anticipate the impact of these changes on the system performance. Considering the tactical level, decision tools will allow to allocate resources to each activity planned to occur during a given time horizon. Finally, at the operational level they can be used to schedule the activities, determining the time allocation of each resource and to re-schedule them to respond to emergencies (new activities that have to be done as soon as possible). Table 1 summarizes the problems encountered at the different levels.
Table 1. Levels of decision.

| Decision Level | Strategic | Tactical | Operational |
|----------------|-----------|----------|-------------|
| Planning Horizon | Years | Months | Weeks/Days |
| Typical Problems | Determine the number of resources | Plan activities | Assign resources | Schedule activities | Consider emergencies |

In this paper, we present a hybrid optimization method to solve a lot sizing and scheduling problem encountered in a plastic injection facility that produces components for electronic products. The proposed method was first introduced in [1] and concisely used to solve optimization problems from different areas: healthcare systems, as well as textile and plastic injection industries, with promising preliminary results. In the current work, the method’s application to plastic injection molding is further developed and its performance analyzed with a comparison to optimal and heuristic solutions.

Injection molding can be considered as a single-stage manufacturing process where parts are produced by injecting a molten material, typically a thermoplastic polymer, like in our case study company, into a custom-made mold. In the injection machine, the material is molten, mixed and injected into the mold, acquiring, after cooling, the shape imposed by the configuration of the cavity and being then ejected. The obtained part usually have the finished shape, not requiring further operations. In general, the shop-floor is composed by several injection machines which are shared by different products necessitating different molds. A setup time occurs each time a new product has to be manufactured. This setup time consists in the time required to dismount the mold used for the previous part and to mount the new mold on the machine. Obtaining a good schedule for such a constrained problem can be a real challenge.

The above described problem can be stated as follows: \( n \) jobs have to be processed on parallel machines, using their needed mold. These jobs have to be scheduled, considering their given processing time and due date before they have to be completed. When two jobs consecutively processed on one machine need two different molds, a sequence dependent setup time is recorded. Jobs have to be processed at once (non-preemptive constraint). To save setup costs, jobs using the same mold may be scheduled one after another. There are compatibility constraints between the molds and the machines: Each mold can only be assigned to some specific machines. Each mold exists in a single copy, thus the same mold cannot be used by more than one machine during the same time period. The objective is to find the suitable allocation of the jobs to the machines as well as the schedule of jobs on each machine so that minimizing the total tardiness.

This paper is structured as follows—Section 2 provides a literature review on the problems that present some analogies with the scheduling issue considered in this paper, such as batching and lot-sizing. A mathematical formulation modelling the problem and its constraints is detailed in Section 3. Then, in Section 4, we present an optimization method to solve the problem, consisting in a list algorithm and a metaheuristic. The different results of the experimental study are then presented in Section 5. The article ends with a Conclusion and some proposals for further work.

2. Literature Review

Several papers from the literature addressed the injection molding planning and scheduling problems. Dastidar and Nagi [2] studied a parallel machine scheduling problem in an injection molding facility, where different products require different types of resources. The authors provide a mathematical formulation and a decomposition based approach to minimize the setup and the inventory holding costs. A decomposition strategy is also used in [3,4] where the compatibility constraints between injection molds and machines are taken into account. In both articles, the problem is decomposed into sub-problems by grouping the machines by sets according to their compatible molds. Each sub-problem is then dealt with as a Capacitated Lot-Sizing Problem (CLSP). Van Wassenhove and De
Bodt [3] used two heuristic procedures while [4] provides a goal programming formulation and a heuristic to minimize the production’s costs. The obtained results are shown to outperform the planning and scheduling procedures currently used in their case-study injection plants.

The problem we study in this paper also shares some features with the CLSP. Indeed, the lot-sizing issue reflects the fact that companies usually have to manufacture several types of products with limited production capacity. It is a very popular subject in the field of combinatorial optimization and has been defined since the early 1900s with the EOQ Economic Order Quantity [5]. Lot-sizing problems have been widely studied since then; a recent literature review can be found in [6]. Different lot-sizing models have been developed, depending on the characteristics of the production process. Although most of the lot-sizing studies focus on “product lots” (i.e., determining the right period and the quantity to produce for each type of product), some of them can also be related to “process lots”; in other words, to the decision of how many times or how long each process should be used and how the processes should be scheduled, given that each process can lead to a set of products. Such a feature appears in several industrial problems [7–9], including injection molding [10], for which a mixed integer programming model is proposed and tested on real data from a Brazilian molded pulp plant.

CLSP has many extensions, including the consideration of parallel production machines per period and setup times between products of different types. However, the scheduling is not part of this issue and is traditionally made as a second step. Therefore there is a significant difference between CLSP and the problem we study. Indeed, separating assignment and scheduling or decomposing a problem can immediately eliminate several good solutions from the searching space. In this work, we take the problem as a whole and this issue may thus be referred to as a batching problem. Batching is indeed the decision of whether or not to schedule similar jobs contiguously, to avoid setup times or setup costs [11].

Drexl and Kimms [12] draw an analogy between the batching and lot-sizing problems. In the continuous time lot sizing and scheduling problem, each demand is characterized by its deadline and its size. Demands are interpreted as jobs and the demand size determines the processing time of a job. An important assumption is that the capacity (e.g., the speed of the machine) is constant over time and thus the processing time of a job does not depend on the schedule. Another fundamental assumption is that jobs are not allowed to be split, which means that a certain demand must always be processed from the beginning to the end. Of course, several demands for the same item may be grouped together and processed by lots to save setup costs. Problems with these assumptions can thus be referred to as a batching and scheduling problem (BSP) rather than a lot sizing and scheduling problem. The relationship between batching and lot-sizing is also analyzed in [13], where the studied lot sizing problem is solved as a batch sequencing problem.

Potts and Kovalyov [14] review the literature on scheduling with batching, in the particular case of parallel machines. In this paper, parallel machines are classified as:

identical, when the processing times depend only of the jobs, regardless of the machine on which they are processed; uniform, if the processing times depend on the jobs and the machines’ speed; or unrelated, when the processing time is a function of both the job and the machine where it is allocated. One of the specificities of our problem is that the processing time of the jobs depends only on the jobs. But because of the incompatibility between some molds and some machines, not all the machines can process all the jobs. To the best of our knowledge, this aspect has not been considered in batching problems but [15,16] solved some scheduling problems with eligibility restrictions using constructive heuristics. The eligibility aspect can also be found in [17] but in the flowshop case. Nevertheless, our problem can be seen as a problem with parallel unrelated machines, where the processing time will be: (1) the time required to process the job if the mold is compatible with the selected machine or (2) infinite if the mold is not compatible with the selected machine. A batch-scheduling problem with parallel unrelated machines is dealt with
in [18], where the authors compare the performances of four heuristics to minimize the total weighted tardiness. Their study showed the superiority of a two-level batching heuristic and a simulated annealing approach over heuristics that use priority rules such as earliest weighted due date or shortest weighted processing time. Reference [19] also addressed a parallel unrelated batch scheduling problem with sequence dependent setup times and developed a GRASP metaheuristic to minimize the makespan. Reference [20] provide a constructive algorithm and a simulated annealing to portion and schedule batches in a multi-stages semi-conductor manufacturing plant where the parallel machines per stage are non-identical.

Because the weighted tardiness minimization in an unrelated parallel machine scheduling problem, \( m \big| \sum_{j=1}^{n} w_j T_j \), is already NP-hard [21], our problem is also NP-hard. Indeed, the \( Rm \big| \sum_{j=1}^{n} w_j T_j \) is a particular case of our problem when the jobs have equal weights, the setup-times are null and each mold is required by only one job. As seen in this literature review, whether for solving the lot-sizing or batching problems, the developed methods are quite sophisticated constructive approaches or optimization approaches. Our aim in this paper is to provide a high performing optimization method which is easy to develop and use. Although in this article the proposed method will only be tested in a case study company, injection molding is a common industrial activity and several plants may share the same features. Our solving method will thus not be limited to a single use-case and this work may be considered as a first step toward a final objective which is to generalize the optimization tool to other scheduling problems with new characteristics.

In the following section, we provide a mathematical model that will be useful to spot the limit of the exact resolution for this NP-hard problem in terms of solving times and to ensure the quality of our method for the small-sized instances. The method itself is described and implemented in Section 4 and then experimented in a real plastic injection case.

3. Mathematical Model

The mathematical model of the problem we intend to solve, described in this section, was inspired by a model proposed by [22], although there are some significant differences between them. In the original model both earliness and tardiness were to be minimized. In our case study company, earliness is not considered as an issue, thus only tardiness is considered leading to a difference in the objective function. Furthermore, in the original model changeover occur whenever two jobs from different families are sequenced one after the other but this time is constant. In our case, when a setup time occur, this time depends of the sequence of jobs \( i \) and \( j \), considering the time required to dismount the mold to produce \( j \) plus the time necessary to mount the mold to process \( j \). Thus, unlike the original model we consider a sequence dependent setup time, which lead to a difference in the way the setups are considered in the model, specifically in the equations used to determine the completion time of a given job. Finally and this is probably the main difference between the models, in [22] the model is developed for identical parallel machines, which means that any job can be processed in any machine. In our case study company, a job can only be processed in a subset of the available machines. This has led to the introduction of a new constraint (3) to ensure that a job is always allocated to a compatible machine.

Below, we provide the inputs of our model:

- \( m \) : Number of molds
- \( n \) : Number of jobs
- \( r \) : Number of machines
- \( f_j \) : Mold for job \( j \)
- \( d_j \) : Due date of job \( j \)
- \( p_j \) : Processing time of job \( j \)
- \( A_j \) : Time to mount the mold of job \( j \) on the machine
- \( D_j \) : Time to dismount the mold of job \( j \)
• \( M_{jk} \): The setup time when job \( k \) follows job \( j \) on a machine. This setup time is equal to the time to dismount the mold used by \( j \) \((D_j)\) plus the time to mount the mold used by \( k \) \((A_k)\), if \( j \) and \( k \) require different molds. Thus: \( M_{jk} = A_k + D_j \) if \( f_j \neq f_k \) 0 otherwise

• \( CF_{jb} \): Binary variable denoting if job \( j \) is compatible with machine \( b \):

\[
CF_{jb} = \begin{cases} 
1 & \text{if job } j \text{ is compatible with machine } b \\
0 & \text{otherwise} 
\end{cases}
\]

• \( G \): “Big M,” sufficiently large number to make the problem solvable by linear programming. In our case, \( G \) should be much higher than the ending time of any job.

The decision variables of our model are the following:

• \( C_j \): Completion time of job \( j \)

• \( T_j \): Tardiness of job \( j \)

• \( a_{jb} \): Binary variable denoting if \( j \) is the first job to be processed on machine \( b \):

\[
a_{jb} = \begin{cases} 
1 & \text{if job } j \text{ is the first to be processed on machine } b \\
0 & \text{otherwise} 
\end{cases}
\]

• \( \theta_{jk} \): Binary variable denoting if job \( k \) is scheduled right after job \( j \):

\[
\theta_{jk} = \begin{cases} 
1 & \text{if job } k \text{ is immediately processed after job } j \\
0 & \text{otherwise} 
\end{cases}
\]

• \( \beta_{jb} \): Binary variable denoting if job \( j \) is processed on machine \( b \) but not in the first place:

\[
\beta_{jb} = \begin{cases} 
1 & \text{if job } j \text{ is processed on machine } b \text{ but not on the first place} \\
0 & \text{otherwise} 
\end{cases}
\]

The mathematical model can be stated as follows:

Minimize:

\[
\sum_{j=1}^{n} T_j. \quad (1)
\]

Restricted to:

\[
\sum_{b=1}^{r} (a_{jb} + \beta_{jb}) = 1, \quad \forall j = 1, 2, \ldots n \quad (2)
\]

\[
\sum_{b=1}^{r} CF_{jb}(a_{jb} + \beta_{jb}) = 1, \quad \forall j = 1, 2, \ldots n \quad (3)
\]

\[
a_{jb} + \beta_{jb} \leq \beta_{kb} + 1 - \theta_{jk}, \quad \forall j = 1, 2, \ldots n; \quad k = 1, 2, \ldots n; \quad b = 1, 2, \ldots r \quad (4)
\]

\[
\sum_{j=1}^{n} a_{jb} \leq 1, \quad \forall b = 1, 2, \ldots r \quad (5)
\]

\[
\sum_{b=1}^{r} a_{jb} + \sum_{k=1}^{n} \theta_{kj} = 1, \quad \forall j = 1, 2, \ldots n \quad (6)
\]

\[
\sum_{k=1}^{n} \theta_{jk} \leq 1, \quad \forall j = 1, 2, \ldots n \quad (7)
\]

\[
C_k \geq C_j + M_{jk} + \sum_{b=1}^{r} p_k \beta_{kb} + G(\theta_{jk} - 1), \quad \forall j = 1, 2, \ldots n; \quad k = 1, 2, \ldots n \quad (8)
\]

\[
C_j \geq p_j + A_j \sum_{b=1}^{r} a_{jb}, \quad \forall j = 1, 2, \ldots n; \quad (9)
\]

\[
C_j \leq d_j + T_j, \quad \forall j = 1, 2, \ldots n; \quad (10)
\]

\[
C_j, T_j \geq 0, \quad \forall j = 1, 2, \ldots n; \quad (11)
\]

Equation (1) represents the objective function, which is to minimize the sum of all tardiness. A job is considered tardy if its completion time is higher than its due date; and in that case, the difference between its completion time and its due date is added to the sum.
Equation (2) ensures that each job must be assigned to one machine. Equation (3) checks compatibility, which means that a job can only be scheduled on a compatible machine. Equation (4) enforces a job and its direct successor in the processing sequence to both be produced on the same machine. Equation (5) ensures that, for each machine, there can only be one job scheduled first. Equation (6) states that if a job is not the first to be scheduled on any machines, then it must have a predecessor. Equation (7) says that for each job, there can only be one other scheduled immediately before it or none in case it is the first job. Equation (8) forces the completion time of a certain task to be bigger than its processing time plus the setup and the completion time of its predecessor.

Equation (9) computes the completion time of the first job processed by each machine as its processing time plus the setup time. Equation (10) provides the completion time of a job smaller or equal to the sum of its due date and the tardiness. Equation (11) is the non-negativity constraint.

4. Proposed Solution Approach

Since the studied problem is NP-hard, solving our model with a mathematical solver is not expected to be efficient for the large-sized industrial problems. Therefore, we provided a solving algorithm that can quite rapidly reach good solutions. We propose a hybrid method, which combines a constructive heuristic (a list algorithm) with a metaheuristic. The problem characteristics are specified in the list algorithm while the metaheuristic is more generic and can be adapted to other scheduling problems without changes. The principle of the method is given in Figure 1. It can be seen as a master/slave resolution scheme, where the metaheuristic handles the searching process and the list-algorithm performs the quality assessment of the solutions [23,24].

![Figure 1. Hybridization metaheuristic—List algorithm.](image)

The encoding scheme of the proposed metaheuristic is a list $Y$ of jobs, which is the order in which they will be selected by the algorithm to be assigned to the machines. The move between neighbor solutions is performed by jobs’ permutation. The jobs are selected one by one by list algorithm $L$, following their order as given in List $Y$ and assigned to the requested resources, building a scheduling that takes into account the problem constraints. From this scheduling emerges Solution $X$, which will be evaluated by objective function $H$. On the basis of this assessment, the metaheuristic decides if the solution should be selected or not. At the end of its run, the proposed method gives the scheduling sequence that gives the best value of objective function.

The general encoding scheme can be represented by Equation (12). $\Omega$ is the set of all lists $Y$; $S$ the set of all admissible assignments $X$ of the jobs to the machines. An assignment is considered admissible if all constraints are respected. More details about the encoding are given in [25].

$$Y \in \Omega \quad L(Y) = X \in S \quad \text{Criterion} \quad H(X).$$

(12)
4.1. List Algorithm

List algorithms are greedy heuristics that are widely used to solve scheduling problems. The standard list algorithm iteratively constructs a schedule by considering the jobs in a listed order and assigning each one of them to the first machine that becomes idle [26]. Examples of list algorithms applied to and activity planning and resource allocation in a hospital are presented in [27].

In the injection molding problem described in this paper, we propose a list scheduling algorithm to schedule jobs and assign them to the machines and dates considering tool compatibility. One of the advantages of using a list algorithm is to provide a simple neighborhood structure for metaheuristics, which can browse the set of solutions by permutations between two items in a list, as we will see in the next subsection. The details of the list algorithm is described by Algorithm 1. The algorithm takes as input the number of machines, the number of molds, as well as a sorted list of N jobs \((\sigma_i)_{i \in N}\) which states the order in which they will be selected to be assigned to the machines. Of course, the jobs’ durations and their associated molds are part of the input. The algorithm gives as output the assignment of the jobs to the machines.

Algorithm 1: List algorithm for the injection problem

| Data: | List of jobs \((\sigma_i)_{i \in N}\) |
|-------|----------------------------------|
| forall job \(\sigma_i\) do | Order the machines according to their release date: \(R[i]\) |
| | \(j := 0\) |
| | while \(\text{job } \sigma_i \text{ not assigned AND } j < \text{Nb\text{ machines}}\) do |
| | if \(\text{job } \sigma_i \text{ and machine } R[j] \text{ compatible with the mold}\) then |
| | if \(\text{Needed mold available}\) then |
| | Release date machine \(R[j] = \text{Release date machine } R[j] + \text{processing time of } \text{Job } \sigma_i + \text{setup time}\) |
| | Release date needed mold: = Release date machine \(R[j]\) |
| | Assign job \(\sigma_i\) to machine \(R[j]\) |
| | else |
| | Find on which machine the needed mold is used: \(\text{MachineUsing}\) |
| | If the mold currently used in \(\text{MachineUsing}\) is the one needed by \(\text{Job } \sigma_i\) then |
| | Release date \(\text{MachineUsing} = \text{Release date } \text{MachineUsing} + \text{processing time of } \text{Job } \sigma_i\) |
| | else |
| | Release date \(\text{MachineUsing} = \text{Release date } \text{MachineUsing} + \text{processing time of } \text{Job } \sigma_i + \text{setup time}\) |
| | Release date needed mold: = Release date machine \(\text{MachineUsing}\) |
| | Assign job \(\sigma_i\) to machine \(\text{MachineUsing}\) |
| | else |
| | Next machine: \(j(j + 1)\%\text{Nb\text{ machines}}\) |

Figure 2 shows an example of the algorithm’s assignment rule for a 3-machines instance. At iteration \(u\), the mold required by the next job \(i\) on the list \(Y\) is not being used on any machine. \(i\) is thus assigned to the less loaded machine with a setup time. Next, job \(j\) needs a mold that is currently used on machine \(M3\) that has the lowest release time. \(j\) will therefore be assigned to \(M3\) without setup. For job \(k\) however, the required mold is currently used on the most-loaded machine \(M1\) and therefore the job has to wait for its release time before being processed. \(k\) is assigned to \(M1\) without setup time.
4.2. Metaheuristic

The proposed list algorithm is combined with a metaheuristic. We chose to use two single solution-based metaheuristics: stochastic descent and simulated annealing.

4.2.1. Tuning

The metaheuristic performs in the set $\Omega$ of all jobs’ permutations. Given that $n$ is the number of jobs, cardinal of $\Omega$ is $n!$. One solution $Y \in \Omega$ is a list of jobs.

Solutions are compared according to an objective function which characterizes their quality. In our case, the objective function is the total tardiness: the sum of the tardiness of all jobs. After having assigned the jobs to the molds and to the machines using the list algorithm described in the previous section, the value of the objective function is computed as follows: for each job, it is the difference between the completion time and the due date. All positive values are added.

The neighborhood system $V$ is the exchange of two jobs’ positions in List $Y$: job at position $i$ permutes with the one at position $j$. $V$ checks accessibility and reversibility properties. An initial solution is randomly computed, based on a randomly sorted list of jobs.

4.2.2. Stochastic Descent

Stochastic descent is one of the oldest metaheuristics. Its principle is to compute a solution $Y'$ which is a neighbor of the current solution $Y$, according to the neighborhood system $V$. After applying the list algorithm $L$, a solution $X' = L(Y')$ is obtained. If the value of the objective function $H(X')$ is lower or equal to the current one $H(X)$, then the solution $X'$ of the list $Y'$ is accepted. Stochastic descent converges to a local minimum. This method is easy to implement but the quality of the results may be insufficient. Algorithm 2 describes stochastic descent.
Algorithm 2 Principle algorithm of stochastic descent

**Data:** Initial solution $Y$

$X_L(Y)$

**while** necessary **do**

choose uniformly and randomly $Y' \in V(Y)$

$X_L(Y')$

**if** $H(X') \leq H(X)$ **then**

$Y'Y$

4.2.3. Simulated Annealing

This metaheuristic comes from the process used in metallurgy. That process alternates cycles of slow cooling and heating [28] used inhomogeneous simulated annealing to emulate this process. Applied to the optimization field, the algorithm consists of executing a local search with a computed probability to choose a worse solution than the current one, allowing thus to escape local optimum. This probability progressively decreases throughout the running process of the algorithm. If neighborhood system $V$ satisfies the accessibility and reversibility properties, simulated annealing converges in probability to the set of optimal solutions [29]. Algorithm 3 describes the principle algorithm of simulated annealing.

Algorithm 3 Principle algorithm of simulated annealing

**Data:** Initial solution $Y$, Temperature $T_0$, Decreasing factor $\alpha$

$X_L(Y)$

**while** necessary **do**

choose uniformly and randomly $Y' \in V(Y)$

$X_L(Y')$

**if** $H(X') \leq H(X)$ **then**

$Y'Y$

**else**

**if** rand$[0, 1] \leq e^{-\frac{H(Y') - H(Y)}{T}}$ **then** $Y'Y$

Compute the new temperature $T' = \alpha \cdot T$

Two parameters have to be chosen:

- The initial temperature $T_0$ is chosen to be big enough so that most of the transitions are accepted at the beginning: $e^{-\frac{H(Y') - H(Y)}{T_0}} \approx 1 \forall (Y, Y')$.
- The decreasing factor $\alpha$ is chosen in such a way that the final temperature would be close to zero.

5. Experiments

In this section, we carry out an experimental study to assess the performance of the proposed method. The outcomes are compared with an exact resolution performed by a mathematical solver for small-sized instances and with the results obtained with a heuristic presented in [30] for bigger ones. This benchmark heuristic is the scheduling method currently used in the molding company and it consists of a two-phase algorithm: first it assigns molds to machines and then it schedules jobs on each machine. Each mold is thus assigned to only one machine throughout the scheduling, with no possibility to move to another one. This method has thus the advantage to ensure a small number of setups throughout the production process.

5.1. Instances Generation

The case study company can produce more than 500 different parts, each one requiring its own mold. 25 injection machines are available in the shop-floor. An average of 200 production orders are received each week. The production planner needs to generate a
weekly plan for the received orders, considering the items to be produced, their required quantities and the due date negotiated with the costumer. To execute this plan, the production planner must decide which job will be processed in each machine and the sequence by which they will be produced.

To test the proposed approach, 11 instances were randomly generated. The characteristics of these instances (number of machines available, number of molds required and number of jobs to be planned) are presented in Table 2. To correctly replicate the case study company problem, real data (jobs processing times and setup times) were collected on the shop-floor. The following statistical distributions fitting the collected data were used to generate the instances:

1. Jobs’ processing times: Exponential with an average of 10.75 h.
2. Due dates: Uniform with a minimum of 24 and a maximum of 312 h.
3. Setup times:
   - Time required to dismount a mold: Uniform with a minimum of 15 and a maximum of 45 min
   - Time required to mount a mold: Uniform with a minimum of 20 and a maximum of 60 min.

Table 2. Generated instances.

| Instance number | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  |
|-----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Machines        | 2   | 3   | 5   |     |     |     |     |     |     |     |     |
| Molds           | 3   | 6   | 12  | 16  | 18  | 20  | 26  | 26  | 25  | 59  | 63  |
| Jobs            | 10  | 15  | 32  | 47  | 53  | 57  | 79  | 80  | 81  | 177 | 191 |

The big M value of our mathematical model (i.e., variable G) has been chosen as equal to 10,000. Let us note that this value has no impact on the model’s solving times, since there is no loop or sum that depends on it.

5.2. Results

The computer that was used in the experiments is powered by an i7 CPU running at 2.6 GHz. First, to validate the quality of our method, we compared its results to those of the mathematical model. The solver used to solve the mathematical model is CPLEX 12.6.3. Table 3 summarizes results obtained by both methods. Results represent tardiness. Computational times are also given. In case the solver does not find any solution in a reasonable computational time, the upper and lower bounds are reported.

Table 3. Comparison of results between the solver and the hybrid method.

| Instance | Number of Jobs | Time   | Tardiness | Time   | Tardiness |
|----------|----------------|--------|-----------|--------|-----------|
| 1        | 10             | 19 s   | 38.00     | 19 s   | 38.00     |
| 2        | 15             | 12 min | 18.21     | 7 s    | 18.21     |
| 3        | 32             | 30 h   | [37.65, 80.76] | 96 s    | 80.76     |

As we can see in Table 3, for the 10 and 15 jobs instances, our method finds an optimal solution in less time than the solver. For larger instances, the solver does not reach any optimal solution for hours while our method finds a good solution (actually the upper bound found by the solver) in a few seconds. Since the CPLEX solver ran for more than 30 h without finding a solution for the 32 jobs instance, we decided not to continue the exact resolution for larger instances, for which we propose a comparison between our method and the scheduling heuristic currently used by the company.
Table 4 presents the results obtained for the big-sized instances with this benchmark heuristic and with our method. The comparison considers the tardiness and the number of setups. Over several replication, the shortest time needed to find one best solution is reported in the last column of the table.

Table 4. Comparison of results between the benchmark method and the proposed approach.

| Instance | Jobs | Tardiness | Setup | Tardiness | Setup | Tardiness | Setup | Time |
|----------|------|-----------|-------|-----------|-------|-----------|-------|------|
|          |      |           |       | Current Approach | Proposed Approach |        |       |      |
|          |      |           |       | Stochastic Descent | Simulated Annealing |        |       |      |
| 4        | 47   | 8.32      | 16    | 0          | 33    | 0         | 31    | 4 min|
| 5        | 53   | 37.76     | 26    | 24.37      | 40    | 17.98     | 42    | 37 min|
| 6        | 57   | 159.6     | 23    | 136.29     | 33    | 66.16     | 27    | 3 min |
| 7        | 79   | 395       | 37    | 241.26     | 49    | 148.63    | 44    | 6 min |
| 8        | 80   | 77.8      | 33    | 0.98       | 49    | 0         | 41    | 1 h  |
| 9        | 81   | 165.9     | 28    | 52.56      | 39    | 46.17     | 43    | 1 h  |
| 10       | 177  | 1020.4    | 82    | 963.95     | 114   | 343.82    | 101   | 5 h  |
| 11       | 191  | 580.2     | 83    | 786.18     | 122   | 579.5     | 124   | 4 h  |

The results show that besides being easy to develop, the proposed method is effective, giving good results in reasonable computational time. In comparison with the benchmark method proposed by [30], an average reduction of 35% is achieved in tardiness. For some instances, the reduction of tardiness is as high as 65%. This can be explained by the fact that the proposed method is less constraining, as the molds are not fixed and can switch from a machine to another throughout the scheduling. Nevertheless, the proposed method leads to an increase in the number of setups. It is important to note that, since the main objective of the company was to reduce the tardiness, the number of setups was not considered in the objective function of the proposed method but for other problems or future studies, an objective function considering tardiness and number of setups, with different weights, can be considered.

From the experimental study conducted in this section, we can thus conclude that our proposed approach brings a significant improvement in terms of tardiness when compared to the company current approach. Therefore, it is expected that the proposed approach will be implemented by the company as part of their production planning and scheduling system.

6. Conclusions and Perspectives

In this paper, a real world scheduling problem from a plastic injection company has been studied and solved. This problem considers sequence dependent setup time, parallel machines and compatibility constraints between machines and resources (molds). The considered objective is to minimize the jobs’ tardiness (i.e., the difference between the completion time of the jobs and their due date). First, a mathematical formulation of the problem has been provided. Then, an optimization method aiming to solve the big-sized instances has been developed. The proposed tool consists of a hybridization of a list-algorithm and a metaheuristic and can be seen as a master/slave approach. The obtained results show that the method provides high quality results for the proposed problem, outperforming a two-stage heuristic previously developed for the same problem [30] and currently used by the case-study injection plant.

This hybridization has been proposed instead of a classical metaheuristic because it is easier to develop. Indeed, using a classical metaheuristic needs to define a neighborhood system to browse the solution space. This neighborhood system can be complex: the neighbor solution needs to respects all constraints of the specific problem. In our approach, the neighbor is a swap between two jobs in the list of jobs and then the application of the list algorithm ensure the constraints respect. This has two interests. Our tool aims to solve industrial applications, so an easy, friendly tool may have more chance to be
used by a company. Plus, we intend to solve others industrial applications, using the same tool, only adapting the list algorithm and the objective function (see [1] for other implementation of this tool). Ultimately, a generic tool that could be used to solve several different operational management problems could be developed. A strong point of the proposed method is that the metaheuristic can be used without any change for a large portfolio of problems. The intended tool would thus have a generic part composed of this metaheuristic and a library of list algorithms, which will allow rapid implementation by different companies, facing different planning, scheduling and assignment issues.

Several ways of improvement are considered to go deeper in the development of our tool. Within the hybridization, new metaheuristics could be used for the proposed method, including other single solution-based methods as iterated local search or population-based metaheuristics, such as particle swarm optimization using parallel computation with GPU. This will make it possible to assess the effectiveness of the proposed tool under different metaheuristic approaches. New list algorithms are currently proposed for different industrial problems. We are currently collecting data in companies with lot-sizing, scheduling and assignment problems. These problems take into account new constraints, as precedencies between jobs. Moreover, new objective function are considered: for instance improving the ergonomic and not only the economic aspect. Thus, our tool could face more realistic industrial problems from Industry 4.0, which deals with new markets and new technologies.
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