Electronic excitation spectra of the five-orbital Anderson impurity model: From the atomic limit to itinerant atomic magnetism
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We study the competition of Coulomb interaction and hybridization effects in the five-orbital Anderson impurity model by means of continuous-time quantum Monte Carlo, exact diagonalization, and Hartree Fock calculations. The dependence of the electronic excitation spectra and thermodynamic ground state properties on hybridization strength and the form of the Coulomb interaction is systematically investigated for impurity occupations \( N \approx 6 \). With increasing hybridization strength, a Kondo resonance emerges, broadens and merges with some of the upper and lower Hubbard peaks. Concomitantly, there is an increase of charge fluctuations at the impurity site. In contrast to the single orbital model, some atomic multiplet peaks and exchange split satellites persist despite strong charge fluctuations. We find that Hund’s coupling leads to a state that may be characterized as an itinerant single atom magnet. When the hybridization is weak, the positions of atomic ionization peaks are very sensitive to shifts of the impurity on-site energies. This allows to distinguish atomic ionization peaks from quasiparticle peaks or satellites in the electronic excitation spectra. On the methodological side we show that a comparison between the spectra obtained from Monte Carlo and exact diagonalization calculations is possible if the charge fluctuations are properly adjusted.

PACS numbers: 71.27.+a, 73.20.At, 73.20.Hb, 75.20.Hr

I. INTRODUCTION

Strongly correlated materials with partially filled \( d \) shells exhibit a range of interesting phenomena\(^1\text{-}^2\) which cannot be understood within the framework of static mean field theories like density functional theory.\(^3\text{-}^5\) The photoemission spectra of these materials exhibit features which are reminiscent of atomic multiplets\(^5\) coexisting with quasiparticle bands. A formalism which captures the dual nature of itinerant and atomic like behavior is dynamical mean field theory\(^6\text{-}^8\) which represents the solid by a self-consistently determined quantum impurity model. The impurity corresponds to a correlated atom (\( d \) shell) on a given lattice site, and fluctuates between different quantum states as electrons from neighboring sites hop in and out. Understanding how the spectral features of the isolated atom survive and change in this hybridized environment is important for the interpretation of calculated spectral functions and photoemission data. Similar questions arise in the study of adatom systems, where transition metals are placed on different metallic surfaces and the spectral functions or transport properties are measured by photoemission or scanning tunneling microscopy.\(^9\text{-}^{11}\) In this context one also tries to understand the influence of the hybridization with the substrate on the local electronic properties.

Motivated by these considerations, we study the excitation spectra and valence fluctuations of a five-orbital Anderson impurity model over a range of hybridization strengths, from the atomic limit to the strongly hybridized case. The five-band Anderson impurity model describes transition metal adatom systems and has been considered in several recent publications. Correlation effects in this multiorbital system lead to nontrivial phenomena, such as orbitally controlled Kondo effects or Hund’s exchange effects.\(^10\text{-}^{16}\) In the present study, we focus on the occupation \( N \approx 6 \), which corresponds to a Fe\(^{2+} \) impurity, and consider a flat density of states for the bath. The Fe\(^{2+} \) configuration is very abundant and occurs in various systems including metalorganic molecules like Fe-porphine,\(^17\) Fe impurities embedded in topological insulators\(^18\) or Fe-pnictide and Fe-chalcogenide superconductors.\(^2\) Fe in noble metal hosts is expected to have a d-electron occupation between \( N = 6 \) and 7, which is likely closer to \( N = 6 \) than to \( N = 7 \) at least in the case of Fe on Ag surfaces.\(^11\) Importantly, the \( N = 6 \) configuration leads to the largest multiplet splittings in the atomic photoemission spectra in the late 3d row. Thus, \( N = 6 \) is particularly suitable for the study of the competition of atomic multiplet and charging features with hybridization effects, which is the goal of this article.

We use three complementary techniques to solve the five-orbital Anderson impurity model: the continuous-time hybridization expansion quantum impurity solver (CT-HYB),\(^19\text{-}^{20}\) exact diagonalization (ED),\(^\text{\citet{21}}\) and Hartree Fock (HF). Both ED and HF allow a direct calculation of the excitation spectra. However, ED can only handle few bath levels per orbital.\(^21\text{-}^{22}\) HF can account for an arbitrary bath but neglects all dynamic correlation effects. In Monte Carlo simulations, on the other hand, the spectral function must be obtained using a numerically ill-conditioned analytical continuation.\(^23\)

We address several points in the discussion of the five-orbital Anderson impurity model. First, it is not a priori obvious how the bath parameters in ED should be chosen in order to enable a direct comparison with CT-HYB
or HF. Here, we propose a strategy which is based on the measured charge fluctuations. Second, we show that the amount of charge fluctuations in the ground state as well as the excitation spectra are strongly affected by the type of Coulomb interaction matrix, even in the case of density-density interaction terms only. Using the fully rotationally invariant interaction (ED) and the density-density component of the rotationally invariant interaction (ED and CT-HYB) we then investigate the evolution of the spectral function (quasiparticle resonance peaks, satellites, and multiplet features) as a function of the hybridization strength. We show that multiplet features can coexist with quasiparticles even in situations with strong charge fluctuations, where Hund’s exchange $J$ can realize a regime of itinerant single atom magnets.

The paper is organized as follows: Section II defines the Anderson impurity model used in this study. Section III describes the computational details for the CT-HYB, ED, and HF methods. The results are presented in Section IV, where we discuss the dependence of charge fluctuations and excitation spectra on the impurity hybridization and different forms of the Coulomb interaction matrix. Finally, a summary is given in Section V.

II. MODEL

The five-orbital Anderson impurity model considered in this study is described by the Hamiltonian

$$H_{\text{AIM}} = \sum_k \epsilon_k c_k^{\dagger} c_k + \sum_{k,\alpha} (V_{k\alpha} c_k^{\dagger} d_{\alpha} + H.c) + H_{\text{loc}},$$

and the local impurity term

$$H_{\text{loc}} = \sum_{\alpha} (\epsilon_\alpha - \mu) d_{\alpha}^{\dagger} d_{\alpha} + \frac{1}{2} \sum_{\alpha,\beta,\gamma,\delta} U_{\alpha\beta\gamma\delta} d_{\alpha}^{\dagger} d_{\beta}^{\dagger} d_{\gamma} d_{\delta}.$$  

Here, the $\alpha = (\sigma, m, n)$ denote combined spin and orbital indices, and the $d_{\alpha}^{\dagger}$ and $d_{\alpha}$ are the corresponding creation and annihilation operators for impurity electrons. The impurity level energy $\epsilon_\alpha$ is chosen to be zero (i.e., no crystal field splitting) and for the calculation of spectral functions, the chemical potential $\mu$ is adjusted such that the total filling is $N = 6$. The local Coulomb interaction between the impurity electrons is parametrized by the average Coulomb interaction $U = 4.0$ eV and the Hund’s exchange interaction $J = 1.0$ eV, which are reasonable values for transition metal atoms in a metallic environment.

There are two common prescriptions for deriving the Coulomb interaction matrix elements $U_{\alpha\beta\gamma\delta}$ from these parameters. A general and rotationally invariant form of this four-fermion Coulomb interaction can be obtained using the Slater parameters $F^0 = U$, $F^2 = 14/(1 + 0.625)J$, and $F^4 = 0.625F^2$:

$$U_{\alpha\beta\gamma\delta} = \delta_{\alpha\sigma, \gamma\delta} \delta_{\beta\sigma, \gamma\delta} \delta_{m\alpha + m\beta, m\gamma + m\delta} \times \sum_{k=0}^{4} c^k(m_\alpha; m_\delta)c^k(m_\gamma; m_\beta)F^k,$$

where $c^k(m_\alpha; m_\delta)$ are Gaunt coefficients for angular momentum $l = 2$, which are tabulated and explained in detail in Refs. 24 and 25. For the purpose of comparison, we will also consider a “Slater-Kanamori” (S-K) type interaction of the form

$$H_{\text{loc}} = \sum_{\alpha,\sigma} (\epsilon_\alpha - \mu) n_{a,\sigma} + \sum_{a} U n_{a,\uparrow} n_{a,\downarrow} + \sum_{a>b,\sigma} \left[U'(n_{a,\sigma} n_{b,\sigma} - \frac{1}{2} + J) n_{a,\sigma} n_{b,\sigma}\right]$$

with $U' = U - 2J$, which is appropriate for the $t_{2g}$ or $e_g$ manifold, but not for the full $d$ shell.

To mimic the effect of the lattice environment or substrate, the impurity is embedded in a sea of conduction electrons, which we label by a quantum number $k$. The creation and annihilation operators for the conduction electrons are $c_k^{\dagger}$ and $c_k$, and the energy level is $\epsilon_k$. Finally, the coupling between the impurity electrons and the conduction electrons is parametrized by the hybridization strength $V_{k\alpha}$. The parameters $\epsilon_k$ and $V_{k\alpha}$ define the hybridization function of the impurity model:

$$\Delta_\alpha(i\omega_n) = \sum_k \frac{V_{k\alpha} V_{k\alpha}}{i\omega_n - \epsilon_k} = V^2 \int \frac{d\epsilon}{i\omega_n - \epsilon} \rho(\epsilon).$$

In this paper, for the sake of simplicity, we assume that the hybridization function is diagonal and independent of the orbital. The hybridization strength $V$ is treated as an adjustable parameter and the bath density of states (DOS) $\rho(\epsilon)$ is assumed to be normalized. We choose a flat DOS with full bandwidth $W = 20$ eV, i.e. $\rho(\epsilon) = 1/W$. We consider hybridization strengths between $V = 0.0$ (i.e., the atomic limit) and $V = 2.0$ which roughly corresponds to 3$d$-transition metal impurities in noble metals.

III. COMPUTATIONAL DETAILS

To solve the model (1), we use three methods with complementary strengths and limitations. One approach is the exact diagonalization. Because of the Hilbert space constraints, we can only treat a limited number of bath sites. We restrict the study of the five orbital case, here, to one bath level per orbital, which is a very rough representation of the model with flat DOS. Nevertheless, this approach can give us valuable insights into the hybridization induced changes in the impurity spectra. The real frequency Green’s functions can be directly obtained
from the eigenstates $|\psi_n\rangle$ and eigenenergies $E_n$ using the Lehmann representation

$$G(\omega + i0_+) = \frac{1}{Z} \sum_{n,m} \frac{|\langle \psi_n|d|\psi_m\rangle|^2}{\omega + i0_+ - E_n + E_m} \times (e^{-E_m\beta} + e^{-E_n\beta}),$$

and should be meaningful at least in the limit of weak hybridization. With a properly adjusted hybridization strength, the ED spectral function $A(\omega) = -\frac{1}{\pi} \text{Im} G(\omega + i0_+)$ also allows us to check and interpret the result obtained from the Monte Carlo calculation.

The CT-HYB method is based on a diagrammatic expansion of the impurity partition function in powers of the hybridization function, and a stochastic sampling of collections of these strong-coupling diagrams. While this approach can handle the full Coulomb matrix, and has for example been used to study the multiorbital Kondo physics of Co adatoms, the numerical effort in the five orbital case is substantial. (For the Slater-Kanamori interaction, a significant speed-up is possible using the conserved quantities introduced in Ref. 27.) On the other hand, a meaningful analysis of spectral features based on the maximum entropy (MaxEnt) analytical continuation of imaginary time Green’s functions requires highly accurate Green’s function data. Faced with this dilemma we chose for the present study to restrict the CT-HYB calculations to the density-density components of the interaction terms in Eqs. (2) and (4). With this approximation, the extremely efficient segment implementation of the CT-HYB algorithm becomes applicable. We used about $10^9$ Monte Carlo samples per simulation to obtain accurate results, and employed the Legendre polynomial representation of $G(\tau)$ to filter the noise and suppress the numerical fluctuations. The CT-HYB spectral functions are then computed via the MaxEnt procedure, using a Gaussian default model with a smearing parameter $\sigma = 1.6$. The inverse temperature used in the CT-HYB calculations is set to $\beta = 40$, which corresponds to $T = 290$ K, while all the ED calculations are performed at zero temperature.

Finally, we perform HF calculations, which help to distinguish static mean field from dynamic correlation effects and which can give valuable insights to ground state properties in terms of orbital and spin polarizations. The HF calculations are carried out in the wide band limit, where the self-consistency condition and the calculation of the impurity DOS can be implemented semi-analytically.

IV. RESULTS

A. Valence histograms and charge fluctuations

Because the bath representation in the ED and CT-HYB/HF calculations is very different, a comparison between ED and CT-HYB/HF spectra is only possible if the bath parameters $V_{\text{ED}}$ and $V_{\text{QMC}}$ are properly matched. For this purpose, we propose to consider the average charge fluctuation $\sqrt{\langle N^2 \rangle - \langle N \rangle^2}$. In the atomic limit ($V = 0$), the impurity is in the $N = 6$ charge state and the valence fluctuation is absent. As the coupling to the bath is turned on ($V > 0$), valence fluctuations occur and we obtain a probability distribution over different charge states, which is peaked at $N = 6$. In Fig. 1 we show the CT-HYB results for the Slater-Kanamori and rotationally invariant interaction (both restricted to density-density components), for a range of hybridization strengths. For weak hybridization ($V_{\text{QMC}} < 1.0$) one mainly observes fluctuations to the $N = 5$ and $N = 7$ states, while for $V_{\text{QMC}} = 2.0$, also the $N = 4$ and $N = 8$ charge states gain significant weight. The valence histograms for the Slater-Kanamori and rotationally invariant cases are similar, with the latter exhibiting somewhat smaller charge fluctuations. The comparison to the histogram for the non-interacting impurity ($V_{\text{QMC}} = 0.5$)
shows that the interaction leads to a much more sharply peaked valence histogram, and thus (for the range of hybridization strengths considered in this study) to sizable electronic correlations.

Because the width of the valence histogram is an important number, which characterizes the state of the impurity, it is natural to choose the hybridization parameter $N_b$ associated with the CT-HYB calculations, or equivalently $\kappa$, which is not the case in the limit $W \gg N_{\text{Mott}}$. With the replacement $\sum_k \rightarrow \int d\varepsilon \rho(\varepsilon)$ and introducing the average coupling strength $V$ we have

$$
\langle N^2 \rangle - \langle N \rangle^2 = |V|^2 \sum_\alpha \int d\varepsilon \rho(\varepsilon) \left( (1 - n_\varepsilon) \left\langle \frac{1}{E_0 - H_{\text{loc}} - \varepsilon} \right\rangle^2 d_\alpha^\dagger d_\alpha + n_\varepsilon \left\langle \frac{1}{E_0 - H_{\text{loc}} + \varepsilon} \right\rangle^2 d_\alpha^\dagger d_\alpha \right),
$$

where $E_0$ is the ground state energy of the system without hybridization and $n_k$ is the occupation number of the bath state at $\varepsilon_k$. With the replacement $\sum_k \rightarrow \int d\varepsilon \rho(\varepsilon)$ and introducing the average coupling strength $V$ we have

$$
\langle N^2 \rangle - \langle N \rangle^2 = |V|^2 \sum_\alpha \int d\varepsilon \rho(\varepsilon) \left( (1 - n_\varepsilon) \left\langle \frac{1}{E_0 - H_{\text{loc}} - \varepsilon} \right\rangle^2 d_\alpha^\dagger d_\alpha + n_\varepsilon \left\langle \frac{1}{E_0 - H_{\text{loc}} + \varepsilon} \right\rangle^2 d_\alpha^\dagger d_\alpha \right) + \kappa \frac{2|V|^2}{\Delta_{\text{Mott}}^2} = \kappa \frac{2 \text{Im} \Delta(0)}{\pi \Delta_{\text{Mott}}^2}.
$$

In the model studied by ED, the bath consists of one site per impurity orbital directly at the Fermi level and thus corresponds to the limit $W \rightarrow 0$:

$$
\langle N^2 \rangle - \langle N \rangle^2 \approx \kappa \frac{2|V|^2}{\Delta_{\text{Mott}}^2}.
$$

Eq. (7) assumes a non-degenerate bath ground state, which is not the case in the limit $W \rightarrow 0$. Thus, the numerical prefactor $\kappa'$ in Eq. (11) will differ from the prefactor $\kappa$, which is found in the wide band case, Eq. (10). Nevertheless, Eqs. (10) and (11) demonstrate that the amount of charge fluctuations $\sqrt{\langle N^2 \rangle - \langle N \rangle^2}$ scales linearly with $V_{\text{QMC}}$ and $V_{\text{ED}}$. Furthermore, this perturbative treatment shows that it is natural to compare $|V_{\text{QMC}}|^2 / \Delta_{\text{Mott}}^2$ to the hybridization function $\text{Im} \Delta(0) / \pi$ used in the CT-HYB calculations, or equivalently $|V_{\text{ED}}|^2 / \Delta_{\text{Mott}}^2$ to $|V_{\text{QMC}}|^2 / \sqrt{\Delta_{\text{Mott}}^2}$. We expect that charge fluctuations in the discrete bath model solved by ED and the wide band model solved by CT-HYB will agree with each other up to a prefactor $\sqrt{\kappa'/\kappa}$ in this case.

In Fig. 2(a) we plot the charge fluctuations as a function of $V_{\text{ED}}$ (QMC) for ED (CT-HYB), and different approximations of the Coulomb interaction matrix. This plot shows that for a given value of $V_{\text{ED}}$, the charge fluctuations obtained with the fully rotationally invariant Coulomb matrix, Eq. (3), and only the density-density part of Eq. (3) are comparable. Neglecting non-density-density terms in the Coulomb interaction matrix has obviously only a minor influence on the amount of charge fluctuations found at the impurity site. For a given value of $V_{\text{QMC}}$ in the CT-HYB case, the charge fluctuations are larger for the Slater-Kanamori Hamiltonian than for the density-density part of the rotationally invariant Coulomb matrix, Eq. (3).

The lower panel of Fig. 2 plots the pairs of hybridization strengths $(V_{\text{QMC}}, V_{\text{ED}})$ which correspond to the same value of the charge fluctuation. This graph can be used to find the suitable hybridization strength in an ED calculation, which allows a comparison to a given $V_{\text{QMC}}$ and vice versa.

### B. Influence of the Coulomb interaction matrix

In a previous study for Co impurities in Cu hosts, it has been demonstrated that the approximations on the Coulomb interaction matrix may have a big influence on
the calculated results.\textsuperscript{14} In the present study, while ED can treat the fully rotationally invariant Coulomb matrix, the QMC calculations are restricted to density-density interactions. Thus, we have to consider the effect of the interaction matrix used in the calculations.

Irrespective of whether one treats all the interaction terms or just the density-density components, it is very important to start from the rotationally invariant form [see Eq. (3)] to construct the interaction matrix. We have already seen in Fig. 2 that the charge fluctuations in the Slater-Kanamori case are larger than in the rotationally invariant case. The reason for this difference is that the charge excitation gap in the weakly hybridized case is much smaller if the Slater-Kanamori interaction is used.

To illustrate this, the CT-HYB results for the filling as a function of chemical potential $\mu$ are plotted in Fig. 3. The top panel shows CT-HYB results for the Slater-Kanamori interaction, and the bottom panel CT-HYB results for the rotationally invariant interaction (only the density-density components in both cases). If the hybridization strength is weak, plateaus appear around integer occupations. However, the $N = 6$ plateau is seen to be significantly broader in the rotationally invariant calculations.

The width of the “Mott plateau” can be roughly estimated by the formula $\Delta_{\text{Mott}}^{(N)} = E(N+1) + E(N-1) - 2E(N)$, where $E(N)$ is the lowest atomic energy of the $N$ electron state. In the Slater-Kanamori case, this gives $\Delta_{\text{Mott}}^{(N=5)} = U + 4J$ (half-filling), and $\Delta_{\text{Mott}}^{(N=5)} = U - 3J$. The estimate for the rotationally invariant interaction is the same for $N = 5$, but away from half-filling, the result differs: $\Delta_{\text{Mott}}^{(N=6)} \approx U - 3J/2$ and $\Delta_{\text{Mott}}^{(N=7)} \approx U - J/2$.\textsuperscript{11} Thus, for $N = 6$ and the parameters $U = 4.0$ eV and $J = 1.0$ eV, one finds a gap of 1.0 eV in the Slater-Kanamori case and a gap of 2.5 eV in the rotationally invariant case. Indeed, as shown in Fig. 4 and Fig. 5 the gaps in the electronic excitation spectra for small hybridization strengths are roughly consistent with this estimate. In the more strongly hybridized case ($V_{QMC} = 1.0$) the quasiparticle peak in the
Slater-Kanamori calculation becomes much more prominent than that in the rotationally invariant calculation (see Fig. 4). These large qualitative and quantitative differences show that one cannot use the Slater-Kanamori form of the interaction in the five orbital case. For the rest of this paper we will therefore only discuss results for (the density-density component of) the rotationally invariant Coulomb interaction.

As a test of the trustworthiness of the features in the MaxEnt spectral functions and to judge the effect of non-density-density Coulomb interaction terms, we compare in Fig. 5 the CT-HYB and ED results for small, medium, and relatively large hybridizations. The hybridization strengths used in the CT-HYB and ED calculations have been adjusted according to the charge fluctuation prescription introduced in the previous subsection. Figure 5(a) resembles the atomic limit, Fig. 5(b) corresponds to a moderate hybridization strength, and Fig. 5(c) represents the strongly hybridized case.

In the ED case, we show spectral functions for both the fully rotationally invariant and the density-density interaction, obtained by truncating the rotationally invariant one. The former spectral function has less peaks because of the higher symmetry. The Mott gap is not affected by reducing the Coulomb interaction to density-density terms only. The degeneracy of the lowest $N = 7$ multiplet is, however, reduced for the density-density interaction, which leads to a slight reduction of charge fluctuations in this case [see Fig. 2(a)].

For the comparison of the ED and the CT-HYB MaxEnt spectrum, we should consider the density-density result. Overall, the agreement with the CT-HYB spectral function is satisfactory. In particular, for the small hybridization strength, neither of the spectral functions features a quasiparticle peak, while for the stronger hybridization, the weight of the quasiparticle peak is roughly consistent. Also, the energies of the main spectral features in the MaxEnt spectrum seem to coincide with multiplet peaks or satellites found in the ED calculations. For the fully rotationally invariant Coulomb interaction, the spectral peak at $\omega = -1$ eV in Fig. 5(a) can be traced back to an excitation from the $N = 6, L = 2, S = 2$ impurity ground state to an $N = 5, L = 0, S = 5/2$ high-spin final state, while the excitations at $\omega < -4$ eV
belong to $N = 5, S = 3/2$ low-spin final states. The density-density type interactions break spin and orbital rotation symmetry. Thus, the final states are not necessarily eigenstates of orbital $L$ and spin angular momentum $S$ any more. While the spectral feature at $\omega = -1$ eV can still be traced back to the $N = 5, L = 0, S = 5/2$ final state, such an assignment is no more possible for the excitations at $\omega < -4$ eV.

Judging from these results, it seems not unreasonable to systematically study the evolution of the MaxEnt spectral functions with increasing hybridization strength.

C. Evolution of the spectral functions

![Graph showing spectral functions at different hybridization strengths](image)

**FIG. 6.** (Color online) Calculated spectral functions at different hybridization strengths $V_{QMC}$. In the CT-HYB calculations, we used the density-density component of the general Coulomb interaction matrix [see Eq. (3)].

We first discuss the evolution of the CT-HYB spectral function upon increasing the hybridization of the impurity with the bath, as shown in Fig. 6. For sufficiently small hybridizations, $V_{QMC} \sim 0.1$, the CT-HYB spectra reveal the multiplet structure of isolated atoms and solely consist of upper and lower “Hubbard bands”, as expected. Starting from $V_{QMC} \approx 0.5$, however, a quasiparticle peak close to the Fermi level emerges, which gains spectral weight with increasing hybridization. At $V_{QMC} \sim 2.0$ the quasiparticle peak is so broad that it can not be distinguished from the lowest multiplet of the upper Hubbard band or the highest multiplet of the lower Hubbard band any more. The multiplet feature between $-5$ and $-6$ eV slightly shifts and broadens but otherwise survives the increasing hybridization. In addition, a spectral satellite develops, around $-2.4$ eV upon increasing the hybridization.

To gain some insights into the physical origin of this evolution we compare to HF (see Fig. 7) and ED calculations (see Fig. 8). At small hybridization, the HF spectra show atomic ionization peaks and qualitatively agree with the ED and CT-HYB spectra. In this case, we find a symmetry broken HF ground state, which corresponds to an $N = 6, L = 2, S = 2$ atomic configuration. It is spin- and orbitally polarized, as illustrated in Fig. 7(c). Upon increasing the hybridization, the orbital polarization decreases and vanishes between $V = 2.0$ and $2.5$ in the HF model, while the spin polarization persists, c.f. Fig. 7(b). Correspondingly, the HF spectral function evolves from several multiplet peaks at low hybridization to a two peaks structure at $V > 2.0$. The spectral peak around $-5.0$ eV is associated with the emission of a majority spin electron from the impurity, while the peak around the Fermi level stems from the minority electrons. The robust spectral feature in the CT-HYB calculations between $-5.0$ and $-6.0$ eV can thus be traced back to spin-exchange splitting and the emission of (instantaneous) majority spin electrons from the impurity. After this emission, the impurity is in a low-spin state. Also the minority electron spectral features from the HF approximation find their counterparts in the CT-HYB calculations both in the case of small hybridization $V \lesssim 0.5$ as well as for the stronger hybridizations under investigation ($V \sim 2.0$). In the case of strong hybridization, the spectral features around $-6.0$ and $0.0$ eV can
be explained in terms of a HF picture.

There are, however, several features in the CT-HYB spectra, which do not have a counterpart in the HF spectra. First, there is no quasiparticle peak at the Fermi level in the calculations at intermediate coupling $0.5 < V < 1.5$. Second, in contrast to HF, the CT-HYB calculations reveal the formation of a satellite peak at $-3.0 \text{ eV} < \omega < -2.0 \text{ eV}$ for hybridizations exceeding $V \gtrsim 1.0$. Both features are therefore likely due to dynamic correlation effects and should be related to multielectron determinant final or initial states. Here, ED calculations can provide useful insights since they can capture multi-determinant effects and yield spectral functions without the need of analytical continuation.

Figure 8 shows the ED spectra for bath couplings increasing from $V_{\text{ED}} = 0.1$ to $V_{\text{ED}} = 1.0$. Obviously, the discrete bath in ED leads to differences between the ED and the CT-HYB spectra. However, both the occurrence of a quasiparticle feature pinned to the Fermi level at intermediate coupling as well as the satellite peak between $-2.0$ and $-3.0 \text{ eV}$ are also observable in the ED spectra. Clearly, neither the quasiparticle feature nor the satellite peak between $-2.0$ and $-3.0 \text{ eV}$ have a counterpart in the electronic spectra for the $N = 6$ atomic limit (see Fig. 5(a)). Of course, all peaks in the atomic spectra correspond to ionization processes where the electron number at the atomic site changes by $\Delta N = \pm 1$. As soon as there is hybridization, the electron number at the atomic site fluctuates and spectral peaks can result from processes, where the impurity occupation in the initial and final states remains essentially constant, i.e., $|\Delta N| \ll 1$.

In fact, the $\Delta N$ associated with a given spectral feature can be easily determined by analyzing the variation of the peak energy with the impurity on-site energies $\epsilon_\alpha$ or equivalently the chemical potential $\mu$. For the initial state $|i\rangle$ (e.g. the ground state of the system) the energy eigenvalue $E_i$ changes with $\mu$ according to

$$-\frac{\partial E_i}{\partial \mu} = -\langle i | \partial E_i / \partial \mu | i \rangle = \sum_\alpha \langle i | d_\alpha^d d_\alpha^e | i \rangle = N_i,$$

where $N_i$ is the average number of electrons at the impurity site in the initial state. Similarly, for every final state the change of its energy eigenvalue $E_f$ upon variation of the chemical potential $-\partial E_f / \partial \mu = N_f$ is given by the average impurity occupancy $N_f$ in that particular final state. Thus the energy $\omega = \pm |E_i - E_f|$ of each peak in the spectral function will shift according to $\partial \omega / \partial \mu = \pm |N_i - N_f| = \pm |\Delta N|$.

Fig. 9 shows the variation of the ED spectra for different hybridization strengths with the chemical potential $\mu$. In the atomic limit, all spectral peaks shift according to $|\partial \omega / \partial \mu| = 1$, as it must be. As soon as there is hopping $V$ to the bath orbitals, the additional spectral features at the Fermi level and around $-2.5 \text{ eV}$ appear. These shift much less upon variation of the chemical potential, $|\partial \omega / \partial \mu| \ll 1$, which suggests that the impurity occupancy difference between initial and final states is nearly zero, here: $\Delta N \approx 0$. The final states associated with the quasiparticle peak have a large contribution from the $N = 6$ impurity ground state multiplet (i.e. spin and orbital angular momenta $S = 2$, $L = 2$). For the free atom, the lowest multiplet excitations within the $N = 6$ subspace lead to spin $S = 1$ states with different total orbital angular momenta $L = 5, 1, 3, 4$ (for the rotationally invariant interaction) and excitation energies between 2.2 and 2.7 eV. The final states of the satellite features in the energy range between $\omega = -2.0 \text{ eV}$ and $-3.0 \text{ eV}$ are largely derived from these $N = 6, S = 1$ multiplets (with a hole in the bath orbitals). We note that the satellite features are observable in our CT-HYB and ED calculations up to the highest hybridization strengths under investigation. They persist even strong charge fluctuations $|\Delta N^2| \sim 1$.  

![Calculated spectral functions at different hybridization strengths](image)
V. CONCLUSION

In this work, we analyzed the evolution of (thermodynamic) ground state and excited states properties of the five-orbital Anderson impurity model from the atomic limit to hybridization strengths which correspond to typical metallic environments. A numerically exact CT-HYB approach was combined with HF and ED calculations to pinpoint the physical mechanisms affecting the impurity spectral function, which is measured by single particle spectroscopies like photoemission or scanning tunneling spectroscopy.

Since ED works with a discretized bath (in our case one bath orbital per impurity orbital directly at the Fermi level), it is a priori unclear how the original hybridization strength $V_{QMC}$ and the bath coupling in ED, $V_{ED}$, should be matched. We showed that choosing $V_{ED}$ such that it yields the same average charge fluctuations as the full

FIG. 9. (Color online) Dependence of the ED spectral functions on the chemical potential $\mu$. Top panels: Full rotationally invariant Coulomb matrix. Bottom panels: Density-density interaction. Spectral functions for the $V_{ED} = 0.0$ atomic limit (a,d), $V_{ED} = 0.2$ (b,e), and $V_{ED} = 0.5$ (c,f) are shown. Peaks shifting with the chemical potential according to $\partial \omega / \partial \mu \sim 1$ (brown dashed lines) can be distinguished from the peaks displaying a small $\mu$-dependence $|\partial \omega / \partial \mu| \ll 1$ (black dotted lines).
model is not only very natural, but also leads to a good agreement between the ED and the CT-HYB spectral functions (both for multiplet features and many body satellite peaks) over an energy range of several eV.

We found that multiplet features are observable in the entire range of hybridization strengths under investigation \((0.0 \leq V_{QMC} \leq 2.0)\), even if the quasiparticle peak is so wide at \(V_{QMC} = 2.0\) that it cannot be distinguished from all Hubbard band features. The impurity magnetic moment is stabilized by Hund’s exchange \(J\) and can persist under strong charge fluctuations. A single five-orbital impurity can thus realize a situation which is very similar to itinerant bulk magnets. We note that this single impurity itinerant magnetism is a genuine multiorbital effect, which cannot be realized in the single orbital Anderson model. In the latter model, solely the Hubbard \(U\) is responsible for the formation of magnetic moments and strong charge fluctuations exclude sizable magnetic moments. Consequently, itinerant behavior and Kondo physics mutually exclude each other in the single orbital model but not necessarily in more realistic five-orbital models of \(d\)-electron systems. On the contrary, genuine many electron features like the multiplet excitation satellites between \(-2.0\) and \(-3.0\) eV are largely enhanced in the case of sizable charge fluctuations in the multiorbital model. The concept of itinerant single atom magnets put forward here could reconcile seemingly contradictory experiments on Fe impurities in metallic hosts, which seem to reveal charge fluctuations,\(^{11}\) itineracy,\(^{31}\) and Kondo physics\(^{32,33}\) at the same time. Future investigations involving more realistic hybridization functions, crystal fields and spin-orbit coupling might be useful to clarify this effect.

We also note that interesting correlation effects arising from Hund’s coupling have been identified in multiorbital lattice models.\(^{34–37}\) Independent of the details of the interaction matrix, in a certain doping range away from half-filling, disordered local moments appear in the metallic phase, and the Fermi liquid coherence temperature becomes very low. This phenomenon, which has been dubbed “spin freezing”\(^{34}\) or “Hund’s metal”\(^{37}\) is believed to explain the unusual properties of important classes of correlated materials, including ruthenates\(^{34}\) and iron pnictides.\(^{35,36,38}\) The itinerant atomic magnetism observed in our study of the five-orbital impurity model corresponds to a single atom realization of this spin frozen metallic state. This can be most directly seen from the imaginary time dynamic spin correlation function \(<S_z(\tau)S_z(0)>\) of the five-orbital impurity. \(<S_z(\tau)S_z(0)>\) stays finite at large imaginary times \(\tau\) (c.f. Fig. 10), which indicates “spin freezing.”\(^{34}\)

While the existence of local moments in this state can be well understood in a static mean field picture, Fig. 7, the low energy excitations differ from standard Fermi liquid quasiparticles. The latter exhibit vanishing decay rates at low energies and low temperatures, which implies a vanishing imaginary part of the Matsubara self-energy, \(\text{Im}\Sigma(\omega_n \rightarrow 0) \rightarrow 0\). In our QMC calculations we find, however, finite scattering rates \(\text{Im}\Sigma(\omega_n \rightarrow 0) \rightarrow \Gamma\) due to the local impurity moment. Only at very low temperatures a Fermi liquid with small quasiparticle weight might emerge.

The electronic structure of multiorbital impurities is controlled by a complex interplay of charge, spin and orbital fluctuations, which can be very sensitive to the particular form of the Coulomb interaction matrix assumed in the model.\(^{14}\) It is, however, not a priori clear how particular ground state properties or spectral features are affected by a certain approximation of the Coulomb interaction matrix. Taken together, our ED and CT-HYB calculations show that any approximation to the Coulomb vertex should be constructed such that it leaves the amount of charge fluctuations in the ground state unaffected. For instance, the fully rotationally invariant Coulomb vertex according to Eq. (3) and its density-density part lead to very similar charge fluctuations and indeed very similar spectra (up to some degeneracy lifting) over a spectral range of several eV. However, the spectra and the amount of charge fluctuations derived from impurities with the Slater-Kanamori “\(U - 3J\)” interaction, Eq. (4), are qualitatively different. The \(U - 3J\) interaction does not reproduce the Mott gap (effective charging energies) of the fully rotationally invariant interaction, while the density-density part of Eq. (3) does.

The neglect of non-density-density terms becomes problematic whatever a precise description of local degeneracies is crucial. This is not so much the case for higher energy spectral features but clearly for low temperature or low energy features. We anticipate that quantities like Kondo temperatures, the shapes of Kondo resonances or also magnetic anisotropies in rotation symmetry broken structures can be very sensitive to the non-density-density terms in the Coulomb vertex.
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