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Abstract: We employ the Polynomial Least Squares Method as a relatively new and very straightforward and efficient method to find accurate approximate analytical solutions for a class of systems of fractional nonlinear integro-differential equations. A comparison with previous results by means of an extensive list of test-problems illustrate the simplicity and the accuracy of the method.
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1. Introduction

The notion of a fractional derivative as a derivative of any arbitrary real or complex order has a long history, starting with the works of early titans of mathematics such as Leibniz, Abel, Liouville and Heaviside. The theory and applications of the fractional calculus expanded steadily during the 20th century and exploded in the recent decades due to the numerous applications of the fractional differential equations in various field of science and engineering, such as thermal engineering, acoustics, electromagnetism, control, robotics, viscoelasticity, signal processing etc.

The fractional integro-differential equations are in the present the focus of intensive research due to their pivotal role in the modeling of many phenomena and processes from science and engineering such as, for example, electric-circuit analysis, floating structures and viscoelastic material dynamics.

The class of systems of equations studied in this paper is:

\[ D^q x_k(t) = \mathcal{F}_k \left( t, x_1(t), \ldots, x_n(t), \int_a^b K_{jk}(t, s, x_1(s), \ldots, x_n(s)) ds, \int_a^r K_{jk}(t, s, x_1(s), \ldots, x_n(s)) ds \right), \]

\[ q_k - 1 < \alpha_k \leq q_k, \quad q_k \in \mathbb{N}^*, \quad k = 1, \ldots, n, \quad n \in \mathbb{N}, \quad r \in \mathbb{N}, \]

together with a set of conditions of the type:

\[ \sum_{j=0}^{r-1} \sum_{k=1}^{n} a_{ijk} \cdot x_k^{(j)}(a) + \sum_{k=1}^{n} \beta_{ijk} \cdot x_k^{(j)}(b) = \mu_i, \quad i = 0, \ldots, r-1, \quad r \in \mathbb{N}^* \]

(2)

Here, for \( q \in \mathbb{N}^* \), \( D^a \) denotes the Caputo fractional derivative of order \( a \), namely:

\[ D^a x(t) = \begin{cases} \frac{1}{\Gamma(q-a)} \int_0^t (t-s)^{q-a-1} x^q(s) ds, & q - 1 < a < q \\ x^q(t), & q = a \end{cases} \]

(3)
The kernel functions $K_{f k}, K_{v k}$ and the functions $F_k$ are assumed to be suitably defined on the $[a, b]$ interval such that the problem consisting of the Equation (1) together with the conditions (2) admits a solution.

This class of systems of equations is evidently a very general one since it includes both Fredholm and Volterra type equations, linear and nonlinear. Unfortunately, with the exception of a relatively small number of simple cases (such as most of the test problems included as examples), the exact solutions of a nonlinear integro-differential system of equations of the type (1) cannot be found. Thus numerical solutions or (preferably) approximate analytical solutions must be computed.

In recent years many methods and techniques to find approximate solutions for systems of integro-differential equations were proposed, among which we mention:

- In 2006, Momani and Qaralleh used the Adomian Decomposition Method [1] to find approximate solutions for a type of system of equations similar to (1) but including only the Volterra term (and not the Fredholm one). The method decomposes the solution of the problem into a rapidly convergent series and replaces the nonlinear term by a series of the Adomian polynomials. The method worked well but unfortunately no error reports were included in the paper.

- In 2009, Zurigat et al. employed the well-known Homotopy Analysis Method [2] and in 2020 Akbar et al. employed the Optimal Homotopy Analysis Method [3] to find approximate solutions for systems of fractional integro-differential equations also of Volterra type only. These methods are based on the concept of the homotopy from topology and generate a convergent series solution for nonlinear systems. The experimental results were good with low errors. An interesting feature of the Homotopy Analysis Method is the existence of the auxiliary parameters which can be adjusted to control the convergence region of the solution series. Unfortunately the best choices of these parameters are not always clear. On the other hand, in [2] the authors showed that for certain values of these parameters the Homotopy Analysis Method can also replicate the results obtained in [1] by means of the Adomian Decomposition Method.

- In 2010, Saeed and Sdeq employed the widely used Homotopy Perturbation Method [4] to find approximate solutions for systems of linear Fredholm fractional integro-differential equations. The Homotopy Perturbation Method combines the traditional perturbation method and the concept of homotopy from topology and its best feature is that it does not require the existence of a small parameter regarding the perturbation. The errors corresponding to the approximations are presented and the convergence of the method is fast: from the experimental data it follows that the order of the error seems to be proportional to the number of terms considered in the sum of the series.

- The Chebyshev Pseudo-Spectral Method, employed in 2013 by Khader and Sweilam [5] and in 2017 by Zedan et al. [6] to find approximate for a type of system of equations similar to (1), but including only Volterra integrals, uses the properties of Chebyshev polynomials to reduce the problem to a linear or non-linear system of algebraic equations. From the numerical data the convergence again appears fast, with an order of the error roughly proportional to the numbers of terms in the series sum.

- In 2014, Bushnaq et al. presented the Reproducing Kernel Hilbert Space Method [7], which is a kernel-based approximation method, to find approximate solutions for systems of Volterra fractional integro-differential equations. The errors presented are relatively low but, while the absolute convergence of the method is proved, from the experimental data no information about the speed of the convergence can be extracted.

- Chebyshev Wavelets Expansion Methods were used in 2014 by Heydary et al. [8] to solve systems of nonlinear singular fractional Volterra integro-differential equations, in 2018 by Zhou and Xu [9] and in 2021 by Bargamadi et al. [10] to solve fractional Volterra–Fredholm integro-differential equations. This category of methods utilizes Chebyshev wavelets as a basis and transforms the problem into a system of algebraic equations. These methods usually yield solutions with very low errors which converge relatively fast.
• In 2015, Al-Marashi used a B-Spline Method [11] to find approximate solutions for systems of linear fractional integro-differential Volterra equations. The method uses B-Spline functions of different degrees to transform the problem into a system of linear equations. The examples show that the errors are relatively low and the convergence is illustrated by the decreasing of the errors with the increase in the degree.

• In 2015, Khalil and Khan used the Shifted Legendre Polynomials Method [12] to solve a coupled system of linear Fredholm integro-differential equations. In this method the initial problem is transformed into a series of algebraic equations of the shifted Legendre expansion coefficients. The errors are low enough and the examples clearly illustrate the convergence of the method.

• In 2015, Asgari introduced a method based on a new Operational Matrix of Triangular Functions [13]. The method is applied to a system of linear fractional integro-differential Volterra equations and transforms it by using triangular functions into a system of linear algebraic equations and the corresponding errors are sufficiently low.

• In 2016, [14] and in 2018 [15] Deif and Grace used the Iterative Refinement Method to find approximate solutions for systems of linear fractional integro-differential Volterra and Fredholm equations. The method employs an approximate solution which is repeatedly updated based upon a computed residual to adjust the system input. The examples show low errors and relatively fast convergence.

• Block-Pulse Functions Methods were applied in 2018 by Hesameddini and Shahbazi [16] and in 2019 by Xie and Yi [17] to find approximate solutions for systems of nonlinear fractional integro-differential Volterra and Fredholm equations. By means of Block–Pulse functions (or hybrid Bernstein Block–Pulse functions), the initial problem is reduced to a system of algebraic equations. The examples show relatively low errors and good convergence properties.

• In 2018, Wang et al. employed the Bernoulli Wavelets Method [18] to solve coupled systems of nonlinear fractional integro-differential Volterra equations. The method transforms the problem into a system of algebraic equations by means of a Bernoulli wavelets basis expansion and the examples show relatively low errors and illustrate the convergence.

• In 2019, Mohammed and Malik employed a Power Series Method [19] to find approximate solutions for a system of linear fractional integro-differential Volterra equations. The solution of the problem is computed approximately as a partial sum of a power series. The numerical results are in good agreement with results obtained by using other methods but unfortunately no clear information regarding accuracy and speed of convergence could be extracted from the examples.

• In 2020, Didgar et al. used a Taylor Expansion Method [20] to solve systems of linear fractional integro-differential Volterra–Fredholm equations. The method transforms the problem into a system of linear equations by approximating the solutions via nth-order Taylor polynomials. The exact solutions of all the examples included are polynomial functions and due to its nature the method is able to find the exact solutions.

• In 2020, Saemi et al. used a Müntz–Legendre Wavelets Method [21] to find approximate solutions for systems of nonlinear fractional integro-differential Volterra–Fredholm equations. Employing Müntz–Legendre wavelets, the method converts the system of integro-differential equations into a system of linear or nonlinear algebraic equations. The examples show low errors and good convergence properties.

• In 2021, Duangpan et al. used the Finite Integration Method [22] to find approximate solutions for systems of linear fractional Volterra integro-equations by transforming them in systems of algebraic equations via Shifted Chebyshev Polynomials. The examples show very low errors and relatively fast convergence.

The rest of the paper is structured as follows: In Section 2, we present the Polynomial Least Squares Method (denoted from this point forward as PLSM), in Section 3, we present
the results of an extensive testing process involving most of the usual test problems included in similar studies and in Section 4 we present the conclusions of the study.

2. The Polynomial Least Squares Method

In the following we will denote by the problem (1)+(2) the system of Equation (1) together with the conditions (2).

Let \( \hat{x}_1(t), \ldots, \hat{x}_n(t) \) be a set of approximate solutions of the system (1). The overall error obtained by replacing the set of exact solutions \( x_1(t), \ldots, x_n(t) \) with these approximations can be described by the remainder:

\[
R(t, \hat{x}_1, \ldots, \hat{x}_n) = \sum_{k=1}^{n} \left( D^\alpha \hat{x}_k(t) - \mathcal{F}_k \left( t, \hat{x}_1(t), \ldots, \hat{x}_n(t), \int_0^1 K_{km}(t, s, \hat{x}_1(s), \ldots, \hat{x}_n(s)) ds \right) \right)^2
\]

(4)

We will find a set of approximate polynomial solutions of (1)+(2) on the \([a, b]\) interval, solutions which satisfy the following conditions:

\[
R(t, \hat{x}_1, \ldots, \hat{x}_n) < \epsilon
\]

(5)

\[
\sum_{j=0}^{r-1} \left[ \sum_{k=1}^{n} a_{ijk} \cdot \hat{x}_k^{(j)}(a) + \sum_{k=1}^{n} \beta_{ijk} \cdot \hat{x}_k^{(j)}(b) \right] = \mu_j, \quad i = 0, \ldots, r - 1
\]

(6)

**Definition 1.** We call a set of \( \epsilon \)-approximate polynomial solutions of the problem (1)+(2) a set of approximate polynomial solutions \( \hat{x}_1, \ldots, \hat{x}_n \) satisfying the relations (5) and (6).

**Definition 2.** We call a set of weak \( \delta \)-approximate polynomial solutions of the problem (1)+(2) a set of approximate polynomial solutions \( \hat{x}_1, \ldots, \hat{x}_n \) satisfying the relation \( \int_a^b R(t, \hat{x}_1, \ldots, \hat{x}_n) dt \leq \delta \) together with the initial conditions (6).

**Definition 3.** For \( k = 1, \ldots, n \), we consider the sequences of polynomials \( P_{km}(t) = a_{k0} + a_{k1}t + \ldots + a_{km}t^m, a_{ki} \in \mathbb{R}, i = 0, 1, \ldots, m \), satisfying the conditions:

\[
\sum_{j=0}^{r-1} \left[ \sum_{k=1}^{n} a_{ijk} \cdot P_{km}^{(j)}(a) + \sum_{k=1}^{n} \beta_{ijk} \cdot P_{km}^{(j)}(b) \right] = \mu_j, \quad i = 0, \ldots, r - 1
\]

We call the sequences of polynomials \( P_{km}(t) \) convergent to the solution of the problem (1)+(2) if \( \lim_{m \to \infty} R(t, P_{1m}, \ldots, P_{nm}) = 0 \).

The following convergence theorem holds:

**Theorem 1.** The necessary condition for the problem (1)+(2) to admit a set of sequences of polynomials \( P_{km}(t) \) convergent to the solutions of this problem is: \( \lim_{m \to \infty} \int_a^b R(t, T_{1m}, \ldots, T_{nm}) dt = 0 \), where \( T_{km}(t) \) are a set of weak \( \epsilon \)-approximate polynomial solutions of the problem (1)+(2).

**Proof.** We will find a set of weak \( \epsilon \)-polynomial solutions of the type:

\[
T_{km}(t)(t) = \sum_{l=0}^{m} c_{kl} \cdot t^l, \quad k = 1, \ldots, n
\]

(7)

where the constants \( c_{k0}, c_{k1}, \ldots, c_{km}, \quad k = 1, \ldots, n \) are calculated using the steps outlined in the following.
By substituting the approximate solutions (7) in the system (1) we obtain the following expression:

\[
\sum_{k=1}^{n} \left( D^{\alpha} x_k(t) - F_k(t, x_k(t), \ldots, x_{km}(t)) \right) = 0
\]

(8)

If we could find the constants \( c_{k0}^0, c_{k1}^0, \ldots, c_{km}^0 \) such that \( R_x(t, c_{k0}^0, c_{k1}^0, \ldots, c_{km}^0) = 0 \) for any \( t \in [0, 1] \) and the equivalents of (2) are also satisfied, then by substituting \( c_{k0}^0, c_{k1}^0, \ldots, c_{km}^0 \) in (7) we obtain the exact solution of (1)+(2).

Next we attach to the problem (1)+(2) the following real functional:

\[
J(c_{k0}, c_{k1}, \ldots, c_{km}) = \int_{a}^{b} R_x(t, c_{k0}, c_{k1}, \ldots, c_{km}) \, dt
\]

(9)

where \( c_{k0}, c_{k1}, \ldots, c_{k(r-1)} \) may be computed as functions of \( c_{kr}, c_{k(r+1)}, \ldots, c_{km} \) by using the set of conditions.

Next we compute \( c_{kr}^0, c_{k(r+1)}, \ldots, c_{km}^0 \) as the values which give the minimum of the functional (9) and \( c_{k0}^0, c_{k1}^0, \ldots, c_{k(n-1)}^0 \) again as functions of \( c_{kn}^0, c_{kn+1}, \ldots, c_{km}^0 \) by using the conditions.

Using the constants \( c_{k0}^0, c_{k1}^0, \ldots, c_{km}^0 \) thus determined, we consider the set of polynomials:

\[
T_{km}(t) = \sum_{k=0}^{m} c_{km}^0 \cdot t^k, \quad k = 1, \ldots, n
\]

(10)

Based on the way the coefficients of the polynomials \( T_{km}(t) \) are computed and taking into account the relations (7)–(9), the following inequalities hold:

\[
0 \leq \int_{a}^{b} R(t, T_{1m}(t), \ldots, T_{nm}(t)) \, dt \leq \int_{a}^{b} R(t, P_{1m}(t), \ldots, P_{nm}(t)) \, dt, \quad \forall m \in N.
\]

It follows that \( 0 \leq \lim_{m \to \infty} \int_{a}^{b} R(t, T_{1m}(t), \ldots, T_{nm}(t)) \, dt \leq \lim_{m \to \infty} \int_{a}^{b} R(t, P_{1m}(t), \ldots, P_{nm}(t)) \, dt \)

\[
dt = 0.
\]

We obtain \( \lim_{m \to \infty} \int_{a}^{b} R(t, T_{1m}(t), \ldots, T_{nm}(t)) \, dt = 0. \)

From this limit we conclude that \( \forall \epsilon > 0, \exists m_0 \in N \) such that \( \forall m \in N, \ m > m_0 \) it follows that \( T_{km}(t), \ k = 1, \ldots, n \) is a set of weak \( \epsilon \)-approximate polynomial solutions of the problem (1)+(2).

\[\square\]

**Remark 1.** Any set of \( \epsilon \)-approximate polynomial solutions of the problem (1)+(2) is also a set of weak \( \epsilon^2 \cdot (b-a) \)-approximate polynomial solutions, but the opposite is not always true. It follows that the set of weak approximate solutions of the problem (1)+(2) also contains the set of approximate solutions of the problem.

Taking into account the above remark, in order to find a set of \( \epsilon \)-approximate polynomial solutions of the problem (1)+(2) by the Polynomial Least Squares Method, we will first determine weak approximate polynomial solutions, \( T_{1m}(t), \ldots, T_{nm}(t) \). If \( R(t, T_{1m}(t), \ldots, T_{nm}(t)) < \epsilon \) then \( T_{1m}(t), \ldots, T_{nm}(t) \) is also a set of \( \epsilon \)-approximate polynomial solutions of the problem.
3. Numerical Examples

In this section we present the results obtained by using PLSM for many (if not most) of the usual test-problems included in similar papers.

In the first application, we present the computations in detail including some remarks about the practical implementation of the method, while in the most of the subsequent applications we only present the results of the computations.

3.1. Application 1: System of Fractional Fredholm Integro-Differential Equations

The first application consists of the pair of equations [4,14,20]:

\[ D^{0.5} x_1(t) = \int_0^1 (x_1(s) + x_2(s)) \, ds + \frac{2\sqrt{t}}{\sqrt[4]{\pi}} - \frac{5}{6} \]
\[ D^{1.5} x_2(t) = \int_0^1 (x_1(s) - x_2(s)) \, ds + \frac{4\sqrt{t}}{\sqrt[4]{\pi}} - \frac{t}{6} \]

(11)

together with the initial conditions \( x_1(0) = 0, x_2(0) = 0 \).

The exact solutions of this problem are \( x_1(t) = t, x_2(t) = t^2 \).

We will follow the steps of the algorithm described in the Proof from the previous section. First, by choosing the polynomials \( \tilde{x}_1(t) = c_{11} \cdot t + c_{10} \) and \( \tilde{x}_2(t) = c_{22} \cdot t^2 + c_{21} \cdot t + c_{20} \), from the initial conditions it follows that \( c_{10} = 0 \) and \( c_{20} = 0 \), hence \( \tilde{x}_1(t) = c_{11} \cdot t \) and \( \tilde{x}_2(t) = c_{22} \cdot t^2 + c_{21} \cdot t \).

The corresponding remainder (8) is:

\[ R_c(t, c_{11}, c_{21}, c_{22}) = \frac{c_{11}^2}{4} + \frac{4c_{11}^3}{\pi} - \frac{2c_{11}^2\sqrt{t}}{\pi} + \frac{c_{11}^3}{4} - \frac{1}{2} c_{11} c_{21} t^2 - \frac{2 c_{11} c_{21}^2 \sqrt{t}}{\pi} + \frac{c_{11} c_{21}^2}{4} - \frac{4 c_{11} c_{22}^{3/2}}{\pi} \]
\[ - \frac{1}{3} c_{11} c_{22} t^2 - \frac{4 c_{11} c_{22}^2 \sqrt{t}}{\pi} + \frac{c_{11} c_{22}^2}{3} + \frac{4 c_{11} c_{22}^{3/2}}{\pi} - \frac{c_{11}^2}{6} + \frac{2 c_{11} c_{22} \sqrt{t}}{\pi} - \frac{8 c_{11} \sqrt{t}}{6} + \frac{16 c_{11} c_{22} \sqrt{t}}{\pi} - \frac{8 c_{11}^2}{6} + \frac{c_{11}^2}{4} + \frac{c_{22}^2}{4} + \frac{4 c_{22} c_{22}^{3/2}}{\pi} \]
\[ + \frac{c_{22}^2}{9} - \frac{3 c_{22}^2}{4} + \frac{4 c_{22}^2 \sqrt{t}}{\pi} - \frac{5 c_{22}^2}{6} - \frac{4 c_{22}^2}{3 \sqrt{\pi}} + \frac{c_{22}^2}{9} + \frac{20}{\pi} + \frac{45}{9} \]
\[ + \frac{10 c_{22} - 25}{3 \sqrt{\pi}} \]

and the corresponding functional (9) is:

\[ J(c_{11}, c_{21}, c_{22}) = \frac{1}{27} \left( 9 c_{11}^2 + 3 c_{11} (3 c_{21} + 2 c_{22} - 8) + (3 c_{21} + 2 c_{22})^2 - 21 c_{21} - 14 c_{22} + 19 \right) \]
\[ - 4 \left( c_{11}^2 + c_{11} (15 c_{21} + 28 c_{22} - 58) + c_{21} (3 - 18 c_{22}) - 4 c_{22} (3 c_{22} + 1) + 31 \right) + 2 \left( c_{11} - 2 \right) c_{11} + 4 \left( c_{22} - 2 \right) c_{22} + 5 \].

In order to find the minimum of the functional (9), we solve the system consisting of the equations \( \frac{d J}{d c_{11}} = 0, \frac{d J}{d c_{21}} = 0 \) and \( \frac{d J}{d c_{22}} = 0 \) and we obtain the solution \( c_{11} = 1, c_{21} = 0, c_{22} = 1 \) which is a set of stationary (critical, equilibrium) points for the functional. It is easy to show that this set corresponds indeed to a minimum of \( f \) and we obtain the values \( c_{11}^0 = 1, c_{21}^0 = 0, c_{22}^0 = 1 \). From the initial conditions, obviously \( c_{10}^0 = 0 \) and \( c_{20}^0 = 0 \) and thus \( \tilde{x}_1(t) = t \) and \( \tilde{x}_2(t) = t^2 \) which means that PLSM is able to find, in a very simple manner, the exact solution of the problem. We remark that the previous methods in [4] (Homotopy Perturbation Method) and [14] (Iterative Refinement Method) were only able to find approximate solutions.

Regarding the practical implementation of the method, we wish to make the following remarks:

- Regarding the choice of the degree of the polynomial approximation, in the computations we usually start with the lowest degree (i.e., first degree polynomial) and compute successively higher degree approximation, until the error (see next item) is considered low enough from a practical point of view for the given problem (or, in the case of a test problem, until the error is lower than the error corresponding to the solutions obtained by other methods). Of course, in the case of a test problem when the known solution is a polynomial, one may start directly with the corresponding degree, but this is just a shortcut and by no means necessary when using the method.
If the exact solution of the problem is not known, as would be the case of a real-life problem, and as a consequence the error cannot be computed, then instead of the actual error we can consider as an estimation of the error the value of the remainder $R$ (4) corresponding to the computed approximation, as mentioned in the end of Section 2.

If the problem has an (unknown) exact polynomial solution it is easy to see if PLSM finds it since the value of the minimum of the functional in this case is actually zero. In this situation, if we keep increasing the degree (even though there is no point in that), from the computation we obtain that the coefficients of the higher degrees are actually zero.

Regarding the choice of the optimization method used for the computation of the minimum of the functional (9), if the solution of the problem is a known polynomial (such as in the case of this application and several of the following ones) we usually employ the critical (stationary) points method, because in this way by using PLSM we can easily find the exact solution. Such problems are relatively simple ones; the expression of the functional (9) is also not very complicated and indeed the solutions can usually be computed even by hand (as in the case of this application) and in general no concerns of conditioning or stability arise.

However, for a more complicated (real-life) problem, when the solution is not known (or even if the exact solution is known but not polynomial), we would not use the critical points method. In fact, we would not even use an iterative-type method but rather a heuristic algorithm such as Differential Evolution or Simulated Annealing. In our experience with this type of problem even a simple Nelder–Mead type algorithm works well (as was the case for the following Application 7, Application 8 and Application 9).

3.2. Application 2: System of Fractional Volterra Integro-Differential Equations

The second application consists of the equations [17]:

$$D^{rac{1}{3}} x_1(t) = \int_0^t (t + s) \cdot x_2(s) \, ds + \frac{\alpha^3}{6} + \frac{\beta^3}{10}$$
$$D^{rac{5}{3}} x_2(t) = \int_0^t (t - s) \cdot x_1(s) \, ds - \frac{\alpha^3}{6} - \frac{\beta^3}{10}$$

(12)

together with the initial conditions $x_1(0) = 0$, $x_2(0) = 0$.

The exact solutions of this problem are $x_{1e}(t) = t$, $x_{2e}(t) = -t$.

Again, using the PLSM steps outlined in the previous section, by choosing the polynomials $\tilde{x}_1(t) = c_{11} \cdot t + c_{10}$ and $\tilde{x}_2(t) = c_{21} \cdot t + c_{20}$, from the initial conditions it follows that $c_{10} = 0$ and $c_{20} = 0$, hence $\tilde{x}_1(t) = c_{11} \cdot t$ and $\tilde{x}_2(t) = c_{21} \cdot t$ and the corresponding remainder (8) is:

$$R_c(t, c_{11}, c_{21}) = \frac{25c_{21}^6}{36} + \frac{9c_{21}^4}{18} + \frac{25c_{21}^3}{12} + \frac{25c_{21}^2}{6} + \frac{25c_{21}}{2} + \frac{25}{3} + \frac{5c_{21}}{3} + \frac{13}{18} + \frac{5c_{21}}{3} + \frac{1}{3} + \frac{5c_{21}}{3}.$$

The corresponding functional (9) is:

$$J(c_{11}, c_{21}) = c_{11}^2 \left( \frac{25}{28} + \frac{27}{28} \right) + c_{11} \left( c_{21} \left( \frac{15}{28} + \frac{3}{13} \right) - \frac{1}{12} - \frac{13}{126} \right)$$

$$+ \frac{c_{21} \left( \frac{15}{11} + \frac{18}{11} \right)}{1} + \frac{5}{12} + \frac{5}{13} + \frac{3}{12} + \frac{1}{3} + \frac{3}{7}.$$

Again, by computing the stationary (critical, equilibrium) points for the functional, it is easy to show that the minimum corresponds to $c_{11}^0 = 1$, $c_{21}^0 = -1$, thus finding again the exact solution of the problem.
In the following applications, when the exact solutions are also polynomial, we will omit the details of the computations, since they are very similar.

We also remark again that the previous method in [17] (Block–Pulse Functions Method) was only able to find approximate solutions.

3.3. Application 3: System of Fractional Volterra–Fredholm Integro-Differential Equations

The third application consists of the equations [17]:

\[
\begin{align*}
D^\frac{1}{3} x_1(t) &= \int_0^t \frac{1}{s} t^2 x_1(s) \, ds + \int_0^t \frac{1}{s} t^2 x_2(s) \, ds + \frac{8^{3/2}}{3\sqrt{\pi}} + \frac{e^3}{3} - \frac{t^3}{3} \\
D^\frac{1}{3} x_2(t) &= \int_0^t \frac{1}{s} t^2 x_1(s) \, ds + \int_0^t \frac{1}{s} t^2 x_2(s) \, ds - \frac{8^{3/2}}{3\sqrt{\pi}} + \frac{e^3}{3} - \frac{t^3}{3} - \frac{1}{5}
\end{align*}
\]  

(13)

together with the initial conditions \( x_1(0) = 0 , \ x_2(0) = 0 \).

The exact solutions of this problem are \( x_{1_0}(t) = t^2 , \ x_{2_0}(t) = -t^2 \).

Again, using PLSM we are able to find the exact solutions of the problem, while the previous method in [17] (the Block–Pulse Functions Method) was only able to find approximate solutions.

3.4. Application 4: System of Fractional Volterra–Fredholm Integro-Differential Equations with a Weakly Singular Kernel

The next application consists of the equations [21]:

\[
\begin{align*}
D^\frac{1}{\nu} x_1(t) &= 2 \int_0^t (t-s) \left( x_1'(s) + x_2'(s) \right) \, ds + \int_0^t s e^s x_2(s) \, ds - \frac{1}{6} ((3t + 4)t + 6) t_2 + \frac{5(10t + 9)t_2^{4/5}}{36t^{1/2}} + \frac{3e^t}{10} \\
D^\frac{1}{\nu} x_2(t) &= -\frac{1}{2} \int_0^t (s+t) x_1''(s) \, ds + \int_0^t \frac{x_2(s)}{\sqrt{s}} \, ds - \frac{327/2}{3} + \frac{81t^{3/2}}{40t^{1/2}} + \frac{2t}{2} + 2\sqrt{t} + \frac{1}{3}
\end{align*}
\]  

(14)

together with the boundary conditions \( x_1(0) + x_1'(0) = 1 , \ x_1(1) - x_1'(1) = -1 , \ x_2(0) + x_2'(0) = -1 \).

The exact solutions of this problem are \( x_{1_0}(t) = t^2 + t , \ x_{2_0}(t) = t^3 - 1 \).

Again, using PLSM we are able to find the exact solutions of the problem, while the previous method in [21] (Müntz–Legendre Wavelet Method) was only able to find approximate solutions.

3.5. Application 5: System of Singular Fractional Volterra–Fredholm Integro-Differential Equations

The next application consists of the equations [10]:

\[
\begin{align*}
D^\frac{1}{3} x_1(t) &= \int_0^t \frac{x_1(s)}{t-s} \, ds + 2 \int_0^t s x_2(s) \, ds - \frac{4^{3/2}}{3} + \frac{t_3/2}{t_3} + \frac{2t}{3} \\
D^\frac{1}{3} x_2(t) &= -\frac{1}{2} \int_0^t \frac{x_1(s)}{t-s} \, ds + \int_0^t (s+t) x_2(s) \, ds + \frac{25t_3/3}{t_3} + \frac{1}{2} - \frac{2x_1(t)}{\sqrt{\pi}} + \frac{1}{3}
\end{align*}
\]  

(15)

together with the initial conditions \( x_1(0) = 0 , \ x_2(0) = 0 \).

The exact solutions of this problem are \( x_{1_0}(t) = t , \ x_{2_0}(t) = -t \).

Using PLSM we can easily find the exact solutions of the problem, while the previous method in the [10] (Second Chebyshev Wavelets Method) was only able to find approximate solutions.
3.6. Application 6: System of Fractional Volterra–Fredholm Integro-Differential Equations

The next application consists of the equations [9]:

\[
\begin{align*}
D^{\frac{3}{2}}x_1(t) &= -\int_0^t 2t(x_1(s) - x_2(s)) \, ds - \int_0^t x_2(s) \, ds + t^4 + \frac{t^2}{3} + \frac{4\sqrt{7}}{\sqrt{\pi}} \\
D^{\frac{3}{2}}x_2(t) &= -\int_0^t 2t(x_1(s) + x_2(s)) \, ds - \int_0^t x_1(s) \, ds + \frac{t^4}{3} + \frac{32t^{7/4}}{71(\frac{1}{4})} + \frac{71}{7} \\
\end{align*}
\]

(16)

together with the boundary conditions:

\[x_1(0) + x_1'(0) = 0, \quad x_2(0) + x_2'(0) = 0, \quad x_1(1) + x_1'(1) = 3, \quad x_2(1) + x_2'(1) = 4.\]

The exact solutions of this problem are \(x_{1e}(t) = t^2, \quad x_{2e}(t) = t^3.\)

Once again, using PLSM we can easily find the exact solutions of the problem, while the previous method in [9] (Chebyshev Wavelets Method) was only able to find approximate solutions.

3.7. Application 7: System of Fractional Volterra Integro-Differential Equations

The next application consists of the equations [1,2,5,7,13,16,22]:

\[
\begin{align*}
D^{a_1}x_1(t) &= -x_2(t) - \int_0^t (x_1(s) + x_2(s)) \, ds + t^2 + t + 1 \\
D^{a_2}x_2(t) &= x_1(t) - \int_0^t (x_1(s) - x_2(s)) \, ds - t - 1, \quad 0 < a_1, a_2 \leq 1 \quad (17)
\end{align*}
\]

together with the initial conditions \(x_1(0) = 1, \quad x_2(0) = -1.\)

The exact solutions of this problem are only known for \(a_1 = a_2 = 1,\) in which case they are \(x_{1e}(t) = t + e^t, \quad x_{2e}(t) = t - e^t.\)

This problem is one of the most frequently used test-problems for this type of equation: in 2006 in [1] approximations were computed by means of the Adomian Decomposition Method (but unfortunately no estimations of the error were presented); in 2009 in [2], approximations were computed using the Homotopy Analysis Method (but again no values for the errors were given); in 2013 in [5], approximations were computed by employing the Chebyshev Pseudo-Spectral Method; in 2014 in [7], approximations were computed by using a Reproducing Kernel Hilbert Space Method; in 2015 in [13], approximations were computed by using the Triangular Functions Operational Matrix Method; in 2017 in [6], approximations were computed by employing a Chebyshev Spectral Method; in 2018 in [16], approximations were computed using a Hybrid Bernstein Block-Pulse Functions Method; in 2021 in [22], approximations were computed by employing a Finite Integration Method based on Shifted Chebyshev Polynomials.

In the case \(a_1 = a_2 = 1,\) using PLSM we computed polynomial approximate analytical solutions of different degrees. For example, here are the corresponding polynomial approximations of 8, 9, 10 and 11 degrees:

- Approximate polynomial solutions of the 8th degree:
  \[
  \hat{x}_1(t) = 0.0000047363323161605174 \cdot t^8 + 0.000135168873445251 \cdot t^7 + 0.00148248573490631 \cdot t^6 + 0.00825231946725658 \cdot t^5 + 0.04170835508058084 \cdot t^4 + 0.16665430024625488 \cdot t^3 + 0.5000193853124696 \cdot t^2 + 1.9999998630996803 \cdot t + 1,
  \]
  \[
  \hat{x}_2(t) = -0.00002982297911394363 \cdot t^8 - 0.0002127973158540621 \cdot t^7 - 0.001342682317043854 \cdot t^6 - 0.00833980287243346 \cdot t^5 - 0.04164035768208066 \cdot t^4 - 0.16667383575660027 \cdot t^3 - 0.49999911119102772 \cdot t^2 - 0.000000391783176476 \cdot t - 1,
  \]

- Approximate polynomial solutions of the 9th degree:
  \[
  \hat{x}_1(t) = 0.0000045805173894289 \cdot t^9 + 0.000020580330135790038 \cdot t^8 + 0.0002035690520593829 \cdot t^7 + 0.013851707127562687 \cdot t^6 + 0.0083349621639923638 \cdot t^5 + 0.00148248573490631 \cdot t^4 + 0.00825231946725658 \cdot t^3 + 0.04170835508058084 \cdot t^2 + 0.16665430024625488 \cdot t + 1,
  \]
\[ t^3 + 0.041666241483179853 \cdot t^4 + 0.1666672837372302 \cdot t^3 + 0.4999999572948002 \cdot t^2 + 2.000000000963291 \cdot t + 1, \]
\[ x_2(t) = -0.000045656319241696 \cdot t^9 - 0.000020644096527373962 \cdot t^8 - 0.000203450291313719 \cdot t^7 - 0.0013852891586628564 \cdot t^6 - 0.0083348940445540666 \cdot t^5 - 0.04166624108366799 \cdot t^4 - 0.16666672427992802 \cdot t^3 - 0.4999999670833814 \cdot t^2 + 0.00000000086711225 \cdot t - 1, \]

- Approximate polynomial solutions of the 10th degree:
\[ x_1(t) = 0.0000000457629447356 \cdot t^{10} + 0.0000022852732427799 \cdot t^9 + 0.000025457659162681733 \cdot t^8 + 0.00019785674926081092 \cdot t^7 + 0.0013891868588020061 \cdot t^6 + 0.0083332323662652953 \cdot t^5 + 0.041666687563315580 \cdot t^4 + 0.1666666422454891 \cdot t^3 + 0.50000000013734605 \cdot t^2 + 1.999999999974718 \cdot t + 1, \]
\[ x_2(t) = -0.0000000456481442412 \cdot t^{10} - 0.000002291004565149 \cdot t^9 - 0.00022545543954087026 \cdot t^8 - 0.00019787085523824838 \cdot t^7 - 0.0013891770075813552 \cdot t^6 - 0.0083332365767372269 \cdot t^5 - 0.04166668487184833 \cdot t^4 - 0.1666666437768615 \cdot t^3 - 0.50000000012695446 \cdot t^2 + 0.00000000002298681 \cdot t - 1, \]

- Approximate polynomial solutions of the 11th degree:
\[ x_1(t) = 0.0000000415720676463 \cdot t^{11} + 0.00000228409244376 \cdot t^{10} + 0.00000282966676599 \cdot t^9 + 0.0000024729572335723796 \cdot t^8 + 0.00019845840335564334 \cdot t^7 + 0.001388697769646509 \cdot t^6 + 0.008333385188320542 \cdot t^5 + 0.04166665792542027 \cdot t^4 + 0.1666666675808019 \cdot t^3 + 0.49999999967688 \cdot t^2 + 2.0000000000000601 \cdot t + 1, \]
\[ x_2(t) = -0.0000000414853933467 \cdot t^{11} - 0.000000022888238800 \cdot t^{10} - 0.00000282854773026 \cdot t^9 - 0.000024731062024094003 \cdot t^8 - 0.00019845717875317951 \cdot t^7 - 0.001388704185612361 \cdot t^6 - 0.008333383054740074 \cdot t^5 - 0.04166665839563998 \cdot t^4 - 0.16666666674580645 \cdot t^3 - 0.4999999999635321 \cdot t^2 + 0.0000000000550614 \cdot t - 1, \]

In order to illustrate the accuracy of PLSM, for \( \alpha_1 = \alpha_2 = 1 \), in Tables 1 and 2 we will compare the absolute errors corresponding to approximations previously computed in [5,6,13,16,22] with the absolute errors corresponding to the approximations of degree 11 computed by using PLSM. Unfortunately, the results in [7] were not presented in the same manner or for the same set of values of \( t \), but the order of the errors corresponding to the most accurate approximation presented there is \( 10^{-4} \). From the tables it is clear that PLSM yields the most accurate approximation.

### Table 1. Comparison of absolute errors of \( x_1 \) for problem (17) in the case \( \alpha_1 = \alpha_2 = 1 \).

| \( t \)  | [5]     | [13]    | [6]     | [16]    | [22]    | 11-th Deg. PLSM |
|--------|---------|---------|---------|---------|---------|-----------------|
| 0.1    | 1 \times 10^{-5} | 9 \times 10^{-5} | 2 \times 10^{-7} | 5 \times 10^{-11} | 6 \times 10^{-15} | 1 \times 10^{-17} |
| 0.2    | 6 \times 10^{-5} | 1 \times 10^{-4} | 1 \times 10^{-7} | 5 \times 10^{-11} | -       | 2 \times 10^{-16} |
| 0.3    | 9 \times 10^{-5} | 2 \times 10^{-4} | 8 \times 10^{-8} | 1 \times 10^{-12} | -       | 2 \times 10^{-16} |
| 0.4    | 7 \times 10^{-5} | 1 \times 10^{-4} | 5 \times 10^{-8} | 9 \times 10^{-11} | -       | 4 \times 10^{-16} |
| 0.5    | 1 \times 10^{-5} | 1 \times 10^{-4} | 4 \times 10^{-8} | 2 \times 10^{-11} | 1 \times 10^{-15} | 8 \times 10^{-16} |
| 0.6    | 4 \times 10^{-5} | 2 \times 10^{-4} | 1 \times 10^{-8} | 6 \times 10^{-11} | -       | 1 \times 10^{-16} |
| 0.7    | 7 \times 10^{-5} | 3 \times 10^{-4} | 5 \times 10^{-8} | 1 \times 10^{-11} | -       | 1 \times 10^{-17} |
| 0.8    | 5 \times 10^{-5} | 4 \times 10^{-4} | 7 \times 10^{-8} | 7 \times 10^{-11} | -       | 8 \times 10^{-16} |
| 0.9    | 5 \times 10^{-6} | 4 \times 10^{-5} | 9 \times 10^{-8} | 2 \times 10^{-11} | 1 \times 10^{-15} | 1 \times 10^{-17} |
Table 2. Comparison of absolute errors of $x_2$ for problem (17) in the case $\alpha_1 = \alpha_2 = 1$.

| $t$  | [5]    | [13]   | [6]    | [16]   | [22]   | 11-th deg. PLSM |
|------|--------|--------|--------|--------|--------|-----------------|
| 0.1  | $1 \times 10^{-5}$ | $9 \times 10^{-5}$ | $2 \times 10^{-7}$ | $4 \times 10^{-11}$ | $2 \times 10^{-15}$ | $1 \times 10^{-17}$ |
| 0.2  | $6 \times 10^{-6}$ | $1 \times 10^{-4}$ | $5 \times 10^{-7}$ | $5 \times 10^{-11}$ | - | $2 \times 10^{-16}$ |
| 0.3  | $1 \times 10^{-5}$ | $2 \times 10^{-4}$ | $8 \times 10^{-7}$ | $4 \times 10^{-12}$ | - | $1 \times 10^{-17}$ |
| 0.4  | $5 \times 10^{-6}$ | $1 \times 10^{-4}$ | $9 \times 10^{-7}$ | $8 \times 10^{-11}$ | - | $4 \times 10^{-16}$ |
| 0.5  | $3 \times 10^{-5}$ | $7 \times 10^{-5}$ | $3 \times 10^{-6}$ | $1 \times 10^{-12}$ | $2 \times 10^{-15}$ | $7 \times 10^{-16}$ |
| 0.6  | $7 \times 10^{-5}$ | $2 \times 10^{-4}$ | $7 \times 10^{-6}$ | $7 \times 10^{-11}$ | - | $4 \times 10^{-16}$ |
| 0.7  | $7 \times 10^{-5}$ | $3 \times 10^{-4}$ | $1 \times 10^{-6}$ | $2 \times 10^{-11}$ | - | $2 \times 10^{-16}$ |
| 0.8  | $4 \times 10^{-5}$ | $4 \times 10^{-4}$ | $7 \times 10^{-7}$ | $7 \times 10^{-11}$ | - | $4 \times 10^{-16}$ |
| 0.9  | $3 \times 10^{-6}$ | $4 \times 10^{-4}$ | $3 \times 10^{-7}$ | $4 \times 10^{-11}$ | $1 \times 10^{-15}$ | $1 \times 10^{-17}$ |

In Tables 3 and 4, we present the absolute errors corresponding to the approximations of degree 8, 9, 10 and 11 computed by using PLSM. The data from the tables clearly illustrates the fast convergence of the method:

Table 3. Comparison of PLSM absolute errors of $x_1$ for problem (17) in the case $\alpha_1 = \alpha_2 = 1$.

| $t$  | 8-th deg. PLSM | 9-th deg. PLSM | 10-th deg. PLSM | 11-th deg. PLSM |
|------|----------------|---------------|-----------------|-----------------|
| 0.1  | $3 \times 10^{-9}$ | $8 \times 10^{-13}$ | $7 \times 10^{-15}$ | $1 \times 10^{-17}$ |
| 0.2  | $3 \times 10^{-9}$ | $1 \times 10^{-12}$ | $1 \times 10^{-14}$ | $2 \times 10^{-16}$ |
| 0.3  | $4 \times 10^{-9}$ | $8 \times 10^{-13}$ | $3 \times 10^{-14}$ | $2 \times 10^{-16}$ |
| 0.4  | $4 \times 10^{-9}$ | $5 \times 10^{-13}$ | $2 \times 10^{-14}$ | $4 \times 10^{-16}$ |
| 0.5  | $3 \times 10^{-9}$ | $1 \times 10^{-12}$ | $2 \times 10^{-15}$ | $8 \times 10^{-16}$ |
| 0.6  | $2 \times 10^{-9}$ | $3 \times 10^{-13}$ | $2 \times 10^{-14}$ | $1 \times 10^{-17}$ |
| 0.7  | $2 \times 10^{-9}$ | $9 \times 10^{-13}$ | $2 \times 10^{-14}$ | $1 \times 10^{-17}$ |
| 0.8  | $2 \times 10^{-9}$ | $1 \times 10^{-12}$ | $9 \times 10^{-15}$ | $8 \times 10^{-16}$ |
| 0.9  | $1 \times 10^{-9}$ | $7 \times 10^{-13}$ | $5 \times 10^{-15}$ | $1 \times 10^{-17}$ |
Table 4. Comparison of PLSM absolute errors of $x_2$ for problem (17) in the case $\alpha_1 = \alpha_2 = 1$.

| $t$   | 8-th deg. PLSM | 9-th deg. PLSM | 10-th deg. PLSM | 11-th deg. PLSM |
|-------|----------------|----------------|-----------------|-----------------|
| 0.1   | $2 \times 10^{-12}$ | $7 \times 10^{-13}$ | $5 \times 10^{-15}$ | $1 \times 10^{-17}$ |
| 0.2   | $4 \times 10^{-10}$  | $1 \times 10^{-12}$ | $1 \times 10^{-14}$ | $2 \times 10^{-16}$ |
| 0.3   | $1 \times 10^{-9}$  | $9 \times 10^{-13}$ | $2 \times 10^{-14}$ | $1 \times 10^{-17}$ |
| 0.4   | $9 \times 10^{-10}$  | $4 \times 10^{-13}$ | $2 \times 10^{-14}$ | $4 \times 10^{-16}$ |
| 0.5   | $2 \times 10^{-10}$  | $1 \times 10^{-12}$ | $9 \times 10^{-16}$ | $7 \times 10^{-16}$ |
| 0.6   | $6 \times 10^{-10}$  | $5 \times 10^{-13}$ | $2 \times 10^{-14}$ | $4 \times 10^{-16}$ |
| 0.7   | $2 \times 10^{-9}$   | $9 \times 10^{-13}$ | $2 \times 10^{-14}$ | $2 \times 10^{-16}$ |
| 0.8   | $2 \times 10^{-9}$   | $1 \times 10^{-12}$ | $1 \times 10^{-14}$ | $4 \times 10^{-16}$ |
| 0.9   | $7 \times 10^{-10}$  | $8 \times 10^{-13}$ | $7 \times 10^{-15}$ | $1 \times 10^{-17}$ |

We also computed the following pairs of approximate solutions corresponding to fractional values for $\alpha_1$ and $\alpha_2$:

- For $\alpha_1 = \alpha_2 = 0.95$:
  \[
s_0^{0.95}(t) = -13.33659665418516 \cdot t^8 + 58.04868042218979 \cdot t^7 - 104.41832149560244 \cdot t^6 + 100.3317329948024 \cdot t^5 - 55.58852339818178 \cdot t^4 + 18.26487147922729 \cdot t^3 - 3.05799038258364 \cdot t^2 + 2.52208976505985 \cdot t + 1,
  
s_0^{0.95}(t) = 1.010091369514156 \cdot t^8 - 4.138258872192538 \cdot t^7 + 6.924287964060841 \cdot t^6 - 6.116726577093533 \cdot t^5 + 3.0436948587738555 \cdot t^4 - 1.128657762915558 \cdot t^3 + 0.3206214574055094 \cdot t^2 + 0.0000640871838799756 \cdot t - 1,
\]

- For $\alpha_1 = \alpha_2 = 0.9$:
  \[
s_0^{0.9}(t) = -31.253952625053513 \cdot t^8 + 135.93820664340987 \cdot t^7 - 244.40080187060968 \cdot t^6 + 234.7468345224382 \cdot t^5 - 130.09203064683683 \cdot t^4 + 42.48497831522821 \cdot t^3 - 7.761606810795855 \cdot t^2 + 3.1511366491250254 \cdot t + 1,
  
s_0^{0.9}(t) = 2.86756718742337 \cdot t^8 - 11.787046080157845 \cdot t^7 + 19.81925153527951 \cdot t^6 - 17.603513528739253 \cdot t^5 + 8.9085348315588 \cdot t^4 - 2.9259778057291115 \cdot t^3 - 0.017313467543804112 \cdot t^2 + 0.002291550878261303 \cdot t - 1,
\]

- For $\alpha_1 = \alpha_2 = 0.85$:
  \[
s_0^{0.85}(t) = -54.913870079601516 \cdot t^8 + 238.6668063977725 \cdot t^7 - 428.8448083902235 \cdot t^6 + 411.7271754534003 \cdot t^5 - 228.13637416824093 \cdot t^4 + 74.3217244828025 \cdot t^3 - 13.87612351841145 \cdot t^2 + 3.906252271747113 \cdot t + 1,
  
s_0^{0.85}(t) = 5.959767557454868 \cdot t^8 - 24.518076991649536 \cdot t^7 + 41.32006557593594 \cdot t^6 - 36.7971777289907 \cdot t^5 + 18.708149140097635 \cdot t^4 - 5.868645629882316 \cdot t^3 + 0.43943574639818067 \cdot t^2 + 0.0092595178423443 \cdot t - 1,
\]

- For $\alpha_1 = \alpha_2 = 0.8$:
  \[
s_0^{0.8}(t) = -85.74687740557404 \cdot t^8 + 372.38238988370335 \cdot t^7 - 668.686824236764 \cdot t^6 + 641.6798567614443 \cdot t^5 - 355.439788374796 \cdot t^4 + 115.60793660707635 \cdot t^3 - 21.72307456006768 \cdot t^2 + 4.8089622641243372 \cdot t + 1,
  
s_0^{0.8}(t) = 10.752636697389862 \cdot t^8 - 44.27164732296013 \cdot t^7 + 74.64117558448292 \cdot t^6 - 66.48597798671237 \cdot t^5 + 33.783167004112386 \cdot t^4 - 10.283500255464348 \cdot t^3 + 1.071843357730883 \cdot t^2 + 0.02540932078613715 \cdot t - 1,
\]

- For $\alpha_1 = \alpha_2 = 0.75$:
  \[
s_0^{0.75}(t) = -125.52253084224932 \cdot t^8 + 544.6822597729907 \cdot t^7 - 977.4295185536902 \cdot t^6 + 937.4451862456991 \cdot t^5 - 519.0568368270845 \cdot t^4 + 168.59767007006937 \cdot t^3 - 31.691922982374943 \cdot t^2 + 5.88682748402819 \cdot t + 1,
\]
\[ x^{0.75}_2(t) = 17.817056825410944 \cdot t^8 - 73.284318371662 \cdot t^7 + 123.41790237434606 \cdot t^6 - 109.73394134487035 \cdot t^5 + 55.53207894532952 \cdot t^4 - 16.47850950328606 \cdot t^3 + 1.8823930527723844 \cdot t^2 + 0.0580903060452824 \cdot t - 1, \]

- For \( \alpha_1 = \alpha_2 = 0.7 \):
  \[ x^{0.7}_1(t) = -176.4443776851996 \cdot t^8 + 765.0144116082502 \cdot t^7 - 1371.8435559019854 \cdot t^6 + 1314.951935992742 \cdot t^5 - 727.7246464612392 \cdot t^4 + 236.06781781182352 \cdot t^3 - 44.252744468803 \cdot t^2 + 7.1670094972903735 \cdot t + 1, \]
  \[ x^{0.7}_2(t) = 27.73959476453739 \cdot t^8 - 113.86039914496833 \cdot t^7 + 191.26445050579105 \cdot t^6 - 169.41875324814768 \cdot t^5 + 85.12493114203431 \cdot t^4 - 24.618583543171702 \cdot t^3 + 2.832575115266481 \cdot t^2 + 0.11909168123224027 \cdot t - 1. \]

The plots of these approximate solutions are presented in Figures 1 and 2 together with the plots corresponding to the exact solutions in the case \( \alpha_1 = \alpha_2 = 1 \).
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Figure 1. Approximate solutions \( x_1 \) of (17) for several values of \( \alpha_1 \) and \( \alpha_2 \).
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Figure 2. Approximate solutions \( x_2 \) of (17) for several values of \( \alpha_1 \) and \( \alpha_2 \).
3.8. Application 8: System of Nonlinear Fractional Integro-Differential Equations

The next application consists of the equations \([21]\):

\[
D^{\alpha_1} x_1(t) = -\frac{1}{2} x_2^2(t) + \int_0^t ((t - s) \cdot x_2(s) + x_1(s) \cdot x_2(s)) \, ds
\]

\[
D^{\alpha_2} x_2(t) = \int_0^t (t + s) \cdot (x_1(s) - x_2^2(s)) \, ds + \frac{1}{2} \cdot (2 \cdot t + 1) \cdot \cosh^2(t) + \sinh(t) - t \cdot (\cosh(1) - 1) - \frac{1}{t}
\]

(18)

together with the initial conditions \(x_1(0) = 0, x_2(0) = 1\).

The problem was solved in 2020 in \([21]\) where approximations were computed by means of the Müntz–Legendre Wavelets Method.

The exact solutions of this problem are only known for \(\alpha_1 = \alpha_2 = 1\), in which case they are \(x_1(t) = \sinh(t), \ x_2(t) = \cosh(t)\). For this case, in Table 3 we will compare the absolute errors corresponding to the approximations computed in \([21]\) with the absolute errors corresponding to several approximations computed by using PLSM. Since unfortunately in \([21]\) the results were not presented for a given set of values of \(t\), but as plots of the absolute errors, in Table 5 we also present the corresponding maximal absolute errors.

Again, the results illustrate the accuracy and the fast convergence of PLSM:

Table 5. Comparison of the maximal absolute errors of the approximate solutions \(x_1\) (first row) and \(x_2\) (second row) for problem (18) in the case \(\alpha_1 = \alpha_2 = 1\).

|       | [21]   | PLSM 6-th deg. | PLSM 7-th deg. | PLSM 8-th deg. |
|-------|--------|----------------|----------------|----------------|
| \(x_1\) | 4 \times 10^{-8} | 4 \times 10^{-8} | 1 \times 10^{-9} | 3 \times 10^{-11} |
| \(x_2\) | 6 \times 10^{-8} | 4 \times 10^{-8} | 2 \times 10^{-9} | 9 \times 10^{-11} |

We also computed several pairs of approximate solutions corresponding to fractional values for \(\alpha_1\) and \(\alpha_2\), whose plots are presented in Figures 3 and 4 together with the plots corresponding to the exact solutions in the case \(\alpha_1 = \alpha_2 = 1\).

Figure 3. Approximate solutions \(x_1\) of (18) for several values of \(\alpha_1\) and \(\alpha_2\).
3.9. Application 9: System of Fractional Volterra–Fredholm Integro-Differential Equations

The next application consists of the equations [17]:

\[
D^{\alpha_1} x_1(t) = \frac{1}{0} t \cdot (t + s) \cdot x_1(s) \, ds + \int_{0}^{t} s \cdot (t - s) \cdot x_2(s) \, ds - \frac{t(2t+1)}{\pi} + \pi \cdot \cosh(\pi \cdot t) - \pi \cdot \sinh(t) + 2 \cdot \cosh(t) - 2,
\]

\[
D^{\alpha_2} x_2(t) = \frac{1}{0} s \cdot (t + s) \cdot x_1(s) \, ds + \int_{0}^{t} t \cdot (t - s) \cdot x_2(s) \, ds - \frac{t+1}{\pi} + t \cdot (t - \sinh(t)) + \cosh(t) + \frac{4}{\pi^2},
\]

(19)

together with the initial conditions \( x_1(0) = 0, \quad x_2(0) = 0. \)

The problem was studied in 2019 in [17] where approximations were computed by means of a Block–Pulse Functions Method, but unfortunately no errors corresponding to the approximations were presented.

The exact solutions of this problem are only known for \( \alpha_1 = \alpha_2 = 1, \) in which case they are \( x_1(t) = \sin(\pi \cdot t), \quad x_2(t) = \sinh(t). \) For this case, in Table 6 we will present the maximal absolute errors corresponding to several approximations computed by using PLSM.

**Table 6.** Comparison of the maximal absolute errors of the approximate solutions \( x_1 \) (first row) and \( x_2 \) (second row) for problem (19) in the case \( \alpha_1 = \alpha_2 = 1. \)

| Approximation | PLSM 5-th deg. | PLSM 6-th deg. | PLSM 7-th deg. | PLSM 8-th deg. |
|---------------|----------------|----------------|----------------|----------------|
| \( x_1 \)     | \( 8 \times 10^{-4} \) | \( 1 \times 10^{-5} \) | \( 8 \times 10^{-6} \) | \( 1 \times 10^{-9} \) |
| \( x_2 \)     | \( 1 \times 10^{-6} \) | \( 4 \times 10^{-8} \) | \( 3 \times 10^{-9} \) | \( 3 \times 10^{-11} \) |

We also computed several pairs of approximate solutions corresponding to fractional values for \( \alpha_1 \) and \( \alpha_2, \) whose plots are presented in Figures 5 and 6 together with the plots corresponding to the exact solutions in the case \( \alpha_1 = \alpha_2 = 1. \)
3.10. Application 10: System of Singular Fractional Volterra Integro-Differential Equations

The last application consists of the equations [8,16]:

\[
\begin{align*}
D^{\alpha_1} x_1(t) &= x_3(t) + \int_0^t \frac{x_1(s) + x_2(s)}{\sqrt{1-s}} \, ds - \frac{16\cdot t^{3/2}}{15} + \frac{16\cdot t^{7/2}}{15} - \frac{32\cdot t^{9/2}}{35} - t^3 + 2 \cdot t - 1 \\
D^{\alpha_2} x_1(t) &= x_1(t) + \int_0^t \frac{x_2(s) + x_3(s)}{\sqrt{1-s}} \, ds - \frac{27\cdot t^{3/3}}{40} - \frac{243\cdot t^{11/3}}{440} - t^2 + 3 \cdot t \\
D^{\alpha_3} x_1(t) &= x_3(t) + \int_0^t \frac{x_2(s) + x_3(s)}{\sqrt{1-s}} \, ds + \frac{16\cdot t^{7/4}}{24} - \frac{128\cdot t^{11/4}}{231} - t^3 + 3 \cdot t^2 - \frac{8192\cdot t^{23/4}}{21945}
\end{align*}
\]

\(0 < \alpha_1, \alpha_2 \leq 1\) (20)

together with the initial conditions \(x_1(0) = 0, x_2(0) = 0, x_3(0) = 0\).

The problem was studied in 2014 in [8], where approximations were computed by means of a Chebyshev Wavelets Expansion Method and in 2018 in [16] by means of a Block–Pulse Function Method.
The exact solutions of this problem are only known for $\alpha_1 = \alpha_2 = \alpha_3 = 1$, in which case they are $x_{1e}(t) = t^2 - t$, $x_{2e}(t) = t^2$, $x_{3e} = t^3$. For this case, using PLSM we are able to compute the exact solution.

We also computed several pairs of approximate solutions corresponding to fractional values for $\alpha_1$ and $\alpha_2$, whose plots are presented in Figures 7–9.

**Figure 7.** Approximate solutions $x_1$ of (20) for several values of $\alpha_1$ and $\alpha_2$.

**Figure 8.** Approximate solutions $x_2$ of (20) for several values of $\alpha_1$ and $\alpha_2$. 
4. Conclusions

The study presents the Polynomial Least Squares Method as a straightforward, efficient and accurate method to compute approximate analytical solutions for a very general class of systems of fractional nonlinear integro-differential equations.

The main advantages of PLSM are:

- **The simplicity of the method**—the computations involved in the use of PLSM are as straightforward as it gets; in fact in the case of a lower degree polynomial the computations sometimes can be performed even by hand, as illustrated by the first application.

- **The accuracy of the method**—clearly illustrated by the applications presented, since by using PLSM we were able to compute approximations at least as good (if not better) than the approximations computed by other methods.

- **The simplicity of the approximation**—since the approximations are polynomial, they also have the simplest possible form and thus any subsequent computation involving the solution can be performed with ease. While it is true that for some approximation methods which work with polynomial approximations the convergence may be very slow, this is not the case here (see for example Application 7, Application 8 and Application 9, which are representative of the performance of the method).

The study includes an extensive application list, containing most of the usual test problems used for this type of equation and compare our results with previous results obtained by using other well-known methods. For the test problems whose exact solution is a polynomial one, PLSM is able to find the exact solution in a simple manner, while most of the other methods previously used were only able to compute approximate solutions. If the solution is not polynomial, PLSM is able to find approximate solutions, again in a very straightforward way, with errors usually smaller that the ones corresponding to the approximations computed by other methods.

Taking into the account the above considerations, the results of this study recommend PLSM as a very useful tool in the research of systems of fractional nonlinear integro-differential equations.
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