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Abstract

In the classical Hardy space theory of square–summable Taylor series in the complex unit disk there is a circle of ideas connecting Szegő’s theorem, factorization of positive semi-definite Toeplitz operators, non-extreme points of the convex set of contractive analytic functions, de Branges–Rovnyak spaces and the Smirnov class of ratios of bounded analytic functions in the disk. We extend these ideas to the multi-variable and non-commutative setting of the full Fock space, identified as the free Hardy space of square–summable power series in several non-commuting variables. As an application, we prove a Fejér–Riesz style theorem for non-commutative rational functions.

1 Introduction

The purpose of this paper is to consider some factorization problems for non-commutative analogues of Toeplitz operators, in terms of various interconnections between these operators and (non-commutative versions of) the theory of de Branges–Rovnyak spaces. To explain what we mean, we will first recall some well-known results from the classical theory of Toeplitz operators.

A bounded Toeplitz operator, $T$, is the compression of multiplication by an $L^\infty$ function, $f$, on the complex unit circle, $\partial \mathbb{D}$, to the Hardy space, $H^2$, of $L^2$ functions which extend analytically to the complex unit disk. That is, $T = T_f := P_{H^2} M_f |_{H^2}$ and $f \in L^\infty(\partial \mathbb{D})$ is called the symbol of $T$. Here, $H^2$ can also be defined as the Hilbert space of analytic functions in the complex unit disk, $\mathbb{D}$, with square–summable Taylor series coefficients at 0, and $H^2$ embeds isometrically into $L^2$ of the circle by taking non-tangential limits almost everywhere with respect to normalized Lebesgue measure, $m$. A theorem of Brown and Halmos, [1, Theorem 6], characterizes the bounded Toeplitz operators as the bounded linear operators, $T \in \mathcal{L}(H^2)$, obeying the simple algebraic condition:

$$S^* T S = T; \quad S := M_z,$$

where $S$, the isometry of multiplication by the independent variable, $z$, is called the shift on $H^2$. We employ the notation $h(S) = T_h$, clearly $p(S) = T_p$ for any complex polynomial $p \in \mathbb{C}[z]$. We say that $T_f \geq 0$ is factorizable if we can write $T_f = T_{h(S)^* h(S)}$, for some outer $h \in H^\infty$, where $H^\infty$ is the unital Banach algebra of uniformly bounded holomorphic functions in the disk.
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Here, we say an element, \( h \in H^\infty \) is outer if the analytic Toeplitz operator \( h(S) = T_h \) has dense range and we say \( h \) is inner if \( h(S) \) is an isometry.

A celebrated theorem of G. Szegö, (later strengthened by Kolmogoroff and Kreĭn) implies that \( T_f \geq 0 \) is factorizable if and only if its symbol, \( f \geq 0 \), is log-integrable,

\[
\int_{\partial D} \log f > -\infty,
\]

[2], see [3] Chapter IV]. As a particular corollary, suppose \( T = T_f \) has a factorizable minorant: that is, there is an \( H^\infty \) function \( g \) so that \( T_f \geq T_g^*T_g \). In symbols, this means that \( f \geq |g|^2 \) on the unit circle. Since \( \int \log |g|^2 dm > -\infty \), the same holds for \( f \), and thus there in fact exists an (outer) \( a \in H^\infty \) so that \( T_f = T_a^*T_a \). Thus,

**Theorem A.** \( T = T_f \geq 0 \) is factorizable if and only if it has a non-trivial factorizable minorant.

Factorizability of positive semi-definite Toeplitz operators is intimately connected to the theory of extreme points of the closed unit ball of \( H^\infty \), as well as to the factorization of functions in the Smirnov class. Indeed, it is known that a contractive analytic function, \( b \in [H^\infty]_1 \), is an extreme point if and only if \( 1 - |b| \) is not log-integrable on the circle and this is in turn equivalent to \( b \) being column–extreme (CE) in the sense that if \( a \in H^\infty \) is any multiplier and \( c := \left( \frac{b}{a} \right) \) is contractive as a multiplier from one to two copies of \( H^2 \), then \( a \equiv 0 \). Note that \( c \) will be contractive if and only if \( I - b(S)^*b(S) \geq a(S)^*a(S) \), so that \( b \) is not CE if and only if the Toeplitz operator \( T = I - b(S)^*b(S) \) has a non-trivial factorizable minorant. Hence there are three possibilities: (i) \( I - b(S)^*b(S) \) vanishes identically, in which case \( b \) is inner, (ii) \( I - b(S)^*b(S) \neq 0 \) has no non-trivial factorizable minorant, in which case \( b \) is an extreme point (or equivalently CE), or, (iii) \( b \) is not an extreme point and \( I - b(S)^*b(S) \) is factorizable. Given a non-extreme \( b \in [H^\infty]_1 \), the existence of an outer \( a \) so that the column \( c = \left( \frac{b}{a} \right) \) is inner is in fact equivalent to the statement that a positive semi-definite Toeplitz operator is factorizable if and only if it has factorizable minorant. Namely, if \( T = T_f \geq 0 \) has a factorizable minorant and we set \( \mu = f \cdot m \) as before, then \( \mu = \mu_b \) is the Aleksandrov–Clark measure of a contractive \( b \in [H^\infty]_1 \). Here, recall that there is (essentially) a bijection between positive, finite and regular Borel measures on the circle and contractive analytic functions in the disk [4, 5, 6]. Since \( \mu_b \) is absolutely continuous, Fatou’s theorem implies that \( b \) is not inner and that

\[
T = (I - b(S))^*^{-1}(I - b(S)^*b(S))(I - b(S))^{-1}.
\]

From this formula, it is clear that since \( T \) has a factorizable minorant, so does the numerator \( I - b(S)^*b(S) \), so that \( b \) cannot be an extreme point. Moreover, \( T \) will be factorizable if and only if \( I - b(S)^*b(S) \) is factorizable, i.e., if and only if there exists an outer \( a \) so that \( c = \left( \frac{b}{a} \right) \) is inner. Assuming that \( b \in [H^\infty]_1 \) is non-CE so that \( I - b(S)^*b(S) \) is factorizable by Theorem A there is then an outer function, \( a \in [H^\infty]_1 \) so that \( a(0) > 0 \) and \( a(S)^*a(S) = I - b(S)^*b(S) \). This outer function, \( a \), is uniquely determined by \( b \) and we call \( a \) the Sarason outer function of \( b \) after D. Sarason who performed a detailed analysis and computed the Taylor coefficients of \( a \) in [7, 8].

The Smirnov class, \( \mathcal{N}^+ \), consists of the analytic functions in the disk obtained as ratios of \( H^\infty \) functions with outer denominators. By a theorem of D. Sarason, any \( f \in \mathcal{N}^+ \) factors uniquely as \( f = \frac{b}{a} \), where \( b, a \in [H^\infty]_1 \) are contractive, \( a \) is outer and the column \( c := \left( \frac{b}{a} \right) \) is inner [4, Proposition 3.1]. This is essentially a consequence of the general form of Beurling’s theorem – given any \( f = \frac{b_0}{a_0} \in \mathcal{N}^+ \), multiplication by \( f \) is densely-defined on \( \text{Ran } a_0(S) \) as \( a_0 \) is outer and it is easily seen to be closable. Applying the Beurling theorem to the closed \( S \otimes I_2 \)-invariant
where $M$ densely-defined. One can further show that, equipping the domains of $f(S)$ and $f(S)^*$ with the graph–norm yields

$$\text{Dom} \ f(S) = \mathcal{M}(a) \quad \text{and} \quad \text{Dom} \ f(S)^* = \mathcal{H}(b),$$

where $\mathcal{M}(a) = \mathcal{M}(a(S))$ is the operator–range space of $a(S)$ and $\mathcal{H}(b) := \mathcal{M} \sqrt{I - b(S)b(S)^*}$ is the de Branges–Rovnyak space of $b$, the complementary space of $b(S)$. Here, if $A : \mathcal{H} \to \mathcal{F}$ is a linear operator, the operator–range space, $\mathcal{M}(A)$, is a Hilbert space equal to $\text{Ran} A$ as a vector space, equipped with the norm that makes $A$ a co-isometry onto its range. Both $\mathcal{M}(a)$ and $\mathcal{H}(b)$ are contractively contained in $H^2$. In summary, given any non-extreme contractive $b \in H^\infty$, there is a unique outer $a \in [H^\infty]_1$ so that $c = (\frac{a}{b})$, is inner, $\text{Ran} c(S) = \text{Gr} f(S)$, for $f = b/a \in \mathcal{N}^+$ and equipping the domains of $f(S)$ and $f(S)^*$ with the graph–norm yields $\text{Dom} f(S) = \mathcal{M}(a)$ and $\text{Dom} f(S)^* = \mathcal{H}(b)$. In particular, the de Branges–Rovnyak space of any non-extreme $b \in [H^\infty]_1$ is the domain of the adjoint of some (generally unbounded) closed Smirnov multiplier and vice versa.

It turns out that a surprising amount of the above discussion can be carried over to the non-commutative realm, where we consider so-called “multi-Toeplitz” operators, first considered by Popescu. We now briefly describe the non-commutative framework.

The full Fock space, $\mathbb{H}^2_d$, is a natural multi-variable and non-commutative (NC) generalization of $H^2$. The Fock space can be defined as the Hilbert space of all square–summable power series in several non-commuting variables, $\mathcal{F} := \{\mathbf{z}^\omega, \omega \in \mathbb{Z}_d\}$, for some fixed $d \in \mathbb{N} \cup \{+\infty\}$. Namely, let $\mathbb{F}^d$ denote the free monoid, the set of all finite words in the $d$ letters $1, \ldots, d$. Any word, $\omega \in \mathbb{F}^d$, has the form $\omega = i_1 \cdots i_n$, $i_k \in \{1, \ldots, d\}$ and the unit of $\mathbb{F}^d$ is the empty word, $\emptyset$, containing no letters. Here, $|\omega| = n$ is called the length of the word $\omega$ and $|\emptyset| := 0$. Employing the notation $\mathbf{z}^\omega := z_{i_1}z_{i_2} \cdots z_{i_n}$ and $1 := \mathbf{z}^\emptyset$, any $h \in \mathbb{H}^2_d$ is a formal power series:

$$h(\mathbf{z}) = \sum_{\omega \in \mathbb{F}^d} \hat{h}_\omega \mathbf{z}^\omega, \quad \hat{h}_\omega \in \mathbb{C}, \quad \sum_{\omega \in \mathbb{F}^d} |\hat{h}_\omega|^2 = \sum_{k=0}^\infty \sum_{|\omega| = k} |\hat{h}_\omega|^2 < +\infty.$$

As first shown by Popescu, these formal power series converge absolutely in operator-norm when evaluated at any strict contraction $Z = (Z_1, \ldots, Z_d) : \mathcal{H} \otimes \mathbb{C}^d \to \mathcal{H}$, $Z_k \in \mathcal{L}(\mathcal{H})$ from $d$ copies of a Hilbert space $\mathcal{H}$ into itself, so that elements of $\mathbb{H}^2_d$ can be viewed as analytic, non-commutative functions on the open NC unit row-ball of all strict row contractions on a fixed, separable Hilbert space $\mathcal{H}$. Moreover, as in the single-variable setting, the unital Banach algebra, $\mathbb{H}^\infty_d$, of all uniformly bounded NC functions in the NC unit row-ball, can be identified, completely isometrically, with the left multiplier algebra of $\mathbb{H}^2_d$, the algebra of all NC functions in the unit row-ball which left multiply $\mathbb{H}^2_d$ into itself $\mathcal{10}$. In particular, left multiplication by any of the $d$ non-commuting variables defines a $d$–tuple of isometries, $L_k := M^L_{z_k}$, with pairwise orthogonal ranges which we call the left free shifts. It follows that the row $d$–tuple $L := (L_1, \cdots, L_d) : \mathbb{H}^2_d \otimes \mathbb{C}^d \to \mathbb{H}^2_d$ is an isometry from several copies of $\mathbb{H}^2_d$ into itself. That is, the left free shift, $L$, is a row isometry and this plays the role of the shift in this non-commutative and multi-variable Hardy space theory. It follows that we can view Fock space, $\mathbb{H}^2_d$, as the free or NC Hardy space and $\mathbb{H}^\infty_d$ as the NC Hardy algebra.

Toeplitz operators in this NC setting were first defined and studied by Popescu $\mathcal{12}$. A bounded operator $T \in \mathcal{L}(\mathbb{H}^2_d)$ will be called left Toeplitz if it obeys the left NC Brown–Halmos Toeplitz condition:

$$L_j^*TL_k = \delta_{j,k}T.$$
Popescu also initiated the study of factorization of positive left Toeplitz operators in [12, 13, 14]. Namely, in addition to the left free shifts, $L_k := M^L_{k}$, one can also define the right free shifts, $R_k := M^R_{k}$, on $\mathbb{H}^2_d$. As before, these are isometries with pairwise orthogonal ranges and the weakly-closed, unital operator algebra they generate can be identified with the right multiplier algebra of Fock space. Here, a formal power series, $f$, is said to be a right multiplier if right multiplication by $f$ maps $\mathbb{H}^2_d$ into itself. A positive left Toeplitz operator, $T > 0$, is then said to be factorizable if there is a right multiplier, $f$, so that $T = (M^R_{f})^*M^R_{f}$. There is an exact version of the inner–outer factorization in this NC setting and any right (or left) multiplier, $f$, factors as $\Theta \cdot h$, where $\Theta$ is an inner, i.e. isometric right multiplier and $h$ is outer, i.e. $M^R_h$ has dense range [13 Theorem 4.2, [15 Corollary 2.2]. Hence if $T = (M^R_{f})^*M^R_{f}$ then $T = (M^R_{h})^*M^R_{h}$, and we can assume that $f = h$ is outer. Here, observe that right multipliers and left multipliers commute, so that any operator of the form $T = (M^R_{f})^*M^R_{f}$ is left Toeplitz and positive. By applying his NC Wold decomposition for row isometries and using a similar operator–theoretic proof as in that of a corresponding weakened form of Theorem [A], Popescu established the following factorization results in Theorem [B] below [14]. In the statement below, the entropy of a positive semi-definite left Toeplitz operator, $T$, is defined as the Szegő-type quantity,

$$e(T) := \log \inf_{p \in \mathbb{C}(\zeta)_0} \|\sqrt{T(1-p)}\|^2_{\mathbb{H}^2_d} \in \mathbb{R},$$

where $\mathbb{C}(\zeta) = \mathbb{C}(\zeta_1, \ldots, \zeta_d)$ denotes the ring of free or non-commutative complex polynomials in several NC variables and $\mathbb{C}(\zeta)_0$ denotes the free polynomials which vanish at $0 := (0, \ldots, 0) \in \mathbb{B}^d_f$. Equivalently, $\mathbb{C}(\zeta)_0$ is the ring of all complex free polynomials with vanishing constant term, $\hat{p}_0 = 0$.

**Theorem B** (Popescu). A positive left Toeplitz operator, $T \in \mathcal{L}(\mathbb{H}^2_d)$, has a non-zero factorizable minorant if and only if it has finite entropy $e(T) > -\infty$. If a positive left Toeplitz operator $T \geq \epsilon I > 0$, $\epsilon > 0$, is bounded below, then it is factorizable.

If $T \geq T_0 \geq 0$ are positive semi-definite left Toeplitz operators and $T_0 = (M^R_h)^*(M^R_h)$ is a factorizable left Toeplitz operator bounded above by $T$, where $h$ is outer, we say that $T_0$ is a factorizable Toeplitz minorant or, more simply, a factorizable minorant of $T$. If $T_0$ is maximal, it is called the maximal factorizable minorant and $h$ is the maximal outer factor. A natural question, posed and left unresolved in [14] is whether Theorem [A] holds in this setting:

**Question 1.** Let $T \geq 0$ be a positive left Toeplitz operator on the Fock space. If $T$ has a non-trivial factorizable minorant, is $T$ factorizable?

While we do not have an answer to this question at this time, we will provide a detailed analysis and our results, Theorem 3 and Corollary 5, will show that this question is equivalent to several open questions on (column) extreme points of $[\mathbb{H}^2_d]_1$, free de Branges–Rovnyak spaces, purity of free Gleason solutions and free Smirnov multipliers of $\mathbb{H}^2_d$.

One of the central results of the paper is the following theorem, where we explicitly construct the maximal outer factor, $a$ of $I - (M^R_b)^*M^R_b$, which we call the free or NC Sarason function of $b$, where $b$ is a non-column–contractive left multiplier of the Fock space and we generalize several results of D. Sarason on the relationship between $b$ and $a$, see Section 3 and Corollary 4.

**Theorem.** Given a non-CE $b \in [\mathbb{H}^2_d]_1$, let $\mathcal{H}^4(b) := \mathcal{H}(\sqrt{T - b(R)b(R)^*})$ be the right free de Branges–Rovnyak space of $b$, let $X := L^*_{\mathcal{H}^4(b)}$ and set $b^* := L^*b^* \in \mathcal{H}^4(b) \otimes \mathbb{C}^d$. Define a formal power series, $a(\zeta) := \sum_{\omega \in \mathbb{Z}^d} \hat{a}_\omega \zeta^\omega$, by

$$a(0) = \hat{a}_\emptyset := 1 - |b(0)|^2 - \|b\|^2_{\mathcal{H}^4(b)} > 0 \quad \text{and} \quad \hat{a}_\omega := -a(0) \langle b^*, X^\omega b \rangle_{\mathcal{H}^4(b)}, \ \omega \neq \emptyset.$$
Then $a$ belongs to $\mathbb{H}^\infty_d$, $a$ is outer and $a(R)^*a(R)$ is the maximal factorizable left Toeplitz minorant of $I - b(R)^*b(R)$ so that $c := (\frac{b}{a})$ is CE and

$$a(0)^2 = \inf_{p \in \mathbb{C} \setminus \{0\}} \langle 1 - p, (I - b(R)^*b(R))(1 - p) \rangle_{\mathbb{H}^2^2}.$$  

In the above statement, $b^t \in \mathbb{H}^\infty_d$ is the NC function obtained by reversing the order of products in all NC monomials in the NC Taylor series of $b$ and $b(R) = M_{b^t}^R$. The above formulas for the Taylor series coefficients of $a$ recover Sarason’s formulas when $d = 1$ [7]. As described above, Theorem 3 then connects factorizability of positive semi-definite left Toeplitz operators, graphs of free Smirnov multipliers and doubly-free shift invariant de Branges–Rovnyak spaces to the condition that $c := (\frac{b}{a})$ is inner:

**Theorem.** Given any non-column–extreme left multiplier, $b \in [\mathbb{H}^\infty_d]_1$, with outer Sarason function, $a \in [\mathbb{H}^\infty_d]_1$, let $c := (\frac{b}{a})$, and let $\left( \frac{B}{A} \right) D := CD$ be the inner–outer factorization of $c$. The following are equivalent:

(i) $c = (\frac{b}{a})$ is inner for any non-CE $b \in [\mathbb{H}^\infty_d]_1$ so that $D \equiv 1$.

(ii) If $X := L^*|_{\mathcal{M}^t(b)}$, then $X^*$ is pure, i.e. $\lim \sum_{|\omega| = n} \|X^*h\|_{\mathcal{M}^t(b)} = 0$ for any $h \in \mathcal{M}^t(b)$.

(iii) $X^*$ obeys the weak purity condition, $\sum_{|\omega| = n} \|X^*b^t\|^2_{\mathcal{M}^t(b)} \to 0$.

(iv) The free polynomials are dense in $\mathcal{M}^t(b)$.

(v) The right free de Branges–Rovnyak space $\mathcal{H}^t(b)$ is the domain of the adjoint of the closed, densely-defined right Smirnov multiplier $H(R) = b(R)a(R)^{-1}$.

(vi) If $A$ is any NC outer non-CE multiplier so that $c_A = (\frac{A}{a_A})$ is inner and $D$ is any contractive CE outer multiplier, then

$$\mathcal{M}^t(D) \cap \mathcal{M}^t(A^*) \neq \{0\},$$

where $\mathcal{M}^t(A^*) := \mathcal{M}(a(R)^*)$ is the operator–range space of $a(R)^*$.

As a consequence of this theorem, Corollary 5 shows that Question 1 has a positive answer if and only if the above equivalent conditions hold for every non-column–extreme $b \in [\mathbb{H}^\infty_d]_1$:

**Corollary.** The following two statements are equivalent:

(i) The equivalent conditions of Theorem 3 hold for every non-column–extreme $b \in [\mathbb{H}^\infty_d]_1$.

(ii) A positive semi-definite left Toeplitz operator, $T \in \mathcal{L}(\mathbb{H}^2_d)$, is factorizable if and only if it has a non-trivial, positive semi-definite and factorizable left Toeplitz minorant.

While the above theorem, Theorem 3, is admittedly formidable and technical in appearance, it turns out that in many cases of interest its conditions are in fact checkable. In particular, it turns out to give very satisfactory results in the case of NC rational symbols $b$. In Section 4 we apply our results to the special case of contractive, non-commutative rational multipliers of the Fock space to establish the following dichotomy:
Theorem. (Theorem 4) If \( b \) is a contractive, non-commutative rational multiplier of the Fock space, \( b \) is either inner or \( b \) is not column–extreme. If \( b \) is not column–extreme, then its NC outer Sarason function, \( a \in \mathbb{H}_d^\infty \), is also NC rational and the column \( c := (b_1^\star) \) is inner.

This fact certainly holds in one variable as a consequence of the Fejér–Riesz theorem and we further show that a Fejér–Riesz theorem holds for NC rational multipliers of the Fock space, see Theorem 5.

Theorem (NC rational Fejér–Riesz). If \( r \) is an NC rational left multiplier of Fock space and \( T := \text{Re} \, r(R) \geq 0 \) is a positive semi-definite left Toeplitz operator, then \( T \) is factorizable, \( T = h(R)^* h(R) \), where \( h \) is an outer NC rational multiplier.

In fact, we obtain a more detailed conclusion, which gives some “degree” control over \( h \) (where “degree” is defined in a suitable sense, namely as the size of a so-called minimal realization), and we also obtain some control over the domain of regularity of \( h \). We prove the theorem by converting the problem to an instance of computing a Sarason function \( a \), and read off consequences from the de Branges–Rovnyak realization. As a consequence, we obtain an exact analogue of a classical corollary to Fatou’s theorem for contractive NC rational multipliers in Corollary 6: A contractive NC rational left multiplier \( b \in \mathbb{H}_d^\infty \) is inner if and only if its NC Clark measure is singular with respect to NC Lebesgue measure, \( m \). Here, NC measures are defined as positive linear functionals on the free disk system, \( \mathcal{A}_d := (\mathbb{K}_d + \mathbb{A}_d^*)^{-\|\|} \) where \( \mathbb{K}_d := \text{Alg} \{ I, L_1, \ldots, L_d \} \) is the free disk algebra. When \( d = 1 \), NC measures can be identified with positive linear functionals on the \( C^* \)–algebra of continuous functions on the unit circle and hence with positive, finite and regular Borel measures by the Riesz–Markov theorem. Theorem 6 then provides an explicit formula for the non-commutative Radon–Nikodym derivative of the absolutely continuous part of \( \mu_b \) with respect to a canonical NC Lebesgue measure.

2 Background and Notation

2.1 Multipliers of Fock space

Left multiplications by the \( d \) independent NC variables, \( z = (z_1, \ldots, z_d) \), define isometries on the Fock space with pairwise orthogonal ranges:

\[
L_k := M_{z_k}^L, \quad L_j^* L_k = \delta_{j,k} I.
\]

It follows that the row \( d \)–tuple \( L := (L_1, \ldots, L_d) : \mathbb{H}_d^2 \otimes \mathbb{C}^d \to \mathbb{H}_d^2 \) is an isometry from several copies of \( \mathbb{H}_d^2 \) into itself. Such an isometry is called a row isometry, we call \( L \) the left free shift and its components left free shifts. Similarly, one can define the right free shifts \( R_k := M_{z_k}^R \) and the row isometric right free shift, \( R \). The letter reversal map \( t : \mathbb{F}^d \to \mathbb{F}^d \), which reverses the order of letters in any word \( \omega \in \mathbb{F}^d \) defines an involution on the free monoid,

\[
\omega = i_1 \cdots i_n \mapsto t^\omega := i_n \cdots i_1.
\]

The free monomials \( \{ e_\omega := z^\omega \mid \omega \in \mathbb{F}^d \} \) define a standard orthonormal basis of \( \mathbb{H}_d^2 \simeq \ell^2(\mathbb{F}^d) \) and the letter reversal map gives rise to a unitary involution of the Fock space, \( U_t \), defined by \( U_t z^\omega = \bar{z}^\omega \). Here, \( e_\emptyset = z^\emptyset =: 1 \) is called the vacuum vector of the Fock space. It is straightforward to verify that \( U_t L_k U_t = R_k \), so that the left shifts are isomorphic to the right shifts.
The NC Hardy algebra, \( \mathbb{H}^\infty_d \), of uniformly bounded NC functions can be identified, completely isometrically, with the unital Banach algebra of left multipliers of the NC Hardy space, \( \mathbb{H}^2_d \). That is, given any NC function, \( F \in \mathbb{H}^\infty_d \) and \( h \in \mathbb{H}^2_d \), the left multiplication operator \( M^L_F : \mathbb{H}^2_d \rightarrow \mathbb{H}^2_d \), defined by

\[
h(Z) \mapsto F(Z) \cdot h(Z),
\]

is bounded and \( \|M^L_F\| = \|F\|_\infty \), where \( \| \cdot \|_\infty \) denotes the supremum norm over \( \mathbb{B}^d \) \([11] \), \([10] \) Theorem 3.1\]. For any free polynomial, \( p \in \mathbb{C}\{z\} \), one can check that \( p(L) = M^L_p \) and so we employ the notation \( F(L) := M^L_F \). Similarly, if \( p \in \mathbb{C}\{z\} \), then \( M^R_p = p(R) = U_t p(L) U_t \), where if \( h \) is a formal power series \( h(z) = \sum \hat{h}_\omega z^\omega \),

\[
h^1(z) := \sum \hat{h}_\omega \omega^\omega = \sum \hat{h}_\omega \omega^\omega.
\]

In particular, if \( h \in \mathbb{H}^2_d \), \( h^1 = U_t h \). The left and right multiplier algebras of \( \mathbb{H}^2_d \) are unitarily equivalent via the unitary letter reversal involution \( U_t \) and can be identified with the left and right analytic Toeplitz algebras, \( \mathcal{L}^\infty_d := \text{Alg}\{I, L_1, \cdots, L_d\}^{\text{WOT}} \) and \( \mathcal{A}^\infty_d = \{I, R_1, \cdots, R_d\}^{\text{WOT}} = U_t \mathcal{L}^\infty_d U_t \). Here, WOT denotes the weak operator topology. Since \( p(R) = M^R_p \) for any \( p \in \mathbb{C}\{z\} \), we will write \( G(R) = M^R_G \) for any \( G \in \mathbb{H}^\infty_d \). Namely \( G \) belongs to the left multiplier algebra, \( \mathbb{H}^\infty_d \), if and only if \( G^t \) belongs to the right multiplier algebra, \( \mathbb{H}^{\infty^r}_d := t \circ \mathbb{H}^\infty_d \). (If \( F = F(R) = M^R_F \) for \( F \in \mathbb{H}^\infty_d \), one can show that \( \|F(R)\| \) is equal to the supremum norm of \( F^t(Z) \) over an NC unit column-ball.) We will use the following terminology: A left or right multiplier is inner if it is isometric and outer if it has dense range.

### 2.2 Non-commutative reproducing kernel Hilbert spaces

As in classical Hardy space theory, the Fock space is a (non-commutative) reproducing kernel Hilbert space, in the sense that for any \( Z \in \mathbb{B}^d_N \) and vectors \( y, v \in \mathbb{C}^n \), the matrix–entry point evaluation, \( \ell_{Z,y,v} : \mathbb{H}^2_d \rightarrow \mathbb{C} \),

\[
h \mapsto y^* h(Z)v,
\]

is a bounded linear functional. Equivalently, \( h \mapsto h(Z) \) is bounded as a linear map from \( \mathbb{H}^2_d \) into the Hilbert space \( \mathbb{C}^{n \times n} \) equipped with the Hilbert–Schmidt inner product. By the Riesz lemma, \( \ell_{Z,y,v} \) is implemented by inner products against vectors \( K \{Z, y, v\} \in \mathbb{H}^2_d \) which we call NC Szegö kernel vectors.

A Hilbert space, \( \mathcal{H} \), of free non-commutative functions on \( \mathbb{B}_N^d \) is a non-commutative reproducing kernel Hilbert space (NC-RKHS), if for any \( Z \in \mathbb{B}^d_N \), \( y, v \in \mathbb{C}^n \) and \( n \in \mathbb{N} \), the linear point evaluation functional

\[
h \mapsto y^* h(Z)v,
\]

is bounded on \( \mathcal{H} \) \([10] \). (NC-RKHS can, of course, be defined on general NC sets. However, all NC-RKHS in this paper are Hilbert spaces of NC functions in \( \mathbb{B}^d_N \) so we omit the general definition.) As before, the Riesz lemma implies that these functionals are implemented by taking inner products against point evaluation or NC kernel vectors \( k\{Z, y, v\} \in \mathcal{H} \). Given any such NC-RKHS, \( Z \in \mathbb{B}_N^d \) and \( W \in \mathbb{B}_M^d \), one can define a completely bounded linear map on \( n \times m \) complex matrices by:

\[
y^* k(Z, W) [vu^*] : \mathbb{C}^{n \times m} \rightarrow \mathbb{C}^{n \times m},
\]

\[
y^* k(Z, W) [vu^*] x := \langle k\{Z, y, v\}, k\{W, x, u\}\rangle_{\mathcal{H}},
\]
and this map is completely positive if $Z = W$. Following [16], we call $k(Z, W)[;]$ the completely positive non-commutative (CPNC) reproducing kernel of $\mathcal{H}$ and we write $\mathcal{H} = \mathcal{H}_{nc}(k)$. One can check that adjoints of left and right multipliers of an NC-RKHS have a familiar action on NC kernel vectors:

$$(M^L_P)^*k\{Z, y, v\} = k\{Z, F(Z)^*y, v\} \quad \text{and} \quad (M^R_G)^*k\{Z, y, v\} = k\{Z, y, G(Z)v\}.$$ 

All NC-RKHS in this paper will be Hilbert spaces of free NC functions in the unit row-ball $\mathbb{B}_n^d$,

$$\mathbb{B}_n^d = \bigsqcup_n \mathbb{B}_n^d, \quad \mathbb{B}_n^d := \left\{ Z \in \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d} \left| \begin{array}{c} Z Z^* = Z_1 Z_1^* + \cdots + Z_d Z_d^* \leq I_n \end{array} \right. \right\}. $$

In the case of the Fock space, $\mathbb{H}_d^2 = \mathcal{H}_{nc}(K)$, where $K$ is the NC Szeg"{o} kernel: Given $Z \in \mathbb{B}_n^d, W \in \mathbb{B}_m^d$ and $P \in \mathbb{C}^{n \times m},$

$$K(Z, W) := (\text{id}_{n,m}[:] - \text{Ad}_{Z,W*}[;])^{-1} \circ P = \sum_{j=0}^{\infty} \text{Ad}^{(j)}_{Z,W*}[P] = \sum_{\omega \in \mathbb{B}_d} Z^{\omega} P W^{*\omega},$$

$$\text{Ad}_{Z,W*}[P] := Z_1 P W_1^* + \cdots + Z_d P W_d^*.$$ 

## 3 Column–extreme multipliers and the Sarason outer function

Recall that an element $b \in [\mathbb{H}_d^\infty]_1$ is said to be column–extreme (CE) if there is no non-zero $a \in \mathbb{H}_d^\infty$ so that the two-component column:

$$\begin{pmatrix} b(L) \\ a(L) \end{pmatrix} : \mathbb{H}_d^2 \rightarrow \mathbb{H}_d^2 \otimes \mathbb{C}^2,$$

is a contractive left multiplier from one to two copies of Fock space [17]. Any CE multiplier of Fock space is necessarily an extreme point of the closed convex set of contractive left multipliers [17, Corollary 6.8]. Classically, a multiplier of $H^2$ is an extreme point if and only if it is CE and this also holds in the commutative multi-variable setting of Drury–Arveson space as a consequence of the column–row property of M.P. Hartz [18, Theorem 1.2, Theorem 1.6]. However, the column–row property does not hold in the NC setting of Fock space and so whether or not every extreme point of $[\mathbb{H}_d^\infty]_1$ is CE remains an open problem [19].

This concept of column–extreme extends readily to the case of operator–valued left multipliers between vector–valued Fock spaces [17]. Let $\mathcal{H}, \mathcal{J}$ be separable Hilbert spaces. We define $\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})$ as the closure of this algebraic tensor product in the weak operator topology (WOT) of $\mathcal{L}(\mathbb{H}_d^\infty \otimes \mathcal{H}, \mathbb{H}_d^\infty \otimes \mathcal{J})$. Elements of $\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})$ can be viewed as operator–valued multipliers from $\mathbb{H}_d^\infty \otimes \mathcal{H}$ into $\mathbb{H}_d^\infty \otimes \mathcal{J}$. A contractive left multiplier $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$ is said to be CE if and only if $a \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$ and $c := \left( \frac{a}{b} \right) \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J}) \otimes \mathbb{C}^2]_1$ implies that $a \equiv 0$.

Recall that any contractive $b \in [H^\infty]_1$ has a de Branges–Rovnyak realization:

$$b(z) = D + C(I - zA)^{-1}zB, \quad z \in \mathbb{D},$$

where,

$$A := S^* |_{\mathcal{H}(b)}, \quad B := S^* b, \quad C := (k_0^b)^* \quad \text{and} \quad D := b(0).$$
and $H(b)$ is the de Branges–Rovnyak space of $b$ [20, Theorem 1.1, Theorem 1.2, Theorem 1.3]. This space is a Hilbert space of analytic functions which is contractively contained in $H^2$ and it is a RKHS with reproducing kernel:

$$k^b(z, w) := \frac{1 - b(z)b(w)^*}{1 - zw^*}.$$ 

In particular, $b$ is inner if and only if $H(b)$ is contained isometrically in $H^2$ and in this case $H(b) = (bH^2)^\perp$. The contractive multiplier, $b$, is said to be the transfer function of the (observable, co-isometric) de Branges–Rovnyak colligation, $U_b$, defined by:

$$U_b := \begin{pmatrix} A & B \\ C & D \end{pmatrix} : \left( H(b) \right) \rightarrow \left( H(b) \right),$$

see [20].

These de Branges–Rovnyak realizations were extended to the NC multi-variable setting of contractive multipliers between vector–valued Fock spaces in [20]. Given $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$, we define the right free de Branges–Rovnyak space of $b$, $\mathcal{H}^t(b)$, as the complementary space of $b(R)$, $\mathcal{H}^t(b) := \mathcal{M} \left( \sqrt{1 - b(R)b(R)^*} \right)$. We will sometimes denote the norm and inner product of $\mathcal{H}^t(b)$ by $\| \cdot \|_b := \| \cdot \|_{\mathcal{H}^t(b)}$ and $\langle \cdot, \cdot \rangle_b := \langle \cdot, \cdot \rangle_{\mathcal{H}^t(b)}$, respectively. We will also employ the notations $\mathcal{H}^t(b) := \mathcal{M}(b(R))$, $\mathcal{H}^t(b^*) := \mathcal{M}(b(R)^*)$ and $\mathcal{H}^t(b^*):= \mathcal{M} \sqrt{1 - b(R)^*b(R)}$, where recall that if $A \in \mathcal{L}(\mathcal{H}, \mathcal{J})$ is a bounded linear operator, $\mathcal{M}(A)$ is the operator–range space of $A$. The right free de Branges–Rovnyak space, $\mathcal{H}^t(b)$, is a $\mathcal{J}$–valued NC-RKHS on $\mathbb{B}_d^d$ with CPNC kernel

$$K^b(Z, W)[P \otimes I_{\mathcal{J}^t}] := K(Z, W)[P] \otimes I_{\mathcal{J}^t} - K(Z, W) \otimes id_{\mathcal{J}^t}[b^t(Z)(P \otimes I_{\mathcal{J}^t})b^t(W)^*],$$

for $Z \in \mathbb{B}_d^d$, $W \in \mathbb{B}_m^d$ and $P \in \mathbb{C}^{n \times m}$. Set $X := L^* \otimes I_{\mathcal{J}^t}|_{\mathcal{H}^t(b)}$ and $b := L^* \otimes I_{\mathcal{J}^t} b(R) 1 \otimes I_{\mathcal{J}^t} \in \mathcal{L}(\mathcal{H}, \mathcal{H}^t(b) \otimes \mathbb{C}^d)$. Namely,

$$bh := L^* \otimes I_{\mathcal{J}^t} b(R) 1 \otimes h \in \mathcal{H}^t(b) \otimes \mathbb{C}^d,$$

for any $h \in \mathcal{H}$. Here, in parallel with the classical theory, any right free de Branges–Rovnyak space, $\mathcal{H}^t(b)$ for $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$ is contractively contained in $\mathbb{H}_d^\infty$, is left shift co-invariant and while $b^t$ generally does not belong to $\mathcal{H}^t(b)$, its backward left shifts always do, $L^*b^t \in \mathcal{H}^t(b) \otimes \mathbb{C}^d$ [20, Proposition 4.2]. Analogous statements hold for operator–valued $b$.

Any such $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$ is realized as the transfer–function of the co-isometric right free de Branges–Rovnyak colligation $U_b$, defined by

$$U_b := \begin{pmatrix} A & B \\ C & D \end{pmatrix} : \left( \mathcal{H}^t(b) \right) \rightarrow \left( \mathcal{H}^t(b) \otimes \mathbb{C}^d \right),$$

where $A := X := L^* \otimes I_{\mathcal{J}^t}|_{\mathcal{H}^t(b)}$, 

$$B := L^* \otimes I_{\mathcal{J}^t} b(R) 1 \otimes I_{\mathcal{J}^t} = b, \quad C := (K_0^{bh})^* \quad \text{and} \quad D := b(0),$$

see [20]. Recall that $b$ is CE if and only if

$$X^*X = I - K_0^{bh}(K_0^{bh})^*,$$

or equivalently,

$$b^*b = I_{\mathcal{J}^t} - b(0)^*b(0),$$
Theorem 6.4. Given $X := L^* \otimes I_\mathfrak{d}|_{\mathcal{H}^n(b)}$ for some $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathfrak{H}, \mathfrak{j})]_1$, let

$$X^{(n)} := (X \otimes I_d \otimes I_{n-1}) \cdots (X \otimes I_d \otimes I_d)(X \otimes I_d)X,$$

so that for any $h \in \mathcal{H}^n(b)$,

$$\|X^{(n)}h\|_b^2 = \sum_{|\alpha|=n} \|X^{\alpha}h\|_b^2 = \left\langle h, \text{Ad}_{X^{(n)}}(I)h \right\rangle_b,$$

where recall that $\| \cdot \|_b$ and $\langle \cdot, \cdot \rangle_b$ denote the norm and inner product in $\mathcal{H}^n(b)$. Here, given a row $d$–tuple of operators, $T = (T_1, \cdots, T_d) : \mathfrak{K} \otimes \mathbb{C}^d \to \mathfrak{K}$, the completely positive and unital map of adjunction by $T$ and $T^*$, $\text{Ad}_{T^*} : \mathcal{L}(\mathfrak{K}) \to \mathcal{L}(\mathfrak{K})$, is defined as

$$\text{Ad}_{T^*}(A) := T_1A_{T_1} + \cdots + T_dA_{T_d}.$$ 

The row $d$–tuple, $T$, is said to be pure if $\text{Ad}_{T^*}(I) \xrightarrow{SOT} 0$, where $SOT$ denotes the strong operator topology.

**Theorem 1.** Let $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathfrak{H}, \mathfrak{j})]_1$ be column–extreme (CE). Then $b$ is inner if and only if $X^*$ obeys the weak purity condition, $\|X^{(n)}bh\| \to 0$ for any $h \in \mathfrak{K}$. In particular, $X^*$ is pure if and only if $b$ is inner.

By [20] Theorem 4.6], $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathfrak{H}, \mathfrak{j})]_1$ is inner if and only if $X^*$ is pure (or strongly–stable in the language of [20]). The above theorem is slight weakening of this assumption in the case of a CE multiplier – instead of checking that $\text{Ad}_{X^{(n)}}(I)x$ converges to 0 for any $x \in \mathcal{H}^n(b)$, it suffices to show that $\|X^{(n)}bh\|^2 = \left\langle bh, \text{Ad}_{X^{(n)}}(I)bhh \right\rangle \to 0$ for any $h \in \mathfrak{K}$. In particular, if $b \in [\mathbb{H}_d^\infty]_1$ is scalar, it suffices to check that $\|X^{(n)}b\| \to 0$.

**Proof.** If $b$ is inner then $\mathcal{H}^n(b) = \text{Ran} b(R) \perp \subset \mathbb{H}_d^\infty \otimes \mathfrak{j}$, so that $\mathcal{H}^n(b)$ is a closed, co-invariant subspace for $L \otimes I_\mathfrak{j}$. It is then easily checked that $X^*$ is pure since $L \otimes I_\mathfrak{j}$ is.

Conversely, if $b$ is CE then we have that $X^*X = I - K_0^{(b)}(K_0^{(b)})^*$. Suppose now that $X$ is pure and consider $\|X^{(n)}bh\|^2$ where $bh = L^* \otimes I_\mathfrak{j} b(R)1 \otimes h \in \mathcal{H}^n(b) \otimes \mathbb{C}^d$ and $\|h\|_\mathfrak{K} = 1$. Hence $\|X^{(n)}bh\|_b^2 \to 0$ as $n \uparrow +\infty$. Then,

$$\|X^{(n)}bh\|^2 = \left\langle X^{(n-1)}bh, X^*X \otimes I_d \otimes I_{n-1}X^{(n-1)}bh \right\rangle_b$$

$$= \|X^{(n-1)}bh\|_b^2 - \left\langle X^{(n-1)}bh, K_0^{(b)}(K_0^{(b)})^* \otimes I_d \otimes I_{n-1}X^{(n-1)}bh \right\rangle_b$$

$$= \|X^{(n-1)}bh\|_b^2 - \left\langle L^*(bh)(R)1 \otimes h, K_0^{(b)}(K_0^{(b)})^* \otimes I_d \otimes I_{n-1}L^*(b(R)1 \otimes h \right\rangle_b$$

$$= \|X^{(n-1)}bh\|_b^2 - \sum_{|\alpha|=n} \|\hat{b}_\alpha h\|_\mathfrak{j}^2$$

$$\cdots = \|bh\|_b^2 - \sum_{|\alpha|=1}^{n} \|\hat{b}_\alpha h\|_\mathfrak{j}^2$$

$$= 1 - \sum_{|\alpha|\leq n} \|\hat{b}_\alpha h\|_\mathfrak{j}^2$$

$$\to 1 - \sum_{\alpha} \|\hat{b}_\alpha h\|_\mathfrak{j}^2 = 1 - \|b(R)1 \otimes h\|_{\mathbb{H}_d^\infty \otimes \mathfrak{j}}^2.$$
In the above we used that if $b$ is CE, then $\|bh\|_2^2 = 1 - \|b(0)h\|_2^2$. Since $X^*$ is pure, it follows that $\|b(R)1 \otimes h\|_{\mathcal{H}_d^2 \otimes \mathcal{J}}^2 = 1$. Since we also have that $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$, an observation of Davidson–Pitts implies that $b$ is inner \cite{15}. Indeed, if $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$ is a contractive multiplier so that $\|b(R)1 \otimes h\|_{\mathcal{H}_d^2 \otimes \mathcal{J}}^2 = 1$ for any unit norm $h \in \mathcal{H}$, then for any $\omega \in \mathbb{F}_d^d$,

$$\|b(R)L^\omega 1 \otimes h\|_{\mathcal{H}_d^2 \otimes \mathcal{J}}^2 = \|L^\omega \otimes I_d b(R)1 \otimes h\|_{\mathcal{H}_d^2 \otimes \mathcal{J}}^2 = \|b(R)1 \otimes h\|^2 = 1 = \|L^\omega 1 \otimes h\|_{\mathcal{H}_d^2 \otimes \mathcal{J}}^2.$$ 

Hence,

\[
1 = \langle L^\omega 1 \otimes h, b(R)^*b(R)L^\omega 1 \otimes h \rangle_{\mathcal{H}_d^2 \otimes \mathcal{J}} \\
\leq \|L^\omega 1 \otimes h\| \|b(R)^*b(R)L^\omega 1 \otimes h\| \\
\leq \|b(R)^*b(R)\| \|L^\omega 1 \otimes h\| \leq 1.
\]

Since equality holds in the Cauchy–Schwarz inequality, we must have that $b(R)^*b(R)L^\omega 1 \otimes h = \zeta L^\omega 1 \otimes h$, for some $\zeta \in \mathbb{C}$. Since $b(R)^*b(R)$ is positive semi-definite, $\zeta \geq 0$ and since $\|b(R)L^\omega 1 \otimes h\| = 1$, $\zeta = 1$. It follows that for any free polynomial, $p \in \mathbb{C}\{z\}$ and unit norm $h \in \mathcal{H}$,

$$b(R)^*b(R)p(L)1 \otimes h = b(R)^*b(R) \sum_{|\omega| \leq N} \hat{p}_\omega L^\omega 1 \otimes h = p(L)1 \otimes h.$$ 

By the density of the free polynomials in Fock space, $b(R)^*b(R) = I$ and $b$ is inner. \hfill $\square$

**Proposition 1.** $b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1$ is column–extreme if and only if its canonical de Branges–Rovnyak colligation is both isometric and co-isometric.

**Proof.** For simplicity, assume that $b \in [\mathbb{H}_d^\infty]_1$. Proof of the general case is analogous. The de Branges–Rovnyak colligation of $b$ is always co-isometric \cite{20}. Here, the colligation is:

$$U_b := \begin{pmatrix} A & B \\ C & D \end{pmatrix} : \begin{pmatrix} \mathcal{H}^r(b) \\ \mathbb{C} \end{pmatrix} \rightarrow \begin{pmatrix} \mathcal{H}^t(b) \otimes \mathbb{C}^d \\ \mathbb{C} \end{pmatrix}.$$ 

$$A := X := L^*|_{\mathcal{H}^r(b)}, \quad B := b \in \mathcal{H}^t(b) \otimes \mathbb{C}^d, \quad C := (K_0^b)^*, \quad D := b(0).$$

As we know, $b$ is CE if and only if $X^*X = I - K_0^b(K_0^b)^*$, or equivalently, $b^*b = 1 - |b(0)|^2$. So now, we calculate:

$$U_b^*U_b = \begin{pmatrix} X^*X + K_0^b(K_0^b)^* & X^*b + K_0^b(b(0)) \\
X^*b^*b + |b(0)|^2 & b^*b + |b(0)|^2 \end{pmatrix}.$$ 

It remains to show the off-diagonal components vanish. Indeed,

\[
(K_2^b)^* \left( X^*b + K_0^b(b(0)) \right) = (XK_2^b)^*b + (K_2^b)^*K_0^b(b(0)) \\
= \left( K_2^bZ^* - bb^*(Z)^* \right)^*b + (I - b^*(Z)b(0)^*)b(0) \\
= Zb(Z) - b^*(Z)b^*b + b(0) - b^*(Z)b(0)^2 \\
= b^*(Z) - b(0) - b^*(Z)b(0)^2 + b(0) - b^*(Z)b(0)^2 \\
= 0.
\] 

$\square$
3.1 The Sarason function

In one variable, as discussed in the introduction, \( b \in [H^\infty]_1 \) is not an extreme point if and only if \( 1 - |b|^2 \) is log–integrable on the circle and in this case there is a unique outer function, \( a \in H^\infty \), so that \( a(0) > 0 \) and

\[
|a(\zeta)|^2 = 1 - |b(\zeta)|^2; \quad \zeta \text{ a.e. } \partial \mathbb{D}.
\]

This implies, in turn, that \( c := (\begin{smallmatrix} b \\ a \end{smallmatrix}) \) is inner. If \( b \in [H^\infty]_1 \) is non-extreme, D. Sarason showed that this unique outer \( a \) is realized as the transfer–function of the colligation:

\[
U_a := \begin{pmatrix} A & B \\ C_a & D_a \end{pmatrix} : (\mathcal{H}(b) \otimes \mathbb{C}) \to (\mathcal{H}(b) \otimes \mathbb{C}),
\]

where

\[
U_b := \begin{pmatrix} A & B \\ C & D \end{pmatrix} : (\mathcal{H}(b) \otimes \mathbb{C}) \to (\mathcal{H}(b) \otimes \mathbb{C}),
\]

is the de Branges–Rovnyak realization of \( b \),

\[
C_a := -a(0) \langle b, \cdot \rangle_{\mathcal{H}(b)}, \quad D_a := a(0) > 0 \quad \text{and} \quad a(0)^2 := 1 - \|S^*b\|^2_{\mathcal{H}(b)} - |b(0)|^2 > 0.
\]

The column multiplier, \( c := (\begin{smallmatrix} b \\ a \end{smallmatrix}) \), is then the transfer–function of the colligation:

\[
U_c := \begin{pmatrix} A & B \\ C & D \end{pmatrix} : (\mathcal{H}(b) \otimes \mathbb{C}) \to (\mathcal{H}(b) \otimes \mathbb{C}),
\]

(Sarason didn’t state his results in the language of realization theory, but he computes the Taylor series coefficients of \( a \) and these are easily seen to coincide with the formula given by the above realization \([7]\).)

Given a non-CE \( b \in [\mathbb{H}_d^\infty]_1 \) (or more generally any non-CE \( b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1 \)) we can construct an \( a \in [\mathbb{H}_d^\infty]_1 \) so that the column, \( c := (\begin{smallmatrix} b \\ a \end{smallmatrix}) \in [\mathbb{H}_d^\infty \otimes \mathbb{C}^2]_1 \) is contractive by checking that the analogous colligation:

\[
U_c := \begin{pmatrix} a(0) \langle b^t, \cdot \rangle_{\mathcal{H}_d^t(b)} & - \langle b, \cdot \rangle_{\mathcal{H}_d^t(b)} a(0) \\ -a(0) \langle b^t, \cdot \rangle_{\mathcal{H}_d^t(b)} & a(0) \end{pmatrix} : (\mathcal{H}_d^t(b) \otimes \mathbb{C}^2) \to (\mathcal{H}_d^t(b) \otimes \mathbb{C}^2),
\]

is contractive. Here, as above, we define \( a(0) > 0 \) and

\[
a(0)^2 := 1 - |b(0)|^2 - b^*b > 0.
\]

In fact, in \([2]\), we check that \( U_c \) is both isometric and co-isometric and it follows that \( c \) is column–extreme by Proposition\([1]\) Further recall that \( b^t \in \mathcal{H}_d^t(b) \) if and only if \( b \) is non-CE \([17]\) Theorem 6.4. In particular, it immediately follows that

\[
a(Z) = a(0) \left( I - \sum_{\omega \neq 0} Z^\omega \langle b^t, X^\omega b^t \rangle_b \right),
\]

so that the non-vacuum coefficients of \( a \) are given by the Sarason formulas:

\[
\hat{a}_\omega = -a(0) \langle b^t, X^\omega b^t \rangle_b; \quad \omega \neq 0.
\]

To simplify notation, we will assume for the remainder of this section that \( b \in [\mathbb{H}_d^\infty]_1 \) or \( c \in [\mathbb{H}_d^\infty \otimes \mathbb{C}^2]_1 \). The proofs for general \( b \in [\mathbb{H}_d^\infty \otimes \mathcal{L}(\mathcal{H}, \mathcal{J})]_1 \) are virtually identical.
Corollary 1. Let \( b \in \mathbb{H}_d^\infty \) be non-CE and let \( a \in \mathbb{H}_d^\infty \) be its unique Sarason function. Then \( a \) is the maximal outer factor of \( T = I - b(R)^*b(R) \). In particular,

\[
a(0)^2 = \inf_{p \in \mathbb{C}\{1\}} \langle 1 - p, (I - b(R)^*b(R))(1 - p) \rangle_{\mathbb{H}^2}.
\]

If \( c = \begin{pmatrix} b \\ a \end{pmatrix} \), then \( c \) is CE and \( \|c\|^2 = \|b\|^2 \), where \( c = L^* \otimes I_2 c^t \). \( b = L^*b^t \).

Proof. Consider \( T = I - b(R)^*b(R) \) and let \( T_0 = A(R)^*A(R) \leq T \) be the maximal factorizable minorant with \( A \in \mathbb{H}_d^\infty \) outer. By [14] Theorem 1.3,

\[
|A(0)|^2 = \inf_{p \in \mathbb{C}\{1\}} \langle 1 - p, (I - b(R)^*b(R))(1 - p) \rangle_{\mathbb{H}^2},
\]

and \( A \) is maximal in the sense that if \( D \in \mathbb{H}_d^\infty \otimes \mathcal{H} \) is any column–outer so that \( D(R)^*D(R) \leq T \), then \( D(R)^*D(R) \leq A(R)^*A(R) \). We can and do assume that \( A(0) > 0 \). Note that \( D(R)^*D(R) \leq T \) would imply that the column \( C := \begin{pmatrix} b \\ A \end{pmatrix} \) is contractive. By applying Douglas factorization, there is a contraction, \( F \), so that \( D(R)^* = A(R)^*F^* \), or equivalently, \( FA(R) = D(R) \). Since \( A \) is outer, \( F \) commutes with the left shifts so that \( F = F(R) \in [\mathbb{H}_d^\infty]_1 \) [15] Theorem 1.2. In fact, \( F \) is also outer since \( D \) is. It follows that the column, \( \begin{pmatrix} b \\ A \end{pmatrix} \) is CE. If not, then there is some non-zero \( S \) so that

\[
\begin{pmatrix} b \\ A \end{pmatrix},
\]

is contractive and we can assume, without loss in generality that \( A, D \) are outer. The previous argument then implies that \( A(R)^*A(R) + D(R)^*D(R) \leq A(R)^*A(R) \) since \( A \) is maximal and hence \( D \equiv 0 \).

To prove that \( A = a \), where \( A \) is the Popescu maximal outer factor of \( I - b^*b \) and \( a \) is the outer Sarason function of \( b \), consider the column: \( C := \begin{pmatrix} b \\ A \end{pmatrix} \). This is contractive and CE, so that

\[
\|C\|_{C_0}^2 = C^*C = 1 - |b(0)|^2 - A(0)^2
\]

\[
= \|b\|^2 + a(0)^2 - A(0)^2,
\]

where recall that \( a(0) > 0 \) by definition and we can assume that \( A(0) > 0 \) as well. It follows that

\[
\|C\|_{C_0}^2 - \|b\|_b^2 = a(0)^2 - A(0)^2.
\]

The CPNC kernel for \( \mathcal{A}^3(C) \) is:

\[
K^C(Z, W) := K(Z, W)[:] - K(Z, W) \left[ \left( b^t(Z)(\cdot)b^t(W)^* \right)^* A^t(Z)(\cdot)A^t(W)^* \right] \geq 0.
\]

It follows that the norm of \( \|C\|_{C_0}^2 \) is the infimum over all \( t > 0 \) so that

\[
C(Z)(\cdot)C(W)^* = \begin{pmatrix} b(Z) \\ A(Z) \end{pmatrix} [:] (b(W)^*, A(W)^*) \leq t^2 K^C(Z, W) \otimes I_d [:],
\]

as CPNC kernels [17] Lemma 6.6. Comparing (1, 1) entries, we see that

\[
\|b\|_b^2 \leq \|C\|_{C_0}^2.
\]
In particular,$$
0 \leq \| C \|_C^2 - \| b \|_b^2 = a(0)^2 - A(0)^2,
$$
and $a(0) \geq A(0)$.

If $a$ was not outer, then $a = \Theta \cdot F$ for some non-trivial inner $\Theta$ and outer $F$ and then $a(0)^2 < |F(0)|^2$ and $F(R)^* F(R) = a(R)^* a(R) \leq I - b(R)^* b(R) =: T$. However, $A$ is the maximal outer factor of $T$, so that $F(R)^* F(R) \leq A(R)^* A(R)$ and $F(R) = h(R) A(R)$ for some contractive and non-trivial outer $h$ [21, Theorem 3.1]. In particular $a(0)^2 < |F(0)|^2 < A(0)^2$, contradicting that $a(0)^2 \geq A(0)^2$. This proves that $A = a$ and it follows that if $c = (\frac{b}{a})$, then $c = C$ is column–extreme and
\[
\| c \|_C^2 = \left\| \left( \frac{L^*} {L^*, a^*} \right) \right\|_c^2 = \| b \|_b^2.
\]

\[\square\]

**Corollary 2.** Let $b = \theta \cdot f$ be the inner–outer factorization of a non-CE $b \in \mathbb{H}^\infty_d$ where $f(0) > 0$. If $a$ is the Sarason outer function of $b$, then $f$ is the Sarason outer function of $a$.

**Corollary 3.** Suppose that $b \in \mathbb{H}^\infty_d$ is non-CE and let $a \in \mathbb{H}^\infty_d$ be its Sarason function. We have that $c = (\frac{b}{a})$ is inner if and only if $\| X^{(n)} b \|_b^2 = \| X^{(n)} c \|_c^2 \to 0$. In particular, $c$ is inner if and only if $X^*_c = (L^* \otimes I_2|_{\mathcal{H}^2})^*$ is pure, or equivalently if and only if $X^*_b$ is pure.

**Lemma 1.** If $b \in \mathbb{H}^\infty_d$ is not CE, then $X$ obeys the rank–two defect condition:
\[
X^* X = I - K^*_0(K^0_b)^* - a(0)^2 \langle b^1, \cdot \rangle_b b^1,
\]
where $a$ is the free Sarason outer function of $b$.

This is an analogue of [7, Equation (7)].

**Proof.** This is readily established using the formula of [17, Proposition 5.6], the fact that $b^k \in \mathcal{K}^1(b)$ by [17, Theorem 6.4] since $b$ is non-CE and that $a(0)^2 = 1 - |b(0)|^2 - \| b \|_b^2$ by definition of the Sarason function. Namely,
\[
\| X K^b \{ Z, y, v \} \|_{\mathcal{H}^2_0}^2 = \| K^b \{ Z, Z^* y, v \} - b v^* b^1(Z)^* y \|_b^2
\]
\[
= \| K^b \{ Z, Z^* y, v \} - b v^* b^1(Z)^* y \|_b^2
\]
\[
= \| K^b \{ Z, Z^* y, v \} \|_b^2 - y^* k^b(Z)[v v^*] y - 2 \text{Re} \left\langle K^b \{ Z, Z^* y, v \}, b v^* b^1(Z)^* y \right\rangle + b^* b \| v^* b^1(Z)^* y \|_b^2
\]
\[
= \| K^b \{ Z, Z^* y, v \} \|_b^2 - y^* k^b(Z)[v v^*] y - 2 \text{Re} b(0) y^* v v^* b^1(Z)^* y - (1 - |b(0)|^2 - a(0)^2) \| v^* b^1(Z)^* y \|_b^2.
\]

On the other hand, applying the formula from the lemma statement,
\[
\left\langle K^b \{ Z, y, v \}, \left( I - K^*_0(K^0_b)^* - a(0)^2 \langle b^1, \cdot \rangle_{\mathcal{H}^2_0} b^1 \right) K^b \{ Z, y, v \} \right\rangle
\]
\[
= \| K^b \{ Z, y, v \} \|_b^2 - \left\| K^b \{ Z, y, v \}, K^0_b \right\|_b^2 - a(0)^2 \| y^* b^1(Z)v \|_b^2,
\]
yields the same expression. The claim then follows by polarization. \[\square\]
Proof. (of Corollary 4.2) If \( c \) is inner then \( \mathcal{H}^1(c) = \text{Ran} \ c(R) \subseteq \mathbb{H}_d^2 \otimes \mathbb{C}^2 \), so that \( \mathcal{H}^1(c) \) is a closed, co-invariant subspace for \( L \otimes I_2 \). It is then easily checked that \( X^* \) is pure since \( L \) is. Conversely if \( \|X^{(n)} b\|^2_\mathcal{B} \to 0 \), then \( c \) is inner by Theorem 1.

To see that \( \|X^{(n)} b\|^2_\mathcal{B} = \|X^{(n)} c\|^2_{\mathcal{C}} \) for all \( n \geq 0 \), we apply the rank–2 defect condition of Lemma \( 1 \) repeatedly: For all \( n \in \mathbb{N} \),

\[
\|X^{(n+1)} b\|^2_\mathcal{B} = \langle b^*, Aq^{(n+1)}(I)b^* \rangle_{\mathcal{B}} = \langle b^*, Aq^{(n)}(I)b^* \rangle_{\mathcal{B}} - \langle K_{b}^*, X^{(n)} b^* \rangle_{\mathcal{B}}^2 - a(0)^2 \langle b^*, X^{(n)} b^* \rangle_{\mathcal{B}}^2 = \langle b^*, Aq^{(n)}(I)b^* \rangle_{\mathcal{B}} - \sum_{|\omega|=n} |\hat{b}_\omega|^2 - \sum_{|\omega|=n} |\hat{a}_\omega|^2 \\
= \|X b^*\|^2 - \sum_{0<|\omega|\leq n} |\hat{b}_\omega|^2 - \sum_{0<|\omega|\leq n} |\hat{a}_\omega|^2 = \|c\|^2_{\mathcal{C}} - \sum_{0<|\omega|\leq n} \hat{c}_\omega^* \hat{c}_\omega \\
= 1 - \|c(0)\|^2 - \sum_{0<|\omega|\leq n} \hat{c}_\omega^* \hat{c}_\omega \\
= 1 - \sum_{|\omega|\leq n} \hat{c}_\omega^* \hat{c}_\omega = \|X^{(n)} c\|^2_{\mathcal{C}}.
\]

In the above we used that \( \|c\|_{\mathcal{C}} = \|b\|_{\mathcal{B}} \) as proven in Corollary 1. \( \square \)

If \( c = (b_a) \in [\mathbb{H}_d^\infty \otimes \mathbb{C}^2]_{\mathcal{L}} \) is inner and \( a \) is outer, we will say that \((a, b)\) is a Smirnov column–inner pair. This terminology is motivated by the results of [22]. Namely, the left free Smirnov class, \( \mathcal{N}^+_d \), is the set of all free NC functions, \( h \in \mathcal{O}(\mathbb{D}_N) \), defined as ‘fractions’ of bounded left multipliers with outer denominators. That is, \( h \in \mathcal{N}^+_d \) if there are \( a, b \in \mathbb{H}_d^\infty \) with \( a \) outer so that \( h(Z) = b(Z)a(Z)^{-1} \). In [22] we showed that a closed and densely–defined linear operator \( A \in \mathcal{L}(\mathbb{H}_d^2) \) is affiliated to \( \mathcal{L}_d^\infty \) in the sense that \( \text{Dom} A = R–\text{invariant} \) and \( R_k A x = AR_k x \) for all \( x \in \text{Dom} A \) if and only if \( A = M^R_h \) is an unbounded, closed and densely–defined left multiplier with symbol \( h \in \mathcal{N}^+_d \). Here, recall that the commutant of \( \mathcal{L}_d^\infty \) is \( \mathcal{R}_d^\infty \), [15 Theorem 1.2]. Moreover, the graph, \( \text{Gr} h(L) \subseteq \mathbb{H}_d^2 \otimes \mathbb{C}^2 \), is then \( R \otimes I_2 \)–invariant and

\[
\text{Gr} h(L) = \text{Ran} \ c(L), \quad c(L) : \mathbb{H}_d^2 \to \mathbb{H}_d^2 \otimes \mathbb{C}^2 \quad c(L) = \begin{pmatrix} a(L) \\ b(L) \end{pmatrix},
\]

where \( c(L) \) is inner so that \( \text{Ran} a(L) = \text{Dom} h(L), \ a, b \in [\mathbb{H}_d^\infty]_{\mathcal{L}} \) and \( a(L) \) is outer since \( h(L) \) is densely–defined [22 Corollary 4.26, Corollary 4.27]. Hence \((a, b)\) is a Smirnov column–inner pair and \( h(L) = b(L)a(L)^{-1} \). Smirnov column–inner pairs which represent a given \( h \in \mathcal{N}^+_d \) are unique [22 Corollary 5.2]. Equivalently, \( h \in \mathcal{N}^+_d \) if and only if \( h(R) = M^R_h \), \( h(R) = b(R)a(R)^{-1} \), is a densely–defined and closed operator affiliated to \( \mathcal{R}_d^\infty \) and we write \( h(R) \sim \mathcal{R}_d^\infty \) in this case.

Assume that \( b \in [\mathbb{H}_d^\infty]_{\mathcal{L}} \) is non-CE and let \( a \) be its unique Sarason outer function so that the column \( c := (b_a) \) is CE. Consider the NC inner–outer factorization of \( c, c = C \cdot D \) where \( C \) is inner and \( D \) is outer. Here,

\[
\text{Ran} C(R) = \text{Ran} \ c(R)^{-1} \|\cdot\|_{\mathbb{H}_d^2},
\]
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so that $\text{Ran}C(R)$ is a closed, $L \otimes I_2$–invariant subspace of $\mathbb{H}_d^2 \otimes \mathbb{C}^2$ and it has the $L \otimes I_2$–cyclic vector $x := \left( \frac{v}{a} \right) = e_1$. Since $\text{Ran}C(R)$ has a cyclic vector, it follows that the wandering space of this $L \otimes I_2$–invariant subspace is also one–dimensional so that

$$C(R) = \left( \frac{A(R)}{B(R)} \right),$$

for some Smirnov column–inner pair $A, B \in \mathbb{H}_d^\infty$. Hence $D(R) \in [\mathbb{H}_d^\infty]_1$ is outer and since $a(R) = A(R)D(R)$ is outer, $A(R)$ must also be outer. Moreover, since $C(R)$ is inner,

$$I - B(R)^*B(R) = A(R)^*A(R),$$

so that if we set $A(0) > 0$, $A$ is the Sarason outer function of $B$. The outer multiplier $D$ must be CE:

$$I - b(R)^*b(R) = I - D(R)^*B(R)^*B(R)D(R)$$
$$= I - D(R)^*D(R) - D(R)^*A(R)^*A(R)D(R)$$
$$= I - D(R)^*D(R) + a(R)^*a(R).$$

Since $a(R)$ is the maximal outer factor of $I - b(R)^*b(R), I - D(R)^*D(R)$ cannot have any non-trivial factorizable minorant, i.e. $D$ is column–extreme. If we set $H(R) := B(R)A(R)^{-1}$, then this is a closed and densely–defined right Smirnov multiplier of the Fock space, with $\text{Gr} H(R) = \text{Ran} C(R) [22]$. Since $C$ is inner, basic facts about operator–range spaces and complementary spaces imply that

$$\mathcal{H}^4(c) = \mathcal{H}^4(C) \oplus C(R)\mathcal{H}^4(D),$$

and that $C(R)$ is an isometric right multiplier of $\mathcal{H}^4(D)$ into $\mathcal{H}^4(c)$ [23] Theorem 18.8].

**Theorem 2.** Given $b = BD$ as above,

$$\mathcal{H}^4(b) = \mathcal{H}^4(B) \oplus B(R)\mathcal{H}^4(D),$$

and $B(R)$ is an isometric right multiplier of $\mathcal{H}^4(D)$ into $\mathcal{H}^4(b)$. If we define $E_1 : \mathcal{H}^4(c) \to \mathcal{H}^4(b)$ by projection onto the first co-ordinate, $E_1 \left( \frac{f}{g} \right) = f$, then $E_1$ is an onto isometry.

**Proposition 2.** Let $b_n \in [\mathbb{H}_d^\infty]_1$ be a sequence (or net) of contractive non-CE multipliers which converge $\text{SOT} - *$ to a contractive, non-CE $b \in [\mathbb{H}_d^\infty]_1$. Then the corresponding Sarason outer multipliers $a_n(R)$ converge to $a(R)$ in the weak operator topology. If $c := \left( \frac{b}{a} \right)$ is inner then $a_n(R)$ converges to $a(R)$ $\text{SOT} - *$.

This lemma applies, for example, to the free polynomial sequence $b_n$ of $n$th Cesàro sums of $b$, or to the nets $b(rR)$ or $rb(R)$ for $0 < r < 1$, taking the limit as $r \uparrow 1$.

Proof. Recall that

$$a_n(0)^2 = 1 - |b_n(0)|^2 - b_n^*b_n,$$

$a_n(0) > 0$ and $b_n = L^*b_n$. Since $b$ is non-CE, its Sarason function, $a$, also obeys $a(0) > 0$ and $a(0)^2 = 1 - |b(0)|^2 - b^*b > 0$. Since $b_n(R) \text{ SOT} - * b(R)$, it follows that $a_n(0) \to a(0) > 0$. 
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Since every \( a_n \) is a contractive multiplier, we can assume that (by possibly passing to a subsequence) \( a_n(R) \overset{\text{WOT}}{\rightarrow} \tilde{a}(R) \), where \( \tilde{a} \in [\mathcal{H}_d^\infty]_1 \) and so that
\[
\tilde{a}(0) = a(0) > 0.
\]
Hence,
\[
c_n(R) = \left( \begin{array}{c} b_n(R) \\ a_n(R) \end{array} \right) \overset{\text{WOT}}{\rightarrow} \left( \begin{array}{c} b(R) \\ \tilde{a}(R) \end{array} \right),
\]
so that \( \left( \frac{b}{a} \right) \in [\mathcal{H}_{d}^\infty \otimes \mathbb{C}^2]_1 \). Since \( \tilde{a}(0) = a(0) > 0, \tilde{a} \neq 0 \) and since \( \tilde{a} \) is not CE, it has an inner–outer factorization \( \tilde{a} = \Theta \hat{a} \) where \( \Theta(R) \) is inner and \( \hat{a}(R) \) is outer. We can and do further assume that \( \hat{a}(0) > 0 \). Now observe that
\[
\left( \begin{array}{cc} b(R) \\ \hat{a}(R) \end{array} \right) = \left( \begin{array}{cc} I & 0 \\ 0 & \Theta(R)^* \end{array} \right) \left( \begin{array}{c} b(R) \\ \tilde{a}(R) \end{array} \right) \in [\mathcal{H}_{d}^\infty \otimes \mathbb{C}^2]_1,
\]
so that it follows that \( \left( \frac{b}{a} \right) \) is a contractive multiplier, where now \( \hat{a} \) is outer. However, the Sarason function, \( a(R) \), is the maximal outer factor of \( I - b(R)^*b(R) \) by Corollary \[11 \] This means that since \( \hat{a}(R)^*\hat{a}(R) \leq I - b(R)^*b(R) \), it must be that
\[
\hat{a}(R)^*\hat{a}(R) \leq a(R)^*a(R).
\]
By Douglas factorization, there is a contraction, \( C^* \) so that
\[
\hat{a}(R)^* = a(R)^*C^* \implies \hat{a}(R) = Ca(R).
\]
Since both \( \hat{a}, a \) are outer, it follows that \( C \) commutes with the left shifts, so that \( C = C(R) \in [\mathcal{H}_d^\infty]_1 \) is a contractive right multiplier \[15 \] Theorem 1.2]. This would imply that
\[
\hat{a}(0) = C(0)a(0) = C(0)\tilde{a}(0) = C(0)\Theta(0)\hat{a}(0),
\]
so that
\[
C(0)\Theta(0) = 1.
\]
However, \( C(R)\Theta(R) \) is a contractive right multiplier, so that the NC maximum modulus principle implies that \( C(R)\Theta(R) \equiv I \) \[11 \] Lemma 6.11]. Since \( \Theta(R) \) is inner, it is not invertible unless \( \Theta(R) \equiv I \). It follows that \( \Theta(R) = I = C(R) \) and we conclude that \( \hat{a}(R) = \tilde{a}(R) = a(R) \). We can conclude that the entire sequence \( a_n(R) \overset{\text{WOT}}{\rightarrow} a(R) \), since any WOT-convergent subsequence must converge to \( a(R) \) by the above argument.

Now suppose that \( c = \left( \frac{b}{a} \right) \) is inner. Let \( h_n(R) := b_n(R)a_n(R)^{-1} \) and \( \tau_n := h_n(R)^*h_n(R) \). Then for any \( z \in \mathbb{C} \setminus [0, +\infty) \),
\[
(\tau_n - zI)^{-1} = (a_n(R)^{-1})(b_n(R)^*b_n(R) - za_n(R)^*a_n(R))^{-1}
\]
\[
= a_n(R)((1 + z)b_n(R)^*b_n(R) - zI)^{-1}a_n(R)^*.
\]
Since \( a_n(R) \overset{\text{WOT}}{\rightarrow} a(R) \) we have that \( a_n(R)^* \overset{\text{SOT}}{\rightarrow} a(R)^* \) and \( b_n(R) \overset{\text{SOT}}{\rightarrow} b(R) \) by \[24 \] Lemma 9], so that the above converges in the weak operator topology to
\[
a(R)((1 + z)b(R)^*b(R) - zI)^{-1}a(R)^* = a(R)((1 + z)b(R)^*b(R) - zb(R)^*b(R) - za(R)^*a(R))^{-1}a(R)^*
\]
\[
= (\tau - zI)^{-1}
\]
where $\tau = h(R)^* h(R)$ and $h(R) = b(R) a(R)^{-1}$. In the above we used the assumption that $a(R)^* a(R) + b(R)^* b(R) = I$. Hence $\tau_n$ converges to $\tau$ in the weak resolvent sense [23]. A simple argument using the resolvent formula then shows that $(\tau_n - zI)^{-1}$ converges in the strong operator topology to $(\tau - zI)^{-1}$ for any $z \in \mathbb{C} \setminus [0, +\infty)$. In particular, taking $z = -1$ gives

$$(\tau + I)^{-1} = a(R) ((1 + z)b(R)^* b(R) - zI)^{-1} a(R)^* = a(R) a(R)^*,$$

so that $a_n(R) a_n(R)^* \overset{SOT}{\to} a(R) a(R)^*$ and it follows easily from this that $a_n(R) \overset{SOT}{\to} a(R)$. Recall that for any net of right (or left) multipliers, WOT convergence implies SOT convergence of $a_n(R)^*$, hence $a_n(R) \overset{SOT}{\to} a(R)$ by [24, Lemma 9].

Consider the (generally) unbounded multiplier $H(R) := b(R) a(R)^{-1}$ with dense domain $\text{Dom} \ H(R) := \text{Ran} \ a(R)$. By [22, Corollary 3.9], $H(R)$ is closeable and both the linear span of the NC Szegö kernel vectors $K\{Z, y, v\}$ and the free polynomials are cores for $H(R)^*$ [22, Corollary 3.13]. Here, recall that a dense linear subspace, $\mathcal{D} \subseteq \text{Dom} \ T$ of a closed, densely–defined linear operator $T$ is called a core for $T$ if $\text{Gr} T = \{(x, Tx) | x \in \mathcal{D}\} - \|\cdot\|$. That is, $T$ is the closure of its restriction to $\mathcal{D}$.

Given any $b \in \mathbb{H}_d^\infty 1$, for each $0 \leq r < 1$, let $a_r$ be the (unique, invertible) outer multiplier defined by

$$I - r^2b(R)^* b(R) = a_r(R)^* a_r(R).$$

**Lemma 2.** Let $b \in \mathbb{H}_d^\infty 1$ be a contractive multiplier. Then $f \in \mathcal{H}^1(b)$ if and only if

$$\sup_{0 < r < 1} \|a_r^{-*} (R) b(R)^* f\|_{\mathbb{H}^2} < \infty,$$

in which case

$$\|f\|_{\mathcal{H}^1(b)}^2 = \|f\|_{\mathbb{H}^2}^2 + \lim_{r \uparrow 1} \|a_r^{-*}(R) b(R)^* f\|_{\mathbb{H}^2}^2$$

$$= \|f\|_{\mathbb{H}^2}^2 + \|H(R)^* f\|_{\mathbb{H}^2}^2 = \|f\|_{\text{Gr}(H(R)^*)}^2.$$

**Proof.** This follows from basic facts on operator–range spaces and complementary spaces, see [24, Theorem 16.17, Theorem 16.18].

The following can be pieced together from results in [23], in particular see [23, Theorem 18.8].

**Theorem.** Let $a = bc$ where $a, b, c \in \mathbb{H}_d^\infty 1$. Then, $\mathcal{H}^1(b^*) \cap \mathcal{H}(c) = \{0\}$ if and only if $\mathcal{H}^1(b) \cap b(R) \mathcal{H}^1(c) = \{0\}$ and in this case:

1. $\mathcal{H}^1(a) = \mathcal{H}^1(b) \oplus b(R) \mathcal{H}^1(c)$.
2. $\mathcal{H}^1(b)$ embeds isometrically into $\mathcal{H}^1(a)$
3. $M^R_{b^*}$ is an isometric multiplier of $\mathcal{H}^1(c)$ into $\mathcal{H}^1(a)$.

**Proof.** We prove the first equivalent statement, the rest of the proof can be found in [23, Theorem 18.8]. If $x \in \mathcal{H}^1(b^*) \cap \mathcal{H}^1(c)$ then $b(R)x \in \mathcal{H}^1(b) \cap b(R) \mathcal{H}^1(c)$. Conversely, if $b(R)x \in \mathcal{H}^1(b) \cap b(R) \mathcal{H}^1(c)$ for some $x \in \mathcal{H}^1(c)$ then $b(R)x \in \mathcal{H}^1(b) \cap \mathcal{H}^1(b) = b(R) \mathcal{H}^1(b^*)$ by [23, Lemma 16.20]. Hence $b(R)x = b(R)y$ for some $y \in \mathcal{H}^1(b^*)$ and $x = y \in \mathcal{H}^1(c) \cap \mathcal{H}^1(b^*)$. 
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Proof. (of Theorem 2) Consider any NC Szegö kernel vector \( K\{Z, y, v\} \). Then,

\[
\sup_{0 < r < 1} \|a_r^*(R)b(R)^*K\{Z, y, v\}\|_{\mathbb{H}^2} = \sup \|K\{Z, y, a_r^*(Z)^{-1}b^*(Z)v\}\| < +\infty,
\]

since \( a_r(R) \xrightarrow{WOT} a(R) \) by Proposition 2 and WOT convergence implies pointwise convergence. We conclude, by Lemma 2, that the linear span of the NC Szegö kernels is contained in \( \mathcal{H}^t(b) \). (Since \( b \) is non-CE, this also follows from the results of [17].) Again by Lemma 2,

\[
\|K\{Z, y, v\}\|_b^2 = \|K\{Z, y, v\}\|_{\mathbb{H}^2}^2 + \lim_{t \uparrow 1} \|K\{Z, y, a_r^*(Z)^{-1}b^*(Z)v\}\|_{\mathbb{H}^2}^2
\]

\[
= \|K\{Z, y, v\}\|_{\mathbb{H}^2}^2 + \|K\{Z, y, H^t(Z)v\}\|_{\mathbb{H}^2}^2
\]

\[
= \|K\{Z, y, v\}\|_b^2.
\]

Recall that \( C = \begin{pmatrix} A \\ B \end{pmatrix} \) is inner, \( \text{Ran} C(R) = \text{Gr} H(R) \) and the NC Szegö kernels are a core for \( H(R)^* \). By [22] Theorem 4.17, \( \mathcal{H}^t(B) = \text{Dom} H(R)^* \) if we equip \( \text{Dom} H(R)^* \) with the graph norm. It follows that the NC Szegö kernels (or free polynomials) are dense in \( \mathcal{H}^t(B) \) and that \( \mathcal{H}^t(B) \) embeds isometrically into \( \mathcal{H}^t(b) \).

The fact that \( \text{Ran} b(R) \subseteq \text{Ran} B(R) \) and \( b(R)b(R)^* = B(R)D(R)D(R)^*B(R)^* \leq B(R)B(R)^* \) implies that \( \mathcal{H}^t(B) \) is contractively contained in \( \mathcal{H}^t(b) \). Moreover, by [23] Theorem 16.23,

\[ \mathcal{H}^t(b) = \mathcal{H}^t(B) + B(R)\mathcal{H}^t(D), \]

\( M^R_B \) defines a contraction from \( \mathcal{H}^t(D) \) into \( \mathcal{H}^t(b) \) and if \( x \in \mathcal{H}^t(B), y \in \mathcal{H}^t(D) \) then,

\[ \|x + B(R)y\|_b^2 \leq \|x\|_B^2 + \|y\|_D^2. \]

Using that \( \mathcal{H}^t(B) \) is isometrically contained in \( \mathcal{H}^t(b) \),

\[ \|x + B(R)y\|_b^2 = \|x\|_B^2 + 2\Re \langle x, B(R)y \rangle_B + \|B(R)y\|_b^2. \]

Subtracting these two formulas gives:

\[ 0 \leq \|y\|_D^2 - \|B(R)y\|_b^2 - 2\Re \langle x, B(R)y \rangle_B. \]

Here,

\[ 0 \leq \|y\|_D^2 - \|B(R)y\|_b^2, \]

since \( B(R)y = M^R_By \) and right multiplication by \( B^t \) defines a contraction from \( \mathcal{H}^t(D) \) into \( \mathcal{H}^t(b) \). Hence

\[ 2\Re \langle x, B(R)y \rangle_B \leq \|y\|_D^2 - \|B(R)y\|_b^2. \]

Given any such \( x, y \), choose \( \lambda \in \partial \mathbb{D} \) so that \( \langle \lambda x, B(R)y \rangle_B = |\langle x, B(R)y \rangle_B|. \) Then for any \( r > 0, \)

\[ 2r|\langle x, B(R)y \rangle_B| = 2\Re \langle r\lambda x, B(R)y \rangle_B \leq \|y\|_D^2 - \|B(R)y\|_b^2, \]

and it follows that \( \langle x, B(R)y \rangle_B = 0. \) That is,

\( \mathcal{H}^t(b) = \mathcal{H}^t(B) \oplus B(R)\mathcal{H}^t(D). \)

By reproducing kernel theory, this is equivalent to the condition that \( \mathcal{H}^t(B) \cap B(R)\mathcal{H}^t(D) = 0, \) so that the remainder of the claim follows from the previous theorem. \( \square \)
Corollary 4. With $a, b, A, B$ and $D$ as above,
\[ \mathcal{H}^k(D) \cap \mathcal{M}^t(A^*) = \{0\} \]

Proof. By RKHS theory, if $K, k$ are CPNC kernels on the same NC set, $\mathcal{H}_{nc}(K + k) = \mathcal{H}_{nc}(K) \oplus \mathcal{H}_{nc}(k)$ if and only if $\mathcal{H}_{nc}(K) \cap \mathcal{H}_{nc}(k) = \{0\}$, [26 Section 6], [27 Theorem 4.4]. By Theorem 2

\[ \mathcal{H}^t(b) = \mathcal{H}^t(B) \oplus B(R)\mathcal{H}^t(D). \]

Adding together the CPNC kernels, $K^B$, of $\mathcal{H}^t(B)$ and $k$ of $B(R)\mathcal{H}^t(D)$ gives:

\[ K^B(Z, W)[:] + k(Z, W)[:] = K(Z, W) [(\cdot) - B^t(Z)(\cdot)B^t(W)] + K(Z, W) [B^t(Z)(\cdot)B^t(W)^* - D^t(Z)B^t(Z)(\cdot)B^t(W)^* D^t(W)^*] = K(Z, W)[:] - K(Z, W)[b^t(Z)(\cdot)b^t(W)^*] = K^b(Z, W)[:]. \]

Hence $\mathcal{H}^t(b) = \mathcal{H}_{nc}(K^B + k)$ and the orthogonal decomposition of Theorem 2 then implies that
\[ \mathcal{H}^t(B) \cap B(R)\mathcal{H}^t(D) = \{0\}. \]

By the theory of operator–range spaces [23 Section 16.6],
\[ \mathcal{H}^t(B) \cap \mathcal{M}^t(B) = B(R)\mathcal{H}^t(B^*). \]

Hence,
\[ 0 = B(R)\mathcal{H}^t(D) \subseteq \mathcal{M}^t(B) \cap \mathcal{H}^t(B) = B(R)\mathcal{H}^t(B^*). \]

Since $B(R)$ is injective,
\[ \mathcal{H}^t(D) \cap \mathcal{H}^t(B^*) = \{0\}. \]

Finally, the column $\left( \begin{array}{c} A \\ B \end{array} \right)$ is inner so that
\[ \mathcal{H}^t(B^*) = \text{Ran} \sqrt{I - B(R)^*B(R)} = \text{Ran} \sqrt{A(R)^*A(R)} = \mathcal{M}^t(A^*). \]

\[ \Box \]

If $b \in \mathbb{H}^\infty_1$ is non-CE, then by [17 Corollary 6.15], the right free de Branges–Rovnyak space, $\mathcal{H}^t(b)$ is both $L$–co-invariant and $L$–invariant and, following [8], we then say that $\mathcal{H}^t(b)$ is doubly free shift invariant. In this case, let $Y := L|_{\mathcal{H}^t(b)}$.

Lemma 3. Let $b \in \mathbb{H}^\infty_1$ be non-CE. The restriction, $Y$, of $L$ to $\mathcal{H}^t(b)$ obeys the formula:

\[ Y = X^* + \langle b, \cdot \rangle_b b^t. \]

Proof. Given any $h \in \mathcal{H}^t(b) \otimes \mathbb{C}^d$, we calculate $X^*h$:

\[ \left\langle K^b\{Z, y, v\}, X^*h \right\rangle_b = \left\langle XK^b\{Z, y, v\}, h \right\rangle_b = \left\langle L^* (K\{Z, y, v\} - K\{Z, y, b^t(Z)v\}b^t), h \right\rangle_b = \left\langle (K\{Z, Z^*y, v\} - K\{Z, Z^*y, b^t(Z)v\}b^t - K\{Z, y, b^t(Z)v\}(0)b), h \right\rangle_b = \left\langle K^b\{Z, Z^*y, v\} - y^*b^t(Z)v, h \right\rangle_b = y^*Zh^t(Z)v - y^*b^t(Z)v \langle b, h \rangle_b. \]
This proves that
\[ X^* = Y - \langle b, \cdot \rangle_b b^t, \]
and the formula for \( Y \) follows. \( \square \)

The next two lemmas provide an analogue of a formula of Sarason for the norm of \( b^t \) in \( \mathcal{H}^4(b) \) when \( b \) is non-CE \([7]\) Lemma 2].

**Lemma 4.** Let \( A, B \in [H_\infty^\infty]_1 \) be a Smirnov column–inner pair and \( C = \left( \begin{smallmatrix} A \\ B \end{smallmatrix} \right) \) be inner. Then,
\[ \| B^t \|_B^2 = \frac{1}{A(0)^2} - 1. \]

**Proof.** This follows from \([22, \text{Theorem 4.17}]\): Ran \( C(R) \) is the graph, Gr \( H(R) \) of the right Smirnov multiplier \( H(R) := B(R)A(R)^{-1} \) and \( \mathcal{H}^4(B) = \text{Dom} H(R)^* \). For any \( x \in \mathcal{H}^4(B) = \text{Dom} \ H(R)^* \),
\[ \| x \|_B^2 = \| x \|_{H^2}^2 + \| H(R)^* x \|_{H^2}^2. \]

In particular,
\[ \| B^t \|_B^2 = \| B^t \|_{H^2}^2 + \| A(R)^{-*}B(R)^*B(R)1 \|_{H^2}^2 \]
\[ = \| B^t \|_{H^2}^2 + \langle (A(R)^{-*}B(R)^*B(R)1, A(R)^{-*}(I - A(R)^*A(R))1 \rangle_{H^2} \]
\[ = \| B^t \|_{H^2}^2 + \langle (A(R)^{-*}B(R)^*B(R)1, A(R)^{-*})1 \rangle_{H^2} - \langle A(R)^{-*}B(R)^*B(R)1, A(R)1 \rangle_{H^2} \]
\[ = \| B^t \|_{H^2}^2 + \frac{1}{A(0)^2} \langle (I - A(R)^*A(R)1, 1 \rangle_{H^2} - \| B^t \|_{H^2}^2 \]
\[ = \frac{1}{A(0)^2} - \frac{1}{A(0)^2} \langle 1, A(R)1 \rangle_{H^2} \]
\[ = \frac{1}{A(0)^2} - 1. \]

\( \square \)

The conclusion of the previous lemma holds more generally with a different argument:

**Lemma 5.** If \( b \in [H_\infty^\infty]_1 \) is non-CE and \( a \in [H_\infty^\infty]_1 \) is its outer Sarason function, then
\[ \| b^t \|_b^2 = \frac{1}{a(0)^2} - 1. \]

**Proof.** For \( \omega \neq \emptyset \), recall that the Taylor coefficients of \( a \) are given by the formula:
\[ \hat{a}_\omega = -a(0) \langle b^t, X^\omega b^t \rangle_b. \]
Note that we can write \( b^t = YXb^t + b(0)1 \) where \( Y = X^* \). Substituting this into the above formula yields:
\[ \hat{a}_\omega = -a(0) \left( \left( YXb^t, X^\omega b^t \right)_b + \overline{b(0)} \left( 1, X^\omega b^t \right)_b \right). \]
Then, applying Lemma \([5]\) and Lemma \([1]\)
\[ \left( 1, X^\omega b^t \right)_b = \left( K^b_0 + \overline{b(0)} b^t, X^\omega b^t \right)_b \]
\[ = \hat{b}_\omega - \frac{b(0)}{a(0)} \hat{a}_\omega. \]
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Now calculate,
\[
-a(0) \langle YXb^t, X^w b^t \rangle_b = -a(0) \left( \langle X^t X b^t, X^w b^t \rangle_b + b^t b \langle b^t, X^w b^t \rangle_b \right) \\
= -a(0) \langle b^t, X^w b^t \rangle_b + a(0)b_0b_0 + a(0)^2 \|b^t\|^2_0 \langle b^t, X^w b^t \rangle_b \\
= -a(0)(1 - |b(0)|^2 - a(0)^2) \langle b^t, X^w b^t \rangle_b \\
= \langle a(0)\overline{b(0)}\overline{b_0} - a(0)^2 \|b^t\|^2_0 \hat{a}_w + (1 - |b(0)|^2 - a(0)^2)\hat{a}_w. \\
\]

Putting this all together gives:
\[
\hat{a}_w = \hat{a}_w + a(0)\overline{b(0)}\overline{b_0} - a(0)^2 \|b^t\|^2_0 \hat{a}_w + (1 - |b(0)|^2 - a(0)^2)\hat{a}_w \\
= -a(0)\overline{b(0)} \left( \overline{b_0} - \frac{b(0)}{a(0)} \hat{a}_w \right) \\
= 2\hat{a}_w - a(0)^2 \|b^t\|^2_0 \hat{a}_w - (|b(0)|^2 + a(0)^2)\hat{a}_w + |b(0)|^2 \hat{a}_w. \\
\]
Solving for \( \|b^t\|^2_0 \) gives:
\[
a(0)^2 \|b^t\|^2_0 \hat{a}_w = \hat{a}_w - a(0)^2 \hat{a}_w, \\
\|b^t\|^2_0 = \frac{1}{a(0)^2} - 1.
\]
This is of course provided that \( \hat{a}_w \neq 0 \) for at least one \( \omega \neq \emptyset \). However if this were true \( a = a(0)1 \) which can only happen trivially.

**Proposition 3.** The vector \( b^t \) has the direct sum decomposition
\[
b^t = \frac{1}{D(0)} B^t \oplus \frac{-1}{D(0)} B(R)K^D_0, \\
\]
with respect to \( \mathcal{K}^t(b) = \mathcal{K}^t(B) \oplus B(R)\mathcal{K}^t(D) \).

**Proof.** As before we write \( b^t = YXb^t + b(0)1 \). Since \( B \) is non-CE, we have that 1 \( \in \mathcal{K}^t(B) \). To compute the projection of \( YXb^t \) onto \( \mathcal{K}^t(B) \), calculate \( \langle K^B\{Z, y, v\}, YXb^t \rangle_b \). First,
\[
Y^* K^B \{Z, y, v\} = X K^B \{Z, y, v\} + \langle b^t, K^B \{Z, y, v\} \rangle_b b \\
= L^* \left( K \{Z, y, v\} - K \{Z, y, B^1(Z) v\} B^1 \right) + \langle b^t, K^B \{Z, y, v\} \rangle_b b \\
= K \{Z, Z^* y, v\} - K \{Z, Z^* y, B^1(Z) v\} B^1 - K \{Z, y, B^1(Z) v\} (0) B \\
+ \langle b^t, K^B \{Z, y, v\} \rangle_b b \\
= K^B \{Z, Z^* y, v\} - y^* B^1(Z) v B + \langle b^t, K^B \{Z, y, v\} \rangle_b b. \\
\]
Putting this all together yields:
\[
\langle K^B \{Z, y, v\}, YXb^t \rangle_b = \langle Y^* K^B \{Z, y, v\}, b \rangle_b \\
= \langle Y^* K^B \{Z, y, v\}, B(R) D \oplus D(0) B \rangle_b \\
= D(0) \left( K^B \{Z, Z^* y, v\} - y^* B^1(Z) v B, B \right) + \langle K^B \{Z, y, v\}, b^t \rangle_b b^t b \\
= D(0) y^* (B^1(Z) - B(0)) v - D(0) y^* B^1(Z) v (1 - |B(0)|^2 - A(0)^2) \\
+ \langle K^B \{Z, y, v\}, b^t \rangle (1 - |b(0)|^2 - a(0)^2) \\
= -b(0) y^* v + D(0) (|B(0)|^2 + A(0)^2) y^* B^1(Z) v \\
+ \langle K^B \{Z, y, v\}, b^t \rangle (1 - |b(0)|^2 - a(0)^2). \\
\]
Finally,
\[
\langle K^B \{Z, y, v\}, b^t \rangle_b = -b(0)y^*v + D(0)(|B(0)|^2 + A(0)^2)y^*B^t(Z)v + \langle K^B \{Z, y, v\}, b^t \rangle (1 - |b(0)|^2 - a(0)^2) + y^*vb(0).
\]
Solving for \(\langle K^B \{Z, y, v\}, b^t \rangle\) gives:
\[
D(0)^2(|B(0)|^2 + A(0)^2)\langle K^B \{Z, y, v\}, b^t \rangle = D(0)(|B(0)|^2 + A(0)^2)y^*B^t(Z)v.
\]
Equivalently,
\[
P b^t = 1 \frac{D(0)}{D(0)}B^t,
\]
where \(P := P_{\mathcal{H}^t(B)}\) denotes the orthogonal projection of \(\mathcal{H}^t(b)\) onto the subspace \(\mathcal{H}^t(B)\).

Let \(Q := P_{B(R),\mathcal{H}^t(D)} : \mathcal{H}^t(b) \to B(R)\mathcal{H}^t(D)\) be the orthogonal projection so that \(Q = I - P\).

It follows that
\[
Q b^t = b^t - \frac{1}{D(0)}B^t.
\]
We can write:
\[
Q b^t = D^tB^t - \frac{1}{D(0)}B^t = -\frac{1}{D(0)}(B^t - D^tB^tD(0)) = -\frac{1}{D(0)}B(R)K^D_0,
\]
so that the direct sum decomposition of \(b^t\) with respect to \(\mathcal{H}^t(b) = \mathcal{H}^t(B) \oplus B(R)\mathcal{H}^t(D)\) is:
\[
b^t = \frac{1}{D(0)}B^t \oplus -\frac{1}{D(0)}B(R)K^D_0.
\]

**Remark 1.** Under the above assumptions, \(a = AD\), \(b = BD\), \(A\) and \(B\) are a Smirnov column–inner pair, \(A\) and \(a\) are the Sarason outer functions of \(B\) and \(b\), \(D \in [\mathbb{H}_d^\infty]_1\) is outer, CE and \(\mathcal{H}^t(D) \cap \mathcal{H}^t(A^\ast) = \{0\}\). If it is true that \(c = (b_a)\) is always inner, then one might hope to find a contradiction of the fact that \(a = AD\) is the Sarason function of \(b = BD\) if \(A\) is the Sarason function of \(B\). However, there is no contradiction here: Indeed since \(a(R) = A(R)D(R)\), if
\[
A^t := \sum_\beta \hat{A}^t_\beta L^\beta 1, \quad D^t = \sum_\alpha \hat{D}^t_\alpha L^\alpha 1,
\]
then
\[
a^t = D^tA^t = \sum_\gamma \hat{a}^t_\gamma L^{\gamma} 1,
\]
where
\[
\hat{a}^t_\gamma = \sum_{\alpha, \beta = \gamma} \hat{D}^t_\alpha \hat{A}^t_\beta.
\]
Using that $\hat{a}_\gamma^t = \hat{a}_t$, we obtain

$$
\hat{a}_\gamma = \sum_{\alpha, \beta = \gamma^t} \hat{D}_{\alpha}^t \hat{A}_{\beta}^t = \sum_{\lambda, \sigma = \gamma} \hat{D}_\sigma A_\lambda.
$$

On the other hand, using the Sarason formula for the Taylor coefficients of $a$:

$$
\hat{a}_\gamma = -a(0) \langle b^t, X^\gamma b^t \rangle_b
= -a(0) \left( \frac{1}{D(0)} B^t \oplus \frac{-1}{D(0)} B(R) K_0^D, \sum_{\lambda, \sigma = \gamma} \hat{D}_\sigma X^\lambda B^t \oplus B(R) X^\gamma D^t \right)_b
= -A(0) \sum_{\lambda, \sigma = \gamma} \hat{D}_\sigma \left( B^t, X^\lambda B^t \right)_B + A(0) \left( K_0^D, X^\gamma D^t \right)_D
= \sum_{\lambda, \sigma = \gamma} \hat{D}_\sigma A_\lambda + A(0) \hat{D}_\gamma,
$$

which is the same as the previous formula.

We are now sufficiently prepared to prove one of our main results which shows how the open Question on factorizability of positive semi-definite left Toeplitz operators with factorizable minors is equivalent to several corresponding questions regarding de Branges–Rovnyak spaces for non-CE $b$, the relationship between a non-CE $b$ and its outer NC Sarason function and the graphs of left Smirnov multipliers and their adjoints:

**Theorem 3.** Given any non-column–extreme left multiplier $b \in \mathbb{H}_d^\infty_1$ with outer Sarason function $a \in \mathbb{H}_d^\infty_1$, let $c = (b_A)$ and let $(\hat{B}_A) D = CD$ be the inner–outer factorization of $c$. The following are equivalent:

(i) $c$ is inner so that $D \equiv 1$. That is $a, b$ are a column–inner Smirnov pair.

(ii) If $X := L^*|_{\mathcal{H}^l(b)}$, then $X^*$ is pure.

(iii) $X^*$ obeys the weak purity condition $\|X^{(n)} b^t\|_b^2 \to 0$.

(iv) The NC Szegö kernels, or the free polynomials are dense in $\mathcal{H}^l(b)$.

(v) $\mathcal{H}^l(b)$ is the domain of the adjoint of the closed, densely-defined Smirnov multiplier $H(R) = b(R)a(R)^{-1}$.

(vi) If $A$ is any NC outer non-CE multiplier so that $c_A = (A_A) a_A$ is inner and $D$ is any contractive CE outer multiplier, then

$$
\mathcal{H}^l(D) \cap \mathcal{M}^l(A^*) \neq \{0\}.
$$
Proof. Equivalence of (ii), (iii) and (iv) was proven in Corollary 3.

(ii)⇔(v): Since $b$ is non-CE, $H^t(b)$ always contains $\mathbb{C}\{1\}$ by [17] Corollary 6.14. Moreover, $b^t \in H^t(b)$ by [17] Theorem 4.2 and $K^t_b = 1 - b^t\overline{b}(0)$ so that $1 \in H^t(b)$ as well. Alternatively, Theorem 2 implies that $H^t(b) = H^t(B) \oplus B(R), H^t(D)$ and $H^t(B) = \text{Dom } H(R)^\ast$, equipped with the graph–norm, where $H(R) = B(R)A(R)^{-1}$ is a closed right Smirnov multiplier by [22] Theorem 4.17. By [22] Corollary 3.13, the free polynomials and the NC Szegö kernels are both cores for $H(R)^\ast$, hence dense in $H^t(B) \subseteq H^t(b)$. It follows that the free polynomials/ NC Szegö kernels are dense in $H^t(b)$ if and only if $H^t(B) = H^t(b)$ in which case $D \equiv 1$ and $B = b$. This also establishes (v)⇔(vi).

(ii)⇔(vii): Condition (ii), Theorem 2 and Corollary 4 imply that if $c = \left( \begin{smallmatrix} b \\ a \end{smallmatrix} \right)$ is not inner, then (vii) does not hold. Conversely, suppose that there is a non-CE, outer $A$ so that $c = \left( \begin{smallmatrix} A \\ a_A \end{smallmatrix} \right)$ is inner, where $a_A$ is the Sarason outer function of $A$. In this case $A$ is the Sarason outer function of $B := a_A$ by Corollary 2. If there exists a non-trivial and CE outer $D \in \mathcal{H}_d^{\infty}$ so that $H^t(D) \cap \mathcal{T}(A) = \{0\}$, then define $b := BD$ and $\tilde{a} := AD$. The empty intersection condition then implies that
\[
H^t(b) = H^t(B) \oplus B(R)H^t(D).
\]
As in the calculation of Remark 1,
\[
\tilde{a}_\omega = \sum_{\lambda, \sigma = \omega} \hat{D}_\sigma \hat{A}_\lambda.
\]
On the other hand, using the formula for the Taylor coefficients of the Sarason function, $a$, of $b$, we obtain, using Proposition 3 and the calculation of Remark 1 that
\[
\hat{a}_\omega = \sum_{\lambda, \sigma = \omega} \hat{D}_\sigma \hat{A}_\lambda + A(0)\tilde{D}_\omega = \tilde{a}_\omega,
\]
so that $\tilde{a} = a$ is the Sarason function of $b$. Hence $a = \tilde{a} = AD$ is the maximal outer factor of $I - b(R)^*b(R)$ and
\[
I - b(R)^*b(R) = I - D(R)^*B(R)^*B(R)D(R) = I - D(R)^*D(R) + a(R)^*a(R).
\]
Hence $c := \left( \begin{smallmatrix} b \\ a \end{smallmatrix} \right)$ is not inner since $D \neq 1$ so that (ii) does not hold.

In one variable, each of the above conditions is true. For example, here is an argument which proves that $c = C$ is inner using Theorem 2 and Corollary 4.

Proposition 4. If $d = 1$ then $c = C$ is inner.

Proof. If $x \in H(D)$ is any non-zero vector then
\[
A(S)^*x \in H(D) \cap \mathcal{M}(A^\ast),
\]
since $H(D)$ is $S^*$–invariant. Corollary 4 then implies that $A(S)^*x = 0$ so that $x = 0$ since $A$ is outer. Hence $H(D) = \{0\}$, $D = 1$ and $c = C$ is inner.

When $d > 1$ the above does not work since $A(R)^*x$ need not belong to $H^t(D)$ as $H^t(D)$ is $L$–co-invariant but generally not $R$–co-invariant.

Corollary 5. The following two statements are equivalent:
(i) The equivalent conditions of Theorem 3 hold for every non-column–extreme \( b \in [\mathbb{H}_d^\infty]_1 \).

(ii) A positive semi-definite left Toeplitz operator, \( T \in \mathcal{L}([\mathbb{H}_d^\infty]) \), is factorizable if and only if it has a non-trivial, positive semi-definite and factorizable left Toeplitz minorant.

Before proceeding with the proof, it will be convenient to recall the concept of a positive NC measure. A positive NC measure, \( \mu \), is any positive linear functional on the free disk system, \( \mathcal{A}_d \),

\[
\mathcal{A}_d := (\mathcal{A}_d + \mathcal{A}_d^*)^{-\|\cdot\|}, \quad \text{where} \quad \mathcal{A}_d := \text{Alg}\{I, L_1, \ldots, L_d\}^{-\|\cdot\|},
\]

is the free disk algebra, see [27, 24, 17, 28] for details. We denote the set of all positive NC measures by \( (\mathcal{A}_d)_+^1 \). When \( d = 1 \), \( \mathcal{A}_d \simeq \mathcal{C}(\partial \mathbb{D}) \) can be identified with the commutative \( C^* \)-algebra of continuous functions on the complex unit circle, \( \partial \mathbb{D} \) and then the Riesz–Markov theorem identifies any positive NC measure \( \mu \in (\mathcal{A}_d)_+^1 \) with a positive, finite and regular Borel measure on \( \partial \mathbb{D} \). The appropriate analogue of normalized Lebesgue measure is the so-called vacuum state, \( m \),

\[
m(L^\omega) := \langle 1, L^\omega 1 \rangle_{\mathbb{H}^2} = \delta_{\omega,0}.
\]

Here, if \( d = 1 \),

\[
m(S^k) = \left\langle 1, S^k 1 \right\rangle_{\mathbb{H}^2} = \int_{\partial \mathbb{D}} \zeta^k \tilde{m}(d\zeta) = \delta_{k,0},
\]

is the unique positive linear functional corresponding to normalized Lebesgue measure, \( \tilde{m} \), on the circle. If \( T \geq 0 \) is any positive semi-definite left Toeplitz operator, observe that the linear functional

\[
\mu_T(L^\omega) := \langle 1, TL^\omega 1 \rangle_{\mathbb{H}^2},
\]

extends to a positive NC measure on the free disk system, in which case \( T \) can be thought of as the NC Radon–Nikodym derivative of \( \mu_T \) with respect to \( m \).

**Proof.** To connect Toeplitz factorization to the theory we have developed for non-CE multipliers, define the positive NC measure \( \mu_T \in (\mathcal{A}_d)_+^1 \) by

\[
\mu_T(L^\omega) := \langle 1, TL^\omega 1 \rangle_{\mathbb{H}^2}.
\]

This is an absolutely continuous NC measure and \( T \) is its NC Radon–Nikodym derivative. By [24], since \( T \) is bounded, there is a \( b_T \in [\mathbb{H}_d^\infty]_1 \) so that

\[
T = (I - b_T(R)^*)^{-1}(I - b_T(R)^* b_T(R))(I - b_T(R))^{-1} \geq 0.
\]

In more detail, since \( T \) is bounded, \( \mu_T \leq \|T\|m \), where recall that \( m(L^\omega) := \langle 1, L^\omega 1 \rangle_{\mathbb{H}^2} \) is NC Lebesgue measure [27]. Hence \( \mu_T \) is absolutely continuous in the sense of the NC Lebesgue decomposition of [27, 24]. By the NC Fatou theorem of [24], if \( \mu_T = \mu_{b_T} \) is the NC Clark measure of \( b_T \in [\mathbb{H}_d^\infty]_1 \),

\[
\mu_T(p(L)^* q(L)) = \langle p, T q \rangle_{\mathbb{H}^2} = \left\langle \tilde{T} P^\dagger p, \tilde{T}^\dagger q \right\rangle_{\mathbb{H}^2},
\]

where \( \tilde{T} \) is the closed, positive semi-definite left Toeplitz operator obtained as the strong resolvent limit of the bounded and positive semi-definite left Toeplitz operators

\[
T_r := (I - b_T(r R)^*)^{-1}(I - b_T(r R)^* b_T(r R))(I - b_T(r R))^{-1},
\]
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as \( r \uparrow 1 \). The above equation shows that \( T \) and \( \tilde{T} \) define the same bounded and positive semi-definite quadratic forms, so that \( T = \tilde{T} \) and \( \tilde{T} \) is bounded. Strong resolvent convergence of a bounded net of positive semi-definite operators to a bounded and positive semi-definite operator is equivalent to convergence in the strong operator topology \([25, \text{Theorem VIII.20}]\). Hence \( T_r \xrightarrow{\text{SOT}} T \).

Finally, \( b_T(rR) \xrightarrow{\text{SOT}^*} b_T(R) \) and the formula for \( T \) follows.

Since we can assume that \( T \neq 0 \), \( b_T(R) \) is not inner and it is clear that \( T \) has a factorizable minorant/ is factorizable if and only if the numerator \( I - b_T(R)^*b_T(R) \) has factorizable minorant/ is factorizable. In particular, if such a \( T \) with a factorizable minorant is always factorizable, this is equivalent to saying that any non-CE \( b \in \mathbb{H}_d^\infty \) is such that \( c = (b \sigma) \), where \( \sigma \) is the Sarason function of \( b \), is always inner.

4 Application to rational multipliers

In this section we will establish a Fejér–Riesz theorem for NC rational multipliers of Fock space. The classical Fejer-Riesz theorem states that if a trigonometric polynomial

\[
p(e^{i\theta}) = \sum_{n=-N}^{N} \hat{p}_n e^{in\theta}
\]

is nonnegative for all \( \theta \in [0, 2\pi] \), then there is a single analytic polynomial \( q(z) = \sum_{n=0}^{N} \hat{q}_n z^n \), of the same degree as \( p \), so that

\[
p(e^{i\theta}) = |q(e^{i\theta})|^2
\]

for all \( \theta \in [0, 2\pi] \). As a trivial consequence, there is a similar factorization in the rational case: namely, if \( \tau(z) = \frac{p_1(z)}{p_2(z)} \) is a rational function, regular in \( |z| \leq 1 \), and

\[
\tau(e^{i\theta}) + \overline{\tau(e^{i\theta})} \geq 0
\]

for all \( \theta \), then there is another rational function \( q \), regular in \( |z| \leq 1 \) and with degree at most the degree of \( \tau \), such that

\[
\tau(e^{i\theta}) + \overline{\tau(e^{i\theta})} = |q(e^{i\theta})|^2 \quad \text{(4.1)}
\]

for all \( \theta \). Indeed, suppose \( \deg p_1, p_2 \leq N \). Since, by hypothesis,

\[
\frac{p_1(e^{i\theta})}{p_2(e^{i\theta})} + \frac{\overline{p_1(e^{i\theta})}}{p_2(e^{i\theta})} \geq 0,
\]

we can clear the denominators to obtain a trigonometric polynomial of degree at most \( N \), which is positive on the unit circle, and hence factors:

\[
\overline{p_2(e^{i\theta})}p_1(e^{i\theta}) + \overline{p_1(e^{i\theta})}p_2(e^{i\theta}) =: |\tilde{p}(e^{i\theta})|^2,
\]

where \( \tilde{p} \in \mathbb{C}[e^{i\theta}] \) is an analytic polynomial of degree at most \( N \). Dividing by \( |p_2|^2 \) again, and setting \( q = \frac{\tilde{p}}{p_2} \), we arrive at (4.1). We see immediately from the calculation that \( q \) is regular everywhere that \( \tau \) is, and the degree of \( q \) (that is, the maximum of the degrees of numerator and denominator) does not exceed the degree of \( p \).
Relatedly, if now \( b \) is a rational function regular in \(|z| \leq 1\) and bounded by 1 there, we can consider the function
\[
1 - |b(e^{i\theta})|^2 \geq 0
\]
for \( \theta \in [0, 2\pi] \). If \( b \) is a rational inner function (a finite Blaschke product) then this expression is identically 0. Otherwise, we can apply the same argument as above to obtain a rational function \( a \) (in fact an outer function, that is, having no zeroes in \(|z| < 1\)), of degree not exceeding the degree of \( b \), and regular everywhere that \( b \) is, so that
\[
1 - |b(e^{i\theta})|^2 = |a(e^{i\theta})|^2
\]
for all \( \theta \). The function \( a \) is sometimes called the pythagorean mate of \( b \). Thus we observe a dichotomy: either \( b \) is inner, or \( 1 - b^*b \) “factors completely” as \( a^*a \). In the latter case, it follows from Szegö’s theorem that \( \log(1 - |b|^2) \) is integrable on the unit circle, and hence \( b \) is not an extreme point of the unit ball of \( H^\infty(\mathbb{D}) \). (This dichotomy breaks down with the rationality assumption, there exist non-inner \( b \) so that \( 1 - |b|^2 \) is not log-integrable, and hence \( 1 - b^*b \) is nonzero, but does not factor. Recall that such a \( b \) is necessarily a non-inner extreme point of \( [H^\infty] \).)

The Fejér–Riesz theorem has been extended to Fock space by G. Popescu [12, Theorem 1.6]:

**Theorem** (NC Fejér–Riesz. Popescu). Let \( T := \text{Re} p(R) \geq 0 \) be a positive semi-definite left Toeplitz operator on \( \mathbb{H}_2^\infty \), where \( p \in \mathbb{C}\{\mathfrak{z}\} \) and \( \deg p = N \). Then there is an outer free polynomial \( q \in \mathbb{C}\{\mathfrak{z}\} \) with \( \deg q = N \) so that \( q(R)^*q(R) = T \).

However, since NC rational functions are not, in general, expressible as quotients of polynomials, the simple arguments just given in the one-variable case do not generalize to the NC setting. Nonetheless, it turns out there are NC versions of (4.1) and (4.2) available, though the proof will require completely different methods. In fact, (4.1) can be more or less reduced to (4.2), by means of the Cayley transform, and (4.2) can be proven directly by constructing an appropriate realization of \( a \) from a suitable realization of \( b \) as in Section 3. In particular, the realizations we work with arise from the de Branges–Rovnyak style functional model, and our various claims can be established by analysis of this model.

In particular, we replace “degree” with “size of a minimal FM realization” (an analogue of the MacMillan degree), and are able to prove an NC version of (4.2) with sharp degree bounds, and an NC version of (4.1) with a reasonable degree bound (but we do not know if it is sharp). Likewise in the NC version of (4.2) we are able to prove that \( a \) is regular everywhere that \( b \) is, while in the NC version of (4.1) we settle for a somewhat weaker claim (that the \( q \) in the right-hand side will at least be regular across the boundary of the row ball); we do not know if it can in fact be chosen to be regular everywhere that \( r \) is.

### 4.1 Preliminaries on NC rational functions

Recall that a complex NC rational expression is any valid combination of the several NC variables \( \mathfrak{z}_1, \ldots, \mathfrak{z}_d \), the complex scalars, \( \mathbb{C} \), the operations \(+, -, \cdot \) and parentheses \((, )\) with domain
\[
\text{Dom } r = \bigcup_{n=1}^{\infty} \text{Dom}_n r, \quad \text{Dom}_n r := \bigcup_{n=1}^{\infty} \left\{ X = (X_1, \ldots, X_d) \in \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d} \big| r(X) \text{ is defined} \right\}.
\]

We will use the notation \( \mathbb{C}_n^d := \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d} \) for a row \( d \)-tuple of complex \( n \times n \) matrices. Such an NC rational expression is said to be *valid* if its domain is not empty. An NC rational function, \( r \),
is then the equivalence class of valid NC rational expressions with respect to the relation \( r_1 \equiv r_2 \) if \( r_1(X) = r_2(X) \) for all \( X \in \text{Dom } r_1 \cap \text{Dom } r_2 \) (this intersection is always non-empty by [29] Footnote, page 52), with domain \( \text{Dom } r := \bigcup_{r \in \mathfrak{r}} \text{Dom } r \), and we write \( r(Z) := r(0) \) if \( Z \in \text{Dom } r \) and \( r \in \mathfrak{r} \). Any NC rational function in \( d \)-variables, \( r \), which is regular at \( 0 \) has a unique (up to joint similarity) minimal Fornasini–Marchesini (FM) realization. Namely, there is a quadruple \((A, B, C, D)\) with \( A \in \mathbb{C}^n_d, B = \begin{pmatrix} B_1 \\ \vdots \\ B_d \end{pmatrix} \in \mathbb{C}^n \otimes \mathbb{C}^d, C \in \mathbb{C}^{1 \times n} \) and \( D \in \mathbb{C} \) so that for any \( X \in \mathbb{C}^d_m \cap \text{Dom } r \),

\[
\tau(X) = DI_m + C \otimes I_m L_A(X)^{-1} B \otimes X; \quad L_A(X) := I_n \otimes I_m - \sum A_j \otimes X_j,
\]

where \( B \otimes X := B_1 \otimes X_1 + \cdots + B_d \otimes X_d \) and this realization is minimal in the sense that \( n \) is as small as possible. We will also sometimes write \( A \otimes X \) in place of \( \sum A_j \otimes X_j \). Here, \( L_A(\cdot) \) is called a (monic, affine) linear pencil. A realization is minimal if and only if it is both controllable:

\[
\bigvee_{\omega \in \mathbb{F}^d} A^{\omega} b_j = \mathbb{C}^n,
\]

and observable

\[
\bigvee_{1 \leq j \leq d} A^{\omega} C^* = \mathbb{C}^n,
\]

see e.g. [30] Subsection 3.1.2]. Minimal realizations are unique up to joint similarity [31] Theorem 2.1]. If \((A, B, C, D)\) is a minimal FM realization of \( r \) and \( A \in \mathbb{C}^d_n \), we will say that the minimal FM realization size of \( r \) is \( n \) and write \( \dim_{FM} r = n \). We will also have occasion to use descriptor realizations. Any NC rational function, \( r \), which is regular at \( 0 \), i.e. so that \( 0 = (0, \cdots, 0) \in \text{Dom } r \), has a minimal descriptor realization \((A, b, c) \in \mathbb{C}^d_m \times \mathbb{C}^m \times \mathbb{C}^m\). For any \( Z \in \text{dom}_m r := \text{Dom}(r) \cap \mathbb{C}_n^d, \)

\[
\tau(Z) = b^* \otimes I_n L_A(Z)^{-1} c \otimes I_n,
\]

see [32]. Minimality again means that \( n \) is as small as possible, and this is equivalent to \( c \) being \( A \)-cyclic (the realization is controllable) and \( b \) being \( A^* \)-cyclic (the realization is observable), and again, minimal descriptor realizations are unique up to joint similarity. We will sometimes write \( \dim r = m \) for the minimal descriptor realization size of \( r \). The following lemma shows how minimal FM realizations can be constructed from minimal descriptor realizations.

Lemma 6. Let \((A, b, c) \in \mathbb{C}^d_m \times \mathbb{C}^m \times \mathbb{C}^n\) be a descriptor realization of an NC rational function \( r \) with \( 0 \in \text{Dom } r \). Let \( \mathcal{M}_0 := \bigvee_{\omega \neq 0} A^{\omega} c \subseteq \mathbb{C}^n \) with projector \( Q_0 \) and define \((A^{(0)}, B^{(0)}, C^{(0)}, D^{(0)})\) by

\[
A_j^{(0)} := A_j|_{\mathcal{M}_0}, \quad B_j^{(0)} := A_j c, \quad C^{(0)} := (Q_0 b)^* \quad \text{and} \quad D^{(0)} = \tau(r).
\]

This is an FM realization of \( r \) and it is minimal if \((A, b, c)\) is minimal. In particular, \( \dim r - 1 \leq \dim_{FM} r \leq \dim r \).

Proof. It is easily checked that \((A^{(0)}, B^{(0)}, C^{(0)}, D^{(0)})\) is a realization of \( r \) and this realization will be both controllable and observable, hence minimal, if \((A, b, c)\) is. Finally, \( \dim r - 1 \leq \dim_{FM} r := \dim \mathcal{M}_0 \leq \dim r \).

As proven in [33] Theorem A], given an NC rational function, \( r \), regular at \( 0 \), the following are equivalent:
(i) $r \in \mathbb{H}_d^2$.

(ii) $r \in \mathbb{H}_d^\infty$.

(iii) $r = K\{Z, y, v\}$ is an NC Szegő kernel for some $Z, y, v \in \mathbb{B}_d \times \mathbb{C}^n \times \mathbb{C}^n$.

(iv) $r\mathbb{B}_d^d \subseteq \text{Dom } r$ for some $r > 1$.

Given an NC rational $b \in [\mathbb{H}_d^\infty]_1$, its minimal FM realization can be constructed by cutting down its de Branges–Rovnyak realization. Namely, let

$$\mathcal{M}_0(b) := \bigvee_{\omega \neq 0} L^* b^t \subseteq \mathcal{H}^t(b),$$

with orthogonal projection $P_0$. It is easy to check that this space is finite-dimensional since $b^t = K\{Z, y, v\} \in \mathbb{H}_d^2$ is also NC rational, hence an NC Szegő kernel and $L^* K\{Z, y, v\} = K\{Z, Z^* y, v\}$, see [34, Lemma 2]. Then defining

$$A := L^*|\mathcal{M}_0(b), \quad B := L^* b^t, \quad C := (P_0 b^t)_0^* \quad \text{and} \quad D := b(0),$$

yields a minimal FM realization of $b$.

**Lemma 7.** Let $b \in [\mathbb{H}_d^\infty]_1$ be a contractive and NC rational multiplier of Fock space. The above finite FM realization $(A, B, C, D)$ of $b$ obtained by compression of the de Branges–Rovnyak realization of $b$ to $\mathcal{M}_0(b)$ is minimal.

**Proof.** It is easily checked that $(A, B, C, D)$ is a finite–dimensional realization of $b$. This realization is controllable by construction since

$$\bigvee_{\omega \in \mathbb{F}_d} A^\omega B = \bigvee_{\omega \neq 0} L^* b^t = \mathcal{M}_0(b).$$

Suppose that there is an $h \in \mathcal{M}_0(b)$ so that $h$ is orthogonal to $\bigvee_{\omega \in \mathbb{F}_d} A^\omega C^*$. Then, for any $\omega \in \mathbb{F}_d$,

$$0 = \langle A^\omega^* C^*, h \rangle = \langle P_0 b^t, A^\omega h \rangle = \langle K^b_0, L^* A^\omega h \rangle_b = \hat{h}_\omega.$$ 

It follows that all Taylor coefficients of $h \in \mathcal{M}_0(b) \subseteq \mathbb{H}_d^2$ vanish so that $h \equiv 0$. This proves that the realization is also observable, hence minimal.

**Proposition 5.** If $b \in [\mathbb{H}_d^\infty]_1$ is non-CE and NC rational, then its Sarason function $a \in [\mathbb{H}_d^\infty]_1$ is also NC rational. The minimal FM realization size of $a$ is at most that of $b$.

**Proof.** (of Proposition 5) As above, let $P_0$ denote the orthogonal projection of $\mathcal{H}^t(b)$ onto $\mathcal{M}_0(b)$, and let $(A, B, C, D)$ be the minimal and finite FM realization of $b$ obtained by compression of the de Branges–Rovnyak realization of $b$ to $\mathcal{M}_0(b)$. This compression also yields a finite–dimensional FM colligation and hence realization for $c = (b^t)$:

$$U_c = \begin{pmatrix} A & B \\ C & D \end{pmatrix} : \begin{pmatrix} \mathcal{M}_0(b) \\ \mathbb{C} \end{pmatrix} \rightarrow \begin{pmatrix} \mathcal{M}_0(b) \otimes \mathbb{C}^d \\ \mathbb{C}^2 \end{pmatrix}.$$
In particular,
\[
U_a := \begin{pmatrix} A & B \\ -a(0) \langle P_0 b^t, \cdot \rangle_b & a(0) \end{pmatrix} : \left( \mathcal{M}_0(b) \right) \to \left( \mathcal{M}_0(b) \otimes \mathbb{C}^d \right).
\]

is a finite-dimensional and contractive FM colligation for \( a \), so that \( a \) is NC rational and \( \dim_{FM} a \leq \dim \mathcal{M}_0(b) = \dim_{FM} b \).

**Theorem 4.** If \( b \in [\mathbb{H}_d^\infty]_1 \) is NC rational, then either \( b \) is inner or it is not column–extreme. If \( b \) is non-CE and \( a \) is its NC rational Sarason function, then \( c := (\frac{b}{a}) \) is inner, so that \( T := I - b(R)^*b(R) = a(R)^*a(R) \) is factorizable.

**Proof.** Suppose that \( b \in [\mathbb{H}_d^\infty]_1 \) is NC rational. Consider the right free de Branges–Rovnyak space \( \mathcal{H}^d(b) \) of \( b \). We define the minimal de Branges–Rovnyak FM realization \( (A,B,C,D) \) as above. Recall that since \( b \in \mathbb{H}_d^\infty \) is NC rational, it also has a minimal descriptor realization, \((A',b',c') \in \mathbb{C}_n^d \times \mathbb{C}_n^d \times \mathbb{C}_n^d\). By [33] Theorem A, \( A' \) is jointly similar to a strict row contraction. By Lemma 6, one can construct a minimal FM realization, \( (A^{(0)},B^{(0)},C^{(0)},D^{(0)}) \), from the minimal descriptor realization \((A',b',c') \) by defining

\[
\mathcal{M}_0 := \bigvee_{\omega \neq 0} A^{(\omega)} c,
\]

with projector \( Q_0 \) and

\[
A^{(0)} := A'|_{\mathcal{M}_0}, \quad B^{(0)} := A'c, \quad C^{(0)} := (Q_0 b')^* \quad \text{and} \quad D^{(0)} = b(0).
\]

Since \( A^{(0)} \) is the restriction of \( A' \) to an invariant subspace and \( A' \) is pure, we obtain that \( A^{(0)} \) is also pure. Namely,

\[
\|\text{Ad}_{(A^{(0)})^{(\omega)}}(I)\|^2 = \|\text{Ad}_{A'}(Q_0)\|^2 \leq \|\text{Ad}_{A'}(I)\|^2 \to 0,
\]

since \( A' \) is pure. Since minimal FM realizations are unique up to joint similarity, \( A \) is jointly similar to \( A^{(0)} \) and is hence pure and similar to a strict row contraction. Hence \( A^* \) is jointly similar to a strict column contraction. By [34] Lemma 1, \( A^* \) is then jointly similar to a strict row contraction and \( A^* \) defines a pure row \( d \)-tuple, \((A^*_1, \ldots, A^*_d)\). Since \( A^* \in \mathbb{C}_m^d \) is pure, we necessarily have that \( b \) is inner if \( b \) is CE and \( c \) is inner if \( b \) is non-CE by Theorem 1. 

**Remark 2.** Setting \( d = 1 \), it follows that any contractive rational multiplier of Hardy space is either not an extreme point, or it is inner. Indeed, if \( b \) is a contractive rational multiplier of \( H^2 \) which is not inner, then \( I - b(S)^*b(S) > 0 \) is factorizable by the Fejér–Riesz theorem, so that there is a contractive, outer and NC rational multiplier, \( a \in H^\infty \), so that the two-component column \((\frac{b}{a})\) is inner. That is, \( b \) is non-CE. Further recall that a contractive multiplier of \( H^2 \) is column–extreme if and only if it is an extreme point. Hence, the assertion of Theorem 4 that any contractive NC rational multiplier of Fock space is either inner or non-CE, is an exact analogue of classical fact.

**Remark 3.** If \( b \in \mathbb{C}\{z\} \) is also a free polynomial, then the \( A \) from a minimal FM realization of \( b \) is jointly nilpotent and it follows that the Sarason function, \( a \in \mathbb{C}\{z\} \) is also a free polynomial. Also note that if \( p \in [\mathbb{H}_d^\infty]_1 \), then either \( p \) is inner or \( p \) is non-CE by the NC Fejér–Riesz theorem of Popescu [12], Theorem 1.6.

The above results also hold if \( b = K \{ Z, y, v \} \) is an NC Szegő kernel at an infinite point \( Z \in \mathbb{B}_\infty^d \). In this case, since \( Z \) is a strict row contraction, the Sarason function, \( a \) is also an NC Szegő kernel at a potentially infinite point and so is the outer factor \( D \), of \( c = (\frac{b}{a}) \).
4.2 NC rational Fejér–Riesz

Proposition 6. Let \( r \in \mathbb{H}_d^\infty \) be an NC rational function. Then \( \tau(R)\tau(R) = \text{Re} \psi(R) \geq 0 \) where \( \psi \in \mathbb{H}_d^\infty \) is NC rational, Herglotz and \( \dim_{FM} \psi \leq \dim_{FM} r + 1 \).

In the above statement, recall that an NC function, \( H \in \mathcal{O}(\mathbb{B}_d^n) \) is called a left free Herglotz function, if \( \text{Re} \ H(Z) \geq 0 \) for all \( Z \in \mathbb{B}_d^n \). An NC function, \( G \in \mathcal{O}(\mathbb{B}_d^n) \) is then called a right free Herglotz function if \( G^t \) is a left free Herglotz function. Since, in the above statement, \( \text{Re} \ H(R) \geq 0 \), it follows also that \( \text{Re} H(L) = U_t \text{Re} H(R) U_t \geq 0 \), and taking inner products against NC Szegő kernels shows that \( H \) is a left NC Herglotz function and \( H^t \) is right Herglotz.

Proof. Since \( r \) is NC rational, \( r^t \in \mathbb{H}_d^\infty \) is also NC rational by [34, Lemma 2] and \( r, r^t \) have the same size minimal descriptor realizations. Hence \( r^t \in \mathbb{H}_d^\infty \) is an NC kernel, \( r^t = K \{ Z, y, v \} \) and \( \tau(R)^* r^t = K \{ Z, y, r^t(Z)v \} =: s^t \in \mathbb{H}_d^\infty \) is NC rational and the size of the minimal descriptor realization of \( s \) is at most that of \( r \). In more detail, if \( r \) has minimal descriptor realization \( (A, b, c) \), then the minimal descriptor realization of \( r^t \) is \( (A^t, \bar{t}, \bar{b}) \), where \( A^t := (A^t_1, \cdots, A^t_d) \) denotes component–wise matrix transpose and \( \bar{t} \) denotes entry–wise complex conjugation [34, Lemma 2]. Moreover, if \( r \in \mathbb{H}_d^\infty \) has minimal descriptor realization \( (A, b, c) \), then by [33, Theorem A], we can assume, without loss in generality that \( A \in \mathbb{B}_d^\infty \) is a strict row contraction and in this case, \( r \) is equal to the NC Szegő kernel vector \( K \{ \overline{A}, \overline{b}, \bar{t} \} \). As before \( \overline{A} = (\overline{A}_1, \cdots, \overline{A}_d) \) and \( \overline{A}_j \) denotes entry–wise complex conjugation.

Putting this all together, if \( (A, b, c) \) is a minimal descriptor realization of \( r \), then \( s \) has a descriptor realization \( (A^t, \bar{t}, \bar{A}^t) \), where \( \bar{A}^t \) denotes the power series obtained by complex conjugation of the Taylor coefficients of \( r^t \). Applying Lemma 4 to construct FM realizations from these descriptor realizations for \( r \) and \( s \) shows that the minimal FM realization size of \( s \) obeys \( \dim_{FM} s \leq \dim_{FM} r + 1 \).

In particular, \( s(R) \) is a bounded right multiplier. Define the bounded left Toeplitz operator, \( T := \tau(R)^* \tau(R) - s(R)^* \).

Since \( T \) is a bounded left Toeplitz operator, it is completely determined by its ‘Fourier coefficients’

\[ \hat{T}_\omega := \langle L^\omega 1, T1 \rangle_{\mathbb{H}_d^\infty} \quad \text{and} \quad \langle 1, TL^\omega 1 \rangle_{\mathbb{H}_d^\infty} =: \hat{T}_{-\omega}, \]

and \( T \) is the strong operator topology limit of its partial Cesàro sums [15, Lemma 1.1]. Each of these partial sums is a left Toeplitz operator of the form \( p(R) + q(R)^* \), for \( p, q \in \mathbb{C}\{z\} \). We claim that \( T \in \mathbb{H}_d^\infty \) is an analytic left Toeplitz operator, i.e. that \( T = y(R) \) is a bounded right multiplier, \( y \in \mathbb{H}_d^\infty \). To prove this, it suffices to show that the ‘negative Fourier coefficients’ of \( T \) vanish. For any \( \omega \in \mathbb{P} \),

\[ \hat{T}_{-\omega} = \langle 1, TL^\omega 1 \rangle_{\mathbb{H}_d^\infty} = \langle T^* 1, L^\omega 1 \rangle = \langle \tau(R)^* r^t - s^t, L^\omega 1 \rangle = \langle \hat{s}^t - \hat{r}^t, L^\omega 1 \rangle = 0, \]

and it follows that the partial Cesàro sums of \( T \) have the form

\[ \sigma_n(T) = p_n(R), \quad p_n \in \mathbb{C}\{z\}. \]

Since the partial Cesàro sum map, \( T \mapsto \sigma_n(T) \), is a completely contractive linear map on \( \mathcal{L}(\mathbb{H}_d^2) \), it follows that \( p_n(R) \) is a uniformly bounded sequence of free polynomial right multipliers that
converge to \( T \) in the strong operator topology so that \( T \in \mathcal{R}_d^{\infty} \), \( T = y(R) \) for some \( y \in \mathcal{H}_d^{\infty} \) [15, Lemma 1.1]. Also note that \( \hat{y}_\emptyset = 0 \). Hence, for any \( \omega \neq \emptyset \),

\[
\hat{y}_\omega = \left\langle L^{\omega^*}1, y(R)1 \right\rangle_{\mathbb{H}^2} = \left\langle L^{\omega^*}1, s^1 \right\rangle_{\mathbb{H}^2} - \left\langle L^{\omega^*}1, 1 \right\rangle \overline{s(0)} = \hat{s}_\omega,
\]

so that \( y(R) = s(R) - cI \) with \( \overline{s(0)} = c \). In particular, \( y = \eta \) is NC rational. Moreover,

\[
0 \leq \tau(R)^*\tau(R) = \eta(R) + s(R)^*,
\]

is positive so that \( c \geq 0 \) and we conclude that

\[
\tau(R)^*\tau(R) = \eta(R) + \eta(R)^* + cI =: \text{Re} \, \hat{\eta}(R),
\]

with \( \hat{\eta} := 2\eta + c \in \mathbb{H}_d^{\infty} \), a bounded and NC rational Herglotz multiplier. \( \square \)

**Lemma 8.** Let \( T := \text{Re} \, \hat{\eta}(R) \geq 0 \) be a positive semi-definite and NC rational left Toeplitz operator. If we define the positive NC measure \( \mu_T(L^\alpha) := \langle 1, TL^\alpha1 \rangle_{\mathbb{H}^2} \), then \( \mu_T \) is the NC Clark measure of a contractive, NC rational \( b_T \in \mathbb{H}_d^{\infty} \) where \( b_T = \frac{\hat{\eta} - \eta}{\hat{\eta} + I} \).

Recall that if \( \mu \in (\mathcal{A}_d)_{+}^{\dagger} \) is any positive NC measure, then one can define its left free Herglotz–Riesz transform,

\[
H_\mu(Z) := \text{id}_n \otimes \mu \circ (I + ZL^*) (I - ZL^*)^{-1}; \quad Z \in \mathbb{B}_n^d,
\]

where \( ZL^* := Z_1 \otimes L_1^* + \cdots + Z_d \otimes L_d^* \) [28, 17]. The NC function, \( H_\mu \in \mathcal{O}(\mathbb{B}_n^d) \), is an NC Herglotz function, i.e. for any \( Z \in \mathbb{B}_n^d \), \( \text{Re} \, H_\mu(Z) \geq 0 \). As in the classical, \( d = 1 \) setting, the inverse Cayley transform of \( H_\mu \),

\[
b_\mu(Z) := (H_\mu(Z) - I_n)(H_\mu(Z) + I_n)^{-1}; \quad Z \in \mathbb{B}_n^d,
\]

is then a contractive left multiplier of Fock space so that \( \mu = \mu_{b_\mu} \) is the NC Clark measure of \( b_\mu \) [28, 17].

**Proof.** The (left) NC Herglotz–Riesz transform of \( \mu_T \) can be expanded as a power series:

\[
\hat{\eta}_T(Z) = 2 \sum_\alpha Z^{\alpha^*} \left\langle L^{\alpha^*}1, T1 \right\rangle_{\mathbb{H}^2} - \left\langle 1, T1 \right\rangle_{\mathbb{H}^2} = \sum_\alpha Z^{\alpha^*} \left\langle L^{\alpha^*}1, (\eta(R) + \hat{\eta}(R)^*)1 \right\rangle_{\mathbb{H}^2} - \left\langle 1, \text{Re} \, \hat{\eta}(R)1 \right\rangle_{\mathbb{H}^2} = \hat{\eta}(Z) + I_n \hat{\eta}(0) - I_n \text{Re} \, \hat{\eta}(0) = \hat{\eta}(Z) - iI_n \text{Im} \, \hat{\eta}(0),
\]

see [28, 17]. Since \( \hat{\eta}_T \) and \( \hat{\eta} \) are NC Herglotz functions which differ by an imaginary constant, \( \mu_T \) is the NC Clark measure of both \( b_T \) and \( b \), where \( b_T \) is the inverse Cayley transform of \( \hat{\eta}_T \) and \( b \) is the inverse Cayley transform of \( \hat{\eta} \) [34]. \( \square \)
Theorem 5 (NC rational Fejér–Riesz). Any NC rational, positive semi-definite left Toeplitz operator, 
\( T = \text{Re} \mathcal{F}(R) \geq 0, \mathcal{F} \in \mathbb{H}_d^\infty, \) is factorizable. If \( b = (\mathcal{F} - I)(\mathcal{F} + I)^{-1} \in [\mathbb{H}_d^\infty]_1 \) is the NC rational and contractive inverse Cayley transform of \( \mathcal{F}, \) then the factorization is 
\[
T = \mathfrak{d}(R)^*\mathfrak{d}(R), \quad \text{where} \quad \mathfrak{d}(R) = a(R)(I - b(R))^{-1} \in \mathbb{H}_d^\infty,
\]
\( a \in [\mathbb{H}_d^\infty]_1 \) is the NC rational Sarason outer function of \( b, \) \( \dim_{FM} a \leq \dim_{FM} b = \dim_{FM} \mathcal{F} \) and \( \dim_{FM} d \leq 2\dim_{FM} \mathcal{F}. \) The NC domain of \( \mathfrak{d} \) contains a row-ball, \( r\mathbb{B}_d^0 \) of radius \( r > 1 \) and \( \text{Dom} \mathfrak{d} \supseteq \text{Dom} a \cap \text{Dom} \mathcal{F}. \)

Proof. Let \( T = \text{Re} \mathcal{F}(R) \geq 0 \) be a bounded, positive and NC rational left Toeplitz operator. That is, \( \mathcal{F} \in \mathbb{H}_d^\infty \) is bounded, NC Herglotz and NC rational. Since we assume that \( T \) is bounded, the NC Fatou theorem implies, as before in the proof of Theorem 3, that
\[
T = (I - b(R))^*^{-1}(I - b(R)b(R))(I - b(R))^{-1},
\]
where \( b = (\mathcal{F} - I)(\mathcal{F} + I)^{-1} \in [\mathbb{H}_d^\infty]_1 \) is the NC rational inverse Cayley transform of \( \mathcal{F}, \) \( b \) is factorizable, \( a = (\mathfrak{d}R)^*\mathfrak{d}(R) \) is the NC rational Sarason outer function of \( b, \) \( a \) is a contractive left multiplier. Then the NC Clark \( \text{FM} \) realization of \( \mathfrak{d} = a(1 - b)^{-1} \) is then given by the ‘flip’ realization \( (A^X, B^X, C^X, D^X) \) where
\[
A_j^X := A_j - \frac{1}{2D'}B_jC, \quad B^X = \frac{1}{D'}B, \quad C^X = -\frac{1}{2D'}C \quad \text{and} \quad D^X = 1 - b(0),
\]
see \([35, \text{Section 5.2}]\). Finally, by the construction of the minimal \( \text{FM} \) realization of the NC Sarason function, \( a \) of \( b \) in Proposition 5, \( a \) has the finite \( \text{FM} \) realization, \( (A^X, \frac{1}{2D}B, C, D) \). A finite and generally non-minimal \( \text{FM} \) realization for \( \mathfrak{d} = a(1 - b)^{-1} \) is then given by \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) where
\[
\hat{A}_j = \left( A_j^X \frac{1}{2D'}B_jC \right)_{A_j}.
\]
In particular, the minimal \( \text{FM} \) realization size of \( \mathfrak{d} \) is at most twice that of \( \mathcal{F}. \)

In \([24] \) and \([27] \), we developed the Lebesgue decomposition of any positive NC measure, \( \mu \in (\mathscr{A}_d)^1_+ \) with respect to NC Lebesgue measure, \( m \in (\mathscr{A}_d)_+. \) Namely, \( \mu = \mu_{ac} + \mu_s, \) where \( \mu_{ac} \) is absolutely continuous with respect to \( m \) and \( \mu_s \) is singular with respect to \( m. \)

Corollary 6. Let \( b \in [\mathbb{H}_d^\infty]_1 \) be a contractive NC rational left multiplier. Then the NC Clark measure, \( \mu_b \in (\mathscr{A}_d)^1_+ \) is singular if and only if \( b \) is inner.
Proof. In [24, Corollary 6.29], we proved that if \( b \in [\mathbb{H}_d^\infty]_1 \) is inner then \( \mu_b \) is singular with respect to NC Lebesgue measure, \( m \). Following the proof, we observed that if \( T := 2I - b(R) - b(R)^* > 0 \) is a factorizable left Toeplitz operator then the converse also holds and we further proved that \( T \geq T_0 = (I - b(R)^*)(I - b(R)) > 0 \) so that \( T \) has a factorizable left Toeplitz minorant. By the NC rational Fejér–Riesz Theorem, if \( b = b \) is NC rational, \( T \) is factorizable and the claim follows. \( \square \)

**Theorem 6.** Let \( b \in [\mathbb{H}_d^\infty]_1 \) be a non-CE and contractive NC rational left multiplier. Then \( \mu_{ac} := \mu_{\theta; ac} \) is of type-L and

\[
\mu_{ac}(L^\omega) = \langle \theta, L^\omega \theta \rangle_{\mathbb{H}^2} = \langle 1, \theta^\dagger (R)^* \theta^\dagger (R) L^\omega 1 \rangle_{\mathbb{H}^2},
\]

where \( \theta^\dagger = a(1-b)^{-1} \in \mathbb{H}_d^\infty \), with \( a \) the outer Sarason function of \( b \). The function \( \theta := \theta^\dagger (R) 1 \in \mathbb{H}_d^2 \) is NC rational, hence in \( \mathbb{H}_d^\infty \) and \( T = \theta^\dagger (R)^* \theta^\dagger (R) \) is a bounded left Toeplitz operator.

In the above statement, recall that a Gelfand–Naimark–Segal (GNS) construction applied to any \( \mu \in (\mathcal{A}_d)_+ \) produces a GNS–Hilbert space, \( \mathbb{H}_d^2(\mu) \), and a GNS–row isometry, \( \Pi_\mu \), acting on \( \mathbb{H}_d^2(\mu) \) [17, 27]. A positive NC measure, \( \mu \in (\mathcal{A}_d)_+ \), is said to be of type-L, if \( \Pi_\mu \) is jointly unitarily equivalent to \( L \) [27].

Proof. By the NC Fatou theorem, if

\[
T_r := (I - b(rR)^*)^{-1}(I - b_r(R)^* b_r(R))(I - b(rR))^{-1},
\]

then \( (I + T_r)^{-1} \overset{SOT}{\rightarrow} (I + T)^{-1} \) where

\[
\mu_{ac}(L^\omega) = \left( \sqrt{T1}, \sqrt{TL^\omega 1} \right)_{\mathbb{H}^2},
\]

and \( T \) is a closed, positive semi-definite and densely-defined left Toeplitz operator with the free polynomials as a core, see [24]. Here,

\[
I + T_r = (I - b(rR)^*)^{-1}(2I - b(rR) - b(rR)^*)(I - b(rR))^{-1}.
\]

By the NC rational Fejér–Riesz theorem,

\[
I + T_r = (I - b(rR)^*)^{-1} \vartheta_r(R)^* \vartheta_r(R)(I - b(rR))^{-1},
\]

where \( \| \vartheta_r(R) \|^2 \leq 2 \), \( \vartheta \in \mathbb{H}_d^\infty \) is NC rational and \( \vartheta_r(R)^* \vartheta_r(R) = 2I - b(rR) - b(rR)^* \). Hence

\[
(I + T_r)^{-1} = (I - b(rR)) \vartheta_r(R)^{-1} \vartheta_r(R)^{-*}(I - b(rR)^*).
\]

Since \( (I + T_r)^{-1} \overset{SOT}{\rightarrow} (I + T)^{-1} \), taking inner products against NC kernels shows that \( \vartheta_r(Z)^{-1} \) and hence \( \vartheta_r(Z) \) converges pointwise to some \( \vartheta(Z) \) in the unit row-ball. This and uniform boundedness of the net \( \vartheta_r(R) \) implies WOT convergence of \( \vartheta_r(R) \) to some \( \widetilde{\vartheta}(R) \), \( \widetilde{\vartheta} \in \mathbb{H}_d^\infty \). In particular, it follows that

\[
(I + T)^{-1} = (I - b(R)) \tilde{\vartheta}(R)^{-1} \tilde{\vartheta}(R)^{-*}(I - b(R)^*). \quad (4.3)
\]

On the other hand, setting \( \tau_r = 2I - b(rR) - b(rR)^* \) for \( 0 < r \leq 1 \), consider the NC measure

\[
\mu_r(L^\omega) := \langle 1, \tau_r L^\omega 1 \rangle_{\mathbb{H}^2}.
\]
This has left free Herglotz–Riesz transform:

\[
\mathcal{H}_r(Z) := 2 \sum_\omega Z^\omega \left\langle L^\omega 1, \tau_r 1 \right\rangle_{\mathbb{H}^2} - I_n \left\langle 1, \tau_r 1 \right\rangle_{\mathbb{H}^2} = 4I - 2b(0)I_n - 2b(rZ) - 2I + (b(0) + b(0))I_n = (2 + 2i \text{Im} b(0))I_n - 2b(rZ),
\]
so that \(\mathcal{H}_r(Z) = \mathcal{H}(rZ)\) is NC rational. This has inverse Cayley transform

\[
\mathcal{B}(rZ) = (\mathcal{H}(rZ) - I_n)(\mathcal{H}(rZ) + I_n)^{-1}, \quad r \in (0, 1],
\]
for some NC rational \(\mathcal{B} \in \mathbb{H}^\infty_d\). Since \(\mathcal{B}(rZ) \xrightarrow{SOT-*} \mathcal{B}(R)\) by [24, Lemma 4], and \(\mathcal{C} := \left( \frac{\mathcal{B}}{\mathcal{A}} \right)\) is inner since \(\mathcal{B}\) is NC rational, Proposition 3 implies that if \(\mathcal{A}_r\) is the NC rational Sarason outer function of \(\mathcal{B}(rZ)\) for \(r \in (0, 1]\) that \(\mathcal{A}_r(R) \xrightarrow{SOT-*} \mathcal{A}(R)\). In particular it follows that

\[
\mathcal{A}_r(Z) = (I_n - \mathcal{B}^{-1}(rZ))^{-1}\mathcal{A}_r(Z) \rightarrow \mathcal{A}^i(Z) = (I_n - \mathcal{B}^i(Z))^{-1}\mathcal{A}^i(Z).
\]

This pointwise convergence in the row ball and uniform norm boundedness implies that \(\mathcal{A}_r(R) \xrightarrow{WQT} \mathcal{A}(R)\). Hence,

\[
(I + T)^{-1} = (I - b(R))\tilde{\mathcal{A}}(R)^{-1}\tilde{\mathcal{A}}(R)^{-1} (I - b(R)^*).
\]

Taking inner products against NC Szegö kernels and using that \(\mathcal{A}_r^i(Z)\) converges pointwise to \(\mathcal{A}^i(Z)\) where

\[
\mathcal{A}(R)^*\mathcal{A}(R) = \tau = 2I - b(R) - b(R)^*,
\]
shows that \(\tilde{\mathcal{A}} = \mathcal{A}\). In conclusion,

\[
I + T = (I - b(R)^*)^{-1} \xrightarrow{\tau} (I - b(R))^{-1},
\]

so that

\[
T = (I - b(R)^*)^{-1}(\mathcal{A}(R)^*\mathcal{A}(R) - (I - b(R)^*)(I - b(R))(I - b(R))^{-1}) = (I - b(R)^*)^{-1}(I - b(R)^*b(R))(I - b(R))^{-1} = (I - b(R)^*)^{-1}a(R)^*a(R)(I - b(R))^{-1}.
\]

By Proposition 3, \(a \in \mathbb{H}^\infty_d\) is outer and NC rational. By [34, Theorem 1, Theorem 2], \(\mu_{ac} := \mu_{b,ac}\) is purely of type–\(L\). Hence \(\mu_{ac}(L^\omega) = m_b(L^\omega) = \langle b, L^\omega h \rangle_{\mathbb{H}^2}\) is a positive symmetric vector functional for some \(h \in \mathbb{H}^2_d\), [27, Corollary 6.23]. By [22], \(h^i(R) := M^R_h\) is a closed, densely–defined right multiplier with the free polynomials as a core, so that \(h^i(R)^*h^i(R) \geq 0\) is a closed positive semi-definite and self-adjoint operator. By the uniqueness of the Riesz representation of closed, densely–defined and positive semi-definite sesquilinear forms, [36, Chapter VI, Theorem 2.1, Theorem 2.23], it follows that

\[
h^i(R)^*h^i(R) = T = (I - b(R)^*)^{-1}a(R)^*a(R)(I - b(R))^{-1}.
\]
The unbounded Douglas factorization lemma, \cite[Theorem 2]{37} then implies that there are contractions $C, D$ so that

$$C\mathfrak{h}^t(R) = a(R)(I - b(R))^{-1} \quad \text{and} \quad D\mathfrak{a}(R)(I - b(R))^{-1} = \mathfrak{h}^t(R).$$

Since $a(R)(I - b(R))^{-1}$ has dense range, we conclude that $C, D$ commute with the left shifts and $CD = DC = I$. Since both $C, D$ are contractive, it follows that $C, D$ must both be isometries and $D = C^*$ so that $C$ is unitary. By \cite[Theorem 1.2]{15}, $C = C(R)$ and $D = D(R) \in \mathcal{R}_d^\infty$ are unitary right multipliers, so that $C(R) = \zeta I$, $\zeta \in \partial \mathbb{D}$ is constant by \cite[Corollary 1.5]{15}. In conclusion we can assume, without loss in generality that

$$\mathfrak{h}^t(R) = a(R)(I - b(R))^{-1}.$$ 

Hence $\mathfrak{h} = a(R)(I - b(R))^{-1}1 \in \mathbb{H}_d^2$ is NC rational so that $\mathfrak{h}^t \in \mathbb{H}_d^\infty$ by \cite[Theorem A]{33}. In particular, $T = \mathfrak{h}^t(R)^*\mathfrak{h}^t(R)$ is a bounded left Toeplitz operator.

Suppose that $\mathcal{H} \sim \mathbb{H}_d^\infty$ is an NC rational Smirnov multiplier of Fock space. That is, $\mathcal{H} \in \mathcal{S}(\mathbb{H}_d^2)$ is a locally bounded NC function and left multiplication by $\mathcal{H}$ is a densely-defined and closed operator on its maximal domain in $\mathbb{H}_d^2$. Equivalently, right multiplication by $\mathcal{H}^t$, $M_{\mathcal{H}^t} = \mathcal{H}(R)$, is densely-defined and closed on its maximal domain. The above NC Radon–Nikodym formula allows us to extend our NC rational Fejér–Riesz theorem to the case where $\text{Re} \mathcal{H}(R) \geq 0$ and $\mathcal{H} \sim \mathbb{H}_d^\infty$ belongs to the Smirnov class. Here, given any $H \sim \mathbb{H}_d^\infty$, we say that $\text{Re} H(R) \geq 0$ if this holds in the quadratic form sense:

$$q_{\text{Re} H}(p, q) := \frac{1}{2} \langle H(R)^* p, q \rangle_{\mathbb{H}_d^2} + \frac{1}{2} \langle p, H(R)^* q \rangle_{\mathbb{H}_d^2} \geq 0,$$

for any $p, q \in \mathbb{C}\{\zeta\}$. That is, $H$ is positive in this quadratic form sense if and only if $H$ is an NC Herglotz function. Suppose then that $\mathcal{H}$ is an NC rational Herglotz function. This also defines a positive NC measure on the free disk system by $\mu_{\mathcal{H}}(L^\omega) := q_{\text{Re} \mathcal{H}}(1, L^\omega 1)$. In fact, all positive NC measures are obtained in this way \cite{17}.

**Corollary 7.** Let $\mathcal{H} \sim \mathbb{H}_d^\infty$ be an NC Herglotz and NC rational Smirnov multiplier so that $\text{Re} \mathcal{H} \geq 0$ in the quadratic form sense, and suppose that $q_{\text{Re} \mathcal{H}}$ is a closeable form, i.e. that $\mu_{\mathcal{H}}(\mathcal{H})_+^t$ is an absolutely continuous NC measure. Then, $\text{Re} \mathcal{H}$ is factorizable in the sense that

$$q_{\text{Re} \mathcal{H}}(p, p') = \langle p, Tp' \rangle_{\mathbb{H}_d^2}; \quad p, p' \in \mathbb{C}\{\zeta\},$$

where

$$T = (I - b(R)^*)^{-1} a(R)^* a(R)(I - b(R))^{-1}, \quad b = (\mathcal{H} - I)(\mathcal{H} + I)^{-1} \in \mathbb{H}_d^\infty_1.$$

$b$ is NC rational and non-CE, and $a$ is the NC rational outer Sarason function of $b$. Moreover, $T$ and $a(I - b)^{-1} \in \mathbb{H}_d^\infty$ are bounded.

**Proof.** Since we assume that $\mathcal{H}$ is NC rational and Herglotz, its Cayley transform, $b \in \mathbb{H}_d^\infty_1$ is NC rational and contractive. Since we assume that $\mu_{\mathcal{H}}$ is absolutely continuous, $b$ must be non-CE, so that it has a non-zero, NC rational Sarason outer function, $a \in \mathbb{H}_d^\infty_1$ so that $(\mathfrak{b})$ is inner and $\mu_{\mathcal{H}} = \mu_b$ is the NC Clark measure of $b$. The claim now follows from the previous theorem. \qed
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