Scattering of a charged particle from a hard cylindrical solenoid: Aharonov-Bohm Effect
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Abstract

The scattering amplitude $f_k(\alpha, \theta)$ of a charged particle from a long hard cylindrical solenoid is derived by solving the time independent Schrödinger equation on a double connected plane. It is a summation over the angular momentum quantum number (partial wave summation):

$$f_k(\alpha, \theta) = \frac{-1}{\sqrt{2\pi i k}} \sum_{m=-\infty}^{\infty} e^{im\theta} \frac{2J_{m+\alpha}(ka)}{H_{m+\alpha}^{(1)}(ka)}.$$  

It is shown that only negative mechanical angular momenta, $m+\alpha < 0$, contribute to the amplitude when the radius of the solenoid goes to zero limit ($a \to 0$) without varying the magnetic induction flux $\alpha = \Phi_B/\Phi_0$ (Flux line). Original Aharonov-Bohm result is obtained with this limit.
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I. INTRODUCTION

In this work, the non-relativistic scattering of a charged particle from a long ideal solenoid with a finite radius $a$ is studied, e.g. look at the references [1, 2]. The question is considered as an unbound boundary value problem on a doubly connected domain. The scalar potential exists only as an infinite barrier on the cylindrical region. However, the magnetic induction flux appears as a phase in the wave function of the particle everywhere. The non-local effect of magnetic flux on the quantum mechanical wave function of a charged particle is physically detectable even though there is no electromagnetic force on it. Before Aharonow and Bohm drew attention about the effect in 1959 in reference [3], other authors had already written the importance of the electromagnetic potentials on electron motion [4, 5]. Yet it is mostly known as the Aharonov-Bohm (AB) effect in the literature. Eventually, it has become a text book material. Every modern quantum mechanics book published contains at least a section discussing AB effect, e.g., see [6, 7]. Despite of the vast publications about AB effect, the monographs [8, 9] and references in there are worth to point out. The effect has also been verified experimentally in 1960 [10].

The potential function concept is rooted from the classical motion of a system of particles. The Lagrangian function $L$ can be defined natural way if there exists a potential function $V$ to define the force field acting on the system. Let us consider a system with $n$ degrees of freedom $q = (q^i) (i = 1, \ldots, n)$; its motion is determined by a set of ordinary differential equations (Lagrange’s equations)

$$\frac{d}{dt} \frac{\partial T}{\partial \dot{q}^i} - \frac{\partial T}{\partial q^i} = Q_i, \quad i = 1, \ldots, n,$$

where $T$ is kinetic energy, $Q_i$ is generalized force field. Consequently the equation can be written in homogeneous form if there exists a function $V = V(t, q, \dot{q})$ such that

$$Q_i = \frac{d}{dt} \frac{\partial V}{\partial \dot{q}^i} - \frac{\partial V}{\partial q^i} = \frac{\partial^2 V}{\partial q^i \partial \dot{q}^j} \ddot{q}^j + \frac{\partial^2 V}{\partial q^i \partial q^j} \dot{q}^j + \frac{\partial^2 V}{\partial q^i \partial t} - \frac{\partial V}{\partial q^i}. \quad (2)$$

If $Q_i$ is independent of $\dot{q}^j$ ($j = 1, \ldots, n$), then $\frac{\partial^2 V}{\partial q^i \partial q^j} = 0$, ($i, j = 1, \ldots, n$). It implies that $V = -A_i(t, q)\dot{q}^i + \varphi(t, q)$ [11]. Therefore the equations of motion [11] can be written in terms of the Lagrangian function $L = T - V$ now. $V$ is called extended or velocity dependent
potential function. Electromagnetic force field (Lorentz force) is derived from this sort of potential.

The quantum picture comes into play in a standard way after having the Lagrangian function above. The canonical momenta $p_i$, which are conjugate to the generalized coordinates $q^i$, are defined as $p_i \equiv \frac{\partial L}{\partial \dot{q^i}}$. The Hamiltonian function $H(t, \mathbf{q}, \mathbf{p})$ is obtained by means of Legendre transformation $H = \dot{q}^i p_i - L(t, \mathbf{q}, \mathbf{p})$ if the Hessian does not vanish: $\det \left( \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} \right) \neq 0$, which is essential to solve $\dot{q}^i$ in terms of $t$, $\mathbf{q}$, and $\mathbf{p}$ from the set of equations $p_i = \frac{\partial L}{\partial \dot{q}^i}$, $(i = 1, \ldots, n)$. The physical meaning of the Hamiltonian function is the fact that it is the total energy of the system. At this point, the fundamental Poisson’s brackets ($\{q^i, q^j\} = 0$, $\{q^i, p_j\} = \delta^i_j$, and $\{p_i, p_j\} = 0$) are used to quantize the classical Hamiltonian system (Dirac’s method):

$$\{q^j, p_k\} = \frac{[\hat{q}^j, \hat{p}_k]}{i\hbar}, \quad j, k = 1, \ldots, n,$$

where $[\hat{q}^j, \hat{p}_k] \equiv \hat{q}^j \hat{p}_k - \hat{p}_k \hat{q}^j$ is the commutation of operators acting on Hilbert space, $\hbar$ is Planck’s constant multiplied by $2\pi$, and $i$ is the imaginary unit. In this picture, time $t$ is a parameter carried into Hilbert space. A function obtained in terms of conjugate operators, $\hat{q}$ and $\hat{p}$, is an another operator acting on the same Hilbert space. For instance, the eigenvalue equation of the time independent Hamiltonian operator, $\hat{H}(\hat{q}, \hat{p})|\psi\rangle = E|\psi\rangle$, is nothing but just the time independent Schrödinger equation. Thus, it is seen that the potential function $V$ has more fundamental role in quantum physics than the force field $Q_i$ in Eq.(1).

In the rest of the work, the scattering is considered as a boundary value problem for the wave equation in the case of electromagnetic potentials. The scattering from a hard cylinder is solved in section II A. The particle cannot get into the cylinder due to an infinite potential barrier in the circular region. This is used as a prototype for the presence of existing a solenoid inside the forbidden region for the particle. The Aharonov-Bohm potential is explained in section II B. The scattering amplitude and total cross section are derived in section II C for the solenoid with a finite radius. It is shown that the limit of vanishing magnetic induction flux is reduced to the hard cylinder solution. Finally the limit to the flux line with zero radius (AB original solution) is examined in section II D. Then this limit is obtained directly from the scattering amplitude of the current work. Summary of the results and some future concerns are left to the section of conclusion and discussion.
II. SOLUTION OF THE FORCE-FREE SCHröDINGER EQUATION IN A DOUBLY CONNECTED PLANE

A. Scattering from a hard cylinder

Our configuration space $D$ is the two dimensional plane $(x, y)$ with a hole of a finite radius $a$ at the origin. $a$ might be any finite real number $0 < \epsilon \leq a \leq R < \infty$. This is equivalent to say that the particle is not allowed to penetrate the cylindrical region at the origin. That is, the probability of finding the particle in this region vanishes at the first glance. It can be realized in the physical point of view that there exists an infinite potential barrier in this region: $V(x, y) = \infty$ in $\sqrt{x^2 + y^2} \leq a$ and zero anywhere else in the plane. Hence, the energy eigenfunction $u_E(x, y)$ satisfies the time-independent Schrödinger equation outside of the circular boundary.

$$-\frac{\hbar^2}{2\mu} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) u_E + V(x, y) u_E = E u_E$$

In addition $u_E(x, y) = 0$ at $x^2 + y^2 = a^2$ and required asymptotic behaviour at infinity must be applied on $u_E$ for an acceptable physical solution. From the equation $(x/a)^2 + (y/a)^2 = 1$, it is easy to see that a scale transformation defined by $(x', y') = (x/a, y/a)$ reduces the problem around a cylinder with unit radius. It is also canonical transformation in the background classical dynamics because Poisson brackets remain invariant. Thus, the energy (eigenvalue) is scaled according to $E' = a^2 E$. Note that all these might be understood as a consequence of the Riemann mapping theorem in complex plane. Therefore, knowing the solution to the equation (4) outside of a unit circle provides the solution for a circle with arbitrary radius $a$. However, the coordinates $(x', y')$ are not dimensional quantities any more, but rather real numbers without unit in the complex plane.

The polar coordinate system $(r' \geq 0, 0 \leq \theta < 2\pi)$ is clearly the most appropriate one for the present issue: $x' = r' \cos \theta$, $y' = r' \sin \theta$. The equation (4) and boundary condition become

$$\frac{\partial^2 u}{\partial r'^2} + \frac{1}{r'} \frac{\partial u}{\partial r'} + \frac{1}{r'^2} \frac{\partial^2 u}{\partial \theta^2} + k'^2 u = 0, \text{ in } D : r' > 1$$

$$u(r' = 1, \theta) = 0 \text{ at boundary } \partial D$$

in polar coordinates, where $k'^2 = 2\mu E a^2 / \hbar^2 = a^2 k^2$. Applying the standard method of separation of variable, the solution may be written in the form of $u(r', \theta) = f_m(r') e^{im\theta}$,
where $m = 0, \pm 1, \pm 2, \ldots$ and $f_m(r)$ is the solution of the radial differential equation

$$z^2 \frac{d^2 f_m}{dz^2} + z \frac{df_m}{dz} + (z^2 - m^2)f_m = 0,$$

(7)

where the radial coordinate is scaled with $z = k'r'$ to get the usual form of the Bessel equation. It has regular singularity at $z = 0$ and irregular singularity at $z = \infty$. From the two independent solutions $J_m(kr)$ and $N_m(kr)$ (Hereafter ' is dropped for simplicity from the scaled variables), known as Bessel functions of first kind and second kind respectively, the series representation of the solution of Eq.(5) with the boundary condition (6) can be written due to the superposition principle:

$$u(r, \theta) = \sum_{m=-\infty}^{\infty} c_m e^{im\theta} [J_m(k)N_m(kr) - N_m(k)J_m(kr)],$$

(8)

where $c_m$ are the expansion coefficients to be determined from the asymptotic behaviour of the wave function $u(r, \theta)$ as $r \to \infty$. In two dimensional scattering problem, the asymptotic behaviour is the following form for a short range potential:

$$u(r, \theta) \sim C \left( e^{i kr \cos \theta} + f_k(\theta) \frac{e^{i kr}}{\sqrt{r}} \right),$$

(9)

The first term shows the plane wave directed from the left to the impenetrable circle. $C$ is just a normalization factor. $f_k(\theta)$ is called scattering amplitude, which depends only $\theta$.

In order to complete the solution, $c_m$ coefficients should be found from Eq.(8) and Eq.(9). First, using the well known asymptotic behaviour of the Bessel functions at large distances,

$$J_m(kr) \sim \sqrt{\frac{2}{\pi kr}} \cos \left( kr - (m + \frac{1}{2}) \frac{\pi}{2} \right),$$

(10)

$$N_m(kr) \sim \sqrt{\frac{2}{\pi kr}} \sin \left( kr - (m + \frac{1}{2}) \frac{\pi}{2} \right),$$

(11)

$u(r, \theta)$ can be rewritten from Eq.(8) about the same asymptotic region,

$$u(r, \theta) \sim \frac{e^{-ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} \sqrt{\frac{2}{\pi k}} c_m e^{im\theta} \cdot \frac{e^{ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} c_m e^{im\theta} (-i) H_m^{(2)}(k) e^{-i\varphi_m},$$

(12)

where a phase $\varphi_m = (m + \frac{1}{2}) \frac{\pi}{2}$ is defined for convenience, $H_m^{(1)}(k) = J_m(k) + i N_m(k)$ and $H_m^{(2)}(k) = J_m(k) - i N_m(k)$ are Hankel functions. On the other hand, the same approximation might be obtained in another form from the Eq.(9) as follows

$$u(r, \theta) \sim C \frac{e^{-ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} i^m e^{i(m\theta + \varphi_m)} + C \frac{e^{ikr}}{\sqrt{2\pi kr}} \left[ \sqrt{2\pi k} f_k(\theta) + \sum_{m=-\infty}^{\infty} i^m e^{i(m\theta - \varphi_m)} \right].$$

(13)
The plane wave have been represented by Jacobi-Anger series, $e^{ikr \cos \theta} = \sum_{m=-\infty}^{\infty} i^m e^{im\theta} J_m(kr)$ to derive the asymptotic of the wave function \([13]\) above. Comparing these two series (Eqs. \([12]\) and \([13]\)) at arbitrary radial distance $r$, the coefficients of the functions $e^{\pm ikr}$ must be equal as they are linearly independent functions. Consequently, the expansion coefficients are extracted as $c_m = C_i^m / i H_m^{(1)}(k)$. Substituting obtained $c_m$ into Eq. \((8)\) completes the solution of the scattering of a particle from the hard cylinder. Finally, it is easy to find the scattering amplitude $f_k(\theta)$ by writing the wave function $u(r, \theta)$ with the found $c_m$ as follows

$$u(r, \theta) = C \left( e^{ikr \cos \theta} - \sum_{m=-\infty}^{\infty} i^m \frac{J_m(k)}{H_m^{(1)}(k)} e^{im\theta} H_m^{(1)}(kr) \right) \tag{14}$$

Note that the boundary condition at $r = 1$ is satisfied clearly. The required asymptotic behaviour of $u(r, \theta)$ is also guaranteed by the Hankel function because its form at large distances is given by

$$H_m^{(1)}(kr) \sim \sqrt{\frac{2}{\pi kr}} e^{i(kr-\varphi_m)} \tag{15}$$

Thus, the scattering amplitude defined in Eq. \((9)\) can be found by means of Eqs. \((14)\) and \((15)\):

$$f_k(\theta) = -\sqrt{\frac{2}{\pi k}} \sum_{m=-\infty}^{\infty} i^m \frac{J_m(k)}{H_m^{(1)}(k)} e^{i(m\theta-\varphi_m)} \tag{16}$$

Integration of the differential cross section $d\sigma/d\theta = |f_k(\theta)|^2$ over $\theta$ gives the total cross section. It can be presented by a real phase parameter defined by $\sin \delta_m = |J_m(k)| / \sqrt{(J_m(k))^2 + (N_m(k))^2}$. Because Bessel functions defined on real axis are real valued functions, therefore, we have total cross section as

$$\sigma = 4 \sum_{m=-\infty}^{\infty} \sin^2 \delta_m \tag{17}$$

In the next section, electromagnetic field source (solenoid) will be added to the hard cylinder scattering. The infinitely long solenoid carrying steady electric current inside the cylinder create a magnetic field only inside the cylinder.

### B. Aharonov-Bohm potential

Once having an impenetrable cylinder, we may place a source of field inside. In this work, we consider the current density on the surface of the cylinder such as a solenoid.
According to Maxwell’s equations, time independent (steady) current density will create time
independent magnetic field around the source by means of Biot-Savart law. An infinitely
long ideal solenoid will create a constant magnetic induction vector field inside the cylinder
along the $z$–axis $\mathbf{B} = (0, 0, B)$ but $\mathbf{B} = (0, 0, 0)$ outside, where $B$ is a constant. In general,
electromagnetic fields that satisfy the Maxwell’s equations can be realized by scalar and
vector potentials $(\phi, \mathbf{A})$.

$$\mathbf{E} = -\nabla \phi - \frac{1}{c} \frac{\partial \mathbf{A}}{\partial t}, \quad \mathbf{B} = \nabla \times \mathbf{A} \quad (18)$$

These potential functions are not unique since another set of potentials can be found without
changing the fields $\mathbf{E}, \mathbf{B}$ by gauge transformations:

$$\tilde{\phi} = \phi - \frac{1}{c} \frac{\partial \chi}{\partial t}, \quad \tilde{\mathbf{A}} = \mathbf{A} + \nabla \chi, \quad (19)$$

where $\chi(t, x)$ is arbitrary real valued space-time function. Aharonov-Bohm potential is
known as a vector potential of a solenoid carrying steady electric current $I$. Therefore, the
vector potential is time independent vector valued function $\mathbf{A}(x)$.

$$\mathbf{A}(x, y) = \frac{B}{2} (-y, x, 0), \quad \text{for } r \leq a$$

$$= \frac{B}{2} \frac{a^2}{x^2 + y^2} (-y, x, 0), \quad \text{for } r > a \quad (20)$$

From Eq. (18), the fields $\mathbf{E}, \mathbf{B}$ are decoupled since there is no contribution to the electric
field $\mathbf{E}$ from the vector potential, $\partial \mathbf{A}(x)/\partial t = 0$. A line integral of the vector potential along
a closed curve around the solenoid equals the magnetic flux due to the constant magnetic
induction inside the solenoid. This integral

$$\int_\Gamma \mathbf{A} \cdot d\mathbf{x} = B\pi a^2 = \Phi_B$$

is independent of the shape of the simple loop $\Gamma$ around the solenoid so it is known as a
topological property of the doubly connected space.

Moreover, the scalar potential $\phi$ can be considered the hard cylinder potential which
prevents the charged particle going inside the solenoid. The scalar potential energy discussed
in section $[\Box]$ can be written as $V(x, y) = q\phi(x, y)$, where $q$ is the electric charge of the
particle (e.g. $q = -e$ is the charge of an electron). Note that $V$ is infinite inside the solenoid,
so is $\phi$. Yet this can be assumed a limit of a potential as $V_0 \to \infty$

$$V(x, y) = q\phi = V_0, \quad \text{for } r \leq a$$

$$= 0, \quad \text{for } r > a. \quad (21)$$
Although it is a fictitious potential since we have zero electric field everywhere except on the surface of the cylinder, it might be considered idealized version of a more realistic experimental set up. In addition, it is not hard to see that the vector potential outside the solenoid may be obtained by a time-independent gauge transformation from $A = 0$ (natural gauge). Because curl of $A(x, y)$ for $r \geq a$ vanishes, $\nabla \times A = 0$. Therefore we can write $A = \nabla \chi(x, y)$ in the region where we want to solve Schrödinger wave equation. Here $\chi(x, y) = -(B a^2/2) \tan^{-1}(y/x)$ is the phase function of the gauge transformation. It is important to note that the phase $\chi$ is not a single valued function, so there is a branch cut on the negative $x-$axis. However, it is not possible to find such a gauge transformation for the vector potential inside the solenoid, where is out of our domain.

C. Scattering from impenetrable long solenoid

In the Lagrangian formalism, the interaction potential $V$ between a charged particle and electromagnetic fields is a velocity dependent potential, namely $V = q \phi - \frac{q}{c} A \cdot v$ (see section I). Here, $v = dx/dt$ is the velocity vector of the particle. Hence the Lagrangian $L = \mu v^2/2 - V$ is usually used to define the conjugate canonical momentum $p$ to the position vector $x$ such that the required relations of the fundamental Poisson brackets are satisfied, $\{x_i, p_j\} = \delta_{ij}$. In the presence of the vector potential, the canonical momentum $p$ and kinematical momentum $\Pi = \mu v$ do not equal to each other, rather they have the following relation

$$p = \frac{\partial L}{\partial v} = \Pi + \frac{q}{c} A. \quad (22)$$

Having the canonical pair $(x_j, p_j)$ for the above Lagrangian, we know the Hamiltonian for the particle in electromagnetic fields: $H = \Pi^2/2 \mu + q \phi$. It can be interpreted physically that scalar potential contributes to the particle energy via its electrical charge while the vector potential via its mechanical (kinematical) momentum. The canonical momentum $p$ has a physical meaning in only the case of absence of the vector potential. Its combination with the vector potential, $\Pi = p - \frac{q}{c} A$, can determine the real trajectory of the particle classically. Under gauge transformation, Eq. (I9), the dynamics of the particle does not change since the fields $E, B$ remain the same and the position $x$ and $\Pi = \mu v$ are determined by them. Note that the canonical momentum $p$ is obviously not a gauge invariant quantity. The calculation of the classical dynamics may be performed by well-known Hamilton-Jacobi (HJ)
partial differential equation satisfied by the Hamilton principle function \( S(t, x, P) \) as well. \( S \) is a generating function of a special canonical transformation and the constant \( P \) vector is the new canonical momentum after integration of the HJ equation. This is the closest interpretation to quantum mechanical description of the dynamics. The gauge invariance is guaranteed in this interpretation as long as the transformed Hamilton principle function \( \tilde{S} \) is given by \( \tilde{S} = S + \frac{q}{e} \chi \) under gauge transformation defined in Eq. (19).

In the light of the explanation above, the Hamiltonian of a particle with charge \( q \) and mass \( \mu \) outside the solenoid becomes \( H = \Pi^2 / 2\mu \) as the scalar potential vanishes in the domain of the problem. Physically, this is a free particle Hamiltonian equivalent to the one in section II A where mechanical momentum consists of only canonical momentum. On the other hand, quantization must be performed according to usual canonical quantization prescription: \( p \) in classical Hamiltonian is replaced by the operator \(-i\hbar \nabla\) in the position representation. Therefore time independent wave equation (Schrödinger equation) has the form of

\[
-\frac{\hbar^2}{2\mu} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{2i\alpha (x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x})}{x^2 + y^2} \right) u_E = Eu_E
\]

with the boundary condition on the surface of the solenoid; \( u_E(x, y) = 0 \) at \( x^2 + y^2 = a^2 \). Here \( \alpha = \Phi_B/\Phi_0 \) is the dimensionless magnetic flux with the unit of \( \Phi_0 = -2\pi \hbar c/q \). As in section II A we can make the scale transformation \((x', y') = (x/a, y/a)\) to map the boundary to the circle with unit radius at the origin. Thus Eq. (20) explicitly in this equation gives

\[
\frac{\partial^2 u}{\partial r'^2} + \frac{1}{r'} \frac{\partial u}{\partial r'} + \frac{1}{r'^2} \left( \frac{\partial}{\partial \theta} + i\alpha \right)^2 u + k'^2 u = 0
\]

in the polar coordinates. Here \( k' = ak \) as before and the eigenfunction \( u(r', \theta) \) must vanish on the boundary (at \( r' = 1 \)) since the particle is hitting an infinite potential barrier. It is seen that the magnetic flux \( \alpha \) appears as some portion of the physical angular momentum \( L_z \) about \( z \)-axis of the particle additional to canonical momentum; \( L_z = -i\hbar \frac{\partial}{\partial \theta} - \frac{q\Phi_B}{2\pi c} \). Consequently, the angular momentum has eigenvalues \( \hbar (m + \alpha) \) with eigenfunctions \( e^{im\theta} \), \( m = 0, \pm 1, \pm 2, \cdots \). The spectrum consists of continuum part, \( \hbar \alpha \), in angular momentum quantum number. After separating the angular part of the eigenfunction \( u(r', \theta) \), we have
the radial equation from (24) as
\[
\frac{d^2 q^2 f_m}{dr^2} + r \frac{df_m}{dr} + (r^2 k^2 - (m + \alpha)^2) f_m = 0,
\] (25)
where we dropped ′ from k′ and r′ for convenience. Note that the magnetic flux contributes only through the index of the Bessel functions. The radial eigenfunctions \( f_m(r) \) are proportional to Bessel functions \( J_{m+\alpha}(kr) \) and \( N_{m+\alpha}(kr) \) with non-integer index \( m + \alpha \).

On the other hand, the solution of the wave function for AB potential should be obtained by a unitary rotation in Hilbert space from the hard cylinder solution in section II A. Because AB vector potential in field free region can be obtained by a gauge transformation from the trivial gauge \((\phi = 0, \mathbf{A} = 0)\) of the hard cylinder potential (see section II B) : \( \hat{\phi} = -\partial \chi / c \partial t \), \( \hat{\mathbf{A}} = \nabla \chi \). Under this transformation wave function of the trivial gauge should gain a phase to leave the wave equation gauge invariant,
\[
\tilde{u}(r, \theta) = e^{i \frac{\Phi_B}{2\pi} \chi(r, \theta)} u(r, \theta)
\] (26)
It is easy to find the gauge function \( \chi \) from the Eq.(20). It is time independent since the vector potential outside the solenoid is time independent. Therefore there is no change occur on the scalar potential due to the transformation, which is zero outside the solenoid originally,
\[
\chi(x, y) = \frac{\Phi_B}{2\pi} \arctan \left( \frac{y}{x} \right)
\] (27)
It is only depends on \( \theta \) in polar coordinates and it is independent from the scale transformation of the coordinates as long as the flux \( \Phi_B \) is kept constant. Hence, the wave function of the hard cylinder scattering gets extra phase due to the Eq.(26), \( \tilde{u}(r, \theta) = e^{-i\alpha \theta} u(r, \theta) \). Since the solution of the hard cylinder \( u(r, \theta) \) is constructed as a single valued function the transformed one \( \tilde{u}(r, \theta) \) is not single valued since \( \alpha \) is not an integer. The origin is a branch point and the negative \( x- \)axis is a branch cut. We should restrict the function to a single branch, \(-\pi < \theta < \pi\), in order to make it single valued. However this is the solution in the presence of the vector potential in additional to hard cylinder barrier. It can be checked in the incoming plane wave region where the solution simply must behave like \( e^{i(kr \cos \theta - \alpha \theta)} \) according to the gauge transformation so that the probability current density must be \( \mathbf{J} = (\hbar k / \mu) \hat{x} \) physically like in the case of hard cylinder in that asymptotic region. Here \( \hat{x} \) is the unit vector in \( x \) direction. Indeed, it can be derived that it is so by using the current density in
the case of presence of vector potential:

\[ \mathbf{J} = \frac{\hbar}{\mu} (u^* \nabla u - u \nabla u^* + \frac{\alpha}{r} |u|^2 \hat{\theta}) = \frac{\hbar k}{\mu} \hat{x} \]  \hspace{1cm} (28)

Thus, the solution to the Eq.(24) satisfying the boundary condition at \( r = 1 \),

\[ u(r, \theta) = \sum_{m=\infty}^{\infty} c_m e^{im\theta} [J_{m+\alpha}(kr)N_{m+\alpha}(kr) - N_{m+\alpha}(kr)J_{m+\alpha}(kr)] \]  \hspace{1cm} (29)

must show the same feature like in the asymptotic region as well. Indeed it represents a holomorphic function of \( kr \) (\( kr \) is considered as a complex variable) throughout the complex plane cut along the negative \( x \)-axis because the index of Bessel functions \( m + \alpha \) is not an integer \([12]\). However the cut line is naturally excluded from the domain because \( kr > 0 \) for a particle with non negative energy \( E > 0 \). The expansion coefficients \( c_m \) are determined from the asymptotic behaviour of the solution as \( r \to \infty \). Because of the current density requirement from Eq. (28) the asymptotic behaviour of the solution at infinities should be given by

\[ u(r \to \infty, \theta) = C \left( e^{i(kr \cos \theta - \alpha \theta)} + f_k(\alpha, \theta) e^{ikr} \sqrt{r} \right). \]  \hspace{1cm} (30)

Series representation of it can be obtained by using the Fourier series representation of the phase contribution:

\[ e^{-i\alpha \theta} = \sum_{n=-\infty}^{\infty} \frac{\sin((\alpha + n)\pi)}{(\alpha + n)\pi} e^{in\theta}, \]  \hspace{1cm} (31)

This enables us to use the Fourier expansion of the function \( e^{i(kr \cos \theta - n\theta)} = \sum_{m=-\infty}^{\infty} a_m e^{im\theta} \), where the expansion coefficients are well-known integral \([12]\)

\[ a_m = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i(kr \cos \theta - (m+n)\theta)} d\theta = i^{m+n} J_{m+n}(kr). \]  \hspace{1cm} (32)

Therefore, we may have the series representation for the plane wave with additional phase as

\[ e^{i(kr \cos \theta - \alpha \theta)} = \sum_{m,n=-\infty}^{\infty} i^{m+n} e^{im\theta} \frac{\sin((\alpha - n)\pi)}{(\alpha - n)\pi} J_{m+n}(kr) \]  \hspace{1cm} (33)

instead of Jacobi-Anger expression in the hard cylinder case (see section [IIA]). Instantly, it is clear that it is reduced Jacobi-Anger formula when \( \alpha \to 0 \) since only \( n = 0 \) term survives in this limit. Hence it is not difficult to express Eq. (30) as linear combination of incoming and outgoing circular waves:
\[ u(r, \theta) \sim C \frac{e^{-ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} i^{m+n} e^{i(m\theta + \varphi_{m+n})} \frac{\sin(\alpha - n)\pi}{(\alpha - n)\pi} \]
\[ + C \frac{e^{ikr}}{\sqrt{2\pi kr}} \left[ \sqrt{2\pi kf_k(\alpha, \theta)} + \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} i^{m+n} e^{i(m\theta - \varphi_{m+n})} \frac{\sin(\alpha - n)\pi}{(\alpha - n)\pi} \right]. \quad (34) \]

The Eq. (29) gives another form for asymptotic expansion of the eigenfunction \( u(r, \theta) \) as \( r \to \infty \) by means of the Bessel functions asymptotic formulae (10, 11). Thus the second form of the asymptotic expansion of the eigenfunction is
\[ u(r, \theta) \sim \frac{e^{-ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} c_m e^{im\theta} iH_{m+\alpha}^{(1)}(k)e^{i\varphi_{m+\alpha}} + \frac{e^{ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} c_m e^{im\theta} (-i)H_{m+\alpha}^{(2)}(k)e^{-i\varphi_{m+\alpha}}. \quad (35) \]

at large distances from the solenoid. Here the Hankel’s functions has non integer index \( m+\alpha \) and the phase \( \varphi_{m+n} \) is defined as in section II A. Consequently, the unknown expansion coefficients \( c_m \) can be extracted by comparing the two forms of the asymptotic expansions of the eigenfunction far away from the solenoid. This is allowed because of the uniqueness of the solution of the eigenvalue equation (24). Comparing the coefficients of \( e^{-ikr}/\sqrt{r} \) in equations (34) and (35) provides
\[ c_m = C \frac{i^m}{i H_{m+\alpha}^{(1)}(k)} \sum_{n=-\infty}^{\infty} i^n e^{-i(\alpha - n)\frac{\pi}{2}} \frac{\sin(\alpha - n)\pi}{(\alpha - n)\pi} = C \frac{i^m}{i H_{m+\alpha}^{(1)}(k)} e^{-i\alpha(\varepsilon - \frac{\pi}{2})}, \quad (36) \]

where the limit \( \varepsilon \to 0 \) is assumed in the second equality. Eq. (31) is needed to obtain the expression (36). Once having the \( c_m \)s, equating the coefficients of \( e^{ikr}/\sqrt{r} \) in Eqs. (34) and (35) identifies the scattering amplitude \( f_k(\alpha, \theta) \) in the presence of the solenoid in the hard cylinder:
\[ f_k(\alpha, \theta) = -\frac{1}{\sqrt{2\pi k}} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} e^{i(m\theta - \varphi_{m+n})} \frac{\sin(\alpha - n)\pi}{(\alpha - n)\pi} \frac{H_{m+\alpha}^{(2)}(k)e^{-i(\alpha - n)\frac{\pi}{2}} + H_{m+\alpha}^{(1)}(k)e^{i(\alpha - n)\frac{\pi}{2}}}{H_{m+\alpha}^{(1)}(k) H_{m+\alpha}^{(1)}(k)}, \quad (37) \]

where it should be understood that the limit \( \varepsilon \to 0 \) must be taken in the final expression of differential cross section, \( d\sigma/d\theta = |f_k(\alpha, \theta)|^2 \). It should be reduced to the scattering
amplitude of the hard cylinder without magnetic flux in the limit \( \alpha \to 0 \). It can be inferred from the first line of Eq. (37) that only contribution to the double series comes for \( n = 0 \) as \( \alpha \to 0 \) since \( \sin n\pi = 0 \) vanishes for any non-zero integer \( n \). Consequently, we first take \( n = 0 \) in the double sum then \( \sin \alpha \pi / \alpha \pi \to 1 \) in the limit \( \alpha \to 0 \) gives the the formula (16). On the other hand, in reference [3] the scattering amplitude is derived for the solenoid with zero radius \( a = 0 \). Our solution (37) is for any finite radius of the solenoid because the coordinates have been transformed to have a solenoid with unit radius by means of a simple scale transformation. Thus we can take the limit of \( a \to 0 \) in Eq. (37) only after we undo the scale transformation. As a conclusion, the angular momentum summation for the total cross section becomes

\[
\sigma = \frac{4}{k} \sum_{m=-\infty}^{\infty} \frac{|J_{m+\alpha}(k)|^2}{(J_{m+\alpha}(k))^2 + (N_{m+\alpha}(k))^2},
\]

which reduces to Eq. (17) of the hard cylinder scattering when the flux vanishes \( (\alpha \to 0) \). If \( \alpha \) is expressed as \( \alpha = [\alpha] + \nu \), where \([\alpha]\) is the integer part of it, only decimal part \( \nu \) make (38) distinguish from the total cross section of the hard cylinder, (17).

D. Aharonov-Bohm solution as a limit case

In this section, we would like to make a second test whether the present method can reproduce the AB solution [3] when the radius vanishes. As mentioned in the previous section, we need the solenoid radius \( a \) as a parameter in the solutions in order to take the limit \( a \to 0 \). Hence the scale transformation made in section II C is abandoned here, i.e., in any scaled solution, \( k' = ka \) and \( k'r' = kr \) are replaced with the unscaled ones. It is well known that the solution of the Schrödinger equation as \( a \to 0 \) is reduced to [3]

\[
u(r, \theta) = \sum_{m=-\infty}^{\infty} c_m e^{i m \theta} J_{|m+\alpha|}(kr).
\]

Following the same steps as in sections II A and II C it is easy to obtain the expansion coefficients \( c_m \) from the asymptotic form of the eigenfunction; see Eqs. (30) and (34). Yet they must be compared the asymptotic form of the solution (39) in the case of flux line that follows
\[ u(r, \theta) \sim \frac{e^{-ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} c_m e^{im\theta} e^{i\varphi_{m+\alpha}} + \frac{e^{ikr}}{\sqrt{2\pi kr}} \sum_{m=-\infty}^{\infty} c_m e^{im\theta} e^{-i\varphi_{m+\alpha}}. \] (40)

Therefore the equating the factor of incoming wave \( e^{-ikr}/\sqrt{r} \) gives the required \( c_m \) to construct the eigenfunctions.

\[ c_m = C \left[ e^{-i\varphi_{m+\alpha}} \sum_{n=-\infty}^{\infty} i^n \frac{\sin(\alpha - n)\pi}{(\alpha - n)\pi} e^{i\varphi_{m+n}} \right] = C e^{-i\alpha\varepsilon} (-1)^{m+\alpha} (-i)^{|m+\alpha|}, \] (41)

where the series (31) is used to get the second line. Since the angle \( \theta = -\pi \) is on the branch cut, the small positive value \( 0 < \varepsilon \ll 1 \) is added, e.i. \( \theta = -\pi + \varepsilon \). At the final expression, it is understood that the limit \( \varepsilon \to 0 \) should be considered eventually.

At this point we might check our \( c_m \) by substituting it to the solution (39) and take the vanishing flux limit \( \alpha \to 0 \). If everything is correct, final eigenfunction in this limit must be plane wave. That is, there is no scattering at all because of no flux and no hard cylinder as well. Indeed it is not hard to see \( \sum c_m e^{im\theta} J_{|m+\alpha|}(kr) \to e^{ikr\cos \theta} \) as \( \alpha \to 0 \).

Comparing the coefficients of the outgoing radial cylindrical waves \( e^{ikr}/\sqrt{r} \) in asymptotic forms (34) and (40) gives the scattering amplitude,

\[ f_{k,\varepsilon}(\alpha, \theta) = \frac{e^{-i\alpha\varepsilon}}{\sqrt{2i\pi k}} \sum_{m=-\infty}^{\infty} e^{im\theta} \left[ e^{-i\alpha\varepsilon} e^{i\pi(m+\alpha-m+\alpha)} - e^{i\alpha\varepsilon} \right] \]

\[ = -\frac{e^{-i\alpha\varepsilon}}{\sqrt{2i\pi k}} \sum_{m>\alpha}^{\infty} e^{im\theta} 2i \sin(\alpha\varepsilon/2) + \frac{e^{-i\alpha\varepsilon}}{\sqrt{2i\pi k}} \sum_{m<\alpha}^{\infty} e^{im\theta} \left[ e^{-i\alpha\varepsilon} e^{i2\pi(m+\alpha)} - e^{i\alpha\varepsilon} \right] \] (42)

Here we have used the same \( \varepsilon \) trick to get a single summation by means of the expression (31). After some manipulations, \( f_{k,\varepsilon}(\alpha, \theta) \) becomes as

\[ f_{k,\varepsilon}(\alpha, \theta) = \frac{e^{-i\alpha\varepsilon}}{\sqrt{2i\pi k}} \frac{\sin(\alpha\varepsilon/2) e^{-i([\alpha]+1/2)\theta}}{\sin(\theta/2)} + \frac{e^{i\alpha(\pi-\varepsilon/2)}}{\sqrt{2i\pi k}} \frac{\sin(\alpha(\pi - \varepsilon/2)e^{-i([\alpha]+1/2)\theta}}{\sin(\theta/2)} \] (43)

where \([\alpha]\) is the integer part of the magnetic flux \( \alpha \). There is no contribution that comes from \( m + \alpha > 0 \) as \( \varepsilon \to 0 \). Therefore, the final expression for the scattering amplitude of the solenoid with zero radius becomes

\[ f_k(\alpha, \theta) = \frac{\sin \pi \alpha e^{i\alpha \pi/2} e^{-i([\alpha]+1/2)\theta}}{\sqrt{2i\pi k}} \frac{\sin(\theta/2)}{\sin(\theta/2)} \] (44)
and the differential cross section is

\[ \frac{d\sigma}{d\theta} = |f_k(\alpha, \theta)|^2 = \frac{1}{2\pi k} \frac{\sin^2 \pi \alpha}{\sin^2(\theta/2)}, \]  

(45)

which is the AB original result apart from a phase factor [3].

Now it is possible to test if the scattering amplitude given in Eq. (37) is reduced to the amplitude in (44) as the radius of the cylinder goes zero, \( a \to 0 \). After taking the limit \( \varepsilon \to 0 \) and returning to the unscaled form of the amplitude \( f_k = \sqrt{a \tilde{f}_k} \), the summation can be divided in two parts by the conditions \( m + \alpha > 0 \) and \( m + \alpha < 0 \):

\[ -\sqrt{2\pi i k} f_k(\alpha, \theta) = \sum_{m=-\alpha}^{\infty} e^{im\theta} \frac{2J_{m+\alpha}(ka)}{H_{m+\alpha}^{(1)}(ka)} + \sum_{-\infty}^{m<-\alpha} e^{im\theta} \frac{2J_{m+\alpha}(ka)}{H_{m+\alpha}^{(1)}(ka)} \]  

(46)

Using the limiting form of the Bessel and Hankel functions when \( z \to 0 \) and \( \beta \) is fixed [12],

\[ J_\beta(z) \sim \frac{(z/2)^\beta}{\Gamma(\beta + 1)}, \quad (\beta \neq -1, -2, -3, \ldots) \]  

(47)

\[ H_\beta^{(1)}(z) \sim \frac{(z/2)^{-\beta}}{i\pi} \Gamma(\beta), \quad (\text{Re}(\beta) > 0), \]  

(48)

it is easy to see that there is no contribution to the scattering amplitude from the first summation in Eq. (46). The above limit form of Hankel function can not be applied directly to the second summation because \( m + \alpha < 0 \) there. We must first apply the phase change for the Hankel function, \( H_\beta^{(1)}(z) = e^{\beta i\pi} H_\beta^{(1)}(z) \), and subsequently the limiting forms are applied in the second summation. It makes the summation independent of \( ka \),

\[ f_k(\alpha, \theta) = \frac{2\pi i e^{-i(\alpha+1)\theta} e^{i\nu \pi}}{-\sqrt{2\pi i k}} \sum_{m=0}^{\infty} \frac{e^{-im\theta} e^{-i(m+1)\pi}}{\Gamma(1-(m+1-\nu))\Gamma(m+1-\nu)} = \frac{\sin \pi \nu}{\sqrt{2\pi i k}} \frac{e^{i\nu \pi} e^{-i(\alpha+1/2)\theta}}{\sin(\theta/2)}. \]  

(49)

Here we use \( \Gamma(1-z)\Gamma(z) = \pi / \sin \pi z \) to obtain the last expression, which is identical to Eq. (44). Here \( \nu \) is the decimal part of the flux \( \alpha \).

III. CONCLUSION AND DISCUSSION

An unbound eigenvalue equation has been solved as a scattering problem. A charged particle is scattered from an impenetrable cylinder enclosing a solenoid as an electromagnetic source. The magnetic induction field \( B \) inside the solenoid cannot prevent the particle from
entering the cylinder region. Therefore, it is supposed an infinite scalar potential barrier exists in the circular region in additional to the magnetic vector potential.

The scattering amplitude and corresponding total cross section of a charged particle from a solenoid with finite radius are obtained as a sum over angular momentum quantum number. Different limiting cases are checked to test the result. The scattering amplitude must reduce to the hard cylinder scattering case when the radius of the cylinder is kept constant and the magnetic flux goes to zero. It must end up with the AB formula when the flux is fixed and the radius goes to zero. When both the flux and the radius vanish, it must give zero amplitude, i.e., no scattering at all. That is, the solution is just free particle in empty space. The result of this work fulfils all these requirements. Only negative angular momentum eigenvalues \( m + \alpha < 0 \) contribute to the AB scattering amplitude \((a = 0)\) while all eigenvalues play the role for the amplitude of the solenoid with finite radius, \( a \neq 0 \) (see Eqs. (42) and (46)).

The charged particle does not touch the source and its magnetic induction field inside the solenoid, thus the classical dynamics of the particle is the same with or without magnetic flux. But the flux still can create a measurable effect in the quantum level if the flux \( \alpha \) is a non-integer real number (see Eq. (38)). It is worth mention that kinematical linear momentum or angular momentum is a gauge invariant quantity while the canonical ones are not. However, the quantization is performed by the canonical momenta and their conjugate coordinates. That is why AB effect is a purely quantum mechanical phenomena. The vector potential is just part of the kinematic momentum or the flux is the some part of the angular momentum around the symmetry axis (\( z − \)axis).

In field theoretical point of view, it is important to solve Dirac’s equation in the same way like this work to include the relativistic spin effect for the AB scattering explicitly. It is also worth to study the time dependent scattering by considering the time varying current on the solenoid (Faraday induction and retardation effect). These are the future considerations at the moment. Moreover, less obvious feature of the problem is the following: the simple loop integration around the singularity is independent the shape of the loop so that it is called a topological property of the space (doubly connected region in the present case). The singularity in the forbidden region might be something else instead of the solenoid, such as electric charge, magnetic monopole, or black hole singularity. It might also be interesting to investigate those.
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