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Abstract

Hybrid beamforming for Terahertz (THz) ultra-massive multiple-input multiple-output (UM-MIMO) systems is a promising technology for 6G space-air-ground integrated networks, which can overcome huge propagation loss and offer unprecedented data rates. With ultra-wide bandwidth and ultra-large-scale antennas array in THz band, the beam squint becomes one of the critical problems which could reduce the array gain and degrade the data rate substantially. However, the traditional phase-shifters-based hybrid beamforming architectures cannot tackle this issue due to the frequency-flat property of the phase shifters. In this paper, to combat the beam squint while keeping high energy efficiency, a novel dynamic-subarray with fixed true-time-delay (DS-FTTD) architecture is proposed. Compared to the existing studies which use the complicated adjustable TTDs, the DS-FTTD architecture has lower power consumption and hardware complexity, thanks to the low-cost FTTDs. Furthermore, a low-complexity row-decomposition (RD) algorithm is proposed to design hybrid beamforming matrices for the DS-FTTD architecture. Extensive simulation results show that, by using the RD algorithm, the DS-FTTD architecture achieves near-optimal array gain and significantly higher energy efficiency than the existing architectures. Moreover, the spectral efficiency of DS-FTTD architecture with the RD algorithm is robust to the imperfect channel state information.
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I. INTRODUCTION

A. Background and Motivation

As an integration of satellite systems, aerial networks, and terrestrial communications, the space-air-ground integrated network (SAGIN), has been envisioned as a critical technology in the sixth-generation (6G) systems [2]–[4]. In order to meet the rapid growth of wireless data rates for SAGIN in 6G, the Terahertz (THz) band with ultra-broad bandwidth has drawn much attention [5], [6]. However, the unprecedented multi-GHz bandwidth in the THz band comes with a cost of huge propagation loss, which drastically limits the communication distance for THz communications [7]. Fortunately, the sub-millimeter wavelength allows the design of array consisting of 512 and even 1024 antennas at transceivers, to enable THz ultra-massive multiple-input multiple-output (UM-MIMO) systems [8], [9]. This can provide a high array gain to compensate the path loss and deal with the distance problem. Meanwhile, multiple data streams can be supported to offer a multiplexing gain and further improve the spectral efficiency of the THz systems. In the THz band, many hardware constraints preclude from using conventional digital beamforming, which, instead, motivates the appealing hybrid beamforming technology [10]–[12]. The hybrid beamforming divides the signal processing into the digital baseband domain and analog RF domain, which can achieve high spectral efficiency while maintaining a reasonably low hardware complexity [13], [14].

Most of the existing hybrid beamforming studies consider the use of phase shifters to generate the beamforming weights [15]–[23]. To steer a beam to one target direction, the required beamforming vectors of different frequencies are frequency-proportional. However, the phase shifter can only generate the same phase for different frequencies [21], [24]. Using the same beamforming vector generated by phase shifters to steer the beam over a wide bandwidth, the resulted beams of different frequencies are dispersed from the target direction, which is the so-called beam squint effect [21], [25]–[27]. The beam squint is a joint spatial-frequency effect [27]. On one hand, with larger fractional bandwidth, i.e., ratio between the bandwidth and central frequency, the beam misalignment from the target direction becomes larger. On the other hand, the larger array aperture brings a narrower beam which is more sensitive to the beam misalignment and results in higher array gain loss.

In THz UM-MIMO wideband hybrid beamforming, due to the ultra-large fractional bandwidth and ultra-large-scale antennas array, e.g., 50 GHz bandwidth at 300 GHz with 1024 antennas,
the beam squint effect is severe and the resulted array gain loss could exceed 10 dB \cite{28}, \cite{29}, which motivates the novel hybrid beamforming designs to combat the beam squint. Moreover, with a high operating frequency and a large quantity of power-hungry RF devices in THz UM-MIMO systems, the THz hybrid beamforming architecture needs to be carefully designed to reduce the power consumption and improve the energy efficiency. Therefore, to combat the beam squint while keeping high energy efficiency, we propose a novel dynamic-subarray with fixed true-time-delay (DS-FTTD) architecture in this work.

B. Related Work

1) Solving beam squint in phase shifters-based architectures: There have been some studies investigating wideband hybrid beamforming algorithms to overcome the beam squint problem for the phase shifters-based architectures, e.g., fully-connected (FC) and array-of-subarrays (AoSA) hybrid beamforming architectures. The authors in \cite{21} proposed a beam squint compensation algorithm which can compensate the beamforming weights error of multiple carriers for the FC architecture. A wideband alternating minimization algorithm using phase extraction (PE-AltMin) was proposed to optimize the beamforming weights by jointly considering all carriers for the FC architecture \cite{15}. Moreover, the authors in \cite{22} proposed to utilize the knowledge of the dominant subspace of the channel matrix to design hybrid beamforming matrices to combat the beam quint. Apart from them, the authors in \cite{23} proposed wideband hybrid beamforming algorithms which utilize the sum channel covariance matrix of all carriers for both FC and AoSA architectures. The main principle of the above wideband algorithms is designing the digital precoding/combining matrix to re-focus the dispersed beams of all frequencies caused by the analog phase shifters. For the microwave and mmWave systems with relatively small fractional bandwidth, the required beamforming vectors of different frequencies are similar. Hence, the beam squint is not severe and can be overcome by the above algorithms. However, for THz communications with ultra-large fractional bandwidth and ultra-large-scale antennas, on one hand, the required beamforming vectors among the frequencies in a wide bandwidth are more distinctive such that the beam dispersion is severer, which is difficult to be re-focused by the above algorithms. On the other hand, the beams generated by ultra-large-scale antennas array in THz systems are much narrower and more sensitive to the beam dispersion, which results in a severer array gain reduction when the beams can not be re-focused. Consequently, due to these reasons, the beam squint problem in THz UM-MIMO systems is difficult to be addressed.
2) Using true-time-delay (TTD) to solve beam squint: Different from the phase shifter, TTD can realize frequency-proportional phases, by generating the same time delay on different carriers [5], [30]. Utilizing the frequency-proportional property of TTD to generate the beamforming weights, the beam squint problem can be solved. Based on this, one straightforward solution to combat beam squint is using TTDs to substitute the phase shifters [24], [29], [31], e.g., the fully-connected architecture with TTD (FC-TTD) as shown in Fig. 1(a). However, both the power consumption and hardware complexity of the TTD are higher than the phase shifter such that directly substituting all phase shifters by TTDs is impractical at THz band [28], [29]. Instead, the authors in [25], [28], [29] proposed to insert a limited number of TTDs, e.g., several tens of TTDs, between the RF chains and phase shifters, to form a TTD-aided architecture, as shown in Fig. 1(b). Due to the less number of TTDs, the TTD-aided architecture has lower power consumption than FC-TTD. However, all the above studies consider to use the TTDs which can provide adjustable time delay with high-resolution or even infinite-resolution, which are power-hungry and impractical. In light of this, we propose a novel energy-efficient DS-FTTD architecture, by using low-cost FTTD which only provides a fixed and non-adjustable time delay, to combat the beam squint. Furthermore, a switch network is proposed to enable the dynamic connections between FTTDs and antennas to enhance the spectral efficiency.
C. Contributions

In this work, we propose an energy-efficient DS-FTTD architecture by using low-cost FTTDs and a switch network, as shown in Fig. [1](c). The concept of FTTD is similar to adjustable TTD except that its time delay is fixed rather than adjustable. Specifically, the FTTD can be realized by a microstrip line or waveguide with fixed length, which are basic devices in circuit design and have very low hardware complexity and power consumption [32]. However, due to the fixed time delay, the FTTD can not generate flexible beamforming weights to meet the requirement of mobile communications. To tackle this problem, we design a switch network between FTTDs and antennas to enable the dynamic connections, by which each antenna can select one FTTD with proper time delay from all FTTDs to generate flexible beamforming weights and enhance the spectral efficiency. Furthermore, to design the hybrid beamforming matrices for the DS-FTTD architecture, we propose a low-complexity row-decomposition (RD) algorithm. Compared to our prior and shorter version of this work [1], more meticulous algorithm design, computational complexity analysis, and convergence analysis are proposed, with substantially more simulation evaluation. Moreover, we add comprehensive comparisons of the power consumption and hardware complexity between the DS-FTTD architecture and the existing architectures. Distinctive contributions of this work are summarized as follows.

- **We analyze the severe beam squint caused by THz peculiarities and propose an energy-efficient DS-FTTD architecture to combat beam squint.** We first analyze the severe beam squint caused by the ultra-wide fractional bandwidth and ultra-large-scale antennas array of the wideband THz UM-MIMO hybrid beamforming. Then, to combat the beam squint while maintaining a low power consumption, we propose the DS-FTTD architecture using the low-cost FTTDs and switch network. Moreover, we analyze that the power consumption, hardware complexity, and insertion loss of the proposed DS-FTTD architecture are lower than the existing FC-TTD and TTD-aided architectures.

- **We formulate the hybrid beamforming problem of the DS-FTTD architecture and propose a low-complexity RD algorithm to solve the hybrid beamforming matrices.** With determined time delays of FTTDs, the analog beamforming is realized by the dynamic selections enabled by the switch network matrix. The RD algorithm alternatively designs the switch network matrix and the digital beamforming matrix. Particularly, the key idea of the RD algorithm is transforming the original non-convex and intractable hybrid integer
programming about the switch network matrix design to a tractable ranking problem, which can be efficiently solved. Moreover, the computational complexity of the RD algorithm is linearly related with the number of antennas, which is low.

- **We carry out extensive simulations to evaluate the performance of the proposed DS-FTTD architecture and the RD algorithm.** Based on the RD algorithm, the DS-FTTD architecture achieves near-optimal array gain over all carriers. Moreover, we analyze the energy efficiency of the DS-FTTD architecture with varying transmit power and number of antennas and show that the DS-FTTD architecture achieves substantially higher energy efficiency than the existing architectures. Furthermore, the simulation results reveal that the spectral efficiency of the proposed DS-FTTD architecture with RD algorithm is robust to the imperfect channel state information (CSI).

The remainder of this paper is organized as follows. We investigate the beam squint effect and analyze the severe beam squint caused by THz peculiarities in Sec. [II]. We propose the DS-FTTD architecture and analyze its low hardware complexity and low power consumption in Sec. [III]. We formulate the hybrid beamforming problem and propose the RD algorithm for DS-FTTD in Sec. [IV]. Furthermore, extensive simulation results are presented in Sec. [V]. Finally, the conclusion is drawn in Sec. [VI].

**Notations:** We use upper bold case letters for matrices, lower bold case letters for vectors, and lower normal case letters for scalars; \( I_N \) denotes an \( N \)-dimensional identity matrix; \((\cdot)^T\), \((\cdot)^*\), and \((\cdot)^H\) represent transpose, conjugate, and conjugate transpose; \( \|\cdot\|_p \) is the \( p \)-norm of the vector; \( \|\cdot\|_F \) is the Frobenius norm of the matrix; \( \otimes \) denotes the Kronecker product; \( \text{Re}(\cdot) \) denotes the real part; \( \text{Tr}(\cdot) \) represents the trace of the matrix; \( \text{diag}(\cdot) \) denotes the diagonal vector of the matrix.

II. **THz Wideband UM-MIMO Channel and Severe Beam Squint Caused by THz Peculiarities**

In this section, we first introduce the channel model of THz wideband UM-MIMO systems. Then, we investigate the beam squint effect and the resulted beam misalignment as well as array gain loss. More importantly, we analyze the severe beam squint in THz wideband UM-MIMO systems caused by the THz peculiarities of ultra-broad fractional bandwidth and the ultra-large-scale antennas array.
A. THz Wideband UM-MIMO Channel Model

We consider a multi-carrier wideband system with $M$ carriers, where the index $m$ represents the $m^{th}$ carrier with $m = 1, 2, ..., M$. The frequency $f_m$ of the $m^{th}$ carrier is $f_m = f_c + \frac{B}{M-1}(m - \frac{M+1}{2})$, where $f_c$ and $B$ are the central frequency and the bandwidth. We adopt $N_t$ transmitted antennas and $N_r$ received antennas. Multiple beams can be generated to transmit/receive the signals along the directions of the multipath components. As a result, it is necessary to consider the multipath effect. Therefore, the channel matrix of the $m^{th}$ carrier $H[m] \in \mathbb{C}^{N_r \times N_t}$ can be written as \[17\]

$$H[m] = \sum_{n=1}^{N_p} \alpha_n[m] G_t a_{tn}[m] a_{rn}[m]^H,$$

where $N_p$ is the number of multipath of the channel and the subscript $n$ denotes the $n^{th}$ multipath component. The complex number $\alpha_n[m]$ describes the path gain of the $n^{th}$ path at the $m^{th}$ carrier, which contains the free-space loss, reflection loss, scattering loss, diffraction loss, and molecular absorption loss that are detailed in our previous THz channel work \[33\]. The vectors $a_{tn}[m]$ and $a_{rn}[m]$ denote the transmitted and received array response vectors for the $n^{th}$ path at the $m^{th}$ carrier, respectively. $a_{tn}[m]$ and $a_{rn}[m]$ share the similar structure with $a[m]$ as follows. For an $L \times W$-element uniform planar array (UPA) on the $yz$-plane, $a[m]$ can be written as \[34\]

$$a[m] = [1, ..., e^{j \frac{2 \pi f_m}{c} d \sin(\phi) \sin(\theta) + b \cos(\theta)} , ..., e^{j \frac{2 \pi f_m}{c} d ((L-1) \sin(\phi) \sin(\theta) + (W-1) \cos(\theta))}]^T$$

$$= [1, ..., e^{j \frac{2 \pi f_m}{c} d (L-1) \sin(\phi) \sin(\theta)}] ^T \otimes [1, ..., e^{j \frac{2 \pi f_m}{c} d (W-1) \cos(\theta)}]^T,$$

where $d$ is the antenna spacing and $c$ denotes the speed of light. $0 \leq a \leq (L-1)$ and $0 \leq b \leq (W-1)$. In addition, $\phi$ and $\theta$ refer to the azimuth and elevation angles. For $a_{tn}[m]$, $\phi$ and $\theta$ should be substituted by $\phi_{tn}$ and $\theta_{tn}$, i.e., the azimuth and elevation angles of departure, respectively. Similarly, for $a_{rn}[m]$, $\phi$ and $\theta$ should be substituted by $\phi_{rn}$ and $\theta_{rn}$, i.e., the azimuth and elevation angles of arrival, respectively. $G_t$ and $G_r$ represent the antenna gain at the transmitter and receiver, respectively. We adopt a widely-used sector antenna model whose antenna gain can be expressed as \[35\]

$$G_t = \begin{cases} \sqrt{G_0}, & \forall \phi_{tn} \in [\phi_{\text{min}}, \phi_{\text{max}}], \forall \theta_{tn} \in [\theta_{\text{min}}, \theta_{\text{max}}] \\ 0, & \text{otherwise,} \end{cases}$$

where $\phi_{\text{max}} - \phi_{\text{min}}$ and $\theta_{\text{max}} - \theta_{\text{min}}$ denote the antenna beamwidth at the azimuth and elevation directions, respectively, and $G_0 \approx \frac{4\pi}{(\phi_{\text{max}} - \phi_{\text{min}})(\theta_{\text{max}} - \theta_{\text{min}})}$ \[35\]. The antenna model at the receiver is similar to the antenna model at transmitter, with the same antenna beamwidth and gain $G_0$. 
Note that the beam of the whole antennas array is contributed by two parts, i.e., the array beam pattern and the antenna beam pattern. On one hand, the antenna beam pattern is usually fixed due to the hardware limitation. On the other hand, the array beam pattern is adjustable, thanks to the beamforming technology. The beamwidth of the whole antennas array is much narrower than the antenna beamwidth due to the beamforming enabled by the ultra-large-scale array. Moreover, $G_0$ is the gain of the individual antenna, besides which the UM-MIMO system also has a huge array gain generated by beamforming, which is analyzed as follows.

B. Beam Squint Effect

Most of the existing hybrid beamforming studies consider the use of phase shifters to generate the beamforming weights [12], [15], [17]–[21], [23], [36]–[38], which suffer from the beam squint problem as follows. We analyze the case of single-beam for an $L \times W$-element UPA, while multi-beam cases are similar and extensible. The azimuth and elevation angle of the target beam is $\phi_0$ and $\theta_0$. Based on (2), the array response vector for azimuth angle $\phi_0$ and elevation angle $\theta_0$ at frequency $f$ is

$$a_{UPA}[m] = \left[ 1, \ldots, e^{j \frac{2\pi f m}{c} d(L-1) \sin(\phi_0) \sin(\theta_0)} \right]^T \otimes \left[ 1, \ldots, e^{j \frac{2\pi f m}{c} d(W-1) \cos(\theta_0)} \right]^T, \quad (4)$$

To steer a beam to $\phi_0$ and $\theta_0$, the beamforming vector composed by the weights of phase shifters is usually designed for central frequency $f_c$ as

$$w_{UPA} = \left[ 1, \ldots, e^{j \frac{2\pi f_c}{c} d(L-1) \sin(\phi_0) \sin(\theta_0)} \right]^T \otimes \left[ 1, \ldots, e^{j \frac{2\pi f_c}{c} d(W-1) \cos(\theta_0)} \right]^T \quad (5a)$$

$$= \left[ 1, \ldots, e^{j \frac{2\pi f_c}{c} d(L-1) \frac{f_c}{f_m} \sin(\phi_0) \sin(\theta_0)} \right]^T \otimes \left[ 1, \ldots, e^{j \frac{2\pi f_c}{c} d(W-1) \frac{f_c}{f_m} \cos(\theta_0)} \right]^T. \quad (5b)$$

Using this beamforming vector, the beam of central frequency $f_c$ can be steered to the target direction $\phi_0$ and $\theta_0$. However, for the other frequencies $f_m \neq f_c$, by comparing (5b) with the array response vector (4), the actual steered spatial azimuth direction and spatial elevation direction of frequency $f_m$ are $\frac{f_c}{f_m} \sin(\phi_0) \sin(\theta_0)$ and $\frac{f_c}{f_m} \cos(\theta_0)$, which reveal that the actual elevation and azimuth angles of the steered beam at frequency $f_m$ are misaligned to [39]

$$\tilde{\theta}_0 = \arccos \left( \frac{f_c}{f_m} \cos(\theta_0) \right), \quad (6a)$$

$$\tilde{\phi}_0 = \arcsin \left( \frac{f_c \sin(\phi_0) \sin(\theta_0)}{f_m \sin(\theta_0)} \right). \quad (6b)$$
Furthermore, by calculating the square of the inner product of the beamforming vector in (5a) and the array response vector in (4), the array gain for frequency \( f_m \) at the target direction can be calculated as \([25],[26],[28]\)

\[
G_{\text{array}}[f_m, \phi_0, \theta_0] = \frac{1}{LW} |w_{\text{UPA}}^H a_{\text{UPA}}[m]|^2
\]  
(7a)

\[
= \frac{1}{LW} |(v_a \otimes v_e)^H (b_a \otimes b_e)|^2
\]  
(7b)

\[
= \frac{1}{LW} |(v_a^H b_a) \otimes (v_e^H b_e)|^2
\]  
(7c)

\[
= \frac{1}{LW} \left| \frac{\sin(\pi dL \Psi_a)}{\sin(\pi d \Psi_a)} \frac{\sin(\pi dW \Psi_e)}{\sin(\pi d \Psi_e)} \right|^2
\]  
(7d)

where in (7b) \( v_a = [1, \ldots, e^{j2\pi d_L/(L-1)\sin(\phi_0)\sin(\theta_0)}]^T, v_e = [1, \ldots, e^{j2\pi d_L/(W-1)\cos(\theta_0)}]^T \), \( b_a = [1, \ldots, e^{j2\pi d_m/(L-1)\sin(\phi_0)\sin(\theta_0)}]^T \), and \( b_e = [1, \ldots, e^{j2\pi d_m/(W-1)\cos(\theta_0)}]^T \). (7c) follows the mixed-product property of the Kronecker product. In (7d), \( \Psi_a = \frac{f_m-f_c}{c} \sin(\phi_0)\sin(\theta_0) \) and \( \Psi_e = \frac{f_m-f_c}{c} \cos(\theta_0) \).

Specifically, the maximal array gain equals to \( LW \) and is achieved when \( f_m = f_c \). While for \( f_m \neq f_c \), the array gain can not achieve the maximum due to the beam misalignment. We define \( L_{\text{array}}[f_m, \phi_0, \theta_0] = 10\log_{10}(LW) - 10\log_{10}(G_{\text{array}}[f_m, \phi_0, \theta_0]) \) as the array gain loss with respect to the frequency \( f_m \) and direction \( \phi_0 \) and \( \theta_0 \), which can be expressed as

\[
L_{\text{array}}[f_m, \phi_0, \theta_0] = -20\log_{10} \left( \frac{1}{LW} \left| \frac{\sin(\pi dL \Psi_a)}{\sin(\pi d \Psi_a)} \frac{\sin(\pi dW \Psi_e)}{\sin(\pi d \Psi_e)} \right| \right).
\]  
(8)

C. Severe Beam Squint Caused by THz Peculiarities

The beam squint is a joint spatial-frequency effect. In the frequency domain, the beam misalignment angle of \( f_m \) in (6) grows with larger frequency deviation from the central frequency \( f_c \). Compared to lower frequencies, due to the ultra-wide fractional bandwidth, the beam misalignment angle in THz systems becomes larger. Considering the spatial domain, with more antennas and a larger array aperture, the beamwidth of THz UM-MIMO systems becomes narrower, which makes the beam more sensitive to the beam misalignment in (6), leading to a higher array gain reduction. Consequently, THz UM-MIMO systems with ultra-wide bandwidth and ultra-large-scale array suffer from a much severer beam squint problem than the microwave and mmWave MIMO systems.

1) Ultra-large fractional bandwidth: With abundant spectrum resource, the fractional bandwidth of THz UM-MIMO systems can be very large, e.g., 16.7\% (50 GHz bandwidth at 300 GHz central frequency). By contrast, the fractional bandwidth at microwave and mmWave systems is
usually limited, e.g., 0.83% (20 MHz at 2.4 GHz) and 3.33% (2 GHz at 60 GHz). According to (6), for THz wideband UM-MIMO systems, the beam misalignment caused by beam squint is much larger than the microwave and mmWave MIMO systems.

2) **Ultra-large-scale antennas array**: With sub-millimeter wavelength at THz band, ultra-massive antennas, e.g., 1024 antennas, can be arranged at a small footprint to provide a huge array gain to overcome the propagation loss. Moreover, to offer an additional antenna gain to further improve the coverage, directional antennas need to be used. One major property of the directional antenna is that its effective area is larger than that of the 0 dBi omnidirectional antenna and the corresponding antenna spacing is larger than the typical half-wavelength. By considering the sector antenna model as analyzed in (3), the effective area of an antenna with directional gain $G_0$ is [35]

$$A_e = \frac{\lambda_c^2}{4\pi} G_0,$$

(9)

where $\lambda_c$ denotes the wavelength of the central frequency $f_c$. To overcome the severe path loss at THz band, $G_0$ is usually around 10 dBi in the existing THz UM-MIMO studies, e.g., 8 dBi in [40] and 17.8 dBi in [35]. Taking $G_0 = 10$ as a typical value, $A_c \approx (0.89\lambda_c)^2$. Note that the physical area of the antenna is larger than $A_e$. The antenna spacing is the distance between the centers of two adjacent antennas and should be larger than the square root of the physical area of the antenna, i.e., $0.89\lambda_c$, to avoid the overlapping of antennas. Without loss of generality, we consider that the antenna spacing as $d = \lambda_c$ in this work\(^1\). Compared to the microwave and mmWave MIMO systems, the ultra-massive antennas and wider spacing of directional antennas in THz UM-MIMO systems bring much narrower beams, which are more sensitive to the beam misalignment caused by beam squint and result in a very large array gain loss.

We further numerically show the severe beam squint effect in THz wideband UM-MIMO systems in Fig. 2. There is no array gain loss at central frequency, while the array gain loss increases with $|f_m - f_c|$. It is worth noting that the array gain loss has a pseudo-periodicity due to the sinusoidal function in (8). In THz UM-MIMO systems, due to the ultra-wide fractional bandwidth and ultra-large-scale antennas array, the array gain loss caused by beam squint is

\(^1\)With antenna spacing larger than 0.5$\lambda_c$, the array beam pattern will have grating lobe, if the array is composed by omnidirectional antennas. While for the array composed by directional antennas in this work, the directivity of antennas can suppress the grating lobe [41].
Fig. 2: The array gain loss caused by beam squint effect in THz UM-MIMO system with 1024 antennas. $f_c = 300 \text{ GHz}$, $B = 50 \text{ GHz}$, $L = W = 32$, $\phi_0 = 20^\circ$, $\theta_0 = 30^\circ$.

huge, e.g., 22 dB at 275 GHz. Consequently, the beam squint in THz wideband UM-MIMO systems is very severe and needs to be addressed carefully.

III. COMBAT THE BEAM SQUINT ENERGY-EFFICIENTLY: THE PROPOSED DS-FTTD ARCHITECTURE

To solve the severe beam squint in THz wideband systems, the existing THz hybrid beamforming studies usually consider to use the adjustable TTDs. However, the adjustable TTD has high power consumption and hardware complexity at the THz band, which is impractical. Therefore, to address the severe beam squint while keeping a low power consumption and hardware complexity, we propose a novel DS-FTTD hybrid beamforming architecture, using the low-cost FTTDs, in this section.

A. Drawbacks of Adjustable TTD

As analyzed in Sec. II-B, the essence of solving beam squint is providing frequency-proportional phase as the beamforming weight. Different from the frequency-flat phase shifter, the TTD adjusts the same time delay $\tau$ on the signal with different frequencies such that the adjusted phase is $2\pi f_m \tau$ and is frequency-proportional [5], [30]. As we analyzed in related work, to solve the severe beam squint problem, the existing THz hybrid beamforming studies consider to substitute all phase shifters by TTDs, e.g., the FC-TTD architecture in Fig. 1(a), or insert an additional TTD layer between RF chains and phase shifters, e.g., the TTD-aided architecture in Fig. 1(b) [28], [29]. However, both of these two architectures consider the use of TTD which can provide
adjustable time delay with high-resolution or even infinite-resolution, which has high power consumption and hardware complexity as follows.

One typical hardware implementation of adjustable TTD is shown in Fig. 3(a) [42], [43]. The TTD is composed by cascaded discretely adjustable unit and continuously adjustable unit, which can provide discrete levels of time delay in a large range and a continuously adjustable time delay in a small range, respectively. The continuously adjustable unit can be realized by movable parallel-coupled high-resistivity silicon slabs [42]. The discretely adjustable unit is realized by cascaded time delay units and single-pole two-throw switches, which provide different levels of time delay and time delay selection, respectively. Due to the cascaded structure, the power consumption, insertion loss, and hardware complexity of the TTD are summation of those of the continuously adjustable unit, time delay units, and switches. As a result, the TTD at THz band usually has high power consumption, insertion loss, and hardware complexity, e.g. 80 mW power consumption and 10 dB insertion loss [28], [44].

B. The Proposed DS-FTTD Architecture

To combat the beam squint problem while keeping high energy efficiency and low hardware complexity, we propose the DS-FTTD architecture, which uses simple FTTDs rather than the complicated adjustable TTDs, as shown in Fig. 3(c). Since the FTTD provides a fixed and non-adjustable time delay, it is only composed by a simple time delay unit, as shown in Fig. 3(b). Specifically, the time delay unit can be realized by a microstrip line or waveguide
with fixed length, which is a basic and widely-used device to convey the RF signal in the circuit [32]. Compared to the adjustable TTD, the power consumption and hardware complexity are substantially reduced.

In DS-FTTD architecture, each RF chain connects to \( Q \) FTTDs, whose time delays are fixed as \( \tau_1, \tau_2, ..., \tau_Q \), respectively. With the advantage of low cost, one drawback of the FTTD is that the provided time delay is fixed while the required beamforming weight of phase may be an arbitrary value between 0 and \( 2\pi \) depending on the channel. Therefore, we propose to insert a switch network between the FTTDs and antennas to enable the dynamic connections. Through the switch, each antenna can select one FTTD with proper time delay from all FTTDs to generate the beamforming weight to satisfy the requirement of channel. Compared to the existing FC-TTD and TTD-aided architectures, the proposed DS-FTTD architecture has lower hardware complexity, power consumption, and insertion loss, as follows.

1) **Low hardware complexity:** The major difference among the proposed DS-FTTD and the existing FC-TTD and TTD-aided architectures is the analog beamforming part as shown in Fig. [I] while the other parts are similar. Therefore, we list the hardware components and the typical values of power consumption of the analog beamforming part of DS-FTTD, FC-TTD, and TTD-aided architectures in TABLE [II] where \( N_t \) and \( L_t \) denote the number of antennas and RF chains in all architectures, \( N_k \) is the number of TTDs in TTD-aided architecture, \( Q \) is the number of FTTDs connected with each RF chain in DS-FTTD architecture. The involved hardware devices of the analog beamforming part of the FC-TTD, TTD-aided, and DS-FTTD architectures are \( N_t L_t \) adjustable TTDs, \( N_t L_t \) phase shifters plus \( N_k \) adjustable TTDs, and \( N_t \) switches plus \( L_t Q \) FTTDs, respectively. In this work, to achieve high energy efficiency, the value of \( Q \) is small, e.g., \( Q = 32 \ll N_t \) in the simulations of the manuscript. Compared to an adjustable TTD or an adjustable phase shifter, a FTTD or a switch is of lower cost and requires less space. In terms of quantities, the combined quantity of FTTDs and switches in the DS-FTTD architecture is equal to \( L_t Q + N_t \), which is much smaller than the number of adjustable TTDs \( N_t L_t \) in FC-TTD architecture and the number of adjustable phase shifters \( N_t L_t \) in TTD-aided architecture [29]. Consequently, without loss of generality, the hardware complexity and the required space of the DS-FTTD architecture are lower than the FC-TTD and TTD-aided counterparts. Moreover, the value of \( Q \) could be further decreased to occupy less space, when applying the DS-FTTD architecture in the mobile scenarios, e.g., UAV.
TABLE I: The hardware components and power consumption of the analog beamforming part of the hybrid beamforming architectures, around 300 GHz [1], [7], [44], [45].

|                | Phase Shifter | Adjustable TTD | FTTD     | Switch | Total Power |
|----------------|---------------|----------------|----------|--------|-------------|
|                | Quantity     | Power          | Quantity | Power  |             |
| FC-TTD         | -             | -              | $N_t L_t$| 80 mW | 80 $N_t L_t$|
| TTD-aided      | $N_t L_t$     | 42 mW          | $N_k$    | 80 mW | 42 $N_t L_t$+80 $N_k$|
| DS-FTTD        | -             | -              | -        | -      | 10 $N_t$+30$N_{aFTTD}$ |

2) **Low power consumption:** We list the typical values of the power consumption of devices in TABLE I. In DS-FTTD, FC-TTD, and TTD-aided architectures, the typical values of $N_t$, $L_t$, $N_k$, and $Q$ are 1024, 4, 128, and 32, respectively. Consequently, the power consumption of the analog beamforming part of the FC-TTD and TTD-aided architectures are $80 N_t L_t = 327$ W and $42 N_t L_t+80 N_k = 182$ W, respectively. In the DS-FTTD architecture, although the total number of FTTDs is $L_t Q$, only the FTTDs which are selected by at least one switch are active and consume power. Hence, we denote $N_{aFTTD}$ as the number of active FTTDs, which is no larger than $L_t Q$. As a result, the power consumption of the analog beamforming part of the DS-FTTD architecture is $10 N_t + 30 N_{aFTTD}$, as shown in TABLE I. Since we usually have $N_t \gg L_t Q \geq N_{aFTTD}$ in THz DS-FTTD architecture, the switches dominate the power consumption of the analog beamforming part. We have $10 N_t + 30 N_{aFTTD} \leq 10 N_t + 30 L_t Q = 14$ W. Therefore, the power consumption of the analog beamforming part of DS-FTTD architecture is at most 4% and 11% of the existing FC-TTD and TTD-aided architectures. Since the other parts of these architectures are similar, the overall power consumption of the DS-FTTD is significantly lower than the FC-TTD and TTD-aided architectures.

3) **Low insertion loss:** The insertion loss denotes the attenuation of the signal when passing the hardware device. The transmit power of the hardware architecture in dB can be treated as the output power of signal source plus the gain of power amplifier and then minus the insertion loss. Due to the hardware challenges at THz band, the output power of signal source and the gain of power amplifier are smaller than the lower frequencies. As a result, to avoid low transmit power, the insertion loss should be reduced. As shown in Fig. I for the DS-FTTD architecture, the insertion loss of the analog beamforming part is the summation of the insertion loss of one FTTD and one switch, i.e., $IL_{FTTD} + IL_{switch}$. The insertion loss of the analog beamforming part of FC-TTD architecture is the insertion loss of the adjustable TTD, i.e., $IL_{TTD}$. For TTD-aided architecture, the insertion loss is the summation of insertion loss of one adjustable TTD.
and one phase shifter, i.e., $IL_{TTD} + IL_{PS}$. Note that the adjustable TTD is usually cascaded by multiple FTTDs and switches, as shown in Fig. 3. As a result, the insertion loss of adjustable TTD is the summation of multiple FTTDs and switches such that $IL_{TTD}$ is several times of $IL_{FTTD} + IL_{switch}$. Hence, $IL_{TTD} + IL_{PS} > IL_{TTD} > IL_{FTTD} + IL_{switch}$. Accordingly, the insertion loss of the analog beamforming part of the DS-FTTD architecture is lower than those of the FC-TTD and TTD-aided architectures.

IV. SYSTEM MODEL AND HYBRID BEAMFORMING DESIGN FOR DS-FTTD ARCHITECTURE

In the previous section, we have proposed the energy-efficient DS-FTTD architecture and analyzed its low power consumption and hardware complexity. In this section, we first formulate the hybrid beamforming problem for the DS-FTTD architecture. Then, we propose a low-complexity RD algorithm to solve the hybrid beamforming problem. The key idea of the RD algorithm is transforming the non-convex and intractable hybrid integer programming design problem to a tractable ranking problem, which can be efficiently solved.

A. Problem Formulation for DS-FTTD Hybrid Beamforming

To focus on the analysis of the DS-FTTD architecture at the transmitter, we consider that the receiver is arranged with optimal digital combining architecture, which is a common practice in the hybrid beamforming studies [15], [17], since the analysis of the DS-FTTD architecture at the receiver side is similar and extensible. The number of antennas at transmitter and receiver is $N_t$ and $N_r$, respectively. We denote the number of RF chains and data streams at transmitter as $L_t$ and $N_s$, respectively. The system model of the DS-FTTD architecture at the $m$th carrier can be expressed as

$$y[m] = H[m]SF[m]D[m]x[m] + n[m],$$

(10)

where $x[m]$ and $y[m]$ denote $N_s \times 1$ and $N_r \times 1$ transmitted and received signals. Moreover, $n[m] \in \mathbb{C}^{N_r \times 1}$ refers to the noise vector, and $F[m]$ is an $L_tQ \times L_t$-dimensional matrix which represents the phase adjustments of the FTTDs. $S$ is an $N_t \times L_tQ$-dimensional binary switch network matrix. Since the state of switch is frequency-independent, we omit the frequency index $[m]$ for $S$ in the following. $D[m] \in \mathbb{C}^{L_t \times N_s}$ denotes the digital precoding matrix. We consider that the CSI has been obtained, while the impact of imperfect CSI is numerically evaluated in Sec. [15]. In this work, we focus on the hybrid beamforming at transmitter, while one
potential future extension is the use of reconfigurable intelligent surfaces (RIS) to manipulate the communication environment, which not only improves the coverage distance \[46\] but also reduces the complexity of beamforming at the transmitter \[47\].

**Time delays of FTTDs:** Each RF chain connects to \(Q\) FTTDs, whose time delays are set as \(\tau_1, \tau_2, \ldots, \tau_Q\), respectively. We use \(\tau_{\text{min}}\) and \(\tau_{\text{max}}\) to denote the minimal and maximal required time delays of all antennas in the array. As shown in (2), when steering a beam to the azimuth angle \(\phi\) and elevation angle \(\theta\), \(\tau_{\text{min}} = 0\) and \(\tau_{\text{max}} = \frac{d}{\sqrt{2}c}((L - 1)\sin(\phi)\sin(\theta) + (W - 1)\cos(\theta))\).

With different beam directions, \(\tau_{\text{max}}\) varies while it is always no larger than \(\frac{d}{\sqrt{2}c}(L + W - 2)\) due to the property of sine function and cosine function. Hence, we set \(\tau_{\text{max}} = \frac{d}{\sqrt{2}c}(L + W - 2)\).

In mobile communications with arbitrary targeted beam directions, the required time delay of one antenna in the array can be arbitrary value between \(\tau_{\text{min}}\) and \(\tau_{\text{max}}\). Note that each antenna selects one FTTD among all FTTDs through switch to satisfy its required time delay. Therefore, to satisfy the required time delays of all antennas as far as possible, we uniformly set the time delays of FTTDs as \(\tau_q = \frac{\tau_{\text{max}} - \tau_{\text{min}}}{Q-1}(q-1)\) with \(q = 1, 2, \ldots, Q\), without loss of generality.

The structure of the FTTD network matrix \(F[m]\) can be stated as

\[
F[m] = \text{blkdiag}(f[m], \ldots, f[m]),
\]

where \(f[m] = [e^{j2\pi f_m \tau_1}, e^{j2\pi f_m \tau_2}, \ldots, e^{j2\pi f_m \tau_Q}]^T\) and \(\text{blkdiag}(\cdot)\) denotes block diagonal matrix.

Since each antenna only selects one FTTD to connect with through the switch, the switch network matrix \(S\) has a constraint that each row of \(S\) only has one non-zero element, i.e., \(\|S_i\|_0 = 1, i = 1, 2, \ldots, N_t\), where \(S_i\) represents the \(i\)th row of \(S\). \(\rho\) is the total transmit power of the DS-FTTD architecture. The achievable spectral efficiency of the DS-FTTD architecture is given by

\[
SE = \frac{1}{M} \sum_{m=1}^{M} \log_2 \left( \left| I_{N_t} + \frac{1}{\sigma_n^2} H[m]S[m]D[m](H[m]S[m]D[m])^H \right| \right),
\]

where \(\sigma_n^2\) denotes the noise power of each carrier.

**Hybrid beamforming problem:** The unknown variables to design in the DS-FTTD architecture include the switch network matrix \(S\) and the digital precoding matrix \(D[m]\). We aim to design \(S\) and \(D[m]\) to maximize the achievable spectral efficiency (12) of the DS-FTTD architecture. Note that the energy efficiency is the ratio between spectral efficiency and power consumption. As shown in TABLE II in Sec. V, the power consumption of DS-FTTD architecture is dominated by \(P_{PA}N_t + P_{SW}N_t\), which is a constant. Hence, by maximizing the spectral efficiency while
keeping an almost invariant power consumption, the energy efficiency is improved. However, directly solving $S$ and $D[m]$ to maximize the spectral efficiency is intractable, since they are coupled in (12) and the expression of the spectral efficiency is quite complicated. Instead, it is a common practice to transform the maximization of the achievable spectral efficiency into a Euclidean distance minimization problem [12], [15], [17]. Therefore, the Euclidean distance minimization problem across all carrier frequencies can be formulated as

$$\min_{S, D[m]} \sum_{m=1}^{M} \|P[m] - SF[m]D[m]\|_F^2$$

s.t. $S_{i,l} \in \{0, 1\}, \|S_i\|_0 = 1, \forall i, l,$

$$\|SF[m]D[m]\|_F^2 = \|P[m]\|_F^2, \forall m,$$

where $P[m] = V_{N_s}[m]\Gamma[m]$ denotes the optimal precoding matrix for the $m^{th}$ carrier frequency which can maximize the spectral efficiency. $V_{N_s}[m]$ is the first $N_s$ columns of $V[m]$, which comes from the singular value decomposition (SVD) of the channel matrix $H[m]$ such that $H[m] = U[m]\Sigma[m]V[m]^H$. $\Gamma[m]$ refers to the water-filling power allocation matrix for the $m^{th}$ carrier, which satisfies $\sum_{m=1}^{M} \|P[m]\|_F^2 = \rho$. $S_{i,l}$ is the element of $S$ on the $i^{th}$ row and $l^{th}$ column. (13b) and (13c) are the switch network constraint and transmit power constraint, respectively. As we will see that the numerical results in Sec. V-D show that the transformation of the original spectral efficiency maximization to the Euclidean distance minimization (13) is effective, i.e., by reducing the objective function in (13a), the spectral efficiency is enlarged efficiently.

**B. RD Hybrid Beamforming Algorithm for DS-FTTD Architecture**

We propose a low-complexity RD algorithm to solve the problem (13), which is a non-convex hybrid integer programming problem. One main difficulty to solve the problem (13) is the coupling of $S$ and $D[m]$. To tackle the obstacle of the coupling, we aim to alternatively solve $S$ and $D[m]$, i.e., alternatively fix one to update the other one. Particularly, we transform the intractable hybrid integer programming problem into a tractable ranking problem, which can be efficiently solved. In the existing hybrid beamforming studies [12], [15], [17], [19], it is a common and effective practice to first design the hybrid beamforming matrices by omitting the power constraint and then normalize the digital beamforming matrix to satisfy the power constraint. Hence, in the following, we first design $S$ and $D[m]$ without the power constraint and then normalize $D[m]$ as $D[m] = \frac{\|P[m]\|_F}{\|SF[m]D[m]\|_F}D[m]$ to satisfy $\|SF[m]D[m]\|_F^2 = \|P[m]\|_F^2, \forall m$. 


1) Design of switch network matrix $S$: To begin with, we first design $S$ to solve problem (13), with fixed $D[m]$. By omitting the transmit power constraint temporarily, solving $S$ to minimize (13a) is rearranged as

$$\min_S \sum_{m=1}^M \|P[m] - SF[m]D[m]\|^2_F$$  \hspace{1cm} (14a)$$

s.t. \quad S_{i,t} \in \{0, 1\}, \|S_i\|_0 = 1, \forall i, l,$$  \hspace{1cm} (14b)$$

where the problem (14) is an integer programming problem associated with a matrix variable, which is inefficient to solve. To make the problem more tractable, we rewrite (14a) as

$$\sum_{m=1}^M \|P[m] - SF[m]D[m]\|^2_F$$  \hspace{1cm} (15a)$$

= \sum_{m=1}^M \text{Tr} \left( (P[m] - SF[m]D[m]) (P[m] - SF[m]D[m])^H \right)$$  \hspace{1cm} (15b)$$

= \sum_{m=1}^M \text{Tr} \left( P[m]P[m]^H \right) - 2 \text{Tr} \left( \text{Re}(SF[m]D[m]P[m]^H) \right) + \text{Tr}(SF[m]D[m]D[m]^H F[m]^H S^H),$$  \hspace{1cm} (15c)$$

where the first term of (15c) is a fixed value since $P[m]$ is known. Therefore, to minimize (14a) is equivalent to minimize the second and third terms of (15c), as

$$\min_S \sum_{m=1}^M \left( -2 \text{Tr} \left( \text{Re}(SF[m]D[m]P[m]^H) \right) + \text{Tr}(SF[m]D[m]D[m]^H F[m]^H S^H) \right)$$  \hspace{1cm} (16)$$

First, we rewrite $\sum_{m=1}^M -2 \text{Tr} \left( \text{Re}(SF[m]D[m]P[m]^H) \right)$ as

$$\sum_{m=1}^M -2 \text{Tr} \left( \text{Re}(SF[m]D[m]P[m]^H) \right)$$  \hspace{1cm} (17a)$$

= -2 \sum_{m=1}^M \sum_{i=1}^{N_t} \text{Re}(S_i F[m]D[m]P_i[m]^H)$$  \hspace{1cm} (17b)$$

= -2 \sum_{i=1}^{N_t} S_i \left( \sum_{m=1}^M \text{Re}(F[m]D[m]P_i[m]^H) \right),$$  \hspace{1cm} (17c)$$

where (17b) comes from the property of matrix trace. $S_i$ and $P_i[m]$ are the $i^{th}$ row of $S_i$ and $P_i[m]$, respectively. Furthermore, we derive $\sum_{m=1}^M \text{Tr}(SF[m]D[m]D[m]^H F[m]^H S^H)$ in (16) as

$$\sum_{m=1}^M \text{Tr}\left( SF[m]D[m]D[m]^H F[m]^H S^H \right)$$  \hspace{1cm} (18a)$$

= \sum_{m=1}^M \sum_{i=1}^{N_t} S_i F[m]D[m]D[m]^H F[m]^H S_i^H$$  \hspace{1cm} (18b)$$

= \sum_{m=1}^M \sum_{i=1}^{N_t} S_i \text{diag}(F[m]D[m]D[m]^H F[m]^H)$$  \hspace{1cm} (18c)$$

= \sum_{i=1}^{N_t} S_i \left( \sum_{m=1}^M \text{diag}(F[m]D[m]D[m]^H F[m]^H) \right),$$  \hspace{1cm} (18d)$$

where (18b) follows the property of matrix trace. Moreover, due to the property of $S_i$ such that only one element of $S_i$ is ‘1’ and the other elements are ‘0’, (18b) is further equivalent to (18c).
By substituting (17c) and (18d) in (16), solving $S$ to minimize the objective function (14a) is equivalent to minimize

$$\sum_{i=1}^{N_t} S_i \left( \sum_{m=1}^{M} \left( -2\text{Re}(F[m]D[m]P_i[m]^H) + \text{diag}(F[m]D[m]D[m]^H F[m]^H) \right) \right). \quad (19)$$

We point out that the design of each $S_i$ only influences the value of the $i^{th}$ term of the summation in (19), which reveals that the minimization of (19) can be decomposed as $N_t$ uncorrelated parallel subproblems as

$$\min_{S_i} S_i \left( \sum_{m=1}^{M} \left( -2\text{Re}(F[m]D[m]P_i[m]^H) + \text{diag}(F[m]D[m]D[m]^H F[m]^H) \right) \right) \quad (20a)$$

s.t. $S_{i,l} \in \{0, 1\}$, $\|S_i\|_0 = 1, \forall l.$ \quad (20b)

Following the binary property of the row vector $S_i$, i.e., $S_{i,l} \in \{0, 1\}, \forall l$ and $\|S_i\|_0 = 1$, minimizing (20a) is equivalent to finding the position of the minimal element of the known column vector $\sum_{m=1}^{M} \left( -2\text{Re}(F[m]D[m]P_i[m]^H) + \text{diag}(F[m]D[m]D[m]^H F[m]^H) \right)$, which is a simple ranking problem and can be solved efficiently by the sorting algorithm in the solvers. Consequently, by denoting $p_{\text{min}}$ as the position of the minimal value, the optimal solution of $S_i$ for the problem (20) is

$$S_i = \begin{bmatrix} 0, \ldots, 0, & 1, & 0, \ldots, 0 \end{bmatrix}. \quad (21)$$

Then, by solving problem (20) with $i = 1, \ldots, N_t$ in parallel, the optimal $S$ in problem (14) is obtained. Since $P_i[m]$ with different $i$ differs from each other, the designed $S_i$ with different $i$ is in general different. Consequently, different antennas usually select different FTTDs to connect with. In the simulations of this work, the number of antennas is usually larger than the number of FTTDs, which leads to that some antennas may select the same FTTD with the same delay.

2) **Design of digital precoding matrix $D[m]$**: After determining $S$, we design $D[m]$ by fixing $S$ as follows. A semi-unitary digital precoding matrix can mitigate the interference of different data streams and improve the spectral efficiency [15], [17]. Inspired by this, we add a semi-unitary constraint to the digital precoding matrix as $D[m]^H D[m] = I_{N_s}$ for each $m$. By fixing $S$ and omitting the transmit power constraint temporarily, the design problem (13) can be reformulated as

$$\min_{D[m]} \sum_{m=1}^{M} \|P[m] - SF[m]D[m]\|_F^2$$

s.t. $D[m]^H D[m] = I_{N_s}, \forall m.$ \quad (22)
Algorithm 1: RD algorithm

Input: $L_t, Q, P[m], m = 1, 2, ..., M$

01: Initialize $S$ randomly under the constraints in (13)
02: Initialize $D[m]$ as (23), $m = 1, 2, ..., M$
03: Repeat
04: Parallel for $i = 1 : N_t$
05: Update $S_i$ via (21)
06: end for
07: Update $D[m]$ through (23), $m = 1, 2, ..., M$
08: Until convergence
09: Normalize each $D[m]$ as:

$$D[m] = \frac{P[m]}{\|P[m]\|_F}D[m]$$

Output: $S$ and $D[m], m = 1, 2, ..., M$

The solution to (22), which is called the orthogonal procrustes problem, is given as [15], [17]

$$D[m] = \hat{V}_{N_s}[m]\hat{U}[m]^H,$$  \hspace{1cm} (23)

where $L_t \times L_t$- and $N_s \times N_s$-dimensional $\hat{V}[m]$ and $\hat{U}[m]$ are from the SVD of $P[m]^H SF[m]$, yielding that $P[m]^H SF[m] = \hat{U}[m]\hat{\Sigma}[m]\hat{V}[m]^H$, and $\hat{V}_{N_s}[m]$ is the first $N_s$ columns of $\hat{V}[m]$.

To this end, we can alternatively solve $S$ and $D[m]$ via (21) and (23) until convergence for DS-FTTD architecture. After that, we enforce the transmit power constraint to $D[m]$ such that

$$D[m] = \frac{P[m]}{\|P[m]\|_F}D[m].$$

The pseudo code of RD algorithm is described in Algorithm 1. Since problem (20) can be solved with different $i$ in parallel, we use ‘Parallel for’ in Step 04 to represent this parallel optimization procedure.

3) Convergence analysis: It is worth noting that we add a semi-unitary constraint to $D[m]$. Under this semi-unitary constraint, when $S$ is fixed, the solution of $D[m]$ in (23) is optimal to minimize the objective function (13a). Moreover, when $D[m]$ is fixed, we obtain the optimal $S$ through (21). Therefore, in Algorithm 1, during the iterations from Step 03 to Step 08, the objective function does not increase, i.e., the convergence to a local optimal point can be ensured. The numerical results in Sec. V-D show that, the RD algorithm converges fast after about 8 iterations.

4) Computational complexity analysis: We denote the number of iterations of the RD algorithm as $K$. The computational complexity of the RD algorithm is divided into three parts, i.e., i) $K$ times of the calculation of $S$, ii) $K$ times of the calculation of $D[m], m = 1, 2, ..., M$, iii) one time of the normalization in Step 09.

The computation of $S$ involves $N_t$ times calculation of $\sum_{m=1}^{M}(-2\text{Re}(F[m]D[m]P_i[m]^H))$, once calculation of $\sum_{m=1}^{M}\text{diag}(F[m]D[m]D[m]^HP[m]^H)$, and $N_t$ times running of sorting algorithm,
whose computational complexity can be represented as $O(MN_tL_t^2QN_s)$, $O(ML_t^2QN_s)$, and $O(N_tL_tQ)$, respectively. In THz UM-MIMO systems, the number of antennas $N_t$ is usually much larger than the number of RF chains $L_t$ and the number of data streams $N_s$ such that $N_t$ has a significant impact on computational complexity [17]. Therefore, the computational complexity of solution of $S$ can be treated as $O(MN_tL_t^2QN_s)$.

The computation of $D[m]$ involves the calculation of $P[m]^H SF[m]$, the calculation of SVD of $P[m]^H SF[m]$, and the calculation of $\hat{V}_{N_x}[m] \hat{U}[m]^H$, whose computational complexity is $O(N_tL_t^2Q)$, $O(L_t^3)$, and $O(L_tN_s^2)$, respectively. Since $N_t$ is much larger than $L_t$ and $N_s$, the computational complexity of the solution $D[m]$ for $m = 1, 2, ..., M$ can be treated as $O(MN_tL_t^2Q)$. Furthermore, the computational complexity of the normalization in step 09 is $O(N_tL_t^2Q)$.

Consequently, by combining the above terms, the total computational complexity of the RD algorithm is $O(KMN_tL_t^2QN_s)$, which grows linearly with the number of antennas $N_t$ and is low.

V. SIMULATION RESULTS AND ANALYSIS

In this section, we comprehensively evaluate the performance of the proposed DS-FTTD architecture with the RD algorithm in the THz wideband UM-MIMO systems. The simulation setup is given in Sec. V-A. We first evaluate the performance of the DS-FTTD architecture versus the number of FTTDs in Sec. V-B, including the array gain, spectral efficiency, and energy efficiency. Then, we analyze the spectral efficiency and energy efficiency of the DS-FTTD architecture with varying transmit power and number of antennas, in Sec. V-C. Moreover, in Sec. V-D, we elaborate the convergence of the proposed RD algorithm and analyze the impact of the imperfect CSI on spectral efficiency of the DS-FTTD architecture with RD algorithm.

A. Simulation Setup

The simulation setup is presented as follows, unless stated otherwise. The central frequency is $f_c = 300$ GHz, where the bandwidth is $B = 50$ GHz. The number of carriers is $M = 50$. The communication distance is 50m. The number of multipath is less than 5 and the generation of the THz multipath as well as the path gain and directions follow the ray-tracing method in [17]. We consider UPA at both the transmitter and receiver. The number of antennas at transmitter and receiver is $N_t = N_r = 1024$. The number of RF chains and data streams is
TABLE II: Power consumption of DS-FTTD and the existing architectures at Tx.

| Architecture       | Power consumption                                                                 |
|--------------------|-----------------------------------------------------------------------------------|
| Proposed DS-FTTD   | $P_u + P_{FTTD}N_{FTTD} + P_{SW}N_t + P_{PD}N_{PD}$                              |
| FC-TTD             | $P_u + P_{TDD}N_tL_t + P_{PD}L_t + P_{PC}N_t$                                    |
| TTD-aided          | $P_u + P_{TDD}N_k + P_{PS}N_tL_t + P_{PD}(L_t + N_k) + P_{PC}N_t$                |
| FC-PS              | $P_u + P_{PS}N_tL_t + P_{PD}L_t + P_{PC}N_t$                                    |
| DS-PS              | $P_u + P_{PS}N_t + P_{SW}N_t + P_{PD}L_t$                                       |
| AoSA-PS            | $P_u + P_{PS}N_t + P_{PD}L_t$                                                  |
| GoSA               | $P_u + P_{PS}N_t/Q_{GoSA} + P_{PD}(L_t + N_t/Q_{GoSA})$                        |

$L_t = N_s = 4$. We consider to set the antenna beamwidth in (3) as $\frac{2\pi}{3}$ and $\frac{\pi}{4}$ at the azimuth direction and elevation direction to support a wide coverage region, which is usually used at the base station [48]. Together with the ultra-sharp array beam pattern generated by beamforming, the resulting overall beam pattern has high gain and is highly directional and adjustable within the coverage region. The antenna gain is $G_0 = 8.8$ dBi calculated by [3].

1) Competitors of proposed DS-FTTD architecture: We compare our proposed scheme, i.e., the DS-FTTD architecture with the proposed RD algorithm, with the following schemes, where ‘FC-PS’, ‘DS-PS’, and ‘AoSA-PS’ represent the typical FC, DS, and AoSA architectures with phase shifters in [19], [23], [28]. ‘GoSA’ refers to the group of subarrays (GoSA) architecture in [49]. Multiple overlapping/non-overlapping GoSA architectures have been proposed in [49] for the trade-offs between the spectral efficiency and complexity. In our simulations, we consider a low-complexity partially-connected GoSA architecture, in which the antennas connected with each RF chain are divided into multiple non-overlapping subarrays. Each subarray contains $Q_{GoSA}$ antennas which are connected with the same phase shifter to reduce the hardware complexity and power consumption. We set $Q_{GoSA} = 4$ in simulations.

i) FC-TTD architecture with modified wideband PE-AltMin algorithm in [15]. Note that the original PE-AltMin algorithm is designed for FC-PS architecture. By changing the optimization of phase shift to time delay, it can be modified to work for FC-TTD architecture.

ii) TTD-aided architecture with wideband delay-phase precoding algorithm in [29].

iii) FC-PS architecture with wideband virtual subarray algorithm in [28].

iv) DS-PS architecture with wideband beamforming algorithm in [19].

v) AoSA-PS architecture with wideband beamforming algorithm in [23].

vi) GoSA architecture with beam split correction algorithm in [49].
Fig. 4: The array gain at transmitter, spectral efficiency, and energy efficiency of the proposed DS-FTTD architecture versus $Q$. $N_t = N_r = 1024$. The transmit power is $\rho = 20$ dBm.

2) **Power consumption of different architectures:** We list the power consumption of the DS-FTTD architecture and the above existing architectures in TABLE II, where the parameters are presented as follows. $P_u = P_{PA}N_t + P_{RF}L_t + P_{DAC}L_t + P_{BB} + \rho$ is the power consumption of the common part of these architectures, where $\rho$ is the transmit power. Specifically, the power consumption in the unit of mW around 300 GHz of power amplifier, RF chain, DAC, baseband, phase shifter, adjustable TTD, FTTD, switch, power divider, and power combiner is $P_{PA} = 60$, $P_{RF} = 26$, $P_{DAC} = 110$, $P_{BB} = 200$, $P_{PS} = 42$, $P_{TTD} = 80$, $P_{FTTD} = 30$, $P_{SW} = 10$, $P_{PD} = 6.6$, and $P_{PC} = 6.6$, respectively [17], [40], [44], [45], [50]. The coefficients of the power consumption of these devices in TABLE II denote the quantities of these devices, where $N_{PD} = L_t + N_{aFTTD}$. The number of active FTTDs $N_{aFTTD}$ is equal to the quantity of the non-zero columns of $S$. $N_k$ for TTD-aided architecture is set as 128 in the simulations.

**B. Performance of the DS-FTTD Architecture versus the Number of FTTDs**

First, we aim to evaluate the performance of the DS-FTTD architecture versus the number of FTTDs, including the array gain, spectral efficiency, and energy efficiency. The number of FTTDs in DS-FTTD architecture is $L_tQ$ such that we vary the value of $Q$. Fig. 4(a) shows the array gain of the DS-FTTD architecture from 275 GHz to 325 GHz. The ideal maximal array gain of an array with $N_t = 1024$ antennas is $10\log_{10}N_t = 30.1$ dB over all frequencies. By using the narrowband central frequency steering vector in (5a), the phase shifters-based narrowband beamforming can only achieve the maximal array gain at the central frequency. While for other frequencies, the array gain is substantially reduced, e.g., 40 dB loss at 275 GHz. The average...
array gain of narrowband beamforming is only 9.8 dB, which is more than 20 dB lower than the maximal array gain. In the proposed DS-FTTD architecture with various $Q$, the average array gain is always higher than the narrowband beamforming. Moreover, with larger $Q$, more candidate time delays can be provided to each antenna for selection such that the array gain increases. Specifically, the average array gain over all frequencies of the DS-FTTD architecture from $Q = 4$ to $Q = 128$ is 12.6 dB, 16.8 dB, 21.3 dB, 27.9 dB, 29.0 dB, and 29.7 dB, respectively. When $Q \geq 64$, the average array gain loss compared to the maximal array gain is about 1 dB, which is very small. Therefore, the DS-FTTD architecture can address the beam squint efficiently.

As shown in Fig. 4(b), we evaluate the spectral efficiency of the DS-FTTD architecture versus $Q$. With larger $Q$, i.e., more FTTDs, the spectral efficiency of the DS-FTTD architecture increases. Particularly, when $Q$ exceeds 128, the spectral efficiency hardly enhances with larger $Q$. Therefore, $Q = 128$ is a proper value for DS-FTTD architecture to achieve a high spectral efficiency. As shown in Fig. 4(c), the energy efficiency has a different trend from the array gain and the spectral efficiency. With larger $Q$, i.e., more FTTDs, the array gain and spectral efficiency increase. By contrast, the power consumption of FTTDs also increases with larger $Q$. When $Q < 32$, with more FTTDs, the spectral efficiency increases faster than the improvement of power consumption such that the energy efficiency grows. When $Q > 32$, the increasing of power consumption dominates the trend of the energy efficiency such that the energy efficiency reduces. As a result, the highest energy efficiency of DS-FTTD is achieved at $Q = 32$. To achieve high energy efficiency, we should not use too many FTTDs and $Q = 32$ is a proper value, which will be used in the following simulations.

C. Spectral Efficiency and Energy Efficiency of the Proposed DS-FTTD Architecture

We compare the spectral efficiency and energy efficiency of the DS-FTTD architecture with the existing architectures in Fig. 5 and Fig. 6. The energy efficiency is defined as the ratio between the spectral efficiency and the power consumption in TABLE II.

Fig. 5(a) and Fig. 5(b) evaluate the spectral efficiency and energy efficiency of the DS-FTTD architecture using the proposed RD algorithm. As shown in Fig. 5(a), the optimal precoding refers to the optimal precoding matrix $P[m]$ given in (13a), whose spectral efficiency is the upper bound of all hybrid beamforming architectures. The spectral efficiency of the FC-TTD architecture approaches that of the optimal precoding. Compared to the optimal precoding and
the FC-TTD architecture, the spectral efficiency of DS-FTTD with the proposed RD algorithm is about 4 bits/s/Hz lower when $\rho = 20$ dBm. Compared to the TTD-aided architecture, the spectral efficiency of DS-FTTD is lower by 2 bits/s/Hz. The spectral efficiency of the DS-FTTD architecture is higher than the FC-PS and DS-PS architectures by 2 bits/s/Hz and 3 bits/s/Hz when $\rho = 20$ dBm, which reveals that the proposed DS-FTTD architecture has better capability to combat the beam squint effect. The AoSA and GoSA are two subarray-based architectures with low hardware complexity and power consumption. Particularly, owing to the partial-connection and the share of the same phase shifter of the $Q_{GoSA}$ antennas in each subarray, the GoSA architecture only uses $\frac{N_t}{Q_{GoSA}}$ phase shifters, which are much less than that of the existing phase shifters-based architectures. As shown in Fig. 5(a), with low hardware complexity, the spectral efficiencies of the AoSA architecture and GoSA architecture are low, e.g., 8 bits/s/Hz and 8.3 bits/s/Hz lower than the proposed DS-FTTD architecture when $\rho = 20$ dBm.

Although the spectral efficiency of the DS-FTTD architecture is lower than the FC-TTD and TTD-aided counterparts with $N_k = 128$, the energy efficiency of DS-FTTD is much higher than these two architectures, owing to the low-cost FTTDs and switches, as shown in Fig. 5(b). Moreover, we evaluate the performance of the TTD-aided architecture with different numbers of TTDs, $N_k$. Specifically, when $N_k = 64$ and $N_k = 4$, the spectral efficiency is lower than that with $N_k = 128$, due to the less TTDs to adjust time delay. Compared to our DS-FTTD architecture, the TTD-aided with $N_k = 128$, $N_k = 64$, and $N_k = 4$ achieves 2 bits/s/Hz higher,
Fig. 6: The spectral efficiency and energy efficiency versus number of antennas of the DS-FTTD architecture, \( N_t = N_r, Q = 32, \rho = 20 \text{ dBm} \).

0.6 bits/s/Hz higher, and 1.5 bits/s/Hz lower spectral efficiency, respectively. Note that the power consumption of TTD-aided architecture is dominated by the phase shifters, whose quantity is very large, i.e., \( N_t L_t = 4096 \) [28], [29]. Therefore, the power consumption of the TTD-aided architecture is reduced by only 2.2% and 4.3%, by reducing \( N_k \) from 128 to 64 and 4. As a combined effect of the spectral efficiency and power consumption, the energy efficiency of the TTD-aided with \( N_k = 64 \) and \( N_k = 4 \) is 3.3% and 9.6% lower than that of \( N_k = 128 \). Remarkably, the energy efficiency of our proposed DS-FTTD architecture is 243%, 221%, and 210% higher than the TTD-aided architecture with \( N_k = 4, 64, \) and 128, respectively. Compared to the DS-PS, FC-PS, and AoSA-PS architectures, the DS-FTTD architecture achieves both improved energy efficiency and spectral efficiency. Although the GoSA architecture has lower power consumption than the proposed DS-FTTD architecture, the DS-FTTD architecture achieves a much higher spectral efficiency, which results in 0.1 bits/s/Hz/W higher energy efficiency, as shown in Fig. 5(b). Consequently, compared to the existing architectures, the DS-FTTD architecture with the proposed RD algorithm can achieve significantly higher energy efficiency and good spectral efficiency.

Fig. 6(a) and Fig. 6(b) evaluate the spectral efficiency and energy efficiency versus the number of antennas. As shown in Fig. 6(a), by increasing the number of antennas, the spectral efficiencies of all architectures increase. With a large number of antennas, e.g., \( N_t \geq 256 \), the spectral efficiency of the DS-FTTD architecture is always higher than the FC-PS, DS-PS, AoSA-PS,
Fig. 7: The spectral efficiency of the DS-FTTD architecture versus the bandwidth $B$. $N_t = N_r = 1024$, $Q = 32$. The transmit power per GHz is set as a constant $\rho = 0.1 W/50 \text{GHz}$ to ensure a constant SNR when varying the bandwidth.

and GoSA architectures, while is lower than the optimal precoding, FC-TTD, and TTD-aided architectures. As shown in Fig. 6(b), the energy efficiency of DS-FTTD architecture is higher than the other architectures with various numbers of antennas. Compared to other architectures, the superiority of energy efficiency of the DS-FTTD grows with the number of antennas. For instance, with 128 antennas, the energy efficiency of DS-FTTD is 7%, 15%, and 36% higher than the GoSA, DS-PS, and AoSA-PS architectures, respectively. By contrast, with 1024 antennas, the improvement of energy efficiency of DS-FTTD enlarges to 55%, 75%, and 110%, respectively.

In THz UM-MIMO systems, the number of antennas is usually large, e.g., $N_t > 512$. Hence, the proposed DS-FTTD is suitable and energy-efficient for THz UM-MIMO systems. The spectral efficiency of the DS-FTTD architecture is 4 bits/s/Hz and 2 bits/s/Hz lower than FC-TTD and TTD-aided architectures with 1024 antennas, respectively. However, considering the lower hardware complexity and much higher energy efficiency, the spectral efficiency loss is acceptable.

Fig. 7 evaluates the spectral efficiency of different architectures by varying the bandwidth. With larger bandwidth, the beam squint becomes severer and the spectral efficiencies of most architectures reduce. Specifically, the FC-TTD architecture can address the beam squint well and achieve similar spectral efficiency with the optimal precoding matrix $P[m]$ in (13a). The spectral efficiencies of the DS-FTTD architecture and the TTD-aided architecture reduce slowly with the bandwidth, which reveal that both FTTDs in the DS-FTTD architecture and TTDs in the TTD-aided architecture can reduce the impact of the beam squint problem effectively. For FC-PS, DS-PS, and AoSA-PS architectures, the spectral efficiencies reduce rapidly with the bandwidth. Furthermore, the spectral efficiency of the GoSA architecture decreases slowly with
the bandwidth, which demonstrates that the beam split correction algorithm proposed in [49] is effective to combat the beam squint problem.

D. Convergence of RD Algorithm and Impact of Imperfect CSI of the Proposed DS-FTTD Architecture

Fig. 8 shows the spectral efficiency versus the number of iterations of the RD algorithm. To recall, we transform the original spectral efficiency maximization problem in (12) into the problem (13), which is solved by the RD algorithm. Here, ‘obj’ denotes the average value of the objective function (13a) over all carriers. With more iterations, the objective function reduces and the spectral efficiency grows. After about 8 iterations of the RD algorithm, the objective function (13a) converges. Meanwhile, the spectral efficiency of the DS-FTTD architecture converges, which demonstrates that the transformation of the original spectral efficiency maximization problem (12) to the Euclidean distance minimization problem (13) is effective.

We further assess the impact of imperfect CSI on spectral efficiency in DS-FTTD architecture in Fig. 9 since the perfect CSI is intractable to obtain in practical communications. We use ξ to represent the accuracy of the CSI. The imperfect CSI, i.e., the inaccurate channel matrix \(\hat{H}[m]\), can be represented as

\[
\hat{H}[m] = \xi H[m] + \hat{e}_m \sqrt{1 - \xi^2} E[m], \forall m,
\]

where \(H[m]\) is the true channel matrix and \(E[m]\) denotes the error matrix whose elements follow the i.i.d complex Gaussian distribution that \(CN(0, 1)\). \(\hat{e}_m\) is a normalization factor to ensure
\[ \| \hat{e}_m E[m] \|_F^2 = \| \hat{H}[m] \|_F^2. \]

As shown in Fig. 9, with larger \( \xi \), the spectral efficiency reduces since the error of the known channel matrix \( \hat{H}[m] \) becomes larger. Even with a large error, i.e., \( \xi = 0.6 \), the DS-FTTD architecture can still achieve 82% spectral efficiency of the DS-FTTD architecture with perfect CSI that \( \xi = 1 \). Consequently, the proposed DS-FTTD architecture with RD algorithm is robust to imperfect CSI.

VI. Conclusion

In this work, we have proposed an energy-efficient DS-FTTD architecture to solve the beam squint problem for THz wideband hybrid beamforming. We first investigate the channel model for THz wideband UM-MIMO systems and then analyze the severe beam squint caused by the THz peculiarities of ultra-wide fractional bandwidth and ultra-large-scale antennas array. Then, we comprehensively analyze that the power consumption, hardware complexity, and insertion loss of the proposed DS-FTTD architecture are lower than the existing FC-TTD and TTD-aided architectures. Furthermore, we propose a low-complexity RD algorithm to solve the hybrid beamforming problem for DS-FTTD architecture. The key idea is transforming the non-convex and intractable hybrid integer programming design problem to a simple ranking problem, which can be efficiently solved.

Extensive simulation results are presented to evaluate the performance of the proposed DS-FTTD architecture and the RD algorithm. By using the RD algorithm, the DS-FTTD architecture achieves the near-optimal array gain over all carriers. We analyze the energy efficiency of the DS-FTTD architecture for varying transmit power and number of antennas and show that the energy efficiency of the DS-FTTD architecture is significantly higher than the existing architectures. Furthermore, the DS-FTTD architecture with the RD algorithm is robust when the CSI is imperfect with errors. The DS-FTTD architecture and hybrid beamforming algorithm proposed in this work can be extended to the multi-user systems. In particular, the formulation of the multi-user sum rate and beam squint problem need to be carefully investigated in our future work.
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