Uncertainty quantification applied to the propagation of wind tunnel inflow inhomogeneities on a cylinder drag
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In this work we question the effect of the uncertainty of the inflow of a wind tunnel on the output of the numerical simulation of the flow past a cylinder in transonic regime. The uncertainty is considered as the result of the imperfect knowledge and variability of the inflow produced by the wind tunnel, here the transonic S3Ch ONERA mid-scale facility. An evaluation of the uncertainty is made by measuring the inflow departure from a perfectly uniform and steady flow, using a hot-wire rack installed in the settling chamber of the wind tunnel. Propagation of the input uncertainties is carried out through a two-dimensional RANS model of the experiment. A polynomial surrogate model is developed to infer the uncertainty on the drag of the cylinder due to the statistical properties of the inflow. Following observation of Gaussian inputs, the parameters of the stochastic model are constructed in two ways, first through a projection approach, based on the Gauss-Hermite quadrature rule, used as a reference, and then using a sparsity based regression approach, based on compressed sensing (CS) and $\ell_1$-minimization. The comparison between the two approaches highlights the good performances of CS, as it is able to reproduce the quantity of interest with a considerably lower number of deterministic numerical simulations, from 4096 down to 21. The statistical distribution of the drag obtained from the surrogate model shows that the significant uncertainty of the inflow impacts little the drag estimate. The flow defects is most influential in the central part of the settling chamber, as determined using Sobol’ indices.
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I. Introduction

Many engineering developments implying aerodynamics use wind tunnel experiments as a mean to validate simple or more refined models such as CFD simulations [1–4]. Experimental data generally help improving the accuracy of these models and thereby their predictions by adapting the set of numerical and model parameters. The reliability of wind tunnel data is therefore of utmost importance to guarantee this process. Yet wind tunnel represent complex systems [5] with the consequence that the testing conditions may not always be as clear or well-known as they should be, leading to an intrinsic uncertainty in the proper setting and initialisation of the numerical model to target experimental reproduction. This uncertainty includes geometrical and flow parameters alike. As already noticed [6, 7] the flow environment in wind tunnel testing is rarely properly characterized or documented while the quality of the flow (turbulence level, uniformity, steadiness) can have a profound impact on the aerodynamics of the experiments and the output results [8].

The qualification of the wind tunnel flow quality is done occasionally [9] or when required by an upgrade of the facility [10] to validate the improved flow setup. Yet regular qualification of the flow is difficult in practice as it requires time, and therefore variations from nominal properties are to be expected. Furthermore geometry of model or test section can also suffer from departure from initial design for various reasons (quality of manufacturing, manual adjustment of mechanical parts, presence of clearance between parts, etc.). Given the numerical model, the expected accuracy of the reproduction of experimental results by numerical simulations naturally faces the question of whether these discrepancies generally discarded by ignorance or the feasibility of regular assessments have an effect on the final numerical results. This topical question of the effect of the experimental environment on the result of the numerical calculations or the sensitivity of the latter can be tackled by considering a stochastic framework and looking at the testing environment as uncertain. In this work, input uncertainty is used to refer for the lack of knowledge of the inflow of the wind tunnel and its variability [11]. A similar approach is taken by Boon et al. [12]. In their work the effect of the uncertainty in the airfoil model geometry and angle of attack on the aerodynamic forces is explored using a simple panel method of the airfoil aerodynamics and experimental measurements of the uncertain variables. In the present work, the effect of the uncertainty of the incoming flow generated by the wind tunnel is analyzed by assessing the uncertainty on the drag of a cylinder placed in the test section, and subjected to a transonic flow. The uncertainty results from the inhomogeneity and unsteadiness of the flow and not from the measurements error. The latter uncertainty source is not considered to focus solely on the inflow problem. A Reynolds-averaged Navier-Stokes (RANS) model of the flow is used to propagate the uncertainty of the input variables from the inflow frontier to the cylinder aerodynamics.

As a by product, uncertainty analysis can also provide confidence intervals on data from experiments and numerical simulations. This represents a valuable information in the engineering process. Indeed the level of confidence in a data has consequence on design, with lower confidence leading to generally lower performance, since margins are required to cover risks, while low uncertainty allows for more highly optimized designs. Therefore methods able to provide meaningful uncertainty bars on data are important to reinforce the domain of use of these aerodynamic tools for
performance evaluation and design [13, 14]. Mastering uncertainties is also of interest for developing new certification process free of ground tests, which are often costly and lengthy, and accelerate design cycles [15].

The presence of uncertainties can significantly restrict the reliability of deterministic computation, shifting the focus to the quantification of the influence of uncertain parameters onto physical systems in order to properly predict the system response to random inputs. One of the most commonly used method for uncertainty quantification (UQ) is the Monte Carlo approach [16], but its low convergence rate \(1/\sqrt{N}\) with \(N\) the number of samples) and the consequently large number of samples needed to yield meaningful results make it far too expensive, from a computational point of view, for realistic configurations. Much more efficient UQ methods exist, for instance the polynomial chaos (PC) approach, in its non-intrusive form, which is taken into consideration here. This approach, which does not need code adaptation, is based on performing the deterministic code several times, and selecting samples adequately. If, on one side, the method is suitable for all kind of computational codes, on the other one, it suffers from the so-called "curse of dimensionality" and, thus, its computational cost increases with the random dimension. For this reason, the polynomial chaos approach is commonly associated to efficient methodologies that investigate the stochastic space of random variables. In the present work the generalized polynomial chaos approach is complemented with the compressed sensing theory, this being compared with the results obtained by a Gauss quadrature rule [17], considered as the reference solution. These methods are applied to evaluate the uncertainty of the drag of the cylinder due to the uncertainty of the inflow conditions.

The motivation behind this work is to better understand how errors in the values of the freestream produced by the wind tunnel can translate into errors in some target quantity at the model or flow around it and whether the flow quality related to the inhomogeneity of the incoming flow has a decisive effect on the numerical output.

In Sect. II we present the configuration of interest upon which the uncertainty quantification is performed. The experimental data are described and the numerical model is outlined and validated against the wind tunnel experiment. The methodology for the surrogate model is then introduced in Sect. III along with the compressed sensing analysis. In Sect. IV we apply the method to the configuration of interest, propagating the inflow uncertainties into the simulated flow and concluding on the influence on drag prediction. Finally Sect. V offers a summary and conclusions.

**II. Aerodynamic flow case and stochastic approach**

**A. Experiment**

The uncertainty of the inflow in the wind tunnel is associated to the spatial and temporal inhomogeneity of the flow upstream of the test model. These flow defects may result from various sources. The integration of the history of the flow as it passes through the different parts of the wind tunnel circuit (pipes, fan, corners, variations in section size and possibly shape, grids) causes secondary flows, multiples wakes, boundary layer and possibly separated flow.
phenomena that are the primary mechanisms causing turbulence and large scale structures [18, 19]. The resulting turbulence in the settling chamber and downstream test section is seldom changed by modifications of the characteristics of the honeycomb [20] and the importance of turbulence, both integrated levels and content, on experimental results can be high [8]. The overall flow behavior may also depend on the experiment and the particular configuration of the tunnel [18].

We consider wind tunnel tests about a cylinder in the S3Ch transonic wind tunnel of ONERA. The sketch in Fig. 1 describes the experimental domain made of the settling chamber, the nozzle and the test section of the wind tunnel. The settling chamber has a width $W$ and height $H$ both equal to $4.2m$ and the nozzle is $4m$ long. The test section is $l = 2.2m$ long, $w = 0.804m$ wide, and $h = 0.764m$ high, yielding a surface ratio between the settling chamber and the test section equal to $R_C = 28.7$. The direction of the upstream flow is denoted by $x$, $y$ being the transverse horizontal direction oriented to the right when facing the flow and $z$ the vertical one. The reference of axis lies at the entrance of the test section, at mid-height and at the middle of the side walls. The flow velocity is decomposed as $u = \overline{u} + u'$ where $\overline{}$ denotes time averaging, $'$ denotes fluctuations of zero mean, and the bold symbol is used for vectors. The velocity vector is $u = (u_x, u_y, u_z)$.

The cylinder has a radius $R = 20mm$ and lies at $x = 1.2m$ from the entrance of the test section. Positions at the cylinder surface are characterized by the angle $\theta \in [-\pi, \pi]$ which is referenced with respect to the positive $x$ direction. The ratio $w/(2R) \approx 20$ ensures a close to two dimensional setup which will be exploited for the numerical simulations to reduce the experimental three-dimensional configuration to a numerical two-dimensional setup. The cylinder is positioned at mid height between the upper and lower wall of the wind tunnel. The upper and lower walls are streamlined in order to reduce wall interference (i.e. perturbation of Mach number and flow incidence from target values are minimized in the region of the model). As sketched in Fig. 1 wall deformations are symmetric. Note that this wall adaptation is static and accounts solely for the mean flow. The adaptive wall procedure provides a corrected Mach number $M_{ts}$, equivalent to the Mach number of the same flow in a unconstrained environment, free of walls. Thereafter $M_{ts}$ is referred to as the test section Mach number. In the present work, $M_{ts}$ is set to 0.8.

The stagnation conditions (pressure $P_{in}$ and temperature $T_{in}$) of the flow are measured in the settling chamber at $x_{in} = -0.328m$ from the entrance of the test section and at a height $z_{in} = 0.476H$ and lateral position $y_{in} = -0.469H$. The static pressure $p_{ts}$ in the test section is obtained from the test section Mach number $M_{ts}$ and the stagnation pressure $P_{in}$ using the isentropic flow equations. Together with the test section Mach number $M_{ts}$, using $T_{in}$ we define the freestream velocity $u_{ts}$ to qualify the general velocity of the flow in the test section (note that $u_{ts}$ is not a directly measured quantity as it is obtained from a computed quantity, the test section Mach number $M_{ts}$, and stagnation conditions). The typical velocity in the settling chamber is defined as $u_{ts}/R_C$ and is used to normalize the flow velocity in the settling chamber. The Reynolds number based on the cylinder diameter and freestream velocity $u_{ts}$ is expressed as $Re = 2Ru_{ts}/\nu$, and yields a value of $5 \times 10^5$ given $M_{ts} = 0.8$ and the stagnation conditions.
Fig. 1 Sketch of the configuration of interest illustrating the physical and computational domain for the UQ approach. The test section is highlighted in grey shading. The coordinate system is referenced to the inlet of the test section. The uncertain inflow is characterized by 6 uncertain inputs distributed vertically in the settling chamber and measured by single hot-wire probes installed on a vertical mast. The freestream flow in the test section is qualified by the test section Mach number $M_{ts}$ and related velocity $u_{ts}$ obtained from the stagnation conditions $P_{in}, T_{in}$. Note that the exact dimensions are not respected in this plot which serves as an illustration only.

The cylinder installed in the test section of the wind tunnel is shown in Fig. 2 as viewed from upstream. Two large windows at the side enable Schlieren visualizations for flow monitoring, especially the wake pattern. A Phantom 7.3 featuring 800 by 600 pixels and 9.9kHz sampling frequency is used to record the Schlieren images. An ensemble of 47 pressure taps, placed at mid-span with an angle $\theta$ to the $x$ direction, are distributed along the contour of the cylinder to characterize the evolution of the temporal mean of the surface pressure, thereafter expressed in terms of pressure coefficient as $C_p = 2(p - p_0)/(\rho_{ts}u_{ts}^2)$, where $\rho_{ts}$ is the flow density in the test section (deduced from $M_{ts}$ and stagnation conditions), and $p$ is the pressure. A PSI® pressure transducer with 64 ports is used to record the pressure $p$.

Fig. 2 Transverse cylinder installed in the test section of the S3Ch wind tunnel. View from upstream.

The integration of this pressure along the surface of the cylinder provides the pressure contribution $C_{D,p}$ of the total cylinder drag. The cylinder drag coefficient $C_D$ based on the cylinder diameter is obtained from

$$C_D = -\frac{1}{2} \int_0^{2\pi} (C_p \sin \theta + C_f \cos \theta) \, d\theta = C_{D,p} + C_{D,f}.$$  \hspace{1cm} (1)

The contribution from friction $C_{D,f}$ can only be obtained from the numerical simulations while the experiment provides $C_{D,p}$. 
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B. Analysis of the variations of the upstream flow

In order to characterize the flow in the settling chamber, measurements of $\bar{u}_x$ and $u'_x$ are carried out using an ensemble of 6 single hot-wires distributed vertically along a profiled bar spanning the settling chamber vertically. This part of the wind tunnel is the largest, with a section of $H \times W = 17.64 m^2$. The vertical positions of the 6 hot-wires are at $z_{hw}/H = \{-0.28, -0.19, -0.04, 0.05, 0.19, 0.29\}$, see the sketch in Fig. 1. The bar can be attached at different spanwise position $y_{hw}/H = \{-0.469, -0.351, -0.244, -0.137, -0.03, 0.039, 0.254, 0.36, 0.468\}$ so as to probe a large part of the section in a discrete manner. The hot-wires are connected to a constant temperature anemometer and have been calibrated in a preliminary step using a micro jet apparatus.

Looking at the hot-wire anemometer data as uncertain inputs, the database is processed by evaluating their statistical moments. The average $\mu$, the variance $\sigma^2$, the skewness, and the kurtosis of the velocity $u_x(t)$ are thus computed for each hot-wire, over the ensemble of transverse position of the hot-wire mast. Note that in the following the average $\bar{u}_x$ is replaced by $\mu$ ($\mu = \bar{u}_x$) to comply with the regular usage of the statistical framework. Fig. 3. The coordinates are normalized upon the settling chamber height $H$ and velocity upon the typical velocity scale in the settling chamber $u_{ts}/R_C$. The plot shows a significant velocity inhomogeneity in the section. In particular there is a larger flow velocity in the central part and at the right side while the upper and lower regions yield lower velocities. The spatio-temporally averaged velocity is equal to $0.65 u_{ts}/R_C$ and maximum difference from this mean is about $0.31 u_{ts}/R_C$. The turbulence rate $CV = \sigma/\mu$ in the settling chamber is equal to $2\%$ on average with a maximum at $5.5\%$.

![Fig. 3](image)

Fig. 3 Statistical moments of the velocity field in the settling chamber for Mach number $M_{ts} = 0.8$ in the test section, obtained from the hot-wire measurements. (a) Time average velocity field $\mu$ normalized upon the typical velocity in the settling chamber $u_{ts}/R_C$. (b) Turbulence rate $CV$. Bilinear interpolation is used between the scatter points indicated with black dots.
C. Numerical Simulations

A RANS model is used to carry out the propagation of this inflow irregular data. The numerical domain is defined in accordance with the experimental one sketched in Fig. 1. In particular the account of the settling chamber is decisive to account for the hot-wire data. Indeed the integration of the inlet flow non-homogeneity is made through the inflow boundary condition in the settling chamber. The computational domain is a reduction of the three-dimensional experimental configuration to a two-dimensional setting, as motivated by the large aspect ratio of the cylinder noticed before. The principle of the induced modifications of the nozzle shape is detailed later on.

The simulations are performed using the finite volume CFD solver elsA \cite{21, 22}, considering the Navier-Stokes equations in compressible framework after Favre averaging and the relative decomposition $u = \tilde{u} + u'' \ [23]$, which read

\begin{align}
\frac{\partial \rho}{\partial t} + \text{Div}(\rho \tilde{u}) &= 0, \\
\frac{\partial (\rho \tilde{u})}{\partial t} + \text{Div}(\rho \tilde{u} \otimes \tilde{u}) &= -\nabla \tilde{p} + \text{Div}(\tau - \rho u'' \otimes u''), \\
\frac{\partial}{\partial t} \left[ \frac{\rho}{2} \left( E + \frac{1}{2} \|u''\|^2 \right) \right] + \text{Div} \left[ \frac{\rho}{2} \left( E + \frac{1}{2} \|u''\|^2 \right) \tilde{u} \right] &= -\text{Div}(\rho \tilde{u}) + \text{Div} \left[ (\tau - \rho u'' \otimes u'') \tilde{u} \right] - \text{Div} (q + \rho h u'').
\end{align}

(2)

Here $\rho$ stands for the flow density, $\tau$ is the viscous stress tensor, $E$ is the total energy, $h$ is the specific enthalpy, and $q$ is the heat flux. The Spalart-Allmaras turbulence model \cite{24} is used to close the equations.

The validation of the numerical simulation against the experimental data at $M_{ts} = 0.8$ is performed using an unsteady RANS simulation (URANS). However because of the cost of such an unsteady simulation and the requirement of a large number of simulations for UQ, only RANS simulations are performed to propagate the inflow uncertainty after the validation phase.

The system of Eq. (2) is solved using a cell-centered finite volume spatial discretization on structured multiblock meshes. All the simulations are carried out using a multigrid approach and the spatial scheme proposed by Jameson \textit{et al.} \cite{25} is used for the conservative variables. The second-order dissipation coefficient $\chi_2$ and the fourth-order linear dissipation coefficient $\chi_4$ are set to 0.5 and 0.016, respectively. For the implicit stage, a lower/upper symmetric successive over-relaxation (LU-SSOR) numerical scheme \cite{26} is associated with an Euler backward time-integration scheme, ensuring fast convergence rates. For the turbulent variables, a first order version of the Roe numerical scheme is used with a Harten entropic correction coefficient set to 0.01 and the minmod limiter. The transition of the boundary layer at the surface of the cylinder is let free with the location computed using a supersonic extension of the Arnal–Habiballah–Delcourt (AHD) \cite{27} criterion combined with the Gleyzes \textit{et al.} \cite{28} criterion. The flow turns turbulent whenever one of these two criteria activates. The AHD criterion is determined by the N factor of the freestream which is set to 5.5 \cite{29}.

The numerical model is two-dimensional and accounts for the flow in the ensemble made of the settling chamber,
nozzle, and test section, as shown in Fig. 1. The test section being rectangular the two-dimensional numerical setup
results from neglecting the effect of viscosity at the lateral walls, hence replacing them by periodic boundary conditions.
The nozzle however can not be reduced to a two-dimensional setting since its shape evolves three-dimensionally from
the settling chamber to the test section. Hence the two-dimensional numerical setup considers a planar nozzle of width
equal to the test section width ($w = 0.804m$) instead of the real one. The same height of settling chamber and same
nozzle geometry for the upper and lower surfaces are taken in the modified geometry. The change in nozzle geometry
results in a change of velocity magnitude in the settling chamber with a ratio equal to $R_{3D/2D} = 4.975$ between the
two-dimensional configuration and the real three-dimensional settling chamber. A velocity difference remains all the
way down to the test section where experiments and numerics resume to agreement.

Fig. 4 shows the grid for the flow domain and a closed up view around the cylinder in the test section with deformed
upper and lower walls. The shape of the adaptive walls are integrated into the mesh by mesh deformation of the initially
rectilinear domain.

![Fig. 4](image)

**Fig. 4** View of the two-dimensional computational grid used for the RANS simulations. (a) Entire mesh from
settling chamber to test section. (b) Closed-up view of the grid refinement generated around the cylinder. Note
the adapted walls above and below the cylinder, which expand symmetrically in reaction to the presence of the
cylinder so as to maintain a constant Mach number.

Inflow condition takes into account the stagnation condition $P_{in}$ and $H_{in} = c_p T_{in}$ as provided from the experiment
and the flow is installed by setting a back pressure at the outflow boundary. This back pressure is adjusted manually to
match the pressure distribution at the cylinder surface. The comparison between the experimental pressure distribution
and the numerical prediction is shown in Fig. 5 along with the potential flow, incompressible solution. With the adjusted
back pressure, the experimental pressure distributions are well matched overall, with a close to perfect agreement at the
front part of the cylinder and slight discrepancy after flow separation, certainly as a consequence of the strong sensitivity
of the rear pressure level to the precise location of the separation. The potential flow solution is indicated as a reference
to reinforce the evidence of the viscous effects causing milder pressure variations in the front part due to boundary layer
effects and flow separation at the back. The time-averaged value of the drag coefficient obtained from the URANS
simulation is $\bar{C}_D = 1.84$ and the experimental pressure contribution is $\bar{C}_{D,p} = 1.26$. 
D. Numerical results and comparisons against experiment

The time-averaged Mach number field from the URANS simulations are illustrated in Fig. 6. The flow past the cylinder is accelerated at the front part, reaching supersonic speeds in the region of the cylinder apex above and below. The supersonic zone is terminated by a straight shock wave. The flow separates shortly after the cylinder apex, generating an important wake that grows in width downstream. Another view of the time-averaged flow field is provided in Fig. 7 using Schlieren visualisations accounting for the gradient of flow density. The numerical Schlieren are readily compared to the experimental ones, showing similar representation of the flow, notably the shock wave, the separated boundary layer and the recirculation area behind the cylinder.

Fig. 5  Comparison of the pressure distributions around the cylinder at $M_{ts} = 0.8$ between experiment, simulation and potential solution $1 - \bar{C}_p = 4 \sin^2 \theta$.

Fig. 6  Time-averaged flow field showing iso-contours of the Mach number for $M_{ts} = 0.8$ obtained from the URANS simulation. (a) View of the entire computational domain. (b) Closed-up view in the vicinity of the cylinder showing the wake pattern.
Fig. 7  Time-averaged Schlieren visualisations of the flow past the cylinder at $M_{ts} = 0.8$. (a) Experimental vs. (b) numerical results obtained from averaging of the URANS simulation.

III. Uncertainty quantification

The aim of this section is to characterize the influence of the uncertainties that affect the inflow wind tunnel velocity on the transonic flow around the test cylinder and, in particular, on some aerodynamic quantities of interest, here its drag coefficient. In order to do this, a surrogate model is an efficient solution, and it is frequently used in CFD to perform optimization and uncertainty quantification (UQ) (see [17] and references therein).

The principle of a surrogate model relies on an interpolation or regression procedure to estimate a scalar or a vector field, using a sampling dataset made up of the outputs of some complex process [17]. Generally, this process can be extremely expensive to run and the surrogate model allows us to emulate it, obtaining rapidly output samples without any extra computational costs. In this research a polynomial chaos expansion (PCE) [30,31] is applied to the foregoing wind tunnel inflow problem. The PCE is a powerful tool for constructing a spectral-like surrogate model of a complex process $f$ (e.g. a CFD computation) depending on $D$ random input parameters $\Xi$. It consists in expanding the output quantity of interest (QoI) of that process onto a basis of orthogonal polynomials. Namely, if $\vartheta = f(\Xi)$ is a QoI depending on the real-valued random inputs $\Xi$ characterized by their probability density function (PDF) $\xi \rightarrow \pi(\xi)$ on $\mathbb{R}^D$, its polynomial chaos expansion reads [32]:

$$\vartheta = f(\Xi) \approx \sum_{j=0}^{\infty} c_j \Psi_j(\Xi),$$  \hspace{1cm} (3)

where $\Psi_j$ is an element of a family of orthogonal polynomials with respect to $\pi(\xi)$, and $c_j$ is the associated expansion coefficient for that polynomial. Practically, obtaining these coefficients constitutes most of the work required to implement the method, considering that as many other surrogate models PCE suffers from the so-called "curse of
dimensionality”: the computational costs increases exponentially with the number \( D \) of uncertain input parameters. For this reason, when considering a large space of uncertain parameters, efficient algorithms are needed to obtain an accurate surrogate representation of the parametric output \( \vartheta \).

Two approaches for computing the coefficients \( c_j \) of the PCE of Eq. (3) are typically considered: (i) a projection approach by which they are computed by structured (Gauss) quadratures; and (ii) a regression approach by which they are computed by minimizing some error tolerance.

A. Definition of the uncertainties

Since numerical simulations have been performed in two dimensions, the inflow data for \( M_{ts} = 0.8 \) and for one position \( y_{hw}/H = -0.351 \) spanwise are chosen. The uncertain parameters in the present research are the six velocity fluctuations measured at the inflow wind tunnel section; see Sect. II.B. Computing the second-order statistical moments of each random variable in Table 1 and their histogram, they seem to follow a Gaussian distribution [33].

\[
\begin{array}{cccccc}
- & U_1 & U_2 & U_3 & U_4 & U_5 & U_6 \\
\mu R_c/\mu_{ts} & 0.598 & 0.644 & 0.688 & 0.581 & 0.498 & 0.397 \\
\sigma & 0.10 & 0.10 & 0.10 & 0.10 & 0.09 & 0.11 \\
CV (\%) & 1.71 & 1.54 & 1.49 & 1.85 & 1.81 & 2.92 \\
\end{array}
\]

Table 1 Inflow velocity fluctuations and their statistical moments: mean \( \mu \) normalized on the typical scale of velocity in the settling chamber \( \mu_{ts}/R_C \), standard deviation \( \sigma \), and coefficient of variation \( CV = \sigma/\mu \) for the position \( y_{hw} = -0.351 \).

In order to check this hypothesis, the Kullback–Leibler (KL) divergence, or relative entropy can be used. It is a measure of how a probability distribution is different from another reference probability distribution [34, 35]. For the distributions \( P \) and \( Q \) of a continuous random variable defined on the same probability space, the KL divergence is:

\[
D_{KL}(P \| Q) = \int_{-\infty}^{\infty} p(\xi) \log \left( \frac{p(\xi)}{q(\xi)} \right) d\xi
\]  

where \( p \) and \( q \) denote the PDFs of \( P \) and \( Q \). In other words, it is the expectation of the logarithmic difference between the PDFs \( p \) and \( q \), where the expectation is taken using the PDF \( p \). Using the KL divergence, it is possible to quantify the distance between the distributions of the inflow velocity fluctuations and Gaussian distributions \( \mathcal{N}(\mu, \sigma) \) with the same mean \( \mu \) and standard deviation \( \sigma \). Table 2 shows that Gaussian distributions can be reasonably associated to these velocity fluctuations. Here the Gaussian PDF is \( n(\xi; \mu, \sigma) = \frac{1}{\sigma\sqrt{2\pi}} \exp\left[-\frac{1}{2}\left(\frac{\xi-\mu}{\sigma}\right)^2\right] \), where the mean \( \mu \) and standard deviation \( \sigma \) are given in Table 1 for the six inflow velocity random fluctuations.
|       | $U_1$  | $U_2$  | $U_3$  | $U_4$  | $U_5$  | $U_6$  |
|-------|-------|-------|-------|-------|-------|-------|
| $D_{KL}(U_i \parallel \mathcal{N})$ | 0.0003 | 0.0002 | 0.0002 | 0.0003 | 0.0003 | 0.0008 |

Table 2  KL divergence with a Gaussian distribution computed for the six random variables $U_1, U_2, \ldots U_6$.

B. Polynomial chaos surrogate model

Polynomial chaos surrogate models are considered for QoIs $\vartheta$ which are for example the aerodynamic coefficients (drag, lift) of the cylinder. The random input parameters $\Xi = (U_1, U_2, \ldots U_6)$ form a random vector of $\mathbb{R}^6$ (the parameter space dimension is thus $D = 6$) with independent coordinates. Hence its PDF is the product of the PDFs of each individual coordinate, $\pi(\xi) = \prod_{i=1}^{D} \pi_i(\xi_i)$, where the PDF $\pi_i$ of the $i$-th velocity fluctuation measured at the inflow wind tunnel section is a Gaussian density $\pi_i(\xi) = n(\xi; \mu_i, \sigma_i)$ with mean $\mu_i$ and standard deviation $\sigma_i$ given in Table 1 for $i = 1, 2, \ldots 6$. The family of orthogonal polynomials with respect to $\pi(\xi)$ is constituted by the multi-dimensional polynomials which are the products of the one-dimensional polynomials in each coordinate $U_i$ orthogonal with respect to $\pi_i(\xi)$. That is, one has:

$$\Psi_j(\Xi) = \prod_{i=1}^{D} \psi_{j_i}(U_i), \quad (5)$$

where $j = (j_1, j_2, \ldots j_D)$ is actually a multi-index in $\mathbb{N}^D = \mathbb{N}^D \cup \{0\}$, and the one-dimensional polynomials $\psi_j$ satisfy:

$$\langle \psi_j, \psi_k \rangle := \int_{\mathbb{R}} \psi_j(\xi)\psi_k(\xi)\pi_i(\xi)d\xi = \mathbb{E}[\psi_j(U_i)\psi_k(U_i)] = \delta_{jk}. \quad (6)$$

Here $\mathbb{E}[\cdot]$ stands for mathematical expectation (mean), and $\delta_{jk} = 1$ if $j = k$ and $\delta_{jk} = 0$ otherwise stands for the Kronecker symbol. The one-dimensional polynomials $\psi_k$ are actually orthonormal with respect to $\pi_i(\xi)$ with the definition above, and the multi-dimensional polynomials $\Psi_j$ are consequently orthonormal with respect to $\pi(\xi)$:

$$\langle \Psi_k, \Psi_k \rangle = \int_{\mathbb{R}^D} \Psi_j(\xi)\Psi_k(\xi)\pi(\xi)d\xi = \mathbb{E}[\Psi_j(\Xi)\Psi_k(\Xi)] = \delta_{jk}, \quad (7)$$

where $\delta_{jk} = \delta_{j_1k_1} \delta_{j_2k_2} \ldots \delta_{j_Dk_D}$. The PCE of Eq. (3):

$$\vartheta = f(\Xi) \approx \sum_{j \in \mathbb{N}^D} c_j \Psi_j(\Xi) \quad (8)$$

contains infinitely many terms, and for the purpose of numerical computation the summation should be truncated. Introducing the total order $\kappa$ of the multi-variate polynomials such that $|j|_1 = \sum_{i=1}^{D} j_i \leq \kappa$, the number of terms in the
expansion (8) is:
\[ K + 1 = \binom{k + D}{D} \frac{(k + D)!}{\kappa!D!} \]  
(9)

and Eq. (8) for \(|j|_1 \leq \kappa\) reads:
\[ \vartheta \simeq g_K(\Xi) := \sum_{j=0}^{K} c_j \Psi_j(\Xi) \]  
(10)

re-indexing the multi-variate polynomials of total order less than \(\kappa\) with a single index \(j = 0, 1, \ldots K\).

C. Orthonormal polynomial basis

In the previous section the one-dimensional orthogonal polynomials have been introduced through Eq. (6). Starting from Wiener work about Gaussian random variables [32], the Askey scheme [36, 37] is invoked in [38] to extend polynomial chaos families to different processes in order to apply this approach whatever the distribution of the uncertain parameter is; see also [39]. Therefore, in relation to the PDFs of the random input parameters, a particular family is chosen. Here the six independent random inputs have Gaussian distributions and thus, Hermite polynomials will be used to construct the polynomial surrogate model. In this study, the probabilists’ Hermite polynomials \(H_j\) are considered, using the following general representation:
\[ H_j(\xi) = \frac{(-1)^j}{n_0(\xi)} \frac{d^j n_0(\xi)}{d\xi^j} \]  
(11)

where \(n_0(\xi) := n(\xi; 0, 1) = \frac{1}{\sqrt{2\pi}} e^{-\xi^2/2}\) and the \(j\)-th order Hermite polynomial is a polynomial of degree \(j\). These polynomials are orthogonal with respect to the normal density \(n_0\), that is:
\[ \int_{\mathbb{R}} H_j(\xi) H_k(\xi) n_0(\xi) d\xi = j! \delta_{jk}, \]  
(12)

such that in their normalized version \(\psi_j(\xi) := (j!)^{-1/2} H_j(\xi)\) the orthonormality relationship [6] is fulfilled.

In the following sections, the strategy used to compute the coefficients of the series are outlined.

D. Projection approach

We now turn to the computation of the expansion coefficients \(c_j\) in Eq. (10), considering at first the projection approach. It is used to compute a reference solution in order to validate the results obtained with compressed sensing, which will be exposed in Sect. III.E. As seen in Sect. III.B the output QoI \(\vartheta\) being represented by the PCE (10), computing the inner product (7) yields \(\langle g_K, \Psi_k \rangle = \sum_{j=0}^{K} c_j \langle \Psi_j, \Psi_k \rangle = \sum_{j=0}^{K} c_j \delta_{jk}\), hence:
\[ c_j = \int_{\mathbb{R}^D} g_K(\xi) \psi_j(\xi) \pi(\xi) d\xi; \]  
(13)
that is, it consists in a projection of the QoI \( \vartheta \approx g_K(\mathcal{X}) \) onto the polynomial basis. At this stage, one can remark from this result that the expansion coefficients are related to the second-order statistical moments of the QoI. Indeed its average \( \mu_K \) can be computed as:

\[
\mu_K = \mathbb{E}[g_K] = \langle g_K, 1 \rangle = c_0
\]

(14)
since \( \Psi_0(\xi) = 1 \), and its mean-square root \( \sigma^2_K \) as:

\[
\sigma^2_K = \mathbb{E}[g^2_K] - \mu^2_K \\
= \sum_{j=0}^{K} \sum_{k=0}^{K} c_j c_k \langle \Psi_j, \Psi_k \rangle - c_0^2 \\
= \sum_{j=1}^{K} c_j^2.
\]

(15)

In order to compute the integral (13), we use a Gauss quadrature (GQ) rule that is adapted to the condition of orthogonality (12) in one dimension. Since we can always fit a \( Q-1 \) degree polynomial to a set of \( Q \) points, the following integral can be evaluated exactly:

\[
\int_{\mathbb{R}} h(\xi)n_0(\xi)d\xi = \sum_{i=1}^{Q} w_i h(\xi_i)
\]

(16)
by carefully choosing the weights and abscissas \((w_i, \xi_i)_{1 \leq i \leq Q}\), provided that the function \( \xi \rightarrow h(\xi) \) defined on \( \mathbb{R} \) is a polynomial of degree not greater than \( 2Q - 1 \). \((w_i, \xi_i)_{1 \leq i \leq Q}\) are the \( Q \) Gauss-Hermite quadrature weights and points [40] associated with the weight \( n_0 \) defined on \( \mathbb{R} \) (a PDF in the present case). A Gauss-Hermite quadrature rule in \( D \) dimensions can subsequently be constructed by full tensorization of the one-dimensional rule above, yielding:

\[
c_j = \int_{\mathbb{R}^D} g_K(\xi)\Psi_j(\xi)\pi(\xi)d\xi \approx \sum_{i=1}^{Q} w_i g_K(\xi_i)\Psi_j(\xi_i) = c_j^{Q}
\]

(17)
where \((w_i, \xi_i)_{1 \leq i \leq Q}\) are the \( Q = \prod_{d=1}^{D} Q_d \) Gauss-Hermite nodes and weights in \( D \) dimensions when \( Q_d \) nodes are considered for the \( d \)-th dimension, and for \( 1 \leq i_d \leq Q_d \):

\[
w_i = \prod_{d=1}^{D} w_{i_d}, \quad \xi_i = (\xi_{i_1}, \xi_{i_2}, \ldots \xi_{i_D}).
\]

(18)

In particular, the present problem involves \( D = 6 \) random variables and we use \( Q_d = 4 \) Gauss-Hermite points for each random dimension. We are thus able to integrate exactly the orthogonality rule (7) in \( D = 6 \) dimensions for polynomials up to a total degree \( \kappa = 3 \).
E. Regression approach

The regression approach adopted in this work is based on the general idea of reconstructing a generic signal taking into account only few evaluations of it. Indeed, many natural signals have concise representations when expressed in a convenient basis. For this reason, they can be considered as sparse or compressible in the terminology adopted in the theory of compressed sensing, or compressive sampling (CS) [41]. Adapting this idea to the UQ framework outlined above, the starting observation is that many stochastic problems are characterized by a sparse chaos representation. A PCE is considered as sparse if a small but unknown subset of the polynomial basis is able to approximate efficiently the QoI (in a suitable sense). In particular, this is expected to be the case for stochastic processes with a large number of random input variables [42], where the PCE is supposed to exhibit sparsity in a small fraction of its coefficients. From this point of view, CS represents an efficient route for the reconstruction of sparse PCE solutions, aiming at selecting a few basis polynomials with great impact on the model response [43].

Using $N$ samples of the random input variables $\xi$, generated by a Monte-Carlo method, namely $(\xi_1, \xi_2, \ldots, \xi_N)$, one value $\vartheta_i$ of the output QoI is obtained for each sample $\xi_i$ (with $i = 1, 2, \ldots, N$) by running the CFD solver and, thus, one value of the truncated PCE (10). In a compact way, gathering all PCEs for all samples the following linear system is formed:

$$\vartheta = [\Psi]c$$

(19)

where $\vartheta = (\theta_1, \theta_2, \ldots, \theta_N)^T$, $c = (c_1, c_2, \ldots, c_K)^T$, and $[\Psi]$ is the $N \times K$ measurement matrix with $[\Psi]_{ij} = \Psi_j(\xi_i)$, where typically $N \ll K$. The system has to be solved in favour of the vector of the expansion coefficients $c$, but it is an undetermined system of linear equations and, from a mathematical point of view, it would have an infinite number of solutions. However CS theory states that imposing a "constraint of sparsity" whereby only solutions which have a small number of non-zero coefficients are allowed, an unique solution can be recovered with a probability of almost 1. In order to do this, there exist a wide variety of methods for sparse recovery of signals from a set of incomplete (under-determined) random measurements, for example the $\ell_1$-minimization. In particular, as stated in Salehi et al. [44], considering that the $\kappa^{th}$ (total) order polynomial chaos representation $g_K$ of the output QoI $\theta$ is not necessarily complete or exact, a relaxed optimization problem called Basis Pursuit Denoising (BPDN) can be considered [45]:

$$c^* = \text{argmin}_{c} ||c||_1 \quad \text{subject to} \quad ||[\Psi]c - \vartheta||_2 \leq \epsilon,$$

(20)

where $\epsilon$ is an $L^2$-error tolerance for the truncated PCE [10], and $||c||_1 = \sum_{j=0}^{K} |c_j|$.
IV. Application to the wind tunnel experiments

Implementing the theoretical framework outlined in Sect. III, the chaos expansion coefficients $c^Q$ obtained with the projection approach, and $c^\epsilon$ obtained using the regression approach, are computed. Since the total order of the multi-variate polynomials has been fixed to $\kappa = 3$ and the dimension of the parameters set is $D = 6$, $K = 84$ expansion coefficients have to be computed; see Eq. (9). Since 4 Gauss-Hermite quadrature points are used for each dimension of the parameters set, the projection approach needs $Q = 4^6 = 4096$ CFD simulations to compute the PCE coefficients by Eq. (17). In the regression approach, we considered $N = 21$ evaluations to compute the PCE coefficients by Eq. (20). For that purpose we use the Spectral Projected Gradient Algorithm (SPGL) developed by van den Berg & Friedlander [46] and implemented in the package SPGL1 [47] to solve this $\ell_1$-minimization problem.

A. Numerical simulation: Gauss-Hermite points and Monte Carlo sampling

Once the normalized Hermite polynomials have been computed at the $Q = 4096$ points $(\xi_1, \xi_2, \ldots, \xi_Q)$ from a Gauss-Hermite quadrature set, or at $N = 21$ points $(\xi_1, \xi_2, \ldots, \xi_N)$ from a random sampling set by the Monte-Carlo method, the coefficients $c^Q = (c^Q_0, c^Q_1, \ldots, c^Q_K)^T$ obtained from Eq. (17), or $c^\epsilon = (c^\epsilon_0, c^\epsilon_1, \ldots, c^\epsilon_K)^T$ obtained from Eq. (20), can be computed provided that the QoI vector $\vartheta$ is known. Here the QoI is the drag coefficient $\theta \equiv C_D(\Xi)$ for the six velocity random fluctuations $\Xi \in \mathbb{R}^6$ measured at the inflow wind tunnel section (see Table 1).

The velocity fluctuation needs to be reconstructed by merging the experimental data with the numerical constraints. In effect, the numerical model is not able to take as inflow the experimental profiles provided by the measurements. The reason is attributed to the fact that the inflow frontier is too close to the nozzle. As a consequence a procedure has been applied to generate a set of inflow data admissible for the numerical model. First a calculation is carried out with uniform stagnation pressure $P_{in}$, temperature $T_{in}$, and enthalpy $H_{in} = c_p T_{in}$ as provided by the experimental tests. From this simulation the time-averaged profiles of velocity $\bar{u}_x$, Mach number $\bar{M}$, static pressure $\bar{p}$ and temperature $\bar{T}$ are obtained. These profiles are shown in Fig. 8.

From the experimental data, the distribution of the inflow velocity fluctuations $U_i$, computed for each random dimension $(i = 1, 2, \ldots, 6)$, is then obtained as

$$U_i = \bar{u}_{x,i} + \sigma_i \xi$$  \hspace{1cm} (21)

where $\xi$ is made up of either Gauss-Hermite points or sampled according to the normal distribution $n_0$ if one uses either the projection approach of Sect. III.D or the regression approach of Sect. III.E respectively, and $\sigma_i = \mu_i CV_i$ where $CV_i$ is taken from the experiments; see Table 1.

Next, these velocity fluctuations are used to compute $k$ velocity profiles $U_k^\circ(z)$ appropriate for the numerical simulations ($k = Q$ or $k = N$ based on the approach used, projection or regression) and to update individual Mach
number profiles $M^o(z)$ as follows

$$M^o(z) = \frac{U^o(z)}{\sqrt{\frac{\gamma RT_{in}}{1 + \frac{\gamma - 1}{2} M^o(z)^2}}}.$$  \hfill (22)

Subsequently the stagnation conditions of pressure and enthalpy are provided by:

$$p^o_{in}(z) = \bar{p}(z) \left(1 + \frac{\gamma - 1}{2} M^o(z)^2\right)^{\frac{\gamma}{\gamma - 1}},$$  \hfill (23)

and

$$H^o_{in}(z) = c_p \left(1 + \frac{\gamma - 1}{2} M^o(z)^2\right) \bar{T}(z),$$  \hfill (24)

where $\gamma = c_p/c_v$ is the ratio of specific heats, and $R = c_p - c_v$ is the specific gas constant.

Fig. 8 Flow properties in the settling chamber obtained from the RANS computation with the experimental $P_{in}$ and $H_{in}$ values entered as inflow. (a) Axial velocity $\bar{u}_x$ in physical units. (b) Mach number $\bar{M}$. (c) Static pressure $\bar{p}$ normalized upon $P_{in}$. (d) Static temperature $\bar{T}$ normalized upon $T_{in}$. 
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A parallel multi-threading using python is implemented to perform several simulations for different inflow velocities simultaneously, in order to obtain either the $Q$ (at the Gauss-Hermite quadrature points), or $N$ (at randomly selected sample points) RANS evaluations needed by these approaches.

B. Numerical results

Once all PCE coefficients have been computed, the two approaches can be compared in terms of the second-order statistics of the QoI $\theta \equiv C_D$, using Eq. (14) for its average and Eq. (15) for its standard deviation. These results are gathered in Table 3, the projection approach being considered as the reference (and most expensive) solution. Table 3 shows a good agreement between the statistical moments computed using the coefficients obtained by the two approaches, highlighting an important physical aspect: a 1% uncertainty in the inflow velocity (see Fig. 3) results in a 0.09% uncertainty in the drag coefficient. Therefore, in this way, the aim of this work has been reached. Besides, having computed the PCE coefficients $c^Q$ and $c^\ast$, the aerodynamic coefficient $C_D$ can be evaluated for any inflow velocity data $\xi$ by:

$$C^Q_D(\xi) \simeq \sum_{j=0}^{K} c^Q_j \Psi_j(\xi)$$  \hspace{1cm} (25)

from the projection approach, or:

$$C^\ast_D(\xi) \simeq \sum_{j=0}^{K} c^\ast_j \Psi_j(\xi)$$  \hspace{1cm} (26)

from the regression approach. Thus, generalized polynomial chaos allows us to obtain a surrogate model through which one can simulate, rapidly, the response of the cylinder to uncertainties at the wind tunnel inflow. Indeed, it is possible to compute the drag coefficient for different numbers of samples in order to highlight the behavior of the regression and projection approach, as done in Fig. 9 for 10 to 10,000 samples of $\xi$ with the PDF $n_0$.

|                | Regression approach | Projection approach |
|----------------|---------------------|---------------------|
| $\mu_K$       | 1.236               | 1.236               |
| $\sigma_K$    | 0.001               | 0.001               |
| CV (%)        | 0.09%               | 0.09%               |

Table 3  Second-order statistical moments of $C_D$ computed from the expansion coefficients obtained through the projection and regression approaches.

Certainly, CS is able to reproduce with a good accuracy the distribution of a certain QoI as the number of samples with which the PCE is used is increased. In order to stress this observation, the PDFs of $C_D$ obtained by the kernel density estimation [48,49] with both approaches and using a reasonable number of samples, can be compared in Fig. 10.
Fig. 9 Drag coefficient $C_D$ obtained by a polynomial chaos expansion using the projection (GQ) and regression (CS) approaches.

Fig. 10 Kernel density estimation of the PDF of $C_D$: comparison of the results obtained with the projection (GQ) and regression (CS) approaches using 100,000 samples.
As a conclusion, one can notice from Fig. 10 the good agreement between the projection approach and the regression approach remarking that the $\ell_1$-minimization of Eq. (20) offers an efficient method to construct the effective distribution of the QoI relying on its sparsity in a carefully chosen polynomial chaos basis. In particular, using the KL divergence [4] [34] [35], it can be shown that the drag coefficient follows a normal distribution, as the random fluctuations of the inflow velocities.

C. Sensitivity analysis

In order to further characterize the influence of the random inflow parameters, a sensitivity analysis can be performed that quantifies the respective effects of each input variable (or combinations thereof) onto the variance of the response of the drag coefficient. To do so, the Sobol’s indices have received much attention: each Sobol’s index $S_{d_1d_2...d_s}$ is a sensitivity measure that describes which amount of the total variance is due to the uncertainties in a subset of $s$ input parameters. Denoting by $I_d$ the set of indices corresponding to the polynomials of the basis depending only on the $d$-th variable parameter $\xi_d$, the main-effect PC-based Sobol’ indices are given by (see e.g. [50]):

$$
S_d = \frac{1}{\sigma^2_K} \sum_{j \in I_d} c_j^2,
$$

(27)

owing to the normalization condition of Eq. (7), with $\sigma^2_K = \sum_{j=1}^{K} c_j^2$ the variance of the QoI, Eq. (15). More generally, if $I_{d_1d_2...d_s}$ is the set of indices corresponding to the polynomials of the basis depending only on the parameters $\xi_{d_1}, \xi_{d_2}, \ldots, \xi_{d_s}$, the $s$-fold joint sensitivity indices are:

$$
S_{d_1d_2...d_s} = \frac{1}{\sigma^2_K} \sum_{j \in I_{d_1d_2...d_s}} c_j^2.
$$

(28)

The main-effect and some joint (2-fold) Sobol’ indices computed for the six random input parameters are gathered in Table 4 and Table 5 for the projection approach and for the regression approach.

From these Sobol’ indices one can notice that the velocity fluctuations $U_3$ and $U_4$ influence the most the cylinder drag. In fact, as $U_1$ and $U_6$, they are affected by the most important uncertainty (see Table 1) but, while the first and the sixth velocity fluctuations are just further away from the cylinder, the third and the fourth velocity fluctuations can be considered free from boundary effects and closer to the section center. Thus, these are the most sensitive parameters if one wants to interact with the transonic flow around the cylinder. It must be remarked that the low value of joint sensitivities indicate that mostly polynomial of order 1 are implicated in the surrogate model. An interesting consequence in that case is that the Gaussian inputs naturally yield a Gaussian output, as obtained here.
Table 4  Main effect sensitivity indices of the inflow velocity parameters computed by Gauss-Hermite quadrature rule and $\ell_1$-minimization.

| $C_D$ | $S_{d_1}$ | $S_{d_2}$ | $S_{d_3}$ | $S_{d_4}$ | $S_{d_5}$ | $S_{d_6}$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| Projection | 0.0057   | 0.0027   | 0.4383   | 0.4439   | 0.0019   | 0.0166   |
| Regression | 0.0064   | 0.0023   | 0.6982   | 0.3789   | 0.0009   | 0.0097   |

Table 5  Joint sensitivity indices of the inflow velocity parameters computed by Gauss-Hermite quadrature rule and $\ell_1$-minimization.

| $C_D$ | $S_{d_1}$ | $S_{d_2}$ | $S_{d_3}$ | $S_{d_4}$ |
|-------|-----------|-----------|-----------|-----------|
| projection | 4e-6     | 4e-4     | 7e-5     |
| regression | 2e-6     | 6e-4     | 9e-5     |

V. Summary and conclusions

In this work a method to simulate a wind tunnel experiment has been studied, using CFD simulations and developing a polynomial surrogate model based on a polynomial chaos expansion (PCE) to account for the uncertainty of the inflow produced by the wind tunnel. In the first part of the work the inflow data variability and the flow around a cylinder in the wind tunnel test section have been analyzed in order to quantify the inflow uncertainty and validate the numerical model. In the second part the numerical wind tunnel has been set up. Unsteady Reynolds-averaged Navier-Stokes simulations have been performed and validated against experimental data. In the last part of this work, a stochastic approach has been developed to address the influence of parametric uncertainties on the numerical results. We have outlined two methodologies to construct the polynomial surrogate model: the projection approach and the regression approach. The first one has been used to built a reference solution based on the Gauss-Hermite quadrature rule in order to validate the second method. The latter, based on compressed sensing (CS) theory, relies on a so-called $\ell_1$-minimization and uses the concept of sparsity. The comparison between the two approaches highlights the good performances of CS, enhancing a method able to reproduce a certain quantity of interest with a low number of measurements or numerical simulations. After having obtained the surrogate model, the statistical distribution of the cylinder drag has been computed, simulating the inflow parameter variability. The cylinder drag remains little influenced by the inflow variations, and the central part of the flow is found to be the most influential. This result tends to minimize the problem of inflow variability on the quality of the numerical simulations, at least for this transonic cylinder case.

In the future, improvements of such method will need to be carried out to further assess the influence of wind tunnel...
flow quality. First in the present study the inflow uncertainty has only been accounted for in a reduced format to relax the computational cost of the numerous simulations. The next step would be to consider unsteady simulations, which were found to better match the experimental results and then to remove the constraint of two-dimensional flow in the simulation so as to evaluate the effect of the flow variability in the transverse direction. One important question is also that of the dependency between the inputs. In the present study they are considered as independent. Progress would be ensured by considering as dependent uncertain inputs in the form of modes of the inflow velocity rather than isolated data points. Such a modal decomposition would require two-point correlations of the flow field in the settling chamber.
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