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Abstract. In this paper, we study the weight spectrum of linear codes with super-linear field size and use the probabilistic method to show that for nearly all such codes, the corresponding weight spectrum is very close to that of a maximum distance separable (MDS) code.
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1 Introduction

MDS codes have the largest possible minimum distance since they meet the Singleton bound with equality (Huffman and Pless [1]) and many properties of the weight spectrum of MDS codes are known. For example, the weight spectrum of an MDS code is unique (Tolhuizen [2], MacWilliams and Sloane [3]) and any MDS code with length $n$ and dimension $k$ has precisely $k$ distinct non-zero weights $n, n-1, \ldots, n-k+1$ (Ezerman et al. [4]). In this paper, we study the weight spectrum of linear codes that are not necessarily MDS but are equipped with a field size that grows super-linear in the code length. We use the probabilistic method and weight concentration properties to show that such codes closely resemble MDS codes in terms of the weight spectrum. The paper is organized as follows: In the next Section 2 we state and prove our main result regarding the approximate MDS property of linear codes with super-linear field size.

2 Approximate MDS property of linear codes

Let $q$ be a power of a prime number and let $\mathbb{F}_q$ be the finite field containing $q$ elements. For integers $n \geq k \geq 1$, a subset $C \subset \mathbb{F}_q^n$ of cardinality $q^k$ is defined to be an $(n,k)_q$-code. A vector subspace of $\mathbb{F}_q^n$ of dimension $k$ is defined to be a linear code and is also said to be an $[n,k]_q$-code. Elements of $C$ are called codewords or simply words.

For two words $c = (c_1, \ldots, c_n)$ and $d = (d_1, \ldots, d_n)$ in $\mathbb{F}_q^n$, we define the Hamming distance between $c$ and $d$ to be $d_H(c,d) = \sum_{i=1}^{n} \mathbb{1}(c_i \neq d_i)$, where $\mathbb{1}(.)$ refers to the indicator function. The Hamming weight of $c$ is the number of non-zero entries in $c$. All distances and weights in this paper are Hamming and so we...
suppress the term Hamming throughout. We define the minimum distance $d_H(C)$ of the code $C$ to be the minimum distance between any two codewords of $C$.

From the Singleton bound, we know that $d_H(C) \leq n - k + 1$ and if $q \geq n - 1$ is a power of prime, there are $[n, k]_q$-codes that achieve the Singleton bound. Such codes are called maximum distance separable (MDS) codes (pp. 71, (Huffman and Pless [1]) and the MDS conjecture asserts that $q = n - 1$ is essentially the minimum required field size to construct MDS codes (see for example (Alderson [2]), for a precise formulation).

In our main result of this paper, we show that nearly all linear codes with super-linear field size behave approximately like MDS codes. We begin with a couple of definitions. Let $C$ be a linear $[n, k]_q$-code and suppose for $1 \leq w \leq n$, the code $C$ contains $A_w$ codewords of weight $w$. We define the $n$-tuple $\left( A_1, \ldots, A_n \right)$ to be the weight spectrum of $C$.

The weight spectrum of an $[n, k]_q$-MDS code $C$ with $n \leq q$ is as follows (Theorem 6, pp. 320–321, MacWilliams and Sloane [3]):

(p1) For $1 \leq w \leq n - k$, the number of codewords of weight $w$ is $\lambda_w := 0$.

(p2) For each $D := n - k + 1 \leq w \leq n$, the number of codewords of weight $w$ equals

\[
\lambda_w := \binom{n}{w}(q - 1) \sum_{j=0}^{w-D} (-1)^j \binom{w - 1}{j} q^{w-D-j}. \tag{2.1}
\]

It is well-known (Ezerman et al. [4]) that if $n \leq q$ then $\lambda_w > 0$ for each $n - k + 1 \leq w \leq n$.

The following result shows that nearly all linear codes with super-linear field size have a weight spectra closely resembling that of an MDS code.

**Theorem 1.** For integer $n \geq 4$ let $k = k(n)$ be an integer and $q = q(n)$ be a power of a prime number satisfying

\[
\frac{1}{\sqrt{\log n}} \leq \frac{k(n)}{n} \leq 1 - \frac{1}{\sqrt{\log n}} \quad \text{and} \quad \frac{q(n)}{n} \to \infty \tag{2.2}
\]

as $n \to \infty$. Let $P$ be the set of all $[n, k]_q$-codes and let $Q \subseteq P$ be the set of all codes satisfying the following properties:

(a1) There exists no word of weight $w$ for any $1 \leq w \leq n - k - \frac{2n}{\log q}$.

(a2) For each $n - k + 5 \leq w \leq n$, the number of codewords of weight $w$ equals lies between $\lambda_w \left( 1 - \frac{2n}{q} \right)$ and $\lambda_w \left( 1 + \frac{2n}{q} \right)$.

For all $n$ large we have that

\[
\#Q \geq \#P \cdot \left( 1 - \frac{18q}{n^2} \right). \tag{2.3}
\]

From (2.2) we have that $\frac{n}{\log q} = o(k), \frac{\sqrt{n}}{q} = o(1)$ and so in addition if we have that $\frac{n}{\sqrt{\log q}} = o(1)$, then comparing with (a1) – (a2), we see that nearly all linear codes behave approximately like an MDS code.

In the following subsection, we derive a couple of preliminary estimates used in the proof of Theorem 1 and in the next subsection, we prove Theorem 1.
Preliminary Estimates

We use the probabilistic method to prove Theorem 1. Let $G$ be a random $k \times n$ matrix with entries i.i.d. uniform in $\mathbb{F}_q$. We prove Theorem 1 by estimating the weights of the words generated by the code $G := \{x \cdot G\}_{x \in \mathbb{F}_q^n}$. All vectors throughout are row vectors.

We collect auxiliary results used in the proof of Theorem 1, in the following Lemma. For $1 \leq w \leq n$ let $C_w$ be the set of all words in $\mathbb{F}_q^n$ with weight $w$. The following result estimates the number of words of a given weight present in a linear code.

**Lemma 1.** We have:
(a) For $1 \leq w \leq n$ let $N_w$ be the set of words of the random code $G$ present in $C_w$. We have that the mean and the variance satisfy

$$
\mu_w := \mathbb{E}N_w = \binom{n}{w} \cdot (q - 1)^w \cdot \frac{q^k - 1}{q^n} \text{ and } \text{var}(N_w) \leq (2q + 1) \cdot \mu_w, \tag{2.4}
$$

respectively.

(b) Let $\lambda_w$ and $\mu_w$ be as in (2.1) and (2.3), respectively. If $q \geq n$ then for each $n - k + 1 \leq w \leq n$ we have that

$$
\left(1 - \frac{1}{q}\right) \cdot \left(1 - \frac{w - 1}{q}\right) \leq \frac{\lambda_w}{\mu_w} \leq \frac{1}{1 - \frac{w}{q}}. \tag{2.5}
$$

From (2.4) in part (a), we get the intuitive result that the number of words of weight $w$ in a linear code is concentrated around its mean. From part (b) we see that if $q$ is much larger than $n$, then $\frac{w}{q} = o(1)$ and so $\lambda_w$ is approximately equal to $\mu_w$.

**Proof of Lemma 1a:** We first obtain the expression for $\mu_w$. For any fixed non-zero vector $x \in \mathbb{F}_q^k$, the random vector $x \cdot G$ is uniform in $\mathbb{F}_q^n$ and so for any vector $y \in C_w$ we have that $\mathbb{P}(x \cdot G = y) = \frac{1}{q}$. The relation for $\mu_w$ in (2.4) then follows from the fact that the number of words of weight $w$ equals $\#C_w = \binom{n}{w} \cdot (q - 1)^w$ and the fact that there are $q^k - 1$ non-zero vectors in $\mathbb{F}_q^n$.

To estimate the variance of $N_w$ we write $N_w = \sum_{x \in \mathbb{F}_q^n \setminus \{0\}} 1(A(x))$ where $A(x)$ is the event that the vector $x \cdot G \in C_w$. We then get that

$$
\text{var}(N_w) = \sum_x \Delta(x) + \sum_{x_1 \neq x_2} \beta(x_1, x_2), \tag{2.6}
$$

where $0 \leq \Delta(x) := \mathbb{P}(A(x)) - \mathbb{P}^2(A(x)) \leq \mathbb{P}(A(x))$ and

$$
|\beta(x_1, x_2)| := \left|\mathbb{P}(A(x_1) \cap A(x_1)) - \mathbb{P}(A(x_1))\mathbb{P}(A(x_2))\right| \\
\leq \mathbb{P}(A(x_1) \cap A(x_1)) + \mathbb{P}(A(x_1))\mathbb{P}(A(x_2)) \leq 2\mathbb{P}(A(x_1)). \tag{2.7}
$$

It is well-known that if $x_1$ is not a multiple of $x_2$ then the events $A(x_1)$ and $A(x_2)$ are independent (see for example, Chapter 7, Problem 7.18, pp.
Lemma 1 and using Stirling’s approximation we have that \( \mu_w = \mathbb{E} N_w \) and use \( t \) in (2.8). Together with (2.8) we then get (2.5).

Proof of Lemma (b): We begin by showing that if \( n - k + 1 \leq w \leq n \) then

\[
\left(1 - \frac{1}{q}\right) \cdot \left(1 - \frac{w - 1}{q}\right) \leq \lambda_w \left(\binom{w}{q} q^w \right) \leq 1 - \frac{1}{q}. \tag{2.8}
\]

To prove the upper bound in (2.8) we write \( \lambda_w = \left(\binom{w}{q} q^w \right) \cdot \left(1 - \frac{1}{q}\right) \cdot \theta(w) \) where \( \theta(w) := \sum_{j=0}^{w-D} (-1)^j \binom{w-1}{j} \cdot \frac{1}{q^j} \). Expanding \( \theta(w) \) and regrouping we get

\[
\theta(w) = 1 - (t_1(w) + t_2(w) + t_3(w) + \ldots) \quad \text{where}
\]

\[
t_j(w) := \binom{w-1}{j} \cdot \frac{1}{q^j} \tag{2.9}
\]

for all \( j \) if \( w - D \) is odd. If \( w - D \) is even, then an analogous expansion holds with the distinction that the final \( t_j(w) \) term is simply \( \binom{w-1}{j} \cdot \frac{1}{q^j} \). For simplicity we assume below that \( w - D \) is odd and get \( t_j(w) = \binom{w-1}{j} \cdot \frac{1}{q^j} \left(1 - \frac{r_j(w)}{q}\right) \)

where \( r_j(w) := \frac{(w-1)}{(w-j)} = \frac{w}{j+1} - 1 \). Thus \( |r_j(w)| \leq n \) and since \( q \geq n \) we get that \( t_j(w) \geq 0 \). This implies that \( \theta(w) \leq 1 \) and so we get the upper bound in (2.8).

For the lower bound in (2.8) we write \( \theta(w) = 1 - \frac{w-1}{q} + t_2(w) + t_3(w) + \ldots \) and use \( t_j(w) \geq 0 \) to get that \( \theta(w) \geq 1 - \frac{w-1}{q} \). This proves the lower bound in (2.8). Finally to prove (2.8), we write \( \mu_w = \left(\binom{w}{q} q^w \right) \cdot \left(1 - \frac{1}{q}\right) \) and use \( \left(1 - \frac{1}{q}\right)^w \geq 1 - \frac{w}{q} \) and \( 1 - \frac{1}{q} \geq 1 - \frac{1}{q} \) to get that

\[
\left(1 - \frac{1}{q}\right) \cdot \left(1 - \frac{w}{q}\right) \leq \frac{\mu_w}{\binom{w}{q} q^w} \leq 1. \tag{2.10}
\]

Together with (2.8) we then get (2.5).

Proof of Theorem (a)

We first estimate the probability of occurrence of property (a1). Recalling that \( \mu_w = \mathbb{E} N_w \) is the expected number of words of weight \( w \) in the random code \( G \) (see Lemma (a)) and using Stirling’s approximation we have that

\[
\mu_w \leq \frac{\binom{n}{w} q^w}{q^{n-k}} \leq 4en \cdot \frac{n^{n+\lambda w}}{q^{w-k}} \cdot \frac{q^w}{q^{n-k}} \leq 4en \cdot \frac{n}{q^{n-k}} \cdot \frac{q^w}{q^{n-k}}. \tag{2.11}
\]
Setting $w_{low} := n - k - \frac{2n}{\log q}$, we see for all $1 \leq w \leq w_{low}$ that $\mu_w = EN_w \leq \frac{4en}{q \log q} = 4en \cdot e^{-n}$. Therefore if $F_{low}$ is the event that the property (a1) in the statement of the Theorem holds, then we get by the union bound that

$$\mathbb{P}(F_{low}^c) = \mathbb{P} \left( \bigcup_{1 \leq w \leq w_{low}} \{ N_w \geq 1 \} \right) \leq \sum_{w=1}^{w_{low}} \mathbb{E}N_w \leq w_{low} \cdot 4en \cdot e^{-n} \leq 4en^2 \cdot e^{-n}$$

(2.12)

since $w_{low} \leq n$.

Next we study property (a2) for weights $w \geq w_{up} = n - k + 5$. First we show that

$$\mu_w \geq \frac{\binom{n}{w} q^w}{q^{n-k}} \cdot \left( 1 - \frac{w}{q} \right) \cdot \left( 1 - \frac{1}{q^w} \right) \geq \frac{n^5}{4}$$

(2.13)

for all $n$ large. The first bound in (2.13) follows from (2.10). For $w \geq n - k + 5$ we have that \( \frac{\binom{n}{w} q^w}{q^{n-k}} \geq \binom{n}{w} \cdot q^5 \geq n^5 \) since $q \geq n$ for all $n$ large, by (2.2). Also from (2.2) we see that $1 - \frac{w}{q} \geq 1 - \frac{q}{4} \geq \frac{1}{2}$ and $1 - \frac{1}{q^w} \geq \frac{1}{2}$ for all $n$ large. This proves the final bound in (2.13).

From Chebychev’s inequality, the variance estimate in (2.4) and the above estimate (2.13), we therefore get that

$$\mathbb{P}( |N_w - \mu_w| \geq \frac{\mu_w}{n} ) \leq \frac{n^2 \var(N_w)}{\mu_w^2} \leq \frac{n^2 (2q + 1)}{\mu_w} \leq \frac{4(2q + 1)}{n^3}. \quad (2.14)$$

If $\mu_w \left( 1 - \frac{1}{n} \right) \leq N_w \leq \mu_w \left( 1 + \frac{1}{n} \right)$, then using the bounds (2.9), we see that

$$\lambda_w \left( 1 - \frac{w}{q} \right) \cdot \left( 1 - \frac{1}{n} \right) \leq N_w \leq \lambda_w \left( 1 + \frac{1}{n} \right) \cdot \left( 1 - \frac{w-1}{q} \right)$$

and using (2.2) and the fact that $w \leq n$ we get that

$$N_w \leq \lambda_w \left( 1 + \frac{1}{n} \right) \cdot \left( 1 + \frac{2}{q} \right) \cdot \left( 1 + \frac{2n}{q} \right) \leq \lambda_w \left( 1 + \frac{3n}{q} \right)$$

for all $n$ large. Similarly we also get that $N_w \geq \lambda_w \left( 1 - \frac{3n}{q} \right)$ for all $n$ large.

Therefore if $F_{up}$ denotes the event that property (a2) in the statement of the Theorem holds, then from (2.14) and the union bound we get that $\mathbb{P}(F_{up}^c)$ is bounded above by $\sum_{w=w_{up}}^{n} \mathbb{P} ( |N_w - \mu_w| \geq \frac{\mu_w}{n} ) \leq \frac{4(2q + 1)}{n^3}$. Thus $\mathbb{P}(F_{up}) \geq 1 - \frac{4(2q + 1)}{n^3}$ and combining this with (2.12) we get that

$$\mathbb{P}(F_{up} \cap F_{low}) \geq 1 - 4en^2 \cdot e^{-n} - \frac{4(2q + 1)}{n^2} \geq 1 - \frac{9q}{n^2} \quad (2.15)$$

for all $n$ large using the fact that $q \geq n$ (see statement of Theorem). If $F_{full}$ denotes the event that the matrix $G$ has full rank then we show below that

$$\mathbb{P}(F_{full}) \geq 1 - \frac{2}{q^{n-k}} \geq \frac{1}{2} \quad (2.16)$$
since $q \geq 2$ and $n - k \geq 2$ (see statement of Theorem).

The ratio of the sets $Q$ and $P$ defined in the statement of the Theorem is therefore simply

$$\frac{\#Q}{\#P} = \frac{\mathbb{P}(F_{full} \cap F_{up} \cap F_{low})}{\mathbb{P}(F_{full})} \geq 1 - \frac{\mathbb{P}(F_{up} \cup F_{low}^c)}{\mathbb{P}(F_{full})}$$

(2.17)

using $\mathbb{P}(A \cap B) \geq \mathbb{P}(A) - \mathbb{P}(B^c)$ with $A = F_{full}$ and $B = F_{up} \cap F_{low}$. Plugging (2.15) and (2.16) into (2.17) we get that $\frac{\#Q}{\#P} \geq 1 - \frac{1}{n}$ and this proves (2.3).

It remains to prove (2.16). Let $V_i, 1 \leq i \leq k$ be the independent and identically distributed (i.i.d.) vectors chosen uniformly randomly from $\mathbb{F}_q^n$ that form the rows of the matrix $G$. For $1 \leq i \leq k$ let $E_i$ be the event that the vectors $V_j, 1 \leq j \leq i$ are linearly independent so that $\mathbb{P}(E_1) = 1$. For $i \geq 2$, we note that the event $E_i = \bigcap_{1 \leq j \leq i} E_j$ and write

$$\mathbb{P}(E_i) = \mathbb{P}\left( \bigcap_{1 \leq j \leq i} E_j \right) = \mathbb{E}(\mathbb{1}(E_{i-1}) \cdot \mathbb{P}(E_i | V_j, 1 \leq j \leq i-1)).$$

(2.18)

If $E_{i-1}$ occurs, the size of the space spanned by the vectors $V_j, 1 \leq j \leq i-1$ is $q^{i-1}$ and so the event $E_i$ occurs if and only if we choose $V_i$ from amongst the remaining $q^n - q^{i-1}$ vectors. Therefore from (2.18) we get that $\mathbb{P}(E_i) = \left( \frac{q^n - q^{i-1}}{q^n} \right) \mathbb{P}(E_{i-1})$ and continuing iteratively, we get that

$$\mathbb{P}(E_k) = \prod_{j=1}^{k-1} \left( 1 - \frac{q^j}{q^n} \right) \geq 1 - \frac{1}{q^n} \sum_{j=1}^{k-1} q^j = 1 - \frac{q^k - 1}{q^n(q-1)} \geq 1 - \frac{2}{q^n - k},$$

(2.19)

using the fact that $q \geq 2$ and so $\frac{q^k - 1}{q^n(q-1)} \leq \frac{q^k}{q^n(q-1)} \leq \frac{2}{q^n - k}$. This proves (2.16).
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