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Abstract—Adversarial robustness has become a topic of growing interest in machine learning since it was observed that neural networks tend to be brittle. We propose an information-geometric formulation of adversarial defense and introduce FIRE, a new Fisher-Rao regularization for the categorical cross-entropy loss, which is based on the geodesic distance between the softmax outputs corresponding to natural and perturbed input features. Based on the information-geometric properties of the class of softmax distributions, we derive an explicit characterization of the Fisher-Rao Distance (FRD) for the binary and multiclass cases, and draw some interesting properties as well as connections with standard regularization metrics. Furthermore, we verify on a simple linear and Gaussian model, that all Pareto-optimal points in the accuracy-robustness region can be reached by FIRE while other state-of-the-art methods fail. Empirically, we evaluate the performance of various classifiers trained with the proposed loss on standard datasets, showing up to a simultaneous 1% of improvement in terms of clean and robust performances while reducing the training time by 20% over the best-performing methods.
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1 INTRODUCTION

Deep Neural Networks (DNNs) have achieved several breakthroughs in different fields such as computer vision, speech recognition, and Natural Language Processing (NLP). Nevertheless, it is well-known that these systems are extremely sensitive to small perturbations on the inputs [1], known as adversarial examples. Formally, an adversarial example represents a corrupted input, characterized by a bounded optimal perturbation from the original vector, designed to fool a specified neural networks’ task. Adversarial examples have already proven threatful in several domains, including vision and NLP [2], hence leading to the emergence of the rich area of adversarial machine learning [3]. The effectiveness of adversarial examples has been attributed to the linear regime of DNNs [4] and the data manifold geometrical structure itself [5], among other hypotheses. More recently, it has been related to the existence of valuable features for classification but meaningless for humans [6].

In this paper, we focus on the so-called white-box attacks, for which the attacker has full access to the model. However, it should be noted that black-box attacks, in which the attacker can only query predictions from the model without access to further information, are also feasible [7]. The literature on adversarial machine learning is extensive and can be divided into three overlapping groups, studying the generation, detection, and defense aspects. The simplest method to generate adversarial examples is the Fast Gradient Sign Method (FGSM) [4], including its iterative variant called Projected Gradient Descent (PGD) [8]. Although widely used, PGD has a few issues that can lead to overestimating the robustness of a model. AutoAttack [9] has been recently developed to overcome those problems, enabling an effective way to test and compare the different defensive schemes.

A simple approach to cope with corrupted examples is to detect and discard them before classification. For instance, [10], [11], and [12] present different methods to detect corrupted inputs. Although these ideas can be useful to ensure robustness to outliers (i.e., inputs with large deviations with respect to clean examples), they do not seem to be satisfactory solutions for mild adversarial perturbations. In addition, adversarial detection can generally be bypassed by sophisticated attack methods [13].

Recently, several works focused on improving the robustness of neural networks by investigating various defense mechanisms. For instance, certified defense mechanisms addressed the need for more guarantees on the task performance beyond standard evaluation metrics [14], [15], [16], [17], [18], [19], [20], [21]. These methods aim at training classifiers whose predictions at any input feature will remain constant within a set of neighborhoods around the original input. However, these algorithms do not achieve state-of-the-art performance yet. Also, some approaches tend to rely on convex relaxations of the original problem [22], [23] since directly solving the adversarial problem is not tractable. Although these solutions are promising, it is still not possible to scale them to high-dimensional datasets. Finally, we could mention distillation, initially introduced in [24], and further studied in [25]. The idea of distillation is to use a large DNN (the teacher) to train a smaller one (the student), which can perform with similar accuracy while utilizing a temperature...
parameter to reduce sensitivity to input variations. The resulting defense strategy may be efficient for some attacks but can be defeated with the standard Carlini-Wagner attack.

In this work, we will focus on the most popular strategy for enhancing robustness, which is based on adversarial training, i.e., learning with an augmented training set containing adversarial examples [4].

### 1.1 Summary of contributions

Our work investigates the problem of optimizing the trade-off between accuracy and robustness and advances state-of-the-art methods in very different ways.

- We derive an explicit characterization of the Fisher-Rao Distance (FRD) based on the information-geometric properties of the soft-predictions of the neural classifier. That leads to closed-form expressions of the FRD for the binary and multiclass cases (Theorems 1 and 2 respectively). We further relate them to well-known regularization metrics (presented in Proposition 1).

- We propose a new formulation of adversarial defense, called Fisher-rao REgularizer (FIRE). It consists of optimizing a regularized loss, which encourages the predictions of natural and perturbed samples to be close to each other, according to the manifold of the softmax distributions induced by the neural network. Our loss in Eq. (7) consists of two terms: the categorical cross-entropy, which favors natural accuracy, and a Fisher-Rao regularization term, which increases adversarial robustness. Furthermore, we prove for a simple logistic regression and Gaussian model that all Pareto-optimal points in the accuracy-robustness region can be reached by FIRE, while state-of-the-art methods fail (cf. Section 4 and Proposition 2).

- Experimentally, on standard benchmarks, we found that FIRE provides an improvement up to roughly 2% of robust accuracy compared to the widely used Kullback-Leibler regularizer [26]. We also observed significant improvements over other state-of-the-art methods. In addition, our method typically requires, on average, less computation time (measured by the training runtime on the same GPU cluster) than state-of-the-art methods.

### 2.1 Adversarial learning

We provide some background on adversarial learning, focusing on adversarial defense’s most popular proposed loss functions. Adversarial examples are slightly modified inputs that can fool a target classifier. Concretely, Szegedy et al. [1] define the adversarial generation problem as:

\[
x' = \arg \min_{x' : \|x' - x\|_p < \varepsilon} \|\ell(x', y, \theta)\| \text{ s.t. } f_\theta(x') \neq y,
\]

where \(y\) is the true label (supervision) associated to the sample \(x\). This formulation shows that the vulnerable points of a classifier are the ones close to its decision boundaries. Since this problem is difficult to tackle, it is commonly relaxed as follows [35]:

\[
x' = \arg \max_{x' : \|x' - x\|_p < \varepsilon} \ell(x', y, \theta).
\]

Once adversarial examples are obtained, they can be used to learn a robust classifier as discussed next.

The adversarial problem has been presented in [8] as follows:

\[
\min_{\theta} \mathbb{E}_{p(x,y)} \left[ \max_{x' : \|x' - x\|_p < \varepsilon} \ell(x', y, \theta) \right].
\]

where \(\varepsilon\) denotes the maximal distortion allowed in the adversarial examples according to the \(l_p\)-norm. Since the exact solution to the above inner max problem is generally intractable, a relaxation is proposed by generating an adversarial example using an iterative algorithm such as PGD.
2.1.1 Adversarial Cross-Entropy (ACE)

If we take the loss to be the Cross-Entropy (CE), i.e., $\ell(x, x', y, \theta) = -\log q_\theta(y|x')$, we obtain the ACE risk:

$$L_{ACE}(\theta) = \mathbb{E}_{p(x, y)} \left[ \max_{x' : \|x' - x\| \leq \varepsilon} - \log q_\theta(y|x') \right].$$ (4)

2.1.2 TRADES

Later [26] defined a new risk based on a trade-off between natural and adversarial performances, controlled through an hyperparameter $\lambda$. The resulting risk is the addition of the natural cross-entropy and the Kullback-Leibler (KL) divergence between natural and adversarial probability distributions:

$$L_{TRADES}(\theta) = \mathbb{E}_{p(x, y)} \left[ \max_{x' : \|x' - x\| \leq \varepsilon} - \log q_\theta(y|x) + \lambda \text{KL}(q_\theta(\cdot|x)||q_\theta(\cdot|x')) \right],$$ (5)

where

$$\text{KL}(q_\theta(\cdot|x)||q_\theta(\cdot|x')) = \mathbb{E}_{q_\theta(y|x)} \left[ \log \frac{q_\theta(y|x)}{q_\theta(y|x')} \right].$$ (6)

3 Adversarial Robustness with Fisher-Rao Regularization

3.1 Information Geometry and Statistical Manifold

Statistics on manifolds and information geometry are two different ways in which differential geometry meets statistics. A statistical manifold can be defined as a parameterized family of probability distributions (or density functions) of interest. It is worth to mention that the concept of statistics on manifolds is very different from manifold learning which is a branch of machine learning where the goal is to learn a latent manifold from valued data. In this paper, we are interested in the statistical manifold obtained when fixing the parameters $\theta$ of a DNN and changing its feature input. We consider the following statistical manifold: $\mathcal{C} = \{ q_\theta(\cdot|x) : x \in \mathcal{X} \}$. In particular, the focus is on changes in a neighborhood of a particular sample in an adversarial manner (i.e., considering a worst-case perturbation). Please notice that the statistical manifold is different from the loss landscape. The loss landscape is defined as the changes of the risk function with respect to changes in the model parameters (i.e., $L(\theta)$ vs $\theta$), while the statistical manifold refers to the changes of the soft-probabilities of the classifier with respect to changes in the input (i.e., $q_\theta(y|x)$ vs $x$). In order to understand the effect of a perturbation on the input, we first need to be able to capture the distance over the statistical manifold between different probability distributions, i.e., between two different feature inputs. That is precisely what the FRD computes, as illustrated by the red curve in Fig. 1. It is worth to mention that FRD can be very much different from the euclidean distance since the later does not depend on the shape of the manifold. For a formal mathematical definition of FRD and a short review of basic concepts in information geometry, we refer the reader to Section 3.1.

As discussed in Section 2, the robustness of a classifier is related to the distance between natural examples and the decision boundaries (i.e., points $x$ such that $q_\theta(y|x) \approx q_\theta(y'|x)$ for $y \neq y'$). In fact, if a natural example is far from the decision boundaries, a norm-constrained attack will clearly fail (in this case, the optimization problem (1) will be infeasible). Since the decision boundaries are given by the soft-probabilities $q_\theta(y|x)$, this can be equivalently studied by analyzing the shape of the statistical manifold $\mathcal{C}$ (which should not be confused with the loss landscape). In fact, if $q_\theta(y|x)$ is relatively flat (i.e., does not change much) with respect to perturbations of $x$ around $x_0$, it is clear that adversarial perturbations will not modify the classifier decision at this point. In contrast, if $q_\theta(y|x)$ changes sharply with perturbations of $x$ around $x_0$, an adversarial can easily leverage this vulnerability to fool the classifier. This notion of robustness is related to the Lipschitz constant of the network, as discussed in various works (e.g., [36]). To illustrate these ideas clearly, let us consider the logistic regression model $q_\theta(y|x) = 1/\left[1 + \exp(-y \theta^\top x)\right]$, where $n = 2$ and $\mathcal{Y} = \{-1, 1\}$, as a simple example. One way to visualize the statistical manifold $\mathcal{C}$ is to plot $q_\theta(1|x)$ as a function of $x$ (since $q_\theta(-1|x) = 1 - q_\theta(1|x)$, this completely characterizes the manifold). This is shown in Fig. 2a for the value of $\theta$ which minimizes the natural misclassification probability $P_\epsilon$ under a conditional Gaussian model for the input $x$ (see Section 4 for details). As can be seen, the manifold is quite sharp around a particular region of $\mathcal{X}$. This region corresponds to the neighborhood of the points for which $\theta^\top x \approx 0$ as $x$ is perturbed in the direction of $\theta$. Therefore, we can say that this model is clearly non-robust, as its output can be significantly changed by small perturbations on the input. Consider now the same model but with the values of $\theta$ obtained by minimizing the adversarial misclassification probability $P'_\epsilon$. As can be seen in Fig. 2b, the statistical manifold is much flatter than in Fig. 2a which means that the model is less sensitive to adversarial perturbations on the input. Therefore, it is more robust.

Let us now consider the FRD of the two models around the point $x = 0$, which gives a point that lies in the decision boundary, by letting $\delta = x' - x$ vary in the $\ell_\infty$ ball $B_{\infty, \varepsilon} = \{ \delta : \|\delta\|_\infty \leq \varepsilon \}$, with $\varepsilon = 0.1$. Fig. 3a displays the FRD for the parameters $\theta$ which minimize the misclassification error probability $P_\epsilon$, and Fig. 3b shows the FRD for the parameters $\theta$ which minimize the adversarial misclassification error probability $P'_\epsilon$. Clearly, the abrupt transition of $q_\theta(1|x)$ in Fig. 2a corresponds to a sharp increase on the FRD as $\|\delta\|_\infty$
The main proposal of this paper is the FIRE information divergences. Connections with other standard distances and well-known frameworks and provide some exciting properties and networks. We continue with the evaluation of the FRD given theoretical proposal to improve the robustness of neural misclassification risk function, which is our main example shows how FRD reflects the shape of the statistical manifold.

The rest of this section is organized as follows. We begin by introducing the FIRE risk function, which is our main theoretical proposal to improve the robustness of neural networks. We continue with the evaluation of the FRD given by expression (26) for the binary and multiclass classification frameworks and provide some exciting properties and connections with other standard distances and well-known information divergences.

### 3.2 The FIRE risk function

The main proposal of this paper is the FIRE risk function, defined as follows:

$$L_{\text{FIRE}}(\theta) = \mathbb{E}_{p(x,y)} \left[ \max_{x'} |q_\theta(x') - q_\theta(x)| + \lambda \cdot d_{R,C}^2(q_\theta(\cdot|x), q_\theta(\cdot|x')) \right],$$

where $\lambda > 0$ controls the trade-off between natural accuracy and robustness to the adversary.

In Fig. 3 we show the shape of the statistical manifold $C$ as $\lambda$ is varied for the logistic regression model discussed in Section 3.1 (see also Section 4). Notice that when no FRD regularization is used, the manifold in Fig. 4a is very similar to the one in Fig. 2a. As the value of $\lambda$ increases, the weight of the FRD regularization term also increases. As a consequence, the statistical manifold is flattened as expected which is illustrated in Fig. 4b. However, as shown in Fig. 4c, setting $\lambda$ to a very high value causes the statistical manifold to become extremely flat. This means that the model is basically independent of the input, and the classification performance will be poor. Notice the similarities between Fig. 2 and Fig. 4.

### 3.3 FRD for the case of binary classification

Let us first consider the binary classification setting, in which $X \subseteq \mathbb{R}^n$ and $Y = \{-1, 1\}$ are input and label spaces, respectively. Consider an arbitrary given model:

$$q_\theta(y|x) = \frac{1}{1 + e^{-h_\theta(x)y}}.$$  

Here $h_\theta(x)$ represents an arbitrary parametric representation or latent code of the input $x$. As a matter of fact, we only need to assume that $h_\theta$ is a smooth function. The FRD for this model can be computed in closed-form, as shown in the following result. The proof is relegated to Section 6.2.

**Theorem 1** (FRD for binary classifier). The FRD between soft-predictions $q_\theta \equiv q_\theta(\cdot|x)$ and $q_\theta' \equiv q_\theta(\cdot|x')$, according to (8) and corresponding to inputs $x$ and $x'$, is given by

$$d_{R,C}(q_\theta, q_\theta') = 2 \left| \arctan(e^{h_\theta(x')/2}) - \arctan(e^{h_\theta(x)/2}) \right|.$$  

For illustration purposes, Fig. 5a shows the behavior of the FRD with respect to changes in the latent code compared
with the Euclidean distance. It can be observed that the resulting FRD is rather sensitive to variations in the latent space when \( h_\theta(x) \approx 0 \) while being close to zero for the region in which \( |h_\theta(x)| \) is large and \( |h_\theta(x')| \ll |h_\theta(x)| \). This asymmetric behavior is in sharp contrast with the one of the Euclidean distance. However, these quantities are related as shown by the next proposition.

**Proposition 1 (FRD vs. Euclidean distance).** The Fisher-Rao distance can be bounded as follows:

\[
d_{R,C}(q_\theta, q_\theta') \leq \frac{1}{2} |h_\theta(x') - h_\theta(x)|, \quad (10)
\]

for any pair of inputs \( x, x' \in \mathcal{X} \).

The proof of this proposition is relegated to Section C.1.

### 3.3.1 Logistic regression:

A particular case of significant importance is that of logistic regression: \( h_\theta(x) = \theta^T x \). In this case, the FRD reduces to:

\[
d_{R,C}(q_\theta, q_\theta') = 2 \left| \arctan(e^{\theta^T x'/2}) - \arctan(e^{\theta^T x/2}) \right|. \quad (11)
\]

A first-order Taylor approximation in the variable \( \delta = x' - x \) and maximization over \( \delta \) such that \( ||\delta|| \leq \varepsilon \) yields

\[
d_{R,C}(q_\theta, q_\theta') \approx \frac{1}{2} \frac{1}{\cosh(\theta^T x/2)} \varepsilon ||\theta||, \quad (12)
\]

where \( ||\cdot|| \ast \) is the dual norm of \( ||\cdot|| \), which is defined as \( ||z|| \ast = \sup \{||z^\top w|| : ||w|| \leq 1\} \). Therefore, in this case, we obtain a weighted dual norm regularization on \( \theta \), with the weighting being large when \( \theta^T x \) is close to zero (i.e., points with large uncertainty in the class assignment), and being small when \( \theta^T x \) is large (i.e., points with low uncertainty in the class assignment). An even more direct connection between the FRD and the dual norm regularization on \( \theta \) can be obtained from Proposition 1 which leads to

\[
d_{R,C}(q_\theta, q_\theta') \leq \frac{1}{2} ||\delta^\top \theta|| \leq \frac{1}{2} \varepsilon ||\theta||, \quad (13)
\]

Eq. (13) formalizes our intuitive idea that \( \ell_p \)-regularized classifiers tend to be more robust. This is in agreement with other results, e.g., [37].

### 3.4 FRD for the case of multiclass classification

Consider the general \( M \)-classification problem in which \( \mathcal{Y} = \{1, \ldots, M\} \), and let

\[
q_\theta(y|x) = \frac{e^{h_y(x, \theta)}}{\sum_{y' \in \mathcal{Y}} e^{h_{y'}(x, \theta)}}, \quad (14)
\]

be a standard softmax output, where \( h: \mathcal{X} \times \Theta \rightarrow \mathbb{R}^M \) is a parametric representation function and \( y \) denotes the \( y \)-th component of the vector \( z \). The FRD for this model can also be obtained in closed-form as summarized below. The proof is given in Section 6.3.

**Theorem 2 (FRD multiclass classifier).** The FRD between soft-predictions \( q_\theta \equiv q_\theta(\cdot|x) \) and \( q_\theta' \equiv q_\theta(\cdot|x') \), according to (14) and corresponding to inputs \( x \) and \( x' \), is given by

\[
d_{R,C}(q_\theta, q_\theta') = 2 \arccos \left( \sum_{y \in \mathcal{Y}} \sqrt{q_\theta(y|x)q_\theta'(y|x')} \right). \quad (15)
\]

**Remark.** Although not obvious, the FRD for the multiclass case (Eq. (15)) is indeed consistent with the FRD for the binary case (Eq. (9)), i.e., they are equal for the case \( M = 2 \) (for further details the reader is referred to Section 6.3).

### 3.5 Comparison between FRD and KL divergence

The Fisher-Rao distance [15] has some interesting connections with other distances and information divergences. We are particularly interested in its relation with the KL divergence, which is the adversarial regularization mechanism used in the TRADES method [26]. The next theorem summarizes the mathematical connection between these quantities. The proof of this theorem is relegated to Section C.2.

**Theorem 3 (Relation between FRD and KL divergence).** The FRD between soft-predictions \( q_\theta = q_\theta(\cdot|x) \) and \( q_\theta' = q_\theta(\cdot|x') \), given by (15), is related to the KL divergence through the inequality:

\[
1 - \cos \left( \frac{d_{R,C}(q_\theta, q_\theta')}{2} \right) \leq \frac{1}{2} \text{KL}(q_\theta, q_\theta'), \quad (16)
\]

which means that the KL divergence is a surrogate of the FRD. In addition, it can also be shown that the KL divergence is a second-order approximation of the FRD, i.e.,

\[
\text{KL}(q_\theta, q_\theta') = \frac{1}{2} d_{R,C}^2(q_\theta, q_\theta') + \mathcal{O}(d_{R,C}^4(q_\theta, q_\theta')), \quad (17)
\]

where \( \mathcal{O}() \) denotes big-O notation.

The above result shows that the KL is a weak approximation of the FRD in the sense that it gives an upper bound and a second-order approximation of the geodesic distance. However, in general, we are interested in distances over arbitrarily distinct softmax distributions, so it is clear that the KL divergence and the FRD can behave very differently. In fact, only the latter measures the actual distance on the statistical manifold \( z = \{q_\theta(\cdot|x) : x \in \mathcal{X}\} \) (for further details, the reader is referred to Section 6.1). In the next section, we show that this has an important consequence on the set of solutions obtained by minimizing the respective empirical risks while varying \( \lambda \).

### 4 Accuracy-Robustness Trade-offs and Learning in the Gaussian Model

To illustrate the Fire loss and the role of the Fisher-Rao distance to encourage robustness, we study the natural-adversarial accuracy trade-off for a simple logistic regression and Gaussian model and compare the performance of the predictor trained on the Fire loss with those of ACE and TRADES losses, in equations 4 and 5, respectively.
We choose the standard adversary obtained by maximizing 

\[ q_0(y|x) = \frac{1}{1 + \exp(-y\Theta^T x)} \]  

(18)

We choose the standard adversary obtained by maximizing 

the cross-entropy loss, i.e., 

\[ x^{\ast} = \arg\max_{x' : ||x' - x|| < \varepsilon} - \log q_0(y|x') \]  

(19)

For simplicity in this section we assume that the adversary 
uses the 2-norm (i.e., |||| = ||||_2). In such case, \( x^{\ast} \) can 
be written as \( x^{\ast} = x - \varepsilon y \theta/||\theta||_2 \).

We also assume that the classes are equally likely and 
that the conditional inputs given the class are Gaussian 
distributions with the particular form \( x|y \sim N(y\mu, \Sigma) \).

In this case, we can write the natural and adversarial 
classification probabilities as:

\[ P_c(\theta) = \mathbb{P}(f_0(X) \neq Y) = \Phi \left( \frac{-\Theta^T \mu}{\sqrt{\Theta^T \Sigma} \theta} \right) \]  

(20)

\[ P_c'(\theta) = \mathbb{P}(f_0(X') \neq Y) = \Phi \left( \frac{\varepsilon ||\theta||_2 - \Theta^T \mu}{\sqrt{\Theta^T \Sigma} \theta} \right) \]  

(21)

where \( \Phi \) denotes the cumulative distribution function 
of the standard normal random variable. The following result 
provides lower and upper bounds for \( P_c'(\theta) \) in terms of \( \varepsilon \) 
and the eigenvalues of \( \Sigma \). Notice that the bounds get sharper
as \( \varepsilon \) or the spread of \( \Sigma \) decreases and are tight if \( \Sigma = \sigma I \).

**Proposition 2 (Accuracy-robustness trade-offs).** The adversarial classification probability \( P_c'(\theta) \) satisfies the inequalities:

\[ \Phi \left( \frac{\varepsilon}{\lambda_{\text{max}}^{1/2}(\Sigma)} + \Phi^{-1}(P_c(\theta)) \right) \leq P_c'(\theta), \]  

(22)

\[ \Phi \left( \frac{\varepsilon}{\lambda_{\text{min}}^{1/2}(\Sigma)} + \Phi^{-1}(P_c(\theta)) \right) \geq P_c'(\theta). \]  

(23)

The proof of this proposition is relegated to Section 6.4

1. The analysis can be extended to an arbitrary norm but it is somewhat simplified for the 2-norm case.

---

**4.1 Accuracy-robustness trade-offs**

Consider a binary example with a simplified logistic regression model. Therefore, in this section we assume that \( Y = \{-1, 1\} \) and the softmax probability 

\[ q_0(y|x) = \frac{1}{1 + \exp(-y\Theta^T x)}, \]  

(18)

where \( \Phi \) denotes the cumulative distribution function of

\( \theta \) as defined in (5) for different values of \( \lambda \).

For simplicity, in this section we assume that the adversary uses the 2-norm (i.e., \( |||| = ||||_2 \)). In such case, \( x^{\ast} \) can be written as 

\( x^{\ast} = x - \varepsilon y \theta/||\theta||_2 \).

We also assume that the classes are equally likely and that the conditional inputs given the class are Gaussian distributions with the particular form 

\( x|y \sim N(y\mu, \Sigma) \).

In this case, we can write the natural and adversarial classification probabilities as:

\[ P_c(\theta) = \mathbb{P}(f_0(X) \neq Y) = \Phi \left( \frac{-\Theta^T \mu}{\sqrt{\Theta^T \Sigma} \theta} \right) \]  

(20)

\[ P_c'(\theta) = \mathbb{P}(f_0(X') \neq Y) = \Phi \left( \frac{\varepsilon ||\theta||_2 - \Theta^T \mu}{\sqrt{\Theta^T \Sigma} \theta} \right) \]  

(21)

where \( \Phi \) denotes the cumulative distribution function of the standard normal random variable. The following result provides lower and upper bounds for \( P_c'(\theta) \) in terms of \( \varepsilon \) and the eigenvalues of \( \Sigma \). Notice that the bounds get sharper as \( \varepsilon \) or the spread of \( \Sigma \) decreases and are tight if \( \Sigma = \sigma^2 I \).

**Proposition 2 (Accuracy-robustness trade-offs).** The adversarial classification probability \( P_c'(\theta) \) satisfies the inequalities:

\[ \Phi \left( \frac{\varepsilon}{\lambda_{\text{max}}^{1/2}(\Sigma)} + \Phi^{-1}(P_c(\theta)) \right) \leq P_c'(\theta), \]  

(22)

\[ \Phi \left( \frac{\varepsilon}{\lambda_{\text{min}}^{1/2}(\Sigma)} + \Phi^{-1}(P_c(\theta)) \right) \geq P_c'(\theta). \]  

(23)

The proof of this proposition is relegated to Section 6.4

1. The analysis can be extended to an arbitrary norm but it is somewhat simplified for the 2-norm case.

---

**4.2 Learning**

Let us consider the 2-dimensional case, i.e., \( n = 2 \). From expressions (20) and (21), it can be noticed that both \( P_c(\theta) \) and \( P_c'(\theta) \) are independent of the 2-norm of \( \theta \). Therefore, we can parameterize \( \theta \) as \( \theta = [\cos(\alpha), \sin(\alpha)]^T \) with \( \alpha \in [0, 2\pi] \) without any loss of generality. Thus, \( (1 - P_c(\theta)), (1 - P_c'(\theta)) \) for all values of \( \alpha \) gives a curve that represents all the possible values of the natural and adversarial accuracies for this setting. Fig. 6a shows this curve for a particular choice of \( \varepsilon, \mu, \) and \( \Sigma \). As can be observed, the solution which maximizes the natural accuracy gives poor adversarial accuracy and viceversa. The set of Pareto-optimal points (i.e., the set of points for which there is no possible improvement in terms of both natural and adversarial accuracy or, equivalently, the set \( \{\max_{\theta} (1 - P_c(\theta)) + (1 - \beta)(1 - P_c'(\theta)) : 0 \leq \beta \leq 1\} \) are also shown in Fig. 6a. In particular, this set contains the Maximum Average Accuracy (MAA) given by

\[ \text{MAA} = \max_{\theta \in \Theta} \left( 1 - \frac{P_c(\theta) + P_c'(\theta)}{2} \right). \]  

(24)

This is a metric of particular importance, which combines with equal weights both natural and adversarial accuracies.

In addition, we present the solution of the (local) Empirical Risk Minimization (ERM) for the TRADES risk function as defined in (6) for different values of \( \lambda \) in Fig. 6b. As can be seen, the curve obtained in the \( (1 - P_c(\theta)), (1 - P_c'(\theta)) \) space covers a large part of the Pareto-optimal points expect for a segment for which the solution does not behave well. Finally, in Fig. 6c we present the result for the proposed FIRE risk function in (7) for different values of \( \lambda \). In this case, we observed that the curve of solutions in the \( (1 - P_c(\theta)), (1 - P_c'(\theta)) \) space
space covers all the Pareto-optimal points. Moreover, we have observed that, for some \( \lambda \), the \( \theta \) which minimizes the FIRE risk matches the \( \theta \) which achieves the MAA defined in (24), while TRADES method fails in achieving this particularly relevant point. It should be added that none of the methods cover exactly the set of Pareto-optimal points, which is expected, since all loss functions can be considered surrogates for the quantity \( \beta P_e(\theta)+(1-\beta)P'_e(\theta) \), where \( 0 \leq \beta \leq 1 \). We performed a similar comparison between FRD and KL using standard datasets. The results are reported in Appendix A.

5 EXPERIMENTAL RESULTS

In this section, we assess our proposed FIRE loss’ effectiveness to improve neural networks’ robustness.

5.1 Setup

Datasets: We resort to standard benchmarks. First, we use MNIST \([59]\), composed of 60,000 black and white images of size \( 28 \times 28 \) - 50,000 for training, and 10,000 for testing - divided into 10 different classes. Then, we test on CIFAR-10, and CIFAR-100 \([40]\), composed of 60,000 color images of size \( 32 \times 32 \times 3 \) - 50,000 for training and 10,000 for testing - divided into 10 and 100 classes, respectively. Finally, we also test on CIFAR-10 with additional data thanks to 80 Million Tiny Images \([41]\), an experiment that will be detailed later.

Architectures: In order to provide fair comparisons, we use standard model architectures. For the MNIST simulations, we use the 7-layer CNN as in \([26]\). For CIFAR-10 and CIFAR-100, we use a WideResNet (WRN) with 34 layers, and a wider factor of 10 (shortened as WRN-34-10) as in \([8, 26, 34]\). For the simulations with additional data, we use a WRN-28-10 as in \([32]\).

Training procedure: For all standard experiments (without additional data), we use a Stochastic Gradient Descent (SGD) optimizer with a momentum of 0.9, a weight decay of \( 5 \cdot 10^{-4} \) and Nesterov momentum. We train our models on 100 epochs with a batch size equal to 256. The initial learning rate is set to 0.01 for MNIST and 0.1 for CIFAR-10 and CIFAR-100. Following \([26]\), the learning rate is divided by 10 at epochs 75 and 90. For our experiments with additional data, we follow the protocol introduced by \([32]\), using a cosine decay \([42]\) and training on 200 epochs.

Generation of adversarial samples: For all experiments, we use PGD \([8]\) to generate the adversarial examples during training. The loss which is maximized during the PGD algorithm is the Fisher-Rao distance (FRD) for our experiments, and the Kullback-Leibler divergence for the TRADES method. For MNIST, we use 40 steps and 10 steps for the rest. The step size is set to 0.01 for MNIST and 0.007 for the others. The maximal distortion in \( l_\infty \)-norm \( \varepsilon \) allowed is 0.031 for CIFAR-10 and CIFAR-100, and 0.3 for MNIST. This setting is used in most methods, such as \([8, 32]\).

Additional data: To improve performance, \([32]\) propose the use of additional data when training on CIFAR-10. Specifically, \([32]\) use 500k additional images from 80M-Ti.

5.2 Experimental results

5.2.1 Kullback-Leibler versus Fisher-Rao regularizer:

To disentangle the influence of different regularizers, we compare the Fisher-Rao-based regularizer to the Kullback-Leibler-based regularizer used in TRADES with the exact same model and hyperparameters (as detailed previously) on CIFAR-10, CIFAR-100, and MNIST datasets. We used \( \lambda = 6 \) to train the TRADES method, since it is the value presented in the original paper \([26]\). The results are averaged over 5 tries and summarized in Table 1. Those results confirm the superiority of the proposed regularizer. Specifically, the natural and adversarial accuracies increase up to 1% each under AutoAttack, improving the trade-off up to 1%.

5.2.2 Comparison with state-of-the-art

We compare FIRE with the state-of-the-art methods using adversarial training under \( l_\infty \)-norm attacks. Due to its effectiveness on adversarial performances, we use the self-adaptive scheme from \([31]\) along with the FIRE loss to smooth the one-hot labels on CIFAR-10, and report the results under FIRE + Self Adaptive. We do not include the Adversarial Weight Perturbation (AWP) \([34]\) method since it leverages two networks to increase the robustness of the model. We trained all methods from the state-of-the-art on 5 tries and report the mean the standard variance of the results in Table 2.

Note that the codes for UAT and Atzmon et al. are not publicly available, therefore we reported the results available on RobustBench \([43]\).

Average Accuracy (Avg. Acc.): Overall, FIRE exhibits the best Avg. Acc. among compared methods in all settings. On CIFAR-10, at equivalent method, our FIRE method
TABLE 1: Comparison between KL and Fisher-Rao based regularizer under white-box \( l_\infty \) threat model. Note that we do not use the same hyperparameters as presented in [26] for the TRADES method.

| Defense       | Dataset | \( \varepsilon \) | Structure | Natural | AutoAttack | Avg. Acc. | RunTime |
|---------------|---------|------------------|-----------|---------|------------|-----------|---------|
| TRADES FIRE   | MNIST   | 0.3              | CNN       | 99.27 ± 0.03 | 94.27 ± 0.18 | 96.77 ± 0.09 | 2h22    |
|               |         |                  | CNN       | 99.22 ± 0.02 | 94.44 ± 0.14 | 96.83 ± 0.10 | 2h06    |
| TRADES FIRE   | CIFAR-10| 8/255            | WRN-34-10 | 85.84 ± 0.31 | 50.47 ± 0.36 | 68.15 ± 0.23 | 13h49   |
|               |         |                  | WRN-34-10 | 85.98 ± 0.09 | 51.45 ± 0.32 | 68.72 ± 0.22 | 11h00   |
| TRADES FIRE   | CIFAR-10| 8/255            | WRN-34-10 | 59.62 ± 0.42 | 25.89 ± 0.26 | 42.76 ± 0.26 | 13h49   |
|               |         |                  | WRN-34-10 | 61.03 ± 0.21 | 26.42 ± 0.21 | 43.73 ± 0.12 | 11h10   |

TABLE 2: Test robustness on different datasets under white-box \( l_\infty \) attack. We ran all methods on 5 different tries and reported the mean and standard deviation. The codes for UAT and Atzmon et al. are not publicly available. Note that retraining the SOTA methods modifies slightly the experimental results.

| Defense       | Dataset  | \( \varepsilon \) | Structure | Natural | AutoAttack | Avg. Acc. | Runtime |
|---------------|----------|-------------------|-----------|---------|------------|-----------|---------|
|               |          |                   |           |         |            |           |         |
| Without Additional Data

| Defense       | Dataset  | \( \varepsilon \) | Structure | Natural | AutoAttack | Avg. Acc. | Runtime |
|---------------|----------|-------------------|-----------|---------|------------|-----------|---------|
| Madry et al.  | MNIST    | 0.3               | CNN       | 98.53 ± 0.06 | 88.62 ± 0.23 | 93.58 ± 0.14 | 2h03    |
| Atzmon et al. |          |                   | CNN       | 99.35 | 90.85 | 95.10 | 2h22 |
| TRADES FIRE   |          |                   | CNN       | 99.27 ± 0.03 | 94.27 ± 0.18 | 96.77 ± 0.09 | 2h22 |
| FIRE          |          |                   |           |         |            |           |         |

| Defense       | Dataset  | \( \varepsilon \) | Structure | Natural | AutoAttack | Avg. Acc. | Runtime |
|---------------|----------|-------------------|-----------|---------|------------|-----------|---------|
| Madry et al.  | CIFAR-10 | 8/255             | WRN-34-10 | 87.56 ± 0.09 | 44.07 ± 0.27 | 65.82 ± 0.15 | 10h51   |
| Self Adaptive |          |                   | WRN-34-10 | 83.39 ± 0.19 | 53.11 ± 0.29 | 68.25 ± 0.14 | 13h57   |
| FIRE + Self Adaptive |      |                   | WRN-34-10 | 84.79 ± 0.24 | 52.12 ± 0.28 | 68.45 ± 0.12 | 13h57   |
| Overfitting   |          |                   | WRN-34-10 | 83.70 ± 0.36 | 53.26 ± 0.19 | 68.48 ± 0.13 | 11h12   |
| FIRE          |          |                   | WRN-34-10 | 85.64 ± 0.55 | 51.72 ± 0.56 | 68.68 ± 0.44 | 42h01   |
|               |          |                   | WRN-34-10 | 85.98 ± 0.09 | 51.45 ± 0.32 | 68.72 ± 0.22 | 11h00   |

| Defense       | Dataset  | \( \varepsilon \) | Structure | Natural | AutoAttack | Avg. Acc. | Runtime |
|---------------|----------|-------------------|-----------|---------|------------|-----------|---------|
| Overfitting   | CIFAR-10 | 8/255             | RN-18     | 53.83 | 18.95 | 36.39 | 42h08 |
| FIRE          |          |                   | WRN-34-10 | 59.22 ± 0.61 | 25.99 ± 0.51 | 42.61 ± 0.28 | 42h08   |
|               |          |                   | WRN-34-10 | 61.03 ± 0.21 | 24.42 ± 0.21 | 43.73 ± 0.12 | 11h10   |

| Defense       | Dataset  | \( \varepsilon \) | Structure | Natural | AutoAttack | Avg. Acc. | Runtime |
|---------------|----------|-------------------|-----------|---------|------------|-----------|---------|
| Pre-training  | CIFAR-10 | 8/255             | WRN-28-10 | 86.93 ± 0.79 | 53.35 ± 0.81 | 70.14 ± 0.54 | 40h00 + 0h20 |
| UAT           |          |                   | WN-106-8  | 86.46 | 56.03 | 71.24 |                   |
| MART          |          |                   | WRN-28-10 | 87.39 ± 0.12 | 56.69 ± 0.28 | 72.04 ± 0.15 | 13h33   |
| RST-adv       |          |                   | WRN-28-10 | 89.49 ± 0.41 | 59.69 ± 0.26 | 74.59 ± 0.27 | 22h12   |
| FIRE          |          |                   | WRN-28-10 | 89.73 ± 0.04 | 59.97 ± 0.11 | 74.86 ± 0.05 | 18h30   |

outperforms [31]. The gain on natural examples is close to 0.3% and 0.15% in adversarial performances, giving an improvement of 0.23% of Avg. Acc. Moreover, our FIRE method performs slightly better (0.04%) than [29] but, given that their method requires four times FIRE’s runtime to complete its training, the gain of our method appears to be more significant. Besides, FIRE outperforms [29] on the more challenging CIFAR-100 in both Avg. Acc., with more significant gain (1.12%) and runtime. Taking all metrics into account, FIRE appears to be the best overall method.

Runtime: Interestingly, our method exhibits a significant advantage over previous state-of-the-art methods using similar backbones. Our method outperforms methods with similar performances by 20% on average. We presume that the difference between the different runtimes comes from the fact that our proposed FIRE loss comprises 5 different operations. In contrast, the KL divergence, proposed in [26], is composed of 6 operations.

5.2.3 Ablation studies

Influence of \( \lambda \): We study the influence of the hyperparameter \( \lambda \) on the performances of the FIRE method. Figure 7 clearly shows the trade-off between natural and adversarial accuracy under AutoAttack [9]. When increasing \( \lambda \), we emphasize our robust regularizer, consequently decreasing the performance on clean samples. Such phenomenon properly aligns with intuition and is also observed in [26]. Even though several values of \( \lambda \) lead to reasonable performances, we chose \( \lambda = 12 \) to have a natural accuracy close to the natural accuracy under the TRADES method on CIFAR-10. This ensures a fair comparison.

6. PROOFS OF THEOREMS AND PROPOSITIONS

6.1 Review of Fisher-Rao Distance (FRD)

Consider the family of probability distributions over the classes \( C = \{ q_\theta(x) : x \in \mathcal{X} \} \). Assume that the following regularity conditions hold [44]:

(i) \( \nabla_x q_\theta(y|x) \) exists for all \( x, y \) and \( \theta \in \Theta \);

(ii) \( \sum_{y \in \mathcal{Y}} \nabla_x q_\theta(y|x) = 0 \) for all \( x, \theta \in \Theta \);

(iii) \( G(x) = E_{Y \sim q_\theta(x)} [\nabla_x \log q_\theta(Y|x) \nabla_x^T \log q_\theta(Y|x)] \) is positive definite for any \( x \) and \( \theta \in \Theta \).

Notice that if (i) holds, (ii) also holds immediately for discrete distributions over finite spaces (assuming that \( \sum_{y \in \mathcal{Y}} \nabla_x \log q_\theta(Y|x) \) and \( \nabla_x \log q_\theta(Y|x) \) are interchangeable operations) as in our case. When (i)-(iii) are met, the variance of the differential form

8. Since we are interested in the dependence of \( q_\theta(x) \) with changes in input \( x \) and, particularly, its robustness to adversarial perturbations, we consider \( x \) as the “parameters” of the model over which the regularity conditions must be imposed.
To compute the FRD, we first need to compute the FIM of the family \( C \) with \( q_\theta(y|x) \) given in expression (34). A direct calculation gives:

\[
G(x) = \frac{e^{h_\theta(x)}}{(1 + e^{h_\theta(x)})^2} \nabla_x h_\theta(x) \nabla_x^T h_\theta(x).
\]  

(27)

It is clear from this expression that the FIM of this model is of rank one and therefore singular. This matches the fact that \( q_\theta(y|x) \) has a single degree of freedom given by \( h_\theta(x) \). Therefore, the statistical manifold \( C \) has dimension 1.

To proceed, we consider the following model:

\[
q_\theta(y|u) = \frac{1}{1 + e^{uy}},
\]

(28)

where we have defined \( u = h_\theta(x) \). This effectively removes the model ambiguities because \( q(y|u) \neq q(y|u') \) if and only if \( u \neq u' \). Note that \( q_\theta(y|u) \), for fixed \( \theta \), can be interpreted as a one-dimensional parametric model with parameter \( u \). Its FIM is a scalar that can be readily obtained, yielding:

\[
G(u) = \frac{e^{uy}}{(1 + e^{uy})^2}.
\]

(29)

Clearly, the FIM \( G(u) \) is non-singular for any \( u \) (i.e., \( G(u) > 0 \) for any \( u \)) as required. Let \( D = \{ q_\theta(y|u) : u \in U \} \), where \( U = h_\theta(\mathcal{X}) \) and consider two distributions in \( D: q_\theta = q_\theta(y|u) \) and \( q'_\theta = q_\theta(y|u') \). Then, the FRD can be evaluated directly as follows [44][Eq. (3.13)]:

\[
d_{R,D}(q_\theta, q'_\theta) = \left| \int_u^{u'} G^{1/2}(v) dv \right| = 2 \left| \arctan \left( \frac{e^{uy}/2}{\arctan \left( \frac{e^{uy}/2} \right)} \right) \right|.
\]

(30)

Therefore, the FRD between the distributions \( q_\theta = q_\theta(y|x) \) and \( q'_\theta = q_\theta(y|x') \) can be directly obtained by substituting \( u = h_\theta(x) \) and \( u' = h_\theta(x') \) in Equation (30), yielding the final result in expression (9).

6.3 Proof of Theorem 2

As in the binary case developed in Section 3.3, the FIM of the family \( C \) with \( q_\theta(y|x) \) given in expression (14) is singular. To show this, we first notice that \( q_\theta(y|x) \) can be written as

\[
q_\theta(y|x) = \frac{e^{g_1(y,x)}}{\sum_{y' \in Y} e^{g_{y'}(y,x)}},
\]

(31)

where \( g_1(y,x) = h_\theta(y,x) - h_\theta(x,x) \). Since \( g_1(y,x) = 0 \), this shows that \( C \) has \( M - 1 \) degrees of freedom:

\( g_2(y,x), \ldots, g_M(y,x) \). A direct calculation of the FIM gives

\[
G(x) = \sum_{y=2}^{M} q_\theta(y|x) \nabla_x g_y(x, \theta) \nabla_x^T g_y(x, \theta) - \sum_{y,y'=2}^{M} q_\theta(y|x) q_\theta(y'|x) \nabla_x g_y(x, \theta) \nabla_x^T g_{y'}(x, \theta).
\]

(32)

Let \( v \in \mathcal{X} \) be an arbitrary vector and define \( \beta_v = \nabla_v g_y(x, \theta) \) for \( y = 2 : M \). Notice that

\[
G(x)v = \sum_{y=2}^{M} q_\theta(y|x) \beta_v \nabla_x g_y(x, \theta)
\]

(33)

Therefore, the range of \( G(x) \) is a subset of the span of the set \( \{ \nabla_x g_2(x, \theta), \ldots, \nabla_x g_M(x, \theta) \} \). Thus, it follows that \( \text{rank}(G(x)) \leq M - 1 \), which implies that it is singular.

The singularity issue can be overcome by embedding \( C \) into the probability simplex \( \mathcal{P} \) defined as follows:

\[
\mathcal{P} = \{ q : Y \rightarrow [0,1]^M : \sum_{y \in Y} q(y) = 1 \}.
\]

(34)

To proceed, we follow [45][Section 2.8] and consider the following parameterization for any distribution \( q \in \mathcal{P} \):

\[
q(y|z) = \frac{z^2 y}{4} \quad y \in \{1, \ldots, M\}.
\]

(35)

Fig. 7: Influence of the hyperparameter \( \lambda \) on the natural and adversarial accuracies for FIRE regularizer on CIFAR-10.
We then consider the following statistical manifold:
\[ D = \{ q(\cdot | z) : \| z \|^2 = 4, z_y \geq 0, \forall y \in \mathcal{Y} \}. \]

Notice that the parameter vector \( z \) belongs to the positive portion of a sphere of radius 2 and centered at the origin in \( \mathbb{R}^M \). As a consequence, the FIM follows by
\[
G(z) = \sum_{y \in \mathcal{Y}} \frac{z_y^2}{4} \left( \frac{2}{z_y} e_y \right) \left( \frac{2}{z_y} e_y \right)' = I,
\]
where \( \{ e_y \} \) are the canonical basis vectors in \( \mathbb{R}^M \) and \( I \) is the identity matrix. From expression 37, we can conclude that the Fisher metric is equal to the Euclidean metric. Since the parameter vector lies on a sphere, the FRD between the distributions \( q = q(\cdot | z) \) and \( q' = q(\cdot | z') \) can be written as the radius of the sphere times the angle between the vectors \( z \) and \( z' \). This leads to
\[
d_{R,D}(q, q') = 2 \arccos \left( z'^\top z' \right)
= 2 \arccos \left( \sum_{y \in \mathcal{Y}} \sqrt{q(y | z)q(y | z')} \right).
\]

Finally, we can compute the FRD for distributions in \( C \) using:
\[
d_{R,C}(q_\theta, q_\theta') = 2 \arccos \left( \sum_{y \in \mathcal{Y}} \sqrt{q_\theta(y | x)q_\theta(y | x')} \right).
\]

Notice that \( 0 \leq d_{R,C}(q_\theta, q_\theta') \leq \pi, \forall x, x' \in \mathcal{X} \), being zero if \( q_\theta(\cdot | x) = q_\theta(\cdot | x') \) and \( \pi \) when \( q_\theta(1 | x), \ldots, q_\theta(M | x) \) and \( q_\theta(1 | x'), \ldots, q_\theta(M | x') \) are orthogonal vectors.

**Proof of the consistency between Theorem 1 and Theorem 2**

This consists in showing the equivalence between the FRD for the binary case, given by Eq. (9), and the multiclass case, given by Eq. (15), for \( M = 2 \). First, notice that the models (8) and (14) coincide if we consider the following correspondence: \( h_\theta(x) = h_2(x, \theta) - h_1(x, \theta) \), \( y = 1 \leftrightarrow y = -1 \) and \( y = 2 \leftrightarrow y = 1 \). Then, using standard trigonometric identities, we rewrite the FRD for the multiclass case:
\[
d_{R,C}(q_\theta, q_\theta') = 2 \arccos \left( \frac{1}{1 + e^{h_0(x)}} \frac{1}{1 + e^{h_0(x')}} \right) + \sqrt{\frac{1}{1 + e^{-h_\theta(x)}} \frac{1}{1 + e^{h_\theta(x')}}}
= 2 \arccos \left( \cos(\arctan(e^{h_\theta(x')/2})) \cos(\arctan(e^{h_\theta(x)/2})) + \sin(\arctan(e^{h_0(x')/2})) \sin(\arctan(e^{h_0(x)/2})) \right)
= 2 \arccos \left( \arctan(e^{h_\theta(x')/2}) - \arctan(e^{h_\theta(x)/2}) \right)
= 2 \arccos(e^{h_\theta(x')/2} - e^{h_\theta(x)/2}),
\]
where the last step follows by \( \| \arctan(\alpha) \| \leq \pi/2, \forall \alpha \in \mathbb{R}, \) so the argument of the cosine function belongs to \([ -\pi, \pi ]\) and \( \arccos(\cos(\alpha)) = | \alpha | \) for \( | \alpha | \leq \pi \), which completes the proof.

### 6.4 Proof of Proposition 2

For completeness, we first present the derivation of the misclassification probabilities (20) and (21):
\[
P_e(\theta) = \mathbb{P}(f_\theta(X) \neq Y) = \Phi \left( -\frac{\theta^\top \mu}{\sqrt{\theta^\top \Sigma \theta}} \right), \quad (41)
\]
\[
P_e^s(\theta) = \mathbb{P}(f_\theta(X^*) \neq Y) = \Phi \left( \frac{\varepsilon \| \theta \|^2 - \theta^\top \mu}{\sqrt{\theta^\top \Sigma \theta}} \right). \quad (42)
\]

Notice that \( \Phi \), i.e., the cumulative distribution function of the standard normal random variable, is a monotonic increasing function and \( \varepsilon \| \theta \|^2 / \sqrt{\theta^\top \Sigma \theta} \geq 0 \), so we have \( P_e^s(\theta) \geq P_e(\theta) \), as expected. Furthermore, observe also that \( \Phi \) is invertible so we can write \( P_e^s(\theta) \) explicitly as a function of \( P_e(\theta) \):
\[
P_e^s(\theta) = \Phi \left( \frac{\varepsilon \| \theta \|^2 / \sqrt{\theta^\top \Sigma \theta} + \Phi^{-1}(P_e)}{2} \right). \quad (43)
\]

We now proceed to the proof of the proposition. Notice that by the Rayleigh theorem [45][Theorem 4.2.2], we have that
\[
\lambda_{\min}(\Sigma) \| \theta \|^2_2 \leq \theta^\top \Sigma \theta \leq \lambda_{\max}(\Sigma) \| \theta \|^2_2,
\]
where \( \lambda_{\min}(\Sigma) \) and \( \lambda_{\max}(\Sigma) \) are the minimum and maximum eigenvalues of \( \Sigma \), respectively. Therefore, we can bound \( \varepsilon \| \theta \|^2 / \sqrt{\theta^\top \Sigma \theta} \) as follows:
\[
\frac{\varepsilon}{\lambda_{\min}(\Sigma)} \leq \varepsilon \| \theta \|^2 / \sqrt{\theta^\top \Sigma \theta} \leq \frac{\varepsilon}{\lambda_{\max}(\Sigma)}. \quad (45)
\]

Using this fact together with the monotonicity of \( \Phi \) in expression (43), we obtain the desired result.

### 7 Summary and Concluding Remarks

We introduced FIRE, a new robustness regularizer-based method on the geodesic distance of softmax probabilities using concepts from information geometry. The main innovation is to employ Fisher-Rao Distance (FRD) to encourage invariant softmax probabilities for both natural and adversarial examples while maintaining high performances on natural samples. Our empirical results showed that FIRE consistently enhances the robustness of neural networks using various architectures, settings, and datasets. Compared to the state-of-the-art methods for adversarial defenses, FIRE increases the Average Accuracy (Avg. Acc.). Besides, it succeeds in doing so with a 20% reduction in terms of the training time.

Interestingly, FRD has rich connections with Kullback-Leibler divergence, and even other standard regularization terms. Moreover, as illustrated via our simple logistic regression and Gaussian model, the optimization based on FIRE is well-behaved and gives all the desired Pareto-optimal points in the natural-adversarial region. This observation contrasts with the results of other state-of-the-art adversarial learning approaches. Further theoretical explanation of this change in behaviour is worth exploring in a future work.
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APPENDIX A

COMPARISON BETWEEN THE FISHER-RAO DISTANCE AND THE KL DIVERGENCE ON REAL DATA

In order to confirm on real data the difference between the Kullback-Leibler divergence and the Fisher-Rao distance, we reproduce the simulation presented on Fig. 6 based on the CIFAR-10 dataset. We trained multiple classifier using both TRADES and FIRE methods, varying $\lambda \in [0, 50]$. We use the dataset CIFAR-10 with a ResNet-18 for the model, and train the models for 100 epochs. The optimizer is the Stochastic Gradient Descent (SGD) with a learning rate of 0.01, with a decay of 0.1 at epoch 75, 90 and 100. We also use a weight decay of $5 \times 10^{-4}$, a momentum of 0.9. The results are averaged over 2 tries.

We present the results on Fig. 8. On the left figure, we observe the entire curve, and on the right we zoomed on the zone of interest. We can see that Fisher-Rao distance presents a better trade-off between natural and adversarial accuracies than the Kullback-Leibler divergence on real data, confirming the improvements presented on Fig. 6.

For natural accuracies below 80%, the Fisher-Rao distance and the Kullback-Leibler divergence seem to behave quite similarly. For natural accuracies above 80%, which is actually the zone of interest, the improvement caused by the use of the Fisher-Rao distance seem to be quite consistent among all the training points. At fixed adversarial accuracies, the Fisher-Rao distance can increase the results by up to 1% of natural accuracies. Note that, in this simulation the Kullback-Leibler divergence seems to behave quite similarly. For natural accuracies above 80%, the Fisher-Rao distance and the Kullback-Leibler divergence seem to be quite consistent among all the training points. At fixed adversarial accuracies, the Fisher-Rao distance can increase the results by up to 1% of natural accuracies. Note that, in this simulation the Kullback-Leibler divergence seems to behave quite similarly.

APPENDIX B

COMPARISON BETWEEN FISHER-RAO AND HELLINGER DISTANCES

B.1 Theoretical relation

The Hellinger distance between two distributions $q$ and $q'$ on $\mathcal{Y}$ is defined as follows:

$$H(q, q') = \sqrt{2} \left( 1 - \sum_{y \in \mathcal{Y}} \sqrt{q(y)q'(y)} \right)^{1/2}.$$  \hfill (46)

Using (15), we readily obtain the following relation between the Hellinger distance and the Fisher-Rao distance.

Theorem 4 (Relation between FRD and Hellinger distance). The FRD between soft-predictions $q_\theta = q_\theta(\cdot|x)$ and $q'_\theta = q_\theta(\cdot|x')$, given by (15) is related to the Hellinger distance through the relation

$$H^2(q_\theta, q'_\theta) = 2 \left[ 1 - \cos \left( \frac{d_{R,C}(q_\theta, q'_\theta)}{2} \right) \right].$$  \hfill (47)

Since $0 \leq d_{R,C}(q_\theta, q'_\theta) \leq \pi$, it is clear that $H^2(q_\theta, q'_\theta)$ is a monotonically increasing function of $d_{R,C}(q_\theta, q'_\theta)$.

We conclude from this result that the FRD and the Hellinger distance are theoretically equivalent regularization.
mechanisms. However, it is clear that the empirical optimization of these distances may be different. This is further explored and confirmed in the following.

B.2 Experimental comparison

Since the Hellinger distance and the Fisher-Rao distance are theoretically equivalent metrics (see Section B.1), we investigate the empirical difference between those two distances. First, we perform the same simulations as those presented in Fig 6 but using the Hellinger distance as a robust regularizer. Then, we perform comparison between Hellinger and FRD on real datasets (similar to the simulations given in Section 5.2.1).

B.2.1 Accuracy-Robustness trade-offs in the Gaussian case

As we defined the FIRE risk, it is possible to define the Hellinger risk as:

\[
L_{\text{HEL}}(\theta) = \mathbb{E}_{p(x,y)} \left[ \max_{x': \|x'-x\|_p \leq \epsilon} - \log q_{\theta}(y|x) + \lambda H^2(q_{\theta}(\cdot|x), q_{\theta}(\cdot|x')) \right],
\]  

(48)
where \( H(q_0, q_0') \) is defined in equation (46). In Fig. [6] we present the solution of the (local) Empirical Risk Minimization (ERM) for the Hellinger risk function as defined in [48] for different values of \( \lambda \). As can be observed, the curve obtained for all pairs of \((1 - P_c(\theta), 1 - P_c'(\theta))\) covers about half of the Pareto-optimal points while the curve of all solutions for \((1 - P_c(\theta), 1 - P_c'(\theta))\) corresponding to FIRE risk (see [7]) covers all the Pareto-optimal points. This simulation shows that even if the Hellinger distance and the Fisher-Rao distance are theoretically equivalent, their dynamics in training are actually quite different. In addition, FRD seems to be better suited for training in the Gaussian case.

### B.2.2 Comparison based on real data

We now study the empirical difference between those two distances on real datasets. We therefore perform the same simulations as those provided in subsection 5.2.1 using the squared Hellinger distance between the natural and the adversarial predictions as the robustness regularizer. The results are summarized in Table 3. Even though using the Hellinger distance as a robust regularizer performs better than using the Kullback-Leibler divergence, it still performs worse than the Fisher-Rao distance. In the case of real data, FRD appears to be better suited for training than the Hellinger distance.

In conclusion, FRD provides a better regularization objective than the Hellinger distance.

### APPENDIX C

#### PROOF OF PROPOSITION 1 AND THEOREM 3

#### C.1 Proof of Proposition 1

Notice that the FRD in (9) can be written as follows:

\[
\begin{align*}
d_{R,C}(q_0, q_0') & = 2\left| f(h_{\theta}(x')) - f(h_{\theta}(x)) \right|, \\
\end{align*}
\]

(49)

where we have defined the function \( f : \mathbb{R} \to \mathbb{R} \) as \( f(z) = \arctan(e^{z^2/2}). \) Notice that \( f \) is a smooth function. Using the mean value theorem, we have

\[
\begin{align*}
d_{R,C}(q_0, q_0') & = 2|f'(c)||h_{\theta}(x') - h_{\theta}(x)|, \\
\end{align*}
\]

(50)

where \( f'(z) = e^{z^2/2}/(2e^2 + 2) \) is the derivative of \( f \) and \( c \) is a point in the (open) interval with endpoints \( h_{\theta}(x) \) and \( h_{\theta}(x') \). Notice that \( 0 \leq f'(z) \leq 1/4 \) for any \( z \). Then, we have

\[
\begin{align*}
d_{R,C}(q_0, q_0') & \leq \sup_c 2|f'(c)||h_{\theta}(x') - h_{\theta}(x)| \\
& = \frac{1}{2} |h_{\theta}(x') - h_{\theta}(x)|. \\
\end{align*}
\]

(51)

(52)

#### C.2 Proof of Theorem 3

Consider first the Hellinger distance between two distributions \( q \) and \( q' \) over \( \mathcal{Y} \), defined as follows:

\[
H(q, q') = \sqrt{2} \left( 1 - \sum_{y \in \mathcal{Y}} \sqrt{q(y)q'(y)} \right)^{1/2}.
\]

Using (15), we readily obtain the following relation:

\[
H(q, q') = \sqrt{2} \left[ 1 - \cos \left( \frac{d_{R,C}(q, q')}{2} \right) \right]^{1/2}.
\]

(53)