Kernel-lasso feature expansion method: boosting the prediction ability of machine learning in heart attack
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Abstract. Heart attack needs to cause a high degree in modern society, which is now at the top of the list of most common diseases. One-third of all deaths in the world are caused by heart disease, and in our country, hundreds of thousands of people die of heart disease every year. If people can predict heart attack at an early period, they may prevent and cure the potential risk. Therefore, one novel and efficient prediction model is needed. Based on machine learning, we design one novel method in feature selection called kernel-lasso feature expansion to increase the prediction ability. This method considers the potential influence by the curse of dimension and lack of features, which can increase the dimension of the existed data and select the effective features by lasso regression. Compared with other feature selection methods such as Lasso and step regression, the novel method increases the predicted ability of gradient boosting machine, DNN, and SVM models, while SVM with kernel-lasso feature expansion achieves the best performances in Accuracy (0.84(%95CI:0.78-0.89)).

1. Introduction
Heart disease can be one tough task and difficult for people to cure and prevent. Although in most countries, the information and disease features can be stored, scientists lack a powerful tool for data prediction and analysis. While machine learning, which includes many efficient models for prediction, can be a suitable choice. Two main types of machine learning are classification and regression. Classification means prediction for one state or discrete value, while regression aims at prediction for the continuous value. Machine learning has been applied widely applied in medical studies. For instance, machine learning can be used for therapy planning, disease diagnosis, and DNA analysis [1-2], which achieve high accuracy and fast reaction. In our study, we want to know whether the patient can get a heart attack in the future based on the existed data. Therefore, this task can be regarded as a discrete state for 'no heart attack' and 'get heart attack', which means that the classification model can be suitable for the task.

However, existed data from the patents can be lack and general for prediction. Additionally, according to the curse of dimension, too many features can be redundant and inefficient for training. Therefore, a proper number of features can be suitable and efficient for machine learning. Traditional, feature selection such as lasso regression [3], PCA (Principal Component Analysis) [4], and step by step regression [5] can be applied to reduce the dimension of existed data. Although lasso can be applied to cancer selection[6], PCA has been applied to function annotation of bioactive compounds[7], all of them
cannot increase the dimension. When the existed data lack efficient features, feature selection may not increase the ability of machine learning, so that one novel method has to be introduced.

To get better results, kernel-lasso feature expansion is designed to solve the problem. It mainly consists of two parts - feature expansion and feature reduction. In the first step, based on the Gaussian kernel function (formula 1), existed data can be amplified to the high dimensions. Then, lasso regression can be applied to reduce the dimension space of data. Therefore, one novel data with a proper number of features can be obtained. Additionally, this method has a hyperparameter that came from the Gaussian kernel function called 'sigma'.

Based on the data that came from the kernel-lasso feature expansion, machine learning is applied to predict the heart attack. SVM, DNN, and gradient boosting machines have been trained by three cross-validations. In order to compare the kernel-lasso feature expansion with other feature selection methods, each model has been trained with three different data that came from the lasso, step regression, and kernel-lasso feature expansion.

\[
k(||x - xc||) = \exp(-||x - xc||^2 / (2 * \sigma^2))
\]

Formula. 1: The formula for the Gaussian kernel function. \(\sigma\): The width of a function. In this study, \(x\) means one vector of a feature, while \(xc\) means one vector of another features

2. Methodology

2.1. Kernel-lasso feature expansion method
In machine learning tasks, efficient features are required and necessary. However, the ability of machine learning cannot always be improved by adding additional features. Sometimes, redundant features will decrease the generalization ability and produce a poor prediction due to the multicollinearity and noise. Also, the lack of features can cause weak ability in prediction, which can be improved by adding new features. Therefore, the dataset with the proper number of features can boost the performance of the model significantly. Kernel-lasso feature expansion method aims to find the proper number of features from the existed dataset. It combines feature selection and feature boosting together, which can increase the generalization ability of some machine learning models. It can be divided into two parts - feature expansion and lasso reduction. First, according to the existed features (N dimensions), using the RBF kernel function (Formula.1), it can produce some novel features with the number of N!. Second, using lasso regression, which can reduce the dimension through cross-validation, the dimension of the dataset can be decreased to a suitable dimension. Therefore, this method won't be trapped by redundant features and a lack of variables, which can expand the feature space properly.

3. Materials

3.1. Data source
We collected a dataset about some of the characteristics of the individual and their prediction of whether or not they will develop heart disease from Kaggle(https://www.kaggle.com). There are fourteen indicators in the data set that include a prediction of the likelihood of disease. A total of 13 features have an impact on the final result, including age and sex of the patient, exercise-induced angina, ca (number of major vessels), Chest Pain type, resting blood pressure (trtbps), cholestoral in mg/ dl fetched via BMI sensor(chol), fasting blood sugar(fbs), resting electrocardiographic results(rest_ecg) and maximum heart rate achieved(thalach). And there are 303 sets of data for each feature

3.2. Assessment
Confusion matrix consists of TP, FP, FN, and TN, which means True Positive, False Positive, False Negative, and True Negative. Based on the confusion matrix, some assessments can be obtained. For instance, the accuracy, recall, and precision (Formula.2-4).
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \quad (2)

recall = \frac{TP}{TP + FN} \quad (3)

Precision = \frac{TP}{TP + FP} \quad (4)

Formula 2 - 4: (2): Accuracy is accurate against all data. This is not a good estimate when you have an imbalance of positive and negative samples. (3): Recall refers to the original sample, and it means the probability of being predicted to be a positive sample in a sample that is actually positive. (4): Precision refers to the proportion of correct model prediction among all results in which the model prediction is Positive.

4. Experiment and result

4.1. The stability of hyperparameter in Kernel-lasso feature expansion

Kernel-lasso feature expansion contains one hyperparameter sigma, which determines the width of the kernel function. To validate whether the value of the hyperparameter can influence the performance of model, we apply grid search to test the stability of this method. We test the number of features selected by feature boost method when sigma=0.01, sigma=0.1, sigma=1, sigma=10. The result indicates that the suitable number of features is between 23 and 30(Figure.1). Based on the results, we can point out that the choice of sigma has little effect on the feature selection in Kernel-lasso feature expansion.

Figure 1: The cross-validation of Kernel-lasso feature expansion under different value of sigma. The highest value of AUC indicates the most suitable number of features, which can achieve the highest performance.
4.2. The comparison between different feature selection methods
According to the results, it can be seen that feature boost presents a good performance in both SVM, DNN, and GBM. Its accuracy is higher than those of Lasso and Step Regression in all three models. Under the SVM model, accuracy is higher than those of Lasso and Step Regression in all three models. Its AUC reached 0.89 is slightly lower than the step regression's 0.9. However, the feature boost method outperformed the other two methods in the other two models. For sensitivity, the feature boost method reached 0.89 under SVM, while only 0.78 under the GBM model. The sensitivity of Lasso and Step Regression methods is also at a low level, which means that the sensitivity of the method can be further improved through adjustment. The results showed that the three methods exhibited similar specificity in different models. However, feature boost achieves a higher specificity in deep and GBM methods than the other two methods (Table 1). Therefore, kernel-lasso method may increase the ability of gradient boosting machine (GBM), deep learning (DNN), and Support vector machine (SVM).

Table 1. The performance of each model in cross validation

| Methods+features  | Accuracy      | Sensitivity    | Specificity    | AUC          |
|-------------------|---------------|----------------|----------------|--------------|
| gbm+Feature_boost | 0.81(95CI:0.77-0.86) | 0.78(95CI:0.68-0.88) | 0.85(95CI:0.79-0.92) | 0.85(95CI:0.82-0.88) |
| gbm+Lasso         | 0.80(95CI:0.76-0.86) | 0.78(95CI:0.68-0.88) | 0.84(95CI:0.76-0.93) | 0.85(95CI:0.81-0.88) |
| gbm+step_regression | 0.84(95CI:0.78-0.89) | 0.89(95CI:0.84-0.92) | 0.81(95CI:0.72-0.90) | 0.89(95CI:0.86-0.92) |
| svm+Feature_boost | 0.83(95CI:0.80-0.85) | 0.85(95CI:0.79-0.92) | 0.82(95CI:0.74-0.93) | 0.84(95CI:0.80-0.88) |
| svm+Lasso         | 0.84(95CI:0.80-0.88) | 0.82(95CI:0.75-0.90) | 0.86(95CI:0.76-0.97) | 0.90(95CI:0.87-0.92) |
| svm+step_regression | 0.83(95CI:0.79-0.87) | 0.81(95CI:0.73-0.90) | 0.83(95CI:0.77-0.90) | 0.85(95CI:0.84-0.92) |
| deep+Feature_boost | 0.83(95CI:0.80-0.84) | 0.84(95CI:0.72-0.90) | 0.82(95CI:0.70-0.95) | 0.87(95CI:0.84-0.90) |
| deep+Lasso        | 0.83(95CI:0.78-0.89) | 0.82(95CI:0.77-0.87) | 0.84(95CI:0.79-0.90) | 0.87(95CI:0.83-0.90) |

5. Conclusion
Based on the result, we confirmed that kernel-lasso feature expansion has stable and robust performance in feature selection, whose hyperparameter sigma has low influence. It means that there is no need for scientists to regulate the hyperparameter of sigma in order to gain better efficiency. Moreover, compared this method with other feature selection methods, we figure out that kernel-lasso method may increase the prediction ability of GBM, SVM, and DNN. Although in some cases, this effect may not be significant, it may provide one optional method for people to expand their features, while the data has low quality. In the future, we have to apply this method in some special data sets to test the performance, which have low quality of features. Also, novel combination of feature expansion and feature reduction can be applied.

6. Code release
The R code of kernel-lasso function has already been updated to the Github (https://github.com/Zongrui-Dai/Kernel-lasso-feature-expansion).
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