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Automatic identification for vehicles is an important topic in the field of Intelligent Transportation Systems (ITS), and the vehicle logo is one of the most important characteristics of a vehicle. Therefore, vehicle logo detection and recognition are important research topics. Because of the problems that the area of a vehicle logo is too small to be detected and the dataset is too small to train for complex scenes, considering the speed of recognition and the robustness to complex scenes, we use deep learning methods which are based on data optimization for vehicle logo in complex scenes. We propose three augmentation strategies for vehicle logo data: cross-sliding segmentation method, small frame method, and Gaussian Distribution Segmentation method. For the problem of small sample size, we use cross-sliding segmentation method, which can effectively increase the amount of data without changing the aspect ratio of the original vehicle logo image. To expand the area of the logos in the images, we develop the small frame method which improves the detection results of the small area vehicle logos. In order to enrich the position diversity of vehicle logo in the image, we propose Gaussian Distribution Segmentation method, and the result shows that this method is very effective. The F1 value of our method in the YOLO framework is 0.7765, and the precision is greatly improved to 0.9295. In the Faster R-CNN framework, the F1 value of our method is 0.7799, which is also better than before. The results of experiments show that the above optimization methods can better represent the features of the vehicle logos than the traditional method, and the experimental results have been improved.

1. Introduction

The core idea of intelligent traffic [1] is to use sensors, cameras, and other ways to collect traffic data and use computer-aided management to replace the traditional manual monitoring. For example, we can track moving objects in the video [2, 3] and analyze the salient objects [4, 5] to find traffic abnormalities. It can quickly complete traffic data analysis [6], sharing and retrieval, to achieve the integration of traffic management. Computer vision technology plays a vital role in this field. For a vehicle, its license plate and logos are two important pieces of information. There are various researches on license plate recognition [7, 8], and numerous mature and stable systems have been developed and widely used in actual production scenarios. On the contrary, the research of vehicle logo recognition is not enough. And this is an important part of intelligent transportation; therefore, the demand for vehicle recognition will be increasing in the future. There have been some studies on the recognition of the vehicle logo. Yu et al. [9] proposed a Bag-of-Words-based method for vehicle logo classification. Firstly, dense-SIFT (dense-SIFT) feature extraction is performed on the vehicle logo. After feature extraction, these features are divided into k clusters. Then, the histograms of each image corresponding to these clusters are counted and described. The feature of the whole image is finally trained and classified by support vector machine (SVM). Cyganek et al. [10] put forward a vehicle recognition method based on Tensor Representation in literature. This
2. Related Work

The method proposed in this paper is based on the existing deep learning method. Therefore, our research needs a network framework with good performance. We choose the two most representative frameworks, YOLO and Faster R-CNN, as our research objects. At the same time, we need Nonmaximum Suppression algorithm to optimize the detection results.

2.1. YOLO. YOLO algorithm is one of the most popular target detection algorithms [18–20]. Its main advantage is that it can achieve real-time detection, but also get better detection results. The main idea of YOLO algorithm is to divide the image and then directly carry out regression detection on the divided area. It realizes end-to-end detection by inputting images directly into the network to predict. Compared with the existing target detection system, YOLO has a general performance in locating the target area, but it has a better inhibition on the false-positive area of the background.

YOLO detects objects by dividing the image into grids. For the object in the image, when its center is in a grid, the grid is responsible for detecting the object. For these grids, each grid predicts several rectangular boxes that may contain objects, each of which corresponds to a confidence score. This confidence reflects the quality of the prediction of objects for each bounding box. The higher the score, the closer the box will be to the ground truth. If the rectangular box does not contain objects, the confidence should be zero. For each rectangular box, there are five parameters after the prediction: the value of the X and Y coordinates of the object center relative to the grid, the ratio of the rectangular length to the width of the image, and the confidence score mentioned above. In addition, each grid also predicts several conditional probabilities. These probabilities are used to determine the categories of objects, and the number is equal to the number of categories in the dataset.

For the experiment in this paper, five boxes are predicted in each grid. Each box contains four coordinate numbers, one confidence and 30 category probabilities, so each grid has $5 \times (5 + 20) = 175$ output dimensions.

2.2. Faster R-CNN. Before the advent of Faster R-CNN, the target detection algorithms proposed by researchers need to use time-consuming region recommendation algorithms to infer the target region [21, 22]. Although some researchers have taken various optimizations to the algorithm, the time consuming of the algorithm is still very huge. In this context, researchers put forward the idea of using CNN directly to predict the target area, and RPN algorithm was born [23].

Faster R-CNN consists of four parts: Conv layer, RPN, ROI Pooling, and Classifier. Conv layer is a convolutional neural network, which is mainly used to extract the features of the original image. It can use VGG [24] or ResNet [25]. The extracted feature map will be used for the RPN layer and full connection layer. RPN is the core idea of Faster R-CNN. It is a full convolution network used to generate region proposals. Firstly, the feature image obtained by Conv layer is further convoluted, and the anchors are generated for each pixel on the image. After that, these anchors are classified by softmax function to determine whether they are the target area. At the same time, anchors are modified by bounding box regression to get more accurate proposals. The Roi Pooling layer is relatively simple. It uses the feature map from Conv layer and the proposals from RPN to form a fixed-size proposal feature map which is then sent to the full connection layer for target recognition and location. Finally, the Classifier sends the proposed feature map from the Roi Pooling layer to the fully
connected network and uses the softmax function to classify. At the same time, L1 loss is used to complete the bounding box regression to obtain the exact position of the object.

2.3. **Nonmaximum Suppression.** Nonmaximum Suppression [26] (NMS) is very important in the field of computer vision. At present, many mature technologies, such as face detection [27] and pedestrian detection [28], are applied. In the process of object detection, multiple rectangular boxes are often generated. How to filter these candidate boxes to best make the final detection effect has become a problem, and the NMS can be used to complete this task.

The core idea is to compare the confidence of the two candidate boxes and discard the smaller part when the overlap of the two candidate boxes (IOU) is greater than a certain threshold. Loop like this until the IOU of any two candidate boxes is less than the threshold value. At this point, the confidence of the remaining candidate box is the highest, and the detection effect is the best.

3. **Proposed Method**

3.1. **Augmentation and Its Significance.** In the field of deep learning, big data is the basis to support the learning of the features of objects [29]. Training a network requires a large amount of data as a support to better extract the features of the targets. If the data quality in a dataset is not good enough, data equilibrium [30] and data augmentation are usually used to optimize it. The significance of data augmentation is to transform the training data and generate new data by certain methods. Through data augmentation, the original dataset can be optimized and expanded. It can prevent the overfitting [31] caused by the small amount of data in the training process. It is of great significance to the recognition and detection ability of the model. For the current vehicle logo datasets, most of them have separated the logos from the scenes, used for classification of vehicle logo images. This kind of dataset cannot be used for training. Therefore, data augmentation should be performed on the dataset to meet the needs.

3.2. **Traditional Data Augmentation Methods**

3.2.1. **Rotation.** The pixels in the image rotate randomly around the center at the same angle.

3.2.2. **Flipping.** The pixels symmetrical with horizontal or vertical centerlines are exchanged, which causes the entire image to be upside down or left to right.

3.2.3. **Brightness.** The overall brightness of the image is promoted or reduced.

3.2.4. **Contrast.** The difference between the brightest pixel and the darkest pixel in the image is enlarged or narrowed, and the pixel values between them are transformed accordingly.

3.2.5. **Noise.** The RGB channel value of each pixel in the image is randomly transformed in a proportional, and noise is introduced to cause the image to change.

3.2.6. **Cropping.** The upper, lower, left, and right boundaries of the image plane are cut with a certain proportion or a certain pixel width.

Many augmentation methods have been proposed so far, but not all augmentation methods are applicable to the vehicle logo dataset. The augmentation methods described above can be broadly divided into two categories: pixel-level operations on the original RGB channel such as brightness transformation and noise disturbance, and no pixel-level operations such as cropping transformation. Through the use of these data augmentation methods, the image becomes more diversified, so that the network can learn the image feature representation more fully.

3.3. **Cross-Sliding Segmentation Method.** For convolutional neural networks, because of the huge parameters, the amount of data needed is also very large, so we need to find a simple and fast way to generate a large number of effective data. Because the logo area is generally small, it is not easy to segment the logo area when the image is segmented. At the same time, because the location of vehicle logo is very variable, cross-sliding segmentation is used to quickly increase the number of effective images. This method is very fast and easy to implement.

We scan and intercept the image using a rectangular box with a length and width of 1/2 of the source image as Figure 1. This method greatly increases the amount of data. Because the area of the logo is small, it is not easy to split the ground truth boxes, which results in invalid data. The specific segmentation steps are as follows.

Firstly, the original image is divided into 9 subimages, and the length and width of each subimage are 1/2 of the original image:

\[
\begin{align*}
    nw &= \frac{1}{2} \ast ow, \\
    nh &= \frac{1}{2} \ast oh.
\end{align*}
\]  

(1)

The position of the generated image in the original image is

\[
\begin{align*}
    xx1 &= \frac{1}{4} \ast nw \ast i, \\
    yy1 &= \frac{1}{4} \ast nh \ast j, \\
    xx2 &= xx1 + nw, \\
    yy2 &= xx2 + nh.
\end{align*}
\]  

(2)
Among them, \( i = 0, 1, 2; j = 0, 1, 2; xx1 \) and \( yy1 \) are the positions of the upper left corner of the generated image in the original image; \( xx2 \) and \( yy2 \) are the positions of the generated image in the lower right corner of the original image; \( nw \) and \( nh \) are the width and height of the generated image, respectively; \( ow \) and \( oh \) are the width and height of the original image.

All the generated subimages form set \( u \), while the images that can be used for training form set \( A \). If the target area is \( r \), the subimage that can be used for training should contain \( r \), so

\[
A = \{ u \mid u \subseteq U, r \subseteq u \}.
\]  

(3)

Cross-sliding segmentation method produced a total of 9 images on Figure 1, 4 of which contain complete vehicle logo information for training, and the remaining should be discarded directly because they do not contain the vehicle logo information or the vehicle logo information is incomplete.

3.4. Small Frame Method. In general images, the proportion of vehicle logos in the whole image is very small, and the background information is too complex, which leads to the lack of main information. At the same time, because the background information is too much, the deep neural network will encounter a lot of noise in the learning process, causing the convergence speed to be too slow.

Therefore, how to suppress the background and highlight the characteristics of the logo has become a difficult problem. In order to make the vehicle logo contribute more information to the whole image, it is necessary to remove the area without vehicle logo. A very easy and effective way is to directly expand the proportion of the logo size in the image.

In this paper, a small rectangular box of random size is used to select the vehicle logo, and other areas without the vehicle logo are discarded to highlight the vehicle logo, so that the network can better extract the features of the vehicle logos.

The position of the generated image in the original image is

\[
\begin{align*}
xx1 &= x1 - \text{random}(1.5, 3) \times rw, \\
yy1 &= y1 - \text{random}(1.5, 3) \times rh, \\
xx2 &= x2 + \text{random}(1.5, 3) \times rw, \\
yy2 &= y2 + \text{random}(1.5, 3) \times rh.
\end{align*}
\]  

(4)

Among them, \( xx1 \) and \( yy1 \) are the positions of the upper left corner of the generated image in the original image; \( xx2 \) and \( yy2 \) are the positions of the generated image in the lower right corner of the original image; \( x1 \) and \( y1 \) are the positions of the upper left corner of the target area in the original image; \( x2 \) and \( y2 \) are the positions of the target area in the lower right corner of the original image; the function \( \text{random}(1.5, 3) \) is a function that randomly generates a random number between 1.5 and 3; \( rw \) and \( rh \) are the width and height of the target area.

\textbf{Definition 1}. The logo graph ratio is the ratio of the area of the logo ground truth to the area of the whole image.

The average graph ratio can measure the situation of the target region in the overall image dataset. The vehicle logo is a small target in the field of object detection, and its graph ratio is generally low:

\[
\text{avgRatio} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{Area}(ci)}{\text{Area}(oi)}.
\]  

(5)

Among them, \( \text{avgRatio} \) is the average of all logo graph ratios and \( \text{Area}(ci) \) is the area size of the logo in image \( I \) and \( \text{Area}(oi) \) is the area size of image \( I \).

Using the method mentioned above, the logo graph ratio of Figure 2 increases from 0.00657 to 0.17012, and the average logo graph ratio of enhanced dataset increases from 0.0144 to 0.0526, about 3.65 times.

3.5. Gaussian Distribution Segmentation Method. Because of the existence of pooling operations in convolutional neural networks, the robustness of the networks to data translation
is very poor. Some studies have shown that, for the same image and the same network, as long as the input image is slightly modified or shifted by one pixel, the output of CNN will change dramatically, and the deeper the network layer is, the more likely this error will occur. The researchers think that there is a certain photographic bias in the general dataset. On the macro level, as long as it is not pixel-level coding, there are no two identical images in the world, so the neural network cannot learn the strict translation invariance and does not need to learn.

The position of the vehicle logo in the image is very variable, so there is a high demand for the diversity of the position of the target in the training set. When the dataset is small, we must optimize the location of the vehicle logo in the dataset. Therefore, we propose the Gaussian Distribution Segmentation method. After the dataset is optimized by this method, the position of the target region will be Gaussian distribution. The size of the generated image is

\[
\begin{align*}
    nw &= \max(ox, ow - ox), \\
    nh &= \max(oy, oh - oy).
\end{align*}
\]

Among them, \(nw\) and \(nh\) are the width and height of the generated image; \(ox\) and \(oy\) are the \(X\) coordinate and \(Y\) coordinate of the target region center of the original image; \(ow\) and \(oh\) are the width and height of the original image.

We need to build a function and the function is used to generate a number between 0 and 1, which should meet the standard normal distribution:

\[
f(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}.
\]

The coordinates of the target center point of the generated image are

\[
\begin{align*}
    nx &= \frac{ow}{2} + (nw - rw) \ast \text{randn}(0, 1), \\
    ny &= \frac{oh}{2} + (nh - rh) \ast \text{randn}(0, 1).
\end{align*}
\]

Among them, \(nx\) and \(ny\) are the \(X\) and \(Y\) coordinates of the target center point of the generated image; \(ow\) and \(oh\) are the width and height of the original image; \(nw\) and \(nh\) are the width and height of the target rectangle; and \(\text{randn}(0, 1)\) is a function that generates a number between 0 and 1 satisfying the Gaussian distribution.

The position of the generated image in the original image is

\[
\begin{align*}
    xx1 &= ox - nx, \\
    yy1 &= oy - ny, \\
    xx2 &= xx1 + nw, \\
    yy2 &= xx2 + nh,
\end{align*}
\]

where \(xx1\) and \(yy1\) are the positions of the upper left corner of the generated image in the original image; \(xx2\) and \(yy2\) are the positions of the generated image in the lower right corner of the original image; \(ox\) and \(oy\) are the \(X\) coordinate and \(Y\) coordinate of the target center of the original image; \(nx\) and \(ny\) are the \(X\) and \(Y\) coordinate of the target center of the generated image; \(nw\) and \(nh\) are the width and height of the generated image.

4. Results and Discussion

4.1. Experiment Setup. The data in this paper are from the Big Data and Computational Intelligence Competition (BDCI). There are 1151 images of different sizes with annotations totaling 30 categories. And we use 1006 images in its test dataset as the test set of this experiment. The distribution of classes is shown in Figure 3.

Because of the need for data quantity, we augment the original data to expand the dataset. As a contrast, we have experimented with a variety of traditional augmentation methods and the methods proposed in this paper. We try our best to control the amount of data generated by various methods at the same level to ensure the accuracy of the experiment. For these methods, we divide them into two categories: pixel-level operation and non-pixel-level operation. Among them, pixel-level operations include brightness transformation, contrast transformation, and noise addition. Non-pixel operations include cropping, rotation, and flipping. Our own methods based on logo data optimization are all non-pixel-level methods. The amount of data generated by all methods is 2-3 times that of the original dataset. The data distribution generated by these methods is shown in Figure 4.

4.2. Experimental Results. In this paper, three parameters, \(P\), \(R\), and \(F1\), are used as the criteria for judging and evaluating the experimental process. Their calculation methods are as follows:

\[
\begin{align*}
    R &= \frac{1}{N} \sum_i \text{Correct}(i) / \text{Ground}(i), \\
    P &= \frac{1}{N} \sum_i \text{Propersal}(i) / \text{Correct}(i), \\
    F1 &= \frac{2 \ast P \ast R}{P + R}.
\end{align*}
\]

Among them, \(\text{Correct}(i)\) is the number of logos correctly detected, \(\text{Propersal}(i)\) is the total number of logos detected, and \(\text{Ground}(i)\) is the actual number of logos.

We study the performance of various data optimization methods under the framework of YOLO. By adjusting the parameters and the number of iterations, we get the optimal results under the YOLO framework. First of all, the original data is tested, and the loss changes and data results are as shown in Figure 5.

We trained 50000 iterations under the framework of YOLO and output the results every 1000 iterations. Observing the experimental results, we can find that there is a sudden drop in the loss value between the 10000 and 20000 iterations. The reason is that in this phase we use the strategy of learning rate decay, which can make the loss value further decline. At the same time, it can be seen from (b) that \(F1\) value tends to be stable before 50000 iterations, so we can get
After that, we tried to add the optimized data to the network for training. We experimented with nine enhancement methods, and their loss values changed as shown in Figure 6.
It can be observed that no matter what kind of augmentation method is used, there is a step-by-step loss drop between the 10000 and 20000 rounds of iterations, which proves that our learning rate decay strategy is effective under these methods. We have counted the best test results of each model in the above experiments, and these data are helpful for us to judge which methods are helpful for the test of vehicle logo data. The results are as in Table 2.

The experimental results show that the cropping operation improves the results the most in the traditional method, and the $F_1$ value increases by 2.63 percentage points. Compared with the original dataset, the $F_1$ values of the three methods proposed in this paper increased by 4.11, 4.04, and 5.56 percentage points, respectively. The results show that our method is more effective than the traditional method to help the network to detect the vehicle logo.

We choose the best three of the traditional methods and our proposed method for further experiments to observe the effect of our proposed method in combination. In order to ensure the accuracy of the conclusion, we test the data in the framework of YOLO and Faster R-CNN, respectively, and get the results of $F_1$ value in Figure 7.

It can be seen that, compared with the traditional methods, our methods can improve the performance better under the framework of YOLO and Faster R-CNN. We select the best test results of various methods and make them into Table 3.

Our method mainly optimizes the scale diversity and location diversity of the target. Based on the characteristics of large differences between classes and small differences within classes, we propose a new data optimization method. Compared with the traditional method, we mainly focus on two points with the least amount of information in the small dataset of vehicle logo. Experiments show that our idea is effective.

From the experimental results, we can know that the improvement effect of our method on the YOLO framework is better than that of Faster R-CNN. Our method is 3.77 percentage points higher than the traditional method in the

---

**Table 1: The best detection result of the original dataset on YOLO.**

| P     | R    | F1   |
|-------|------|------|
| 0.8466| 0.6096| 0.7088 |

---

**Figure 6:** The loss changes of all methods in the training process on YOLO. We can see that the loss value of all methods will eventually converge to less than 1.
Table 2: The best test results of all methods on YOLO.

|         | Rotate-on | Noise | Flipping | Brightness | Contrast | Cropping | Small frame | Slide-seg | Gaussian-dis |
|---------|-----------|-------|----------|------------|----------|----------|-------------|-----------|--------------|
| **P**   | 0.8539    | 0.8521| 0.8492   | 0.8422     | 0.8641   | 0.8577   | 0.9139      | 0.8862    | 0.9151       |
| **R**   | 0.6077    | 0.6096| 0.6170   | 0.6395     | 0.6311   | 0.6433   | 0.6358      | 0.6489    | 0.6564       |
| **F**   | 0.7101    | 0.7107| 0.7147   | 0.7270     | 0.7294   | 0.7351   | 0.7499      | 0.7492    | 0.7644       |

Figure 7: Results of controlled experiments. Although the traditional method sometimes works better than our method in the early stage of training, the final result is that our method is dominant. (a) Result curves of YOLO. (b) Result curves of Faster R-CNN.

Table 3: The best detection results of two networks in each dataset.

|         | YOLO | Faster R-CNN |
|---------|------|--------------|
| **P**   | 0.8466  | 0.8625, 0.9295 | 0.8488, 0.9127, 0.9358 |
| **R**   | 0.6096  | 0.6461, 0.6667, 0.4775 | 0.6657, 0.6685 |
| **F1**  | 0.7088  | 0.7388, 0.7765, 0.6212 | 0.7699, 0.7799 |

Table 4: Some promotion results show.

|         | YOLO | Faster R-CNN |
|---------|------|--------------|
| **Origin** | ![image] | ![image] |
| **Tradition** | ![image] | ![image] |
| **Ours** | ![image] | ![image] |
framework of YOLO, which is better than Faster R-CNN. The reason is that we mainly optimize the size and location of the vehicle logo, which is more targeted for the one-stage method like YOLO. Due to the existence of RPN network, Faster R-CNN is not very sensitive to the location of the target, and F1 only increases by 1.0 percentage points. As a one-stage method, the YOLO framework can directly return the location of the target from the image. Previous studies have pointed out that CNN is more sensitive to the location of the target in the image, so the regression of the target location in the YOLO framework is more dependent on the dataset. Our method is mainly optimized for the diversification of logo location, so our method performs better under the framework of YOLO. Therefore, although the method proposed in this paper can improve the performance of both networks, it is more obvious to improve the performance of YOLO.

4.3. Results Show. We show some detection effects after data enhancement in Table 4.

In Table 4, the first column of each group of images shows the help of our proposed method for improving the network recall rate. For the image in the first column, the network trained by the original dataset and the dataset enhanced by the traditional method cannot detect the vehicle logo in the image, and the data enhancement method proposed by us can successfully detect the vehicle logo. The second column of each group of images shows the improvement of accuracy of our method. For the error detection in the network trained by the original dataset and the dataset enhanced by the traditional data method, our method can suppress it to a certain extent.

5. Conclusion

In this paper, we propose a series of data optimization methods for small sample vehicle logo dataset. According to the characteristics of small sample vehicle logo dataset, we enhance the dataset from two aspects: size and location. The experimental results show that the methods proposed in this paper can improve the recall and precision compared with the traditional method, whether alone or in combination. For different frameworks, our method is more suitable for the one-stage methods that directly find the target position from the image, so the improvement effect of Faster R-CNN is weaker than that of YOLO.
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