Exploring Quantum Perceptron and Quantum Neural Network structures with a teacher-student scheme
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Abstract Near-term quantum devices can be used to build quantum machine learning models, such as quantum kernel methods and quantum neural networks (QNN) to perform classification tasks. There have been many proposals on how to use variational quantum circuits as quantum perceptrons or as QNNs. The aim of this work is to introduce a teacher-student scheme that could systematically compare any QNN architectures and evaluate their relative expressive power. Specifically, the teacher model generates the datasets mapping random inputs to outputs which then have to be learned by the student models. This way, we avoid training on arbitrary data sets and allow to compare the learning capacity of different models directly via the loss, the prediction map, the accuracy and the relative entropy between the prediction maps. Here, we focus particularly on a quantum perceptron model inspired by the recent work of Tacchino et. al. [1] and compare it to the data re-uploading scheme that was originally introduced by Pérez-Salinas et. al. [2]. We discuss alterations of the perceptron model and the formation of deep QNN to better understand the role of hidden units and the non-linearities in these architectures.
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1. INTRODUCTION

Machine learning (ML) combined with quantum information processing gave rise to quantum machine learning (QML), which entails ML tasks performed (at least partially) on quantum computers. Recent results suggest possible advantages for generative QML applications compared to their classical analogs [3], but these models are unlikely to run on current quantum devices since they would require a fault-tolerant universal quantum computer. In theory, to build a specific QML architectures on a quantum device, e.g. a quantum neural network (QNN), one could always make the classical logic of a neural network (NN) reversible and implement it via unitaries on a quantum computer [4]. This approach would require many qubits and error correction which is unrealistic for current quantum devices either. Furthermore, it is not clear if such an approach would yield any quantum advantage. In recent years, with the advent of Noisy Intermediate-Scale Quantum (NISQ) devices [5] near-term QML applications, such as variational quantum circuits (VQCs) have attracted increasing attention. VQCs are strong candidates for many general classical and quantum optimization applications [6–8], but also for the construction of quantum perceptrons or neurons [1, 4, 9]. Following the classical analog of NN, QNNS can be built by casting together several of these quantum perceptrons [10, 11] to build deep structures with hidden layers. In general though, the role of these hidden units and non-linearities in QNNs that are built from VQCs is not as straightforward as for their classical counterpart.

Classical deep NNs with many hidden layers of neurons have been successfully applied to different areas, such as computer vision [12] and reinforcement learning [13]. The reason why specifically deep neural networks perform so well on many different tasks is still an active research field in ML [14].

In the quantum regime though, it is an open question whether the deep structure of the classical NNs could be reproduced with VQCs. For example, there are proposals for quantum learners that function more in the sense of classical kernel methods [2, 15, 16] and do not allow to build deep structures. Classical kernel methods can be regarded as shallow architectures [17] since they employ non-linear maps on the data inputs. They perform linear regression and the actual optimization, therefore, is convex. The same idea can be applied to quantum kernels, where the non-linear map is provided by the embedding of the data on a quantum circuit and its measurements, the actual optimization though, is again done with linear regression over these kernels. In [2], they also suggest to parameterize the quantum kernel function \( \phi(x) = \phi_\nu(x) \) with a set of parameters \( \nu \) which are part of the learning process, which makes the optimization non-convex but it can still be regarded as shallow.

The aim of this work is to compare the relative expressive power of two conceptually different QML architectures. The first one is the quantum perceptron (QP) as described in [1], which can be cast together with other quantum perceptrons to build deep QNN structures [10]. The non-linear activations are introduced with dissipative units where ancillary qubits form the output layer, while the qubits from the input layers are discarded [18]. The second one is re-uploading architecture (RU) [2] which introduces the non-linear behaviour by repeatedly re-uploading the input data after each trainable unitary. We compare these two architectures to better understand the dissipative nature of the deferred measurement and the re-uploading of the data. To have a fair comparison, we use the same data encoding architecture in both models and to avoid the effect of data selection we deploy a so-called teacher-student scheme, where each architecture will play once the role of the teacher and once the student. Even more, we use different realizations of the teachers and obtain the average performances for the students. This scheme offers a systematic comparison which aims to understand the role of the hidden units and non-linearities in quantum models.
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The paper is structured as follows. Section 3 introduces the quantum architectures that we use throughout this work. Section 4 discuss the "teacher-student scheme" which gives a systematic comparison between quantum models. Section 5 compares the QP and RU along with some alterations of these models to better understand the role of the hidden units and the non-linearities. Finally, section 6 contains the conclusions and outlook.

2. NON-LINEARITIES IN NISQ QNNs

Classical hidden units play a crucial role in the performance and success of neural networks. For example, in Boltzmann machines and feed-forward neural networks, the hidden nodes are feature extractors that capture correlations between the visible nodes. But, while in fNIN the information is propagated through a layer-wise structure of hidden nodes [19], BMs give an extra perspective on hidden nodes. They extend the sampling space to store conflicting patterns, as happens with the XOR problem in Hopfield networks [20]. While adding more hidden layers to build a deep NN does not have a straight-forward implementation on near-term quantum devices, extending the sampling space has a clear quantum analog already used in the Born machine [21] or in dissipative QNNs [18].

To build deep structures in QNNs, non-linearities will play a crucial role, as in their classical counterpart. The question that often arises is how to achieve the non-linearities needed in quantum circuits when all the operations are unitary. Just because we have a linear representation of a gate, does not necessarily imply that the gate or the function it computes is linear. A classical logical gate or circuit computing the function \( f \) by definition is linear if \( f(x \oplus y) = f(x) \oplus f(y) \), where \( \oplus \) is the bit wise XOR operation [22]. One can, therefore, easily show that for example the Toffoli gate is not linear if applied on binary input strings. Apart from entangling gates, the measurement [1, 23, 24] and the data encoding can introduce non-linearities on NISQ devices. Specifically, the data encoding can introduce non-linearities if the gates are non-linear functions of the data input \( x \). For example, if one rotation of the data is performed, the transformation could be linear (for example, with the reflection matrix) and the relative distance of the data is not altered. Instead, if the unitaries perform at least two rotations over different rotation axes the gates are a non-linear function of the data input \( x \) [2, 25, 26]. This ensures the non-linearity of the feature map \( x \mapsto \psi(x) \) in the Hilbert space of the quantum system [16].

3. QUANTUM MODELS

Exactly like their classical counterpart, quantum perceptrons could either be simple quantum learning machines or the building blocks of quantum neural networks. Both quantum and classical perceptrons are functions that map a set of inputs \( x^k \) to the desired output \( y \) by adjusting a set of weights \( w \). In this work, we explore the notion of non-linearity in quantum neurons along with the formation of deep structures.

In the quantum regime, the realization of the perceptron and deep QNN is still an active research field and different models have been proposed [1, 9]. Different works define quantum perceptron and QNN models as variational quantum circuits (VQC) [2, 18, 27, 28]. Following this approach, for a given data set \( D = \{(x^k, y^k)\} \), a quantum circuit \( U(x^k, w) \) is parametrized for every input data point \( x^k \) with label \( y^k \) and with trainable parameters \( w \). The initial state is \( |0\rangle^\otimes N \), where \( N \) is the number of qubits. We denote \( |\psi^k\rangle = U(x^k, w) |0\rangle^\otimes N \) as the output state of the quantum perceptron. To do classification with only two labels we measure one qubit in a single direction, e.g. in \( Z \) direction and interpret the expectation value \( \langle Z | \psi^k \rangle \) as the label prediction. To train the quantum model, we define the cost function

\[
C = \sum_k (y^k - \langle Z | \psi^k \rangle)^2, \tag{1}
\]

which is minimized during the training. Here, we choose a two dimensional input data set with \( x^k = (x_1^k, x_2^k) \) and encode the data to the circuit with the gates \( U(x) = R_x(x_1) \otimes R_x(x_2) \) applied on two distinct qubits, where \( R_x(\phi) = \exp(-i\phi \sigma_x/2) \) is the single qubit \( X \) rotation gate. These data encoding gates are depicted in light and dark orange colors respectively in the circuit diagrams (e.g. Figure 1) and we will refer to it as the angle encoding. Throughout this work, we use the same encoding for all models to have a fair comparison. The trainable part of the perceptron is realized by parameterized single qubit rotations \( \text{Rot}(\phi, \theta, \omega) = R_x(\omega) R_y(\theta) R_z(\phi) \) and controlled-Z gates. At the output of each QP we apply a multi-controlled NOT gate inspired by [1]. The trainable gates are depicted in blue colors in the figure and we will refer to them as processing gates.

Here we focus on two models, the QP and the RU quantum models. The main advantage of the QP is its simplicity and analogy to the classical perceptron [1], while the RU has attracted a lot of interest recently and has shown great success [2, 29].

3.1. Quantum Perceptron (QP)

The QP is inspired by the recent work of Tacchino et. al. [1]. In their work, the quantum perceptron closely resembles the binary valued classical perceptron. The input is a \( m \)-dimensional real vector \( x \) with binary values \( \pm 1 \) for each element \( x_i \). The input quantum state \( |\psi^k\rangle = U(x^k) |0\rangle^\otimes N \) is realized by an encoding gate \( U(x^k) \) acting on \( N \) qubits. The output state of the perceptron is defined as \( U(w) |\psi^k\rangle \), where \( U(w) \) is a parameterized unitary. A multi-controlled NOT gate activates the ancillary qubit which is measured to obtain the quantum perceptron output. The weights \( w \) are chosen such that the ancillary qubit is activated with a probability \( p(1) = |\sum_i x_i w_i|^2 \). One can set a threshold for the expectation value \( \langle Z \rangle \) of the ancilla qubit to obtain a binary output from this probability. To build deep structures from
QPs one can, like for their classical analog, use the output of one perceptron as the input of the next [10]. Therefore, for a hidden QP, the input state $|\psi^k\rangle$ comes from the ancillary qubit of the previous perceptron and the hidden perceptron itself consists of a parameterized processing gate $U(w)$, a (multi-)controlled NOT gate that activates another ancillary system and a deferred measurement. This architecture allows one to build deep structures in a coherent way and the ancillary systems can be measured at the very end of the circuit. The idea is that because of this deferred measurement the required non-linearity is still introduced between the layers.

In their original work [1], the authors focus on binary valued inputs and weights and later they extended it to a continuous values [30]. Both methods though need the basis encoding which requires many qubits to encode the data. To avoid this, we use the angle encoding introduced earlier in this section. This will now play the role of the gate $U(x^k)$, while the parameterized gates $Rot(\phi, \theta, \omega)$ (in blue in the circuit diagrams) together with the CZ entangling gates realize the $U(w)$ gates for the data processing. This allows for continuous inputs and weights. The perceptron model for the simple case of a two dimensional input is illustrated in Fig. 1a.

3.2. Re-uploading Architecture (RU)

The RU is inspired by the recent work of Perez-Salinas et al. [2]. In their work, they propose a quantum version of a ffNN with only one hidden layer. To emulate the behaviour of a ffNN, they repeatedly apply data encoding unitaries $U(x^k)$ parameterized with the input data $x^k$ to the circuit. Each of these data dependent unitaries is followed by a parameterized unitary $U(w)$ with trainable parameters $w$. Because of the repeated application of $L_1 = U(w)U(x)$ to the circuit, this scheme is called data re-uploading. A single application of $L_1$ is often referred as a re-uploading layer and their number determine the architecture of the re-uploading circuits.

In this work, we use the angle encoding as defined earlier and we parameterize the processing gates with $R(\phi, \theta, \omega)$ and CZ gates. To simplify the measurement procedure and make the two perceptron models more comparable, we also use a multi-controlled NOT gate to activate an ancilla qubit exactly like in QP. We also use the same cost function from Eq. (1).

The notion of depth is not as clearly defined for the re-uploading scheme as it is for the QP. It is known that more layers of re-uploading lead to better expressivity of the model [29], but there is no clear classical analog to this. Therefore, we will compare the RU with an increasing number of re-uploading layers $L_i$ to QNN models with an increasing number of QPs. In the next section, we elaborate the scheme that we use to compare the aforementioned architectures.

4. TEACHER-STUDENT SCHEME

Here, we introduce the teacher-student scheme that aims to benchmark different realizations of QP and QNN against each other. We systematically compare the two aforementioned architectures (QP and RU see Fig.1), but the scheme could be used for any circuits. The main idea is that one architecture (for example the QP) will play the role of the teacher and generate the labels that will be used to train the student (for example the re-uploading quantum model). Thus, we avoid to generate artificial data sets, such as e.g the circle data set in [2], that could possibly favour one of the architectures. With the teacher-student scheme, we directly see the data structures that each architecture can generate and how well other architectures could learn them.

4.1. Notion of teacher

The teacher generates the labels for a fixed set of inputs $D = \{x^k\}$ with 2 dimensional input vectors $x = \{x_1, x_2\}$ on a grid $x_1 \in [-\pi, \pi]$. For a fixed teacher architecture we choose several random initializations for the parameters $w$ of the processing gates (blue squares in the figures). We use the measurement outcomes of the ancilla qubit as the model predictions $y^k$ of the input data. This way we can generate several data sets for different random initializations. The predictions have continuous values $y^k \in [-1, 1]$ given by the outcome of the measurement $\langle \psi^k | Z | \psi^k \rangle$, but we also generate binary valued labels by choosing $y^k_{\text{binary}} = \text{sign}(y^k)$. The teachers with binary labels focus more on the basic characteristics of the data structures, while the ones with continuous labels also care for the details. We can visualize the data structures with prediction maps, which are the density plots of the model predictions and labels $y^k$ for the input data $x^k$.

4.2. Notion of student

We train the students with the labeled data generated by their teachers to learn those data structures. It is not obvious how to define a good/bad student, since different tools can be used to characterize their performance. The prediction maps of the students are best for visualizing the similarity of the student’s and teacher’s predictions of the label $y^k$ to gain qualitative results. For a more rigorous quantitative comparison we compute the relative entropy between the student’s and teacher’s outputs $y^k$. Specifically, we use the information divergence (Kullback–Leibler divergence or relative entropy) which defines a distinguishable measure between two proba-
5. RESULTS

5.1. Toy model

Here, we will elaborate the notion of the teacher-student scheme with an illustrative example. We use the RU architecture as a teacher (Fig. 1b) and both, QP and RU, as students (Fig. 1a and b). A very characteristic example for the prediction maps is shown in Fig. 2, where the Student - QP does not learn the inner structure (circles) at the left and right sides of the prediction map of the teacher. The Student - RU reproduces almost perfectly the teacher as expected, since they have the same circuit architecture. But the Student RU finds a different set of parameters compared to the one of the Teacher RU. We present the parameters of the processing gates for both of them in the Appendix (A 1). The solid lines in the “Loss curve” in Fig.2 show the loss of the two students that correspond to these particular prediction maps, where Student - Re-uploading achieves a much lower loss. If we use the binary labels of the teacher and train again the students we reach the accuracy score approximately equal to 0.9 compared to 0.8 for the QP. Both students have a high accuracy score, since the topology of the prediction maps of the students and the teacher with binary labels are very similar (see Appendix A 2, Fig. 8).

We generated 10 different data sets by randomly initializing the teacher’s parameters as explained earlier to obtain the average performance of the student. Both students are trained on those data sets and we characterize their performance with the tools mentioned earlier. The dashed lines in Fig. 2 show the average of the loss function over all the initializations of the teacher for both students. The Student - RU shows good convergence (blue dashed line) for all data sets generated by the teacher, since the teacher and student have the same architecture in this Toy example. The average loss for the Student - QP (black dashed line) is larger than the single example shown in the prediction map (black solid line), which suggests some of the teacher’s data sets can be learned more accurately by the student than others. These results are also supported by the calculation of the average relative entropy over all prediction maps which is equal to 0.247 and 0.001 for the Student - QP and the Student - RU, respectively. It is worth noting here that the loss captures better the global differences in the prediction (i.e. a general off-set of the whole prediction maps), while the relative entropy captures local differences in the maps (i.e. the local minima that do not appear in one of the maps). For more details, we provide the explicit code used for this toy model in [32].

In order to have a complete comparison of the two models, we now use the QP architecture as the teacher and train again for both students (see Fig. 7 in Appendix). The average loss for both students converges to similar low values (see Fig. 7 in Appendix) and we have a high accuracy score 0.9 of both students. The average relative entropy is approximately equal to zero for both students ( 0.0002 for the QP and 0.0013 for the RU). These results suggest that the QP generates simpler data structures and both architectures can learn them.

In conclusion, the RU architecture can generate and learn more complex output distributions than the QP. It can learn all the data sets generated by the QP with almost zero loss and relative entropy. On the contrary, the QP is not able to learn the data sets provided by the RU. Even for this toy example, all four metrics defined earlier were taken into account, which reveals the difficulty on how to determine whether a student is good or bad. Therefore, one should take under consideration all the different tools introduced earlier (the prediction maps,
the accuracy score, the (average) loss and relative entropy) to characterize the performance of the students.

5.2. A more complex teacher

Next, we compare the behaviour of the two models in Fig. 1 (Students) to a “deep” re-uploading architecture in Fig. 3 (Teacher) with many repetitions of the encoding gates. In Fig. 3, we show a characteristic result for the prediction maps. The Student - RU learns the basic features of the teacher’s architecture contrary to the Student - QP which learns a very simplified version of the data structure. As mentioned earlier, the number of encoding unitaries determine the function complexity that can be learned [29]. Therefore, the teacher with four pairs of encoding gates generate a more complex data structure compared to the ones that the student of the QP and RU can learn with one and two pairs of encoding unitaries, respectively. If we train the students on the binary valued outputs, we reach accuracy scores approximately equal to 0.8 for both students, because the topology of the prediction maps of the students and the teacher with binary labels are very similar (see Appendix A 2 Fig. 9). Therefore, the accuracy score does not allow to determine which student learns the teacher more accurately. But the prediction maps for this characteristic example (see Fig. 3) shows the better performance of the Student - RU. Even more, the loss curves, and specifically the average loss curves, support this claim. As we can see from Fig. 3, the average loss curve for Student - RU (blue dashed line) over 10 realizations of the teacher is much lower than the average loss curve of Student - QP (black dashed line). Finally, the average relative entropy is equal to 0.15 and 0.11 for the Student - QP and the Student - RU, respectively and enhances this statement.

5.3. Improving the QP

Here, we present some alterations of the Student - QP to improve its performance and further understand its behaviour. So far, we used four general single qubit rotations and two 2-qubit gates (the multi-controlled NOT included). Sousa et. al. [33] show that eight single qubit unitaries and four entangling gates realize an arbitrary two qubit gate. Therefore, we add four more processing gates to the Student - QP each followed by CNOT entangling gates (see figure 4a). We still have a single perceptron with two inputs, but with a more general unitary for processing the data. The performance of the perceptron though did not improve, suggesting that the structure of the circuit is not enough to simulate the data structure of the re-uploading perceptron as a teacher.

Next, we try to increase the complexity of the QP by realizing a deep QNN from single QPs inspired by [10]. The structure is shown in Fig. 4b with the classical analog in the inset which can be understood in the following way: The input data (light and dark orange circles in the inset) are introduced with the encoding unitaries (light and dark orange squares). The processing happens with the blue unitaries which correspond to the blue circles in the inset. The output of each blue circle is realized with the CNOT gate acting on both ancilla qubits 1 and 2. These outputs are then introduced in the last ancilla qubit 3 with the CZ gates. The performance of the circuit did not improve though (see Fig. 5), which means that the deferred measurement on the second ancilla is not enough to improve the performance of the architecture. This shows that the formation of coherent deep QNN structures does not follow the classical analog of a classical deep NN, i.e. by stacking several perceptrons together.

Another alteration of the QP is shown in Fig. 4c. There we use the QNN structure that Tacchino et. al. proposed in [10], where the QP is used as a building block to create the QNN, exactly like in the classical case. Specifically, instead of using the output of one QP twice as in Fig. 4b, we use two QP to form a QNN. This circuit shows improved learning capability and performs quite well as suggested by the convergence to a low value of the loss curve (see Fig. 5). Therefore, comparing the QNN (Fig. 4c) with the deep QP (Fig. 4b) suggests that the deferred measurement does not provide the necessary depth to the circuit and shows the importance of re-uploading the data several times to increase the performance of the architecture.

Even though the QNN architecture in Fig. 4c seems quite complex (many qubits and entangling gates), at the end is very similar to the circuit architecture of the RU (Fig. 1b). Both circuits encode the data twice in a vertical or in a horizontal way, respectively. For the vertical case 2N qubits are used for N
Contrary to classical perceptrons, quantum perceptrons can have different encodings, i.e. amplitude, basis and angle encoding [34]. In this work, the encoding of the two-dimensional data $x = \{x_1, x_2\}$ is achieved with the application of $R_z(x_1)$ and $R_z(x_2)$ to two distinct qubits. A good choice of the encoding can immediately lead to a linear separation of the data as suggested in recent works [35, 36]. Therefore, exploring a quantum perceptron model is interconnected with exploring the encoding of the input data. Here, we want to compare the aforementioned angle encoding with the encoding $Rot(x_1, x_2, 0)H$ applied at each qubit. The Hadamard gate $H$ is applied to $|0\rangle$, since otherwise for $Rot(\phi, \theta, \omega) = R_x(\phi)R_y(\theta)R_z(\omega)$, the first gate $R_z(x_1)$ applied to $|0\rangle$ would not contribute anything.

To see how important the encoding is to separate a predefined data set, we apply the encoding for all data $x^k$ from a circular data set (see Fig. 11 in Appendix) without the processing unitaries and generate the states $|\psi^k\rangle = U(x^k)|0\rangle = c_{00}|00\rangle + c_{01}|01\rangle + c_{10}|10\rangle + c_{11}|11\rangle$ for both encodings. Specifically, we have $|\psi^k\rangle_{RX}$ for $U(x^k) = R_z(x_1) \otimes R_z(x_2)$ and $|\psi^k\rangle_{\text{Rot}}$ for $U(x^k) = Rot(x_1, x_2, 0) \otimes H \otimes Rot(x_1, x_2, 0)H$. We find the probability vectors $P = [p_{00}, p_{01}, p_{10}, p_{11}]$ for each of the states $|\psi^k\rangle$, with $p_{i,j} = |c_{i,j}|^2$. We are interested in the probability vectors and not the quantum states themselves because for our perceptron models, the probability $p_{11}$ corresponds to the activation probability of the Toffoli gate. Specifically, we encode 500 input data points $\{x_1, x_2\}$ from the circular data set and create the probability vectors for each one of them for the different encodings. We apply principle component analysis (PCA) on each one of the probability vectors which converts them to two-dimensional data sets. Then, we can see whether the data are already separable just after the encoding. In Fig.6, we plot these two dimensional data sets for both encodings. With the RX en-
coding the data are already separable, contrary to the Rot encoding where the data are along the same curve. The data encoded with RX, shown in Fig. 6(left), can be separated with a quadratic function as discussed in the work [35] and a single general parameterized unitary $U(w)$ that post processes the state $|\psi^k\rangle$ would suffice. The data in 6(right) cannot be separated by a single parameterized processing unitary and would need for example more data re-uploadings.

The aforementioned results stress the importance of the encoding in a quantum circuit [29] and shows that synthetic data sets can favour certain architectures. If the data are already separated after the encoding gates, the parameterized gates will simply rotate the data along the measurement axis. But, if the encoding fails to separate the data as in the case of Rot, the parameterized gates will not be able to separate them on their own. Also, we want to emphasize that the re-normalization of the data affects the success of the training, since the quantum functions are periodic and the input data should lie within the period of the function [37] (see Appendix A 4 Fig. 12). Finally, it worths mentioning that the encoding of the data labels could also affect the success of the training (see Appendix A 3 Fig. 11).

6. CONCLUSIONS

Inspired by the recent works [1, 2], we explored the expressive power of QPs, their formation to QNNs and the RU models implemented on NISQ devices. In order to systematically compare the architectures, we introduced a so-called teacher-student scheme, where the studied models are introduced once as a teacher and once as a student. This way we can avoid to generate synthetic data sets that might give an advantage to certain architectures and it creates a more fair framework for comparing any quantum models.

Specifically, we showed that the deep structures that can be built with QPs only increase the expressivity of a model if the data are uploaded several times. It is not sufficient to use deferred measurements to generate hidden non-linearities similar to classical NNs if the output of a QP is reused. We explored several different ways of how to leverage deferred measurements to generate hidden non-linearities, but the expressive power of QNNs only improved when additional data-uploadings were added (Fig. 4c). This suggests that the non-linear behaviour induced by a measurement of a single QP cannot be generalized to deep QNNs if the single QPs are cast together in a coherent way (Fig. 4b). Therefore, it is still an open question how to build deep QNNs in a coherent way, where measurements only occur at the end of the computation. Thus, one should not expect a one-to-one mapping of quantum and classical NNs.

These results are in accordance with the recent work [37], which shows that the number of times that the data are encoded determines the functions that can be approximated. The needed non-linearities in a quantum model can be generated (apart from the measurement) from the encoding gates that are non-linear functions of the input data. Performing PCA on the probability vectors, we showed that given the encoding, the data can already be separated without further processing. Therefore, the performance of a QP is strongly affected by the encoding and the dataset itself. Apart from the encoding, the processing plays an important role as well. The universal approximation capability of different quantum models has been discussed extensively in [2, 26, 29, 38], but it does not provide any information about how well the circuit could perform or how many parameters it needs to approximate a function within a certain error. The calculation of the average relative entropy for Fig. 4c and Fig. 1b showed that the trainable part of the circuit affects the functions that can be approximated. This effect will be further explored in subsequent research.

For future work, it will be of great interest to explore different perceptron models and compare their performance with the teacher-student scheme. Then, the question arises which perceptron model will be the ideal building block of QNN architectures and how quantum perceptrons could be combined to form a deep QNN. Another research direction is to explore other quantum models with no direct analog with classical NN, like the re-uploading model or quantum kernels in general. Finally, it would be of great importance to further explore the role of entanglement and encoding in QPs, in their formation to QNNs and in other quantum models.

7. CODE

Code to reproduce the results for the toy model 55.1 and explore further settings can be found in the following Github repository: https://github.com/KaterinaGratsea/Teacher-student_scheme.
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Appendix A: Appendix

1. Parameters

The parameters of the four arbitrary single qubit gates $[\phi_i, \theta_i, \omega_i]$ of Teacher RU are

\[
[\begin{bmatrix} 2.71, 6.15, 0.42 \end{bmatrix}, \begin{bmatrix} 3.26, 1.13, 6.10 \end{bmatrix}, \begin{bmatrix} 0.71, 2.54, 4.63 \end{bmatrix}, \begin{bmatrix} 4.43, 2.66, 2.18 \end{bmatrix}],
\]

while for the Student RU we have

\[
[\begin{bmatrix} -1.30, 0.40, -1.86 \end{bmatrix}, \begin{bmatrix} 0.60, 1.89, 0.37 \end{bmatrix}, \begin{bmatrix} 0.17, 2.69, 0.67 \end{bmatrix}, \begin{bmatrix} 0.49, -0.14, 0.68 \end{bmatrix}].
\]

This is one of the many local minima that the training of Student RU could reach.

2. Additional plots

In Fig. 7, we show the prediction maps and loss curves for the toy model with the QP (Fig. 1a) as the teacher and the students (Fig. 1a and b).

In Fig. 8 and 9 we present the prediction maps and loss curves with binary labels of the teachers for the students of the toy model (Fig. 1) and the deep-shallow architectures (Fig. 3), respectively. In Fig. 10, we present the alteration of the QP with many processing and entangling gates. This alteration

FIG. 7. Teacher-student training for teacher (Fig. 1a) and the two students (Fig. 1a and b). The prediction maps show one particular example of the training with the corresponding losses (solid loss curves). The average loss (dashed lines) show the average over all 10 random initializations.

FIG. 8. The binary prediction maps of the teacher RU and the students: Student - QP and Student - RU as in Fig. 1. In the upper right corner, we plot the accuracy curves for the QP (Student - QP black line), RU (Student - Re-uploading blue line) and the student averages over 10 different realizations of the teacher (Student - QP black dashed line and Student - Re-uploading blue dashed line).

FIG. 9. The binary prediction maps of the teacher with the deep architecture in Fig. 3 and the students: Student - QP and Student - RU as in Fig. 1. In the upper right corner, we plot the accuracy curves for the QP (Student - QP black line), RU (Student - Re-uploading blue line) and the student averages over 10 different realizations of the teacher (Student - QP black dashed line and Student - Re-uploading blue dashed line).
3. Labelling matters

In Fig. 11, we show how the labelling affects the results. We plot the prediction map for the circular data with labels $-1$ for the inner (black) and $1$ for the outer circles (yellow) (Student 1 in Fig. 11). Then, we plot the prediction map for the student with opposite labelling of the data, i.e. $1$ for the inner (black) and $-1$ (yellow) for the outer circles (Student 2 in Fig. 11). As shown, the prediction map of Student 2 with RX is very different from the circular structure of the data and does not improve the performance of the model. This again validates that the functions that can be learned are definitely determined by the number of times the data are encoded in the circuit [37] and not the amount of deferred measurements.

4. Input data

As emphasized in the main text, the normalization of the input data highly affect the training and success of the circuits, since the quantum functions are periodic in the input data. For example, we train the students in Fig. 3, but with a different normalization, i.e. instead of $[-\pi, \pi]$ with $[-1, 1]$. As it can be seen in Fig. 12, the prediction maps do not show the whole structure of the data and both students seem to perform well, contrary to Fig. 3 where Student - Re-uploading performs better. Therefore, one should be careful when choosing the normalization of the input data.

FIG. 10. An alteration of the QP with many processing and entangling gates.

FIG. 11. We present the input data along with the prediction maps for QP students with different labelling, i.e. Student 1 has labelling $-1$ for the inner (black) and $1$ for the outer circles (yellow), while Student 2 has exactly the opposite. Student 2 with RX has the same labelling as Student 2, but a RX gate is applied before the measurement.

FIG. 12. The prediction maps of the teacher with the deep architecture in Fig. 3 and the students: Student - QP and Student - RU as in Fig. 1 but with normalization $[-1, 1]$ instead of $[-\pi, \pi]$. In the upper right corner, we plot the loss curves for the QP (Student - QP black line) and the RU (Student - Re-uploading blue line).