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Abstract

In this paper, we introduce the model of quantum Mealy machines and study the equivalence checking and minimisation problems of them. Two efficient algorithms are developed for checking equivalence of two states in the same machine and for checking equivalence of two machines. As an application, they are used in equivalence checking of quantum circuits. Moreover, the minimisation problem is proved to be in \textbf{PSPACE}.
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1 Introduction

A large variety of real-world testing, analysis and verification problems for computer and communication hardware and software can be reduced to equivalence checking of Mealy machines [13], [18], [19]. The same problem has emerged in the quantum realm with the rapid progress of quantum information technology in recent years; for example, equivalence checking of quantum circuits [36], [38] and quantum communication protocols [21], [3], property testing [34], fault detection and diagnosis [4], [6], [8], [27], reachability analysis [12] and test generation [29] of quantum circuits. But up to now, they are investigated separately in ad hoc manners without a unified model.

The overall aim of this paper is to introduce a quantum generalisation of Mealy machines with the hope that our results can provide a formal model and some useful theoretical tools for solving these problems. As determined by the basic postulates of quantum mechanics, the state space of a quantum Mealy machine is a (finite-dimensional) Hilbert space, its dynamics is modelled by unitary operators, and its outputs come as the outcomes of certain quantum measurements.

This paper studies two central problems, namely equivalence checking and minimisation, of quantum Mealy machines. As in classical Mealy machines, equivalence checking is carried out by inputting a sequence into the checked machines and then observing their respective outputs. A major difference between the classical and quantum cases is caused by the fact that quantum measurements can change the states of the observed systems. Consequently, a notion of scheduler must be introduced in the quantum case to specify the locations where quantum measurements are designed to perform.

Main Technical Contributions include:

- We develop two algorithms for equivalence checking of complexity $O(mn^6)$, where $m$ is the number of input and output symbols and $n$ the dimension of the state Hilbert spaces of the checked machines.

- The minimisation problem is proved to be in $\text{PSPACE}$.

As an application, our algorithms are used for checking equivalence of quantum circuits in 30 benchmarks.

Quantum generalisations of various automata have been extensively studied in the literature; see for example [16], [26]. The problems of equivalence checking and minimisations for quantum automata rather than quantum Mealy machines defined in this paper have already been considered in a series of papers [17], [20], [22], [21], [23], [31], [35], [37]. The techniques developed in this paper can be used to improve some of their complexity results.

Organisation of the Paper: The notion of quantum Mealy machine is defined and its behaviour is described in Sec. 2. Our main results including two algorithms are given in Sec. 3. The improvements over the complexity results for other quantum automata with our new techniques are also briefly discussed there. The case studies for equivalence checking of benchmark quantum circuits are described in Sec. 4. The proofs of our main theorems are presented in Sec. 5. For readability, the proofs of other results are deferred into the Appendices. A short conclusion is drawn in Sec. 6.

2 Basic Definitions

Let us first very briefly review several basic notions in quantum mechanics. The state space of a quantum system is a Hilbert space. For an integer $n \geq 1$, an $n$-dimensional Hilbert space $\mathcal{H}$
is essentially the space $\mathbb{C}^n$ of $n$-dimensional vectors of complex numbers with the ordinary inner product. Using Dirac’s notation, a vector in $\mathcal{H}$ is denoted $|\psi\rangle$, and the inner product of $|\psi\rangle$ and $|\varphi\rangle$ is written $\langle\psi|\varphi\rangle$. A pure state of the quantum system is then described by a vector $|\psi\rangle$ of length

$$\|\psi\| = \sqrt{\langle\psi|\psi\rangle} = 1.$$  

For example, a qubit lives in $\mathbb{C}^2$ and it can be in a basis state

$$|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \text{ or } |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix},$$

or a superposition of them like

$$|\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm |1\rangle) = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ \pm 1 \end{bmatrix}.$$  

An operator in $\mathcal{H}$ is represented by an $n \times n$ matrix $A = [A_{ij}]$. The trace of $A$ is defined as

$$\text{tr}(A) = \sum_i A_{ii}.$$  

Then a mixed state of the quantum system is expressed by a density operator, i.e. a positive semidefinite matrix $\rho$ with $\text{tr}(\rho) = 1$. Furthermore, an action on the system causes a certain evolution:

$$|\psi\rangle \rightarrow U|\psi\rangle \text{ (pure state) or } \rho \rightarrow U\rho U^\dagger \text{ (mixed state)}$$

modelled by a unitary operator, i.e. a matrix $U$ with $U^\dagger U = I$, where $U^\dagger$ stands for the complex conjugate transpose of $U$, and $I$ the unit matrix. For example, Hadamard gate

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$$

transforms $|0\rangle$ to $|+\rangle$ and $|1\rangle$ to $|−\rangle$. A quantum measurement is used to readout the outcomes in quantum computing. Mathematically, it is described by a set of operators $M = \{M_m\}$ with the normalisation condition

$$\sum_m M_m^\dagger M_m = I.$$  

If we perform it on quantum system in pure state $|\psi\rangle$, then outcome $m$ is obtained with probability

$$p_m = \|M_m|\psi\rangle\|^2,$$

and after that the system is in state

$$M_m|\psi\rangle/\sqrt{p_m};$$

and if we perform it on mixed state $\rho$, then outcome $m$ is obtained with probability

$$p_m = \text{tr}(M_m\rho M_m^\dagger)$$

and the system collapses to

$$M_m\rho M_m^\dagger /p_m.$$  

For example, if we measure qubit $|+\rangle$ in the computation basis, i.e. the measurement is

$$M = \{M_0 = |0\rangle\langle 0|, M_1 = |1\rangle\langle 1|\},$$
then outcomes 0 and 1 are observed with equal probability \( \frac{1}{2} \), and after that the qubit is in state
\(|0\rangle \) or \(|1\rangle \), respectively.

The quantum generalisations of various computational models (e.g. finite-state automata, pushdown automata and Turing machines) have been defined in the literature by incorporating the above quantum mechanical ideas into these models. Similarly, combining these ideas with the classical Mealy machine model [25] yields straightforwardly:

**Definition 2.1 (Quantum Mealy Machine).** A quantum Mealy machine (QMM for short) is a 5-tuple \( M = (\Sigma, \Gamma, H, U, M) \), where:

- \( \Sigma \) is a finite input alphabet;
- \( \Gamma \) is a finite output alphabet;
- \( H \) is a finite-dimensional Hilbert space;
- \( U = \{ U_\sigma : \sigma \in \Sigma \} \) is a set of unitary operators. For each \( \sigma \in \Sigma \), \( U_\sigma \) is a unitary operator on \( H \); and
- \( M = \{ M_m : m \in \Gamma \} \) is a quantum measurement in \( H \), that is, \( M_m \) is a linear operator on \( H \) for each \( m \in \Gamma \) and \( \sum_m M_m^\dagger M_m = I \).

Similar to the case of other computational models and their quantum counterparts, there is a major difference between classical and quantum Mealy machines. As is well-known, in order to extract information about a quantum system, we have to perform a measurement on it. On the other hand, a measurement can change the state of the system. So, the dynamic behaviour of the system depends heavily on the time points where the measurement is performed. This motivates us to introduce the notion of (measurement) scheduler. For a finite string (word) \( a \in \Sigma^* \) on an alphabet \( \Sigma \), let \(|a|\) stand for the length of \( a \), \( a[i] \) be the \( i \)-th symbol of \( a \) (1-indexed), and \( a[l : r] \) denote the substring \( a[l]a[l+1] \ldots a[r] \) of \( a \). Especially, in the case of \( l > r \), \( a[l : r] \) is the empty string \( \epsilon \).

**Definition 2.2 (Scheduler).** Let \( a \in \Sigma^* \) be an input word. A scheduler for \( a \) is a non-decreasing sequence \( S = \{ s_i \} \) with \( 0 \leq s_1 \leq s_2 \leq \cdots \leq s_{|S|} \leq |a| \). The set of schedulers for \( a \) is denoted \( \mathcal{S}_a \). Moreover, the set of all schedulers is denoted

\[
\mathcal{S} = \bigcup_{a \in \Sigma^*} \mathcal{S}_a.
\]

Intuitively, each \( s_i \) represents a location where a measurement is scheduled to perform. If \( s_{|S|} = |a| \), that is, a measurement is performed at the end of \( a \), then \( S \) is called closed.

Let us see how a QMM \( M \) runs. For any word \( a \in \Sigma^* \), we write

\[
U_a = U_a[a][a] \ldots U_a[a][1] U_a[a][1]
\]

(the composition of unitary transformations, or equivalently the multiplication of unitary matrices); in particular, \( U_\epsilon = I \) for the empty word. For a Hilbert space \( \mathcal{H} \), let \( \mathcal{D}(\mathcal{H}) \) be the set of density operators on \( \mathcal{H} \). Suppose that the initial state is \( \rho \in \mathcal{D}(\mathcal{H}) \), the input word is \( a \in \Sigma^* \) and \( S = \{ s_i \} \) is a scheduler for \( a \). The scheduler \( S \) splits \( a \) into (\( |S|+1 \)) parts: \( a_i = a[s_{i-1} + 1 : s_i] \) for \( 1 \leq i \leq |S|+1 \), where \( s_0 = 0 \) and \( s_{|S|+1} = |a| \). Machine \( M \) performs measurement \( M \) exactly \(|S| \) times according to \( S \): starting from \( \rho \), for each \( 1 \leq i \leq |S| \), \( M \) first applies unitary \( U_{a_i} \) on the system, then performs
measurement $M$ and produces an outcome $b_i \in \Gamma$. Thus, an output word $b = b_1b_2\ldots b_{|S|} \in \Gamma^*$ is produced with probability:

$$
Pr_\rho^M(b|a, S) = \text{tr} \left( \rho^M_{b|a,S} \right),
$$

where

$$
\rho^M_{b|a,S} = V_{b|a,S} \rho V_{b|a,S}^\dagger \quad \text{and} \quad V_{b|a,S} = U_{a|S|+1} M_{b|S|} U_{a|S|} \cdots M_b U_a.
$$

The final state of $M$ is

$$
\rho' = \frac{\rho^M_{b|a,S}}{Pr_\rho^M(b|a, S)}.
$$

Now we are ready to define the central notion of this paper: equivalence of two states in a quantum Mealy machine.

**Definition 2.3** (Equivalence of States). Given a QMM $M$ and two states $\rho_s$ and $\rho_t$.

1. $\rho_s$ and $\rho_t$ are equivalent, denoted $\rho_s \sim \rho_t$, if for every input $a \in \Sigma^*$ and scheduler $S$ and output $b \in \Gamma^{|S|}$,

$$
Pr_\rho^M(b|a, S) = Pr_\rho^M(b|a, S).
$$

2. $\rho_s$ and $\rho_t$ are equivalent up to $k$ measurements, denoted $\rho_s \sim_k \rho_t$, if Eq. (1) holds for all schedulers $S$ with $|S| \leq k$.

3. $\rho_s$ and $\rho_t$ are $m$-equivalent, denoted $\rho_s \sim^m \rho_t$, if Eq. (1) holds for all inputs $a \in \Sigma^*$ and schedulers $S$ with $|a| + |S| \leq m$.

4. $\rho_s$ and $\rho_t$ are $m$-equivalent up to $k$ measurements, denoted $\rho_s \sim^m_k \rho_t$, if Eq. (1) holds for all inputs $a \in \Sigma^*$ and schedulers $S$ with $|S| \leq k$ and $|a| + |S| \leq m$.

An input word $a$ together with a scheduler $S$ for it is called an experiment, and $|a| + |S|$ is called the size of the experiment. The notion of equivalence in the above definition was introduced only for two states in the same quantum Mealy machines. But it can be simply generalised to compare two states in different machines.

**Definition 2.4** (Equivalence of Machines). Given two QMMs $M_1$ and $M_2$ with the same input alphabet $\Sigma$ and output alphabet $\Gamma$, and their initial states $\rho_1, \rho_2$.

1. $(M_1, \rho_1)$ and $(M_2, \rho_2)$ are equivalent, denoted $(M_1, \rho_1) \sim (M_2, \rho_2)$, if for every $a \in \Sigma^*$ and scheduler $S$ and output $b \in \Gamma^{|S|}$,

$$
Pr_{\rho_1}^{M_1}(b|a, S) = Pr_{\rho_2}^{M_2}(b|a, S).
$$

2. $(M_1, \rho_1)$ and $(M_2, \rho_2)$ are equivalent up to $k$ measurements, denoted $(M_1, \rho_1) \sim_k (M_2, \rho_2)$, if Eq. (2) holds for all schedulers $S$ with $|S| \leq k$.

3. $(M_1, \rho_1)$ and $(M_2, \rho_2)$ are $m$-equivalent, denoted $(M_1, \rho_1) \sim^m (M_2, \rho_2)$, if Eq. (2) holds for all inputs $a \in \Sigma^*$ and schedulers $S$ with $|a| + |S| \leq m$.

4. $(M_1, \rho_1)$ and $(M_2, \rho_2)$ are $m$-equivalent up to $k$ measurements, denoted $(M_1, \rho_1) \sim^m_k (M_2, \rho_2)$, if Eq. (2) holds for all inputs $a \in \Sigma^*$ and schedulers $S$ with $|S| \leq k$ and $|a| + |S| \leq m$.

We present two examples to illustrate how the notions defined above can be used to model quantum circuits and their equivalence.
Figure 1: A quantum circuit that distinguishes $|00\rangle$ and $|01\rangle$ using gates $H[x_1], H[x_2], CNOT[x_1, x_2]$ and measurement $M[x_1]$.

**Example 1 (Quantum Circuits under Resource Constraints).** In real world, there are usually certain restrictions on the gates in a quantum circuit. Let us consider a quantum circuit with two qubits $x_1$ and $x_2$. Suppose only two kinds of quantum gates are available, which are the Hadamard gate on the first qubit, denoted $U_{H_1} = H[x_1]$, and the CNOT gate with $x_1$ as its control qubit, denoted $U_C = CNOT[x_1, x_2]$. Also suppose we can only measure the first qubit in the computational basis. The measurement can be described as $M = \{M_0, M_1\}$ with $M_0 = |00\rangle \langle 00| + |01\rangle \langle 01|$, $M_1 = |10\rangle \langle 10| + |11\rangle \langle 11|$.

This kind of quantum circuits can be modelled by a QMM $\mathcal{M} = (\Sigma, \Gamma, \mathcal{H}_2^2, U, M)$, where $\Sigma = \{C, H_1\}$, $\Gamma = \{0, 1\}$ and $U = \{U_C, U_{H_1}\}$. Consider two states $|00\rangle$ and $|01\rangle$, and our question is: can we distinguish them using such a quantum circuit? The answer is “no” because $|00\rangle \sim |01\rangle$ in $\mathcal{M}$.

Now we loosen the restriction and allow the Hadamard gate to act on the second qubit, denoted $U_{H_2} = H[x_2]$. This kind of quantum circuits can be described by a QMM $\mathcal{M}' = (\Sigma', \Gamma, \mathcal{H}_2^2, U', M)$, where $\Sigma' = \{C, H_1, H_2\}$ and $U' = \{U_C, U_{H_1}, U_{H_2}\}$. It can be verified directly that $|00\rangle \sim^3 |01\rangle$ in $\mathcal{M}'$. However, $|00\rangle \not\sim |01\rangle$ in $\mathcal{M}'$ because

$$Pr^{\mathcal{M}'}_{|00\rangle\langle 00|}(|00\rangle H_1 H_2 C H_1, \{4\}) = 1, \quad Pr^{\mathcal{M}'}_{|01\rangle\langle 01|}(|00\rangle H_1 H_2 C H_1, \{4\}) = 0.$$ 

This means that states $|00\rangle$ and $|01\rangle$ can be distinguished in $\mathcal{M}'$ by experiments of size 5 but not by those of size only 3. A quantum circuit distinguishing $|00\rangle$ and $|01\rangle$ is given in Fig. 1.

It is well-known [28] that two states in an $n$-dimensional probabilistic Mealy machine are equivalent, if and only if they are $(n - 1)$-equivalent. The above example shows an interesting difference between quantum and probabilistic Mealy machines: in the 4-dimensional QMM $\mathcal{M}'$, $|00\rangle \sim^3 |01\rangle$ but $|00\rangle \not\sim |01\rangle$; more precisely, $|00\rangle \not\sim_1 |01\rangle$.

**Example 2 (Quantum Circuits with Multi-Measurements).** Let’s consider again a quantum circuit with two qubits $x_1$ and $x_2$. But we suppose the two available quantum gates are Hadamard gate on the first qubit $U_H = H[x_1]$ and the swap gate on $x_1$ and $x_2$:

$$U_S = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$
Figure 2: A quantum circuit that distinguishes $|\beta_00\rangle$ and $|\beta_10\rangle$ with gates $H[x_1]$, $S[x_1,x_2]$ and measurement $M[x_1]$.

i.e. $U_S|i,j\rangle = |j,i\rangle$ for $i,j \in \{0,1\}$. Moreover, we can only measure the first qubit in the computational basis. This kind of circuits can be described by a QMM

$$\mathcal{M} = (\Sigma, \Gamma, \mathcal{H}_2^2, U, M),$$

where $\Sigma = \{H, S\}$, $U = \{U_H, U_S\}$ and others are the same as in Example 1. Now we consider two (entangled) Bell states $|\beta_00\rangle$ and $|\beta_10\rangle$, where

$$\beta_{xy} = \frac{1}{\sqrt{2}} (|0y\rangle + (-1)^x |1\bar{y}\rangle)$$

and $\bar{y}$ is the negation of $y$. It is easy to verify that $|\beta_00\rangle \sim_1 |\beta_10\rangle$, which means that we cannot distinguish $|\beta_00\rangle$ and $|\beta_10\rangle$ using only one measurement. However, $|\beta_00\rangle \not\sim_2 |\beta_10\rangle$. Indeed, they are distinguished by input word $a = HSH$ and scheduler $\mathcal{S} = \{1,3\}$; the corresponding quantum circuit is given in Fig. 2.

3 Main Results

In this section, we present the main results of this paper; for readability, some of their proofs are postponed to Sec. 5 and some are further deferred into the Appendices.

3.1 Checking equivalence of states

First, we consider equivalence checking of two states in the same QMM. The following theorem establishes an upper bound for the size of experiments required for equivalence checking in terms of the dimension of the state Hilbert space.

**Theorem 3.1.** Given a QMM $\mathcal{M}$ with state Hilbert space $\mathcal{H}$ and two states $\rho_s$ and $\rho_t$. Let $n = \dim \mathcal{H}$. Then:

1. $\rho_s \sim \rho_t \iff \rho_s \sim_2^n \rho_t \iff \rho_s \sim_2^{n^2-1} \rho_t$.

2. For every $k \in \mathbb{N}$, $\rho_s \sim_k \rho_t \iff \rho_s \sim_2^{n^2-1} \rho_t$.

If $\mathcal{M}$ is real; that is, all of its unitary matrices $U_\sigma$ and measurement matrices $M_m$ consist of real entries, then the experiment size $n^2 - 1$ can be improved to $\frac{1}{2} n(n+1) - 1$.

An algorithm for checking equivalence of states in a QMM can be directly derived from Theorem 3.1 by enumerating all possible inputs $a$ and schedulers $\mathcal{S}$ with $|a| + |\mathcal{S}| \leq n^2 - 1$, but its complexity is $(|\Sigma| + |\Gamma|)^{O(n^2)}$, exponential in $n$, the dimension of the state Hilbert space. We are able to develop a much more efficient algorithm with a time complexity polynomial in $n$. Let $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_{|\Sigma|}\}$ and $\Gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_{|\Gamma|}\}$. The algorithms for the cases without and with a bound on the number of measurements are described in Algorithm 1 and Algorithm 2 respectively. Their complexities are given in the next theorem.
Algorithm 1 A polynomial algorithm for checking whether $\rho_s \sim \rho_t$ in $\mathcal{M}$.

**Input:** QMM $\mathcal{M} = \{\Sigma, \Gamma, \mathcal{H}, U, M\}$ and two density operators $\rho_s$ and $\rho_t$.

**Output:** Whether $\rho_s \sim \rho_t$ or not.

1: $\rho \leftarrow \rho_s - \rho_t$.
2: $\mathfrak{B} \leftarrow \emptyset$.
3: Let $Q$ be an empty queue and push $(\epsilon, \emptyset, \epsilon)$ into $Q$.
4: while $Q$ is not empty do
5:  Pop the front element $(a, S, b)$ of $Q$.
6:  if $\rho_{b|(a,S)} \notin \text{span} \mathfrak{B}$ then
7:      Add $\rho_{b|(a,S)}$ into $\mathfrak{B}$.
8:      Push $(a\sigma_i, S, b)$ into $Q$ for $1 \leq i \leq |\Sigma|$ in turn.
9:      Push $(a, S + \{|a|\}, b\gamma_i)$ into $Q$ for $1 \leq i \leq |\Gamma|$ in turn.
10:  end if
11: end while
12: if $\text{tr}(\mathfrak{B}) = 0$ for every $\mathfrak{B}$ then
13:  return true.
14: else
15:  Find an arbitrary $\rho_{b|(a,S)} \in \mathfrak{B}$ such that $\text{tr}(\rho_{b|(a,S)}) \neq 0$.
16:  return false with witness $(a, S, b)$.
17: end if

Algorithm 2 A polynomial algorithm for checking whether $\rho_s \sim_k \rho_t$ in $\mathcal{M}$.

**Input:** QMM $\mathcal{M} = \{\Sigma, \Gamma, \mathcal{H}, U, M\}$, integer $k$ and two density operators $\rho_s$ and $\rho_t$.

**Output:** Whether $\rho_s \sim_k \rho_t$ or not.

1: $\rho \leftarrow \rho_s - \rho_t$.
2: $\mathfrak{B}_i \leftarrow \emptyset$ for $0 \leq i \leq k$.
3: Let $Q$ be an empty queue and push $(\epsilon, \emptyset, \epsilon)$ into $Q$.
4: while $Q$ is not empty do
5:  Pop the front element $(a, S, b)$ of $Q$.
6:  if $\rho_{b|(a,S)} \notin \text{span} \mathfrak{B}_{|S|}$ then
7:      Find the largest $|S| \leq j \leq k$ such that $\rho_{b|(a,S)} \notin \text{span} \mathfrak{B}_j$.
8:      Add $\rho_{b|(a,S)}$ into $\mathfrak{B}_i$ for $|S| \leq l \leq j$.
9:      Push $(a\sigma_i, S, b)$ into $Q$ for $1 \leq i \leq |\Sigma|$ in turn.
10:     if $|S| < k$ then
11:         Push $(a, S + \{|a|\}, b\gamma_i)$ into $Q$ for $1 \leq i \leq |\Gamma|$ in turn.
12:     end if
13: end if
14: end while
15: if $\text{tr}(g) = 0$ for every $g \in \mathfrak{B}_k$ then
16:  return true.
17: else
18:  Find an arbitrary $\rho_{b|(a,S)} \in \mathfrak{B}_k$ such that $\text{tr}(\rho_{b|(a,S)}) \neq 0$.
19:  return false with witness $(a, S, b)$.
20: end if
**Theorem 3.2.** Given a QMM $M = (\Sigma, \Gamma, H, U, M)$, two states $\rho_s$ and $\rho_t$ and a positive integer $k$. Let $m = |\Sigma| + |\Gamma|$ and $n = \dim H$. Then:

1. There is an $O(mn^6)$ algorithm that decides whether $\rho_s \sim \rho_t$; if not, it finds an input $a \in \Sigma^*$ and a closed scheduler $S$ with $|a| + |S| \leq n^2 - 1$ and output $b \in \Gamma^{|S|}$ such that
   $$Pr_{\rho_s}^{M}(b|a, S) \neq Pr_{\rho_t}^{M}(b|a, S).$$

2. There is an $O(kmn^6)$ algorithm that decides whether $\rho_s \sim_k \rho_t$; if not, it finds an input $a \in \Sigma^*$ and a closed scheduler $S$ with $|a| + |S| \leq n^2 - 1$ and $|S| \leq k$ and output $b \in \Gamma^{|S|}$ such that
   $$Pr_{\rho_s}^{M}(b|a, S) \neq Pr_{\rho_t}^{M}(b|a, S).$$

### 3.2 Checking equivalence of machines

Now we turn to consider equivalence checking of two QMMs. The basic idea is to reduce this problem to the problem examined in the previous subsection. For two Hilbert spaces $H_1$ and $H_2$, $H_1 \oplus H_2$ stands for their direct sum. If $A_1, A_2$ are two matrices (thought of as operators in $H_1, H_2$, respectively, then we write $A_1 \oplus A_2$ for their direct sum as an operator in $H_1 \oplus H_2$). Suppose $M_i = (\Sigma, \Gamma, H^{(i)}, U^{(i)}, M^{(i)})$ ($i = 1, 2$) are two QMMs with the same input and output alphabets. Then the *direct sum* of $M_1$ and $M_2$ is defined as

$$M_1 \oplus M_2 = (\Sigma, \Gamma, H \oplus H_2, U, M),$$

where

$$U = \{U^{(1)}_\sigma \oplus U^{(2)}_\sigma : \sigma \in \Sigma\} \text{ and } M = \{M^{(1)}_m \oplus M^{(2)}_m : m \in \Gamma\}. $$

Obviously, $M_1 \oplus M_2$ is also a QMM.

**Theorem 3.3.** Given two QMMs $M_1$ and $M_2$ with state Hilbert spaces $H_1$ and $H_2$, respectively. Let $n_1 = \dim H_1$ and $n_2 = \dim H_2$.

1. The following statements are equivalent:
   
   (a) $(M_1, \rho_1) \sim (M_2, \rho_2)$.

   (b) $\rho_1 \sim \rho_2$ in $M_1 \oplus M_2$.

   (c) $(M_1, \rho_1) \sim_{n_1^2 + n_2^2 - 1} (M_2, \rho_2)$.

   (d) $\rho_1 \sim_{n_1^2 + n_2^2 - 1} \rho_2$ in $M_1 \oplus M_2$.

2. For every $k \in \mathbb{N}$, the following statements are equivalent:

   (a) $(M_1, \rho_1) \sim_k (M_2, \rho_2)$.

   (b) $\rho_1 \sim_k \rho_2$ in $M_1 \oplus M_2$.

   (c) $(M_1, \rho_1) \sim_k^{n_1^2 + n_2^2 - 1} (M_2, \rho_2)$.

   (d) $\rho_1 \sim_k^{n_1^2 + n_2^2 - 1} \rho_2$ in $M_1 \oplus M_2$.

If both $M_1$ and $M_2$ are real, then the experiment size $n_1^2 + n_2^2 - 1$ can be improved to $\frac{1}{2}n_1(n_1 + 1) + \frac{1}{2}n_2(n_2 + 1) - 1$.

The above theorem implies that the algorithms in Theorem 3.2 can be used for checking equivalence of two QMMs.
3.3 Minimization of machines

Finally, we consider the minimisation problem of QMMs. Formally, it can be formulated as the following decision problem:

**Problem 1.** Given a QMM $\mathcal{M}^*$ and its initial state $\rho^*$, whether there is a QMM $\mathcal{M}$ and its initial state $\rho$ such that $\dim \mathcal{H} < \dim \mathcal{H}^*$ and $(\mathcal{M}, \rho) \sim (\mathcal{M}^*, \rho^*)$.

A variant of this problem with a bound on the number of measurements is stated as:

**Problem 2.** Given a QMM $\mathcal{M}^*$ and its initial state $\rho^*$ together with an integer $k$, whether there is a QMM $\mathcal{M}$ and its initial state $\rho$ such that $\dim \mathcal{H} < \dim \mathcal{H}^*$ and $(\mathcal{M}, \rho) \sim_k (\mathcal{M}^*, \rho^*)$.

Our result is then given as the following:

**Theorem 3.4.** Both Problem 1 and Problem 2 are in $\text{PSPACE}$.

3.4 Remarks

As mentioned in the Introduction, the equivalence checking problem of various quantum finite-state automata rather than QMMs has been thoroughly studied in the previous literature. The techniques in this paper are developed for quantum Mealy machines. However, they can also be used to improve the previous complexity results for quantum finite-states automata (see Table 2).

- For equivalence checking of two real-valued quantum automata (i.e. all entries of its unitary matrices and measurements are real numbers), our improvements on the length of inputs for equivalence checking are summarised in Table 1.
- It was proved in [24] that the minimization problem for several models of quantum finite-state automata (MO-QFA, MM-QFA, MO-gQFA) can be solved in $\text{EXPTIME}$. Our technique in proving Theorem 3.4 can be used to improve this result to $\text{PSPACE}$.
- It is worth pointing out that the results given in the previous literature (see the second columns of Tables 1 and 2) were proved only in the case of pure states. However, our results (see the third columns of Tables 1 and 2) are valid for the general case of mixed states.

| Model           | $m$-equivalence | Our improvements                                      |
|-----------------|-----------------|-------------------------------------------------------|
| MO-QFA [26]     | $n_1^2 + n_2^2 - 1$ | $\frac{1}{2}n_1(n_1 + 1) + \frac{1}{2}n_2(n_2 + 1) - 1$ |
| MM-QFA [16]     | $3n_1^2 + 3n_2^2 - 1$ | $\frac{3}{2}n_1(n_1 + 1) + \frac{3}{2}n_2(n_2 + 1) - 1$ |
| CL-QFA [7]      | $c_1n_1^2 + c_2n_2^2 - 1$ | $\frac{1}{2}n_1(n_1 + 1) + \frac{1}{2}n_2(n_2 + 1) - 1$ |
| QSM [11]        | $n_1^2 + n_2^2 - 1$ | $\frac{1}{2}n_1(n_1 + 1) + \frac{1}{2}n_2(n_2 + 1) - 1$ |
| continuum QMM [37] | $n_1^2 + n_2^2 - 1$ | $\frac{1}{2}n_1(n_1 + 1) + \frac{1}{2}n_2(n_2 + 1) - 1$ |

Table 1: Shorter inputs for equivalence checking of two real-valued quantum automata, where $n_1$ and $n_2$ are the dimension of the state Hilbert spaces of the two automata, respectively.
4 Case Studies

To test the efficiency of Algorithms 1 and 2 presented in the last section, we prepared a set of benchmarks for case studies. It consists of 30 test cases (from test001 to test030), and the detailed descriptions of them can be found in [1]. In this section, we only briefly discuss a couple of examples in order to give the reader a basic idea about them.

For better testing the efficiency of our algorithms, the state Hilbert spaces in these test cases are designed to be of various dimensions, e.g. test001 is of dimension 2 (a single qubit), while test017 is of dimension $2^5 = 32$ (5 qubits). The quantum Mealy machines and circuits in Example 1 are associated with test002 and test005, and Example 2 with test008, test009 and test010.

Algorithms 1 and 2 are implemented in C/C++ compiled by GCC 5.4.0. We test our algorithms on a Linux workstation: Intel(R) Xeon(R) CPU E7-8850 v2 2.30 GHz with 24M Cache. All test cases utilize the single thread mode. To show the improvements displayed in Table 2, the experimental result is collected in Table 3 with comparisons between the method of complexity $O(n^8)$, which can be directly derived from the techniques introduced in [35], and our improved method of complexity $O(n^6)$. This table contains those test cases with large dimensions of the state Hilbert spaces.

5 Proofs of Theorems

Now we arrive at the more technical part of this paper. In this section, we give the proofs of the theorems presented in Sec. 3. For readability, some tedious parts of these proofs are provided in the Appendices.

5.1 Proof of Theorem 3.1

First, we notice that Part 1 is a corollary of Part 2. If Part 2 holds, i.e.

$$\rho_s \sim_k \rho_t \iff \rho_s \sim_k^{n^2-1} \rho_t$$

for every $k \in \mathbb{N}$, then for all $k \geq n^2 - 1$, we have:

$$\rho_s \sim_k \rho_t \iff \rho_s \sim_k^{n^2-1} \rho_t \iff \rho_s \sim_{n^2-1} \rho_t \iff \rho_s \sim_{n^2-1} \rho_t,$$

which does not depend on $k$. This implies that if $\rho_s \sim_{n^2-1} \rho_t$, then $\rho_s \sim_k \rho_t$ for all $k \geq n^2 - 1$; that is, $\rho_s \sim \rho_t$. So, we only need to prove Part 2 (see Appendix A for a simple derivation of Part 1 from Part 2). Before doing it, we need some preparations.

Let $\mathcal{M} = (\Sigma, \Gamma, \mathcal{H}, U, M)$, and let $\rho$ be an Hermitian operator. We define the set:

$$\mathcal{D}_k(\rho, m) = \{ \rho_{b|a,S}^M : a \in \Sigma^*, S \in \mathcal{S}_a, b \in \Gamma^{|S|}, |a| + |S| \leq m, |S| \leq k \},$$

| Model            | Complexity  | Our improvements |
|------------------|-------------|------------------|
| MO-QFA [26]      | $O(n^8)$    | $O(n^6)$         |
| MM-QFA [16]      | $O(n^8)$    | $O(n^6)$         |
| CL-QFA [7]       | $O((c_1 n_1^2 + c_2 n_2^3)^3)$ | $O((c_1 n_1^2 + c_2 n_2^3)^3)$ |
| QSM [11]         | $O(n^{12})$ | $O(n^6)$         |
| continuum QMM [37] | $O(n^9)$      | $O(n^6)$         |

Table 2: Better complexities for checking equivalence of two automata, where $n_1$ and $n_2$ are the dimension of the state Hilbert spaces of the two automata, respectively, and $n = n_1 + n_2$. 

Thus, we have:

By the assumption, we obtain:

It holds that

\[ \rho^{M}_{b[a,S]} = V_{b[a,S]} \rho V_{b[a,S]}^{\dagger} \text{ and } V_{b[a,S]} = U_{a,S_{1}+1} M_{b,S_{1}} U_{a,S_{1}} \cdots M_{b_{1}} U_{a_{1}}. \]

Intuitively, this set records all of the possible states of the machine starting in state \( \rho \) with the bounds \( m \) on the experiment size and \( k \) on the number of allowed measurements. Especially, \( \mathcal{D}_{k}(\rho, 0) = \{ \rho \} \) for all \( k \in \mathbb{N} \). Obviously, the following properties hold: for every \( m, k \in \mathbb{N} \),

1. \( \mathcal{D}_{k}(\rho, m) \subseteq \mathcal{D}_{k}(\rho, m + 1) \) and thus \( \text{span} \mathcal{D}_{k}(\rho, m) \subseteq \text{span} \mathcal{D}_{k}(\rho, m + 1) \).

2. \( \mathcal{D}_{k}(\rho, m) \subseteq \mathcal{D}_{k+1}(\rho, m) \) and thus \( \text{span} \mathcal{D}_{k}(\rho, m) \subseteq \text{span} \mathcal{D}_{k+1}(\rho, m) \).

3. \( \dim \text{span} \mathcal{D}_{k}(\rho, m) \leq n^{2} \).

Furthermore, we have the following:

**Lemma 5.1.** If \( \text{span} \mathcal{D}_{l}(\rho, m) = \text{span} \mathcal{D}_{l}(\rho, m + 1) \) for every \( 0 \leq l \leq k \), then for every \( 0 \leq l \leq k \) and \( \delta \in \mathbb{N} \), \( \text{span} \mathcal{D}_{l}(\rho, m) = \text{span} \mathcal{D}_{l}(\rho, m + \delta) \).

**Proof.** We prove it by induction on \( \delta \).

**Basis.** It is trivial when \( \delta = 1 \).

**Induction.** Suppose it is true for some \( \delta \geq 1 \) that

\[ \text{span} \mathcal{D}_{l}(\rho, m) = \text{span} \mathcal{D}_{l}(\rho, m + \delta) \]

for all \( 0 \leq l \leq k \). For every \( \rho^{M}_{b[a,S]} \in \mathcal{D}_{l}(\rho, m + \delta + 1) \) for some \( a \in \Sigma^{*} \), and for all \( S \in \mathcal{G}_{a} \) and \( b \in \Gamma^{\lvert S \rvert} \) with \( |a| + |S| \leq m + \delta + 1 \) and \( |S| \leq l \) for some \( 0 \leq l \leq k \), we consider the following two cases:

**Case 1.** \( S \) is closed, i.e. \( s_{|S|} = |a| \): Then we set \( S^{-} = \{ s_{1}, s_{2}, \ldots, s_{|S|-1} \} \) and \( b^{-} = b[1 : |b| - 1] \).

It holds that

\[ \rho^{M}_{b^{-}[a,S^{-}]} = M_{b[b]} \rho^{M}_{b^{-}[a,S]} M_{b[b]}^{\dagger}. \]

By the assumption, we obtain:

\[ \rho^{M}_{b^{-}[a,S^{-}]} \in \mathcal{D}_{l-1}(\rho, m + \delta) \subseteq \text{span} \mathcal{D}_{l-1}(\rho, m + \delta) = \text{span} \mathcal{D}_{l-1}(\rho, m). \]

Thus, we have:

\[ \rho^{M}_{b[a,S]} = M_{b[b]} \rho^{M}_{b^{-}[a,S^{-}]} M_{b[b]}^{\dagger} \in M_{b[b]} \text{ (span} \mathcal{D}_{l-1}(\rho, m)) M_{b[b]}^{\dagger} \]

\[ = \text{span} \left( M_{b[b]} \mathcal{D}_{l-1}(\rho, m) M_{b[b]}^{\dagger} \right) \subseteq \text{span} \mathcal{D}_{l}(\rho, m + 1) = \text{span} \mathcal{D}_{l}(\rho, m). \]

| Tests  | \( n \) | \( O(n^{5}) \text{ RT}(s) \) | \( O(n^{6}) \text{ RT}(s) \) |
|--------|--------|-------------------------------|-------------------------------|
| test016| 16     | 2.83                         | 0.20                          |
| test017| 32     | 60.29                        | 2.58                          |
| test026| 16     | 10.00                        | 0.34                          |
| test027| 16     | 33.93                        | 0.65                          |
| test028| 16     | 14.44                        | 0.49                          |
| test029| 16     | 16.52                        | 0.35                          |

Table 3: Experiment results. Here, \( n \) stands for the dimension of the state Hilbert spaces of the QMM, \( O(n^{5}) \text{ RT}(s) \) for the running time of the method with complexity \( O(n^{5}) \), and \( O(n^{6}) \text{ RT}(s) \) for the running time of the method with complexity \( O(n^{6}) \).
Case 2. $S$ is not closed: Then put $a^- = a[1 : |a| - 1]$. It follows that

$$\rho_{b|a,S}^M = U_{a[|a|]}\rho_{b|a^-S}^M U_{a[|a|]}^\dagger.$$  

By the assumption, it holds that

$$\rho_{b|a^-S}^M \in \mathcal{D}_t(p, m + \delta) \subseteq \text{span } \mathcal{D}_t(p, m + \delta) = \text{span } \mathcal{D}_t(p, m).$$

So, we have:

$$\rho_{b|a,S}^M = U_{a[|a|]}\rho_{b|a^-S}^M U_{a[|a|]} \subseteq U_{a[|a|]} (\text{span } \mathcal{D}_t(p, m)) U_{a[|a|]}^\dagger = \text{span } (U_{a[|a|]} \mathcal{D}_t(p, m) U_{a[|a|]}^{\dagger}) \subseteq \text{span } \mathcal{D}_t(p, m + 1) = \text{span } \mathcal{D}_t(p, m).$$

The above two cases together yield $\rho_{b|a,S} \in \mathcal{D}_t(p, m)$, and thus

$$\text{span } \mathcal{D}_t(p, m + \delta + 1) \subseteq \text{span } \mathcal{D}_t(p, m).$$

On the other hand, it is clear that $\text{span } \mathcal{D}_t(p, m) \subseteq \text{span } \mathcal{D}_t(p, m + \delta + 1)$. We conclude that $\text{span } \mathcal{D}_t(p, m + \delta + 1) = \text{span } \mathcal{D}_t(p, m)$ for every $0 \leq \delta \leq k$, and complete the proof of this lemma. □

Lemma 5.2. $\mathcal{D}_k(p, n^2 - 1) \supseteq \mathcal{D}_k(p, m)$ for every $k \in \mathbb{N}$ and $m \in \mathbb{N}$.

Proof. Lemma 5.1 implies that for each $k \in \mathbb{N}$, there is an $m$ such that $\text{span } \mathcal{D}_t(p, m) = \text{span } \mathcal{D}_t(p, m + \delta)$ for every $\delta \in \mathbb{N}$ and $0 \leq \delta \leq k$. Let

$$m_k = \min\{m \in \mathbb{N} : \text{span } \mathcal{D}_t(p, m) = \text{span } \mathcal{D}_t(p, m + \delta), \forall \delta \in \mathbb{N}, 0 \leq \delta \leq k\}.$$ 

Then $m_k \leq m_{k+1}$ for every $k \in \mathbb{N}$. Let us first prove that

$$\dim \text{span } \mathcal{D}_k(p, m_k) \geq m_k + 1 \quad (3)$$

for every $k \in \mathbb{N}$ by induction.

Basis. $k = 0$: By contradiction, we assume that $\dim \text{span } \mathcal{D}_0(p, m_0) < m_0 + 1$. Note that $\dim \text{span } \mathcal{D}_0(p, m) \leq \dim \text{span } \mathcal{D}_0(p, m + 1)$ for every $m \in \mathbb{N}$ and $\dim \text{span } \mathcal{D}_0(p, 0) = 1$. By the Pigeonhole Principle, there is a $0 \leq m' < m_0$ such that $\dim \text{span } \mathcal{D}_0(p, m') = \dim \text{span } \mathcal{D}_0(p, m'+1)$, which conflicts with the minimality of $m_0$. Hence, $\dim \text{span } \mathcal{D}_0(p, m_0) \geq m_0 + 1$.

Induction. Suppose inequality (3) is true for $k \geq 0$. By contradiction, we assume that $\dim \text{span } \mathcal{D}_{k+1}(p, m_{k+1}) < m_{k+1} + 1$. Since $m_k \leq m_{k+1}$, we have:

$$m_{k+1} + 1 > \dim \text{span } \mathcal{D}_{k+1}(p, m_{k+1}) \geq \dim \text{span } \mathcal{D}_{k+1}(p, m_k) \geq m_k + 1.$$  

By the Pigeonhole Principle, there is a $m_k \leq m' < m_{k+1}$ such that

$$\dim \text{span } \mathcal{D}_{k+1}(p, m') = \dim \text{span } \mathcal{D}_{k+1}(p, m'+1),$$

which conflicts with the minimality of $m_{k+1}$. Hence, $\dim \text{span } \mathcal{D}_{k+1}(p, m_{k+1}) \geq m_{k+1} + 1$, and we complete the proof of (3). Using (3), we see that $m_k + 1 \leq \dim \text{span } \mathcal{D}_k(p, m_k) \leq n^2$ for every $k \in \mathbb{N}$, and $m_k \leq n^2 - 1$. Then we proved the lemma. □
Now we are ready to prove Part 2: \( \rho_s \sim_k \rho_t \iff \rho_s \sim_k^n \rho_t \). Clearly, we only need to prove the “if” part. Suppose that \( \rho_s \sim_k^n \rho_t \). Then

\[
\Pr_{\rho_s}^{\mathcal{M}}(b|a, S) = \Pr_{\rho_t}^{\mathcal{M}}(b|a, S)
\]

for every \( a \in \Sigma^*, S \in \mathcal{A}_a \) and \( b \in \Gamma^{|S|} \) with \(|a| + |S| \leq n^2 - 1 \) and \(|S| \leq k \). We conclude that \( \text{tr}(\rho_s^{\mathcal{M}}) = 0 \) for every \( \rho_s^{\mathcal{M}} \in \mathfrak{D}_k(\rho, n^2 - 1) \), where \( \rho = \rho_s - \rho_t \).

On the other hand, for every \( a \in \Sigma^*, S \in \mathcal{A}_a \) and \( b \in \Gamma^{|S|} \) with \(|S| \leq k \), by Lemma \ref{lem:5.2} we have \( \rho_s^{\mathcal{M}} \in \mathfrak{D}_k(\rho, n^2 - 1) \), and then \( \text{tr}(\rho_s^{\mathcal{M}}) = 0 \), i.e.

\[
\Pr_{\rho_s}^{\mathcal{M}}(b|a, S) = \Pr_{\rho_t}^{\mathcal{M}}(b|a, S),
\]

which immediately yields \( \rho_s \sim_k \rho_t \). Therefore, we complete the proof for the general case.

For the case that \( \mathcal{M} \) is real, however, the key observation is that \( \text{tr}(\rho) = \text{tr}(\text{Re}(\rho)) \) if \( \rho \) is Hermitian. Thus, we only need to consider the real part of the density operators. Define:

\[
\mathfrak{D}_k^{\text{Re}}(\rho, m) = \{ \text{Re}(\rho_s^{\mathcal{M}}) : a \in \Sigma^*, S \in \mathcal{A}_a, b \in \Gamma^{|S|}, |a| + |S| \leq m, |S| \leq k \},
\]

where \( \text{Re}(x) \) denotes the real part of \( x \), e.g. \( \text{Re}(3 + 4i) = 3 \). We have a better bound:

\[
\dim \text{span} \mathfrak{D}_k^{\text{Re}}(\rho, m) \leq \frac{1}{2} n(n + 1)
\]

for every \( m, k \in \mathbb{N} \) if \( \rho \) is Hermitian. Note that \( \rho \) need not be real. Following the idea of the above proof, we obtain \( \rho_s \sim_k \rho_t \iff \rho_s \sim_k^n \rho_t \) if \( \mathcal{M} \) is real.

### 5.2 Proof of Theorem 3.2

The proof of correctness of Algorithms \ref{alg:1} and \ref{alg:2} is put in \ref{app:proof}. Here, we analyze their complexities. We only consider Algorithm \ref{alg:2} and Algorithm \ref{alg:1} can be analyzed similarly.

Since \( \dim \text{span} \mathfrak{D}_l(\rho, n^2 - 1) \leq n^2 \), we have \(|\mathfrak{B}_l| \leq n^2\) for \( 0 \leq l \leq k \). For each element \( \rho_{b|(a,S)} \in \mathfrak{B}_l \), when \( \rho_{b|(a,S)} \) is added into \( \mathfrak{B}_l \) in the algorithm, there are \( m = |\Sigma| + |\Gamma| \) tuples that are pushed into \( Q \). Thus, there are at most

\[
\sum_{l=0}^{k} m |\mathfrak{B}_l| = O(kmn^2)
\]

tuples that are pushed into \( Q \) in total. In each iteration of the “while” loop, we have to check whether an operator is linearly independent to a set of operators (whether \( \rho_{b|(a,S)} \in \mathfrak{B}_l \), see Line 6 and 7 in Algorithm \ref{alg:2}). Note that there are some simple methods, e.g. Gaussian Elimination, to check whether \( n \) vectors in a \( d \)-dimensional space are linearly independent in \( O(dn^2) \) time. The “while” loop of Algorithm \ref{alg:2} can be summarized as follows:

1. Pop the front element \((a, S, b)\) from \( Q \) and calculate \( \rho_{b|(a,S)} \).

2. Check whether \( \mathfrak{B}_l \cup \{ \rho_{b|(a,S)} \} \) is linearly independent for some \( 0 \leq l \leq k \). Each check costs \( O(n^6) \) time.

3. Add \( \rho_{b|(a,S)} \) into \( \mathfrak{B}_l \) for some \( 0 \leq l \leq k \) in \( O(1) \) time (at most \( O(kn^2) \) times).

4. Push new tuples \((a\sigma, S, b)\) for \( \sigma \in \Sigma \) and \((a, S + \{|a|\}, b\gamma)\) for \( \gamma \in \Gamma \) into \( Q \) (at most \( O(kn^2) \) times).
It is clear that the overall complexity is $O(kmn^8)$. In fact, the complexity can be reduced to $O(kmn^6)$ if we adapt the trick used in [14]. We see that the bottleneck is to check whether an operator is linearly independent to a set of operators which changes not so often. Another observation is that whence an operator $\varrho$ is checked to be linearly independent to $\mathcal{B}$, the only operation is to add it into $\mathcal{B}$. We could make the two things mentioned above more “balanced” in time. To improve the time complexity, we introduce the inner product of operators $A$ and $B$ defined by:

$$\langle A, B \rangle = \text{tr}(A^\dagger B) = \sum_{i=1}^{n} \sum_{j=1}^{n} A_{ij}^* B_{ij},$$

where $c^*$ is the conjugate of a complex number $c$. It needs $O(n^2)$ time to compute. We use a so-called “lazy” Gram-Schmidt process to maintain the orthogonal set $\mathcal{O}$ with respect to $\mathcal{B}$ such that $\text{span} \mathcal{B} = \text{span} \mathcal{O}$, as follows:

1. Initially, $\mathcal{B} = \emptyset$. Set $\mathcal{O} = \emptyset$.
2. When checking whether an operator $\varrho$ is linearly independent to $\mathcal{B}$, we only need to check whether $\varrho$ is linearly independent to $\mathcal{O}$. Because $\mathcal{O}$ is an orthogonal set, i.e. all elements in $\mathcal{O}$ are pairwise orthogonal, we conclude that $\varrho$ is not linearly independent to $\mathcal{O}$ if and only if

$$\langle \varrho, \varrho \rangle = \sum_{\varrho' \in \mathcal{O}} \frac{|\langle \varrho', \varrho \rangle|^2}{\langle \varrho', \varrho' \rangle},$$

which needs $O(n^4)$ time to check.
3. When $\varrho$ is linearly independent to $\mathcal{B}$, as well as $\mathcal{O}$, we have to add it into $\mathcal{B}$ and maintain $\mathcal{O}$ to meet $\text{span} \mathcal{B} = \text{span} \mathcal{O}$. Let

$$\hat{\varrho} = \varrho - \sum_{\varrho' \in \mathcal{O}} \frac{\langle \varrho', \varrho \rangle}{\langle \varrho', \varrho' \rangle} \varrho',$$

then $\hat{\varrho}$ is orthogonal to $\mathcal{O}$ and add $\hat{\varrho}$ into $\mathcal{O}$, which needs $O(n^4)$ time to compute.

With this observation, the “while” loop of Algorithm 2 can be modified and summarized as follows:

1. Check whether $\mathcal{B}_l \cup \{\rho_{b(a,S)}\}$ is linearly independent using Eq. (4) in $O(n^4)$ time.
2. Add $\rho_{b(a,S)}$ into $\mathcal{B}_l$ using Eq. (5) in $O(n^4)$ time (at most $n^2 - 1 = O(n^2)$ times).

It is clear that the overall complexity is now reduced to $O(kmn^6)$.

### 5.3 Proof of Theorem 3.3

This theorem is established based on Theorem 3.1. Let

$$\mathcal{D}^M(\rho, m) = \{\rho_{b(a,S)}^M : a \in \Sigma^*, S \in \mathcal{S}_a, b \in \Gamma^{|S|}, |a| + |S| \leq m\},$$

The key observation is that $\mathcal{D}^{M_1 \oplus M_2}(\rho_1 \oplus 0 - 0 \oplus \rho_2, m)$ is diagonal, and thus

$$\dim \text{span} \mathcal{D}^{M_1 \oplus M_2}(\rho_1 \oplus 0 - 0 \oplus \rho_2, m) \leq n_1^2 + n_2^2.$$
5.4 Proof of Theorem 3.4

We first note that Theorem 3.1 implies that \( \rho_s \sim \rho_t \iff \rho_s \sim_k \rho_t \) for every \( k \geq n^2 - 1 \). Thus, Problem 2 is a special case of Problem 1 for \( k = n^2 - 1 \). Now we may assume that \( k \leq n^2 - 1 \) and only consider Problem 2.

Let \( \bar{\rho} \) be the vectorization of \( \rho \), which is an \( n^2 \)-dimensional vector with entries \( \bar{\rho}_{(i-1)n+j} = \rho_{ij} \). For an \( n \times n \) matrix \( M \), we define an \( n^2 \times n^2 \) matrix \( \bar{M} \) with entries:

\[
\bar{M}_{(i-1)n+j,(x-1)n+y} = M_{ij}.
\]

Then it holds that \( \bar{M} \rho \bar{M}^\dagger = \bar{M} \bar{\rho} \). Moreover, let \( \eta \) be the vectorization of trace, which is an \( n^2 \)-dimensional vector \( \eta_{(i-1)n+j} = \delta_{ij} \), where

\[
\delta_{ij} = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}
\]

is the Kronecker delta. It is clear that \( \text{tr}(M \rho M^\dagger) = \eta^\dagger \bar{M} \bar{\rho} \).

We further have the following proposition as a quantum analog of Proposition 10 in [15]:

**Proposition 5.3.** Let \( \mathcal{M}_1 = (\Sigma, \Gamma, \mathcal{H}(1), U^{(1)}, M^{(1)}) \) and \( \mathcal{M}_2 = (\Sigma, \Gamma, \mathcal{H}(2), U^{(2)}, M^{(2)}) \) be two QMMs with initial states \( \rho_1 \) and \( \rho_2 \), respectively, let \( k \) be a positive integer, and let \( n_1 = \dim \mathcal{H}_1 \), \( n_2 = \dim \mathcal{H}_2 \) and \( n = n_1^2 + n_2^2 \). Then \( (\mathcal{M}_1, \rho_1) \sim_k (\mathcal{M}_2, \rho_2) \) if and only if there are \( n \times n \) matrices \( F^{(0)}, F^{(1)}, \ldots, F^{(k)}, A^{(0)}_{\sigma}, A^{(1)}_{\sigma}, \ldots, A^{(k)}_{\sigma} \) for every \( \sigma \in \Sigma \) and \( A^{(0)}_{\gamma}, A^{(1)}_{\gamma}, \ldots, A^{(k-1)}_{\gamma} \) for every \( \gamma \in \Gamma \) such that

1. \( F^{(0)}_{:,1} = \begin{bmatrix} \bar{\rho}_1 \\ \bar{\rho}_2 \end{bmatrix} \).

2. \( \eta^\dagger F^{(l)} = 0 \) for \( 0 \leq l \leq k \), where \( \eta = \begin{bmatrix} \eta_1 \\ -\eta_2 \end{bmatrix} \), \( \eta_1 \) and \( \eta_2 \) are the vectorizations of trace for \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), respectively.

3. For every \( \sigma \in \Sigma \),

\[
\begin{bmatrix} U^{(1)}_{\sigma} \\ 0 \end{bmatrix} F^{(l)} = F^{(l)} A^{(l)}_{\sigma}
\]

for \( 0 \leq l \leq k \).

4. For every \( \gamma \in \Gamma \),

\[
\begin{bmatrix} \hat{M}^{(1)}_{\gamma} \\ 0 \end{bmatrix} F^{(l)} = F^{(l+1)} A^{(l)}_{\gamma}
\]

for \( 0 \leq l < k \).

**Proof.** \( \implies \) If \( (\mathcal{M}_1, \rho_1) \sim_k (\mathcal{M}_2, \rho_2) \), then

\[
\text{tr}((\rho_1)^\mathcal{M}_1) = \text{tr}((\rho_2)^\mathcal{M}_2)
\]

for every \( a \in \Sigma^*, S \in \mathcal{G}_a \) and \( b \in \Gamma^{|S|} \) with \( |S| \leq k \). Let \( \rho = \rho_1 \oplus \rho_2 \) and \( \mathcal{D}_l(\rho, m) = \{ \rho_{bia,S} : a \in \Sigma^*, S \in \mathcal{G}_a, b \in \Gamma^{|S|}, |S| \leq l \} \).
Then
\[ \rho_{b|a,S}^{M_1 \oplus M_2} = (\rho_1)^{M_1}_{b|a,S} \oplus (\rho_2)^{M_2}_{b|a,S}. \]

By Theorem 3.3 we have:
\[ (M_1, \rho_1) \sim_k (M_2, \rho_2) \iff (M_1, \rho_1) \sim^{n-1}_k (M_2, \rho_2). \]

Proof of Theorem 3.1 Part 2 reveals that
\[ D_0(\rho, n-1) \subseteq D_1(\rho, n-1) \subseteq \cdots \subseteq D_k(\rho, n-1). \]

And note that \( \dim \text{span} \mathcal{D}_k(\rho, n-1) \leq n. \) For every \( 0 \leq l \leq k, \) let \( \rho_l^{(1)}, \ldots, \rho_l^{(n)} \in \mathcal{D}_l(\rho, n-1) \) with \( \text{span} \mathcal{D}_l(\rho, n-1) = \text{span}(\rho_l^{(1)}, \ldots, \rho_l^{(n)}). \) In particular, guarantee that \( \rho_0^{(1)} = \rho. \) Let \( \rho_l^{(i)} = (\rho_1)_l^{(i)} \oplus (\rho_2)_l^{(i)} \) for \( 1 \leq i \leq n. \) Then \( \text{tr}((\rho_1)_l^{(i)}) = \text{tr}((\rho_2)_l^{(i)}). \) We set
\[ f_i^{(l)} = \begin{bmatrix} (\bar{\rho}_1)_l^{(i)} \\ (\bar{\rho}_2)_l^{(i)} \end{bmatrix} \]
and \( F^{(l)} = \begin{bmatrix} f_1^{(l)} & \ldots & f_n^{(l)} \end{bmatrix}. \)

**Part 1.** It is easy to verify that
\[ F_{i, 1} = f_1^{(0)} = \begin{bmatrix} \bar{\rho}_1 \\ \bar{\rho}_2 \end{bmatrix}. \]

**Part 2.** We have:
\[ \eta^\dagger f_i^{(l)} = \eta_1^\dagger (\bar{\rho}_1)_l^{(i)} - \eta_2^\dagger (\bar{\rho}_2)_l^{(i)} = \text{tr}((\rho_1)_l^{(i)}) - \text{tr}((\rho_2)_l^{(i)}) = 0. \]

Thus \( \eta^\dagger F^{(l)} = 0. \)

**Part 3.** If \( \rho_{b|a,S} \in \mathcal{D}_l(\rho, n-1), \) then \( \rho_{b|a,S} \in \text{span} \mathcal{D}_l(\rho, n-1) \) for every \( \sigma \in \Sigma. \) Thus for every \( 0 \leq l \leq k, 1 \leq i \leq n \) and \( \sigma \in \Sigma, \) there are coefficients \( \alpha_{ij} \) such that
\[
\begin{bmatrix}
\check{U}_\sigma^{(1)} & 0 \\
0 & \check{U}_\sigma^{(2)}
\end{bmatrix}
\begin{bmatrix}
f_1^{(l)} \\
f_2^{(l)}
\end{bmatrix}
= \sum_j \alpha_{ij}
\begin{bmatrix}
(\bar{\rho}_1)_l^{(i)} \\
(\bar{\rho}_2)_l^{(i)}
\end{bmatrix}
= \sum_j \alpha_{ij} f_j^{(l)}
= \begin{bmatrix}
f_1^{(l)} & \ldots & f_n^{(l)}
\end{bmatrix}
\begin{bmatrix}
\alpha_{i1} \\
\vdots \\
\alpha_{in}
\end{bmatrix}
= F^{(l)} \alpha_i.
\]

Set \( A_{\sigma}^{(l)} = [\alpha_1 \ldots \alpha_n]. \)

**Part 4.** It holds similarly to Part 3.
“⇐”. It can be proved by induction that for every \( a \in \Sigma^* \), \( S \in \mathcal{S}_a \) and \( b \in \Gamma^{|S|} \) with \(|S| \leq k\),

\[
\begin{bmatrix}
\hat{V}_{b|a,S}^{(1)} & 0 \\
0 & \hat{V}_{b|a,S}^{(2)}
\end{bmatrix} F^{(0)} = F^{(|S|)} A_{b|a,S},
\]

where

\[
A_{b|a,S} = A_{a_1}^{(0)} A_{b_1}^{(0)} A_{a_2}^{(1)} A_{b_2}^{(1)} \ldots A_{a_{|S|}}^{(|S|-1)} A_{b_{|S|}}^{(|S|-1)} A_{a_{|S|+1}}^{(|S|)}.
\]

Then

\[
\text{tr}(\rho_1)_{b|a,S} - \text{tr}(\rho_2)_{b|a,S} = \eta_1^+ (\hat{\rho}_1)_{b|a,S} - \eta_2^+ (\hat{\rho}_2)_{b|a,S}
\]

\[
= \left[ \begin{array}{c} \eta_1 \\ -\eta_2 \end{array} \right]^+ \begin{bmatrix} \hat{V}_{b|a,S}^{(1)} & 0 \\
0 & \hat{V}_{b|a,S}^{(2)} \end{bmatrix} \left[ \begin{array}{c} \hat{\rho}_1 \\ \hat{\rho}_2 \end{array} \right]
\]

\[
= \eta^+ \begin{bmatrix} \hat{V}_{b|a,S}^{(1)} & 0 \\
0 & \hat{V}_{b|a,S}^{(2)} \end{bmatrix} F^{(0)} e_1
\]

\[
= \eta^+ F^{(|S|)} A_{b|a,S} e_1
\]

\[
= 0,
\]

where \( e_1 = (1, 0, 0, \ldots, 0)^T \).

We also need the following theorem from \([10], [32], [33]\) and \([5]\):

**Theorem 5.4.** Given a set \( \mathcal{P} = \{f_1, \ldots, f_m\} \) of \( m \) polynomials of degree \( d \) in \( n \) variables \( x = (x_1, \ldots, x_n) \). Let \( \phi(\mathcal{P}, x) \) is a Boolean function of inequalities of the form \( f_i(x) > 0 \) or \( f_i(x) \geq 0 \), and let \( S = \{x \in \mathbb{R}^n : \phi(\mathcal{P}, x)\} \). Then:

1. there is an algorithm to decide whether \( S = \emptyset \) in \( \text{PSPACE} \) \([11], [33]\). Moreover, it can be decided in \( (nd)^{O(n)} \) time \([32]\), and

2. if \( S \neq \emptyset \) then a sample \( x \in S \) can be found in \( \tau d^{O(n)} \) space \([2]\), where \( \tau \) is the size of the coefficients of the polynomials.

Now we are ready to prove the Theorem \([34]\). The conditions of Proposition \([53]\) on \( \mathcal{M}_2 \), including that it be a QMM, can be phrased in \( O((|\Sigma| + |\Gamma|)k(n_1 + n_2)^4) \) polynomials of degree \( d = 3 \) in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^4) \) variables. By Theorem \([54]\) Problem \([2]\) is solvable in \( \text{PSPACE} \).

It is noted that Problem \([1]\) can be phrased in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^6) \) polynomials of degree \( d = 3 \) in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^6) \) variables with \( k = O((n_1 + n_2)^2) \). In fact, we can make it more efficient in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^4) \) polynomials of degree \( d = 3 \) in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^4) \) variables (see \([4]\) for more details).

### 6 Conclusion

To offer effective tools for verification of quantum circuits, we define the model of quantum Mealy machines. Two efficient algorithms for checking equivalence of two states in the same quantum Mealy machines and for checking equivalence of two quantum Mealy machines are developed. We also prove that the minimisation problem for quantum Mealy machines can be solved in \( \text{PSPACE} \).

Further future research, we plan to extend the ideas introduced and the results obtained in this paper along the following two lines:
• Study the equivalence checking problem for quantum programs, which are much harder to deal with, in particular in the case where loops and recursion are present [39].

• Incorporate the techniques developed in this paper with those in the previous work on model-checking of quantum systems [40], [41] so that they can be applied to larger quantum circuits or more complicated properties than equivalence.
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A simple proof of Part 1 of Theorem 3.1

Part 1 of Theorem 3.1 is a corollary of Part 2 of the same theorem. Here, we provide a simple and direct proof of it. Let \( \mathcal{M} = (\Sigma, \Gamma, \mathcal{H}, U, M) \), and let \( \rho \) be an Hermitian operator. Define

\[
\mathcal{D}(\rho, m) = \{ \rho_{b|a, S}^M : a \in \Sigma^*, S \in \mathcal{S}_a, b \in \Gamma^{|S|} \text{ with } |a| + |S| \leq m \},
\]

where

\[
\rho_{b|a, S}^M = V_{b|a, S} \rho V_{b|a, S}^\dagger \quad \text{and} \quad V_{b|a, S} = U_{a|S|+1} M_{b|S} U_{a|S|} \cdots M_1 U_1.
\]

Especially, \( \mathcal{D}(\rho, 0) = \{ \rho \} \). Then it is easy to see that for every \( m \in \mathbb{N} \),

1. \( \mathcal{D}(\rho, m) \subseteq \mathcal{D}(\rho, m + 1) \) and thus \( \text{span } \mathcal{D}(\rho, m) \subseteq \text{span } \mathcal{D}(\rho, m + 1) \).
2. \( \text{dim span } \mathcal{D}(\rho, m) \leq n^2 \).
Furthermore, we have:

**Proposition A.1.** If \( \operatorname{span} \mathcal{D}(\rho, m) = \operatorname{span} \mathcal{D}(\rho, m + 1) \) for some \( m \in \mathbb{N} \), then \( \operatorname{span} \mathcal{D}(\rho, m) = \operatorname{span} \mathcal{D}(\rho, m + k) \) for every \( k \in \mathbb{N} \).

**Proof.** We prove it by induction on \( k \).

**Basis.** It is trivial when \( k = 1 \).

**Induction.** Suppose it is true for some \( k \geq 1 \) that

\[
\operatorname{span} \mathcal{D}(\rho, m) = \operatorname{span} \mathcal{D}(\rho, m + k).
\]

For every \( \rho^M_{b[a,S]} \in \mathcal{D}(\rho, m + k + 1) \) for some \( a \in \Sigma^* \), \( S \in \mathcal{G}_a \) and \( b \in \Gamma^{|S|} \) with \( |a| + |S| \leq m + k + 1 \), we consider the following two cases:

**Case 1.** \( S \) is closed, i.e. \( s_{|S|} = |a| \): Let \( S^- = \{ s_1, s_2, \ldots, s_{|S|-1} \} \) and \( b^- = b[1 : |b| - 1] \). Then

\[
\rho^M_{b[a,S]} = M_{b[|b|]} \rho^M_{b^-[a,S]} M_{b[|b|]}^\dagger.
\]

By the assumption, \( \rho^M_{b^-[a,S]} \in \mathcal{D}(\rho, m + k) \subseteq \operatorname{span} \mathcal{D}(\rho, m + k) = \operatorname{span} \mathcal{D}(\rho, m) \). We have

\[
\rho^M_{b[a,S]} M_{b[|b|]} = (\operatorname{span} \mathcal{D}(\rho, m)) M_{b[|b|]}^\dagger
\]

We have

\[
\rho^M_{b[a,S]} = U_{a[|a|]} \rho^M_{b[|a|]} U_{a[|a|]}^\dagger.
\]

By the assumption, \( \rho^M_{b[|a|]} \in \mathcal{D}(\rho, m + k) \subseteq \operatorname{span} \mathcal{D}(\rho, m + k) = \operatorname{span} \mathcal{D}(\rho, m) \). We have

\[
\rho^M_{b[a,S]} = U_{a[|a|]} \rho^M_{b[|a|]} U_{a[|a|]}^\dagger
\]

Both cases together yield \( \rho^M_{b[a,S]} \in \operatorname{span} \mathcal{D}(\rho, m) \), and thus \( \operatorname{span} \mathcal{D}(\rho, m + k + 1) \subseteq \operatorname{span} \mathcal{D}(\rho, m) \).

**Conclusion.** \( \operatorname{span} \mathcal{D}(\rho, m) = \operatorname{span} \mathcal{D}(\rho, m + k) \) for all \( k \in \mathbb{N} \).

**Proposition A.1** claims that \( \dim \operatorname{span} \mathcal{D}(\rho, m) \) either strictly increases (at least 1) or reaches the maximum value. Note that \( \dim \operatorname{span} \mathcal{D}(\rho, 0) = 1 \), we have:

**Proposition A.2.** \( \operatorname{span} \mathcal{D}(\rho, n^2 - 1) \supseteq \operatorname{span} \mathcal{D}(\rho, m) \) for every \( m \in \mathbb{N} \).

Now it is sufficient to prove the following:

**Proposition A.3.** \( \rho_s \sim \rho_t \iff \rho_s \sim^{n^2 - 1} \rho_t \).
Proof. “⇒” Obvious.

“⇐” Suppose that \( \rho_s \sim \rho_t \), then

\[
\Pr_{\rho_s}(b|a,S) = \Pr_{\rho_t}(b|a,S)
\]

for every \( a \in \Sigma^* \), \( S \in \mathcal{G}_a \) and \( b \in \Gamma^{|S|} \) with \( |a| + |S| \leq n^2 - 1 \). That is,

\[
\text{tr}(\rho_{b|a,S}^M) = 0
\]

where \( \rho = \rho_s - \rho_t \).

On the other hand, for every \( a \in \Sigma^* \), \( S \in \mathcal{G}_a \) and \( b \in \Gamma^{|S|} \), by Proposition A.2, we have \( \rho_{b|a,S}^M \in \mathcal{D}(\rho, n^2 - 1) \), and then

\[
\rho_{b|a,S}^M = \sum_{a',S',\rho_{b'|a',S'}^M \in \mathcal{D}(\rho, n^2 - 1)} \alpha_{b'|a',S'} \rho_{b'|a',S'}^M
\]

for some coefficients \( \alpha_{b'|a',S'} \). Then

\[
\text{tr}(\rho_{b|a,S}^M) = \sum_{a',S',\rho_{b'|a',S'}^M \in \mathcal{D}(\rho, n^2 - 1)} \alpha_{b'|a',S'} \text{tr}(\rho_{b'|a',S'}^M) = 0,
\]

i.e. \( \Pr_{\rho_s}(b|a,S) = \Pr_{\rho_t}(b|a,S) \), which immediately yields \( \rho_s \sim \rho_t \). \( \square \)

It is trivial that \( \rho_s \sim \rho_t \implies \rho_s \sim \rho_t \implies \rho_s \sim \rho_t \). So, we complete the proof.

B Correctness of the algorithms

In Sec. 5 we only analyse the complexities of Algorithms 1 and 2. Here, we prove their correctness.

B.1 Correctness of Algorithm 1

The correctness of the algorithm is proved in the following steps:

**Step 1.** The algorithm always terminates.

Note that \( \mathcal{H} \) is a finite-dimensional Hilbert space. Let \( n = \text{dim} \mathcal{H} < \infty \). The algorithm guarantees that \( \mathcal{B} \) consists of linearly independent elements, whose dimension is bounded by \( n^2 \). Thus the number of times of modifications of \( \mathcal{B} \) is always bounded by \( n^2 \), or there must be two elements in \( \mathcal{B} \) that are linearly dependent. Only when \( \mathcal{B} \) is added a new element, the queue \( Q \) will be pushed into some other (finite) elements. On the other hand, the algorithm pops one element from \( Q \) in every iteration of the “while” loop. Thus, \( Q \) will become empty at some time and the algorithm terminates.

**Step 2.** The queue \( Q \) is monotonic.

We define \( \text{ord} : \text{dom}(\text{ord}) \rightarrow \mathbb{N} \) to be the order of every valid tuple \( (a,S,b) \), where

\[
\text{dom}(\text{ord}) = \{(a,S,b) : a \in \Sigma^*, S \in \mathcal{G}_a, b \in \Gamma^{|S|} \} \subseteq \Sigma^* \times \mathcal{G} \times \Gamma^*
\]

is the defining domain of \( \text{ord} \). For convenience, let \( S = \{s_1, s_2, \ldots, s_{|S|}\} \) with \( 0 \leq s_1 \leq s_2 \leq \cdots \leq s_{|S|} \leq |a| \). Define the total order “<” on \( \Sigma \cup \Gamma \) by

1. \( \sigma_i < \sigma_j \) if \( 1 \leq i < j \leq |
\Sigma| \).
2. \( \gamma_i < \gamma_j \) if \( 1 \leq i < j \leq |\Gamma| \).

3. \( \sigma_i < \sigma_j \) for every \( 1 \leq i \leq |\Sigma| \) and \( 1 \leq j \leq |\Gamma| \).

Also define:

\[
(a, S, b) = \begin{cases} 
(a, S^- , b^-) & s_{|S|} = |a|, \\
(a^-, S, b) & \text{otherwise},
\end{cases}
\]

where \( a^- = a[1 : |a| - 1] \), \( b^- = b[1 : |b| - 1] \) and \( S^- = \{s_1, s_2, \ldots, s_{|S|-1}\} \), and

\[
\text{end}(a, S, b) = \begin{cases} 
\hat{b}[|S|] & s_{|S|} = |a|, \\
\hat{a}[|a|] & \text{otherwise},
\end{cases}
\]

We further define \( \text{ord}(a, S, b) \) recursively as follows:

1. \( \text{ord}(\cdot, \cdot, \cdot) \) is a bijection. That is, every tuple \((a, S, b)\) corresponds to a unique number, and vice versa.

2. \( \text{ord}(\varepsilon, \emptyset, \varepsilon) = 0. \)

3. For every two tuples \((a_1, S_1, b_1)\) and \((a_2, S_2, b_2)\), \( \text{ord}(a_1, S_1, b_1) < \text{ord}(a_2, S_2, b_2) \) if and only if one of the following conditions holds:

   (a) \( |a_1| + |S_1| < |a_2| + |S_2| \).

   (b) \( |a_1| + |S_1| = |a_2| + |S_2| \) and \( \text{ord}(a_1, S_1, b_1)^- < \text{ord}(a_2, S_2, b_2^-) \).

   (c) \( |a_1| + |S_1| = |a_2| + |S_2| , \) \( \text{ord}(a_1, S_1, b_1)^- = \text{ord}(a_2, S_2, b_2^-) \) and \( \text{end}(a_1, S_1, b_1) < \text{end}(a_2, S_2, b_2) \).

Clearly, the queue \( Q \) in the algorithm is monotonic in the increasing order of \( \text{ord}(a, S, b) \).

**Step 3.** \( \text{span} \mathcal{B} = \text{span} \mathcal{D}(p, n^2 - 1) \).

It is sufficient to verify the following:

**Proposition B.1.** \( \rho_{\mathcal{B}(a, S)} \in \text{span} \mathcal{B} \) for every \((a, S, b) \in \text{dom}(\text{ord}) \), where \( \mathcal{B} \) is the set \( \mathcal{B} \) in Algorithm 4 after it terminates.

**Proof.** Strengthen the proposition: \( \rho_{\mathcal{B}(a, S)} \in \text{span} \mathcal{B}^{(\text{ord}(a, S, b))} \) for every \((a, S, b) \in \text{dom}(\text{ord}) \), where

\[
\mathcal{B}^{(k)} = \{(a, S, b) \in \mathcal{B} : \text{ord}(a, S, b) \leq k\}.
\]

We prove it by induction on \( \text{ord}(a, S, b) \).

**Basis.** \( \text{ord}(a, S, b) = 0 \), i.e. \((a, S, b) = (\varepsilon, \emptyset, \varepsilon) \). Then \( \rho_{\mathcal{B}(\varepsilon, \emptyset, \varepsilon)} \) is put into \( \mathcal{B} \) because \( \mathcal{B} \) is set to be \( \emptyset \) initially. Thus \( \rho_{\mathcal{B}(\varepsilon, \emptyset, \varepsilon)} \in \mathcal{B}^{(0)} \subseteq \text{span} \mathcal{B}^{(0)} \).

**Induction.** For every \((a, S, b) \in \text{dom}(\text{ord}) \) with \( \text{ord}(a, S, b) \geq 1 \), assume that

\[
\rho_{\mathcal{B}(a', S')} \in \text{span} \mathcal{B}^{(\text{ord}(a', S', b'))}
\]

for every \((a', S', b') \in \text{dom}(\text{ord}) \) with \( \text{ord}(a', S', b') < \text{ord}(a, S, b) \).

**Case 1.** \((a, S, b) \) once appears in \( Q \): Then the algorithm guarantees that \( \rho_{\mathcal{B}(a, S)} \in \text{span} \mathcal{B}^{(\text{ord}(a, S, b))} \), because the algorithm checks whether \( \rho_{\mathcal{B}(a, S)} \in \text{span} \mathcal{B} \) at that time, and if not, push \( \rho_{\mathcal{B}(a, S)} \) into \( \mathcal{B} \).

**Case 2.** \((a, S, b) \) never appears in \( Q \). Consider the following:
Subcase 2.1. $\mathcal{S}$ is measure-closed, i.e. $s_{|\mathcal{S}|} = |a|$: Note that $\text{ord}(a, \mathcal{S}^-, b^-) < \text{ord}(a, \mathcal{S}, b)$, by the induction hypothesis, we have $\rho_{b^-|a,\mathcal{S}^-} \in \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}^-, b^-))}$, then

$$\rho_{b|a,\mathcal{S}} = M_{\mathcal{B}|\mathcal{S}|} \rho_{b^-|a,\mathcal{S}^-} M_{\mathcal{B}|\mathcal{S}|}^\dagger \in M_{\mathcal{B}|\mathcal{S}|} \left( \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}^-, b^-))} \right) M_{\mathcal{B}|\mathcal{S}|}^\dagger = \text{span} \left( M_{\mathcal{B}|\mathcal{S}|} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}^-, b^-))} M_{\mathcal{B}|\mathcal{S}|}^\dagger \right) \subseteq \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}^-+|a|, b^- b|\mathcal{S}|))} = \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}, b))}.$$ 

Subcase 2.2. $\mathcal{S}$ is not measure-closed: Note that $\text{ord}(a^-, \mathcal{S}, b) < \text{ord}(a, \mathcal{S}, b)$, by the induction hypothesis, we have $\rho_{b^-|a,\mathcal{S}^-} \in \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}^-, b^-))}$, then

$$\rho_{b|a,\mathcal{S}} = \sum_{\rho_{b'|a',\mathcal{S}'}} \alpha_{b'|a',\mathcal{S}'} \rho_{b'|a',\mathcal{S}'}$$

for some coefficients $\alpha_{b'|a',\mathcal{S}'}$. Thus,

$$\rho_{b|a,\mathcal{S}} = U_{a|a|} \rho_{b^-|a,\mathcal{S}} U_{a|a|}^\dagger \in U_{a|a|} \left( \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}, b))} \right) U_{a|a|}^\dagger = \text{span} \left( U_{a|a|} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}, b))} U_{a|a|}^\dagger \right) \subseteq \text{span} \mathfrak{B}^{(\text{ord}(a^- a|a|,\mathcal{S}, b))} = \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}, b))}.$$ 

Conclusion. $\rho_{b|a,\mathcal{S}} \in \text{span} \mathfrak{B}^{(\text{ord}(a,\mathcal{S}, b))}$ for every $(a, \mathcal{S}, b) \in \text{dom}(\text{ord}).$ \hfill \square

**Step 4.** $\rho_b \sim \rho_i$ if and only if $\text{tr}(\varrho) = 0$ for every $\varrho \in \mathfrak{B}$, which is immediately obtained from Theorem 3.1 Part 1.

### B.2 Correctness of Algorithm 2

The correctness of the algorithm is proved in the following steps:

**Step 1.** The algorithm always terminates.

Since $\mathcal{H}$ is a finite-dimensional Hilbert space, let $n = \text{dim} \mathcal{H} < \infty$. The algorithm guarantees that $\mathfrak{B}_i (0 \leq i \leq k)$ consists of linearly independent elements, whose dimension is bounded by $n^2$. Thus for each $0 \leq i \leq k$, the number of times of modifications of $\mathfrak{B}_i$ is always bounded by $n^2$, or there must be two elements in $\mathfrak{B}_i$ that are linearly dependent. Only when $\mathfrak{B}_i$ is added a new element for some $0 \leq i \leq k$, will the queue $Q$ be pushed into some other (finite) elements. On the other hand, the algorithm pops one element from $Q$ in every iteration of the “while” loop. Thus $Q$ will become empty at some time and the algorithm terminates.

**Step 2.** The queue $Q$ is monotonic.

Similar to the analysis of Algorithm 1 we define $\text{ord} : \text{dom}(\text{ord}) \to \mathbb{N}$ be the order of every valid tuple $(a, \mathcal{S}, b)$, where

$$\text{dom}(\text{ord}) = \{(a, \mathcal{S}, b) : a \in \Sigma^*, \mathcal{S} \in \Sigma_n, b \in \Gamma^{|\mathcal{S}|}, |\mathcal{S}| \leq k\} \subseteq \Sigma^* \times \Sigma \times \Gamma^*$$

is the defining domain of $\text{ord}$. Clearly, the queue $Q$ in the algorithm is monotonic in the increasing order of $\text{ord}(a, \mathcal{S}, b)$. 
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**Step 3.** \( \text{span } B_i \subseteq \text{span } B_{i+1} \) for every \( 0 \leq i < k \).

Obviously, this is guaranteed by the algorithm.

**Step 4.** \( \text{span } B_i = \text{span } B_i(\rho, n^2 - 1) \) for \( 0 \leq i \leq k \).

It is sufficient to prove that following:

**Proposition B.2.** \( \rho_{b_i(a, S)} \in \text{span } B_{|S|} \) for every \((a, S, b) \in \text{dom}(\text{ord})\), where \( B_{|S|} \) is the set \( B_{|S|} \) in Algorithm 2 after it terminates.

**Proof.** Strengthen the proposition: \( \rho_{b_i(a, S)} \in \text{span } B_{|S|}^{(\text{ord}(a, S, b))} \) for every \((a, S, b) \in \text{dom}(\text{ord})\), where

\[ B_{i}^{(k)} = \{ (a, S, b) \in B : \text{ord}(a, S, b) \leq k, |S| \leq i \}. \]

We prove it by induction on \( \text{ord}(a, S, b) \).

**Basis.** \( \text{ord}(a, S, b) = 0 \), i.e. \((a, S, b) = (\epsilon, \emptyset, \epsilon)\). Then \( \rho_{b_i(|\epsilon|, \emptyset)} \) is put into \( B_i(0 \leq i \leq k) \) because \( B_i(0 \leq i \leq k) \) is set to be \( \emptyset \) initially. Thus \( \rho_{b_i(|\epsilon|, \emptyset)} \in B_i^{(0)} \subseteq \text{span } B_i^{(0)} \) for \( 0 \leq i \leq k \).

**Induction.** For every \((a, S, b) \in \text{dom}(\text{ord})\) with \( \text{ord}(a, S, b) \geq 1 \), assume that

\[ \rho_{b_i'(a', S', b')} \in \text{span } B_{|S'|}^{(\text{ord}(a', S', b'))} \]

for every \((a', S', b') \in \text{dom}(\text{ord})\) with \( \text{ord}(a', S', b') < \text{ord}(a, S, b) \).

**Case 1.** \((a, S, b)\) once appears in \( Q \): Then the algorithm guarantees that \( \rho_{b_i(a, S)} \in \text{span } B_{|S|}^{(\text{ord}(a, S, b))} \), because the algorithm checks whether \( \rho_{b_i(a, S)} \in \text{span } B_{|S|} \) at that time, and if not, push \( \rho_{b_i(a, S)} \) into \( B_{|S|} \).

**Case 2.** \((a, S, b)\) never appears in \( Q \). Consider the following subcases:

**Subcase 2.1.** \( S \) is measure-closed, i.e. \( s_{|S|} = |a| \): Note that \( \text{ord}(a, S^-, b^-) < \text{ord}(a, S, b) \), by the induction hypothesis, we have \( \rho_{b^-|a,S^-} \in \text{span } B_{|S|-1}^{(\text{ord}(a^- S^-, b^-))} \), then

\[
\rho_{b_i(a, S)} = M_{b_i[|S|]} \rho_{b^-|a,S^-} M_{b_i[|S|]}^{\dagger} \\
\in M_{b_i[|S|]} \left( \text{span } B_{|S|-1}^{(\text{ord}(a^- S^-, b^-))} M_{b_i[|S|]} \right) M_{b_i[|S|]}^{\dagger} \\
= \text{span} \left( M_{b_i[|S|]} B_{|S|-1}^{(\text{ord}(a^- S^-, b^-))} M_{b_i[|S|]} \right) \\
\subseteq \text{span } B_{|S|}^{(\text{ord}(a^- S^- + \{a\}, b^- b[|S|]))} = \text{span } B_{|S|}^{(\text{ord}(a, S, b))}.
\]

**Subcase 2.2.** \( S \) is not measure-closed: Note that \( \text{ord}(a^- S, b) < \text{ord}(a, S, b) \), by the induction hypothesis, we have \( \rho_{b_{a^-}(a, S)} \in \text{span } B_{|S|}^{(\text{ord}(a^- S, b))} \), then

\[
\rho_{b_i(a, S)} = U_{a[|a|]} \rho_{b_{a^-}(a, S)} U_{a[|a|]}^{\dagger} \\
\in U_{a[|a|]} \left( \text{span } B_{|S|}^{(\text{ord}(a^- S, b))} U_{a[|a|]} \right) U_{a[|a|]}^{\dagger} \\
= \text{span} \left( U_{a[|a|]} B_{|S|}^{(\text{ord}(a^- S, b))} U_{a[|a|]} \right) \\
\subseteq \text{span } B_{|S|}^{(\text{ord}(a^- a[|a|], S, b))} = \text{span } B_{|S|}^{(\text{ord}(a, S, b))}.
\]

**Conclusion.** \( \rho_{b_i(a, S)} \in \text{span } B_{|S|}^{(\text{ord}(a, S, b))} \) for every \((a, S, b) \in \text{dom}(\text{ord})\). \( \square \)

**Step 4.** \( \rho_s \sim_k \rho_t \) if and only if \( \text{tr}(g) = 0 \) for every \( g \in B_i \) for \( 0 \leq i \leq k \), which is immediately obtained from Theorem 3.1 Part 2. 27
An efficient description of Problem \[1\]

A simple form of Problem \[1\], analog to Proposition 5.3 about Problem 2, is given in the following:

**Proposition C.1.** Let \( \mathcal{M}_1 = (\Sigma, \Gamma, \mathcal{H}^{(1)}, U^{(1)}, M^{(1)}) \) and \( \mathcal{M}_2 = (\Sigma, \Gamma, \mathcal{H}^{(2)}, U^{(2)}, M^{(2)}) \) be two QMMs with initial states \( \rho_1 \) and \( \rho_2 \), respectively. Let \( n_1 = \dim \mathcal{H}_1 \) and \( n_2 = \dim \mathcal{H}_2 \). Then \((\mathcal{M}_1, \rho_1) \sim (\mathcal{M}_2, \rho_2)\) if and only if there is a \((n_1^2 + n_2^2) \times (n_1^2 + n_2^2)\) matrix \( M_c \) for every \( c \in \Sigma \cup \Gamma \) and a \((n_1^2 + n_2^2) \times (n_1^2 + n_2^2)\) matrix \( F \) such that

1. \( F_{1,1} = \begin{bmatrix} \rho_1 & \rho_2 \end{bmatrix} \).

2. \( \eta^\dagger F = 0 \), where \( \eta = \begin{bmatrix} \eta_1 \\ -\eta_2 \end{bmatrix} \), \( \eta_1 \) and \( \eta_2 \) are the vectorizations of trace for \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), respectively.

3. For \( c \in \Sigma \),

\[
\begin{bmatrix}
\hat{U}_c^{(1)} & 0 \\
0 & \hat{U}_c^{(2)}
\end{bmatrix} F = FM_c.
\]

4. For \( c \in \Gamma \),

\[
\begin{bmatrix}
\hat{M}_c^{(1)} & 0 \\
0 & \hat{M}_c^{(2)}
\end{bmatrix} F = FM_c.
\]

The conditions of Proposition C.1 on \( \mathcal{M}_2 \), including that it be a QMM, can be phrased in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^4) \) polynomials of degree \( d = 3 \) in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^4) \) variables, better than \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^6) \) polynomials of degree \( d = 3 \) in \( O((|\Sigma| + |\Gamma|)(n_1 + n_2)^6) \) variables given by Proposition 5.3 when \( k = O((n_1 + n_2)^2) \). By Theorem 5.4 Problem \(1\) is solvable in \( \text{PSPACE} \).

**Proof.** \( \Rightarrow \) If \((\mathcal{M}_1, \rho_1) \sim (\mathcal{M}_2, \rho_2)\), then

\[
\text{tr}((\rho_1)^{\mathcal{M}_1}_{b\sigma, a\sigma}) = \text{tr}((\rho_2)^{\mathcal{M}_2}_{b\sigma, a\sigma})
\]

for every \( a \in \Sigma^* \), \( S \in \mathcal{S} \) and \( b \in \Gamma^{[S]} \). Let \( \rho = \rho_1 \oplus \rho_2 \), then

\[
\rho^{\mathcal{M}_1 \oplus \mathcal{M}_2}_{b\sigma, a\sigma} = (\rho_1)^{\mathcal{M}_1}_{b\sigma, a\sigma} \oplus (\rho_2)^{\mathcal{M}_2}_{b\sigma, a\sigma}.
\]

Let \( n = n_1^2 + n_2^2 \), let \( \rho^{(1)}, \rho^{(2)}, \ldots, \rho^{(n)} \in \mathcal{D}(\rho, n-1) \) be the basis of \( \text{span} \mathcal{D}(\rho, n-1) \) with \( \rho^{(1)} = \rho \), and let \( \rho^{(i)} = \rho^{(1)} \oplus \rho^{(2)} \) and

\[
f_i = \begin{bmatrix}
\rho_1^{(i)} \\
\rho_2^{(i)}
\end{bmatrix}.
\]

Note that \( \text{tr}(\rho^{(i)}_1) = \text{tr}(\rho^{(i)}_2) \). Define \( F = \begin{bmatrix} f_1 & f_2 & \ldots & f_n \end{bmatrix} \). Note that

\[
\eta^\dagger f_i = \eta_1 \rho_1^{(i)} - \eta_2 \rho_2^{(i)} = \text{tr}(\rho_1^{(i)}) - \text{tr}(\rho_2^{(i)}) = 0.
\]

We conclude that \( \eta^\dagger F = 0 \).

For every \( \sigma \in \Sigma \), for every \( \rho^{(j)} = \rho_{\sigma, b\sigma} \in \mathcal{D}(\rho, n-1) \), by Proposition A.2, \( \rho_{\sigma, b\sigma} \in \text{span} \mathcal{D}(\rho, n-1) \), then

\[
\rho_{\sigma, b\sigma} = \sum_{i=1}^{n} a_{ij} \rho^{(i)}.
\]
for some coefficients $\alpha_{ij}$, i.e.

$$(\rho_1)_{b|a,\sigma, S} = U^{(1)}_{\sigma} \rho_1 \rho_1^{(j)} (U^{(1)}_{\sigma})^\dagger = \sum_{i=1}^{n} \alpha_{ij} \rho_1^{(i)},$$

$$(\rho_2)_{b|a,\sigma, S} = U^{(2)}_{\sigma} \rho_2 \rho_2^{(j)} (U^{(2)}_{\sigma})^\dagger = \sum_{i=1}^{n} \alpha_{ij} \rho_2^{(i)}.$$

Then

$$\hat{U}^{(1)}_{\sigma} \rho_1^{(j)} = \sum_{i=1}^{n} \alpha_{ij} \rho_1^{(i)},$$

$$\hat{U}^{(2)}_{\sigma} \rho_2^{(j)} = \sum_{i=1}^{n} \alpha_{ij} \rho_2^{(i)}.$$

That is,

$$\begin{bmatrix} \hat{U}^{(1)}_{\sigma} & 0 \\ 0 & \hat{U}^{(2)}_{\sigma} \end{bmatrix} F_j = \begin{bmatrix} \alpha_{1j} \\ \alpha_{2j} \\ \vdots \\ \alpha_{nj} \end{bmatrix},$$

and we obtain that

$$\begin{bmatrix} \hat{U}^{(1)}_{\sigma} & 0 \\ 0 & \hat{U}^{(2)}_{\sigma} \end{bmatrix} F = FM_{\sigma},$$

where $M_{\sigma} = [\alpha_{ij}]$.

For every $m \in \Gamma$, similarly, we have

$$\begin{bmatrix} \hat{M}^{(1)}_{m} & 0 \\ 0 & \hat{M}^{(2)}_{m} \end{bmatrix} F = FM_{m}$$

for some $M_{m}$.

“$\Leftarrow$”. For every $a \in \Sigma^{*}$, $\mathcal{S} \in \mathcal{S}_{a}$ and $b \in \Gamma^{||\mathcal{S}||}$,

$$\begin{bmatrix} \hat{V}^{(1)}_{b|a,\mathcal{S}} & 0 \\ 0 & \hat{V}^{(2)}_{b|a,\mathcal{S}} \end{bmatrix} F = FM_{b|a,\mathcal{S}},$$

where

$$M_{b|a,\mathcal{S}} = M_{a_1} M_{b_1} M_{a_2} M_{b_2} \ldots M_{a_{||\mathcal{S}||}} M_{b_{||\mathcal{S}||}} M_{a_{||\mathcal{S}||+1}}.$$

Then

$$\text{tr}((\rho_1)_{b|a,\mathcal{S}}) - \text{tr}((\rho_2)_{b|a,\mathcal{S}}) = \eta_1^\dagger (\rho_1)_{b|a,\mathcal{S}} - \eta_2^\dagger (\rho_2)_{b|a,\mathcal{S}}$$

$$= \eta_1^\dagger \begin{bmatrix} \hat{V}^{(1)}_{b|a,\mathcal{S}} & 0 \\ 0 & \hat{V}^{(2)}_{b|a,\mathcal{S}} \end{bmatrix} \rho_1$$

$$= \eta_1^\dagger FM_{b|a,\mathcal{S}} e_1$$

$$= \eta_1^\dagger FM_{b|a,\mathcal{S}} e_1$$

$$= 0,$$

where $e_1 = (1, 0, 0, \ldots, 0)^T$. □