TOPOLOGICAL PRESSURE AND FRACTAL DIMENSIONS OF COOKIE-CUTTER-LIKE SETS

MRINAL KANTI ROYCHOWDHURY

ABSTRACT. The cookie-cutter-like set is defined as the limit set of a sequence of classical cookie-cutter mappings. For this cookie-cutter set it is shown that the topological pressure function exists, and that the fractal dimensions such as the Hausdorff dimension, the packing dimension and the box-counting dimension are all equal to the unique zero \( h \) of the pressure function. Moreover, it is shown that the \( h \)-dimensional Hausdorff measure and the \( h \)-dimensional packing measure are finite and positive.

1. INTRODUCTION

A basic task in Fractal Geometry is to determine or estimate the various dimensions of fractal sets. Fractal dimensions are introduced to measure the sizes of fractal sets and are used in many different disciplines. Many results on fractal dimensions and measures are obtained, among which the studies on self-similar sets are the most rich and thorough, for some details one can see [B, H, M, MM, MU, R, RW, S, YT, YTXY]. In this paper, we have discussed about the topological pressure, fractal dimensions and measures of a typical fractal known as cookie-cutter-like set. Let \( J \) be a nonempty compact subset of \( \mathbb{R} \). For simplicity in our paper we have chosen \( J = [0, 1] \). Let \( J_1, J_2, \ldots, J_n, n \geq 2, \) be a collection of nonempty closed subsets of \( J \). Write

\[
X := \bigcup_{j=1}^{k} J_j.
\]

Let \( f : X \to J \) be such that each \( J_j \) is mapped bijectively onto \( J \). We assume that \( f \) has a continuous derivative and is expanding so that \( |f'(x)| > 1 \) for all \( x \in X \). Let us write

\[
E = \{ x \in J : f^k(x) \text{ is defined and in } X \text{ for all } k = 0, 1, 2, \ldots \},
\]

where \( f^k \) is the \( k \)th iterate of \( f \). Thus, \( E \) is the set of points that remain in \( X \) under the iteration of \( f \). Since \( E = \bigcup_{k=0}^{\infty} f^{-k}(J) \) is the intersection of a decreasing sequence of compact sets, the set \( E \) is compact and nonempty. \( E \) is invariant under \( f \), in that

\[
f(E) = E = f^{-1}(E),
\]

since \( x \in E \) if and only if \( f(x) \in E \). Moreover, \( E \) is repeller, in the sense that the points not in \( E \) are eventually mapped outside of \( X \) under iteration by \( f \). Let us now define \( \varphi_j := (f|_{J_j})^{-1} \) for \( 1 \leq j \leq n \). Then, \( \varphi_j : J \to J_j \) is a bijection. Since \( f \) has a continuous derivative with \( |f'(x)| > 1 \) on the compact set \( X \), there are numbers \( 0 < c_{\min} \leq c_{\max} < 1 \) such that

\[
1 < c_{\max}^1 \leq |f'(x)| \leq c_{\min}^{-1} < \infty \text{ for all } x \in X.
\]

It follows that the inverse function \( \varphi_j \) are differentiable with \( 0 < c_{\min} \leq |\varphi'_j(x)| \leq c_{\max} < 1 \) for \( x \in J \). By the mean value theorem, for \( 1 \leq j \leq n \), we have

\[
c_{\min}|x - y| \leq |\varphi_j(x) - \varphi_j(y)| \leq c_{\max}|x - y|
\]
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for \( x, y \in J \). By (1) the repeller \( E \) of \( f \) satisfies

\[
E = \bigcup_{j=1}^{n} \varphi_j(E).
\]

Since each \( \varphi_j \) is a contraction on \( J \), using the fundamental IFS property (see [F2, Theorem 2.6]), the repeller \( E \) of \( f \) is the attractor or the invariant set of the set of contraction mappings \( \{ \varphi_1, \varphi_2, \cdots, \varphi_n \} \). A dynamical system \( f : J_1 \cup J_2 \cup \cdots \cup J_n \to J \) of this form is called a cookie-cutter mapping, the equivalent iterated function system \( \{ \varphi_1, \varphi_2, \cdots, \varphi_n \} \) on \( J \) is termed a cookie-cutter system and the set \( E \) is called a cookie-cutter set. In general, the mappings \( \varphi_1, \varphi_2, \cdots, \varphi_n \) are not similarity transformations and \( E \) is a 'distorted' Cantor set, which nevertheless is 'approximately self-similar'. For details about it one could see [F2, Proposition 2.2]. In this paper, we have considered a sequence \( \{ f_k \}_{k=1}^{\infty} \) of cookie-cutter mappings, and call the corresponding repeller \( E \) the cookie-cutter-like set.

We denote by \( \mathcal{H}^s(E), \mathcal{P}^s(E), \dim_H E, \dim_p E, \dim_B E \) and \( \overline{\dim}_B E \) the \( s \)-dimensional Hausdorff measure, the \( s \)-dimensional packing measure, the Hausdorff dimension, the packing dimension, the lower box-counting and the upper box-counting dimensions of the set \( E \), respectively. In this paper, for the cookie-cutter-like set \( E \) we have defined the Gibbs-like measure \( \mu_h \). Using the consequence of the topological pressure and the Gibbs-like measure, we have shown that

\[
\dim_H(E) = \dim_p(E) = \overline{\dim}_B(E) = \overline{\dim}_B(E) = h, \quad \text{and} \quad 0 < \mathcal{H}^h(E) \leq \mathcal{P}^h(E) < \infty.
\]

The result in this paper is a nonlinear extension, as well as a generalization of the classical result about self-similar sets given by the following theorem (see [H]):

**Theorem:** Let \( E \) be the self-similar set of the family of similarity contractions \( \{ S_1, S_2, \cdots, S_N \} \), where \( S_j \) has the similarity ratio \( c_j \). If the open set condition is satisfied, then

\[
\dim_H(E) = \dim_p(E) = \overline{\dim}_B(E) = \overline{\dim}_B(E) = s, \quad \text{and} \quad 0 < \mathcal{H}^s(E) \leq \mathcal{P}^s(E) < \infty,
\]

where \( s \) is the unique positive solution of the equation \( \sum_{j=1}^{N} c_j^s = 1 \).

**2. Basic results, cookie-cutter-like sets and the topological pressure**

In this section, first we adopt the following definitions and notations, which can be found in [F1, F2]. Let \( E \) be a nonempty bounded subset of \( \mathbb{R}^n \) where \( n \geq 1 \), and \( s \geq 0 \). Then, there are some basic inequalities between the dimensions:

\[
(2) \quad \dim_H E \leq \dim_p E \leq \overline{\dim}_B E, \quad \text{and} \quad \dim_H E \leq \underline{\dim}_B E \leq \overline{\dim}_B E.
\]

Moreover, it is well-known that \( \mathcal{H}^s(E) \leq \mathcal{P}^s(E) \). Let \( U = \{ U_i \} \) be a countable collection of sets of \( \mathbb{R}^n \). We define

\[
\| U \|^s := \sum_{U_i \in U} |U_i|^s,
\]

where \( |A| \) denotes the diameter of a set \( A \). We need the following proposition.

**Proposition 2.1.** (see [F2, Proposition 2.2]) Let \( E \subset \mathbb{R}^n \) be a Borel set, \( \mu \) be a finite Borel measure on \( \mathbb{R}^n \), and \( 0 < c < \infty \).

(a) If \( \limsup_{r \to 0} \mu(B(x, r))/r^s \leq c \) for all \( x \in E \), then \( \mathcal{H}^s(E) \geq \mu(E)/c \).

(b) If \( \liminf_{r \to 0} \mu(B(x, r))/r^s \geq c \) for all \( x \in E \), then \( \mathcal{P}^s(E) \leq 2^s \mu(E)/c \).
2.2. **Cookie-cutter-like set.** A mapping \( f \) is called a cookie-cutter, if there exists a finite collection of disjoint closed intervals \( J_1, J_2, \ldots, J_q \subset J = [0, 1] \), such that

(C1) \( f \) is defined in a neighborhood of each \( J_j, 1 \leq j \leq q \), the restriction of \( f \) to each initial interval \( J_j \) is 1-1 and onto, the corresponding branch inverse is denoted by \( \varphi_j := (f|_{J_j})^{-1} : J \to J_j \);

(C2) \( f \) is differentiable with Hölder continuous derivative \( f' \), i.e., there exist constants \( c_f > 0 \) and \( \gamma_f \in (0, 1] \) such that for \( x, y \in J_j, 1 \leq j \leq q \),

\[
|f'(x) - f'(y)| \leq c_f |x - y|^{\gamma_f};
\]

(C3) \( f \) is boundedly expanding in the sense that there exist constants \( b_f \) and \( B_f \) such that

\[
1 < b_f := \inf_x \{|f'(x)|\} \leq \sup_x \{|f'(x)|\} := B_f < +\infty.
\]

\( \bigcup_{j=1}^q J_j; c_f, \gamma_f, b_f, B_f \) is called the defining data of the cookie-cutter mapping \( f \).

Let \( q \geq 2 \) be fixed, and consider a sequence of cookie-cutter mappings \( \{f_k\}_{k \geq 1} \) with defining data \( \bigcup_{j=1}^q J_{k,j}; c_k, \gamma_k, b_k, B_k \). Let us write \( \varphi_{k,j} := (f_k|_{J_{k,j}})^{-1} \) to denote the corresponding branch inverse of \( f_k \), where \( k \geq 1 \) and \( 1 \leq j \leq q \). We always assume that

\[
1 < \inf \{b_k\} \leq \sup \{B_k\} < \infty, \quad 0 < \inf \{\gamma_k\} \leq \sup \{\gamma_k\} \leq 1, \quad \text{and} \quad 0 < \inf \{c_k\} \leq \sup \{c_k\} < \infty.
\]

Let \( \Omega_0 \) be the empty set. For \( n \geq 1 \), define

\[
\Omega_n = \{1, 2, \ldots, q\}^n, \quad \Omega_{\infty} = \lim_{n \to \infty} \Omega_n, \quad \text{and} \quad \Omega = \bigcup_{k=0}^{\infty} \Omega_k.
\]

Elements of \( \Omega \) are called words. For any \( \sigma \in \Omega \) if \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \in \Omega_n \), we write \( \sigma^- = (\sigma_1, \sigma_2, \ldots, \sigma_{n-1}) \) to denote the word obtained by deleting the last letter of \( \sigma \), \( |\sigma| = n \) to denote the length of \( \sigma \), and \( \sigma|_k := (\sigma_1, \sigma_2, \ldots, \sigma_k), k \leq n \), to denote the truncation of \( \sigma \) to the length \( k \). For any two words \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_k) \) and \( \tau = (\tau_1, \tau_2, \ldots, \tau_m) \), we write \( \sigma \tau = \sigma \ast \tau = (\sigma_1, \ldots, \sigma_k, \tau_1, \ldots, \tau_m) \) to denote the juxtaposition of \( \sigma, \tau \in \Omega \). A word of length zero is called the empty word and is denoted by \( \emptyset \). For \( \sigma \in \Omega \) and \( \tau \in \Omega \cup \Omega_\infty \) we say \( \tau \) is an extension of \( \sigma \), written as \( \sigma \preceq \tau \), if \( |\tau|_{|\sigma|} = \sigma \). For \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \in \Omega_n \), let us write \( \varphi_\sigma = \varphi_{1,\sigma_1} \circ \ldots \circ \varphi_{n,\sigma_n} \), and define the rank-\( n \) basic interval corresponding to \( \sigma \) by

\[
J_\sigma = J_{(\sigma_1, \sigma_2, \ldots, \sigma_n)} = \varphi_\sigma (J),
\]

where \( 1 \leq \sigma_k \leq q, 1 \leq k \leq n \). It is easy to see that the set of basic intervals \( \{J_\sigma : \sigma \in \Omega \} \) has the following net properties:

(i) \( J_{\sigma \ast j} \subset J_\sigma \) for each \( \sigma \in \Omega_n \) and \( 1 \leq j \leq q \) for all \( n \geq 1 \);

(ii) \( J_\sigma \cap J_\tau = \emptyset \), if \( \sigma, \tau \in \Omega_n \) for all \( n \geq 1 \) and \( \sigma \neq \tau \).

Let \( b = \inf \{b_k\} \) and \( B = \sup \{B_k\} \). Then, by our assumption, \( 1 < b \leq B < \infty \). Moreover, by (C2), as \( \varphi_{k,j} \) is a corresponding branch inverse of \( f_k \), where \( k \geq 1 \) and \( 1 \leq j \leq q \), for all \( x \in J \), we have \( |f'_{k,j}(\varphi_{k,j}(x))| |\varphi'_{k,j}(x)| = 1 \), and so

\[
B^{-1} \leq |\varphi'_{k,j}(x)| \leq b^{-1}.
\]

Next, let

\[
E = \bigcap_{n=1}^{\infty} \bigcup_{\sigma \in \Omega_n} J_\sigma.
\]

Choose \( x, y \) to be the end points of \( J \), and then \( \varphi_\sigma (x), \varphi_\sigma (y) \) are the end points of \( J_\sigma \) for each \( \sigma \in \Omega \), and so by mean value theorem,

\[
|J_\sigma| = |\varphi_\sigma (x) - \varphi_\sigma (y)| = |\varphi'_\sigma (w)||x - y| = |\varphi'_\sigma (w)|,
\]

for some \( w \in J_\sigma \). Thus, \( B^{-n} \leq |J_\sigma| \leq b^{-n} \) for any \( \sigma \in \Omega_n \), and so the diameter \( |J_\sigma| \to 0 \) as \( |\sigma| \to \infty \). Hence, with the net properties we conclude that \( E \) is a perfect, nowhere dense
Definition 2.3. Let $E$ be a CC-like set and $r > 0$. The family of basic intervals $\mathcal{U}_r = \{J_\sigma : |J_\sigma| \leq r < |J_{\sigma'}|\} \subset \{J_\sigma : \sigma \in \Omega\}$ is called the $r$-Moran covering of $E$ provided it is a covering of $E$, i.e., $E \subseteq \bigcup_{\sigma \in \mathcal{U}_r} J_\sigma$. From the definition it follows that the elements of a Moran covering are disjoint, have almost equal sizes, and are often of different ranks.

The following lemma is known.

Lemma 2.4. (see [MRW, Lemma 2.1]) There exists a constant $1 < \xi < +\infty$ such that for each $n \geq 1$, $\sigma \in \Omega_n$, and $x, y \in J_\sigma$, we have

$$\xi^{-1} \leq \frac{|F_n'(x)|}{|F_n'(y)|} \leq \xi,$$

where $F_n(x) = f_n \circ f_{n-1} \circ \cdots \circ f_1(x)$.

The following lemma follows from Lemma 2.2 in [MRW].

Lemma 2.5. Let $\xi$ be the constant of Lemma 2.4 and $n, k \in \mathbb{N}$. Then, for $\omega_1, \omega_2 \in \Omega_n$ and $\sigma \in \Omega_k$, we have

$$\xi^{-2} \frac{|J_{\omega_2, \sigma}|}{|J_{\omega_1}|} \leq \frac{|J_{\omega_2, \sigma}|}{|J_{\omega_1}|} \leq \xi^2 \frac{|J_{\omega_2, \sigma}|}{|J_{\omega_1}|}.$$

Let us now prove the following proposition.

Proposition 2.6. Let $\sigma \in \Omega_n$, $n \geq 1$, $x, y \in J$ and $\xi$ be the constant of Lemma 2.4. Then,

$$\xi^{-1} |\varphi'_\sigma(y)| \leq |\varphi'_\sigma(x)| \leq \xi |\varphi'_\sigma(y)|.$$

Proof. For $\sigma \in \Omega_n$, $n \geq 1$, and $x \in J$, we know $F_n(\varphi_\sigma(x)) = x$. Thus,

$$|F_n'(\varphi_\sigma(x))| \cdot |\varphi'_\sigma(x)| = 1,$n

and so $|F_n'(\varphi_\sigma(x))| = \frac{1}{|\varphi'_\sigma(x)|}$.

Again for all $x \in J$, $\varphi_\sigma(x) \in J_\sigma$. Hence, Lemma 2.4 yields

$$\xi^{-1} |\varphi'_\sigma(y)| \leq |\varphi'_\sigma(x)| \leq \xi |\varphi'_\sigma(y)|,$$

and thus, the proposition is obtained. \qed

For any $\sigma \in \Omega$, let us write $\|\varphi_\sigma\| = \sup_{x \in J} |\varphi_\sigma(x)|$. From the above proposition the following lemma easily follows.

Lemma 2.7. Let $\sigma, \tau \in \Omega$. Then,

$$\xi^{-1} \|\varphi_\sigma\| \|\varphi'_\tau\| \leq \|\varphi'_\sigma\| \leq \|\varphi_\sigma\| \|\varphi'_\tau\|.$$

2.8. **Topological pressure.** For $t \in \mathbb{R}$ and $n \geq 1$, let us write $Z_n(t) = \sum_{\sigma \in \Omega_n} \|\varphi'_\sigma\|^t$. Then, for $n, p \geq 1$,

$$Z_{n+p}(t) = \sum_{\sigma \in \Omega_n} \sum_{\tau \in \Omega_p} \|\varphi'_\sigma\|^t.$$

By Lemma 2.7, if $t \geq 0$, then

$$Z_{n+p}(t) \leq Z_n(t) Z_p(t),$$

and if $t < 0$, then

$$Z_{n+p}(t) \leq \xi^{-t} Z_n(t) Z_p(t).$$
Hence, by the standard theory of subadditive sequences, \( \lim_{k \to \infty} \frac{1}{k} \log Z_k(t) \) exists (see \cite{P2} Corollary 1.2). Let us denote it by \( P(t) \), i.e.,

\[
P(t) = \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} \| \varphi'_\sigma \|^t.
\]

The above function \( P(t) \) is called the topological pressure of the CC-like set \( E \). Lemma \ref{lemma2.9} and Lemma \ref{lemma2.10} give some properties of the function \( P(t) \).

**Lemma 2.9.** The function \( P(t) \) is strictly decreasing, convex and hence continuous on \( \mathbb{R} \).

*Proof.* To prove that \( P(t) \) is strictly decreasing let \( \delta > 0 \). Then, by Lemma \ref{lemma2.7} and Inequality (3),

\[
P(t + \delta) = \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} \| \varphi'_\sigma \|^{t+\delta} \leq \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} \| \varphi'_\sigma \|^t b^{-k\delta}
\]

\[
= P(q, t) - \delta \log b < P(q, t),
\]

i.e., \( P(t) \) is strictly decreasing. For \( t_1, t_2 \in \mathbb{R} \) and \( a_1, a_2 > 0 \) with \( a_1 + a_2 = 1 \), using Hölder’s inequality, we have

\[
P(q, a_1 t_1 + a_2 t_2) = \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} \| \varphi'_\sigma \|^{a_1 t_1 + a_2 t_2} = \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} \left( \| \varphi'_\sigma \|^{t_1} \right)^{a_1} \left( \| \varphi'_\sigma \|^{t_2} \right)^{a_2}
\]

\[
\leq \lim_{k \to \infty} \frac{1}{k} \log \left( \sum_{\sigma \in \Omega_k} \| \varphi'_\sigma \|^{t_1} \right)^{a_1} \left( \sum_{\sigma \in \Omega_k} \| \varphi'_\sigma \|^{t_2} \right)^{a_2}
\]

\[
= a_1 P(t_1) + a_2 P(t_2),
\]

i.e., \( P(t) \) is convex and hence continuous on \( \mathbb{R} \). \( \square \)

Let us now prove the following lemma.

**Lemma 2.10.** There exists a unique \( h \in (0, 1) \) such that \( P(h) = 0 \).

*Proof.* By Lemma \ref{lemma2.9} the function \( P(t) \) is strictly decreasing and continuous on \( \mathbb{R} \), and so there exists a unique \( h \in \mathbb{R} \) such that \( P(h) = 0 \). Note that

\[
P(0) = \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} 1 = \lim_{k \to \infty} \frac{1}{k} \log q^k = \log q \geq \log 2 > 0.
\]

Again, by Lemma \ref{lemma2.7} and Inequality (3),

\[
P(1) = \lim_{k \to \infty} \frac{1}{k} \log \| \varphi'_\sigma \| \leq \lim_{k \to \infty} \frac{1}{k} \log b^{-kq} = -q \log b < 0.
\]

Therefore, by the intermediate value theorem, \( h \in (0, 1) \) and thus, the lemma is obtained. \( \square \)

In the next section, we state and prove the main result of the paper.

### 3. Main Result

The following theorem gives the main result of the paper.

**Theorem 3.1.** Let \( E \) be the cookie-cutter-like set associated with the family \( \{ f_k \}_{k=1}^\infty \) of cookie-cutter mappings, and \( h \in (0, 1) \) be such that \( P(h) = 0 \). Then,

\[
dim_H(E) = \dim_P(E) = \dim_B(E) = \overline{\dim}_B(E) = h,
\]

and

\[
0 < \mathcal{H}^h(E) \leq \mathcal{P}^h(E) < \infty.
\]

The following proposition is known.
Proposition 3.2. (see [MRW Proposition 2.6]). For any $n \geq 1$, $\sigma \in \Omega_n$, $x \in J_\sigma$, we have

$$\xi^{-1} \leq |J_\sigma| \cdot |F'(x)| \leq \xi,$$

where $F_n(x) = f_n \circ f_{n-1} \circ \cdots \circ f_1(x)$. Moreover, for each $1 \leq j \leq q$, we get $|J_{\sigma^j}| \geq \xi^{-1} B^{-1} |J_\sigma|$, where $\xi$ is the constant of Lemma 2.4.

From the above proposition, the following lemma easily follows.

Lemma 3.3. Let $n \geq 1$, $\sigma \in \Omega_n$ and $x \in J$. Then,

$$\xi^{-1} |J_\sigma| \leq |\varphi'_\sigma(x)| \leq \xi |J_\sigma|,$$

where $\xi$ is the constant of Lemma 2.4.

Let us now prove the following lemma.

Lemma 3.4. Let $\sigma, \tau \in \Omega$. Then,

$$\xi^{-3} |J_\sigma| |J_\tau| \leq |J_{\sigma\tau}| \leq \xi^3 |J_\sigma| |J_\tau|,$$

where $\xi$ is the constant of Lemma 2.4.

Proof. For $\sigma, \tau \in \Omega$, we have $|\varphi'_{\sigma\tau}(x)| = |\varphi'_\sigma(y)||\varphi'_\tau(x)|$, where $y = \varphi_\tau(x)$ for $x \in J$. Again, Proposition 2.6 gives that for any $x, y \in J$,

$$\xi^{-1} |\varphi'_\sigma(y)| \leq |\varphi'_\sigma(x)| \leq \xi |\varphi'_\sigma(y)|.$$

Hence, Lemma 3.3 implies

$$\xi^{-3} |J_\sigma| |J_\tau| \leq \xi^{-1} |\varphi'_\sigma(y)||\varphi'_\tau(x)| = \xi^{-1} |\varphi'_{\sigma\tau}(x)| \leq |J_{\sigma\tau}| \leq \xi |\varphi'_{\sigma\tau}(x)| \leq \xi^3 |J_\sigma| |J_\tau|,$$

and thus, the lemma is obtained. \qquad \square

Note 3.5. Lemma 3.3 implies that

$$\xi^{-1} |J_\sigma| \leq \sup_{x \in J} |\varphi'_\sigma(x)| = ||\varphi'_\sigma|| \leq \xi |J_\sigma|,$$

and so the topological pressure $P(t)$ can be rewritten as follows:

$$P(t) = \lim_{k \to \infty} \frac{1}{k} \log \sum_{\sigma \in \Omega_k} |J_\sigma|^t.$$

Let us now prove the following proposition, which plays a vital role in the paper.

Proposition 3.6. Let $h \in (0, 1)$ be unique such that $P(h) = 0$, and let $s_*$ and $s^*$ be any two arbitrary real numbers with $0 < s_* < h < s^* < 1$. Then, for all $n \geq 1$,

$$\xi^{-3} < \sum_{\sigma \in \Omega_n} |J_\sigma|^{s_*} \quad \text{and} \quad \sum_{\sigma \in \Omega_n} |J_\sigma|^{s^*} < \xi^3,$$

where $\xi$ is the constant of Lemma 2.4.

Proof. Let $s_* < h$. As the pressure function $P(t)$ is strictly decreasing, $P(s_*) > P(h) = 0$. Then, for any positive integer $n$, by Lemma 3.4, we have

$$0 < P(s_*) = \lim_{p \to \infty} \frac{1}{np} \log \sum_{\omega \in \Omega_{np}} |J_\omega|^{s_*} \leq \lim_{p \to \infty} \frac{1}{np} \log \xi^{3(p-1)s_*} \left( \sum_{\sigma \in \Omega_n} |J_\sigma|^{s^*} \right)^p,$$

which implies

$$0 < \frac{1}{n} \log \left( \xi^{3s_*} \sum_{\sigma \in \Omega_n} |J_\sigma|^{s_*} \right) \quad \text{and so} \quad \sum_{\sigma \in \Omega_n} |J_\sigma|^{s_*} > \xi^{-3s_*} > \xi^{-3}.$$
Now if \( h < s^* \), then \( P(s^*) < 0 \) as \( P(t) \) is strictly decreasing. Then, for any positive integer \( n \), by Lemma 3.4 we have

\[
0 > P(s^*) = \lim_{p \to \infty} \frac{1}{np} \log \sum_{\omega \in \Omega_p} |J_\omega|^{s^*} \geq \lim_{p \to \infty} \frac{1}{np} \log \xi^{-3(p-1)s^*} \left( \sum_{\sigma \in \Omega_n} |J_\sigma|^{s^*} \right)^p,
\]

which implies

\[
0 > \frac{1}{n} \log \left( \xi^{-3s^*} \sum_{\sigma \in \Omega_n} |J_\sigma|^{s^*} \right) \quad \text{and so} \quad \sum_{\sigma \in \Omega_n} |J_\sigma|^{s^*} < \xi^{3s^*} < \xi^3.
\]

Thus, the proposition is obtained.

**Corollary 3.7.** Since \( s_* \) and \( s^* \) be any two arbitrary real numbers with \( 0 < s_* < h < s^* < 1 \), from the above proposition it follows that for all \( n \geq 1 \),

\[
\xi^{-3} \leq \sum_{\sigma \in \Omega_n} |J_\sigma|^h \leq \xi^3.
\]

The following proposition plays an important role in the rest of the paper.

**Proposition 3.8.** (Gibbs-like measure) Let \( h \in (0, 1) \) be such that \( P(h) = 0 \). Then, there exists a constant \( \eta \geq 1 \) and a probability measure \( \mu_h \) supported by \( E \) such that for any \( k \geq 1 \) and \( \omega_0 \in \Omega_k \),

\[
\eta^{-1}|J_{\omega_0}|^h \leq \mu_h(J_{\omega_0}) \leq \eta|J_{\omega_0}|^h.
\]

**Proof.** Consider a sequence of probability measures \( \{\mu_m\}_{m \geq 1} \) supported by \( E \) such that for any \( \omega_0 \in \Omega_m \),

\[
(5) \quad \mu_m(J_{\omega_0}) = \frac{|J_{\omega_0}|^h}{\sum_{\sigma \in \Omega_m} |J_\sigma|^h}.
\]

More precisely, we can construct \( \mu_m \) as follows: First distribute the unit mass among the rank- \( m \) basic intervals according to (5). Inductively, suppose then that we have already distributed the mass of proportion \( \mu_m(J_\eta) \) to basic intervals \( J_\eta \), where \( \eta \in \Omega_n \) for some \( n \geq m \). Then, redistribute the mass concentrated on \( J_\eta \) to each of its q subintervals \( J_{\eta \tau} \) with proportions

\[
\mu_m(J_{\eta \tau}) = \frac{|J_{\eta \tau}|^h}{\sum_{j=1}^q |J_{\eta \tau}|^h} \mu_m(J_\eta).
\]

Repeating the above procedure, we then get the measure \( \mu_m \). Now, fix some \( m \geq 1 \), and take any \( k \leq m \) and \( \omega_0 \in \Omega_k \). We want to check the compatibility of the definition of \( \mu_m \) on an arbitrary \( J_{\omega_0} \). From the disjointness of the sets \( J_\omega \), we obtain

\[
\mu_m(J_{\omega_0}) = \sum_{\tau \in \Omega_{m-k}} \mu_m(J_{\omega_0 \tau}).
\]

Then by (5), we have

\[
(6) \quad \sum_{\sigma \in \Omega_m} |J_\sigma|^h \mu_m(J_{\omega_0}) = \sum_{\tau \in \Omega_{m-k}} |J_{\omega_0 \tau}|^h.
\]

Take any \( \eta \in \Omega_k \). By Lemma 2.5 we have

\[
|J_{\omega_0 \tau}| \leq \xi^2 \frac{|J_{\eta \tau}| |J_{\omega_0}|}{|J_\eta|}.
\]
Hence by (6),
\[ |J_\eta|^h \sum_{\sigma \in \Omega_m} |J_\sigma|^h \mu_m(J_{\omega_0}) \leq \zeta^{2h} |J_{\omega_0}|^h \sum_{\tau \in \Omega_{m-k}} |J_{\eta \tau}|^h, \]
which implies
\[ \sum_{\eta \in \Omega_k} |J_\eta|^h \sum_{\sigma \in \Omega_m} |J_\sigma|^h \mu_m(J_{\omega_0}) \leq \zeta^{2h} |J_{\omega_0}|^h \sum_{\eta \in \Omega_k} \sum_{\tau \in \Omega_{m-k}} |J_{\eta \tau}|^h = \zeta^{2h} |J_{\omega_0}|^h \sum_{\sigma \in \Omega_m} |J_\sigma|^h, \]
and thus,
\[ \mu_m(J_{\omega_0}) \leq \zeta^{2h} \frac{|J_{\omega_0}|^h}{\sum_{\eta \in \Omega_k} |J_\eta|^h}. \]
By an analogous discussion as above, we get
\[ \xi^{-2h} \frac{|J_{\omega_0}|^h}{\sum_{\eta \in \Omega_k} |J_\eta|^h} \leq \mu_m(J_{\omega_0}), \]
and thus,
\[ \xi^{-2h} \frac{|J_{\omega_0}|^h}{\sum_{\sigma \in \Omega_k} |J_\sigma|^h} \leq \mu_m(J_{\omega_0}) \leq \xi^{2h} \frac{|J_{\omega_0}|^h}{\sum_{\sigma \in \Omega_k} |J_\sigma|^h}. \]
Combining it with Corollary 3.7, we get \( \xi^{-2h-3} |J_{\omega_0}|^h \leq \mu_m(J_{\omega_0}) \leq \xi^{2h+3} |J_{\omega_0}|^h \). Take \( \eta = \max\{1, \xi^{2h+3}\} \). Then \( \eta \geq 1 \), and
\[ (7) \quad \eta^{-1} |J_{\omega_0}|^h \leq \mu_m(J_{\omega_0}) \leq \eta |J_{\omega_0}|^h. \]
In the above way, we construct a sequence of probability measures \( \{\mu_m\}_{m \geq 1} \) which are supported by \( E \) and satisfy (7) for any \( k \leq m \) and \( \omega_0 \in \Omega_k \). Since all the measures \( \mu_m \) are probability measures, we are able to extract a subsequence \( \{\mu_{m_n}\}_{n=1}^\infty \) converging weakly to a limit measure \( \mu_h \). To verify that \( \mu_h \) fulfills the desired requirements we use Theorem 1.24 in [M1]. Fix some \( k \geq 1 \) and \( \omega_0 \in \Omega_k \). Then, by the properties of weak convergence, \( \limsup_{n \to \infty} \mu_{m_n}(J_{\omega_0}) \leq \mu_h(J_{\omega_0}) \). Combining it with (7), we get \( \eta^{-1} |J_{\omega_0}|^h \leq \mu_h(J_{\omega_0}) \). On the other hand, take any \( \epsilon > 0 \) small enough so that the \( \epsilon \)-neighborhood \( J(\epsilon) \) of \( J_{\omega_0} \) is separated from the other rank-\( k \) basic intervals. Then, \( \mu_{m_n}(J(\epsilon)) = \mu_{m_n}(J_{\omega_0}) \) for all \( n \geq 1 \). Now, from the properties of weak convergence on open sets (see [M1] Theorem 1.24), the following holds:
\[ \liminf_{n \to \infty} \mu_{m_n}(J(\epsilon)) \geq \mu_h(J(\epsilon)) \geq \mu_h(J_{\omega_0}). \]
Combining it with (7), we get \( \mu_h(J_{\omega_0}) \leq \liminf_{n \to \infty} \mu_{m_n}(J_{\omega_0}) \leq \eta |J_{\omega_0}|^h \). Thus, we have
\[ \eta^{-1} |J_{\omega_0}|^h \leq \mu_h(J_{\omega_0}) \leq \eta |J_{\omega_0}|^h. \]
Finally, for any \( x \notin E \), since \( E \) is closed, there exists an open interval \( U \) containing \( x \) and separated from \( E \) such that \( \mu_h(U) \leq \liminf_{n \to \infty} \mu_{m_n}(U) = 0 \), which asserts that \( \mu_h \) is supported by \( E \). Hence, the proof of the proposition is complete. \( \square \)

The following proposition is useful.

**Proposition 3.9.** Let \( r > 0 \), and let \( U_r \) be the \( r \)-Moran covering of \( E \). Then, there exists a positive integer \( M \) such that the ball \( B(x, r) \) of radius \( r \) for \( x \in J \), intersects at most \( M \) elements of \( U_r \).

**Proof.** By Proposition 3.2 for any \( \sigma \in \Omega \), we get \( |J_\sigma| \geq \xi^{-1} B^{-1} |J_{\sigma^-}| \). Let \( U_r \) be the \( r \)-Moran covering of \( E \). Fix any \( x \in J \), and write \( V = B(x, r) \). Define,
\[ Q_V = \{ J \in U_r : J \cap V \neq \emptyset \}. \]
Note that any interval $J_\sigma$ in $Q_V$ contains a ball of radius $\frac{1}{2}|J_\sigma|$, and all such balls are disjoint. Moreover, all the balls are contained in a ball of radius $2r$ concentric with $V$, and so comparing the volumes (in fact lengths),

$$2r \geq (\#Q_V) \frac{1}{2}|J_\sigma| \geq (\#Q_V) \frac{1}{2}\xi^{-1}B^{-1}|J_\sigma| > (\#Q_V) \frac{1}{2}\xi^{-1}B^{-1}r,$$

which implies $\#Q_V < 4\xi B$. Hence, $M := [4\xi B]$ fulfills the statement of the proposition.

**Proposition 3.10.** Let $h \in (0, 1)$ be such that $P(h) = 0$. Then,

$$0 < \mathcal{H}^h(E) < \infty \text{ and } \dim_H(E) = h.$$

**Proof.** For any $n \geq 1$, the set $\{J_\sigma : \sigma \in \Omega_n\}$ is a covering of the $E$ and so by Corollary 3.7,

$$\mathcal{H}^h(E) \leq \liminf_{n \to \infty} \sum_{\sigma \in \Omega_n} |J_\sigma|^h \leq \xi^3 < \infty,$$

which yields $\dim_H(E) \leq h$. Let $\mu_h$ be the Gibbs-like measure defined in Proposition 3.8 and $k \geq 1$. Then, for any $\sigma \in \Omega_k$, we get $\mu_h(J_\sigma) \leq \eta|J_\sigma|^h$. Let $r > 0$ and let $U_r = \{J_\omega : |J_\omega| \leq r < \xi^{-1}B^{-1}r\}$ be the r-Moran covering of $E$. Then, by Proposition 3.9, we get

$$\mu_h(B(x, r)) \leq \sum_{J_\omega \cap B(x, r) \neq \emptyset} \mu_h(J_\omega) \leq \eta \sum_{J_\omega \cap B(x, r) \neq \emptyset} |J_\omega|^h \leq \eta M r^h.$$

Thus,

$$\limsup_{r \to 0} \frac{\mu_h(B(x, r))}{r^h} \leq \eta M,$$

and so by Proposition 2.1 $\mathcal{H}^h(E) \geq \eta^{-1}M^{-1} > 0$, which implies that $\dim_H(E) \geq h$. Thus, the proposition is yielded. □

Let us now prove the following lemma.

**Lemma 3.11.** Let $h \in (0, 1)$ be such that $P(h) = 0$. Then, $\overline{\dim}_B(E) \leq h$.

**Proof.** Let $\mu_h$ be the Gibbs-like measure defined in Proposition 3.8 and for $r > 0$ let $U_r = \{J_\omega : |J_\omega| \leq r < \xi^{-1}B^{-1}|J_\sigma|^h\}$. Then, for any $J_\sigma \in U_r$, we get $\mu_h(J_\sigma) \geq \eta^{-1}|J_\sigma|^h$. Thus, it follows that

$$||U_r||^h = \sum_{J_\sigma \in U_r} |J_\sigma|^h \leq \eta \sum_{J_\sigma \in U_r} \mu_h(J_\sigma) = \eta.$$

Again, for any $J_\sigma \in U_r$ by Proposition 3.2 it follows that $|J_\sigma| \geq \xi^{-1}B^{-1}|J_\sigma| > \xi^{-1}B^{-1}r$. Hence, $(\xi B)^{-1}r^h N_r(E) \leq ||U_r||^h \leq \eta$, where $N_r(E)$ is the smallest number of sets of diameter at most $r$ that can cover $E$, which implies $N_r(E) \leq \eta (\xi B)^h r^{-h}$ and so

$$\log N_r(E) \leq \log \left[\eta (\xi B)^h\right] - h \log r,$$

which yields

$$\overline{\dim}_B E = \limsup_{r \to 0} \frac{\log N_r(E)}{-\log r} \leq h,$$

and thus, the lemma is obtained. □

Let us now prove the following proposition.

**Proposition 3.12.** Let $h \in (0, 1)$ be such that $P(h) = 0$, and then $\mathcal{P}^h(E) < \infty$. 

Proof. For the Gibbs-like measure $\mu_h$, by Proposition 3.8, there exists a constant $\eta \geq 1$ such that $\mu_h(J_\sigma) \geq \eta^{-1}|J_\sigma|^h$ for $\sigma \in \Omega_k$, $k \geq 1$. Again, Proposition 3.2 gives that
$$|J_\sigma| \geq \xi^{-1}B^{-1}|J_\sigma|.$$ Let $\mathcal{U}_r = \{J_\omega : |J_\omega| \leq r < |J_{\omega_1}|\}$ be the $r$-Moran covering of $E$ for some $r > 0$. Let $x \in J_\sigma$ for some $J_\sigma \in \mathcal{U}_r$, and then $J_\sigma \subset B(x, r)$. Therefore,
$$\mu_h(B(x, r)) \geq \mu_h(J_\sigma) \geq \eta^{-1}|J_\sigma|^h > \eta^{-1}\xi^{-h}B^{-h}r^h,$$ which implies
$$\liminf_{r \to 0} \frac{\mu_h(B(x, r))}{r^h} \geq \eta^{-1}\xi^{-h}B^{-h},$$ and so by Proposition 2.1
$$\mathcal{P}^h(E) \leq 2h\eta\xi^hB^h < \infty,$$ and thus, the proposition is obtained. $\square$

Proof of Theorem 3.1. Proposition 3.10 tells us that $\dim_H(E) = h$, and Lemma 3.11 gives that $\overline{\dim_B}E \leq h$. Combining these with the inequalities in [2], we have
$$\dim_H(E) = \dim_P(E) = \overline{\dim_B}(E) = \underline{\dim_B}(E) = h.$$ Again, from Proposition 3.10 and Proposition 3.12 it follows that
$$0 < \mathcal{H}^h(E) \leq \mathcal{P}^h(E) < \infty.$$ Thus, the proof of the theorem is complete.
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