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One-step electric-field driven methane and formaldehyde synthesis from liquid methanol†

Giuseppe Cassone,*a Fabio Pietrucci,b Franz Saija,c François Gyouτb and A. Marco Saittaab

The reaction pathways connecting methanol to methane and formaldehyde are among the most emblematic in chemistry because of their outstanding interest in the fields of energy, synthesis, and bio- and geo-chemistry. Despite of its fundamental nature, the one-pot synthesis of formaldehyde and methane stemming from methanol has never been reported before. Here we present a study, based on ab initio molecular dynamics and free-energy methods, in which the simultaneous oxidation and reduction (i.e., the disproportionation) of liquid methanol into methane and formaldehyde has been achieved at ambient temperature through the application of a static electric field. Because strong electric fields can be generated in the proximity of field emitter tips, this finding shows that the challenge of experimentally disproportionating methanol into formaldehyde and methane could be attempted. We show that the methanol “solvent” molecules play a major role in this process and that the chemical pathway connecting methanol to the detected products in the bulk liquid phase is very different from its reproduced gas-phase counterpart. Finally, we demonstrate that switching on an external electric field drastically modifies the reaction network of methanol, lowering some activation barriers, stabilizing the methane and formaldehyde products, and opening otherwise difficult-to-achieve chemical routes.

I. Introduction

Albeit the reaction network characterizing the chemistry of methanol (CH₃OH) is highly multifaceted,¹,² the industrially relevant reaction routes starting from the simplest alcohol are well-established.³ There exists a huge variety of chemical transformations in which methanol can be employed as a primary reactant and that can give rise to the formation of hydrocarbons,¹,⁴ olefins,² di-hydrogen,³ dimethyl ether,³ and so on. Due to this evidence, in addition to the fact that methanol can be used as an energy storage system, the possibility to base the world economy on this simple compound has been envisaged.⁵

While methane (CH₄) is typically found as a by-product of the hydrocarbon synthesis from methanol⁶ and, for commercial reasons, the reverse reaction – i.e., from methane to methanol – is strongly encouraged,⁷⁸ formaldehyde (H₂CO) synthesis holds a privileged place among the chemical pathways that can be erected from methanol. Indeed, due to its industrial and economic importance,⁹ great effort has been made in order to control and enhance the production yields of the simplest aldehyde stemming from the simplest alcohol.

The conversion of methanol to formaldehyde is traditionally achieved in the gas phase and in the presence of very specific catalysts¹¹–¹⁵ (i.e., molybdenum oxide based catalysts,¹¹ silver,¹⁶ copper surfaces,¹⁷,¹⁸ etc.). Also in plasma-phase chemistry, some chemical routes that branch out from methanol decomposition show the presence of formaldehyde¹⁹ or of the latter and methane⁹⁰ among a plethora of other gas-phase by-products.

Although the production of formaldehyde stemming from methanol can be also obtained under supercritical aqueous conditions (i.e., T ~ 500 °C and P ~ 24 MPa),²⁰ the unique renowned way to synthesise the simplest aldehyde in the condensed phase under standard conditions occurs by means of alcohol dehydrogenase (ADH) enzymes in biological systems (e.g., in the human liver).

Recently, methanol chemistry has received attention in astrochemistry and in the fast-growing field of prebiotic chemistry. Indeed, newly proposed mechanisms of hydrocarbon production from the simplest alcohol in interstellar space have just been suggested by Olah et al.²¹ Incidentally, a steady growing consensus on (proto)sugar synthesis, starting from methanol as the unique carbon source, has been recorded.²²,²³ It is plausible
that methanol-based chemistry may play an extremely relevant role in synthesising sugars through formaldehyde.

Electric fields can operate as promoters of specific reaction channels. The first experimental evidence that an electric field can control chemical reactions has been recently provided. On the other hand, recent ab initio molecular dynamics (AIMD) studies have succeeded in describing complex chemical reactions of small organic molecules under extreme conditions of confinement and pressure, and, more specifically, in the case of strong electric fields in water, quantitatively confirmed by experiments, including a study mimicking in silico the historical Miller experiment.

Here we present a so far unreported chemical reaction which occurs when a sample of neat liquid methanol is exposed to a static and homogeneous electric field. The formation of formaldehyde, with the consequent release of methane and water, has been detected during our computational experiment. In order to assess the energetic contribution of the field to the reaction and the field-induced changes in the thermodynamic paths undertaken by the newly revealed reaction, we have employed our own recent method of unbiased exploration of chemical reaction networks, capable of revealing unexpected pathways and microscopic mechanisms and, at the same time, to provide the free-energy landscape of those reactions, fully including the effect of the explicit solvent and of the thermodynamic conditions.

II. Methods

Based on the Car–Parrinello (CP) approach, we performed a series of AIMD simulations of a sample of liquid methanol at ambient temperature under the action of intense electric fields. Our sample contained 32 CH₃OH molecules (i.e., 192 atoms) arranged in a cubic cell with side parameter \( a = 12.93 \AA \), so as to reproduce the experimental density of 0.79 g cm\(^{-3}\) at about 300 K. As usual, the structure was replicated in space by using periodic boundary conditions. We gradually increased the intensity of the electric field with a step increment of about 0.05 V Å\(^{-1}\) from zero up to a maximum of 0.60 V Å\(^{-1}\), cumulating a total simulation time of about 35 ps. The fictitious electronic mass was set to a value of 300 a.u., with a cutoff energy of 35 Rydberg (Ry) and a cutoff energy for the charge density of 280 Ry, which allowed us to adopt a timestep of 0.12 fs. With such cutoff values the sample is described in a realistic way since the core electronic interaction is being depicted through ultrasoft pseudopotentials (USPP). As for exchange and correlation effects, we adopted the Perdew–Burke–Ernzerhof (PBE) functional. The dynamics of the ions were simulated classically within a constant number, volume, and temperature (NVT) ensemble.

The free-energy landscape reconstruction has been executed in two steps. The first step had the aim of exploring the relevant basins and the chemical pathways in the Collective-Variables (CV) space. This has been achieved by employing the method presented in ref. 33. The second step aimed at the effective sampling of the known pathways by means of the umbrella sampling approach, which has been exploited for the first time in a complementary fashion to the previous method. This protocol was revealed to be completely reliable both for gas phase and condensed phase chemical reactions. See the ESI† for further details on all the performed calculations and for the full treatment of the gas-phase counterpart of the reaction here analysed.

III. Results and discussion

A. One-pot synthesis of formaldehyde and methane

By applying a static electric field of intensity equal to or greater than 0.30 V Å\(^{-1}\) on a sample of liquid methanol, it is possible to induce the cleavage of the OH alcohol covalent bond which results in the concept of generalization of pH in methanol. The dissociated proton can then migrate via a Grothuss-like mechanism along the H-bond network. This process is assisted by a certain fraction of ionic species, such as the methanol cation CH₃OH⁺ (methyloxonium) and anion CH₃O⁻ (methoxide), which transiently exist and are responsible for the ionic charge flow in the system. Hence, if the field strength is increased above this threshold, the field effects will be manifested also as a consequence of the presence of several ions. This leads to locally enhanced contributions to the external electrostatic potential which, in turn, produce an increase in molecular reactivity. If in neat water, under ambient conditions, fields of \( \sim 0.50 \) V Å\(^{-1}\) can give rise only to improved proton transfer, the reactivity of carbon atoms in methanol leads to more complex chemical transformations. In fact, we observe that a field strength equal to 0.55 V Å\(^{-1}\), assisted by local molecular advantageous circumstances (i.e., nearest neighbors arrangements), is able to break one of the covalent bonds in some methyl groups of methoxide molecules and to create formaldehyde. The formation of this species is naturally accompanied by the release of water and methane according to the following reaction:

\[
2\text{CH}_3\text{OH} \quad E=0.30 \text{ V Å}^{-1} \rightarrow \text{CH}_3\text{OH}^+ \\
+ \text{CH}_3\text{O}^- \quad E=0.55 \text{ V Å}^{-1} \rightarrow \text{H}_2\text{CO} + \text{CH}_4 + \text{H}_2\text{O} \quad (1)
\]

Although the intensity of these fields appears somewhat prohibitive, they are so far outweighed in disparate electrode tip experiments, and the dissociation of simple molecules has been reported for field strengths of \( \sim 0.3 \) V Å\(^{-1}\). Moreover, the spontaneous presence of even stronger fields in the proximity of certain clean and apolar mineral surfaces and in regions surrounding solvated ionic species is well established.

For the sake of a clearer description, albeit in pure liquid methanol there is no difference between solute and solvent molecules, we will indicate as solvent all the other methanol molecules surrounding the ones involved in the chemical reactions.

In the condensed phase, at a given instant, several molecules are arranged in such a way that the most electronegative “pole” is oriented towards the field direction (e.g., see the methoxide CH₃O⁻ in Fig. 1a). Moreover, also as a consequence of the
activated proton transfer, some methyloxonium cations may be oriented with the excess proton in opposition to the electric field direction, as shown in Fig. 1a and e. In particular, during the proton migration process, an oxygen to oxygen intermolecular distance of \( \sim 2.3 \text{ Å} \) with an evenly shared proton can be transiently observed. This represents the formation of a transient Zundel-like ion,\(^{27}\) shown in Fig. 1a and e for two field intensities (i.e., the \([\text{C}_2\text{H}_6\text{O}_2\text{H}_3]^+\) complex), which readily leads to the release of a proton from one donor methanol molecule to an acceptor one. This way, the typical CO bond length of the just formed methyloxonium cation (Fig. 1b and f) becomes sensibly higher than the one characterizing the neutral molecular state in which this species lay before accepting the proton from the solvent. The stretch of the CO bond, if assisted by the local presence of a methoxide anion with its methyl group as its first neighbor, leads to a visible decrease of the CO bond strength (see Fig. 1b, c, f and g). Indeed in few dozens of fs the CO covalent bond of \( \text{CH}_3\text{OH}_2^+ \) is broken whereas the distance between the carbon atom of the newly formed methenium ion \( \text{CH}_3^+ \) (see Fig. 1c and g) and the closest methyl hydrogen atom of \( \text{CH}_3\text{O}^- \) readily approaches a very small value. The final step of this concerted reaction is represented by the ultrafast release of a hydride \( \text{H}^- \) stemming from the methoxide anion, which recombines with the methenium just after the “umbrella inversion” of the latter (Fig. 1d and h). The transformation of methoxide into formaldehyde is characterized by a drastic reduction of the relative CO bond length (i.e., \( \sim 1.2 \text{ Å} \)), which is a manifestation of its peculiar double bond formation. A short movie in mpg format of the whole reaction mechanism is available.\(^\dagger\) The mechanistic pictures described in Fig. 1 are in practice stackable and a recurrent pattern can be recognized for the whole process: the proton transfer that triggers the reaction and the subsequent electrostatic approach of the two counters, which are arranged in a specific orientation with respect to each other and with respect to the field. Although the observed methanol dismutation appears to be highly unlikely under standard conditions and at high temperatures (calculations not shown), the electric field is able to orient the system towards the formaldehyde, methane, and water synthesis. Moreover, by switching off the external field at a strength of 0.55 V Å\(^{-1}\), once the first formaldehyde, water, and methane molecules have been formed in the system, it has been observed that they remain stable.

A useful method that characterizes the electronic ground state properties of a condensed system is represented by the Wannier functions\(^{46,47}\) and, in particular, by the Maximally Localised Wannier Functions (MLWF).\(^{48-50}\) One of the key factors that can be extracted from the MLWF are their charge centers which are a sort of quantum equivalent of the classical concept of the location of an electron pair and thus allow for direct visualization of the bond’s behaviour. The Wannier charge centers characterizing the dynamical progress of the observed reaction at 0.55 V Å\(^{-1}\) are displayed in Fig. 2. In particular, Fig. 2a and b show in the foreground the proton transfer process between two methanol molecules and, in the right part of the relative panels, a methoxide molecule. Since methanol is by itself a polar molecule and, secondly, because of the field-induced polarization effects, the charge centers

![Fig. 1](image_url)  
**Fig. 1** Formaldehyde and methane formation mechanism in the presence of a static electric field oriented along the positive z-axis (i.e., the blue Cartesian axis direction) with strengths of 0.55 V Å\(^{-1}\) (left panel) and 0.60 V Å\(^{-1}\) (right panel). Red, silver, and white coloring refers to oxygen, carbon, and hydrogen atoms, respectively. Four typical distances (shown in Å) have been chosen in order to better follow the reaction: the oxygen to oxygen separation between one solvent molecule and the (future, in panel (a) \( \text{CH}_3\text{OH}_2^+ \); the CO bond length of the latter, the distance between the carbon of methyloxonium and the closest methyl hydrogen atom of \( \text{CH}_3\text{O}^- \), and the CO bond length of the latter. A proton transfer event (a and e) leads to the elongation of the CO bond of the newly formed methyloxonium cation (b and f), i.e., from 1.47 Å to 1.59 Å (left panel) and from 1.48 Å to 1.57 Å (right panel). Simultaneously, electrostatic effects further shorten the CH distance between the carbon of \( \text{CH}_3\text{OH}_2^+ \) and its closest extramolecular hydrogen (b and f). This way the methyloxonium species undergoes the cleavage of its characteristic CO bond (i.e., CO distance of 1.96 Å (left panel) and 1.79 Å (right panel)) and a methenium ion \( \text{CH}_3^+ \) is thus transiently formed (c and g). The ultrafast recombination of the latter with a hydride \( \text{H}^- \) stemming from the methoxide ion leads to the formation of water, methane, and formaldehyde (d and h).
identifying the CO bonds are slightly shifted towards the oxygen atoms of the shown species. A magnification of the progress of the reaction is shown in Fig. 2c and d. In particular, in Fig. 2c, the cleavage of the methyloxonium CO bond and the further approach of the respective Wannier center to the oxygen atom of the forming water molecule should be noted. This leads to the release of the methenium cation CH$_3^+$ as a transient species. In the meantime, a dislocation of the Wannier centers from their standard positions of the methyl group of methoxide has been observed. Indeed, the methyl hydrogen closest to the methenium cation is preparing to bring an electron pair and thus becoming a hydride H–. The further neutralization between the two transient species (i.e., CH$_3^+$ and H–) is shown in Fig. 2d. In the latter, besides trivial distortions due to the re-arrangement of the local electronic structure, the formation of the typical formaldehyde CO double bond can be observed.

In order to better visualize and quantify the solvent effects in screening the bare action of the applied electric field on the reactant atoms of the reaction, a Löwdin population analysis has also been performed both in the condensed and gas phase (see the ESI†). This investigation suggests that the solvent is able to locally screen the reaction (1). Acting molecules play an important role in the evolution of distributions suggest that the correlations between the inter-atomic charge and the feeble electric field induced changes of the atomic charge effects in the sampled atomic configurations. The microscopic evidence of the assistance of the solvent in guiding the reaction (i.e., via proton transfers) and the feeble field-induced changes of the atomic charge distributions suggest that the correlations between the interacting molecules play an important role in the evolution of reaction (1).

As stated before, field intensities of the order or greater than 1 V Å$^{-1}$ are currently found (locally) in disparate condensed systems in which simple solvated ionic species are present, or even at the surface of clean and apolar oxides, such as the (001) MgO surface. In addition, external field strengths of the order of 0.5 V Å$^{-1}$ have been also employed in order to reproduce in silico the historical Miller experiment. In field emitter tip experiments, field strengths of 1–3 V Å$^{-1}$ are recorded and it has been proven that intensities of ~0.3 V Å$^{-1}$ are necessary in order to induce the cleavage of some covalent bonds (i.e., water dissociation). Since a very similar computational setup has been exploited in order to accurately predict the experimental dissociation threshold of the water molecule, thus confirming some preliminary and extremely recent results, there is no reason to think that the same reliability is not preserved for the present chemical reaction. Hence, all the evidence suggests the concrete experimental feasibility of reproducing the proposed reaction by exploiting, as an example, the high field capability of field emitter tips.

B. Free-energy landscapes in the liquid phase

Despite the importance of elucidating the microscopic process that characterizes the above discussed chemical reaction, more fundamental thermodynamic considerations are in order, beyond its mechanistic description. Enhanced sampling techniques allow for the evaluation of the free energy surface (FES) of disparate processes and, recently, a path-Collective-Variables (path-CV) metadynamics method has been developed, which is particularly useful for condensed phase reactions. Within this technique, the portions of the phase space close to the reactants (i.e., 2 neutral methanol molecules in a bath of methanol) and the products (i.e., formaldehyde, a methane, and a water molecule surrounded by methanol molecules) basins have been at first explored and consequently sampled in solution (and in

Fig. 2 Wannier charge centers (blue small spheres) characterizing the dynamical evolution of the reaction shown in the left panel of Fig. 1, which leads to the formation of water, methane, and formaldehyde. The electric field orientation is exactly the same as that shown in Fig. 1 (i.e., from left to right).
the gas phase, see the ESI†). This way, the FES of reaction (1) has been reconstructed in the zero-field regime and under the action of a field strength of 0.30 V Å−1. The choice of sampling the system under a lower field intensity than that which renders the reaction barrierless (0.55 V Å−1) is dictated by the necessity of monitoring and quantifying the field-induced changes on the free energy landscape for field intensities that are not large enough to induce the barrierless formation of formaldehyde, methane, and water. In Fig. 3, the free energy landscape of reaction (1) in the absence of the electric field is shown. The chemical transformation is inhibited by the presence of a high free-energy barrier of 45 kcal mol−1. The catalysis effects of the external electric field are manifested from the induced changes on the FES of reaction (1), as shown in Fig. 4. Even in the presence of a field strength lower than that capable of rendering the reaction barrierless, the products are stabilized: a comparable free energy estimate characterizes the initial and the final states. Another important aspect concerns the field-induced changes in the transition region (S ~ 1.45). By comparing the FES evaluated in the zero-field regime (Fig. 3) with that in the presence of a field strength of 0.30 V Å−1 (Fig. 4), an evident modification of the shape can be recognized. In fact, a field strength that is roughly half (0.30 V Å−1) of that which is able to overcome the reaction barrier (0.55 V Å−1), definitely lowers a portion of the barrier of approximately a third with respect to that of the fieldless case, i.e., ~30 kcal mol−1 vs. ~45 kcal mol−1, respectively. This finding is not so surprising if one takes into account that the solvent is fundamental in assisting this kind of reaction. Indeed, the field strength of 0.30 V Å−1 represents the known methanol dissociation threshold37 and the formation of ionic species such as CH3OH2+ and CH3O− produces intense local fields, as is usual when dealing with solvated ions.44–45 Moreover, the region of the free energy barrier that is significantly modified by the field action corresponds to the effectively recorded passage in our unbiased AIMD simulation (i.e., it is the natural reaction pathway when a strong electric field is applied). Hence the external electric field is able to open reaction pathways that were avoided in the zero-field regime. Indeed, the two observed reaction mechanisms in absence of the electric field and the one observed at 0.55 V Å−1 during our theoretical experiment are substantially different as shown in Fig. 5.

C. Transition state detection

With the aim of fully characterizing the transition states (TSs) of all the observed reactions, at zero or finite fields, committor analysis32 has been performed, by shooting many unbiased trajectories, each one starting from a structure thought to be a plausible transition state. In the middle panel of Fig. 6 the most likely TS of the reaction in the zero-field regime is shown. Launching 40 independent simulations from this specific configuration, in the absence of an electric field, it has been observed that 60% and 40% of them fell in the reactant and in the product basin, respectively (upper part of Fig. 6). We thus define this initial molecular state as the likely TS. Moreover, from a similar kind of statistical analysis, additional powerful information can be gained if one performs the committor analysis on the same configuration TS in the presence of a field with an intensity of 0.30 V Å−1, once oriented along the positive

---

**Fig. 3** FES of reaction (1) in the zero-field regime. The energy scale (depth) is in kcal mol−1 whereas the S-axis and the Z-axis represent the progress along the reaction and a sort of distance from its ideal path, respectively. Low values of S characterize a system of pure liquid methanol whereas high values of this parameter describe a sample composed of a formaldehyde, a methane, and a water molecule in a bath of methanol molecules. In the picture frames are shown the local structures of reactants, transition states, and products corresponding to their relative location on the FES in the space spanned by the CV.

**Fig. 4** FES of reaction (1) under a relatively moderate field strength of 0.30 V Å−1. The energy scale (depth) is in kcal mol−1 whereas the S-axis and the Z-axis represent the progress along the reaction and a sort of distance from its ideal path, respectively. Low values of S characterize a system of pure liquid methanol whereas high values of this parameter describe a sample composed of a formaldehyde, a methane, and a water molecule in a bath of methanol molecules and its ionic equivalents. In the picture frames are shown the local structures of reactants, transition states, and products corresponding to their relative location on the FES in the space spanned by the CV. For (S, Z) ~ (1.45; 0.3 – 0.4), where is located the observed transition state in presence of a field of 0.55 V Å−1, the free energy is ~30 – 35 kcal mol−1. This value is not negligibly lower than that observed for the fieldless case (i.e., ~45 kcal mol−1) (see Fig. 3).
z-axis (right part of Fig. 6) and once towards the opposite direction (left part of Fig. 6). The change of the topological arrangement of the molecules with respect to the field direction induces dramatically different paths. In one case the reaction proceeds always to the products, whereas in the other case the atomic configuration always and suddenly evolves to the typical reactants configuration. This means that the orientation of the field qualitatively changes some features of the evolution of a given chemical reaction. The committor analysis has also been conducted in order to identify the TS of the reaction at 0.30 V Å⁻¹, which is shown in the middle panel of Fig. 7. Again, 50 ± 10% of the trajectories starting from the shown TS structure under the effect of a field intensity equal to 0.30 V Å⁻¹ fell either in the reactant or in the product basin. This TS is different from that recorded in the zero-field regime, suggesting that the electric field strength effectively modifies the accessible reaction pathways by changing the TS. The latter, in this case, resembles more the reactant state with respect to that of the zero-field regime, where the TS shows a molecular configuration towards the product state. Of course, it is not just the field intensity that plays a crucial role in shaping the TSs, but field-induced differences may be ascribed also to the peculiar field direction. As shown in the lower part of Fig. 6, if the field orientation is reversed, the trajectories evolve either always towards the reactants or always towards the products. This latter finding echoes the recent discovery that an electric field can promote or hinder a chemical reaction; moreover, our molecular-level study indicates that the electric field is capable of finely shaping the pathways of a chemical transformation depending on its strength and on its direction.
IV. Conclusions

In this paper we studied the effects of the application of intense electric fields on bulk liquid methanol by means of ab initio molecular dynamics and free-energy techniques. Our results revealed that field strengths beyond 0.50 V Å⁻¹ are able to trigger the one-pot formation of formaldehyde, methane, and water from neat liquid methanol. This disproportionation reaction can be seen as a new basic chemistry “textbook” example and it may open new chemical pathways for formaldehyde synthesis from methanol. Indeed, electric fields of this order of magnitude (and even higher) are currently generated in the proximity of field emitter tips and the proposed reaction may be experimentally reproduced.

We show the way in which the electric field plays a major role both in modifying the free-energy activation barriers and in reshaping the methanol reaction networks. This is due to the key role of the surrounding “solvent” methanol molecules in triggering and promoting the field-induced chemical pathways. This reaction happens each time these microscopic conditions are met and it is clear that strong electric fields help it dramatically. The importance of the “solvent” molecules is highlighted, inter alia, by the fact that the gas-phase variant of the disproportionation reaction of methanol is strongly discouraged, being characterized by a very high activation barrier even in the presence of the electric field. However, in the reproduced gas-phase reaction, an evident field-induced increase of the selectivity of the reaction has been recorded.

On one hand, we provide a powerful and efficient method for exploration of chemical reactions in the condensed phase, and on the other hand, our results show the effects that external electric fields have on orienting and modifying chemical reactions and, moreover, they reveal several microscopic and thermodynamic aspects through which the field acts. All the presented findings suggest the concrete experimental feasibility of synthesising formaldehyde and methane from liquid methanol by means of the high field capability of field emitter tip apparatus.
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