Deep CNN with Skip Connection and Network in Network for Super-Resolving Blurry Text Images
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Abstract—Deep convolutional neural networks (Deep CNN) have achieved hopeful performance for single image super-resolution. In particular, the Deep CNN skip Connection and Network in Network (DCSCN) architecture has been successfully applied for natural images super-resolution. In this work we adopt DCSCN for deblurring and super-resolving single text images. We suggest a novel approach that performs jointly super-resolution and deblurring from a low blurry image. The experimental results have achieved state-of-the-art performance in PSNR and SSIM metrics. Thus, we confirm that DCSCN provides satisfactory results for enhancement tasks on low blurry images. The quantitative and qualitative evaluation on different datasets proves the high performance of our model to reconstruct high-resolution and sharp text images. In addition, in terms of computation time, our proposal improves the efficiency of comparable approaches.

Index Terms—Image super-resolution, Image deblurring, Deep CNN, Text images.

I. INTRODUCTION

Image quality enhancement is an essential step in image processing. In image processing there are several categories of image enhancement such as deblurring, denoising, dehazing and super-resolution. One of the hardest challenges in image processing is the super-resolution of blurry text images [1], [2], [3]. In this paper, we are interested in improving the quality of text images to facilitate document image analysis tasks such as optical character recognition (OCR) and further text processing. In recent years, many works have focused on the super-resolution of images. For instance, Deep convolutional neural networks (Deep CNN) have achieved hopeful performance for single image super-resolution. However, there is little research in the literature about the super-resolution of blurry text images, i.e. address jointly the problems of deblurring and super-resolving text images.

The main objective of this paper is to achieve these two joint problems of deblurring and super-resolution of text images without having knowledge of the blur kernel. Our proposal is based on the Deep CNN skip Connection and Network in Network (DCSCN) [4] architecture, which has been successfully applied in the past for natural images super-resolution. Within the context of our proposal, we use DCSCN to recover a sharp high resolution image from a low blurred input image. Thus, no information about the blur kernel is required. As shown in Figure 1, DCSCN is a fully convolutional neural network. This model contains two sections. The first one is the feature extraction network, which is in charge of extracting both the local and the global image features. The second one is the reconstruction network, which is responsible of reconstructing the image details. One of the main advantages of this model is that it provides an efficient computation for image reconstruction, achieving a computation time lower than comparable state-of-the-art approaches.

The remainder of this paper is organized as follows. We present the state-of-the-art methods in Section II. Section III presents the details about the proposed method. The experiment results and discussions are described in Section IV. Section V provides some concluding remarks.

II. RELATED WORK

A. Image Super-resolution

In recent years, there have been remarkable advances in image super-resolution. We can identify two main categories of super-resolution methods: exemplar-based methods and regression-based methods.

Regarding exemplar-based methods, Wang et al [5] proposed a method for learning a semi-coupled dictionary that consists of a pair of dictionaries (one for high resolution domain, and another for low resolution domain) and a mapping function. In the same line of using dictionaries, Yang et al [6] trained jointly two dictionaries for low and high resolution image patches and establish a similarity function between the sparse representations of low and high resolution image patch pairs. Zeng et al. [7] also proposed a single image super-resolution method that learns iteratively non-linear mappings between low and high resolution sparse representations. Focused on the problem of generating high resolution images from face images, Yang et al [8] proposed to learn statistical priors by exploiting local image structures (facial components, contours and smooth regions).

With respect to regression-based methods, we can cite the work of Zhang et al [9], who proposed a non-local kernel regression framework that takes profit of non-local self-similarity of image patches that tend to repeat themselves in natural images and the local structural regularity properties in image patches. Sun et al. [10] exploited the use of gradient profiles describing the shape and sharpness of image gradients to estimate a high-resolution image from a low resolution image. In the case of Yang et al. [11], they proposed a method that learns statistical priors by applying simple functions to
exemplars, which are extracted by dividing the feature space in numerous subspaces. Another relevant work is the one proposed by Timofte et al [12], who combined the simple functions approach with the use of anchored neighborhood regression, an approach that learns sparse dictionaries and regressors anchored to the dictionary atoms.

Last, we must mention the existence of recent works that have successfully applied convolutional neural networks (CNN) for single image super-resolution. In particular, the work of Tran et al. [13] is especially relevant as they have focused on text image super-resolution by adapting the Deep Laplacian Pyramid Network.

B. Image deblurring

Image deblurring has been studied for a long time, and in recent years several works have specially focused on the problem of deblurring text images by means of Bayesian-based methods. For instance, Ljubenovic et al. [14] proposed the use of a dictionary-based prior for class-adapted blind deblurring of document images. Jjang et al. [15] have also proposed a method based on the two-tone prior for text image deblurring.

In addition, CNN networks have been also applied for text image deblurring. An example of this kind of works is the one proposed by Hradis et al. [16], an end-to-end method to generate sharp images from blurred ones using CNN. Their network, consisting of 15 convolutional layers, is trained on 3 classes (blur, sharp image and kernel blur).

C. Joint super-resolution and deblurring

There have been recent proposals to solve jointly the image super-resolution and the deblurring problems using deep learning.

Zhang et al. [1] suggested a deep encoder-decoder network (ED-DSRN) to solve the problem of blurry images degraded by Gaussian blur kernel. Zhang, Dong et al. [2] proposed a method for weighting several enhanced versions of an input image with the weights predicted by a CNN. Liang et al. [3] proposed a novel dual supervised network (DSN) to solve the deblurring and super-resolution problems.

Du et al. [17] suggested a novel approach based on CNN to reconstruct high resolution images from low-blurry ones. Liu et al. [18] proposed a deep decoupled cooperative learning based CNN deblurring model to achieve disentangling and synthesizing single image super-resolution and motion deblurring. Lumentut et al. [19] proposed a framework for the light field (LF) image enhancement using a deep neural net to super-solve the LF spatial deblurring and super-resolution under 6-degree-of-freedom camera motion. Albluw et al. [20] also proposed a novel method for single image super-resolution to tackle blur with the down-sampling of images by using CNN.

Making profit from Generative Adversarial Networks (GAN), several works have been proposed in recent years. Yun and Park [21] used GAN to reconstruct high-resolution facial images by simultaneously generating a high-resolution image with and without blur. Li et al. [22] proposed a novel approach using GAN with Pixel and Perceptual Regularizations, denoted P2GAN, to restore single motion blurry and low-resolution images jointly into clear and high-resolution images. Du et al. [23] also proposed a method based on GAN for reconstructing clear high-resolution images directly from blurred low-resolution natural scene images. And focusing on the context of images combining faces and text, Xu et al. [24] trained a GAN network for super-resolving this kind of images.
III. PROPOSED METHOD

As shown in Figure 1, we employ the same network and we start from scratch to train the model. The model is a fully convolutional neural network. It consists of two parts: a feature extraction network and a reconstruction network. We try to adjust the network to optimize the results on text images by changing the hyper-parameters.

A. Feature extraction

In general, all deep learning methods have a pre-processing step which is the up-sampling of the images input. In these methods the single image super-resolution networks can be pixel-wise, which is the main reason to have a big network with a large CNN rather than the complexity of computation. The fact is that these methods require multiple GPU computing to accelerate the computation, but these computation resources are not always available. To solve this issue, the DCSCN model uses a feature extraction section to decrease the size of the network and have a fast response time. DCSCN uses the original image as input of the network and the up-sampling step is inside the architecture, which decreases the number of layers and obtains a better performance with faster computation.

As an initial configuration of our architecture we started with the same network used in DCSCN, which contains seven 3x3 CNNs with ReLU layer activator. Since the results were promising, we tried to optimize the network for text images and tested several activators such as ReLU, LeakyReLU, PReLU, Sigmoid, Tanh and SELU. Finally, we fixed the activator at PReLU because it obtained the best results to train the network.

In addition, to extract features efficiently, we evaluated different number of layers. On the one hand, we wanted to use the minimum layers to have a fast performance. On the other hand, we aimed to solve correctly the problem of deblurring and super-resolution at the same time. After many experiments, we fixed the number of filters of first feature-extraction CNNs to 196 and the number of filters of last feature-extraction CNNs to 32. Unlike to DCSCN, which has seven layers, we propose a cascade of eight 3x3 CNNs.

With respect to other parameters, we have decreased the filter decay gamma from 1.5 to 1.2. In addition, we have tested different initializers for weights: Uniform, Stddev, Xavier, He, Identity or Zero. At the end, we chose He initializer.

In summary, with this network the input image cascades to a set of CNN weights, biases and non-linear layers. After, all the extracted features are connected with skip connection to the next section of the network for reconstructing the high-resolution and sharp image.

B. Image reconstruction

In the reconstruction network, the CNN structure is parallelized in the same way as in the Network in Network architecture [25]. The main benefit of this structure is to reduce the dimensions of the previous layer for faster computation and to add more non-linearity to enhance the potential representation of the network. Therefore, we can lessen the number of transposed CNN filters. In addition, it must be noted that 1x1 CNNs have a computation cost 9 times lower than 3x3 CNNs. Thus, the size of the network will be reduced. As it has been mentioned before, all the global/local features are extracted and concatenated at the input layer of the reconstruction network. The input data will be very large, so it is a good idea to use 1x1 CNNs to reduce the dimensions and generate the high resolution sharp image. As shown in figure 1, the dark blue CNN generate 4 outputs channels (in case the scale factor is equals to 2) and at the end of the model the low-resolution image is reshaped to a high-resolution and sharp one by adding the bicubic up-sampled original input image. We fixed the number of reconstruction layers to 3. The number of CNN filters in A1 at the reconstruction network is 64, and the number of CNN filters in B1 and B2 at the reconstruction network is set to 32.

IV. EXPERIMENT RESULTS

A. Datasets and environment configuration

For training the network we used the dataset proposed by Hradis et al. [16], which contains 66,742 paired images. We used only the sharp images as input to train the model. We cropped randomly the images with a patch size of 32x32, generating around 600,000 training images. For the generation of the training set, we fixed the pixel shuffler filters at 1. All the images, originally in RGB color, were converted to YCbCr images, and only the Y-channel was processed. As mentioned before, each training image was split into 32x32 patches and 20 patches were used as a mini-batch.

With respect to the network, the He initializer [26] was used for each CNN, and all biases and PreluUs were initialized to 0. We fixed the dropout to 0.8 used in each output of PreLU layers. To minimize the loss, we used the Adam optimizer with a learning rate equals to 0.002.

About the testing dataset, we decided to test the model on two different datasets: 100 paired images of the dataset proposed by Hradis et al.[16], which include both blurred and sharp low resolution images; and the dataset proposed by Tran et al. [13].

Figure 2 shows some representative examples of the training and testing datasets.

In addition, it must be noted that all the computation works were executed on an Ubuntu server with NVIDIA Quadro P6000 GPUs.

B. Quantitative Evaluation

We have evaluated quantitatively our method using two metrics: Structural Similarity Index (SSIM) and Peak Signal to Noise Ratio (PSNR). Table I shows the values obtained for these metrics according to different scales and selection of subsets extracted from the testing dataset. We make a distinction between blurred and sharp images selected from Hradis et al source [16], and the images taken from Tran et al source [13].
In addition, we have compared quantitatively our method with the original method of DCSCN [4] and the method proposed by Xu et al [24]. For this comparison we have used the blurred text images selected from Hradis et al source [16] and two different scales. As shown in table II, our model achieves good values of SSIM and PSNR, a bit higher than the original method of DCSN and clearly better than the results obtained by Xu et al.

Last, we have also compared the quality of the OCR output obtained from the improved images generated by our method and DCSCN[4], which behaves better than the method of Xu et al. [24] as confirmed in table II. After applying Tesseract software\(^1\) to obtain OCR from the sharp images in the testing dataset (used as reference text) and the images returned by the methods, we have computed the average Word Error Rate (WER) and the average cosine similarity between the character frequency vectors derived from each pair of corresponding OCR output files. As shown in table III, our method performs better in scale 2 and 4, i.e. the WER value is lower and the cosine similarity is higher. It must be noticed that the obtained OCR is not perfect, even for the sharp images in the testing dataset, because we are using cropped images with incomplete words and lines. In the case of character frequency vectors it must be also noted that we have considered only the detection of letters and digits within the range of printable characters in ASCII encoding.

### C. Qualitative Evaluation

Figures 3, 4 and 5 show three examples of the reconstruction provided by our model. Our model succeeded to reconstruct high resolution clear images from low blurry inputs. Compared to the ground truth, our method generates images with much clearer characters.

It must be noted that figure 5 also includes a visual comparison with respect to the results obtained by the state-of-the-art methods. Apart from the quantitative improvement shown in table II, the visual result of our method provides a much clearer and sharper image.

### V. Conclusions

In this work, we have demonstrated that DCSCN is a feasible approach to generate high-resolution clear images from blurred low-resolution text images. With respect to the original architecture [4], the main contribution of the paper

---

\(^1\)https://opensource.google/projects/tesseract

---

TABLE I

| Scale | Testing dataset | PSNR       | SSIM       |
|-------|-----------------|------------|------------|
| x4    | Hradis et al., blurred | 32.337284  | 0.744406996|
| x4    | Hradis et al., sharp    | 34.324848  | 0.96228275 |
| x4    | Tran et al.          | 33.2383627 | 0.946485035|
| x3    | Hradis et al., blurred | 31.653434  | 0.5813587  |
| x3    | Hradis et al., sharp   | 34.95663191| 0.946485035|
| x3    | Tran et al.          | 35.41034541| 0.7966061  |
| x2    | Hradis et al., blurred | 31.853465  | 0.67898    |
| x2    | Hradis et al., sharp   | 36.5258812 | 0.990195   |
| x2    | Tran et al.          | 35.70103685 | 0.961458168044 |

TABLE II

| Algorithm | Scale | Average WER | Average cosine similarity |
|-----------|-------|-------------|----------------------------|
| Xu et al.[24] | 4     | 0.5775671   | 0.94491255029269           |
| DCSCN[4]   | 4     | 0.5772893   | 0.94915078771532           |
| Ours       | 4     | 0.5164537   | 0.961377834949894          |
| Xu et al.[24] | 2     | 0.5178426   | 0.961377834949894          |
| DCSCN[4]   | 2     | 0.5164537   | 0.961377834949894          |
| Ours       | 2     | 0.5164537   | 0.961377834949894          |
is the adjustment of parameters in DCSCN architecture to provide appropriate results for text images.

In addition, we have compared our proposal with two relevant state-of-the-art methods verifying that our approach performs better, not only in terms of quantitative measures, but also taking into account the visual results. Last, we must remark that this proposal can be efficiently implemented and run with a quick response time.
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