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Abstract
We present an unsupervised non-parallel many-to-many voice conversion (VC) method using a generative adversarial network (GAN) called StarGAN v2. Using a combination of adversarial source classifier loss and perceptual loss, our model significantly outperforms previous VC models. Although our model is trained only with 20 English speakers, it generalizes to a variety of voice conversion tasks, such as any-to-many, cross-lingual, and singing conversion. Using a style encoder, our framework can also convert plain reading speech into stylistic speech, such as emotional and falsetto speech. Subjective and objective evaluation experiments on a non-parallel many-to-many voice conversion task revealed that our model produces natural sounding voices, close to the sound quality of state-of-the-art text-to-speech (TTS) based voice conversion methods without the need for text labels. Moreover, our model is completely convolutional and with a faster-than-real-time vocoder such as Parallel WaveGAN can perform real-time voice conversion.

1. Introduction
Voice conversion (VC) is a technique for converting one speaker’s voice identity into another while preserving linguistic content. This technique has various applications, such as movie dubbing, language learning by cross-language conversion, speaking assistance, and singing conversion. However, most voice conversion methods require parallel utterances to achieve high-quality natural conversion results, which strongly limits the conditions where this technique can be applied.

Recent work in non-parallel voice conversion using deep neural network models can mainly be divided into three categories: auto-encoder-based approach, TTS-based approach, and GAN-based approach. Auto-encoder approach, such as in [1] [2] [3] [4], seeks to encode speaker-independent information from input audio by training models with proper constraints. This approach requires carefully designed constraints to remove speaker-dependent information, and the converted speech quality depends on how much linguistic information can be retrieved from the latent space. On the other hand, GAN-based approaches, such as CycleGAN-VC [5] and StarGAN-VC2 [6], do not constrain the encoder, instead, they use a discriminator that teaches the decoder to generate speech that sounds like the target speaker. Since there is no guarantee that the discriminator will learn meaningful features from the real data, this approach often suffers from problems such as dissimilarity between converted and target speech, or distortions in voices of the generated speech. Unlike the previous two methods, TTS-based approaches like Cotatron [7], AttS2S-VC [8] and VTN [9] take advantage of text labels and synthesizes speech directly by extracting aligned linguistic features from the input speech. This ensures that the converted speaker identity is the same as the target speaker identity. However, this approach requires text labels, which are not often available at hand.

Here, we present a new method for unsupervised non-parallel many-to-many voice conversion using recently proposed GAN architecture for image style transfer, StarGAN v2 [10]. Our framework produces natural-sounding speech and significantly outperforms the previous state-of-art method, AUTO-VC [11] in terms of both naturalness and speaker similarity, approaching the TTS based approaches such as VTN [9] as reported in Voice Conversion Challenge 2020 (VCC2020) [11]. Besides, our model can generalize to a variety of voice conversion tasks, including any-to-many conversion, cross-language conversion, and singing conversion, even though it was trained only on monolingual speech data with limited numbers of speakers. Furthermore, when trained on a corpus with diverse speech styles, our model shows the ability to convert into stylistic speech, such as converting a plain reading voice into an emotive acting voice and convert a chest voice into a falsetto voice.

We have multiple contributions in this work: (i) applying StarGAN v2 to voice conversion, which enables converting from plain speech into speech with a diversity of styles, (ii) introduce a novel adversarial source classifier loss that greatly improves the similarity in terms of speaker identity between the converted speech and target speech, and (iii) the first voice conversion framework, as far as we know, that employs perceptual losses using both automatic speech recognition (ASR) network and fundamental frequency (F0) extraction network.

2. Method
2.1. StarGANv2-VC
StarGAN v2 [10] uses a single discriminator and generator to generate diverse images in each domain with the domain-specific style vectors from either the style encoder or the mapping network. We have adopted the same architecture to voice conversion, treated each speaker as an individual domain, and added a pre-trained joint detection and classification (JDC) F0 extraction network [13] to achieve F0-consistent conversion. An overview of our framework is shown in Figure 1.

Generator. The generator G converts an input mel-spectrogram \( X_{src} \) into \( G(X_{src}, h_{sty}, h_{f0}) \) that reflects the style in \( h_{sty} \), which is given either by the mapping network or the style encoder, and the fundamental frequency in \( h_{f0} \), which is provided by the convolution layers in the F0 extraction network \( F \).

F0 network. The F0 extraction network \( F \) is a pre-trained JDC network [12] that extracts the fundamental frequency from an input mel-spectrogram. The JDC network has convolutional layers followed by BLSTM units. We only use the convolutional output \( F_{con}(X) \) for \( X \in \mathcal{X} \) as the input features.

Mapping network. The mapping network \( M \) generates a style vector \( h_{sty} = M(z, y) \) with a random latent code \( z \in \mathcal{Z} \) in a domain \( y \in \mathcal{Y} \). The latent code is sampled from a Gaussian distribution to provide diverse style representations in all domains.
The style vector representation is shared for all domains until the last layer, where a domain-specific projection is applied to the shared representation.

**Style encoder.** Given a reference mel-spectrogram \( \mathbf{X}_{\text{ref}} \), the style encoder \( S \) extracts the style code \( h_{\text{sty}} = S(\mathbf{X}_{\text{ref}}, y) \) in the domain \( y \in \mathcal{Y} \). Similar to the mapping network \( M \), \( S \) first processes an input through shared layers across all domains. A domain-specific projection then maps the shared features into a domain-specific style code.

**Discriminators.** The discriminator \( D \) in \([13]\) has shared layers that learns the common features between real and fake samples in all domains, followed by a domain-specific binary classifier that classifies whether a sample is real in each domain \( y \in \mathcal{Y} \). However, since the domain-specific classifier consists of only one convolutional layer, it may fail to capture important aspects of domain-specific features such as the pronunciations of a speaker. To address this problem, we introduce an additional classifier \( C \) with the same architecture as \( D \) that learns the original domain of converted samples. By learning what features elude the input domain even after conversion, the classifier can provide feedback about features invariant to the generator yet characteristic to the original domain, upon which the generator should improve to generate a more similar sample in the target domain. A more detailed illustration is given in Figure 2

2.2. Training Objectives

The aim of StarGANv2-VC is to learn a mapping \( G : \mathcal{X}_{\text{src}} \rightarrow \mathcal{X}_{\text{trg}} \) that converts a sample \( \mathbf{X} \in \mathcal{X}_{\text{src}} \) from the source domain \( y_{\text{src}} \in \mathcal{Y} \) to a sample \( \hat{\mathbf{X}} \in \mathcal{X}_{\text{trg}} \) in the target domain \( y_{\text{trg}} \in \mathcal{Y} \) without parallel data.

During training, we sample a target domain \( y_{\text{trg}} \in \mathcal{Y} \) and a style code \( s \in S_{y_{\text{trg}}} \) randomly via either mapping network \( g(z, y_{\text{trg}}) \) with a latent code \( z \in \mathcal{Z} \), or style encoder \( s = S(\mathbf{X}_{\text{ref}}, y_{\text{trg}}) \) with a reference input \( \mathbf{X}_{\text{ref}} \in \mathcal{X} \). Given a mel-spectrogram \( \mathbf{X} \in \mathcal{X}_{\text{src}} \), the source domain \( y_{\text{src}} \in \mathcal{Y} \) and the target domain \( y_{\text{trg}} \), we train our model with the following loss functions.

**Adversarial loss.** The generator takes an input mel-spectrogram \( \mathbf{X} \) and a style vector \( s \) and learns to generate a new mel-spectrogram \( G(\mathbf{X}, s) \) via the adversarial loss

\[
\mathcal{L}_{\text{adv}} = \mathbb{E}_{\mathbf{X} \sim \mathcal{X}_{\text{src}}, s} \left[ \log D(\mathbf{X}, y_{\text{src}}) \right] + \mathbb{E}_{\mathbf{X} \sim \mathcal{X}_{\text{trg}}, s} \left[ \log (1 - D(G(\mathbf{X}, s), y_{\text{trg}})) \right]
\]

where \( D(\cdot, y) \) denotes the output of real/fake classifier for the domain \( y \in \mathcal{Y} \).

**Adversarial source classifier loss.** We use an additional adversarial loss function with the source classifier \( C \) (see Figure 2)

\[
\mathcal{L}_{\text{advcls}} = \mathbb{E}_{\mathbf{X} \sim \mathcal{X}_{\text{trg}}, s} \left[ \text{CE}(C(G(\mathbf{X}, s)), y_{\text{trg}}) \right]
\]

where \( \text{CE}(\cdot) \) denotes the cross-entropy loss function.

**Style reconstruction loss.** We use the style reconstruction loss to ensure that the style code can be reconstructed from the generated samples.

\[
\mathcal{L}_{\text{sty}} = \mathbb{E}_{\mathbf{X} \sim \mathcal{X}_{\text{trg}}, s} \left[ \| s - S(G(\mathbf{X}, s), y_{\text{trg}}) \|_1 \right]
\]

**Style diversification loss.** The style diversification loss is maximized to enforce the generator to generate different samples with different style codes. In addition to maximizing the mean absolute error (MAE) between generated samples, we also maximize MAE of the F0 features between samples generated with different style codes

\[
\mathcal{L}_{\text{div}} = \mathbb{E}_{\mathbf{X}, z_1, z_2, y_{\text{trg}}} \left[ \| G(z_1, y_{\text{trg}}) - G(z_2, y_{\text{trg}}) \|_1 \right] + \mathbb{E}_{\mathbf{X}, z_1, z_2, y_{\text{trg}}} \left[ \| F_{\text{conv}}(G(z_1, y_{\text{trg}})) - F_{\text{conv}}(G(z_2, y_{\text{trg}})) \|_1 \right]
\]

where \( z_1, z_2 \sim S_{y_{\text{trg}}} \) are two randomly sampled style codes from domain \( y_{\text{trg}} \) and \( F_{\text{conv}}(\cdot) \) is the output of convolutional layers of F0 network \( F \).
**F0 consistency loss.** To produce F0-consistent results, we add an F0-consistent loss with the normalized F0 curve provided by F0 network \( F \). For an input mel-spectrogram \( X \), \( F(X) \) provides the absolute F0 value in Hertz for each frame of \( X \). Since male and female speakers have different average F0, we estimate the style code of the input \( X \) by \( \hat{G}(X, s) \) to provide the absolute F0 value in Hertz for each frame of \( X \). The F0 consistency loss is thus

\[
L_{f0} = \mathbb{E}_{X,s} \left[ \left\| \hat{F}(X) - \hat{F}(G(X, s)) \right\|_1 \right] 
\]  

(5)

**Speech consistency loss.** To ensure that the converted speech has the same linguistic content as the source, we employ a speech consistency loss using convolutional features from a pre-trained joint CTC-attention VGG-BLSTM network [14] given in Espnet toolkit [15]. Similar to [16], we use the output from the intermediate layer before the LSTM layers as the linguistic feature, denoted by \( h_{asr}(.) \). The speech consistency loss is defined as

\[
L_{asr} = \mathbb{E}_{X,s} \left[ \left\| h_{asr}(X) - h_{asr}(G(X, s)) \right\|_1 \right] 
\]  

(6)

**Norm consistency loss.** We use the norm consistency loss to preserve the speech/silence intervals of generated samples. We use the absolute column-sum norm for a mel-spectrogram \( X \) with \( N \) mels and \( T \) frames at the \( t^{th} \) frame, defined as \( \|X_{t,\cdot}\| = \sum_{n=1}^{N} |X_{n,t}| \), where \( t \in \{1, \ldots, T\} \) is the frame index. The norm consistency loss is given by

\[
L_{norm} = \mathbb{E}_{X,s} \left[ \frac{1}{T} \sum_{t=1}^{T} \left\| X_{t,\cdot} - \|G(X, s)_{t,\cdot}\| \right\|_1 \right] 
\]  

(7)

**Cycle consistency loss.** Lastly, we employ the cycle consistency loss [17] to preserve all other features of the input

\[
L_{cyc} = \mathbb{E}_{X, y_{src}, y_{trg}} \left[ \left\| X - \hat{G}(G(X, s), \delta) \right\|_1 \right] 
\]  

(8)

where \( \delta = S(X, y_{src}) \) is the estimated style code of the input in the source domain \( y_{src} \in \mathcal{Y} \).

**Full objective.** Our full generator objective functions can be summarized as follows:

\[
\min_{G,S,M} \lambda_{adv} L_{adv} + \lambda_{advcl} L_{advcl} + \lambda_{sty} L_{sty} - \lambda_{ds} L_{ds} + \lambda_{f0} L_{f0} + \lambda_{asr} L_{asr} + \lambda_{norm} L_{norm} + \lambda_{cyc} L_{cyc} 
\]  

(9)

where \( \lambda_{adv}, \lambda_{sty}, \lambda_{ds}, \lambda_{f0}, \lambda_{asr}, \lambda_{norm} \) and \( \lambda_{cyc} \) are hyperparameters for each term.

Our full discriminators objective is given by:

\[
\min_{C,D} \mathcal{L}_{adv} + \lambda_{cls} \mathcal{L}_{cls} 
\]  

(10)

where \( \lambda_{cls} \) is the hyperparameter for source classifier loss \( \mathcal{L}_{cls} \), which is given by

\[
\mathcal{L}_{cls} = \mathbb{E}_{X,y_{src},s} \left[ \text{CE}(C(G(X, s), y_{src})) \right] 
\]  

(11)

### 3. Experiments

#### 3.1. Datasets

For a fair comparison, we train both the baseline model and our framework on the same 20 selected speakers reported in [13] from VCTK dataset [19]. To demonstrate the ability to convert to stylistic speech, we train our framework on 10 randomly selected speakers from the JVS dataset [20] with both regular and falsetto utterances. We also train our model on 10 English speakers from the emotional speech dataset (ESD) [21] with all five different emotions. We train our ASR and F0 model on the train-clean-100 subset from the LibriSpeech dataset [22]. All datasets are resampled to 24 kHz and randomly split according to an 80%/10%/10% of train/val/test partitions. For the baseline model, the datasets are downsamplied to 16 kHz.

#### 3.2. Training details

We train our model for 150 epochs, with a batch size of 10 two-second long audio segments. We use AdamW [23] optimizer with a learning rate of 0.0001 fixed throughout the training process. The source classifier joins the training process after 50 epochs. We set \( \lambda_{cls} = 0.1, \lambda_{advcls} = 0.5, \lambda_{sty} = 1, \lambda_{ds} = 1, \lambda_{f0} = 5, \lambda_{asr} = 1, \lambda_{norm} = 1 \) and \( \lambda_{cyc} = 1 \). The F0 model is trained with pitch contours given by World vocoder [24] for 100 epochs, and the ASR model is trained at phoneme level for 80 epochs with a character error rate (CER) of 8.53%. AUTO-VC is trained with one-hot embedding for 1M steps.

#### 3.3. Evaluations

We evaluate our model with both subjective and objective metrics. The ablation study is conducted with only objective evaluations because the subjective evaluations are expensive and
time-consuming. We use a pre-trained Parallel WaveGAN to synthesize waveforms from mel-spectrograms. We downsampled our waveforms to 16 kHz to match the sample rate of \cite{1}. 

**Objective metric.** We randomly selected 5 male and 5 female speakers as our target speakers. The source speakers are randomly chosen from all 20 speakers to form 40 conversion pairs. Both source and ground truth samples were chosen to be at least 5-second long to ensure that there is enough information to judge the naturalness and similarity. We asked 46 online subjects to rate the naturalness of each audio clip on Amazon Mechanical Turk on a scale of 1 to 5, where 1 indicates completely distorted and unnatural and 5 indicates no distortion and completely natural. Furthermore, we asked the subjects to rate from 1 to 5 whether the speakers of each pair of the audio clips could have been the same person, disregarding the distortion, speed, and tone of speech, where 1 indicates completely different speakers and 5 indicates exactly the same speaker. The subjects were not told whether an audio clip is the ground truth or converted. To make sure that the subjects did not complete the survey with random selections, we included 6 completely distorted and unintelligible audios as attention checks. The raters are excluded from the analysis if more than two of these samples were rated above 2. After excluding bad raters, we ended up with 43 subjects for our analysis. All raters are self-identified as native English speakers and are located in the United States.

**Subjective metric.** We use predicted mean opinion score (pMOS) from MOSNet \cite{25} to conduct the ablation study. Das et al. \cite{27} suggest automatic speaker verification (ASV) can be used as an objective metric for speaker similarity. For simplicity, similar to \cite{16}, we only train an AlexNet \cite{28} for speaker recognition on the 20 selected speakers and report the classification accuracy (CLS). We also report the character error rate (CER) using the aforementioned ASR model for intelligibility.

### 4. Results

The results of the survey show that our method significantly outperforms the AUTO-VC model in terms of rated naturalness in all four conversion types (MOS column in Table\[1\]) \(p < 0.001\) for randomization test, \(p < 0.001\) for t-test. The survey results also indicate that converted samples using our framework are significantly more similar to the ground truth in terms of speakers’ identity than the baseline model (SIM column in Table\[1\]). The accuracy of the speaker recognition model on samples converted using our framework is much higher than those converted using AUTO-VC, and the predicted MOS of samples converted using our model is also significantly higher than AUTO-VC (see Table\[2\]). Lastly, CER on audio clips converted using our model is significantly lower than those converted using AUTO-VC.

The ablation study shows that \(\lambda_{\text{asr}}\) is crucial for converting linguistic content, and removing \(\lambda_{\text{advcls}}\) significantly decreases the speaker recognition accuracy. We notice that removing \(\lambda_{\text{norm}}\) introduces noises to the converted audios during the silent intervals of the source audios. We also note that removing \(\lambda_{\text{f0}}\) does not necessarily lower pMOS, CLS, or CER because all these three metrics are not sensitive to F0. However, we find that the converted samples have unnatural intonations by examining the converted samples without \(\lambda_{\text{f0}}\).

Lastly, we show that our framework is generalizable to a variety of voice conversion tasks with audio demos. Demo audio samples can be found online.

### 5. Conclusion

We present an unsupervised framework with StarGAN v2 for voice conversion with novel adversarial and perceptual losses to achieve state-of-art performance in terms of both naturalness and similarity. In VCC2020, only PGG-VC based methods could achieve MOS higher than 4.0 with autoregressive vocoders, and the model with highest MOS was based on TTS using a transformer architecture \cite{9}. Our model achieves similar MOS but without the need of text labels during training and the use of autoregressive vocoders. Our framework can also learn to convert to stylistic speech such as emotional acting or falsetto speech from plain reading source speech. Furthermore, our model generalizes to various voice conversion tasks, such as any-to-many, cross-lingual and singing conversion, without the need for explicit training. Using Parallel WaveGAN vocoder, our model can convert an audio clip hundreds of times faster than real time on Tesla P100, which makes it suitable for real-time voice conversion applications. Future work includes improving the quality of any-to-many, cross-lingual, and singing conversion schemes with our framework. We would also like to develop a real-time voice conversion system with our models.
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\[1\] Available at https://github.com/kan-bayashi/ParallelWaveGAN

\[2\] The survey can be found at https://survey.alchemer.com/s3/6266556/SoundQuality2

\[24\] Available at https://starganv2-vc.github.io/
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