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Abstract

Semantic segmentation models have two fundamental weaknesses: i) they require large training sets with costly pixel-level annotations, and ii) they have a static output space, constrained to the classes of the training set. Toward addressing both problems, we introduce a new task, Incremental Few-Shot Segmentation (iFSS). The goal of iFSS is to extend a pretrained segmentation model with new classes from few annotated images and without access to old training data. To overcome the limitations of existing models in iFSS, we propose Prototype-based Incremental Few-Shot Segmentation (PIFS) that couples prototype learning and knowledge distillation. PIFS exploits prototypes to initialize the classifiers of new classes, fine-tuning the network to refine its features representation. We design a prototype-based distillation loss on the scores of both old and new class prototypes to avoid overfitting and forgetting, and batch-renormalization to cope with non-i.i.d. few-shot data. We create an extensive benchmark for iFSS showing that PIFS outperforms several few-shot and incremental learning methods in all scenarios.

1 Introduction

Deep semantic segmentation models require a large collection of training images with dense pixel-level annotations for classes of interest. However, annotating a large number of images at pixel-level is costly and the output space of the model is restricted to the labeled training classes. Ideally, we want to add new classes to a segmentation model without requiring a large collection of images, but existing methods partly fulfill this aim. Incremental Learning (IL) approaches [3, 28] need a large training set to add new classes to a pre-trained model. Few-Shot Semantic Segmentation (FSS) [8, 36, 42, 43, 49, 56] learns to segment new classes from few images but fully discard old knowledge, while Generalized FSS methods (GFSS) [50] segment both old and new classes, but require access to training data for old classes. This may not be possible e.g. if the model is used in a device with limited storage.

In this work we study a practical scenario where the goal is to learn a segmentation model for both old and new classes with few samples and without access to past training data. Inspired by object detection [34] and classification [15] literature, we name this problem Incremental Few-Shot Segmentation (iFSS). This new setting captures different challenges such as learning from few images (as in FSS) to recognize both base and new concepts (as in GFSS) without forgetting old knowledge (as in IL). Fig. 1 illustrates iFSS.
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Figure 1: Incremental Few-Shot Segmentation. First, a model is pretrained on a large labeled dataset to learn a set of base classes. Then, in the few-shot learning steps, it learns to segment new classes, given only few annotated images and without access to old datasets.

To study iFSS we introduce an evaluation protocol and extensive benchmark on two different datasets, varying the number of classes, images per class, and learning steps. We find that IL and FSS methods struggle on this scenario, either focusing on not forgetting old knowledge \([3, 28]\) or failing to adapt the representation on the new classes \([15, 35, 43]\).

To improve the new class representations while avoiding both forgetting and overfitting, we propose Prototype-based Incremental Few-Shot Segmentation (PIFS), that combines for the first time prototype learning \([15, 35]\) with knowledge distillation \([17]\). PIFS exploits prototypes to easily integrate new classes from few-shots, imprinting their pixel-level features as weights on the classifier. Differently form previous few-shot methods \([15, 35]\), during the few-shot learning (FSL) steps we fine-tune the network end-to-end to improve the feature representation for new class pixels. We prevent both overfitting and forgetting with a novel prototype-based distillation loss that integrates new class scores in the objective. Finally, we find that batch normalization \([20]\) hurts the performance in iFSS since few-shot data are non-i.i.d.. We solve this issue by using batch-renorm in the FSL steps \([19]\). Experiments demonstrate that PIFS consistently outperforms all baselines in all iFSS settings.

**Contributions.** Our contributions are as follows. (1) We define the Incremental Few-Shot Segmentation problem, requiring learning from few images \([8, 36, 42]\) while avoiding catastrophic forgetting \([8, 22, 27]\); (2) We present PIFS, that overcomes the shortcoming of IL and FSL methods on iFSS by combining prototype learning (to bootstrap end-to-end training in the FSL steps), knowledge distillation (incorporating new class scores to reduce forgetting while preventing overfitting), and batch-renorm (to cope with non-i.i.d. few-shot data). (3) We design an extensive benchmark for iFSS and we show that PIFS consistently outperforms several IL and FSL methods on it. The code can be found at github.com/fcdl94/FSS.

## 2 Related Works

**Benchmarks.** Similarly to iFSS, Few-Shot Segmentation (FSS) \([8, 36, 42, 43, 49, 56, 58]\) aims to segment new classes, given few images depicting them. However, FSS considers an episodic setup \([48]\), where the goal is to segment only the new classes, often reducing the problem to a binary \([42, 43, 56]\) or 2-way \([8, 49, 58]\) segmentation one, which is unrealistic. To overcome these limitations, \([50]\) proposed Generalized Few-Shot Segmentation, where the goal is to segment both old and new classes, learning them from several and few images respectively. However, \([50]\) considers an offline scenario, assuming there is always access to all the images. In contrast, Incremental Learning in segmentation \([1, 22, 28, 43]\) assumes to have a large dataset for new classes without access to old datasets. iFSS relies on the
intersection of these settings, requiring to learn new classes from a small dataset without accessing old data. Note that settings similar to iFSS exist in image classification [14, 39, 46], object detection [12] but we are the first to study this setting in semantic segmentation. Differences between iFSS and existing settings are summarized in Tab. 1. Concurrently to us, [14] proposed the incremental few-shot instance segmentation setting. We note that, while being related, instance and semantic segmentation address different challenges, requiring different network architectures and benchmarks.

Semantic Segmentation. State-of-the-art models use a fully convolutional encoder-decoder networks [1, 26], integrate contextual information on pixel-level features in different ways, e.g. through pyramids [5, 6, 7, 23, 59, 60], or attention [13, 51, 52, 54, 55, 57]. Despite their effectiveness, these models need a large dataset for training, which is often expensive to collect, and they only consider an offline setting, with a static output space.

Few-shot Learning approaches can be split in two groups: optimization-based [12, 32, 37, 41] and metric-learning [6, 8, 15, 35, 43, 44, 48, 49]. PIFS is related to the latter, learning an embedding space where instances of the same class are close to each other. In this context, [15, 44] learned to extract per-class prototypes from few-images through meta-learning. [35] proposed weight imprinting to add new class weights to a cosine classifier. [6] fixed the feature extractor and trained the classifiers for new classes. [8] extended [44] on the segmentation task by aggregating pixel-level feature representations. [43] proposed to update also the old classes while computing the new class prototypes. Inspired by them, PIFS uses prototypes to initialize the classifiers for new classes but, differently, it fine-tunes the whole network using a distillation loss to reduce overfitting and forgetting.

Incremental Learning aims to expand the knowledge of a model without forgetting [27]. This problem has been extensively studied in image classification [18, 21, 22, 38, 53] and recently in segmentation [10, 28, 29, 30, 33, 43]. [28, 30] used knowledge distillation [17], to enforce output consistency between the current model and the one at the previous learning step. [3] investigated the background shift, revisiting classification and distillation terms. While also PIFS employs a distillation loss, we couple it with prototype learning to i) effectively initialize the classifier for new classes; ii) avoid overfitting on few images.

### Table 1: Comparing different semantic segmentation settings.

$t$ denotes the current learning step, $\mathcal{K}^t$ denotes all classes labeled in the dataset $\mathcal{D}^t$ while $\mathcal{C}^t = \bigcup_{s=0}^{t} \mathcal{K}^s$.

| Semantic Segmentation | Training | Few-shot | Class | Output | Multi-step |
|-----------------------|----------|----------|-------|--------|------------|
| Offline               | $\mathcal{D}^0$ | -        | $\mathcal{C}^0$ | -      |            |
| Few-Shot [8, 36, 42, 56] | $\mathcal{D}^t$ | ✓        | $\mathcal{K}^t$ | -      |            |
| Generalized Few-Shot [60] | $\bigcup_{s=0}^{t} \mathcal{D}^s$ | ✓        | $\mathcal{C}^t$ | -      |            |
| Incremental Learning [3, 28] | $\mathcal{D}^t$ | -        | $\mathcal{C}^t$ | ✓      | ✓          |

3 Incremental Few-Shot Segmentation (iFSS)

The goal of iFSS is to learn a model that assigns to each pixel of an image its corresponding semantic label in a set $\mathcal{C}$. Differently from standard semantic segmentation, $\mathcal{C}$ is expanded over time using few images with pixel-level annotations of new classes.

Formally, let us denote as $\mathcal{C}^t$ the set of semantic categories known by the model after learning step $t$, where learning step denotes a single update of the model’s output space. During training we receive a sequence of datasets $\{\mathcal{D}^0, \ldots, \mathcal{D}^T\}$ where $\mathcal{D}^t = \{(x, y) | x \in \mathcal{X}, y \in \mathcal{Y}^t\}$. In each $\mathcal{D}^t$, $x$ is an image in the space $\mathcal{X} \in \mathbb{R}^{I \times 3}$, with $I$ the set of pixels, and...
Figure 2: Illustration of PIFS. In the base step (top left), we train a prototype-based model using the cross-entropy loss $l_{CE}$. Then (top right), given few images of a new class, we initialize its prototype with Masked Average Pooling (MAP). We then fine-tune the network using the CE loss and our prototype-based knowledge-distillation ($l_{KD}$) to preserve old knowledge while reducing overfitting the new class representation (bottom). To cope with the non-i.i.d. few-shot data, we use batch-renorm in place of batch-norm in the few-shot learning steps.

$y$ its corresponding label mask in $Y_t \subset (C_t)^{|I|}$. Note that $\mathcal{D}^0$ is a large dataset while $\mathcal{D}^t$ are few-shot ones, i.e. $|\mathcal{D}^0| \gg |\mathcal{D}^t|$, $\forall t \geq 1$. The model is first trained on the large dataset $\mathcal{D}^0$ and incrementally updated with few-shot datasets. We name the first learning step on $\mathcal{D}^0$ as the base step. Note that at step $t$ the model has access only to $\mathcal{D}^t$.

From the formulation, we make two assumptions: i) each dataset contains annotations for new classes, i.e. $C^t \subset C^{t+1}$; ii) pixels of old classes $C^t$ will be labeled in $\mathcal{D}^{t+1}$, but only if present. Note that fully annotating few images is cheap, in contrast to [3] where $\mathcal{D}^{t+1}$ is large and annotating pixels of both old and new classes is expensive.

## 4 Prototype-based for iFSS

In this section, we present Prototype-based Incremental Few-Shot Segmentation (PIFS), illustrated in Fig. 2. In the base step, PIFS learns a prototype-based model using a standard training procedure. In the few-shot learning (FSL) steps, it first exploits prototype learning to initialize the classifiers weights for new classes, and then fine-tunes the network end-to-end with a prototype-based distillation loss, using batch-renorm to cope with non-i.i.d. data.

### 4.1 Prototype Learning

**Learning a prototype-based model.** Our goal is to learn a model $\phi^t$ that maps each pixel to a probability distribution over the set of classes, i.e. $\phi^t : X \rightarrow \mathbb{R}^{|I| \times |C^t|}$, where $t$ denotes the last learning step. We assume $\phi^t$ composed of a feature extractor $f^t : X \rightarrow \mathbb{R}^{|I| \times d}$ and a classifier $g^t : \mathbb{R}^{|I| \times d} \rightarrow \mathbb{R}^{|I| \times |C^t|}$, such that $\phi^t = g^t \circ f^t$. Here, $d$ is the feature dimension and $g^t$ is a softmax classifier with parameters $W^t = [w^t_1, \ldots, w^t_{|C^t|}] \in \mathbb{R}^{d \times |C^t|}$.

In the base step, we want to prepare $\phi^0$ to include new classes given few examples. To this aim, we enforce the classifier weights to represent class prototypes. The prototypes shall reflect the average pixel-level features of a class, so that the features extracted from (few) pixels of the new classes provide a good estimate of their corresponding classifier weights. Following previous works [13, 14], we achieve this through a cosine classifier.
Formally, in the base step, we train the network with a cross-entropy loss over all pixels:

$$\ell^0_{CE}(x,y) = -\frac{1}{|I|} \sum_{i \in I} \log \phi^0_{yi,i}(x)$$  \hspace{1cm} (1)$$

where $\phi^0_{yi,i}(x)$ is the probability of pixel $i$ of $x$ to belong to class $c$. The score $\phi^t_{c,i}(x)$ is computed as a softmaxed cosine similarity between the features and the class prototype $w^t_c$:

$$\phi^t_{c,i}(x) = g^t_{c,i}(f^t(x)) = \frac{e^{c,i}}{\sum_{k \in C_0} e^{d,k,i}}, \quad s^t_{c,i} = \tau \frac{f^t_i(x)^\top w^t_c}{||f^t_i(x)|| \ ||w^t_c||}$$  \hspace{1cm} (2)$$

where $f^t_i(x)$ are the features extracted at pixel $i$, and $\tau$ is a scalar which scales the similarity in the range $[-\tau, \tau]$. With the cross-entropy loss in Eq. (1), the model minimizes the cosine distance between a prototype and the features of its class, ensuring their compatibility.

### Initializing prototypes of new classes.

Given a dataset $\mathcal{D}'$, let us denote as $\mathcal{K}'$ the set of new classes, i.e. $\mathcal{K}' = \mathcal{C}' \setminus \mathcal{C}'^{-1}$. After the base step, features of a class $k \in \mathcal{K}'$ provide an estimate of the prototype $w_k$. Thus, we compute the new class prototypes by aggregating the features extracted for each pixel of the class $k$ present in images of $\mathcal{D}'$. Inspired by [8, 43, 49], we use masked average pooling (MAP) to initialize the prototypes:

$$w^t_k = \text{MAP}_k(\mathcal{D}') = \frac{1}{|\mathcal{D}'_k|} \sum_{(x,y) \in \mathcal{D}'_k} \frac{\sum_{i \in I} M_{k,i}(y) f^t_i(x)}{\sum_{i \in I} M_{k,i}(y)}$$  \hspace{1cm} (3)$$

where $M_k(y)$ is a binary mask indicating which pixels belong to class $k$, and $\mathcal{D}'_k$ is the set of images in $\mathcal{D}'$ containing at least one pixel of class $k$. As we will show experimentally, this strategy provides a good initial estimate of the classifier that is not needed in standard IL but is crucial in iFSS for learning to segment new classes from few samples.

### 4.2 Distilling Prototypes for iFSS

Although prototypes are good to initialize the classifier, relying on a feature extractor tuned on different semantic classes (i.e. $\mathcal{C}'^{-1}$) is suboptimal. To refine the feature representation, we train the model end-to-end in the few-shot learning steps. As pointed out in [13, 28], end-to-end training in FSL steps may lead to overfitting and forgetting. We address these issues by designing a distillation loss on the prototypes that regularizes the training, reducing both overfitting and catastrophic forgetting. We also use batch-renorm [13] to cope with the non i.i.d. few-shot data. In the following we describe the two components.

**Prototype-based Distillation.** Given a pair $(x,y) \in \mathcal{D}'$, we update $\phi^t$ by minimizing:

$$\ell^t(x,y) = \ell^t_{CE}(x,y) + \lambda \ell^t_{KD}(x, \phi^t, \Phi)$$  \hspace{1cm} (4)$$

where $\lambda$ is a hyperparameter, $\ell^t_{CE}$ is the loss of Eq. (1) over $\mathcal{C}'$ and $\ell^t_{KD}$ is a knowledge distillation loss, where $\Phi$ is the teacher model. While previous works [13, 28] directly use a copy of the network after the previous learning step as teacher, i.e. $\Phi = \phi^{t-1}$, here we exploit the benefits of prototype learning, defining $\Phi$ as the network after the initialization of the new class prototypes. In particular, we set $\Phi = \hat{\phi}^t$, where $\hat{\phi}^t = \hat{g}^t \circ f^{t-1}$ and the parameters $\hat{w}^t = [\hat{w}^t_1, \ldots, \hat{w}^t_{|\mathcal{C}'|}]$ of $\hat{g}^t$ as:

$$\hat{w}^t_k = \begin{cases} 
    w^{t-1}_k, & \text{if } k \in \mathcal{C}'^{-1} \\
    \text{MAP}_k(\mathcal{D}') & \text{otherwise}. 
\end{cases}$$  \hspace{1cm} (5)$$
We then define the distillation loss $\ell_{KD}^t$ as:

$$\ell_{KD}^t(x, \phi^t, \Phi) = -\frac{1}{|I|} \sum_{i \in I} \sum_{c \in C^t} \Phi_c^t(x) \log \phi_c^t(x).$$

(6)

Note that in Eq. (6), we explicitly consider the scores that the teacher produces for both old classes in $C^{t-1}$ and new ones in $K^t$. The advantage of this new formulation w.r.t. standard knowledge distillation in IL is that we not only alleviate forgetting by forcing the current model to keep scores for old classes similar to the old model, but we also encourage the prototypes of new classes to be close to their initial estimate given by $f^{t-1}$. This allows the model to reduce overfitting on the few-shot data of new classes, a main problem in iFSS.

**Coping with non-i.i.d. data.** Despite the regularized training, we found that in extreme few-shot scenarios (e.g., 1-shot settings) a main cause of the drop in performance is the drift of statistics in the batch-normalization (BN) layers of the network. BN assumes independent and identically distributed (i.i.d.) data but in the FSL steps we have small datasets where most pixels belong to new classes, thus the input is inherently non i.i.d.. Updating the statistics on this non-i.i.d. set makes them poor and biased.

Two simple solutions are either using the global BN statistics of the base step, or the training batch ones but without updating their global estimate used at test time. However, we found the first solution causing training instability and the second poor performance due to misalignment between features extracted for the new classes at training and test time.

Ideally, we want to normalize features in the FSL step while i) avoiding the shift of the statistics toward the new class data and ii) aligning training and inference statistics. To achieve this, we take inspiration from continual learning works with non-i.i.d. data [25] and use batch-renorm (BR) [19]. Batch-renorm (BR) revisits BN by normalizing a feature $q$ with the running statistics in place of the training batch statistics:

$$z_i^q = \gamma \left( \frac{z_i^q - \mu^q}{\sigma^q} + \frac{\mu^q - \mu_r^q}{\sigma_r^q} \right) + \beta,$$

(7)

where $\gamma$ and $\beta$ are learnable parameters, $\mu^q$, $\mu^q_r$, $\sigma^q$, $\sigma^q_r$ the global and batch mean and standard deviation. We freeze $\mu^q_r$ and $\sigma^q_r$ after the base step to prevent them from shifting toward new classes and damaging the performance on base ones.

## 5 iFSS Experiments

**Experimental Protocol.** To assess iFSS performance of a model, we need (i) a large dataset containing an initial set of classes and (ii) one or more few-shot datasets containing new classes. We create such experimental setting on Pascal-VOC 2012 (VOC) [1] containing 20 classes, and COCO [2, 24] where, as in FSS works [49, 56], we use the 80 thing classes. Following FSS works [31, 42, 56], we consider 15 and 60 of the classes as Base ($C^0$) and 5 and 20 as New ($C^t \setminus C^0$), for VOC and COCO respectively. We propose two protocols, each starting with pretraining on Base classes: in one there is a single FSL step on all New classes, while in the other we have multiple steps: 5 steps of 1 class on VOC and 4 steps of 5 classes on COCO. We divide VOC in 4 folds of 5 classes and COCO in 4 folds of 20 classes, running experiments 4 times by considering each fold in turn as the set of new classes. We report the list of classes of each fold in the supplementary material. We name the single-step settings VOC-SS and COCO-SS, and the multi-step VOC-MS and COCO-MS.

For each setting, we consider 1, 2 or 5 images in the FSL step and we average the results of multiple trials, each using a different set of images. The images are randomly sampled
from the set of images containing at least one pixel of the new class, without imposing any constraint about the presence of old classes. The images contain annotations for the new class they are sampled for and, if present, also for previous classes. Since we do not follow an episodic setup, during the FSL step we only rely on the provided few-shot images (both for weight-imprinting and for training) without using other images. To ensure that the model does not use pixels from new classes in the base step, we exclude from the initial dataset all the images containing pixels of new classes. Finally, we report the results on the whole validation set of each dataset, considering all the seen classes.

Following the protocol of [50] for GFSS, we assess a method’s performance using three metrics based on the mean intersection-over-union (mIoU) [11]: mIoU on base classes (mIoU-B), mIoU on new classes (mIoU-N), and the harmonic mean of the two (HM). As in [3, 28], we always report the results after the last FSL step. For space reasons, we report the average performance on all folds here and the results on each fold in the supplementary.

**Baselines.** We consider 9 baselines in our benchmark: three few-shot classification (FSC) methods [15, 35, 47], two (G)FSS methods [43, 50], three IL methods [3, 22, 28] and naïve fine-tuning (FT). These models are either state-of-the-art in their respective settings [3, 15, 28, 43, 47, 50] or simple yet effective baselines (e.g. [22, 35]). The adapted FSC methods are Weight-imprinting [35] (WI, Sec. 4.1); Dynamic WI [15] (DWI), an attention-based variant of WI; Rethinking FSL [47] (RT), that fine-tunes only the classifier weights for new classes.

From FSS, we compare with Adaptive Masked Proxies [43] (AMP), a variant of WI that updates also classifier weights of old classes, and Semantic Projection Network [50] (SPN) a GFSS method that projects visual features to a semantic space (i.e. word embeddings).

The IL methods are Learning without Forgetting (LwF) [22], applying knowledge distillation (KD) [17] on the old class probabilities; Incremental Learning Techniques (ILT) [28], performing KD also at feature-level for segmentation; and Modeling the Background (MiB) [3] revisiting standard classification and distillation losses to address the background shift. Note that, when old classes are annotated in FSL steps, the revised cross-entropy of MiB reduces to the standard cross-entropy formulation.

**Implementation details.** In all experiments we use the Deeplab-v3 [3] with ResNet-101 [16], following [3] to reduce the memory footprint. We use ResNet-101 with ASPP as feature extractor and a $1 \times 1$ convolutional layer as classifier. As it is standard practice in FSS and IL [3, 16, 22, 35, 43, 45], we initialize the ResNet backbone using an ImageNet pretrained model. All baselines have been re-implemented by us and share the same segmentation network and training protocols to ensure a fair comparison. We compute the results using single-scale full-resolution images, without any post-processing. The code will be released.

### 5.1 iFSS: Single few-shot learning step

We start our analysis with a single few-shot learning (FSL) step of 5 classes on VOC-SS and of 20 classes on COCO-SS. As shown in Tab. 2, PIFS achieves the top results on every
5.2 iFSS: Multiple few-shot learning steps

In this section, we test all methods under multiple FSL steps, i.e. 5 steps of 1 class (VOC-MS) and 4 steps of 5 classes (COCO-MS). Note that VOC-MS is challenging due to the scarce number of training images, i.e. as little as one in the 1-shot case. We report the average dataset and shot. As a result, PIFS outperforms on average the best IL method by 3.2% and 5.6% in HM, and the best FSL one by 6% and 2.6%, on VOC-SS and COCO-SS respectively. SPN [50] achieves similar performance on 2 and 5 shot settings (+0.1 HM on VOC-SS 2-shot), but uses word embeddings to improve generalization on new classes. Despite not using any external knowledge, PIFS outperforms SPN with margin on the 1-shot settings, achieving +2.8% HM on VOC-SS, and +2% HM on COCO-SS. We note that some methods (e.g., DWI, ILT) surpass PIFS on the mIoU-B metric. However, they achieve sub-optimal results on new classes, either because of freezed representations (e.g. DWI) or not exploit prototype-learning (e.g. ILT). At the cost of a slight decrease in mIoU-B, PIFS achieves the best results on new classes and the best trade-off between learning and remembering.

Fig. 3 shows qualitative results for different methods on VOC-SS 1-shot. As the figure shows, WI and DWI, with fixed representations, either focus on the context (e.g. horse, third row) or assign pixels to related classes (e.g. bicycle vs motorbike, second row), a problem shared with ILT and SPN (e.g. dog, last row). Instead, PIFS provides precise segmentation masks even when the train sample significantly differs from the test one (e.g. cat, last row).
PIFS yields a significant improvement over the baselines, outperforming on average in HM the best IL method by 12.9% and 5.0%, and the best FSS one by 8.3% and 0.9% on VOC-MS and COCO-MS respectively. Note that PIFS is always superior on new classes, outperforming the best non end-to-end method (WI, DWI, AMP, RT) by 2% on average, demonstrating the benefits of fine-tuning even in the extreme scenario with only one training image. FT instead fails on this scenario showing that our prototype learning and the distillation loss are crucial to avoid forgetting old classes and overfitting on new ones.

For what concerns IL methods, they struggle on learning new classes, improving over FT on COCO-MS 2 and 5 shots thanks to their knowledge distillation losses (i.e. +1.2% HM on 2-shot, +5.1% on 5-shot for ILT). However, they are still far from PIFS i.e. -7% and -2.4% HM on COCO-MS 2-shot and 5-shot respectively. In VOC-MS and in the 1-shot settings, the comparison is even more evident, with PIFS outperforming the best IL method of 20.5% HM on VOC-MS and 26.7% HM on COCO-MS. This is because it is extremely hard to learn new classes from scratch on few images without exploiting prototype learning.

Finally, SPN suffers forgetting when learning from tiny datasets (i.e. VOC-MS 1-shot) where PIFS still outperforms it (i.e. +12.8% HM) despite no use of external knowledge.

### 5.3 Ablation study

We ablate all the components of our method: i) prototype initialization (WI) vs a standard random classifier, ii) end-to-end training (FT), iii) batch-renorm (BR) in place of batch normalization, and iv) our prototype knowledge distillation (PD) compared to standard ones, i.e. on old class probabilities (KD) \[22\] and L2 on features extracted from \(f_{t-1}\) and \(f_t\). Tab. 4 reports results on the challenging 1-shot benchmarks of VOC-SS and COCO-SS.

The results of FT, FT+KD, FT+L2 show that, starting from random weights in the classifier, performance on new classes are poor. In contrast, WI alone achieves good results by exploiting prototype learning, avoiding forgetting. When training the initialized network (FT+WI), there is a clear improvement w.r.t. FT alone, i.e. at least +5% in HM, but a decrease of nearly 6% and 4% HM w.r.t. WI on base classes, due to catastrophic forgetting.

The table shows that both PD and BR can alleviate forgetting: PD improves results on base classes on both datasets, while BR is especially helpful when few images are available (i.e. 27.4% HM on VOC). Furthermore, they are complementary and when applied together we achieve the best performance on both datasets (e.g. 13.7% HM on COCO).

Finally, we compare our distillation loss (PD) with the KD and L2 loss. While coupling them with WI largely improves the performance, our PD loss still outperforms both of them (e.g. +1.7% HM over L2 and +1.1% HM over KD on COCO), demonstrating that is important to design a distillation loss that also reduces overfitting of new class prototypes.

| FT | WI | BR | \(\ell_{KD}\) | mIoU-B | mIoU-N | HM | mIoU-B | mIoU-N | HM |
|----|----|----|-------------|------|-------|-----|------|-------|-----|
| ✔  | ✔  | ✔  | KD          | 58.3 | 9.7   | 16.7| 41.2 | 4.1   | 7.5 |
| ✔  | ✔  | ✔  | L2          | 61.5 | 10.7  | 18.2| 43.9 | 3.8   | 7.0 |
| ✔  | ✔  | ✔  | PD          | 62.7 | 15.5  | 24.8| 43.8 | 6.9   | 11.9|
| ✔  | ✔  | ✔  | KD          | 56.6 | 14.0  | 22.5| 39.9 | 7.4   | 12.5|
| ✔  | ✔  | ✔  | L2          | 57.6 | 14.7  | 23.4| 40.5 | 7.9   | 13.2|
| ✔  | ✔  | ✔  | PD          | 59.9 | 17.7  | 27.4| 39.8 | 7.4   | 12.5|
| ✔  | ✔  | ✔  | KD          | 62.1 | 18.2  | 28.1| 41.6 | 7.4   | 12.6|
| ✔  | ✔  | ✔  | L2          | 61.9 | 18.4  | 28.3| 41.2 | 7.0   | 12.0|
| ✔  | ✔  | ✔  | PD          | 60.9 | 18.6  | 28.4| 40.8 | 8.2   | 13.7|

Table 4: Ablation of the different component of PIFS.
Table 5: iFSS: mIoU on single few-shot learning step scenarios with background shift. PIFS* uses the revised cross-entropy loss of [3].

5.4 iFSS with background shift

In the previous settings, we assumed that old class pixels were annotated in the FSL steps. However, this assumption might not be feasible in some scenarios and in this section, following recent IL works [3, 10, 29], we annotate the old class pixels as background. Note that, in such scenario, we introduce the background shift problem [3], i.e. the semantic of the background changes across incremental steps and may contain old classes, exacerbating catastrophic forgetting. To test this setting, we adhere to the disjoint protocol of [3], excluding from the base step dataset all the images containing pixels from new classes.

Table 5 reports the results on the single-step settings of VOC (VOC-SS-strict) and COCO (COCO-SS-strict), considering 1, 2 or 5 images in the FSL steps. In this setting, we introduce PIFS* that uses the revised cross-entropy loss proposed by [3] to address the background-shift. Overall, we see that PIFS and PIFS* obtain the best trade-off, achieving the highest HM on every setting. In particular, PIFS* outperforms on average in HM the best IL method by 2.7% and 4%, and the best FSL one by 5.7% and 2.5%, on VOC and COCO respectively. SPN fails to model the background shift, obtaining poor performance on mIoU-B, with PIFS* outperforming it on average in mIoU-B by 6% on VOC and 2.7% on COCO. We also note that methods that only compute the classifiers’ weights from new class pixels (i.e. WI, DWI) are not influenced by the old classes annotations and achieve the same performance to the non-strict setting (Tab. 2). However, PIFS shows better results, outperforming the best of them (DWI) in HM on average by 5.7% on VOC and 2.5% on COCO.

Comparing PIFS and PIFS*, we note that modeling the background shift is beneficial to remember old classes, as demonstrated by the higher HM in every setting. In particular, PIFS* outperforms on average in HM the best IL method by 2.7% and 4%, and the best FSL one by 5.7% and 2.5%, on VOC and COCO respectively. SPN fails to model the background shift, obtaining poor performance on mIoU-B, with PIFS* outperforming it on average in mIoU-B by 6% on VOC and 2.7% on COCO. We also note that the choice of the cross-entropy loss is orthogonal to the contributions of PIFS and can be easily integrated when the background shift is present.

6 Conclusion

In this work, we defined and studied iFSS, whose goal is to extend a pretrained segmentation model with new classes given few annotated images and without access to old training data, combining the challenges of few-shot and incremental learning. To overcome the limitations of standard methods in iFSS, we propose PIFS, a method that unifies prototype learning with knowledge distillation, to achieve robust initialization of the parameters for the classifier on new classes and improve the network features representation. The distillation loss of PIFS exploits prototypes of new classes as additional regularizer to avoid overfitting and forgetting at once. Moreover, we use batch-renorm in the few-shot learning steps to cope with the non-i.i.d. few-shot datasets. We designed an extensive benchmark for iFSS, showing that PIFS outperforms multiple incremental and few-shot methods. We hope that our novel problem formulation, broad benchmark and effective approach will serve as base for future research.
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