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Abstract

The Distance Geometry Problem asks for a realization of a given weighted graph in $\mathbb{R}^K$. Two variants of this problem, both originating from protein conformation, are based on a given vertex order (which abstracts the protein backbone). Both variants involve an element of discrete decision in the realization of the next vertex in the order using $K$ preceding (already realized) vertices. The difference between these variants is that one requires the $K$ preceding vertices to be contiguous. The presence of this constraint allows one to prove, via a combinatorial counting of the number of solutions, that the realization algorithm is fixed-parameter tractable. Its absence, on the other hand, makes it possible to efficiently construct the vertex order directly from the graph. Deriving a combinatorial counting method without using the contiguity requirement would therefore be desirable. In this paper we prove that, unfortunately, such a counting method cannot be devised in general.
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1 Introduction

We consider the following problem \cite{28,19}, which arises in the determination of protein structure from distance data \cite{27,22}, as well as in the study of rigid graphs constructed by “Henneberg type 1 moves” \cite{13,34}:

**Discretizable Distance Geometry Problem (DDGP).** Given an integer $K > 0$, a simple undirected graph $G = (V,E)$ with an edge weight function $d : E \to \mathbb{R}_+$, and a vertex order $<$ on $V = \{1, \ldots, n\}$ such that:

(i) $G[U_0]$ (the subgraph of $G$ induced by $U_0$) is a clique of size $K$, where $U_0 = \{1, \ldots, K\}$

(ii) $\forall j \in \{K + 1, \ldots, n\} \exists U_j \subseteq \{1, \ldots, j - 1\} |U_j| = K \land \forall i \in U_j \{i, j\} \in E$,

determine if there is an embedding $x : V \to \mathbb{R}^K$ such that:

$$\forall \{i, j\} \in E \ |x_i - x_j|^2 = d_{ij}^2.$$  \hfill (1)
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The DDGP is a subclass of the more general Distance Geometry Problem (DGP) [30, 19]: given $K, G, d$ as above, determine if there is a realization $x$ satisfying Eq. (1). An embedding satisfying Eq. (1) is called a realization. With a slight abuse of notation we shall also refer to an “invalid realization” to denote an embedding which does not satisfy Eq. (1), as well as, pleonastically, to a “valid realization”. We also note that the vertex order and the sequence of sets $U_j$ need not be unique.

Note that a realization $x$ in $\mathbb{R}^K$ of a graph on $n$ vertices can be represented as an $n \times K$ matrix. The $n \times n$ symmetric zero-diagonal matrix having $\|x_i - x_j\|^2_2$ as its $(i, j)$-th entry is a squared Euclidean Distance Matrix (EDM). It turns out that $G = J - \frac{1}{2} JDJ$ (where $J = I_n - \frac{1}{n} 1^T 1$ is the centering matrix and $1$ is the all-one vector) is the Gram matrix of the realization $x$, i.e. $xx^T = G = GDG^T \leq 2G + 1$ diag(G)$^T$, which implies that rank$(D) \leq$ rank$(G) + 2$ [10]; since rank$(G) = \text{rank}(x) \leq K$, we also have rank$(D) \leq K + 2$.

Given a realization $x$, we can compute the corresponding EDM by evaluating all Euclidean distances between $x_i, x_j$. Given an EDM $D$ for $x$, we can compute a valid realization by obtaining the Gram matrix $G$ in function of $D$ as explained above, and then factoring $G$ using the spectral decomposition $G = P^T \Lambda P$, where $P$ is a matrix of eigenvectors and $\Lambda$ a diagonal matrix of corresponding eigenvalues. Then $y = P^T \sqrt{\Lambda}$ is a valid realization of $D$ (not necessarily equal to $x$).

As mentioned above, the DDGP is a subclass of the DGP including all instances having a vertex order that ensures that the first $K$ vertices form a clique in $G$, and for each remaining vertex $j$ there is a set $U_j$, of $K$ vertices, each of which is adjacent to and precedes $j$ in the given order. This structure allows the application of a certain geometric operation called trilateration [19] (see Sect. 2.1 below). Trilateration determines, almost surely, at most two positions $x_j^+, x_j^- \in \mathbb{R}^K$ for vertex $j$ using the distances $d_{ij}$ for each $i \in U_j$. We remark that, when generalized to arbitrary $K$, trilateration is sometimes called $K$-lateration. Moreover, it takes polynomial time in $K$ [2]. Since $K$ is usually fixed in applications, it takes constant time.

Trilateration is a construction also known as “Henneberg type 1” [13, 54], which entails that all DDGP graphs are rigid. In particular, they have a finite number of incongruent realizations. This follows by definition of rigidity: every isometric continuous motion of a subset of vertices must involve all vertices, and hence be a congruence.

The DDGP is also a super-class of the Discretizable Molecular Distance Geometry Problem (DMDGP), which requires each $U_j$ to consist of the $K$ immediate predecessors of $j$. The DMDGP [33, 16], the DDGP [28] and the DGP [32] are all NP-complete. Given a DGP instance, recognizing whether it is DDGP is known as the Trilateration Ordering Problem (TOP); recognizing whether it is DMDGP is known as the Contiguous TOP (CTOP). It turns out that TOP is NP-complete, but it is in P for every fixed $K$, whereas CTOP is NP-complete even for fixed $K$ [6]. For many protein graphs, however, it is possible to construct a contiguous trilateration order efficiently from the protein backbone [17, 7, 15], which makes the DMDGP a practically interesting class [18].

Repeated trilateration applied to DDGP and DMDGP instances yields an exact algorithm (in the real RAM model [3]), as follows. The realization of the initial clique $G[U_j]$ of size $K$ can be carried out in constant time (assuming $K$ fixed) by trilateration; then for each subsequent $j$ we construct two alternative positions $x_j^+, x_j^-$ (again in constant time by trilateration), and branch on them. We verify whether neither, one of them, or both satisfy the distances to the predecessors of $j$ not in $U_j$ (if any), and prune those which do not. We obtain a tree search, called Branch-and-Prune (BP) [3, 21], over the set $S$ of possible positions for vertices $\{K + 1, \ldots, n\}$. This tree $T$ has width at most $2^{n - K}$ and depth at most $n$. If $T$ has depth $< n$, then no positions could be found for vertex $n$, which means that the instance is NO. Otherwise, the instance is YES; and any sequence $(x_1, \ldots, x_K, x_j^+, \ldots, x_n^+)$ of positions found by the BP for all vertices in $V$, where $(x_j | K < j \leq n)$ is a sequence of $+$, $-$, is a realization of $G$ which certifies a YES. We recall that this certificate is only valid in the real RAM model, which describes a computer able to represent real numbers exactly. In practice, we take $d : E \to \mathbb{Q}_+$, perform operations in floating point, and attempt at minimizing numerical errors using a variety of techniques [31, 27, 5, 11, 26].
We remark that the tree \( T \) is a graph defined over \( S \subset \mathbb{R}^K \), and is therefore itself naturally embedded in \( \mathbb{R}^K \). Limited to the DMDGP only, two invariant groups of the embedding of \( T \) were described in [25, 24]. Both groups are reflection groups. The discretization group is the invariant group of maximum width trees \( T \) with \( 2^{n-K} \) leaf nodes, where each vertex \( j \) is adjacent only to the \( K \) predecessors in \( U_j \) (and possibly some successors); unsurprisingly, it has cardinality power of two. The pruning group, a subgroup of the discretization group, is the invariant group of the more general case where vertices \( j \) may be adjacent to the predecessors in \( U_j \) but also to other predecessors. More surprisingly, the pruning group also has power of two many elements. The simple expressions of the cardinalities of these groups derived in [24] were used to argue that the BP algorithm is Fixed-Parameter Tractable (FPT) [23]. It also allowed the determination of the number of incongruent solutions [20], and of a new “pruning device” for the BP algorithm [29] based on symmetry. On the other hand, it was also shown that random DMDGP instances are unlikely to possess large pruning groups [8], and, in particular, that this likelihood rapidly decreases with size.

The techniques used for the structure determination of the discretization and pruning groups are specific to the DMDGP. No easy extension to the DDGP was found so far using those techniques (see [1] for an attempt). In this paper, we propose a new theoretical analysis of the number of solutions of the DDGP. Specifically, we show that an a priori computation (i.e. before running the BP algorithm on the given instance) of the number of incongruent solutions of a DDGP instance is only possible in those instances for which each set of adjacent predecessors \( U_j \) induces a clique of size \( K \) in the given graph \( G \). For those instances, we prove that the number of incongruent realizations is almost surely a power of two, similarly to the DMDGP.

The rest of this paper is organized as follows. In Sect. 2 we analyse the difference between DMDGP and DDGP, we recall the trilateration operation, and give a formal definition of “combinatorial counting”. In Sect. 3 we prove our impossibility result, and present a simple subclass of the DDGP where combinatorial counting is possible.

## 2 Preliminary notions and definitions

We recall that most of the properties discussed above only hold almost surely: this occurs because trilateration may fail to work as expected with probability zero, notably when the points realizing vertices in \( U_j \) are not in general position [12, p. 20]: if \( y \) is a realization of \( G \) in general position and \( W \subseteq V \) then, for each \( W \subseteq V \) with \( |W| = h + 1 \), \( y[W] \) spans an affine subspace of dimension \( h \).

It is always possible to construct infinite families of instances where the edge weight function \( d \) is carefully chosen so that there may be more than two possible positions for vertex \( j \) using trilateration [24]. But these families all have measure zero in the set of all DDGP (and DMDGP) instances. The same holds for all of the results in this paper. For brevity, we shall refer to “probability zero instances” (those over which trilateration fails) and “probability one instances” (the rest) — also see Sect. 2.2 below.

The only difference between DMDGP and DDGP is that the sets \( U_j \) of adjacent predecessors must also be immediate in the former case, namely \( U_j = \{j - K - 1, \ldots, j - 1\} \). This directly implies that each \( G[U_j] \) must be a clique of size \( K \) in \( G \), which is the property which made it possible to study the symmetries and number of solutions of the DMDGP using the techniques sketched above. DDGP instances may not have this property, however.

For each \( j \in V \) we let \( \ell(j) = \max_{<} U_j \), and \( \bar{U}_j = U_j \cup \{j\} \). Moreover, let:

- \( N(j) = \{i \in V \mid \{i, j\} \in E\} \) be the neighbourhood of \( j \);
- \( \bar{N}(j) = N(j) \cup \{j\} \).

We partition the edge set \( E \) into the discretization edges \( E_D = \{\{i, j\} \in E \mid i \in U_j\} \) and pruning edges
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\[ E_P = E \setminus E_D. \]

2.1 The trilateration operation

Given \( K \) points \( \{x_1, \ldots, x_K\} \subset \mathbb{R}^K \) and their distances \( d_i \) to an unknown point \( y \in \mathbb{R}^K \), \( y \) can be determined by solving the quadratic system of \( K \) equations in \( K \) unknowns \( y = (y_1, \ldots, y_K) \)

\[ \forall i \leq K \quad \|x_i - y\|_2^2 = d_i^2. \tag{2} \]

The trilateration operation is as follows:

1. Rewrite Eq. (2) as \( \forall i \leq K \quad \|x_i\|_2^2 + \|y\|_2^2 - 2x_iy = d_i^2. \)

2. Arbitrarily choose one of these \( K \) equations, e.g. the \( K \)-th one, and form the system of \( K - 1 \) equations in \( K \) unknowns given by the difference of the \( i \)-th equation with the \( K \)-th one; this removes the term \( \|y\|_2^2 \) from all equations, leaving the following (after some rearrangements):

\[ \forall i < K \quad 2(x_i - x_K)y = (\|x_i\|_2^2 - \|x_K\|_2^2) - (d_i^2 - d_K^2), \tag{3} \]

which is a linear underdetermined system in \( y \).

3. We assume that Eq. (3) has full rank \( K - 1 \) with probability one, so we can express \( K - 1 \) of the unknowns in function of the remaining one, which we assume wlog to be \( y_K \):

\[ \forall i < K \quad y_i = b_i - B_iy_K, \tag{4} \]

for some \( B, b \in \mathbb{R}^K \) [19 §3.3].

4. We replace \( y_1, \ldots, y_{K-1} \) in \( \|x_K - y\|_2^2 = d_K^2 \) and obtain a quadratic equation in the single unknown \( y_K \). We solve this equation and obtain two solutions \( y_K^+, y_K^- \) with probability 1, yielding two positions \( y^+, y^- \) for \( y \) by using Eq. (4).

5. Finally, we check that \( y^+, y^- \) satisfy the original equations Eq. (2). If they do, the system has two solutions with probability 1. Otherwise, it is infeasible.

We denote by \( S_j = \tau(y, U_j) \) the trilateration operation in order to determine the position of vertex \( j \leq n \) in function of the positions \( y[U_j] = (y_{i_1}, \ldots, y_{i_K}) \). We remark that either \( S_j = \emptyset \) or \( |S_j| = 2 \) almost surely.

2.2 What we mean by “counting”

In the real RAM model, the DDGP problem contains an uncountable number of instances, since the edge weight function \( d \) maps to the real numbers. This allows us to make statements with some probability (usually zero or one). The trilateration operation, for example, determines zero or two positions for a vertex with probability one (Sect. 2.1). If certain special relations between the edge weights hold, it might also determine a single position, or uncountably many [14]. These relations between the edge weights induce relations between the points in the valid realizations of the graph, which turn out to be linear equations such as Eq. (3).

It is intuitive to think that when one or more edge weights continuously change their values within some small enough interval, the positions of the adjacent vertices typically trace continuous trajectories in space.
2.1 Example
Consider a triangle graph over $V = \{1, 2, 3\}$ with $d_{12} = 2$ and $d_{13} = d_{23} \in [1, 2]$, embedded in $\mathbb{R}^2$. If $x_1 = (0, 0)$ and $x_2 = (2, 0)$, then $x_3$ moves continuously on the segment $(1, 0) + t(0, 1)$ for $t \in [-\sqrt{3}, \sqrt{3}]$ as $d_{13}, d_{23}$ move continuously in $\alpha = [1, 2]$ (see Fig. 1 left).

At $t = 0$ (corresponding to $d_{13} = d_{23} = 1$) the three points $x_1, x_2, x_3$ are aligned, and therefore their affine span has deficient rank equal to 1: this is a “probability zero” realization. All of the other values in the interval define a nontrivial isosceles triangle having full affine span rank 2.

A different choice of $\alpha$ might have yielded an interval where the affine span rank of the associated realization is always full, e.g. $\alpha = [1.1, 2]$. For more complicated graphs it is possible to have situations where both endpoints of the interval yield realizations of deficient ranks.

Suppose now that we add another vertex (labelled by 4) to the triangle graph above. We let 4 be adjacent to 1, 2, 3 with edge weights $d_{14} = d_{24} = 2$ and $d_{34} = \sqrt{3}$. We consider realizations in $\mathbb{R}^3$. When we apply the trilateration operation to the probability zero realization $x_1 = (0, 0), x_2 = (2, 0), x_3 = (1, 0), x_4$ can move in a circle of radius $\sqrt{3}$ and centered at $(1, 0)$. In other words, this trilateration operation finds an uncountable number of positions for $x_4$ (see Fig. 1 right).

In light of Example 2.1 we can also define probability zero events over DDGP instances as follows: we construct an uncountable set of DDGP instances where the edge weights are allowed to vary over given intervals, and show that the probability zero event only holds at a finite or countable number of values of the weights in the corresponding intervals.

The goal of this paper is to count realizations of DDGP instances \textit{a priori}. The counting methods we consider may not take any feature of the solution into account (for otherwise, the counting problem would be solved by finding all of the finitely many incongruent solutions and counting them). Moreover, we want to avoid events leading to failure of the trilateration operation, such as e.g. those shown in Example 2.1. Since these events happen with probability zero, they can be ignored by only considering \textit{combinatorial counting methods}, i.e. those methods which only consider the graph topology.
3 Can we count DDGP realizations combinatorially?

In this section we claim that we can only (combinatorially) count realizations for a special subclass of DDGP instances, namely when $U_j$ induces a clique of size $K$ in $G$ for all $K < j \leq n$. Our argument is based on the (easier) case of YES instances with no pruning edges.

For each $j \in \{1, \ldots, n\}$ let $a_j$ be the number of positions, found by the BP algorithm for vertex $j$, which eventually lead to a valid realization of $G$. We assume that the given DDGP instance is YES, and, wlog, that $a_1 = \cdots = a_K = 1$. Moreover, since the only possible choice for $U_{K+1}$ is $\{1, \ldots, K\}$, which are the immediate predecessors of $K+1$, the DMDGP and DDGP coincide on instances of size $K+1$, which implies that $a_{K+1} = 2$ \[16\].

We start with the trivial observation that, by trilateration, there are two positions for vertex $j$ for each position of vertex $\ell(j)$:

$$a_j \leq 2a_{\ell(j)}. \quad (5)$$

We now look at conditions which might cause $a_j$ to be strictly less than $2a_{\ell(j)}$, discounting those which hold with probability zero. More precisely, we assume that the given DDGP instance is a probability one instance, and that all realizations of $G$ are in general position.

Given a realization $y$ of $G = (V, E)$ we let $D^y(V)$ be the EDM of $y$. If $W \subseteq V$ we also let $D^y(W)$ be the EDM of $y|W$. For brevity we also denote $D^y(W)$ simply by $D(W)$, if no ambiguity should arise in $y$.

3.1 Remark

If $y$ is a realization of $G$ and $K < j \leq n$, then we can write the EDM of $y|\bar{U}_j$ in the form below:

$$D^y(\bar{U}_j) = \begin{pmatrix} D^y(U_j) & d^2_{j,j} \\ d^2_{j,j} & 0 \end{pmatrix}$$

$$= \begin{pmatrix} 0 & \|y_{i_1} - y_{i_2}\|_2 & \cdots & \|y_{i_1} - y_{i_K}\|_2 & d^2_{j,i_1,j} \\ \|y_{i_2} - y_{i_1}\|_2 & 0 & \cdots & \|y_{i_2} - y_{i_K}\|_2 & d^2_{j,i_2,j} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \|y_{i_K} - y_{i_1}\|_2 & \|y_{i_K} - y_{i_2}\|_2 & \cdots & 0 & d^2_{j,i_K,j} \\ d^2_{j,i_1} & d^2_{j,i_2} & \cdots & d^2_{j,i_K} & 0 \end{pmatrix}, \quad (6)$$

where $D^y(U_j)$ is expressed in function of $y$, whereas the last row and column is expressed in function of the known edge weights $d$.

3.2 Lemma

Consider a YES DDGP instance and a valid realization $y$ of $G$. If $D^y(U_j)$ is a valid EDM, then $D^y(\bar{U}_j)$ is also a valid EDM.

Proof. Assume $D^y(U_j)$ is a valid EDM but $D^y(\bar{U}_j)$ is not: then $y$ cannot be a valid realization of $G$, against the assumption. \qed

3.3 Proposition

Consider a YES DDGP instance, and let $j \in V$ such that $K < j \leq n$. If $D^y(U_j)$ is a valid EDM for any possible realization $y$ of $G$, then

$$a_j = 2a_{\ell(j)}. \quad (7)$$

Proof. Let $j \in V$ such that $K < j \leq n$. Assume that every realization of $G$ yields a matrix $D(U_j)$ which is a valid EDM. By definition, each of the $a_{\ell(j)}$ possible positions for vertex $\ell(j)$ gives rise to a valid realization $y|U_j$ of $G|U_j$. By Lemma 3.2 every $D^y(U_j)$ is a valid EDM. By trilateration, there are two positions for vertex $j$ for each $y$, which yields Eq. (7). \qed
3.1 An impossibility result

The counterexample below shows what can go wrong if the condition of Prop. 3.3 is not met.

3.4 Example

Consider the graph $G$ on $V = \{1, \ldots, 5\}$ with edges

$$ E = \{\{1, 2\}, \{1, 3\}, \{1, 5\}, \{2, 3\}, \{2, 4\}, \{3, 4\}, \{4, 5\}\} $$

and edge weights $d_{12} = d_{15} = d_{23} = d_{45} = 1$, $d_{34} = 2$, $d_{13} = \sqrt{2}$, $d_{45} = \sqrt{5}$, realized in $\mathbb{R}^2$. We assume that $x_1 = (1, 0)$, $x_2 = (2, 0)$, $x_3 = (2, 1)$. There are two possible positions for vertex 4, namely $x_4^+ = (4, 1)$, $x_4^- = (0, 1)$, as shown in Fig. 2. However, $\|x_1 - x_4^+\|_2 = \sqrt{10}$ cannot form a triangle with segments realizing $\{1, 5\}$, $\{4, 5\}$ both having unit length, since $d_{15} + d_{45} = 2 < \sqrt{10}$, which negates the triangular inequality on $1, 4, 5$. On the other hand, the position $x_5 = (0, 0)$ is compatible with $x_4^-$. In this case, trilateration would return $S_4$ as the singleton $\{x_4^+\}$, rather than ensuring $|S_4| \in \{0, 2\}$ as expected. Note that the above instance is not a “probability zero instance”, as all $U_j$’s are realized in general position. Generalizations of this counterexample can be obtained for all $K$. ■

The counterexample in Ex. 3.4 showcases the necessity of the condition that each matrix $D^{yj}(\bar{U}_j)$ needs to be a valid EDM. Verifying this condition involves checking that all of the matrices $\Gamma_j = -\frac{1}{2}JD^{yj}(\bar{U}_j)J$ are Gram. By the equivalence of Gram and positive semidefinite (psd) matrices, this is equivalent to verifying that all of the $\Gamma_j$’s are psd.

3.5 Theorem

The solutions of the DDGP cannot be counted combinatorially.

Proof. Our definition of combinatorial counting (Sect. 2.2) states that acceptable methods may not consider the edge weights. We now construct an uncountable family of DDGP instances for which trilateration finds 0, 1 or 2 positions for a certain vertex, all with positive probability. This shows that the edge weights must necessarily be taken into account by any counting method, and hence that this counting method cannot be combinatorial. We consider the case of Example 3.4: our strategy is to define intervals for $d_{24}$ and $d_{34}$ such that: (i) at the lower extrema trilateration on 5 finds two valid positions for $x_5$, (ii) at the upper extrema trilateration on 5 only finds one valid position (and hence fails) for $x_5$, and (iii) there are neighbourhoods of these extrema for which the same behaviours hold. This will show that the probability of trilateration failure to find either 0 or 2 positions is nonzero, and depends on the edge weights only. Therefore there can be no general combinatorial counting method for dealing with the totality of DDGP instances.

In the rest of the proof (which simply consists of a long but easy symbolic calculation) we sometimes indicate distance between two vertices $u, v$ by $uv$ for brevity. We generalize the instance in Example 3.4 to the uncountable family of instances given by $d_{24} \in [\sqrt{1 + \varepsilon^2}, \sqrt{5}]$ and $d_{34} \in [\varepsilon, 2]$, for some small
enough $\varepsilon > 0$. If we take the lower extrema of both intervals $d_{24} = \sqrt{1+\varepsilon^2}$ and $d_{34} = \varepsilon$ we obtain $x_4^* = (2+\varepsilon, 1)$ and $x_4^+ = (2-\varepsilon, 1)$, whence

$$\begin{align*}
\|x_4^* - x_1^*\|_2 &= \sqrt{(-1-\varepsilon)^2 + 1} = \sqrt{2 + 2\varepsilon + \varepsilon^2}.
\|x_4^+ - x_1^*\|_2 &= \sqrt{(-1+\varepsilon)^2 + 1} = \sqrt{2 - 2\varepsilon + \varepsilon^2}.
\end{align*}$$

When $\varepsilon$ is negligible, we have $\|x_4^* - x_1^*\|_2 \approx 2 = 1 + 1 = 15 + 4 \sqrt{5} = d_{15} + d_{45}$ and the same for $\|x_4^+ - x_1^*\|_2$, which implies that both positions for vertex 4 yield a distance $\sqrt{\varepsilon}$ that satisfies the triangular inequality.

As $\varepsilon$ grows, $\|x_4^* - x_1^*\|_2$ decreases, which means that it satisfies the triangular inequality for all values of $d_{24}, d_{34}$ in the respective intervals (as verified in Ex. 3.4). We want to find the value of $\varepsilon$ at which $x_4^*$ satisfies the triangular inequality at equality, namely $\|x_4^* - x_1^*\|_2 = 2$. This happens at $\sqrt{2 + 2\varepsilon + \varepsilon^2} = 2$, namely $\varepsilon^2 + 2\varepsilon - 2 = 0$, i.e. when $\varepsilon = \frac{-2 \pm \sqrt{4 - 4 \times 1 \times (-1) \times 1}}{2} = -1 \pm \sqrt{3}$. Since we assumed $\varepsilon > 0$, $\varepsilon = -1 + \sqrt{3}$ is the only value for which $\|x_4^* - x_1^*\|_2 = 2$. Thus, the family of DDGP instances under scrutiny has the property that vertex 5 has two valid positions (almost surely) for $d_{34} \in [1, \sqrt{5} - 2\sqrt{3}]$, $d_{34} \in [0, 1 - \sqrt{3}]$, only one position ($x_4^*$) for $d_{24} \in [\sqrt{5} - 2\sqrt{3}, \sqrt{5}]$, $d_{34} \in [-1 + \sqrt{3}, 2]$, and zero positions in the remaining cases where no position for vertex 4 exists.

In other words, assuming uniform probability distributions over the two distance intervals for $d_{24}, d_{34}$, we have shown that this DDGP instance family has (almost surely) $2p$ solutions (for some $p \in \mathbb{N}$) with probability $P_2 = \frac{\sqrt{5 - 2\sqrt{3} + \sqrt{3} - 2}}{\sqrt{5} + 1} \approx 0.3$, $p$ solutions with probability $P_1 = \frac{\sqrt{7} - \sqrt{5 - 2\sqrt{3} - \sqrt{3} + 1}}{\sqrt{5} + 1} \approx 0.08$, and 0 solutions in the remaining events where $d_{24}$ is towards the lower extremum while $d_{34}$ is towards the upper one and vice versa, which have joint probability $P_0 = 1 - P_2 + P_1 = \frac{\sqrt{5} + 1 - (\sqrt{\sqrt{5} - 1})}{\sqrt{5} + 1} = \frac{2}{\sqrt{5} + 1} \approx 0.62$.

Note that $P_0, P_1, P_2 > 0$, as claimed.

We note that it is also hard to imagine the existence of non-combinatorial counting method which does not require the realizations of $G$ prior to counting (Sect. 2.2), as mentioned above, we need to check that all of the matrices $\Gamma_j$ are psd, which typically requires the knowledge of the entries of $\Gamma_j$, which in turn requires $y[U_j]$, and hence the realizations of $G$, to be known a priori.

Thm. 3.5 does not prevent the existence of counting techniques for subclasses of the DDGP, or based on a condition involving other parameters than $G, d, K$ (such as e.g. the smallest eigenvalue over all $\Gamma_j$ being nonzero, which would make it easy to prove positive semidefiniteness), or taking into account special structures in the pruning edges.

### 3.2 A sufficient condition

A combinatorial condition making sure that the $D^y(\bar{U}_j)$ are valid EDMs is that $G[U_j]$ should be a clique.

#### 3.6 Corollary

Let $j \in V$ such that $K < j \leq n$. If $G[U_j]$ is a clique of size $K$ in $G$, then $a_{ij} = 2\alpha_{ij}$.  

Proof. It suffices to remark that, since all of the $y[U_j]$’s are valid realizations of $G[U_j]$, they must satisfy the given distance constraints. Therefore, $D^y(U_j)$ is simply the EDM for the clique $G[U_j]$, which is constant since the distance values are given for all the edges, and does not depend on $y$. Since we are assuming that the DDGP instance is YES, $D(U_j)$ is a valid EDM. For the same reason, $D(\bar{U}_j)$ is also a valid EDM.

We also remark that Cor. 3.6 cannot be improved in general terms, for example by asking that $G[U_j]$ is a clique without one or a few edges, since Ex. 3.4 portrays a failure when a single edge is missing from the clique on $G[U_5]$. 

This shows that a combinatorial counting of the number of solutions of DDGP instances prior to actually solving the instance is only possible in the special case where all of the $U_j$’s induce cliques of size $K$ in $G$. We call the class of such DDGP instances the *combinatorial DDGP*.

### 3.7 Corollary

For a combinatorial DDGP instance with discretization edges only, the number of incongruent realizations of $G$ is $2^{n-K}$ almost surely.

**Proof.** This follows by $a_1 = \cdots = a_K = 1$, $a_{K+1} = 2$, and Cor. 3.6.

We remark that Cor. 3.7 applies to DMDGP instances. This provides an alternative proof to the result that DMDGP instances with discretization edges only have $2^{n-K}$ incongruent solutions almost surely.

### 4 Conclusion

An important property of DMDGP orders, mainly in applications related to protein conformation, is that given a DMDGP solution (calculated by any algorithm applied to the DMDGP), all the others can be obtained just using the DMDGP symmetries [29]. Whether there are symmetric properties similar to the DMDGP case at least for the combinatorial DDGP remains an open question.
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