Social anxiety disorder has been widely recognised as one of the most commonly diagnosed mental disorders. Individuals with social anxiety disorder experience difficulties during social interactions that are essential in the regular functioning of daily routines; perpetually motivating research into the aetiology, maintenance and treatment methods. Traditionally, social and clinical neuroscience studies incorporated protocols testing one participant at a time. However, it has been recently suggested that such protocols are unable to directly assess social interaction performance, which can be revealed by testing multiple individuals simultaneously. The principle of two-person neuroscience highlights the interpersonal aspect of social interactions that observes behaviour and brain activity from both (or all) constituents of the interaction, rather than analysing on an individual level or an individual observation of a social situation. Therefore, two-person neuroscience could be a promising direction for assessment and intervention of the social anxiety disorder. In this paper, we propose a novel paradigm which integrates two-person neuroscience in a neurofeedback protocol. Neurofeedback and interbrain synchrony, a branch of two-person neuroscience, are discussed in their own capacities for their relationship with social anxiety disorder and relevance to the paradigm. The newly proposed paradigm sets out to assess the social interaction performance using interbrain synchrony between interacting individuals, and to employ a multi-user neurofeedback protocol for intervention of the social anxiety.
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1. INTRODUCTION

Social interactions are an integral part of our daily lives, from simple friendly gestures to group decision-making that may have great impact on each individual's lives. Undoubtedly, humans rely greatly on a peripheral support system, such as family or friends, due to an evolutionary instinct of survival through social mechanisms (Dunbar et al., 2007; Tomasello et al., 2012). As we have built a society driven by our advanced social abilities, the effect of adverse biological selection or mutation on the brain areas associated with these skills can bring about monumental disruptions to a person's quality of life.
In the past, social neuroscience studies have been conducted to explore the neural correlates of behaviour in response to social stimuli from a single individual (Ochsner, 2004). A rising concept known as two-person neuroscience (Hasson et al., 2012; Pfeiffer et al., 2013; Schilbach et al., 2013) (2-PNS) suggests that it may be more prudent to extend experimental protocol of social neuroscience to include neuronal activity from of all participating bodies in the interaction. Furthermore, the individuals involved in an interaction should be considered a functional unit for which to obtain the neuronal information regarding the social interaction which occurs within the unit. Typically, a functional unit known as a “dyad” contains two individuals. The dyadic setup, commonly known as hyperscanning (Montague et al., 2002; Babiloni and Astolfi, 2014), has facilitated 2-PNS research, most prominent of which is interbrain synchrony (InBS). Hyperscanning is the simultaneous brain scanning of multiple participants while allowing them to either interact with each other in an experiment or undergo tasks separately (Babiloni and Astolfi, 2014). This branch of research is concerned with understanding how neural synchrony, proposed between two or more brains, can occur and why. Recent InBS studies have found that weaker synchronisations occur when one member of a dyad reported having previously suffered anxiety (Kawano et al., 2016) or if members of the dyad were strangers compared to acquaintances (Atzil et al., 2012; Kinreich et al., 2017). 2-PNS argues that, particularly for social dynamics, the whole picture can be better represented by the findings from all interacting individuals (García and Ibáñez, 2014). Further research would dictate whether or not a relationship exists between InBS and mental health disorders that are characterised by social deficits. Moreover, the dyadic activity which occurs between the interactors may provide valuable insights to human social neuroscience. For that reason, it is necessary that investigations are conducted in the prospect of potentially improving current methods of treatment for mental disorders by applying knowledge gained from InBS or 2-PNS.

To understand the role of InBS, a novel paradigm implementing the InBS protocol into a contemporary treatment of social anxiety disorder is proposed. The differences between the paradigm and treatment alone would uncover factors of the relationship between InBS and social anxiety disorder. Neurofeedback is a viable contender for such a strategy, having potential to gain from the 2-PNS approach itself. The neurofeedback method is a non-invasive treatment for mental health disorders. It uses brain imaging techniques to capture real-time data on brain activities and acts as stimuli back to users. While InBS observes the modulation of neural synchrony between brains, neurofeedback aims to modulate the neural activity within each brain. In common practice, neurofeedback protocols are shaped around a single individual. However, the idea of multi-user neurofeedback has gained traction in the form of between brain interpersonal interaction without the conventional ways of communicating, such as verbal or physical (Duan et al., 2013; Kovacevic et al., 2015). As such, there exists a gap in the literature for the exploration of a multi-user based approach for the training or treatment of the mental system using neurofeedback.

This review aims to justify how essential the InBS-neurofeedback (InBS-NF) paradigm is for the impact potential on the current scientific capacity of social anxiety disorder. The remainder of this review is organised into the following sections: Section 2 defines social anxiety disorder by way of research findings from different neuroimaging methods. Section 3 reports the concepts and approaches for the paradigm components. Section 4 describes the paradigm with corroboratumion from 2-PNS literature and Section 5 concludes the review.

2. SOCIAL ANXIETY DISORDER

Social anxiety disorder (SAD) is a type of phobia induced by one or more social situations, causing an individual to feel inner turmoil (Stein and Stein, 2008). The disorder was differentiated from general anxiety over 50 years ago (Marks and Gelder, 1966) and is widely recorded as the most common anxiety disorder in present day (Stein et al., 2017), while being the third most common disorder overall (Kim and Yoon, 2018). The behavioural characteristics of SAD can be observed as evasive natures towards a person, a group of people or a specific type of situation which involves other people (Stein and Stein, 2008). The onset of an episode can cause physical manifestations which include trouble with breathing or speech, feelings of pain, tremors, uncontrollable crying, feelings of nausea, or excessive sweating (Agha Mohammad Hasani et al., 2016; Spence and Rapee, 2016). Commonly, the behaviour stems from a fear response of being negatively scrutinised or humiliated by or in front of people (Kessler et al., 1998). SAD has been found to have a negative impact on academic performance in children and work performance in adults, while increasing unemployment rates as a whole (Dryman et al., 2016). Additionally, data analysis from hospital databases indicates that not only is there a heightened likelihood for substance abuse, but also an increased mortality rate, particularly an increased co-morbidity rate when coupled with depression (Meier et al., 2016; Jarallah et al., 2017). Research has suggested a number of factors that contribute to the aetiology of SAD. Genetic predispositions (Arnold et al., 2004), biases developed in early childhood (Kuo et al., 2011), negative experiences (Kent and Keohane, 2001) and family/peer relationships (Johnson et al., 2001; Cunha et al., 2008) are often said to be important in understanding the individual development of SAD (Wong and Rapee, 2016).

Cognitive behavioural models of SAD have been put forward with the most commonly cited being the Clark and Wells (1995) model and the Rapee and Heimberg (1997) model (Morrison and Heimberg, 2013). Both models constitute a theoretical framework to understanding the development and maintenance of SAD in an individual. The Clark and Wells model posits that individuals with SAD enter a social situation holding cognitive biases and conditional beliefs. These cognitive biases include an unusually high performance for a successful social interaction, creating a high standard which is difficult to achieve and therefore an increased perception that they will fail at the social interaction. These conditional beliefs infer stringent rules (Penney and Abbott, 2014) that a specific action on the individual’s part will
lead to a negative reaction from the audience or interactor. Due to this, when entering a social situation, an individual’s attention is shifted towards themselves—a process known as self-focused attention. The self-focused attention in turn activates further dysfunctional biases and beliefs manifesting in physiological outputs such as excessive sweating. These outputs are identified and processed in the self-focused attention model to generate a negative mental self-representation of themselves and are prevented from allocating attention to positive cues from the audience or interactor. Moreover, the Clark and Wells model proposes that individuals with SAD may use safety-seeking behaviours which contribute to the maintenance of SAD. For example, individuals with SAD may avoid a social situation and believe that safety was obtained through avoidance rather than the social situation being less threatening than perceived (Penney and Abbott, 2014). Equally, the avoidance being noticed by the audience may cause the individual to feel further scrutiny. Furthermore, safety-seeking behaviours allocate attention even more so towards an individual’s self, exhausting cognitive capacity for acknowledging positive cues from the audience or objective information of the situation.

The model proposed by Rapee and Heimberg is theoretically similar to the Clark and Wells model, with the difference lying in a significant importance for positive judgement from the audience or interactor in the social situation. Therefore, the attentional shift is allocated to both the perception of self and external cues from the audience. Many of the same concepts in the self-focused attention model are also applied, whereby the individual generates a representation of themselves based on their own physiological reaction. Though, in addition to this, the Rapee and Heimberg model also suggests memories and the external cues from the audience contribute to this representation. Thus, a discrepancy is created between the representation of the individual’s self and the perceived standard from the audience. The greater the discrepancy, the greater the individual with SAD believes a negative outcome from the social interaction will occur manifesting in the individual’s physiology (such as feeling flustered) and behaviour (such as safety-seeking, escaping) and therefore maintaining SAD.

Treatment for SAD typically falls under two categories: psychosocial and pharmacological. The most common psychosocial treatment is cognitive behavioural therapy (CBT) while pharmacological treatment includes, but are not limited to, the use of antidepressants, benzodiazepines, and beta-blockers. Occasionally, other novel pharmacological treatments may be used if the general options are ineffective. It is also possible to combine psycho-social and pharmacological treatments. Reviews on the state of affairs for SAD treatment have corroborated that there is a lack of understanding for why certain treatments work better than others (Rodebaugh et al., 2004; Dalrymple, 2012) and why some of the best treatments are not capable of working at all (Liebowitz et al., 1999). 2-PNS suggests that these shortcomings of SAD treatment may be explained by investigating the interpersonal effects of social interaction, and that a fundamental aspect is being overlooked by focusing solely on the intrapersonal scale (Konvalinka and Roepstorff, 2012) where psycho-social and pharmacological treatments are bound.

In this light, the InBS-NF paradigm is necessary to provide insight to new knowledge or information to improve SAD treatment by implementing the interpersonal protocol.

### 2.1. The Neuroscience of Social Anxiety Disorder

Through neuroimaging techniques, the complex neurobiological processes such as abnormal neural activity or dysfunctional connectivity that have been associated to SAD (Klumpp et al., 2012) are capable of being observed in research to determine the neural substrates of SAD. These neuroimaging techniques include functional magnetic resonance imaging (fMRI), functional near-infrared spectroscopy (fNIRS) and electroencephalography (EEG).

fMRI indirectly obtains information about neural activity by observing the blood-oxygen-level dependent (BOLD) signal which is based on the haemodynamic response. The haemodynamic response refers to an increased delivery of oxygenated blood to areas of the brain activated by a behaviour, in order to provide oxygen more than required for the brain region to function. This excessive amount of oxygen subsequently increases the oxygenated blood ratio relative to the deoxygenated blood. Oxygenated blood has magnetic properties which generates less interference with the signal when picked up by the fMRI machine compared to that of deoxygenated blood. Thus, an image can be drawn when an influx of oxygenated blood occurs over a specific area of the brain following a particular stimulus as oxygenated blood will provide a stronger signal whereas the more deoxygenated blood there is, the less the signal can be picked up by the fMRI scanner (Buxton et al., 2004). The fMRI technique allows for extracting information of neural activity that requires superior spatial resolution which is limited for both the fNIRS and EEG techniques (Cui et al., 2011; Kaiboriboon et al., 2012). We are able to observe changes within the subcortical levels of the brain and pinpoint the origin of these changes. However, a common concern of fMRI is low temporal resolution and limited degree of mobility. One of the central themes of fMRI research for SAD is the role of the amygdala. The amygdala is a subcortical structure, renowned for emotional processing and fear responses. Research suggests that imbalances in neural activity relating to SAD can originate from the amygdala and also be the result of the amygdala processing abnormal information from cortical areas (Liao et al., 2010). In anatomical and functional terms, the amygdala has been shown to have strong connections with the prefrontal cortex (Barbas, 2000; Bechara et al., 2000; Rule et al., 2002; Phillips et al., 2008). In particular, the orbitofrontal cortex (Liao et al., 2010; Hahn et al., 2011), the medial prefrontal cortex (Qiu et al., 2011; Sladky et al., 2012) and pathways between the frontal and visual lobes (Liao et al., 2010) have all exhibited activation relationships with the amygdala that can be attributed to SAD. The frontal-visual-cortex pathways have also displayed decreased connectivity during resting-state fMRI. For example, decreased connectivity has been shown to be correlated with the severity of SAD symptoms (Ding et al., 2011). In addition, resting-state fMRI studies with SAD have revealed several abnormal connectivities...
within frontal lobe regions (Ding et al., 2011). Furthermore, it has been suggested that significant abnormal activity in the posterior cingulate cortex and the precuneus in participants with SAD may reflect the impairment of socially relevant self-focused attention and theory of mind respectively (Gentili et al., 2009; Hahn et al., 2011; Nakao et al., 2011; Qiu et al., 2011). In addition to connectivity, fMRI studies have also guided the understanding of dysfunctional localisation of SAD. The most common report of dysfunctional localisation relating to SAD is hyper-reactivity within the amygdala and insula regions. Studies have shown that hyper-reactivity in this region is significantly present in individuals with SAD compared to healthy controls (Shah et al., 2009; Klumpp et al., 2010, 2013). Additionally, the extent of hyper-reactivity in the amygdala has been shown to have a relationship with the severity of SAD while the extent of hyperactivity in the insula correlates with trait anxiety (Shah et al., 2009). It is further suggested that amygdala hyper-reactivity can be triggered with moderate, even subtle, displays of social threat (Klumpp et al., 2010). In a longitudinal approach to SAD research, studies into the neural predictors of CBT have shown that activation within certain regions of the brain prior to treatment are positively correlated to the level of success after a 12-week period (Klumpp et al., 2013). Specifically, pre-treatment activation to socially negative stimuli within the superior and middle temporal gyrus, which play a role in visual processing, dorsal anterior cingulate cortex and dorsomedial prefrontal cortex, which play roles in cognitive and emotional processing, are observed within positive outcomes from CBT (Klumpp et al., 2013). fMRI imaging has been used to map a “skeleton” of networks across brain areas for information processing and cognitive functioning (Bressler and Menon, 2010). One of these networks is known as the default mode network, which is activated during periods of time where an individual is not focused on the outside world (Voelcker-Rehage et al., 2016). SAD is correlated with abnormal activity within the bilateral angular gyrus and the left prefrontal medial cortex when the default mode network is engaged (Qiu et al., 2011). Research suggests that these findings are related to impairments in social perception and the mental representation of self which contribute to the self-attentional bias model (Qiu et al., 2011). The pathway which is activated during high cognitive functioning behaviours such as memory retention, problem-solving and decision making is known as the central executive network (Petrides, 2005; Menon, 2011). This network shows abnormal activity within the right dorsolateral prefrontal cortex, right inferior parietal gyrus and the left middle occipital gyrus in SAD patients, reflecting an impairment of cognitive control, hypervigilance and hyperprosexia from individuals with SAD (Qiu et al., 2011).

The fNIRS neuroimaging technique operates using near-infrared light (typically 700–900nm spectral interval) that propagates through the brain to provide information up to 8cm deep through optodes. fNIRS is similar to EEG whereby it is non-invasive and has a high degree of mobility. On the other hand, it is similar to fMRI in that it works under the BOLD signal principles and haemodynamic response, which gives poor temporal resolution. The results from fNIRS research into neural substrates of SAD have recurred a frontal lobe theme. For example, frontal asymmetry has been found to occur with stronger signals in the right hemisphere by observing an increase of blood volume concentration when participants were asked to take part in an anxiogenic task (Tuscan et al., 2013). Additionally, significantly smaller changes in haemodynamic response during performance-based tasks in the ventrolateral and dorsolateral prefrontal cortex was reported from experiments with SAD diagnosed participants (Yokoyama et al., 2015; Glassman et al., 2017). The ventrolateral and dorsolateral prefrontal cortex areas are both known to elicit hyperactivity with SAD (Tillfors et al., 2002; Yokoyama et al., 2015), while also showing activation relationships with certain limbic structures (Guyer et al., 2008; Blair et al., 2010) such as the amygdala (Sladky et al., 2012). These findings suggest that the ventrolateral and dorsolateral prefrontal cortices illustrate a regulation or connectivity dysfunction between the frontal lobes and limbic structures.

EEG is a neuroimaging technique which measures the electrical activity in the upper layers of the brain by placing electrodes across the scalp. The major advantages of EEG recording are high temporal resolution and a high degree of mobility. EEG is able to record in order of milliseconds with sampling rates between 250 and 20,000 Hz. It is also relatively resistant to movement artefacts (Croft and Barry, 2000; Gwin et al., 2010) which can occur when the participant undergoes an experiment that requires mobility or if the participant is generally fidgeting. Additionally, while the fNIRS and fMRI methods are effective in their own right; they capture essentially metabolic processes which, at best, can be only associated with neural activity. EEG, on the other hand, is capable of measuring real neural responses. This provides us with great timing accuracy for identifying neural activity corresponding to external stimuli. Data recorded by EEG reveals the electrical activity from groups of neurons being recorded at each electrode which covers a specific area of the brain. These activities are analysed either in the time domain or the frequency domain. Using the time domain, the EEG signal is displayed as a continuous signal changing over time (Hjorth, 1970). The frequency domain, on the other hand, displays how much of the signal lies in a particular frequency band given multiple frequencies at hand (Valdés et al., 1992). EEG frequency bands are commonly grouped into seven different types of oscillatory activity. Firstly, delta waves (0.5–4 Hz) are the slowest and typically demonstrate the characteristics of an individual in deep sleep. Theta waves (3–7 Hz) are also related to oscillatory activity during sleep, however these are more prominent in the first stages of sleep or “light sleep”. Thus, typically appearing during meditative or drowsy states and in some cases during hypnosis. Alpha waves (8–12 Hz) are largely associated with relaxed, calm, alert and creative moods (Evans and Abarbanel, 1999) and predominantly occur within the occipital lobe when an individual is in a relaxed state with their eyes closed. When an individual has their eyes open, or is sleepy, alpha is decreased. Mu waves (9–11 Hz) are an alpha-like variant and is most prominent when the body is at rest and can be observed over the motor cortex (Hobson and Bishop, 2017). These waves are suppressed when an individual performs or visualises a motor action. Beta waves (13–29 Hz)
are commonly observed as indicators for mental performance, including levels of focus, concentration, active thinking and problem-solving (Herrmann et al., 2016). Gamma waves (30–40 Hz) are the highest and show associations with higher cognitive functioning, including being related to large scale brain network activities including memory, attention and perception (Herrmann et al., 2016). However, gamma wave frequencies can overlap with electromyography (electrical activity produced by skeletal muscles) frequencies and proper separation during signal processing is necessary to ensure the source of the signal (Muthukumaraswamy, 2013). Each of these frequency bands have associations with certain types of neurophysiologies and behaviours, and therefore activities which strays from the norm can be useful to deduce the cause of abnormal behaviours.

EEG affiliation with SAD predominantly include research focusing on the frontal lobe of the brain, measuring frontal asymmetry and delta-beta cross frequency correlation (Harrewijn et al., 2016). Frontal asymmetry was proposed on the theory that the left and right areas of the frontal lobe are differentially involved in positive and negative affective states (Davidson, 2000). Experiences and feelings of a positive affect are processed within areas of the left frontal lobe while the negatives are processed within areas of the right frontal lobe (Moscovitch et al., 2011). Specifically, individuals with SAD or those who experience symptoms of SAD have been shown to display significantly stronger activations in the right frontal lobe compared to the left during both resting states and anxiety-induced tasks (Davidson et al., 2000; Beaton et al., 2008; Moscovitch et al., 2011). In addition, activity elevations in the right frontal lobe has been found in individuals who display a bias towards withdrawal-related behaviour, compared to the left that are biased towards approach-related behaviour (Davidson, 1992, 1998). This theory has been corroborated by several studies over the past decades (Schmidt, 1999; Coan and Allen, 2004; Campbell et al., 2007; Hannesdóttir et al., 2010). Secondly, delta-beta cross-frequency correlation has also been a topical approach in literature for understanding neural substrates of SAD. Cross-frequency correlation is a type of cross-frequency coupling metric which is formed on the basis that brain oscillations of varying frequencies are capable of interacting with each other. This type of interaction can be observed during complex information transmissions between high-frequency activity in local, cortical regions and low-frequency activity which stem from a larger, regional network (Salimpour and Anderson, 2019). When this interaction involves the coupling between a phase of an oscillation from one frequency band and the amplitude of the oscillations from another frequency band, this is known as phase-amplitude, or phase-power, coupling (Jirsa and Müller, 2013; Salimpour and Anderson, 2019). Other forms of cross-frequency coupling include phase-phase and amplitude-amplitude coupling (Jirsa and Müller, 2013). A positive amplitude-amplitude delta-beta cross-frequency correlation is known to increase with anxiety-induced social tasks (Schutter and Knyazev, 2012). Research also suggests that the oscillations which fall within the delta band are in fact neural activities which originate from sub-cortical regions of the brain whereas beta oscillations originate from the cortical regions (Schutter and Van Honk, 2005). And therefore, the cross-frequency correlation is an indicator of the communication between sub-cortical and cortical regions (Harrewijn et al., 2016). Increased positive delta-beta cross-frequency correlation has been observed in studies with individuals diagnosed with SAD (Miskovic et al., 2011a,b; Harrewijn et al., 2016) and individuals with high levels of reported feelings or emotions symptomatic of SAD (Miskovic et al., 2010).

EEG, fNIRS and fMRI methods have contributed collaboratively in SAD research to help understand the aetiology and maintenance of SAD on a neurological scale. Each method is capable of extracting useful information from the brain which link together to provide a full picture. InBS and neurofeedback research have both utilised demonstrated the use of varying neuroimaging techniques depending on the task and level of exploration involved. For the InBS-NF paradigm, the main conceptual premise relies on an interactable, naturalistic environment with a capacity for mobility. In addition, the synchronicity calculations and feedback latencies advocates for a higher temporal resolution to increase accuracy. The downfall of the fMRI scanner, on top of the has reduced flexibility for mobility and requires participants to lie in a large and loud scanner typically on their own. Additionally, EEG has superior temporal resolution in comparison to the fNIRS approach. Due to this, the InBS-NF paradigm leans towards EEG as the neuroimaging protocol. EEG maximises the ability for participants to interact with each other and real-time feedback stimuli during an experimental task while limiting the movement artefacts.

3. THE PARADIGM COMPONENTS

As the term suggests, the InBS-NF paradigm proposed by the authors is a method which integrates two components; namely the information of synchronicity between interactors and the existing neurofeedback protocol. The aim of InBS-NF is to utilise the measure of InBS to constantly assess SAD in an objective manner, and to employ active neurofeedback to directly manage SAD. Subsequent work to this review include exploring the role of InBS and SAD across neuroimaging techniques to provide a full picture, spatially and temporally, of the interbrain activity occurring during socially anxiogenic tasks. Additionally, a foundation of research utilising the InBS-NF paradigm is required for empirical investigation to determine the effect of multi-participant neurofeedback using InBS on individuals with SAD. In sight of the limited research incorporating InBS and SAD, the InBS component will be detailed in this section by way of the conceptual frameworks involving interactions that have been previously shown to affect individuals with SAD. Similarly, the neurofeedback component is discussed with approaches prominently used in literature to research the relationship between neurofeedback treatment and SAD.

3.1. Interbrain Synchrony and Interaction Frameworks

InBS describes how similar the oscillations of membrane potentials, or frequencies, are between two networks of neurons. More specifically, the signals between the individuals in a functional unit during an interaction (Babiloni et al., 2006).
Synchronicity can be observed when these signals are both time-locked and phase-locked (Lachaux et al., 1999). For signals to be time-locked, they must display similar oscillations of frequencies at roughly the same time post-stimulus onset. For phase-locking, the signals must have the same phase angle as each other. InBS is analogous to brain-to-brain coupling of neural activities from regions or networks between brains (Gonçalves, 2015), which can occur between different frequency ranges. These couplings do indeed share certain aspects, though ultimately differs to cross-frequency coupling in that the measurements are observed and analysed from two separate brains in comparison to a single brain in cross-frequency coupling research.

Interbrain analysis began dubiously as “extrasensory” communication between the brains of a set of twins (Duane and Behrendt, 1965). While the authors stated that no conclusive statements were made from the findings of this study, their study reports that by increasing alpha wave oscillations in one twin, the other twin’s brain would mimic these activities. The reception of these findings were greatly sceptical, due to the lack of evidence that the change in one participant did indeed elicit the change in the other (without any form of interaction). During that period of time, EEG neuroimaging techniques were in its infancy and the technology was not available to produce reliable results on neural correlates of social behaviour. In fact, it took another 40 years for the field to introduce the first hyperscanning protocol using fMRI to compliment single-participant social neuroscience studies (Montague et al., 2002). This protocol erupted multi-participant social neuroscience research (Babiloni and Astolfi, 2014). Hence, although the understanding of the social aspect in human nature has been thoroughly evidenced, limitations in technology meant that only in the past couple of decades has investigations on the neuroscience of social interactions been done (Babiloni and Astolfi, 2014). Furthermore, the first implementation of hyperscanning using EEG was conducted shortly after the protocol debut (Babiloni et al., 2006), providing the space for better temporal resolution and ecological validity (Babiloni et al., 2006). Eventually, in accordance with refined procedures and technological feasibility, empirical InBS research came to fruition using the hyperscanning protocol (Dumas et al., 2010).

3.1.1. Physical Space
Research has shown that InBS is observed when interactors share and interact within the same physical space. For example, joint action, which can involve two or more people, refers to the process of co-ordination between the actions of the interactors in time and space to produce a joint outcome (Knoblich et al., 2011). Many of the joint action interactions in InBS research fall in line under sensorimotor co-ordination, such as the leader-follower task model—a construct where members of a dyad adopt social roles in the experiment. In experiments implementing leader-follower dynamics with guitar playing, research has shown interbrain synchronisation in theta and delta waves between the frontal and central sites of the interacting brains (Lindenberger et al., 2009; Sänger et al., 2012). Movement and speech co-ordination tasks evokes interbrain synchronisation of the alpha and theta bands over the temporal and lateral-parietal brain regions (Kawasaki et al., 2013). Implicit co-ordination in timing has also been related to increased brainwave synchrony when the timing discrepancy within the dyad decreased (Funane et al., 2011). Significant differences were reported between the synchronisations between the leader-follower task model and a follower-follower model (Jiang et al., 2015); greater InBS occurred within the leader-follower task when the synchronisations were directed to the follower from the leader.

Another type of physical space interaction associated with InBS is affective communication. This refers to both the expression of one’s internal emotional state regarding another person or situation, and the perception of another individual’s or group’s signals regarding their emotional state. Examples of affective communication during an interaction include emotional interchange, support or empathetical expression (Viswesvaran et al., 1999; Symons et al., 2016). Research found higher levels of InBS over the left inferior frontal cortex while a dyad communicated face-to-face with each other in comparison to not (Jiang et al., 2012). This effect over the same brain areas also transpired when dyads hummed facing each other rather than facing walls (Osaka et al., 2015). A classroom setting experiment found that enhanced alpha synchrony between students was present when they sat face-to-face in comparison to adjacent. This result postulates an indicator role of InBS to predict the engagement of students and their potential social dynamics (Dikker et al., 2017). Furthermore, a study measured synchrony from a co-operative task within a dyad before and after undergoing co-operative tasks with a PC (Kawasaki et al., 2013). The findings showed greater synchrony in the alpha and theta frequency bands between the temporal and lateral-parietal areas within the dyad after the PC condition compared to before. The authors speculated that this is due to a lack of empathy perception during the machine condition in between the human-human conditions, which influences the increase in synchronicity due to a lack of or decrease in empathy perception during the machine condition.

Decision-making tasks also constitute a physical space interactive framework for InBS. These consist predominantly of behavioural studies in economic reasoning through game theory. The general consensus of findings revealed that co-operative behaviours induced a greater level of InBS than competitive or defective through the prisoner’s dilemma task (Babiloni et al., 2007; Astolfi et al., 2009; Jahng et al., 2017); similarly with joint vs. solo tasks (greater InBS with joint tasks compared to solo) (Astolfi et al., 2014; Sinha et al., 2016). In addition, flight simulations with pilots and co-pilots while simultaneously examining their brainwave patterns (Astolfi et al., 2011; Toppi et al., 2016) found that there was a significantly increased level of alpha band synchrony over parietal sites and increased synchrony over frontal sites. During the phases of flight simulation where interaction was peaked (i.e., co-operativeness during take-off and landing), an enhanced synchronisation over the frontal regions of both participants was observed. By using the partial directed coherence measure, they were able to deduce that this synchronisation was directed towards the pilot originating from the co-pilot. Synchrony analysis techniques, including the partial directed coherence, are briefly discussed in section 4. Moreover, a
button-pressing experiment for the quickest reaction time using both co-operative and competitive conditions was conducted (Cui et al., 2012). Co-operation trials displayed significantly greater synchrony in the superior frontal cortex compared to competition. InBS during interactive decision-making tasks shed light on synchronicity as an indicator for social interactions or co-operative task performance (Cui et al., 2012). Its role as a valence indicator was put forward when significantly lower levels of synchronisation occurred while both participants in a prisoner’s dilemma game set out to implicate their partner and higher levels if both participants intended not to (Fallani et al., 2010). Additionally, specific brain activities during InBS prior to decision making during the task was able to predict the subsequent action with up to 90% accuracy (Fallani et al., 2010).

The above interactions that exhibit InBS correlates have inherent links with different levels of SAD. The extent of affective communication tasks posits potential avenues for understanding the effect of InBS on interpersonal functioning (Gonçalves, 2015), in particular with participants who report struggles with social situations. Affective processing of social exclusion showed that participants with SAD were significantly more likely to direct the attention internally, experiencing mental frameworks such as self-blame or rumination, than the healthy controls (Gutz et al., 2016). This finding ties into the self-focused attention component of the maintenance models of SAD (Clark and Wells, 1995; Rapee and Heimberg, 1997). InBS studies on affective communication has potential to uncover aspects of this increased self-focused attention by illustrating patterns in synchronicity while one interactor experiences symptoms of SAD. Economic exchange games, similar to that of the decision-making and game theory tasks above, have shown differences in brain activation between participants with SAD and healthy controls. For example, an fMRI study found significantly lower activation of the medial prefrontal cortex was observed when participants with SAD were asked to play a “trust game” to probe mentalizing of the participants (Sripada et al., 2009). Another socioeconomic task known as the “ultimatum game,” which asks participants to accept or reject offers from their interactor, found that participants with SAD were more likely to accept unfair offers than the healthy controls (Grecucci et al., 2013). These studies can be associated with safety-seeking behaviours such as avoidance (Maner and Schmidt, 2006) to avert likelihood of social confrontation (Hampel et al., 2011) or unpleasant social situations. Based on the evidence in literature, these interactions which evoke InBS are clearly associated with SAD.

### 3.1.2. Mental Space

InBS has been associated to mental space synchronisations between interactors. For example, the shared attention framework describes the moments where two or more individuals are focused on, and are aware that the collective focus is on, a particular third entity (Shteynberg, 2015, 2018). The mutual focus on a third entity is often achieved by one individual in the interaction or a third party directing the attention towards the entity through verbal or non-verbal communication i.e., joint attention; (Baldwin, 1995; Tomasello and Akhtar, 1995). This is different to joint action where the interactors partake in a physical co-ordination of action. Experimental tasks to achieve shared attention in InBS studies largely involve non-verbal categories of communication. For instance, spontaneous and reciprocal gesture imitation has been found to elicit InBS during low-level motor processing and asynchrony during high-level processing (Dumas et al., 2011). During synchronous periods, the alpha-mu, beta and gamma bands between the centroparietal regions of both brains were reported to play key roles in social co-ordination (Tognoli et al., 2007). These findings reflect the different levels of information processing towards the higher-level motor processing and comprehension of social roles, in this case, the model or the imitator (Dumas et al., 2011). Traditionally, the term “joint attention” pertains to eye gaze following; frameworks which were also studied in InBS research to show significantly greater synchrony in alpha, beta and gamma bands between the prefrontal cortex and anterior cingulate cortex, compared to a control without eye gaze (Astolfi et al., 2010).

Joint attention is known to play an important role in the development of social skills, competence and engagement (Carpenter et al., 1998; Mundy and Gomes, 1998; Mundy and Acra, 2006). Studies have suggested that joint attention skills that were underdeveloped at even a very young age, such as 30 months, was capable of predicting social and emotional abilities later in life (Mundy and Sigman, 2006; Parlade et al., 2009). The development of joint attention between an infant and caregiver is a type of interaction which facilitates social learning (Mundy and Newell, 2007). For example, an infant learning the name of an object requires the infant to respond to the joint attention from the caregiver whose attention is on the object (Mundy and Newell, 2007). The lack of developed joint attention skills in childhood has often been associated to autism spectrum disorder (ASD) (Dawson et al., 2004), a disability that evidences partly overlapping symptoms with SAD i.e., gaze avoidance (Kleberg et al., 2017). An fMRI study reported a lack of InBS between the inferior frontal gyrus in individuals with ASD (Tanabe et al., 2012). They suggested that this lack of synchronicity was due to a struggle to share intention through eye contact. This finding was corroborated by another fMRI study which showed greater synchronisations in the inferior frontal gyrus when participants were able to see each other’s eye gaze compared to when they were not (Saito et al., 2010). Therefore, the research suggests that there is indeed a link between interbrain synchronicity and joint attention, a mental form of interaction. A detriment of joint attention during early development in childhood could be linked to the levels of SAD that correspond to symptoms rising from a lack of social competence (Mundy and Sigman, 2006). Research into the relationship between InBS and SAD remains aspiring, along with the associations with other mental disorders. From the literature of social interactions that shows InBS, there is evidence of potential that these interactions and the corresponding findings of interpersonal neural synchronicity can contribute to aspects of the SAD model.
3.2. Neurofeedback

Neurofeedback originated in the 1960s as EEG biofeedback (Hammond, 2007), however, in modern days, neurofeedback has been accomplished in varying neuroimaging techniques alongside EEG such as fNIRS and fMRI. Neurofeedback has been researched and implemented as treatment for SAD, and the procedure involves:

- Acquisition of brainwave patterns
- Processing of acquired brainwave patterns to derive information
- Translation of this information into feedback that is fed back to the individual via sensory inputs

The purpose of this is to exploit latent plasticity for the enablement of improved brain regulation, brain functionality and enhancements on cognitive and behavioural abilities. Neurofeedback is based on two common assumptions: First, that the EEG activity (or activity deriving from the neuroimaging technique) has information about brain activities and that these activities have a bearing on the mental traits and state of the individual (Thompson and Thompson, 2003). Second, these mental traits and states can be altered as a result of providing feedback back to the brain based upon the EEG activity (Thompson and Thompson, 2003). Neurofeedback is typically used for individuals who show brain dysfunction (clinical use), however, it may also be used to achieve peak performance (non-clinical use). Notwithstanding these common features and the common basis, neurofeedback approaches are not homogenous. Traditionally the literature has classified the heterogeneity using the terms “active” and “passive”. Active neurofeedback describes a feedback process which incorporates the user’s conscious decisions to make alterations on the amplitude of their brain activities (Cavazza et al., 2014; Jeunet et al., 2018). For example, modern assistive technology has utilised active neurofeedback in systems which allow brain-controlled movement of a wheelchair (Millán et al., 2009); the user imagines left- and right-hand movements (a process known as motor imagery) to send direction instructions to the wheelchair. Another utilisation of active neurofeedback involves a user modifying their frontal alpha asymmetry by responding to stimuli showing the current state of their frontal alpha rhythms, a measure shown to contribute in reducing negative affect and anxiety (Rosenfeld et al., 1995; Arányi et al., 2016; Mennella et al., 2017). The main objective of active neurofeedback is to make use of the user’s ability to achieve conscious control of their brainwaves and mental states, though such control requires both calibration of the neurofeedback system to the user and copious amounts of training effort from the user (Prpa and Pasquier, 2019). Passive neurofeedback, on the other hand, is opposite to active neurofeedback and does not explicitly involve the user’s conscious commands to modifications of the user’s brain activities (Prpa and Pasquier, 2019). This approach infers mental states from the continuous signal received by neuroimaging, which is then adapted to by the neurofeedback system employed (Jeunet et al., 2018). Passive neurofeedback is advocated by researchers because it allows for both the open monitoring of a user’s brain activity that would be difficult to obtain and analyse with active neurofeedback (George and Lécuyer, 2010) and reduces the mental load of calibration and training for the user (Prpa and Pasquier, 2019). An example of passive neurofeedback is seen in affective computing, whereby the machine receives information of the user’s emotional state and adapts the interaction with the user, with the option to also express affect in response to the user (Picard, 2000). Passive neurofeedback plays a role in adaptive automation (George and Lécuyer, 2010), detecting reduced arousal levels and alerting the user to increase concentration during a strenuous or high-risk task, such as driving. Ergo, the principal difference between the neurofeedback approaches is whether or not the neurofeedback system is responding to a user who is exerting conscious control over the activity of their brain rhythms to reach or maintain a certain pattern, or to a user who does not consciously attempt to modulate their brain rhythms but rather interact as normal or naturally with the system itself.

Another dimension of heterogeneity within the field of neurofeedback has been the degree of reliance on quantitative EEG (qEEG) techniques. qEEG is the numerical analysis of the characteristics of an EEG signal and the comparison of these characteristics with those of previously collected data. This previously collected data with which a comparison is made can be derived from a database of EEG signals, consisting of data from healthy individuals who show no brain dysfunctions (Kropotov, 2010), with the objective of identifying deviations from the calculated norm. Comparisons may also be conducted to identify patterns associated with particular mental traits or states, in which case, these are usually those associated with dysfunction (Kaiser, 2005; Kropotov, 2016). The resultant analysis is then translated into feedback, which is received and reacted upon by the individual undergoing neurofeedback to correct problematic patterns or encourage helpful patterns. In this process, an operant conditioning approach is applied. Common mental states targeted by neurofeedback include calm or relaxed vs. focus or concentrated (Chapin and Russell-Chapin, 2013), though the state of mind of an individual goes beyond these and lie in several paradigmatic states within beliefs and desires. The use of neurofeedback techniques can generally be regarded as one of two procedures: direct and indirect (Zander et al., 2010), with the latter sometimes being referred to as endogenous—meaning “from within” (Othmer et al., 2013). Both are used for clinical and non-clinical applications of neurofeedback.

3.2.1. Direct vs. Indirect Neurofeedback

Direct neurofeedback incorporates an active approach, which seeks to change the EEG patterns (Thompson and Thompson, 2003) using the learning model of operant conditioning (Vernon et al., 2003), with an externally defined success criterion or criteria. This approach implies that the feedback portion is followed up by an active engagement of the individual in response to the neural activity that is being displayed to them (Thompson and Thompson, 2003) as the user is consciously aware of the changes that are occurring within their brains. This active engagement is steered using strategies which involve a success criterion (Arányi et al., 2015), allowing the user to learn and exert a degree of control over which mental strategy...
returns positive feedback. Neurofeedback sets out to achieve modulation of neural activity by increasing or decreasing the power of a particular EEG frequency or across multiple frequency bands within a targeted brain area, with the goal to self-regulate behaviours or cognitive strategies (Enriquez-Geppert et al., 2017). An individual undergoing neurofeedback is often asked to reach a particular mental state with the guidance of their own brain activity fed back to them during the exercise, typically in the form of auditory or visual feedback. As the individual practises to achieve the mental state, the power of a certain EEG band will be adjusted to the pattern of that mental state and the direction of this change is fed back to the individual. The feedback information will inform the individual whether the practise is working, and the individual may maintain the strategy or alter strategies to reach the desired mental state. This is an example of the feedback loop of neurofeedback where, once trained, alleviation of negative symptoms and enhanced regulatory patterns can be achieved using the mental strategies learnt during a neurofeedback session. One of the major benefits is that this type of self-regulation has the potential to be achieved independently of medication or psychotherapy (Hammond, 2007), where increased self-regulation has been shown to be synonymous with increased performance (Marzbani et al., 2016).

The success of this strategy varies across individuals based on their own ability and initiative to utilise the skills learnt from treatment to “control” the EEG patterns (Quaedflieg et al., 2016). This aspect is particularly helpful, either on its own or in combination with medication, for individuals with SAD who would routinely find themselves in anxiety-provoking situations. It can also contribute to self-help or self-guided approaches to treatment for individuals who fall sub-threshold for diagnosis of SAD though still experience symptoms problematic enough to cause disruption in their lives (Dalrymple, 2012).

Indirect neurofeedback incorporates a passive approach, which does not have an externally defined success criterion/criteria. The brain is provided with a representation of its EEG activity via feedback and subsequently decides, unbeknownst to the individual, how to interpret this information. Indirect neurofeedback stems from empirical clinical work which concluded that the imposition of the operant conditioning model subjected the brain to less information than it could make use of Othmer and Othmer (2016). By giving the brain access to the signal without prescribing outcomes, on a continuous basis, and leaving the execution of the neurofeedback process to the discretion of the brain, this allowed the brain’s natural proclivity toward self-optimisation to be executed with greater freedom and refinement (Othmer and Othmer, 2016). Indirect approaches to neurofeedback have emerged using infra-slow oscillations of the subcortical potential (Aladajlova, 1964). Infra-low frequency (ILF) neurofeedback targets the modulation of brain activity that lies below 0.5 Hz (Legarda et al., 2011), also known as infra-slow oscillations (ISOs). It has been suggested that the fluctuation of ISOs represent a fundamental component of regulation of brain functioning such as the modulation of cortical excitability (Lörincz et al., 2009; Palva and Palva, 2012; Hiltunen et al., 2014; Grin-Yatsenko et al., 2018b). Additionally, ISOs have been proposed to derive from non-neuronal origins (Legarda et al., 2011) with relationships to ATP-derived adenosine (Lörincz et al., 2009) and astrocytic oscillations (Parri and Crunelli, 2001; Parri et al., 2001). ILF neurofeedback methods incorporate the use of audio-visual feedback in real-time animations to provide feedback that the trainee is not able to volitionally follow (Grin-Yatsenko et al., 2018b). The mechanisms of ILF improvement are deemed to involve the re-normalisation of functional connectivity of resting state networks (Othmer et al., 2013). Research at the Russian Ministry of Health (Dobrushina et al., 2015) showed systemic changes in functional connectivity within the default mode network using functional magnetic resonance imaging (fMRI) data on a number of trainees after single sessions of ILF. ILF neurofeedback has been successfully implemented to treat traumatic brain injury, attention-deficit hyperactivity disorder, depression, anxiety and autism spectrum disorder (Othmer et al., 2013; Smith et al., 2014) with positive outcomes (Grin-Yatsenko et al., 2018b).

3.2.2. Applications to Social Anxiety Disorder

While both the direct and non-direct neurofeedback techniques have previously exhibited beneficial outcomes (Raymond et al., 2005; Grin-Yatsenko et al., 2018a), further research is necessary for the application of both the techniques on SAD. Moreover, it would be useful to determine whether significant differences occur between directive and non-directive neurofeedback on the results for the effects on SAD and other mental disorders or peak performance. As neurofeedback gains traction in academic, medical and clinical practices, such further research benefits greatly on a standardised protocol for experimental design, allowing for the production of reliable results and comparisons to be drawn from Ros et al. (2020). Nevertheless, research into the applications of neurofeedback for the treatment of SAD have largely followed the direct route for training methodology.

One of the applications of neurofeedback to SAD is the alpha-theta protocol. The premise of alpha-theta was originated with the theory of accessing a hypnogogic (Gruzelier, 2009) state of mind auxiliary to deeper creative insights (Thompson and Thompson, 2003). When an individual is relaxed with eyes closed, alpha activity can be seen to increase towards a state of relaxation (Egner et al., 2002). As the individual begins to fall asleep, alpha activity decreases while theta becomes more dominant (Hasan and Broughton, 1994). This alpha-theta crossover in dominance normally occurs when an individual is in the first stage of the sleep cycle, whereas alpha-theta training teaches an individual to increase theta over alpha and therefore consciously access a mental state which is normally unconscious (Egner et al., 2002). By doing the training, an individual gains control over the low-frequency EEG activity to reach and maintain a state of deep relaxation (Raymond et al., 2005). Increasing the alpha-theta ratio (theta over alpha) at the parieto-occipital areas has been found to improve socially relevant anxiogenic mood states over a 5-week program with cumulatively progressive alpha-theta ratio over time (Raymond et al., 2005). Additionally, self-reports of social phobia measured with Social Phobia INventory (SPIN) score (Connor et al., 2000)
significantly reduced over a 6-week program using the alpha-theta protocol, similarly over parieto-occipital areas, with an significant increase in the alpha-theta ratio over time compared to the no-neurofeedback group (Zhang and Cheng, 2017).

Another neurofeedback intervention for SAD is known as frontal asymmetry. As mentioned, in section 2.1, elevated relative right hemispheric activity is concurrent with SAD symptoms and observed in individuals with SAD. Neurofeedback applications to frontal alpha asymmetry entail to reduce this asymmetry between hemispheres. Alpha power is assumed to be the inverse index of neural activity in the cortex (Davidson et al., 1990; Cook et al., 1998). This means that the greater the alpha power, the less cortical activation is observed (Davidson et al., 2000; Oakes et al., 2004; Becker et al., 2015). Thus, alpha modulation of frontal asymmetry sets out to either reduce left hemispheric alpha or increase right hemispheric alpha (Allen et al., 2004), given that the approach-avoidance hypothesis suggests higher activation of the left frontal brain regions associated with approach and right frontal brain regions associated with avoidance (Davidson, 1992; Tomarken and Keener, 1998). However, it is important to note that imbalances can be driven from left, right or both frontal regions (Mennella et al., 2017) depending on the direction of affect dysregulation. For example, a dominance in avoidance behaviours can be characterised by an increase in relative right activation whereas a reduction in approach behaviours can be characterised by a decrease in relative left activation (Mennella et al., 2017). Affective BCI research has successfully exhibited interactions with virtual agents using frontal asymmetry with the approach-avoidance framework, whereby dorsolateral prefrontal cortex asymmetry directed towards a relative increase in left brain regions (approach) induces positively valenced responses to the user (Aranyi et al., 2015, 2016). Alpha modulation training, in particular, has obtained positive results for anxiety disorders. For instance, research showed that significantly reduced alpha asymmetry achieved improvements immediately after training (Spiegelber, 1983; Mennella et al., 2017) and within 6 months afterwards (Kerson et al., 2009). Moreover, significantly decreased alpha asymmetry driven by lower alpha at the left-hemisphere sites was found with a coherent reduction in negative affect and anxiety symptoms, measured by the Positive and Negative Affect Schedule (PANAS; Watson and Clark, 1988) and the Beck Anxiety Inventory (BAI; Beck et al., 1988), following alpha modulation neurofeedback training (Mennella et al., 2017).

Lastly, research has shown neurofeedback applications for control of the amygdala. Neurofeedback training of the amygdala is frequently characterised by the top-down regulation of the prefrontal cortex. The amygdala and prefrontal cortex are both considered as important contributors in the circuitry of processing positive and negative affect (Davidson, 2000). Thus, the integrity of the pathways between the two regions plays in important role in regular cognitive functioning in social situations (Kim and Whalen, 2009). Self-regulation of anxiety was achieved using fMRI neurofeedback by providing participants with information of the activity of the ventrolateral prefrontal cortex. Levels of self-reported anxiety was negatively correlated with increased connectivity between the amygdala and ventrolateral prefrontal cortex post-training by neurofeedback (Zhao et al., 2019). Furthermore, neurofeedback training has also shown to effect resting-state fMRI through emotion self-regulation, specifically by increasing functional connectivity between the basolateral and centromedial amygdala with regions of the prefrontal cortex (Li et al., 2016). Increased functional connectivity between the amygdala and frontal lobe areas also demonstrated a correspondence with lower activations of the amygdala (Sarkheil et al., 2015; Herwig et al., 2019). Neurofeedback studies of amygdala self-regulation can provide a scientific grounding for the understanding that process of training itself would be effective with individuals diagnosed with SAD. fMRI research for amygdala activity can work together with EEG to provide EEG “fingerprints” (EFP) of amygdala activity (Meir-Hasson et al., 2014), empowering research to focus on the amygdala while individuals undergo tasks with greater ecological validity than that of fMRI. Such use of EFP has previously been implemented in amygdala-EFP neurofeedback with positive outcomes in the active downregulation of the amygdala-EFP signal during high-stress scenarios (Cohen et al., 2016; Goldway et al., 2019). However, there remains a gap in the literature for additional studies not only for amygdala regulation but also the prevalence of neurofeedback approaches to SAD.

4. THE TWO-PERSON NEUROSCIENCE APPROACH

Exploring the neural substrates of social behaviour have found that specific types of interactions trigger synchronous activities between brains. This interbrain interaction, according to the literature, seemingly cannot be observed from studies that test single participants (Krill and Platek, 2012; Chatel-Goldman et al., 2013; Schilbach et al., 2013; Koike et al., 2015). Previous research has shown that by using hyperscanning techniques and off-line analysis, significant differences in brain activities are present between brains related to synchronicity when performing tasks in collaboration or in isolation. For example, a dual n-back task (a test for working memory) using fNIRS found that InBS significantly increased in the prefrontal cortex during the paired condition where participants completed the task together compared to the single condition where they completed it alone (Dommer et al., 2012). Another fNIRS experiment involving comparisons of brain activity during a co-ordination task and an independent task also showed significantly increased synchrony in the frontal areas of the brain when participants co-ordinated rather than performing independently (Hu et al., 2017). Visual search tasks using EEG were carried out whereby participants were asked to attend to the task alone in one condition, and separately in another. The results found that greater interbrain synchronisations were present when the participants attended the same task (Szymanski et al., 2017) together compared with alone. Furthermore, EEG analysis from brain activity during a finger-tap matching experiment also showed greater synchronisations when participants matched patterns with another participant over the frontal and motor areas of the brain compared to when matching with a computer (Konvalinka et al., 2014).

These studies support the notion that brain activities recorded from one member of a dyad significantly differs when placed in a task with another person compared with being placed in a task.
on their own or with a robot (Ménoret et al., 2014). It can be observed that InBS is a promising measure of social interaction, beyond the aspects of social encounters that we can see or hear (García and Ibáñez, 2014). In this context, the importance of InBS lies in an intrinsic element of an affective component, namely the natural constitution of social exchange and psychophysiological connectivity (Goan et al., 2006; McAssey et al., 2013; Acquadro et al., 2016; Balconi and Vanutelli, 2016). Therefore, observed psychophysiological measures which occur between interactors indeed play a large role in understanding social interactions (Hari and Kujala, 2009; Konvalinka and Roepstorff, 2012). To emphasise, SAD is inherently a social interaction problem, which is based heavily on interpersonal phenomena. Therefore, InBS has a strong potential for quantifying interpersonal activity, which have typically been done on a single brain (Lahnakoski et al., 2014), to highlight aspects or levels of SAD that may not have been illuminated in studies consisting of a single participant.

4.1. An Auxillary to Existing Models

The InBS-NF paradigm incorporates the neural synchrony between interactors into a neurofeedback framework. In section 2, we describe two cognitive-behavioural models of SAD. Both models are based on an individual’s perception and anticipation of an interaction (Norton and Abbott, 2016). Furthermore, the models are framed around individual reports of their own thought processes and how they feel or felt about other people (Norton and Abbott, 2016). Social neuroscience studies regularly used this one-person framework in experimental design, where mainly the participant’s instruction was to either take part in an interaction or think about one (Schilbach et al., 2013). The core concepts that are based on individual processes of social cognition lay out the fundamental understandings of SAD. As an auxiliary, the InBS-NF paradigm offers a 2-PNS structure to existing SAD models, thus uses the 2-PNS notion to assist consolidating existing models by focusing specifically on how measures of the interpersonal aspect of interactions contribute to social deficits caused by SAD. This is particularly helpful for existing models that have an interaction component. For example, there is a stage in Rapee and Heimberg (1997) model that defines external cues as a contributing process to mental self-representation. These external cues are indicators which can be perceived as negative evaluation from the audience and inflate the discrepancy between mental self-representation and the actual perception of the audience. The model suggests that because many resources are allocated to detect these negative evaluations, there is less cognitive capacity available to detect or acknowledge positive evaluations from the audience.

Without the InBS-NF paradigm, SAD models consider only the individual response to their own perception of the external cues, e.g., the audience’s reaction (Siegel et al., 2018). All the while, individuals that have social anxiety are more likely to perceive neutral, ambiguous, or subtle positive external cues as negative (Morrison and Heimberg, 2013). Whereas, irrefutable and real interpersonal feedback to an individual that act as external cues reduces the risk of the cues being misconceived due to existing social anxiety. Previous research has indicated that there is indeed importance of interpersonal factors that make up a part of social anxiety as a disorder (Siegel et al., 2018). For example, individuals with SAD are empirically more likely to report frequent negative interpersonal events than individuals without (Ulíaszek et al., 2010; Farmer and Kashdan, 2012, 2015), demonstrating social anxiety as a predictor of negative interpersonal dependent events (Siegel et al., 2018). These findings stipulate that a relationship exists between interpersonal dependent events and social anxiety. Furthermore, that a gap exists where an interpersonal concept should fill in established SAD models where the inner workings of interpersonal interactions themselves are a contributing factor. Additionally, the outcome of an interpersonal event has been shown to have significant effects on social anxiety, e.g., interpersonal stress (arguments or negative attitudes) is reported to exacerbate and perpetuate symptoms of social anxiety (Alden and Taylor, 2004; Epkins and Heckler, 2011; Fung and Alden, 2017). SAD models outline a cognitive conceptualisation of social anxiety that includes deficiencies in social skills and disproportionate expectations of interactions which lead to anxious anticipation, factors that ultimately play a part in maintaining SAD. These cognitive landmarks facilitate the result of negative interpersonal interactions, subjecting the individual into a vicious cognitive cycle. By this rationale, interpersonal interactions should certainly have a more prominent role in the aetiology and maintenance of SAD, as by doing so clarifies the role of interpersonal measures; and further down the line to help gain insight into the feasibility of 2-PNS to break the cycle of SAD. Whilst the condition of SAD itself is centred around one person, 2-PNS aims to highlight the importance of these individual symptoms being driven by real interpersonal interaction and incorporate the neural activities occurring underneath into models of SAD.

InBS-NF coalesces the dynamics of individual brain activity with an external source that limits the possibility of being subjectively misconstrued by a single individual. That external source being the neural responses from every person in the interaction. For example, an individual with SAD could, by their own pre-dispositions, mistake a neutral response from an audience for being negative (Morrison and Heimberg, 2013). This paradigm allows for a process that can manage symptoms of SAD, by updating their mental self-representation using objective and external cues. InBS-NF facilitates observation and subsequent training and treatment of SAD symptoms in real time, specifically by redirecting the pattern of continued self-deprecation which maintains SAD. The most conventional treatments of SAD that are based on an individual scope include pre-dominantly psychopharmaceuticals (Blanco et al., 2003) and cognitive-behavioural therapy or CBT (Heimberg, 2002). Both avenues have exceptional success within their own right, with up to 77% reported success rates for anti-anxiety medication (Blanco et al., 2013) and 50–70% reported success rate for CBT alone (Clark et al., 2006). Our paradigm largely offers a solution not only as an alternative to the aforementioned treatments, but also to target patients whose circumstances or blockers had placed them in rate of failure. For psychopharmaceutical intervention, an example of a blocker would be the stigma of taking medication to treat a mental illness. Medication for any form of mental illness is still commonly stigmatised as “crazy pills” (Conner and Rosen, 2008) and misrepresented as “zombifying” people by numbing their emotions (Davidson et al., 2008). Whilst inaccurate, patients...
are still fearful about what perceptions or prejudices others may have of them and often ignore symptoms and treatment in general (Barney et al., 2009). Research has shown an association between self-stigmatisation (awareness or agreement with how society stigmatises them) and the discontinuation of medication (Kamaradova et al., 2016). Disempowering the stigma appears to be one of the most important barriers in the beginning a course of psychopharmaceutical treatment (Barney et al., 2009). CBT is an avenue which avoids medication if for those who struggle with overcoming the stigma around medication specifically. The procedure of CBT inherently involves an individual to express in intimate detail their thoughts and feelings. However, there is an oxymoronic trope when an individual with SAD is instructed to open-up to a stranger. The intent and even the initial sessions with a CBT therapist could be just as difficult as the social events that fuel the phobia. For an individual with SAD to successfully open-up in a conversation with a CBT therapist and trusting them could take more effort than other disorders due to the social nature of the SAD (Kaplan et al., 2015). Difficulty to trust and engage with a therapist combined with the persistence of stigma-related thoughts can lead to a higher dropout rate or relapse (Kamaradova et al., 2016). For these patients, InBS-NF can contribute as a placeholder or stepping-stone to in-person therapy. The protocol of InBS-NF is embodied virtually, where research has suggested individuals with SAD can feel more comfortable interacting online or experiencing social situations virtually compared to in-person (High and Caplan, 2009). An individual with SAD has then the opportunity to build trust in the therapist within an initial environment that they are comfortable in; to then increase the chances of success in partaking in CBT by tackling the rudimentary barriers of the specific social situation of opening-up to a therapist. The build-up of trust in a therapist may also contribute to disempowering the stigma for pharmaceutical interventions. Patients are more likely to believe their therapist if the relationship between them is stable (Kaplan et al., 2015), and accept accurate detail and reassurance about medication courses rather than their own assumptions based on society’s own stigmatisation. Furthermore, InBS-NF protocol provides an individual with an active engagement factor during the simulation where they co-operate with another individual, and have the session monitored by a therapist. In particular, this engagement factor can help reduce feelings of helplessness (Adesola and Li, 2018)—participants are capable of observing changes faster with perceived improvements, and in real-time to maintain and build motivation to continue with the treatment (Ahmed and Westra, 2009). Individuals having an active sense of agency and personal control in a treatment program in addition to seeing results can give power to themselves and combats feelings of helplessness (Soral et al., 2021).

4.2. Methods for Interbrain Synchrony and Neurofeedback

InBS-NF fundamentally relies on hyperscanning in order to record brain activity on a multi-participant platform (Figure 1). Decades ago, methodological and technological limitations were imposed on hyperscanning techniques and made it difficult to investigate InBS (Babiloni and Astolfi, 2014). In more recent years, it has gradually becoming easier to have reliable resources for hyperscanning in academic labs and technological limitations are less prominent. This became a segue to a surge of InBS studies (including research on SAD) that shared the procedure of calculating synchrony between different brains. Now, limitations are commonly directed towards participant resource or logistics. In section 2.1, research on SAD using different neuroimaging techniques were described. InBS and neurofeedback research have both previously utilised different neuroimaging techniques depending on the task and level of exploration involved. The system framework for InBS-NF proposed in the current review favours particular qualities in neuroimaging due to the nature of real-time feedback. Specifically, InBS-NF requires a naturalistic environment and therefore a high degree of mobility. Additionally, if visual stimuli, through which neurofeedback is provided, constantly change over time responding to InBS or some behavioural measures, the neuroimaging method must be temporally fast and precise enough for feedback signal computation. To meet these requirements, EEG is the most suitable neuroimaging technique. EEG systems are mobile enough to allow naturalistic settings for participants to engage in a social interaction while keeping the recordings resistant to movement artefacts as a result of development of hardware and analysis protocols (Czeszumski et al., 2020).

fMRI scanners falter in performance for InBS-NF in that the set-up has a highly diminished sense of a naturalistic environment and restricted mobility; participants are required to fully lie down in a large and loud scanner, commonly in solitude. Moreover, fMRI analysis suffers from poor temporal resolution which makes precise real-time feedback a strenuous task. In comparison to EEG and fNIRS, fMRI have had less hyperscanning studies due to the fact that it is seldom possible to have multiple fMRI machines available locally to each other (Babiloni and Astolfi, 2014). While fNIRS is indeed a non-invasive technique that offers a high degree of mobility, fNIRS has poor temporal resolution in comparison to EEG and poor spatial resolution in comparison to fMRI. Furthermore, fNIRS (and fMRI) essentially capture metabolic processes (blood oxygen levels), which are only associated with neural activity but not neural activity per se. Similarly to EEG, magnetoencephalography (MEG) also measures neural activity (magnetic fields instead of electrical signal as in EEG) and has a high temporal resolution. However, traditional MEG technique uses a large MEG scanner and requires magnetic-field shielding, thus not possible to be mobile and naturalistic. Recent development in the field has seen designs of optically-pumped magnetometer, or OPM-MEG (Boto et al., 2018). OPM-MEG systems are much more mobile and can even be used in virtual reality (e.g., Roberts et al., 2019). However, most OPM-MEG systems available only measure activities from specific brain regions, and more advancement is desired (Hill et al., 2020).

Therefore, EEG is so far the best available technique for the proposed InBS-NF framework, because EEG is capable of measuring neural responses directly with a high temporal resolution in naturalistic settings. This provides us with
great timing precision for investigating neural substrates of external stimuli, particularly if experimental stimuli are duration bound. The second best choice is hyperscanning fNIRS on the premise that the protocol pipeline be adjusted to account for the feedback latency (which is significantly longer than that with EEG). For instance, if neurofeedback is only needed for a block of time (e.g., over 10s of seconds). This may be achievable but would be undesirable for many SAD research because social interactions and interaction perceptions may change much more quickly than the fNIRS signal delay in various social situations. Other than EEG and fNIRS, however, current fMRI and MEG (including OPM-MEG) methods would not be suitable in any case for the proposed paradigm.

While the first instance of hyperscanning occurred in the 1960’s, EEG hyperscanning has not always been as feasible to carry out as it is in modern day. Recent review papers state that the large influx of multi-participant brain scanning over the past decade are due to technological advances (Nam et al., 2020). Babiloni and Astolfi (2014) state that after the first EEG hyperscanning study, EEG methods largely suffered in spatial sampling and resolution to an extent that it was not conventionally used in research for 40 years. Additionally, a former barrier of EEG included a highly lab-controlled environment necessary for EEG experiments; EEG studies, even on single participants, used to be considered a highly immobile brain imaging method as experimenters had to be very strict on minimising movement of the participant (Babiloni and
Astolfi, 2014). However, most EEG hardware manufacturers now offer a mobile alternative which allows for more naturalistic environments (Melnik et al., 2017). Modern recording and signal processing techniques are now sufficient to investigate brain activity accurate to correlate with motor and cognitive behaviour (Michel and Murray, 2012). Algorithms to remove movement artefacts are also available with most EEG softwares, which gives a leniency to movements even for immobile EEG systems. In particular to the social neuroscience field, the theme of research which incorporated EEG studies were predominantly focused on source localisation, determination and the time course of EEG correlates of cognitive processes or behaviour (Koles, 1998). This was tied into the constraints of EEG mobility and capability at the time; it was not always readily available to obtain precisely simultaneous EEG recordings of more than one person. However, off the back of technological advances, there began a new surge in connectomes research (Van Essen et al., 2012). Connectomes represent a comprehensive network of inter-connections across multiple regions in the brain, either anatomically or functionally (Van Essen et al., 2012). Starting with investigations of networks in a single brain, this new direction of research in turn opened up an avenue to investigating functional correlations between networks across brains. EEG is now the most popular method to conduct multi-participant hyperscanning experiments (Czeszumski et al., 2020).

The main limitation of hyperscanning EEG is the low spatial resolution in comparison to fNIRS, and significantly compared to fMRI and MEG. Data obtained can only be inferred (the famous “inverse problem” of EEG localisation) to come from a particular location in the brain (Pascual-Marqui, 1999). The neurofeedback protocol in InBS-NF, i.e., the frequencies and scalp locations to obtain information about brain activity, relies on supporting evidence to justify the relevance of a chosen configuration. That being said, EEG, MEG, fNIRS and fMRI methods have contributed collaboratively in SAD research to help understand the aetiology and maintenance of SAD on a neurological scale (Moscovitch et al., 2011; Tuscan et al., 2013). Each of these methods is capable of extracting different types of information from the brain which link together to provide a full picture. The mechanistic portion of the InBS-NF protocol calls EEG for the most suitable neuroimaging method; however, the training protocol is dependant on a foundation of supporting evidence from previous literature of SAD across all neuroimaging techniques.

The proposed InBS-NF paradigm entails a technique where the degree of synchronicity is fed back via sensory input to each member of a functional unit (dyad) as illustrated in Figure 2. There are three commonly used methods for quantifying neural coupling between brains: the phase-locking value (PLV), the partial directed coherence (PDC) and the imaginary part of coherence (iCoh). For phase-based synchrony the PLV is a mathematical method (Lachaux et al., 1999) for calculating the phase similarity between two or more signals which originate from the same or different electrode sites between the interacting brains. The idea is that the differences between the instantaneous phases of the EEG waveforms involved should remain somewhat constant in synchrony if they are indeed synchronous. The PLV method is widely used in phase-synchrony experiments (Dumas et al., 2010; Yun et al., 2012; Hu et al., 2018). However, non-zero PLVs do not always represent synchrony but rather stem from volume conduction (Li et al., 2020). Volume conduction is the transmission of an electrical potential to multiple locations from a single source throughout a volume conductor (i.e., the brain) (Nunez et al., 1997). The signals spread out over multiple scalp areas are subsequently sampled by EEG devices.

That being said, this issue of volume conduction is not of great concern when PLV is applied to InBS calculation, because the signals cannot spread from one brain to the other in a dyad due to the absence of electric-current conducting connection (such as a cable) between the two participants. If, for some reason, functional connectivity across EEG bands within each single brain is needed for the neurofeedback model—for example, to control for the intrabrain synchrony when analysing InBS—iCoh is recommended (Nolte et al., 2004). iCoh measures coherence to infer synchronicity and by eliminating signals from extraneous sources which stems from instantaneous activity, it is not influenced by volume conduction. What remains from elimination is the true source of interactions, also known as the “imaginary part”. For this reason, this method has gained popularity in recent years (Sander et al., 2010; Sekihara et al., 2011; Dominguez et al., 2013). The PDC is also a very commonly used method and was in fact the first approach used in hyperscanning brain-to-brain coupling research (Babiloni et al., 2006). The PDC is particularly useful when determining the direction of synchronicity between interactors in a dyad (Baccalà and Sameshima, 2001) as it computes the direct or
indirect causal influences of a signal from one region to another (Rubinov and Sporns, 2010). The PDC is a frequency-domain measure which analyses interdependencies in multivariate networks using autoregressive models (Blinowska et al., 2004; Schelter et al., 2009). Furthermore, the PDC employs a Granger causality statistic (Granger, 1969) which states that if signal $x$ influences signal $y$, then the previous values of signal $x$ should contain information that is capable of predicting signal $y$ more than the previous values of signal $x$ itself (Seth, 2005; Seth and Edelman, 2007).

While these quantification methods are capable of deriving a measure of synchronicity between brains with EEG signals, each method measures a different type of synchronicity and can fall into four categories: reciprocal, induced, driven and coincidental (Burgess, 2013). To illustrate, consider there are two signals in which to deduce synchronicity: signal $x$ and signal $y$. Reciprocal synchrony refers to the synchrony obtained by a change in signal $x$ causing a change in signal $y$ and vice versa (thus the influence is bi-directional). Induced synchrony describes an external influence causing synchrony in both signal $x$ and signal $y$, such as observing the same scenario in an experiment. Driven synchrony, which is measured by PDC, illustrates that signal $x$ influences signal $y$ to synchronise. Finally, coincidental synchrony illustrates the synchrony between signal $x$ and signal $y$ was uninvoked or unintentional. The PLV and iCoh is capable of calculating phase-synchrony; however, no evidence suggests that it can be used to fully distinguish the type of synchronicity which occurs (Burgess, 2013).

### 4.3. Current Standpoint

Brain-to-brain real-time regulation would extend the neurofeedback model to a multi-user platform for training individuals to coordinate, or regulate, their brain activities in line with another person’s brain activities. Understanding the effects of this coordination could allow us to understand interpersonal functioning (Gonçalves, 2015) on an implicit scale. Multi-user platforms would benefit the self-regulatory neurofeedback model by means of the social learning models—social interactions, as a learning catalyst, tie into both the social support system (Zhang et al., 2005) and the rewards system (Akers, 2011). Such systems themselves have demonstrated modulation of cortical areas related to social processing (Mathiak et al., 2010). As neurofeedback is inherently a learning process, there is scope for neurofeedback models to improve by introducing interpersonal interaction with a multi-user platform. Even so, self-regulatory neurofeedback maintains a self-centred approach, despite many of our mental states being affected or involve the processes from interpersonal interactions (Gonçalves, 2015).

Currently, there is little evidence illuminating the relationship between InBS and SAD regardless of the potential for understanding the interpersonal aspects of social interaction (Wang et al., 2018). The conceptual frameworks from over a decade-span of InBS studies introduced a potential significance of InBS on behavioural synchronisations and successful communications within the functional unit of interactors (Wang et al., 2018). In particular, the literature provides support for interbrain synchronicity to be very likely reflecting implicit interactions between individuals in a sense of mutual understandings and shared psychological states during a specific social interaction (Cui et al., 2012; Pan et al., 2017). By elucidating the neural correlates of SAD through interpersonal interaction, detection and treatment of the disorder could be improved using the new trajectories of research (Wang et al., 2018) such as localisation of brain regions using a combination of MRI and EEG methods (Liu et al., 2018). InBS with SAD research should first examine whether the synchrony itself exists within dyads containing one or more individuals with SAD during an interactive task. Secondly, if aberrant synchrony is observed, whether the aberrance can be associated with SAD. And finally, to address a refinement in a neuropsychological model encompassing the interpersonal neural activity for individuals with SAD.

Interbrain interaction, rather than synchrony, has been the main focus of interest to combine with neurofeedback protocols in recent literature. For instance, it was first put forward using an interactive approach, whereby participants would practise motor imagery, recorded by fNIRS, to play a digital game of tug-of-war (Duan et al., 2013) by competitive regulation of certain brain activity. Additionally, portable EEG headsets recording collaborative concentration and collaborative relaxation was achieved using visual feedback on a large-scale experiment in an artistic immersive environment (Kovacevic et al., 2015). The adoption of synchronicity into the interaction platform when the digital tug-of-war game was re-implemented using EEG. The results of the study inferred a relationship between the level of synchronisation of beta-band waves over the central areas of the brain and distinguishing the winner of the game (Zhang and Zhao, 2018). 2-PNS research remains a field which requires further research to establish well-grounded conceptual frameworks and platform validation. The paradigm relies on the premise of both learning through neurofeedback and the understanding of interpersonal interaction through InBS. On that account, both aspects of the technique can be considered as tools. Neurofeedback is the tool used to provide information of the brain activities in real-time, and this information is the tool of synchronicity used as a measure of interpersonal social interaction between the two users.

### 5. CONCLUSION

In this paper, a prospective 2-PNS approach to SAD is reviewed. SAD was defined using the findings from different neuroimaging techniques (EEG, MEG, fNIRS and fMRI). Topical practises to the treatment of SAD by neurofeedback were described, those being alpha-theta, frontal asymmetry and amygdala modulation. Followed by contemporary InBS interaction frameworks which included joint action, shared attention, affective communication, interactive decision-making and performance indicator.

Our analysis of the current literature strongly suggests that there is a gap in knowledge for both a multi-user neurofeedback platform and an understanding in the role of InBS in SAD.
This review supports the importance of the main objective from 2-PNS, that is, identifying an interpersonal aspect of social interactions observed directly from the interactors together compared to individually. These aspects hold the potential to provide valuable insights to solving problems with the treatment of SAD for struggling patients or non-responsive to conventional treatment, and also to other mental disorders with an inherent social deficit quality. As social behavior evolves in the presence of other people or groups of people (Czeszumski et al., 2020), it is certainly necessary for further research to be conducted that can measure the brain activity in the very moments of social interaction. Thus, successful implementation of the InBS-NF paradigm may have its own standing as a new research model for experimental procedures in 2-PNS.
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