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Abstract

We derive lower bounds on the Bayes risk in decentralized estimation, where the estimator does not have direct access to the random samples generated conditionally on the random parameter of interest, but only to the data received from local processors that observe the samples. The received data are subject to communication constraints, due to quantization and the noise in the communication channels from the processors to the estimator. We first derive general lower bounds on the Bayes risk using information-theoretic quantities, such as mutual information, information density, small ball probability, and differential entropy. We then apply these lower bounds to the decentralized case, using strong data processing inequalities to quantify the contraction of information due to communication constraints. We treat the cases of a single processor and of multiple processors, where the samples observed by different processors may be conditionally dependent given the parameter, for noninteractive and interactive communication protocols. Our results recover and improve recent lower bounds on the Bayes risk and the minimax risk for certain decentralized estimation problems, where previously only conditionally independent sample sets and noiseless channels have been considered. Moreover, our results provide a general way to quantify the degradation of estimation performance caused by distributing resources to multiple processors, which is only discussed for specific examples in existing works.
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I. INTRODUCTION

A. Decentralized estimation

In decentralized estimation, the estimator does not have direct access to the samples generated according to the parameter of interest, but only to the data received from local processors that observe the samples. In this paper, we consider a general model of decentralized estimation, where each local processor observes a set of samples generated according to a common random parameter $W$, quantizes the samples to a fixed-length binary message, then encodes and sends the message to the estimator over an independent and possibly noisy communication channel. When the communication channels are noiseless and feedback from the estimator to the local processors is available, the processors can operate in an interactive protocol by taking turns to send messages, where the message sent by each processor can depend on the previous messages sent by the other processors. An estimate $\hat{W}$ is then computed based on the messages received from the local processors. The estimation performance is measured by the expected distortion between $W$ and $\hat{W}$, with respect to some distortion function. The minimum possible expected distortion is defined as the Bayes risk. We derive lower bounds on the Bayes risk for this estimation problem, and gain insight into the fundamental limits of decentralized estimation.

There are three types of constraints inherent in decentralized estimation. The first, and the most fundamental one, is the statistical constraint, determined by the joint distribution of the parameter and the samples. The statistical constraint exists even in the centralized estimation, where the estimator can directly observe the samples. To study how the estimation performance is limited by the statistical constraint, we start with deriving lower bounds on the Bayes risk for centralized estimation in Section II. The results obtained in Section II apply to the decentralized estimation as well, but, more importantly, they also serve as the basis for the refined lower bounds for the decentralized estimation in Section IV and Section V.

The second is the communication constraint, due to the separation between the local processors and the estimator. The communication constraint arises even when there is only one local processor. It can be caused by the finite precision of analog-to-digital conversion, limitations on the storage of intermediate results, limited transmission blocklength, channel noise, etc. In Section IV, we present a detailed study of decentralized estimation with a single processor and reveal the influence of the communication constraint on the estimation performance. Section III contains background information on strong data processing inequalities, the major tool used in our analysis of the communication constraint.

The third constraint appears when there are more than one local processors. It is the penalty of
decentralization, caused by distributing the samples and communication resources to multiple processors. We study decentralized estimation with multiple processors in Section V, where we show that, regardless of whether or not the sample sets seen by different local processors are conditionally independent given the parameter, the degradation of estimation performance becomes more pronounced when the resources are distributed to more processors. We also provide lower bounds on the Bayes risk for interactive protocols, where the processors take turns to send their messages, and each processor sends one message based on its sample set and the previous messages sent by other processors.

B. Method of analysis

Our method of analysis is information-theoretic in nature. The major quantity we examine is the conditional mutual information \( I(W; \hat{W}|U) \) with a judiciously chosen auxiliary random variable \( U \).

We first lower-bound this quantity according to the estimation performance, such as the probability of excess distortion or the expected distortion. The lower bounds will also depend on the \emph{a priori} uncertainty about \( W \), measured either by its small ball probability or by its differential entropy. Any such lower bound can be viewed as a generalization of Fano’s inequality, which indicates the least amount of information about \( W \) that must be contained in \( \hat{W} \) in order to achieve a certain estimation performance. We also analyze the probability of excess distortion and the expected distortion via the distribution of the conditional information density \( i(W; \hat{W}|U) \).

On the other hand, various constraints inherent in decentralized estimation impose upper bounds on \( I(W; \hat{W}|U) \). According to the statistical constraint, \( I(W; \hat{W}|U) \) is upper-bounded by the conditional mutual information between \( W \) and the samples. The communication constraint further implies that the amount of information about \( W \) contained in the estimator’s indirect observation of the samples will be a contraction of the amount contained in the samples. We use strong data processing inequalities to quantify this contraction of information and to couple the communication constraint and the statistical constraint together in the upper bounds on \( I(W; \hat{W}|U) \). When there are multiple processors, strong data processing inequalities also give an upper bound that decreases as the samples and communication resources are distributed to more processors, which reflects the penalty of decentralization. In addition, we rely on a cutset analysis that chooses the conditioning random variable \( U \) to consist of all the samples seen by only a subset of the processors; this choice is useful for analyzing the situation where the processors observe sample sets that are dependent conditional on \( W \).

Finally, by combining the upper and lower bounds on \( I(W; \hat{W}|U) \), we obtain lower bounds on the Bayes risk.
C. Related works

The early works on the fundamental limits of decentralized estimation mainly focused on the asymptotic setting, e.g., determining the error exponent in multiterminal hypothesis testing with fixed quantization rates. Those works are surveyed by Han and Amari [1]. In recent years, the focus has shifted towards determining explicit dependence of the estimation performance on the communication constraint (see, e.g., [2]–[6] and references therein). For instance, Zhang et al. [2] and Duchi et al. [3] derived lower bounds on the minimax risk of several decentralized estimation problems with noiseless communication channels. Their results also provide lower bounds on the number of bits needed in quantization to achieve the same minimax rate as in the centralized estimation. Garg et al. [4] extended the lower bound for interactive protocols in [2], which centered on the one-dimensional Gaussian location model, to the setting of high-dimensional Gaussian location models. Braverman et al. [5] presented lower bounds for decentralized estimation of a sparse multivariate Gaussian mean. Their derivation is based on a “distributed data processing inequality,” which quantifies the information loss in decentralized binary hypothesis testing under the Gaussian location model. Shamir [6] showed that the analysis of several decentralized estimation and online learning problems can be reduced to a certain meta-problem involving discrete parameter estimation with interactive protocols, and derived minimax lower bounds for this meta-problem.

The main idea underlying all of the above works is that one has to quantify the contraction of information due to the communication constraint; however, this is often done in a case-by-case manner for each particular problem, and the resulting contraction coefficients are generally not sharp. Additionally, these works only consider the situation where the sample sets are conditionally independent given the parameter and where the communication channels connecting the processors to the estimator are noiseless. By contrast, we derive general lower bounds on the Bayes risk, which automatically serve as lower bounds on the minimax risk. We use strong data processing inequalities as a unifiying general method for quantifying the contraction of mutual information in decentralized estimation. Our results apply to general priors, sample generating models, and distortion functions. When particularized to the examples in the existing works, our results can lead to sharper lower bounds on both the Bayes and the minimax risk. For example, we improve the lower bound for the mean estimation on the unit cube studied in [2], as well as the lower bound for the meta-problem of Shamir [6]. Moreover, we consider the situations where the sample sets are conditionally dependent and where the communication channels are noisy. We also provide a general way to quantify the degradation of estimation performance caused by distributing resources to multiple processors, which is only discussed for specific examples in existing works.
D. Notation

In this paper, all logarithms are binary, unless stated otherwise. A vector like \((X_1, \ldots, X_n)\) may be abbreviated as \(X^n\). For \(r, s \in \mathbb{R}, r \wedge s \triangleq \min\{r, s\}\). For an integer \(m, [m] \triangleq \{1, \ldots, m\}\). For functions \(f\) and \(g\), \(f(x) \sim g(x)\) means that \(\lim_{x \to \infty} f(x)/g(x) = 1\), while \(f(x) \gtrsim g(x)\) means that \(\liminf_{x \to \infty} f(x)/g(x) \geq 1\). We use \(h_2(p) \triangleq -p \log p - (1 - p) \log (1 - p)\) and \(d_2(p \parallel q) \triangleq p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q}\) to denote the binary entropy and the binary relative entropy functions.

II. BAYES RISK LOWER BOUNDS FOR CENTRALIZED ESTIMATION

In the standard Bayesian estimation framework, \(\mathcal{P} = \{P_{X|W=w} : w \in \mathcal{W}\}\) is a family of distributions on an observation space \(X\), where the parameter space \(\mathcal{W}\) is endowed with a prior distribution \(P_W\). Given \(W = w\), a sample \(X\) is generated from \(P_{X|W=w}\). In centralized estimation, the unknown random parameter \(W \sim P_W\) is estimated from \(X\) as \(\hat{W} = \psi(X)\), via an estimator \(\psi : X \to W\). Given a non-negative distortion function \(\ell : \mathcal{W} \times \mathcal{W} \to \mathbb{R}^+\), define the Bayes risk for estimating \(W\) from \(X\) with respect to \(\ell\) as

\[
R_B = \inf_{\psi} \mathbb{E}[\ell(W, \psi(X))].
\] (1)

In this section, we derive lower bounds on the Bayes risk in the context of centralized estimation. These bounds serve as lower bounds for the decentralized setting as well, but they can also be used to derive refined lower bounds for decentralized estimation, as shown in Sections IV and V. We first present lower bounds on the Bayes risk based on small ball probability, mutual information, and information density in Sections II-A and II-B. These lower bounds apply to estimation problems with an arbitrary joint distribution \(P_{W,X}\) and an arbitrary distortion function \(\ell\), and also provide generalizations of Fano’s inequality, as discussed in Section II-C. Next, in Section II-D, we present a lower bound based on mutual information and differential entropy, which applies to parameter estimation problems in \(\mathbb{R}^d\), with distortion functions of the form \(\ell(w, \hat{w}) = \|w - \hat{w}\|_r^r\) for some norm \(\| \cdot \|\) and some \(r \geq 1\).

A. Lower bounds based on mutual information and small ball probability

The small ball probability of \(W\) with respect to distortion function \(\ell\) is defined as

\[
\mathcal{L}_W(\rho) = \sup_{w \in \mathcal{W}} \mathbb{P}[\ell(W, w) < \rho].
\] (2)

Given another random variable \(U\) jointly distributed with \(W\), the conditional small ball probability of \(W\) given \(U = u\) is defined as

\[
\mathcal{L}_{W|U}(u, \rho) = \sup_{w \in \mathcal{W}} \mathbb{P}[\ell(W, w) < \rho|U = u].
\] (3)
These two quantities measure the spread of $P_{W}$ or $P_{W|U=u}$, respectively. The smaller the small ball probability, the more spread the corresponding distribution is w.r.t. the distortion function $\ell$. We give a lower bound on the probability of excess distortion in terms of conditional mutual information and conditional small ball probability:

**Lemma 1.** For any estimate $\hat{W}$ of $W$, any $\rho > 0$, and any auxiliary random variable $U$,

$$\mathbb{P}[\ell(W, \hat{W}) \geq \rho] \geq 1 - \frac{I(W; \hat{W}|U) + 1}{\log \left(1/\mathbb{E}[\mathcal{L}_{W|U}(U, \rho)]\right)}.$$  \hspace{1cm} (4)

**Proof:** The inequality (4) is a direct consequence of the following lower bound on the conditional mutual information obtained in [7]: whenever $\mathbb{P}[\ell(W, \hat{W}) \geq \rho] \leq \delta$,

$$I(W; \hat{W}|U) \geq (1 - \delta) \log \frac{1}{\mathbb{E}[\mathcal{L}_{W|U}(U, \rho)]} - h_2(\delta).$$

In Appendix A, we present an alternative unified proof of Lemmas 1 and 2 using properties of the Neyman–Pearson function.\hfill\blacksquare

Our first lower bound on the Bayes risk for centralized estimation is an immediate consequence of Lemma 1:

**Theorem 1.** The Bayes risk for estimating the parameter $W$ based on the sample $X$ with respect to the distortion function $\ell$ satisfies

$$R_B \geq \sup_{P_{U|X}} \sup_{\rho > 0} \rho \left(1 - \frac{I(W; X|U) + 1}{\log (1/\mathbb{E}[\mathcal{L}_{W|U}(U, \rho)])}\right).$$  \hspace{1cm} (5)

In particular,

$$R_B \geq \sup_{\rho > 0} \rho \left(1 - \frac{I(W; X) + 1}{\log (1/\mathbb{E}[\mathcal{L}_{W}(\rho)])}\right).$$  \hspace{1cm} (6)

**Proof:** For an arbitrary estimator $\psi : X \rightarrow W$,

$$I(W; \hat{W}|U) \leq I(W; X|U)$$  \hspace{1cm} (7)

by the data processing inequality. It follows from Lemma 1 that

$$\mathbb{P}[\ell(W, \hat{W}) \geq \rho] \geq 1 - \frac{I(W; X|U) + 1}{\log \left(1/\mathbb{E}[\mathcal{L}_{W|U}(U, \rho)]\right)}, \quad \rho > 0.$$  \hspace{1cm} (8)

Theorem 1 follows from Markov’s inequality $\mathbb{E}[\ell(W, \hat{W})] \geq \rho \mathbb{P}[\ell(W, \hat{W}) \geq \rho]$ and from the arbitrariness of $\psi$, $P_{U|X}$, and $\rho > 0$. \hfill\blacksquare
Remark 1. Precise evaluation of the expected conditional small ball probability $\mathbb{E}[L_{W|U}(U, \rho)]$ in Theorem 1 can be difficult. The following technique may sometimes be useful: Suppose we can upper-bound $\mathbb{E}[L_{W|U}(U, \rho)]$ by some increasing function $g(\rho)$, which has an inverse function $g^{-1}(p) = \sup\{\rho > 0 : g(\rho) \leq p\}$. Given some $s \in (0, 1)$, choosing a suitable $\rho > 0$ such that

$$g(\rho) \leq 2^{-\left(I(W;X|U)+1\right)/(1-s)}$$

(9)

guarantees

$$1 - \frac{I(W;X|U) + 1}{\log \left(1/\mathbb{E}[L_{W|U}(U, \rho)]\right)} \geq s.$$  

(10)

It then follows from Theorem 1 that

$$R_B \geq \sup_{P_{U|W,X}} \sup_{0 < s < 1} s g^{-1}\left(2^{-\left(I(W;X|U)+1\right)/(1-s)}\right).$$

(11)

A similar methodology for deriving lower bounds on the Bayes risk has been recently proposed by Chen et al. [8], who obtained unconditional lower bounds similar to (6) in terms of general $f$-informativities [9] and a quantity essentially the same as the small ball probability. However, as will be shown later, the conditional lower bound (5) can lead to tighter results compared to the unconditional version (6), and is also useful in the context of decentralized estimation problems.

For the problem of estimating $W$ based on $n$ samples $X_1, \ldots, X_n$ conditionally i.i.d. given $W$, we can choose the conditioning random variable $U$ in (5) to be an independent copy of $X^n = (X_1, \ldots, X_n)$ conditional on $W$, denoted as $X^n$ — that is, $P_{W,X^n,X^n} = P_W \otimes P_{X^n|W} \otimes P_{X^n|W}$ and $P_{X^n|W} = P_{X^n|W}$. This choice leads to

$$R_B \geq \sup_{\rho > 0} \rho \left(1 - \frac{I(W;X^n|X^n) + 1}{\log \left(1/\mathbb{E}[L_{W|X^n}(X^n, \rho)]\right)}\right).$$

(12)

We then need to evaluate or upper-bound $I(W;X^n|X^n)$ and $\mathbb{E}[L_{W|X^n}(X^n, \rho)]$. For example, in the smooth parametric case when $\mathcal{P}$ is a subset of a finite-dimensional exponential family and $W$ has a density supported on a compact subset of $\mathbb{R}^d$, it was shown by Clarke and Barron [10], [11] that

$$I(W;X^n) = \frac{d}{2} \log \frac{n}{2\pi e} + h(W) + \frac{1}{2} \mathbb{E}[\log \det J_{X|W}(W)] + o(1) \quad \text{as } n \to \infty$$

(13)

where $h(W)$ is the differential entropy of $W$, and $J_{X|W}(w)$ is the Fisher information matrix about $w$ contained in $X$. When (13) holds, we have

$$I(W;X^n|X^n) = I(W;X^n, X^n) - I(W;X^n)$$

(14)

$$\rightarrow \frac{d}{2} \quad \text{as } n \to \infty$$

(15)
meaning that \( I(W; X^n | X^m) \) in (12) is asymptotically independent of \( n \). Upper-bounding \( \mathbb{E}[L_{W,X^n}(X^n, \rho)] \) is more problem-specific. We give two examples below, in both of which we consider the absolute distortion \( \ell(w, \widehat{w}) = |w - \widehat{w}| \), such that the Bayes risk gives the Minimum Mean Absolute Error (MMAE). A benefit of lower-bounding MMAE is that the square of the resulting lower bound also serves as a lower bound for the Minimum Mean Squared Error (MMSE).

**Example 1** (Estimating Gaussian mean with Gaussian prior). *Consider the case where the parameter \( W \sim N(0, \sigma^2_W) \), the samples are \( X_i = W + Z_i \) with \( Z_i \sim N(0, \sigma^2) \) independent of \( W \) for \( i = 1, \ldots, n \), and \( \ell(w, \widehat{w}) = |w - \widehat{w}| \).*

From the conditional lower bound (12), we get the following lower bound for Example 1:

**Corollary 1.** In Example 1, the Bayes risk is lower bounded by

\[
R_B \geq \frac{1}{16} \sqrt{\frac{\pi \sigma^2_W}{2(1 + n \sigma^2_W / \sigma^2)}}. 
\]  

*(Proof: Appendix B.)*

Note that the MMAE in Example 1 is upper-bounded by

\[
R_B \leq \sqrt{\frac{\sigma^2_W}{1 + n \sigma^2_W / \sigma^2}} 
\]  

which is achieved by \( \widehat{W} = \mathbb{E}[W|X^n] \). Thus the non-asymptotic lower bound on the Bayes risk in (16) captures the correct dependence on \( n \), and is off from the true Bayes risk by a constant factor. If we apply the unconditional lower bound (6) to Example 1, we can only get an asymptotic lower bound

\[
R_B \gtrsim \frac{1}{4 \log (1 + n \sigma^2_W / \sigma^2)} \sqrt{\frac{\pi \sigma^2_W}{1 + n \sigma^2_W / \sigma^2}}, \quad \text{as } n \to \infty
\]  

which differs from the upper bound by a logarithmic factor in \( n \). This example shows that the conditional lower bound (5) can provide tighter results than its unconditional counterpart (6).

**Example 2** (Estimating Bernoulli bias with uniform prior). *Consider the example where the parameter \( W \sim U[0, 1] \), the samples \( X_i \sim \text{Bern}(w) \) conditional on \( W = w \) for \( i = 1, \ldots, n \), and \( \ell(w, \widehat{w}) = |w - \widehat{w}| \).*

**Corollary 2.** In Example 2, the Bayes risk is lower bounded by

\[
R_B \gtrsim \frac{1}{16 \sqrt{2 \pi n}} \quad \text{as } n \to \infty.
\]  

*(Proof: Appendix B.)*
Note that the MMAE in Example 2 is upper bounded by

\[ R_B \leq \frac{1}{\sqrt{6n}} \]  \quad (20)

achieved by the sample mean estimator \( \hat{W} = \frac{1}{n} \sum_{i=1}^{n} X_i \). Thus, the lower bound in (19) asymptotically captures the correct dependence on \( n \), and is off from the true Bayes risk by a constant factor.

### B. Lower bounds based on information density and small ball probability

For a joint distribution \( P_{U,W,X} \) on \( U \times W \times X \), define the conditional information density as

\[ i(w; x|u) = \log \frac{dP_{W|U=u, X=x}(w)}{dP_{W|U=u}(w)}. \]  \quad (21)

We give a lower bound on the probability of excess distortion in terms of conditional information density and conditional small ball probability:

**Lemma 2.** For any estimate \( \hat{W} \) of \( W \) based on the sample \( X \), any \( \rho, \gamma > 0 \), and any auxiliary random variable \( U \),

\[ \mathbb{P}[\ell(W, \hat{W}) \geq \rho] \geq \mathbb{P}[i(W; X|U) < \log \gamma] - \gamma \mathbb{E}[\mathcal{L}_W(U, \rho)] + \gamma \inf_{u,w,x} \mathbb{P}[i(W; X|U) \geq \log \gamma]. \]  \quad (22)

**Proof:** The proof, inspired by the metaconverse technique from [12], is given in Appendix A. ■

Our second Bayes risk lower bound for centralized estimation is a consequence of Lemma 2:

**Theorem 2.** The Bayes risk for estimating the parameter \( W \) based on the sample \( X \) with respect to the distortion function \( \ell \) satisfies

\[ R_B \geq \sup_{P_{U|W,X}} \sup_{\rho, \gamma > 0} \rho \mathbb{P}[i(W; X|U) < \log \gamma] - \gamma \mathbb{E}[\mathcal{L}_W(U, \rho)]. \]  \quad (23)

In particular,

\[ R_B \geq \sup_{\rho, \gamma > 0} \rho \mathbb{P}[i(W; X) < \log \gamma] - \gamma \mathbb{E}[\mathcal{L}_W(\rho)]. \]  \quad (24)

**Proof:** With the aid of Markov’s inequality, (22) leads to the inequality

\[ R_B \geq \sup_{P_{U|W,X}} \sup_{\rho, \gamma > 0} \rho \mathbb{P}[i(W; X|U) < \log \gamma] - \gamma \mathbb{E}[\mathcal{L}_W(U, \rho)] + \gamma \inf_{u,w,x} \frac{dP_{W|U=u, X=x}}{dP_{W|U=u}}(w) \mathbb{P}[i(W; X|U) \geq \log \gamma]. \]  \quad (25)

The lower bound in (23) follows by replacing \( \inf_{u,w,x} \frac{dP_{W|U=u, X=x}}{dP_{W|U=u}}(w) \) with 0. ■
We give a high-dimensional example to illustrate the usefulness of Theorem 2:

**Example 3** (Estimating $d$-dimensional Gaussian mean with uniform prior on $d$-ball). Consider the case where the parameter $W \in \mathbb{R}^d$ is distributed uniformly on the ball $\mathcal{W} = \{ w \in \mathbb{R}^d : \|w\|_2 \leq a \}$, the samples are $X_i = W + Z_i$ with $Z_i \sim N(0, \sigma^2 I_d)$ independent of $W$ for $i = 1, \ldots, n$, and $\ell(w, \hat{w}) = \|w - \hat{w}\|_2$.

**Corollary 3.** In Example 3, for any $a > 0$, $\sigma^2 > 0$, and $d \geq 1$, the Bayes risk is lower bounded by

$$R_B \gtrsim \frac{1}{20} \sqrt{\frac{2\pi \sigma^2 d}{n}} \quad \text{as } n \to \infty. \quad (26)$$

**Proof:** Appendix C.

Note that the Bayes risk in Example 3 is upper bounded by

$$R_B \leq \sqrt{\frac{\sigma^2 d}{n}} \quad (27)$$

achieved by the sample mean estimator $\hat{W} = \frac{1}{n} \sum_{i=1}^{n} X_i$. Thus, the lower bound in (26) captures the correct dependence on $n$ (asymptotically) and $d$ (non-asymptotically), and is off from the true Bayes risk by a constant factor. Moreover, by squaring (26), we get a lower bound on the MMSE that also captures the correct dependence on $n$ and $d$.

**C. Generalizations of Fano’s inequality**

The lower bounds on the probability of excess distortion in Lemmas 1 and 2 can be viewed as generalizations of Fano’s inequality.

When $W$ takes values on $\{1, \ldots, M\}$ and $\ell(w, \hat{w}) = 1\{w \neq \hat{w}\}$, setting $\rho = 1$ in (4) without conditioning on $U$ recovers the following generalization of Fano’s inequality due to Han and Verdú [13]:

$$\mathbb{P}[\hat{W} \neq W] \geq 1 - \frac{I(W; X) + 1}{\log(1/\max_{w \in [M]} P_W(w))}. \quad (28)$$

Similarly, setting $\rho = 1$ in (22) without conditioning on $U$, we get

$$\mathbb{P}[\hat{W} \neq W] \geq \sup_{\gamma > 0} \mathbb{P}[i(W; X) < \log \gamma] - \gamma L_W(\rho) + \gamma \inf_{w,x} \frac{dP_W}{dP_{W|X=x}}(w) \mathbb{P}[i(W; X) \geq \log \gamma]. \quad (29)$$

When $W$ is uniformly distributed on $\{1, \ldots, M\}$, (28) reduces to the usual Fano’s inequality

$$\mathbb{P}[\hat{W} \neq W] \geq 1 - \frac{I(W; X) + 1}{\log M}, \quad (30)$$

while (29) reduces to the Poor–Verdú bound [14]

$$\mathbb{P}[\hat{W} \neq W] \geq \sup_{\gamma > 0} \left(1 - \frac{\gamma}{M}\right) \mathbb{P}[i(W; X) < \log \gamma]. \quad (31)$$
When $W$ is continuous, Eqs. (4) and (22) provide continuum generalizations of Fano’s inequality. For example, when $W \subset \mathbb{R}^d$ and $\ell(w, \tilde{w}) = \|w - \tilde{w}\|_2$, (4) leads to

$$\mathbb{P}[\|\tilde{W} - W\|_2 \geq \rho] \geq 1 - \frac{I(W; X) + 1}{\log(1/\sup_{w \in W} \mathbb{P}[\|W - w\|_2 < \rho])}$$

(32)

which is also obtained by Chen et al. [8], and generalizes the result of Duchi and Wainwright [15]. Similarly, (22) leads to

$$\mathbb{P}[\|\tilde{W} - W\|_2 \geq \rho] \geq \sup_{\gamma > 0} \left(\mathbb{P}[i(W; X) < \log \gamma] - \gamma \sup_{w \in W} \mathbb{P}[\|W - w\|_2 < \rho]\right).$$

(33)

D. Lower bounds based on mutual information and differential entropy

For the problem of estimating a real-valued parameter $W$ with respect to the quadratic distortion $\ell(w, \tilde{w}) = |w - \tilde{w}|^2$, it can be shown that (see, e.g., [16, Lemma 5]), if $\mathbb{E}(W - \tilde{W})^2 \leq \alpha$, then

$$I(W; \tilde{W}|U) \geq h(W|U) - \frac{1}{2} \log(2\pi e \alpha).$$

(34)

Upper-bounding $I(W; \tilde{W}|U)$ by $I(W; X|U)$, we obtain a lower bound on the MMSE

$$\inf_{\psi} \mathbb{E}(W - \tilde{W})^2 \geq \sup_{P_U|W,X} \frac{1}{2\pi e} 2^{-2(I(W; X|U) - h(W|U))}. \quad (35)$$

More generally, for the problem of estimating a parameter $W$ taking values in $\mathbb{R}^d$, the Shannon lower bound on the rate-distortion function (see, e.g., [17, Chap. 4.8]) can be used to show that, if $\mathbb{E}\|W - \tilde{W}\|^r \leq \alpha$ with an arbitrary norm $\|\cdot\|$ in $\mathbb{R}^d$ and an arbitrary $r \geq 1$, then

$$I(W; \tilde{W}) \geq h(W) - \log \left(V_d \left(\frac{\alpha e}{d}\right)^{d/r} \Gamma\left(1 + \frac{d}{r}\right)\right), \quad (36)$$

where $V_d$ is the volume of the unit ball in $(\mathbb{R}^d, \|\cdot\|)$ and $\Gamma(\cdot)$ is the gamma function. For example, this method can be used to recover the lower bounds of Seidler [18] for the problem of estimating a parameter in $\mathbb{R}^d$ with respect to squared weighted $\ell_2$ norms, and gives tight lower bounds on the Bayes risk and the minimax risk in high-dimensional estimation problems [19, Lec. 13]. A simple extension of (36) via an auxiliary random variable $U$ gives

$$I(W; \tilde{W}|U) \geq h(W|U) - \log \left(V_d \left(\frac{\alpha e}{d}\right)^{d/r} \Gamma\left(1 + \frac{d}{r}\right)\right).$$

(37)

As a consequence, we obtain a lower bound on the Bayes risk in terms of conditional mutual information and conditional differential entropy:
Theorem 3. For an arbitrary norm \( \| \cdot \| \) in \( \mathbb{R}^d \) and any \( r \geq 1 \), the Bayes risk for estimating the parameter \( W \in \mathbb{R}^d \) based on the sample \( X \) with respect to the distortion function \( \ell(w, \hat{w}) = \| w - \hat{w} \|^r \) satisfies

\[
R_B \geq \sup_{P_{U|W,X}} \frac{d}{2} \left(V_d \Gamma \left(1 + \frac{d}{r}\right) \right)^{-r/d} 2^{-(I(W;X|U)-h(W|U))r/d}.
\]

(38)

In particular, for estimating a real-valued \( W \) with respect to \( \ell(w, \hat{w}) = |w - \hat{w}| \),

\[
R_B \geq \sup_{P_{U|W,X}} \frac{1}{2} 2^{-(I(W;X|U)-h(W|U))}.
\]

(39)

The advantage of Theorem 3 is that its unconditional version can yield tighter Bayes risk lower bounds than the unconditional version of Theorem 1. For example, consider the case where \( W \) is uniformly distributed on \([0, 1]\), and is estimated based on \( X \) with respect to the absolute distortion. Setting \( g(\rho) = 2\rho \) in Remark 1 and optimizing \( s \) in (11), the unconditional version of Theorem 1 yields an asymptotic lower bound

\[
R_B \gtrsim \frac{1}{8I(W;X)} 2^{-I(W;X)} \quad \text{as } I(W;X) \to \infty.
\]

(40)

By contrast, the unconditional version of Theorem 3 yields a tighter and non-asymptotic lower bound

\[
R_B \geq \frac{1}{2} 2^{-I(W;X)}.
\]

(41)

III. MUTUAL INFORMATION CONTRACTION VIA SDPI

While the results in Section II all apply to general estimation problems, either centralized or decentralized, the results in terms of mutual information (Theorems 1 and 3) are particularly amenable to tightening in the context of the decentralized estimation. For example, Theorem 1 reveals two sources of the difficulty of estimating \( W \): the spread of the prior distribution \( P_W \) or its conditional counterpart \( P_{W|U} \), captured by \( L_W \) or \( L_{W|U} \), and the amount of information about \( W \) contained in the sample \( X \), captured by \( I(W;X) \) or \( I(W;X|U) \). When an estimator does not have direct access to \( X \), but can only receive information about it from one or more local processors, the amount of information about \( W \) contained in the estimator’s indirect observations will contract relative to \( I(W;X) \) or \( I(W;X|U) \). The contraction is caused by the communication constraints between the local processors and the estimator, such as finite precision of analog-to-digital conversion, storage limitations of intermediate results, limited transmission blocklength, channel noise, etc.

We will quantify this contraction of mutual information through strong data processing inequalities, or SDPI’s, for the relative entropy (see [20] and references therein). Given a stochastic kernel (or channel) \( K \) with input alphabet \( X \) and output alphabet \( Y \) and a reference input distribution \( \mu \) on \( X \), we say that \( K \)
satisfies an SDPI at $\mu$ with constant $c \in [0, 1)$ if $D(\nu K \| \mu K) \leq cD(\nu \| \mu)$ for any other input distribution $\nu$ on $X$. Here, $\mu K$ denotes the marginal distribution of the channel output when the input has distribution $\mu$. The SDPI constants of $K$ are defined by

$$\eta(\mu, K) \triangleq \sup_{\nu, \nu \neq \mu} \frac{D(\nu K \| \mu K)}{D(\nu \| \mu)}; \quad \eta(K) \triangleq \sup_{\mu} \eta(\mu, K).$$

It is shown in [21] that the SDPI constants are also the maximum contraction ratios of mutual information in a Markov chain: for a Markov chain $W - X - Y$,

$$\sup_{P_{W|X}} \frac{I(W; Y)}{I(W; X)} = \eta(P_X, P_{Y|X}) \quad (42)$$

if the joint distribution $P_{X,Y}$ is fixed, and

$$\sup_{P_{W,X}} \frac{I(W; Y)}{I(W; X)} = \eta(P_{Y|X}) \quad (43)$$

if only the channel $P_{Y|X}$ is fixed. This fact leads to the following SDPI’s for mutual information:

$$I(W; Y) \leq I(W; X)\eta(P_X, P_{Y|X}) \leq I(W; X)\eta(P_{Y|X}). \quad (44)$$

It is generally hard to compute the SDPI constant for an arbitrary pair of $\mu$ and $K$, except for some special cases:

- For the binary symmetric channel, $\eta(\text{Bern}(\frac{1}{2}), \text{BSC}(\varepsilon)) = \eta(\text{BSC}(\varepsilon)) = (1 - 2\varepsilon)^2$ [22].
- For the binary erasure channel, $\eta(\text{Bern}(\frac{1}{2}), \text{BEC}(\varepsilon)) = \eta(\text{BEC}(\varepsilon)) = 1 - \varepsilon$.
- If $X$ and $Y$ are jointly Gaussian with correlation coefficient $\rho_{X,Y}$, then [23]

$$\eta(P_X, P_{Y|X}) = \rho_{X,Y}^2. \quad (45)$$

In the remainder of this section, we collect a few upper bounds and properties of the SDPI constants, which will be used in the sequel. The first upper bound is due to Cohen et al. [24]:

**Lemma 3.** Define the Dobrushin contraction coefficient of a stochastic kernel $P_{X|W}$ by

$$\vartheta(P_{X|W}) = \max_{w, w'} \|P_{X|W = w} - P_{X|W = w'}\|_{TV}. \quad (46)$$

Then

$$\eta(P_{X|W}) \leq \vartheta(P_{X|W}). \quad (47)$$

The next upper bound is proved in [20, Remark 3.2] for arbitrary $f$-divergences:
Lemma 4. Suppose there exist a constant $\alpha \in (0, 1]$ and a distribution $Q_X$, such that
\[
\frac{dP_{X|W=w}}{dQ_X}(x) \geq \alpha \quad \text{for all } x \in X \text{ and } w \in W.
\] (48)

Then
\[
\eta(P_{X|W}) \leq 1 - \alpha. \tag{49}
\]

Lemma 4 leads to the following property:

Lemma 5. For a joint distribution $P_{W,X}$, suppose there is a constant $\alpha \in (0, 1]$ such that the forward channel $P_{X|W}$ satisfies
\[
\frac{dP_{X|W=w}}{dP_{X|W=w'}}(x) \geq \alpha \quad \text{for all } x \in X \text{ and } w, w' \in W.
\] (50)

Then the SDPI constants of the forward channel $P_{X|W}$ and the backward channel $P_{W|X}$ satisfy
\[
\eta(P_{X|W}) \leq 1 - \alpha \quad \text{and} \quad \eta(P_{W|X}) \leq 1 - \alpha. \tag{51}
\]

Proof: To prove the claim for the forward channel, pick any $w' \in W$ and let $Q_X = P_{X|W=w'}$. Then the condition in Lemma 4 is satisfied with this $Q_X$. To prove the claim for the backward channel, consider any $x \in X$ and $w \in W$. Then
\[
\frac{dP_{W|X=x}}{dP_W}(w) = \frac{dP_{X|W=w}}{d\int P_{X|W=w'}P_W(dw')}(x)
\]
\[
= \frac{1}{\int \frac{dP_{X|W=w'}}{dP_{X|W=w}}(x)P_W(dw')}
\]
\[
\geq \frac{1}{\alpha \int P_W(dw')}
\]
\[
= \alpha,
\] (52) (53) (54) (55)

where (54) uses the fact that $\frac{dP_{X|W=w'}}{dP_{X|W=w}}(x) \leq 1/\alpha$, due to the assumption in (50). Using Lemma 4 with $Q_W = P_W$, we get the result.

In decentralized estimation, we will encounter the SDPI constant $\eta(P_{X^n}, P_{W|X^n})$. The following lemma gives an upper bound for this SDPI constant, which is often easier to compute:

Lemma 6. If $W - Z - X^n$ form a Markov chain, then
\[
\eta(P_{X^n}, P_{W|X^n}) \leq \eta(P_Z, P_{W|Z}). \tag{56}
\]

$^1$In Markov chain theory, this is known as a Doeblin minorization condition.
In particular, $Z$ can be any sufficient statistic of $X^n$ for estimating $W$.

Proof: It suffices to show that for any $Y$ such that $W - X^n - Y$ form a Markov chain,

$$I(W; Y) \leq \eta(P_Z, P_{W|Z}) I(X^n; Y).$$  \hfill (57)

Indeed, by the definition of $\eta(P_Z, P_{W|Z})$ and the fact that $W - Z - X^n - Y$ form a Markov chain,

$$I(W; Y) \leq \eta(P_Z, P_{W|Z}) I(Z; Y) \leq \eta(P_Z, P_{W|Z}) I(X^n; Y),$$  \hfill (58)

which proves (57) and the lemma.

For product input distributions and product channels, the SDPI constant tensorizes [21] (see [20] for a more general result for other $f$-divergences):

**Lemma 7.** For distributions $\mu_1, \ldots, \mu_n$ on $X$ and channels $K_1, \ldots, K_n$ with input alphabet $X$,

$$\eta(\mu_1 \otimes \cdots \otimes \mu_n, K_1 \otimes \cdots \otimes K_n) = \max_{1 \leq i \leq n} \eta(\mu_i, K_i).$$

Finally, the following lemma due to Polyanskiy and Wu [25] gives an SDPI for multiple uses of a channel:

**Lemma 8.** Consider sending a message $Y$ through $T$ uses of a memoryless channel $P_{V|U}$ with feedback, where $U_t = \varphi(Y, V_t^{t-1}, t)$ with some encoder $\varphi$ for $t = 1, \ldots, T$. Then for any random variable $W$ such that $W - Y - U^T, V^T$ form a Markov chain,

$$I(W; V^T) \leq I(W; Y)(1 - (1 - \eta(P_{V|U}))^T).$$  \hfill (60)

In particular, the result holds when the channel is used $T$ times without feedback.

Proof: Let $\eta = \eta(P_{V|U})$. Then

$$I(W; V^T) = I(W; V^{T-1}) + I(W; V_T|V^{T-1}) \leq I(W; V^{T-1}) + \eta I(W; U_T|V^{T-1})$$  \hfill (61)

$$= (1 - \eta)I(W; V^{T-1}) + \eta I(W; V^{T-1}, U_T) \leq (1 - \eta)I(W; V^{T-1}) + \eta I(W; Y),$$  \hfill (62)

where (62) follows from the Markov chain $W, V^{T-1} - U_T - V_T$ and a conditional version of SDPI [16, Lemma 1]; (64) follows from the Markov chain $W - Y - V^{T-1}, U_T$. Unrolling the above recursive upper bound on $I(W; V^T)$ and noting that $I(W; V_1) \leq \eta I(W; Y)$, we get (60).
Using the same proof technique, it can be shown that [16, Lemma 2] for the $T$ th product of a channel $P_{V|U}$,

$$
\eta(P_{V|U}^\otimes T) \leq 1 - (1 - \eta(P_{V|U}))^T.
$$

(65)

IV. DECENTRALIZED ESTIMATION: SINGLE PROCESSOR SETUP

We start the discussion of decentralized estimation with the single-processor setup. Consider the following decentralized estimation problem with one local processor, shown schematically in Fig. 1:

![Diagram of decentralized estimation](image)

Fig. 1: Model of decentralized estimation (single processor).

- $W$ is an unknown parameter (discrete or continuous, scalar or vector) with prior distribution $P_W$.
- Conditional on $W = w$, $n$ samples $X^n = (X_1, \ldots, X_n)$ are independently drawn from the distribution $P_{X|W=w}$.
- The local processor observes $X^n$ and maps it to a $b$-bit message $Y = \varphi_Q(X^n)$.
- The encoder maps $Y$ to a codeword $U^T = \varphi_E(Y)$ with blocklength $T$, and transmits $U^T$ over a discrete memoryless channel (DMC) $P_{V|U}$. We allow the possibility of feedback from the estimator to the processor, in which case $U^T = \varphi_E(Y, V^{t-1}, t), t = 1, \ldots, T$.
- The estimator computes $\hat{W} = \psi(V^T)$ as an estimate of $W$, based on the received codeword $V^T$.

The Bayes risk in the single processor setup is defined as

$$
R_B = \inf_{\varphi_Q, \varphi_E, \psi} E\left[\ell(W, \psi(V^T))\right],
$$

(66)

which depends on the problem specification including $P_{W,X}, \ell, n, b, T$, and $P_{V|U}$. We can use the unconditional versions of Theorems 1 and 3 to obtain lower bounds for $R_B$, by replacing $I(W; X)$ with $I(W; V^T)$. To reveal the dependence of $R_B$ on various problem specifications, we need an upper bound on $I(W; V^T)$ which is independent of $\varphi_Q$ and $\varphi_E$:

**Theorem 4.** In decentralized estimation with a single processor, for any choice of $\varphi_Q$ and $\varphi_E$,

$$
I(W; V^T) \leq \min \left\{ I(W; X^n) \eta_T, \eta(P_{X^n}, P_{W|X^n}) (H(X^n) \wedge b) \eta_T, \eta(P_{X^n}, P_{W|X^n}) CT \right\}
$$

(67)
where $C$ is the Shannon capacity of the channel $P_{V|U}$, and

$$
\eta_T = \begin{cases} 
1 - (1 - \eta(P_{V|U}))^T & \text{with feedback} \\
\eta(P_{V|U}^T) & \text{without feedback}
\end{cases}
$$  \hspace{2cm} (68)

**Proof:** When the channel is used with feedback, the problem setup gives rise to the Markov chain $W - X^n - Y - U^T, V^T$. With $\eta_T = 1 - (1 - \eta(P_{V|U}))^T$, as a consequence of Lemma 8, we have

$$I(W; V^T) \leq I(W; Y)\eta_T \leq I(W; X^n)\eta_T. \hspace{2cm} (69)$$

Alternatively,

$$I(W; V^T) \leq I(W; Y)\eta_T \leq \eta(P_{X^n}, P_{W|X^n})I(X^n; Y)\eta_T \leq \eta(P_{X^n}, P_{W|X^n})(H(X^n) \land b)\eta_T \hspace{2cm} (70)$$

where (71) is from the SDPI in (44); (72) is because $I(X^n; Y) \leq \min\{H(X^n), H(Y)\}$ and $Y \in [2^b]$.

Lastly, from the SDPI and following the proof that feedback does not increase the capacity of a discrete memoryless channel [26],

$$I(W; V^T) \leq \eta(P_{X^n}, P_{W|X^n})I(Y; V^T) \leq \eta(P_{X^n}, P_{W|X^n})CT. \hspace{2cm} (72)$$

We complete the proof for the case with feedback by taking the minimum of the three resulting estimates to get the tightest bound on $I(W; V^T)$.

When the channel is used without feedback, we have the Markov chain $W - X^n - Y - U^T - V^T$. In this case, (69) holds with $\eta_T = \eta(P_{V|U}^T)$ as a consequence of the SDPI. The rest of the proof for this case is the same as the case with feedback.

Note that, with the ordinary data processing equality, we can only get the upper bound

$$I(W; V^T) \leq \min \left\{ I(W; X^n), H(X^n) \land b, CT \right\}, \hspace{2cm} (73)$$

where the first term reflects the statistical constraint due to the finite number of samples, the second term reflects the communication constraint due to the quantization, and the third term reflects the communication constraint due to the noisy channel. All of these terms are tightened in (67) via the multiplication by various contraction coefficients. Thus, using the SDPI, we can tighten the results of Theorems 1 and 3 in the setting of decentralized estimation by quantifying the communication constraint, and by coupling the statistical constraint and the communication constraint together.
Next we study a few examples of this problem setup to illustrate the effectiveness of using Theorem 4 to derive lower bounds on the Bayes risk.

A. Transmitting a bit over a BSC

**Example 4.** Consider the case where the parameter takes values 0 and 1 with equal probabilities, the local processor directly observes \( W \), and communicates the value of \( W \) to the estimator through \( T \) uses of the channel \( \text{BSC}(\varepsilon) \). Formally, \( W \) is \( \text{Bern}(\frac{1}{2}) \), \( W = X^n = Y \), and \( P_W = \text{BSC}(\varepsilon) \). The Bayes risk is defined as \( R_B = \inf_{\varphi_E, \psi} \mathbb{P}[W \neq \hat{W}] \).

In this simple example, there is no statistical constraint since \( W \) can be directly observed by the local processor, while the communication constraint is imposed by the \( T \) uses of a BSC. Using Theorem 4, we can derive lower bounds on \( R_B \) and obtain upper bounds on the error exponent when the channel is used with or without feedback:

**Corollary 4.** In Example 4, if the channel is used without feedback, then

\[
R_B \geq h_2^{-1}\left(\frac{1}{\sqrt{2T}}\left(4\varepsilon(1-\varepsilon)\right)^{\frac{T}{2}}\right),
\]

and

\[
\limsup_{T \to \infty} -\frac{1}{T} \log R_B \leq \frac{1}{2} \log \frac{1}{4\varepsilon(1-\varepsilon)}.
\]

If the channel is used with feedback, then

\[
R_B \geq h_2^{-1}\left(\left(4\varepsilon(1-\varepsilon)\right)^T\right),
\]

and

\[
\limsup_{T \to \infty} -\frac{1}{T} \log R_B \leq \log \frac{1}{4\varepsilon(1-\varepsilon)}.
\]

**Proof:** Choose the \( \varphi_E \) and \( \psi \) that attain \( R_B \). In this case, we can bypass Theorem 1 by using the binary-alphabet version of Fano’s inequality:

\[
1 - h_2(\mathbb{P}[\hat{W} \neq W]) \leq I(W; V^T).
\]

If the channel is used without feedback, it follows from Theorem 4 and Lemma 3 that

\[
I(W; V^T) \leq I(W; X^n)\eta(\text{BSC}(\varepsilon)^{\otimes T}) \leq \vartheta(\text{BSC}(\varepsilon)^{\otimes T}) \leq 1 - \frac{1}{\sqrt{2T}}\left(4\varepsilon(1-\varepsilon)\right)^{T/2},
\]
where the upper bound on $\vartheta(BSC(\varepsilon)^{\otimes T})$ is evaluated in [25]. Combining (78) and (79), and using the fact that [27, Theorem 2.2]
\[
h_2^{-1}(x) \geq \frac{x}{2\log(6/x)} \quad \text{for } x \in [0, 1],
\] (80)
we obtain (74) and (75).

If the channel is used with feedback, Theorem 4 gives
\[
I(W; V^T) \leq I(W; X^n)(1 - (1 - \eta(BSC(\varepsilon))^T) \leq 1 - (4\varepsilon(1 - \varepsilon))^T
\] (81)
where we used the fact that $\eta(BSC(\varepsilon)) = (1 - 2\varepsilon)^2$. Combining (78), (80) and (81), we obtain (76) and (77).

Using the Chernoff bound, it can be shown that a blocklength-$T$ repetition code without feedback can achieve $\Pr[\hat{W} \neq W] \leq (4\varepsilon(1 - \varepsilon))^T/2$ [28]. Thus, when the channel is used without feedback,
\[
\liminf_{T \to \infty} -\frac{1}{T} \log R_B \geq \frac{1}{2} \log \frac{1}{4\varepsilon(1 - \varepsilon)},
\] (82)
which matches the upper bound on the error exponent given by (75). Therefore, Theorem 4 can effectively capture the communication constraint in this example.

B. Estimating a discrete parameter

Example 5. Consider the case where $W$ is uniformly distributed on $\{-1, 1\}^d$. The sample $X \in \{-1, 1\}^d$ is generated conditionally on $W$ as follows. For $j = 1, \ldots, d$, given $W_j = w_j$, the $j$th coordinate of $X$, denoted by $X_j$, is independently drawn from the distribution $P_{X_j|W_j=w_j}(x_j) = (1 + x_jw_j\delta)/2$ for some $\delta \in [0, 1]$. In other words, $P_{X_j|W_j}$ is BSC($\frac{1+\delta}{2}$). It follows that $X_j$ is uniformly distributed on $\{-1, 1\}$, and $P_{W_j|X_j}$ is BSC($\frac{1-\delta}{2}$) as well. The communication channel $P_{V|U}$ is assumed to be an arbitrary DMC.

Theorem 4 gives the following upper bound on $I(W; V^T)$ for this example:

Corollary 5. In Example 5,
\[
I(W; V^T) \leq \min \left\{ d(1 - h_2(\frac{1-\delta}{2}))\eta_T, \delta^2\eta_T, \delta^2CT \right\}.
\] (83)

Proof: Since $(W_1, X_1), \ldots, (W_d, X_d)$ are independent in this case, we can apply the tensorization property of the SDPI constant (Lemma 7), which states that
\[
\eta(P_X, P_{W|X}) = \max_{1 \leq j \leq d} \eta(P_{X_j}, P_{W_j|X_j}).
\] (84)
Due to the fact that $X_j$ is uniform on $\{-1, 1\}$ and $P_{W_j|X_j} = \text{BSC}(\frac{1-\delta}2)$, we have the exact SDPI constant
\[
\eta(P_{X_j}, P_{W_j|X_j}) = \delta^2.
\] (85)
We also have $I(W; X) = d\left(1 - h_2\left(\frac{1-\delta}2\right)\right)$. The results then follow from Theorem 4.

The same problem with noiseless communication channel was considered in [2]. The result in [2, Lemma 3], proved in a much more complicated way, shows that
\[
I(W; Y) \leq \frac{32\delta^2(d \wedge b)}{(1-\delta)^4}.
\] (86)
where the contraction coefficient is less than 1 only when $\delta < 0.133$. By contrast, the contraction coefficient in (83) never exceeds 1. Moreover, since $1 - h_2\left(\frac{1-\delta}2\right) \leq \delta^2$, the upper bound in (83) is a considerable improvement on the one in (86) over all $\delta \in [0, 1]$, especially for large $\delta$, under the same noiseless channel assumption ($\eta_T = 1$). Corollary 5 can also be used to derive lower bounds on the minimax risk of estimating the mean of an arbitrary probability distribution on the cube $[-1, 1]^d$. We discuss this application in Section V-A, in the multi-processor setup.

From another point of view, Example 5 is essentially a problem of noisy lossy source coding [29] of an i.i.d. Bern($\frac{1}{2}$) source of length $d$ observed through a BSC($\frac{1-\delta}2$), with an additional challenge of sending the quantized message over $T$ uses of another noisy channel. Using Corollary 5, we can obtain lower bounds on the average bit error probability for estimating the source $W$ and on the quantization rate of the sample $X$:

**Corollary 6.** In Example 5, let $\ell(w, \hat{w}) = \frac{1}{d} \sum_{j=1}^{d} 1\{w_j \neq \hat{w}_j\}$. Then,
\[
R_B \geq h_2^{-1}\left(1 - \frac{1}{d} \min \left\{ d\left(1 - h_2\left(\frac{1-\delta}2\right)\right) \eta_T, \delta^2 b \eta_T, \delta^2 CT \right\} \right),
\] (87)
provided $b$, $d$, and $T$ are such that the argument of $h_2^{-1}(\cdot)$ lies in $[0, 1]$. Moreover, to achieve $R_B \leq p$, it is necessary that
\[
\frac{b}{d} \geq \frac{1 - h_2(p)}{\delta^2 \eta_T},
\] (88)
where $\eta_T = 1 - (1 - \eta(P_{V|U}))^T$.

**Proof:** Choose the $\varphi_Q$, $\varphi_E$ and $\psi$ that attain $R_B$. In this case, we can again bypass Theorem 1 by
using the following chain of inequalities to relate the average bit error probability with \( I(W; V^T) \):

\[
1 - h_2(R_B) = d_2(R_B \| \frac{1}{2}) \\
\leq \frac{1}{d} \sum_{j=1}^{d} d_2(\mathbb{P}[W_j \neq \hat{W}_j] \| \frac{1}{2}) \\
\leq \frac{1}{d} \sum_{j=1}^{d} I(W_j; \hat{W}_j) \\
\leq \frac{1}{d} I(W; V^T) \\
\leq \frac{1}{d} \min \left\{ d(1 - h_2\left(\frac{1-\delta}{2}\right)) \eta_T, \delta^2 \eta_T, \delta^2 C T \right\} \\
\tag{93}
\]

where (90) uses the fact that \( R_B = \frac{1}{d} \sum_{j=1}^{d} \mathbb{P}[W_j \neq \hat{W}_j] \) and the convexity of divergence; (91) uses the fact that \( W_j \) is uniform on \([-1, 1]\) and the data processing inequality for divergence; (92) uses the fact that \( W_j \)'s are independent; (93) follows from Corollary 5. Applying \( h_2^{-1} \) to both sides, we get (87). The lower bound (88) is a consequence of (93).

The asymptotic rate limit of noisy lossy coding of an i.i.d. \( \text{Bern}(\frac{1}{2}) \) source observed through a BSC(\(1-\delta\)) with distortion \( p \) is given by

\[
\tilde{R}(p) = 1 - h_2\left(\frac{2p + \delta - 1}{2\delta}\right), \quad 0 \leq \frac{1 - \delta}{2} \leq p \leq \frac{1}{2}. \\
\tag{94}
\]

In Fig. 2, the lower bounds on the quantization rate given by (88) with different values of \( \eta(P_{V|U}) \) are compared with \( \tilde{R}(p) \). The lower bounds are also compared with the rate-distortion function of an i.i.d. \( \text{Bern}(\frac{1}{2}) \) source, given by

\[
R(p) = 1 - h_2(p), \quad 0 \leq p \leq \frac{1}{2}. \\
\tag{95}
\]

We can see that with \( \eta(P_{V|U}) = 1 \), the lower bound well matches the asymptotically achievable rate given by (94) for large \( \delta \). With \( \eta(P_{V|U}) < 1 \), the elevated lower bounds capture the need to increase the quantization rate for sending the quantized message through another noisy channel.

### C. Estimating a continuous parameter

**Example 6.** Consider the problem of estimating the bias of a Bernoulli random variable through a BSC. In this case, \( W \) is assumed to be uniformly distributed on \([0, 1]\), \( P_{X|W=w} \) is \( \text{Bern}(w) \), and \( P_{V|U} \) is BSC(\(\varepsilon\)). We are interested in lower-bounding the Bayes risk with respect to the absolute distortion \( \ell(w, \hat{w}) = |w - \hat{w}| \).
Define $I^* = \sup_{\varphi_Q, \varphi_E} I(W; V^T)$. Replacing $I(W; X)$ with $I^*$ in (41), we obtain the following lower bound on the Bayes risk for this example as a consequence of Theorem 3:

$$R_B \geq \frac{1}{2} 2^{-I^*}. \quad (96)$$

Now we only need to upper-bound $I^*$:

**Corollary 7.** In Example 6, for any choice of $\varphi_Q$ and $\varphi_E$,

$$I(W; V^T) \leq \min \left\{ \left( \frac{1}{2} \log n + \gamma_n \right) \eta T, \ (1 - 2^{-n}) b \eta T, \ (1 - 2^{-n})(1 - h_2(\varepsilon)) T \right\},$$

where $\gamma_n$ is some sequence such that $\lim_{n \to \infty} \gamma_n = -0.6$, and $\eta T = 1 - (4 \varepsilon (1 - \varepsilon))^T$.

**Proof:** From (13),

$$I(W; X^n) = \frac{1}{2} \log \frac{n}{2\pi e} + h(W) + \frac{1}{2} \mathbb{E} \left[ \log \frac{1}{W(1-W)} \right] + o(1) \quad (97)$$

$$= \frac{1}{2} \log n - 0.6 + o(1) \quad \text{as } n \to \infty. \quad (98)$$

Moreover, from Lemma 3,

$$\eta(P_{W|X^n}) \leq \vartheta(P_{W|X^n}) = 1 - 2^{-n}, \quad (99)$$
where the Dobrushin coefficient is evaluated in Appendix D. In addition, $\eta(\text{BSC}(\varepsilon)) = (1 - \varepsilon)^2$. With these facts, the result follows from Theorem 4.

Now we apply the above results to two special cases.

**Case 1:** $\varepsilon = 0$, $T \geq b$. In this case, the communication constraint only comes from the quantization of the samples, since the quantized message can be perfectly received by the estimator. Setting $b = \frac{1}{2} \log n$, the lower bound in (96) together with Corollary 7 imply that

$$R_B \geq \frac{1}{2e} 2^{-(1 - 2^{-n})b} \geq \frac{1}{2e\sqrt{n}}. \quad (100)$$

To obtain an upper bound on $R_B$, consider the scheme where the local processor computes the sample mean $\bar{X} = \frac{1}{n} \sum_{j=1}^{n} X_j$, which is uniformly distributed on $\{0, 1/n, \ldots, 1\}$, and quantizes $\bar{X}$ into $\tilde{X}$ using a uniform $b$-bit quantization of $[0, 1]$. The estimator sets $\hat{W} = \tilde{X}$. By the triangle inequality,

$$\mathbb{E}|W - \tilde{W}| \leq \mathbb{E}|W - \bar{X}| + \mathbb{E}|\bar{X} - \tilde{X}| \leq \sqrt{\mathbb{E}[\text{Var}(\bar{X}|W)]} + 2^{-b} \quad (101)$$

$$= \frac{1}{\sqrt{6n}} + 2^{-b}. \quad (102)$$

Thus for $b = \frac{1}{2} \log n$,

$$R_B \leq \frac{1.41}{\sqrt{n}}, \quad (103)$$

which differs from the lower bound only by a constant factor.

**Case 2:** $\varepsilon > 0$, $b \geq \log(n + 1)$. In this case, the communication constraint only comes from the noisy channel, since $\log(n + 1)$ bits are enough to perfectly represent the sample mean $\bar{X}$, which is a sufficient statistic of $X^n$ for estimating $W$ and can take only $n + 1$ values. From (96) and Corollary 7,

$$R_B \geq \max \left\{ \frac{1}{2en^2/2} 2^{-\gamma_n n_T}, \frac{1}{2e} 2^{-(1 - 2^{-n})(1 - h_2(\varepsilon))T} \right\}. \quad (104)$$

To obtain an upper bound on $R_B$, consider the scheme where the local processor first uses $\log(n + 1)$ bits to represent the sample mean $\bar{X}$ as a message uniformly distributed on $\{0, 1/n, \ldots, 1\}$, then transmits the message over the channel using an optimal blocklength-$T$ code. The estimator decodes $\bar{X}$ as $\hat{X}$, and sets $\hat{W} = \hat{X}$. Then

$$\mathbb{E}|W - \hat{W}| \leq \mathbb{E}|W - \bar{X}| + \mathbb{E}|\bar{X} - \hat{X}| \quad (105)$$

$$\leq \frac{1}{\sqrt{6n}} + P[\bar{X} \neq \hat{X}] \quad (106)$$

$$\leq \frac{1}{\sqrt{6n}} + 2^{-E_r(\frac{1}{T} \log(n + 1))T}, \quad (107)$$
where $E_{r}(\cdot)$ is the random coding error exponent of BSC($\varepsilon$) [28, p. 146]. For $\frac{1}{T} \log (n + 1) \leq 1 - h_2 \left( \frac{\sqrt{\varepsilon}}{\sqrt{\varepsilon} + \sqrt{1 - \varepsilon}} \right)$,

$$E_{r}\left( \frac{1}{T} \log (n + 1) \right) = 1 - \log \left( 1 + \sqrt{4\varepsilon(1 - \varepsilon)} \right) - \frac{1}{T} \log (n + 1).$$

(108)

If the channel is used with feedback, then $E_{r}(\cdot)$ in (107) can be replaced by $E_{f}(\cdot)$, the best attainable error exponent on BSC using block codes with feedback. In particular [30, Problem 10.36],

$$\lim_{R \to 0} E_{f}(R) = E_{f}(0) = -\log \left( \frac{1}{9} \frac{1}{2} \right),$$

(109)

which implies that the error exponent with respect to $T$ in the lower bound can closely match that in the upper bound when transmission rate is low and $\varepsilon$ is relatively large.

V. DECENTRALIZED ESTIMATION: MULTIPLE PROCESSORS

We now consider the problem setup with $m$ local processors. The $i$th processor, $i = 1, \ldots, m$, observes $n$ samples $X_{n(i)}$ generated from a common random parameter $W$. Given $W = w$, the joint distribution of the $m \times n$ array of samples is $P_{X_{1}, \ldots, X_{m}|W=w}$. In other words, the samples across different processors can be dependent conditionally on $W$, but, at each processor $i$, the samples are i.i.d. draws from $P_{X_{n(i)|W=w}}$.

As in the single-processor setup, the $i$th processor maps its samples to a $b$-bit message $Y_{i} = \varphi_{Q_{i}}(X_{n(i)})$, then maps the message to a blocklength-$T$ codeword $U_{T(i)} = \varphi_{E_{i}}(Y_{i})$, and sends it to the estimator via $T$ uses of a discrete memoryless channel. The estimator computes $\widehat{W} = \psi(V_{m \times T})$ based on the received codewords $V_{m \times T} = (V_{T(1)}, \ldots, V_{T(m)})$. Here we assume that the channels between the processors and the estimator are independent and have the same probability transition law $P_{V|U}$.\footnote{The results can be straightforwardly generalized to the case where the parameters $n, b, T$, and the channels are different across the processors.}

The Bayes risk in this multi-processor setup is defined as

$$R_{B} = \inf_{\varphi_{Q}, \varphi_{E}, \psi} \mathbb{E}[\ell(W, \psi(V_{m \times T}))].$$

(111)

Compared with the single processor setup, the multi-processor setup gives rise to some new problems:

- The sample sets observed by different processors can be either independent or dependent conditionally on $W$, depending on the joint distribution $P_{X_{1}, \ldots, X_{m}|W=w}$. In Section V-A, we derive lower
bounds for the case where $X_1, \ldots, X_m$ are conditionally independent given $W$; in Section V-B, we study the case where $X_1, \ldots, X_m$ are dependent conditionally on $W$. We will see that the Bayes risk can behave quite differently in these two cases.

- Suppose the $m \times n$ array of samples $(X_{n1}, \ldots, X_{nm})$ can be observed by a single processor, which can map the samples to an $mb$-bit message and use the channel $mT$ times to send the message, and the estimation is based on the received codeword of blocklength $mT$. How will the estimation performance degrade once these resources are distributed into $m$ processors in the multi-processor setup? We examine this performance degradation through the Bayes risk lower bounds, for both cases where the sample sets are conditionally independent and dependent.

- When the channels are noiseless and feedback is available from the estimator to the local processors, each processor can observe the messages sent by the other processors. This allows for interactive protocols, as studied in [2], [4], [5]. We will mainly focus on the case where the communication from local processors to the estimator is carried out without feedback, except for Section V-C, where we consider the case where feedback is available and derive lower bounds on the Bayes risk for interactive protocols.

Before delving into various special cases, we give two general lower bounds for Bayes risk in the multi-processor setup, which are immediate consequences of Theorems 1 and 3 respectively:

**Theorem 5.** In the multi-processor setup, the Bayes risk satisfies

$$R_B \geq \inf_{\varphi_Q, \varphi_E} \frac{d}{r} \left( V_d \Gamma \left( 1 + \frac{d}{r} \right) \right)^{-r/d} 2^{-(I(W; V^m \times T | X_S^n) - h(W|X_S^n))r/d}.$$

where $X^n_S = (X^n_{ni})_{i \in S}$. When $W \in \mathbb{R}^d$ and $\ell(w, \hat{w}) = \|w - \hat{w}\|^r$ for any norm $\|\cdot\|$ in $\mathbb{R}^d$ and any $r \geq 1$,

$$R_B \geq \inf_{\varphi_Q, \varphi_E} \frac{d}{r} \left( V_d \Gamma \left( 1 + \frac{d}{r} \right) \right)^{-r/d} 2^{-(I(W; V^m \times T | X^n_S) - h(W|X^n_S))r/d}. \quad (113)$$

The proof of Theorem 5 is inspired by the proof of the Slepian-Wolf converse for distributed almost-lossless source coding using the cutset argument [26, Chap. 15.4]: choose the auxiliary random variable $U = X^n_S$ in Theorems 1 and 3, then optimize over $S$.

A. Sample sets conditionally independent given $W$

We first study the case where the sets of samples observed by the processors are conditionally independent given the parameter $W$. In this case, we can simply choose $S = \emptyset$ in Theorem 5 to obtain lower bounds on the Bayes risk. To that end, we need an upper bound on $I(W; V^m \times T)$ which is independent of $\varphi_Q^n$ and $\varphi_E^m$:
Theorem 6. In the multi-processor setup, where the samples observed by the processors are conditionally i.i.d. given \( W \), for any choice of \( \varphi_Q^m \) and \( \varphi_E^m \),

\[
I(W; V^{m\times T}) \leq \min \left\{ I(W; X^{n\times m})\eta_{mT}, \eta(P_{X^n, P_{W|X^n}}^m mCT), \eta(P_{X^n, P_{W|X^n}}^m) mCT \right\},
\]

(114)

where \( \eta_T = \eta(P^{\otimes T}_{V^{|U}}) \). The first upper bound can be replaced by \( mI(W; X^n)\eta_T \).

Proof: Applying SDPI to the Markov chain \( W - X^{m\times n} - U^{m\times T} - V^{m\times T} \), we get the first upper bound in (114). Due to the independence assumption, the codewords \( V_T^{(1)}, \ldots, V_T^{(m)} \) received by the estimator are conditionally independent given \( W \). This implies that (see, e.g., [3, Lemma 4])

\[
I(W; V^{m\times T}) \leq \sum_{i=1}^m I(W; V_T^{(i)}).
\]

(115)

Using Theorem 4 to upper-bound each term, we obtain the second and the third upper bound in (114), as well as an alternative \( mI(W; X^n)\eta_T \) to the first upper bound.

To capture the penalty of decentralization, consider the situation where a total number of \( N \) conditionally i.i.d. samples are allocated to a single processor, which maps them to a \( B \)-bit message and uses the channel \( L \) times to send the message. In this situation, Theorem 4 gives the upper bound

\[
I(W; V^L) \leq \min \left\{ I(W; X^N)\eta_L, \eta(P_{X^n, P_{W|X^n}}) B\eta_L, \eta(P_{X^n, P_{W|X^n}}) C\eta_L \right\}.
\]

(116)

Once these resources are evenly distributed to \( m \) processors, so that each processor observes \( N/m \) samples, maps then to a \( B/m \)-bit message and uses the channel \( L/m \) times to send the message, Theorem 6 implies that

\[
I(W; V^{m\times \frac{n}{m}}) \leq \min \left\{ I(W; X^N)\eta_L, \eta(P_{X^{n/m}, P_{W|X^{n/m}}}) B\eta_{L/m}, \eta(P_{X^{n/m}, P_{W|X^{n/m}}}) C\eta_L \right\},
\]

(117)

where the first upper bound can be replaced by \( mI(W; X^{n/m})\eta_{L/m} \). Comparing (117) with (116), we see that the differences are in the SDPI constants \( \eta(P_{X^{n/m}, P_{W|X^{n/m}}}) \) and \( \eta_{L/m} \). Since \( W - X^n - X^k \) form a Markov chain whenever \( k \leq n \), Lemma 6 implies that \( \eta(P_{X^{n/m}, P_{W|X^{n/m}}}) \) is decreasing in \( m \). For example, when \( W \sim N(0, \sigma_W^2) \) and \( X_i = W + Z_i \) with \( Z_i \) drawn i.i.d. from \( N(0, \sigma^2) \) for \( i = 1, \ldots, n \), we have \( \eta(P_X, P_W|X) = n\sigma^2_W/(n\sigma^2_W + \sigma^2) \) by (45). Then by Lemma 6

\[
\eta(P_{X^{n/m}, P_{W|X^{n/m}}}) \leq \frac{\sigma_W^2 N/m}{\sigma_W^2 N/m + \sigma^2} \approx \frac{N}{m} \frac{\sigma_W^2}{\sigma^2} \text{ when } \frac{\sigma_W^2}{\sigma^2} \text{ is small.}
\]

(118)

(119)

Moreover, from (65) we know that \( \eta_{L/m} \) is decreasing in \( m \) as well, and

\[
\eta_{L/m} \approx \frac{L}{m} \eta(P_{V|U}) \text{ when } \eta(P_{V|U}) \text{ is small.}
\]

(120)
Thus, when the processors observe sample sets that are conditionally independent given the parameter, the penalty of decentralization can be captured by the reduced SDPI constants. The resulting upper bound on $I(W; V^{m \times \frac{L}{m}})$ decreases as the resources are distributed to more processors.

To illustrate the effectiveness of Theorem 6, we first show an example of mean estimation in the $d$-dimensional Gaussian location model with a Gaussian prior:

**Example 7.** Consider the decentralized estimation of $W \sim N(0, \sigma_W^2 I_d)$ with $m$ processors, where the samples are i.i.d. draws from $N(w, \sigma^2 I_d)$ given $W = w$. The distortion function is $\ell(w, \hat{w}) = \|w - \hat{w}\|^2_2$.

Suppose there are $N$ samples in total, a budget of $B$ bits for quantization, and $L$ available uses of the channels. These resources are evenly distributed to the $m$ processors.

Combining (117) from Theorem 6 and (113) in Theorem 5, we get the following Bayes risk lower bound for Example 7:

**Corollary 8.** In Example 7, the Bayes risk satisfies

$$R_B \geq d\sigma_W^2 \max \left\{ \left( 1 + \frac{N\sigma_W^2}{\sigma^2} \right)^{-\eta_L}, \exp \left( -\frac{N\sigma_W^2 \ln 4 (B\eta_L/m \wedge CL)}{N\sigma_W^2 + m\sigma^2 d} \right) \right\}$$

where $\eta_L = \eta(P^\otimes L | U)$.

The first lower bound captures the increase of the Bayes risk due to the noisy communication channels, as compared to the Bayes risk $\frac{d\sigma_W^2}{1 + N\sigma_W^2/\sigma^2}$ of the centralized estimation. From the second lower bound, we can see the order increase of the Bayes risk when the samples and the communication resources are distributed to more processors. When the communication channels are noiseless, the lower bound in Corollary 8 reduces to

$$R_B \geq \max \left\{ \frac{d\sigma_W^2}{1 + N\sigma_W^2/\sigma^2}, d\sigma_W^2 \exp \left( -\frac{N\sigma_W^2 \ln 4 B}{N\sigma_W^2 + m\sigma^2 d} \right) \right\}.$$  \hspace{1cm} (122)

It shows that, with noiseless communication channels, in order to achieve the same performance as in the centralized scenario, the total number of bits allocated for quantization needs to be at least

$$B \geq \left( 1 + \frac{m\sigma^2}{N\sigma_W^2} \right) \frac{d}{2} \log \left( 1 + \frac{N\sigma_W^2}{\sigma^2} \right).$$

Note that it is necessary to have $N \geq m$, since each processor should observe at least one sample. Whether the lower bound in (123) is a sufficient condition for achieving the Bayes rate of centralized estimation is an open problem.
As a second example, we use Theorem 6 to derive lower bounds on the minimax risk for a nonparametric estimation problem studied in [2]. Here we assume that the communication channels are noisy:

**Example 8.** Consider the decentralized estimation of the mean of an unknown distribution \( P \) on \( X = [-1, 1]^d \), where each processor \( i \in [m] \) only observes a single independent sample \( X_{(i)} \) drawn from \( P \). We use \( P \) to denote the family of probability distributions on \( [-1, 1]^d \), and define \( \theta(P) = \mathbb{E}_P[X] \) for a distribution \( P \in P \). The minimax risk of this example is defined as

\[
R_M = \inf_{\phi_1, \phi_2} \sup_{P \in P} \mathbb{E}_P[\|\theta(P) - \psi(V^{m \times T})\|_2^2],
\]

where \( \psi \) is an estimator of \( \theta \in [-1, 1]^d \).

**Corollary 9.** In Example 8, the minimax risk satisfies

\[
R_M > \frac{d}{5} \min \left\{ 1, \frac{d}{m \min\{d\eta_T, b\eta_T, CT\}} \right\},
\]

where \( \eta_T = \eta(P_{V|U}^{\otimes T}) \).

**Proof:** At a high level, the proof strategy follows that in [2] by reducing the minimax estimation problem to the Bayes estimation problem in Example 5 of Section IV-B. However, here we use the result of Corollary 6 instead of the distance-based Fano’s inequality used in [2] to obtain a tighter lower bound. The lower bound will also be able to capture the influence of noisy channels between the processors and the estimator.

Let \( W, \delta, \) and \( P_{X|W_i} \) be defined as in Example 5. Conditional on \( W = w \), each processor observes an independent copy of \( X \), whose coordinates are drawn according to \( P_{X|W_i = w_i} \) for \( i = 1, \ldots, d \). Hence \( P_{X|W = w} \in P \) for all \( w \in \{-1, 1\}^d \). Let \( \theta_w \triangleq \theta(P_{X|W = w}) = \delta w \), then

\[
\|\theta_w - \theta_{w'}\|^2 = 4\delta^2 \ell_H(w, w'),
\]

where \( \ell_H \) denotes the Hamming distance. Define

\[
R_B = \inf_{\phi_1, \phi_2} \inf_{\psi} \mathbb{E}[\ell_H(W, \hat{W})],
\]

where the second infimum is over all estimators of \( W \sim \text{Unif}(\{-1, +1\}^d) \). Then, for \( 0 \leq \delta \leq 1 \),

\[
R_M \geq 4\delta^2 R_B.
\]

From the proof of Corollary 6 and Theorem 6, we have

\[
1 - h_2(R_B/d) \leq \frac{1}{d} I(W; V^{m \times T}) \leq \frac{\delta^2 m}{d} \min\left\{d\eta_T, b\eta_T, CT\right\},
\]
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where we have replaced the first upper bound in Theorem 6 with \( m I(W; X) \eta_T \), and used the fact that 
\( 1 - h_2((1 - \delta)/2) \leq \delta^2 \). Thus,
\[
R_M \geq 4\delta^2 d h_2^{-1} \left( 1 - \frac{\delta^2 m}{d} \min\{dn_T, b\eta_T, CT\} \right).
\] (130)

With \( \delta^2 = \min\{1, d/(2m \min\{dn_T, b\eta_T, CT\})\} \), the quantity in the parentheses is at least \( 1/2 \), and since \( h_2^{-1}(1/2) > 1/10 \), we obtain the desired result.

When the communication channels are noiseless, Corollary 9 reduces to
\[
R_M > \frac{d}{5} \min\left\{1, \frac{d}{m(d \wedge b)}\right\},
\] (131)
which recovers the lower bound in [2, Proposition 2] and improves the multiplicative constant. The lower bound can be achieved within a constant factor when \( b = d \), using a method described in [2].

As the last example of this section, we apply Theorem 6 to the case where the parameter is a vector of length \( n \), and each component of the sample set is generated according to the corresponding component of the parameter.

**Example 9** (CEO problem with noisy channels). Suppose the unknown parameter now is a random sequence \( W^n \), consisting of \( n \) i.i.d. draws from some prior distribution \( P_W \) on \( \mathbb{R}^d \). \( X(1), \ldots, X(m) \) are assumed to be independent, but not necessarily identically distributed, conditional on \( W \). Given \( W^n = w^n \), the \( i \)th processor observes the sample set \( X^n_{(i)} \), whose \( j \)th component is independently drawn from \( P_{X(i)|W=w_j} \), for \( j = 1, \ldots, n \). The \( i \)th processor then maps \( X^n_{(i)} \) to a \( b_i \)-bit message and encodes it for transmission via \( T \) uses of a noisy channel \( P_{V|U} \). The estimator computes \( \hat{W}^n \) from the \( m \) received codewords as an estimate of \( W^n \). The distortion is measured by \( \frac{1}{n} \sum_{j=1}^n \|w_j - \hat{w}_j\|^r \) with some norm \( \| \cdot \| \) on \( \mathbb{R}^d \) and some \( r \geq 1 \).

When the channels between the processors and the estimator are noiseless, Example 9 coincides with the CEO problem [31]. Courtade [32] worked out a lower bound on the sum rate of the CEO problem using SDPI. The following result is an extension of the result in [32] to the case where the channels between the processors and the estimator are noisy:

**Corollary 10.** For the CEO problem with noisy channels in Example 9, if \( \frac{1}{n} \sum_{j=1}^n \mathbb{E}\|W_j - \hat{W}_j\|^r \leq \alpha \), then the quantization rates \( b_i/n \), \( i = 1, \ldots, m \), need to satisfy
\[
\sum_{i=1}^m \frac{b_i}{n} \eta(P_{X(i)}; P_{W_i|X(i)}) \eta_T \geq h(W) - \log \left( V_d \left( \frac{\alpha r e}{d} \right)^{d/r} \Gamma \left( 1 + \frac{d}{r} \right) \right),
\] (132)
where \( \eta_T = \eta(P^{\otimes T}_{V|U}) \).
Proof: Since $X_{(1)}^n, \ldots, X_{(m)}^n$ are conditionally independent given $W^n$, Theorem 6 gives

$$I(W^n; \hat{W}^n) \leq \sum_{i=1}^{m} b_i \eta(P_{X_{(i)}^n}, P_{W^n|X_{(i)}^n}) \eta_T$$

(133)

$$= \sum_{i=1}^{m} b_i \eta(P_{X_{(i)}}, P_{W|X_{(i)}}) \eta_T,$$

(134)

where the second step follows from the independence among $(W_j, X_{(i),j})$'s for each fixed $i = 1, \ldots, m$, and the tensorization property of the SDPI constant (Lemma 7).

Now define

$$R_W(\alpha) = \inf_{P_{\hat{W}}: \mathbb{E}\|W - \hat{W}\|^r \leq \alpha} I(W; \hat{W})$$

and

$$R_{W^n}(\alpha) = \inf_{P_{\hat{W}^n}: \mathbb{E}\|W^n - \hat{W}^n\|^r \leq \alpha} I(W^n; \hat{W}^n)$$

be the rate-distortion functions of $W$ and $W^n$ respectively. We have

$$I(W^n; \hat{W}^n) \geq R_{W^n}(\alpha)$$

(135)

$$= n R_W(\alpha)$$

(136)

$$\geq n \left( h(W) - \log \left( V_d \left( \frac{\alpha r e}{d} \right)^{\frac{d}{r}} \Gamma \left( 1 + \frac{d}{r} \right) \right) \right)$$

(137)

where (135) is because of the assumption that $\frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\|W_j - \hat{W}_j\|^r \leq \alpha$; (136) uses the additivity property of the rate-distortion function under additive distortions; and (137) is a consequence of (36). The proof of (132) is completed by combining the upper and lower bounds on $I(W^n; \hat{W}^n)$.

B. Dependent sample sets

Now we consider the situation where the processors observe dependent sample sets conditional on the parameter. To obtain tight Bayes risk lower bounds, we need to choose a suitable conditioning subset $S$ in Theorem 5. Once $S$ is chosen, we need to evaluate or upper-bound the expected conditional small ball probability $\mathbb{E}[L_W(X^n_S, \rho)]$ or the conditional differential entropy $\eta(W|X^n_S)$. We also need to upper-bound $I(W; V^{m\times T}|X^n_S)$ regardless of the choice of $\varphi_Q^m$ and $\varphi_E^m$. Here we give a general upper bound on $I(W; V^{m\times T}|X^n_S)$, which holds regardless of whether or not the sample sets are conditionally independent given $W$:

**Theorem 7.** In the multi-processor setup, for any choice of $\varphi_Q^m$ and $\varphi_E^m$, and for any $S \subset [m]$,

$$I(W; V^{m\times T}|X^n_S) \leq \min \left\{ I(W; X^n_{S^c}|X^n_S) \eta(S^c|S^c), \eta(S)|S^c|T, \eta(S^c|M), \eta(S)|S^c|CT \right\}.$$

(138)
where $\mathcal{S}^c = [m] \setminus \mathcal{S}$, $\eta_{|\mathcal{S}^c|T} = \eta(P_{V|U}^{\mathcal{S}^c|T})$, and
\[
\eta(\mathcal{S}) = \sup_{x_2^S} \eta(P_{X_2|X_2^S=x_2^S} x_2, P_{W|X_2^S=x_2^S}).
\]
(139)

In particular, when the channels are noiseless, we have
\[
I(W; V^{m\times T}|X_S^n) \leq \min \left\{ I(W; X_S^n|X_S^n), \eta(\mathcal{S})|\mathcal{S}|b \right\}.
\]
(140)

Proof: Appendix E.

Theorem 7 can be used to capture the penalty of decentralization when the sample sets are conditionally dependent. Consider the situation where all of the $m$ sample sets $X_{(i)}^n$, ..., $X_{(m)}^n$ are observed by a single processor, which maps them to an $mb$-bit message and uses the channel $mT$ times to send the message. In this situation, we have the upper bound
\[
I(W; V^{mT}|X_S^n) \leq \min \left\{ I(W; X_S^n|X_S^n)\eta_{mT}, \eta(S)mb\eta_{mT}, \eta(S)mCT \right\}
\]
(141)
(see Appendix E for the proof). In particular, when the channels are noiseless, we have
\[
I(W; V^{mT}|X_S^n) \leq \min \left\{ I(W; X_S^n|X_S^n), \eta(S)mb \right\}.
\]
(142)
Comparing (138) with (141), we can see that, when the sample sets are dependent conditionally on $W$, the penalty of decentralization can still be captured by the reduced upper bound on $I(W; V^{mT}|X_S^n)$. In particular, when the channels are noiseless, for a fixed $\mathcal{S}$, the second upper bound in (140) is only a $\frac{m-|\mathcal{S}|}{m}$ fraction of the second upper bound in (142). However, this does not mean that choosing $\mathcal{S}$ as large as possible leads to the tightest lower bound on the Bayes risk. The reason is that a larger $\mathcal{S}$ generally corresponds to a larger $\mathbb{E}[\mathcal{L}_W(X_S^n, \rho)]$ or a smaller $h(W|X_S^n)$, which may offset the decrease of the upper bound on $I(W; V^{mT}|X_S^n)$. The optimal $\mathcal{S}$ to choose thus depends on the specific problem.

We study two examples to illustrate the effectiveness of combining the upper bound on $I(W; V^{mT}|X_S^n)$ in Theorem 7 with the lower bounds in Theorem 5. For simplicity, we focus on the case where the communication channels are noiseless.

Example 10. Consider a two-processor case, where $W \sim U[0,1]$ and $X_1, X_2 \in \{0,1\}$. The conditional distribution $P_{X_{(1)}, X_{(2)}|W=w}$ is specified as $P_{X_{(1)}, X_{(2)}|W=w}(0,0) = P_{X_{(1)}, X_{(2)}|W=w}(1,1) = (1-w)/2$, and $P_{X_{(1)}, X_{(2)}|W=w}(0,1) = P_{X_{(1)}, X_{(2)}|W=w}(1,0) = w/2$. Note that $X_1$ and $X_2$ are marginally independent of $W$, but are jointly dependent on $W$. In the decentralized estimation, processor 1 observes $X_{(1)}^n$ and maps the samples to a $b$-bit message. The estimator computes $\hat{W}$ based on the noiselessly received messages. The distortion function is $\ell(w, \hat{w}) = |w - \hat{w}|$. 
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For this example, we can choose \( S = \{2\} \), then use (113) in Theorem 5 and (140) in Theorem 7 to obtain the following lower bound on the Bayes risk:

**Corollary 11.** In Example 10, the Bayes risk satisfies

\[
R_B \geq \frac{1}{2e}2^{-(1-2^{-n})b}.
\]  

**Proof:** Since \( X_n^{(2)} \) is independent of \( W \), \( h(W|X_n^{(2)}) = h(W) = 0 \). Moreover, since \( X_n^{(1)} \) and \( X_n^{(2)} \) are independent, and \( Z^n = X_n^{(1)} \oplus X_n^{(2)} \) is a sufficient statistic of \( X_n^{(1)} \) and \( X_n^{(2)} \) for \( W \),

\[
\eta(P_{X_n^{(1)}}, X_n^{(2)}=x_n^{(2)}; P_W|X_n^{(1)}, X_n^{(2)}=x_n^{(2)}) = \eta(P_Z^n, P_W|Z^n) \quad \text{for all } x_n^{(2)},
\]

where \( Z_i \)'s are i.i.d. Bern(1/2) and \( P_{Z_i|W=w} = \text{Bern}(w) \). As shown in Appendix D, \( \vartheta(P_W|Z^n) = 1 - 2^{-n} \).

Thus

\[
\sup_{x_n^{(2)}} \eta(P_{X_n^{(1)}|X_n^{(2)}=x_n^{(2)}}, P_W|X_n^{(1)}, X_n^{(2)}=x_n^{(2)}) \leq 1 - 2^{-n}.
\]  

Combining (113) in Theorem 5 and (140) in Theorem 7, we get

\[
R_B \geq \frac{1}{2e}2^{-I(W;Y^{(1)},Y^{(2)}|X_n^{(2)})+h(W|X_n^{(2)})}
\]

\[
\geq \frac{1}{2e}2^{-(1-2^{-n})b},
\]

which proves the claim. \( \blacksquare \)

In the extremal case when Processor 1 does not send anything to the estimator, no matter how many bits Processor 2 can send to the estimator, the Bayes risk is lower-bounded by

\[
R_B \geq \frac{1}{2e},
\]

which follows from (143) by setting \( b = 0 \). This conforms to the fact that \( X_n^{(2)} \) is independent of \( W \). It shows that the communication constraint can have much more severe effects on the estimation performance when the sample sets are dependent conditionally on the parameter, as compared to the case where the processors can observe samples that are conditionally i.i.d. given the parameter.

The lower bound in (143) may not be tight in general. Setting \( b = \frac{1}{2} \log n \), (143) implies that

\[
R_B \geq \frac{1}{2e \sqrt{n}}.
\]

This lower bound would be achievable up to a constant factor when Processor 1 could observe both \( X_n^{(1)} \) and \( X_n^{(2)} \), in which case the problem is reduced to Example 6 with noiseless channel. But it is unlikely to be achievable when the sample sets are distributed to the two processors. A recent paper of El Gamal
and Lai [33] studies the problem of decentralized minimum-variance unbiased estimation of $W$ based on observations quantized at the rate of $b/n$. It is shown that Slepian–Wolf rates are not necessary to achieve the centralized estimation performance, but in their protocol $b$ needs to be proportional to $n$. The optimal rate region for this decentralized estimation problem is still unknown.

Now we examine the penalty of decentralization. First consider the situation where a single processor can observe both $X_{(1)}^n$ and $X_{(2)}^n$ and map them to a $2b$-bit message. In this situation, (113) in Theorem 5 together with (142) lead to

$$R_B \geq \frac{1}{2e} 2^{-(1-2^{-n})2b}. \quad (150)$$

Choosing $2b = \frac{1}{2} \log n$, we have

$$R_B \geq \frac{1}{2e \sqrt{n}}. \quad (151)$$

For achievability, the processor can compute the sufficient statistic $Z^n = X_{(1)}^n \oplus X_{(2)}^n$, where $Z_i$’s are i.i.d. $\text{Bern}(w)$ given $W = w$, and use $\frac{1}{2} \log n$ bits to uniformly quantize the sample mean of $Z^n$ over $[0, 1]$. Following the same analysis as in Case 1 of Example 6, we obtain

$$R_B \leq \frac{1.41}{\sqrt{n}}. \quad (152)$$

Thus the lower bound (151) is tight up to a constant factor in this situation. Once the sample sets and the $2b = \frac{1}{2} \log n$ bits are distributed to the two processors, it follows from (143) that

$$R_B \geq \frac{1}{2e n^{1/4}}. \quad (153)$$

Compared with (151), we can see the order increase of the lower bound. Therefore, although the Bayes risk lower bound given by (143) may be conservative, it can already reflect the penalty of distributing the sample sets and the communication resources to two processors.

Example 10 can be extended to the $m$-processor case:

**Example 11.** Consider the following conditional distribution of a length-$m$ binary vector $(X_1, \ldots, X_m)$ given $W$:

$$P_{X_1, \ldots, X_m | W = w}(x_1, \ldots, x_m) = \begin{cases} (1 - w)2^{-(m-1)}, & \text{if } x_1 \oplus \ldots \oplus x_m = 0 \\ w2^{-(m-1)}, & \text{if } x_1 \oplus \ldots \oplus x_m = 1 \end{cases}. \quad (154)$$

The vector $(X_1, \ldots, X_m)$ has the property that any $m-1$ or fewer of its coordinates are independent of $W$, while the entire vector is dependent on $W$. Moreover, $Z = X_{(1)} \oplus \ldots \oplus X_{(m)}$ is $\text{Bern}(w)$ conditional on $W = w$, and $Z$ is a sufficient statistic of $(X_1, \ldots, X_m)$ for estimating $W$. In decentralized estimation,
the \( i \)th processor observes \( X^n_{(i)}, i = 1, \ldots, m \), and maps its samples to a \( b \)-bit message. The estimator computes \( \hat{W} \) based on the noiselessly received messages. The distortion function is \( \ell(w, \hat{w}) = |w - \hat{w}| \).

With \( \mathcal{S} = \{2, \ldots, m\} \), following a similar analysis as in Example 10, we can show that
\[
h(W|X^n_{\mathcal{S}}) = h(W) = 0, \tag{155}
\]
and
\[
\sup_{x^n_{\mathcal{S}}} \eta(P_{X^n_{(1)}|X^n_{\mathcal{S}}=x^n_{\mathcal{S}}}, P_{W|X^n_{(1)},X^n_{\mathcal{S}}=x^n_{\mathcal{S}}}) \leq 1 - 2^{-n}. \tag{156}
\]
Thus combining (113) in Theorem 5 with Theorem 7, we get a lower bound on the Bayes risk in Example 11:
\[
R_B \geq \frac{1}{2e} 2^{-(1-2^{-n})b}. \tag{157}
\]

Again, we can examine the penalty of decentralization. In the situation where a single processor can observe \( (X^n_{(1)}, \ldots, X^n_{(m)}) \) and map them to a \( mb \)-bit message, it follows from (112) in Theorem 5 and (142) that
\[
R_B \geq \frac{1}{2e} 2^{-(1-2^{-n})mb}. \tag{158}
\]
Choosing \( mb = \frac{1}{2} \log n \), we have
\[
R_B \geq \frac{1}{2e \sqrt{n}}, \tag{159}
\]
which is tight up to a constant factor. Once the sample sets and the \( mb = \frac{1}{2} \log n \) bits are distributed to the \( m \) processors, it follows from (157) that
\[
R_B \geq \frac{1}{2e n^{1/(2m)}}. \tag{160}
\]

Compared with (159), we can see the order increase of the lower bound as \( m \) increases, which reflects the penalty of distributing the sample sets and the communication resources to more processors.

C. Interactive protocols

When the communications channels are noiseless and feedback is available from the estimator to the processors, each processor can observe the messages sent by the other processors. This allows for the interactive protocols, as studied in [2], [4], [5]. Here we consider a case where the processors take turns to send messages to the estimator, and each processor transmits only once. The message sent by a
Theorem 8. Consider the multi-processor setup, where the processors observe sample sets \( X^n_{(1)}, \ldots, X^n_{(m)} \) that are conditionally i.i.d. given \( W \), and where the message sent by the \( i \)th processor is given by

\[
Y(i) = \varphi_i(X^n_{(i)}), \quad i = 1, \ldots, m. \tag{161}
\]

If the backward channel \( P_{X|W} \) satisfies

\[
\frac{dP_{X|W=W}}{dP_{X|W=W'}}(x) \geq \alpha, \quad \text{for all } x \in X \text{ and } w, w' \in W \tag{162}
\]

for some constant \( \alpha \in (0, 1] \), then, for any choice of \( \varphi^m \) and \( \psi \),

\[
I(W; Y^m) \leq \min \left\{ I(W; X^m \times n), (1 - \alpha^n)mb \right\}. \tag{163}
\]

In particular, the above upper bound holds in the non-interactive case as well.

Proof: Appendix F.

We can apply Theorem 8 to the “hide-and-seek” problem formulated by Shamir [6] as a generic model for a number of decentralized estimation problems and online learning problems:

Example 12. Consider a family of distributions \( \mathcal{P} = \{P_w : w = 1, \ldots, d\} \) on \( \{0, 1\}^d \). Under \( P_w \), the \( w \)th coordinate of the random vector \( X \in \{0, 1\}^d \) has bias \( \frac{1}{2} + \rho \), while the other coordinates of \( X \) are independently drawn from \( \text{Bern}(\frac{1}{2}) \). For \( i = 1, \ldots, m \), the \( i \)th processor observes \( n \) samples \( X^n_{(i)} \) drawn independently from \( P_w \), and sends a \( b \)-bit message \( Y(i) = \varphi_i(X^n_{(i)}), Y^{i-1} \) to the estimator. The estimator computes \( \hat{W} \) from the received messages \( Y^m \). The minimax risk of this example is defined as

\[
R_M = \inf_{\varphi^m, \psi} \max_{w \in [d]} \mathbb{P}[\hat{W} \neq w]. \tag{164}
\]

The minimax lower bound for this problem obtained in [6] is

\[
R_M \geq 1 - \left( \frac{3}{d} + 5\sqrt{\min \left\{ \frac{10 \rho mn b}{d}, mn \rho^2 \right\}} \right) \quad \text{for } 0 \leq \rho \leq \frac{1}{4n}. \tag{165}
\]

The question was left open whether this lower bound can be improved. The following result gives an affirmative answer.

Corollary 12. In Example 12, the minimax risk is lower bounded by

\[
R_M \geq 1 - \frac{1}{\log d} \min \left\{ \left[ 1 - \left( \frac{1 - 2\rho}{1 + 2\rho} \right)^n \right] mb + 1, (4mn \rho^2 \wedge \log d) + 1 \right\} \quad \text{for } 0 \leq \rho \leq \frac{1}{2}. \tag{166}
\]
Proof: Let \( W \) be uniformly distributed on \( \{1, \ldots, d\} \). Then we can use the techniques developed so far to derive lower bounds on the average error probability \( \mathbb{P}[\hat{W} \neq W] \), which will provide lower bounds on the minimax risk. Using the fact that
\[
\frac{P_{X|W=w}(x)}{P_{X|W=w'}(x)} \geq \frac{1 - \rho}{1 + \rho} \quad \text{for all } x \in X \text{ and } w, w' \in W,
\]
we can apply Theorem 8 to get
\[
I(W; Y_m) \geq \left[ 1 - \left( \frac{1 - 2\rho}{1 + 2\rho} \right)^n \right] mb \quad \text{for } 0 \leq \rho \leq \frac{1}{2}.
\]
In addition, since \( X^{m \times n} \) is i.i.d. conditional on \( W = w \), defining \( Q \) as the uniform distribution on \( \{0, 1\}^d \), we have
\[
I(W; X^{m \times n}) \leq mnD(P_{X|W} \| P_X|P_W) \leq mnD(P_{X|W} \| Q|P_W) = mn(1 - h_2(\frac{1}{2} + \rho)) \leq 4mn\rho^2
\]
where (170) follows from the identity \( D(P_{X|W} \| P_X|P_W) = D(P_{X|W} \| Q|P_W) - D(P_X \| Q) \), and in the last step we have used the fact that \( h_2(p) \geq 4p(1-p) \). We also know that \( I(W; X^{m \times n}) \leq H(W) = \log d. \)

Therefore, for \( 0 \leq \rho \leq \frac{1}{2} \),
\[
I(W; Y_m) \leq \min \left\{ \left[ 1 - \left( \frac{1 - 2\rho}{1 + 2\rho} \right)^n \right] mb, (4mn\rho^2 \wedge \log d) \right\}.
\]
Moreover, the lower bound (112) in Theorem 5 with the choice \( S = \emptyset \) and the distortion function \( \ell(w, \hat{w}) = 1\{\hat{w} \neq w\} \) becomes the usual Fano’s inequality
\[
\mathbb{P}[\hat{W} \neq W] \geq 1 - \frac{I(W; Y_m) + 1}{\log d}.
\]
Plugging in the upper bound (173), we get the result.

Now we compare the result of Corollary 12 and the lower bound in (165). Note that the lower bound in (165) holds only for \( 0 \leq \rho \leq \frac{1}{4n} \), whereas the lower bound given in Corollary 12 holds for all \( 0 \leq \rho \leq \frac{1}{2} \). We compare them in two cases. In the first case we set \( \rho = \frac{1}{4n} \), and in the second case we set \( \rho = 0.01 \) for all \( n \). In both cases we set \( m = 10, d = 512, \) and \( b = 3d \), as [6] considers the situation where \( b = O(d) \). With \( n \) varying from 1 to 1000, we plot the lower bounds for the two cases in Fig. 3 and Fig. 4 respectively. We can see that the lower bound given by Corollary 12 is tighter in the plotted range of \( n \) in both cases.
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VI. CONCLUSION

We have proposed an information-theoretic framework for deriving general lower bounds on the Bayes risk in a systematic way, with applications to decentralized estimation. The main contributions are summarized below.

- Starting in the context of centralized estimation, we have derived lower bounds on the Bayes risk in terms of mutual information (Theorem 1) and information density (Theorem 2). Both lower bounds involve the small ball probability. They are proved by lower-bounding the probability of excess distortion using properties of the Neyman-Pearson function, and then converting these bounds into lower bounds on the expected distortion using Markov’s inequality. The lower bounds in Theorem 1 and Theorem 2 apply to general parameter spaces, prior distributions, sample generating models, and distortion functions.
- Theorem 3 gives a lower bound on the Bayes risk in terms of mutual information and differential entropy. The proof does not involve a detour to bounding the probability of excess distortion, and instead relies on the Shannon lower bound for the rate-distortion function, which directly relates...
the mutual information to the expected distortion. Its unconditional version can yield tighter lower bounds than that of Theorem 1. However, it only applies when the parameter space is $\mathbb{R}^d$ and the distortion is measured by some norm.

- All of our lower bounds on the Bayes risk for centralized estimation involve an auxiliary conditioning random variable $U$. A proper choice of $U$ can lead to tighter lower bounds than the ones without conditioning. Moreover, when applied to decentralized estimation, choosing $U$ as a subcollection of sample sets enables us to handle the case where the processors observe conditionally dependent sample sets (Theorem 5).

- In the context of decentralized estimation, the general results are refinements of the lower bounds on the Bayes risk based on mutual information (Theorem 1 and Theorem 3). We have used strong data processing inequalities (SDPIs) as a unified method to quantify the contraction of mutual information caused by communication constraints. The essence of this method is exhibited already in the upper bounds on the mutual information for the single-processor setup (Theorem 4). For the multi-processor setup, we have discussed two cases depending on whether the sample sets are conditionally independent or not (Theorem 6 and Theorem 7). The resulting lower bounds on the
Bayes risk (Theorem 5) provide us with a systematic way to quantify the penalty of decentralization.

- Finally, we have obtained upper bounds on the mutual information (Theorem 8) for interactive communication protocols, where the processors take turns to send their messages, and each processor transmits only once. Deriving general upper bounds on the mutual information using SDPIs for multi-round interactive protocols is an interesting direction for future research.
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APPENDIX A

PROOF OF LEMMA 1 AND LEMMA 2

The proof relies on the properties of the Neyman–Pearson function, which arises in the context of binary hypothesis testing, and is defined as follows: Given two probability measures $P$ and $Q$ on a common measurable space $Z$, for any $\alpha \in [0, 1]$ let

$$
\beta_\alpha(P, Q) = \inf_{f: Z \to [0, 1]} \left\{ \int_Z f \, dQ : \int_Z f \, dP \geq \alpha \right\}.
$$

We will need the following properties of $\beta_\alpha(P, Q)$:

- Data processing inequality: For any Markov kernel $K$ from $Z$ into another measurable space $Y$,

$$
\beta_\alpha(PK, QK) \geq \beta_\alpha(P, Q),
$$

where $PK$ and $QK$ are the images of $P$ and $Q$ under $K$ [34].

- Weak converse: For any $\alpha \in [0, 1]$,

$$
d_2(\alpha \parallel \beta_\alpha) \leq D(P \parallel Q),
$$

where $d_2(p \parallel q) \triangleq p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q}$ is the binary relative entropy [35].

- Strong converse: For any $\alpha \in [0, 1]$,

$$
\alpha - \gamma \beta_\alpha \leq \left( 1 - \gamma \inf_z \frac{dQ}{dP}(z) \right) P\left[ \frac{dP}{dQ}(Z) \geq \gamma \right] \quad \forall \gamma > 0.
$$

(see [36, Lemma 35]).
Now we proceed to the proof. Fixing an arbitrary $P_{U|W,X}$, define $\mathbb{P} = P_{U,W,X}$ and $\mathbb{Q} = P_{U} \otimes P_{W|U} \otimes P_{X|U}$.

For any estimator $\psi : X \to \mathbb{W}$ and any $\rho > 0$, consider the function $f(w, x) = 1\{\ell(w, \hat{w}) < \rho\}$. Then $\int f \, d\mathbb{P} = \mathbb{P}[\ell(W, \hat{W}) < \rho]$ and $\int f \, d\mathbb{Q} = \mathbb{Q}[\ell(W, \hat{W}) < \rho]$. On the one hand,

$$\mathbb{Q}[\ell(W, \hat{W}) < \rho] = \int \int \mathbb{P}[\ell(w, \hat{w}) < \rho|U = u]P_{W|U}(d\hat{w}|u)P_{U}(du)$$

(A.5)

$$= \int \sup_{\hat{\omega} \in \mathbb{W}} \mathbb{P}[\ell(W, \hat{\omega}) < \rho|U = u]P_{U}(du)$$

(A.6)

$$\leq \int \mathbb{P}[\ell(W, \hat{\omega}) < \rho|U = u]P_{U}(du)$$

(A.7)

$$= \mathbb{E}[\mathcal{L}_W|U(U, \rho)].$$

(A.8)

On the other hand, by the definition of $\beta_\alpha$ and by the data processing inequality (A.2),

$$\mathbb{Q}[\ell(W, \hat{W}) < \rho] \geq \beta_\mathbb{P}[\ell(W, \hat{W}) < \rho](\mathbb{P}_{W, \hat{W}}, \mathbb{Q}_{W, \hat{W}})$$

(A.9)

$$\geq \beta_\mathbb{P}[\ell(W, \hat{W}) < \rho](\mathbb{P}, \mathbb{Q}).$$

(A.10)

Combining (A.8), (A.9) and (A.3), and using the fact that $d_2(\alpha||\beta) \geq \alpha \log \frac{1}{\beta} - h_2(\alpha)$, we obtain a lower bound on the excess distortion probability

$$\mathbb{P}[\ell(W, \hat{W}) \geq \rho] \geq 1 - \frac{I(W; \hat{W}|U) + 1}{\log (1/\mathbb{E}[\mathcal{L}_W|U(U, \rho)])},$$

(A.11)

which proves Lemma 1.

Combining (A.8), (A.10), and (A.4), we obtain another lower bound on the excess distortion probability

$$\mathbb{P}[\ell(W, \hat{W}) \geq \rho] \geq \mathbb{P}[i(W; X|U) < \log \gamma] - \gamma \mathbb{E}[\mathcal{L}_W|U(U, \rho)] +$$

$$\gamma \inf_{u,w,x} \frac{dP_{W|U=u}}{dP_{W|U=u,X=x}}(w)\mathbb{P}[i(W; X|U) \geq \log \gamma] \quad \forall \gamma > 0,$$

(A.12)

which proves Lemma 2.

**APPENDIX B**

PROOFS OF COROLLARY 1 AND COROLLARY 2

A. Proof of Corollary 1

We prove this result using Theorem 1, by choosing $U$ as an conditionally independent copy of $X^n$ given $W$. In Example 1, we have the conditional pdf

$$p_{W|X^n=x^n} = N(\mathbb{E}[W|X^n = x^n], \text{Var}[W|X^n = x^n])$$

(B.13)
where
\[ \mathbb{E}[W|X^n = x^n] = \frac{\sigma^2_W}{\sigma^2_W + \sigma^2/n} \bar{x}, \quad \text{Var}[W|X^n = x^n] = \frac{\sigma^2_W}{1 + n\sigma^2_W/\sigma^2}, \] (B.14)
and \( \bar{x} = \frac{1}{n} \sum_{i=1}^n x_i \). Thus,
\[ \|p_{W|X^n = x^n}\|_\infty = \sup_w |p_{W|X^n = x^n}(w)| = \sqrt{\frac{1}{2\pi} \left( \frac{1}{\sigma^2_W} + \frac{n}{\sigma^2} \right)}, \] (B.15)
and therefore
\[ \mathcal{L}_{W|X^n}(x^n, \rho) = \sup_{w \in \mathbb{R}} \mathbb{P}[|W - w| < \rho|X^n = x^n]\] (B.16)
\[ = \sup_{w \in \mathbb{R}} \int_{w-\rho}^{w+\rho} p_{W|X^n = x^n}(w')dw' \] (B.17)
\[ \leq 2\rho \|p_{W|X^n = x^n}\|_\infty \] (B.18)
\[ = \rho \sqrt{\frac{2}{\pi} \left( \frac{1}{\sigma^2_W} + \frac{n}{\sigma^2} \right)}. \] (B.19)

In addition,
\[ I(W; X^n|X^m) = I(W; X^n, X^m) - I(W; X^m) = \frac{1}{2} \log \frac{1 + 2n\sigma^2_W/\sigma^2}{1 + n\sigma^2_W/\sigma^2}. \] (B.20)

From (11),
\[ R_B \geq \sup_{0<s<1} \sqrt{\frac{\pi \sigma^2_W}{2(1 + n\sigma^2_W/\sigma^2)}} s^{2-(I(W; X^n|X^m)+1)/(1-s)} \] (B.21)
\[ \geq \frac{1 + \sigma^2/(n\sigma^2_W)}{8(2 + \sigma^2/(n\sigma^2_W))} \sqrt{\frac{\pi \sigma^2_W}{2(1 + n\sigma^2_W/\sigma^2)}} \] (B.22)
\[ \geq \frac{1}{16} \sqrt{\frac{\pi \sigma^2_W}{2(1 + n\sigma^2_W/\sigma^2)}} \] (B.23)
where the second line follows by setting \( s = 1/2 \).

B. Proof of Corollary 2

Again, we use Theorem 1 by choosing \( U \) as an conditionally independent copy of \( X^n \) given \( W \). In Example 2, we have the conditional pdf
\[ p_{W|X^n}(w|x^n) = (n+1) \binom{n}{k} (1-w)^{n-k} w^k 1\{0 \leq w \leq 1\} \] (B.24)
where \( k = \sum_{i=1}^n x_i \). Since the maximum of the function \( w \mapsto (1-w)^{n-k} w^k 1\{0 \leq w \leq 1\} \) is achieved at \( w^* = k/n \), we have
\[ \|p_{W|X^n = x^n}\|_\infty = (n+1) \binom{n}{k} \left( 1 - \frac{k}{n} \right)^{n-k} \left( \frac{k}{n} \right)^k, \] (B.25)
and therefore
\[ L_{W|X^n}(x^n, \rho) \leq 2\rho \|p_{W|X^n=x^n}\|_{\infty} = 2\rho(n+1) \binom{n}{k} \left(1 - \frac{k}{n}\right)^{n-k} \left(\frac{k}{n}\right)^k. \] (B.26)

Since the marginal distribution of \( K = \sum_{i=1}^{n} X_i \) is uniform over \( \{0, \ldots, n\} \),
\[ \mathbb{E}[L_{W|X^n}(X^n, \rho)] \leq 2\rho \sum_{k=0}^{n} \binom{n}{k} \left(1 - \frac{k}{n}\right)^{n-k} \left(\frac{k}{n}\right)^k, \] (B.27)
and, using Stirling’s approximation [37, p. 54], we have the estimate
\[ \binom{n}{k} \left(1 - \frac{k}{n}\right)^{n-k} \left(\frac{k}{n}\right)^k \leq \sqrt{\frac{n}{2\pi k(n-k)}}; \quad k = 1, \ldots, n-1. \] (B.28)

With these upper bounds, we have
\[ \mathbb{E}[L_{W|X^n}(X^n, \rho)] \leq 2\rho \left(2 + \sum_{k=1}^{n-1} \sqrt{\frac{n}{2\pi k(n-k)}}\right) \leq 2\rho(2 + \sqrt{\pi n/2}). \] (B.29)

In addition, from (15),
\[ I(W; X^n|X'^n) \to \frac{1}{2} \quad \text{as} \quad n \to \infty. \] (B.30)

Therefore, using Eq. (11), we find
\[ R_B \geq \sup_{0<s<1} \frac{s}{2(2 + \sqrt{\pi n/2})} 2^{-(I(W; X^n|X'^n)+1)/(1-s)} \] (B.31)
\[ \geq \frac{1}{4(2 + \sqrt{\pi n/2})} 2^{-2(I(W; X^n|X'^n)+1)} \] (B.32)
\[ \sim \frac{1}{16\sqrt{2\pi n}} \quad \text{as} \quad n \to \infty \] (B.33)

where the second line follows by setting \( s = 1/2 \).

**APPENDIX C**

**PROOF OF COROLLARY 3**

We use the lower bound in (24) to prove this result. In Example 3, the conditional pdf \( p_{W|X^n=x^n} \) is a truncated Gaussian distribution
\[ p_{W|X^n}(w|x^n) = \frac{1}{c_n(\bar{x})(2\pi\sigma^2/n)^{d/2}} \exp \left(-\frac{n}{2\sigma^2} \|\bar{x} - w\|_2^2\right), \] (C.34)
where \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \in \mathbb{R}^d \), and the normalizing factor is
\[ c_n(\bar{x}) = \int_{\mathbb{R}^d} \frac{1}{(2\pi\sigma^2/n)^{d/2}} \exp \left(-\frac{n}{2\sigma^2} \|\bar{x} - w\|_2^2\right) dw \] (C.35)
\[ = \mathbb{P}[[X + U_n\|_2 \leq a|X = \bar{x}] \tag{C.36} \]
with \( U_n \sim \mathcal{N}(0, \frac{\sigma^2}{n} I_d) \) independent of \( \bar{X} \). We can show that
\[
c_n(\bar{X}) \xrightarrow{P} 1 \quad \text{as } n \to \infty. \tag{C.37}
\]
Indeed, since \( \bar{X} \xrightarrow{P} W \) and \( U_n \xrightarrow{d} 0 \), we have \( \bar{X} + U_n \xrightarrow{d} W \) \cite[Lemma 4.5 and Corollary 4.7]{ref}, hence
\[
\mathbb{E}[|c_n(\bar{X}) - 1|] = 1 - \mathbb{E}[c_n(\bar{X})] = \mathbb{P}(|\bar{X} + U_n|_2 > a) \to \mathbb{P}(|W|_2 > a) = 0 \quad \text{as } n \to \infty \tag{C.38}
\]
and thus \( c_n(\bar{X}) \xrightarrow{L_1} 1 \) as \( n \to \infty \). Since \( Z_n \xrightarrow{P} Z \) is equivalent to \( \mathbb{E}[|Z_n - Z| \wedge 1] \to 0 \) as \( n \to \infty \), we arrive at (C.37). From (C.34),
\[
\|p_W|X^n_{\omega=x^n}\|_{\infty} = \begin{cases} \frac{1}{c_n(\bar{x})} \left( \frac{n}{2\pi\sigma^2} \right)^{d/2}, & \|\bar{x}\|_2 \leq a \\ \frac{1}{c_n(\bar{x})} \left( \frac{n}{2\pi\sigma^2} \right)^{d/2} \exp \left( -\frac{n(\|\bar{x}\|_2 - a)^2}{2\sigma^2} \right), & \|\bar{x}\|_2 > a \end{cases} \tag{C.39}
\]
Let \( V_d \) denote the volume of the unit ball in \((\mathbb{R}^d, \| \cdot \|_2)\). Then, for all \( x^n \) and \( \|w\|_{\infty} \leq 1 \),
\[
\frac{p_W|X^n_{\omega=x^n}|(w)}{p_W(w)} \leq V_d^{d/2} \|p_W|X^n_{\omega=x^n}\|_{\infty} \leq \frac{V_d^{d/2}}{c_n(\bar{x})} \left( \frac{n}{2\pi\sigma^2} \right)^{d/2}. \tag{C.40}
\]
Choosing \( \gamma = (1 + \delta)V_d^{d/2} \left( \frac{n}{2\pi\sigma^2} \right)^{d/2} \) (for an arbitrary \( \delta > 0 \)) and \( \rho = a(2\gamma)^{-1/d} \) in (24), we get
\[
R_{d} \geq \rho \left[ \mathbb{P} \left[ x(W; X^n) < \log \gamma \right] - \gamma \mathcal{L}_W(\rho) \right] \tag{C.41}
\]
\[
\geq \rho \left[ \mathbb{P} \left[ \frac{V_d^{d/2}}{c_n(X)} \left( \frac{n}{2\pi\sigma^2} \right)^{d/2} < \gamma \right] - \gamma \left( \frac{\rho}{a} \right)^d \right] \tag{C.42}
\]
\[
\geq \left( \frac{1}{2(1 + \delta)} \right)^{1/d} V_d^{-1/d} \left( \sqrt{2\pi\sigma^2} \right)^{1/2} \left[ \mathbb{P} \left[ \frac{1}{c_n(X)} < 1 + \delta \right] - \frac{1}{2} \right], \tag{C.43}
\]
\[
\geq \frac{1}{20} \sqrt{\frac{2\pi\sigma^2d}{n}} \quad \text{as } n \to \infty \tag{C.44}
\]
where the last step follows from the fact that \( c_n(\bar{X}) \xrightarrow{P} 1 \) (hence \( 1/c_n(\bar{X}) \xrightarrow{P} 1 \)), \((1/2)^{1/d} \geq 1/2 \) for all \( d \geq 1 \), \( V_d^{1/d} \leq 5/\sqrt{d} \) for all \( d \geq 1 \), and the fact that \( \delta > 0 \) is arbitrary. We thus obtain a lower bound that is asymptotic in \( n \) and non-asymptotic in \( a, \sigma^2 \), and \( d \).

**APPENDIX D**

**PROOF OF (99)**

We have \( p_W(w) = 1 \) for \( w \in [0, 1] \), and \( P_{X^n_{\omega=x^n}|W}(w) = w^s(1 - w)^{n-s} \), where \( s \) is the Hamming weight (the number of 1’s) of \( x^n \). Thus,
\[
P_{X^n}(x^n) = \int_0^1 w^s(1 - w)^{n-s} dw = \frac{1}{(n + 1)\binom{n}{s}}
\]

\(^3\)Given a sequence of real-valued random variables \( \{Z_n\} \), we write \( Z_n \xrightarrow{L^1} Z \), \( Z_n \xrightarrow{P} Z \), and \( Z_n \xrightarrow{d} Z \) to indicate the convergence in \( L^1 \), in probability, and in distribution, respectively.
and

\[ P_{W|X^n}(w|x^n) = w^s(1-w)^{n-s}(n+1)\binom{n}{s}. \]

This gives

\[ \|P_{W|X^n=x^n} - P_{W|X^n=x^n}\|_{TV} = \frac{n+1}{2} \int_{0}^{1} \left| w^s(1-w)^{n-s}\binom{n}{s} - \tilde{w}^{\tilde{s}}(1-\tilde{w})^{n-\tilde{s}}\binom{n}{\tilde{s}} \right| dw, \]

which is maximized by choosing \( x^n \) and \( \tilde{x}^n \) such that \( s = 0 \) and \( \tilde{s} = n \). Hence

\[ \vartheta(P_{W|X^n}) = \frac{n+1}{2} \int_{0}^{1} |(1-w)^n - w^n| dw = 1 - 2^{-n}. \]

**APPENDIX E**

**PROOFS OF THEOREM 7 AND EQUATION (141)**

**A. Proof of Theorem 7**

The first upper bound follows from

\[ I(W; V_{m^T}|X_S^n) = I(W; V_S^{T^*}|X_S^n) \quad \text{(E.45)} \]

\[ \leq \eta(P_{V_{m^T}|U_{S^c}})I(W; U_{S^c}|X_S^n) \quad \text{(E.46)} \]

\[ \leq \eta_{S^c|T}I(W; Y_{S^c}|X_S^n) \quad \text{(E.47)} \]

\[ \leq \eta_{S^c|T}I(W; X_{S^c}|X_S^n) \quad \text{(E.48)} \]

where (E.45) follows from the Markov chain \( W, V_{m^T} - X_S^n - V_{S^c}^T \), and (E.46) follows from the Markov chain \( W, X_S^n - U_{S^c}^T - V_{S^c}^T \) and a conditional version of SDPI [16, Lemma 1].

Alternatively, we can upper-bound \( I(W; Y_{S^c}|X_S^n) \) in (E.47) with the following chain of inequalities:

\[ I(W; V_{m^T}|X_S^n) \leq \eta_{S^c|T}I(W; Y_{S^c}|X_S^n) \quad \text{(E.49)} \]

\[ = \eta_{S^c|T} \int I(W; Y_{S^c}|X_S^n = x_S^n)P_{X_S^n}(dx_S^n) \quad \text{(E.50)} \]

\[ \leq \eta_{S^c|T} \int I(X_{S^c}^n; Y_{S^c}|X_S^n = x_S^n)\eta(P_{X_{S^c}^n|X_S^n = x_S^n}, P_{W|X_{S^c}^n, X_S^n = x_S^n})P_{X_S^n}(dx_S^n) \quad \text{(E.51)} \]

\[ \leq \eta_{S^c|T} \sup_{x_S^n} \eta(P_{X_{S^c}^n|X_S^n = x_S^n}, P_{W|X_{S^c}^n, X_S^n = x_S^n})|S^c| b \quad \text{(E.52)} \]

where (E.51) is from the Markov chain \( W - X_S^n - Y_{S^c} \) conditional on \( X_S^n = x_S^n \) and the SDPI, and (E.52) is because \( I(X_S^n; Y_{S^c}|X_S^n) \leq H(Y_{S^c}) \leq |S^c| b. \)
Lastly, from the Markov chain \( W - \mathcal{X}^n_S - V^T_S \) conditional on \( \mathcal{X}^n_S = x^n_S \) and the SDPI,

\[
I(W; V^{mT}|\mathcal{X}^n_S) = I(W; \mathcal{Y}^T_S|\mathcal{X}^n_S) 
\leq I(X^n_S; V^T_S|\mathcal{X}^n_S) \sup_{x^n_S} \eta \left( P_{X^n_S|X^n_S=x^n_S}, P_{W|X^n_S,X^n_S=x^n_S} \right) 
\leq |S^c|CT \sup_{x^n_S} \eta \left( P_{X^n_S|X^n_S=x^n_S}, P_{W|X^n_S,X^n_S=x^n_S} \right),
\]

where the last step follows from \( I(X^n_S; V^T_S|\mathcal{X}^n_S) \leq I(U^n_S; V^T_S|\mathcal{X}^n_S) \leq I(U^n_S; V^T_S) \), because of the Markov chain \( \mathcal{X}^n_S - U^T_S - V^T_S \).

**B. Proof of Equation (141)**

The proof parallels that of Theorem 7. For the first upper bound in (141),

\[
I(W; V^{mT}|\mathcal{X}^n_S) \leq \eta(P_{V^{mT}|U^{mT}})I(W; U^{mT}|\mathcal{X}^n_S) 
\leq \eta_{mT}I(W; Y|\mathcal{X}^n_S) 
\leq \eta_{mT}I(W; \mathcal{X}^n_S|\mathcal{X}^n_S),
\]

where (E.56) is from the Markov chain \( W, \mathcal{X}^n_S - U^{mT} - V^{mT} \).

Alternatively, we can upper-bound \( I(W; Y|\mathcal{X}^n_S) \) in (E.57) with the following chain of inequalities:

\[
I(W; V^{mT}|\mathcal{X}^n_S) \leq \eta_{mT}I(W; Y|\mathcal{X}^n_S) 
= \eta_{mT} \int I(W; Y|X^n_S = x^n_S)P_{X^n_S}(dx^n_S) 
\leq \eta_{mT} \int I(X^n_S; Y|X^n_S = x^n_S)\eta \left( P_{X^n_S|X^n_S=x^n_S}, P_{W|X^n_S,X^n_S=x^n_S} \right)P_{X^n_S}(dx^n_S) 
\leq \eta_{mT} \sup_{x^n_S} \eta \left( P_{X^n_S|X^n_S=x^n_S}, P_{W|X^n_S,X^n_S=x^n_S} \right)\eta_{mT}(mb),
\]

where (E.61) is from the Markov chain \( W - \mathcal{X}^n_S - Y \) conditional on \( \mathcal{X}^n_S = x^n_S \) and the SDPI; (E.62) is because \( I(X^n_S; Y|\mathcal{X}^n_S) \leq H(Y) \leq mb \).

Lastly, from the Markov chain \( W - \mathcal{X}^n_S - V^{mT} \) conditional on \( \mathcal{X}^n_S = x^n_S \) and the SDPI,

\[
I(W; V^{mT}|\mathcal{X}^n_S) \leq I(X^n_S; V^{mT}|\mathcal{X}^n_S) \sup_{x^n_S} \eta \left( P_{X^n_S|X^n_S=x^n_S}, P_{W|X^n_S,X^n_S=x^n_S} \right) 
\leq mCT \sup_{x^n_S} \eta \left( P_{X^n_S|X^n_S=x^n_S}, P_{W|X^n_S,X^n_S=x^n_S} \right),
\]

where the last step follows from \( I(X^n_S; V^{mT}|\mathcal{X}^n_S) \leq I(U^{mT}; V^{mT}|\mathcal{X}^n_S) \leq I(U^{mT}; V^{mT}) \), because of the Markov chain \( \mathcal{X}^n_S - U^{mT} - V^{mT} \).
APPENDIX F

PROOF OF THEOREM 8

The first upper bound in (163) follows from the Markov chain $W \rightarrow X^{m \times n} \rightarrow Y^m$. To prove the second upper bound in (163), we use the chain rule to decompose $I(W; Y^m)$ as

$$I(W; Y^m) = \sum_{i=1}^{m} I(W : Y_{(i)} | Y^{i-1})$$

and then apply SDPI to each term. Since $Y_{(i)} = \varphi_i(X_{(i)}^n, Y^{i-1})$, we know that $W - X_{(i)}^n - Y_{(i)}$ form a Markov chain given $Y^{i-1} = y^{i-1}$. Thus the SDPI gives

$$I(W; Y_{(i)} | Y^{i-1} = y^{i-1}) \leq \eta(P_{W|X_{(i)}^n, Y^{i-1} = y^{i-1}}) I(X_{(i)}^n; Y_{(i)} | Y^{i-1} = y^{i-1}).$$

Now the goal is to upper bound $\eta(P_{W|X_{(i)}^n, Y^{i-1} = y^{i-1}})$. We can view $P_{W|X_{(i)}^n, Y^{i-1} = y^{i-1}}$ as the backward channel and $P_{X_{(i)}^n|W; Y^{i-1} = y^{i-1}}$ as the forward channel. Since we assume that each processor sends its message only once, $X_{(i)}^n$ and $Y^{i-1}$ are conditionally independent given $W$, which can be seen from the Bayesian network in Fig. 5. Therefore,

$$\frac{dP_{X_{(i)}^n|W=w, Y^{i-1} = y^{i-1}}(x_{(i)}^n)}{dP_{X_{(i)}^n|W=w', Y^{i-1} = y^{i-1}}(x_{(i)}^n)} = \frac{dP_{X_{(i)}^n|W=w}(x_{(i)}^n)}{dP_{X_{(i)}^n|W=w'}(x_{(i)}^n)} \geq \alpha^n \text{ for all } x_{(i)}^n, w, \text{ and } w'$$

where (F.68) follows from the condition in (162) and the assumption that the samples in $X_{(i)}^n$ are conditionally i.i.d. given $W$. Then by Lemma 5, the SDPI constant of the backward channel satisfies

$$\eta(P_{W|X_{(i)}^n, Y^{i-1} = y^{i-1}}) \leq 1 - \alpha^n.$$ (F.69)

Since the above inequalities hold for any $y^{i-1}$, we have

$$I(W; Y_{(i)} | Y^{i-1}) \leq (1 - \alpha^n) I(X_{(i)}^n; Y_{(i)} | Y^{i-1})$$

$$\leq (1 - \alpha^n) I(X^{m \times n}; Y_{(i)} | Y^{i-1}).$$ (F.70)

It follows that

$$I(W; Y^m) \leq (1 - \alpha^n) I(X^{m \times n}; Y^m)$$

$$\leq (1 - \alpha^n) mb.$$ (F.72)
Fig. 5: Bayesian network of \((W, X^{m \times n}, Y^m)\) in the interactive case \((m = 4)\).
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