THE RESEARCH ON THE PROPERTIES OF FOURIER MATRIX AND BENT FUNCTION
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Abstract. This paper first gives out basic background and some definitions and propositions for Fourier matrix and bent function. Secondly we construct an standard orthogonal basis by the eigenvectors of the corresponding Fourier matrix. At last the diagonalization work of Fourier matrix is completed and some theorems about them are proved.

1. Introduction. With development of science and technology, especially the rapid development of modern information technology, cryptography has become increasingly more and more important. From military information transmission to image compression in the field of electronic storage devices, they used all kinds of cryptography. After the definition of bent function given by Rothaus in 1976, many scholars have made much research on this hot spot, many papers on it can been seen in the book [1]. In a word, bent function is the kind of Boole function with the maximum nonlinearity degree. Bent functions with odd dimensions are not existing, but bent functions with even dimensions are existing definitely. For ordinary situations with \( n = 2k \), only several classes of bent functions are given out. So it is important to find out all bent functions with even dimensions. When the dimension \( n \leq 6 \), all kinds of bent functions are found out with concrete expressions. When the dimension \( n = 8 \), the problems are solved by P. Langevin in 2006[10]. When the dimension \( n \geq 10 \), it is not very clear. The main result of this paper is to find out the standard orthogonal basis composed by the eigenvectors of the corresponding Fourier matrix. Then it is clear to diagonalize the corresponding Fourier matrix. The structure of this paper is as follows. In Section 1, the background of this paper knowledge is given out. In Section 2, some basic knowledge and some properties
about Boole function, bent function and Fourier matrix are put forward. In Section 3, some lemmas and fundamental theorems are given out and find the concise method to diagonalize the corresponding Fourier matrix. In Section 4, conclusions and some remarks are given out at last.

2. Preliminary Knowledge. Set $F_2$ is the finite field with two elements 0 and 1. Set $V = F_2^n$ is one $N$-dimensional linear space on the field of $F_2$.

Definition 2.1. The function from $V$ to $F_2$ is called the Boole function.

Definition 2.2. Set $BF(n)$ is the set of all Boole functions on the set $V$. For any $x \in V$, the Hamming distance, called $WH(x)$, is the number of the non-zero indexes. The concrete expression is given out as follows:

$$WH(x) = |\{i | i \in N, x_i \neq 0\},$$

where $N = \{1, 2, \cdots, n\}$.

Definition 2.3. Set $BF(n)$ is the set of all Boole functions on the set $V$. For any $f \in BF(n)$, the Hamming distance, called $W_H(f)$, is the number of the non-zero indexes. The concrete expression is given out as follows.

$$W_H(f) = |\{x \in V | f(x) \neq 0\}|.$$

where $\{x \in V | f(x) \neq 0\}$ is called the support set of the function $f$, and it is written by $supp f$. For the any pair of functions $f$ and $g$, the distance of them is calculated by the following formula:

$$d(f, g) = W_H(f - g).$$

2.1. Boole Vector. Set $S, T$ are two sets and $F$ is the number field. Then one $S \times T$ matrix is given out as following:

$$(a_{x,y}),$$

where the index $x$ is changing in the set $S$, and the other index $y$ is changing in the set $T$. It is clear that any $S \times T$ matrix $A = (a_{x,y})_{x \in S, y \in T}$ is the same as one function $f : S \times T \rightarrow F$, which make the expression true:

$$f(x, y) = (a_{x,y}).$$

Then in this method, any function $f : S \rightarrow F$ can been treated as the $S \times \{1\}$ matrix. Set the function $f \in BF(n)$, that is to say,

$$f : V \rightarrow F_2.$$ 

Then we can treat the function $f$ as one $V$-dimensional column vector. At that moment, the function $f$ is one Boole vector.

Set $A = (a_{x,y})$ is the $S \times T$ matrix and $B = (b_{y,z})$ is the $T \times Z$ matrix. If one $S \times R$ matrix $C = (c_{x,z})$ is called the product of $A$ and $B$ which is satisfied with the following condition:

$$c_{x,z} = \sum_{y \in T} a_{x,y} b_{y,z}, \forall x \in S, z \in R$$

and at that moment it is written by $C = AB$. 
2.2. Fourier Change and Fourier Matrix.

**Definition 2.4.** The function from the set $V = F_2^n$ to $R$ is called Pseudo Boole function. The set $PBF(n)$ is the set of all Pseudo Boole functions on $V$. The natural base of $V = F_2^n$ is listed as follows.

$$e_1 = (1, 0, 0, \cdots, 0), e_2 = (0, 1, 0, \cdots, 0), \cdots, e_n = (0, 0, \cdots, 1)$$

Now the inner product $(−, −)$ on the set $V$ is given out:

$$(x, y) = \sum_{i=1}^{n} x_i y_i,$$

where $x = \sum_{i=1}^{n} x_i$ and $y = \sum_{i=1}^{n} y_i$.

**Definition 2.5.** For any $\phi \in PBF(n)$, the function $\hat{\phi}$ is given out as follows:

$$\hat{\phi} = \sum_{i=1}^{n} \phi(x)(−1)^{(x, \phi)}.$$ 

Then the function $\hat{\phi}$ is called the Fourier transform.

The function from the set $V = F_2^n$ to $R$ is called the Pseudo Boole function. The set $PBF(n)$ is the set of all Pseudo Boole functions on $V$.

**Definition 2.6.** The kind of $V \times V$ matrix $M_n = ((−1)^{(x, y)})_{x \in V, y \in V}$ is called the Fourier matrix.

From the definition, the Fourier matrix $M_n$ is an symmetric matrix. For the Pseudo Boolean function is regarded as an $V$-dimensional column vector, the Fourier matrix $M_n$ is representing the corresponding Fourier transformation. In another word, for any $\phi \in PBF(n)$,

$$\hat{\phi} = M_n \phi.$$ 

From the above expression, we can deduce as follows:

$$\hat{\hat{\phi}} = 2^n \phi, \quad \hat{\phi} = M_n^2 \phi.$$ 

So it is clear that

$$M_n^2 = 2^n E,$$

where $E$ is the unit matrix. Now set $V_n = F_2^n$. By the following injective mapping,

$$V_{n-1} \rightarrow V_n : (x_1, x_2, \cdots, x_{n-1}) \rightarrow (x_1, x_2, \cdots, x_{n-1}, 0).$$

The set $V_{n-1}$ is regarded as one subset of the $V_n$. Then we have

$$V_n = V_{n-1} + V_{n-1}',$$

where $V_{n-1}' = \{(x, 1)|x \in V_{n-1}\}$.

At the same time, $V_{n-1}$ is equivalent to $V_{n-1}'$ by the following bijective mapping:

$$V_{n-1} \rightarrow V_{n-1}' : x \rightarrow (x, 1).$$

So it is obvious that the following formula is true:

$$M_n = \left( \begin{array}{cc} M_{n-1} & M_{n-1} \\ M_{n-1} & -M_{n-1} \end{array} \right).$$
2.3. **Bent function.** For any $a \in V_n$, the function $l_n(x) = a \cdot x$ is called linear function, where $a \cdot x \in \{0, 1\}$ and $a \cdot x = (a, x) \mod 2$.

**Definition 2.7.** For any $f \in BF(n)$, the nonlinearity of the function $f$ is defined as following expression:

$$nl(f) = \min_{a, b \in V_n} d(f, l_a + b).$$

It is not difficult to prove that $nl(f) \leq 2^n - 2^{\frac{n}{2}-1}$ for any $f \in BF(n)$. The detail is seen in [1].

**Definition 2.8.** For any $f \in BF(n)$, if

$$nl(f) = 2^n - 2^{\frac{n}{2}-1},$$

the function $f$ is called the bent function.

**Lemma 2.9.** The function $f$ is a bent function if and only if

$$f(x) = \pm 2^{\frac{n}{2}}, \forall x \in V.$$

where $f(x) = (-1)^{f(x)}$.

**Proof.** The detail is seen in [1].

Now suppose that $f$ is one bent function. Set $\phi = f_R$. From Lemma 2.9, it is clear that

$$\hat{\phi} = \pm 2^{\frac{n}{2}}.$$

Now set $\phi^\circ(x) = 2^{-\frac{n}{2}} \phi, \forall x \in V$. Then the function is one Pseudo Boole function with the value field $\{1, -1\}$. So the function $f^\circ = \frac{1}{2}(1 - \phi^\circ)$ is one Boole function. The function $f^\circ$ is called the dual function of the function $f$. By some computation, it is clear that $(f^\circ)_R = \phi^\circ$. Now we notice that

$$\phi^\circ = 2^{-\frac{n}{2}} M_n \phi,$$

and with $M_n^2 = 2^n E$, we have

$$M_n \phi^\circ = 2^{\frac{n}{2}} \phi.$$

So the function $f$ is one bent function at the same time. Thus the following lemma is also true.

**Lemma 2.10.** If the function $f$ is a bent function, then we have that

$$(f^\circ)^\circ = f.$$

3. **Diagonalization of the Fourier matrix.** From Section 2, we can see that the Fourier matrix is closely related with the bent function. In actually, $\phi + \phi^\circ$ and $\phi - \phi^\circ$ are all the eigenvectors of the matrix $M_n$. So it is vital to find out the standard orthogonal basis by the eigenvectors of the matrix $M_n$. Now the whole process of this work is given out as follows.

3.1. **The definition of $L_+$ and $L_-**. Now set

$$L_+ = \{x | M_n x = 2^{\frac{n}{2}} x\},$$

$$L_- = \{x | M_n x = -2^{\frac{n}{2}} x\}.$$

It is clear that $L_+$ and $L_-$ are all the linear space of the the eigenvectors of the matrix $M_n$.
3.2. To find out $\dim L_+$ and $\dim L_-$. Because 

$$M_n^2 = 2^n E,$$

we have that 

$$(M_n - 2^\frac{n}{2} E)(M_n + 2^\frac{n}{2} E) = 0,$$

so the all column vectors of the matrix $M_n + 2^\frac{n}{2} E$ is the eigenvectors belonging to the characteristic value $2^\frac{n}{2}$, and the all column vectors of the matrix $M_n - 2^\frac{n}{2} E$ is the eigenvectors belonging to the characteristic value $-2^\frac{n}{2}$.

In another way, 

$$M_n + 2^\frac{n}{2} E = \begin{pmatrix} M_{n-1} + 2^\frac{n}{2} E & M_{n-1} \\ M_{n-1} & -M_{n-1} + 2^\frac{n}{2} E \end{pmatrix}.$$

Then we have 

$$M_n + 2^\frac{n}{2} E \rightarrow \begin{pmatrix} 2^\frac{n}{2} E & 2M_{n-1} - 2^\frac{n}{2} E \\ M_{n-1} & -M_{n-1} + 2^\frac{n}{2} E \end{pmatrix} \rightarrow \begin{pmatrix} 2^\frac{n}{2} E & 2M_{n-1} - 2^\frac{n}{2} E \\ 0 & 0 \end{pmatrix}.$$

In the above expression, the first transform is $r_1 - r_2 \rightarrow r_1$. The first transform is $2^\frac{n}{2} M_{n-1} r_1 + r_2 \rightarrow r_2$. By the above expression, we have that 

$$R(M_{n-1} + 2^\frac{n}{2} E) = 2^{n-1}.$$

At the same time, 

$$M_n - 2^\frac{n}{2} E = \begin{pmatrix} M_{n-1} - 2^\frac{n}{2} E & M_{n-1} \\ M_{n-1} & -M_{n-1} - 2^\frac{n}{2} E \end{pmatrix}.$$

We also have 

$$M_n - 2^\frac{n}{2} E \rightarrow \begin{pmatrix} 2^\frac{n}{2} E & 2M_{n-1} + 2^\frac{n}{2} E \\ M_{n-1} & -M_{n-1} - 2^\frac{n}{2} E \end{pmatrix} \rightarrow \begin{pmatrix} 2^\frac{n}{2} E & 2M_{n-1} + 2^\frac{n}{2} E \\ 0 & 0 \end{pmatrix}.$$

In the above expression, the first transform is $r_1 - r_2 \rightarrow r_1$. The first transform is $2^\frac{n}{2} M_{n-1} r_1 + r_2 \rightarrow r_2$. By the above expression, we have that 

$$R(M_{n-1} - 2^\frac{n}{2} E) = 2^{n-1}.$$

By the computation and the two expressions, we give the following theorems.

**Theorem 3.1.** Suppose the sets $L_+, L_-$ are defined as the above part, then we have that 

$$\dim L_+ = \dim L_- = 2^{n-1}.$$

**Proof.** Because we have the result that $R(M_{n-1} + 2^\frac{n}{2} E) = 2^{n-1}$ and all column vectors are in the set $L_+$, so it is clear that 

$$\dim L_+ \geq 2^{n-1}.$$

At the same time, we also can have that 

$$\dim L_- \geq 2^{n-1}.$$

But we have the condition $\dim L_+ + \dim L_- \leq 2^n$. So we get the conclusion as follows:

$$\dim L_+ = \dim L_- = 2^{n-1}.$$
3.3. The construction of standard orthogonal basis. Let $\alpha$ be one root of the equation $x^2 - 2x - 1 = 0$. Set the group of vectors $\beta_1, \beta_2, \cdots, \beta_{2^n-1}$ is the set of all column vectors of the following matrix $A$,

$$A = \begin{pmatrix} (1 + \alpha)M_{n-1} + 2\frac{\alpha}{2}E \\ (1 - \alpha)M_{n-1} + \alpha 2\frac{\alpha}{2}E \end{pmatrix}.$$ 

Notice that

$$\begin{pmatrix} (1 + \alpha)M_{n-1} + 2\frac{\alpha}{2}E \\ (1 - \alpha)M_{n-1} + \alpha 2\frac{\alpha}{2}E \end{pmatrix} = \begin{pmatrix} M_{n-1} + 2\frac{\alpha}{2}E \\ M_{n-1} \end{pmatrix} + \alpha \begin{pmatrix} M_{n-1} \\ -M_{n-1} + 2\frac{\alpha}{2}E \end{pmatrix}.$$ 

So it is clear that

$$\beta_1, \beta_2, \cdots, \beta_{2^n-1} \in L_+.$$ 

At the same time, we have that

$$A^T A = \begin{pmatrix} (1 + \alpha)M_{n-1} + 2\frac{\alpha}{2}E \\ (1 - \alpha)M_{n-1} + \alpha 2\frac{\alpha}{2}E \end{pmatrix}^T \begin{pmatrix} (1 + \alpha)M_{n-1} + 2\frac{\alpha}{2}E \\ (1 - \alpha)M_{n-1} + \alpha 2\frac{\alpha}{2}E \end{pmatrix}$$

$$= (1 + \alpha)^2M_{n-1}^2 + 2nE + 2(1 + \alpha)2\frac{\alpha}{2}M_{n-1} + 2(1 - \alpha)2\frac{\alpha}{2}M_{n-1} + (1 - \alpha)^22\frac{\alpha}{2}M_{n-1} + (1 + \alpha)^22\frac{\alpha}{2}M_{n-1} + 2(1 - \alpha)^22\frac{\alpha}{2}M_{n-1} + (1 - \alpha)^22\frac{\alpha}{2}M_{n-1}$$

$$= (2 + 2\alpha^2)M_{n-1}^2 + (1 + \alpha^2)2nE + (2 + 4\alpha - 2\alpha^2)M_{n-1}2\frac{\alpha}{2}$$

$$= (2 + 2\alpha^2)M_{n-1}^2 + (1 + \alpha^2)2nE - 2(\alpha^2 - 2\alpha - 1)M_{n-1}2\frac{\alpha}{2}$$

$$= [(2 + 2\alpha^2)2^{n-1} + (1 + \alpha^2)2^n]E$$

$$= 2^{n-1}[4 + 4\alpha^2]E$$

$$= 2^{n+1}[1 + \alpha^2]E$$

$$= 2^{n+2}[1 + \alpha]E.$$ 

Now set

$$\beta'_i = \frac{1}{\sqrt{2^{n+2}(1 + \alpha)}} \beta_i, i = 1, 2, \cdots, 2^n-1$$

The group of vectors $\beta'_1, \beta'_2, \cdots, \beta'_{2^n-1}$ is the standard orthogonal basis of $L_+$. 

Let $\alpha$ be one root of the equation $x^2 - 2x - 1 = 0$. Set the group of vectors $\gamma_1, \gamma_2, \cdots, \gamma_{2^n-1}$ is the set of all column vectors of the following matrix $B$,

$$B = \begin{pmatrix} (1 + \alpha)M_{n-1} - 2\frac{\alpha}{2}E \\ (1 - \alpha)M_{n-1} - \alpha 2\frac{\alpha}{2}E \end{pmatrix}.$$ 

Notice that

$$\begin{pmatrix} (1 + \alpha)M_{n-1} - 2\frac{\alpha}{2}E \\ (1 - \alpha)M_{n-1} - \alpha 2\frac{\alpha}{2}E \end{pmatrix} = \begin{pmatrix} M_{n-1} - 2\frac{\alpha}{2}E \\ M_{n-1} \end{pmatrix} + \alpha \begin{pmatrix} M_{n-1} \\ -M_{n-1} - 2\frac{\alpha}{2}E \end{pmatrix}.$$ 

So it is clear that

$$\gamma_1, \gamma_2, \cdots, \gamma_{2^n-1} \in L_-.$$
At the same time, we have

\[ B^T B = \begin{pmatrix} (1 + \alpha)M_{n-1} - 2^\frac{n}{2}E \\ (1 - \alpha)M_{n-1} - \alpha 2^\frac{n}{2}E \end{pmatrix}^T \begin{pmatrix} (1 + \alpha)M_{n-1} - 2^\frac{n}{2}E \\ (1 - \alpha)M_{n-1} - \alpha 2^\frac{n}{2}E \end{pmatrix} \]

\[ = (1 + \alpha)^2M_n^2 + 2^nE - 2(1 + \alpha)2^\frac{n}{2}M_{n-1} - 2(1 - \alpha)2^\frac{n}{2}\alpha M_{n-1} \]

\[ + (1 - \alpha)^2M_n^2 + \alpha 2^nE \]

\[ = (2 + 2\alpha^2)M_{n-1}^2 + (1 + \alpha^2)2^nE + (-2 + 4\alpha^2)M_{n-1}2^\frac{n}{2} \]

\[ = (2 + 2\alpha^2)M_{n-1}^2 + (1 + \alpha^2)2^nE - 2(\alpha^2 - 2\alpha - 1)M_{n-1}2^\frac{n}{2} \]

\[ = [(2 + 2\alpha^2)2^{n-1} + (1 + \alpha^2)2^n]E \]

\[ = 2^{n-1}[4 + 4\alpha^2]E \]

\[ = 2^{n+1}[1 + \alpha^2]E \]

\[ = 2^{n+2}[1 + \alpha]E. \]

Now set

\[ \gamma'_i = \frac{1}{\sqrt{2^{n+2}(1 + \alpha)}}\beta_i, i = 1, 2, \ldots, 2^{n-1} \]

The group of vectors \( \gamma'_1, \gamma'_2, \ldots, \gamma'_{2^{n-1}} \) is the standard orthogonal basis of \( L_- \). Based on the computations and conclusions, we can get the following theorem clearly.

**Theorem 3.2.** For any matrix \( M_n \), there are one orthogonal matrix \( P \), which make the equation true as follows:

\[ P^T M_n P = \begin{pmatrix} 2^\frac{n}{2}E & 0 \\ 0 & -2^\frac{n}{2}E \end{pmatrix}. \]

**Proof.** Set

\[ P = (\beta_1', \beta_2', \ldots, \beta_{2^{n-1}}', \gamma'_1, \gamma'_2, \ldots, \gamma'_{2^{n-1}}). \]

Through the above calculation, so we can get the following equation:

\[ P^T M_n P = \begin{pmatrix} 2^\frac{n}{2}E & 0 \\ 0 & -2^\frac{n}{2}E \end{pmatrix}, \]

so the conclusion is true.

\[ \square \]

4. **Results and discussions.** In this paper, we give out the background of Boole function, bent function and so on. Some basic relations among them and some properties are given out. By careful analysis and computations, the dimensions of \( L_+ \) and \( L_- \) are found out accurately. Then a group of column vectors of corresponding matrixes is put forward. The work of diagonalization for the Fourier matrix is completed and some good theorems are proved at last.
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