Optimizing the chiral Purcell factor for unidirectional single photon emitters in topological photonic crystal waveguides using inverse design
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We present an inverse design approach to significantly improve the figures-of-merit for chiral photon elements and quantum emitters in topological photonic crystal slab waveguides. Beginning with a topological waveguide mode with a group index of approximately 10 and a maximum forwards or backwards Purcell factor at a chiral point of less than 0.5, we perform optimizations of the directional Purcell factor. We use a fully three dimensional guided-mode expansion method to efficiently calculate waveguide band dispersion properties and modes, while automatic differentiation is employed to calculate the gradient of objective functions. We present two example improved designs: (i) a topological mode with an accessible group index of approximately 30 and a maximum unidirectional Purcell factor at a chiral point greater then 4.5 representing a nearly 10-fold improvement to the Purcell factor, and (ii) a slow light mode, well away from the Brillouin zone edge with a group index greater then 350 and a maximum unidirectional Purcell factor at a chiral point greater than 45.

I. INTRODUCTION

Chiral quantum elements play an increasingly important role in quantum optical experiments and technologies [1] as they enable non-reciprocal devices [2–6], quantum logic gates [7, 8] and networks [9]. One potential route towards scalable, on-chip chiral elements are photonic crystal waveguides (PCWs) integrated with semiconductor quantum dots (QDs) [10–13]. Photonic crystal waveguides are known to collect nearly all photons emitted by a quantum dot [14] while enhancing this emission [15], providing indistinguishable photons over long time scales [16] and enabling efficient few photon quantum optical nonlinearities [17]. Chiral interactions arise when a QD with circular polarized transition dipoles is placed in a region where the guided mode field is circularly polarized [18, 19], or when both dipole and field are elliptically polarized [19], with the direction determined by the matching of the signs of the dipole and field polarizations [20]. This has been demonstrated in conventional PCWs [2] and more recently in a topological PCWs [21, 22].

A significant issue for exploiting PCWs in quantum photonic circuits is that they suffer from disorder-induced backscattering, which is especially severe in the slow light regime [23–29] where emission enhancement occurs. Photon transport through topological PCWs is known to be robust against certain, symmetry-preserving defects such as 60 degree bends [21, 30, 31], though we stress that they are not immune to disorder-induced backscattering [32]. However, they do introduce extra flexibility for potentially reducing backscattering [33] as well as enhancing chiral light-matter interactions, which is the main focus of this work. Despite these potential advantages, the question of how much a topological PC waveguide can enhance chiral interactions remains. Traditionally, PCW designs have been improved using brute force searches across a few parameters [34–38]. This has allowed the slow-light properties of PCWs [35, 39] and the quality factors of photonic crystal cavities to be significantly improved. More recently, nanophotonic inverse design has enabled further optimization, leading to robust performance compared to devices designed with conventional methods [40–43]. Instead of relying on the designers intuition or brute force searches, inverse design optimizes a large number of parameters describing the device, allowing novel and intuitive designs to be obtained [44].

In this work, we show how to optimize a state of the art topological PCW [21] to enhance quantum chiral interactions. We use shape optimization [41] to demonstrate an order of magnitude improvement to the directional Purcell factor. To achieve this task, we use the efficient guided-mode expansion method (GME) [45] to calculate the band structure and modes of PCWs, and automatic differentiation to calculate the gradient of objective functions. In Sec. II, we outline the GME method, discuss how the directional Purcell factor is calculated, and how we apply inverse design. In Sec. III, the results of two optimizations are presented, one operating at a moderate group index $n_g \approx 30$ and the other operating at a larger group index $n_g \approx 350$. In both cases, single mode operation, well away from the Brillouin zone edge, is maintained. Finally, we conclude in Sec. IV.

II. GENERAL THEORY AND OPTIMIZATION PROTOCOL

In this section, we describe how we can use GME to efficiently and rapidly optimize complex, topological PCWs without the need for computationally intensive methods such as finite element or finite-difference time-
domain (FDTD) techniques which are are at least one order of magnitude slower then the GME method for calculating band structures and Bloch modes. For example, full photonic band structure calculations using GME can be performed in a few minutes on a standard desktop computer, which can take around one day using COMSOL.

After discussing the GME method for obtaining PCW modes and the band structure, we then show how the directional Purcell factor is calculated, and finally discuss how we apply inverse design to rapidly improve chiral figures of merit.

For high-index-contrast like (planar) PCWs, the GME is highly accurate for computing the dispersion. Moreover, the GME can also be used to obtain the radiative losses for modes above the light line, using perturbation theory [27, 45, 46]. In the structures we use below, we only consider the practical area of below the light line modes which formally have no intrinsic losses, in the absence of disorder. The role of disorder will be investigated in future work. It is also worth mentioning that the GME can also be used to obtain accurate cavity mode losses [45], and can be used as input to a Bloch mode expansion for computing full 3D Anderson localization modes [47].

A. Guided-mode expansion method

The GME solves Maxwell’s equations by expanding the magnetic field in the basis of the modes of the effective homogeneous slab, and then solves the resulting eigenvalue problem [45]. The GME is a 3D vectorial method and is significantly faster than alternative methods such as FDTD for calculating the band structure and modes of PCWs [48]. In this work, we use a GME Python library Legume of Minkov et al. [41, 49]. The main details of the GME method are summarized below.

Within a linear dielectric medium, Maxwell’s equations for the electric and magnetic fields, $E(r, t)$ and $H(r, t)$ respectively, can be rewritten in the frequency domain to obtain an eigenvalue equation. In terms of the magnetic field, $H(r, \omega)$, one has:

$$\nabla \times \left( \frac{1}{\epsilon(r)} \nabla \times H(r, \omega) \right) = \left( \frac{\omega}{c} \right)^2 H(r, \omega), \quad (1)$$

where $\epsilon(r)$ is the dielectric constant, with the condition $\nabla \cdot H(r, \omega) = 0$. We assume lossless media and neglect frequency dispersion in the dielectric constant, which is a good assumption for the materials of interest for designing and making PCW waveguide modes. Once the magnetic field is calculated, the electric field is easily obtained from

$$E(r, \omega) = \frac{i}{\omega \epsilon(r)} \nabla \times H(r, \omega). \quad (2)$$

To solve equation (1), the GME method expands the magnetic field into an orthonormal set of basis states as

$$H(r, \omega) = \sum_{\mu} c_{\mu} H_{\mu}(r), \quad (3)$$

and so equation (1) can be written as

$$\sum_{\nu} H_{\mu\nu} c_{\nu} = \frac{\omega^2}{c^2} c_{\mu}, \quad (4)$$

where the elements of the Hermitian matrix $H_{\mu\nu}$ are defined as

$$H_{\mu\nu} = \int \frac{1}{\epsilon(r)} \left( \nabla \times H_{\mu}^*(r) \right) \cdot \left( \nabla \times H_{\nu}(r) \right) d\mathbf{r}. \quad (5)$$

To define an appropriate basis set $H_{\mu}(r)$, the GME method uses the guided modes of the effective homogeneous slab waveguide, with a dielectric constant taken as the spatial average of the dielectric constant in the slab layer of the PCW being studied [45]. The guided modes of the homogeneous slab depend on a wave vector, which can take any value in the slab plane, while the modes of the PCW depend on $k$, which we restrict to the first Brillouin zone. Thus, for the magnetic field at each wave vector, only the effective waveguide modes with wave vector $k + G$, are included in the basis. The guided mode expansion for the Bloch modes is then

$$H_k(r) = \sum_{G, \alpha} C_{k+G, \alpha} H_{k+G, \alpha}^\text{guided}(r), \quad (6)$$

where $H_{k+G, \alpha}^\text{guided}(r)$ is a guided mode (which is known analytically) of the effective waveguide and $\alpha$ is the index of the guided mode. Since the dielectric is periodic both the magnetic and electric fields can be written according to Bloch’s theorem.

The electric and magnetic field Bloch mode can be written as

$$E_{k}(r) = e_{k}(r) e^{ik \cdot \mathbf{r}}, \quad (7)$$
$$H_{k}(r) = u_{k}(r) e^{ik \cdot \mathbf{r}}, \quad (8)$$

where $e_{k}(r)$ and $u_{k}(r)$ are the electric and magnetic field Bloch modes for wave vector $k$, which are normalized according to $\int d\mathbf{r} |e_{k}(r)|^2 d\mathbf{r} = 1$ throughout this paper, and the integration is carried out over one unit cell. Note, the GME can also be used to compute intrinsic losses for Bloch modes above the light line [46, 50].

B. Purcell factor for a single quantum emitter

The coupling between a point-dipole quantum emitter and a waveguide mode can be calculated from a Green’s function analysis [10, 20]. The Green’s function for the
waveguide mode, describing the response at \( r \) to an oscillating dipole at \( r_0 \), is

\[
G_w(r, r_0, \omega) = G_f(r_0, r, \omega) + G_b(r, r_0, \omega)
\]

\[
= \frac{i\omega \epsilon}{2\nu_g} \Theta(x - x_0) e_k(r) \otimes e_k^*(r_0) e^{ik(x-x_0)}
\]

\[
+ \Theta(x_0 - x) e_k^*(r) \otimes e_k(r_0) e^{-ik(x-x_0)},
\]

where \( \nu_g \) is the group velocity and \( \Theta \) is the Heaviside step function. The subscripts refer to backward (‘b’) and forward (‘f’) mode contributions.

The rate of photon emission, from a QD exciton into the waveguide mode can be split into forwards and backwards rates. Representing the dipole as a unit vector \( \hat{\mu} \) with dipole moment \( d_0 \), the forwards and backwards emission rates are [20], respectively:

\[
\Gamma_w(r_0) = \text{Im} \left[ \frac{2d_0^2 \hat{\mu}^\dagger \cdot G_f(r_0, r_0, \omega) \hat{\mu}}{\hbar \epsilon_0} \right],
\]

\[
\Gamma_b(r_0) = \text{Im} \left[ \frac{2d_0^2 \hat{\mu}^\dagger \cdot G_b(r_0, r_0, \omega) \hat{\mu}}{\hbar \epsilon_0} \right].
\]

These expressions are valid for lossless media [51], otherwise a more careful quantum analysis is needed, where the rate of emission is no longer proportional to the projected local density of states, and one must include additional contributions from vacuum fluctuations.

The Purcell factor is defined as \( P = \Gamma_w/\Gamma_0 \), where

\[
\Gamma_0 = \frac{\omega^3 d_0^2 \sqrt{\epsilon_s}}{3\pi \epsilon_0 c^3},
\]

is the emission rate into the corresponding homogeneous medium with dielectric constant \( \epsilon_s \) [10]. Separating the Purcell factor into its forwards and backwards components,

\[
P_f(r_0) = \frac{3\pi c^3 a}{\nu_g \omega^2 \sqrt{\epsilon_s}} \hat{\mu}^\dagger \cdot [e_k(r_0) \otimes e_k^*(r_0)] \cdot \hat{\mu},
\]

\[
P_b(r_0) = \frac{3\pi c^3 a}{\nu_g \omega^2 \sqrt{\epsilon_s}} \hat{\mu}^\dagger \cdot [e_k^*(r_0) \otimes e_k(r_0)] \cdot \hat{\mu},
\]

where \( \nu_g \) and \( e_k \) implicitly depends on frequency.

At a point where the field of the forward propagating mode is right circularly polarized (RCP), with unit vector \( \hat{n}_R = 2^{-1/2}(\hat{x} + i\hat{y}) \), a RCP dipole \( \mu = \sigma_+ \) will only couple to this mode and not to the one propagating backwards; similarly, a left circularly polarized (LCP) dipole \( \mu = \sigma_- \) placed at the same position, will only couple to the backwards propagating mode [20].

With a focus on optimizing chiral photon elements, we also define the chiral directionality,

\[
C = \frac{P_f - P_b}{P_f + P_b},
\]

as well as the chiral forwards Purcell factor,

\[
\tilde{P}_f = CP_f,
\]

which will be used below as representative figures of merit.

C. Inverse design methodology

Inverse design treats the design process as an optimization problem. Instead of using a heuristic understanding of a specific phenomenon and adjusting a small number of related parameters, inverse design optimizes a large number of device parameters. This can lead to unintuitive designs with significantly better performance than their traditionally designed counterparts [40].

Gradient based optimization algorithms are usually used in inverse design. To efficiently calculate objective function gradients the adjoint variable method is widely used [41]. However, implementing the adjoint variable method can be extremely difficult with a solver which solves an eigenvalue problem, such as the GME method [41]. Instead, automatic differentiation can be used to calculate the gradient of an arbitrarily complex objective function. An automatic differentiation library tracks all sub-function executions, for which the gradient is known, and then uses the chain rule to compose the objective functions gradient [41]. In this work, we use the automatic differentiation Python library Autograd [52]. The GME function we use, ‘Legume’, was developed to be compatible with Autograd making it straightforward to calculate the gradient of the objective functions based on a GME calculation [41].

Starting from an initial design, shape optimization modifies the boundaries between different materials in order to optimize the objective function. In comparison, topology optimization places fewer constraints on how the material distribution can evolve, including allowing the number of holes to be changed. Shape optimization is therefore well suited to optimizing designs where the general shape is known beforehand and toward [53] while topology optimization can produce remarkably inventive designs.

III. RESULTS

Beginning with a state-of-the-art topological PCW [21], we will show several improved designs. The optimizations are performed in two phases: first the maximum \( \tilde{P}_f \) is optimized for a particular mode and wave vector, and second, the dispersion is optimized for a slow light region. One design is optimized to operate at an accessible group index \( n_g = c/\nu_g \) of approximately 30, while the other has a region of very slow light with a group index of greater then 350 away from the Brillouin zone edge.

A. Initial design

The optimization is started from a reference topological PCW in which chiral coupling of single QDs to the waveguide mode has been experimentally realized [21], using a promising design. The PCW modes are formed
at the interface between two topologically distinct crystals. The two crystals are inversion symmetry partners and are formed from a hexagonal lattice of unit cells containing two circular holes of different sizes, with radii \( r_1 \) and \( r_2 \), as shown in Fig.1a. Similar designs using triangular holes [54] have also been fabricated [13, 55, 56] and our approach could be applied to these designs as well. However, we have focused on a design with circular holes as these are typically easier to fabricate with small dimensions.

In analogy with topological electronics, the topology of these crystals is related to their Chern number [57] which due to the time-reversal symmetry of this photonic system, is equal to zero. However, this need not be the case for the valley Chern index which we calculate by partitioning the integration of the Berry curvature

\[
\Omega_n(k) = \nabla_k \times i \left< u_{k,n} | \nabla_k | u_{k,n} \right>,
\]

where \( n \) is the index of the mode, over the Brillouin zone around only the \( K \) or \( K' \) valleys [31], as shown in figure 1b,c. For details on how to numerically calculate the Berry curvature see Ref. [58]. The valley Chern index is \( C_V = C_K - C_{K'} \), where, for example, \( C_K = \frac{1}{\pi} \oint_{BZ,K} \Omega_n(k) d\kappa \) is the integral of the Berry curvature over half the Brillouin zone around the \( K \) valleys. Unlike the Chern number, the valley Chern index is not necessarily quantized [31, 58]. The two crystals on each side of the interface have the same \( |C_V| \) though with opposite sign. This opposing sign gives rise to valley Hall edge states which are expected, and have been shown to be more robust against defects that do not couple the counter-propagating states [30, 31].

This initial topological waveguide is designed to operate near a wavelength of 1000 nm in a 170-nm thick GaAs (dielectric constant of 11.6) membrane, and so has a pitch \( a = 266 \text{ nm} \), \( r_1 = 28 \text{ nm} \), and \( r_2 = 62.5 \text{ nm} \) [21].

As shown in figure 2a, the initial design has two guided modes in the frequency range of interest. We refer to these modes as trivial (T) and non-trivial (NT), and in what follows focus on the latter. This is because the NT mode has been experimentally demonstrated to support chiral coupling to single QDs and used to form triangular ring resonators [21]. Further, as demonstrated in Ref. [21], when a corner is placed in the waveguide the NT mode propagates around the corner while the T guided mode is prone to backscattering. We note that, if we begin with the bearded interface in figure 1(a) and increase the radius of one of the rows of small holes at the interface to the size of the large holes such that there is a smooth transition to a zigzag interface, then the NT mode remains throughout, while the other guided mode disappears into the bulk bands [21].

For this initial design, we observe that the NT edge state has a single mode (SM) bandwidth positioned around 296 THz. Within this frequency band, at 296.5 THz, at a spectral separation of 1.6 THz away from the band edge, the mode has a group index \( n_g = 8.5 \), as shown in Fig. 2b by the circular marker. Although chiral emission into this structure has been observed [21], the calculated \( P_f \) map peaks at 0.96 (Fig. 2c), demonstrating that this emission is in fact suppressed. Worse, the maxima of \( P_f \) and \( C \) do not overlap for this initial design, and we find a maximal \( P_f = 0.41 \) (Fig. 2c). In the region where \( C \geq 0.97 \), the maximum forwards Purcell factor is \( \max(P_f) = 0.41 \).

Before optimizing the design, we shift the pitch to \( a = 250 \text{ nm} \) to increase the operational frequency to ensure that the optimized design can function around 320 THz, the desired frequency for working with high-quality gallium arsenide quantum dots [59]. However, because of fabrication limits, we do not decrease \( r_1 \) below our minimum allowed size of \( r_{\text{min}} = 27.5 \text{ nm} \) [21] so we use the same hole sizes in \( r_1 = 28 \text{ nm} \) and \( r_2 = 62.5 \text{ nm} \) with \( a = 250 \text{ nm} \). We note that changing the hole radii by this amount does not adversely affect the concentration of the Berry curvature with opposite signs at the \( K \) and \( K' \) points. After the optimization, the periodicity can be increased if it is necessary to decrease the operational frequency, but the periodicity can not in general be further decreased without violating our fabrication-imposed constraints.

\[ \text{B. Optimization} \]

One of our objectives for the optimization is to improve the system’s performance as a bright, or rapid, chiral light-matter interface. We therefore demand single mode operation, and only consider positions that are at least 35 nm away from the nearest hole edge, to ensure that the QDs can be electrically gated [60]. The optimized design should have an accessible group index of less than 50 with a Purcell factor, in a region where
A shape parameterization is used where the position and radii of the 12 holes closest to the interface are allowed to be modified. To ensure the final design can be fabricated extremely small features must be avoided. Therefore the minimum allowed hole radius is 27.5 nm and the minimum allowed distance between hole edges is 40 nm. At the start of each optimization, iteration a projection is applied to the design parameters which violates designs which violate these constraints to a similar design which does not. The “Adam” [64] optimization algorithm is used throughout.

A two-step optimization is performed. The first optimization phase is focused on improving \( \max(\tilde{P}^f) \) in a region approximately 35 nm away from the nearest hole edge. The objective function for the first phase, is

\[
F_1(\gamma) = \max[G(r)\tilde{P}^f(r)]G_{SM},
\]

where \( \gamma \) is a vector of the device parameters, \( G(r) \) is a smooth step function that is equal to 0 inside a hole and approximately 1 more then 35 nm from a hole,

\[
G(r) = \frac{1}{1 + e^{-g(r_m(r)-r_s)}},
\]

where \( r_m(r) \) is the minimum distance to a hole edge, \( r_s = 30 \) nm and \( g = 74 \) nm\(^{-1} \) are parameters, \( GP^f \) are calculated for the NT mode at a fixed wave vector, and \( G_{SM} \) encourages a certain magnitude and position of SM bandwidth. The objective function for the first phase is maximized.

The intermediate design from the first phase is further optimized in a second phase of optimization which is focused on improving the dispersion characteristics for slow-light operation. Two different objective functions are used to obtain two different styles of design. The first is designed to obtain our primary objective, of operation at an accessible group index,

\[
F_{2A}(\gamma) = \int_{k_{x,0}}^{k_{x,1}} dk_x (n_g - n_{g,d})^2,
\]

where \( n_g \) is the group index of the NT mode, \( n_{g,d} = 30 \) is the desired group index, and the integral is performed over \( k_x a = [0.6,0.9] \pi \). The second, is used to obtain a very large \( n_g \) inside the NT mode’s SM bandwidth,

\[
F_{2B}(\gamma) = \omega_b - \omega_{SM,max} + \frac{D}{\max_{SM}(n_g)}
\]

where \( \omega_b \) is the frequency, under the light line, where \( n_g \) first changes sign, \( \omega_{SM,max} \) is the maximum frequency of the NT mode’s lowest frequency region of SM bandwidth, \( D \) is a weight, and \( \max_{SM}(n_g) \) is the maximum \( n_g \) in the NT mode’s lowest region of SM bandwidth. OF B therefore works to make the NT mode’s bandwidth entirely SM and to increase the maximum \( n_g \) in the SM bandwidth. Both \( F_{2A}(\gamma) \) and \( F_{2B}(\gamma) \) are minimized.

C. Improved designs

The results of our first optimization routine, designed to operate at a moderate group index, i.e., optimizing equation (17) and then equation (19), are summarized in figure 3. The band structure is shown in figure 3(a). The NT mode has a SM slow light region with group index \( n_g \approx 30 \) deep inside the bandgap and away from the Brillouin zone edge. At a frequency where \( n_g = 30 \), indicated with a circular marker in figure 3(a) and (b), the NT mode has \( \max(\tilde{P}^f) = 4.5 \), with \( C = 0.91 \).
the region at least 35 nm from the nearest hole edge where $C \geq 0.95$, the maximum forwards Purcell factor is $\max(P_f) = 4.7$. This design satisfies our primary objective, the maximum Purcell factor at a region of high directionality far from a hole edge has been improved by a magnitude of order to values around our desired value of 5 [61–63].

Next, we optimize a waveguide to operate in the slow-light regime, well away from the band edge, optimizing equation (17) and then equation (20). The results are summarized in figure 4. For this design, we observe a slow light, SM bandwidth with a maximum $n_g > 350$, deep inside the bandgap and away from the mode edge (Figs. 4a and b). For the mode with $n_g = 360$, we find $\max(\tilde{P}_f) = 48$, with $C = 0.98$. The position of $\max(\tilde{P}_f)$ is 40 nm away from the nearest hole edge. This is a two magnitude of order increase to the maximum chiral forwards Purcell factor from the initial design. In the region at least 35 nm from the nearest hole edge where $C > 0.95$, the maximum forwards Purcell factor is $\max(P_f) = 50$.

In both of the improved designs, the glide plane symmetry of a reflection about the $x$ axis and translation in the $x$ direction of $a/2$ has been broken. This has served to increase the overlap of the region of circular polarization with areas of high optical energy in the unit cell therefore increasing the chiral forwards Purcell factor. In Ref. [33], it was also found that topological PCWs can outperform those which have been specifically designed for chiral coupling, namely the glide plane waveguide.

**FIG. 4.** Summary of new design B. (a) Band structure. (b) Group index and the maximum chiral forwards Purcell factor for the NT mode. The following fields are calculated at the circular marker in (a) and (b) where $n_g = 360$. (c) Forwards Purcell factor $P_f$ for $\mu = \sigma_\perp$, (d) the associated chiral directionality $C$, and (e) the associated chiral forwards Purcell factor $\tilde{P}_f$. The holes which were not allowed to be modified during the optimization are drawn in grey while the holes which were drawn in white.

**IV. CONCLUSIONS**

Using an efficient nanophotonic inverse design approach, we have optimized a state of the art topological PCWs for directional QD-photon interactions. We present PCWs designed to operate in the single mode regime, well away from the mode edge, and with moderate (30) and large (360) group indices. The designs have maximum forwards Purcell factors, at least 35 nm away from the nearest hole edge with $C > 0.95$, of 4.7 and 50 at group indexes of 30 and 360 respectively.

Our optimized designs, while respecting all fabrication requirements, break the symmetry of the initial [21] and other previously reported [30, 31, 33, 55, 56] topological PCWs, as the first 3 original crystal unit cells on each side of interface differ (see Appendix B for details). As a result, the T mode disappears, ensuring the SM operation of the remaining, NT mode. Moreover, this broken symmetry leads to an asymmetric (with respect to the direction of propagation, $\hat{x}$) field (and hence, $P_f$) distributions. This is most noticeable for slow-light modes (cf. Fig. 4c) but can also be observed in the faster mode (cf. Fig. 3c). In essence, our optimization further increases the chiral-projected local density of states by borrowing from other regions, in a way that is not possible with standard, topological PCW designs. Our results
demonstrate the power of efficient inverse optimization methods, providing a key to unlock the full potential of topological quantum photonics.
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Appendix A: Additional edge states existing at the edges of the GME supercell

The GME method assumes 2D periodicity. As the crystals on each side of the waveguide are inversion symmetry partners, at the $y$-limits of the GME waveguide unit cell a second topological waveguide is modeled. This is a legitimate design, though not the design of interest. As an example the band structure for the unit cell shown in figure 5(b) is plotted in figure 5(a). The unit cell contains two interfaces between the topologically distinct crystals, the first being the waveguide [21] which the optimization was started from and the second being another topological waveguide which has previously been described in Ref. [31].

FIG. 5. (a) Band structure for the unit cell in (b). The modes existing at guide 1 are drawn in purple, the modes existing at guide 2 are drawn in green, and the bulk modes are drawn in black. (b) GME unit cell containing the waveguide which the optimization was started from [21] and another waveguide [31].

Appendix B: Specifications of improved designs

In this appendix, the position and radii of holes in the initial and improved designs are provided. Table I lists the position and radii of the 12 holes closest to the interface in the initial design, which are the holes whose position and radii were allowed to be modified during the optimizations. Table II lists the change in position and radii of these holes for the new designs A and B.

TABLE I. Location and radius of the 12 holes, indexed by $m$, closest to the interface in the initial design. The x axis is at the center of the waveguide initial design, see figure 1 for the coordinate system.

| Design  | $x[a]$       | $y[a]$       | $r[a]$       |
|---------|--------------|--------------|--------------|
| Initial|              |              |              |
| 1       | 0.0000       | -2.4537      | 0.2350       |
| 2       | 0.0000       | -1.8764      | 0.1053       |
| 3       | 0.5000       | -1.5877      | 0.2350       |
| 4       | 0.5000       | -1.0104      | 0.1053       |
| 5       | 0.0000       | -0.7217      | 0.2350       |
| 6       | 0.0000       | -0.1443      | 0.1053       |
| 7       | 0.5000       | 0.1443       | 0.1053       |
| 8       | 0.5000       | 0.7217       | 0.2350       |
| 9       | 0.0000       | 1.0104       | 0.1053       |
| 10      | 0.0000       | 1.5877       | 0.2350       |
| 11      | 0.5000       | 1.8764       | 0.1053       |
| 12      | 0.5000       | 2.4537       | 0.2350       |

TABLE II. Change in position and radius of the 12 holes for designs A and B.

| Design  | $x[a]$       | $y[a]$       | $r[a]$       |
|---------|--------------|--------------|--------------|
| A       |              |              |              |
| B       |              |              |              |
TABLE II. Change in the location and radius of the 12 holes closest to the interface in design A and B. The hole indexes \( m \) are the same as in table I.

| Design | \( m \) | \( \Delta x[a] \) | \( \Delta y[a] \) | \( \Delta r[a] \) |
|--------|-------|----------------|----------------|-----------|
| Design A |
| 1 | 0.0316 | -0.1168 | -0.0349 |
| 2 | -0.1319 | -0.2374 | -0.0020 |
| 3 | -0.0121 | -0.1065 | 0.0461 |
| 4 | 0.4557 | -0.2218 | -0.0020 |
| 5 | 0.0089 | 0.0994 | 0.0922 |
| 6 | -0.0059 | 0.2224 | -0.0020 |
| 7 | -0.0078 | -0.2666 | 0.0699 |
| 8 | -0.0134 | -0.0600 | 0.0760 |
| 9 | 0.1667 | 0.2083 | -0.0020 |
| 10 | -0.1048 | 0.1439 | 0.0598 |
| 11 | -0.1484 | 0.2485 | -0.0020 |
| 12 | 0.0047 | 0.1063 | -0.0591 |

| Design B |
| 1 | 0.0579 | -0.1602 | -0.0616 |
| 2 | -0.1001 | -0.0970 | -0.0020 |
| 3 | -0.0150 | -0.0948 | -0.0133 |
| 4 | 0.4028 | -0.2156 | -0.0020 |
| 5 | 0.0849 | 0.0470 | 0.0606 |
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