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Abstract

Given a cloud of \( n \) data points in \( \mathbb{R}^d \), consider all projections onto \( m \)-dimensional subspaces of \( \mathbb{R}^d \) and, for each such projection, the empirical distribution of the projected points. What does this collection of probability distributions look like when \( n, d \) grow large?

We consider this question under the null model in which the points are i.i.d. standard Gaussian vectors, focusing on the asymptotic regime in which \( n, d \to \infty \), with \( n/d \to \alpha \in (0, \infty) \), while \( m \) is fixed. Denoting by \( \mathcal{F}_{m, \alpha} \) the set of probability distributions in \( \mathbb{R}^m \) that arise as low-dimensional projections in this limit, we establish new inner and outer bounds on \( \mathcal{F}_{m, \alpha} \). In particular, we characterize the Wasserstein radius of \( \mathcal{F}_{m, \alpha} \) up to logarithmic factors, and determine it exactly for \( m = 1 \). We also prove sharp bounds in terms of Kullback-Leibler divergence and Rényi information dimension.

The previous question has application to unsupervised learning methods, such as projection pursuit and independent component analysis. We introduce a version of the same problem that is relevant for supervised learning, and prove a sharp Wasserstein radius bound. As an application, we establish an upper bound on the interpolation threshold of two-layers neural networks with \( m \) hidden neurons.
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1 Introduction and main results

1.1 A null model for unsupervised learning

Given $n$ data points $x_1, \ldots, x_n \in \mathbb{R}^d$, Friedman and Tukey [FT74] proposed to look for interesting structures by plotting histograms of their projections onto $m$-dimensional subspaces (with $m \in \{1, 2\}$). They suggested to seek for projections that maximize a certain index of clustering of the resulting histograms. Diaconis and Freedman [DF84] showed that under incoherence conditions on the points $\{x_i\}_{i \leq n}$, most one-dimensional projections are nearly Gaussian. They also studied the null model in which $\{x_i\}_{i \leq n} \sim_{i.i.d.} \mathcal{N}(0, I_d)$, in the high-dimensional setting $n, d \to \infty$. They proved that, if $n/d \to \infty$ then the ‘least Gaussian’ one-dimensional projection converges to a standard Gaussian (in Kolmogorov-Smirnov distance), while, if $n/d \to \alpha \in (0, \infty)$, it does not.

We will study the (Gaussian) null model of [DF84], under the proportional asymptotics $n/d \to \alpha \in (0, \infty)$. Let $\mathcal{P}(\mathbb{R}^m)$ denote the space of all probability measures on $\mathbb{R}^m$, and $\{x_i\}_{i \leq n} \sim_{i.i.d.} \mathcal{N}(0, I_d)$. Denote by $X \in \mathbb{R}^{n \times d}$ the matrix with rows $x_i^\top$, $i \leq n$. We say that $P \in \mathcal{P}(\mathbb{R}^m)$ is $(\alpha, m)$-feasible if there exists a sequence of random orthogonal matrices $W = W_n(X, \omega) \in \mathbb{R}^{d \times m}$ ($W^\top W = I_m$) such that the empirical distribution of the projections $\{W^\top x_i\}_{i \leq n}$ converges weakly to $P$, in probability with respect to the randomness in $X, W$. (Here $\omega$ denotes additional randomness that can be used in the construction of $W$.) In formulas:

$$\mathcal{F}_{m, \alpha} := \left\{ P \in \mathcal{P}(\mathbb{R}^m) : \exists W = W_n(X, \omega), W^\top W = I_m \right\}.$$  \hspace{1cm} (1)

such that $\frac{1}{n} \sum_{i=1}^{n} \delta_{W^\top x_i} \xrightarrow{w} P$ in probability.  \hspace{1cm} (2)

(See Section 2 for clarifications about this definition.)

Understanding $\mathcal{F}_{m, \alpha}$ is relevant for a broad array of unsupervised learning methods. Indeed, non-Gaussian projections are sought by independent component analysis [HO00], blind deconvolution [LWDF11], and related methods [BKS+06, SNS16, Lop18].

The problem of characterizing $\mathcal{F}_{m, \alpha}$ was recently studied by Bickel, Kur and Nadler [BKN18], for the case $m = 1$. Denoting by $\mu_2(P) = \int x^2 P(dx)$ the second moment of $P$, and by $d_{KS}(P_1, P_2)$ the Kolmogorov-Smirnov distance between $P_1$ and $P_2$, [BKN18] proved the following:

$$\alpha \leq 1 \Rightarrow \{ P : \mu_2(P) \leq \alpha^{-1} - 1 \} \subseteq \mathcal{F}_{1, \alpha} \subseteq \{ P : \mu_2(P) \leq (\alpha^{-1/2} + 1)^2 \},$$  \hspace{1cm} (3)

$$\alpha > 1 \Rightarrow \mathcal{F}_{1, \alpha} \subseteq \{ P : d_{KS}(P, \mathcal{N}(0, 1)) \leq C \sqrt{\alpha^{-1} \log \alpha} \}.  \hspace{1cm} (4)$$
The paper [BKN18] also proved that certain mixtures of a Gaussian and a non-Gaussian component are feasible for $\alpha > 1$, leading the authors to conjecture that this is the case for all the feasible distributions.

We will establish several new results on this model:

**Wasserstein radius for $m = 1$.** Denoting by $W_2(P_1, P_2)$ the second Wasserstein distance between two probability measures $P_1$ and $P_2$, we prove that $\sup\{W_2(P, \mathcal{N}(0, I_m)) : P \in \mathcal{F}_{1, \alpha}\} = 1/\sqrt{\alpha}$. Note that this implies as a corollary the outer bound in Eq. (3), but it is significantly stronger.

**KL-Wasserstein outer bound.** We show that, for any $m$, $\mathcal{F}_{m, \alpha}$ is contained in a $W_2$ neighborhood of the feasible distributions $P$ such that $D_{KL}(P||\mathcal{N}(0, I_m)) \leq C m \alpha^{-1}(1 \lor \log \alpha)$, with $D_{KL}$ the Kullback-Leibler (KL) divergence (relative entropy). As a corollary, this bound implies an upper bound on the $W_2$ radius of $\mathcal{F}_{m, \alpha}$ that is tight within a factor $C \log \alpha$. However, the KL bound is significantly tighter than the $W_2$ bound for distributions $P$ that are less regular than Gaussians.

**Information dimension bound.** Denoting by $d(P)$ the lower information dimension of $P$ (see Definition 2.1), we prove that $\mathcal{F}_{m, \alpha}$ is contained in $\{P : d(P) \geq m(1 - 1/\alpha)\}$ for $\alpha > 1$.

For instance, if $P$ is supported on an $s$-dimensional smooth manifold in $\mathbb{R}^m$, then $d(P) \leq s$, and therefore $P$ is $(\alpha, m)$-feasible only if $\alpha \leq m/(m - s)$.

**$\chi^2$-KL divergence inner bound.** We establish an inner bound for the feasibility set $\mathcal{F}_{m, \alpha}$, which is expressed in terms of $\chi^2$ and KL divergence. For probability distributions $P$ for which these two distances from $\mathcal{N}(0, I_m)$ are comparable, this inner bound implies a lower bound on the maximum $\alpha$ for which $P$ is feasible, which is tight up to a logarithmic factor. As a comparison, the inner bound result in Eq. (3) only applies to the case $\alpha \leq 1$.

### 1.2 A null model for supervised learning

Our main motivation to revisit projection pursuit comes from supervised learning, and we establish their connection below.

To be definite, we consider a data model whereby $\{(x_i, y_i)\}_{i \in [n]}$ are i.i.d., with isotropic Gaussian covariates $x_i \sim \mathcal{N}(0, I_d)$ and responses $y_i \in \{+1, -1\}$ depending on low-dimensional projections of the $x_i$’s. Namely, for $k \leq d$, let $V \in \mathbb{R}^{d \times k}$ be an orthogonal matrix such that $V^\top V = I_k$. We assume that the conditional distribution of $y_i$ given $x_i$ only depends on $V^\top x_i$:

$$P(y_i = +1|x_i) = \varphi(V^\top x_i),$$

(and $P(y_i = -1|x_i) = 1 - \varphi(V^\top x_i)$) for a measurable function $\varphi : \mathbb{R}^k \to [0, 1]$. We notice in passing that this model can be easily generalized to continuous sub-Gaussian responses $y_i$, and our proofs apply to this case as well.

In many supervised learning methods, one seeks a model that only depends on a low-dimensional projection of the covariates. Fitting such a model requires to consider the possible distributions over $\{\pm 1\} \times \mathbb{R}^m$ that can be obtained by projecting the covariates onto an $m$-dimensional subspace of $\mathbb{R}^d$.

This motivates the following definition. We say that $P \in \mathcal{P}(\{\pm 1\} \times \mathbb{R}^m)$ is $(\alpha, m)$-feasible if there exists a sequence of random orthogonal matrices $W = W_n(X, y, \omega) \in \mathbb{R}^{d \times m}$ ($W^\top W = I_m$) such that the empirical distribution of the pairs $\{(y_i, W^\top x_i)\}_{i \leq n}$ converges weakly to $P$ (in probability with respect to the randomness in $X$, $y$ and $W$). In formulas:

$$\mathcal{F}_{m, \alpha} := \left\{ P \in \mathcal{P}(\{\pm 1\} \times \mathbb{R}^m) : \exists W = W_n(X, y, \omega), \ W^\top W = I_m, \right.$$  

$$\text{such that } \frac{1}{n} \sum_{i=1}^n \delta_{(y_i, x_i^\top W)} \overset{w}{\Rightarrow} P \text{ in probability} \right\}.$$

Characterizing the set $\mathcal{F}_{m, \alpha}$ gives access to a number of statistical quantities of interest. In this paper, we present the following results.
General ERM asymptotics. We consider a class of empirical risk minimization (ERM) problems over functions $f : \mathbb{R}^d \to \mathbb{R}$ of the form $f(x) = h(W^\top x)$, where both $h$ and $W$ are optimized over. We show that the asymptotics of the minimum empirical risk can be expressed in terms of a variational problem over the feasibility set $\mathcal{F}_{m,\alpha}^\phi$.

Wasserstein bound for $m = 1$. We prove an outer bound on $\mathcal{F}_{1,\alpha}$ for general $k = O(1)$, which generalizes the Wasserstein radius result obtained in the unsupervised setting. In fact this outer bound characterizes the maximum $W_2$ distance between the empirical distribution of one-dimensional projections and the expected distribution.

Interpolation for two-layer networks. As a corollary to the previous result, we prove that a neural network with two-layers and $m$ hidden neurons can separate $n$ data points in $d$ dimensions with margin $\kappa$ only if $md \geq C\kappa^2 n$ (where the limit $n, d \to \infty$ with $n/d \to \alpha$ is understood). Earlier bounds only required $md \geq Cn/\log(d/\kappa)$.

Margin distributions for linear classifier. We demonstrate the tightness of our $W_2$ bound by deriving the asymptotic distribution of the margins in linear max-margin classification.

The rest of this paper is organized as follows. We formally state our results for unsupervised and supervised learning, respectively, in Section 2, Section 3, and Section 4. We describe some of the proof ideas in Section 5, with actual proofs deferred to the appendices.

Notations
We denote by $\delta_x$ the Dirac measure at $x \in \mathcal{X}$, where $\mathcal{X}$ is a measurable space. The set of all probability measures on $\mathcal{X}$ is denoted as $\mathcal{P}(\mathcal{X})$. For a random variable $U$, $\text{Law}(U)$ denotes the probability distribution of $U$. For a positive integer $n$, we let $[n]$ be the set $\{1, 2, \cdots, n\}$. For two measures $P$ and $Q$, we use $P \otimes Q$ to denote their product measure.

We consistently use lowercase letters to denote scalars, boldface lowercase letters to denote vectors, and boldface uppercase letters to denote matrices. For a scalar $a$, we write $a_+ = \max(a, 0)$ and $a_- = \max(-a, 0)$. For two vectors $u$ and $v$, $\langle u, v \rangle$ denotes their scalar product. We use $\|u\|_2$ to denote the Euclidean norm of a vector $u$. We denote by $\mathbb{S}^{d-1}$ the unit sphere in $\mathbb{R}^d$.

We always use $\Phi$ and $\phi$ to denote the CDF and PDF of a standard normal variable, respectively. We write $X \perp Y$ if $X$ and $Y$ are two independent random variables. We denote by $O(d, m)$ the set of all $d \times m$ orthogonal matrices $W$ such that $W^\top W = I_m$.

Finally, whenever clear from the context, we identify a vector $x \in \mathbb{R}^k$ with its transpose $x^\top$: This reduces some notational burden, and amounts to identifying $\mathbb{R}^k$ with its dual.

2 Outer bounds: Unsupervised learning

Before stating our results, it is useful to recall the definition of feasibility set (2), and to clarify one element of this definition. Note that $\hat{P}_{n,W} := n^{-1} \sum_{i=1}^n \delta_{W^\top x_i}$ is a random probability distribution on $\mathbb{R}^m$. We say that $\hat{P}_{n,W} \Rightarrow P$ in probability if, for any $\varepsilon > 0$, $\mathbb{P}(d_W(\hat{P}_{n,W}, P) > \varepsilon) \to 0$, where $d_W$ is a distance that metrizes weak convergence. For instance $d_W$ can be taken to be the bounded Lipschitz distance or the Lévy-Prokhorov metric.

Given two probability distributions $P, Q$ on $\mathbb{R}^m$, we denote by $W_2(P, Q)$ the second Wasserstein distance between $P$ and $Q$. Namely

$$W_2(P, Q) := \left( \inf_{\gamma \in \Gamma(P,Q)} \int \|x - y\|^2 \gamma(dx \times dy) \right)^{1/2},$$

where the infimum is taken over the space $\Gamma(P,Q)$ of couplings of $(P, Q)$.

**Theorem 2.1** (Wasserstein radius for $m = 1$). Consider the case $m = 1$. Then for any $\alpha \in (0, \infty)$, we have

$$\sup \{ W_2(P, N(0,1)) : P \in \mathcal{F}_{1,\alpha} \} = \frac{1}{\sqrt{\alpha}},$$

(7)
Remark 2.1. The supremum above is achieved by taking \( P = N(0, (1 + \alpha^{-1/2})^2) \). Indeed, as shown in the proof of Theorem 2.1, this distribution is feasible by taking \( W = (v_1(X)) \), where \( v_1(X) \) is the top right singular vector of \( X \).

Recall the definition of the KL divergence. Given two probability measures \( P \) and \( Q \) on a measure space \( \mathcal{X} \), if \( P \) is absolutely continuous with respect to \( Q \), then

\[
D_{\text{KL}}(P \| Q) = \int_{\mathcal{X}} \log \left( \frac{dP}{dQ} \right) dP,
\]

where \( dP/dQ \) denotes the Radon-Nikodym derivative of \( P \) with respect to \( Q \). Otherwise, \( D_{\text{KL}}(P \| Q) = \infty \).

**Theorem 2.2 (KL-Wasserstein outer bound).** For \( a, b > 0 \), define the following neighborhood of \( N(0, 1) \):

\[
\mathcal{I}_m(a, b) = \left\{ P \in \mathcal{P}(\mathbb{R}^m) : \exists Q \in \mathcal{P}(\mathbb{R}^m), \text{ s.t. } W_2(P, Q) \leq a \text{ and } D_{\text{KL}}(Q \| N(0, 1)) \leq b \right\}.
\]

Then, there exist absolute constants \( C > 0 \) and \( \varepsilon_0 > 0 \) such that for any \( \varepsilon \in (0, \varepsilon_0) \), we have

\[
\mathcal{I}_m \subseteq \mathcal{I}_m \left( 1 + \frac{1}{\sqrt{\alpha}} \right) \sqrt{m} \varepsilon, \frac{m}{\alpha} \log \left( \frac{C}{\varepsilon} \right).
\]

As a direct consequence of Theorem 2.2, we obtain the following:

**Theorem 2.3.** There exists an absolute constant \( C_1 > 0 \) such that

\[
\mathcal{I}_{m, \alpha} \subseteq \left\{ P \in \mathcal{P}(\mathbb{R}^m) : W_2(P, N(0, 1)) \leq C_1 \sqrt{m} \frac{\max(\log \alpha, 1)}{\alpha} \right\}.
\]

Further, there exists \( P \in \mathcal{I}_{m, \alpha} \) such that \( W_2(P, N(0, 1)) = \sqrt{m/\alpha} \).

**Remark 2.2.** This theorem gives an upper bound on the \( W_2 \) radius of \( \mathcal{I}_{m, \alpha} \) for all \( m \). A comparison with Theorem 2.1 suggests that the \( \log \alpha \) factor might be due to the artifact of the proof, and we expect it to be removed via a more refined analysis. On the other hand, the lower bound shows that the factor \( \sqrt{m} \) is necessary.

Let us emphasize that even in the one-dimensional case, Theorem 2.2 is not a consequence of Theorem 2.1. There exist infeasible distributions that are excluded by Theorem 2.2 and satisfy \( W_2(P, N(0, 1)) \leq 1/\sqrt{\alpha} \). An interesting case is the one in which \( P \) is supported on a set of lower dimension. In particular for certain values of \( \alpha \), probability measures supported on low-dimensional manifolds in \( \mathbb{R}^m \) are not feasible, no matter how close they are to the standard normal distribution in \( \mathbb{R}^2 \) distance.

**Definition 2.1 (Information dimension [Rén59]).** Let \( X = (X_1, \ldots, X_m) \) be an arbitrary random variable in \( \mathbb{R}^m \), and denote for \( \varepsilon > 0 \) the following discretization of \( X \):

\[
(X)_\varepsilon = \left\lfloor \frac{X}{\varepsilon} \right\rfloor, \quad \text{where } \left\lfloor \frac{X}{\varepsilon} \right\rfloor = \left( \left\lfloor \frac{X_1}{\varepsilon} \right\rfloor, \ldots, \left\lfloor \frac{X_m}{\varepsilon} \right\rfloor \right).
\]

Let \( H(Z) \) denote the Shannon entropy of a discrete random variable \( Z \), i.e., \( H(Z) = -\sum_z P(Z = z) \log P(Z = z) \), and define

\[
\underline{d}(X) = \liminf_{\varepsilon \to 0} \frac{H((X)_\varepsilon)}{\log(1/\varepsilon)}, \quad \text{and } \overline{d}(X) = \limsup_{\varepsilon \to 0} \frac{H((X)_\varepsilon)}{\log(1/\varepsilon)},
\]

where \( \underline{d}(X) \) and \( \overline{d}(X) \) are called lower and upper information dimensions of \( X \), respectively. With an abuse of notation, we will write \( \underline{d}(P_X) := \underline{d}(X) \), \( \overline{d}(P_X) := \overline{d}(X) \) when \( X \sim P_X \).

**Theorem 2.4.** Assume \( \alpha > 1 \), and \( P \in \mathcal{P}(\mathbb{R}^m) \) satisfies \( \underline{d}(P) < m(1-1/\alpha) \). Then, \( P \) is not \((\alpha, m)\)-feasible. As a consequence, if \( P \) is supported on an \( s \)-dimensional smooth manifold in \( \mathbb{R}^m \) (where \( s < m \)) such that \( \alpha > m/(m-s) \), then \( P \) is not \((\alpha, m)\)-feasible.
Remark 2.3. Since any discrete distribution $P \in \mathcal{P}(\mathbb{R}^m)$ with finite entropy has information dimension equal to 0, we know that $P$ is not $(\alpha, m)$-feasible provided $\alpha > 1$. As a consequence, for any $\alpha > 1, \varepsilon > 0$, we can construct a distribution $P$ such that $W_2(P, N(0, I_m)) \leq \varepsilon$, and yet $P$ is infeasible. This is achieved by discretizing $N(0, I_m)$ on a scale $\varepsilon$, obtaining $P$ that is a countable combination of point masses at points in $\varepsilon \cdot \mathbb{Z}^m$.

A cartoon of the $W_2$ geometry of $\mathcal{F}_{1, \alpha}$ is given in Figure 1.

Note that, since $\mathcal{F}_{m, \alpha}$ is closed under weak convergence (Lemma E.7), the last infeasibility result applies to distributions $P$ that have a density in $\mathbb{R}^m$ but are sufficiently close —say— to a low-dimensional manifold.

3 Inner bounds: Unsupervised learning

In this section, we present our main results on inner bounds for the feasibility set $\mathcal{F}_{m, \alpha}$. Given a target distribution $P$, we will show that it is feasible (below a critical value of $\alpha$) in two steps: First, we consider a discretization of $P$ supported on a finite set of points $A \subseteq \mathbb{R}^m$. We will prove that the corresponding discretization of the empirical distribution $\hat{P}_{n, W}$ of the projected points converges to the discretization of $P$. We then establish feasibility of $P$ by taking increasingly denser meshes $A$.

For $P \in \mathcal{P}(\mathbb{R}^m)$ and a finite set $A = \{a_1, \ldots, a_M\} \subset \mathbb{R}^m$, define the $A$-discretization of $P$ as follows:

**Definition 3.1 (A-discretization).** For $x \in \mathbb{R}^m$, denote the projection of $x$ onto $A$ as $\langle x \rangle_A$, namely

$$\langle x \rangle_A = \arg\min_{a_i \in A} \|x - a_i\|_2.$$  

The $A$-discretization of $P$ is then defined as $\langle P \rangle_A = \text{Law}(\langle X \rangle_A)$ where $X \sim P$.

Let $P_A$ be a probability distribution with support on $A$ such that $P_A(a_i) > 0$ for every $a_i \in A$. We next define the feasibility lower bound $\overline{\alpha}_{lb}(P_A)$ for $P_A$. As stated formally below, for $\alpha < \overline{\alpha}_{lb}(P_A)$ we can find projections $W = W_A(X)$ such that the $A$-discretization of the empirical distribution of projected points is close to $P_A$ with probability bounded away from zero.
Definition 3.2 (Feasibility threshold of \( P_A \)). For \( Q \in \mathbb{R}^{m \times m} \) satisfying \( Q^\top Q \preceq I_m \), let \( \Phi^{(2)}_{A,Q} \) be the following probability distribution supported on \( A \times A \):

\[
\Phi^{(2)}_{A,Q} := \text{Law} \left( (G_1)_A, \ (G_2)_A \right), \quad (G_1,G_2) \sim N \left( 0, \begin{bmatrix} I_m & Q \\ Q^\top & I_m \end{bmatrix} \right).
\]

We define the probability distribution \( R^{(2)}_{A,Q} \) supported on \( A \times A \) via:

\[
R^{(2)}_{A,Q} := \arg\min_{R \in \mathcal{P}(A \times A)} \left\{ D_{KL}(R \| \Phi^{(2)}_{A,Q}) : \text{subject to} \sum_{j=1}^M R(a_i,a_j) = \sum_{j=1}^M R(a_j,a_i) = P_A(a_i), \forall i \in [M] \right\},
\]

where, specializing Eq. (8), we have \( D_{KL}(R \| \Phi^{(2)}_{A,Q}) = \sum_{j=1}^M R(a_i,a_j) \log(R(a_i,a_j)/\Phi^{(2)}_{A,Q}(a_i,a_j)) \). In words, \( R^{(2)}_{A,Q} \) is the information projection of the distribution \( \Phi^{(2)}_{A,Q} \) onto the set of distributions on \( A \times A \) whose both margins are \( P_A \).

Next define \( \Psi(\cdot; P_A) : \mathbb{R}^{m \times m} \rightarrow \mathbb{R} \) via

\[
\Psi(Q; P_A) := D_{KL}(R^{(2)}_{A,Q} \| \Phi^{(2)}_{A,Q}) + \frac{1}{\alpha} I(Q), \quad I(Q) := - \frac{1}{2} \log \det(I_m - Q^\top Q).
\]

(We set \( \Psi(Q; P_A) = +\infty \) if \( \|Q\|_{op} > 1 \), which is equivalent to defining \( \Psi(Q; P_A) \) only when \( Q^\top Q \preceq I_m \).)

Finally, we define

\[
\bar{\pi}_{lb}(P_A) := \sup \left\{ \alpha > 0 : \Psi(Q; P_A) > \Psi(0; P_A), \quad \forall Q \neq 0 \right\}.
\]

We next establish that \( \bar{\pi}_{lb}(P_A) \) is indeed a lower bound on the feasibility threshold for \( P_A \). (Here, feasibility is understood for the discretized projections.)

Theorem 3.1. Let \( P_A \) be a probability distribution on the finite set \( A \subseteq \mathbb{R}^m \) giving strictly positive mass to every \( a_i \in A \). If \( \alpha < \bar{\pi}_{lb}(P_A) \), then there exists a constant \( C \) and a sequence of a random orthogonal matrices \( W = W_n(X) \) such that

\[
\liminf_{n \rightarrow \infty} \mathbb{P} \left( d_{TV} \left( \langle \hat{P}_n,W \rangle_A, P_A \right) \leq \frac{C}{n} \right) > 0,
\]

where \( \hat{P}_n = (1/n) \sum_{i=1}^n \delta_{W^\top x_i} \) is the empirical distribution of the projected data points, and \( d_{TV} \) is the total variation distance.

In the next two subsections, we will apply this result to prove lower bounds on the supremum of \( \alpha \) such that \( P \in \mathcal{F}_{m,\alpha} \) for \( P \) a probability distribution with a density on \( \mathbb{R}^m \). We treat the cases \( m = 1 \) and \( m > 1 \) separately and carry out a more accurate analysis in the first case. As anticipated above, our proof is based on approximating \( P \) by \( P_A = \langle P \rangle_A \) for a sequence of finite sets \( A \) of increasing cardinality. It will be crucial to control the lower bounds \( \bar{\pi}_{lb}(P_A) \) along such a sequence. The following variational representation of the KL divergence turns out to be particularly useful.

Lemma 3.2 (Donsker-Varadhan representation of KL divergence). Let \( Q \) and \( P \) be two probability measures on the same space \( \mathcal{X} \), then we have

\[
D_{KL}(Q \| P) = \sup_{g : \mathcal{X} \rightarrow \mathbb{R}} \left\{ \mathbb{E}_Q \left[ g(X) \right] - \log \mathbb{E}_P \left[ \exp(g(X)) \right] \right\}.
\]

Moreover, recalling \( R^{(2)}_{A,Q} \) and \( \Phi^{(2)}_{A,Q} \) from Definition 3.2, and denoting

\[
\Phi_A := \text{Law} \left( (G)_A \right) \quad \text{for} \quad G \sim N(0, I_m),
\]

we get that

\[
D_{KL}(R^{(2)}_{A,Q} \| \Phi^{(2)}_{A,Q}) - D_{KL} \left( R^{(2)}_{A,0} \| \Phi^{(2)}_{A,0} \right) \geq \sup_{(\lambda_i,\mu_i) \in [M]} \left\{ \sum_{i=1}^M (\lambda_i + \mu_i) P_A(a_i) - \log \left( \sum_{i,j=1}^M e^{\lambda_i + \mu_j} \frac{P_A(a_i)P_A(a_j)}{\Phi_A(a_i)\Phi_A(a_j)} \Phi^{(2)}_{A,Q}(a_i,a_j) \right) \right\}.
\]
3.1 Inner bound for \(m = 1\)

Here we specialize our results to the case \(m = 1\), and consequently obtain an inner bound for \(F_{1,\alpha}\). To simplify our treatment, we will require that our target distribution \(P\) has a density \(p(x)\) on \(\mathbb{R}\), which satisfies the following assumption:

**Assumption 3.1.** Denote by \(\phi(x)\) the density of the standard normal distribution. Assume that \(P(dx) = p(x)\,dx, \mathbb{E}_P[X] = \int_{\mathbb{R}} xp(x)\,dx = 0\), and that the chi-square distance between \(P\) and \(\mathcal{N}(0,1)\) is finite, namely

\[
\chi^2(P, \mathcal{N}(0,1)) = \int_{\mathbb{R}} \frac{(p(x) - \phi(x))^2}{\phi(x)}\,dx < \infty.
\]

Since the KL divergence is always dominated by the chi-square distance, we know that \(D_{\text{KL}}(P||\mathcal{N}(0,1)) < \infty\).

**Theorem 3.3** (Lower bound on feasibility threshold for \(m = 1\)). Let \(P \in \mathcal{P}(\mathbb{R})\) have density function \(p(x)\) satisfying Assumption 3.1, and denote

\[
c_2 = \frac{1}{\sqrt{2}} \mathbb{E}_P(X^2 - 1) = \frac{1}{\sqrt{2}} \int_{\mathbb{R}} (x^2 - 1)(p(x) - \phi(x))\,dx.
\]

(Note that \(c_2^2 \leq \chi^2(P, \mathcal{N}(0,1))\) by Cauchy-Schwarz inequality.)

Define the following lower bound on the feasibility threshold for \(P\):

\[
\alpha_{\text{lb}}(P) = \max \min_{q \in [0,1]} \left\{ \frac{I(q)}{D_{\text{KL}}(P||\mathcal{N}(0,1))}, \frac{1}{2(c_2^2 + q(\chi^2(P, \mathcal{N}(0,1)) - c_2^2))} \right\}, \tag{12}
\]

where \(I(q) = -\log(1 - q^2)/2\). Then, as long as \(\alpha < \alpha_{\text{lb}}(P)\), \(P\) is \((\alpha,1)\)-feasible.

**Proposition 3.4** (Characterization of \(\alpha_{\text{lb}}(P)\)). Let \(\alpha_{\text{lb}}(P)\) be as defined in Eq. (12). Then, we have

\[
\alpha_{\text{lb}}(P) \geq \frac{1}{4} \min \left\{ \frac{1}{c_2^2}, \frac{1}{D_{\text{KL}}(P||\mathcal{N}(0,1))^{1/3}(\chi^2(P, \mathcal{N}(0,1)) - c_2^2)^{2/3}} \right\}.
\]

**Remark 3.1.** Recall that \(D_{\text{KL}}(P||\mathcal{N}(0,1)) \leq \chi^2(P, \mathcal{N}(0,1))\) always holds. If, in addition, \(\chi^2(P, \mathcal{N}(0,1)) \leq C_0 \cdot D_{\text{KL}}(P||\mathcal{N}(0,1))\), for a constant \(C_0\), then there exists another constant \(C = C(C_0)\) depending on \(C_0\) such that the following lower bound on the feasibility threshold holds:

\[
\alpha_{\text{lb}}(P) \geq \frac{C}{D_{\text{KL}}(P||\mathcal{N}(0,1))}.
\]

This matches the outer bound in Theorem 2.2 up to a logarithmic factor.

3.2 Inner bound for general \(m > 1\)

We now generalize the results in Section 3.1 to dimensions \(m > 1\).

**Assumption 3.2.** We assume that \(P \in \mathcal{P}(\mathbb{R}^m)\) has zero mean, and \(\chi^2(P, \mathcal{N}(0, I_m)) < \infty\). In particular, \(P\) has a density which we denote by \(p(x)\). Let \(\phi(x)\) be the density of \(\mathcal{N}(0, I_m)\), and further denote \(h(x) = (p(x) - \phi(x))/\phi(x)\). For any \(U \in O(m, m)\), the function \(h(Ux)\) has the following multivariate Hermite expansion (see the proof of Theorem 3.5):

\[
h(Ux) = \sum_{|n| \geq 2} c_n(U) \text{He}_{n_1}(x_1) \cdots \text{He}_{n_m}(x_m),
\]

where \(x = (x_1, \ldots, x_m)\), \(n = (n_1, \ldots, n_m)\), \(c_n(U) = c_{n_1,\ldots,n_m}(U)\), and \(|n| = n_1 + \cdots + n_m\). Moreover, we know that for \(G \sim \mathcal{N}(0, I_m)\),

\[
\chi^2(P, \mathcal{N}(0, I_m)) = \mathbb{E}[h(G)^2] = \mathbb{E}[h(UG)^2] = \sum_{|n| \geq 2} c_n(U)^2,
\]

which is independent of \(U\) due to rotational invariance of \(\mathcal{N}(0, I_m)\).
We begin with an elementary calculation that characterizes the asymptotics of this distribution for a vector and that empirical risk minimization (ERM) problem:

\[
\sup_{U \in O(m, m)} \left\{ \sum_{|n| \geq 2} c_n(U)^2 \prod_{i=1}^m q_i^n \right\} < \frac{1}{2\alpha} \sum_{i=1}^m q_i^2 = \frac{1}{2\alpha} \|Q\|_F^2,
\]

and that

\[
\alpha < \inf_{Q \in Q_0} \frac{I(Q)}{D_{KL}(P\|N(0, I_m))}.
\]

Then, as long as \(\alpha < \alpha_{th}(P)\), \(P\) is \((\alpha, m)\)-feasible.

4 Main results: Supervised learning

In order to motivate our generalization of previous results to supervised learning, consider the following empirical risk minimization (ERM) problem:

\[
\hat{R}_n^*(X, y) := \inf_{h \in \mathcal{H}_m} \inf_{W \in O(d, m)} \frac{1}{n} \sum_{i=1}^n L(y, h(W^T x_i)).
\]  

(13)

Here the minimization is over \(W\) in \(O(d, m)\), the set of \(d \times m\) orthogonal matrices, and \(h\) in a set \(\mathcal{H}_m\) of functions \(h : R^m \to R\). For instance, we could consider \(\mathcal{H}_m := \{h : R^m \to R : \|h\|_{Lip} \leq C\}\) (the set of functions with Lipschitz modulus at most \(C\)), or \(\mathcal{H}_m := \{h(u) = \sum_{i=1}^m a_i \sigma(u_i) : \|a\|_1 \leq B\}\) so that \(x \mapsto h(W^T x)\) is a two-layer neural network with total second-layer weights bounded by \(B\) and orthonormal first-layer weights. Finally \(\mathcal{H}_m := \{h(u) = \sum_{i=1}^m a_i \sigma(b_i, u) : \|a\|_1 \leq B, \|b_i\|_2 \leq B, \forall i \leq m\}\) allows to treat all two-layer networks with \(m\) neurons and bounded first and second-layer weights.

The next proposition establishes that the minimum of the empirical risk is given asymptotically by a variational problem over the feasibility set \(\mathcal{F}_{m, \alpha}\).

Proposition 4.1. Assume \(n, d \to \infty\) with \(n/d \to \alpha \in (0, \infty)\). Further assume \(L : \{+1, -1\} \times R \to R\) to be bounded continuous, and \(\mathcal{H}_m \subseteq \{h : R^m \to R : \|h\|_{Lip} \leq C\}\), for some constant \(C\). Then, we have

\[
p\lim_{n,d \to \infty} \hat{R}_n^*(X, y) = \inf_{h \in \mathcal{H}_m} \inf_{P \in \mathcal{F}_{m, \alpha}} \int \left\{ \frac{1}{2\alpha} \|P(y, h(z)) P(dy, dz) \right\}.
\]  

(14)

(For a sequence of random variables \(\{Z_n\}_{n \geq 1}\) and a constant \(c\), \(p\lim_{n \to \infty} Z_n = c\) if \(c\) is the infimum of all \(c'\) such that \(\lim_{n \to \infty} \mathbb{P}(Z_n \geq c') = 0\).)

4.1 Wasserstein outer bound for \(m = 1\)

Throughout this section, we assume \(m = 1\), so that \(W = w \in S^{d-1}\). Recall the data model defined in Section 1.2, whereby \(x_i \sim N(0, I_d)\) and \(y_i \in \{+1, -1\}\) are such that

\[
\mathbb{P}(y_i = +1|x_i) = \varphi(V^T x_i) = 1 - \mathbb{P}(y_i = -1|x_i),
\]

with \(V \in O(d, k)\). Notice that we allow for \(k > 1\).

We are interested in the empirical distribution of \(\{(y_i, \langle w, x_i \rangle)\}_{i \leq n}\), denoted by

\[
\hat{P}_n : = \frac{1}{n} \sum_{i=1}^n \delta_{(y_i, \langle w, x_i \rangle)}.
\]

We begin with an elementary calculation that characterizes the asymptotics of this distribution for a vector \(w\) that does not depend on the data \(X, y\).
Lemma 4.2. Let the random variables \((Y, G, Z)\) be such that
\[
(Y, G) \perp Z, \ G \sim \mathcal{N}(0, I_k), \ Z \sim \mathcal{N}(0, 1), \text{ and } P(Y = +1| G) = \varphi(G) = 1 - P(Y = -1| G).
\]
For \(w \in \mathbb{R}^{d-1}\) independent of \(X, y\), define
\[
P_w = \text{Law} \left( Y, w^\top V G + \sqrt{1 - \|V^\top w\|^2_2} \cdot Z \right).
\]
Then, in the limit \(n, d \to \infty\) (not necessarily proportionally), we have, in probability,
\[
\lim_{n, d \to \infty} d_{KS}(\hat{P}_{n,w}, P_w) = 0.
\]  
\[
(17)
\]
In other words, the empirical distribution we are interested in, \(\hat{P}_{n,w}\), is close to \(P_w\) for ‘most’ directions \(w\). This is analogous to the result of [DF84] establishing, in the unsupervised setting, that one-dimensional projections are Gaussian along most directions. (Note however that, unlike [DF84], we assume here a specific data distribution.)

We next quantify the \(W_2\) deviation of \(\hat{P}_{n,w}\) from \(P_w\) along ‘atypical’ directions. It is useful to define a modified \(W_2\) distance for future applications.

Definition 4.1 (\(\eta\)-constrained \(W_2\) distance). Let \(P\) and \(Q\) be two probability measures on \(\mathbb{R}^d\). For any \(\eta \geq 0\), the \(\eta\)-constrained \(W_2\) distance between \(P\) and \(Q\) is defined by
\[
W_2^{(\eta)}(P, Q) = \left( \inf_{\gamma \in \Gamma^{(\eta)}(P, Q)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|_2^2 \gamma(dx \times dy) \right)^{1/2},
\]
where \(\Gamma^{(\eta)}(P, Q)\) denotes the set of all couplings \(\gamma\) of \(P\) and \(Q\) which satisfy
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} (e_1, x - y)^2 \gamma(dx \times dy) \leq \eta^2,
\]
where \(e_1 = (1, 0, \ldots, 0)^\top\). By convention \(W_2^{(\eta)}(P, Q) = \infty\) whenever \(\Gamma^{(\eta)}(P, Q) = \emptyset\).

We notice that this definition can be easily generalized to \(W_p\) distance for every \(p \geq 1\), and to projections along more than one direction.

Theorem 4.3. Consider i.i.d. data \((y, X) = \{(y_i, x_i)\}_{i \in [n]}\), with \(x_i \sim \mathcal{N}(0, I_d)\) and \(P(y_i = +1|x_i) = \varphi(V^\top x_i)\), cf. Section 1.2. Assume that \(n, d \to \infty\) with \(n/d \to \alpha \in (0, \infty)\) with \(k\) fixed. Then for all \(\eta > 0\), we have, almost surely,
\[
\lim_{n, d \to \infty} \max_{\|w\|_2 = 1} \left( W_2^{(\eta)}(\hat{P}_{n,w}, P_w) - \frac{1}{\sqrt{\alpha}} \sqrt{1 - \|V^\top w\|^2_2} \right) = 0.
\]
\[
(19)
\]
Informally, this theorem ensures that the \(W_2\) distance between the empirical distribution of \(\{(w, x_i)\}_{i \leq n}\) and the second marginal distribution of \(P_w\) is upper bounded by \(\sqrt{(1 - \|V^\top w\|^2_2)/\alpha}\) if we match the two probability measures on their first marginal (by letting \(\eta \to 0\)).

Remark 4.1. Since the constrained Wasserstein distance always dominates the original one, an immediate consequence of Theorem 4.3 is that, almost surely,
\[
\lim_{n, d \to \infty} \max_{\|w\|_2 = 1} \left( W_2(\hat{P}_{n,w}, P_w) - \frac{1}{\sqrt{\alpha}} \sqrt{1 - \|V^\top w\|^2_2} \right) = 0,
\]
which further implies that
\[
\mathcal{F}_{1,\alpha}^\mathcal{P} \subseteq \bigcup_{\|\beta\|_2 \leq 1} \left\{ P \in \mathcal{P}(\{\pm 1\} \times \mathbb{R}) : W_2 \left( P, \text{Law} \left( Y, \beta^\top G + \sqrt{1 - \|\beta\|^2_2} Z \right) \right) \leq \frac{\sqrt{1 - \|\beta\|^2_2}}{\sqrt{\alpha}} \right\}.
\]
While the above bounds are for \( m = 1 \), any one-dimensional projection of a probability distribution in \( \mathcal{F}_{m,\alpha}^{\hat{c}} \) must belong to \( \mathcal{F}_{1,\alpha}^{\hat{c}} \). We thus obtain the following outer bound on \( \mathcal{F}_{m,\alpha}^{\hat{c}} \):

\[
\mathcal{F}_{m,\alpha}^{\hat{c}} \subseteq \bigcap_{\|\theta\|_2=1} \bigcup_{\|\beta\|_2 \leq 1} \left\{ P \in \mathcal{P}(\{\pm 1\} \times \mathbb{R}^m) : W_2 \left( \theta^T P, \text{Law} \left( Y, \beta^T G + \sqrt{1 - \|\beta\|_2^2} Z \right) \right) \leq \frac{\sqrt{1 - \|\beta\|_2^2}}{\sqrt{\alpha}} \right\},
\]

where we recall the triple \((Y, G, Z)\) from Lemma 4.2, and define \( \theta^T P = \text{Law}(Y; \theta^T U) \) for \( P = \text{Law}(Y, U) \).

**Remark 4.2.** While for simplicity we state Theorem 4.3 for the case of binary responses \( y_i \in \{+1, -1\} \), the proof actually applies to the case of continuous sub-Gaussian responses \( y_i \in \mathbb{R} \) as well.

### 4.2 Interpolation threshold for two-layers neural network

As mentioned at the beginning of this section, a bound on the feasibility set \( \mathcal{F}_{m,\alpha}^{\hat{c}} \) can be used to bound the typical value of the training error (minimum empirical risk) over certain function classes, in the proportional asymptotics. Of particular interest is the case of zero training error, which corresponds to interpolation\(^1\). We provide an illustration of this application by considering binary classification with a positive margin \( \kappa > 0 \), using two-layer networks with \( m \) hidden neurons.

For \( \kappa > 0 \), consider the loss function \( L(y, \hat{y}) = (\kappa - y\hat{y})^+ \) and the following set of functions:

\[
\mathcal{H}_m = \left\{ h(u) = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} a_i \sigma((b_i, u)) : \|a\|_1 \leq mB, \max_{i \in [m]} \|b_i\|_2 \leq B \right\},
\]

where \( B > 0 \) is a constant.

Recalling the definition of \( \hat{R}_n^\kappa(X, y) \) in Eq. (13), we have \( \hat{R}_n^\kappa(X, y) = 0 \) if and only if there exists a function \( f(x; \hat{a}, \hat{W}) \in \mathcal{F}_{n}^{m,B} \) such that \( y_i f(x_i; \hat{a}, \hat{W}) \geq \kappa \) for all \( i \in [n] \). Here, \( \mathcal{F}_{n}^{m,B} \) denotes the collection of two-layers neural networks with bounded first and second-layer coefficients:

\[
\mathcal{F}_{n}^{m,B} = \left\{ f(x; a, W) = \frac{1}{\sqrt{m}} \sum_{j=1}^{m} a_j \sigma(\langle w_j, x \rangle), \|a\|_1 \leq mB, \max_{j \in [m]} \|w_j\|_2 \leq B \right\}.
\]

Our next theorem applies the \( W_2 \) upper bound of the previous section to bound the \( \kappa \)-margin interpolation threshold for this model.

**Theorem 4.4.** Consider i.i.d. data \( (y, X) = \{(y_i, x_i)\}_{1 \leq i \leq n} \) where \( y_i \sim \text{Unif}(\{+1, -1\}) \) is independent of \( x_i \sim \mathcal{N}(0, I_m) \). Assume \( n, d \to \infty \) with \( m \) fixed, and further assume that \( \sigma(x) \) is \( L \)-Lipschitz. Then,

\[
\frac{n}{md} > \frac{2L^2B^4}{\kappa^2} \implies \lim_{n, d \to \infty} \mathbb{P} \left( \hat{R}_n^\kappa(X, y) = 0 \right) = 0.
\]

**Remark 4.3.** Notice that the bound of Theorem 4.3 holds for \( m = 1 \), while the last theorem considers models with general \( m \geq 1 \). In the proof we show that the \( m = 1 \) bound can be leveraged to control higher-dimensional cases as well.

Notice that the Lipschitz constant of \( f \in \mathcal{F}_{n}^{m,B} \) is upper bounded by \( \frac{L \|P \|_F}{\sqrt{m}} = LB^2 \). Hence the last theorem indicates that a \( \kappa \)-margin interpolating network exists only if \( md/n \geq \kappa^2/(2L^2) \). The dependence on \( m, d, n \) is the natural one: we expect vanishing training error to be possible only if the number of parameters \( md \) is larger than the sample size \( n \). Despite this is an intuitive necessary condition, we are not aware of a proof of this fact, even in the asymptotic setting treated here. A recent paper [MZ20] proves that if a \( \kappa \)-margin solution exists, then \( md/n \geq C_{L,B}/\log(d/\kappa) \) which is significantly weaker in large dimensions.

We also point out that the case \( m = 1 \) corresponds to linear separability, and has been studied in detail (see next section). In that case the condition above reduces to \( d/n \geq \kappa^2/(2L^2) \), which captures the known correct dependence on \( \kappa \) for \( \kappa \) bounded away from 0.

---

\(^1\)Notice that the vanishing of (14) does not imply exactly vanishing training error but \( \hat{R}_n^\kappa(X, y) \). For instance, in the case of hinge loss this means that all but \( o(n) \) points are classified correctly with margin \( \kappa - o(1) \).
4.3 Distribution of margins for max-margin classification

In this section we assume \(m = k = 1\) and write \(\mathbf{V} = \mathbf{\theta}_* \in \mathbb{S}^{d-1}\). Hence, for \(i \in [n]\), we have \(\mathbf{x}_i \sim \mathcal{N}(0, \mathbf{I}_d)\) and \(\mathbb{P}(y_i = +1|\mathbf{x}_i) = \varphi(\langle \mathbf{x}_i, \mathbf{\theta}_* \rangle) = 1 - \mathbb{P}(y_i = -1|\mathbf{x}_i)\), cf. Eq. (5). The max-margin classifier is defined by

\[
\hat{\mathbf{\theta}}^{\text{MM}} := \hat{\mathbf{\theta}}^{\text{MM}}(\mathbf{y}, \mathbf{X}) = \arg\max_{\|\mathbf{\theta}\|_\alpha = 1} \min_{1 \leq i \leq n} \{y_i \langle \mathbf{\theta}, \mathbf{x}_i \rangle\}.
\]  

(22)

Define the random variables \((\mathbf{Y}, \mathbf{G}, \mathbf{Z})\) as in Eq. (15), for \(k = 1\). We will assume that \(\varphi\) is such that \(\mathbb{P}(\mathbf{Y} \mathbf{G} > x) \land \mathbb{P}(\mathbf{Y} \mathbf{G} < -x) > 0\) for all \(x\) (Assumption 3 in [MRSY19]).

It was proven in [CS20, MRSY19] that, for \(\kappa \geq 0\), a \(\kappa\)-margin solution exists with high probability if \(\alpha < \alpha_\kappa(\kappa)\), and does not exist with high probability if \(\alpha > \alpha_\kappa(\kappa)\). The critical threshold \(\alpha_\kappa(\kappa)\) is defined as

\[
\alpha_\kappa(\kappa) := \max_{\rho \in [-1,1]} F_\kappa(\rho), \quad F_\kappa(\rho) = \frac{1 - \rho^2}{\mathbb{E}\left[(\kappa - \rho \mathbf{Y} \mathbf{G} - \sqrt{1 - \rho^2} \mathbf{Z})^2\right]}.
\]  

(23)

For \(\alpha < \alpha_\kappa(0)\), we define \(\kappa_\alpha(\alpha)\) to be the unique \(\kappa > 0\) such that \(\alpha = \alpha_\kappa(\kappa)\), whose existence is ensured by the fact that \(\alpha_\kappa(\kappa)\) is strictly decreasing.

Here we are interested in the distribution of margins for the max-margin solution. To be accurate, we denote the empirical distribution of margins by

\[
\hat{\mathbb{P}}_{n, \hat{\mathbf{\theta}}^{\text{MM}}} = \frac{1}{n} \sum_{i=1}^{n} \delta_{\hat{\mathbb{y}}_i \langle \hat{\mathbf{\theta}}^{\text{MM}}, \mathbf{x}_i \rangle}.
\]  

(24)

The margin distribution provides useful information about the structure of the max-margin classifier. In order to state our result, we need to establish the following analytical fact.

**Lemma 4.5.** The function \(F_\kappa(\rho)\) defined in Eq. (23) has a unique maximizer \(\rho_\kappa(\kappa) \in (-1,1)\).

Following the notation of this lemma, we define

\[
P_{\kappa, \varphi} = \text{Law}\left(\max \left(\kappa, \rho_\kappa(\kappa) \mathbf{Y} \mathbf{G} + \sqrt{1 - \rho_\kappa(\kappa)^2} \mathbf{Z}\right)\right).
\]  

(25)

The next theorem is proved by an application of the \(W_2\) bound of Theorem 4.3.

**Theorem 4.6.** Consider i.i.d. data \(\{(y_i, \mathbf{x}_i)\}_{1 \leq i \leq n}\) where \(\mathbf{x}_i \sim \mathcal{N}(0, \mathbf{I}_d)\) and \(y_i \in \{+1,-1\}\) are such that \(\mathbb{P}(y_i = +1|\mathbf{x}_i) = \varphi(\langle \mathbf{x}_i, \mathbf{\theta}_* \rangle) = 1 - \mathbb{P}(y_i = -1|\mathbf{x}_i)\). Assume \(n, d \to \infty\) with \(n/d \to \alpha \in (0, \alpha_\kappa(0))\) and denote \(\kappa = \kappa_\alpha(\alpha)\). Recall \(\hat{\mathbb{P}}_{n, \hat{\mathbf{\theta}}^{\text{MM}}}\) from Eq. (24) and \(P_{\kappa, \varphi}\) from Eq. (25). Then we have

\[
p\text{-}\lim_{n \to \infty} W_2\left(\hat{\mathbb{P}}_{n, \hat{\mathbf{\theta}}^{\text{MM}}}, P_{\kappa, \varphi}\right) = 0.
\]

**Remark 4.4.** This result is already non-trivial in the case of purely random labels, i.e., if \(\varphi(\mathbf{x}) = \varphi_0(\mathbf{x}) = 1/2\) identically. In this case \(\rho_\kappa(\kappa) \equiv 0\) and the limiting distribution is \(P_{\kappa, \varphi_0} = \text{Law}\left(\max(\kappa, \mathbf{Z})\right)\) where \(\mathbf{Z} \sim \mathcal{N}(0,1)\).

In other words, \(P_{\kappa, \varphi_0}\) is a Gaussian truncated at \(\kappa\), with the missing density replaced by a point mass at \(\kappa\). It is easy to check that the mass at \(\kappa\) is equal to \(1 - \Phi(\kappa)\):

\[
P_{\kappa, \varphi_0}(\mathbf{dx}) = (1 - \Phi(\kappa)) \delta_\kappa + \phi(\mathbf{x})1_{|\mathbf{x}| \geq \kappa} \mathbf{dx},
\]

with \(\phi(\mathbf{x})\) the standard Gaussian density. In words, roughly \((1 - \Phi(\kappa))n\) of the training samples have margin \(\kappa\), and the others have Gaussian margins, conditional on being at least \(\kappa\).

5 Proof techniques

In the previous sections we presented two types of general outer bounds for the set of \((\alpha, m)\)-feasible probability measures: (i) Tight uniform upper bound on \(W_2(\mathbb{P}, \mathcal{N}(0,1))\), where \(\mathbb{P} \in \mathcal{F}_{1,n}\); (ii) Characterization
of $F_{m,\alpha}$ via the KL-Wasserstein neighborhood for general $m \geq 1$. We hereby briefly describe the methods we use to prove these two types of results, with most of the technical work deferred to the appendices. We will mainly focus on the unsupervised case: the supervised case is technically more cumbersome, but can be addressed using the same ideas. We also illustrate the lower bound on the $W_2$ radius by constructing specific feasible distributions on $\mathbb{R}^m$, and sketch the proof of the $\chi^2$-KL inner bound via the second moment method.

**Wasserstein outer bound for $m = 1$.** We begin with defining the following random variable:

$$\xi_n = \frac{1}{\sqrt{\alpha}} \max_{\|w\|_2 = 1} W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{(x_i, w)}, N(0, 1) \right)$$

$$= \min_{\|w\|_2 = 1} \left\{ \frac{1}{\sqrt{\alpha}} - W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{(x_i, w)}, N(0, 1) \right) \right\}$$

$$= \min_{\|w\|_2 = 1} \max_{u \in \mathbb{R}^d, \lambda \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{\alpha}} - W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{u_i}, N(0, 1) \right) + \frac{1}{n} \lambda^\top (u - \|w\|_2 h) + \frac{1}{n} \|\lambda\|_2 w^\top g \right\}.$$

Note that a uniform $W_2$ upper bound is equivalent to a lower bound on $\xi_n$. Applying a variant of Gordon’s Gaussian comparison inequality [Gor85, TOH15] (with some additional technical work since the domains are unbounded) then yields

$$\mathbb{P} (\xi_n \leq t) \leq 2 \mathbb{P} \left( \xi_n^{(1)} \leq t \right), \forall t \in \mathbb{R},$$

where

$$\xi_n^{(1)} = \min_{\|w\|_2 = 1} \max_{u \in \mathbb{R}^d, \lambda \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{\alpha}} - W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{u_i}, N(0, 1) \right) + \frac{1}{n} \lambda^\top (u - \|w\|_2 h) + \frac{1}{n} \|\lambda\|_2 w^\top g \right\}.$$

Here, $g \sim N(0, I_d)$ and $h \sim N(0, I_n)$ are mutually independent, and further independent of $X$.

It then suffices to obtain a high-probability lower bound for $\xi_n^{(1)}$. By direct calculation,

$$\xi_n^{(1)} = \min_{u \in \mathbb{R}^d} \max_{\lambda \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{\alpha}} - W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{u_i}, N(0, 1) \right) + \frac{1}{n} \lambda^\top (u - h) - \frac{1}{n} \|\lambda\|_2 \|g\|_2 \right\}$$

$$= \min_{u \in \mathbb{R}^d, \lambda \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{\alpha}} - W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{u_i}, N(0, 1) \right) + \frac{\gamma}{\sqrt{n}} (\|u - h\|_2 - \|g\|_2) \right\}$$

$$\geq \min_{u \in \mathbb{R}^d, \lambda \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{\alpha}} - W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{u_i}, N(0, 1) \right) + \frac{\gamma}{\sqrt{n}} (\|u - h\|_2 - \|g\|_2) \right\}.$$

By the law of large numbers, with high probability we have

$$\frac{1}{\sqrt{n}} (\|u - h\|_2 - \|g\|_2) \geq W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{u_i}, N(0, 1) \right) - \frac{1}{\sqrt{\alpha}} - \varepsilon$$

for an (arbitrarily) small $\varepsilon > 0$, which in turn implies $\xi_n^{(1)} \geq -\varepsilon$. Hence, $\mathbb{P} (\xi_n \leq -\varepsilon) \to 0$ as $n \to \infty$. Consequently, the following holds with high probability:

$$\max_{\|w\|_2 = 1} W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{(x_i, w)}, N(0, 1) \right) \leq \frac{1}{\sqrt{\alpha}} + \varepsilon.$$

Combining the above uniform (for $w \in S^{d-1}$) upper bound with a compactness argument implies that any feasible distribution $P$ must satisfy $W_2 (P, N(0, 1)) \leq 1/\sqrt{\alpha}$.

**KL-Wasserstein outer bound for general $m$.** The proof follows from a covering argument on the Stiefel manifold $O(d, m)$. Assume $P \in F_{m,\alpha}$, then with high probability there exists a $W \in N_{\varepsilon}(d, m)$ such that
In the context of projection pursuit, one seeks a projection matrix $W$ that can then be used to lower bound the probability that there exists a solution: constraint satisfaction problems (CSPs) [AM02, ANP05, AM06]. Usually, one constructs a non-negative centered at $N(0, I_m)$. For any fixed $W \in N_\varepsilon(d, m)$ and $a > 0$, the KL divergence between $\hat{P}_{n,W}$ and $N(0, I_m)$ is upper bounded by a with probability at least $1 - \exp(-n(a + o(1)))$ (Sanov’s theorem, see, e.g., [DZ10, Thm. 6.2.10]). This result is a typical application of large deviations theory for empirical distributions.

Now we can apply the union bound to $W \in N_\varepsilon(d, m)$. Properly choosing $a = a(\varepsilon)$ yields a high-probability upper bound on $\max_{W \in N_\varepsilon(d, m)} D_{KL}(\hat{P}_{n,W} || N(0, I_m))$, which, together with the $W_2$ approximation, gives the desired KL-Wasserstein outer bound.

**Lower bound on $W_2$ radius.** The lower bound on the $W_2$ radius $\{W_2(P, N(0, I_m)) : P \in \mathcal{F}_{m,\varepsilon}\}$ is obtained by taking $W = (v_1(X), \ldots, v_m(X))$, where $v_i(X) \in R^d$ is the $i$-th right singular vector of $X$. We therefore have $XW = (s_1u_1(X), \ldots, s_mu_m(X))$, where $s_i$ is the $i$-th singular value and $u_i(X)$ is the $i$-th left singular vector of $X$. By the Bai-Yin law (see, e.g., [BS10]), $s_1, \ldots, s_m \rightarrow (1 + \alpha^{-1/2})$ almost surely, and by rotational invariance $(u_1(X), \ldots, u_m(X)) \in O(n, m)$ is uniformly random on the Stiefel manifold, whence it is easy to show that, in probability

$$\frac{1}{n} \sum_{i=1}^m \delta_{W^\top x_i} \overset{P}{\rightarrow} \mathcal{N}(0, (1 + \alpha^{-1/2})^2 I_m).$$

It is then sufficient to compute $W_2(P, N(0, I_m)) = \sqrt{m/\alpha}$.

**$\chi^2$-KL divergence inner bound.** As described in Section 3, the proof follows the following scheme: (1) Discretize the probability distribution $P$ using a finitely supported distribution $P_A$; (2) Prove a feasibility result for the discrete distribution $P_A$ (Theorem 3.1); (3) Control the limit of finer and finer discretizations (Theorem 3.3 and Theorem 3.5).

The proof of Theorem 3.1 is based on the second moment method and is the most technical part of the paper. The second moment method has been successful in proving existence of solutions for random constraint satisfaction problems (CSPs) [AM02, ANP05, AM06]. Usually, one constructs a non-negative random variable $Z = Z(X)$ such that $Z > 0$ if and only if a solution exists. The Paley-Zygmund inequality can then be used to lower bound the probability that there exists a solution:

$$\Pr(A \text{ solution exists}) = \Pr(Z > 0) \geq \frac{\mathbb{E}[Z]^2}{\mathbb{E}[Z^2]}.$$ 

In the context of projection pursuit, one seeks a projection matrix $W$ such that $\hat{P}_{n,W}$ is close to the target distribution $P$. Therefore, a nature choice for $Z$ would be

$$Z := \int_{O(d,m)} 1 \left\{ \hat{P}_{n,W} \in B_\varepsilon(P) \right\} \mu_{d,m}(dW),$$

where $\mu_{d,m}$ is the uniform measure on $O(d, m)$, and $B_\varepsilon(P)$ is a small neighborhood of $P$ in $\mathcal{P}(R^m)$ with respect to some topology. We then calculate the first and second moments of $Z$, and show that $\mathbb{E}[Z^2] = O(1) \cdot \mathbb{E}[Z]^2$ for $\alpha$ below a certain feasibility threshold. When computing these moments, we use a refined version of the classical Sanov’s theorem to obtain exact asymptotics of the large deviation probability $\Pr(\hat{P}_{n,W} \in B_\varepsilon(P))$, which can be found in [din, Ney83].
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A Notations

Throughout the proof, we denote by \( \|X\|_{op} \) and \( \|X\|_F \) the operator norm and Frobenius norm of a matrix \( X \), respectively. We use \( C \) and \{\( C_i \)\}_{i \geq 0} to refer to constants independent of \( n \) and \( d \), whereas the values of \( C \) and \{\( C_i \)\}_{i \geq 0} can change from line to line. We always assume the proportional limit \( n/d \rightarrow \alpha \in (0, \infty) \), which is often abbreviated as \( d \rightarrow \infty \) (or \( n \rightarrow \infty \)). For example, when we write \( \lim_{n \rightarrow \infty} \), it is understood that the limit is taken under \( n/d \rightarrow \alpha \). Now we show that \( 1/n \) is achievable. Let \( \varphi = \varphi_0 \equiv 1/2 \), we obtain that for any \( \eta > 0 \), with probability one,

\[
\limsup_{d \rightarrow \infty} \max_{\|w\|_2 = 1} W_2(n) \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, (x_i, w))}, \text{Unif}(\{\pm 1\}) \otimes \mathcal{N}(0,1) \right) \leq \frac{1}{\sqrt{\alpha}},
\]

where \( y_i \sim \text{Unif}(\{\pm 1\}) \) is independent of \( x_i \sim \mathcal{N}(0, I_d) \) for \( i \in [n] \). This further implies that

\[
\limsup_{d \rightarrow \infty} \max_{\|w\|_2 = 1} W_2 \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, w)}, \mathcal{N}(0,1) \right) \leq \frac{1}{\sqrt{\alpha}}.
\]

Assume \( P \) is \((\alpha, 1)\)-feasible, then there exists a sequence of random vectors \( w \in S^{d-1} \) such that

\[
\hat{P}_{n,w} = \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, w)} \xrightarrow{w} P \text{ in probability.}
\]

By Lemma E.4, \( d_{BL}(\hat{P}_{n,w}, P) \xrightarrow{P} 0 \). Hence, we can choose a subsequence \( \{n_k\} \) such that \( d_{BL}(\hat{P}_{n_k,w}, P) \to 0 \) almost surely. Along this subsequence, we have

\[
\limsup_{k \rightarrow \infty} W_2 \left( \hat{P}_{n_k,w}, \mathcal{N}(0,1) \right) \leq \frac{1}{\sqrt{\alpha}} \text{ almost surely.}
\]

According to Corollary 6.11 in [Vil09], the \( W_2 \) distance is lower semicontinuous (with respect to the weak topology on \( \mathcal{P}(\mathbb{R}) \)), so we immediately get that

\[
W_2 \left( P, \mathcal{N}(0,1) \right) \leq \limsup_{k \rightarrow \infty} W_2 \left( \hat{P}_{n_k,w}, \mathcal{N}(0,1) \right) \leq \frac{1}{\sqrt{\alpha}}.
\]

This proves the upper bound, i.e.,

\[
\sup\{W_2 \left( P, \mathcal{N}(0,1) \right) : P \in \mathcal{F}_{1,\alpha}\} \leq \frac{1}{\sqrt{\alpha}}.
\]

Now we show that \( 1/\sqrt{\alpha} \) is achievable. Let \( X = UDV^\top \) be the singular value decomposition of \( X \), where \( U = [u_1, \cdots, u_n] \in \mathbb{R}^{n \times n} \) are the left singular vectors of \( X \), \( D \in \mathbb{R}^{n \times d} \) is a diagonal matrix whose diagonal elements correspond to the singular values of \( X \), which we denote as \( \{s_i\}_{1 \leq i \leq \min(n,d)} \), and \( V = [v_1, \cdots, v_d] \in \mathbb{R}^{d \times d} \) are the right singular vectors of \( X \). Taking \( w = v_1 \), then it follows that

\[
Xw = UDV^\top v_1 = UDe_1 = s_1 Ue_1 = s_1 u_1.
\]
According to [BS10, Theorem 5.11], we know that \( s_1/\sqrt{n} \to 1 + 1/\sqrt{\alpha} \) almost surely as \( n \to \infty \). Moreover, due to rotational invariance of Gaussian random matrix we deduce that \( u_1 \sim \text{Unif}(S^{n-1}) \). Then, Lemma E.5 implies that as \( n \to \infty \),

\[
\frac{1}{n} \sum_{i=1}^{n} \delta_{\pi_{u_1,i}} \Rightarrow N(0, 1) \text{ in probability.}
\]

Applying Slutsky’s theorem yields that

\[
\hat{P}_{n,w} = \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, w)} = \frac{1}{n} \sum_{i=1}^{n} \delta_{s_i u_1, i} \Rightarrow \left(1 + \frac{1}{\sqrt{\alpha}}\right) N(0, 1) = N \left(0, \left(1 + \frac{1}{\sqrt{\alpha}}\right)^2\right) := P \text{ in probability.}
\]

Therefore, \( P \) is \((\alpha, 1)\)-feasible. Now, let \( G_1 \) and \( G_2 \) be two \( N(0, 1) \) random variables, then we have

\[
\begin{align*}
W_2(P, N(0, 1))^2 &= \inf_{G_1, G_2} \mathbb{E} \left[ \left( \left(1 + \frac{1}{\sqrt{\alpha}}\right) G_1 - G_2 \right)^2 \right] \\
&= \left(1 + \frac{1}{\sqrt{\alpha}}\right)^2 + 1 - 2 \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sup_{G_1, G_2} \mathbb{E}[G_1 G_2] \\
&\overset{(i)}{=} \left(1 + \frac{1}{\sqrt{\alpha}}\right)^2 + 1 - 2 \left(1 + \frac{1}{\sqrt{\alpha}}\right) = \frac{1}{\alpha},
\end{align*}
\]

where the equality \((i)\) is achieved if and only if \( G_1 = G_2 \). We thus obtain that \( W_2(P, N(0, 1)) = 1/\sqrt{\alpha} \) and the desired result follows naturally.

### B.2 Proof of Theorem 2.2

This proof consists of two parts: (i) We show a KL-Wasserstein outer bound property as described in the Theorem statement with \( W_2 \) distance replaced by \( W_p \) for any \( p \in [1, 2) \). This is necessary since we need a variant of Sanov’s theorem which is valid only for \( p \in [1, 2) \); (ii) Then, we send \( p \to 2 \) to obtain the KL-Wasserstein outer bound for \( W_2 \) distance, making use of the crucial Lemma E.6.

**Part (i).** Fix \( p \in [1, 2) \), we will show that for any \( \varepsilon \in (0, \varepsilon_0) \) and \( \eta > 0 \), there exist constants \( C_i = C_i(\eta, \varepsilon) > 0 \), \( i = 0, 1 \), such that with probability at least \( 1 - C_0 \exp(-C_1 n) \), the following happens: For all \( W \in O(d, m) \), we can find a \( Q \in \mathcal{P}(\mathbb{R}^m) \) satisfying

\[
W_p \left( \hat{P}_{n,w}, Q \right) \leq (1 + \eta) \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sqrt{m} \varepsilon, \quad D_{\text{KL}}(Q\|N(0, I_m)) \leq (1 + \eta m) \sqrt{\frac{C}{\varepsilon}},
\]

where we define \( \hat{P}_{n,w} = (1/n) \sum_{i=1}^{n} \delta_{x_i, w} \). Similar to the proof of Theorem 4.3, we note that there exist positive constants \( C_0(\eta) \) and \( C_1(\eta) \) such that \( P(\|X\|_{\text{op}} > (1 + \eta/2)(1 + 1/\sqrt{\alpha})\sqrt{n} \leq C_0 \exp(-C_1 n) \), see, e.g., Eq. (2.3) in [RV10]. Hence, without loss of generality we may assume from now on that \( \|X\|_{\text{op}} \leq (1 + \eta/2)(1 + 1/\sqrt{\alpha})\sqrt{n} \), all future statements will be proven conditioned on this event that happens with high probability.

Recall that \( O(d, m) \) denotes the set of all \( d \times m \) orthogonal matrices, namely \( O(d, m) = \{ W \in \mathbb{R}^{d \times m} : W^\top W = I_m \} \).

Let \( N_\varepsilon(d, m) \) be an \( \varepsilon \)-covering of \( O(d, m) \) such that for any \( W = [w_1, \ldots, w_m] \in O(d, m) \), there exists \( W' = [w'_1, \ldots, w'_m] \in N_\varepsilon(d, m) \) satisfying \( \|w_i - w'_i\|_2 \leq \varepsilon \) for all \( i \in [m] \). By definition, we know that

\[
|N_\varepsilon(d, m)| \leq |N_\varepsilon(S^{d-1})|^m \leq \left(\frac{C}{\varepsilon}\right)^{dm},
\]
where $C > 0$ is an absolute constant and $N_c(S^{d-1})$ is an $\varepsilon$-covering of $S^{d-1}$. Now for any $W \in O(d, m)$, choose $W' \in N_c(d, m)$ as described above, we obtain the following estimate:

$$W_p^2\left(\hat{P}_{n,W}, \hat{P}_{n,W'}\right) \leq W_2\left(\hat{P}_{n,W}, \hat{P}_{n,W'}\right) \leq \frac{1}{n} \sum_{i=1}^{n} \left\| x_i^\top W - x_i^\top W' \right\|_2^2$$

$$= \frac{1}{\sqrt{n}} \left\| X(W - W') \right\|_F = \frac{1}{\sqrt{n}} \sum_{i=1}^{m} \left\| X(w_i - w'_i) \right\|_2^2 \leq \sqrt{m} \left(1 + \frac{\eta}{2}\right) \left(1 + \frac{1}{\sqrt{\alpha}}\right) \varepsilon.$$

Therefore, it suffices to show that with probability no less than $1 - C_0 \exp(-C_1 n)$, for any $W \in N_c(d, m)$, there exists $Q \in \mathcal{P}(\mathbb{R}^m)$ such that

$$W_p^2\left(\hat{P}_{n,W}, Q\right) \leq \frac{\eta}{2} \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sqrt{m} \varepsilon, \quad D_{\text{KL}}(Q\|\mathcal{N}(0, I_m)) \leq \left(1 + \eta\right) \frac{m}{\alpha} \log \left(\frac{C}{\varepsilon}\right). \quad (26)$$

Let $\mu_2(P)$ denote the second moment of a probability measure $P$. Denoting the set of distributions $P$ that satisfy Eq. (26) (with $\hat{P}_{n,W}$ replaced by $P$) as $S_{m,p}$ and defining $T_{m,p} = \{ P \notin S_{m,p} : \mu_2(P) < \infty \}$, we get that for any fixed $W \in N_c(d, m)$,

$$\mathbb{P}\left(\hat{P}_{n,W} \notin S_{m,p}\right) = \mathbb{P}\left(\hat{P}_{n,W} \in T_{m,p}\right) = \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{G_i} \in T_{m,p}\right),$$

where $G_i \sim \text{i.i.d.} \mathcal{N}(0, I_m)$, and the last equality is due to the fact that $x_i^\top W \sim \text{i.i.d.} \mathcal{N}(0, I_m)$.

According to a variant of Sanov’s theorem [WWW10, Thm. 1.1], we deduce that

$$\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{G_i} \in T_{m,p}\right) \leq - \inf_{Q \in \mathcal{P}(\mathbb{R}^m)} \left\{ D_{\text{KL}}(Q\|\mathcal{N}(0, I_m)) \right\},$$

where $\mathcal{P}(T_{m,p})$ denotes the closure of $T_{m,p}$ with respect to the $\tau_p$-topology that is induced by the $W_p$ distance in $\mathcal{P}(\mathbb{R}^m)$. It is straightforward to verify the conditions of Theorem 1.1 from [WWW10] for standard Gaussian distribution:

$$\Lambda(\lambda) = \log \int_{\mathbb{R}^m} \frac{1}{(2\pi)^{m/2}} \exp\left(-\frac{1}{2} \| x \|^2\right) dx < \infty$$

for any $\lambda > 0$ and $p < 2$. We next prove by contradiction that

$$\inf_{Q \in \mathcal{P}(T_{m,p})} D_{\text{KL}}(Q\|\mathcal{N}(0, I_m)) \geq (1 + \eta)(m/\alpha) \log (C/\varepsilon).$$

Assume this is not true, then we can find a sequence of probability measures $\{Q_k\}$ such that

$$Q_k \in T_{m,p}, \quad W_p(Q_k, Q) \to 0, \quad \text{and} \quad D_{\text{KL}}(Q\|\mathcal{N}(0, I_m)) < (1 + \eta) \frac{m}{\alpha} \log \left(\frac{C}{\varepsilon}\right).$$

Hence, for sufficiently large $k$ we have

$$W_p(Q_k, Q) < \frac{\eta}{2} \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sqrt{m} \varepsilon \Rightarrow Q_k \in S_{m,p},$$

which contradicts the assumption that $Q_k \in T_{m,p}$. As a consequence, we obtain that

$$\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{G_i} \in T_{m,p}\right) \leq -(1 + \eta) \frac{m}{\alpha} \log \left(\frac{C}{\varepsilon}\right).$$
Hence, for large enough \( n \), applying a union bound gives that
\[
\mathbb{P} \left( \exists \mathbf{W} \in \mathcal{N}_\varepsilon(d, m), \text{ s.t. } \hat{P}_{n, \mathbf{W}} \notin S_{m, p} \right) \leq |\mathcal{N}_\varepsilon(d, m)| \sup_{\mathbf{W} \in \mathcal{N}_\varepsilon(d, m)} \mathbb{P} \left( \hat{P}_{n, \mathbf{W}} \notin S_{m, p} \right) \\
\leq \left( \frac{c}{\varepsilon} \right)^{dn} m \exp \left( -n \cdot \left( 1 + \frac{\eta}{2} \right) \frac{m}{\alpha} \log \left( \frac{C}{\varepsilon} \right) \right) = \exp \left( -m \log \left( \frac{C}{\varepsilon} \right) \left( \left( 1 + \frac{\eta}{2} \right) \frac{n}{\alpha} - d \right) \right),
\]
which converges to 0 exponentially fast as \( n \to \infty \), since \( n/d \to \alpha \). This proves Eq. (26). It then follows that
\[
W_p \left( \hat{P}_{n, \mathbf{W}}, Q \right) \leq W_p \left( \hat{P}_{n, \mathbf{W}}, \hat{P}_{n, \mathbf{W}'} \right) + W_p \left( \hat{P}_{n, \mathbf{W}'}, Q \right) \\
\leq \sqrt{m} \left( 1 + \frac{\eta}{2} \right) \left( 1 + \frac{1}{\sqrt{\alpha}} \right) \varepsilon + \frac{\eta}{2} \left( 1 + \frac{1}{\sqrt{\alpha}} \right) \varepsilon,
\]
and \( D_{\text{KL}} \left( Q \| \mathcal{N}(0, I_m) \right) \leq \left( 1 + \eta \right) \frac{m}{\alpha} \log \left( \frac{C}{\varepsilon} \right) \).

This proves our claim. Using a similar argument as in the proof of Theorem 4.3, we deduce (by Borel-Cantelli Lemma) that with probability one, for all sufficiently large \( n \) and \( \mathbf{W} \in O(d, m) \), there exists \( Q \in \mathcal{P}(\mathbb{R}^m) \) satisfying
\[
W_p \left( \hat{P}_{n, \mathbf{W}}, Q \right) \leq \left( 1 + \eta \right) \left( 1 + \frac{1}{\sqrt{\alpha}} \right) \varepsilon, \quad D_{\text{KL}} \left( Q \| \mathcal{N}(0, I_m) \right) \leq \left( 1 + \eta \right) \frac{m}{\alpha} \log \left( \frac{C}{\varepsilon} \right).
\]

**Part (ii).** Now we continue the proof of Theorem 2.2. Let \( P \) be an \((\alpha, m)\)-feasible distribution, then there exists a sequence of random probability measures \( \{ \hat{P}_{n, \mathbf{W}} \}_{n \geq 1} \) such that \( \hat{P}_{n, \mathbf{W}} \xrightarrow{d} P \) in probability. Similarly as in the proof of Theorem 2.1, we can assume without loss of generality that \( \hat{P}_{n, \mathbf{W}} \xrightarrow{w} P \) almost surely. For notational convenience we rewrite \( \hat{P}_{n, \mathbf{W}} \) as \( \hat{P}_{n} \). According to the previous claim from part (i), we know that for any \( p < 2 \) and sufficiently large \( n \), there exists \( Q_n \in \mathcal{P}(\mathbb{R}^m) \) such that
\[
W_p \left( \hat{P}_{n}, Q_n \right) \leq \left( 1 + \frac{\eta}{2} \right) C(\alpha, m) \varepsilon, \quad D_{\text{KL}} \left( Q_n \| \mathcal{N}(0, I_m) \right) \leq \left( 1 + \eta \right) \frac{m}{\alpha} \log \left( \frac{C}{\varepsilon} \right),
\]
where we denote \( C(\alpha, m) = (1 + \sqrt{\alpha}) \sqrt{m} \). Based on the transport-entropy inequality [Tal96, Thm. 1.1], we know that the sequence \( \{ Q_n \}_{n \geq 1} \) has uniformly bounded second moments. Hence, \( \{ Q_n \} \) is sequentially compact with respect to the \( \tau_{p, \text{top}} \)-topology (as \( p < 2 \)), thus leading to the existence of a converging subsequence (still denoted as \( \{ Q_n \} \)) in \( W_p \) metric. Consequently, there exists a \( k \in \mathbb{N} \) satisfying that
\[
W_p \left( Q_k, Q_{n} \right) \leq \frac{\eta}{2} C(\alpha, m) \varepsilon, \quad \forall n \geq k.
\]

Similar to the proof of Theorem 2.1, using the lower semicontinuity of \( W_p \) distance yields that
\[
W_p \left( P, Q_k \right) \leq \liminf_{n \to \infty} W_p \left( P_n, Q_k \right) \leq \liminf_{n \to \infty} W_p \left( P_n, Q_n \right) + \limsup_{n \to \infty} W_p \left( Q_n, Q_k \right) \\
\leq \left( 1 + \frac{\eta}{2} \right) C(\alpha, m) \varepsilon + \frac{\eta}{2} C(\alpha, m) \varepsilon = \left( 1 + \eta \right) C(\alpha, m) \varepsilon.
\]

Since we already know that \( D_{\text{KL}} \left( Q_n \| \mathcal{N}(0, I_m) \right) \leq \left( 1 + \eta \right) (m/\alpha) \log(C/\varepsilon) \), recasting \( Q_k \) as \( Q_p \) yields the following result: For any \( p \in [1, 2) \), there exists a probability measure \( Q_p \in \mathcal{P}(\mathbb{R}^m) \) such that
\[
W_p \left( P, Q_p \right) \leq \left( 1 + \eta \right) \left( 1 + \frac{1}{\sqrt{\alpha}} \right) \sqrt{m} \varepsilon, \quad D_{\text{KL}} \left( Q_p \| \mathcal{N}(0, I_m) \right) \leq \left( 1 + \eta \right) \frac{m}{\alpha} \log \left( \frac{C}{\varepsilon} \right).
\]

Now we are in position to complete the proof of Theorem 2.2. Take a sequence \( \{ p_n \} \subset [1, 2) \) such that \( p_n \to 2 \) and let \( \{ Q_{p_n} \} \) be defined as above. Using again the transport-entropy inequality, we know that for all \( k \in \mathbb{N} \), any subsequence of \( \{ Q_{p_n} \} \) has a further subsequence which converges in \( W_{p_k} \) metric (since \( \{ Q_{p_n} \} \)
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is tight in $\tau_p$-topology). Proceeding with the diagonal argument, we can find a subsequence (still denoted as $\{Q_{p_n}\}$) such that

$$Q_{p_n} \xrightarrow{W_p} Q, \forall k \in \mathbb{N} \text{ for some } Q \in \mathcal{P}(\mathbb{R}^m).$$

Note that $Q$ satisfies $D_{KL}(Q||N(0,I_m)) \leq (1 + \eta)(m/\alpha) \log(C/\varepsilon)$ as well, since any closed KL-divergence ball is compact (thus closed) in $\tau_p$-topology if $p < 2$, see, e.g., Theorem 1.8 (c) from [ES96]. Moreover, we have

$$W_{p_k}(P,Q) \leq (1 + \eta) \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sqrt{m\varepsilon}, \forall k \in \mathbb{N},$$

which further implies that

$$W_p(P,Q) \leq (1 + \eta) \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sqrt{m\varepsilon}, \forall p \in [1,2).$$

Applying Lemma E.6 immediately yields $W_2(P,Q) \leq (1 + \eta)(1 + 1/\sqrt{\alpha}) \sqrt{m\varepsilon}$. This proves that for any $\eta > 0$ and $\varepsilon \in (0,\varepsilon_0)$,

$$\mathcal{F}_{m,\alpha} \subseteq \mathcal{F}_m \left((1 + \eta) \left(1 + \frac{1}{\sqrt{\alpha}}\right) \sqrt{m\varepsilon}, (1 + \eta)^{\frac{m}{\alpha}} \log \left(\frac{C}{\varepsilon}\right)\right).$$

Sending $\eta \to 0^+$ and using the compactness argument again gives the conclusion of Theorem 2.2.

### B.3 Proof of Theorem 2.3

Fix $P \in \mathcal{F}_{m,\alpha}$, and let $Q$ be as described in the statement of Theorem 2.2. According to the Transport-Entropy inequality [Tal96, Thm. 1.1], we obtain that

$$W_2(Q,N(0,I_m)) \leq \sqrt{2D_{KL}(Q||N(0,I_m))} \leq \sqrt{\frac{2m}{\alpha} \log \left(\frac{C}{\varepsilon}\right)},$$

which leads to

$$W_2(P,N(0,I_m)) \leq W_2(P,Q) + W_2(Q,N(0,I_m)) \leq \sqrt{m} \left(1 + \frac{1}{\sqrt{\alpha}}\right) \varepsilon + \sqrt{\frac{2m}{\alpha} \log \left(\frac{C}{\varepsilon}\right)}.$$

Set $\alpha_0 = \max(1,1/\varepsilon_0^2)$. If $\alpha \leq \alpha_0$, choosing $\varepsilon = \varepsilon_0$ gives

$$W_2(P,N(0,I_m)) = O\left(\sqrt{\frac{m}{\alpha}}\right),$$

where the big-$O$ notation only hides an absolute constant. Otherwise, we take $\varepsilon = 1/\sqrt{\alpha} < \varepsilon_0$. It is immediate to see that

$$W_2(P,N(0,I_m)) = O\left(\sqrt{\frac{m\log \alpha}{\alpha}}\right).$$

This completes the proof of the first part of Theorem 2.3. As for the lower bound, it suffices to take $W = (v_i(X))_{i \leq m}$, where $v_i(X)$ is the $i$-th right singular vector of $X$. Similar to the proof of Theorem 4.3, we can show that

$$\frac{1}{n} \sum_{i=1}^{n} \delta_{W \rightarrow x_i} \xrightarrow{m} \mathbb{P} = \left(1 + \frac{1}{\sqrt{\alpha}}\right) N(0,I_m) \text{ in probability},$$

and it is straightforward to verify $W_2(P,N(0,I_m)) = \sqrt{m/\alpha}$. 
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B.4 Proof of Theorem 2.4

Since \( \bar{d}(P) < m(1-1/\alpha) \), we know that \( C_0(\alpha, m) := m/\alpha < m - \bar{d}(P) \) (abbreviated as \( C_0 \)) and \( C_1(\alpha, m) := (1+1/\sqrt{\alpha})\sqrt{m} < \infty \) (abbreviated as \( C_1 \)). Then Theorem 2.2 tells us that for all \( \varepsilon \in (0, \varepsilon_0) \), there exists \( Q \in \mathcal{P}(\mathbb{R}^m) \) such that

\[
W_2(P, Q) \leq C_1\varepsilon, \quad \text{KL}(Q|\mathcal{N}(0, I_m)) \leq C_0 \log \left( \frac{C}{\varepsilon} \right). 
\]

Let \( P_\varepsilon \) denote the \( \varepsilon \)-discretization of \( P \) as in Definition 2.1, namely \( P_\varepsilon = \text{Law}(\langle X \rangle_\varepsilon) \) if \( P = \text{Law}(X) \), then we know that

\[
W_2(P, Q) \leq (C_1 + \sqrt{m})\varepsilon, \quad \text{KL}(Q|\mathcal{N}(0, I_m)) \leq C_0 \log \left( \frac{C}{\varepsilon} \right).
\]

The first inequality is due to \( W_2(P_\varepsilon, P) \leq \sqrt{m\varepsilon} \) and the triangle inequality. Moreover, denoting \( P_\varepsilon = \sum_{k=1}^\infty p_k \delta_{c_k} \), we have that

\[
d(P) = \liminf_{\varepsilon \to 0} \frac{H(P_\varepsilon)}{\log(1/\varepsilon)} = \liminf_{\varepsilon \to 0} \frac{\sum_{k=1}^\infty p_k \log p_k}{\log(1/\varepsilon)} < m - C_0.
\]

Since \( \text{KL}(Q|\mathcal{N}(0, I_m)) < \infty \), we know that \( Q \) is absolutely continuous (with respect to the Lebesgue measure) with density \( q \). Furthermore, when \( W_2(P_\varepsilon, P) \) is minimized, the optimal coupling must be such that \( U = T(V) \) for some measurable function \( T \), where \( U \sim P_\varepsilon, V \sim Q \). Recalling \( P_\varepsilon = \sum_{k=1}^\infty p_k \delta_{c_k} \) and defining \( S_k = T^{-1}(c_k) \), we deduce that

\[
W_2(P_\varepsilon, Q)^2 = \int_{\mathbb{R}^m} \|x - T(x)\|_2^2 q(x)dx = \sum_{k=1}^\infty \int_{S_k} \|x - c_k\|_2^2 q(x)dx,
\]

where \( \int_{S_k} q(x)dx = P(U = c_k) = p_k \). Now let us estimate \( \text{KL}(Q|\mathcal{N}(0, I_m)) \), we have

\[
\text{KL}(Q|\mathcal{N}(0, I_m)) = \int_{\mathbb{R}^m} q(x) \log \left( \frac{q(x)}{\phi(x)} \right) dx
\]

\[
= \frac{m}{2} \log(2\pi) + \frac{1}{2} \int_{\mathbb{R}^m} \|x\|_2^2 q(x) dx + \int_{\mathbb{R}^m} q(x) \log q(x) dx
\]

\[
= \frac{m}{2} \log(2\pi) + \frac{1}{2} \mu_2(Q) + \sum_{k=1}^\infty \int_{S_k} q(x) \log q(x) dx,
\]

where we recall that \( \mu_2(Q) \) is the second moment of \( Q \). Now we define for all \( k \geq 1 \), \( q_k(u) = \varepsilon^m q(c_k + \varepsilon u) \) and \( S_k(\varepsilon) = (S_k - c_k)/\varepsilon \), then it follows that

\[
(C_1 + \sqrt{m})^2 \varepsilon^2 \geq W_2(P_\varepsilon, Q)^2 = \sum_{k=1}^\infty \int_{S_k(\varepsilon)} \varepsilon^2 \|u\|_2^2 \cdot \varepsilon^m q(c_k + \varepsilon u) du = \varepsilon^2 \sum_{k=1}^\infty \int_{S_k(\varepsilon)} \|u\|_2^2 q_k(u) du,
\]

which further implies that

\[
\sum_{k=1}^\infty \int_{S_k(\varepsilon)} \|u\|_2^2 q_k(u) du \leq (C_1 + \sqrt{m})^2.
\]
We can show in a similar way that \( \int_{S_k(\varepsilon)} q_k(u) du = p_k \). Therefore, \( r_k(u) = q_k(u) / p_k \) is a density on \( S_k(\varepsilon) \). For every \( k \in \mathbb{N} \), we then have

\[
\int_{S_k} q(x) \log q(x) dx = \int_{S_k(\varepsilon)} q_k(u) \log \left( \frac{q_k(u)}{\varepsilon^m} \right) du
\]

\[
= m p_k \log \left( \frac{1}{\varepsilon} \right) + \int_{S_k(\varepsilon)} q_k(u) \log q_k(u) du
\]

\[
= m p_k \log \left( \frac{1}{\varepsilon} \right) + p_k \log p_k + p_k \int_{S_k(\varepsilon)} r_k(u) \log r_k(u) du
\]

\[
\geq m p_k \log \left( \frac{1}{\varepsilon} \right) + p_k \log p_k + p_k \int_{S_k(\varepsilon)} r_k(u) \log \phi(u) du
\]

\[
= m p_k \log \left( \frac{1}{\varepsilon} \right) + p_k \log p_k - \frac{m p_k}{2} \log (2\pi) - \frac{1}{2} \int_{S_k(\varepsilon)} \| u \|_2^2 q_k(u) du,
\]

where \((i)\) follows from the non-negativity of the KL divergence. Summing up the above inequality for \( k \geq 1 \), we finally deduce that

\[
D_{KL}(Q \| N(0, I_m)) = \frac{m}{2} \log (2\pi) + \frac{1}{2} \mu_2(Q) + \sum_{k=1}^{\infty} \int_{S_k} q(x) \log q(x) dx
\]

\[
\geq \frac{1}{2} \mu_2(Q) + m \log \left( \frac{1}{\varepsilon} \right) + \sum_{k=1}^{\infty} p_k \log p_k - \frac{1}{2} \sum_{k=1}^{\infty} \int_{S_k(\varepsilon)} \| u \|_2^2 q_k(u) du
\]

\[
\geq m \log \left( \frac{1}{\varepsilon} \right) + \sum_{k=1}^{\infty} p_k \log p_k - \frac{(C_1 + \sqrt{m})^2}{2},
\]

which in turn implies that

\[
C_0 \log \left( \frac{C}{\varepsilon} \right) \geq m \log \left( \frac{1}{\varepsilon} \right) + \sum_{k=1}^{\infty} p_k \log p_k - \frac{(C_1 + \sqrt{m})^2}{2}
\]

\[
\rightarrow H(P_\varepsilon) \geq (m - C_0) \log \left( \frac{1}{\varepsilon} \right) - C_0 \log C - \frac{(C_1 + \sqrt{m})^2}{2}.
\]

Since we know that \( d(P) < m - C_0 \), sending \( \varepsilon \to 0 \) in the above equation results a contradiction with Eq. (27). Hence, \( P \) is not \((\alpha, m)\)-feasible, as desired. To prove the “as a consequence” part we only need to notice that if \( P \) supported on an \( s \)-dimensional smooth manifold in \( \mathbb{R}^m \), then \( d(P) \leq s \), see, for example, the discussion following Theorem 4 in [Rén59].

C Proofs for Section 3: Unsupervised learning inner bounds

To avoid heavy notation, we denote \( p_i = \Phi_A(a_i) \) and \( r_i = P_A(a_i) \) for each \( i \in [M] \), and use \( p = (p_1, \ldots, p_M) \) and \( r = (r_1, \ldots, r_M) \) to represent the discrete distribution \( \Phi_A \) and \( P_A \), respectively. Therefore, \( \pi_{ib}(P_A) = \pi_{ib}(r) \). Moreover, we write \( p(Q) = \Phi_{A,Q}^{(2)} \) and \( r(Q) = R_{A,Q}^{(2)} \) for \( \Phi_{A,Q}^{(2)} \) and \( R_{A,Q}^{(2)} \) introduced in Definition 3.2. In terms of components, this means \( p_{ij}(Q) = \Phi_{A,Q}^{(2)}(a_i, a_j) \) and \( r_{ij}(Q) = R_{A,Q}^{(2)}(a_i, a_j) \) for all \( i, j \in [M] \).

C.1 Proofs of Theorem 3.1 and Lemma 3.2

Proof of Theorem 3.1. Let \( \mu_{d,m} \) denote the uniform measure on the Stiefel manifold \( O(d, m) \), and \( k = (k_1, \ldots, k_M) \) is such that \( k_i \in \mathbb{N}, \forall i \in [M] \) and \( \sum_{i=1}^{M} k_i = n \). From now on we denote \( q_i(n) = k_i / n \) and write \( q_i = q_i(n) \) for simplicity. Note that we can choose the vector \( k \) such that for all \( i \in [M], \lim_{n \to \infty} q_i(n) = r_i \),
and that \(|q_i(n) - r_i| = O(1/n)|. We further denote \(q = \text{Law}(X)| where \(P(X = a_i) = k_i/n = q_i| for \(1 \leq i \leq M|, and define the following random variable (note that \(q| is supported on \(A|):

\[
Z = \int_{O(d,m)} 1 \{\langle \hat{P}_n, W \rangle_A = q\} \mu_{d,m}(dW) = \int_{O(d,m)} 1 \left\{ \frac{1}{n} \sum_{i=1}^{n} \delta(W^\top x_i)_A = q \right\} \mu_{d,m}(dW).
\] (28)

Then, we know that \(Z \geq 0|, and that \(Z > 0 \iff \exists W \in O(d,m)\) such that \(\langle \hat{P}_n, W \rangle_A = q|. The lemma below establishes that this holds true with probability bounded away from zero under some conditions regarding \(\alpha| and the \(q_i|’s, which will be verified later.

**Lemma C.1.** Define the following probability distribution on \([M] \times [M]|:

\[
q(Q) = (q_{ij}(Q))_{i,j \in [M]} = \text{argmin}_{q=(q_{ij}), i,j \in [M]} D_{KL}(q\|p(Q))
\]

\[
= \text{argmin}_{q=(q_{ij}), i,j \in [M]} \sum_{i,j=1}^{M} q_{ij} \log \frac{q_{ij}}{p_{ij}(Q)},
\]

subject to \(\sum_{j=1}^{M} q_{ij} = q_i, \sum_{i=1}^{M} q_{ij} = q_j, \forall i,j \in [M].\)

In fact, \(q(Q)| is the information projection of the distribution \(p(Q)| onto the set of distributions on \([M] \times [M]| whose both margins are \(q = (q_1, \cdots, q_M)|. Assume that \(\inf_{n \in \mathbb{N}, i \in [M]} q_i(n) > 0\), and that there exist \(\alpha’ > \alpha| and \(\eta > 0\) such that for all \(n| large enough,

\[
\lambda_{\max}(Q^\top Q) \leq 1/2 \left\{ D_{KL}(q(Q)\|p(Q)) + \frac{1}{\alpha’} I(Q) \right\} \geq D_{KL}(q(0)\|p(0)) + \frac{1}{\alpha} I(0) - O \left( \frac{1}{n^2} \right),
\]

\[
\lambda_{\max}(Q^\top Q) \in (1/2, 1) \left\{ D_{KL}(q(Q)\|p(Q)) + \frac{1}{\alpha} I(Q) \right\} \geq D_{KL}(q(0)\|p(0)) + \frac{1}{\alpha} I(0) + \eta.
\]

Then, we have \(\lim \inf_{n \to \infty} P(Z > 0) > 0|.

The proof of Lemma C.1 will be deferred to Section C.4. Next it suffices to verify the conditions of Lemma C.1. Note that by our assumption, \(r_i > 0\| and \(|q_i(n) - r_i| = O(1/n)|, which implies that \(\inf_{n \in \mathbb{N}, i \in [M]} q_i(n) > 0\). To show Eq. (30), let us choose \(\alpha’ \in (\alpha, \alpha_{ib}(r))\), then by Definition 3.2, we know that \(D_{KL}(r(Q)\|p(Q)) + I(Q)/\alpha’| achieves its unique minimum at \(Q = 0|, thus leading to

\[
\min_{\lambda_{\max}(Q^\top Q) \leq 1/2} \left\{ D_{KL}(r(Q)\|p(Q)) + \frac{1}{\alpha’} I(Q) \right\} = D_{KL}(r(0)\|p(0)) + \frac{1}{\alpha’} I(0).
\]

By our assumption, \(r - q = O(1/n)| and Eq. (47) holds (see also Lemma E.8 (c), whose correctness is established only on the definition of \(q(Q)|. Using Lemma E.9, we then conclude that

\[
\sup_{\lambda_{\max}(Q^\top Q) \leq 1/2} |D_{KL}(r(Q)\|p(Q)) - D_{KL}(q(Q)\|p(Q))| = O \left( \frac{1}{n} \right).
\]

Moreover, based on the proof of Lemma E.9 and the envelope theorem, we further deduce that

\[
\min_{\lambda_{\max}(Q^\top Q) \leq 1/2} \left\{ D_{KL}(q(Q)\|p(Q)) + \frac{1}{\alpha’} I(Q) \right\}
\]

\[
\overset{(i)}{=} \min_{\lambda_{\max}(Q^\top Q) \leq 1/2} \left\{ D_{KL}(r(Q)\|p(Q)) + \frac{1}{\alpha’} I(Q) \right\} + \sum_{i=1}^{M} (q_i - r_i) \left( \log \frac{r_{ii}(0)}{p_{ii}(0)} + 1 \right) + O \left( \frac{1}{n^2} \right)
\]

\[
\overset{(ii)}{=} \min_{\lambda_{\max}(Q^\top Q) \leq 1/2} \left\{ D_{KL}(r(Q)\|p(Q)) + \frac{1}{\alpha’} I(Q) \right\} + 2 \sum_{i=1}^{M} (q_i - r_i) \log \frac{r_{ii}(0)}{p_{ii}(0)} + O \left( \frac{1}{n^2} \right),
\]
where in (i) we use the fact that $D_{KL}(r(Q)||p(Q)) + I(Q)/\alpha'$ is uniquely minimized at $Q = 0$, and (ii) follows from Lemma E.8 (a): $r_{ij}(0) = r_i r_j$. On the other hand, using Taylor expansion, we get that

$$D_{KL}(q(0)||p(0)) - D_{KL}(r(0)||p(0)) = 2 \sum_{i=1}^{M} \left( q_i \log \frac{q_i}{p_i} - r_i \log \frac{r_i}{p_i} \right) = 2 \sum_{i=1}^{M} (q_i - r_i) \log \frac{r_i}{p_i} + O \left( \frac{1}{n^2} \right).$$

Combining these estimates together with Eq. (31) immediately implies the first part of Eq. (30).

To prove the second part, note that $\alpha < \bar{\alpha}(n)$. Therefore, we can choose $\eta > 0$ such that

$$\min_{\lambda_{\max}(Q) \in (1/2,1)} \left\{ D_{KL}(r(Q)||p(Q)) + \frac{1}{\alpha} I(Q) \right\} \geq D_{KL}(r(0)||p(0)) + \frac{1}{\alpha} I(0) + 2\eta,$$

and $\theta \in (0,1)$ satisfying

$$-\frac{1}{2\alpha} \log(1 - \theta) \geq D_{KL}(r(0)||p(0)) + 2\eta.$$

Then, we have

$$\min_{\lambda_{\max}(Q) \in (\theta,1)} \left\{ D_{KL}(q(Q)||p(Q)) + \frac{1}{\alpha} I(Q) \right\} \geq \min_{\lambda_{\max}(Q) \in (1/2,\theta)} \left\{ D_{KL}(r(Q)||p(Q)) + \frac{1}{\alpha} I(Q) \right\} - O \left( \frac{1}{n} \right) \geq D_{KL}(r(0)||p(0)) + \frac{1}{\alpha} I(0) + \eta$$

for sufficiently large $n$. Note that Eq. (32) will still be true if we replace $1/2$ by $\theta$, meaning that

$$\min_{\lambda_{\max}(Q) \in (1/2,\theta)} \left\{ D_{KL}(q(Q)||p(Q)) + \frac{1}{\alpha} I(Q) \right\} \geq D_{KL}(r(0)||p(0)) + \frac{1}{\alpha} I(0) + O \left( \frac{1}{n} \right) \geq D_{KL}(q(0)||p(0)) + \frac{1}{\alpha} I(0) + \eta$$

for sufficiently large $n$. Combining the above estimates, we finally get that

$$\min_{\lambda_{\max}(Q) \in (1/2,1)} \left\{ D_{KL}(q(Q)||p(Q)) + \frac{1}{\alpha} I(Q) \right\} \geq D_{KL}(q(0)||p(0)) + \frac{1}{\alpha} I(0) + \eta.$$

This concludes the proof of Eq. (30). Applying Lemmas C.1, we know that with probability bounded away from zero, there exists a random orthogonal matrix $W = W_n(X)$ such that $(\hat{P}_n, W) = q$. By our assumption, $d_{TV}(q, r) = O(1/n)$. This completes the proof of Theorem 3.1.

**Proof of Lemma 3.2.** The first equality can be obtained by directly differentiating the right hand side, and one can verify that the supremum is achieved at $g(x) = \log Q(x) - \log P(x) + C$, where $C$ is any constant. Using this relationship, we obtain that

$$D_{KL}(r(Q)||p(Q)) = \sup_{(g_{ij})_{i,j \in [M]}} \left\{ \sum_{i,j=1}^{M} g_{ij} r_{ij}(Q) - \log \left( \sum_{i,j=1}^{M} \exp(g_{ij}) p_{ij}(Q) \right) \right\} \geq \sup_{(\lambda_i, \mu_j) \in [M]} \left\{ \sum_{i,j=1}^{M} (\lambda_i + \mu_j) r_{ij}(Q) - \log \left( \sum_{i,j=1}^{M} \exp(\lambda_i + \mu_j) p_{ij}(Q) \right) \right\} \geq (i) \sup_{(\lambda_i, \mu_j) \in [M]} \left\{ \sum_{i=1}^{M} (\lambda_i + \mu_i) r_i - \log \left( \sum_{i,j=1}^{M} \exp(\lambda_i + \mu_j) p_{ij}(Q) \right) \right\}.$$
where (i) follows from the constraints on \((r_{ij}(Q))_{i,j\in[M]}\). Now, making a change of variable
\[
\lambda_i \mapsto \lambda_i + \log(r_i/p_i), \quad \mu_j \mapsto \mu_j + \log(r_j/p_j),
\]
we obtain that
\[
D_{KL}(r(Q)||p(Q)) \geq 2D_{KL}(r||p) + \sup_{(\lambda_i,\mu_j)\in[M]} \left\{ \sum_{i=1}^{M} (\lambda_i + \mu_i) r_i - \log \left( \sum_{i,j=1}^{M} \exp(\lambda_i + \mu_j) \frac{r_{ij}p_j(Q)}{p_ip_j} \right) \right\}
\]

\[
= D_{KL}(r(0)||p(0)) + \sup_{(\lambda_i,\mu_j)\in[M]} \left\{ \sum_{i=1}^{M} (\lambda_i + \mu_i) r_i - \log \left( \sum_{i,j=1}^{M} \exp(\lambda_i + \mu_j) \frac{r_{ij}p_j(Q)}{p_ip_j} \right) \right\}.
\]

This completes the proof.

\square

C.2 Proofs of Theorem 3.3 and Proposition 3.4

Proof of Theorem 3.3. First, we show that the optimum of the maximin problem on the right hand side of Eq. (12) is achieved at \(q_0 \in (0,1)\), where \(q_0\) is the unique solution to the equation
\[
\frac{I(q)}{D_{KL}(P||N(0,1))} = \frac{1}{2(c_q^2 + q(x^2(P,N(0,1)) - c_q^2))}.
\]

Note that, on the one hand, the left hand side of Eq. (34) is an increasing function of \(q\), which equals 0 when \(q = 0\), and diverges to \(+\infty\) when \(q \to 1^-\). On the other hand, the right hand side of Eq. (34) is decreasing in \(q\) and always positive. According to the intermediate zero theorem, we know that Eq. (34) has a unique solution \(q_0 \in (0,1)\). It then follows that
\[
\alpha_{lb}(P) = \frac{I(q_0)}{D_{KL}(P||N(0,1))} = \frac{1}{2(c_q^2 + q_0(x^2(P,N(0,1)) - c_q^2))}.
\]

Next, we show that there exists a finite set \(A\), and the corresponding discrete distribution \(r\) obtained by projecting the probability measure \(P\) onto \(A\) (i.e., \(r = (P)_A\)), such that \(\alpha_{lb}(P) \leq \sigma_{lb}(r)\), and consequently \(\alpha < \sigma_{lb}(r)\). According to Definition 3.2, this is equivalent to the claim that the function \(q \in [-1,1] \mapsto F(q) + I(q)/\alpha\) achieves its unique minimum at \(q = 0\), where \(F(q) = D_{KL}(r(q)||p(q))\). To prove our claim, let us fix this \(q_0 \in (0,1)\), and consider the following two situations:

Case (i). \(|q| \leq q_0\): According to Lemma 3.2, we have (choose \(\lambda_i = \mu_i = 0\) for all \(i \in [M]\))
\[
F(q) - F(0) \geq -\log \left( \frac{\sum_{i,j=1}^{M} r_{ij}p_j(Q)}{p_ip_j} \right) = -\log \left( 1 + \frac{\sum_{i,j=1}^{M} (r_{ij}p_j(Q)}{p_ip_j} \right).
\]

Denote by \(\phi_q(x,y)\) the PDF of \(N(0, \left[ \begin{array}{c} 1 \\ q \\ 1 \end{array} \right])\). Then, we have
\[
\sum_{i,j=1}^{M} \frac{(r_{ij} - p_i)(r_j - p_j)p_j(Q)}{p_ip_j} = \sum_{i,j=1}^{M} \int_{I_i} (p(x) - \phi(x))dx \cdot \int_{I_j} (p(x) - \phi(x))dx \cdot \int_{I_i \times I_j} \phi_q(x,y)dxdy
\]

\[
= \sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \int_{I_i \times I_j} \phi_q(x,y)dxdy
\]

where \(I_i\) is the interval \(\{x \in \mathbb{R} : \langle x \rangle_A = a_i\}\). By direct computation, we get that
\[
\phi_q(x,y) = \phi(x)\phi(y) \cdot \frac{1}{\sqrt{1-q^2}} \exp \left( -\frac{q^2}{2(1-q^2)} (x^2 + y^2) + \frac{q}{1-q^2} xy \right) = \phi(x)\phi(y) \left( 1 + qxy + q^2 f_q(x,y) \right),
\]

(36)
where \( \{f_{q}(x, y)\}_{|q| \leq q_0} \) is a family of equicontinuous functions on any compact set in \( \mathbb{R}^2 \). Using this representation for \( \phi_{q}(x, y) \), we then obtain that

\[
\sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \frac{\int_{I_i \times I_j} \phi_{q}(x, y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy} = \sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \left(1 + q \cdot \frac{\int_{I_i \times I_j} xy\phi(x)\phi(y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy} + q^2 \cdot \frac{\int_{I_i \times I_j} f_q(x, y)\phi(x)\phi(y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy}\right)
\]

\[
= q^2 \sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \frac{\int_{I_i \times I_j} f_q(x, y)\phi(x)\phi(y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy}.
\]

By Assumption 3.1, \( \int_{\mathbb{R}} xp(x) = \int_{\mathbb{R}} x \phi(x) = 0 \). Therefore, we can find a discrete set \( A \) such that

\[
\sum_{i=1}^{M} \int_{I_i} (p(x) - \phi(x))dx \int_{I_i} x \phi(x)dx = 0,
\]

thus leading to

\[
\sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \frac{\int_{I_i \times I_j} \phi_{q}(x, y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy} = q^2 \sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \frac{\int_{I_i \times I_j} f_q(x, y)\phi(x)\phi(y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy}.
\]

Since \( \{f_{q}(x, y)\}_{|q| \leq q_0} \) is equicontinuous on any compact set, we know that for any \( \varepsilon > 0 \), there exists a discretization \( A = A_\varepsilon \), such that the following holds uniformly for \( q \in [-q_0, q_0] \):

\[
\left| \sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \frac{\int_{I_i \times I_j} f_q(x, y)\phi(x)\phi(y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy} - \int_{\mathbb{R} \times \mathbb{R}} (p(x) - \phi(x))(p(y) - \phi(y))f_q(x, y)dxdy \right| \leq \varepsilon.
\]

(37)

This is achieved by first choosing \( \max_{i \in [M]} |a_i| \) to be large enough, so that the integral outside the compact set (convex hull of \( A^2 \)) is uniformly small for \( |q| \leq q_0 \). Then, we can control the approximation error of the Riemann sum on a sufficiently refined grid. Combining Eqs. (35) and (37), we obtain that

\[
F(q) - F(0) \geq -q^2 \sum_{i,j=1}^{M} \int_{I_i \times I_j} (p(x) - \phi(x))(p(y) - \phi(y))dxdy \cdot \frac{\int_{I_i \times I_j} f_q(x, y)\phi(x)\phi(y)dxdy}{\int_{I_i \times I_j} \phi(x)\phi(y)dxdy} \geq -q^2 \int_{\mathbb{R} \times \mathbb{R}} (p(x) - \phi(x))(p(y) - \phi(y))f_q(x, y)dxdy + \varepsilon
\]

\[
= -q^2 - \int_{\mathbb{R} \times \mathbb{R}} (p(x) - \phi(x))(p(y) - \phi(y)) \frac{\phi_q(x,y)}{\phi(x)\phi(y)}dxdy,
\]

where the last line follows from the definition of \( f_q \). Therefore, if we can show that under the assumptions of Theorem 3.3,

\[
\sup_{|q| \leq q_0} \left\{ \frac{1}{q^2} \int_{\mathbb{R} \times \mathbb{R}} (p(x) - \phi(x))(p(y) - \phi(y)) \frac{\phi_q(x,y)}{\phi(x)\phi(y)}dxdy \right\} < \frac{1}{2\alpha},
\]

(38)

then there exists an \( \varepsilon > 0 \) such that for all \( q \in [-q_0, q_0] \),

\[
F(q) - F(0) \geq -\varepsilon q^2 - \left( \frac{1}{2\alpha} - \varepsilon \right) q^2 = -\frac{q^2}{2\alpha} \geq -\frac{I(q)}{\alpha},
\]

where \( I(q) \) is the integral of \( \phi_q \).
where the last line follows from the well-known inequality $I(q) \geq q^2/2$, and equality holds only for $q = 0$. Hence, we have verified that

$$F(q) + \frac{I(q)}{\alpha} > F(0) + \frac{I(0)}{\alpha}, \quad \forall q \in [-q_0, q_0] \setminus \{0\}.$$ 

The remaining part of Case (i) will be devoted to proving Eq. (38). Denote $h(x) = (p(x) - \phi(x))/\phi(x)$. Then according to Assumption 3.1, we have

$$\mathbb{E}[h(G)] = \mathbb{E}[Gh(G)] = 0, \quad \text{and} \quad \mathbb{E}[h^2(G)] = \chi^2(P, N(0, 1)) < \infty, \quad G \sim N(0, 1),$$

and similarly

$$\int_{\mathbb{R} \times \mathbb{R}} (p(x) - \phi(x))(p(y) - \phi(y)) \frac{\partial g(x, y)}{\partial \phi(x)\phi(y)} \, dx \, dy = \mathbb{E}_q[h(G_1)h(G_2)],$$

where $\mathbb{E}_q$ represents the expectation taken under $(G_1^\top, G_2^\top)^\top \sim N(0, \begin{bmatrix} 1 & q \\ q & 1 \end{bmatrix})$. According to Eq. (39), we have the following expansion in $L^2(\mathbb{R}, \gamma)$ (where $\gamma$ is the standard Gaussian measure):

$$h(x) = \sum_{n=2}^\infty c_n H_n(x) \quad \implies \quad \mathbb{E}[h^2(G)] = \sum_{n=2}^\infty c_n^2 < \infty.$$

Here, the sequence $\{H_n(x)\}_{n \geq 0}$ are normalized Hermite polynomials, satisfying that

$$\mathbb{E}[H_m(G)H_n(G)] = \delta_{nm}, \quad \forall n, m \in \mathbb{N},$$

where $\delta_{nm} = 1_{n=m}$. Moreover, $\{H_n(x)\}_{n \geq 0}$ is a complete orthonormal basis of $L^2(\mathbb{R}, \gamma)$. Using this representation, we thus obtain that

$$\mathbb{E}_q[h(G_1)h(G_2)] = \sum_{n,m=2}^\infty c_n c_m \mathbb{E}_q[H_n(G_1)H_m(G_2)] = \sum_{n=2}^\infty c_n^2 q^n,$$

where the last step follows from [DH18, Lem. 3] (see also [O’D14]). Note that for $q \in [-q_0, q_0]$, we have

$$\sum_{n=2}^\infty c_n^2 q^n \leq c_2^2 q^2 + \sum_{n=3}^\infty c_n^2 q_0^{-2} q^2 \leq \left( c_2^2 + q_0 \sum_{n=3}^\infty c_n^2 \right) q^2 = (c_2^2 + q_0 \left( \chi^2(P, N(0, 1)) - c_2^2 \right)) q^2.$$

Hence, Eq. (38) is equivalent to

$$c_2^2 + q_0 \left( \chi^2(P, N(0, 1)) - c_2^2 \right) < \frac{1}{2\alpha} \iff \alpha < \frac{1}{2(c_2^2 + q_0 \left( \chi^2(P, N(0, 1)) - c_2^2 \right))},$$

which follows from the definition of $q_0$ and our assumption.

**Case (ii).** $|q| > q_0$: Using the chain rule for KL divergence, and notice $I(q) \geq I(q_0)$, we get that

$$F(q) + \frac{I(q)}{\alpha} = D_{KL}(r(q)\|p(q)) + \frac{I(q)}{\alpha} \geq D_{KL}(r\|p) + \frac{I(q_0)}{\alpha}.$$ 

Note that $F(0) = 2D_{KL}(r\|p)$. Hence, as long as $\alpha < I(q_0)/D_{KL}(r\|p)$, we can conclude that

$$F(q) + \frac{I(q)}{\alpha} > F(0) + \frac{I(0)}{\alpha}, \quad \forall |q| > q_0.$$ 

Since we can choose the discretization $A$ to be refined enough such that $D_{KL}(r\|p)$ is (arbitrarily) close to $D_{KL}(r\|\phi) = D_{KL}(P, N(0, 1))$, we only need to require that $\alpha < I(q_0)/D_{KL}(P, N(0, 1))$, which is exactly the assumption of Theorem 3.3. This concludes the proof for Case (ii).

Combining our discussion for both cases, it follows that $F(q) + I(q)/\alpha$ achieves its unique minimum at $q = 0$, which completes the proof of our claim.
We now return to the proof of Theorem 3.3. First, we show that for any $p \in [1, 2)$, there exists a constant $c > 0$ such that
\[
\liminf_{n \to \infty} \mathbb{P} \left( \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p(\hat{P}_{n, \mathbf{w}}, P) \leq \varepsilon \right) \geq c
\]
for all small enough $\varepsilon > 0$. To this end, note that similar to the proof of Theorem 4.3, we can show that with high probability,
\[
\sup_{\mathbf{w} \in \mathbb{S}^{d-1}} \mu_2(\hat{P}_{n, \mathbf{w}}) \leq C(\alpha)
\]
for some constant $C(\alpha)$ only depending on $\alpha$. Since $\mu_2(P) < \infty$, one can choose a discrete set $A$ such that $W_p(P, (P)_A) \leq \varepsilon/3$, and
\[
\sup_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p \left( \hat{P}_{n, \mathbf{w}}, (\hat{P}_{n, \mathbf{w}})_A \right) \leq \frac{\varepsilon}{3}
\]
with high probability. According to Theorem 3.1, with probability bounded away from zero, there exists a random unit vector $\mathbf{w} = \mathbf{w}_n(X) \in \mathbb{S}^{d-1}$ such that
\[
W_p \left( (\hat{P}_{n, \mathbf{w}})_A, (P)_A \right) = O(n^{-1}) \leq \frac{\varepsilon}{3}
\]
for $n$ large enough, which further implies $W_p(\hat{P}_{n, \mathbf{w}}, P) \leq \varepsilon$ by triangle inequality. Therefore, we deduce that
\[
\liminf_{n \to \infty} \mathbb{P} \left( \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p(\hat{P}_{n, \mathbf{w}}, P) \leq \varepsilon \right) \geq c(\varepsilon) > 0,
\]
where $c(\varepsilon)$ only depends on $\varepsilon$. Note that in the proof of Theorem 3.1, we actually showed that there exists $c > 0$ such that $c(\varepsilon) \geq c$ for all small enough $\varepsilon > 0$. Hence, there exists a $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$,
\[
\liminf_{n \to \infty} \mathbb{P} \left( \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p(\hat{P}_{n, \mathbf{w}}, P) \leq \varepsilon \right) \geq c. \tag{40}
\]
This proves our claim. Now we are in position to show that $P$ is $(\alpha, 1)$-feasible. Let us define for $X \in \mathbb{R}^{n \times d}$
\[
F(X) = \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p(\hat{P}_{n, \mathbf{w}}, P) = \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, \mathbf{w})}, P \right).
\]
Then, for any $X, X' \in \mathbb{R}^{n \times d}$, it follows that
\[
|F(X) - F(X')| = \left| \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, \mathbf{w})}, P \right) - \inf_{\mathbf{w} \in \mathbb{S}^{d-1}} W_p \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x'_i, \mathbf{w})}, P \right) \right|
\]
\[
\leq \sup_{\mathbf{w} \in \mathbb{S}^{d-1}} \left| W_p \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, \mathbf{w})}, P \right) - W_p \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x'_i, \mathbf{w})}, P \right) \right|
\]
\[
\leq \sup_{\mathbf{w} \in \mathbb{S}^{d-1}} W_2 \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i, \mathbf{w})}, \frac{1}{n} \sum_{i=1}^{n} \delta_{(x'_i, \mathbf{w})} \right)
\]
\[
\leq \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \|x_i - x'_i, \mathbf{w}\|_2^2 \leq \frac{1}{\sqrt{n}} \|X - X'|_{\text{op}} \|\mathbf{w}\|_2 \leq \frac{1}{\sqrt{n}} \|X - X'|_F \|\mathbf{w}\|_2,
\]
meaning that $F(X)$ is $(1/\sqrt{n})$-Lipschitz. Using Gaussian concentration inequality, we obtain that
\[
\mathbb{P} \left( |F(X) - \mathbb{E}[F(X)]| \geq t \right) \leq 2 \exp \left( -\frac{nt^2}{2} \right), \forall t > 0,
\]
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which further implies that \( \mathbb{P}(\|F(X) - \mathbb{E}[F(X)]\| \geq \varepsilon_n) \to 0 \) for some \( \varepsilon_n \to 0 \), for example, \( \varepsilon_n = n^{-1/4} \). Note that Eq. (40) implies \( \lim_{n \to \infty} \mathbb{P}(F(X) \leq \varepsilon) \geq c \). Hence, for large \( n \) we must have \( \mathbb{E}[F(X)] \leq \varepsilon + \varepsilon_n \), and consequently \( F(X) \leq \varepsilon + 2\varepsilon_n \) with high probability. To conclude, we have proved that for all \( \varepsilon \in (0, \varepsilon_0) \),

\[
\lim_{n \to \infty} \mathbb{P} \left( \inf_{\mathbf{w} \in \Omega^d} W_p(P_{n,w}, P) \leq \varepsilon + 2\varepsilon_n \right) = 1.
\]

As a consequence, there exists \( l_0 \in \mathbb{N} \) such that for all \( l \geq l_0 \), we can find a sequence of random unit vectors \( \{\mathbf{w} = \mathbf{w}_{n,l}(X)\}_{n \geq 1} \) such that

\[
\lim_{n \to \infty} \mathbb{P} \left( W_p(P_{n,w}, P) \leq \frac{1}{7} \right) = 1.
\]

Using a diagonal argument similar to the proof of Lemma E.7, we can show that \( P \) is \((\alpha, 1)\)-feasible, as desired. This completes the proof of Theorem 3.3. □

**Proof of Proposition 3.4.** For simplicity, let us denote \( D_1 = D_{KL}(P\|N(0,1)), \; D_2 = c_2^2, \; D_3 = \chi^2(P;N(0,1)) - c_2^2 \).

By definition of \( \alpha_{ib}(P) \), we have

\[
\alpha_{ib}(P) = \max_{q \in [0,1]} \min \left\{ \frac{I(q)}{D_1}, \frac{4}{2(D_2 + qD_3)} \right\},
\]

\[
= \max_{q \in [0,1]} \min \left\{ \frac{1}{4D_2}, \min \left\{ \frac{I(q)}{D_1}, \frac{4}{qD_3} \right\} \right\},
\]

\[
= \min \left\{ \frac{1}{4D_2}, \max_{q \in [0,1]} \min \left\{ \frac{I(q)}{D_1}, \frac{4}{qD_3} \right\} \right\},
\]

where (i) follows from the simple inequality \( 1/(a + b) \geq \min\{1/2a, 1/2b\} \), and (ii) is due to the fact that \( 1/4D_2 \) does not depend on \( q \). Noticing that \( I(q) \geq q^2/2 \), we obtain

\[
\max_{q \in [0,1]} \min \left\{ \frac{I(q)}{D_1}, \frac{4}{qD_3} \right\} \geq \max_{q \in [0,1]} \min \left\{ \frac{q^2}{2D_1}, \frac{1}{4D_3} \right\} = \frac{1}{2^{5/3}D_1^{1/3}D_3^{2/3}}
\]

by direct calculation. Therefore, it finally follows that

\[
\alpha_{ib}(P) \geq \min \left\{ \frac{1}{4D_2}, \frac{1}{2^{5/3}D_1^{1/3}D_3^{2/3}} \right\} \geq \frac{1}{4} \min \left\{ \frac{c_2^2}{4}, \frac{1}{D_{KL}(P\|N(0,1))^{1/3}} \right\}.
\]

This completes the proof. □

**C.3 Proof of Theorem 3.5**

Assume \( \alpha < \alpha_{ib}(P) \). Let \( Q_0 \) be the neighborhood of \( 0 \) in \( \mathbb{R}^{m \times m} \) that satisfies our assumptions, we will first show that there exists a finite set \( A \), and the corresponding discrete distribution \( r \) obtained by projecting the probability measure \( P \) onto \( A \), i.e., \( r = \langle P \rangle_A \), such that the function

\[
Q \in \left\{ Q \in \mathbb{R}^{m \times m} : Q^\top Q \leq I_m \right\} \mapsto F(Q) + \frac{I(Q)}{\alpha}
\]

achieves its unique minimum at \( Q = 0 \), where \( F(Q) = D_{KL}(r(Q)\|p(Q)) \). As in the proof of Theorem 3.3, consider the following two cases:

**Case (i).** \( Q \in Q_0 \): Similar to the discretization arguments in Case (i) in the proof of Theorem 3.3, we obtain that there exists a small \( \varepsilon > 0 \), such that

\[
F(Q) - F(0) \geq -\varepsilon \|Q\|_F^2 - \int_{\mathbb{R}^m \times \mathbb{R}^m} (p(x) - \phi(x)) (p(y) - \phi(y)) \frac{\phi_Q(x,y)}{\phi(x)\phi(y)} \, dx \, dy.
\]
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where $\phi_Q(x, y)$ is the PDF of $N(0, \begin{bmatrix} I_m & Q \\ Q^\top & I_m \end{bmatrix})$. Denoting $h(x) = (p(x) - \phi(x))/\phi(x)$, we get that

$$\int_{\mathbb{R}^m \times \mathbb{R}^m} (p(x) - \phi(x)) (p(y) - \phi(y)) \frac{\phi_Q(x, y)}{\phi(x)\phi(y)} \, dx \, dy = \mathbb{E}_Q[h(G^{(1)})h(G^{(2)})],$$

where by Assumption 3.2, we know that

Note that by our assumption, for any $Q$, for Case (i),

$$\text{we only need to require that} \quad \lim_{\|Q\|_F \to \infty} \frac{\ln(1 - q_i^2)}{\|Q\|_F^2} = 0 \quad \text{for all } i \leq m.$$

Then, it follows that

$$\mathbb{E}_Q[h(G^{(1)})h(G^{(2)})] = \mathbb{E}_D\left[\left(\sum_{|n| \geq 2} c_n(U)He_{n_1}(x_1) \cdots He_{n_m}(x_m)\right)^2 \left(\sum_{|n| \geq 2} c_n(V)He_{n_1}(x_1) \cdots He_{n_m}(x_m)\right)^2\right]$$

$$= \sum_{|n| \geq 2} \sum_{|\beta| \geq 2} c_n(U)c_\beta(V)\mathbb{E}_D\left[\prod_{i=1}^m He_{n_i}(G^{(1)}_i)He_{\beta_i}(G^{(2)}_i)\right]$$

$$= \sum_{|n| \geq 2} \sum_{|\beta| \geq 2} c_n(U)c_\beta(V)\mathbb{E}_D\left[\prod_{i=1}^m He_{n_i}(G^{(1)}_i)He_{\beta_i}(G^{(2)}_i)\right]$$

$$\leq \frac{1}{2} \left(\sum_{|n| \geq 2} c_n(U)^2 \prod_{i=1}^m q_i^{n_i} + \sum_{|n| \geq 2} c_n(V)^2 \prod_{i=1}^m q_i^{n_i}\right) \leq \sup_{U \in O(m, m)} \left\{\sum_{|n| \geq 2} c_n(U)^2 \prod_{i=1}^m q_i^{n_i}\right\},$$

where (i) is due to the fact that $D = \text{diag}(q_1, \cdots, q_m)$, and (ii) follows from [DH18, Lem. 3]. Moreover, by definition of $I(Q)$, we have

$$I(Q) = -\frac{1}{2} \log \det(I_m - Q^\top Q) = -\frac{1}{2} \log \prod_{i=1}^m (1 - q_i^2) = -\frac{1}{2} \sum_{i=1}^m \log(1 - q_i^2) \geq \frac{1}{2} \sum_{i=1}^m q_i^2 = \frac{1}{2} \|Q\|_F^2.$$

Note that by our assumption, for any $Q \in Q_0$, the following inequality holds:

$$\sup_{U \in O(m, m)} \left\{\sum_{|n| \geq 2} c_n(U)^2 \prod_{i=1}^m q_i^{n_i}\right\} \leq \frac{1}{2\alpha} \sum_{i=1}^m q_i^2 = \frac{1}{2\alpha} \|Q\|_F^2, \quad \text{(41)}$$

Hence, we conclude that $F(Q) + I(Q)/\alpha > F(0) + I(0)/\alpha$ for any $Q \in Q_0 \setminus \{0\}$. This completes the discussion for Case (i).

Case (ii). $Q \notin Q_0$: The argument here is completely the same as Case (ii) in the proof of Theorem 3.3. We only need to require that

$$\alpha < \frac{\inf_{Q \notin Q_0} I(Q)}{D_{KL}(P||N(0, I_m))}, \quad \text{(42)}$$
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which is already guaranteed by the theorem statement. For example, if we take \(Q_0 = \{Q \in \mathbb{R}^{m \times m} : Q^T Q \preceq I_m, \|Q\|_F^2 \leq mq_0^2\}\) for some \(q_0 \in (0, 1)\), then we have

\[
\inf_{Q \in Q_0} I(Q) = \inf_{\sum_{i=1}^m q_i^2 \geq mq_0^2} \sum_{i=1}^m I(q_i) \geq \inf_{\sum_{i=1}^m q_i^2 \geq mq_0^2} \sum_{i=1}^m \frac{q_i^2}{2} \geq \frac{mq_0^2}{2},
\]

and Eq. (42) is equivalent to \(\alpha < mq_0^2/(2D_{KL}(P'(N(0, I_m))))\).

Combining the arguments in Case (i) and (ii) proves our claim. The rest part of this proof is completely identical to the sharp concentration argument in the proof of Theorem 3.3.

### C.4 Proof of Lemma C.1

According to the Paley-Zygmund inequality,

\[
P(Z > 0) = \mathbb{E}[1\{Z > 0\}] \geq \frac{\mathbb{E}[Z1\{Z > 0\}]^2}{\mathbb{E}[Z^2]} = \frac{\mathbb{E}[Z]^2}{\mathbb{E}[Z^2]},
\]

where the intermediate bound follows from the Cauchy-Schwarz inequality. Therefore, it suffices to show that \(\mathbb{E}[Z^2] = O_n(\mathbb{E}[Z]^2)\) as \(n, d \to \infty\) with \(n/d \to \alpha\). To this end, let us calculate the first and second moments of \(Z\). By definition, for \(i = 1, \cdots, M\),

\[
p_i = \mathbb{P}(\langle G \rangle_A = a_i), \quad \text{where } G \sim N(0, I_m).
\]

Note that for any \(W \in O(d, m)\), \(G_i := W^T x_i \sim \text{i.i.d. } N(0, I_m)\). Hence,

\[
\mathbb{E}[Z] = \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^n \delta(\langle G_i \rangle_A) = q\right) = \frac{n!}{\prod_{i=1}^M k_i!} \prod_{i=1}^M p_i^{k_i}.
\]

By our assumption, for all \(i \in [M]\), \(k_i \to \infty\) as \(n \to \infty\). Using Stirling’s formula gives

\[
\mathbb{E}[Z] = \frac{n!}{\prod_{i=1}^M k_i!} \prod_{i=1}^M p_i^{k_i} \sim \frac{(2\pi)^{1/2} n^{n+1/2} e^{-n}}{\prod_{i=1}^M (2\pi)^{1/2} k_i^{k_i} e^{-k_i}} \prod_{i=1}^M p_i^{k_i}
\]

\[
= (2\pi n)^{-M-1/2} \prod_{i=1}^M q_i^{-1/2} \exp \left(-n \sum_{i=1}^M q_i \log q_i/p_i\right)
\]

\[
= (2\pi n)^{-M-1/2} \prod_{i=1}^M q_i^{-1/2} \exp (-n D_{KL}(q\|p)).
\]

To calculate \(\mathbb{E}[Z^2]\), we first write \(Z^2\) as a double integral:

\[
Z^2 = \int_{O(d, m) \times O(d, m)} 1 \left\{ \frac{1}{n} \sum_{i=1}^n \delta(\langle W^T x_i \rangle_A) = q, \frac{1}{n} \sum_{i=1}^n \delta(\langle W^T x_i \rangle_A) = q \right\} \mu_{d,m}(dW_1) \mu_{d,m}(dW_2).
\]

Denoting \(Q = W_1^T W_2 \in \mathbb{R}^{m \times m}\), we observe two useful facts:

(a) For \(W_1, W_2 \sim \text{i.i.d. } \mu_{d,m}\), the probability density function of \(Q\) is given by (cf. [DEL92, Prop. 2.1] or [Eat89, Prop. 7.3])

\[
p_{d,m}(Q) = (2\pi)^{-m^2/2} \omega(d-m, m) \det(I_m - Q^T Q)^{(d-2m-1)/2} \cdot I_0(Q^T Q),
\]

where \(I_0(Q^T Q)\) is the indicator function of the set that all \(m\) eigenvalues of \(Q^T Q\) are in \((0, 1)\), and \(\omega(\cdot, \cdot)\) is the Wishart constant defined by

\[
\omega(s, t)^{-1} = \pi^{(t-1)/4} 2^{st/2} \prod_{j=1}^s \Gamma \left(\frac{s - j + 1}{2}\right).
\]
Using Stirling’s formula $\Gamma(t) \sim \sqrt{2\pi t}(t/e)^t$ for $t \gg 1$, we obtain that

$$p_{d,m}(Q) \sim \left(\frac{d}{2\pi}\right)^{m^2/2} \cdot \exp\left(\frac{d - 2m - 1}{2} \log \det (I_m - Q^\top Q)\right) \cdot I_0(Q^\top Q).$$

(b) For $1 \leq i \leq n$, we have

$$(G_{1i}^\top, G_{2i}^\top)^\top := (x_i^\top W_1, x_i^\top W_2)^\top \sim_{i.i.d.} N\left(0, \left[\begin{array}{cc} I_m & Q \\ Q^\top & I_m \end{array}\right]\right).$$

(43)

Therefore, it follows that

$$E[Z^2] = \int_{O(d,m) \times O(d,m)} \mathbb{P} \left(\frac{1}{n} \sum_{i=1}^{n} \delta_{(W_i x_i)^A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(W_i z_i)^A} = q\right) \mu_{d,m}(dW_1) \mu_{d,m}(dW_2)
$$

$$= \int_{\mathbb{R}^n} \mathbb{P}_Q \left(\frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{1i})^A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{2i})^A} = q\right) p_{d,m}(Q) dQ
$$

$$\sim \int_{\mathbb{R}^n} \left(\frac{d}{2\pi}\right)^{m^2/2} \mathbb{P}_Q \left(\frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{1i})^A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{2i})^A} = q\right) \exp\left(-(d - 2m - 1)I(Q)\right) \cdot I_0(Q^\top Q) dQ,$$

where $\mathbb{P}_Q$ denotes the probability taken under Eq. (43), $I(Q) = -\log \det (I_m - Q^\top Q)/2$, and $dQ$ is understood as $\prod_{i,j=1}^{M} dQ_{ij}$. To compute the probability in the above integral, recall that

$$p_{ij}(Q) = \mathbb{P}_Q \left( (G_1)_A = a_i, (G_2)_A = a_j \right), \quad \text{for } i, j \in [M],
$$

and define

$$S_k = \left\{ n = (n_{ij})_{i,j \in [M]} : \forall i, j, \sum_{j=1}^{M} n_{ij} = k_i, \sum_{i=1}^{M} n_{ij} = k_j \right\}.$$

Moreover, recall the definition of $q(Q)$ from Eq. (29), we deduce that

$$\mathbb{P}_Q \left(\frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{1i})^A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{2i})^A} = q\right) = \sum_{n \in S_k} \frac{n!}{\prod_{i,j=1}^{M} n_{ij}} \prod_{i,j=1}^{M} p_{ij}(Q)^{n_{ij}}
$$

$$= \sum_{n \in S_k} \frac{n!}{\prod_{i,j=1}^{M} n_{ij}} \prod_{i,j=1}^{M} \left(\frac{p_{ij}(Q)}{q_{ij}(Q)}\right)^{n_{ij}} \sum_{n \in S_k} \frac{n!}{\prod_{i,j=1}^{M} n_{ij}} \prod_{i,j=1}^{M} q_{ij}(Q)^{n_{ij}} \exp\left(-\sum_{i,j=1}^{M} n_{ij} \log \frac{q_{ij}(Q)}{p_{ij}(Q)}\right)
$$

$$= \exp\left(-n D_{KL}(q(Q)\|p(Q))\right) \sum_{n \in S_k} \frac{n!}{\prod_{i,j=1}^{M} n_{ij}} \prod_{i,j=1}^{M} q_{ij}(Q)^{n_{ij}} \exp\left(-\sum_{i,j=1}^{M} \left(\frac{n_{ij}}{n} - q_{ij}(Q)\right) \log \frac{q_{ij}(Q)}{p_{ij}(Q)}\right).$$

According to Lemma E.8 (b) and the optimality of $q(Q)$, we know that $\forall n \in S_k$,

$$\sum_{i,j=1}^{M} \left(\frac{n_{ij}}{n} - q_{ij}(Q)\right) \log \frac{q_{ij}(Q)}{p_{ij}(Q)} = 0,$$

which further implies that

$$\mathbb{P}_Q \left(\frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{1i})^A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{2i})^A} = q\right) = \exp\left(-n D_{KL}(q(Q)\|p(Q))\right) \sum_{n \in S_k} \frac{n!}{\prod_{i,j=1}^{M} n_{ij}} \prod_{i,j=1}^{M} q_{ij}(Q)^{n_{ij}}.$$

As a consequence, we have

$$\mathbb{P}_Q \left(\frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{1i})^A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_{2i})^A} = q\right) \leq \exp\left(-n D_{KL}(q(Q)\|p(Q))\right).$$

(45)
Note that this inequality can be deduced from [DZ10, Lem. 2.1.9] as well.

Now, let us consider the following two cases:

Case (i). $\lambda_{\max}(Q^TQ) > 1/2$. Using Eq. (45), it follows that

$$
\int_{\lambda_{\max}(Q^TQ) > 1/2} \left( \frac{d}{2\pi} \right)^{m^2/2} P_Q \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_1)_A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_2)_A} = q \right) \exp \left( -(d - 2m - 1)I(Q) \right) \cdot I_0(Q^TQ) \, dq
$$

$$
\leq \int_{\lambda_{\max}(Q^TQ) \in (1/2, 1)} \left( \frac{d}{2\pi} \right)^{m^2/2} \exp \left( -nD_{KL}(Q||p(Q)) - (d - 2m - 1)I(Q) \right) \, dq
$$

$$
= \int_{\lambda_{\max}(Q^TQ) \in (1/2, 1)} \left( \frac{d}{2\pi} \right)^{m^2/2} \exp \left( -n \left( D_{KL}(Q||p(Q)) + \frac{d - 2m - 1}{n}I(Q) \right) \right) \, dq.
$$

Note that $(d - 2m - 1)/n \to \alpha$, and by our assumption,

$$
\inf_{\lambda_{\max}(Q^TQ) \in (1/2, 1)} \left\{ D_{KL}(Q||p(Q)) + \frac{1}{\alpha}I(Q) \right\} \geq D_{KL}(Q||p(0)) + \frac{1}{\alpha}I(0) + \eta = 2D_{KL}(q||p) + \eta,
$$

where the last step follows from Lemma E.8 (a). This in turn implies that, for all large enough $n$ and $d$,

$$
\int_{\lambda_{\max}(Q^TQ) \in (1/2, 1)} \left( \frac{d}{2\pi} \right)^{m^2/2} \exp \left( -n \left( D_{KL}(Q||p(Q)) + \frac{d - 2m - 1}{n}I(Q) \right) \right) \, dq
$$

$$
\leq \int_{\lambda_{\max}(Q^TQ) \in (1/2, 1)} \left( \frac{d}{2\pi} \right)^{m^2/2} \exp \left( -2n \left( D_{KL}(q(||p) + \eta/4) \right) \, dq
$$

$$
\leq n^6 \exp \left( -2n \left( D_{KL}(q||p) + \eta/4) \right) = o_n \left( E[Z]^2 \right).
$$

It then suffices to consider only the integral over $\{Q \in \mathbb{R}^{m \times m} : \lambda_{\max}(Q^TQ) \leq 1/2\}$.

Case (ii). $\lambda_{\max}(Q^TQ) \leq 1/2$. We start with defining for fixed $\eta \in (0, 1)$:

$$
B_{n,k}(\eta) = \left\{ n \in S_k : \left| \frac{n_{ij}}{nq_ij(Q)} - 1 \right| \leq \frac{\eta}{n^{1/3}}, \forall i,j \in [M] \right\}.
$$

Then, according to the local limit theorem for multinomial distribution (cf. [Oui21, Thm. 2.1] and [SF84, Lem. 2.1]), we obtain that

$$
\sum_{n \in B_{n,k}(\eta)} \frac{n!}{(2\pi n)^{(M-1)/2}} \prod_{i,j=1}^{M} q_{ij}(Q)^{n_{ij}} = 1 + O(n^{-1/2}) \prod_{i,j=1}^{M} q_{ij}(Q)^{-1/2} \sum_{n \in B_{n,k}(\eta)} \exp \left( -\frac{1}{2} \sum_{i,j=1}^{M} \frac{(n_{ij}/\sqrt{n} - \sqrt{n}q_{ij}(Q))^2}{q_{ij}(Q)} \right),
$$

where the quantity $O(n^{-1/2})$ is uniformly small for all $Q$ such that $\lambda_{\max}(Q^TQ) \leq 1/2$, since

$$
\inf_{\lambda_{\max}(Q^TQ) \leq 1/2} \inf_{i,j \in [M]} q_{ij}(Q) > 0,
$$

which is a result of Lemma E.8 (c). Now define for $i,j \in [M]$, $x_{ij} = n_{ij}/\sqrt{n} - \sqrt{n}q_{ij}(Q)$, we know that the $x_{ij}$'s should satisfy

$$
\forall i,j \in [M], \sum_{j=1}^{M} x_{ij} = \sum_{i=1}^{M} x_{ij} = 0, \quad \text{and} \quad |x_{ij}| \leq \eta n^{1/6}q_{ij}(Q).
$$

These constraints define an open set in an $(M - 1)^2$-dimensional subspace of $\mathbb{R}^{M^2}$, with diverging radius as $n \to \infty$. Therefore, the summation over $n \in B_{n,k}(\eta)$ is well-approximated by a Riemann integral, namely

$$
\sum_{n \in B_{n,k}(\eta)} \exp \left( -\frac{1}{2} \sum_{i,j=1}^{M} \frac{(n_{ij}/\sqrt{n} - \sqrt{n}q_{ij}(Q))^2}{q_{ij}(Q)} \right) = \sum_{n \in B_{n,k}(\eta)} \exp \left( -\frac{1}{2} \sum_{i,j=1}^{M} \frac{x_{ij}^2}{q_{ij}(Q)} \right)
$$

$$
\sim n^{(M-1)^2/2} \int_{S_M} \exp \left( -\frac{1}{2} \sum_{i,j=1}^{M} \frac{x_{ij}^2}{q_{ij}(Q)} \right) \, dx = C(M,Q) \cdot n^{(M-1)^2/2},
$$
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Combining the above estimates yields
\[ C(M, Q) := \int_{S_M} \exp \left( - \frac{1}{2} \sum_{i,j=1}^{M} \frac{x_{ij}^2}{d_{ij}(Q)} \right) dx, \]
which is a constant only depending on \( M \) and \( Q \). The convergence here is uniform in \( \{ Q : \lambda_{\text{max}}(Q^T Q) \leq 1/2 \} \) because of Eq. (47). Now let us consider the summation outside \( B_{n,k}(\eta) \). For any \( n \in S_k \setminus B_{n,k}(\eta) \), using again Stirling’s formula yields
\[
\frac{n!}{\prod_{i,j=1}^{M} q_{ij}(Q)^{n_{ij}}} \leq C(M) (2\pi n)^{-M^2/2} \left( \prod_{i,j=1}^{M} \frac{n}{n_{ij}} \right)^{1/2} \exp \left( \sum_{i,j=1}^{M} n_{ij} \log \frac{nq_{ij}(Q)}{n_{ij}} \right) \]
\[
\leq C(M) n^{1/2} \exp \left( \sum_{i,j=1}^{M} n_{ij} \log \frac{nq_{ij}(Q)}{n_{ij}} \right) \]
\[
\leq C(M) n^{1/2} \exp \left( \sum_{i,j=1}^{M} n_{ij} \left( \frac{nq_{ij}(Q)}{n_{ij}} - 1 \right) \right) \]
\[
= C(M) n^{1/2} \exp \left( - n \sum_{i,j=1}^{M} \left( \frac{n_{ij}}{n} - q_{ij}(Q) \right)^2 \right), \]
where \( C(M) \) is a constant only depending on \( M \). By definition, there exists \((i, j) \in [M]^2\) such that \(|n_{ij}/n - q_{ij}(Q)| \geq \eta q_{ij}(Q) n^{-1/3}\), thus leading to
\[
\left( \sqrt{\frac{n_{ij}}{n}} - q_{ij}(Q) \right)^2 \geq \frac{\eta^2 q_{ij}(Q)^2 n^{-2/3}}{4} \geq \frac{\eta^2 \inf_{i,j \in [M]} q_{ij}(Q)^2 n^{-2/3}}{4}, \]
which further implies that
\[
\sum_{n \in S_k \setminus B_{n,k}(\eta)} \frac{n!}{\prod_{i,j=1}^{M} q_{ij}(Q)^{n_{ij}}} \leq C(M) n^{M^2+1/2} \exp \left( - \frac{\eta^2 \inf_{i,j \in [M]} q_{ij}(Q)^2 n^{-1/3}}{4} \right). \]
The right hand side of the above equation is \( o_n(1) \) uniformly for all \( Q \) satisfying \( \lambda_{\text{max}}(Q^T Q) \leq 1/2 \). Combining the above estimates yields
\[
P_Q \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_1)_A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_2)_A} = q \right) \sim C(M, Q) \cdot n^{-(M-1)} \exp \left( - n D_{\text{KL}}(q(Q)\|p(Q)) \right), \]
thus leading to
\[
\int_{\lambda_{\text{max}}(Q^T Q) \leq 1/2} \left( \frac{d}{2\pi} \right)^{m^2/2} P_Q \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_1)_A} = q, \frac{1}{n} \sum_{i=1}^{n} \delta_{(G_2)_A} = q \right) \exp \left( -(d - 2m - 1) I(Q) \right) \cdot I_0(Q^T Q) dQ \sim n^{-(M-1)} \int_{\lambda_{\text{max}}(Q^T Q) \leq 1/2} \left( \frac{d}{2\pi} \right)^{m^2/2} C(M, Q) \exp \left( - n D_{\text{KL}}(q(Q)\|p(Q)) - (d - 2m - 1) I(Q) \right) dQ. \]
(48)

From the asymptotics for \( \mathbb{E}[Z] \) derived earlier, we know that \( C(M, 0) = (2\pi)^{-(M-1)} \prod_{i=1}^{M} q_i^{-1} \).

Based on the estimates in Case (i) and (ii), i.e., Eq. (46) and Eq. (48), we finally obtain that
\[
\mathbb{E}[Z^2] \leq o_n(\mathbb{E}[Z^2]) + (1 + o_n(1)) n^{-(M-1)} \int_{\lambda_{\text{max}}(Q^T Q) \leq 1/2} \left( \frac{d}{2\pi} \right)^{m^2/2} C(M, Q) \exp \left( - n D_{\text{KL}}(q(Q)\|p(Q)) - (d - 2m - 1) I(Q) \right) dQ. \]
Hence, it suffices to show that

$$\int_{\lambda_{\text{max}}(Q) \leq 1/2} \left( \frac{d}{2\pi} \right)^{m/2} \frac{C(M, Q)}{C(M, 0)} \exp \left( -nD_{\text{KL}}(q(Q) \| p(Q)) - (d - 2m - 1)I(Q) \right) dQ = O_n \left( \exp \left( -2nD_{\text{KL}}(q(Q) \| p(Q)) \right) \right).$$

(49)

By our assumption, one can choose $\alpha' > \alpha$ such that

$$\min_{\lambda_{\text{max}}(Q) \leq 1/2} \left\{ D_{\text{KL}}(q(Q) \| p(Q)) + \frac{1}{\alpha'} I(Q) \right\} \geq D_{\text{KL}}(q(0) \| p(0)) + \frac{1}{\alpha'} I(0) - O \left( \frac{1}{n^2} \right).$$

Therefore, for large enough $n, d$, it follows that

$$\int_{\lambda_{\text{max}}(Q) \leq 1/2} \left( \frac{d}{2\pi} \right)^{m/2} \frac{C(M, Q)}{C(M, 0)} \exp \left( -nD_{\text{KL}}(q(Q) \| p(Q)) - (d - 2m - 1)I(Q) \right) dQ$$

$$\leq (1 + o_n(1))C(m, M, \alpha') \left( \exp \left( -n \cdot \min_{\lambda_{\text{max}}(Q) \leq 1/2} \left\{ D_{\text{KL}}(q(Q) \| p(Q)) + \frac{1}{\alpha'} I(Q) \right\} \right) \right)$$

$$= O_n \left( \exp \left( -2n \cdot D_{\text{KL}}(q(Q) \| p(Q)) \right) \right),$$

as desired. Here, (i) is because of $n/(d - 2m - 1) \to \alpha < \alpha'$, in (ii) we use Laplace’s method (see e.g., Chap. 4.2 of [DB81]), and (iii) follows from the choice of $\alpha'$. The constant $C(m, M, \alpha')$ has an explicit form:

$$C(m, M, \alpha') = \left( \det \left( \nabla^2_{Q=0} \left( F(Q) + \frac{I(Q)}{\alpha'} \right) \right) \right)^{-1/2},$$

where $F(Q) = D_{\text{KL}}(q(Q) \| p(Q))$. This completes the proof of Lemma C.1. Note that here the constant $C(m, M, \alpha')$ is uniformly upper bounded for $r = \langle P \rangle_A$ with $P$ a fixed probability measure, and the discrete set $A$ sufficiently refined. As a consequence, there exists a constant $c > 0$ satisfying that $\lim_{n \to \infty} P(Z > 0) \geq c$ for all such $A$ and $r = \langle P \rangle_A$.

## D Proofs for Section 4: Applications to supervised learning

### D.1 Proof of Proposition 4.1

We first show that

$$\limsup_{n,d \to \infty} \hat{R}_n^*(X, y) \leq \inf_{h \in \mathcal{H}_m} \inf_{P \in \mathcal{F}_{m, \alpha}} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) P(dy, dz).$$

For any fixed $\varepsilon > 0$, choose $h_\varepsilon \in \mathcal{H}_m$ and $P_\varepsilon \in \mathcal{F}_{m, \alpha}$ such that

$$\int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h_\varepsilon(z)) P_\varepsilon(dy, dz) \leq \inf_{h \in \mathcal{H}_m} \inf_{P \in \mathcal{F}_{m, \alpha}} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) P(dy, dz) + \varepsilon.$$

Since $P_\varepsilon \in \mathcal{F}_{m, \alpha}$, we know that there exists a sequence of random orthogonal matrices $\{W = W_n(X, y)\}_{n \in \mathbb{N}}$ such that $\hat{P}_n, W \overset{\text{w}}{\to} P_\varepsilon$ in probability. As $h_\varepsilon$ is Lipschitz-continuous and $L$ is bounded continuous, we deduce that as $n \to \infty$,

$$\int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h_\varepsilon(z)) \hat{P}_n, W(dy, dz) \to \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h_\varepsilon(z)) P_\varepsilon(dy, dz) \text{ in probability.}$$
By definition, we have
\[ \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h_z(z)) \tilde{P}_n \, (dy, dz) \geq \tilde{R}^*_n(X, y), \]
thus leading to
\[ P\left( \tilde{R}^*_n(X, y) \geq \inf_{h \in \mathcal{H}_m} \inf_{P \in \mathcal{P}_{m, \alpha}} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, P(dy, dz) + 2\varepsilon \right) \]
\[ \leq P\left( \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h_z(z)) \tilde{P}_n \, (dy, dz) \geq \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h_z(z)) P_z(dy, dz) + \varepsilon \right) \to 0 \]
as \( n \to \infty \). Since \( \varepsilon > 0 \) is arbitrary, this proves
\[ \limsup_{n,d \to \infty} \tilde{R}^*_n(X, y) \leq \inf_{h \in \mathcal{H}_m} \inf_{P \in \mathcal{P}_{m, \alpha}} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, P(dy, dz). \]

Next we prove the inverse bound. Defining the set of \((\alpha, m)\)-feasible random probability measures on \( \mathcal{P}(\{\pm 1\} \times \mathbb{R}^m) \) as:
\[ \tilde{\mathcal{P}}_{m, \alpha} := \left\{ \tilde{P} \text{ is a random element in } \mathcal{P}(\{\pm 1\} \times \mathbb{R}^m) : \exists W = W_n(X, y), W^\top W = I_d \right. \]
\[ \left. \text{such that } \frac{1}{n} \sum_{i=1}^n \delta_{(y_i, x_i^\top W)} \Rightarrow \tilde{P} \text{ in distribution} \right\}, \]
we will first show that
\[ \inf_{\tilde{P} \in \tilde{\mathcal{P}}_{m, \alpha}} \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in \mathcal{H}_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, \tilde{P}(dy, dz) \right] \leq \limsup_{n,d \to \infty} \tilde{R}^*_n(X, y), \quad (50) \]
where the expectation \( \mathbb{E}_{\tilde{P}} \) is taken over the randomness in \( \tilde{P} \in \tilde{\mathcal{P}}_{m, \alpha} \). To show Eq. (50), let us denote by \( W = W_n(X, y) \) the corresponding empirical minimizer of \( \tilde{R}_n(X, y) \) and \( \tilde{P}_n \) the empirical distribution of \( \{(y_i, W_i^\top x_i)\}_{i \leq n} \), i.e., \( \tilde{P}_n = (1/n) \sum_{i=1}^n \delta_{(y_i, W_i^\top x_i)} \), we thus obtain that
\[ \tilde{R}_n(X, y) = \inf_{h \in \mathcal{H}_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, \tilde{P}_n(dy, dz). \]

By our \( W_2 \) outer bound, i.e., Theorem 4.3, \( \{\tilde{P}_n\} \) is a tight sequence of random elements in \( \mathcal{P}(\mathbb{R}^{m+1}) \) equipped with the bounded Lipschitz distance that metrizes weak convergence, since the \( W_2 \) distance always dominates the bounded Lipschitz distance. In fact, we have \( d_{BL} \leq W_1 \leq W_2 \) according to the dual representation of \( W_1 \). Therefore, \( \{\tilde{P}_n\} \) has a subsequence \( \{\tilde{P}_{n_k}\} \) which weakly converges to some random probability measure \( \tilde{P} \in \mathcal{P}(\{\pm 1\} \times \mathbb{R}^m) \) in distribution. By definition, \( \tilde{P} \in \tilde{\mathcal{P}}_{m, \alpha} \). We then deduce that
\[ \limsup_{n,d \to \infty} \tilde{R}^*_n(X, y) \geq \limsup_{k \to \infty} \mathbb{E}_{\tilde{P}_{n_k}} \left[ \inf_{h \in \mathcal{H}_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, \tilde{P}_{n_k}(dy, dz) \right] \]
\[ \geq \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in \mathcal{H}_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, \tilde{P}(dy, dz) \right] \]
\[ \geq \inf_{\tilde{P} \in \tilde{\mathcal{P}}_{m, \alpha}} \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in \mathcal{H}_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \, \tilde{P}(dy, dz) \right], \]
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where (i) follows from the boundedness of $L$, and (ii) follows from Fatou’s lemma and Skorokhod’s representation theorem for probability measures on Polish space (note that $(\mathcal{P}(\{\pm 1\} \times \mathbb{R}^m)$, $d_{BL}$) is a Polish space. This completes the proof of Eq. (50).

Now it suffices to show that
\[
\inf_{\tilde{P} \in \mathcal{F}_{m,\alpha}^w} \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz) \right] \geq \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz).
\]

Fix $\tilde{P} \in \mathcal{F}_{m,\alpha}^w$ and $P \in \text{supp}(\tilde{P})$, we know that for any $\varepsilon > 0$, $\mathbb{P}(\tilde{P} \in B_\varepsilon(P)) > 0$, where we denote
\[
B_\varepsilon(P) = \{ Q \in \mathcal{P}(\mathbb{R}^m) : d_{BL}(Q, P) < \varepsilon \}.
\]

By definition, there is a sequence of random probability measures $\{\tilde{P}_n, w\}_{n \geq 1}$ such that $\tilde{P}_n, w \Rightarrow \tilde{P}$ in distribution. According to the Portmanteau lemma, we deduce that
\[
\liminf_{n \to \infty} \mathbb{P} \left( \inf_{w \in O(d,m)} d_{BL} (\tilde{P}_n, w, P) < \varepsilon \right) \geq \liminf_{n \to \infty} \mathbb{P} \left( d_{BL} (\tilde{P}_n, w, P) < \varepsilon \right) \geq \mathbb{P} \left( d_{BL} (\tilde{P}, P) < \varepsilon \right) > 0,
\]
since $B_\varepsilon(P)$ is an open set. Using the same idea as in the proof of Theorem 3.3, i.e., sharp concentration of $\inf_{w \in O(d,m)} d_{BL}(\tilde{P}_n, w, P)$, one can conclude that for any $\varepsilon > 0$,
\[
\liminf_{n \to \infty} \mathbb{P} \left( \inf_{w \in O(d,m)} d_{BL} (\tilde{P}_n, w, P) < \varepsilon \right) = 1,
\]
which further implies that
\[
\inf_{w \in O(d,m)} d_{BL} (\tilde{P}_n, w, P) \to 0 \text{ in probability.}
\]

Therefore, $P$ is $(\alpha, m)$-feasible. As a consequence, we have for all $\tilde{P} \in \mathcal{F}_{m,\alpha}^w$, $\text{supp}(\tilde{P}) \subset \mathcal{F}_{m,\alpha}^w$, thus leading to the following estimates:
\[
\inf_{\tilde{P} \in \mathcal{F}_{m,\alpha}^w} \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz) \right] \geq \inf_{\tilde{P} \in \mathcal{F}_{m,\alpha}^w} \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz) \right]
\]
\geq \inf_{\tilde{P} \in \mathcal{F}_{m,\alpha}^w} \mathbb{E}_{\tilde{P}} \left[ \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz) \right] \geq \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz),
\]
as desired. Finally, we obtain that
\[
p-\limsup_{n,d \to \infty} \tilde{P}_n^\star (X, y) \geq \inf_{h \in H_m} \int_{\{\pm 1\} \times \mathbb{R}^m} L(y, h(z)) \tilde{P}(dy, dz).
\]
Combining this with the upper bound completes the proof of Proposition 4.1.

D.2 Proofs of Lemma 4.2 and Theorem 4.3

Proof of Lemma 4.2. Similarly as in the proof of Theorem 4.3, we can write
\[
\tilde{P}_n, w = \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, (w, g_i) + \sqrt{1 - \|w\|^2} (w_1, z_i) \right), \quad P_w = \text{Law} \left( Y, w + G, \sqrt{1 - \|w\|^2} Z \right).
\]
By assumption, \( w \in S^{d-1} \) is independent of \((X, y)\). Therefore,

\[
\hat{P}_{n, w} = \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, w_i \parallel g_i + \sqrt{1 - \|w_i\|_2^2} z_i \right), \quad (y_i, g_i, z_i)^{i.i.d.} \sim \text{Law}(Y, G, Z),
\]

where \( w \parallel \in \mathbb{R}^k \) is independent of \((X, y)\) as well. The desired result then follows by applying Glivenko-Cantelli Theorem. \( \square \)

**Proof of Theorem 4.3.** According to the orthogonal invariance property of isotropic normal distribution, we may assume without loss of generality that

\[
V = [I_k, 0_{k \times (d-k)}]^\top, \quad X = (G, Z), \quad (y, G) \perp Z,
\]

where \( y = (y_1, \ldots, y_n)^\top \in \mathbb{R}^n, \quad G = (g_1, \ldots, g_n)^\top \in \mathbb{R}^{n \times k}, \quad \text{and} \quad Z = (z_1, \ldots, z_n)^\top \in \mathbb{R}^{n \times (d-k)}. \) Moreover, for each \( i \in [n] \) we have

\[
\mathbb{P}(y_i = +1|g_i) = \varphi(g_i) = 1 - \mathbb{P}(y_i = -1|g_i).
\]

From now on we only assume that \( y_i \) is sub-Gaussian and \((y_i, g_i) \perp z_i\), which is all we need for this proof as pointed out in Remark 4.2. We further denote \( V_\perp = [e_{k+1}, \ldots, e_d] \), then we know that \([V, V_\perp] = I_d\). Hence, for any \( w \in S^{d-1} \), it follows that

\[
\langle x_i, w \rangle = \langle g_i^\top, z_i^\top \rangle [V, V_\perp]^\top w = w^\top V g_i + w^\top V_\perp z_i.
\]

For simplicity, we denote \( w_\parallel = V^\top w \) and \( w_\perp = V_\perp^\top w / \|V_\perp^\top w\|_2 = V_\perp^\top w / \sqrt{1 - \|V^\top w\|_2^2} \), then we have the following decomposition:

\[
\langle x_i, w \rangle = \langle w_\parallel, g_i \rangle + \sqrt{1 - \|w_\parallel\|_2^2} \langle w_\perp, z_i \rangle, \quad \|w_\parallel\|_2 \leq 1, \ w_\perp \in S^{d-k-1}.
\]

Now let us consider the random variable:

\[
\xi_{n, \varepsilon, \eta} = \min_{\|w_\parallel\|_2 = 1} \left\{ \frac{1}{\sqrt{\alpha}} \sqrt{1 - \|V^\top w\|_2^2} + \varepsilon - W_2^{(n)} \left( \hat{P}_{n, w}, P_w \right) \right\}
\]

\[
= \min_{\|w_\parallel\|_2 \leq 1, \|w_\perp\|_2 = 1} \left\{ \frac{\sqrt{1 - \|w_\parallel\|_2^2}}{\sqrt{\alpha}} + \varepsilon - W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, w_i \parallel g_i + \sqrt{1 - \|w_i\|_2^2} z_i \right), P_w \right) \right\}
\]

\[
= \max_{\|w_\parallel\|_2 \leq 1, \|w_\perp\|_2 = 1, u \in \mathbb{R}^n, \lambda \in \mathbb{R}} \left\{ \frac{\sqrt{1 - \|w_\parallel\|_2^2}}{\sqrt{\alpha}} + \varepsilon - W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, (w_\parallel + \sqrt{1 - \|w_i\|_2^2} z_i) \right), P_w \right) \right\}
\]

\[
+ \frac{1}{n} \left( \lambda, u - Z w_\perp \right) \right\},
\]

where in the last step we use Lagrange multiplier method, and the vector \( u = (u_1, \ldots, u_n)^\top \) represents the dual variable. Recall that \( P_w = \text{Law}(Y, (w_\parallel + \sqrt{1 - \|w_i\|_2^2} Z), \text{and} \ (Y, G, Z) \) distributed as Eq. (15). We first show that for any \( \varepsilon, \eta > 0 \), there exist positive constants \( C_0(\varepsilon, \eta) \) and \( C_1(\varepsilon, \eta) \) such that

\[
\mathbb{P}(\xi_{n, \varepsilon, \eta} \leq 0) \leq C_0(\varepsilon, \eta) \exp \left( -C_1(\varepsilon, \eta)n^{1-\varepsilon} \right).
\]

Using standard norm bound on Gaussian random matrices (see e.g., Corollary 7.3.1 in [Ven18]), we know that there exists a constant \( C_0 > 0 \), such that \( \mathbb{P}(\|Z\|_{op} \leq C_0 \sqrt{n}) \geq 1 - 2 \exp(-C_0n) \). On this event, for any
\(w_\perp \in \mathbb{S}^{d-k-1}\) we have \(\|Zw_\perp\|_2 \leq C_0 \sqrt{n}\), which in turn implies

\[
\xi_{n,\varepsilon,\eta} = \min_{\|w\|_2 \leq 1, \|w_\perp\|_2 = 1} \max_{\|w\|_2 \leq C_0 \sqrt{n}} \left\{ \frac{\sqrt{1 - \|w\|_2^2}}{\sqrt{\alpha}} + \varepsilon \right\}
\]

\[-W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta(y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i), P_w \right) + \frac{1}{n} \langle \lambda, u - Zw_\perp \rangle \]

\[\geq \min_{\|w\|_2 \leq 1, \|w_\perp\|_2 = 1} \max_{\|w\|_2 \leq C_0 \sqrt{n}} \left\{ \frac{\sqrt{1 - \|w\|_2^2}}{\sqrt{\alpha}} + \varepsilon \right\}
\]

\[-W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta(y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i), P_w \right) + \frac{1}{n} \langle \lambda, u - Zw_\perp \rangle \]

\[:= \xi_{n,\varepsilon,\eta,C},\]

where \(C > 0\) is to be determined. The first equality holds since for \(\|u\|_2 > C_0 \sqrt{n}\), the inner maximum becomes \(+\infty\). Therefore, we obtain the following inequality:

\[P(\xi_{n,\varepsilon,\eta} \leq 0) \leq P(\|Z\|_{op} > C_0 \sqrt{n}) + P(\xi_{n,\varepsilon,\eta,C} \leq 0).\]

For future convenience, we denote the domain of the outer minimum by \(D_{w,u}\), i.e.,

\[D_{w,u} = \{(w, w_\perp, u) \in \mathbb{R}^k \times \mathbb{R}^{d-k} \times \mathbb{R}^n : \|w\|_2 \leq 1, \|w_\perp\|_2 = 1, \|u\|_2 \leq C_0 \sqrt{n}\}.\]

Next we upper bound \(\xi_{n,\varepsilon,\eta,C}\) with Lemma E.1. Let \(v \sim N(0, I_{d-k})\) and \(h \sim N(0, I_n)\) be independent standard normal vectors, and further independent of \((y, G, Z)\). Then we know that conditioning on \((y, G)\), \(Z = (Z_{ij})_{i \in [n], j \in [d-k]} \sim_{i.i.d.} N(0, 1)\) is independent of \((v, h)\). Define the following linearized version of \(\xi_{n,\varepsilon,\eta,C}\):

\[\xi_{n,\varepsilon,\eta,C}^{(1)} = \min_{D_{w,u}} \max_{\|w\|_2 \leq C_0 \sqrt{n}} \left\{ \frac{\sqrt{1 - \|w\|_2^2}}{\sqrt{\alpha}} + \varepsilon - W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta(y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i), P_w \right) \right\}
\]

\[+ \frac{1}{n} \langle \lambda, u - \|w_\perp\|_2 h \rangle + \frac{1}{n} \langle \lambda_2, \langle w_\perp, v \rangle \rangle.\]

Note that with high probability, the following holds:

\[W_2 \left( \frac{1}{n} \sum_{i=1}^{n} \delta(y_i, \text{Law}(Y)) \right) < \eta \implies W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta(y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i), P_w \right) < \infty,\]

which further implies that the objective function in the minimax problem that defines \(\xi_{n,\varepsilon,\eta,C}^{(1)}\) is continuous (Lemma E.2 (ii)). Therefore, according to Lemma E.1, we have for all \(t \in \mathbb{R}\),

\[P(\xi_{n,\varepsilon,\eta,C} \leq t | y, G) \leq 2P(\xi_{n,\varepsilon,\eta,C}^{(1)} \leq t | y, G).\]

Choose \(t = 0\) and integrate over \((y, G)\) the above inequality, we obtain that \(P(\xi_{n,\varepsilon,\eta,C} \leq 0) \leq 2P(\xi_{n,\varepsilon,\eta,C}^{(1)} \leq 0) \leq \cdots\)
0). Moreover, straightforward calculation reveals that

\[ \xi_{n,\varepsilon,\eta,C}^{(1)} = \min_{\|w\|_2 \leq 1, \|u\|_2 \leq C_0 \sqrt{n}, \|\lambda\|_2 \leq C \sqrt{n}} \max \left\{ \frac{1}{\sqrt{\alpha}} \left( \sqrt{1 - \|w\|_2^2} + \varepsilon \right), \lambda \right\} \]

\[ = \min_{\|w\|_2 \leq 1, \|u\|_2 \leq C_0 \sqrt{n}, \|\lambda\|_2 \leq C \sqrt{n}} \max \left\{ \frac{1}{\sqrt{\alpha}} \left( \sqrt{1 - \|w\|_2^2} + \varepsilon \right), \lambda \right\} \]

\[ = \min_{\|w\|_2 \leq 1, \|u\|_2 \leq C_0 \sqrt{n}, \|\lambda\|_2 \leq C \sqrt{n}} \max \left\{ \frac{1}{\sqrt{\alpha}} \left( \sqrt{1 - \|w\|_2^2} + \varepsilon \right), \lambda \right\} \]

Now we aim to estimate \( \xi_{n,\varepsilon,\eta,C}^{(1)} \). By Lemma E.2 (i), it follows that for all \((w, u)\) such that \(\|w\|_2 \leq 1\) and \(\|u\|_2 \leq C_0 \sqrt{n}\),

\[ W_2^{(\eta)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2}, u_i \right), P_w \right) \leq W_2^{(\eta)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2}, h_i \right), P_w \right) \]

\[ + W_2^{(\eta)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2}, h_i \right), \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2}, u_i \right) \right) \]

\[ \leq W_2^{(\eta)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2}, h_i \right), P_w \right) + \frac{\|u - h\|_2}{\sqrt{n}} \sqrt{1 - \|w\|_2^2}. \]

Note that \(\{(y_i, g_i, h_i)\}_{i \in [n]} \sim \text{i.i.d. Law}(Y, G, Z)\). According to Lemma E.3, there exist positive constants \(C_1 := C_1(\varepsilon, \eta)\) and \(C_2 := C_2(\varepsilon, \eta)\), such that

\[ \mathbb{P} \left( W_2 \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, g_i, h_i)}, \text{Law}(Y, G, Z) \right) > \min \left( \frac{\varepsilon}{2}, \eta \right) \right) < C_1 \exp \left( -C_2 n^{1-\varepsilon} \right). \]

Denote \((1/n) \sum_{i=1}^{n} \delta_{(y_i, g_i, h_i)} = \text{Law}(Y_n, G_n, Z_n)\), then with probability at least \(1 - C_1 \exp(-C_2 n^{1-\varepsilon})\), we can find a coupling \((Y_n, G_n, Z_n, Y, G, Z)\) satisfying

\[ \mathbb{E} \left[ (Y_n - Y)^2 + G_n - G \right]_2 + (Z_n - Z)^2 \leq \min \left( \frac{\varepsilon^2}{4}, \eta^2 \right), \]
which further implies that $E[(Y_n - Y)^2]^{1/2} < \eta$, and that
\[
E \left[ (Y_n - Y)^2 + \left( \langle w_i, G_n \rangle + \sqrt{1 - \|w_i\|_2^2} \cdot Z_n - \langle w_i, G \rangle - \sqrt{1 - \|w_i\|_2^2} \cdot Z \right)^2 \right]
\]
\[
= E \left[ (Y_n - Y)^2 + \left( \langle w_i, G_n - G \rangle + \sqrt{1 - \|w_i\|_2^2} \cdot (Z_n - Z) \right)^2 \right]
\]
\[
\leq E \left[ (Y_n - Y)^2 + \left( \|w_i\|_2^2 + 1 - \|w_i\|_2^2 \right) \left( \|G_n - G\|_2^2 + (Z_n - Z)^2 \right) \right] < \frac{\varepsilon^2}{4},
\]
where $(i)$ follows from Cauchy-Schwarz inequality. Therefore, we conclude that with probability at least $1 - C_1 \exp(-C_2 n^{1-\varepsilon})$,
\[
W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^n \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i \right), P_w \right) < \frac{\varepsilon}{2},
\]
thus leading to
\[
W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^n \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i \right), P_w \right) < \frac{\varepsilon}{2} + \frac{\|u - h\|_2}{\sqrt{n}} \sqrt{1 - \|w\|_2^2}.
\]
Using standard large deviation bounds (see e.g. [Dur19]), we know that there exists $C_3 = C_3(\varepsilon) > 0$ satisfying
\[
P \left( \frac{1}{\sqrt{n}} \|v\|_2 - \frac{1}{\sqrt{\alpha}} \right) < \frac{\varepsilon}{2C} \geq 1 - \exp(-C_3 n).
\]
Combining all these estimates, we finally obtain that with probability no less than $1 - C_1 \exp(-C_2 n^{1-\varepsilon})$, the following happens: For any $C \geq 1$, $\|w\|_2 \leq 1$, and $\|u\|_2 \leq C_0 \sqrt{n}$, we have
\[
\sqrt{1 - \|w\|_2^2} + \varepsilon - W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^n \delta \left( y_i, \langle w_i, g_i \rangle + \sqrt{1 - \|w_i\|_2^2} u_i \right), P_w \right) + \frac{C}{\sqrt{n}} (\|u - h\|_2 - \|v\|_2),
\]
\[
= C \left( \frac{\|u - h\|_2}{\sqrt{n}} - \frac{1}{\sqrt{\alpha}} \right) - \sqrt{1 - \|w\|_2^2} \left( \frac{\|u - h\|_2}{\sqrt{n}} - \frac{1}{\sqrt{\alpha}} \right) \geq 0,
\]
which leads to $\xi_{n,\varepsilon,\eta,C}^{(1)} > 0$. Therefore,
\[
P \left( \xi_{n,\varepsilon,\eta,C} \leq 0 \right) \leq 2P \left( \xi_{n,\varepsilon,\eta,C}^{(1)} \leq 0 \right) \leq 2C_1 \exp(-C_2 n^{1-\varepsilon}).
\]
Finally, we get that
\[
P \left( \xi_{n,\varepsilon,\eta} \leq 0 \right) \leq P \left( \|Z\|_{\text{op}} > C_0 \sqrt{n} \right) + 2P \left( \xi_{n,\varepsilon,\eta,C}^{(1)} \leq 0 \right)
\]
\[
\leq 2 \exp(-C_0 n) + 2C_1 \exp(-C_2 n^{1-\varepsilon}),
\]
where $C_0, C_1, C_2$ only depends on $\varepsilon$ and $\eta$. This proves Eq. (51).
Now we are in position to show Eq. (19). Fix $\eta > 0$, for any $\varepsilon > 0$, we have
\[
\sum_{n=1}^{\infty} P \left( \max_{\|w\|_2 = 1} \left( W_2^{(n)} \left( \hat{P}_{n,\omega}, P_w \right) - \frac{1}{\sqrt{\alpha}} \sqrt{1 - \|V^\top w\|_2^2} \right) \geq \varepsilon \right)
\]
\[
\leq \sum_{n=1}^{\infty} P \left( \xi_{n,\varepsilon,\eta} \leq 0 \right) \leq \sum_{n=1}^{\infty} C_0(\varepsilon, \eta) \exp \left( -C_1(\varepsilon, \eta)n^{1-\varepsilon} \right) < \infty.
\]
Therefore, by Borel-Cantelli Lemma we deduce that almost surely,

\[ \limsup_{n \to \infty} \max_{\|w\|_2=1} \left( W_2^{(n)} \left( \hat{P}_{n,w}, P_w \right) - \frac{1}{\sqrt{\alpha}} \sqrt{1 - \|V^\top w\|_2^2} \right) \leq \varepsilon. \]

Since this is true for all \( \varepsilon > 0 \), Eq. (19) follows naturally. This concludes the proof.

\( \square \)

### D.3 Proof of Theorem 4.4

With a slight abuse of notation, let us recast \( w_j \) as \( B_jw_j \) where \( B_j \in [0,B] \) and \( \|w_j\|_2 = 1 \). Denote \( \mathring{W} = (w_1, \cdots, w_m) \) and define the following empirical distribution:

\[ \hat{P}_n := \hat{P}_n, \mathring{W} = \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, x_i^\top \mathring{W})}. \]

Then \( \hat{P}_n \) is a probability measure on \( \{ \pm 1 \} \times \mathbb{R}^m \). Define the random vector \( (y, u) = (y, u_1, \cdots, u_m) \) on the same probability space such that

\[ (y, u) \sim \hat{P}_n \iff \mathbb{P} \left( (y, u) = (y_i, x_i^\top \mathring{W}) \right) = \frac{1}{n}, \forall i \in [n]. \]

Hence, we may write \( \hat{P}_n = \text{Law}(y, u) = \text{Law}(y, u_1, \cdots, u_m) \). Now assume that with probability bounded away from 0, a \( \kappa \)-margin interpolator exists, i.e., \( \hat{R}_n^\kappa(X, y) = 0 \) and

\[ \exists \mathring{W} = (w_1, \cdots, w_m), \text{ s.t. } \frac{y_i}{\sqrt{m}} \sum_{j=1}^{m} a_j \sigma(B_j(w_j, x_i)) \geq \kappa, \forall i \in [n], \]

then almost surely under \( \hat{P}_n \), we have

\[ \frac{y}{\sqrt{m}} \sum_{j=1}^{m} a_j \sigma(B_j u_j) \geq \kappa. \]  \( (52) \)

Now let us denote for \( j = 1, \cdots, m, \) \( \hat{P}_{n,j} = \text{Law}(y, u_j) = (1/n) \sum_{i=1}^{n} \delta_{(y_i, (w_j, x_i))} \), and \( P = \text{Unif}\{ \pm 1 \} \otimes \mathcal{N}(0,1) \). By our assumption, we can assume that \( n/d \to \alpha \geq (2L^2B^2/\kappa^2) \cdot m \). (Otherwise, one may choose such a subsequence.) Then for any fixed \( \varepsilon > 0 \) and \( \eta > 0 \), according to Theorem 4.3, with high probability we have

\[ W_2^{(n)}(\text{Law}(y, u_j), P) = W_2^{(n)}(\hat{P}_{n,j}, P) \leq \frac{1 + \varepsilon}{\sqrt{\alpha}}, \forall 1 \leq j \leq m. \]

As a consequence, there exists a coupling \( ((y, u_j), (y', G)) \) such that \( (y', G) \sim P \), and that

\[ \mathbb{E}[(y - y')^2] \leq \eta^2, \quad \mathbb{E}[(y - y')^2 + \mathbb{E}[(u_j - G)^2] \leq \frac{(1+\varepsilon)^2}{\alpha}, \]  \( (53) \)

thus leading to (notice that \( \mathbb{E}[y' \sigma(B_j G)] = 0 \) by independence)

\[ \begin{align*}
&|\mathbb{E}[y \sigma(B_j u_j)]| = |\mathbb{E}[y \sigma(B_j u_j)] - \mathbb{E}[y' \sigma(B_j G)]| \\
\leq &|\mathbb{E}[y(\sigma(B_j u_j) - \sigma(B_j G))]| + |\mathbb{E}[(y' - y)\sigma(B_j G)]| \\
\overset{(i)}{\leq} &LB_j \cdot \mathbb{E}[|u_j - G|] + \mathbb{E}[(y - y')^2]^{1/2} \cdot \mathbb{E}[(\sigma(B_j G))^2]^{1/2} \\
\leq &LB_j \cdot \mathbb{E}[|u_j - G|]^{1/2} + \mathbb{E}[(y - y')^2]^{1/2} \cdot \max_{0 \leq b \leq B} \mathbb{E}[\sigma(b G)]^{1/2} \\
\leq &\frac{LB(1+\varepsilon)}{\sqrt{\alpha}} + \eta \cdot \max_{0 \leq b \leq B} \mathbb{E}[\sigma(b G)]^{1/2},
\end{align*} \]
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where (i) is due to the fact that \( \sigma \) is \( L \)-Lipschitz and \( y = \pm 1 \), and the last inequality follows from Eq. (53). Now for any constant \( C_{ub} = C_{ub}(\kappa, B, L) \), as long as \( \alpha \geq C_{ub} \cdot m \), we can choose \( \varepsilon \) and \( \eta \) to be small enough so that
\[
|E[y \sigma(B_j u_j)]| \leq \frac{LB(1 + \varepsilon)}{\sqrt{\alpha}} + \eta \cdot \max_{0 \leq k \leq B} E[\sigma(bG)]^{1/2} \leq \frac{LB}{\sqrt{C_{ub} \cdot m}}, \quad \forall j \in [m].
\]
Taking expectation on both sides of Eq. (52), we finally obtain that with probability bounded away from 0,
\[
\kappa \leq \frac{1}{\sqrt{m}} \sum_{j=1}^{m} |a_j| \cdot |E[y \sigma(B_j u_j)]| \leq \frac{LB}{\sqrt{C_{ub}}} \cdot \frac{1}{m} \sum_{j=1}^{m} |a_j| \leq \frac{LB^2}{\sqrt{C_{ub}}},
\]
where the last inequality follows from the definition of \( F_{m_B^N} : (1/m) \sum_{j=1}^{m} |a_j| \leq B \). Therefore, if we choose
\[
C_{ub} = C_{ub}(\kappa, B, L) = \frac{2L^2B^4}{\kappa^2} > \frac{L^2B^4}{\kappa^2},
\]
then Eq. (54) will result a contradiction. To conclude, as long as
\[
\alpha \geq C_{ub}(\kappa, B, L) \cdot m = \frac{2L^2B^4}{\kappa^2} \cdot m,
\]
a \( \kappa \)-margin interpolator does not exist with high probability, namely \( \hat{R}_n^*(X, y) > 0 \). This completes the proof of Theorem 4.4.

D.4 Proofs of Lemma 4.5 and Theorem 4.6

Proof of Lemma 4.5. Since \( F_\kappa \) is continuous, its maximum must be achieved at some \( \rho_\kappa = \rho_\kappa(\kappa) \in [-1, 1] \). We show that such \( \rho_\kappa \) is unique. Otherwise, assume that there exists \( \rho_1 \neq \rho_2 \) such that
\[
F_\kappa(\rho_1) = F_\kappa(\rho_2) = \max_{\rho \in [-1, 1]} F_\kappa(\rho).
\]
Denote this maximum by \( \overline{F} \), then by definition of \( F_\kappa \) we get that
\[
E\left[(\kappa - \rho_1 YG - \sqrt{1-\rho_1^2}Z)^2\right] = \frac{1-\rho_1^2}{\overline{F}}, \quad E\left[(\kappa - \rho_2 YG - \sqrt{1-\rho_2^2}Z)^2\right] = \frac{1-\rho_2^2}{\overline{F}}.
\]
Let us define a new function \( G_\kappa : B_2(1) \to \mathbb{R} \) by \( G_\kappa(\rho, r) = E[(\kappa - \rho YG - rZ)^2]^{1/2} \), where \( B_2(1) \) is the closed unit disk in \( \mathbb{R}^2 \). Then, from Lemma 6.3 (a) in [MRSY19] we know that \( G_\kappa \) is convex, thus leading to
\[
G_\kappa\left(\frac{\rho_1 + \rho_2}{2}, \sqrt{1-\rho_1^2} + \sqrt{1-\rho_2^2}\right) \leq \frac{1}{2} \left(G_\kappa\left(\rho_1, \sqrt{1-\rho_1^2}\right) + G_\kappa\left(\rho_2, \sqrt{1-\rho_2^2}\right)\right)
\]
\[
= \frac{1}{2\sqrt{\overline{F}} \left(\sqrt{1-\rho_1^2} + \sqrt{1-\rho_2^2}\right)}.
\]
Denote \( \rho = (\rho_1 + \rho_2)/2, r = (\sqrt{1-\rho_1^2} + \sqrt{1-\rho_2^2})/2 \). Since \( \rho_1 \neq \rho_2 \) and \( B_2(1) \) is strictly convex, we know that \( \sqrt{\rho^2 + r^2} < 1 \). We further denote
\[
\rho' = \frac{\rho}{\sqrt{\rho^2 + r^2}}, \quad r' = \frac{r}{\sqrt{\rho^2 + r^2}} \implies \rho^2 + r^2 = 1.
\]
Then, it follows that
\[
\frac{1}{\sqrt{\overline{F}}} = \frac{1}{r} G_\kappa(\rho, r) = \frac{\sqrt{\rho^2 + r^2}}{r} E\left[\left(\frac{\kappa}{\sqrt{\rho^2 + r^2}} - \frac{\rho YG}{\sqrt{\rho^2 + r^2}} - \frac{rZ}{\sqrt{\rho^2 + r^2}}\right)^2\right]^{1/2}
\]
\[
= \frac{1}{r'} E\left[\left(\frac{\kappa}{\sqrt{\rho^2 + r^2}} - \rho' YG - \rho' Z\right)^2\right]^{1/2} > \frac{1}{r'} G_\kappa(\rho', r'),
\]
where the last inequality is due to the fact that $\sqrt{\rho^2 + r^2} < 1$. We finally obtain that
\[
F_\kappa (\rho') = \frac{\rho'^2}{G_\kappa (\rho', r')^2} > F = \max_{\rho \in [-1, 1]} F_\kappa (\rho),
\]
a contradiction. Therefore, the maximizer $\rho_*$ must be unique.

**Proof of Theorem 4.6.** Without loss of generality, let us assume that $\theta_* = \theta_1$ and denote $\tilde{\theta} = (\tilde{\rho}, w^\top)$. For $i \in [n]$ one can write $x_i = (g_i, z_i)$, where $(g_i, g_i) \perp z_i$, and that
\[
\mathbb{P}(y_i = +1|g_i) = \varphi(g_i) = 1 - \mathbb{P}(y_i = -1|g_i).
\]
Then, Theorem 4.3 implies that, for any $\varepsilon, \eta > 0$, with high probability we have
\[
W_2((\rho, \hat{\theta}_M, \omega)) \leq \frac{\sqrt{1 - \rho^2}}{\sqrt{\alpha}} + \varepsilon.
\]
Denote $\tilde{Y} = (Y, U)$, and
\[
\frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, \langle \theta_{MM}, x_i \rangle)} = \text{Law}(Y', U'),
\]
then there exists a coupling $(Y, U, Y', U')$ satisfying
\[
\mathbb{E}[(Y - Y')^2] \leq \eta^2, \quad \mathbb{E}[(Y - Y')^2] + \mathbb{E}[(U - U')^2] \leq \left(\frac{\sqrt{1 - \rho^2}}{\sqrt{\alpha}} + \varepsilon\right)^2,
\]
which leads to
\[
\mathbb{E}[(YU - Y'U')^2] = \mathbb{E}[(Y - Y')^2]^2 + 2\mathbb{E}[(Y - Y')^2(U - U')] + \mathbb{E}[(U - U')^2] \\
\leq (i) \left(\mathbb{E}[(Y - Y')^2]^2 + 2\mathbb{E}[(Y - Y')^2]^2 + \mathbb{E}[(U - U')^2] \right) \\
\leq (ii) \left(\mathbb{E}[(Y - Y')^2]^{1/4} \mathbb{E}[U]^{1/4} + \mathbb{E}[(U - U')^2]^{1/4}\right)^2 \\
\leq (iii) \left(\sqrt{2}\mathbb{E}[(Y - Y')^2]^{1/4} \mathbb{E}[G]^{1/4} + \mathbb{E}[(U - U')^2]^{1/4}\right)^2 \\
\leq 2\sqrt{\eta} + \frac{\sqrt{1 - \rho^2}}{\sqrt{\alpha}} + \varepsilon,
\]
where $(i)$ and $(ii)$ follow from Cauchy-Schwarz inequality, $(iii)$ is because of $|Y - Y'| \leq 2$ and $U \sim N(0, 1)$. Hence, we can choose a sufficiently small $\eta$ ($\eta < \varepsilon^2/4$ is enough) such that
\[
\mathbb{E}[(YU - Y'U')^2]^{1/2} \leq \frac{\sqrt{1 - \rho^2}}{\sqrt{\alpha}} + 2\varepsilon,
\]
which further implies that
\[
W_2\left(\hat{P}_n, \tilde{\theta}_{MM}, \hat{\rho}YG + \sqrt{1 - \rho^2}Z\right) = W_2\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{y_i, \langle \tilde{\theta}_{MM}, x_i \rangle}, \text{Law}\left(Y \left(\hat{\rho}G + \sqrt{1 - \rho^2}Z\right)\right)\right) \\
\leq \frac{\sqrt{1 - \rho^2}}{\sqrt{\alpha}} + 2\varepsilon.
\]
Let $κ = κ(α)$, then according to Theorem 1 (b) in [MRSY19] we know that
\[ \lim_{n \to \infty} \mathbb{P} \left( y_i \langle \hat{\theta}^{\text{MM}}, x_i \rangle \geq κ - ε, \forall i \in [n] \right) = 1, \]
meaning that $\text{supp}(\hat{P}_{n, \theta}^{\text{MM}}) \subset [κ - ε, ∞)$ with high probability. In other words, if we denote $\hat{P}_{n, \theta}^{\text{MM}} = \text{Law}(V)$, then with high probability we have $V \geq κ - ε$, a.s., and there exists a coupling $(V, Y, G, Z)$ such that
\[
\mathbb{E} \left[ \left( V - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} \leq \sqrt{1 - \rho^2} \cdot \mathbb{E} \left[ \left( κ - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} + 2ε \tag{55}
\]
where $ρ^* = ρ^*(κ) = \arg\max_{ρ \in [-1,1]} F_κ(ρ)$. For $ρ \in [-1,1]$, let us define
\[ f_κ^*(ρ) = \frac{1}{\sqrt{F_κ(ρ)}} - \frac{1}{\sqrt{F_κ(ρ^*)}} \]
Then Lemma 4.5 implies that $f_κ^*(ρ) \geq 0$ for all $ρ \in [-1,1]$, and $ρ \to ρ^*$ if and only if $f_κ^*(ρ) \to 0$. Hence, Eq. (55) can be rewritten as
\[
\mathbb{E} \left[ \left( V - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} \leq \sqrt{1 - \rho^2} \left( \frac{1}{\sqrt{F_κ(ρ)}} - f_κ^*(\hat{ρ}) \right) + 2ε,
\]
which further implies that
\[
\mathbb{E} \left[ \left( V - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} \leq \sqrt{1 - \rho^2} \cdot f_κ^*(\hat{ρ}) \]
\[
\leq \mathbb{E} \left[ \left( κ - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} + 2ε \leq \mathbb{E} \left[ \left( κ - ε - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} + 3ε,
\]
where the last inequality follows from the fact that
\[
\frac{d}{dκ} \mathbb{E} \left[ \left( κ - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2} = \frac{\mathbb{E} \left[ \left( κ - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]}{\mathbb{E} \left[ \left( κ - \rho Y G - \sqrt{1 - \rho^2} Z \right)^2 \right]^{1/2}} \leq 1.
\]
For future convenience, we denote $V = \rho Y G + \sqrt{1 - \rho^2} Z$, then it follows that
\[
\mathbb{E} \left[ \left( V - \hat{V} \right)^2 \right]^{1/2} + \sqrt{1 - \rho^2} \cdot f_κ^*(\hat{ρ}) \leq \mathbb{E} \left[ \left( \max(κ - ε, V) - \hat{V} \right)^2 \right]^{1/2} + 3ε, \tag{56}
\]
and $V \geq κ - ε$, a.s.. Note that when $\hat{V} < κ - ε$, we have $V \geq κ - ε > \hat{V}$, which leads to
\[
(V - \hat{V})^2 I_{\hat{V} < κ - ε} \geq (V - (κ - ε))^2 I_{\hat{V} < κ - ε} + (κ - ε - \hat{V})^2 I_{\hat{V} < κ - ε}
\Rightarrow \mathbb{E} \left[ (V - (κ - ε))^2 I_{\hat{V} < κ - ε} \right] \geq \mathbb{E} \left[ \left( κ - ε - \hat{V} \right)^2 I_{\hat{V} < κ - ε} \right] \leq \mathbb{E} \left[ (V - \hat{V})^2 I_{\hat{V} < κ - ε} \right]
\Rightarrow \mathbb{E} \left[ (V - (κ - ε))^2 I_{\hat{V} < κ - ε} \right] + \mathbb{E} \left[ (V - \hat{V})^2 I_{\hat{V} < κ - ε} \right] \leq \mathbb{E} \left[ (V - \hat{V})^2 \right]
\Rightarrow \mathbb{E} \left[ (V - \max(κ - ε, \hat{V}))^2 \right] \leq \mathbb{E} \left[ (V - \hat{V})^2 \right] - \mathbb{E} \left[ \left( \max(κ - ε, \hat{V}) - \hat{V} \right)^2 \right].
\]
Therefore, we finally obtain that implies that there exists a constant is bounded away from 0. Hence, for \( \varepsilon > 0 \) small enough, we must have \( |\hat{\rho} - \rho_*| = o_\varepsilon(1) \). Moreover, Eq. (56) implies that there exists a constant \( C := C(\kappa) \) which only depends on \( \kappa \) so that

\[
E \left[ \left( V - \max(\kappa - \varepsilon, \hat{V}) \right)^2 \right] \leq C\varepsilon.
\]

Therefore, we finally obtain that

\[
W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, P_{\kappa, \varphi} \right) = W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, \text{Law} \left( \max(\kappa, \rho_* Y G + \sqrt{1 - \rho_*^2 Z}) \right) \right)
\]

thus leading to the following estimate:

\[
W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, P_{\kappa, \varphi} \right) \leq W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, \text{Law} \left( \max(\kappa, \rho_* Y G + \sqrt{1 - \rho_*^2 Z}) \right) \right) + W_2 \left( \text{Law} \left( \max(\kappa, \rho_* Y G + \sqrt{1 - \rho_*^2 Z}) \right), \text{Law} \left( \max(\kappa, \rho_* Y G + \sqrt{1 - \rho_*^2 Z}) \right) \right)
\]

\[
\leq W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, \text{Law} \left( \max(\kappa, \rho_* Y G + \sqrt{1 - \rho_*^2 Z}) \right) \right) + o_\varepsilon(1)
\]

where (i) is due to the fact that \( |\hat{\rho} - \rho_*| = o_\varepsilon(1) \), (ii) is due to the fact that the mapping \( \kappa \mapsto \max(\kappa, \rho_* Y G + \sqrt{1 - \rho_*^2 Z}) \) is 1-Lipschitz. We thus conclude that for any \( \varepsilon > 0 \), \( W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, P_{\kappa, \varphi} \right) \leq o_\varepsilon(1) \) happens with probability converging to one as \( n \to \infty \). Sending \( \varepsilon \to 0 \) gives

\[
W_2 \left( \hat{P}_{n, \theta_{\text{MM}}}^{\rho}, P_{\kappa, \varphi} \right) \overset{p}{\to} 0 \text{ as } n \to \infty.
\]

This completes the proof of Theorem 4.6. \( \square \)

E Auxiliary Lemmas

We need the following variant of Gordon’s comparison theorem for Gaussian processes [Gor85, TOH15]:

**Lemma E.1** (Corollary G.1 from [MM21]). Let \( D_u \subset \mathbb{R}^{n_1+n_2} \) and \( D_v \subset \mathbb{R}^{m_1+m_2} \) be compact sets and let \( Q : D_u \times D_v \to \mathbb{R} \) be a continuous function. Let \( G = (G_{i,j}) \) \( \text{i.i.d.} \sim N(0, 1) \), \( g \sim N(0, I_{n_1}) \) and \( h \sim N(0, I_{m_1}) \) be independent standard Gaussian vectors. For \( u \in \mathbb{R}^{n_1+n_2} \) and \( v \in \mathbb{R}^{m_1+m_2} \), we define \( \tilde{u} = (u_1, \ldots, u_{n_1}) \) and \( \tilde{v} = (v_1, \ldots, v_{m_1}) \). Define

\[
\begin{align*}
C^*(G) &= \min_{u \in D_u} \max_{v \in D_v} \tilde{v}^T G \tilde{u} + Q(u, v), \\
L^*(g, h) &= \min_{u \in D_u} \max_{v \in D_v} \|\tilde{v}\|_2 g^T \tilde{u} + \|\tilde{u}\|_2 h^T \tilde{v} + Q(u, v).
\end{align*}
\]

Then we have:
(i) For all $t \in \mathbb{R}$,
\[ \mathbb{P}(C^*(G) \leq t) \leq 2\mathbb{P}(L^*(g, h) \leq t). \]

(ii) If $D_u$ and $D_v$ are convex and if $Q$ is convex-concave, then for all $t \in \mathbb{R}$,
\[ \mathbb{P}(C^*(G) \geq t) \leq 2\mathbb{P}(L^*(g, h) \geq t). \]

The next lemma collects some useful properties regarding the constrained second Wasserstein distance, which is introduced in Definition 4.1:

**Lemma E.2.** The followings are true about $W_2^{(n)}(\cdot, \cdot)$:

(i) $W_2^{(n)}(\cdot, \cdot)$ satisfies the constrained triangle inequality: Let $\mu_1, \mu_2, \mu_3$ be three probability measures defined on the same space, and $\eta_1, \eta_2 \geq 0$, then we have
\[ W_2^{(n_1+n_2)}(\mu_1, \mu_3) \leq W_2^{(n_1)}(\mu_1, \mu_2) + W_2^{(n_2)}(\mu_2, \mu_3). \]

(ii) Let $(y, u) = \{(y_i, u_i)\}_{i \in [n]}$ be such that $y_i \in \mathbb{R}$, $u_i \in \mathbb{R}^{d-1}$ for all $i$, and let $P$ be a fixed probability distribution on $\mathbb{R}^d$. Define the function
\[ f(y, u) = W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, u_i)}, P \right). \]

Then, for fixed $y$, $f$ is continuous in $u$ on the set $\{(y, u) : f(y, u) < \infty\}$.

**Proof.** (i) Denote $\mu_i = \text{Law}(y_i, u_i)$ for $i = 1, 2, 3$. For any $\varepsilon > 0$, there exist two couplings $(y_1, u_1, y_2, u_2)$ and $(y_2, u_2, y_3, u_3)$ such that
\[ \mathbb{E}\left[ \|y_1 - y_2\|_2^{1/2} \right] \leq \eta_1, \quad \mathbb{E}\left[ \|y_1, u_1\|_2^{1/2} - (y_2, u_2)\|_2^{1/2} \right] \leq W_2^{(n_1)}(\mu_1, \mu_2) + \varepsilon, \]
\[ \mathbb{E}\left[ \|y_2 - y_3\|_2^{1/2} \right] \leq \eta_2, \quad \mathbb{E}\left[ \|(y_2, u_2) - (y_3, u_3)\|_2^{1/2} \right] \leq W_2^{(n_2)}(\mu_2, \mu_3) + \varepsilon. \]

According to the gluing lemma in Chapter 1 of [Vil09], there exists a coupling $(y_1, u_1, y_2, u_2, y_3, u_3)$ such that $\mathbb{E}\left[ \|y_1 - y_3\|_2^{1/2} \right] \leq \eta_1 + \eta_2$, and that
\[ W_2^{(n_1+n_2)}(\mu_1, \mu_3) \leq \mathbb{E}\left[ \|(y_1, u_1) - (y_3, u_3)\|_2^{1/2} \right]^{1/2} \]
\[ \leq \mathbb{E}\left[ \|(y_1, u_1) - (y_2, u_2)\|_2^{1/2} \right]^{1/2} + \mathbb{E}\left[ \|(y_2, u_2) - (y_3, u_3)\|_2^{1/2} \right]^{1/2} \]
\[ \leq W_2^{(n_1)}(\mu_1, \mu_2) + W_2^{(n_2)}(\mu_2, \mu_3) + 2\varepsilon. \]

Letting $\varepsilon \to 0$ gives the desired inequality.

(ii) We first note that whether $f(y, u) < \infty$ only depends on $y$. Assume $f(y, u) < \infty$, then for any $u' \in \mathbb{R}^{n \times (d-1)}$, one has the following inequality:
\[ f(y, u) = W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, u_i)}, P \right) \leq W_2^{(n)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, u'_i)}, P \right) \]
\[ + W_2^{(0)} \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, u'_i)}, \frac{1}{n} \sum_{i=1}^{n} \delta_{(y_i, u_i)} \right) \]
\[ \leq f(y, u') + \frac{1}{\sqrt{n}} \|u - u'\|_F. \]

It follows similarly that $f(y, u') \leq f(y, u) + \|u - u'\|_F / \sqrt{n}$. This proves the continuity of $f(y, \cdot)$. \qed
We also need the following lemma which characterizes the convergence rate of the empirical measure in $W_2$ distance. This lemma is a corollary of Theorem 2 in [FG15].

**Lemma E.3.*** Let $Z$ and $\{Z_i\}_{i \in [n]}$ be i.i.d. sub-Gaussian random vectors in $\mathbb{R}^k$, then for any $\varepsilon > 0$, there exist positive constants $C_1$ and $C_2$ such that

$$\mathbb{P} \left( W_2 \left( \frac{1}{n} \sum_{i=1}^n \delta_{Z_i}, \text{Law}(Z) \right) > \varepsilon \right) \leq C_1 \exp \left( -C_2 n^{1 - \varepsilon} \right),$$

where $C_1$ and $C_2$ only depend on $\varepsilon$ and the common distribution $\text{Law}(Z)$.

**Proof.*** It is straightforward to verify Condition (2) of Theorem 2 from [FG15] for $p = 2$ and $\alpha < 2$, since $Z$ is sub-Gaussian. Indeed, we have for $\mu = \text{Law}(Z)$,

$$\mathcal{E}_{\alpha, \gamma}(\mu) = \mathbb{E} \left[ \exp \left( \gamma \|Z\|_2^\alpha \right) \right] \leq e^{c^*} \mathbb{P} (\|Z\|_2 \leq 1) + \mathbb{E} \left[ \exp \left( \gamma \|Z\|_2^2 \right) \right] < \infty$$

for $\gamma$ small enough. The lemma then follows from the definition of $a(n, x)$ and $b(n, x)$ under Condition (2) in the conclusion of Theorem 2 of [FG15]. $\square$

The lemma below is a standard result which connects in probability weak convergence and convergence in bounded-Lipschitz distance between distributions. Its proof is based on standard approximation arguments, and can be found in some well-known probability textbooks (cf. [VDV96]).

**Lemma E.4.*** Let $\{\hat{P}_n\}_{n \in \mathbb{N}}$ be a sequence of random probability measures on a Polish space $\mathcal{M}$, and $P$ be a fixed probability measure on the same space, then as $n \to \infty$, $\hat{P}_n$ weakly converges to $P$ in probability if and only if $d_{BL}(\hat{P}_n, P) \to 0$ in probability, where

$$d_{BL}(\hat{P}_n, P) = \sup_{f \in \mathcal{F}_{BL}(\mathcal{M})} \left| \int_{\mathcal{M}} f \, d\hat{P}_n - \int_{\mathcal{M}} f \, dP \right|.$$

Here, $\mathcal{F}_{BL}(\mathcal{M})$ stands for the class of all bounded Lipschitz functions on $\mathcal{M}$, i.e., $f \in \mathcal{F}_{BL}(\mathcal{M})$ if and only if for all $x, y \in \mathcal{M}$, $|f(x)| \leq 1$ and $|f(x) - f(y)| \leq \rho(x, y)$, where $\rho$ is the metric of $\mathcal{M}$.

The next lemma characterizes the limiting empirical distribution of a uniform random vector on a high-dimensional unit sphere:

**Lemma E.5.*** Assume $u = (u_1, \cdots, u_n)^T \sim \text{Unif}(S^{n-1})$, then as $n \to \infty$,

$$\frac{1}{n} \sum_{i=1}^n \delta_{\sqrt{n}u_i} \xrightarrow{w} N(0, 1) \text{ in probability}.$$

**Proof.*** Let $\{g_n\}_{n \geq 1} \sim \text{i.i.d. N}(0, 1)$, then we know that $(1/n) \sum_{i=1}^n \delta_{g_i} \xrightarrow{w} N(0, 1)$ almost surely. By the strong law of large numbers, it follows that $s^2/n = (1/n) \sum_{i=1}^n g_i^2 \overset{a.s.}{\to} 1$. Hence, Slutsky’s theorem implies that

$$\frac{1}{n} \sum_{i=1}^n \delta_{\sqrt{n}g_i} \xrightarrow{w} N(0, 1) \text{ almost surely.}$$

Moreover, from rotational invariance of normal distribution we deduce that

$$\left( \frac{\sqrt{n}g_1}{s_n}, \cdots, \frac{\sqrt{n}g_n}{s_n} \right) \overset{d}{=} (\sqrt{n}u_1, \cdots, \sqrt{n}u_n),$$

thus leading to

$$\frac{1}{n} \sum_{i=1}^n \delta_{\sqrt{n}u_i} \xrightarrow{d} \frac{1}{n} \sum_{i=1}^n \delta_{\sqrt{n}u_i} \xrightarrow{d} \frac{1}{n} \sum_{i=1}^n \delta_{\sqrt{n}u_i}, N(0, 1).$$
By our assumption, \( d_{BL} \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{\sqrt{\pi_{0,s_n}}, N(0,1)} \right) \xrightarrow{a.s.} 0 \). Hence we have

\[
d_{BL} \left( \frac{1}{n} \sum_{i=1}^{n} \delta_{\sqrt{\pi_{u_i}}, N(0,1)} \right) \xrightarrow{p} 0.
\]

This implies that \( \frac{1}{n} \sum_{i=1}^{n} \delta_{\sqrt{\pi_{u_i}}} \xrightarrow{w} N(0,1) \) in probability and completes the proof.

The following lemma deals with the continuity of \( W_p \) distance with respect to \( p \):

**Lemma E.6.** Let \( P \) and \( Q \) be two probability measures with finite \( q \)-th moments (\( q > 1 \)) on a Polish space \( S \). Assume \( M > 0 \) is such that for all \( p \in [1,q] \), \( W_p(P,Q) \leq M \). Then we have \( W_q(P,Q) \leq M \).

**Proof.** By assumption, we know that for any \( \varepsilon > 0 \) and \( p_k = q - 1/k \), there exists a coupling \((P_k,Q_k) = \text{Law}(U_k,V_k)\) of \( P \) and \( Q \) such that \( \mathbb{E}[(U_k-V_k)^q]^{1/p} \leq M + \varepsilon \). Note that the \( q \)-th moment of \((P_k,Q_k)\) is uniformly bounded, hence the sequence \( \{P_k, Q_k\}_{k \geq 1} \) is tight. Consequently, there exists a subsequence (still denoted as \( \{P_k, Q_k\}_{k \geq 1} \)) which weakly converges to \( (P,Q) = \text{Law}(U,V) \). Using Skorokhod’s representation theorem, we can assume with out loss of generality that \((U_k,V_k) \rightarrow (U,V)\) almost surely as \( k \rightarrow \infty \). Applying Fatou’s lemma implies that

\[
\mathbb{E}[(U-V)^q] \leq \liminf_{k \to \infty} \mathbb{E}[(U_k-V_k)^p_k] \leq (M+\varepsilon)^q,
\]

thus leading to \( W_q(P,Q) \leq \mathbb{E}[(U-V)^q]^{1/q} \leq M + \varepsilon \). Sending \( \varepsilon \to 0 \) yields the desired result.

For the sake of completeness, we include the closure property of the set of \((\alpha,m)\)-feasible distributions. Note that the following lemma applies to \( \mathcal{F}_{m,\alpha} \) in the supervised case as well.

**Lemma E.7.** The set \( \mathcal{F}_{m,\alpha} \) is closed under weak limit in \( \mathcal{P}(\mathbb{R}^m) \).

**Proof.** Let \( \{P_l\}_{l \geq 1} \) be a sequence of \((\alpha,m)\)-feasible probability distributions on \( \mathbb{R}^m \), and that \( P_l \) weakly converges to \( P \in \mathcal{P}(\mathbb{R}^m) \) as \( l \to \infty \). We aim to show that \( P \) is \((\alpha,m)\)-feasible as well.

By definition of \((\alpha,m)\)-feasibility, for each fixed \( l \geq 1 \), there exists a sequence of random orthogonal matrices \( W_{n,l} = W_{n,l}(X) \) such that

\[
\tilde{P}_{n,l} = \frac{1}{n} \sum_{i=1}^{n} \delta_{(x_i^l \otimes W_{n,l})} \xrightarrow{w} P_l \text{ in probability}.
\]

According to Lemma E.4, we know that \( d_{BL}(\tilde{P}_{n,l}, P_l) \rightarrow 0 \) in probability as \( n \rightarrow \infty \), where \( d_{BL} \) denotes the bounded-Lipschitz distance which metrizes weak convergence.

Consider \( l = 1 \), then there exists a subsequence \( \{n_{k_1}\} \) of \( \mathbb{N} \) such that \( d_{BL}(\tilde{P}_{n_{k_1},1}, P_1) \rightarrow 0 \) almost surely. For \( l = 2 \), there exists a further subsequence \( \{n_{k_1,k_2}\} \) of \( \{n_{k_1}\} \) such that \( d_{BL}(\tilde{P}_{n_{k_1,k_2},2}, P_2) \rightarrow 0 \) almost surely. Proceeding similarly for \( l \geq 3 \) and using the diagonal argument, we finally deduce that there exists a subsequence \( \{n_k\} \) of \( \mathbb{N} \) such that for all \( l \geq 1 \),

\[
\lim_{k \to \infty} d_{BL}(\tilde{P}_{n_k,l}, P_l) = 0 \text{ almost surely.}
\]

Now we know that almost surely for all \( l \geq 1 \), \( \lim_{k \to \infty} d_{BL}(\tilde{P}_{n_k,l}, P_l) = 0 \) and \( \lim_{l \to \infty} d_{BL}(P_l, P) = 0 \). Fix \( k \geq 1 \), we can choose \( l = l(k) \geq 1 \) such that

\[
d_{BL}(\tilde{P}_{n_k,l(k)}, P) \leq \inf_{l \geq 1} d_{BL}(\tilde{P}_{n_k,l}, P) + \frac{1}{k}.
\]

Since \( d_{BL}(P_l, P) \rightarrow 0 \), for any \( \varepsilon > 0 \), there exists \( l \geq 1 \) satisfying \( d_{BL}(P_l, P) \leq \varepsilon/2 \), and \( N \geq 1 \) such that \( \forall k \geq N \), \( d_{BL}(\tilde{P}_{n_k,l}, P_l) \leq \varepsilon/2 \), thus leading to

\[
\inf_{l \geq 1} d_{BL}(\tilde{P}_{n_k,l}, P) \leq d_{BL}(\tilde{P}_{n_k,l}, P) \leq d_{BL}(\tilde{P}_{n_k,l}, P_l) + d_{BL}(P_l, P) \leq \varepsilon.
\]
Hence \( \inf_{|I| \geq 1} d_{BL}(\hat{P}_{n_k,l}, P) \to 0 \) as \( k \to \infty \), and as a consequence we obtain that

\[
\lim_{k \to \infty} d_{BL}\left(\hat{P}_{n_k,l(k)}, P\right) = 0 \text{ almost surely.}
\]

Finally, let us define \( \mathbf{W}_{n_k} = \mathbf{W}_{n_k,l(k)} \in \mathbb{R}^{d_k \times m} \) (note that \( l(k) \) is also random). Then \( \mathbf{W}_{n_k} \) is a random orthogonal matrix. We further define

\[
\hat{P}_{n_k} = \frac{1}{n_k} \sum_{i=1}^{n_k} \delta(x_i^* \mathbf{W}_{n_k}),
\]

then it follows that \( \hat{P}_{n_k} \Rightarrow P \) almost surely as \( k \to \infty \). This will remain true if \( \{n_k\} \) is replaced by any subsequence as well, which implies that \( P \) is \((\alpha, m)\)-feasible, as desired. This completes the proof. \( \square \)

The next lemmas collect some useful properties regarding the information projection onto an affine subspace of discrete probability measures:

**Lemma E.8.** Let \( \mathbf{p} = (p_{ij})_{i,j \in [M]} \) be a probability distribution on \([M] \times [M]\) satisfying \( p_{ij} > 0 \) for all \( i, j \in [M] \), and \( (q_i)_{i \in [M]} \) be a probability vector such that \( q_i > 0 \) for all \( i \). Define

\[
\mathbf{q} = (q_{ij})_{i,j \in [M]} := \arg\min_{\mathbf{q}} \left\{ D_{KL}(\mathbf{q} || \mathbf{p}) \text{ subj. to } \sum_{j=1}^{M} q_{ij} = \sum_{j=1}^{M} q_{ji} = q_i, \forall i \in [M] \right\}. \tag{57}
\]

Then, we have

(a) There exist two vectors \( \mathbf{f} = (f_i)_{i \in [M]} \) and \( \mathbf{g} = (g_i)_{i \in [M]} \) with positive components, such that \( q_{ij} = f_i g_j p_{ij} \) for all \( i, j \in [M] \). Moreover, \( \mathbf{f} \) and \( \mathbf{g} \) are uniquely determined (up to a multiplicative constant) by the equations

\[
q_i = f_i \sum_{j=1}^{M} g_j p_{ij}, \quad q_j = g_j \sum_{i=1}^{M} f_i p_{ij}, \quad \forall i, j \in [M]. \tag{58}
\]

(b) For any \( \mathbf{q}' = (q'_{ij})_{i,j \in [M]} \) satisfying the marginalization constraints \( \sum_{j=1}^{M} q'_{ij} = \sum_{j=1}^{M} q_{ji} = q_i \) in Eq. (57), we have

\[
\sum_{i,j=1}^{M} (q'_{ij} - q_{ij}) \log \frac{q_{ij}}{p_{ij}} = 0.
\]

(c) For any \( i, j \in [M] \), \( q_{ij} \geq q_i q_j (\inf_{i,j \in [M]} p_{ij})^3 \).

**Proof.** Note that the optimization problem (57) is a convex one with affine constraints, and its feasibility set has non-empty interior. Hence, Slater’s condition is satisfied. According to strong duality, there exist vectors \( \mathbf{\lambda} = (\lambda_i)_{i \in [M]} \) and \( \mathbf{\mu} = (\mu_i)_{i \in [M]} \) such that

\[
\mathbf{q} = \arg\min_{\mathbf{q}} \left\{ \sum_{i,j=1}^{M} q_{ij} \log \frac{q_{ij}}{p_{ij}} + \sum_{i=1}^{M} \lambda_i \left( \sum_{j=1}^{M} q_{ij} - q_i \right) + \sum_{j=1}^{M} \mu_j \left( \sum_{i=1}^{M} q_{ij} - q_j \right) \right\}.
\]

Differentiating the objective function, we obtain that

\[
\log \frac{q_{ij}}{p_{ij}} + 1 + \lambda_i + \mu_j = 0 \implies q_{ij} = p_{ij} \exp(-\lambda_i - \mu_j - 1).
\]

Setting \( f_i = \exp(-\lambda_i - 1/2) \) and \( g_j = \exp(-\mu_j - 1/2) \) then proves part (a). To see the equations satisfied by \( \mathbf{f} \) and \( \mathbf{g} \), we note that

\[
q_i = \sum_{j=1}^{M} q_{ij} = \sum_{j=1}^{M} f_j g_j p_{ij} = f_i \sum_{j=1}^{M} g_j p_{ij},
\]
and similarly \( q_j = g_j \sum_{i=1}^{M} f_i p_{ij} \). To prove uniqueness, fix \( f_1 = 1 \), then \( g_j = f_1 g_j = q_{ij}/p_{ij} \) is uniquely determined, and each \( f_i = f_i g_j / g_j = q_{ij}/(p_{ij} g_j) \) is uniquely determined. For part (b), by direct calculation, we get that

\[
\sum_{i,j=1}^{M} (q'_{ij} - q_{ij}) \log \frac{q_{ij}}{p_{ij}} = \sum_{i,j=1}^{M} (q'_{ij} - q_{ij})(\log f_i + \log g_j) = \sum_{i=1}^{M} \log f_i \sum_{j=1}^{M} (q'_{ij} - q_{ij}) + \sum_{j=1}^{M} \log g_j \sum_{i=1}^{M} (q'_{ij} - q_{ij}) = 0.
\]

Now let us prove part (c). Denote \( c = \min_{i,j \in [M]} p_{ij} \), for any \( i \neq k \), one has

\[
f_k = \sum_{j=1}^{M} f_k g_j = \sum_{j=1}^{M} \frac{q_{kj}}{p_{kj}} \leq \frac{q_k \max_{j \in [M]} p_{kj}}{\min_{j \in [M]} p_{kj}} \leq \frac{q_k}{q_i c}.
\]

Similarly, we can show that \( q_k / g_i \leq (q_k \max_{j \in [M]} p_{ij})/(q_i \min_{j \in [M]} p_{jk}) \leq q_k/(q_i c) \), which further implies

\[
\frac{q_{kl}}{q_{ij}} = \frac{f_k g_i p_{kl}}{f_i g_j p_{ij}} \leq \frac{q_k q_i}{q_i q_j c^3} \Rightarrow q_{kl} \leq \frac{q_{ij}}{q_i q_j c^3} q_k q_l,
\]

thus leading to

\[
1 = \sum_{k,l=1}^{M} q_{kl} \leq \frac{q_{ij}}{q_i q_j c^3} \sum_{k,l=1}^{M} q_{kl} = \frac{q_{ij}}{q_i q_j c^3} \Rightarrow q_{ij} \geq q_i q_j c^3.
\]

This concludes the proof. \( \square \)

**Lemma E.9.** Under the assumptions of Lemma E.8, define

\[
F((q_i)_{i \leq M}) := \min_{q} \left\{ D_{KL}(q || p) \text{ subj. to } \sum_{j=1}^{M} q_{ij} = \sum_{j=1}^{M} q_{ji} = q_i, \forall i \in [M] \right\}.
\]

Then \( F((q_i)_{i \leq M}) \) is a Lipschitz function of \( (q_i)_{i \in [M]} \). Moreover, the Lipschitz constant is upper bounded by a function of \( c = \min_{i,j \in [M]} p_{ij} \).

**Proof.** According to Lemma E.8 (a), we have \( q_{ij} = f_i g_j p_{ij}, \forall i, j \in [M] \) where \( f \) and \( g \) satisfy Eq. (58), and

\[
D_{KL}(q || p) = \sum_{i,j=1}^{M} q_{ij} \log \frac{q_{ij}}{p_{ij}} = \sum_{i,j=1}^{M} q_{ij} (\log f_i + \log g_j) = \sum_{i=1}^{M} q_i (\log f_i + \log g_i)
\]

is a function of \( (q_i)_{i \in [M]} \). Hence, for each \( i \in [M] \), we have

\[
\frac{\partial D_{KL}(q || p)}{\partial q_i} = \log f_i + \log g_i + \sum_{j=1}^{M} q_j \left( \frac{1}{f_j} \frac{\partial f_j}{\partial q_i} + \frac{1}{g_j} \frac{\partial g_j}{\partial q_i} \right).
\]

According to Eq. (58), it follows that

\[
1 = \frac{\partial f_i}{\partial q_i} \sum_{j=1}^{M} g_j p_{ij} + f_i \sum_{j=1}^{M} \frac{\partial g_j}{\partial q_i} p_{ij}, \ 0 = \frac{\partial f_k}{\partial q_i} \sum_{j=1}^{M} g_j p_{kj} + f_k \sum_{j=1}^{M} \frac{\partial g_j}{\partial q_i} p_{kj}, \text{ for } k \neq i,
\]

thus leading to

\[
1 = \sum_{k=1}^{M} \frac{\partial f_k}{\partial q_i} \sum_{j=1}^{M} g_j p_{kj} + \sum_{j=1}^{M} \frac{\partial g_j}{\partial q_i} p_{kj} = \sum_{k=1}^{M} \frac{\partial f_k}{\partial q_i} \sum_{j=1}^{M} g_j p_{kj} + \sum_{j=1}^{M} \frac{\partial g_j}{\partial q_i} \sum_{k=1}^{M} f_k p_{kj}
\]

\[
\Rightarrow \sum_{k=1}^{M} \frac{\partial f_k q_k}{\partial q_i} f_k + \sum_{j=1}^{M} \frac{\partial g_j q_j}{\partial q_i} g_j = \sum_{j=1}^{M} q_j \left( \frac{1}{f_j} \frac{\partial f_j}{\partial q_i} + \frac{1}{g_j} \frac{\partial g_j}{\partial q_i} \right),
\]
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where $(i)$ is due to Eq. (58). This further implies that
\[
\frac{\partial D_{KL}(q\|p)}{\partial q_i} = \log f_i + \log g_i + 1 = \log \frac{q_{ii}}{p_{ii}} + 1 \leq \log \frac{1}{p_{ii}} + 1 \leq \log \frac{1}{c} + 1,
\]
which completes the proof Lemma E.9.

The lemma below establishes the completeness of multivariate Hermite polynomials in $L^2(\mathbb{R}^m, \gamma^m)$, whose proof can be found in [Rah17, Prop. 13]:

**Lemma E.10.** Let $\{\text{He}_n\}_{n \geq 0}$ be the sequence of univariate Hermite polynomials, then the functions

\[ x \mapsto \prod_{i=1}^{m} \text{He}_{n_i}(x_i), \quad n_i \geq 0, \quad \forall i \in [m] \]

consist a complete orthonormal basis of $L^2(\mathbb{R}^m, \gamma^m)$. 

\[\square\]