Robust and Adaptive Object Tracking via Correspondence Clustering
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SUMMARY We propose a new visual tracking method, where the target appearance is represented by combining color distribution and keypoints. Firstly, the object is localized via a keypoint-based tracking and matching strategy, where a new clustering method is presented to remove outliers. Secondly, the tracking confidence is evaluated by the color template. According to the tracking confidence, the local and global keypoints matching can be performed adaptively. Finally, we propose a target appearance update method in which the new appearance can be learned and added to the target model. The proposed tracker is compared with five state-of-the-art tracking methods on a recent benchmark dataset. Both qualitative and quantitative evaluations show that our method has favorable performance.
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1. Introduction

Visual object tracking is a hard problem due to the complex object appearance changes caused by factors such as scale variations, occlusion, deformation, and motion blur [1],[2]. During the last decade, many trackers have been proposed, which can be roughly categorized into holistic template-based trackers and local feature-based trackers. The holistic approaches build a template of the target’s appearance globally. Due to the advantages of invariance to rotation and scaling, a color histogram is widely used for visual appearance. In [3], a color histogram was embedded into a particle filter for object tracking. Zhao et al. [4] converted the tracking problem into that of comparing the color distributions across frames. However, the global visual representation has difficulty dealing with occlusion. Different from the global visual representation, local feature-based approaches mainly utilize a set of good-to-track keypoints to encode the object appearance [1]. By estimating a similarity transform, the keypoint-based tracking method can effectively deal with the problem of the scale change and rotation [5]. Nebehay et al. [6] proposed a method in which the object is tracked via consensus-based voting of keypoints. The tracker works better in most of the cases. But due to the keypoint model’s inability to learn new object appearance changes, the drift problem arises under the large object appearance change and low image quality.

This paper proposes a tracking method which joints keypoints and a color histogram to model object appearance. The object is localized by tracking and matching keypoints, where a new clustering method is presented to remove the outliers automatically. The color template is used to evaluate the tracking confidence. According to the tracking confidence, the local and global keypoints matching is performed adaptively, which can reduce the computation cost effectively. Finally, we propose a target model update method. The new appearance can be learned to improve the performance of tracking. The block diagram of the tracker is illustrated in Fig. 1 and detailed in the next section.

2. Tracking Algorithm

Given a bounding box defining an object of interest in the...
To estimate the object's state, we maintain an active set of keypoints: \( \mathcal{P}_A^t = \{(p_{i}^t, \bar{d}_i)\}_{i=1}^{N_t} \) in each frame \( I_t \), where \( p_{i}^t \) is the corresponding point of \( p_i \) in \( I_1 \).

To obtain \( p_i^t \) in \( I_t \), we compute the displacement of each keypoint in \( \mathcal{P}_A^{t-1} \) from \( I_{t-1} \) to \( I_t \) by employing the Lucas-Kanade (LK) method [8]. For \( t = 2 \), \( \mathcal{P}_A^1 \) is initialized by \( \mathcal{T} \). Additionally, we employ a forward-backward error measure [9] to improve robustness.

2.2 Outliers Filtering via Clustering

In active set \( \mathcal{P}_A^t \), the majority of correspondence can be trusted in spite of a fraction of outlier existing. Based on this assumption, the scale \( s_t \) and rotation angle \( \theta_t \) can be easily estimated [6]. The scale \( s_t \) is obtained by

\[
s_t = \text{med} \left( \frac{\|p_i^t - p_j^t\|}{\|p_i^t - p_j^t\|} \right),
\]

\( i \neq j \) for the \( i \)th point in \( I_t \), \( p_i^t \) is the corresponding point of \( p_i \) in \( I_1 \).

The rotation angle can be estimated as \( \theta_t = \text{med}(\text{atan2}(p_i^t - p_j^t), i \neq j), \)

where \text{med} denotes the median. \( \|\| \) denotes L2 norm. Atan2 is the arctangent function which computes the angle in the appropriate quadrant.

Next, the object center \( c_t \) can be estimated by using a voting scheme on correct correspondence set. In order to identify and remove the erroneous correspondence in \( \mathcal{P}_A^t \), we present a simple density-based clustering method. Firstly, the dissimilarity measure \( D \) between correspondences \( \mathcal{P}_A^t(i) \) and \( \mathcal{P}_A^t(j) \) is defined as:

\[
D(i, j) = \| \mathbf{v}_j - \mathbf{v}_i \|,
\]

with

\[
\mathbf{v}_j = \bar{p}_k^r - H \bar{p}_k^r, k = \{i, j\}
\]

where \( \bar{p}_k^r \) is the relative location of \( p_k^r \) with reference to \( c_1 \), i.e. \( \bar{p}_k^r = p_k^r - c_1 \), \( m = \{1, t\} \). \( H_t \) is a estimated similarity transform which includes parameters \( s_t \) and \( \theta_t \). Note that if we transform \( \bar{p}_1^t \) and \( \bar{p}_j^t \) by a common displacement vector, the values of \( \mathbf{v}_j^t \) and \( \mathbf{v}_i^t \) will change. But the relative distance \( D \) is invariant.

The rotation angle can be estimated as

\[
\theta_t = \text{atan2}(p_i^t - p_j^t)
\]

where \text{med} denotes the standard deviation of Gaussian Kernel.

To compute the quantity \( \delta_t \), we first sort the local density \( \rho_{i} \) in descending order: \( \rho_{k_1} \geq \rho_{k_2} \geq \ldots \geq \rho_{k_{N_t}} \). The indices are denoted as \( \{k_{i} \}_{i=1}^{N_t} \). Then the quantity \( \delta_{k_i} \) can be computed as

\[
\delta_{k_i} = \left\{ \begin{array}{ll}
\min_{j\neq i} |D(k_i, k_j)|, & i \geq 2 \\
\max_{j}|D(k_i, k_j)|, & i = 1,
\end{array} \right.
\]

In some cases, several points near one cluster center have the same highest density \( \rho_{i} \). According to [10], these points might be assigned large distance \( \delta_{i} \) and then are all selected as cluster centers. As a result, one cluster is wrongly divided into multiple clusters. Sorting \( \rho_{i} \) prior to compute \( \delta_{i} \) can avoid the problem. According to Eq. (6), when the \( k \)th point is local or global maxima in the density, \( \delta_{k} \) will much larger than the typical nearest neighbor distance.

In [10], the cluster centers need to be selected by user subjectivity. As in our problem, there is exactly one object. So we can automatically select the point with highest density \( \rho_{i} \) as cluster center. According to the prior sorting of local density \( \{\rho_{i}\}_{i=1}^{N_t} \), we select the point with maximum \( \rho_{i} \) as single initial cluster center and set cluster label \( C_i = i \). Then by the descending order of \( \rho \), the remaining data points are put into the nearest cluster with higher local density. The cluster propagation is performed as

\[
C_j = \left\{ \begin{array}{ll}
C_i, & \rho_j \geq \rho_i, \delta_j < \delta_T \\
\text{outlier}, & \text{otherwise},
\end{array} \right.
\]

where \( \delta_T \) is a predefined threshold. As for the problem of single object tracking, only the cluster with highest density is associated to object. Sparse outliers with low density \( \rho \) and high distance \( \delta \) will be filtered by the procedure of clustering effectively.

Once the correspondence clustering is finished, we update the active set \( \mathcal{P}_A^t \) from which the error correspondences are removed. The object center can be estimated by averaging

\[
\rho_{i} = \sum_j \exp \left( \frac{-D^2(i, j)}{d_c^2} \right),
\]

where parameter \( d_c \) denotes the standard deviation of Gaussian Kernel.
where \( \text{histogram} \) is given the estimated object bounding box, the target color is excluded. We use Bhattacharyya coefficient to calculate similarity between \( \mathbf{f}_i \) and \( \mathbf{f}_j \):

\[
Bc(\mathbf{f}_i, \mathbf{f}_j) = \sum_{a=1}^{m} \sqrt{f_{ia} \cdot f_{ja}},
\]

A larger \( Bc \) illustrates that the tracking is successful and without occlusion. Thus, we use a binary variable \( F \) to represent the tracking confidence:

\[
F = \begin{cases} 
1, & Bc(\mathbf{f}_i, \mathbf{f}_j) > \alpha \\
0, & \text{otherwise},
\end{cases}
\]

where \( \alpha \) is a predefined threshold.

In addition to keypoints tracking, we use keypoints matching to establish correspondences. If the tracking drift arise or the object is occluded \( (F = 0) \), the global keypoints matching is performed. We detect keypoints in current frame and match with keypoints from \( I_1 \). Those keypoints matched with \( T \) are denoted as \( \mathcal{P}_A^t \).

If the tracking result is confident \( (F = 1) \), the local keypoints matching is performed. We detect keypoints in a search region which is the double object box in the current frame. For each detected keypoint \( \mathbf{p}_j^t \), we perform match on the subset

\[
\{ \mathbf{p}_j^t \} | (H_1^{-1}(\mathbf{p}_j^t - \mathbf{c}_i) + \mathbf{c}_1) | < \beta,
\]

where \( (H_1^{-1}(\mathbf{p}_j^t - \mathbf{c}_i) + \mathbf{c}_1) \) is projection point of \( \mathbf{p}_j^t \) in \( I_1 \).

Keypoints that match to background descriptors in \( I_1 \) are excluded. We use \( \mathcal{P}_ML \) to denote the matched keypoints. Those unmatched keypoints but within the estimated object bounding box are denoted as \( \mathcal{P}_N \), which will be used to update the target model. Comparing with global matching, local matching can reduce the computation cost effectively.

2.4 Object Appearance Update

Object appearance maybe change drastically due to the illumination variance, severe scale changes, motion blur, and so on. To track the object robustly, it is crucial to learn the new appearance model on the fly.

If \( F = 1 \), the color appearance is updated as

\[
\mathbf{f}_1 = (1 - \gamma)\mathbf{f}_1 + \gamma \mathbf{f}_i,
\]

where \( \gamma \) is learning rate.

As for keypoints, we update the active set \( \mathcal{P}_A^t \) on the fly. Since outliers are filtered via clustering, the number of keypoints in \( \mathcal{P}_A^t \) is reduced progressively. This will decrease the robustness of vote. Therefore, we need to add new valid keypoints into \( \mathcal{P}_A^t \). On the other hand, the active set \( \mathcal{P}_A^t \) can not be updated frequently considering the computation cost. Therefore, the active set can be updated as

\[
\mathcal{P}_A^{t+1} = \begin{cases}
\mathcal{P}_A^t \cup \mathcal{P}_ML^t \cup \mathcal{P}_N^t, & F = 1, N_A < N_L \\
\mathcal{P}_A^t \cup \mathcal{P}_ML^t, & F = 1, N_A \geq N_L \\
\mathcal{P}_A^{t+1} \cup \mathcal{P}_MG^t, & F = 0,
\end{cases}
\]

where \( N_L \) is the predefined threshold. The new keypoints \( \mathcal{P}_A^t \) are added to active set only when \( F = 1 \) and the cardinality of \( \mathcal{P}_A^t \) is lower than \( N_L \). Given a point \( \mathbf{p}_j^t \) in \( \mathcal{P}_A^t \), its correspondence point in \( I_1 \) can be computed as:

\[
\mathbf{p}_j^t = H_1^{-1}(\mathbf{p}_j^t - \mathbf{c}_i) + \mathbf{c}_1.
\]

3. Experiments

We evaluate the proposed tracking method with five state-of-the-art methods on online tracking benchmark dataset [11]. The selected trackers contain the top four ranking trackers [9], [12]–[14] and a keypoint-based tracker [6]. The dataset comprises 50 videos with many challenging aspects such as illumination variation, scale variation, occlusion, deformation and so on.

For our experiments, the parameters mentioned in Sect. 2 are empirically set as \( \delta_T = 6, \alpha = 0.9, \beta = 20, N_L = 100, \) learning rate \( \gamma = 0.05. \) In order to set \( d_c \), we first sort all pairs of the dissimilarities \( D(i, j) \). Then, the \( (N + 0.02) \)-th smallest element is selected as \( d_c \), where \( N = N_A(N_A - 1)/2 \).

3.1 Qualitative Evaluation

As space is limited, we only select six sequences from the benchmark dataset for visualization and analysis. These sequences have scale variances, illumination change, and partial or full occlusion. Some sampled tracking results of different trackers are showed in Fig. 2. Note that our tracking...
result is rotation box. For comparing with other methods consistently, we transform the rotation box into axis-aligned bounding box.

Figure 2 (a), (b) and (c) illustrate three sequences with large scale variations. Tracking results demonstrate that our tracker can well handle the scale variation. This is due to the fact that our tracker can effectively filter out outliers via clustering, which lead to a accurate estimation of similarity transform. In Fig. 2 (a) car4 and (e) skating1, the object undergo significant illumination variation. Our tracker can track the objects successfully, whereas most of the other trackers are suffer from tracking drift. This can be mainly attributed to the robust model update strategy of our tracker. In Fig. 2 (d) liquor and (f) woman, the objects undergo partial or full occlusion. Tracking results show that the proposed tracker can also perform well in these cases.

3.2 Quantitative Evaluation

We perform one-pass evaluation (OPE) on the benchmark to evaluate the proposed method quantitatively. The precision rate (PR) plot and success rate (SR) plot are showed in Fig. 3. PR plot shows the percentage of frames where the distance between the tracked locations and the ground truth locations are within a given threshold. SR plot shows the ratios of successful frames whose intersection over union overlap with the ground truth annotation is over a thresholds varied from 0 to 1 [11]. To rank the performance, the precision obtained at 20 pixels is used as PR. For the success plot, the area under curve is used as SR. Ours-NU denotes our method without appearance updating. CMT. After adding the module of appearance updating, our method outperforms the second best tracker CMT by 8% in PR and SCM by 7% in SR.

We assess the speed of the considered trackers on a 3.2 GHz DualCore PC. The average FPS of [6], [9], [12]–[14] and ours are 11, 26, 15, 14, 0.5 and 9 respectively. Note that our method and SCM are implemented in Matlab while others are implemented in C++.

4. Conclusion

This paper presents a new tracking method in which keypoints and a color histogram are jointed to represent the object appearance. The object is localized by tracking and matching keypoints. The outliers are filtered by a clustering method by which the keypoints relevant to object are selected automatically. The color template is used to evaluate the tracking confidence which is then used to select the local or global keypoints matching adaptively. Finally, we propose a model update method. The new appearance can be learned to improve the performance of tracking.
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