How to choose the most appropriate centrality measure?
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Abstract

We propose a new method to select the most appropriate network centrality measure based on the user’s opinion on how such a measure should work on a set of simple graphs. The method consists in: (1) forming a set $\mathcal{F}$ of candidate measures; (2) generating a sequence of sufficiently simple graphs that distinguish all measures in $\mathcal{F}$ on some pairs of nodes; (3) compiling a survey with questions on comparing the centrality of test nodes; (4) completing this survey, which provides a centrality measure consistent with all user responses. The developed algorithms make it possible to implement this approach for any finite set $\mathcal{F}$ of measures. This paper presents its realization for a set of 40 centrality measures. The proposed method called culling can be used for rapid analysis or combined with a normative approach by compiling a survey on the subset of measures that satisfy certain normative conditions (axioms). In the present study, the latter was done for the subsets determined by the Self-consistency or Bridge axioms.
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1 Introduction and related work

Within the last decades, more than 250 network centrality measures have been proposed [1]. This gave rise to the problem of choosing the most appropriate centrality measures for specific applications.

In some cases, this problem has a straightforward solution. These are the cases where scholars have a detailed mathematical model of the process of interest that drives changes or controls flows in the network and depends on the comparative influence of nodes. Then a certain measure of node influence may appear naturally from the equations of the model. Such a measure can often be interpreted in terms of centrality (24, 51, then 41, 53, 79, 83).

However, in many cases, no detailed model is available, while there is a need to measure centrality of network nodes. Studying the typology of the application [24, 25, 46] allows us to dramatically reduce the universe of measures, but not to select a particular one. Further, specific measures can be compared experimentally by studying correlations between them.
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“ground truth,” i.e., some external characteristics of real or simulated networks [4,5,8,14,19,21,71,75]. However, the results of such studies can vary from one dataset to another within the same subject area [8], and they do not reveal the underlying cause of the correlation.

That is why a good supplement to this perspective is another one that focuses on the inherent properties of centrality measures and the conditions they satisfy. A quintessence of this is the axiomatic approach, which allows one, in some cases, to determine a unique measure that satisfies a series of axioms that seem desirable (we refer to [45,52,55,61,68,80,82,84] for several examples). A special type of axiomatic characterizations are those obtained relative to nodal statistics [18].

Despite the strength of the axiomatic approach, it has certain limitations. Let us discuss some of them.

1. At the moment, only a minority of measures are equipped with their axiomatics. The rate at which new measures appear is much faster than providing them with axiomatics. The reason is that constructing a set of axioms that characterizes a specific measure of centrality is not an easy task at all.

2. In some cases, we have a parametric family of measures with a real parameter (see, e.g., [3,42,43]). Even if such a family has been characterized, the problem of choosing the value of the parameter still remains. This problem can rarely be solved axiomatically.

3. In many axiomatics, there is at least one technical axiom, which is not attractive on its own and rather determines the functional form of a centrality measure (e.g., Closeness, Degree, or Decay axioms in [52], Linearity in [45], Neighbor separability in [65]). It can be argued that adopting such an axiom does not fundamentally differ from adopting a centrality measure itself.

4. Some axioms have rather sophisticated formulations, which makes it difficult to assess their desirability.

5. A user who compares several axiomatics may feel them equally attractive, although they can lead to quite different measures. Studying and comparing, say, thirty axiomatics can really take a lot of time with no guarantee that a user ultimately prefers one of them to all the others.

6. It is not always obvious from a set of axioms how the unique measure that satisfies them ranks the nodes in a simple network by their centrality. Such rankings may turn out to be actually counterintuitive for the user, even though the corresponding axioms looked attractive.

For example, the recently proposed ‘Weighted degree centrality’ [12]

\[ f(u) = \sum_{v \in V, v \neq u} \frac{D(v)}{d(u, v)}, \]

where \( D(v) \) is the degree of node \( v \), \( d(u, v) \) being the shortest path distance between \( u \) and \( v \), implements the rational idea of measuring the centrality of \( u \) by the sum of the degrees of all other nodes with weights decreasing with distance from \( u \). This measure satisfies four out of six axioms considered in [12] (while ‘Betweenness’ or ‘Eigenvector centrality’ satisfy three axioms and no measure under study satisfies five or six) and its characterization can
be completed by adding a proper arithmetic axiom. At the same time, for any star with 
\( n > 2 \) (a graph with \( n \) nodes and \( n - 1 \) edges incident to the same node called the center), 
this index makes the center less central than the leaves. This means that (1) the ‘Weighted 
degree’ measures something other than centrality and (2) it is dangerous to chose a centrality 
measure based on heuristics and the number of conditions it meets.

The initial assumption of this study is that a specialist is able to rank the nodes of very 
simple graphs by their centrality from the point of view of a specific application. In this 
case, we can try to offer him or her a centrality measure that ranks nodes according to the 
specialist’s preferences. In some cases, it can be selected from a set of measures that meet 
the normative conditions the user considers most important.

As another example, consider the well-known ‘PageRank centrality’ [27,64,70], which has 
several axiomatizations [6,73,84]. Nevertheless, it sets \( f(4) > f(5) \) (node 4 is more central 
than node 5) for the graph \( G_5 \) in Fig. 1. Some other results it provides (i.e., \( f(4) > f(0) \) in \( G_2 \); 
\( f(1) > f(0) \) in \( G_7 \); \( f(0) > f(2) \), and \( f(1) > f(5) \) in \( G_9 \)) also seem rather counterintuitive, 
and it is not easy to specify a real-world application that would require such results. Such 
peculiarities of centrality measures are likely to go unnoticed in an axiomatic study, but they 
appear immediately if we test measures on a series of simple graphs.

Taking into account the above limitations of the axiomatic strategy, in this paper we 
propose an alternative approach, which is based on the user’s opinion on how a centrality 
measure should work on a set of test graphs.

2 Selection of measures using test graphs

Suppose we have a finite set of centrality measures \( F = \{f_1, \ldots, f_N\} \). Given an undirected 
graph \( G = (V, E) \) with set of nodes \( V = V(G) \) and set of edges \( E = E(G) \), every measure \( f_i \) 
attaches a real number \( f_i(v) \) to each node \( v \in V(G) \). The number \( f_i(v) \) is interpreted as the 
centrality of \( v \) in \( G \) assigned by \( f_i \): the more \( f_i(v) \), the more central \( v \) is considered. In what 
follows, \( f(\cdot) \) denotes any centrality measure. When there is a need to specify \( G \) explicitly, we 
write \( f^G(\cdot) \). Since there are centrality measures that are only defined for connected graphs, 
we restrict our consideration to such graphs; moreover, we assume that \( V(G) > 1 \).

We say that a graph \( G \) distinguishes measures \( f_i \) and \( f_j \) on a pair of nodes \( \{u, v\} \) \( u, v \in 
V(G) \)) if and only if

\[
\text{sign}(f_i(u) - f_i(v)) \neq \text{sign}(f_j(u) - f_j(v)),
\]

where

\[
\text{sign}(x) = \begin{cases} 
-1, & x < 0; \\
0, & x = 0; \\
1, & x > 0. 
\end{cases}
\]

In words, (1) means that \( f_i \) and \( f_j \) disagree in comparing the centrality of \( u \) and \( v \).

Centrality measures \( f_i \) and \( f_j \) are rank equivalent if and only if there is no graph \( G \) that 
distinguishes \( f_i \) and \( f_j \). Suppose that there are no distinct rank equivalent measures in \( F \).
This assumption reflects our interest in the order of centrality values rather than in the numerical values themselves.

We consider the following task. Propose a tool that allows the user to choose a centrality measure based on their intuitive understanding (related to a particular application) of how such a measure should work on a collection of simple graphs.

To do so, we need:

- a collection of simple graphs that contains a distinguishing graph for every pair of distinct measures \( f_i, f_j \in \mathcal{F} \);
- a questionnaire such that every set of answers to its questions determines a unique measure.

 Ideally, these collection and questionnaire should be generated (or updated) automatically whenever a new set \( \mathcal{F} \) is given or an existing \( \mathcal{F} \) is updated.

The distinguishing graphs should be simple enough for users to answer which pairwise centrality order, i.e., \( f(u) > f(v) \) or \( f(u) < f(v) \), or \( f(u) = f(v) \) is most consistent with their intuitive understanding.

Selection of measures using test graphs will be called *culling*.

### 3 Generating graphs that distinguish measures

Let a set \( \mathcal{F} \) of centrality measures be given; we suppose that \( |\mathcal{F}| > 1 \). A goal is a sequence \( \mathcal{G} = (G_1, \ldots, G_K) \) of graphs that distinguish all measures in \( \mathcal{F} \).

For our first survey, we opted for unicyclic graphs (also called unicycles, 1-trees, or augmented trees). These are connected graphs with the number of edges equal to the number of nodes. Such a graph can be obtained from a tree by adding one edge.

The advantage of 1-trees is that they are very simple and perhaps even more comfortable to perceive than trees, thanks to an eye-catching cycle (see Fig. 1).

At the beginning, the current sequence \( \mathcal{G} \) is empty.

Now we generate unlabeled trees, starting from the tree with three nodes and increasing the number of nodes. For each tree, we produce various 1-trees by adding different edges. For each 1-tree \( G \), we look for the pairs \( f_i, f_j \in \mathcal{F} \) such that the current sequence \( \mathcal{G} \) (let \( |\mathcal{G}| = k \)) still contains no graph that distinguishes \( f_i \) and \( f_j \), while \( G \) distinguishes them on some pair \( \{u, v\} \) of its nodes. In this case, we add \( G \) to the sequence \( \mathcal{G} \) as \( G_{k+1} \) and associate a triple \( (G_{k+1}, u, v) \) with the pair \( \{f_i, f_j\} \). We stop the generation process when such a triple is associated with every pair of distinct centrality measures in \( \mathcal{F} \).

It should be noted that the procedure for generating distinguishing graphs allows for variations. Say, for the first survey, we actually considered only 1-trees with node degrees less than five, and this restriction can be removed. Moreover, one can also include trees in \( \mathcal{G} \), as well as some graphs with the number of edges exceeding the number of nodes. In the latter case, the graphs should remain simple enough for the user to visually compare the centrality of the nodes based on expert opinion.

The next task is constructing a questionnaire that allows the user to choose the centrality measure that suits them best.
4 Constructing a decision tree

In this section, we present an algorithm for constructing a questionnaire, which takes the form of a decision tree.

In each question, the user is asked to compare the centrality of two nodes: \( f(u) \) and \( f(v) \) in some graph \( G_k \in \mathcal{G} \). This graph distinguishes (on some pair \( \{u,v\} \) of its nodes) certain measures that satisfy all the conditions (answers) obtained earlier. The user’s answer is \( f(u) > f(v) \), or \( f(u) < f(v) \), or \( f(u) = f(v) \) and it narrows the set of suitable measures by preserving only those \( f_i \in \mathcal{F} \) for which the answer is true. The survey continues until only one measure remains.

The questions in the survey generally depend on the answers to the previous ones. So the questionnaire has the structure of a rooted directed tree. The user navigates the tree answering the questions attached to the root and intermediate vertices. Each answer is identified with an arc directed from the vertex corresponding to the question. The leaves, i.e., the vertices of the decision tree that have no outgoing arcs, are identified with the resulting measures.

We now present an algorithm for constructing this directed tree. We have a set \( \mathcal{F} \) (\( |\mathcal{F}| > 1 \)) of centrality measures, a sequence of distinguishing graphs \( \mathcal{G} = (G_1, \ldots, G_K) \), and, for every pair of distinct measures \( f_i, f_j \in \mathcal{F} \), a triple \( (G_k, u, v) \) is associated with this pair such that \( G_k \in \mathcal{G} \) distinguishes \( f_i \) and \( f_j \) on the pair of its nodes \( \{u, v\} \).

At the initial step of the algorithm, we are at the root of the tree. There are no other vertices in the tree, and no question is attached to the root.

On each step of the algorithm, we are at some vertex of the tree. A standard step of the algorithm is any step, except for finish.

The standard step consists of the following actions.

Suppose we are at vertex \( x \) of the rooted directed tree. Consider the path from the root to \( x \). Each arc of this path corresponds to some condition: it is an answer to the question attached to the vertex this arc is directed from. Let \( \mathcal{F}_x \subseteq \mathcal{F} \) be the set of measures satisfying all conditions in this path (if \( x \) is the root, then \( \mathcal{F}_x = \mathcal{F} \)).

- If no question has yet been attached to \( x \) and \( |\mathcal{F}_x| > 1 \), then take \( G_k \in \mathcal{G} \) with the smallest \( k \) such that \( G_k \) distinguishes some measures in \( \mathcal{F}_x \) on a certain pair of its nodes \( \{u, v\} \). Choose a suitable pair \( \{u, v\} \) arbitrarily and attach the question “What inequality (equality) holds true for \( f(u) \) and \( f(v) \) in \( G_k \)?” to \( x \). Draw two or three arcs directed from \( x \) to newly created vertices, depending on which of the three conditions \( f(u) > f(v), f(u) < f(v), \text{or } f(u) = f(v) \) are met for any measures in \( \mathcal{F}_x \). Assign the conditions that can be satisfied by any measures to these arcs. Mark these arcs “new.”

- If there is at least one “new” arc directed from \( x \), choose any such arc, move to the vertex this arc is directed to, and mark this arc “old.”

- If \( |\mathcal{F}_x| = 1 \), then attach to \( x \) the unique centrality measure that belongs to \( \mathcal{F}_x \).
• If (a) there is no “new” arc directed from \(x\), while \(x\) is attached a question and \(x\) is not the tree root or (b) \(|F_x| = 1\), then make one move back from \(x\) toward the root.

• If there is no “new” arc directed from \(x\), while \(x\) is attached a question and \(x\) is the root, then finish: the decision tree is built. Otherwise, make another standard step.

A high-level pseudocode of the standard step is shown in Algorithm 1.

Algorithm 1: Recursive construction of a decision tree

Data: \(F\), a set of centrality measures; \(G = (G_1, \ldots, G_K)\), a list of distinguishing graphs; 
\(\{(G_k, u, v)\}\), a set of distinguishing triples

Result: Decision tree for choosing a centrality measure

Function \(\text{standard\_step}(x)\)

\[
\begin{align*}
\text{if } |F_x| > 1 \text{ then} & \quad \text{ distinguish\_measures}(F_x) \\
& \quad x.\text{attach\_question}(“f(u) \text{ vs } f(v) \text{ in } G_k”) \\
& \quad x.\text{add\_new\_arcs\_and\_childs}(G_k, u, v) \\
& \quad \text{while } x.\text{has\_new\_arcs()} \text{ do} \\
& \quad \quad \text{arc } \leftarrow x.\text{get\_any\_new\_arc()} \\
& \quad \quad \text{mark\_arc\_as\_old}(\text{arc}) \\
& \quad \quad \text{standard\_step}(\text{arc.target}) \\
& \quad \text{end} \\
\text{else} & \quad x.\text{attach\_unique\_measure}(F_x) \\
\text{end} 
\end{align*}
\]

5 Extending a decision tree

Suppose now that several new measures (for example, appeared in the literature over the past year) have been added to \(F\). Do we have to rebuild the questionnaire from the very beginning? The answer is no.

Consider the simplest case where one measure \(f'\) is added. There are two possibilities:

(a) the new measure \(f'\) satisfies the same set of conditions (answers to the questions of the current questionnaire) as one of the “old” measures;

(b) in the decision tree of the current survey applied to the extended set \(F\), there is a vertex \(x\) such that \(f' \in F_x\), but only two arcs are directed from \(x\), while the third possible answer to the question attached to \(x\) is true for \(f'\).

In case (b), the only thing to do is add the third arc directed from \(x\), i.e., add the third possible answer to the question attached to \(x\), after which the new questionnaire is ready.

In case (a), we need to distinguish \(f'\) and the “old” measure \(f_i\) that satisfies the same set of conditions. This means that in the current survey, \(f_i\) and \(f'\) end up on the same leaf.
of the decision tree. Therefore, we have to make this leaf an intermediate vertex by asking an additional question. To formulate this question, we first check if \( G \) contains a graph that distinguishes \( f_i \) and \( f' \) on some pair of its nodes \( \{u, v\} \). If such a graph \( G \) exists, then the required question is: “What inequality (equality) holds true for \( f(u) \) and \( f(v) \) in \( G \)?” Otherwise, we first have to generate a new graph that distinguishes \( f_i \) and \( f' \), so we call the graph generation procedure described in Section 3.

Thus, adding one measure \( f' \) leads to adding one question or one answer to an existing question. This proves, among others, that the total number of questions in the questionnaire is no more than \( N - 1 \), where \( N \) is the number of measures. If three arcs are directed from some vertices of the tree, then the number of questions is smaller by the number of such vertices. Of course, the number of questions a user has to answer in a particular survey is usually much less.

Suppose now that several measures have been added to \( \mathcal{F} \). Then we need:

1. For each new measure \( f' \), check the above condition (b); if it is satisfied, then add the lacking arc to the decision tree as for the case (b);
2. Attach new measures to the existing leaves, as for the above case (a);
3. Check whether the graphs in \( G \) distinguish the measures attached to the same leaf and add the lacking questions whenever such graphs exist;
4. For the pairs of measures that cannot be distinguished by any graphs in \( G \), generate new graphs as described in Section 3 and add the required questions.

6 A test survey

Before presenting a test survey, we introduce several new centralities. They are based on similarity/dissimilarity measures for network nodes.

6.1 Centralities based on graph kernels

Two popular centrality measures are ‘Closeness’ \(^{15,16}\)

\[
f(u) = \left( \sum_{v \in V} d(u, v) \right)^{-1}
\]

(2)

and ‘Eccentricity’ \(^{15,54}\)

\[
f(u) = (\max_{v \in V} d(u, v))^{-1},
\]

(3)

where \( d(u, v) \) is the shortest path distance \(^{28}\) between nodes \( u \) and \( v \) in \( G \).

\(^1\)Observe that in the recent study \(^3\), the authors come to the conclusion that in the infection source identification problem “a combination of eccentricity and closeness... generally performs better than several state-of-the-art source identification techniques, with higher accuracy and lower average hop error.”
Consider the centrality measures obtained by substituting other graph distances and dissimilarity measures [9,33] into (2) and (3). These measures are defined via graph kernels.

The parametric family of *Katz kernels* [59] (also referred to as *Walk proximities* [39] and *Neumann diffusion kernels* [48]) is defined as

$$P^{\text{Walk}}(t) = \sum_{k=0}^{\infty} (tA)^k = (I - tA)^{-1}$$

with $0 < t < (\rho(A))^{-1}$, where $A$ is the adjacency matrix of $G$ and $\rho(A)$ is the spectral radius of $A$.

The *Communicability kernels* [47,49] are

$$P^{\text{Comm}}(t) = \sum_{k=0}^{\infty} \frac{(tA)^k}{k!} = \exp(tA), \quad t > 0.$$
Two other families of kernels are defined similarly via the Laplacian matrix $L$ of $G$:

$$L = \text{diag}(A1) - A,$$

where $1 = (1, \ldots, 1)^T$ and $\text{diag}(x)$ is the diagonal matrix with vector $x$ on the diagonal.

The regularized Laplacian kernels, or Forest kernels\cite{[35]} are

$$P_{\text{For}}(t) = (I + tL)^{-1}, \quad \text{where } t > 0.$$

The Heat kernels are the Laplacian exponential diffusion kernels\cite{[62]}

$$P_{\text{Heat}}(t) = \sum_{k=0}^{\infty} \frac{(-tL)^k}{k!} = \exp(-tL), \quad t > 0.$$

By Schoenberg’s theorem\cite{[77],[78]}, if matrix $P = (p_{uv})$ is positive semidefinite (i.e., is a kernel), then it generates a squared Euclidean distance $d(u, v)$ by means of the transformation

$$d(u, v) = \frac{1}{2}(p_{uu} + p_{vv} - p_{uv} - p_{vu}), \quad u, v \in V. \quad (4)$$

On the other hand, if $P_{n \times n}$ produces a proximity measure (viz., for any $x, y, z \in \{1, \ldots, n\}$, $p_{xy} + p_{xz} - p_{yz} \leq p_{xx}$, and the inequality is strict whenever $z = y$ and $y \neq x$), then transformation (4) generates a distance function that satisfies the axioms of a metric. All the Forest kernels produce proximity measures, while the kernels in the remaining three families do so when $t$ is sufficiently small\cite{[9]}.

Moreover, if $P$ represents a strictly positive transitional measure on $G$\cite{[31],[33]}, (i.e., $p_{xy} p_{yz} \leq p_{xz} p_{yy}$ for all nodes $x, y, z$, while $p_{xy} p_{yz} = p_{xz} p_{yy}$ if and only if every path in $G$ from $x$ to $z$ visits $y$), then transformation

$$\hat{p}_{uv} = \ln p_{uv}, \quad u, v \in V$$

produces a proximity measure. In this case, (4) applied to $\hat{P} = (\hat{p}_{uv})$ generates\cite{[33]} a cutpoint additive distance $d(u, v)$, viz., such a distance that $d(u, v) + d(v, w) = d(u, w)$ if and only if $v$ is a cutpoint between $u$ and $w$ in $G$ (which means that all paths connecting $u$ and $w$ visit $v$).

The Walk/Katz and Forest kernels represent strictly positive transitional measures on the corresponding connected graph. Therefore, (4) applied to the logarithmically transformed Walk and Forest kernels (the so called logarithmic kernels) produce cutpoint additive distances.

Based on the above results, we define ‘Closeness’ and ‘Eccentricity’ centralities obtained by substituting the:

- Forest kernel;
- Heat kernel;
- logarithmic Forest kernel;
- logarithmic Walk kernel;
- logarithmic Heat kernel;
logarithmic Communicability kernel transformed by (4) and then square-rooted into (2) and (3). These centralities are included in the test survey discussed below. We set \( t = 1 \) for the Forest, Heat, and Communicability kernels and \( t = (\rho(A) + 1)^{-1} \) for the Walk kernel.

It should be stressed that the above measures are just examples of kernel based centralities. There are other kernels and transformations \([9,48]\) that can also be used in a similar way. Say, every distance can be integrated in the \( p \)-Means framework \([43]\) or in the framework of \([3]\). In \([58]\), a Forest kernel closeness centrality (without square-rooting) has been examined. The authors of \([58]\) conclude that “forest distance centrality has a better discriminating power than alternate metrics such as betweenness, harmonic centrality, eigenvector centrality, and PageRank.” They note that the order of node importance given by forest distances on certain simple graphs is in agreement with their intuition.

On the other hand, kernels and similarity/proximity measures can produce centralities directly, without transforming them into distances. An example is the Estrada subgraph centrality \([17]\), which is simply the Communicability kernel diagonal entry corresponding to a node. Along with this measure, we consider \( f(u) = p_{uu}^{\text{Walk}} \), the diagonal entry of the Walk kernel, as a centrality of node \( u \) (this measure is referred to as ‘Walk \((K_{ii})\)’) and also \( f(u) = \sum_{v \neq u} p_{uv} \) as centralities of node \( u \) (‘Walk \((K_{ij})\)’, ‘Communicability \((K_{ij})\)’). The ‘Total communicability’ \([17]\) is \( f(u) = \sum_{v \in V} p_{uv}^{\text{Comm}} \); as well as the Katz measure, it can be described in terms of “potential gain” \([14]\).

The potential infinity of types and modifications of centrality measures together with the actual continuity of parametric families of them emphasizes the need for a powerful tool for comparing and discriminating centralities.

### 6.2 A survey with 40 centralities

To test the proposed approach, let us consider a set \( \mathcal{F} \) of 40 centrality measures. These are:

1. Betweenness \([50]\); 21. Bonacich \([23]\);
2. Closeness \([15,16]\); 22. Total communicability \([17]\); 23. Communicability \((K_{ij})\) \([47]\); 24. Walk \((K_{ij})\) \([59]\);
3. Connectivity \([60]\); 25. Walk \((K_{ij})\) \([59]\); 26. Estrada \([47]\);
4. Connectedness power \([65]\); 27. Eigencentrality based on Jaccard dissimilarity \([7]\); 28. Eigencentrality based on Dice dissimilarity \([7]\);
5. Degree \([15,74]\); 29. Closeness (Forest \([34]\));
6. Coreness \([11]\); 30. Closeness (Heat \([62]\));
7. Bridging \([26]\); 31. Closeness (logarithmic Forest \([30]\));
8. PageRank \([27]\); 32. Closeness (logarithmic Walk \([32]\));
9. Harmonic closeness \([20,66]\); 33. Closeness (logarithmic Heat \([33,62]\));
10. Eccentricity \([15,54]\); 34. Closeness (logarithmic Communicability \([57]\));
11. \( p \)-Means \((p = -2)\) \([43]\); 35. Eccentricity (Forest \([34]\));
12. \( p \)-Means \((p = 0)\) \([43]\); 36. Eccentricity (Heat \([62]\));
13. \( p \)-Means \((p = 2)\) \([43]\); 37. Eccentricity (Communicability \([57]\));
14. Beta current flow \([10]\); 38. Eccentricity (logarithmic Forest \([30]\));
15. Weighted degree \([12]\); 39. Eccentricity (logarithmic Walk \([32]\));
16. \( p \)-Means \((p = -1)\) \([43]\); 40. Eccentricity (logarithmic Heat \([33,62]\)).
16. Decaying degree \textsuperscript{12}; 36. Eccentricity (Heat \textsuperscript{62});
17. Decay \textsuperscript{81}; 37. Eccentricity (logarithmic Forest \textsuperscript{30});
18. Generalized degree \textsuperscript{42}; 38. Eccentricity (logarithmic Walk \textsuperscript{32});
19. Katz \textsuperscript{59}; 39. Eccentricity (logarithmic Heat \textsuperscript{33,62});
20. Eigenvector \textsuperscript{22,63}; 40. Eccentricity (logarithmic Communicability \textsuperscript{57}).

The list $\mathcal{G}$ of distinguishing graphs consists of 13 graphs presented in Fig. 1.
The questionnaire consisted of 33 questions totally. The length of a particular survey ranges from 1 to 12, with an average length of 6.6 per measure.

The survey begins with the question about the centrality of vertices 1 and 2 in $G_1$ (Fig. 2). If the user chooses option $f(2) > f(1)$, then the second question is on the centrality of vertices 0 and 1 in the same graph. If the answer is $f(0) > f(1)$, then the third question is about the centrality of vertices 0 and 4 in $G_2$. Alternatively, in case of answer $f(0) = f(1)$, the user is asked to compare $f(0)$ and $f(2)$ in $G_2$, whereas in case of answer $f(0) < f(1)$, the third question is on the centrality of vertices 0 and 3 in $G_3$. If the answer to the first question is $f(2) = f(1)$, then the survey completes with the result ‘Weighted degree’ \textsuperscript{12} centrality measure: it is the only measure in $\mathcal{F}$ that meets this condition.

Thus, the beginning of the decision tree is the rooted tree shown in Fig. 2. The whole tree is presented in Fig. 3 and Fig. 4.

![Decision Tree](image)

Figure 2: The beginning of the decision tree for the test set $\mathcal{F}$ of 40 measures.

A survey based on this decision tree was implemented using Google Forms \textsuperscript{2}, which allows anyone to choose the most appropriate centrality measure. One of the questions is
shown in Fig. 3. The message attached to each question is: “Choose the answer that suits your feeling or matches your professional judgment best... It would be optimal if you keep in mind your specific application while making your choice.” Statistics on selection results from a significant number of users will be of particular interest.
7 Combining culling with a normative approach

It can be observed that some questions in the above test survey are quite simple. Say, comparison of the centrality of nodes 1 and 2 in $G_1$ (Fig. 2) should be clearly in favor of 2. Therefore, the first question along with the measure ‘Weighted degree’ assigning equal centrality to nodes 1 and 2 can be eliminated, which reduces the number of questions in each
The second question regarding the comparison of $f(0)$ and $f(1)$ is also fairly simple. Indeed, the answer $f(0) < f(1)$ can hardly be imagined, and most users would probably prefer $f(0) > f(1)$. Based on this, the measures ‘Eigencentrality based on Dice dissimilarity’ and ‘Eigencentrality based on Jaccard dissimilarity’ can be eliminated as they set $f(0) < f(1)$. The answer $f(0) = f(1)$ is unlikely to be very popular, however, the list of measures contains nine centralities that support it. These are the well-known ‘Bridging’ and ‘Betweenness’ measures and also the ‘Eccentricity’ measures based on the Shortest path, Forest, Heat, logarithmic Forest, logarithmic Heat, logarithmic Walk, and logarithmic Communicability proximities. The present survey makes the user realize that choosing any of these measures implies adopting that nodes 0 and 1 in $G_1$ have equal centrality values. Furthermore, the subsequent question (comparing nodes 0 and 2 in $G_2$) reveals that ‘Bridging’ states that $f(0) > f(2)$, which is not very easy to accept; $f(0) = f(2)$ leads to ‘Eccentricity’; the remaining seven measures set $f(0) < f(2)$.

The probably most popular answer, $f(0) > f(1)$, to the second question leads to the comparison of $f(0)$ and $f(4)$ in $G_2$. The rather specific answer $f(0) < f(4)$ leads to the famous ‘PageRank’ measure (this was mentioned in Section 1), $f(0) = f(4)$ to ‘Degree’ or ‘Coreness’, while $f(0) > f(4)$ to the remaining 25 measures in the list (which are distinguished by the answers to the next questions).

The presence of fairly simple questions in the survey suggests to formulate several nor-

---

$\mathcal{F}$ contains ‘PageRank ($\alpha = 0.85$),’ however, the properties listed in Section 1 hold for all $\alpha \in ]0; 1[$.
mative conditions on (desirable properties of) centrality measures. Such a list of conditions can be presented to the user and if he or she agrees with some of them, this can dramatically reduce the set of measures. After that, you can offer the user an individual survey that only involves the “surviving” measures.

This leads to a combination of culling with a normative approach. In the following section, we discuss a couple of conditions that can be used in such a combination.

8 Normative conditions and abbreviated surveys

Among the axioms used in the literature to characterize centralities, the most attractive are conditions of ordinal nature. Such axioms allow us to compare the centrality of certain nodes, but they do not provide any suggestions on how to calculate centrality in the general case. Therefore, these axioms are not fingerprints of specific centrality measures.

In this section, we consider two such axioms and demonstrate how they can help replace the complete survey with a short one.

First, one can believe that the centrality of a node in a fixed graph should be largely determined by the vector of centrality values of its neighbors (adjacent nodes); cf. Consistency in [45]. A refinement of this requirement is that the greater the centrality values of the neighbors of a node, the greater the centrality of the node itself.

The following axiom is based on this idea. In the case of directed graphs, it appeared in [36,10]; for undirected graphs, in [12,13] under the name of Structural consistency. It is a strengthening of Preservation of neighborhood-inclusion [76], whose directed version goes back to Preservation of cover relation [67].

Let $N_u$ denote the set of neighbors of node $u$ in $G$.

**Self-consistent monotonicity.** If there is an injection from $N_u$ to $N_v$ such that every element of $N_u$ is, according to $f(\cdot)$, no more central than the corresponding element of $N_v$, then $f(u) \leq f(v)$. If, additionally, $|N_u| < |N_v|$ or “no more” is actually “less” at least once, then $f(u) < f(v)$.

Let us consider a weaker axiom, which also turns out to be quite strong (cf. [37]).

**Self-consistency.** If there is a bijection from $N_u$ to $N_v$ such that every element of $N_u$ is, according to $f(\cdot)$, no more central than the corresponding element of $N_v$, then $f(u) \leq f(v)$. If “no more” is actually “less” at least once, then $f(u) < f(v)$.

The idea of the second axiom [80] is quite different. It allows us to compare the centralities of two endpoints of a bridge.

**Bridge axiom.** If edge $\{u, v\}$ is a bridge in $G$, i.e., the removal of $\{u, v\}$ from $E(G)$ separates $G$ into two connected components (with node sets $V_u \ni u$ and $V_v \ni v$), then $|V_u| < |V_v| \Leftrightarrow f(u) < f(v)$.

A strengthening of this axiom is Ratio property in [60], which states, under the same premise, that $f(u)/f(v) = |V_u|/|V_v|$, where $f(\cdot) > 0$. 
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Table 1 presents the results of verification of Self-consistency and the Bridge axiom for the 40 centrality measures under consideration. It turns out that only four measures in our set $\mathcal{F} = \{f_1, \ldots, f_{40}\}$ satisfy Self-consistency. Five other measures satisfy the Bridge axiom, including two measures that do so after a slight modification. When a measure violates an axiom, a record of the form ‘$- (u,v) G_k$’ indicates that the axiom is violated, among others, for the ordered pair of nodes $(u,v)$ in graph $G_k$. Graphs $G_1$ to $G_{13}$ are shown in Fig. 1; two additional graphs appearing in Table 1, $G_{14}$ and $G_{15}$, are presented in Fig. 6.

Consider the positive results in Table 1.

**Proposition 1** ([29]). *The centrality measures ‘Generalized degree,’ ‘Katz,’ ‘Eigenvector,’ and ‘Bonacich’ satisfy Self-consistency.*

To formulate the second result, consider a slight modification of ‘Closeness (log Forest)’ and ‘Closeness (log Walk).’ As described in Subsection 6.1, these centralities are obtained by substituting the logarithmic Forest kernel and the logarithmic Walk kernel, respectively, transformed by [4] and then square-rooted into [2]. Let ‘Closeness* (log Forest)’ and ‘Closeness* (log Walk)’ be similar measures for which the results of transformation [4] are substituted into [2] without square-rooting.

As the Forest kernel and Walk kernel represent [31] strictly positive transitional measures on connected graphs, [1] transforms the corresponding logarithmic kernels into cutpoint additive distances $d(u,v)$, viz., such distances that $d(u,v) + d(v,w) = d(u,w)$ if and only if
| Centrality measures          | Axioms                  |
|-----------------------------|-------------------------|
|                             | Self-consistency | Bridge axiom |
| 1. Betweenness              | −(0,3)G₄             | +           |
| 2. Closeness                | −(0,3)G₄             | +           |
| 3. Connectivity             | −(0,3)G₄             | +           |
| 4. Connectedness power      | −(0,3)G₄             | −(0,5)G₅   |
| 5. Degree                   | −(0,4)G₂             | −(0,5)G₅   |
| 6. Coreness                 | −(0,1)G₇             | −(0,5)G₅   |
| 7. Bridging                 | −(0,3)G₄             | −(0,5)G₅   |
| 8. PageRank (0.85)          | −(0,3)G₄             | −(0,5)G₅   |
| 9. Harmonic closeness       | −(0,3)G₄             | −(0,5)G₅   |
| 10. Eccentricity            | −(0,4)G₂             | −(0,5)G₅   |
| 11. p-Means (p = -2)        | −(0,3)G₄             | −(0,5)G₅   |
| 12. p-Means (p = 0)         | −(0,3)G₄             | −(0,5)G₅   |
| 13. p-Means (p = 2)         | −(0,3)G₄             | −(0,5)G₅   |
| 14. Beta current flow       | −(0,3)G₄             | −(0,5)G₅   |
| 15. Weighted degree         | −(0,4)G₂             | −(1,2)G₁    |
| 16. Decaying degree         | −(1,5)G₅             | −(0,5)G₅   |
| 17. Decay (δ = 0.9)         | −(0,3)G₄             | −(0,5)G₅   |
| 18. Generalized degree (ε = 2) | + | −(0,5)G₅ |
| 19. Katz                    | + | −(0,5)G₅ |
| 20. Eigenvector             | + | −(0,5)G₅ |
| 21. Bonachich (α = 1, β = (ρ(A) + 0.5)^(-1)) | (8,9)G₁₄ | (0,5)G₅ |
| 22. Total communicability (t = 1) | (8,9)G₁₄ | (0,5)G₅ |
| 23. Communicability (K_ij, t = 1) | (8,9)G₁₄ | (0,5)G₅ |
| 24. Walk (K_ij, t = (ρ(A) + 1)^(-1)) | (8,9)G₁₄ | (0,5)G₅ |
| 25. Walk (K_ii, t = (ρ(A) + 1)^(-1)) | (8,9)G₁₄ | (0,5)G₅ |
| 26. Estrada                 | (Bischeri,Peruzzi)G₁₅ | (0,5)G₅ |
| 27. Eigencentrality (Jaccard dissimilarity) | (3,6)G₀ | (0,5)G₅ |
| 28. Eigencentrality (Dice dissimilarity) | (3,6)G₀ | (0,5)G₅ |
| 29. Closeness (Forest, t = 1) | (1,5)G₅ | (0,5)G₅ |
| 30. Closeness (Heat, t = 1) | (1,5)G₅ | (0,5)G₅ |
| 31. Closeness (log Forest, t = 1) | (0,3)G₄ | +/−(0,5)G₆ |
| 32. Closeness (log Walk, t = (ρ(A) + 1)^(-1)) | (0,3)G₄ | +/−(0,5)G₆ |
| 33. Closeness (log Heat, t = 1) | (0,3)G₄ | −(0,5)G₅ |
| 34. Closeness (log Communicability, t = 1) | (0,3)G₄ | −(0,5)G₅ |
| 35. Eccentricity (Forest, t = 1) | (0,1)G₇ | −(0,5)G₅ |
| 36. Eccentricity (Heat, t = 1) | (0,1)G₇ | −(0,5)G₅ |
| 37. Eccentricity (log Forest, t = 1) | (0,1)G₇ | −(0,5)G₅ |
| 38. Eccentricity (log Walk, t = (ρ(A) + 1)^(-1)) | (0,1)G₇ | −(0,5)G₅ |
| 39. Eccentricity (log Heat, t = 1) | (0,1)G₇ | −(0,5)G₅ |
| 40. Eccentricity (log Communicability, t = 1) | (0,1)G₇ | −(0,5)G₅ |

Table 1: 40 centrality measures and ‘+’ if a measure satisfies an axiom, ‘+/−’ if it satisfies after a slight modification of the measure, and ‘−’ if not. In the latter case, a graph and an ordered pair of nodes are indicated for which the axiom is violated.

ν is a cutpoint between u and w in G [33] (which means that all paths connecting u and w visit v). The latter turns out to be the key property that implies the fulfilment of the Bridge
axiom. Similarly, other strictly positive transitional measures \(31\) and cutpoint additive distances produce centralities that satisfy the Bridge axiom.

**Proposition 2 \([29]\).** The centrality measures ‘Betweenness,’ ‘Closeness,’ ‘Connectivity,’ ‘Closeness* (log Forest),’ and ‘Closeness* (log Walk)’ satisfy the Bridge axiom.

Suppose that the user believes that a good centrality measure must satisfy Self-consistency or the Bridge axiom. This leads to a dramatic reduction of the set \(\mathcal{F}\) of centralities and to the corresponding reduction of the culling survey needed to determine the most appropriate centrality measure.

The surveys on the sets of centralities that satisfy Self-Consistency or the Bridge axiom are shown in Fig. 7 and Fig. 8 respectively.

**Figure 7:** A survey for the four measures satisfying Self-consistency.

**Figure 8:** A survey for the five measures satisfying the Bridge axiom.

The first one can be extracted from the general survey shown in Figures 3 and 4. The second survey involves graphs that distinguish ‘Closeness* (log Walk)’ and ‘Closeness* (log Forest)’ from each other and from the other measures that satisfy the Bridge axiom.

Some questions of the survey in Fig. 7 can be not very easy to answer. This is because the measures satisfying Self-consistency are close relatives, so that the difference between them is quite subtle.

The last question “0 vs 1 in \(G_10\)” can be replaced by “2 vs 6 in \(G_{11}\)” with \(f(6) > f(2)\) leading to ‘Katz’ and \(f(2) > f(6)\) leading to ‘Bonacich.’
9 Discussion and future work

In this paper, we proposed a new method called culling to select the most appropriate network centrality measure based on the user’s opinion on how such a measure should work on a set of simple test graphs. The method consists of the following steps:

1. Forming a finite set $\mathcal{F}$ of candidate measures, among which there are no rank equivalent measures.

2. Generating a sequence of sufficiently simple graphs that distinguish all measures in $\mathcal{F}$ on some pairs of nodes. For the test survey on 40 centralities, we opted for 1-trees and they distinguished all measures, however, distinguishing additional measures may require graphs of other types.

3. Compiling a survey with questions on comparing the centrality of test nodes.

4. Filling out this survey. Being a decision tree, it provides a centrality measure consistent with all user responses.

The developed algorithms make it possible to implement this approach for any finite set $\mathcal{F}$ of measures. In this paper, it was realized for a set of 40 centrality measures, including several kernel based closeness and eccentricity measures introduced in Section 6.

It can be observed (see Fig. 4) that the resulting decision tree contains several subtrees whose leaves correspond to closely related centralities. The reason is that the survey begins (according to the algorithm in Section 4) with the simplest graphs, while subtle differences between closely related measures are distinguished by more complex graphs that appear in the survey later. As a result, the decision tree can be considered as a rough tool for hierarchical clustering of the set $\mathcal{F}$ of centralities.

The most promising application of the proposed culling method is to combine it with a normative approach by compiling surveys on the subsets of measures that satisfy certain normative conditions (axioms). The paper presents such sub-surveys for the measures that obey the Self-consistency or Bridge axioms.

A culling survey implemented on the universum of centrality measures provides a method for rapid analysis. If the user only gives answers in which they are confident, then this narrows the set of measures. Such a reduced set can be subjected to experimental study on real networks or checked for compliance with certain normative conditions.

Using culling alone with a universal set of input measures and a unique output measure does not seem to be a very reliable approach. The reason is that the corresponding survey may contain, among others, non-trivial questions. If the user answers all of them, then the reliability of the answers can be insufficient, making the result unstable. It should be realized that the only information about a centrality measure that is involved in culling is how it works on the distinguishing graphs. This information may not be sufficient, because the results of the same measure on other graphs may be surprising.

Thus, the answer to the question in the title of the paper can be: use a combined approach that involves checking normative conditions, culling, computational complexity issues, experimental studies, and typological perspective that links network dynamics to the assumptions and heuristics behind each measure. Among these components, culling may be
the least demanding / least time consuming one. It is based on expert opinion, while its algorithmic part is simple and transparent.

Moreover, culling allows us to reveal unexpected features of certain centrality measures. We have already considered some peculiarities of the ‘PageRank’ centrality in Section 1. As another example consider now ‘Bridging’ centrality [26,56]. The user who prefers it must adopt that this measure (see Fig. 1) sets $f(0) > f(2)$ in $G_2$; $f(3) > f(4)$ in $G_4$; $f(5) > f(3)$ in $G_6$ and $G_7$; $f(5) > f(0) > f(1)$ in $G_8$; $f(4) > f(2)$ in $G_9$; $f(5) > f(1)$ in $G_{11}$, and $f(0) = f(1)$ in $G_1$.

In general, a list of rankings a measure offers on the distinguishing graphs forms its profile, which helps the user make a decision regarding its approval or rejection.

This study leaves a number of topics for future work. Let us list some of them.

- Extend the culling approach to a larger set of measures.
- Collect statistics of the survey results from various users. This would provide a kind of popularity rating for centrality measures.
- Compile surveys for the subsets of measures that satisfy the most important ordinal normative conditions, such as monotonicity conditions and their combinations.
- Consider a wider (than 1-trees) class of possible distinguishing graphs, for instance, the one including trees.
- Transfer the culling approach to centrality measures for directed graphs.
- Consider variations of the proposed algorithm for constructing culling trees based on the corresponding theory [69].
- Make the culling surveys more flexible by (a) allowing some questions to be skipped; (b) involving not only one, but all graphs in $G$ that distinguish certain pairs of measures; (c) permission to report confidence.
- Create a web application that enables one to compile and complete culling surveys for any subclasses of centrality measures.
- Apply the culling approach to the problem of choosing the scoring methods for unbalanced tournaments [36,40].
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