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ABSTRACT: We prove that all the zeros of certain meromorphic functions are on the critical line \( \mathrm{Re}(s) = 1/2 \), and are simple (except possibly when \( s = 1/2 \)). We prove this by relating the zeros to the discrete spectrum of an unbounded self-adjoint operator. Specifically, we show for \( h(s) \) a meromorphic function with no zeros in \( \mathrm{Re}(s) > 1/2 \) and no poles in \( \mathrm{Re}(s) < 1/2 \), real-valued on \( \mathbb{R} \), \( \frac{h(1-s)}{h(s)} \ll |s|^{1-\epsilon} \) in \( \mathrm{Re}(s) > 1/2 \) and \( \frac{h(1-s)}{h(s)} \notin L^2(1/2 + i\mathbb{R}) \), the only zeros of \( h(s) \pm h(1-s) \) are on the critical line. One instance of such a function \( h \) is \( h(s) = \xi(2s) \), the completed zeta-function. We use spectral theory suggested by results of Lax-Phillips and Colin de Verdière. This simplifies ideas of W. Müller, J. Lagarias, M. Suzuki, H. Ki, O. Velásquez Castañón, D. Hejhal, L. de Branges and P.R. Taylor.

One method of showing that the zeros of a function lie on the critical line \( 1/2 + i\mathbb{R} \) is to identify those zeros with spectral parameters of a self-adjoint operator. The simplest unbounded operator that may be used in this context is a multiplication operator on a Hilbert space. In what follows, we provide a set of conditions for which the zeros of a function may appear as spectral parameters for a multiplication operator on a Hilbert space.

In order to accurately state our result, we introduce the following Hilbert spaces of functions. Let \( \eta = \pm 1 \) and

\[
H^0_\eta := \left\{ f \in L^2(1/2 + i\mathbb{R}) \mid f(1-s) = \eta \cdot \frac{f(s)}{c_s} \text{ for } \mathrm{Re}(s) = 1/2 \right\}
\]

with \( L^2 \)-norm and put \( D := H^0_\eta \cap C^\infty(1/2 + i\mathbb{R}) \). For each \( k \in \mathbb{R} \), let \( H^k_\eta \) be the Sobolev-like space

\[
H^k_\eta := \left\{ f \text{ measurable on } 1/2 + i\mathbb{R} \mid \langle (s(1-s))^k f, f \rangle_{L^2(1/2+i\mathbb{R})} < \infty \right. \\
\left. \quad \text{and } f(1-s) = \eta \cdot \frac{f(s)}{c_s} \text{ for } \mathrm{Re}(s) = 1/2 \right\}
\]

with norm-squared \( \|f\|_{H^k_\eta}^2 = \langle (s(1-s))^k f, f \rangle_{L^2} \). Lemma \( 2 \) shows that \( H^1_\eta \) and \( H^{-1}_\eta \) are mutual Hilbert-space duals and functions in \( H^{-1}_\eta \) give functionals on \( H^1_\eta \).

\[1\text{Note that for what follows we could use the full space } L^2(1/2 + i\mathbb{R}) \text{ without restricting to those which satisfy the functional equation. This larger space will still be stable under the multiplication operator we define and the proof will follow in a similar way. In this paper, we restrict our attention to the smaller space } H^0_\eta \text{ as in subsequent work and applications of this technique there are reasons for such a restriction.}\]
In this paper we will prove the following:

**Theorem 1.** Let $h(s)$ be a meromorphic function with no zeros in $\text{Re}(s) > 1/2$, no poles in $\text{Re}(s) < 1/2$, $\mathbb{R}$-valued on $\mathbb{R}$, and $c_s := \frac{h(1-s)}{h(s)} \ll |s|^{1-\varepsilon}$ uniformly in $\text{Re}(s) > 1/2$ for some $\varepsilon > 0$. For $\eta = \pm 1$, assume $1 + \eta \cdot c_s$ is in $H_\eta^{-1} \setminus H_\eta^0$. Then the only zeros of $1 + \eta \cdot c_s$ are on the critical line. Furthermore, all of the zeros on the critical line are simple (with the possible exception of $s_0 = 1/2$).

Some examples of functions $h$ that satisfy the hypotheses of Theorem 1 are $h(s) = \xi(2s)$ where $\xi$ is the completed Riemann-zeta function, $h(s) = \xi_k(2s)$ the completed zeta-function of a number field $k$ and many self-dual automorphic $L$-functions, and $h(s) = L(2s, \chi)$ a Dirichlet $L$-function. Theorem 1 shows that $\xi(2s) \pm \xi(2 - 2s)$ has all of its zeros on the critical line $1/2 + i\mathbb{R}$. On of the first examples of a result of this kind is due to P.R. Taylor who proved a similar conclusion for $h(s) = \xi(s - 1/2)$ [17]. Results of a similar form have been established for various functions $h$ by Lagarias-Suzuki [10, 11], Ki [9], McPhedran-Poulton [13], Velásquez Castañón [18], Hejhal [6], and Taylor [17]. We use more general methods, vaguely reminiscent of de Branges [3], and expanded-upon by Kaltenbäck and Woracek [8]. The Lax-Phillips 1976 [12] automorphic example arguably suggests a similar result for constant terms of Eisenstein series on reductive groups, and Müller’s work [14] is an extension of Lax-Phillips. The Lax-Phillips-ColinDeVerdière-Hejhal-Müller [12, 6, 14] base example was $h(s) = \xi(2s)$. Lagarias-Suzuki [11], Hejhal [6] and Müller [14] also treated the case $h(s) = \xi(2s)y^\alpha$ to show that all the zeros of the constant term of the Eisenstein series are on the critical line.

Small modifications must be made to our result to subsume the above examples. For instance, the construction we present in the proof of Theorem 1 may be extended to include the case where $h$ has a finite number of poles on the real line.

It is worth noting that, though Taylor’s paper suggests that some have hoped otherwise, this approach cannot prove that the nontrivial zeros of $\zeta(s)$ are on the critical line. In fact, any means applying the argument we outline to genuine zeta functions would similarly apply to Epstein zeta functions which are known to have many off-line zeros (see Potter-Titchmarsh [15], Stark [16], Voronin [20], et al).

In Section 1, we prove that $H_\eta^k$ and $H_\eta^{-k}$ defined above are Hilbert space duals. In Section 2, we explain that the proof of Theorem 1 is given by identifying the zeros of the function $1 \pm c_s$ with the spectral parameters for eigenvalues $\lambda_s = s(1 - s)$ of the Friedrichs extension of an unbounded operator. As explained in the Appendix (Section 4), the Friedrichs extension is a self-adjoint extension and so this construction will show that all of the eigenvalues are real. In Section 3, we will prove the main part of Theorem 1 (that all the zeros of $1 + \eta \cdot c_s$ lie on the critical line). Finally, in Section 4 we will show that these zeros are simple.

1. **A note on Hilbert spaces**

Let $H_\eta^0$ and $H_\eta^k$ be as defined in the introduction. The **complex bilinear** pairing putting $H_\eta^k$ and $H_\eta^{-k}$ in (complex-linear duality) is

$$\langle f, F \rangle_{H_\eta^k \times H_\eta^{-k}} = \int_{(1/2)} f(s) \cdot F(1 - s) \, ds = \int_{(1/2)} f(s) \cdot \frac{\eta}{c_s} \cdot F(s) \, ds$$
since $F \in H^{-k}$ requires that $F(1-s) = \frac{n}{o} \cdot F(s)$. Let $F^\vee(s) = F(1-s)$ where we use the notation $\int_{(1/2)} g(s) \, ds := \int_{1/2-i\infty}^{1/2+i\infty} g(s) \, ds$. Then the hermitian pairing (conjugate-linear in the second argument) on $H^k \times H^{-k}$ is

$$
\langle f, F \rangle_{\text{herm}} = \langle f, F^\vee \rangle_{H^k \times H^{-k}} = \int_{(1/2)} f(s) \cdot \overline{F(s)} \, ds
$$

**Lemma 2.** For $k \in \mathbb{R}$, $H^k_\eta$ and $H^{-k}_\eta$ are mutual $\mathbb{C}$-linear Hilbert-space duals by the complex-bilinear pairing $\langle g, f \rangle_{H^k_\eta \times H^{-k}_\eta} = \int_{(1/2)} g(s) \cdot f(1-s) \, ds$.

**Proof.** Let $f \in H^{-k}_\eta$ and define $\varphi_f : H^k_\eta \to \mathbb{C}$ by $\varphi_f(g) = \langle g, f \rangle_{H^k_\eta \times H^{-k}_\eta}$ for each $g \in H^k_\eta$. Let $\lambda_s = s(1-s)$ and $f \in H^{-k}_\eta$ and $g \in H^k_\eta$

$$
|\varphi_f(g)| = |\langle g, f \rangle_{H^k_\eta \times H^{-k}_\eta}| = \left| \int_{(1/2)} g(s) \cdot f(1-s) \, ds \right| \leq \int_{(1/2)} |g(s)| \cdot |f(1-s)| \, ds
$$

$$
= \int_{(1/2)} |(1 + |\lambda_s|)^{k/2} \cdot g(s) \cdot (1 + |\lambda_s|)^{-k/2} \cdot f(1-s)| \, ds
$$

$$
\leq \left( \int_{(1/2)} |g(s)|^2 (1 + |\lambda_s|)^k \, ds \right)^{1/2} \cdot \left( \int_{(1/2)} |f(1-s)|^2 (1 + |\lambda_s|)^{-k} \, ds \right)^{1/2}
$$

by the Cauchy-Bunyakovsky-Schwarz Inequality

$$
= |g|_{H^k_\eta} \cdot |f|_{H^{-k}_\eta} < \infty
$$

Since $\varphi_f$ is bounded, it is continuous.

Conversely by Riesz-Fréchet, every continuous functional on $H^0_\eta$ is given by integration against an element of $H^0_\eta$. Given $F \in H^k_\eta$, we have $F(s) \cdot (1 + |\lambda_s|)^{k/2} \in H^0_\eta$ and $F \mapsto F(s) \cdot (1 + |\lambda_s|)^{k/2}$ is an isomorphism $H^k_\eta \to H^0_\eta$. Thus every continuous linear functional $\rho$ of $H^k_\eta$ factors through $H^0_\eta$.

$$
\rho(F) = \int_{(1/2)} F(s) \lambda_s^{k/2} \cdot g(s) \, ds
$$

for $g \in H^0_\eta$. Similarly, $g(s) = G(1-s)(1 + |\lambda_s|)^{-k/2}$ for unique $G \in H^{-k}_\eta$ and

$$
\rho(F) = \int_{(1/2)} F(s) \lambda_s^{k/2} \cdot G(1-s)(1 + |\lambda_s|)^{-k/2} \, ds = \int_{(1/2)} F(s) \cdot G(1-s) \, ds
$$

This gives the duality pairing $H^k_\eta \times H^{-k}_\eta \to \mathbb{C}$.

Thus, functions in $H^{-1}_\eta$ give functionals on $H^1_\eta$. 

\[\square\]
2. Overview

The idea behind the proof of Theorem 1 is to identify the zeros of a function \( 1 \pm c_s \) with spectral parameters \( s \) for eigenvalues \( \lambda_s = s(1-s) \) of the Friedrichs extension \( \tilde{T} \) of \( T \). The Friedrichs extension (discussed in generality in the Appendix) is a self-adjoint extension of a densely-defined, semi-bounded, symmetric operator \( T \) with domain \( D \). The symmetry of \( \tilde{T} \) gives \( \lambda_s \in \mathbb{R} \), from which \( \text{Re}(s) = 1/2 \) for \( T \geq 1/4 \) since \( \tilde{T} \) has the same lower bound. It may be helpful to note that the Friedrichs extension of the multiplication operator is constructed in essentially the same way as the self-adjoint extension of the multiplication operator by the independent variable in the de Branges space. To construct this space we could take \( c_s \) to be the Hermite-Biehler function; however, in our case \( c_s \) need not be entire.

Before the proof of Theorem 1 we review the characterization of the Friedrichs extension and explain how the argument presented in Section 3 serves as a proof. Suppose \( H^0 \) is a Hilbert space with norm \( \langle \cdot, \cdot \rangle \). Begin with a densely-defined, semi-bounded, symmetric operator \( T \) with domain \( D = H^0 \cap C^\infty \). We can extend \( T \) to a Hilbert space \( H^1 \supset D \) with norm \( \langle u, v \rangle_1 = \langle Tu, v \rangle \) by letting \( T^\# : H^1 \rightarrow H^{-1} \) be the continuous \( \mathbb{C} \)-linear operator defined by

\[
((T^\#) f)(g) = \langle f, g \rangle_{H^1}
\]

for all \( f, g \in H^1 \).

For \( \theta \in H^{-1} \setminus H^0 \), let \( \tilde{\theta} : H^1 \rightarrow \mathbb{C} \) be the functional on \( H^1 \) given by the function \( \theta \in H^{-1} \). Define \( T_\theta := T^\#|_{\ker \tilde{\theta} \cap D} \) and let \( \tilde{T}_\theta \) be the Friedrichs extension of \( T_\theta \). A useful characterization of the Friedrichs extension is that for \( u \in H^1 \) and \( f \in H^0 \)

\[
\tilde{T}_\theta u = f \iff T^\# u = f + \alpha \cdot \theta \quad \text{for some} \quad \alpha \in \mathbb{C} \quad \& \quad \tilde{\theta} u = 0
\]

as in the Appendix. Theorem 12 establishes that, for \( u \in H^1 \),

\[
(\tilde{T}_\theta - \lambda_w)u = 0 \iff (T^\# - \lambda_w)u = \alpha \cdot \theta \quad \text{for some} \quad \alpha \in \mathbb{C} \quad \& \quad \tilde{\theta}(u) = 0
\]

where \( \lambda_w = w(1-w) \). We may assume that \( \alpha \neq 0 \) since otherwise \( u \) would be an eigenfunction for \( \tilde{T} \) and there are none. Furthermore, the value of \( \alpha \) does not affect the location of the zeros, so we may assume \( \alpha = 1 \).

To prove Theorems 1

(I) Identify an appropriate \( \theta \) such that the zeros \( w \) of \( 1 + c_s \)

\[
(T^\# - \lambda_w)u = \theta
\]

with \( \lambda_w = w(1-w) \).

(II) Solve \( (T^\# - \lambda_w)u_w = \theta \) for \( u_w \).

(III) Show that \( \tilde{\theta}(u_w) = 0 \).

This will ensure that the zeros \( w \) of \( 1 + c_s \) appear as parameter-values for \( \lambda_w \) which satisfy \( (\tilde{T}_\theta - \lambda_w)u = 0 \) where \( \tilde{T}_\theta \) is the (self-adjoint) Friedrichs extension of \( T_\theta = T|_{\ker \tilde{\theta}} \). Since \( \tilde{T}_\theta \geq 1/4 \), it follows that \( \lambda_w = w(1-w) \) must be real and \( \lambda_w \geq 1/4 \) and so \( \text{Re}(w) = 1/2 \).
3. Proof of Theorem 1

First recall the assumptions of Theorem 1. Let $h(s)$ be a meromorphic function with no zeros in $\text{Re}(s) > 1/2$, no poles in $\text{Re}(s) < 1/2$, $\mathbb{R}$-valued on $\mathbb{R}$, and $c_s := \frac{h(1-s)}{h(s)} \ll |s|^{1-\epsilon}$ uniformly in $\text{Re}(s) > 1/2$, for some $\epsilon > 0$. For $\eta = \pm 1$, assume $1 + \eta \cdot c_s$ restricted to the critical line $1/2 + i\mathbb{R}$ is not square-integrable.

For the proof of Theorem 1 we first claim that it is sufficient to show that $1 + \eta \cdot c_s$ has no zeros in $\text{Re}(s) > 1/2$.

**Lemma 3.** If $1 + \eta \cdot c_s$ has no zeros in $\text{Re}(s) > 1/2$ then it also has no zeros in $\text{Re}(s) < 1/2$.

**Proof.** Since $c_s c_{1-s} = \frac{h(1-s)}{h(s)} \cdot \frac{h(s)}{h(1-s)} = 1$, we have $\eta \cdot c_s (1 + \eta \cdot c_{1-s}) = 1 + \eta \cdot c_s$. The numerator $h(1-s)$ of $c_s$ has no zeros in $\text{Re}(s) < 1/2$ since $h(s)$ has no zeros in $\text{Re}(s) > 1/2$. If the denominator $h(s)$ had a pole at $s_0$ in $\text{Re}(s) < 1/2$ (causing a zero of $c_s$), there would also be a pole of $c_{1-s} = \frac{h(s)}{h(1-s)}$ (and of $1 + \eta \cdot c_{1-s}$) at the same point which will cancel. Thus we have that $\eta \cdot c_s (1 + \eta \cdot c_{1-s}) = 1 + \eta \cdot c_s$ is nonzero in $\text{Re}(s) < 1/2$, proving the claim. \[\square\]

Define $\theta_\eta$ is $\theta_\eta(s) := 1 + \eta \cdot c_s$. Let $\tilde{\theta}_\eta : H^1_\eta \rightarrow \mathbb{C}$ be the functional on $H^1_\eta$ corresponding to the function $\theta_\eta \in H^{-1}_\eta$: for $f \in H^1_\eta$,

$$
\tilde{\theta}_\eta(f) = \int_{(1/2)} \theta_\eta(s) \cdot f(1-s) \, ds.
$$

Lemma 3 shows that $\tilde{\theta}_\eta \in (H^1_\eta)^*$, the complex-bilinear dual of $H^1_\eta$. Let $T$ be multiplication operator by $s(1-s)$ on $1/2 + i\mathbb{R}$ with domain $D = H^0_\eta \cap C^\infty(1/2 + i\mathbb{R})$. We can extend $T$ to $T^\# : H^1_\eta \rightarrow H^{-1}_\eta$ as above by letting $T^\# : H^1_\eta \rightarrow H^{-1}_\eta$ be the continuous $\mathbb{C}$-linear operator defined by

$$
((T^\# f)(g)) = \langle f, g \rangle_{H^1_\eta}
$$

for all $f, g \in H^1_\eta$. Observe that, in this case, $T^\#$ is still a kind of multiplication operator but mapping $H^1_\eta$ to $H^{-1}_\eta$ rather than $D$ to $H^0_\eta$.

In Lemma 2 we find a solution $u$ to $(T^\# - \lambda_w)u = \theta_\eta$ for $\text{Re}(w) > 1/2$.

**Lemma 4.** For $\text{Re}(w) > 1/2$, there is a solution $u_w \in H^1_\eta$ to $(T^\# - \lambda_w)u_w = \theta_\eta$.

**Proof.** Solving the equation by division,

$$
u_w(s) = \frac{1 + \eta \cdot c_s}{\lambda_s - \lambda_w} \quad \text{on } \text{Re}(s) = 1/2.
$$

We check that this is a solution by seeing that, on $\text{Re}(s) = 1/2$,

$$(T^\# - \lambda_w)u_w = (T^\# - \lambda_w) \frac{1 + c_s}{\lambda_s - \lambda_w} = \frac{(T^\# - \lambda_w)(1 + \eta \cdot c_s)}{\lambda_s - \lambda_w} = \frac{(\lambda_s - \lambda_w)(1 + \eta \cdot c_s)}{\lambda_s - \lambda_w} = \theta_\eta.
$$

To see that $u_w \in H^1_\eta$, note that it satisfies the functional equation on $\text{Re}(s) = 1/2$:

$$
\eta \cdot c_s u_w (1-s) = \eta \cdot c_s \cdot \frac{1 + \eta \cdot c_{1-s}}{\lambda_{1-s} - \lambda_w} = \frac{\eta \cdot c_s + 1}{\lambda_s - \lambda_w} = u_w(s)
$$
Furthermore,
\[
\langle u_w, u_w \rangle_{H^s_y} = \int_{(1/2)} \lambda_s \cdot u_w(s) \cdot \overline{u_w(s)} \, ds = \int_{(1/2)} \lambda_s \cdot \frac{1 + \eta \cdot c_s}{\lambda_s - \lambda_w} \cdot \frac{1 + \eta \cdot c_s}{\lambda_s - \lambda_w} \, ds
\]
\[
= \int_{(1/2)} (1 + \eta \cdot c_s)(1 + \eta \cdot c_{1-s}) \frac{\lambda_s}{(\lambda_s - \lambda_w)^2} \, ds = \int_{(1/2)} (1 + \eta \cdot c_s)(1 + \eta \cdot c_{1-s}) \frac{\lambda_s^2}{(\lambda_s - \lambda_w)^2 \cdot \lambda_w} \, ds
\]
Since \( \theta_\eta \in H^{-1}_y \), we have that \( \theta_\eta(\overline{\tau}) \frac{\lambda_s^2}{(\lambda_s - \lambda_w)^2} = (1 + \eta \cdot c_{1-s}) \frac{\lambda_s^2}{(\lambda_s - \lambda_w)^2} \in H^{-1}_y \). Thus the expansion above is equal to
\[
\langle \theta_\eta(s), \theta_\eta(\overline{\tau}) \rangle_{H^{-1}_y}
\]
which is finite since \( \theta_\eta \in H^{-1}_y \) and we see that \( u_w \in H^1_y \).

**Lemma 5.** For \( \text{Re}(w) > 1/2 \), if \( \theta_\eta(w) = 0 \) then \( \tilde{\theta}_\eta(u_w) = 0 \).

*Proof.* Assume \( \text{Re}(w) > 1/2 \). We have
\[
\tilde{\theta}_\eta(u_w) = \int_{(1/2)} (1 + \eta \cdot c_s) u_w(1 - s) \, ds \quad \text{for } \text{Re}(w) > 1/2.
\]
We compute the integral \( \int_{(1/2)} (1 + \eta \cdot c_s) u_w(1 - s) \, ds \) as follows:
\[
\int_{(1/2)} (1 + c_s)u_w(1 - s) \, ds = \int_{(1/2)} \frac{(1 + \eta \cdot c_s) \cdot (1 + \eta \cdot c_{1-s})}{\lambda_s - \lambda_w} \, ds
\]
\[
= \int_{(1/2)} \frac{1 + \eta \cdot c_s + \eta \cdot c_{1-s} + c_s c_{1-s}}{\lambda_s - \lambda_w} \, ds
\]
since \( u_w(s) = \frac{1 + \eta \cdot c_s}{\lambda_s - \lambda_w} \) for \( s \in 1/2 + i\mathbb{R} \)
\[
= \int_{(1/2)} \frac{2}{\lambda_s - \lambda_w} \, ds + \eta \int_{(1/2)} \frac{c_s}{\lambda_s - \lambda_w} \, ds + \eta \int_{(1/2)} \frac{c_{1-s}}{\lambda_s - \lambda_w} \, ds
\]
\[
= 2 \int_{(1/2)} \frac{1}{\lambda_s - \lambda_w} \, ds + 2\eta \int_{(1/2)} \frac{c_s}{\lambda_s - \lambda_w} \, ds
\]
by a change of variables \( s \mapsto 1 - s \).

For each of these integrals (with corresponding function \( g(s) \)), we have
\[
\int_{(1/2)} \frac{g(s)}{\lambda_s - \lambda_w} \, ds = \lim_{T \to \infty} \int_{1/2-iT}^{1/2+iT} \frac{g(s)}{\lambda_s - \lambda_w} \, ds.
\]
For any \( \sigma > \sigma_n \), let \( S_T \) be a clockwise oriented closed semi-circle of radius \( T \) with endpoints at \( 1/2 - iT \) and \( 1/2 + iT \) and let \( A_T \) be the outer arc of \( S \) with length \( \pi T \).

\[
\int_{1/2-iT}^{1/2+iT} \frac{g(s)}{\lambda_s - \lambda_w} \, ds = \int_{S_T} \frac{g(s)}{\lambda_s - \lambda_w} \, ds - \int_{A_T} \frac{g(s)}{\lambda_s - \lambda_w} \, ds
\]

As we send \( T \to \infty \) each of the integrals \( \int_{A_T} \frac{g(s)}{\lambda_s - \lambda_w} \, ds \to 0 \):

\[
\left| \int_{A_T} \frac{1}{\lambda_s - \lambda_w} \, ds \right| \leq \int_{A_T} \frac{1}{|\lambda_s - \lambda_w|} \, ds = \int_{A_T} \frac{1}{|s^2 - s - \lambda_w|} \, ds \leq \frac{1}{|T^2 - T - \lambda_w|} \cdot \pi T \leq \pi T^{-1}
\]

Since we assume \( c_s := \frac{h(1-s)}{h(s)} \ll |s|^{1-\epsilon} \) uniformly in \( \text{Re}(s) > 1/2 \) for some \( \epsilon > 0 \), we also have

\[
\left| \int_{A_T} \frac{c_s}{\lambda_s - \lambda_w} \, ds \right| \leq \int_{A_T} \frac{|c_s|}{|\lambda_s - \lambda_w|} \, ds \leq \int_{A_T} \frac{|s|^{1-\epsilon}}{|s^2 - s - \lambda_w|} \, ds \leq T^{-1-\epsilon} \cdot \pi T = \pi T^{-\epsilon}
\]

for \( 0 < \epsilon < 1 \), each of these integrals approaches 0 as \( T \to \infty \).

Thus we can use the Residue Theorem to compute

\[
\int_{(1/2)} \frac{g(s)}{\lambda_s - \lambda_w} \, ds.
\]

Observe that \( c_s \) has no poles on \( \text{Re}(s) = 1/2 \) since \( |h(s)| = |h(1-s)| \) on \( \text{Re}(s) = 1/2 \). Recall that \( h(s) \) has no poles in \( \text{Re}(s) < 1/2 \), so \( h(1-s) \) has no poles in \( \text{Re}(s) > 1/2 \). Also, \( h(s) \) no zeros in \( \text{Re}(s) > 1/2 \) so \( c_s \) has no poles in \( \text{Re}(s) > 1/2 \) and \( \frac{g(s)}{\lambda_s - \lambda_w} \) has a simple pole at \( s = w \). By residues, for \( \text{Re}(w) > 1/2 \)

\[
2\alpha \int_{(1/2)} \frac{1}{\lambda_s - \lambda_w} \, ds + 2\alpha \cdot \eta \int_{(1/2)} \frac{c_s}{\lambda_s - \lambda_w} \, ds = -2\pi i \left( 2 \text{Res}_{s=w} \frac{1}{\lambda_s - \lambda_w} + 2\eta \cdot \text{Res}_{s=w} \frac{c_s}{\lambda_s - \lambda_w} \right)
\]

\[
= -2\pi i \left( \frac{2}{1 - 2w} + \frac{2\eta \cdot c_w}{1 - 2w} \right) = -4\pi i \left( 1 + \eta \cdot c_w \right)
\]

since \( h(w) \) has no zeros in \( \text{Re}(s) > 1/2 \)

We then have

\[
\tilde{\theta}_\eta(u_w) = -4\pi i \left( 1 + \eta \cdot c_w \right) = -4\pi i \frac{\theta_\eta(w)}{2w - 1} = 0
\]

\[ \square \]

Define \( T_{\eta} := T^\# \big|_{\ker \tilde{\theta}_\eta \cap D} \) and let \( \tilde{T}_{\eta} \) be the Friedrichs extension of \( T_\eta \). From Lemmas 4 and 5 if \( \text{Re}(w_0) > 1/2 \), then \( (T^\#_\eta - \lambda_{w_0})u_{w_0} = \theta_\eta \) has a solution in \( H^1_\eta \) and if \( \theta(w_0) = 0 \) then \( \tilde{\theta}(u_{w_0}) = 0 \). Since

\[
(T_\eta - \lambda_{w_0})u = 0 \iff (T^\#_\eta - \lambda_{w_0})u_{w_0} = \theta_\eta \text{ and } \tilde{\theta}(u_{w_0}) = 0
\]

for \( \text{Re}(w_0) > 1/2 \), if \( \theta_\eta(w_0) = 0 \) then \( \lambda_{w_0} \) is an eigenvalue for the Friedrichs extension \( \tilde{T}_{\eta} \).
This extension is self-adjoint and \( \tilde{T}_\eta \geq 1/4 \), so \( \lambda_{w_o} \geq 1/4 \) and \( \lambda_w \in \mathbb{R} \). Thus when \( \theta_\eta(w_o) = 0 \) and \( \text{Re}(w_o) > 1/2 \), \( \lambda_{w_o} \) is an eigenvalue of \( \tilde{T}_\eta \) and \( \lambda_{w_o} \geq 1/4 \) and \( \lambda_{w_o} \in \mathbb{R} \). No such \( w_o \) exist and so all zeros must be on the critical line. This proves the main part of Theorem \( \text{[I]} \). In the next section we will show that these zeros are simple.

4. Simple Zeros

In order to show that the zeros are simple we will first want to examine \( \tilde{\theta}_\eta(u_w) \) for \( \text{Re}(w) = 1/2 \).

**Lemma 6.** For \( \text{Re}(w_o) = 1/2 \) and \( w_o \neq 1/2 \), if \( \theta_\eta(w_o) = 0 \) then \( \tilde{\theta}_\eta(u_{w_o}) = 0 \) unless \( h(w_o) = 0 = h(1 - w_o) \).

**Proof.** For \( \text{Re}(w_o) = 1/2 \) \( (w_o \neq 1/2) \) and \( \theta_\eta(w_o) = 0 \),

\[
\tilde{\theta}_\eta(u_{w_o}) = \int_{(1/2)} (1 + \eta \cdot c_s)(1 + \eta \cdot c_{1-s}) ds \lambda_s - \lambda_{w_o}
\]

\[
= \int_{(1/2)} (1 + \eta \cdot c_{1-s})(1 + \eta \cdot c_s) - (1 + \eta \cdot c_{1-w_o})(1 + \eta \cdot c_{w_o}) \lambda_s - \lambda_{w_o}
\]

\[
+ \int_{(1/2)} (1 + \eta \cdot c_{1-w_o})(1 + \eta \cdot c_{w_o}) ds \lambda_s - \lambda_{w_o}
\]

The function

\[
w \mapsto \int_{(1/2)} (1 + \eta \cdot c_{1-s})(1 + \eta \cdot c_s) - (1 + \eta \cdot c_{1-w})(1 + \eta \cdot c_{w}) \lambda_s - \lambda_{w}
\]

\[
+ \int_{(1/2)} (1 + \eta \cdot c_{1-w})(1 + \eta \cdot c_{w}) ds \lambda_s - \lambda_{w}
\]

is meromorphic in \( w \). As in the proof of Lemma \( \text{[5]} \) we can evaluate this for \( \text{Re}(w) > 1/2 \) for residues to get that \( \tilde{\theta}_\eta(u_w) = -4\pi i \cdot \frac{1 + \eta \cdot c_{w_o}}{2w - 1} \). Thus at \( w = w_o \), it is

\[
\tilde{\theta}_\eta(u_{w_o}) = -4\pi i \cdot \frac{1 + \eta \cdot c_{w_o}}{2w_o - 1} = -4\pi i \cdot \frac{\theta_\eta(w_o)}{2w_o - 1} = 0
\]

Finally we have the following.

**Lemma 7.** The zeros \( w_o \) of \( 1 + \eta \cdot c_w \) on \( 1/2 + i\mathbb{R} \) are simple except for possibly \( w_o = 1/2 \).

**Proof.** Suppose \( w_o \) is a zero of \( \theta_\eta(w) = 1 + \eta \cdot c_w \). To show that \( w_o \) is simple, we want to show \( \theta_\eta(w)'(w_o) = \eta \cdot c_w'(w_o) \neq 0 \). Notice \( \tilde{\theta}_\eta(u_w) = \frac{1 + \eta \cdot c_w}{1 - 2w} \) from the proofs of Lemmas \( \text{[5]} \) and \( \text{[8]} \) and so

\[
\tilde{\theta}_\eta(u_w)'(w_o) = -4\pi i \cdot \frac{(2w_o - 1)(\eta \cdot c_w)'(w_o) + 2(1 + \eta \cdot c_{w_o})}{(2w_o - 1)^2} = -4\pi i \cdot \frac{\eta \cdot c_w'(w_o)}{2w_o - 1}
\]
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since $1 + \eta \cdot c_{w_o} = 0$. Thus in order to show that $\theta_\eta'(w_o)(w_o) = \eta \cdot c_w'(w_o) \neq 0$ is suffices to show that $\theta_\eta'(w_o)(w_o) \neq 0$.

To see that this is in fact non-vanishing, recall that on $\text{Re}(s) = 1/2$,

$$
\tilde{\theta}_\eta(u_w)'(w_o) = \int_{(1/2)} \frac{(1 + \eta \cdot c_s)(1 + \eta \cdot c_{1-s}) - (1 + \eta \cdot c_w)(1 + \eta \cdot c_{1-w})}{\lambda_s - \lambda_w} \, ds \quad (\text{Re}(s) = 1/2)
$$

$$
+ \int_{(1/2)} \frac{(1 + \eta \cdot c_w)(1 + \eta \cdot c_{1-w})}{\lambda_s - \lambda_w} \, ds.
$$

Taking the derivative in $w$, the last two terms cancel one another, giving

$$
\tilde{\theta}_\eta(u_w)'(w_o) = -\int_{(1/2)} \frac{(1 + \eta \cdot c_s)(1 + \eta \cdot c_{1-s})}{(\lambda_s - \lambda_{w_o})^2} \, ds \cdot (2w_o - 1)
$$

Now $\tilde{\theta}_\eta(u_w)'(w_o) = -(2w_o - 1)|u_{w_o}|^2_{L^2(1/2+i\mathbb{R})}$ which is not zero except at $w_o = 1/2$.

5. Appendix: Friedrichs Extensions

For the convenience of the reader, we will recall some facts about Friedrichs extensions. The following is given in a general setting which can easily be translated to our case.

A symmetric, densely-defined operator $S$ on a Hilbert space $V$ is semi-bounded when $\langle Sv, v \rangle \geq c \cdot \langle v, v \rangle$ or $\langle Sv, v \rangle \leq c \cdot \langle v, v \rangle$ for some real constant $c$. We can construct the Friedrichs extension of a densely-defined, symmetric semi-bounded operator $S$ as follows:

Without loss of generality, consider a densely-defined, symmetric operator $S$ with dense domain $D_S$ and $\langle Sv, v \rangle \geq \langle v, v \rangle$ for all $v \in D_S$.

Define an inner product $\langle \cdot, \cdot \rangle_1$ on $D_S$ by $\langle v, w \rangle_1 := \langle Sv, w \rangle$ for $v, w \in D_S$ and let $V^1$ be the completion of $D_S$ with respect to the metric induced by $\langle \cdot, \cdot \rangle_1$. Since $\langle v, v \rangle_1 \geq \langle v, v \rangle$, the inclusion map $D_S \hookrightarrow V$ extends to a continuous map $V^1 \hookrightarrow V$. Furthermore, $V^1$ is also dense in $V$ since $D_S$ is dense in $V$.

For $w \in V$, the functional $v \mapsto \langle v, w \rangle$ is a continuous linear functional on $V^1$ with norm

$$
\sup_{|v|_1 \leq 1} |\langle v, w \rangle| \leq \sup_{|v|_1 \leq 1} |v| \cdot |w| \leq \sup_{|v|_1 \leq 1} |v|_1 \cdot |w| = |w|.
$$

By the Riesz-Fréchet Theorem on $V^1$, there is a $w' \in V^1$ so that $\langle v, w' \rangle_1 = \langle v, w \rangle$ for all $v \in V^1$ and $w \in V$ with norm bounded by the norm of $v \mapsto \langle v, w \rangle$; explicitly, $|w'|_1 \leq |w|$. The map $A : V \to V^1$ defined by $w \mapsto w'$ is linear. The densely-defined inverse of $A$ will be a self-adjoint extension $\tilde{S}$, the Friedrichs extension of $S$. The Friedrichs extension $\tilde{S}$ is self-adjoint and an extension of $S$. This is due to Friedrichs [5] and is also on p.103 of vonNeumann’s 1929 paper [19].

**Theorem 8.** $\tilde{S}$ is a self-adjoint extension of $S$.

This construction proves following theorem of Friedrichs [5].
Theorem 9. A positive, densely-defined, symmetric operator $S$ with domain $D_S$ has a positive self-adjoint extension with the same lower bound.

This extension has useful properties of particular interest here. An alternative characterization of the extension makes this clearer.

Assume that $V$ has a $\mathbb{C}$-linear complex conjugation $v \mapsto v^c$ with the properties: $(v^c)^c = v$ and $\langle v^c, w^c \rangle = \overline{\langle v, w \rangle}$. Further, let $S$ commute with conjugation so that $(Sv)^c = S(v^c)$. Let $V^{-1}$ be the dual of $V^1$ so that $V^1 \subset V \subset V^{-1}$ via the embedding $v \mapsto (\ast \mapsto \langle v, \ast^c \rangle) \in V^{-1}$ for $v \in V$.

Given this small adaptation, there is an alternate characterization of the Friedrichs extension. To give it, define a continuous, complex-linear map $S^\# : V^1 \to V^{-1}$ by

$$(S^\# v)(w) = \langle v, w^c \rangle_1$$

for $v, w \in V^1$.

Theorem 10. Let $X = \{v \in V^1 \mid S^\# v \in V\}$. Then the Friedrichs extension of $S$ is $\tilde{S} = S^\#|_X$ with domain $D_{\tilde{S}} = X$.

Proof. Let $B = S^\#|_X$. Let $A : V \to V^1$ be the inverse of $\tilde{S}$ defined by $\langle Av, w \rangle_1 = \langle v, w \rangle$ for all $w \in V^1$ and $v \in V$ from the Riesz-Fréchet Theorem. Then

$$\langle BA v, w \rangle = \langle Av, w \rangle_1 = \langle v, w \rangle$$

for $v \in V$ and $w \in V^1$. Also,

$$\langle AB v, w \rangle_1 = \langle Bv, w \rangle = \langle v, w \rangle_1$$

for $v \in X$ and $w \in V^1$. This $B = A^{-1} = \tilde{S}$.

5.1. Extensions of Restrictions

Using the latter characterization of the Friedrichs extension we can see how the construction of the extension behaves for restricted operators. Again, the following is given in a general setting which can easily be translated to our case. We will assume that $S$ and the related terms are as defined in Section 5. From above we have the following inclusions $i$ and $i^*$

$$V^1 \xrightarrow{i} V \xrightarrow{\sim} V^* \xrightarrow{i^*} V^{-1}$$

where $V^*$ is the complex linear dual of $V$.

Let $\theta \in V^{-1}$ and assume that $\theta \notin i^*(V^*)$. Note that $\ker \theta$ is a closed subspace of $V^1$. The following lemma follows from the general fact that for a continuous inclusion of Hilbert spaces $i : V^1 \to V$ for $D_S \subset V^1$ is dense in $V$ and for a finite-dimensional (in our case, one-dimensional subspace spanned by $\theta$) subspace $\theta \subset (V^1)^* = V^{-1}$ such that $i^*(V^*) \cap \theta = \{0\}$, we have that $D_S \cap \ker \theta \subset V^1$ is dense in $V$.
Lemma 11. If \( \theta \notin i^*(V^*) \) then \( D_S \cap \ker \theta \) is dense in \( V \).

Proof. Since \( \theta \notin i^*(V^*) \) and \( \theta \) cannot be in the \( V \)-topology on dense \( D_S \). This gives us that there is a \( \delta > 0 \) so that for each \( \epsilon > 0 \) an element \( x_\epsilon \in D_S \) with \( |x_\epsilon|_V < \epsilon \) and \( |\theta(x_\epsilon)| \geq \delta \). Given \( y \in V \) density of \( D_S \) in \( V \) gives a sequence \( z_n \) in \( D_S \) approaching \( y \) in the \( V \)-topology. If \( \theta(z_n) = 0 \) for infinitely many \( n \) then we are done. Otherwise, the define the sequence

\[
\begin{align*}
z'_n &= z_n - \frac{\theta(z_n)}{\theta(x_{\epsilon_n})}x_{\epsilon_n} \quad \text{with} \quad \epsilon_n = \frac{\delta}{|\theta(z_n)|}2^{-n}
\end{align*}
\]

is in \( \ker \theta \). Then

\[
\theta(z'_n) = \theta(z_n) - \frac{\theta(z_n)}{\theta(x_{\epsilon_n})}\theta(x_{\epsilon_n}) = 0
\]

and \( z'_n \rightarrow y \) in the \( V \)-topology since

\[
\left| \frac{\theta(z_n)}{\theta(x_{\epsilon_n})}x_{\epsilon_n} \right|_V = \left| \frac{\theta(z_n)}{\theta(x_{\epsilon_n})} \right| \cdot |x_{\epsilon_n}|_V < |\theta(z_n)| \frac{1}{\delta} \cdot \frac{\delta}{|\theta(z_n)|}2^{-n} = 2^{-n} \rightarrow 0
\]

\( \square \)

Induction can be used to generalize the result for any such finite-dimensional subspace \( \theta \) of \( V^{-1} \).

Define \( S_\theta := S|_{D_S \cap \ker \theta} \) then \( D_{S_\theta} := D_S \cap \ker \theta \). Since \( \theta \notin V \) as in Lemma 11, \( D_{S_\theta} \) is still dense in \( V \) and since \( S_\theta \) is a restriction of \( S \), the symmetry and \( \langle S_\theta v, v \rangle \geq \langle v, v \rangle \) properties are inherited from \( S \). The \( V^1 \)-closure of \( D_{S_\theta} \) is \( V^1 \cap \ker \theta \).

Let \( W^{-1} \) be the dual of \( W^1 = \ker \theta \) (on \( V^1 \)) so we have \( W^1 = \ker \theta \subset V \subset W^{-1} \). This yields the following diagram

\[
\begin{array}{ccc}
V^1 & \longrightarrow & V \\
\uparrow & & \downarrow \quad j^* \\
W^1 = \ker \theta & & W^{-1}
\end{array}
\]

Recall \( S^\#: V^1 \rightarrow V^{-1} \) by \( (S^\# v)(w) := \langle v, w^c \rangle_1 \) for \( v, w \in V^1 \).

Theorem 12. The Friedrichs extension \( \widetilde{S}_\theta \) of \( S_\theta \) has domain \( D_{\widetilde{S}_\theta} = \{ v \in W^1 \mid S^\# v \in V + \mathbb{C} \cdot \theta \} \) and is characterized by

\[
\widetilde{S}_\theta v = w \iff S^\# v \in w + \mathbb{C} \cdot \theta
\]

for \( v \in D_{\widetilde{S}_\theta} \) and \( w \in V \).

Proof. Define \( S^\#_\theta : W^1 \rightarrow W^{-1} \) by

\[
(S^\#_\theta v)(w) := \langle v, w^c \rangle_1
\]
for all $w \in W^1$. The domain of the Friedrichs extension $\tilde{S}_\theta$ is

$$D_{\tilde{S}_\theta} = \{ v \in W^1 \mid S_\theta^# v \in V \}$$

where $V$ is the cope of $V$ in $W^1 \to V \to W^{-1}$ and $\tilde{S}_\theta = S_\theta^# |_{D_{\tilde{S}_\theta}}$ by Theorem 9. With the inclusion $j : W^1 \to V^1$ for all $x, y \in W^1$

$$(S_\theta^# x)(y) = \langle jx, (jy)^c \rangle_1 = (S_\theta^# jx)(jy) = ((j^* \circ S_\theta^# \circ j)x)(y)$$

and so $S_\theta^# = j^* \circ S_\theta^# \circ j$ and

$$D_{\tilde{S}_\theta} = \{ v \in W^1 \mid j^*(S_\theta^# (jv)) \in V \}.$$ 

Furthermore $S_\theta^# (jv) \in V + \mathbb{C} \cdot \theta$ and the inclusion map $j$ is redundant. The dual $W^{-1}$ of $W^1$ is

$$W^{-1} = (V^1 \cap \ker \theta)^* \cong V^{-1} / \mathbb{C} \cdot \theta.$$ 

The Friedrichs extension makes the following diagram commute:

![Diagram](attachment:image.png)

(The apparent missing arrows are excluded because the diagram would not otherwise commute.)
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