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Abstract

The sentiment analysis task has been traditionally divided into lexicon or machine learning approaches, but recently the use of word embeddings methods have emerged, that provide powerful algorithms to allow semantic understanding without the task of creating large amounts of annotated test data. One problem with this type of binary classification, is that the sentiment output will be in the form of ‘1’ (positive) or ‘0’ (negative) for the string of text in the tweet, regardless if there are one or more entities referred to in the text. This paper plans to enhance the word embeddings approach with the deployment of a sentiment lexicon-based technique to appoint a total score that indicates the polarity of opinion in relation to a particular entity or entities. This type of sentiment classification is a way of associating a given entity with the adjectives, adverbs, and verbs describing it, and extracting the associated sentiment to try and infer if the text is positive or negative in relation to the entity or entities.

1. INTRODUCTION

Sentiment Analysis incorporates the use of natural language processing, statistics and text analysis to identify and extract subjective information in source materials that can refer to a named entity. A Named Entity (NE) is considered: a person, an organization, a location, an expression of time, a quantity and others, referred to by name. Once the entities have been identified using POS tagging or entity extraction processing, they can be used to identify the main subjects of a sentence, and once identified, the descriptive words, for example, adjectives, verbs or adverbs can be used to identify sentiment towards the entity.

The advent of social media has allowed users write large numbers of short text messages to comment about current events, politics and products. As a form of communication, in some situations, it provides information that can be more up-to-date than conventional news sources, and this has encouraged the research community to analyze ways to extract information from this data source. Microblogging sites have established themselves as a main communication tool, for example Twitter has attracted “over 500 million registered users and publish 340 million tweets per day” (Lunden, 2012). These tweets often contain mentions of numerous entities and additional information, like an opinion, that is being viewed more and more, as valuable currency, that can make or break a product in the marketplace.

Some of the problems encountered when processing social media content include: the length of texts (texts are typically very short, for example Twitter's limit is 140 characters); noisy texts (informal text snippets include misspellings and do not contain grammatically correct sentences); and the reliability of information in this type of text messages is uncertain, compared to news media texts. The short message length limits the amount of context available to allow an understanding of the text content (Lim, et al., 2013), but these short snippets of text can be used to provide real-time insights into the aggregated sentiments of people and capture public opinion about product preferences.

While machine learning can identify the expressed sentiment, they ignore any implicit sentiment that relates to one specific entity or another. This paper will attempt to analyze sentiment at the entity level, to designate the sentiment associated with the individual entity and not to the text snippet. For example, the following comment "Applause! Insurelife recognized for best practices unlike Busibank, worst ever", indicates two sentiments for
two different financial companies, Insurelife and Busibank. While the sentiment towards Insurelife would be read as positive, the sentiment relating to Busibank is negative. It would be ineffective to label the overall opinion of this post, as it does not solely relate to one entity. With this in mind, the key aim of this project is to investigate how entities and their descriptor words can be used to identify the sentiment of the tweet in relation to the entity or entities, where more than one entity exists.

This can be approached through the use of one of the most popular sentiment lexicons – SentiWordNet 3.0, which evolved from annotating WordNet synonym entries in relation to their polarity scoring (Baccianella, et al., 2010). The scores given for positive, negative and neutral classes range between zero and one, and the summation of all three scores is 1. SentiWordNet has been shown to perform better than other lexicon dictionaries (Taboada, et al., 2011).

2. RELATED WORK

The main objective of Sentiment Analysis is to associate a given entity with a word or phrase describing the entity and extract the associated sentiment identifiers to infer if the text is positive or negative in relation to the main entity. This can also be called opinion mining/extraction and is now a topic of active research interest in many different communities. Until recently, the main body of research in the area of Sentiment Analysis has been conducted on news feeds and in particular types of domain, for example movie review websites, and most of the existing Twitter-specific Sentiment Analysis research seems to be term-based (see (Pak, et al., 2010), (Go, et al., 2009), (Barbosa, et al., 2010)), where certain words are extracted from Twitter posts that contain a certain term, and the sentiments of these terms are analysed from the tweets.

There are two traditional approaches to this type of sentiment classification. The first is the knowledge based approach, where predefined dictionaries of opinion words are used to search the input words to find the appropriate instances. The publicly available corpus SentiWordNet (Baccianella, et al., 2010) is an extension of WordNet where each synset is annotated with labels indicating how objective, positive, and negative the terms in the synset are. The sentiment is determined by comparing tweets against the pre-defined entry in the dictionary, which makes it easy to determine the polarity of a specific sentence. As the core objective is to identify sentiments with respect to entities (and their attributes) from natural language, following on from the last stage, the attributes (adjectives, adverbs and verbs) that have been identified as being associated with a main entity or topic (Hatzivassiloglou, et al., 2000) (Taboada, et al., 2011) (Volkova, et al., 2013)) can be checked to see if they have a corresponding sentiment polarity in the sentiment dictionaries to indicate a positive or negative scoring for the overall tweet.

The second (language based) approach involves supervised machine learning, where trained classifiers can be used for sentiment classification. The most common algorithms for machine learning approaches include: Naïve Bayes; Support Vector Machines; (SVM) and Maximum Entropy, and different algorithms achieved different results for the different research parties - SVM being preferred by (Pang, et al., 2002) and Naïve Bayes by (Pak, et al., 2010) and (Parikh, et al., 2009) who found that the Naïve Bayes classifiers worked much better than the Maximum Entropy model.

As opinions are usually targeted at an entity, an appropriate approach to Sentiment Analysis is the use of Part-Of-Speech (POS) tagging to label the entity types and any other words, or phrases that are relevant to the entity. POS tagging is also useful as noun and verb forms of the same word may have different sentiments. Early work by (Hatzivassiloglou, et al., 2000) found that the presence and type of certain terms like adjectives can be used to indicate whether a sentence is being subjective or objective. Other parts of speech have been found to be useful in Sentiment Analysis, such as adverbs (Benamara, et al., 2007), (Taboada, et al., 2011) nouns (Nasukawa, et al., 2003), and verbs (Wiebe, et al., 2004), or all three, (Volkova, et al., 2013), (Jmal, et al., 2013), (Subrahmanian, et al., 2008)) as these types of words have been found to play an important role in Sentiment Analysis.

While the majority of sentiment analysis relates to text where the opinions are focused on a central
topic, this may not always be the case, as opinions can be expressed about a number of entities. According to Liu (Liu, 2012), there can be two types of opinions, regular opinions and comparative opinions (Jindal, et al., 2006). Regular opinions relate to one entity or an aspect of the entity, for example “The iPhone screen is small,” which expresses a negative sentiment on the aspect - screen of the iPhone. A comparative opinion, on the other hand compares more than one entity based on any number of shared aspects, for example “The Samsung Galaxy S8 looks better than iPhone 7” compares a Samsung phone and an iPhone based on their appearance (an aspect) and expresses a preference for the Samsung phone.

Most sentiment analysis research considers the whole document or text snippet as having a single polarity, in relation to a movie, for example. But in many cases a segment of text can have opinions on more than one entity with differing polarities. This suggests that the polarity classification should be performed at an entity level. One of the earliest approaches to sentiment analysis for multiple entities was proposed by (Moilanen, et al., 2009) in 2009. Their approach was to use a dependency parser to establish at entity level, the polarity of each entity in the text. A later approach by (Gryc, et al., 2010) applied the same techniques to infer the polarity in the political domain on blog messages.

Recently, word embedding-based approaches (Mikolov, et al., 2013), (Pennington, et al., 2014)) have become popular, as they are able to capture the semantics and context of words, by using the machine learning approach of Neural Networks (Socher, et al., 2011). The Word2Vec method (Mikolov, et al., 2013) can be a supervised or unsupervised word embedding-based approach that aims to detect the meaning and the relationships between words by learning how the words co-occur in a corpus. It produces a vector space where each unique word in the corpus is allocated a corresponding vector in the space.

These vectorized representations of words, learned through the Word2Vec algorithm, have proven to efficiently manage semantic meanings of those words, where words that have a similar context in the training corpus are located in close proximity in the word vector. This type of model has proven very useful in the field of Natural Language Processing (NLP) applied to Sentiment Analysis.

This research proposes a dual classification approach for the task of polarity analysis. An initial classification of tweets identifies those that relate to a single entity, and the word embedding-based approach will be used to determine the opinion polarity of these tweets. Only the subjective tweets are being used as (Pang, et al., 2002) have found that polarity classification is improved by the removal of objective sentences from the training set. The next step will analyse and classify the emotion relating to multiple entities in the Twitter text by using a sentiment lexicon-based technique that appoints a score to indicate the polarity of opinion in relation to each particular entity in text that contains multiple entities.

3. METHODOLOGIES

The goal is to build a classification system that can decide whether a tweet is positive or negative towards each given entity. The training dataset that is used contains only positive or negative tweets, as they denote subjective opinion.

For those tweets that are identified as containing more than one, different entity, they are removed for processing as described in section 3.2 and 3.3. These tweets are analyzed, where particular descriptor words are extracted as features from the text, and the sentiment of these words are identified using the SentiWordNet lexicon. The remaining tweets are processed using the Word2Vec algorithm, as below. The dataset used for training and testing contains 1,578,627 classified tweets, where each row is marked as 1 for positive sentiment and 0 for negative sentiment. Approximately 1/10 of the corpus was used for testing the algorithm, while the rest was used for training.

3.1. Training

Before training the Word2Vec model, the data was pre-processed, where all uppercase letters and words were changed to lower case letters to ensure
uniformity. In addition, the sentences were split into individual tokens by using NLTK's *punkt* tokenizer. Additional preprocessing steps clean the data by removing any HTML markup and punctuation. Stop words which refer to the most common words in a language, such as “a” and “the”, are usually removed for NLP tasks. In the case of training the Word2Vec model, stop words are not removed, as the algorithm relies on the broader context of the sentence in order to produce high-quality word vectors. With the preprocessing complete, the Word2Vec model is trained on the given training dataset that was derived from a total of over a million tweets (dataset sourced from Kaggle), with the sentiment tag removed to provide unlabelled training, as Word2Vec does not need labels in order to create meaningful representations (Ye, et al., 2015).

### 3.2. Word2Vec algorithm

The Word2Vec algorithm uses the genism method in Python to create the word vectors. Word2Vec can employ one of two training algorithms – Continuous bag-of-words (CBOW) or skip-gram. As the skip-gram algorithm approach has proved to be more efficient for big datasets, as is the case of the corpus adopted, it is selected for this work. Word2Vec works in a way that is comparable to deep approaches like deep neural networks, where it allows for a representation of semantically similar words with neighboring points in the same vector space.

### 3.3. Dependency Parser

The Twitter texts that contain more than one entity will be processed further by taking the descriptor features and using SentiWordNet for an overall score per entity. SentiWordNet has been chosen as the sentiment lexicon for this task, as it has been shown to perform better than other lexicon dictionaries (Taboada, et al., 2011). First the Twitter specific dependency parser, TweeboParser from (Kong, et al., 2014), is used to generate a syntactic structure of each tweet. The tokenized tweet is created with the associated part-of-speech tags and syntactic dependencies. The parsed file is structured according to the CoNLL format showing different information in different columns.

The generated syntactic structure for the following tweet is presented in Table 1:

“Applause! Insurelife recognized for best practices unlike Busibank, worst ever”

| ID | FORM | LEMMA | CPOSTAG | POSTAG | FEATS | HEAD |
|----|------|-------|---------|--------|-------|------|
| 1  | Appliance | _ | N | N | _ | 0 |
| 2  | ! | _ | _ | _ | _ | _ |
| 3  | Insurelife | _ | ^ | _ | 4 |
| 4  | recognized | _ | V | V | _ | 0 |
| 5  | for | _ | P | P | _ | 4 |
| 6  | best | _ | A | A | _ | 7 |
| 7  | practices | _ | N | N | _ | 5 |
| 8  | unlike | _ | P | P | _ | 4 |
| 9  | Busibank | _ | ^ | ^ | _ | 9 |
| 10 | _ | _ | _ | _ | _ | _ |
| 11 | worst | _ | A | A | _ | 6 |
| 12 | ever | _ | R | R | _ | 6 |

Table 1. TweeboParser output

The fields in Table 1 include: ID showing token position; FORM showing the form of the word (or punctuation symbol); CPOSTAG and POSTAG showing the coarse grained and fine grained part-of-speech tags respectively; the HEAD denotes the head of the current token; and DEPREL shows any dependencies and the type of dependency relation (CNNL-2006).

For the example tweet above, two separate entities – Insurelife and Busibank have been identified by the ‘^’ symbol in the POSTAG field. The 2 entities do not match and are therefore different. With the entities identified, any neighboring words showing

---

1 [http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/](http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/)
part-of-speech tags for Adverbs, Adjectives and Verbs will be analysed for sentiment, using entity-level feature extraction.

3.4. Entity-level feature extraction

This involves the identification of the dependent words in relation to the entities, where these words are used to identify the polarity towards a given entity. The tweet level and the entity level polarity (towards a given topic) can be different, when relating to different topics or entities, resulting in contrasting opinions in the one tweet. The entity-level feature extraction is applied using the SentiWordNet lexicon against the parsed text to identify the polarity of the descriptor words, to better identify the sentiment of a tweet towards a given entity or entities.

Continuing on from feature extraction research based on associated token words on either side of the topic (Sweeney, et al., 2017), the dependency of descriptor words on a topic or entity, can be considered more intuitive as an effective method, as neighboring tokens (2 words on either side of the entity) can emphasize the correct sentiment value. With only descriptor words being used as neighboring tokens, this research aims to improve on this by identifying the descriptor words and using them to identify the sentiment directed towards individual entities.

Figure 1 shows the architectural components of the proposed hybrid supervised solution. Tweets are processed using the TweeboParser application. The parsed output is used to differentiate tweets that relate to more than one entities and the remaining, that relate to one entity only.

3.5. Scoring tweets

The descriptor words of the multi-entity tweets are scored using SentiWordNet sentiment lexicon. The overall scoring per entity is printed out as output for the multi-entity tweets. The remaining tweets are classified using a Random Forest classifier that uses feature vectors created by a Word2Vec model that was trained on a large classified Twitter corpus. The output includes the tweet number and the sentiment scoring per tweet – 1 for a positive sentiment and 0 for a negative sentiment.

4. Results

As a baseline, the texts were parsed with the Tweet specific parser - TweeboParser and by extracting descriptor words (Adverbs, Adjectives and Verbs) only per tweet and using SentiWordNet to score each of the descriptor words, the scoring for this system is providing 69% accuracy. To improve on this system, the subjective tweets that relate to only one entity are processed by the Word2vec modelling technique integrating a neural network implementation to learn the distributed representations for words to allocate a scoring per tweet. The tweets that relate to more than one entity are processed separately using TweeboParser, and the descriptor words neighboring each entity are used to score sentiment relating to that entity. With all entities in multi-entity tweet being correctly scored, this provided an improvement in accuracy to 71%. So, by integrating a word embeddings approach for single entity tweets, accompanied by a sentiment lexicon approach on parsed text for multi-entity tweets, this has improved the accuracy of sentiment scoring on Twitter texts.

To evaluate the performance of sentiment classification systems, the following three performance measures are used: Precision; Recall and F1-Measure. Precision and Recall are calculated and combined to produce the averaged F1-measure. Positive or negative reference values were used to calculate the precision, recall, and F-
measure of the lexicon-based classification approach (see table 2).

|               | Precision | Recall | F1-score |
|---------------|-----------|--------|----------|
| Classification using SentiWordNet + POS | 0.68      | 0.68   | 0.68     |
| Classification using Word2Vec + SentiWordNet + POS | 0.72      | 0.69   | 0.71     |

Table 2. Application results

5. CONCLUSIONS AND FUTURE WORK

Most research in the field of sentiment analysis usually integrates either machine learning algorithms or lexicon based approaches. With the increased popularity of word embeddings methods, this research aims to highlight how a hybrid word embeddings and lexicon based approach can be used to tackle the problem of sentiment analysis on multiple entities. Using a Twitter-specific parser to identify the descriptor words that relate to a specific entity for text that contains multiple entities, this research is able to achieve very good results.

Future work could involve other factors that can have a high impact on sentiment for a tweet containing more than one entity, for example identifying negation to improve the accuracy of the lexicon based part of the classification. Further investigation of entity and descriptor word relationship could also be investigated further. For example, if the word is a noun preceded by an adjective, or if the preceding word is an adverb, this could be indicators of a possible descriptor/entity relationship.
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