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Abstract

We analyze heating and cooling processes in an idealized simulation of a cool-core cluster, where momentum-driven AGN feedback balances radiative cooling in a time-averaged sense. We find that, on average, energy dissipation via shock waves is almost an order of magnitude higher than via turbulence. Most of the shock waves in the simulation are very weak shocks with Mach numbers smaller than 1.5, but the stronger shocks, although rare, dissipate energy more effectively. We find that shock dissipation is a steep function of radius, with most of the energy dissipated within 30 kpc, more spatially concentrated than radiative cooling loss. However, adiabatic processes and mixing (of post-shock materials and the surrounding gas) are able to redistribute the heat throughout the core. A considerable fraction of the AGN energy also escapes the core region. The cluster goes through cycles of AGN outbursts accompanied by periods of enhanced precipitation and star formation, over gigayear timescales. The cluster core is under-heated at the end of each cycle, but over-heated at the peak of the AGN outburst. During the heating-dominant phase, turbulent dissipation alone is often able to balance radiative cooling at every radius but, when this occurs, shock waves inevitably dissipate even more energy. Our simulation explains why some clusters, such as Abell 2029, are cooling dominated, while in some other clusters, such as Perseus, various heating mechanisms including shock heating, turbulent dissipation and bubble mixing can all individually balance cooling, and together, overheat the core.
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1. Introduction

Most relaxed galaxy clusters possess a cool core where, in the absence of heating, rapid radiative cooling should lead to a classical cooling flow of hundreds to a thousand solar masses per year (Fabian & Nulsen 1977; Fabian 1994). However, X-ray observations by Chandra and XMM-Newton reveal a lack of cooler X-ray gas below 1–2 keV that is expected in the static cooling flow model (Peterson et al. 2003). In addition, the observed star-formation rate is usually much lower than the classical rate (McNamara & O’Connell 1989; O’Dea et al. 2008; Hoffer et al. 2012; Donahue et al. 2015). The absence of observational support for a classical cooling flow (the “cooling flow problem”) suggests the presence of some heating source(s) to offset radiative cooling. It is now generally accepted that AGN feedback plays a major role in preventing a classical cooling flow (McNamara & Nulsen 2007; Fabian 2012). However, exactly how AGN deposits its energy into the intracluster medium (ICM) is still unclear.

Observationally, different ways of analyzing and interpreting the X-ray data have resulted in different answers to what is the major heating mechanism. Most cool-core clusters are seen to harbor X-ray cavities, which are interpreted to be AGN inflated bubbles filled with relativistic plasma and/or very hot thermal gas that are estimated to be energetically sufficient to offset radiative cooling in almost all systems (e.g., Dunn & Fabian 2006; Hlavacek-Larrondo et al. 2012). These bubbles contain abundant energy (Zhuravleva et al. 2016) which can be directly mixed into the ICM, or drive shock waves, sound waves, and turbulence as they rise (Churazov et al. 2001). By estimating the frequency and strength of the weak shocks in the core of the Perseus Cluster, Fabian et al. (2003, 2006) conclude that the dissipation of shock waves can offset cooling. On the other hand, Zhuravleva et al. (2014) extract velocity spectra from the observed density fluctuations, and find that the dissipation of turbulence can balance radiative cooling locally at each radius within the cores of Perseus and Virgo.

Numerical simulations and calculations have also explored a wide range of ways in which AGN heats the ICM, such as diffusion and/or streaming of cosmic rays (Guo & Oh 2008; Enßlin et al. 2011), viscous dissipation of sound waves (Ruszkowski et al. 2004), turbulent dissipation mediated by magnetic fields and plasma instabilities (Kunz et al. 2011), hot bubbles + circulation flows (Mathews et al. 2003), and bubble mixing (Hillel & Soker 2016). In recent years, momentum-driven AGN jets powered by cold-mode accretion have achieved great success in reproducing many observed properties of cool-core clusters (Dubois et al. 2010; Gaspari et al. 2012b; Li & Bryan 2014a; Prasad et al. 2015), including globally suppressed cooling rate, spatially extended multiphase gas that resembles the observed H\(\alpha\) filaments (McDonald et al. 2010; Li & Bryan 2014b), weak shock waves, and cavities behind shock waves, while maintaining a cool-core appearance. In addition, Li et al. (2015) showed that star formation and stellar feedback can regulate the long term AGN cycles, causing the cluster core to experience semi-periodic bursts of precipitation, star formation, and AGN outbursts, which naturally explains the variety of morphologies of star-forming structures observed in the nearby brightest cluster galaxies (BCGs) and star-formation rates (Donahue et al. 2015; Tremblay et al. 2015).

Interestingly, contrary to Zhuravleva et al. (2014), numerical simulations of explosive AGN-like events in Reynolds et al. (2015) are inefficient in driving turbulence. Similarly, Yang & Reynolds (2016) also concludes that turbulence is not the main
source of heating in idealized simulations with momentum-driven AGN feedback. How do we reconcile simulations with observations and understand different interpretations of observations?

In this paper, using a novel method, we analyze the standard simulation in Li et al. (2015) where radiative cooling is balanced by momentum-driven AGN feedback in a time-averaged sense in an isolated, idealized Perseus-like cluster. We compute the dissipative heating rate (the rate at which kinetic energy is dissipated into thermal energy), and separate it into shock dissipation and turbulent dissipation. We calculate the amount of heating due to different physical processes as a function of radius at different times. The key questions we try to address in this paper include the following. (1) How much energy is dissipated via shocks and turbulence? (2) How does the energy dissipation change with radius and time as the cluster core goes through cycles of AGN outbursts? (3) Do simulations agree with observations on the amount of turbulent heating in cluster cores? (4) How do we reconcile the different interpretations of observations?

The paper is structured as follows. In Section 2, we describe the methodology including the simulation setup, the methods that we use to calculate the dissipative heating rate and to separate shock dissipation and turbulent dissipation. In Section 3, we present the results of the simulation analysis, and show how cooling and heating change as functions of time and radius. In Sections 4.1 and 4.2, we discuss how our results compare with other theoretical works and the observations. In Section 4.3, we discuss the uncertainties of our analysis and the limitations of the momentum-driven AGN feedback model, and in Section 4.4 we discuss the implication of our results. We summarize this work in Section 5.

2. Methodology

2.1. The Simulation

The simulation analyzed in this paper is the standard run in Li et al. (2015), which has a detailed description of the simulation setup. Here we only reiterate the key aspects.

The simulation is performed with the three-dimensional adaptive mesh refinement (AMR) code Enzo (Bryan et al. 2014). The hydrodynamic method is the ZEUS method (Stone & Norman 1992a), which we will discuss more in Section 2.2. The resolution (smallest cell size) of the simulation is ≈ 244 pc with a box size of 16 Mpc and a maximum refinement level of 10.

The initial gas density and temperature are based on the observations of the Perseus cluster (Churazov et al. 2004). We adopt the ideal gas law with an adiabatic index of 5/3, and assume that the ICM is initially in hydrostatic equilibrium with the gravitational potential, which includes four components: the ICM itself, the SMBH with $M_{\text{SMBH}} = 3.4 \times 10^8 M_\odot$ (Wilman et al. 2005), the Perseus BCG NGC 1275 (Mathews et al. 2006), and an Navarro–Frenk–White dark-matter halo (Navarro et al. 1996) with $\rho_0 = 8.42 \times 10^{-26} \text{g cm}^{-3}$ and the scale radius $R_s = 351.7 \text{kpc}$.

We model the momentum-driven AGN feedback with a pair of jets (collimated bipolar outflows) launched along the z-axis from two parallel planes (Omma et al. 2004), powered by cold-mode accretion, the rate of which is estimated by dividing the total amount of cold gas within the accretion zone of $r < 500 \text{pc}$ by a typical accretion time of 5 Myr. The jets are mass loaded such that the total outflow rate from the two jets is equal to the accretion rate $M_{\text{SMBH}}$. The jet power is $\dot{E} = c M_{\text{SMBH}} \epsilon^2$, where we use a feedback efficiency $\epsilon = 1\%$, and assume that half of the energy is thermalized at the jet launching planes. With these parameters, the jet velocity is $\sim 3 \times 10^{4} \text{km s}^{-1}$. We also adopt a small angle precession ($\theta = 0.15$) with a 10 Myr period to avoid low density channels and increase the area that the jets directly impact (e.g., Vernaleo & Reynolds 2006).

The other important physical processes included in the simulations are radiative cooling, self gravity of the ICM, and star formation and stellar feedback. We adopt the radiative cooling curve used in Tasker & Bryan (2006) for half-solar metallicity gas (Schmidt et al. 2002) with a temperature floor at 300 K. Star formation is modeled based on the criteria described in Cen & Ostriker (1992). A star particle is formed when the gas density exceeds a threshold ($1.67 \times 10^{-4} \text{g cm}^{-3}$ in this simulation), and the cell is Jeans unstable with a convergent flow and a cooling time shorter than the local dynamical time. Thermal feedback from star particles is also included. Though, as discussed in Li et al. (2015), stellar feedback has little impact on the results because its power is orders of magnitudes lower than that of AGN feedback in a cluster.

2.2. Dissipative Heating

One main goal of this work is to study how mechanical energy of the jets is dissipated into heat. We chose the ZEUS (Stone & Norman 1992a) hydrodynamic method for the simulation, which uses a von Neumann–Richtmyer artificial viscosity, enabling us to calculate the rate at which kinetic energy is dissipated in the simulations.

The details of the ZEUS method can be found in Stone & Norman (1992a, 1992b) and Bryan et al. (2014). We only present the key formula that is relevant to the calculation. The ZEUS method employs an artificial viscous pressure to smooth shock discontinuities:

$$q = \begin{cases} l^2 \rho (\nabla \cdot v)^2 & \text{if } \nabla \cdot v < 0, \\ 0 & \text{otherwise}, \end{cases}$$  

(1)

where $l$ is a constant that determines the strength of the viscosity, and is set to be $\sqrt{2} \Delta x$ in the simulation with $\Delta x$ being the cell width. At every time step of the simulation, where the condition $\nabla \cdot v < 0$ is met, a viscous heating term $q(\nabla \cdot v)$ is added to the energy equation, which is the kinetic energy that is converted into thermal energy locally. We show how this method works in a test simulation in the Appendix.

2.3. Turbulence versus Shocks

The method described in Section 2.2 allows us to compute the total dissipative heating rate within each cell at each time step. We then separate shock heating and turbulent heating by identifying the cells that harbor shock waves.

Various methods have been used in the literature (e.g., Ryu et al. 2003; Skillman et al. 2011) to identify shock waves based on the jump conditions. We adopt the shock finding method used in the Enzo refinement criteria. A cell is flagged to contain shocks if all of the following conditions are met: (1) $P_2/P_1 > 1 + \epsilon_p$, where $P_2/P_1$ is the maximum pressure jump
across any interface of that cell. \( \varepsilon_p \) is a small positive value to ensure that pressure increases after the shock. We set \( \varepsilon_p = 1.002 \) which corresponds to a Mach number of \( \sim 1.001 \). Our results are not sensitive to the exact value of \( \varepsilon_p \) as we discuss in Section 4.3.

(2) \( \nabla \cdot \mathbf{v} < 0 \), i.e., the flow is converging. (3) The thermal energy to total energy ratio within the cell \( \varepsilon_{\text{thermal}} / \varepsilon_{\text{total}} > 0.1 \). We have also experimented using a temperature criterion that requires the gradients of gas temperature and entropy to have the same sign (Ryu et al. 2003; Skillman et al. 2011), and find little difference in the results.

After we flag all the cells that have shocks, we assume that the flagged cells are dissipated kinetic energy via shock waves, whereas the rest of the cells that are dissipating kinetic energy are doing so via turbulence. Because turbulence can also exist in cells that have shocks, the amount of turbulence is likely underestimated, but since the volume filling fraction of shock waves is rather low compared with turbulence, the amount of turbulence that is unaccounted for should be very small.

Figure 1 shows the dissipative heating rate and the Mach number of the shock waves in a slice through the center of the cluster along the y–z plane at \( t = 0.88 \) Gyr. Note that only gas at \( r < 100 \) kpc (roughly the cooling radius of the cluster) is shown. We also excluded star-forming regions to avoid contamination by selecting only gas with temperatures higher than \( 10^6 \) K and densities lower than \( 10^{-23} \) g cm\(^{-3} \).

**3. Results**

3.1. Heating and Cooling as a Function of Time

The cluster experiences three cooling-AGN outburst cycles within \( \sim 6.5 \) Gyr. The details of the interplay between ICM cooling, AGN feedback, and star formation are described in Li et al. (2015) with a focus on the role of star formation and stellar feedback. In this section, we examine the battle between radiative cooling and AGN heating.

The top panel of Figure 2 shows the evolution of the AGN jet power, along with the ICM cooling rate, the total dissipative heating rate, shock heating rate, and turbulent heating rate within \( r < 100 \) kpc. The jet power and all the heating rates show very large variations on short timescales (the semi-transparent lines show the original data for the shock heating rate and the turbulent heating rate). For clarity, we only plot the time-averaged jet power and the total dissipative heating rate.
At the beginning of each cycle, right before AGN feedback is triggered, there is no heating, and therefore the ICM cooling rate increases as the cluster core becomes cooler, trying to form a classical cooling flow. As soon as global cooling happens at the very center of the cluster, the cold-mode accretion turns on AGN jets, which quickly trigger more ICM to precipitate as the jets dredge out low entropy gas to larger radii (Li & Bryan 2014b; Voit et al. 2016). The cold gas that condenses out of this nonlinear thermal instability partially forms stars and partially falls onto the SMBH, boosting its feedback power. The jet power drastically increases due to this short period of stimulated precipitation ("positive AGN feedback"), and goes hand-in-hand with the shock dissipative rate, followed by turbulent dissipation with a delay of about 100 Myr. Within $\sim$200–300 Myr, the AGN power reaches its peak. The ICM cooling rate peaks before that and begins to decrease as AGN heating ("negative AGN feedback") starts to take effect.

After the AGN outburst (accompanied by a burst of star formation), heating continues to dominate cooling. The reduced cooling rate causes a gradual decline in the AGN power. Toward the end of the cycle, as star formation eventually consumes all the cold gas, taking away the fuel for the SMBH, AGN feedback is shut off. The jet power and all the heating rates go to zero, allowing the ICM cooling rate to increase again and the system to enter the next cycle.

The shock heating rate is almost an order of magnitude higher than the turbulent heating rate, and is therefore very close to the total dissipative heating rate. The turbulent heating rate is almost always below the cooling rate except during AGN outbursts, which we will discuss more in Sections 4.1 and 4.2.

The bottom panel of Figure 2 shows the cumulative energy output from the AGN, and different heating processes, along with the cumulative energy loss due to radiative cooling within $r < 100$ kpc. At the end of the simulation, the total energy output from the AGN is $\sim 5 \times 10^{62}$ erg, about 60% of which is dissipated via shock waves, and 10% via turbulence. The other 30% is dissipated outside of the $r = 100$ kpc core region. Not all of the thermal energy is confined within $r < 100$ kpc either. The total energy loss due to radiative cooling is $1.3 \times 10^{62}$ erg, only one-third of the thermal energy that is generated by the AGN jets within $r = 100$ kpc. Given that the core roughly returns to its original state at the end of the simulation, two-thirds of the thermal energy is transported to $r > 100$ kpc.

Although the absolute amount of shock and turbulent dissipation correlates with AGN cycles (Figure 2); the relative amount of heating due to weak shocks versus turbulence does not appear to correlate with the cycles in an obvious way as shown in Figure 3. The fraction of turbulent dissipation within $r < 100$ kpc varies from 5% up to 40%. Although some peaks appear to follow major AGN outbursts (e.g., the first peak at around 1 Gyr), most of them do not. The lack of a clear correlation is likely because the relative importance of turbulent dissipation can be affected by the interaction between AGN jets and cold clouds, which is stochastic.

### 3.2. The Radial Dependence of Heating and Cooling

Figure 4 further shows the imperfection of AGN heating: less than 80% of the total jet energy is dissipated within the core, and the amount of energy that is dissipated far exceeds what is required to perfectly balance the radiative cooling loss. The coupling of the AGN jets to the ICM is not perfect. Thus in order to suppress cooling flows, the SMBH needs to inject a few times more energy than what is needed to offset cooling.

Even within the core, radiative cooling is not perfectly balanced by the local dissipative heating at every radius. Figure 5 shows cooling and heating rates as a function of radius averaged over the whole duration of the simulation (top panel) and at three representative times (bottom three panels). The dissipative heating rates decrease quickly with radius, roughly with a power-law slope of $r^{-3.1}$, compared with the cooling rate, which has a shallower slope of $r^{-1.2}$ within $r = 30$ kpc. There is more dissipative heating than radiative cooling within $r \sim 30$ kpc, and less at larger radii, indicating that radial heat transportation is important.

To compute the rate at which heat is transported radially, we divide the cluster core into 40 spherical shells. Within each shell, the change in the total internal energy follows

$$\frac{\partial E_{\text{th}}}{\partial t} + \mathbf{v} \cdot \nabla E_{\text{th}} + P \nabla \cdot \mathbf{v} = \mathcal{H} - \mathcal{C},$$  \hspace{1cm} (2)
where $\dot{C}$ is the radiative cooling rate, and $\mathcal{H}$ is the dissipative heating rate which includes shock heating and turbulent heating that are discussed previously. The second term on the left-hand side of the equation, $\nu \cdot \nabla E_{\text{th}}$, is the advection of heat (radial mixing). The last term $P \nabla \cdot \nu$ is the adiabatic processes (expansion and compression). Because of the cyclical behavior of the cluster, the cumulative effect of adiabatic processes is negligible. Therefore, averaged over time, the radial mixing rate within each shell can be estimated as

$$\langle \dot{E}_{\text{mixing}} \rangle = \langle \nu \cdot \nabla E_{\text{th}} \rangle \approx \langle \mathcal{H} \rangle - \langle \dot{C} \rangle - \left( \frac{\Delta E_{\text{th}}}{\Delta t} \right).$$

where $\Delta t$ is the time interval between two simulation outputs (and is 10 Myr) and $\Delta E_{\text{th}}$ is the change in thermal energy in that shell within $\Delta t$. The average mixing rate is plotted as the black line in the top panel of Figure 5. The dotted part denotes the negation of the rate, which almost exactly overlaps with the total dissipative heating rate in the innermost core region ($r < 20$ kpc). This means that most of the heat dissipated within $r < 20$ kpc is transported outward, and only a small fraction is used to offset radiative cooling. This is because, at the end of our simulation, AGN feedback is off again, and the system is in a state similar to the initial condition. Thus when averaged over the entire simulation, there is not much “net” change in the thermal status of the cluster. For this reason, the
last term of Equation (3), the change of thermal energy within a shell averaged over the entire simulation, is small. And because \( \langle H \rangle \gg \langle C \rangle \) in the innermost region, \( \langle E_{\text{mixing}} \rangle \) ends up being very close to the average dissipative heating rate \( \langle H \rangle \). Note that Equation (3) is only a rough estimation as the time interval for estimating \( \Delta t_{\text{fin}} \) is 10 Myr, which is not very short. In addition, both cooling and dissipative heating rates are computed as the instantaneous rate at the time of the simulation data dump, but are then used as proxies for the average rates during \( \Delta t = 10 \) Myr. To make sure that the coarse \( \Delta t \) is not an issue, we have repeated the calculation with only every third output files, effectively increasing \( \Delta t \) to 30 Myr, and found similar results (with values agreeing within a few percent).

Even though the average effect of adiabatic processes is small, at individual time steps, the change of local thermal energy due to adiabatic expansion/compression can be quite significant (bottom panels of Figure 5), often even more than radial mixing. The adiabatic processes and radial mixing of heat can be intuitively understood by examining the evolution of gas temperature in the central region of the cluster: https://vimeo.com/117832510. Figure 6 shows one snapshot at \( t = 1.73 \) Gyr, when the cluster is entering the second cycle of AGN outburst. Following AGN-driven shock waves, pockets of hot gas (low density bubbles) are being transported outward due to both buoyancy and the positive radial post-shock velocity. These bubbles push the surrounding gas (adiabatic processes) and also mix with it.

Figure 5 shows that even though most of the energy is dissipated via shock waves, the importance of turbulent dissipation increase with radius. This can be seen more clearly in Figure 7 which shows the fractional contribution from different processes to the total dissipative heating as a function of radius. Turbulent heating increases from \( \sim 10\% \) to almost \( 40\% \) at \( r \sim 100 \) kpc. When we further divide shock waves in two groups based on their Mach numbers, we find that even though most of the shock waves are very weak with Mach numbers smaller than 1.1, a significant fraction of the energy is dissipated via stronger shocks with Mach numbers larger than 1.1 (see Figure 1). These stronger shock waves dissipate more quickly, as one would expect.

The left panel of Figure 8 further shows that most shock waves have Mach numbers below 1.2–1.3. At radii larger than a few tens of kpc, shocks with Mach numbers higher than 1.5 are extremely rare. Though, as the right panel of Figure 8 shows, even though weak shocks are abundant, the contribution to dissipative heating from strong shocks at small radii is significant.

4. Discussion

In this section, we first compare our results with other theoretical and numerical works in Section 4.1. We then compare the turbulent heating rate in the simulations with the observations in Section 4.2, where we also compare our simulations with the Hitomi observations of Perseus. In Section 4.3, we discuss the limitations of our model and in Section 4.4, the implications of our analysis.

4.1. Comparison with Other Works

Heating cool-core clusters with weak shock waves has been extensively discussed in the literature (e.g., Ruszkowski et al. 2004; Fabian et al. 2005; Voit & Donahue 2005; Mathews et al. 2006; Sternberg & Soker 2009). All of these works generally agree that shock heating can be energetically sufficient to offset cooling. By analyzing the ripples observed in the core of the Perseus Cluster, Fabian et al. (2003, 2006) conclude that heating from weak shocks and sounds waves can balance cooling. Similarly, Li & Bryan (2014a) finds that shock heating can provide enough energy by measuring the typical strength and separation of shock waves seen in the simulations.

However, shock heating has a steeper radial profile than cooling as is shown in Figure 5. Fabian et al. (2005) provides an analytical expression for the dissipation rate of weak shocks as a function of radius and thermal properties of the ICM (which are also functions of radius; see Equation (20) of the paper). For the density and temperature profiles of Perseus, they estimate that at about 10–20 kpc, the heating rate

Figure 6. Projected gas temperature in the central region of the cluster at \( t = 1.73 \) Gyr. Hot bubbles (pockets of shock heated gas) are moving outward behind shock waves, transporting the thermal energy dissipated at small radii to larger distances, some of which is transported beyond \( r = 100 \) kpc along with a fraction of the jet energy that is still in the kinetic form.

Figure 7. Fraction of energy that is dissipated via turbulence (purple) vs. shock waves (green). Shock dissipation is further divided based on the Mach number of the shock waves with lighter green denoting stronger shocks. As one would expect, stronger shock waves dissipate faster. The significance of turbulent dissipation increases with radius, but remains subdominant within the core.
Using 1D calculations, Mathews et al. (2006) show that shock waves can deposit too much energy near the center of the cluster, causing the temperature of the ICM to rise far above the observations. They argue that this can be avoided when circulation flows are considered (Mathews et al. 2003).

A similar idea is explored in Voit & Donahue (2005), which essentially describes what is seen in our simulations: the inner parts of the cluster core r < 30 kpc is shock heated by intermittent AGN outbursts; the outer parts of the cluster core, where shock waves have decayed, are heated by buoyant bubbles; between heating episodes, the core relaxes toward an asymptotic pure cooling profile.

The importance of bubble heating is also discussed in Zhuravleva et al. (2016), Hillel & Soker (2016), and Yang & Reynolds (2016). Our simulation setup is very similar to Yang & Reynolds (2016) with momentum-driven AGN jets in an idealized cool-core cluster. The main difference between the two simulations is the treatment of cold gas that condenses out of the ICM. In Yang & Reynolds (2016), cold gas is replaced by passive particles and is assumed to be all accreted onto the SMBH. The system quickly settles to a quasi-steady state, where AGN heats and pushes the gas within the jet cones, and the ambient gas returns in a reduced cooling flow, forming a circulation. In our simulation, cold gas is preserved and is allowed to form stars. As a result, in addition to short time variabilities, AGN also undergoes gigayear timescale cycles regulated by itself and star formation. Another effect of the cold gas is that it can block and redirect the AGN jet material, changing the outflow direction stochastically, and thus causing the heating to happen in a more isotropic fashion (see Li & Bryan 2014a and Figure 6). Although our simulation does not always have an ordered circulation flow, we find that mixing and adiabatic processes are very important in redistributing the energy from the AGN, in agreement with Yang & Reynolds (2016).

One important conclusion in Yang & Reynolds (2016) is that turbulent heating is unimportant in the simulation because the total energy in turbulence is small compared with thermal energy. This is in agreement with Reynolds et al. (2015) which, by decomposing the velocity field, finds that AGN is inefficient in driving turbulence and less than 1% of the injected energy ends up in the turbulence. In our simulations, about 10% of the energy is dissipated via turbulence. AGN jets seem more efficient in driving turbulence in our simulations, likely due to the different treatment of the cold gas discussed earlier, which results in a randomization of the jet direction instead of a more steady, ordered “circulation” in Yang & Reynolds (2016). Nonetheless, in agreement with other simulations, our results also suggest that turbulent dissipation is far from the dominant heating mechanism. Thus numerical simulations appear to contradict Zhuravleva et al. (2014), who found that turbulent heating can compensate for radiative cooling at every radius within the cores of Perseus and Virgo.

4.2. Comparison with Observations

In this section, we discuss how the simulation results compare with the observations. We focus on the amount of turbulent dissipation versus radiative cooling in Section 4.2.1. In Section 4.2.2, we discuss the velocities of the ICM in comparison with the Hitomi observations of Perseus (Hitomi Collaboration et al. 2016), and, in particular, why our weak shocks do not contribute much to the line broadening.

4.2.1. Turbulent Heating Rate

To understand the conflict between the observations and numerical simulations on turbulent heating, we compare the amount of heating and cooling in the simulation at every radius, similar to Zhuravleva et al. (2014). We divide the cluster core into 40 shells and plot the radiative cooling rate against the turbulent heating rate within each shell in Figure 9 for $t = 0.88$ Gyr. The blue solid line shows the 1:1 ratio. Above $10^{-25}$ erg s$^{-1}$ cm$^{-3}$, the squares closely follow the blue line, suggesting that turbulent heating can roughly balance cooling within every shell except in the outer core region. However, Figure 9 also shows that although there is enough heating from turbulence dissipation, there is yet more from shock wave dissipation. Meanwhile, as the bottom left panel of Figure 5 shows, even more heat is transported radially. In fact, at $t = 0.88$ Gyr, the total dissipative heating rate exceeds the radiative cooling rate (see Figure 2): the cluster core is being over-heated.

Indeed, as Figures 2 and 5 show, the cluster is not in a steady state where AGN heating perfectly balances radiative cooling.
Rather, the cluster core is over-heated following each AGN outburst, and is under-heated at the very beginning and the end of each cycle. According to our model, when the cluster is over-heated, it usually has extended multiphase gas, enhanced star formation and AGN activities (although the AGN radio power may not be particularly high observationally due to the large temporal variation of cold-mode accretion on the SMBH). Whereas, an under-heated cluster core is typically seen with low AGN power and not much cold gas or star-formation activities.

The Perseus cluster has extended multiphase gas (e.g., Conselice et al. 2001), a strong nuclear X-ray source with $L_{X,nuc} = 25\pm5 \text{ keV}$ (Merloni & Heinz 2007) and a rather high far-infrared SFR of $24 \pm 1 M_{\odot} \text{ yr}^{-1}$ (Mittal et al. 2012). Therefore, it is likely to be in the evolutionary stage when heating overwhelms cooling, and thus the seemingly conflicting claims based on the observations of Perseus can be reconciled: there is indeed enough energy from the dissipation of turbulence (Zhuravleva et al. 2014) or shock waves alone (Fabian et al. 2003, 2006) to offset cooling, and there is also abundant (possibly even more) energy in the hot bubbles (Zhuravleva et al. 2016). All heating processes exist at the same time and overheat the cluster core. Some of the thermal energy escapes the inner core region, while some increases the core entropy, which slows down precipitation and causes the average AGN power to decline. Gradually, heating loses to cooling, causing the core entropy to decrease. The core relaxes toward a classical cooling flow, and eventually, global catastrophic cooling in the center of the cluster occurs, and triggers another AGN outburst.

4.2.2. Velocities of the ICM

The Hitomi X-ray Observatory recently took high-resolution spectra of the Perseus core, and the line widths show a rather low line-of-sight velocity dispersion of $164 \pm 10 \text{ km s}^{-1}$ in a region $30-60 \text{kpc}$ from the central nucleus, suggesting a “quiescent ICM” (Hitomi Collaboration et al. 2016). This is in concordance with our simulations, where turbulent dissipation is not significant. We also argue that even though shock waves are the main channel to dissipating kinetic energy in our simulations, they may not contribute much to the line broadening. The reasons are as follows. (i) Strong shocks that provide most of the heating can be concealed because there are only a few of them (Figure 8). They are not volume filling, and the line emission from them is “buried” by the emission from the slower gas located in-between them. (ii) Weak shocks do not broaden the lines significantly because the associated line shifts are much smaller than the sound speed $c_s$. For weak shocks, the post-shock velocity in the shock frame is $(1 + \frac{\epsilon}{M - 1}) v_{\text{shock}}$, where $\epsilon = M - 1$, and $v_{\text{shock}} = (1 + \frac{\epsilon}{2} c_s)$. Thus to first order accuracy, the post-shock velocity that causes the line shift in the observer’s frame is

$$v_{\text{shift}} = \frac{3}{2} \epsilon c_s.$$  \hfill (4)

Most shock waves in the simulation have a Mach number of $M = 1.1$ or smaller. For $M = 1.1$ and $c_s = 800 \text{ km s}^{-1}$, $v_{\text{shift}} = 120 \text{ km s}^{-1}$, which is consistent with the Hitomi data.

The left panel of Figure 10 shows the distribution of the average line-of-sight velocities measured along the x-axis in the simulation at $t = 0.88 \text{ Gyr}$. The region is selected to be a cylinder of radius $60 \text{kpc}$ with the central $30 \text{kpc}$ cut out to compare with the Hitomi observations, which is a region of $30-60 \text{kpc}$ from the central nucleus. Even though shock heating and turbulent dissipation are over-heating the cluster core at this moment, most of the gas has velocities lower than $200 \text{ km s}^{-1}$. The right panel shows the distribution of the velocity dispersion along individual lines of sight. Most areas have line-of-sight velocity dispersions around $50-100 \text{ km s}^{-1}$. We plan to compare with the Hitomi observations in more detail in future work (preliminary results confirm consistency).

4.3. Limitations

In this section, we first discuss the limitations of our model, including the uncertainties of the analysis, and the limitation due to important physical processes that are not considered in the simulations. Lastly, we discuss the implications of our results.

Two related concerns with the ZEUS method are (i) its ability to accurately compute the thermodynamic properties of weak shocks, and (ii) spurious heating in pre-shock regions due to artificial viscosity. We have examined the first issue by computing the entropy jump in weak shocks with ZEUS method. We find that the error is generally small (less than 10%) in the 1–2 Mach range, better than or consistent with its behavior on strong shocks (e.g., O’Shea et al. 2005; Tasker et al. 2008). We used similar idealized tests to look for any pre-shock heating due to the artificial viscosity used in this method and found it to very small (consistent with the results on O’Shea et al. 2005). We note that such heating in the simulations would make our results that weak shocks dominate the heating conservative, since such heating would show up in our turbulent heating category.

One of the main uncertainties in our analysis comes from the conservation of energy when using the Zeus method. Because Zeus follows only the thermal energy, not the total energy, the total energy may not be conserved. As we show in the Appendix, energy loss can be as high as $(\sim30\%)$ in a low-resolution test of decaying turbulence with fixed grids and high Mach numbers. Because the simulation analyzed in this paper
uses AMR and the Mach numbers are typically rather low (<1.5, see Figure 8), the energy loss is likely less severe. The fact that the sum of shock and turbulence losses within $r < 100$ kpc are close to the energy input is telling us that energy nonconservation is unlikely to be a big effect here (Figures 2 and 4). The effect of energy nonconservation in the simulation is equivalent to a slightly enhanced cooling rate, and results in a slightly higher burden on the AGN. However, we note that because of the energy loss, the feedback energy that escapes beyond $r = 100$ kpc in the simulation may be slightly lower than what is inferred in our analysis. Future work should address this, for example, by comparing simulations with Zeus and other energy-conserving methods.

Another uncertainty comes from how we distinguish shock waves and turbulent motion. We use $\epsilon_p = 1.002$ in shock identification, which corresponds to an extremely low Mach number of $\sim 1.001$. To test how sensitive our results are to the choice of this parameter, we analyze the simulation data using $\epsilon_p = 1.02$, corresponding to a Mach number of $\sim 1.01$. We find that the total energy dissipated by shock waves within $r < 100$ kpc only changes by $\sim 1\%$. In other words, extremely weak shock waves with Mach numbers of 1.001–1.01 only dissipate 1\% of the total energy. This is in line with our results in Section 3, showing that weaker shocks are less effective at dissipating energy (Figures 7 and 8) even though they are abundant in the simulation.

The results in this paper come from AGN feedback modeled using pure hydrodynamic simulations. Like the other pure hydro simulations with momentum-driven AGN feedback, the bubbles/cavities here are filled with non-relativistic gas that is shock heated by the fast moving AGN jets. In reality, the shocks are likely driven by the expansion of the bubbles that contain relativistic plasma. The mass loaded jets in simulations do slow down very quickly. At a few kiloparsecs to a few tens of kiloparsecs, the typical Mach numbers of the shocks are $\sim 1.1–1.2$ (Figure 1, see also Gaspari et al. 2011, Li & Bryan 2014a), generally consistent with the weak shocks observed in nearby clusters (Fabian et al. 2006; Blanton et al. 2011). However, the hot bubbles in the hydro simulations usually lack the smooth spherical shape and break easily whereas the observed bubbles appear to be longer lived. The solution may be adding viscosity (Reynolds et al. 2005) or magnetic fields (Lyutikov 2006; Ruszkowski et al. 2008) to the simulations. In addition, cluster weather due to mergers and sloshing (e.g., ZuHone et al. 2010) may source turbulent motion or even facilitate precipitation, and these effects are not included in the idealized simulations here.

4.4. Implications

Despite the lack of physical processes discussed previously, our model seems to produce results that are in general agreement with the observations in terms of the amount of shock heating and turbulent heating; turbulence may sometimes generate a considerable amount of heating compared with cooling (Zhuravleva et al. 2016), but turbulent heating is almost always subdominant compared with shock heating. Even though the exact duration and strength of each AGN cycle may be sensitive to the simulation parameters such as the star-formation efficiency and the modeling of stellar feedback, the cyclical behavior itself is robust. This explains why in some cool-core clusters, AGN feedback appears insufficient, such as Abell 2029 (Paterno-Mahler et al. 2013), while some other clusters are observed to be heating dominated (e.g., McNamara et al. 2005). Additionally, a considerable fraction of the energy (both thermal and kinetic) can escape the innermost core region during the peak of the heating-dominant phase in our model, which corresponds to clusters like Hydra (Nulsen et al. 2005; Wise et al. 2007). Note that even though the jet power and the heating rates show large swings with time (Figure 2), the radiative cooling rate of the ICM exhibits much more subtle variations. We also emphasize that within each cycle, the AGN power also varies on very short timescales, which is found in other similar numerical studies as well (Gaspari et al. 2012b; Prasad et al. 2015; Meece et al. 2017). Therefore, the instantaneous radio power of the AGN may not be a good indicator of the feedback strength.

The success of the momentum-driven AGN feedback model in quenching cooling flows in galaxy cluster may not come as a surprise. After all, the cluster potential is rather deep, and even if the coupling of the jet energy to the ICM is not perfect (Figure 4), the self-regulating nature of AGN feedback allows the SMBH to inject enough energy to offset both the radiative cooling loss and the loss of energy outside of the cool core. To further test the model, simulations that follow the metallicity
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**Figure 10.** Left: the distribution of the average line-of-sight velocities viewed along the $x$-axis at $t = 0.88$ Gyr within radius of 30–60 kpc. Right: the distribution of the velocity dispersions along individual lines of sight.

---

**Figure 1.** see also Gaspari et al. 2011, Li & Bryan 2017 October 1 Li, Ruszkowski, & Bryan
distribution self-consistently may be needed (Skory et al. 2013; Meece et al. 2017). More constraints can be put on the model by studying smaller systems with shallower potential (Gaspari et al. 2012a; Randall et al. 2015). In addition, we will create mock X-ray observations of the simulated cluster and carry out a systematic comparison between simulations and observations in terms of the scale and nature of the fluctuations.

5. Conclusions

We analyze how AGN deposits its energy to the ICM in a simulation where momentum-driven AGN feedback dynamically balances radiative cooling over 6.5 Gyr in an idealized cool-core cluster. We compute the dissipative heating rate due to the artificial viscosity in the Zeus hydro method, and separate shock heating from turbulent heating by identifying shock waves. We analyze how radiative cooling, dissipative heating, and heating/cooling due to adiabatic processes change with time and radius. We compare the amount of cooling and heating at different radii to understand the balance between cooling and heating. Our main conclusions are as follows.

1. Within the inner core region (r < 100 kpc), on average, energy dissipation via shock waves is almost an order of magnitude higher than that via turbulence in the simulation. Most of the shock waves are weak shocks with typical Mach numbers <1.2. Thus the velocities of the ICM in the simulation are in concordance with the Hitomi observations of Perseus. Shock dissipation is a steep function of radius, with most of the energy dissipated within r < 30 kpc, while turbulent dissipation shows a more gradual decline with radius. Radial transportation of heat (radial mixing and adiabatic processes) is important as the post-shock materials (hot bubbles) rise and distribute the thermal energy throughout the core.

2. Dissipative heating itself does not perfectly balance radiative cooling loss spatially or temporally. Some of the jet energy is dissipated outside the cool core, and a considerable fraction (more than half) of the dissipated energy is transported beyond r > 100 kpc on average, while less than half of the thermal energy is actually used to offset radiative cooling loss within the core. As the cluster experiences cycles of AGN outbursts regulated by the interplay between ICM cooling, star formation, and the AGN itself on gigayear timescales, the cluster core undergoes phases of temporary over-heating and overcooling.

3. During the over-heating period, sometimes the amount of turbulent dissipation may appear to balance radiative cooling perfectly. However, at the same time, more heat is dissipated via shock waves and being radially mixed. Thus turbulent heating alone can be enough, but when it is enough, shock dissipation is unavoidable over-heating the cluster core.

4. Different interpretations of the X-ray observations of Perseus have resulted in different claims regarding what is the heating mechanism. We find that the Perseus cluster has the characteristics of the over-heating phase in our model, with extended multiphase gas and enhanced AGN and star-formation activities. Therefore, shock dissipation, turbulent dissipation, and bubble mixing can all balance cooling, and are all operating at the same time, temporarily over-heating the core of Perseus.
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Appendix

We analyze a clean, simple simulation to test the method that is used to calculate the dissipative heating rate. The simulation is based on the standard test Driven Turbulence 3D, which comes with the standard Enzo2.5 (http://enzo-project.org). We use all the standard parameters except that we change the hydro method to Zeus method, which automatically turns off driving. Thus we are only simulating the decay of supersonic turbulence (with a k^{-4} power spectrum). The simulation box has a size of (10 pc)^3 with 32 fixed grids (no AMR) in each dimension and periodic boundaries. The gas initially has a uniform density of 100 cm^{-3}. There is no gravity or radiative cooling in the simulation. As the turbulence decays, the kinetic energy dissipates into thermal energy.

Figure 11 shows the dissipative heating rate computed using the method described in Section 2.2 in red. The black line shows the rate at which the total thermal energy in the box

![Figure 11. Computed dissipative heating rate (red) compared with the rates at which the kinetic energy decreases (green) and the thermal energy increases (black) measured from the simulation output files.](image-url)
increases, computed as the change in the total thermal energy divided by the time interval $E_{th} = \Delta E_{th}/\Delta t$. The green line shows the rate at which the total kinetic energy in the box decreases, computed in the same fashion. All three lines are in generally good agreement with each other, indicating that the calculation does capture the amount of kinetic energy that is dissipated into heat. However, the black line has a lower value than the green line. This is because energy is not conserved when using Zeus method. A fraction (less than 30%) of the kinetic energy that is dissipated is lost instead of being added to the thermal energy.

The energy loss is less severe with lower Mach numbers and higher resolution. In the simulation with a Mach number of 10, 1.9% of the total energy is lost at the end of the simulation. When we use an initial Mach number of 2, only less than 0.1% is lost. With a Mach number of 10, when we increase the resolution from $32^3$ to $64^3$ and $256^3$ grids, the energy loss decreases to 1.6% and 1.4%. We discuss the consequence of the nonconservation of energy in Section 4.3.