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Abstract

The Holstein model has been widely accepted as a model of electrons interacting with the phonons. Analysis of its ground states was accomplished decades ago. However obtained results did not completely take account of the repulsive Coulomb interactions. Recent progress has made it possible to treat such interactions rigorously. In this paper, we study the Holstein-Hubbard model with the repulsive Coulomb interactions. Ground state properties of the model are investigated. Especially, the ground state of the Hamiltonian is proven to be unique for an even number of electrons on bipartite connected lattice. In addition, an infrared bound on the two-point function is given. The effects of the repulsive Coulomb interaction induce several technical difficulties.

1 Introduction

The subtle interplay of electrons and phonons induces various physical phenomena. For instance, when electrons interact with phonons, the electrons have a tendency to pair. As a result, the ground state of such a system exhibits either superconducting or charge-density-wave order. Another example is high-temperature superconductivity. Since the discovery of it, studies of the coupled electron-phonon systems have become increasingly active. However unanimous mechanism of the origin of high-temperature superconductivity has not been established yet. These examples suggest that the coupled electron-phonon systems have provided a rich field of study so far. In this paper, we rigorously investigate ground state properties of the Holstein-Hubbard model which is a standard model of the electron-phonon interaction.

The importance of uniqueness of ground states for models of single electron interacting with a boson field was recognized through the rigorous studies of the quantum field theory \cite{3, 5, 8, 9}. In particular, Fröhlich’s method \cite{5} was applied to a model of one-electron which is positioned at discrete lattice system and interacts with the phonons of lattice by Löwen \cite{15}. Recently, this method was extended to a two-electron system interacting with the phonons \cite{16}. Remark that the Coulomb repulsion was considered in \cite{16}. Freericks and Lieb invented another crucial approach to show the uniqueness of many-body ground state of an electron-phonon Hamiltonian \cite{11}. Their method relies on the spin-reflection positivity discovered by Lieb \cite{14}. In \cite{17}, Lieb proved the uniqueness of ground states of the Hubbard model of interacting electrons. As a result, the ferrimagnetism in the ground state can be proven. The spin-reflection positivity originated from the quantum field theory \cite{19} and has various applications.
to the strongly correlated electron systems \[6, 21, 24\]. Freericks-Lieb’s method can be applicable to a general class of model, including the Holstein model \[10\], however it can not be directly applied to systems with the electron-electron interactions. To be precise, their results remain true when we add attractive electron-electron interactions, but if we add repulsive electron-electron interactions, their method does not work in general. In this paper, we will consider the Holstein-Hubbard model with repulsive electron-electron interactions. To prove the uniqueness of ground states, we employ the Lang-Firsov transformation \[13\]. The main difficulty we are faced is the following: Due to this transformation, elements of the hopping matrix of resulting Hamiltonian become complex-valued functions of the phonon coordinates. To overcome this difficulty, we extend a method proposed in \[17\]. In \[17\], ground state properties of the SSH model were investigated. The SSH model describes a many-electron system and its hopping matrix elements are real-valued functions of the phonon coordinates. Since elements of the hopping matrix become complex in our case, we establish more sophisticated analysis in the present paper.

Lieb’s results on the Hubbard model concern the ground state. On the other hand, Kubo and Kishi showed a finite temperature version of Lieb’s theorem \[12\]. Indeed they showed a uniform upper bound on the charge susceptibility of the Hubbard model at finite temperature. We extend their result to the Holstein-Hubbard model with repulsive electron-electron interactions. We remark that a difficulty similar to that in the proof of uniqueness of ground states occurs. Since we will not restrict ourselves to the on-site Coulomb interactions, general results can be obtained.

Our method requires a restriction on the electron-phonon coupling strength \(|g_0| \leq \sqrt{2U_0/\omega_0}\). We aware of no rigorous results when the electron-phonon coupling strength is large enough \(|g_0| > \sqrt{2U_0/\omega_0}\).

The organization of the paper is as follow: In Section 2, we introduce the Holstein-Hubbard model and display main results. Sections 3 through 6 are devoted to proving the main results in Section 2. In Section 3, we provide several expressions of the Hamiltonian. We will choose a suitable expression in each section below. The hole-particle transformation plays a key role in our study. In Section 4, we show Theorem 2.3 and Corollary 2.4. By choosing a suitable Hilbert cone, we prove that the heat semi-group generated by the Hamiltonian preserves the positivity. In Section 5, proofs of Theorem 2.7 and Corollary 2.8 are given. In fact, we show that the semi-group generated by the Hamiltonian improves the positivity with respect to the Hilbert cone constructed in Section 4. The uniqueness of ground states follows from Faris’ theorem which is a generalization of the Perron-Frobenius theorem. By applying this fact, some magnetic structures of the ground state are revealed. Section 6 is devoted to the proof of Theorem 2.9. We obtain an upper bound for the charge susceptibility by extending the method of Gaussian domination. In Appendices A-C, we give a list of basic facts which will be necessary in the main sections.

Acknowledgement: This work was supported by KAKENHI(20554421).
2 Model and results

2.1 The Holstein-Hubbard model

Let $G = (\Lambda, E)$ be a graph with vertex set $\Lambda$ and edge collection $E$. We suppose that $G$ is embedded in $\mathbb{R}^d$. An edge with endpoints $x$ and $y$ will be denoted by $\{x, y\}$. In this paper, we always assume that $\{x, x\} \notin E$ for any $x \in \Lambda$, i.e., any loops are excluded. $G$ is called connected if any of its vertices are linked by a path in $G$. $G$ is called bipartite if $\Lambda$ admits a partition into two classes such that every edge has its ends in different classes. In this paper, we always assume that the graph $G$ is bipartite.

The Hamiltonian of the Holstein-Hubbard model is given by

$$ H = - \sum_{\{x, y\} \in E, \sigma \in \{\uparrow, \downarrow\}} t(x - y) c^\dagger_{x\sigma} c_{y\sigma} + \sum_{x, y \in \Lambda} U(x - y) (n_x\uparrow - \frac{1}{2})(n_y\downarrow - \frac{1}{2}) + \sum_{x, y \in \Lambda, \sigma \in \{\uparrow, \downarrow\}} g(x - y) n_{x\sigma} (b^\dagger_{x\sigma} b_{y\sigma}) + \sum_{x \in \Lambda} \omega_b b^\dagger_x b_x, \quad (2.1) $$

where $c_{x\sigma}$ is the electron annihilation operator at vertex $x$ and $b_x$ is the phonon annihilation operator at vertex $x$. These operators satisfy the following relations:

$$ \{c_{x\sigma}, c^\dagger_{x'\sigma'}\} = \delta_{\sigma\sigma'}\delta_{xx'}, \quad [b_x, b^\dagger_{x'}] = \delta_{xx'}. \quad (2.2) $$

$n_{x\sigma} = c^\dagger_{x\sigma} c_{x\sigma}$ is the fermionic number operator at vertex $x \in \Lambda$. The hopping matrix is described by a real-valued function $t(x)$ on $\mathbb{R}^d$ such that $t(-x) = t(x)$ and $\max_x |t(x)| < \infty$. The electron-electron interaction is governed by a real-valued function $U(x)$ on $\mathbb{R}^d$ such that $\max_x |U(x)| < \infty$ and $U(-x) = U(x)$. $g(x)$ is a strength of electron-phonon interaction which is a real-valued function on $\mathbb{R}^d$ with $g(-x) = g(x)$ and $\max_x |g(x)| < \infty$. The phonons are assumed to be dispersionless with energy $\omega_0$. $H$ acts in the Hilbert space

$$ \mathcal{E} \otimes \mathcal{P}. \quad (2.3) $$

$\mathcal{E}$ is defined by $\mathfrak{F}_e \otimes \mathfrak{F}_e$. $\mathfrak{F}_e$ is the fermionic Fock space over $\ell^2(\Lambda)$ given by $\mathfrak{F}_e = \oplus_{n=0}^{\infty} \Lambda^n \ell^2(\Lambda)$, where $\Lambda^n \ell^2(\Lambda)$ is the $n$-fold anti-symmetric tensor product of $\ell^2(\Lambda)$. $\mathcal{P}$ is the bosonic Fock space over $\ell^2(\Lambda)$ defined by $\mathcal{P} = \oplus_{n=0}^{\infty} \Lambda^n \ell^2(\Lambda)$, where $\Lambda^n \ell^2(\Lambda)$ is the $n$-fold symmetric tensor product. By the Kato-Rellich theorem, $H$ is self-adjoint and bounded from below.

2.2 $M$-subspace

Let $N_e = \sum_{\sigma \in \{\uparrow, \downarrow\}} \sum_{x \in \Lambda} n_{x\sigma}$, the fermionic number operator. We are interested in the ground state properties of $H$ at half filling. Thus we only consider the following subspace:

$$ \mathcal{H} = \mathcal{E}_{|\Lambda|} \otimes \mathcal{P}, \quad \mathcal{E}_{|\Lambda|} = \ker(N_e - |\Lambda|). \quad (2.4) $$

Let $S(z) = \frac{1}{2}(N_{e\uparrow} - N_{e\downarrow})$, where $N_{e\sigma} = \sum_{x \in \Lambda} n_{x\sigma}, \sigma \in \{\uparrow, \downarrow\}$. Since $S(z)$ commutes
with $H$, we have the following decompositions:

$$\mathcal{H} = \bigoplus_{M=-|\Lambda|/2}^{+|\Lambda|/2} \mathcal{H}_M, \quad \mathcal{H}_M = \left( \ker[S^{(z)} - M] \cap \mathcal{E}_{|\Lambda|} \right) \otimes \mathcal{P}, \quad (2.5)$$

$$H = \bigoplus_{M=-|\Lambda|/2}^{|\Lambda|/2} H_M, \quad H_M = H \upharpoonright \mathcal{H}_M. \quad (2.6)$$

$\mathcal{H}_M$ is called the $M$-subspace.

### 2.3 Ground state properties

#### 2.3.1 Positivity of a ground state

Before we state our results, we need to introduce some definitions.

**Definition 2.1** A function $F$ will be called positive semidefinite, if, for all $\{x\} x, y \in \mathcal{E}_{|\Lambda|}$,

$$\sum_{x,y \in \Lambda} \xi_x \xi_y F(x - y) \geq 0 \quad (2.7)$$

holds. ◦

**Example 1** (i) A typical example is the on-site interaction $F(x - y) = U_0 \delta(x - y)$, where $\delta(x) = 1$ if $x = o$, $\delta(x) = 0$ otherwise.

(ii) The smeared Coulomb interaction $F(x) = \left( \frac{1}{|x|} * \varrho \right)(x)$ is positive semidefinite if, for instance, $\varrho \in C_0^\infty(\mathbb{R}^3)$ and $\hat{\varrho}(k) \geq 0$, where $\hat{\varrho}$ is the Fourier transformation of $\varrho$. ◦

**Definition 2.2** Let $\mathfrak{X}$ be a complex Hilbert space. A closed cone $\mathfrak{X}_+$ in $\mathfrak{X}$ is called a Hilbert cone if it satisfies the following:

(i) $\mathfrak{X}_+ \cap (-\mathfrak{X}_+) = \{0\}$.

(ii) $x, y \in \mathfrak{X}_+ \Rightarrow \langle x, y \rangle \geq 0$.

(iii) Let $\mathfrak{X}_\mathbb{R}$ be a real subspace of $\mathfrak{X}$ generated by $\mathfrak{X}_+$. Then for all $x \in \mathfrak{X}_\mathbb{R}$, there exist $x_+, x_- \in \mathfrak{X}_+$ such that $x = x_+ - x_-$ and $\langle x_+, x_- \rangle = 0$.

(iv) $\mathfrak{X} = \mathfrak{X}_\mathbb{R} + i\mathfrak{X}_\mathbb{R} = \{x + iy \mid x, y \in \mathfrak{X}_\mathbb{R}\}$.

A vector $x$ is said to be positive w.r.t. $\mathfrak{X}_+$ if $x \in \mathfrak{X}_+$.

Let $A, B \in L^\infty(\mathfrak{X})$, where $L^\infty(\mathfrak{X})$ is the set of all bounded linear operators in $\mathfrak{X}$. If $(A - B)\mathfrak{X}_+ \subseteq \mathfrak{X}_+$, we write this as $A \succeq B$ w.r.t. $\mathfrak{X}_+$. In particular if $A \succeq 0$ w.r.t. $\mathfrak{X}_+$, then we say that $A$ preserves the positivity w.r.t. $\mathfrak{X}_+$. One of the most useful properties is that if $A \succeq B$ and $C \succeq D$, then $AC \succeq BD$ holds. ◦

\footnote{This symbol was introduced by Miura \cite{Miura}, see also \cite{Hiroshima}}
We introduce the effective Coulomb interaction by
\[ U_{\text{eff}}(x - y) = U(x - y) - \frac{2}{\omega_0} \sum_{z \in \Lambda} g(x - z)g(y - z). \tag{2.8} \]

In what follows, we assume the following.

(A. 1) For all \( y \in \Lambda \), \( \sum_{x \in \Lambda} g(x - y) \) is independent of \( y \).

Example 2  
(i) An example satisfying (A. 1) is \( g(x) = g_0 \delta(x) \).

(ii) Let us consider a linear chain of \( 2L \) atoms with periodic boundary conditions. We denote \( w_{i,j} \) the distance from atom \( i \) to atom \( j \). Assume \( w_{j,j+1} = \pi \) for all \( j \). If \( g(x) \) is a function of \( |x| \), i.e., \( g(x) = f(|x|) \), then (A. 1) is satisfied. Similarly if \( \Lambda \) has a symmetric structure, like C\(_{60}\) fullerene, then (A. 1) is fullfiled.

Theorem 2.3  
Assume that \( |\Lambda| \) is even. Assume (A. 1). Assume that \( U_{\text{eff}} \) is positive semidefinite. Then, for all \( M \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\} \), there exists a Hilbert cone \( H_{M,+} \) such that \( e^{-\beta H_M} \gg 0 \) w.r.t. \( H_{M,+} \) holds.
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2.3.2 Uniqueness of ground states

To prove the uniqueness of ground states, we need the following assumption.

(A. 2) \( G \) is connected.

**Definition 2.5** A function \( F \) will be called positive definite, if, for all \( \{ \xi_x \}_{x \in \Lambda} \in \mathbb{C}^{|\Lambda|} \setminus \{0\}, \)
\[
\sum_{x,y \in \Lambda} \overline{\xi_x} \xi_y F(x - y) > 0 \tag{2.12}
\]
holds. ♦

It is clear that Example 1 (i) is positive definite. Example 1 (ii) is positive definite if \( \hat{\varrho}(k) > 0 \) for all \( k \in \mathbb{R}^3. \)

**Definition 2.6** In the following we will write \( x \geq 0 \) w.r.t. \( X_+ \) if \( x \in X_+. \) A vector \( y \geq 0 \) is called strictly positive w.r.t. \( X_+ \) whenever \( \langle x, y \rangle > 0 \) for all \( x \in X_+ \setminus \{0\} \). We write this as \( x > 0 \) w.r.t. \( X_+. \) ♦

**Theorem 2.7** Assume that \( |\Lambda| \) is even. Assume (A. 1) and (A. 2). Assume that \( U_{\text{eff}} \) is positive definite. Let \( H_M, X_+ \) be the Hilbert cone given by Theorem 2.3. Then one obtains \( e^{-\beta H_M} \geq 0 \) w.r.t. \( H_M, X_. \) In this case, we say that \( A \) improves the positivity w.r.t. \( X_+. \) ♦

Let us introduce the total spin operator by
\[
S^2_{\text{tot}} = S(z)^2 + \frac{1}{2} S^+_S S^- + \frac{1}{2} S^- S^+_S, \tag{2.13}
\]
where
\[
S_+ = \sum_{x \in \Lambda} c^*_x c_{x\uparrow}, \quad S_- = \sum_{x \in \Lambda} c^*_{x\downarrow} c_{x\uparrow}. \tag{2.14}
\]

**Corollary 2.8** Assume that \( |\Lambda| \) is even. Assume (A. 1) and (A. 2). Assume that \( U_{\text{eff}} \) is positive definite. For each \( M \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\}, \) the ground state of \( H_M \) is unique. Let \( \varphi_M \) be the unique ground state of \( H_M. \) Then we have the following:

(i) \( \varphi_M \) is strictly positive w.r.t. \( \mathcal{H}_{M, +}. \)

(ii) \( \tilde{P} \varphi_M \neq 0. \)

(iii) There exists a unique \( S \geq |M| \) such that \( S^2_{\text{tot}} \varphi_M = S(S + 1) \varphi_M. \)

(iv)
\[
\langle \varphi_M, S_+ S^- \varphi_M \rangle \begin{cases} > 0 & \text{if } x, y \in \Lambda_e \text{ or } x, y \in \Lambda_o \\ < 0 & \text{otherwise}. \end{cases} \tag{2.15}
\]

**Example 4** Consider the case where \( U(x) = U_0 \delta(x) \) and \( g(x) = g_0 \delta(x). \) Then \( U_{\text{eff}}(x) \) is positive definite if and only if \( |g_0| < \sqrt{\omega_0 U_0/2}. \) ♦
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2.4 Infrared bound and its applications

2.4.1 Infrared bound

For each bounded operator $A$, we define a thermal average by

$$\langle A \rangle_{\beta, \Lambda} = \frac{\text{Tr}_{\beta M} [A e^{-\beta H_M}]}{Z_{\beta, \Lambda}}, \quad Z_{\beta, \Lambda} = \text{Tr}_{\beta M} [e^{-\beta H_M}].$$

(2.16)

Let $\delta n_x = n_x - 1$ with $n_x = n_x^{\uparrow} + n_x^{\downarrow}$. For each $h = \{h_x\}_{x \in \Lambda} \in \mathbb{C}^{\Lambda}$, we define

$$b(h) = \beta^{-1} \langle h, U_{\text{eff}} h \rangle,$$

(2.17)

$$c(h) = \beta \left\{ \left[ \langle \delta n, U_{\text{eff}} h \rangle^*, \left[ H_M, \langle \delta n, U_{\text{eff}} h \rangle \right] \right] \right\}_{\beta, \Lambda},$$

(2.18)

$$g(h) = \left\langle \left[ \langle \delta n, U_{\text{eff}} h \rangle^*, \langle \delta n, U_{\text{eff}} h \rangle \right] \right\rangle_{\beta, \Lambda},$$

(2.19)

where

$$\langle h, U_{\text{eff}} h \rangle = \sum_{x, y \in \Lambda} h_x^* U_{\text{eff}}(x - y) h_y,$$

(2.20)

$$\langle U_{\text{eff}} h \rangle_x = \sum_{y \in \Lambda} U_{\text{eff}}(x - y) h_y,$$

(2.21)

$$\langle \delta n, U_{\text{eff}} h \rangle = \sum_{x, y \in \Lambda} \delta n_x U_{\text{eff}}(x - y) h_y.$$  

(2.22)

We obtain the following infrared bound on the two-point function.

**Theorem 2.9** Suppose that $|\Lambda|$ is even. Assume (A. 1). In addition, assume $U_{\text{eff}}$ is positive semidefinite. Then, for each $M \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\}$ and $h \in \mathbb{C}^{\Lambda}$, we have

$$g(h) \leq \frac{1}{2} \left\{ c(h) b(h) \right\}^{1/2} \coth \sqrt{\frac{c(h)}{4b(h)}}.$$  

(2.23)

If there is no interaction between electrons and phonons, this type of bound is known [7, 12]. However if we take the interaction into consideration, it is far from trivial whether a bound of this kind is valid or not.

2.4.2 Application to a simple system

We will apply Theorem 2.9 to more concrete problems. We take $\Lambda = \mathbb{Z}^d \setminus [-\ell + 1, \ell]^d, \ell \in \mathbb{N}$. Note that our arguments below can be easily extended to general periodic lattices. Let $x = (x_1, \ldots, x_d) \in \Lambda$. We use the convention that if $x_j = \ell$, then $(x + \delta_j)_j = -\ell + 1$, where $\delta_j$ is the unit vector whose $j$-th component is 1. This means that $H_M$ has periodic boundary conditions. To be precise, $E$ is given by $E = \{ \{x, y\} \in \Lambda^2 \mid |x - y| = 1 \} \cup \partial$, where

$$\partial = \left\{ \{x, y\} \in \Lambda^2 \mid \exists i \in \{1, \ldots, d\} \text{ s.t. } |x_i - y_i| = 2\ell - 1 \right\}.$$  

(2.24)

and $|x_j - y_j| = 0 \forall j \in \{1, \ldots, d\} \setminus \{i\}$.  

(2.25)
For simplicity, we take \( t(x - y) = t \) if \( \{x, y\} \in E \).

For each \( f \in ell^{1}(\Lambda) \), the Fourier transformation of \( f \) is defined by

\[
\hat{f}(p) = \sum_{x \in \Lambda} e^{-ipx}f(x), \quad p \in \Lambda^{*},
\]

where \( \Lambda^{*} \) is the dual lattice defined by \( \Lambda^{*} = \{ p \in \mathbb{R}^{d} | p_{j} = n_{j}\pi/\ell, \quad n_{j} = -\ell + 1, \ldots, \ell, j = 1, \ldots, d \} \). Note that \( \hat{U}_{\text{eff}}(p) = \hat{U}(p) - 2(2\pi)^{d}\hat{g}(p)^{2}/\omega_{0} \).

By Theorem 2.9, we immediately obtain:

**Theorem 2.10** Assume that \( |\Lambda| \) is even. Assume (A.1). Assume that \( U_{\text{eff}} \) is positive semidefinite in a sense that

\[
\sum_{x,y \in \mathbb{Z}^{d}} \hat{\xi}_{x} \hat{\xi}_{y} U_{\text{eff}}(x - y) \geq 0, \quad \xi = \{ \xi_{x} \} \in ell^{2}(\mathbb{Z}^{d}).
\]

Let

\[
E(p) = |\Lambda|^{-1} \sum_{|x - y| = 1, \sigma \in \{\uparrow, \downarrow\}} t|e^{ipx} - e^{ipy}|^{2} \langle c_{x}^{*} c_{y} \rangle_{\beta\Lambda}.
\]

Let \( \hat{\delta}_{n} = |\Lambda|^{-1/2} \sum_{x \in \Lambda} e^{-ixp}\delta_{n,x} \). Then, for each \( M \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\} \), one obtains

\[
\langle \hat{\delta}_{n} \hat{\delta}_{m} \rangle_{\beta, \Lambda} \leq \frac{1}{2} (2\pi)^{-5d/4} \hat{U}_{\text{eff}}(p)^{-1/2} E(p)^{1/2} \cosh \left( \frac{(2\pi)^{d/2} E(p) \hat{U}_{\text{eff}}(p)}{4\beta^{2}} \right). \tag{2.28}
\]

**Remark 2.11** As \( \beta \to \infty \), we have

\[
\langle \hat{\delta}_{n} \hat{\delta}_{m} \rangle_{\Lambda} \leq \frac{1}{2} (2\pi)^{-5d/4} \hat{U}_{\text{eff}}(p)^{-1/2} E(p)^{1/2} |_{\beta = \infty}, \tag{2.29}
\]

where \( \langle A \rangle_{\Lambda} \) means the ground state expectation value of \( A \): \( \langle A \rangle_{\Lambda} = \langle \varphi_{\Lambda}, A \varphi_{\Lambda} \rangle \).

### 2.4.3 Absence of charge long range order

Suppose that there exists \( C_{0} > 0 \) such that

\[
\sum_{x,y \in \mathbb{Z}^{d}} \hat{\xi}_{x} \hat{\xi}_{y} U_{\text{eff}}(x - y) \geq C_{0}|\xi|^{2}, \quad \xi = \{ \xi_{x} \} \in ell^{2}(\mathbb{Z}^{d}). \tag{2.30}
\]

Then one has \( \hat{U}_{\text{eff}}(p) \geq C_{0} \) for all \( p \in [-\pi, \pi]^{d} \). Taking the fact \( \cosh x \leq x^{-1} + 1 \) into consideration, we arrive at

**Corollary 2.12** Assume that \( |\Lambda| \) is even. Assume (A.1) and (2.30). For all \( p \in \Lambda^{*} \), we have

\[
\langle \hat{\delta}_{n} \hat{\delta}_{m} \rangle_{\beta, \Lambda} \leq \beta^{-1}(2\pi)^{-3d/2} C_{0}^{-1} + \frac{1}{2} (2\pi)^{-5d/4} C_{0}^{-1/2} E_{0}(p)^{1/2}, \tag{2.31}
\]

where \( E_{0} = 2 \sum_{j=1}^{d} |t|(1 - \cos p_{j}) \).

**Example 5** Consider the case where \( U(x) = U_{0}\delta(x) \) and \( g(x) = g_{0}\delta(x) \). Then we can take \( C_{0} = U_{0} - 2g_{0}^{2}/\omega_{0} \) provided \( |g_{0}| < \sqrt{\omega_{0}U_{0}/2} \). \( \diamond \)
2.4.4 Possibility of charge long range order

The two-point function is

\[ G_{\beta,\Lambda}(x) = \langle \delta n_x \delta n_o \rangle_{\beta,\Lambda}. \] (2.32)

In what follows, we assume that the limit

\[ G_{\beta}(x) = \lim_{\Lambda \rightarrow \mathbb{Z}^d} G_{\beta,\Lambda}(x) \] (2.33)

exists. Suppose that \( U_{\text{eff}} \) is positive semidefinite. In addition, assume that \( \hat{U}_{\text{eff}}(p) = 0 \) if and only if \( p = 0 \) and \( \hat{U}_{\text{eff}}(p) = O(|p|^\alpha) \) as \( p \rightarrow 0 \), \( \alpha \in (0, d) \). By applying the arguments in [7], we obtain

**Corollary 2.13** Assume (A. 1). Under the above conditions, \( G_{\beta}(x) \) can be expressed as

\[ G_{\beta}(x) = \int_{[-\pi,\pi]^d} dp \left\{ a\delta(p) + \rho(p) \right\} e^{-ixp}, \] (2.34)

where

\[ a = \lim_{|x| \rightarrow \infty} G_{\beta}(x) = \lim_{\Lambda \rightarrow \mathbb{Z}^d} \frac{1}{|\Lambda|} \sum_{x \in \Lambda} \langle (\delta n_x)^2 \rangle_{\beta,\Lambda}, \] (2.35)

and \( \rho(k) \) is a non-negative function on \( [-\pi, \pi]^d \) satisfying the following inequality

\[ \rho(k) \leq (2\pi)^{-3d/2} \hat{U}_{\text{eff},\infty}(p)^{-1} + \frac{1}{2} (2\pi)^{-5d/4} \hat{U}_{\text{eff},\infty}(p)^{-1/2} E_0(p)^{1/2}, \quad p \neq 0 \] (2.36)

with \( \hat{U}_{\text{eff},\infty}(p) = \sum_{x \in \mathbb{Z}^d} U_{\text{eff}}(x) e^{-ixp} \).

**Example 6** Let \( d = 3 \). If \( \hat{U}_{\text{eff},\infty}(p) = C \sum_{j=1}^d (1 - \cos p_j) \) or \( \hat{U}_{\text{eff},\infty}(p) = C(1 - e^{-Bp^2}) \) with \( B, C > 0 \), then all assumptions of Corollary 2.13 are satisfied. In general, \( \hat{U}_{\text{eff},\infty}(p) = Cp^2 + O(|p|^3) \) as \( p \rightarrow 0 \), then \( G_{\beta}(p) \) could contain \( \delta \)-function. ♦

3 Rewriting the Hamiltonian

3.1 The Lang-Firsov transformation

Let

\[ q_x = \frac{1}{\sqrt{2\omega_0}}(b_x^* + b_x), \quad p_x = i \frac{1}{\sqrt{2\omega_0}}(b_x^* - b_x). \] (3.1)

Both operators are essentially self-adjoint. We denote their closures by the same symbols. Let

\[ L = -i\sqrt{2\omega_0}^{-3/2} \sum_{x,y \in \Lambda} g(x - y)n_x p_y. \] (3.2)
$L$ is essentially antiself-adjoint. We also denote its closure by the same symbol. Hence $e^L$ is a unitary operator. We see that

$$e^L c_{x\sigma} e^{-L} = \exp \left\{ i \sqrt{2} \omega_0^{-3/2} \sum_{y \in \Lambda} g(x - y) p_y \right\} c_{x\sigma}, \quad (3.3)$$

$$e^L b_x e^{-L} = b_x - \omega_0^{-1} \sum_{y \in \Lambda} g(y - x) n_y. \quad (3.4)$$

Let $V = (V_{xy})$ be a $|\Lambda| \times |\Lambda|$ matrix given by

$$V_{xy} = \sum_{z \in \Lambda} g(x - z) g(y - z). \quad (3.5)$$

We denote by $n_\sigma$ a family of operators $\{n_{x\sigma}\}_{x \in \Lambda}$. For notational simplicity, we set

$$\langle n_\sigma, V n_\sigma \rangle := \sum_{x,y \in \Lambda} V_{xy} n_{x\sigma} n_{y\sigma}. \quad (3.6)$$

Using the facts that

$$e^{-i \frac{\pi}{2} N_p} q_x e^{i \frac{\pi}{2} N_p} = \omega_0^{-1} p_x, \quad e^{-i \frac{\pi}{2} N_p} p_x e^{i \frac{\pi}{2} N_p} = \omega_0 q_x, \quad (3.7)$$

where $N_p = \sum_{x \in \Lambda} b_x^* b_x$, one arrives at the following.

**Proposition 3.1** Set $U = e^{-i \frac{\pi}{2} N_p} e^L$. Let

$$\hat{H}_M = U H_M U^* + \frac{1}{2} \sum_{x,y \in \Lambda} V(x - y) + \frac{g_2^2}{\omega_0} (|\Lambda| - 2M), \quad (3.8)$$

where $g_2 = \sum_{x \in \Lambda} g(x)$. Then one has

$$\hat{H}_M = -T_{g,\uparrow} - T_{g,\downarrow} + H_p + \mathbb{U}, \quad (3.9)$$

where

$$T_{x,y,\sigma} = \sum_{\{x,y\} \in E} t(x - y) c_{x\sigma}^* c_{y\sigma} \exp \left\{ \pm i \Phi_{\{x,y\}} \right\} + \frac{1}{2} \langle n_\sigma, V n_\sigma \rangle, \quad (3.10)$$

$$\Phi_{\{x,y\}} = \sum_{z \in \Lambda} \sqrt{2} \omega_0^{-1/2} \left( g(x - z) - g(y - z) \right) q_z, \quad (3.11)$$

$$H_p = \frac{1}{2} \sum_{x \in \Lambda} (p_x^2 + \omega_0^2 q_x^2), \quad (3.12)$$

$$\mathbb{U} = \sum_{x,y \in \Lambda} U_{\text{eff}}(x - y) (n_{x\uparrow} - \frac{1}{2})(n_{y\downarrow} - \frac{1}{2}), \quad (3.13)$$

$$U_{\text{eff}}(x - y) = U(x - y) - V(x - y). \quad (3.14)$$

**Proof.** We note the following:

$$\sum_{x,y \in \Lambda} V(x - y) n_{y\sigma} = \frac{2}{\omega_0} g_2^2 N_{\sigma\sigma} = \frac{1}{\omega_0} g_2^2 (|\Lambda| - 2M) \quad \text{on } \mathcal{H}_M. \quad (3.15)$$

Thus the formulas immediately follow from (3.3) and (3.4). \qed
3.2 Expression of the Hamiltonian in \((\mathcal{F}_e \otimes \mathcal{F}_e) \otimes \mathcal{P})\)

Note that
\[
c_{x \uparrow} = c_x \otimes 1, \quad c_{x \downarrow} = (-1)^{N_e} \otimes c_x,
\]
where \(c_x\) and \(c_x^*\) are the fermionic annihilation- and creation operators on \(\mathcal{F}_e\), \(N_e\) is the fermionic number operator given by \(N_e = \sum_{x \in \Lambda} n_x\) with \(n_x = c_x^* c_x\). Thus we have the following:

\[
T_{-g, \uparrow} = \sum_{\{x,y\} \in E} t(x - y)c_x^* c_y \otimes 1 \otimes \exp \left\{ -i \Phi_{\{x,y\}} \right\} - \mathbb{V} \otimes 1, \quad (3.17)
\]

\[
T_{-g, \downarrow} = \sum_{\{x,y\} \in E} t(x - y)1 \otimes c_x^* c_y \otimes \exp \left\{ -i \Phi_{\{x,y\}} \right\} - 1 \otimes \mathbb{V}, \quad (3.18)
\]

\[
\mathbb{V} = \frac{1}{2}(\mathbf{n}, \mathbb{V}\mathbf{n}) := \frac{1}{2} \sum_{x,y \in \Lambda} V(x - y)n_x n_y, \quad (3.19)
\]

\[
\mathbb{U} = \sum_{x,y \in \Lambda} U_{\text{eff}}(x - y)(n_x - \frac{1}{2}) \otimes (n_y - \frac{1}{2}). \quad (3.20)
\]

3.3 The hole-particle transformation

The **hole-particle transformation** is a unitary operator \(\mathcal{W}\) on \(E|_{\Lambda}\) such that

\[
\mathcal{W}c_x \otimes 1 \mathbb{W}^* = \gamma(x) c_x^* \otimes 1, \quad \mathcal{W}c_x^* \otimes 1 \mathbb{W}^* = \gamma(x) c_x \otimes 1, \quad \mathbb{W}1 \otimes c_x \mathbb{W}^* = 1 \otimes c_x.
\]

(3.21)

Observe that \(\mathcal{W}N_e \mathbb{W}^* = |\Lambda| - (N_e \otimes 1 - 1 \otimes N_e)\) and \(\mathcal{W}S^{(z)} \mathbb{W}^* = \frac{1}{2}|\Lambda| - \frac{1}{2}(N_e \otimes 1 + 1 \otimes N_e)\). Thus we have

\[
\mathcal{W}E|_{\Lambda} = \bigoplus_{n=0}^{|\Lambda|} \mathfrak{F}_{e,n} \otimes \mathfrak{F}_{e,n}, \quad \mathcal{W}N_M = \mathfrak{F}_{e,(|\Lambda| - 2M)/2} \otimes \mathfrak{F}_{e,(|\Lambda| - 2M)/2}, \quad (3.22)
\]

where \(\mathfrak{F}_{e,n} = \wedge^n \ell^2(\Lambda)\). In what follow, we put

\[
M^1 = \frac{1}{2}(|\Lambda| - 2M).
\]

**Lemma 3.2** We have the following.

(i) \(\mathcal{W}T_{-g, \uparrow} \mathbb{W}^* = T_{+g, \uparrow} - \frac{1}{2} \sum_{x,y \in \Lambda} V(x - y) + \frac{2g^2}{\omega_0} M^1\).

(ii) \(\mathcal{W}T_{-g, \downarrow} \mathbb{W}^* = T_{-g, \downarrow}\).

(iii) \(\mathcal{W}U \mathbb{W}^* = -U\).

**Proof.** (i) Remark that

\[
\mathcal{W}V \otimes 1 \mathbb{W}^* = \mathbb{V} \otimes 1 + \frac{1}{2} \sum_{x,y \in \Lambda} V(x - y) - \frac{2g^2}{\omega_0} M^1.
\]

(3.24)
By definition of $W$, we have
\[
W \sum_{\{x,y\} \in E} t(x-y)c_x^*c_y \otimes \mathbb{1} \otimes \exp \left\{ -i\Phi_{\{x,y\}} \right\} W^*
\]
\[
= \sum_{\{x,y\} \in E} t(x-y)\gamma(x)\gamma(y)c_x^*c_y \otimes \mathbb{1} \otimes \exp \left\{ -i\Phi_{\{x,y\}} \right\}.
\] (3.25)

Since $G$ is bipartite, $\gamma(x)\gamma(y) = -1$ holds for all $\{x, y\} \in E$. Thus \(R.H.S.\) of \(3.25\) = \[
\sum_{\{x,y\} \in E} t(x-y)c_x^*c_y \otimes \mathbb{1} \otimes \exp \left\{ -i\Phi_{\{x,y\}} \right\} (3.26)
\]
\[
= \sum_{\{y,x\} \in E} t(y-x)c_y^*c_x \otimes \mathbb{1} \otimes \exp \left\{ -i\Phi_{\{y,x\}} \right\}
\]
\[
= \sum_{\{x,y\} \in E} t(x-y)c_x^*c_y \otimes \mathbb{1} \otimes \exp \left\{ +i\Phi_{\{x,y\}} \right\}.
\] (3.27)

Here we used that $t(-x) = t(x)$ and $\Phi_{\{y,x\}} = -\Phi_{\{x,y\}}$. Thus we have (i). Similarly one obtains that $WT_{-g,\downarrow}W^* = T_{-g,\downarrow}$.

(iii) Since $Wn_x \otimes WW^* = (\mathbb{1} - n_x) \otimes \mathbb{1}$ and $W\mathbb{1} \otimes n_x W^* = \mathbb{1} \otimes n_x$, we see that
\[
WW^* = -\mathbb{1}.
\] (3.28)

**Corollary 3.3** Let $\mathbb{H}_M = W\hat{H}_M W^* + \frac{1}{2} \sum_{x,y \in \Lambda} V(x - y) - 2g^2 M^1/\omega_0$. Then one has
\[
\mathbb{H}_M = -T_{+g}\uparrow - T_{-g}\downarrow - \mathbb{1} + H_p.
\] (3.29)

### 3.4 Representation in $L^2(\mathcal{H}_{e,M}) \otimes L^2(\mathbb{Q})$

#### 3.4.1 A canonical cone in $L^2(\mathfrak{h})$

Before we proceed, we need some preliminaries.

Let $\mathfrak{h}$ be a complex Hilbert space. We denote the set of all Hilbert-Schmidt class operators on $\mathfrak{h}$ by $L^2(\mathfrak{h})$, i.e., $L^2(\mathfrak{h}) = \{ \xi \in L^\infty(\mathfrak{h}) \mid \text{Tr}[\xi^*\xi] < \infty \}$. Henceforth we regard $L^2(\mathfrak{h})$ as a Hilbert space equipped with the inner product $\langle \xi, \eta \rangle_{L^2} = \text{Tr}[\xi^*\eta]$, $\xi, \eta \in L^2(\mathfrak{h})$. For each $A \in L^\infty(\mathfrak{h})$, the left multiplication operator is defined by
\[
\mathcal{L}(A)\xi = A\xi, \quad \xi \in L^2(\mathfrak{h}).
\] (3.30)

Similarly the right multiplication operator is defined by
\[
\mathcal{R}(A)\xi = \xi A, \quad \xi \in L^2(\mathfrak{h}).
\] (3.31)

It is not so hard to check that
\[
\mathcal{L}(A)\mathcal{L}(B) = \mathcal{L}(AB), \quad \mathcal{R}(A)\mathcal{R}(B) = \mathcal{R}(BA), \quad A, B \in L^\infty(\mathfrak{h}).
\] (3.32)

A canonical Hilbert cone in $L^2(\mathfrak{h})$ is given by
\[
L^2(\mathfrak{h})_+ = \{ \xi \in L^2(\mathfrak{h}) \mid \xi \text{ is self-adjoint and } \xi \geq 0 \text{ as an operator on } \mathfrak{h} \}.
\] (3.33)

**Lemma 3.4** Let $A \in L^\infty(\mathfrak{h})$. Then $\mathcal{L}(A^*)\mathcal{R}(A) \geq 0$ w.r.t. $L^2(\mathfrak{h})_+$.

**Proof.** For each $\xi \in L^2(\mathfrak{h})_+$, we have $\mathcal{L}(A^*)\mathcal{R}(A)\xi = A^*\xi A \geq 0$. \(\square\)
3.4.2 Natural identification $\mathfrak{F}_{e,M'} \otimes \mathfrak{F}_{e,M'}$ with $L^2(\mathfrak{F}_{e,M'})$

Let $\vartheta$ be an involution on $\mathfrak{F}_{e,M'}$ defined by

$$\vartheta c_x = c_x, \quad \vartheta \Omega = \Omega,$$

where $\Omega$ is the Fock vacuum in $\mathfrak{F}_e$. We define an isometric isomorphism from $L^2(\mathfrak{F}_{e,M'})$ onto $\mathfrak{F}_{e,M'} \otimes \mathfrak{F}_{e,M'}$ by

$$\Phi_\vartheta (|\varphi\rangle\langle\psi|) = \varphi \otimes \vartheta \psi.$$  

(3.35)

Hence we can identify $L^2(\mathfrak{F}_{e,M'})$ with $\mathfrak{F}_{e,M'} \otimes \mathfrak{F}_{e,M'}$ by $\Phi_\vartheta$. Then one has

$$\Phi_\vartheta L (A) \Phi_\vartheta^{-1} = A \otimes \mathbb{1}, \quad \Phi_\vartheta R (\vartheta A^* \vartheta) \Phi_\vartheta^{-1} = \mathbb{1} \otimes A$$

(3.36)

for any bounded linear operator $A$ on $\mathfrak{F}_{e,M'}$.

3.4.3 The Schrödinger representation

Remark the following identification

$$P = L^2(Q, dq) = L^2(Q),$$

(3.37)

where $Q = \mathbb{R}^{|\Lambda|}$ and $dq = \prod_{x \in \Lambda} dq_x$ is the $|\Lambda|$-dimensional Lebesgue measure on $Q$. Under this identification, $q_x$ and $p_x$ can be viewed as multiplication and partial differential operators, respectively. Moreover the phonon energy term can be expressed as

$$H_p = \frac{1}{2} \sum_{x \in \Lambda} \left( -\nabla^2 q_x + \omega_0^2 q_x^2 \right) - \frac{|\Lambda|}{2}.$$  

(3.38)

Note the following identifications:

$$L^2(\mathfrak{F}_{e,M'}) \otimes P = L^2(\mathfrak{F}_{e,M'}) \otimes L^2(Q) = \int_{\mathfrak{F}} L^2(\mathfrak{F}_{e,M'}) dq.$$

(3.39)

**Definition 3.5** For each $\psi = \int_{\mathfrak{F}} \psi(q) dq \in L^2(\mathfrak{F}_{e,M'}) \otimes L^2(Q) = \int_{\mathfrak{F}} L^2(\mathfrak{F}_{e,M'}) dq$, let us define an isometric isomorphism $\Phi_\vartheta$ from $L^2(\mathfrak{F}_{e,M'}) \otimes L^2(Q)$ onto $[\mathfrak{F}_{e,M'} \otimes \mathfrak{F}_{e,M'}] \otimes L^2(Q)$ by

$$\Phi_\vartheta (\psi) = \int_{\mathfrak{F}} \Phi_\vartheta (\psi(q)) dq.$$  

(3.40)

Let $q \mapsto A(q)$ be an $L^\infty(\mathfrak{F}_{e,M'})$-valued measurable map such that $\sup_q \|A(q)\|_{L^\infty} < \infty$. Using (3.36), we see that

$$\Phi_\vartheta \int_{\mathfrak{F}} L(A(q)) dq \Phi_\vartheta^{-1} = \int_{\mathfrak{F}} A(q) \otimes \mathbb{1} dq,$$

(3.41)

$$\Phi_\vartheta \int_{\mathfrak{F}} R(\vartheta A(q)^* \vartheta) dq \Phi_\vartheta^{-1} = \int_{\mathfrak{F}} \mathbb{1} \otimes A(q) dq.$$  

(3.42)
Lemma 3.6 Under the identification (3.39), we have the following.

(i) \[ T_{+g,\uparrow} = \int_{Q}^{\oplus} L(T_{+g}(q)) dq, \quad T_{-g,\downarrow} = \int_{Q}^{\ominus} R(T_{+g}(q)) dq. \] (3.43)

where

\[ T_{\pm g}(q) = \sum_{\{x,y\} \in E} t(x-y)c_x^* c_y \exp \left\{ \pm i \Phi_{\{x,y\}}(q) \right\} + V, \] (3.44)

\[ \Phi_{\{x,y\}}(q) = \sum_{z \in \Lambda} \sqrt{2} \omega_0 \left( g(x-z) - g(y-z) \right) q_z, \] (3.45)

for each \( q = (q_x)_x \in Q \).

(ii) \[ U = \sum_{x,y \in \Lambda} U_{\text{eff}}(x-y) L(n_x - \frac{1}{2}) R(n_y - \frac{1}{2}). \]

Proof. (i) Since \( L(\cdot) \) is linear, i.e., \( L(aX + bY) = aL(X) + bL(Y) \), we have

\[ T_{+g,\uparrow} = \int_{Q}^{\oplus} \left( \sum_{\{x,y\} \in E} t(x-y) \exp \left\{ i \Phi_{\{x,y\}}(q) \right\} c_x^* c_y + V \right) \otimes \mathbb{1} dq \]

\[ = \int_{Q}^{\oplus} \left( \sum_{\{x,y\} \in E} t(x-y) \exp \left\{ i \Phi_{\{x,y\}}(q) \right\} L(c_x^* c_y) + L(\mathbb{1}) \right) dq \]

\[ = \int_{Q}^{\oplus} L(T_{+g}(q)) dq. \] (3.46)

Since \( R(\cdot) \) is linear and \( \partial c_x \partial = c_x \), we have

\[ T_{-g,\downarrow} = \int_{Q}^{\ominus} \mathbb{1} \otimes \left( \sum_{\{x,y\} \in E} t(x-y) \exp \left\{ -i \Phi_{\{x,y\}}(q) \right\} c_x^* c_y + V \right) dq \]

\[ = \int_{Q}^{\ominus} \left( \sum_{\{x,y\} \in E} t(x-y) \exp \left\{ -i \Phi_{\{x,y\}}(q) \right\} R(c_x^* c_y) + R(\mathbb{1}) \right) dq \]

\[ = \int_{Q}^{\ominus} \left( \sum_{\{x,y\} \in E} t(x-y) \exp \left\{ -i \Phi_{\{x,y\}}(q) \right\} R(c_x^* c_y) + R(\mathbb{1}) \right) dq \]

\[ = \int_{Q}^{\ominus} R(T_{+g}(q)) dq. \] (3.47)

Here we used that \( t(-x) = t(x) \) and \( \Phi_{\{y,x\}}(q) = -\Phi_{\{x,y\}}(q) \).

(ii) is immediate. ☐
Corollary 3.7  Under the identification (3.39), we have
\[ H_M = -T - U + H_p, \]
where
\[ T = \int_Q \mathcal{L}(T_+g(q))dq + \int_Q \mathcal{R}(T_+g(q))dq \]
and \( U \) is given by Lemma 3.6.

### 3.5 Kernel operators

Under the identification (3.39), each \( \psi \in L^2(\mathfrak{H}_{e,M}) \otimes L^2(Q) \) can be expressed as \( \psi = \int_Q \psi(q) dq \), where \( \psi(q) \in L^2(\mathfrak{H}_{e,M}) \) for a.e. \( q \).

**Definition 3.8** Let \( A \) be a bounded linear operator on \( L^2(\mathfrak{H}_{e,M}) \otimes L^2(Q) \). If there exists an \( L^\infty(L^2(\mathfrak{H}_{e,M})) \)-valued map \((q,q') \mapsto K(q,q')\) such that
\[ (A\psi)(q) = \int Q K(q,q')\psi(q')dq' \quad \text{a.e. } q, \forall \psi \in L^2(\mathfrak{H}_{e,M}) \otimes L^2(Q), \]
then we say that \( A \) has a kernel operator \( K \). We denote the kernel operator of \( A \) by \( A(q,q') \) if it exists. Trivially it holds that
\[ \langle \varphi, A\psi \rangle = \int_{Q \times Q} dq dq' \langle \varphi(q), A(q,q')\psi(q') \rangle_{L^2(\mathfrak{H}_{e,M})}. \]

In this subsection, we will clarify the kernel operator of \( \exp\{-\beta(-T + H_p)\} \).

In the remainder of this paper, we may assume \( \omega_0 = 1 \) without loss of generality.

Set \( A = C([0, \infty); Q) \), the set of all \( Q \)-valued continuous functions on \([0, \infty)\). Let \((A, \mathcal{B}(A), D\alpha)\) be the probability space for \( |A| \)-dimensional Brownian bridge \( \{\alpha(s) | 0 \leq s \leq 1\} = \{\{\alpha_x(s)\}_{x \in A} | 0 \leq s \leq 1\} \), i.e., the Gaussian process with covariance
\[ \int_A \alpha_x(s)\alpha_y(t) D\alpha = \delta_{xy} s(1 - t) \]
for \( 0 \leq s, t \leq 1 \) and \( x, y \in A \). Define, for each \( q,q' \in Q \),
\[ \omega(s) = (1 - \beta^{-1}s)q + \beta^{-1}s q' + \sqrt{\beta}(\beta^{-1}s). \]
The conditional Wiener measure \( d\mu_{q,q';\beta} \) is given by
\[ d\mu_{q,q';\beta} = P_{\beta}(q,q')D\alpha, \]
where \( P_{\beta}(q,q') = (2\pi\beta)^{-1/2} \exp\left(-\frac{1}{2\beta}|q - q'|^2\right) \).

For each \( \varphi \in A \), \( \omega(\varphi) \) indicates a function \( s \mapsto \omega(s)(\varphi) \), the sample path \( \omega(\cdot)(\varphi) \) associated with \( \varphi \). Let
\[ G_{\beta}(\omega(\varphi)) = \prod_{0}^{s} e^{\mathcal{T}_+g(\omega(s)(\varphi))} ds, \]
where the R.H.S. of (3.55) is the strong product integration, see Appendix B. Note that since \( \omega(s)(\varphi) \) is continuous in \( s \) for all \( \varphi \in A \), the the R.H.S. of (3.55) exists.
Proposition 3.9 Let

\[ K_M = -T + H_p. \]  

Then e\(^{-\beta K_M}\) has a kernel operator given by

\[ e^{-\beta K_M}(q, q') = \int d\mu_{q, q'; \beta} L\left[G_{\beta}(\omega)\right] R\left[G_{\beta}(\omega)^*\right] e^{-\int_0^\beta ds V(\omega(s))}, \]

where

\[ V(q) = \frac{1}{2} \sum_{x \in \Lambda} \omega_0^2 q_x^2 - \frac{1}{2} |\Lambda|. \]

Proof. First note that

\[ \left\langle f_0, e^{-\beta H_p/n} f_1 e^{-\beta H_p/n} f_2 \cdots f_n \right\rangle \]

\[ = \int_{\mathcal{Q} \times \mathcal{Q}} dq dq' \int d\mu_{q, q'; \beta} f_0(q) f_1(\omega^2_n) f_2(\omega^2_n) \cdots f_{n-1}(\omega^2_n) f_n(q') e^{-\int_0^\beta ds V(\omega(s))} \]

for \( f_0, f_n \in L^2(\mathcal{Q}) \) and \( f_1, \ldots, f_{n-1} \in L^\infty(\mathcal{Q}) \), see, e.g., [22]. Let \( T(q) = L(T_{+\beta}(q)) + R(T_{+\beta}(q)) \). By the Trotter-Kato product formula, we have

\[ \left\langle \varphi, e^{-\beta K_M} \psi \right\rangle = \lim_{n \to \infty} \left\langle \varphi, \left(e^{-\beta H_p/n} e^{\beta T/n}\right)^n \psi \right\rangle \]

\[ = \lim_{n \to \infty} \int_{\mathcal{Q} \times \mathcal{Q}} dq dq' \int d\mu_{q, q'; \beta} e^{-\int_0^\beta ds V(\omega(s))} \]

\[ \times \left\langle \varphi(q), e^{\beta T_{+\beta}(\omega(\frac{\beta}{n}))} \cdots e^{\beta T_{+\beta}(\omega(\frac{2\beta}{n}))} \psi(q') \right\rangle_{L^2(\mathcal{F}_e M^1)} \]

\[ = \lim_{n \to \infty} \int_{\mathcal{Q} \times \mathcal{Q}} dq dq' \int d\mu_{q, q'; \beta} e^{-\int_0^\beta ds V(\omega(s))} \]

\[ \times \left\langle \varphi(q), L\left[ e^{\beta T_{+\beta}(\omega(\frac{\beta}{n}))} \cdots e^{\beta T_{+\beta}(\omega(\frac{2\beta}{n}))} \right] \psi(q') \right\rangle_{L^2(\mathcal{F}_e M^1)} \]

(3.58)

By the dominated convergence theorem, we conclude (3.57). \( \square \)

4 Proofs of Theorem 2.3 and Corollary 2.4

4.1 Preliminaries

Let \( L^2(\mathcal{Q})_+ \) be a Hilbert cone in \( L^2(\mathcal{Q}) \) defined by \( L^2(\mathcal{Q})_+ = \{ F \in L^2(\mathcal{Q}) | F(q) \geq 0 \text{ a.e.} \} \). The canonical cone in \( L^2(\mathcal{F}_e M^1) \otimes L^2(\mathcal{Q}) \) is given by

\[ \mathcal{C}_M = \int_{\mathcal{Q}} L^2(\mathcal{F}_e M^1) d\mathcal{Q}. \]  

(4.1)
where the direct integral of $L^2(\mathfrak{H}_{e,M^1})_+$ over $\mathcal{Q}$ is defined by
\[
\int_\mathcal{Q} L^2(\mathfrak{H}_{e,M^1})_+ d\mathcal{q} = \left\{ \Psi \in L^2(\mathfrak{H}_{e,M^1}) \otimes L^2(\mathcal{Q}) \mid \Psi(\mathcal{q}) \geq 0 \text{ w.r.t. } L^2(\mathfrak{H}_{e,M^1})_+ \text{ for a.e. } \mathcal{q} \right\}.
\] (4.2)

**Lemma 4.1** Let $B : \mathcal{Q} \to L^2(\mathfrak{H}_{e,M^1}) : \mathcal{q} \mapsto B(\mathcal{q})$ be strongly continuous. Then we have
\[
\int_\mathcal{Q} \mathcal{L}(B(\mathcal{q})^*) \mathcal{R}(B(\mathcal{q})) d\mathcal{q} \geq 0 \text{ w.r.t. } \mathcal{C}_M.
\] (4.3)

In particular $\mathcal{L}(C^*) \mathcal{R}(C) \otimes \mathbb{I} \geq 0$ w.r.t. $\mathcal{C}_M$ for each $C \in L^\infty(L^2(\mathfrak{H}_{e,M^1}))$.

**Proof.** For a.e. $\mathcal{q}$, we obtain $\mathcal{L}(B(\mathcal{q})^*) \mathcal{R}(B(\mathcal{q})) \geq 0$ w.r.t. $L^2(\mathfrak{H}_{e,M^1})_+$ by Lemma 3.4.

Thus $\int_\mathcal{Q} \mathcal{L}(B(\mathcal{q})^*) \mathcal{R}(B(\mathcal{q})) d\mathcal{q}$ leaves $\mathcal{C}_M$ invariant. □

**4.2 Lower bounds for the effective Coulomb interaction**

**Proposition 4.2** One has the following.

(i) If $U_{\text{eff}}$ is positive semidefinite, then
\[
\sum_{x,y \in \Lambda} U_{\text{eff}}(x-y) \mathcal{L}(n_x - \frac{1}{2}) \mathcal{R}(n_y - \frac{1}{2}) \otimes \mathbb{I} \geq 0 \text{ w.r.t. } \mathcal{C}_M.
\] (4.4)

(ii) If $U_{\text{eff}}$ is positive definite, then there exists a $U_0 > 0$ such that
\[
\sum_{x,y \in \Lambda} U_{\text{eff}}(x-y) \mathcal{L}(n_x - \frac{1}{2}) \mathcal{R}(n_y - \frac{1}{2}) \otimes \mathbb{I} \geq U_0 \sum_{x \in \Lambda} \mathcal{L}(n_x) \mathcal{R}(n_x) \otimes \mathbb{I} - U_0 M^\dagger \mathbb{I} + \frac{1}{4} U_0 |\Lambda| \text{ w.r.t. } \mathcal{C}_M.
\] (4.5)

**Proof.** (i) Let $M = (M_{xy})$ be a $|\Lambda| \times |\Lambda|$ matrix defined by $M_{xy} = U_{\text{eff}}(x-y)$. By the assumption, $M$ is positive semidefinite. Thus there exists an orthogonal matrix $P$ such that $M = PDP^T$, where $D = \text{diag}(\lambda_x)$ is a diagonal matrix with $\lambda_x \geq 0$. Set $n = (n_x - \frac{1}{2})_{x \in \Lambda}$ and set $\tilde{n} = P^T n$. Writing $\tilde{n} = (\tilde{n}_x)_{x \in \Lambda}$, we have
\[
\sum_{x,y \in \Lambda} U_{\text{eff}}(x-y) \mathcal{L}(n_x - \frac{1}{2}) \mathcal{R}(n_y - \frac{1}{2}) = \langle \mathcal{L}(n), M \mathcal{R}(n) \rangle = \langle \mathcal{L}(\tilde{n}), D \mathcal{R}(\tilde{n}) \rangle = \sum_{x \in \Lambda} \lambda_x \mathcal{L}(\tilde{n}_x) \mathcal{R}(\tilde{n}_x).
\] (4.6)

Clearly the right hand side of (4.6) is positive w.r.t. $L^2(\mathfrak{H}_{e,M^1})_+$. 17
(ii) By the assumption, $M$ is positive definite. Thus the lowest eigenvalue of $M$ is strictly positive: $U_0 := \min_x \lambda_x > 0$. Thus by (4.6), one sees

$$\sum_{x,y \in \Lambda} U_{\text{eff}}(x - y) \mathcal{L}(n_x - \frac{1}{2}) \mathcal{R}(n_y - \frac{1}{2}) = \sum_{x \in \Lambda} \lambda_x \mathcal{L}(n_x) \mathcal{R}(n_x)$$

$$\geq U_0 \sum_{x \in \Lambda} \mathcal{L}(n_x) \mathcal{R}(n_x)$$

$$= U_0 \sum_{x \in \Lambda} \mathcal{L}(n_x - \frac{1}{2}) \mathcal{R}(n_x - \frac{1}{2})$$

$$= U_0 \sum_{x \in \Lambda} \mathcal{L}(n_x) \mathcal{R}(n_x) \otimes 1 - U_0 M^\dagger + \frac{1}{4} U_0 |\Lambda|.$$  

This completes the proof. □

4.3 Completion of proof of Theorem 2.3

**Proposition 4.3** Assume that $U_{\text{eff}}$ is positive semidefinite. For all $\beta \geq 0$ and $M^\dagger \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\}$, we have $e^{-\beta H_M} \geq 0$ w.r.t. $\mathcal{C}_M$.

**Proof.** Since $U \geq 0$ w.r.t. $\mathcal{C}_M$ by Proposition 4.2, we have

$$e^{\beta U} = \sum_{n=0}^{\infty} \frac{\beta^n}{n!} U^n \geq 0 \text{ w.r.t. } \mathcal{C}_M \text{ for all } \beta \geq 0.$$  

(4.8)

By (3.38), it holds that $e^{-\beta H_P} \geq 0$ w.r.t. $L^2(\mathcal{Q})_+$ for all $\beta \geq 0$. Let $K = H_P - U$. Thus it holds that $e^{-\beta K} = e^{-\beta H_P} e^{\beta U} \geq 0$ w.r.t. $\mathcal{C}_M$ for all $\beta \geq 0$.

By (3.49) and Lemma 4.1, we have

$$e^{\beta T} = \int_0^{\beta} \mathcal{L}(e^{\beta T + \gamma(q)}) \mathcal{R}(e^{\beta T + \gamma(q)}) dq \geq 0 \text{ w.r.t. } \mathcal{C}_M.$$  

(4.9)

Combining these properties, we have

$$\left( e^{\beta T/\sqrt{n}} e^{-\beta K/\sqrt{n}} \right)^n \geq 0 \text{ w.r.t. } \mathcal{C}_M \text{ for all } \beta \geq 0.$$  

(4.10)

Thus the proposition follows from the Trotter-Kato formula. □

4.4 Proof of Corollary 2.4

Let $J$ be a conjugation defined by $(J \Psi)(q) = \Psi^*(q)$ for each $\Psi \in L^2(\mathcal{F}_{e,M}) \otimes L^2(\mathcal{Q})$. Since $e^{-\beta H_M}$ preserves the positivity w.r.t. $\mathcal{C}_M$, $H_M$ commutes with $J$. Let $\lambda$ be an eigenvalue of $H_M$ and let $\Psi$ be a corresponding eigenvector. Put $\Psi_R = (\Psi + J \Psi)/2$ and $\Psi_I = (\Psi - J \Psi)/2i$. Then $\Psi_R(q)$ and $\Psi_I(q)$ are self-adjoint for a.e. $q$. In addition, they are eigenvectors of $H_M$ with the associated eigenvalue $\lambda$.

Let $\psi_M$ be a ground state of $H_M$. $\psi_M$ can then be written as $\psi_M = \int_0^{\beta T} \psi_M(q) dq$ under the identification (3.39). Without loss of generality, we may assume that $\psi_M(q)$ is self-adjoint for a.e. $q$. Let $\psi_{M,+}(q)$ (resp. $\psi_{M,-}(q)$) be the positive (resp. negative) part part
of $\psi_M(q)$. Hence it holds that $\psi_M = \psi_M^+ - \psi_M^-$, $\psi_M^\pm \in C_M$ and $\langle \psi_M^+, \psi_M^- \rangle = 0$. By Proposition 4.3 we have
\[
e^{-\beta E_M} = \langle \psi_M, e^{-\beta H_M} \psi_M \rangle \leq \langle |\psi_M|, e^{-\beta H_M} |\psi_M| \rangle, \tag{4.11}
\]
where $|\psi_M| = \psi_M^+ + \psi_M^-$. This means $|\psi_M|$ is a ground state of $H_M$ as well.

By using the notation in Subsection 5.1 we can express $|\psi_M|$ as
\[
|\psi_M| = \sum_{x, Y \in \Lambda^M |\Lambda \mu} \int Q |\psi_M|_{XY}(q)|e_X\rangle\langle e_Y|dq.	ag{4.12}
\]
Since $|\psi_M|$ is a non-zero vector, $|\psi_M|$ is non-zero as well. Thus there exists an $X_0 \in \Lambda^M |\Lambda \mu$ such that $|\psi_M|_{X_0 X_0}(q) \neq 0$. Observe that $S^2_{\text{tot}}|e_X\rangle\langle e_X| = 0$. From this it follows $P_{S=0}|\psi_M| \neq 0$, where $P_{S=0}$ is the orthogonal projection onto ker$[S^2_{\text{tot}}]$. By using the fact that $W^* S^2_{\text{tot}} W = S^2$, we obtain (i).

Note that $WS_{x+y} - W^* = \gamma(x) \gamma(y) L(c_x c_y) R((c_x c_y)^*)$. Hence
\[
\langle \varphi_M, S_{x+y} - \varphi_M \rangle = \gamma(x) \gamma(y) \langle |\psi_M|, L(c_x c_y) R((c_x c_y)^*) |\psi_M| \rangle. \tag{4.13}
\]
Since $|\psi_M|$ is positive and $L(c_x c_y) R((c_x c_y)^*) \geq 0$ w.r.t. $C_M$, we conclude (ii). □

5 Proofs of Theorem 2.7 and Corollary 2.8

5.1 Preliminaries

Let $G = (\Lambda, E)$ be a connected graph. For each $0 \leq n \leq |\Lambda|$, we set
\[
\Lambda^{(n)} = \{X = (x_1, \ldots, x_n) \in \Lambda^n \mid x_1 \neq \cdots \neq x_n\}. \tag{5.1}
\]
Let $S_n$ be the permutation group on the set $\{1, \ldots, n\}$. For $(x_1, \ldots, x_n), (y_1, \ldots, y_n) \in \Lambda^{(n)}$, if there exists a $\sigma \in S_n$ such that $(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) = (y_1, \ldots, y_n)$, then we denote $(x_1, \ldots, x_n) \sim (y_1, \ldots, y_n)$. The binary relation $\sim^n$ on $\Lambda^{(n)}$ is an equivalence relation. We denote by $\Lambda^n \Lambda$ the quotient set $\Lambda^{(n)} / \sim$. For notational simplicity, let $(x_1, \ldots, x_n)$ denote the equivalence class $[x_1 \ldots, x_n)$ as well, if no confusion occurs. We say that $X = (x_1, \ldots, x_n), Y = (y_1, \ldots, y_n) \in \Lambda^n \Lambda$ are neighbors if there exists a unique $j$ such that $x_j$ and $y_j$ are neighbors in $G$ and $x_i = y_i$ holds for all $i \in \{1, \ldots, n\} \setminus \{j\}$. Now we define the fermionic graph by
\[
\wedge^n G = (\wedge^n \Lambda, \wedge^n E), \tag{5.2}
\]
\[
\wedge^n E = \{X, Y \in [\wedge^n \Lambda]^2 \mid X, Y \text{ are neighbors} \} \tag{5.3}
\]
with $\wedge^0 G = (\emptyset, \emptyset)$, the empty graph, and $\wedge^1 G = G$. Remark that since $|\wedge^{[\Lambda]} \Lambda| = 1$, $\wedge^{[\Lambda]} G$ is trivial.

The following proposition is often useful.

Proposition 5.1 If $G$ is connected, then $\wedge^n G$ is connected for all $0 < n < |\Lambda|$. 
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Proof. See, e.g., [17].

A path in $\wedge^n G$ is a graph $P = (v, e) \subseteq \wedge^n G$ with $v = \{X_1, \ldots, X_N\}$ and $e = \{\{X_1, X_2\}, \{X_2, X_3\}, \ldots, \{X_{N-1}, X_N\}\}$, where all $X_j$ are distinct. In this paper, the path $P$ is simply denoted by $P = X_1X_2 \cdots X_N$. The number $N - 1$ is called the length of the path $P$ and denoted by $|P|$. For each $X, Y \in \wedge^n \Lambda$, we denote the set of all paths from $X$ to $Y$ by $P^{(n)}_{XY}$. For each $L \in \mathbb{N}$, we set

$$P^{(n)}_{XY}[L] = \left\{ P \in P^{(n)}_{XY} \mid |P| = L \right\}. \tag{5.4}$$

Clearly it holds that $P^{(n)}_{XY} = \bigcup_L P^{(n)}_{XY}[L].$

Let $e_x(y) = \delta(x - y)$. Then $\{e_x \mid x \in \Lambda\}$ is a complete orthonormal system (CONS) of $\ell^2(\Lambda)$. For each $X = (x_1, \ldots, x_n) \in \wedge^n \Lambda$, we define

$$e_X = e_{x_1} \wedge \cdots \wedge e_{x_n} \in \wedge^n \ell^2(\Lambda). \tag{5.5}$$

Then $\{e_X \mid X \in \wedge^n \Lambda\}$ is a CONS of $\wedge^n \ell^2(\Lambda)$ as well. Note that each $\psi \in L^2(\mathfrak{F}_{e,M}) \otimes L^2(Q)$ can be expressed as

$$\psi = \sum_{X,Y \in \wedge^M \Lambda} \int_Q \psi_{XY}(q)|e_X\rangle\langle e_Y|dq. \tag{5.6}$$

5.2 Positivity improving semigroup

Our main purpose in this section is to show the following:

**Theorem 5.2** Assume that $U_{\text{eff}}$ is positive definite. For all $\beta > 0$ and $M^1 \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\}$, one has $e^{-\beta H_M} > 0$ w.r.t. $\mathfrak{C}_M$.

As a corollary, we obtain the following result by Theorem A.2.

**Corollary 5.3** Assume that $U_{\text{eff}}$ is positive definite. Let $E_M$ be the ground state energy, i.e., the lowest eigenvalue of $H_M$. For each $M^1 \in \{-|\Lambda|/2, -(|\Lambda| - 1)/2, \ldots, |\Lambda|/2\}$, $E_M$ is nondegenerate and the corresponding eigenvector is strictly positive w.r.t. $\mathfrak{C}_M$.

Next we will explain how to prove Theorem 5.2.

**Proposition 5.4** Let $U_0$ be the strictly positive constant given by Proposition 4.2. Let

$$\mathbb{U}_0 = U_0 \sum_{x \in \Lambda} \mathcal{L}(n_x)/\mathcal{R}(n_x). \tag{5.7}$$

We define a new Hamiltonian $H_M^{(0)}$ by

$$H_M^{(0)} = K_M - \mathbb{U}_0. \tag{5.8}$$

If $e^{-\beta H_M^{(0)}} > 0$ w.r.t. $\mathfrak{C}_M$ for all $\beta > 0$, then $e^{-\beta H_M} > 0$ w.r.t. $\mathfrak{C}_M$ for all $\beta > 0$. 20
Proof. Put $C = -U_0M^\dagger + \frac{1}{4}U_0|\Lambda|$. Then by Proposition 4.2 it holds that $U \supset U_0 + C$ w.r.t. $\mathcal{C}_M$. Hence applying Proposition A.1, we have $e^{-\beta H_M} \supset e^{-\beta H_M^{(0)}} e^{-\beta C}$ w.r.t. $\mathcal{C}_M$. Thus if $e^{-\beta H_M^{(0)}} \supset 0$ w.r.t. $\mathcal{C}_M$, we conclude that $e^{-\beta H_M} \supset 0$ w.r.t. $\mathcal{C}_M$. □

By Proposition 5.3 it suffices to prove that $e^{-\beta H_M^{(0)}} \supset 0$ w.r.t. $\mathcal{C}_M$ for all $\beta > 0$. By the Duhamel formula, we have

$$e^{-\beta H_M^{(0)}} = \sum_{n \geq 0} \mathcal{D}_{n,\beta}, \quad (5.9)$$

$$\mathcal{D}_{n,\beta} = \int_{S_n(\beta)} e^{-s_1 K_M U_0} e^{-s_2 K_M U_0} \ldots e^{-s_n K_M U_0} e^{-(\beta - \sum_{j=1}^{n} s_j) K_M}, \quad (5.10)$$

where $\int_{S_n(\beta)} = \int_{0}^{\beta} dt_1 \int_{0}^{\beta - t_1} dt_2 \ldots \int_{0}^{\beta - \sum_{j=1}^{n-1} t_j} dt_n$ and $\mathcal{D}_{n,\beta} = e^{-\beta K_M}$. In Subsection 5.3 we will prove the following:

**Theorem 5.5 (Ergodicity)** \{\mathcal{D}_{n,\beta}\}_{n \in \mathbb{N}_0} is ergodic in a sense that, for each $\varphi, \psi \in \mathcal{C}_M \setminus \{0\}$, there are $\beta > 0$ and $n \in \mathbb{N}_0$ such that $\langle \varphi, \mathcal{D}_{n,\beta} \psi \rangle > 0$.

Assuming Theorem 5.5, we can prove Theorem 5.2.

**Proof of Theorem 5.2 given Theorem 5.5**

Basic idea comes from [5, 17]. Note that since $e^{\beta T} \supset 0$, $U_0 \supset 0$ w.r.t. $\mathcal{C}_M$, we see $\mathcal{D}_{n,\beta} \supset 0$ w.r.t. $\mathcal{C}_M$. Thus for each $n \in \mathbb{N}_0$, one has

$$e^{-\beta H_M^{(0)}} \supset \mathcal{D}_{n,\beta} \quad (5.11)$$

w.r.t. $\mathcal{C}_M$. Take $\varphi, \psi \in \mathcal{C}_M \setminus \{0\}$ arbitrarily. Then by Theorem 5.5 there exist $\beta > 0$ and $n \in \mathbb{N}_0$ such that $\langle \varphi, \mathcal{D}_{n,\beta} \psi \rangle > 0$. Hence using (5.11), we have $\langle \varphi, e^{-\beta H_M^{(0)}} \psi \rangle \geq \langle \varphi, \mathcal{D}_{n,\beta} \psi \rangle > 0$. To summarize, for each $\varphi, \psi \in \mathcal{C}_M \setminus \{0\}$, there exists a $\beta > 0$ such that $\langle \varphi, e^{-\beta H_M^{(0)}} \psi \rangle > 0$. This means $e^{-\beta H_M^{(0)}}$ improves the positivity w.r.t. $\mathcal{C}_M$ by Theorem A.2 □

**5.3 Proof of Theorem 5.5**

To prove Theorem 5.2 it suffices to show Theorem 5.5.

**Proposition 5.6** Let

$$\mathcal{C}_{n,\beta} = \left( U_0^M e^{-\beta K_M/(n-1)} \right)^n e^{\beta K_M/(n-1)} \supset U_0^M e^{\beta T/(n-1)} U_0^M \ldots e^{\beta T/(n-1)} U_0^M. \quad (5.12)$$

Suppose that \{\mathcal{C}_{n,\beta}\} is ergodic in a sense that for each $\varphi, \psi \in \mathcal{C}_M \setminus \{0\}$, there are $\beta > 0$ and $n \in \mathbb{N}_0$ such that $\langle \varphi, \mathcal{C}_{n,\beta} \psi \rangle > 0$. Then \{\mathcal{D}_{n,\beta}\} is ergodic.

**Proof.** Put $N(n) = nM^\dagger + (n-1)$. It suffices to show that $\{\mathcal{D}_{N(n),\beta}\}_{n,\beta}$ is ergodic. Let

$$F_n(s_1, \ldots, s_n) = e^{-s_1 K_M U_0} e^{-s_2 K_M U_0} \ldots e^{-s_n K_M U_0} e^{-(\beta - \sum_{j=1}^{n} s_j) K_M}. \quad (5.13)$$
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By (5.10), it holds that
\[ \mathcal{D}_{N(n), \beta} = \int_{S_{N(n)}(\beta)} F_{N(n)}(s_1, \ldots, s_{N(n)}) \quad (5.14). \]

Notice that
\[ \mathcal{C}_{n, \beta} = F_{N(n)}(0, \ldots, 0, \beta/(n - 1), 0, \ldots, 0, \beta/(n - 1), 0, \ldots, 0) \quad (5.15). \]

In particular, \( \mathcal{C}_{n, \beta} \geq 0 \) w.r.t. \( \mathcal{C}_M \) for all \( n \in \mathbb{N}_0 \) and \( \beta \geq 0 \). Since \( \{\mathcal{C}_{n, \beta}\} \) is ergodic, for each \( \varphi, \psi \in \mathcal{C}_M \setminus \{0\} \), there are \( \beta > 0 \) and \( n \in \mathbb{N}_0 \) such that \( \langle \varphi, \mathcal{C}_{n, \beta} \psi \rangle > 0 \). Let \( f(s_1, \ldots, s_{N(n)}) = \langle \varphi, F_{N(n)}(s_1, \ldots, s_{N(n)}) \psi \rangle \). Then \( f \) is a non-zero positive function so that
\[ f(0, \ldots, 0, \beta/(n - 1), 0, \ldots, 0, \beta/(n - 1), 0, \ldots, 0) > 0. \quad (5.16) \]

Moreover, \( f \) is continuous in \( s_1, \ldots, s_{N(n)} \). Thus
\[ \langle \varphi, \mathcal{D}_{N(n), \beta} \psi \rangle = \int_{S_{N(n)}(\beta)} f(s_1, \ldots, s_{N(n)}) \quad (5.17). \]

This means that \( \{\mathcal{D}_{N(n), \beta}\}_{n, \beta} \) is ergodic. \( \square \)

Henceforth, we may assume
\[ U_0 = 1 \quad (5.18) \]

without loss of generality.

**Lemma 5.7** Let \( E_X = |e_X\rangle \langle e_X| \) for all \( X \in \Lambda^M \Lambda \). We have
\[ \mathbb{U}^M_{\Lambda} \ni \sum_{X \in \Lambda^M \Lambda} \mathcal{L}(E_X) \mathcal{R}(E_X) \quad \text{w.r.t.} \quad L^2(\mathcal{H}_{e,M^1}). \quad (5.19) \]

**Proof.** Since \( |\Lambda^M| \geq |\Lambda^M \Lambda| \) and \( E_X = n_{x_1} \cdots n_{x_{M^1}} \) for each \( X = (x_1, \ldots, x_{M^1}) \in \Lambda^M \Lambda \), we obtain
\[ \mathbb{U}^M_{\Lambda} \ni \sum_{X \in \Lambda^M \Lambda} \mathcal{L}(n_{x_1} \cdots n_{x_{M^1}}) \mathcal{R}(n_{x_1} \cdots n_{x_{M^1}}) \quad (5.20) \]

w.r.t. \( L^2(\mathcal{H}_{e,M^1}) \). \( \square \)

We introduce the following notation:
\[ \int d\nu_{q_1, \ldots, q_{n-1}}^{(n-1)} F(\omega_1, \ldots, \omega_{n-1}) \]
\[ := \int_{Q_{n-2}} \prod_{j=1}^{n-2} dq_j \int d\mu_{q_1, q_2; \beta} (\varphi_1) d\mu_{q_1, q_2; \beta} (\varphi_2) \cdots d\mu_{q_{n-2}, q_{n-1}; \beta} (\varphi_{n-1}) \times \exp \left[ \frac{1}{\beta} \int_0^\beta ds V(\omega_j(s) | \varphi_j) \right] F(\omega_1(\varphi_1), \ldots, \omega_{n-1}(\varphi_{n-1})). \quad (5.21) \]
Proposition 5.8 For each $P = X_1X_2 \cdots X_{|P|+1} \in \mathcal{S}^{(M^1)}_{XY}$ and $\varphi_1, \ldots, \varphi_{|P|} \in A$, let

$$
\mathcal{G}_\beta^{(M^1)}(P, \{\omega_j(\varphi_j)\}_{j=1}^{|P|}) = \prod_{j=1}^{|P|} E_{X_j} G_\beta(\omega_j(\varphi_j)) E_{X_{j+1}},
$$

(5.22)

where $\prod_{j=1}^n A_j := A_1 A_2 \cdots A_n$, the ordered product. Put $\bar{\beta} = \beta/(n - 1)$. The kernel operator of $\mathcal{K}_{n,\beta}$ satisfies the following operator inequality:

$$
\mathcal{C}_{n,\beta}(q, q') \geq \sum_{X_1, X_2, \ldots, X_n \in \Lambda^{M^1} \Lambda} d_{q, q'; \bar{\beta}}^{(n-1)} \int \mathcal{L} \left[ \mathcal{G}_\beta^{(M^1)}(P, \{\omega_j\}_{j=1}^{n-1}) \right] \mathcal{R} \left[ \mathcal{G}_\beta^{(M^1)}(P, \{\omega_j\}_{j=1}^{n-1}) \right]^* w.r.t. L^2(\bar{\mathfrak{S}}_{e,M^1}^+).
$$

(5.23)

Proof. By Proposition 3.9, $e^{-\beta K_{M^1}(q, q')} \geq 0$ w.r.t. $L^2(\bar{\mathfrak{S}}_{e,M^1}^+)$. Thus by Lemma 5.7 we have

$$
\mathcal{C}_{n,\beta}(q, q') \geq \sum_{X_1, \ldots, X_n \in \Lambda^{M^1} \Lambda} d_{q, q'; \bar{\beta}}^{(n-1)} \int \mathcal{L} \left[ E_{X_1} G_\beta(\omega_1) E_{X_2} G_\beta(\omega_2) \cdots G_\beta(\omega_{n-1}) E_{X_n} \right]

\times \mathcal{R} \left[ E_{X_1} G_\beta(\omega_1) E_{X_2} G_\beta(\omega_2) \cdots G_\beta(\omega_{n-1}) E_{X_1} \right]

\geq \sum_{X_1, X_2, \ldots, X_n \in \Lambda^{M^1} \Lambda} d_{q, q'; \bar{\beta}}^{(n-1)} \int \mathcal{L} \left[ E_{X_1} G_\beta(\omega_1) E_{X_2} G_\beta(\omega_2) \cdots G_\beta(\omega_{n-1}) E_{X_n} \right]

\times \mathcal{R} \left[ E_{X_1} G_\beta(\omega_1) E_{X_2} G_\beta(\omega_2) \cdots G_\beta(\omega_{n-1}) E_{X_1} \right]

\geq \sum_{X, Y \in \Lambda^{M^1} \Lambda} \int_{\mathcal{Q}} \psi_{XY}(q) e_X \langle e_Y | d q \int_{\mathcal{Q}} \varphi_{XY}(q) e_X \langle e_Y | d q.
$$

(5.24)

w.r.t. $L^2(\bar{\mathfrak{S}}_{e,M^1}^+)$. □

Let $\psi, \varphi \in \mathcal{C}_M \setminus \{0\}$. We can express as

$$
\psi = \sum_{X, Y \in \Lambda^{M^1} \Lambda} \int_{\mathcal{Q}} \psi_{XY}(q) e_X \langle e_Y | d q, \quad \varphi = \sum_{X, Y \in \Lambda^{M^1} \Lambda} \int_{\mathcal{Q}} \varphi_{XY}(q) e_X \langle e_Y | d q.
$$

Since $\psi \geq 0, \varphi \geq 0$ w.r.t. $\mathcal{C}_M$, one has $\langle e_X, \psi(q) e_X \rangle_{\bar{\mathfrak{S}}_{e,M^1}} \geq 0$ and $\langle e_X, \varphi(q) e_X \rangle_{\bar{\mathfrak{S}}_{e,M^1}} \geq 0$ for all $X \in \Lambda^{M^1} \Lambda$ which imply $\psi_{XX}(q) \geq 0$ and $\varphi_{XX}(q) \geq 0$ for all $X \in \Lambda^{M^1} \Lambda$ and
a.e. \( q \). Especially since both \( \psi \) and \( \varphi \) are non-zero, there exist \( X, Y \in \Lambda^{M^1} \Lambda \) and \( S_X, S_Y \subseteq \mathcal{Q} \) with non-vanishing Lebesgue measures such that \( \psi_{XX}(q) > 0 \) on \( S_X \) and \( \varphi_{YY}(q) > 0 \) on \( S_Y \). Then one obtains the following:

**Lemma 5.9** It holds that

\[
\langle \varphi, \mathcal{E}_{n, \beta} \psi \rangle \geq \sum_{q \in \mathcal{Q}} \sum_{P \in \mathcal{P}_{X, n}^{(M^1)\{n-1\}} \cap \mathcal{Q} \times \mathcal{Q}} dq \, dq' \int_{S_Y \times S_X} d\nu_{q, q'; \beta} \, \varphi_{YY}(q) \psi_{XX}(q') \int_{S_Y \times S_X} d\nu_{q, q'; \beta} \, \varphi_{YY}(q) \psi_{XX}(q') \\
\times \left| \left\langle e_Y, \mathcal{G}_{\beta}^{(M^1)}(P, \{\omega\}) \right\rangle \right|^2 \int_{\mathbb{R}^{M^1}} d\nu_{\gamma, \nu, \varphi, \psi, \xi}.
\] (5.25)

**Proof.** By (5.23), we have

\[
\langle \varphi, \mathcal{E}_{n, \beta} \psi \rangle \geq \sum_{X_1, X_n \in \Lambda^{M^1 \Lambda} \cap \mathcal{Q} \times \mathcal{Q}} \sum_{P \in \mathcal{P}_{X, n}^{(M^1)\{n-1\}} \cap \mathcal{Q} \times \mathcal{Q}} dq \, dq' \int_{S_Y \times S_X} d\nu_{q, q'; \beta} \, \varphi_{XX}(q) \psi_{XX}(q') \\
\times \left| \left\langle e_X, \mathcal{G}_{\beta}^{(M^1)}(P, \{\omega\}) \right\rangle \right|^2 \int_{\mathbb{R}^{M^1}} d\nu_{\gamma, \nu, \varphi, \psi, \xi}.
\] (5.26)

To show that \( \{\mathcal{E}_{n, \beta}\} \) is ergodic, it suffices to find some \( n \) and \( \beta \) such that the R.H.S. of (5.26) is strictly positive.

Before we proceed, we need some preparations. Set \( a_z = a_z(\{x, y\}) = \sqrt{2} \omega_0^{1/2} (g(x - z) - g(y - z)) \). Let

\[
\mathcal{Y} = \left\{ (q, q') \in \mathcal{Q} \times \mathcal{Q} \mid \exists \{x, y\} \in E \text{ s.t. } \sum_{z \in \Lambda} a_z(\{x, y\}) (q_z - q_z') \in 2\pi\mathbb{Z} \right\}.
\] (5.27)

Clearly \( \mathcal{Y} \) is a set of Lebesgue measure 0.

**Lemma 5.10** Let

\[
W_{q, q'} = \left\{ \varphi \in A \left| \lim_{\beta \to +0} \beta^{-1} \int_0^\beta ds \exp \left( \Phi_{\{x, y\}}(\omega(s)) \right) \neq 0 \forall \{x, y\} \in E \right\}.
\] (5.28)

For all \( \beta > 0 \) and \( (q, q') \in \mathcal{Y}^c \), the complement of \( \mathcal{Y} \), we have \( \mu_{q, q'; \beta}(W_{q, q'}) > 0 \).

**Proof.** It suffices to show \( \int_{W_{q, q'}} D\alpha > 0 \) for all \( (q, q') \in \mathcal{Y}^c \). Note that we can write \( \Phi_{\{x, y\}}(q) = \sum_{z \in \Lambda} a_z q_z \). Denote \( \int_A D\alpha F \) by \( \mathbb{E}[F] \). We observe that, by (3.52) and (3.53),

\[
\mathbb{E} \left[ \int_0^\beta ds \exp \left( \Phi_{\{x, y\}}(\omega(s)) \right) \right] = \int_0^\beta ds \mathbb{E} \left[ \exp \left( \Phi_{\{x, y\}}(\omega(s)) \right) \right] = \int_0^\beta ds \exp \left[ \sum_{z \in \Lambda} \left( ia_z \left( (1 - \beta^{-1}s)q_z + \beta^{-1}sq_z' \right) - s(1 - \beta^{-1}s)a_z^2 \right) \right] = \beta \int_0^1 dt \exp \left[ \sum_{z \in \Lambda} \left( ia_z \left( (1 - t)q_z + tq_z' \right) - \beta t(1 - t)a_z^2 \right) \right].
\] (5.29)
Thus, for all \((q, q') \in \mathcal{Y}\) and \(\{x, y\} \in E\), it holds that

\[
\lim_{\beta \to +0} \beta^{-1} E \left[ \int_0^\beta ds \exp \left\{ i\Phi_{\{x,y\}}(\omega(s)) \right\} \right] = \int_0^1 dt \exp \left[ \sum_{z \in \Lambda} \left\{ ia_z \left( (1-t)q_z + tq_z' \right) \right\} \right] \neq 0. \quad (5.30)
\]

Assume that \(\int_{W_{q,q'}} D\alpha = 0\) for some \((q, q') \in \mathcal{Y}\). Thus, by the dominated convergence theorem, we have

\[
\lim_{\beta \to +0} \beta^{-1} E \left[ \int_0^\beta ds \exp \left\{ i\Phi_{\{x,y\}}(\omega(s)) \right\} \right] = \int_{W_{q,q'}} D\alpha \lim_{\beta \to +0} \beta^{-1} \int_0^\beta ds \exp \left\{ i\Phi_{\{x,y\}}(\omega(s)(\varphi)) \right\} = 0 \quad (5.31)
\]

for some \(\{x, y\} \in E\). This contradicts \((5.30)\). \(\square\)

**Lemma 5.11** Let \((q, q') \in \mathcal{Y}\). For all \(\varphi \in W_{q,q'}\),

\[
\lim_{\beta \to +0} \beta^{-1} \left\langle e_X, \int_0^\beta ds \mathbb{T}_+(\omega(s)(\varphi))e_Y \right\rangle \neq 0 \quad (5.32)
\]

holds if and only if \(\{X, Y\} \in \wedge^M E\).

**Proof.** Note that, by Appendix C we can write

\[
\mathbb{T}_+(q) = d\Gamma(\mathbb{T}_+(q))_{\wedge^M},
\]

\[
\mathbb{T}_+(q) = \sum_{\{x,y\} \in E} t(x-y) \exp \left\{ i\Phi_{\{x,y\}}(q) \right\} |e_x\rangle \langle e_y| \quad (5.34)
\]

for all \(q \in Q\).

**STEP 1.** We claim that \(\lim_{\beta \to +0} \beta^{-1} \left\langle e_X, \int_0^\beta ds \mathbb{T}_+(\omega(s)(\varphi))e_Y \right\rangle \neq 0\) if and only if \(\{x, y\} \in E\) and \(\varphi \in W_{q,q'}\). To see this, we just remark that, if \(\{x, y\} \in E\),

\[
\left\langle e_X, \int_0^\beta ds \mathbb{T}_+(\omega(s)(\varphi))e_Y \right\rangle = \int_0^\beta ds \int_{\mathbb{T}_+(\omega(s)(\varphi))} e_x \langle e_x, e_y \rangle \quad (5.35)
\]

**STEP 2.** Let \(X = (x_1, \ldots, x_M), Y = (y_1, \ldots, y_M) \in \wedge^M \Lambda\). Assume that \(\{X, Y\} \in \wedge^M \Lambda\). Then there exists a unique \(j\) such that \(\{x_j, y_j\} \in E\) and \(x_i = y_i\) holds for all \(i \neq j\). By \((5.33)\), it holds that

\[
\left\langle e_X, \int_0^\beta ds \mathbb{T}_+(\omega(s)(\varphi))e_Y \right\rangle = \left\langle e_{X_j}, \int_0^\beta ds \mathbb{T}_+(\omega(s)(\varphi))e_{Y_j} \right\rangle. \quad (5.36)
\]

Thus if \(\varphi \in W_{q,q'}\) and \(\{X, Y\} \in \wedge^M E\), we have, by **STEP 1,**

\[
\lim_{\beta \to +0} \beta^{-1} \left\langle e_X, \int_0^\beta ds \mathbb{T}_+(\omega(s)(\varphi))e_Y \right\rangle \neq 0. \quad (5.37)
\]

On the other hand, if \(\{X, Y\} \notin E\) or \(\varphi \notin W_{q,q'}\), the L.H.S. of \((5.37)\) vanishes. \(\square\)
Proposition 5.12 (Connectivity) Let \( P \in \mathcal{P}_{XY}^{(M)}[L] \). Let \((q, q_1), (q_1, q_2), \ldots, (q_{L-1}, q') \in \mathcal{Y}^X\). Then, for all \( \varphi_1 \in W_{q_1}, \varphi_2 \in W_{q_1, q_2}, \ldots, \varphi_L \in W_{q_{L-1}, q'} \), there exists a \( \beta_\ast > 0 \) such that, for all \( \beta \in (0, \beta_\ast) \), one has

\[
\left\langle e_X, \mathcal{G}_\beta^{(M)} \left( P, \{ \omega_j(\varphi_j) \}_{j=1}^L \right) e_Y \right\rangle \mid_{\delta_{e,M}^L} \neq 0. \tag{5.38}
\]

Proof. For each \( P = X_1 X_2 \cdots X_{L+1} \in \mathcal{P}_{XY}^{(M)}[L] \), let

\[
\tau_\beta^{(M)} \left( P, \{ \omega_j(\varphi_j) \}_{j=1}^L \right) = \prod_{j=1}^L E_{X_j} \int_0^\beta ds T_{sg}(\omega_j(s)(\varphi_j)) E_{Y_j}. \tag{5.39}
\]

We have

\[
\mathcal{G}_\beta^{(M)} \left( P, \{ \omega_j(\varphi_j) \}_{j=1}^L \right) = \tau_\beta^{(M)} \left( P, \{ \omega_j(\varphi_j) \}_{j=1}^L \right) + \mathcal{O}(\beta^{L+1}). \tag{5.40}
\]

The error term \( \mathcal{O}(\beta^{L+1}) \) is uniform in \( \varphi_j \), i.e., \( \| \mathcal{O}(\beta^{L+1}) \| \leq C \beta^{L+1} \), where \( C \) is independent of \( \varphi_j \). To see this, we observe that

\[
\begin{align*}
\left\| E_{X_j} \left[ G_\beta(\omega_j(s_j)(\varphi_j)) - \int_0^\beta ds T_{sg}(\omega_j(s)(\varphi_j)) \right] E_{Y_j} \right\| & \leq C \left\| \int_0^\beta ds T_{sg}(\omega_j(s)(\varphi_j)) \right\|^2 \\
& \leq \beta^2 C(M)^2(\max_x |t(x)|)^2 \tag{5.41}
\end{align*}
\]

by Theorem B.1. Here we used the fact that \( E_{X_j} E_{Y_j} = 0 \). By Lemma 5.11, we have

\[
\lim_{\beta \to 0} \beta^{-L} \tau_\beta^{(M)} \left( P, \{ \omega_j(\varphi_j) \}_{j=1}^L \right) \neq 0. \tag{5.42}
\]

By combining this and (5.40), we obtain the desired result. \( \square \)

5.4 Completion of proof of Theorem 2.7

By Proposition 5.1, we can take \( n \in \mathbb{N} \) such that \( \mathcal{P}_{XY}^{(M)}[n-1] \neq \emptyset \). Let \((q, q_1), \ldots, (q_{n-1}, q') \in \mathcal{Y}^X\). For all \( P \in \mathcal{P}_{XY}^{(M)}[n-1] \), \( \beta \in (0, \beta_\ast) \) and \( \varphi_1 \in W_{q_1}, \varphi_2 \in W_{q_1, q_2}, \ldots, \varphi_{n-1} \in W_{q_{n-1}, q'} \), the term

\[
\left\langle e_Y, \mathcal{G}_\beta^{(M)} \left( P, \{ \omega_j(\varphi_j) \}_{j=1}^{n-1} \right) e_X \right\rangle \mid_{\delta_{e,M}^M}^2
\]

is strictly positive by Proposition 5.12.

Hence the R.H.S. of (5.25) is strictly positive provided that \( \beta \) is sufficiently small. Hence \( \{ \mathcal{C}_{n, \beta} \}_n \) is ergodic. \( \square \)

5.5 Proof of Corollary 2.8

By Theorems 2.7 and A.2, \( \mathbb{H}_M \) has a unique ground state \( \psi_M \). Moreover, by Corollary 5.3, \( \psi_M \) is strictly positive w.r.t. \( \mathcal{C}_M \). Hence we have (i).

(ii) immediately follows from (i) and Corollary 2.4.
Because $H_M$ commutes with $S_{tot}^2$ and because the ground state of $H_M$ is unique, we immediately obtain (iii).

By an argument similar to (4.13), we have

$$\langle \phi_M, S_x + S_y - \phi_M \rangle = \gamma(x)\gamma(y)\langle \psi_M, \mathcal{L}(c_x c_y^*) \mathcal{R}((c_x c_y^*)^*) \psi_M \rangle.$$  \hspace{1cm} (5.43)

Since $\psi_M$ is strictly positive and $\mathcal{L}(c_x c_y^*) \mathcal{R}((c_x c_y^*)^*) \succ 0$ w.r.t. $\mathcal{C}_M$, we conclude (iv). \hspace{1cm} $\blacksquare$

6 Proof of Theorem 2.9

6.1 Gaussian domination

For each $h = \{h_x\}_{x \in \Lambda} \in \mathbb{R}^{|

\Lambda|}$, let

$$\mathbb{W}(h) = \frac{1}{2} \sum_{x, y \in \Lambda} U_{\text{eff}}(x - y)(n_x \uparrow - n_x \downarrow + h_x)(n_y \uparrow - n_y \downarrow + h_y). \hspace{1cm} (6.1)$$

Let

$$\tilde{T}_{x, g, \sigma} = T_{x, g, \sigma} - \frac{1}{2}\langle (n_{\sigma} - \frac{1}{2}), U_{\text{eff}}(n_{\sigma} - \frac{1}{2}) \rangle, \quad \sigma \in \{\uparrow, \downarrow\}, \hspace{1cm} (6.2)$$

where $\langle (n_{\sigma} - \frac{1}{2}), U_{\text{eff}}(n_{\sigma} - \frac{1}{2}) \rangle = \sum_{x, y \in \Lambda} U_{\text{eff}}(x - y)(n_{x\sigma} - \frac{1}{2})(n_{y\sigma} - \frac{1}{2})$ and $T_{x, g, \sigma}$ is given by (3.10). We introduce a new Hamiltonian by

$$\mathbb{H}_M(h) = -\tilde{T}_{+g, \uparrow} - \tilde{T}_{-g, \downarrow} + \mathbb{W}(h) + H_p. \hspace{1cm} (6.3)$$

Note that

$$\mathbb{H}_M = \mathbb{H}_M(0). \hspace{1cm} (6.4)$$

The main purpose in this subsection is to show the following.

**Theorem 6.1** Let $Z_{\beta, \epsilon}(h) = \text{Tr}[e^{-\beta \mathbb{H}_M(h)} e^{-\epsilon H_p}]$. One has $Z_{\beta, \epsilon}(h) \leq Z_{\beta, \epsilon}(0)$ for all $h \in \mathbb{R}^{|

\Lambda|}$ and $\epsilon > 0$.

To see this, we need some preliminaries.

6.1.1 Auxiliary lemmas

Let $\tilde{T} = \tilde{T}_{+g, \uparrow} + \tilde{T}_{-g, \downarrow}$. Under the identification (3.39), we have

$$\tilde{T} = \int_{\mathcal{Q}} \tilde{T}(q) dq, \quad \tilde{T}(q) = \tilde{T}_{+g}(q) \otimes \mathbb{I} + \mathbb{I} \otimes \tilde{T}_{-g}(q), \hspace{1cm} (6.5)$$

where

$$\langle (n - \frac{1}{2}), U_{\text{eff}}(n - \frac{1}{2}) \rangle = \sum_{x, y \in \Lambda} U_{\text{eff}}(x - y)(n_x - \frac{1}{2})(n_y - \frac{1}{2}). \hspace{1cm} (6.7)$$

27
Lemma 6.2 Let $\tilde{K}_M = -\tilde{T} + H_p$. Let
\[
Z_{\beta, n, \varepsilon}(h) = \text{Tr} \left[ \left( e^{-\beta \tilde{K}_M \left( e^{-\beta \mathcal{W}(h)/n} \right)} n e^{-\varepsilon H_p} \right)^n \right], \quad n \in \mathbb{N}, \quad \varepsilon > 0.
\] (6.8)

Let us introduce the following notation:
\[
\int d\nu_{n, q, q'; \beta, \varepsilon} F(\omega_1, \ldots, \omega_{n+1})
\]
\[
= \int Q^n \prod_{j=1}^n dq_j \int d\mu_{q, q_1; \beta} \int d\mu_{q_1, q_2; \beta} \cdots \int d\mu_{q_{n-1}, q_n; \beta} \int d\nu_{q, q'; \beta}
\]
\[
\times \exp \left\{ - n \sum_{j=1}^n \int_0^\beta ds V(\omega_j(s)) - \int_0^\varepsilon ds V(\omega_{n+1}(s)) \right\} F(\omega_1, \ldots, \omega_{n+1}).
\] (6.9)

Then, putting $\tilde{\beta} = \beta/n$, one has
\[
Z_{\beta, n, \varepsilon}(h) = \frac{(4\pi)^{-n|\Lambda|/2}}{\prod_{|\Lambda|} \prod_{j=1}^n dk_j} \int Q^n d\nu_{n, q, q'; \beta, \varepsilon} e^{-i \sum_{j=1}^n k_j n^{-1} k_j^2 / 4}
\]
\[
\times \text{Tr} \delta_{n, M^1} \otimes \delta_{n, M^1} \left[ \prod_{j=1}^n \left( \prod_{0}^{\beta} e^{\tilde{T}(\omega_j(s))} ds \right) e^{-\tilde{\sum}_{\xi, y \in \Lambda} \tilde{\beta} k_j U_{\text{eff}}(x-y)(n_{\xi} \otimes 1 - 1 \otimes n_y)} \right].
\] (6.10)

Proof. By the Trotter-Kato product formula, we have
\[
e^{-\beta \tilde{K}_M} = \int d\mu_{q, q'; \beta} \left( \prod_{0}^{\beta} e^{\tilde{T}(\omega(s))} ds \right) e^{-\int_0^\beta ds V(\omega(s))}.
\] (6.11)

Let
\[
\mathcal{J}_{n, \beta, \varepsilon} = \left( e^{-\beta \tilde{K}_M \left( e^{-\beta \mathcal{W}(h)/n} \right)} n e^{-\varepsilon H_p} \right)^n e^{-\varepsilon H_p}.
\] (6.12)

By (6.11), the kernel operator of $\mathcal{J}_{n, \beta, \varepsilon}$ is obtained by the following observation:
\[
\mathcal{J}_{n, \beta, \varepsilon}(q_0, q_{n+1})
\]
\[
= \int Q^n \prod_{j=1}^n dq_j \left( \prod_{j=1}^n e^{-\beta \tilde{K}_M / n} (q_j - q_{j-1}) e^{-\beta \mathcal{W}(h)/n} \right) e^{-\varepsilon H_p (q_0, q_{n+1})}
\]
\[
= \int Q^n \prod_{j=1}^n dq_j \int d\mu_{q_0, q_1; \beta} \cdots \int d\mu_{q_{n-1}, q_n; \beta} e^{-\sum_{j=1}^n \int_0^\beta ds V(\omega_j(s)) - \int_0^\varepsilon ds V(\omega_{n+1}(s))}
\]
\[
\times \prod_{j=1}^n \left\{ \left( \prod_{0}^{\beta} e^{\tilde{T}(\omega_j(s))} ds \right) e^{-\beta \mathcal{W}(h)} \right\}
\]
\[
= \int d\nu_{n, q_0, q_{n+1}; \beta, \varepsilon} \left\{ \left( \prod_{0}^{\beta} e^{\tilde{T}(\omega_j(s))} ds \right) e^{-\beta \mathcal{W}(h)} \right\}.
\] (6.13)
Thus we have
\[
Z_{\beta,n,\varepsilon}(\hbar) = \text{Tr}[\mathcal{J}_{n,\beta,\varepsilon}] = \int_{\mathbb{Q}} dq \text{Tr}_{\mathcal{F}_{e,M}^1} \left[ \mathcal{J}_{n,\beta,\varepsilon}(q,q^*) \right] \\
= \int_{\mathbb{Q}} dq \int d\nu_{q,q^*} \text{Tr}_{\mathcal{F}_{e,M}^1} \left[ \prod_{j=1}^{n} \left( \prod_{0}^{\beta} e^{\mathcal{T}(\omega_j(s)) ds} e^{-\beta W(h)} \right) \right]. \quad (6.14)
\]

Finally applying the following identity
\[
e^{-\beta W(h)} = (4\pi)^{-n|\Lambda|/2} \int_{\mathbb{R}^{|\Lambda|}} dk e^{-i(k \cdot \omega)} e^{-k^2/4} e^{i\sum_{x,y} \beta h_{xy} (n_x-n_y)} , \quad (6.15)
\]
we obtain the assertion in the lemma. \(\square\)

**Lemma 6.3** One has
\[
Z_{\beta,n,\varepsilon}(\hbar) = (4\pi)^{-n|\Lambda|/2} \int_{\mathbb{R}^{|\Lambda|}} dk \int_{\mathbb{Q}} dq \int d\nu_{q,q^*} e^{-i\sum_{j=1}^{n} k_j \cdot \hbar e_{xy} - \sum_{j=1}^{n} k_j^2/4} \\
\times \left| \text{Tr}_{\mathcal{F}_{e,M}^1} \left[ \prod_{j=1}^{n} \left( \prod_{0}^{\beta} e^{\mathcal{T}_+(\omega_j(s)) ds} e^{|\sum_{x,y} \beta h_{xy} (n_x-n_y)} \right) \right] \right|^2. \quad (6.16)
\]

**Proof.** Note that \(\text{Tr}[A \otimes B] = \text{Tr}[A] \text{Tr}[B]\). By Lemma 6.2 we immediately have
\[
Z_{\beta,n,\varepsilon}(\hbar) = (4\pi)^{-n|\Lambda|/2} \int_{\mathbb{R}^{|\Lambda|}} dk \int_{\mathbb{Q}} dq \int d\nu_{q,q^*} e^{-i\sum_{j=1}^{n} k_j \cdot \hbar e_{xy} - \sum_{j=1}^{n} k_j^2/4} \\
\times \text{Tr}_{\mathcal{F}_{e,M}^1} \left[ \prod_{j=1}^{n} \left( \prod_{0}^{\beta} e^{\mathcal{T}_+(\omega_j(s)) ds} e^{|\sum_{x,y} \beta h_{xy} (n_x-n_y)} \right) \right] \\
\times \text{Tr}_{\mathcal{F}_{e,M}^1} \left[ \prod_{j=1}^{n} \left( \prod_{0}^{\beta} e^{\mathcal{T}_-(\omega_j(s)) ds} e^{-|\sum_{x,y} \beta h_{xy} (n_x-n_y)} \right) \right]. \quad (6.17)
\]

Let \(\Theta\) be a conjugation in \(\mathcal{F}_{e,M}^1\) defined by \(\Theta c_{x_1}^{*} \cdots c_{x_M}^{*} = c_{x_1}^{*} \cdots c_{x_M}^{*} \). Noting that \(\Theta c_x \Theta = c_x\), we have \(\Theta \mathcal{T}_-(\omega(s)) \Theta = \mathcal{T}_+(\omega(s))\) and \(\Theta n_x \Theta = n_x\). Thus it holds that
\[
\Theta \prod_{0}^{\beta} e^{\mathcal{T}_-(\omega(s)) ds} \Theta = \prod_{0}^{\beta} e^{\mathcal{T}_+(\omega(s)) ds}, \quad (6.18)
\]
\[
\Theta e^{-\sum_{x,y} \beta h_{xy} (n_x-n_y)} \Theta = e^{-\sum_{x,y} \beta h_{xy} (n_x-n_y)} . \quad (6.19)
\]
Hence using the fact \( \text{Tr}[A] = (\text{Tr}[\Theta A \Theta])^* \), one observes that

\[
\text{Tr}\left[ 3_{e,M} \frac{n}{j} \left( \prod_{j=1}^{n} e^{T_{-g}(\omega(s))ds} e^{-i \sum_{x,y \in A} \delta k_{jx} U_{\text{eff}}(x-y)n_y} \right) \right] \\
= \text{Tr}\left[ \Theta \prod_{j=1}^{n} \left( \prod_{0}^{\frac{\beta}{\delta}} e^{T_{-g}(\omega(s))ds} e^{-i \sum_{x,y \in A} \delta k_{jx} U_{\text{eff}}(x-y)n_y} \right) \right] \\
= \text{Tr}\left[ \Theta \prod_{j=1}^{n} \left( \prod_{0}^{\frac{\beta}{\delta}} e^{T_{-g}(\omega(s))ds} e^{-i \sum_{x,y \in A} \delta k_{jx} U_{\text{eff}}(x-y)n_y} \right) \right] \\
\text{This completes the proof.} \quad \blacksquare
\]

### 6.1.2 Proof of Theorem 6.1

Remark that except \( e^{-i \sum_{j=1}^{n} k_{j} \cdot h} \), every factors of the integrand in (6.10) are positive. Thus \( |Z_{\beta,n,\varepsilon}(h)| \leq Z_{\beta,n,\varepsilon}(0) \). As \( n \to \infty \), \( Z_{\beta,n,\varepsilon}(h) \) converges to \( Z_{\beta,\varepsilon}(h) = \text{Tr}[e^{-\beta H_M(h)}e^{-\varepsilon H_F}] \) by Lemma 6.4 below. Thus we have \( Z_{\beta,\varepsilon}(h) \leq Z_{\beta,n,\varepsilon}(0) \). \( \square \)

**Lemma 6.4** We denote by \( L^1(\mathcal{X}) \) the ideal of all trace class operators on \( \mathcal{X} \). Let \( A_n, A \in L^\infty(\mathcal{X}) \) and \( B_n, B \in L^1(\mathcal{X}) \) such that \( A_n \) converges to \( A \) strongly and \( \|B_n - B\|_1 \to 0 \) as \( n \to \infty \), where \( \| \cdot \|_1 \) is the trace norm. Then \( \|A_n B_n - AB\|_1 \to 0 \) as \( n \to \infty \).

*Proof. See [23, Chap. 2, Example 3]. \( \square \)

### 6.2 Upper bound for the susceptibility

Let \( Z_{\beta,\lambda} = \text{Tr}[e^{-\beta H_M}] \). We define the Duhamel two-point function by

\[
\langle A, B \rangle_{\beta,\lambda} = Z_{\beta,\lambda}^{-1} \int_{0}^{1} dx \text{Tr}[e^{-x\beta H_M} A e^{-(1-x)\beta H_M} B]. \quad (6.21)
\]

**Theorem 6.5** Let \( \delta n_x = n_{x^+} - n_{x^-} \). For all \( h \in \mathbb{C}^{[A]} \), one has

\[
\left( \delta n_x, U_{\text{eff}}(h) \right)_{\beta,\lambda} \leq \beta^{-1} \langle h, U_{\text{eff}}(h) \rangle,
\]

where \( \langle \delta n_x, U_{\text{eff}}(h) \rangle = \sum_{x,y \in A} U_{\text{eff}}(x-y) \delta n_x h_y \).

*Proof.* Let \( \lambda \in \mathbb{R} \). We note

\[
H_M(\lambda h) = H_M + \delta W(\lambda h), \quad (6.23)
\]

\[
\delta W(\lambda h) = W(\lambda h) - W(0) = \lambda \langle \delta n_x, U_{\text{eff}}(h) \rangle + \frac{\lambda^2}{2} \langle h, U_{\text{eff}}(h) \rangle. \quad (6.24)
\]
By the Duhamel formula, we have the norm convergent expansion:

\[
\frac{e^{-\beta H_M(h)}}{\sum_{n=0}^\infty D_n(\lambda)},
\]

\[
D_n(\lambda) = (-\beta)^n \int_{S_n(1)} e^{-s_1 \beta H_M} \delta W(\lambda h) \cdots e^{-s_n \beta H_M} \delta W(\lambda h) e^{-(1-s_1 \cdots s_n) \beta H_M}.
\]

By Lemma 6.4, we have

\[
Z_{\beta,\varepsilon}(\lambda h) = \sum_{n=0}^\infty \text{Tr} \left[ D_n(\lambda) e^{-\varepsilon H_p} \right].
\]

By Theorem 6.1, we have

\[
\text{Tr} \left[ D_1(\lambda) e^{-\varepsilon H_p} \right] = \frac{\lambda^2}{2} (h, U_{\text{eff}} h) \text{Tr} \left[ e^{-\beta H_M e^{-\varepsilon H_p}} \right]
\]

and

\[
\frac{Z_{\beta,\varepsilon}(0) - Z_{\beta,\varepsilon}(\lambda h)}{\lambda^2} \geq 0.
\]

Hence letting \( \lambda \to 0 \), it holds that

\[
\frac{\beta}{2} (h, U_{\text{eff}} h) \text{Tr} \left[ e^{-\beta H_M e^{-\varepsilon H_p}} \right] - \beta^2 \int_0^1 ds_1 \int_0^{1-s_1} ds_2 \text{Tr} \left[ e^{-s_1 \beta H_M (\delta \hat{n}, U_{\text{eff}} h)} e^{-s_2 \beta H_M (\delta \hat{n}, U_{\text{eff}} h)} e^{-(1-s_1-s_2) \beta H_M} \right] \geq 0.
\]

By applying Lemma 6.4, we have \( \lim_{\varepsilon \to +0} \text{Tr}[e^{-\beta H_M e^{-\varepsilon H_p}}] = Z_\beta \) and the second term in (6.30) becomes

\[
\frac{\beta^2}{2} \int_0^1 dx \text{Tr} \left[ (\delta \hat{n}, U_{\text{eff}} h) e^{-x \beta H_M (\delta \hat{n}, U_{\text{eff}} h)} e^{-(1-x) \beta H_M} \right], \quad \varepsilon \to +0.
\]

Thus we get (6.22) for \( h \) real-valued. To extend this to complex-valued \( h \)'s, we just note that, if \( A = A_R + iA_I \) with \( A_R^* = A_R, \ A_I^* = A_I \), we have \( (A^*, A)_{\beta,\Lambda} = (A_R, A_R)_{\beta,\Lambda} + (A_I, A_I)_{\beta,\Lambda} \).

6.3 Completion of proof of Theorem 2.9

Let

\[
b_0(h) = \left( \langle \delta \hat{n}, U_{\text{eff}} h \rangle, \langle \delta \hat{n}, U_{\text{eff}} h \rangle \right)_{\beta,\Lambda},
\]

where \( \langle (A, B) \rangle_{\beta,\Lambda} \) is the Duhamel two-point function associated with \( H_M \). Remark that \( \langle (\delta \hat{n}, U_{\text{eff}} h)^*, (\delta \hat{n}, U_{\text{eff}} h) \rangle_{\beta,\Lambda} = \langle (\delta \hat{n}, U_{\text{eff}} h)^*, (\delta \hat{n}, U_{\text{eff}} h) \rangle_{\beta,\Lambda} \). By [1] Theorem 3.2, we have

\[
g(h) \leq \frac{1}{2} \left( c_0(h) b_0(h) \right)^{1/2} \coth \sqrt{\frac{c_0(h)}{4b_0(h)}},
\]

where \( b_0(h) \leq b(h) \) by Theorem 6.5, we obtain the claim in the theorem. \( \square \)
A Hilbert cones and its related operator inequalities

Let \( X \) be a complex Hilbert space and \( X_+ \) be a Hilbert cone in \( X \).

**Proposition A.1** Let \( A, B \) be self-adjoint positive operators on \( X \). Suppose that

(i) \( e^{-\beta A} \succeq 0 \) w.r.t. \( X_+ \) for all \( \beta \geq 0 \);

(ii) \( A \succeq B \) w.r.t. \( X_+ \).

(iii) \( C = A - B \) is bounded.

Then we have \( e^{-\beta B} \succeq e^{-\beta A} \) w.r.t. \( X_+ \) for all \( \beta \geq 0 \).

**Proof.** By (ii), \( C \succeq 0 \) w.r.t. \( X_+ \) and \( B = A - C \). By the Duhamel formula, we have

\[
e^{-\beta B} = \sum_{n=0}^{\infty} D_n(\beta),
\]

where \( D_n(\beta) = \int_{S_n(\beta)} e^{-s_1 A} e^{-s_2 A} \cdots e^{-s_n A} e^{-(\sum_{j=1}^{n} s_j)A} \),

and \( S_n(\beta) = \int_0^{\beta} ds_1 \int_0^{\beta-s_1} ds_2 \cdots \int_0^{\beta-\sum_{j=1}^{n-1} s_j} ds_n \) and \( D_0(\beta) = e^{-\beta A} \). Since \( C \succeq 0 \) and \( e^{-tA} \succeq 0 \) w.r.t. \( X_+ \), it holds that \( D_n(\beta) \succeq 0 \) w.r.t. \( X_+ \) for all \( n \geq 0 \). Thus by (A.1), we have \( e^{-\beta B} \succeq D_0(\beta) = e^{-\beta A} \) w.r.t. \( X_+ \) for all \( \beta \geq 0 \). \( \blacksquare \)

The following theorem will play an important role.

**Theorem A.2** (Perron-Frobenius-Faris) Let \( A \) be a positive self-adjoint operator on \( X \). Suppose that \( 0 \leq e^{-tA} \) w.r.t. \( X_+ \) for all \( t \geq 0 \) and \( \inf \text{spec}(A) \) is an eigenvalue. Let \( P_A \) be the orthogonal projection onto the closed subspace spanned by eigenvectors associated with \( \inf \text{spec}(A) \). Then the following are equivalent:

(i) \( \dim \text{ran} P_A = 1 \) and \( P_A \succeq 0 \) w.r.t. \( X_+ \).

(ii) \( 0 \leq e^{-tA} \) w.r.t. \( X_+ \) for all \( t > 0 \).

(iii) For each \( x, y \in X_+ \setminus \{0\} \), there exists a \( t > 0 \) such that \( \langle x, e^{-tA} y \rangle > 0 \).

**Proof.** See, e.g., [3, 16, 20]. \( \blacksquare \)

B Strong product integration

Let \( \mathbb{C}_{n \times n} \) be the space of \( n \times n \) matrices with complex entries. Let \( A(\cdot) : [0, a] \to \mathbb{C}_{n \times n} \) be continuous. Let \( P = \{s_0, s_1, \ldots, s_n\} \) be a partition of \( [0, a] \) and \( \mu(P) = \max_j \{s_j - s_{j-1}\} \). The strong product integration of \( A \) is defined by

\[
\prod_{s_0}^{s_n} e^{A(s)ds} := \lim_{\mu(P) \to 0} e^{A(s_1-s_0)} e^{A(s_2-s_1)} \cdots e^{A(s_n-s_{n-1})}, \tag{B.1}
\]

Note that the limit is independent of any partition \( P \).
Theorem B.1 It holds that
\[ \left\| \prod_{0}^{a} e^{A(s)ds} - \mathbb{I} - \int_{0}^{a} ds A(s) \right\| \leq e^{\int_{0}^{a} ds \| A(s) \|} - 1 - \int_{0}^{a} ds \| A(s) \|. \] (B.2)

Proof. See [2]. □

C Second quantization

Let \( A \) be a bounded linear operator on \( \ell^2(\Lambda) \). The second quantization of \( A \) is defined by
\[ d \Gamma(A)_N = \sum_{j=1}^{N} \mathbb{I} \otimes \cdots \otimes A_{jth} \otimes \cdots \otimes \mathbb{I}. \] (C.1)
d\( \Gamma(A)_N \) acts in \( \wedge^N \ell^2(\Lambda) \). Set \( a_{xy} = \langle e_x, Ae_y \rangle \). Then \( d \Gamma(A)_N \) can be expressed as
\[ d \Gamma(A)_N = \sum_{x,y \in \Lambda} a_{xy} c_x^* c_y. \] (C.2)
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