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Abstract— Model-based clustering approaches concern the paradigm of exploratory data analysis relying on the finite mixture model to automatically find a latent structure governing observed data. They are one of the most popular and successful approaches in cluster analysis. The mixture density estimation is generally performed by maximizing the observed-data log-likelihood by using the expectation-maximization (EM) algorithm. However, it is well-known that the EM algorithm initialization is crucial. In addition, the standard EM algorithm requires the number of clusters to be known a priori. Some solutions have been provided in [31], [12] for model-based clustering with Gaussian mixture models for multivariate data. In this paper we focus on model-based curve clustering approaches, when the data are curves rather than vectorial data, based on regression mixtures. We propose a new robust EM algorithm for clustering curves. We extend the model-based clustering approach presented in [31] for Gaussian mixture models, to the case of curve clustering by regression mixtures, including polynomial regression mixtures as well as spline or B-spline regressions mixtures. Our approach both handles the problem of initialization and the one of choosing the optimal number of clusters as the EM learning proceeds, rather than in a two-fold scheme. This is achieved by optimizing a penalized log-likelihood criterion. A simulation study confirms the potential benefit of the proposed algorithm in terms of robustness regarding initialization and funding the actual number of clusters.

I. INTRODUCTION

Clustering approaches concern the paradigm of exploratory data analysis in which we aim at automatically finding a latent structure within an observed dataset through which the data can be summarized in a few number of clusters. From a statistical learning perspective, cluster analysis involves unsupervised learning techniques, in the sense that the class labels of the data are unknown (missing, hidden or difficult to obtain), to learn an underlying structure of the latent data governing the observed data. This is generally performed through learning the parameters of a latent variable model. Clustering techniques are therefore suitable for many application domains where labeled data is difficult to obtain, or to explore and characterize a dataset before running a supervised learning algorithm, etc. The aim of clustering in general is to find a partition of the data by dividing them into clusters (groups) such that the data within the same group tend to be more similar, in the sense of a chosen dissimilarity measure, to one another as compared to the data belonging to different groups. The definition of (dis)similarity and the method in which the data are clustered differs based on the clustering algorithm being applied. One can distinguish four categories of clustering algorithms: hierarchical clustering, distance-based (or prototype-based) clustering, topographic clustering and model-based clustering. Hierarchical clustering [17] aims at building a hierarchy of clusters and includes ascending (or agglomerative) hierarchical clustering and descending (or splitting) hierarchical clustering. In the former, each data example starts in its own cluster, and pairs of clusters are successively merged as one moves up the hierarchy. The pair of clusters to be merged is chosen as the pair of closest clusters in the sense of a chosen distance criterion (e.g. Ward distance, etc). The latter approach operates in the other sense. Among one of the most known prototype-based clustering algorithms, one can cite the K-means algorithm [22], [16]. K-means is a straightforward and widely used algorithm in cluster analysis. It is an iterative clustering algorithm that partitions a given dataset into a predefined number of clusters \( K \) by minimizing the within-cluster variance criterion (intra-class inertia). Several variants of K-means, including fuzzy K-means [2], trimmed K-means [10], [15], etc, have been proposed. One of the most popular topographic clustering approaches is the Self Organizing Map [20]. The SOM is an unsupervised neural-based approach for data clustering and visualization. It generalizes the competitive learning [21] by allowing also the neighbours of the winner to be updated. This is performed by minimizing a cost function (distance criterion) taking into account the topological aspect of the data through a neighborhood kernel (e.g. Gaussian). These clustering approaches can be seen as deterministic as they do not define a density model on the data. When the clustering approaches rely on density modeling, clustering is generally performed based on the finite mixture model [24]. This approach is known as the model-based clustering [1], [25], [13]. Mixture model-based approaches are indeed one of the most popular and successful unsupervised learning approaches in cluster analysis. In the finite mixture approach for cluster analysis, the data probability density function is assumed to be a mixture density, each component density being associated with a cluster. The problem of clustering therefore becomes the one of estimating the parameters of the assumed mixture model (e.g. estimating the mean vector and the covariance matrix for each component density in the case of Gaussian mixture models). The mixture density estimation is generally performed by maximizing the observed data log-likelihood. This can be achieved by the well-known expectation-maximization (EM) algorithm [11], [23]. The EM algorithm is in the core of these model-based clustering approaches thanks to its good desirable properties of stability and reliable convergence. The EM algorithm is indeed a broadly applicable approach to the iterative computation of maximum likelihood estimates in the
framework of latent data models and in particular in finite mixture models. It has a number of advantages, including its numerical stability, simplicity of implementation and reliable convergence. For more account on EM, the reader is referred to [23]. Furthermore, model-based clustering indeed provides a more general well-established probabilistic framework for cluster analysis compared to deterministic clustering algorithms such as K-means algorithms, SOM algorithms, etc. For example it has been shown that from a probabilistic point of view, K-means is equivalent to a particular case of the Classification EM (CEM) algorithm [6] for a mixture of K Gaussian densities with the same mixing proportions and identical isotropic covariance matrices. The generative version of the Self Organizing Map, that is the Generative Topographic Mapping [4], allows to overcome the SOM limitations through the probabilistic formulation of a latent variable where both convergence and topographic ordering are guaranteed thanks to the good properties of the EM algorithm. For all these approaches, the choice of the number of classes can be performed afterwards the learning process. For example, in model-based clustering, one can use some information criteria for model selection, such as BIC [30], etc, in order to estimate the optimal number of clusters.

In this paper we focus on model-based clustering approaches, in particular model-based curve clustering based on regressions mixtures. Indeed, the main model-based clustering approaches are concerned with vectorial data where the observations are vectors of reduced dimension and the clustering is performed by Gaussian mixture models and the EM algorithm [24], [23], [31]. Each cluster is represented by its mean vector and its covariance matrix. In many areas of application, the data are curves or functions rather than vectors. The analysis approaches are therefore linked to Functional Data Analysis (FDA) [26] Statistical approaches for FDA [26] concern the paradigm of data analysis for which the individuals are entire functions or curves rather than vectors of reduced dimensions. The goals of FDA, as in classical data analysis, include data representation, regression, classification, clustering, etc. From a statistical learning prospective of FDA, the curve clustering can be achieved by learning adapted statistical models, in particular latent data models, in an unsupervised context. When the observations are curves or time series, the clustering can therefore be performed model-based curve clustering approaches, namely the regression mixture model [14], [7], including polynomial regression mixtures, splines and B-splines regression mixtures [14], [7], or also generative polynomial piecewise regression [29], [7], [8]. The parameter estimation is still performed by maximizing the observed-data log-likelihood through the EM algorithm. However, it is well-known that, for Gaussian mixtures as well as for regression mixtures, the initialization of the EM algorithm is a crucial point since it maximizes locally the log-likelihood. Therefore, if the initial value is inappropriately selected, the EM algorithm may lead to an unsatisfactory estimation. In addition, the standard EM algorithm requires the number of clusters to be known which is not always the case. Choosing the optimal number of clusters can be performed afterwards using some information criteria such as the Bayesian information criterion (BIC) [30], etc.

In this paper we focus on model-based curve clustering using regressions mixtures. We consider the problem of curve clustering where the observations are temporal curves rather than vectors as in multivariate Gaussian mixture analysis [31]. We extend the model-based clustering approach presented in [31], in which a robust EM is developed for Gaussian mixture models, to the case of regression mixtures, including spline regression mixtures or B-spline regression mixtures for curve clustering. More specifically, we propose a new robust EM clustering algorithm for regressions mixtures, which can be used for polynomial regression mixture as well as for spline or B-spline regressions mixtures. Our approach handles both the problem of initialization and the one of choosing the optimal number of clusters as the EM learning proceeds, rather that in a two-fold scheme. The approach allows therefore for fitting regression mixture models without running an external algorithm for initializing the EM algorithm and without specifying the number of the clusters in the dataset a priori or performing a model selection procedure once the learning has been performed. We mainly focus on generative approaches which may help us to understand the process generating the curves. The generative approaches for functional data are essentially based on regression analysis, including polynomial regression, splines and B-splines [14], [7].

This paper is organized as follows. In the next sections we give a brief background on model-based clustering of multivariate data using Gaussian mixtures and model-based curve clustering using regression mixtures. Then, in section IV we present the proposed robust EM algorithm which maximizes a penalized log-likelihood criterion for regression mixture model-based curve clustering, and derive the corresponding parameter updating formulas.

II. BACKGROUND ON MODEL-BASED CLUSTERING WITH GAUSSIAN MIXTURES

In this section, we give a brief background on model-based clustering of multivariate data using Gaussian mixtures. Model-based clustering [1], [25], [13], generally used for multidimensional data, is based on a finite mixture model formulation [24].

Let us denote by \((x_1, \ldots, x_n)\) an observed i.i.d dataset, each observation \(x_i\) is represented as multidimensional vector in \(\mathbb{R}^d\). We let also \(z = (z_1, \ldots, z_n)\) denotes the corresponding unobserved (missing) labels where the class label \(z_i\) takes its values in the finite set \(\{1, \ldots, K\}\). \(K\) being the number of clusters. In the finite mixture model, the data probability density function is assumed to be a Gaussian mixture density defined as

\[
f(x_i; \Psi) = \sum_{k=1}^{K} \pi_k N(x_i; \mu_k, \Sigma_k),
\]
each component Gaussian density being associated with a cluster. \( \mathcal{N}(\cdot; \mu, \Sigma) \) denotes the multivariate Gaussian density with mean vector \( \mu \) and covariance matrix \( \Sigma \). In this mixture density, the \( \pi_k \)'s are the non-negative mixing proportions that sum to 1 and \( \mu_k \) and \( \Sigma_k \) are respectively the mean vector and the covariance matrix for each mixture component density. The problem of clustering therefore becomes the one of estimating the parameters of the Gaussian mixture model \( \Psi = (\pi_1, \ldots, \pi_K, \Psi_1, \ldots, \Psi_K) \) where \( \Psi_k = (\mu_k, \Sigma_k) \). This can be performed by maximizing the following observed-data log-likelihood of \( \Psi \) by using the EM algorithm [23], [11]:

\[
\mathcal{L}(\Psi) = \sum_{i=1}^{n} \log \sum_{k=1}^{K} \pi_k \mathcal{N}(x_i; \mu_k, \Sigma_k). \tag{2}
\]

However, the EM algorithm for Gaussian mixture models is quite sensitive to initial values. The Gaussian mixture model-based clustering technique might yield poor clusters if the mixture parameters are not initialized properly. The EM initialization can be performed from a randomly chosen partition of the data or by computing a partition from another clustering algorithm such as \( K \)-means, Classification EM [5]. Stochastic EM [6], etc or by initializing EM with a few number of steps of EM itself. Several works have been proposed in the literature in order to overcome this drawback and making the EM algorithm for Gaussian mixtures robust with regard initialization [3], [27], [31]. Further details about choosing starting values for the EM algorithm for Gaussian mixtures can be found for example in [3]. On the other hand, the number of mixture components (clusters) needs to be known a priori. Some authors have considered this issue in order to estimate the unknown number of mixture components, for example as in [28], [31]. In general, these two issues have been considered each separately. Among the approaches considering both the problem of robustness with regard to initial values and automatically estimating the number of mixture components in the same algorithm, one can cite the EM algorithm proposed in [12]. In [12], the authors proposed an EM algorithm that is capable of selecting the number of components and it attempts to be not sensitive with regard to initial values. In deed, the algorithm developed in [12] optimizes a particular criterion called the minimum message length (MML), which is a penalized negative log-likelihood rather than the observed data log-likelihood. The penalization term allows to control the model complexity. Indeed, the EM algorithm in [12] starts by fitting a mixture model with large number of clusters and discards illegitimate clusters as the learning proceeds. The degree of legitimate of each cluster is measured through the penalization term which includes the mixing proportions to know if the cluster is small or not to be discarded and therefore to reduce the number of clusters.

More recently, in [31], the authors developed a robust EM algorithm for model-based clustering of multivariate data using Gaussian mixture models that simultaneously addresses the problem of initialization and estimating the number of mixture components. This algorithm overcome some initialization drawback of the EM algorithm proposed in [12], which is still having an initialization problem. As shwon in [31], this problem can become more serious especially for a dataset with a large number of clusters. For more details on robust EM clustering for Gaussian mixture models for multivariate data, the reader is referred to [31].

However, these presented model-based clustering approaches, namely [31][12], are concerned with vectorial data where the observations are assumed to be vectors of reduced dimension. When the data are rather curves or functions, one can rely on regression mixtures [14], [7] or generative hidden process regression [9][7] which are more adapted than standard Gaussian modeling.

In the next section we describe the model-based curve clustering approach based on regression mixtures using the standard EM algorithm and then we derived our EM algorithm in the following section.

III. BACKGROUND ON MODEL-BASED CURVE CLUSTERING WITH REGRESSION MIXTURES

A. Model-based curve clustering

Mixture-model-based clustering approaches have also been introduced to generalize the standard multivariate mixture model to the analysis of curves where the individuals are represented as curves rather than a vector of a reduced dimension. In this case, one can distinguish the regression mixture approaches, including polynomial regression and spline regression, or random effects polynomial regression [14], [19]. Notice that the mixture of regression models are similar to the well-known mixture of experts (ME) model [18]. Although similar, mixture of experts differ from curve clustering models in many respects (for instance see [14]). One of the main differences is that the ME model consists in a conditional mixture while the mixture of regressions is an unconditional one. Indeed, the mixing proportions are constant for the mixture of regressions, while in the mixture of experts, they mixing proportions (known as the gating functions of the network) are modeled as a function of the inputs, generally as a logistic or a softmax function. All these approaches use the mixture (estimation) approach with the EM algorithm to estimate the model parameters. One can also consider generative hidden process regression mixtures [9][7][29] which performs curve segmentation.

B. Regression mixtures for model-based curve clustering

In this section we describe related model-based curve clustering approaches based on regression mixture models [14], [7].

The aim of EM clustering in the case of regression mixtures is to cluster \( n \) iid curves \( ((x_1, y_1), \ldots, (x_n, y_n)) \) into \( K \) clusters. We assume that each curve consists of \( m \) observations \( y_i = (y_{i1}, \ldots, y_{im}) \) regularly observed at the inputs \( x_i = (x_{i1}, \ldots, x_{im}) \) for all \( i = 1, \ldots, n \) (e.g., \( x \) may represent the sampling time in a temporal context). Let \( z = (z_1, \ldots, z_n) \) be the unknown cluster labels associated with the set of curves (time series) \( (y_1, \ldots, y_n) \), with \( z_i \in \ldots \)
The log-likelihood of $\Psi$ by the EM algorithm relies on the complete-data log-
and its maximization is performed iteratively via the EM algorithm. The polynomial Gaussian regression mixture model arises when we assume that the curve $(x_i, y_i)$ has a prior probability $\pi_k$ to be generated from the cluster $z_i = k$ and is generated according to a noisy polynomial (or spline) function with (polynomial) coefficients $\beta_k$ corrupted by a standard zero-mean Gaussian noise with a covariance-matrix $\sigma_k^2 I_m$, that is, for the cluster $k$ we have

$$ y_i = X_i \beta_k + \epsilon_i $$

where $y_i = (y_{i1}, \ldots, y_{im})^T$ is an $m$ by 1 vector, $X_i$ is the $m$ by $(p + 1)$ regression matrix (Vandermonde matrix) with rows $x_i = (1, x_{i1}, x_{i1}^2, \ldots, x_{ip})^T$ being the polynomial degree, $\beta_k = (\beta_{k0}, \ldots, \beta_{kp})^T$ is the $(p + 1)$ by 1 vector of regression coefficients for class $k$, $\epsilon_i \sim \mathcal{N}(0, \sigma_k^2 I_m)$ is a multivariate standard zero-mean Gaussian variable with a variance $\sigma_k^2 I_m$, representing the corresponding Gaussian noise and $I_m$ denotes the $m$ by $m$ identity matrix. We notice that the regression mixture is adapted for polynomial regression mixture as well as for spline of B-spline regression mixtures. This only depends on the construction of the regression matrix $X_i$. The conditional density of curves from cluster $k$ is therefore given by

$$ f_k(y_i|x_i, z_i = k; \beta_k, \sigma_k^2) = \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m), $$

and finally the conditional mixture density of the $i$th curve can be written as:

$$ f(y_i|x_i; \Psi) = \sum_{k=1}^{K} \pi_k f_k(y_i|x_i, z_i = k; \beta_k, \sigma_k^2) $$

$$ = \sum_{k=1}^{K} \pi_k \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m). $$

where the model parameters are given by $\Psi = (\pi_1, \ldots, \pi_K, \beta_1, \ldots, \beta_K)$ where the $\pi_k$'s are the non-negative mixing proportions that sum to 1 $\Psi_0 = (\beta_1, \sigma_1^2), \Psi_2$ represents the regression parameters and the noise variance for cluster $k$. The unknown parameter vector $\Psi$ is generally estimated by maximizing the observed-data log-likelihood of $\Psi$. Given an i.i.d training set of $n$ curves the observed-data log-likelihood of $\Psi$ is given by:

$$ \mathcal{L}(\Psi) = \sum_{i=1}^{n} \log \sum_{k=1}^{K} \pi_k \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m). $$

and its maximization is performed iteratively via the EM algorithm [14, 11, 7].

### C. Standard EM algorithm for regression mixtures

The maximization of the observed-data the log-likelihood (6) by the EM algorithm relies on the complete-data log-likelihood, that is assuming the hidden labels $z$ are known:

$$ \mathcal{L}_c(\Psi) = \sum_{i=1}^{n} \sum_{k=1}^{K} \sum_{q=1}^{n} \pi_{k} \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m) $$

where $z_{ik}$ is an indicator binary-valued variable such that $z_{ik} = 1$ if $z_i = k$ (i.e., if $y_i$ is generated by the polynomial regression component $k$) and $z_{ik} = 0$ otherwise.

At each iteration, the EM maximizes the expectation of the complete-data log-likelihood (7) given the observed data $D = ((x_1, y_1), \ldots, (x_n, y_n))$ and a current parameter estimation of $\Psi$. The EM algorithm for regression mixtures therefore starts with an initial model parameters $\Psi^{(0)}$ and alternates between the following two steps until convergence:

1) E-step: Compute the expected complete-data log-likelihood given the observed curves $D = ((x_1, y_1), \ldots, (x_n, y_n))$ and the current value of the parameter $\Psi$ denoted by $\Psi^{(q)}$, $q$ being the current iteration number:

$$ Q(\Psi, \Psi^{(q)}) = \mathbb{E}[\mathcal{L}_c(\Psi)|D, \Psi^{(q)}] $$

$$ = \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_{k} \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m) \cdot \frac{1}{\sum_{k=1}^{K} \pi_{k} \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m)} $$

This simply consists in computing the posterior probability that the $i$th curve is generated from cluster $k$

$$ \tau_{ik}^{(q)} = \frac{p(z_i = k|y_i, x_i; \Psi^{(q)})}{\sum_{k=1}^{K} \pi_{k} \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m)} $$

for each curve and for each of the $K$ clusters.

2) M-step: This step updates the models parameters by computing the update $\Psi^{(q+1)}$ by maximizing the $Q$-function (8) with respect to $\Psi$. The updating formula for the mixing proportion is obtained by maximizing

$$ \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_{k} \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m) $$

with respect to $(\pi_1, \ldots, \pi_K)$ subject to the constraint $\sum_{k=1}^{K} \pi_k = 1$ using Lagrange multipliers which gives the following updates [23, 11, 14, 7]

$$ \pi_{k}^{(q+1)} = \frac{1}{n} \sum_{i=1}^{n} \tau_{ik}^{(q)} \quad (k = 1, \ldots, K). $$

The maximization of each of the $K$ functions $\sum_{i=1}^{n} \tau_{ik}^{(q)} \mathcal{N}(y_i; X_i \beta_k, \sigma_k^2 I_m)$ consists in solving a weighted least-squares problem. The solution of this problem is straightforward and these update equations are equivalent to the well-known weighted least-squares solutions (see for example [14, 7]):

$$ \beta_k^{(q+1)} = \left[ \sum_{i=1}^{n} \tau_{ik}^{(q)} X_i^T X_i \right]^{-1} \sum_{i=1}^{n} \tau_{ik}^{(q)} X_i^T y_i $$

$$ \sigma_k^{2(q+1)} = \frac{1}{n} \sum_{i=1}^{n} \tau_{ik}^{(q)} \left\| y_i - X_i \beta_k^{(q+1)} \right\|^2 $$


Once the model parameters have been estimated, a partition of the data into $K$ clusters is then computed by maximizing the posterior cluster probabilities (9):

$$
\hat{z}_i = \arg \max_{k=1}^{K} \hat{\pi}_{ik}
$$

(13)

However, it can be noticed that, the standard EM algorithm for regression mixture model is sensitive to initialization. In addition, it requires the number of clusters to be supplied by the user. While the number of cluster can be chosen by some model selection criteria, this requires performing additional model selection procedure. In this paper, we attempt to overcome these limitations in this case of model-based curve clustering by proposing an EM algorithm which is robust with regard initialization and automatically estimate the optimal number of clusters as the learning proceeds.

IV. PROPOSED ROBUST EM ALGORITHM FOR MODEL-BASED CURVE CLUSTERING

In this section we present the proposed EM algorithm for model-based curve clustering using regression mixtures. The present work is in the same spirit of the EM algorithm presented in [31] but by extending the idea to the case of curve clustering rather than multivariate data clustering. Indeed, the data here are assumed to be curves rather than vectors of reduced dimensions. This leads to fitting a regression mixture model (including splines or B-splines), rather than fitting standard Gaussian mixtures. We start by describing the maximized objective function and then we derive the proposed EM algorithm to estimate the regression mixture model parameters.

A. Penalized maximum likelihood estimation

For estimating the regression mixture model 5, we attempt to maximize a penalized log-likelihood function rather than the standard observed-data log-likelihood (6). This criterion consists in penalizing the observed-data log-likelihood (6) by a term accounting for the model complexity. As the model complexity is governed by in particular the number of clusters and therefore the structure of the hidden variables $z_i$. We chose to use as penalty the entropy of the hidden variable $z_i$ (we recall that $z_i$ is the class label of the ith curve). The penalized log-likelihood criterion is therefore derived as follows. The discrete-valued variable $z_i \in \{1, \ldots, K\}$ with probability distribution $p(z_i)$ represents the classes. The (differential) entropy of one of these classes is defined by

$$
H(z_i) \equiv -\mathbb{E}\left[\log p(z_i)\right] = \sum_{k=1}^{K} p(z_i = k) \log p(z_i = k)
$$

$$
= -\sum_{k=1}^{K} \pi_k \log \pi_k.
$$

(14)

By assuming that the variables $z = (z_1, \ldots, z_n)$ are independent and identically distributed, the whole entropy for $z$ in this i.i.d case is therefore additive and we have

$$
H(z) = -\sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k.
$$

(15)

The penalized log-likelihood function we propose to maximize is thus constructed by penalizing the observed data log-likelihood (6) by the entropy term (15), that is

$$
\mathcal{J}(\lambda, \Psi) = \mathcal{L}(\Psi) - \lambda H(z), \quad \lambda \geq 0
$$

(16)

which leads to the following penalized log-likelihood criterion:

$$
\mathcal{J}(\lambda, \Psi) = \sum_{i=1}^{n} \log \sum_{k=1}^{K} \pi_k \mathcal{N}(y_i; \mathbf{x}_i \beta_k, \sigma^2 I_m) + \lambda \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k
$$

(17)

where $\mathcal{L}(\Psi)$ is the observed-data log-likelihood maximized by the standard EM algorithm for regression mixtures (see Equation (6)) and $\lambda \geq 0$ is a parameter of control that controls the complexity of the fitted model. This penalized log-likelihood function (17) we propose to optimize in order to control the complexity of the model fit through roughness penalty $\lambda \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k$ in which the entropy $\sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k$ measures the complexity of the fitted model for $K$ clusters. When the entropy is large, the fitted model is rougher, and when it is small, the fitted model is smoother. The non-negative smoothing parameter $\lambda$ is for establishing a trade-off between closeness of fit to the data and a smooth fit. As $\lambda$ decreases, the fitted model tends to be less complex, and we get a smooth fit. However, when $\lambda$ increases, the result is a rough fit. We discuss in the next section how to set this regularization coefficient in an adaptive way. The next section shows how the penalized observed-data log-likelihood $\mathcal{J}(\lambda, \Psi)$ is maximized w.r.t the model parameters $\Psi$ by a robust EM algorithm for curve clustering.

B. Robust EM algorithm for model-based curve clustering using regression mixtures

Given an i.i.d training dataset of $n$ curves $D = ((x_1, y_1), \ldots, (x_n, y_n))$ the penalized log-likelihood (17) is iteratively maximized by using the following robust EM algorithm for model-based curve clustering. Before giving the EM steps, we give the penalized complete-data log-likelihood, on which the EM formulation is relying, in this penalized case. The complete-data log-likelihood is given by

$$
\mathcal{J}_c(\lambda, \Psi) = \sum_{i=1}^{n} \sum_{k=1}^{K} z_{ik} \log \left[ \pi_k \mathcal{N}(y_i; \mathbf{x}_i \beta_k, \sigma^2 I_m) \right]
$$

$$
+ \lambda \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k.
$$

(18)

After starting with an initial solution (see section IV-C for the initialization strategy and stopping rule), the proposed algorithm alternates between the two following steps until convergence.

1) $E$-step: This step computes the expectation of complete-data log-likelihood (18) over the hidden variables $z_i$, given the observations $D$ and the current parameter estimation $\Psi^{(q)}$, $q$ being the current iteration number:

$$
Q(\lambda, \Psi; \Psi^{(q)}) = \mathbb{E}[\mathcal{J}_c(\lambda, \Psi)|D; \Psi^{(q)}]
$$

$$
= \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k^{(q)} \log \left[ \pi_k \mathcal{N}(y_i; \mathbf{x}_i \beta_k, \sigma^2 I_m) \right] + \lambda \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k
$$

(19)
which simply consists in computing the posterior cluster probabilities \( \tau_{ik}^{(q)} \) given by:

\[
\tau_{ik}^{(q)} = \frac{\pi_k^{(q)} N(y_i; X_i \beta_k^{(q)}, \sigma_k^{2(q)} I_m)}{\sum_{h=1}^{K} \pi_h^{(q)} N(y_i; X_i \beta_h^{(q)}, \sigma_h^{2(q)} I_m)}. \tag{20}
\]

2) M-step: This step updates the value of the parameter vector \( \Psi \) by maximizing the the Q-function (20) with respect to \( \Psi \), that is: \( \Psi^{(q+1)} = \arg \max \Psi \, Q(\lambda; \Psi; \Psi^{(q)}) \). It can be shown that this maximization can be performed by separate maximizations w.r.t the mixing proportions \( \{\pi_1, \ldots, \pi_K\} \) subject to the constraint \( \sum_{k=1}^{K} \pi_k = 1 \), and w.r.t the regression parameters \( \{\beta_k, \sigma_k^2\} \). The mixing proportions updates are obtained by maximizing the function

\[
Q_{\pi}(\lambda; \Psi^{(q)}) = \sum_{i=1}^{n} \sum_{k=1}^{K} \tau_{ik}^{(q)} \log \pi_k + \lambda \sum_{i=1}^{n} \sum_{k=1}^{K} \pi_k \log \pi_k
\]

w.r.t the mixing proportions \( \{\pi_1, \ldots, \pi_K\} \) subject to the constraint \( \sum_{k=1}^{K} \pi_k = 1 \). This can be solved using Lagrange multipliers (see Appendix or [31]) and the obtained updating formula is given by:

\[
\pi_k^{(q+1)} = \frac{1}{n} \sum_{i=1}^{n} \tau_{ik}^{(q)} + \lambda \pi_k^{(q)} \left( \log \pi_k^{(q)} - \sum_{h=1}^{K} \pi_h^{(q)} \log \pi_h^{(q)} \right). \tag{21}
\]

We notice here that in the update of the mixing proportions (21) the update is close to the standard EM update \( \left( \frac{1}{n} \sum_{i=1}^{n} \tau_{ik}^{(q)} \right. \) see Eq. (10)) for very small value of \( \lambda \). However, for a large value of \( \lambda \), the penalization term will play its role in order to make clusters competitive and thus allows for discarding illegitimate clusters and enhancing actual clusters. Indeed, in the updating formula (21), we can see that for cluster \( k \)

\[
\left( \log \pi_k^{(q)} - \sum_{h=1}^{K} \pi_h^{(q)} \log \pi_h^{(q)} \right) > 0 \tag{22}
\]

that is, for the (logarithm of the) current proportion \( \log \pi_k^{(q)} \), the entropy of the hidden variables is decreasing, and therefore the model complexity tends to be stable, the cluster \( k \) has therefore to be enhanced. This explicitly results in the fact that the update of the \( k \)th mixing proportion \( \pi_k^{(q+1)} \) in (21) will increase. On the other hand, if (22) is less than 0, the cluster proportion will therefore decrease as is not very informative in the sense of the entropy.

Finally, the penalization coefficient \( \lambda \) has to be set as described previously in such a way to be large for enhancing competition when the proportions are not increasing enough from one iteration to another. In this case, the robust algorithm plays its role for estimating the number of clusters (which is decreasing in this case by discarding small illegitimate clusters). We note that here a cluster \( k \) can be discarded if its proportion is less than \( \frac{1}{2} \), that is \( \pi_k^{(q)} < \frac{1}{2} \). On the other hand, \( \lambda \) has to become small when the proportions are sufficiently increasing as the learning proceeds and the partition can therefore be considered as stable. In this case, the robust EM algorithm tends to have the same behavior as the stand EM described in section III-C. The regularization coefficient First \( \lambda \) is set as follows (similarly as described in [31] for Gaussian mixtures). First, it can be set in \([0, 1]\) to prevent very large values. Furthermore, the following adaptive formula for \( \lambda \), as shown in [31] for the case of Gaussian mixtures for multivariate data clustering, can be used to adapt it as the learning proceeds:

\[
\lambda^{(q+1)} = \min \left\{ \frac{\sum_{k=1}^{K} \exp \left( \eta m |\tau_{ik}^{(q+1)} - \tau_{ik}^{(q)}| \right)}{K} - \frac{1}{\eta} \max_{k=1}^{K} \left( \frac{1}{n} \sum_{i=1}^{n} \tau_{ik}^{(q)} \log \pi_k^{(q)} \right) \right\}
\]

(23) where \( \eta \) can be set as \( \min(1, 0.5 |\Psi - 1|) \), \( m \) being the number of observations per curve and \([x]\) denotes the largest integer that is no more than \( x \).

The maximization w.r.t the regression parameters however consists in separately maximizing for each class \( k \) the function

\[
Q_{\Psi_k} (\lambda, \beta_k, \sigma_k^2; \Psi^{(q)}) = \sum_{i=1}^{n} \tau_{ik}^{(q)} \log N(y_i; X_i \beta_k, \sigma_k^2 I_m)
\]

\[
= \sum_{i=1}^{n} \tau_{ik}^{(q)} \left[ -\frac{m}{2} \log 2\pi - \frac{m}{2} \log \sigma_k^2 - \frac{1}{2\sigma_k^2} \| y_i - X_i \beta_k \|^2 \right]
\]

w.r.t \( (\beta_k, \sigma_k^2) \). This maximization w.r.t the regression parameters consists in performing analytic solutions of weighted least-squares problems where the weights are the posterior cluster probabilities \( \tau_{ik}^{(q)} \). The updating formula are given by:

\[
\beta_k^{(q+1)} = \left( \sum_{i=1}^{n} \tau_{ik}^{(q)} X_i^T X_i \right)^{-1} \sum_{i=1}^{n} \tau_{ik}^{(q)} X_i^T y_i \tag{24}
\]

\[
\sigma_k^{2(q+1)} = \frac{1}{m} \sum_{i=1}^{n} \tau_{ik}^{(q)} \| y_i - X_i \beta_k \|^2 \tag{25}
\]

where the posterior cluster probabilities \( \tau_{ik}^{(q)} \) given by (20) are computed using the mixing proportions derived in (21). Then, once the model parameters have been estimated, a partition of the data into \( K \) clusters is then computed by maximizing the posterior cluster probabilities (20).

C. Initialization strategy and stopping rule

The initial number of clusters is \( K^{(0)} = n, n \) being the total number of curves and the initial mixing proportions are \( \pi_k^{(0)} = \frac{1}{K} \)\( (k = 1, \ldots, K^{(0)}) \). Then, to initialize the regression parameters \( \beta_k \) and the noise variances \( \sigma_k^{2(0)} \) \( (k = 1, \ldots, K^{(0)}) \), we fitted a polynomial regression models on each curve \( k \), \( (k = 1, \ldots, K^{(0)}) \) and the initial values of the regression parameters are therefore given by \( \beta_k^{(0)} = X_k^T X_k \) and the noise variance can be deduced as \( \sigma_k^{2(0)} = \frac{1}{m} \| y_k - X_k \beta_k^{(0)} \|^2 \). However, to avoid singularities at the starting point, we set \( \sigma_k^{2(0)} \) as a middle value in the following sorted range \( \| y_i - X_i \beta_k^{(0)} \|^2 \) for \( i = 1, \ldots, n \).

The proposed EM algorithm is stopped when the maximum variation of the estimated regression parameters between two iterations \( \max_{1 \leq k \leq K^{(0)}} \| \beta_k^{(q+1)} - \beta_k^{(q)} \| \) was less than a threshold \( \epsilon \) (e.g., \( 10^{-6} \)). The pseudo code 1 summarizes the proposed robust EM algorithm for model-based curve clustering using regression mixtures.
Algorithm 1 Pseudo code of the proposed Robust EM algorithm for regression mixtures.

**Inputs:** Set of curves \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) and polynomial degree \( p \)

1: \( \epsilon \leftarrow 10^{-6} \); \( q \leftarrow 0 \); \( \text{converge} \leftarrow 0 \)

//Initialization:
2: \( \Psi^{(0)} = (\pi_1^{(0)}, \ldots, \pi_K^{(0)}), \Psi_{1,1}^{(0)}, \ldots, \Psi_{K,K}^{(0)} \); \( K^{(0)} = n \)
3: for \( k = 1, \ldots, K^{(q)} \) do
4: Compute \( \tau_{ik}^{(q)} \) for \( i = 1, \ldots, n \) using Equation (20)
5: Compute \( \pi_k^{(q)} \) using Equation (21)
6: end for

//EM loop:
7: while (\( ! \text{converge} \)) do
8: for \( k = 1, \ldots, K^{(q)} \) do
9: Compute \( \tau_{ik}^{(q)} \) for \( i = 1, \ldots, n \) using Equation (20)
10: end for
11: for \( k = 1, \ldots, K^{(q)} \) do
12: Compute \( \pi_k^{(q+1)} \) using Equation (21)
13: end for
14: Compute \( \lambda^{(q+1)} \) using Equation (23) ; Discard illegitimate clusters with small proportions \( \pi_k^{(q)} < \frac{1}{n} \) ; Set \( K^{(q+1)} = K^{(q)} - \#\{\pi_k^{(q)} \mid \pi_k^{(q)} < \frac{1}{n}\} \); Adjust \( \tau_{ik}^{(q+1)} \) and \( \pi_k^{(q+1)} \) to make their columns sum to one
15: for \( k = 1, \ldots, K^{(q)} \) do
16: Compute \( \beta_k^{(q+1)} \) using Equation (24)
17: Compute \( \sigma_k^{(q+1)} \) using Equation (25)
18: end for
19: if \( \max_{1 \leq k \leq K^{(q)}} \| \beta_k^{(q+1)} - \beta_k^{(q)} \| < \epsilon \) then
20: \( \text{converge} = 1 \)
21: end if
22: \( q \leftarrow q + 1 \)
23: end while

**Outputs:**\( K = K^{(q)} \), \( \Psi = \Psi^{(q)} \), \( \hat{\tau}_{ik} = \tau_{ik}^{(q)} \)

V. Simulation Study

This section is dedicated to the evaluation of the proposed approach on simulated curves. We consider linear and non-linear arbitrary curves (not simulated according to the model) as presented respectively in Fig. 1. The first situation consists in a two-class problem. The simulated dataset consists of \( n = 20 \) curves, each curve consists of \( m = 50 \) observations generated as a linear function corrupted by a Gaussian noise as follows. For the \( i \)th curve \((i = 1, \ldots, n)\), the \( j \)th observation \((j = 1, \ldots, m)\) is generated as follows:

- \( y_{ij} = 0.3 x_{ij} + 0.4 + \sigma_1 \epsilon_{ij} \);
- \( y_{ij} = 0.1 x_{ij} + 0.5 + \sigma_2 \epsilon_{ij} \),

respectively for class 1 and class 2, where \( x \) are linearly equally spaced points in the range \([0, 1]\), with \( \sigma_1 = 0.02 \) and \( \sigma_2 = 0.03 \) are the corresponding noise standard deviations, and \( \epsilon_{ij} \sim \mathcal{N}(0, 1) \) are standard zero-mean unit variance Gaussian variables. The two classes have the same proportion. Figure 1 (top) shows this dataset where the true value of the number of clusters is \( K = 2 \).

The second situation represents a three-class problem. The simulated dataset consists of \( n = 100 \) arbitrary non-linear curves, each curve consists of \( m = 50 \) observations generated as follows. For the \( i \)th curve \((i = 1, \ldots, n)\), the \( j \)th observation \((j = 1, \ldots, m)\) is generated as follows:

- \( y_{ij} = 0.8 + 0.5 \exp(-1.5 x) \sin(1.3 \pi x) + \sigma_1 \epsilon_{ij} \);
- \( y_{ij} = 0.5 + 0.8 \exp(-x) \sin(0.9 \pi x) + \sigma_2 \epsilon_{ij} \);
- \( y_{ij} = 1 + 0.5 \exp(-x) \sin(1.2 \pi x) + \sigma_3 \epsilon_{ij} \),

with \( \sigma_1 = 0.04 \), \( \sigma_2 = 0.04 \) and \( \sigma_3 = 0.05 \). The classes have respectively proportions \( \pi_1 = 0.4 \), \( \pi_2 = 0.3 \), \( \pi_3 = 0.3 \). Figure 2 shows the obtained results for the first set of linear curves obtained with a linear regression mixture. For the first dataset, after only two iterations, the majority of illegitimate clusters are discarded and the algorithm converges in 4 iterations and provides the correct clustering results with the actual number of clusters. Figure 3 shows the obtained results for the second set of arbitrary non-linear curves obtained with a polynomial regression mixture \((p = 3)\). The figures show that the algorithm started with a number of clusters equal to the number of curves. It can be seen that for the second data set of non-linear curves, the proposed algorithm also provides accurate results. After starting with a number of clusters \( K = 100 \), the number of clusters decreases rapidly from 100 to 27 after only four iterations. Then the algorithm converges after 22 iterations and provides the actual number of clusters with precise clustering results.

VI. Conclusion

In this paper, we presented a new EM algorithm for model-based curve clustering. It optimizes a penalized observed-data log-likelihood using the entropy of the hidden structure. The proposed algorithm overcome both the problem of sensitivity to initialization and determining the optimal number of clusters for standard EM for regression mixtures. The experimental results on simulated data demonstrates the potential benefit of the proposed approach for curve clustering. Future work will concern additional experiments on real data including temporal curves.
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Fig. 2. The clustering results obtained with the proposed robust EM-MixReg algorithm for the first set of curves shown in Fig. 1.

Fig. 3. The clustering results obtained with the proposed robust EM-MixReg algorithm for the second set of curves shown in Fig. 1.