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Abstract

Machine learning algorithms are increasingly used for consequential decision making regarding individuals based on their relevant features. Features that are relevant for accurate decisions may however lead to either explicit or implicit forms of discrimination against unprivileged groups, such as those of certain race or gender. This happens due to existing biases in the training data, which are often replicated or even exacerbated by the learning algorithm. Identifying and measuring these biases at the data level is a challenging problem due to the interdependence among the features, and the decision outcome. In this work, we develop a framework for fairness-aware feature selection which takes into account the correlation among the features and the decision outcome, and is based on information theoretic measures for the accuracy and discriminatory impacts of features. In particular, we first propose information theoretic measures which quantify the impact of different subsets of features on the accuracy and discrimination of the decision outcomes. We then deduce the marginal impact of each feature using Shapley value function; a solution concept in cooperative game theory used to estimate marginal contributions of players in a coalitional game. Finally, we design a fairness utility score for each feature (for feature selection) which quantifies how this feature influences accurate as well as nondiscriminatory decisions. Our framework depends on the joint statistics of the data rather than a particular classifier design. We examine our proposed framework on real and synthetic data to evaluate its performance.

1 Introduction

Machine learning algorithms are increasingly utilized in many domains of human life such as advertising, healthcare, loan assessment, job applications, and predictive policing [29, 33, 2]. While learning algorithms may help improve prediction accuracy in these applications, there is a growing concern about potential discriminatory practices against underrepresented groups. These practices often result due to existing biases in training data which are replicated (or even exacerbated) by the learning algorithm. Due to legal and/or ethical implications of these decisions1, mere improvements in reducing risk or decision error does not suffice, and the system should also take into account the potential discriminatory consequences of a decision.

We consider the fairness problem that arises in supervised learning. In this setting, the goal is to assign an accurate label (decision) to each individual based on a set of features she/he possesses, while hindering certain features, referred to as protected attributes, from influencing the decisions, [6, 16, 20, 44, 22]. The law recognizes two doctrines of discrimination: (1) Disparate treatment (explicit discrimination) where the protected attribute (group membership) is deliberately used to treat underrepresented groups differently, and (2) Disparate impact (implicit discrimination) where the protected attribute is hidden from the decision maker but other features act as proxies for the group membership, unfavoring those of certain demographic [20, 44, 3, 13, 43]). For example, redlining, a systematic denial of some services such as banking, insurance, or healthcare to residents of certain neighborhoods, was adopted for decades in certain urban areas in the United States; here, the zip code acts as a proxy for the individual’s race [21].

A candid approach to alleviate discriminatory decisions is to identify features with significant proxy behaviour and prevent these features from influencing the decision outcome, see for example [40]. However, a feature that acts as a
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1As a legal example, Title VII of the Civil Rights Act of 1964 prohibits employers from discriminating against employees on the basis of features such as race, gender, religion, etc.
proxy for the sensitive attributes(s) may contain information necessary for accurate classification. The question then is how to simultaneously quantify the marginal impact of each feature both on the accuracy and discrimination of the system? By answering this question, one can choose to select the subset of features that optimally satisfies certain accuracy/fairness requirements.

In this paper, we propose two information-theoretic measures that separately quantify the accuracy and discriminatory impact of subsets of features. Subsequently, we deduce the marginal impacts of each feature using Shapely-value analysis [37]. Introducing the measures for subsets of features, rather than for individual features, allows us to account for the interdependencies among the features, sensitive attributes, and decision outcome. Finally, we define a fairness-utility score for each feature which combines both impacts for each feature. Using these scores, we can choose to select the subset of features that optimally satisfy certain accuracy/fairness requirements.

Information-theoretic measures are advantageous because they (i) capture non-linear dependencies among the system variables [8] and (ii) allow the system variables, particularly the protected attribute(s) and the true outcome, to have arbitrary cardinalities (as opposed to [20, 44]). Further, our measures are defined with respect to the features, the sensitive attributes, and the true outcome. Thus, our method only requires knowledge of their joint statistics, and is not limited to a particular choice of the classifier.

1.1 Related work

**Fairness.** The problem of algorithmic fairness and various notions for nondiscriminative learning, both in the context of supervised learning [12, 13, 20], and otherwise [23, 24], have been the focus of recent work. Several methods have been proposed to address disparate impact (implicit discrimination), see [26, 12, 44, 13, 20, 28, 39]. These references adopted different notions of fairness, and proposed algorithms to mitigate unwanted biases. Notions of fairness can be coarsely divided into (i) group fairness which typically fixes some protected attributes (group memberships) and requires parity for a certain statistical measure across these groups [20, 30, 31], and (ii) individual fairness, which requires that similar individuals should be treated similarly, for certain similarity measures between individuals, as well as between classification outcomes [12, 44, 24]. Furthermore, approaches for mitigating discrimination bias can be generally categorized into (i) pre-processing methods, which modify the distribution of the training data, see [25, 19, 13, 6]; (ii) in-processing methods, which modify the cost function or the constraints of the learning algorithm, see [5, 14, 26, 42]; (iii) post-processing methods, which modify the prediction outcome, see [20, 36], and finally, (iv) causal reasoning, which introduces the concepts of counterfactual and interventional fairness, see [28, 31, 35]. This work adopts a group fairness approach, and classifies as a pre-processing method for bias mitigation. Specifically, we introduce a fairness-utility score for each (non-sensitive) feature, based on information theoretic measures, and use these scores for fairness-aware feature selection: Features with high discriminatory and low accuracy impact shall be removed. Further, we relate our proposed measure for the discriminatory impact of features to the existing notions of group fairness such as statistical parity and equalized odds (see Section 2.4). Finally, we provide causal reasoning for the desired properties of the measures we construct for the accuracy and discriminatory impacts of features.

**Fairness-aware feature selection.** Feature selection under fairness constraints has been previously studied by a few works. [18] proposed a feature selection criteria based on the populations’ consensus on whether features are unfair to use, and investigated the impact of removing these features on prediction accuracy. In [27], the authors considered a submodular robust optimization problem, in which a set function is maximized under a set-size constraint, despite deletions in data points. The authors examined their proposed algorithms on a feature selection setting where the sensitive features (protected attributes) are deleted and the objective function is the mutual information between subsets of features and the true label. In [16], the authors proposed an optimization framework where the objective is to find the optimal compressed version of the features which maximizes the mutual information with the true label, while their mutual information with the protected attribute, given the true label, is upper bounded. In [15], the authors considered the problem of integrating new features to an existing training dataset, and proposed an algorithm to identify the new features that can be added to the original training data while still ensuring interventional fairness.

**Transparency and Shapely value function.** There is a growing interest in transparency and interpretability analysis of machine learning systems [9, 10, 17]. In [9], the authors proposed a framework for transparency analysis which is easy to interpret for humans. This is achieved by quantifying the individual impacts of features on various metrics of a decision maker, such as decision error, risk, or discrimination. Our measures for accuracy and discriminatory impacts can also be viewed as measures for transparency. Besides, there has been a surge in using Shapely value for transparent
machine learning, i.e., quantifying the importance of features for accurate and/or fair decisions of a given classifier [9, 32, 34]. In addition, a few work proposed using Shapley value for feature selection, without fairness considerations, see [7, 38]. In this work, we also use Shapley value function to deduce marginal impacts of features, while accounting for their interdependencies. However, our main contribution in this work lies in constructing information theoretic measures for the accuracy and discriminatory impacts of features, which do not depend on a certain choice of the classifier.

**Information theoretic measures for fairness.** Another related work is [11] which proposed using information theoretic tools to measure the non-exempt and exempt components of discrimination: The non-exempt discrimination component quantifies the part of discrimination that cannot be accounted for by the features critical for accuracy, and the exempt component quantifies the remaining part of discrimination. In [1], the authors proposed an information theoretic formulation for “model projection”, where a reference probabilistic classifier is projected to the set of classifiers that satisfy certain fairness criteria.

1.2 Challenges and our contributions

Our goal is to develop a framework for fairness-aware feature selection by computing a score for each feature which captures both its accuracy and discriminatory impacts. Thus, we need to define measures which (i) precisely quantify the accuracy and discriminatory impacts of a feature (or a subset of features), and (ii) capture the inter-dependencies among the features, the protected attribute, and the true outcome. These measures depend only on the joint statistic of the data and not on the particular classifier at hand.

We tackle these challenges by proposing information-theoretic accuracy and discrimination measures that depend only on the joint distribution of the data. In order to account for the correlation among the model variables, these measures are defined on subsets of features rather than a single feature. As our ultimate goal is to estimate the marginal impact of each feature, we propose extracting a score for each feature using the so-called Shapley value [37], a concept from cooperative game theory that allows assigning values to quantify an individual’s contribution to the game. Our measures are based on a bivariate decomposition of mutual information [4], in order to precisely quantify the accuracy and discriminatory impacts.

The remainder of this paper is organized as follows. Section 2 introduces accuracy and discrimination measures, defined for subsets of features. In Section 3, we compute the aggregate discriminatory and accuracy impact of each feature. Section 4 discusses experimental results. All the proofs are deferred to the appendix.

2 Accuracy and discrimination measures

As mentioned earlier, we seek information-theoretic measures. But generic measures such as mutual information are not suitable for estimating the accuracy and discriminatory effects of a subset of features. We clarify this in Sections 2.3 and 2.4. Instead, we propose information-theoretic measures based on a bivariate decomposition of mutual information [4], which are indeed able to meet our requirements.

2.1 Bivariate decomposition of information

Consider an arbitrary triple of random variables \( R_1, R_2, \) and \( T, \) and let \( P_{T,R_1,R_2} \) denote their joint probability distribution. The amount of information \( R_1 \) and \( R_2 \) contain about \( T \) is measured by the mutual information \( I(T; R_1, R_2) \).

[4] proposed a non-negative decomposition of \( I(T; R_1, R_2) \) into unique, shared, and synergistic information; see Figure 1. The unique information of \( R_1 \) with respect to \( T \), denoted by \( UI(T; R_1 \setminus R_2) \), represents the information content related to \( T \) that is only available in \( R_1 \). The shared information of \( R_1 \) and \( R_2 \), denoted by \( SI(T; R_1, R_2) \), represents the information content related to \( T \) that both \( R_1 \) and \( R_2 \) possess. Finally, the synergistic information of \( R_1 \) and \( R_2 \), denoted by \( CI(T; R_1, R_2) \), represents the information content that can be obtained only if both \( R_1 \) and \( R_2 \) are available. For instance, in a cryptographic system, both the secret key and the cypher text are needed to decode the encrypted message. According to Figure 1, this decomposition of mutual information satisfies the following:

\[
I(T; R_1, R_2) = UI(T; R_1 \setminus R_2) + UI(T; R_2 \setminus R_1) + SI(T; R_1, R_2) + CI(T; R_1, R_2), \tag{2.1}
\]

\[
I(T; R_i) = UI(T; R_i \setminus R_j) + SI(T; R_1, R_2), \quad i \neq j, \quad i, j \in \{1, 2\}. \tag{2.2}
\]
We consider a supervised learning setting in which each individual in the dataset is associated with the protected attribute(s) \( a \in \mathcal{A} \), and a set of \( n \) features \( X^n = \{X_1, \cdots, X_n\} \), where \( X_i \in \mathcal{X}, i \in [n] = \{1, 2, \cdots, n\} \). For \( S \subseteq [n] \), \( X_S \) is the subset of features \( \{X_i : i \in S\} \), and \( X_{S^c} = X^n \setminus X_S \). For the classification task, let \( Y \in \mathcal{Y} \) and \( \hat{Y} \) be the true label and the predicted label of an individual, respectively.

To demonstrate the desired properties for our measures, we use a causal graph to represent the relations among the system variables [35]. A causal graph is a directed acyclic graph whose nodes are random variables. A directed edge from \( X \) to \( Y \) indicates that \( X \) is a direct cause of \( Y \); we call \( X \) a parent of \( Y \), and \( Y \) a child of \( X \). If there is a directed path from \( X \) to \( Y \), \( Y \) is called a descendant of \( X \), and \( X \) an ancestor of \( Y \). For a joint probability distribution \( P \) on the variables in a causal graph \( G \), we assume that \( P \) satisfies both Markov and faithfulness conditions with respect to \( G \) [35]. Thus, conditional independencies among the variables can be read from the graph [35]. We require faithfulness since the desired properties for our measures are defined on the corresponding causal graph.

For simplicity of demonstrating our measures, we assume that the protected attributes \( A \) influence the true label \( Y \) only through the features \( X^n \). That is, \( A \) does not have a direct causal influence on \( Y \). As in [31], we also assume ancestral closure of \( A \), i.e., any parent of \( A \) should be in \( A \). For example, if race is a protected attribute, and mother’s race is a parent of race, then mother’s race should be a protected attribute as well. The following graphical model governs the statistical relations among the variables:

\[
A \rightarrow X^n \rightarrow Y \\
\downarrow \\
\hat{Y} \tag{2.4}
\]

where \( \hat{Y} = f(X^n) \). \( f: \mathcal{X}^n \rightarrow \mathcal{Y} \) represents the classifier, where \( \mathcal{X}^n \) is the \( n \)th Cartesian product of \( \mathcal{X} \).

### 2.3 Quantifying accuracy effect

Suppose \( X = \{X_1, X_2\} \). To measure the impact of \( \{X_1\} \) in accurately predicting \( Y \), one candidate measure is \( I(X_1; Y) \). However, this quantity contains the shared information between \( X_1 \) and \( X_2 \), with respect to \( Y \), i.e.,
As we mentioned earlier, discrimination can be explicit when the protected attribute
which implies that $A\, Y$ in the corresponding causal graph, i.e., $Y \perp \perp X_S | X_{S^c}$. This measure is not adequate either. For example, let $X_1, X_2 \in \{0, 1\}$ be such that $P(X_1 = 1) = P(X_2 = 1) = 1/2 + \epsilon$, and let $Y = X_1 \oplus X_2$. As $\epsilon \to 0$, $I(X_1; Y) \to 0$, which implies that $UI(Y; X_1 \setminus X_2) \to 0$, while $X_1$ clearly impacts the accuracy of prediction.

We propose to use the sum of unique information (that is only available in $X_S$) as a measure of the accuracy impact of $X_S$. This is equivalent to the conditional mutual information $I(Y; X_S | X_{S^c})$, which is the content of information that would be lost if we eliminate $\{X_S\}$ from the set $X^n$.

**Definition 1** (Accuracy coefficient). For a subset of features $X_S \subseteq X^n$, the accuracy coefficient of $X_S$ is given by

$$v^{Acc}(X_S) = I(Y; X_S | \{A, X_{S^c}\}) = UI(Y; X_S | \{A, X_{S^c}\}) + CI(Y; X_S; \{A, X_{S^c}\}).$$

(2.5)

$v^{Acc}(X_S)$ satisfies all the desired properties. Non-negativity and monotonicity are straightforward. Theorem 1 below states that $v^{Acc}(X_S)$ satisfies the blocking property.

**Theorem 1.** For any subset of features $X_S \subseteq X^n$, the accuracy coefficient $v^{Acc}(X_S)$ is zero if and only if $X_S$ is not a direct cause of $Y$ in the corresponding causal graph, i.e., $Y \perp \perp X_S | X_{S^c}$.

**Proof.** The proof of Theorem 1 appears in Appendix A. \hfill \square

**Remark 1.** In Definition 1, we included the protected attribute $A$ along with the other features $X_{S^c}$ in the conditioning (and in the unique and synergistic information). This follows due to the assumption that the protected attribute $A$ is not a direct cause of $Y$, and hence $A \not\subset X^n$. If $A$ were to be a subset of $X^n$, then $\{A, X_{S^c}\}$ should be replaced by $X_{S^c}$ in (2.5).

### 2.4 Quantifying discriminatory effect

As we mentioned earlier, discrimination can be explicit when the protected attribute $A$ is used as an input to the classifier, or implicit when the protected attribute influences the outcome through proxy features. Our goal in this section is to measure the discriminatory impact of a subset of features $X_S \subseteq X^n$. A measure for the discriminatory impact of $X_S$, denoted by $v^D(X_S)$, should satisfy the following properties:

- Non-negativity: $v^D(X_S) \geq 0$
- Monotonicity: $v^D(X_{S_1}) \leq v^D(X_{S_2})$ for $S_1 \subseteq S_2$
- Y-independence: $Y \perp \perp X_S \implies v^D(X_S) = 0.$
- A-independence: $A \perp \perp X_S \implies v^D(X_S) = 0.$
- AY-independence: $A \perp \perp X_S | Y \implies v^D(X_S) = 0.$
Y-independence and A-independence as follows. A subset $X_S$ that is “irrelevant” to the classification task ($Y \perp \perp X_S$), or does not act as a proxy for the protected attributes ($A \perp \perp X_S$), should not be considered as discriminatory, i.e., $v^D(X_S) = 0$. Similarly, AY-independence implies that, conditioned on the class label $\{Y = y\}$, if $X_S$ is independent of $A$, $v^D(X_S)$ should be zero. Note that neither $I(X_S; A)$ nor $I(X_S; A|Y)$ satisfies our desired properties. $I(X_S; A)$ does not satisfy Y-independence and AY-independence, and $I(X_S; A|Y)$ does not satisfy Y-independence and A-independence. Instead, we propose the following discrimination measure:

**Definition 2** (Discrimination coefficient). For a subset of features $X_S \subseteq X^n$, the discrimination coefficient is

$$v^D(X_S) \triangleq SI(Y; X_S, A) \times I(X_S; A) \times I(X_S; A|Y). \quad (2.6)$$

$SI(Y; X_S, A)$ measures the information content in $Y$ provided by $X_S$, and is “discriminatory” in the sense that it is shared with the protected attribute $A$. $I(X_S; A)$ measures the dependence between $X_S$ and $A$. $I(X_S; A|Y)$ measures the conditional dependence between $X_S$ and $A$, given $Y$. Our discrimination measure satisfies all the aforementioned properties:

**Proposition 1.** The discrimination coefficient $v^D(X_S)$ is monotone and non-negative. That is, (i) For any $S_1 \subseteq S_2$, we have $v^D(X_{S_1}) \leq v^D(X_{S_2})$, and (ii) $v^D(X_S) \geq 0$, for all $X_S \subseteq X^n$.

**Proof.** The proof of Proposition 1 is given in Appendix B. □

**Proposition 2.** If a subset of features $X_S \subseteq X^n$ satisfies $X_S \perp \perp Y$, $X_S \perp \perp A$, or $X_S \perp \perp A|Y$, then $v^D(X_S) = 0$.

**Proof.** The proof of Proposition 2 appears in Appendix C. □

Besides satisfying the desired properties, our discrimination measure $v^D(X_S)$ is in line with the notions of fairness in the literature [12, 44, 20].

**Definition 3** (Notions of Fairness). A classifier $\hat{Y} : \mathcal{X}^n \rightarrow \mathcal{Y}$ satisfies demographic parity if it is statistically independent of the protected attribute ($\hat{Y} \perp \perp A$). Further, $\hat{Y}$ satisfies equalized odds if it is statistically independent of the protected attribute conditioned on the true label ($\hat{Y} \perp \perp A|Y$).

To restrict our measures in (2.5) and (2.6) to a certain classifier $f(X^n)$, we can replace $X_S$ by $\hat{Y} = f|_{X_S}(X^n)$, where $f|_{X_S}(X^n) = f(X^n)$ such that $X_S$, is held constant. For the discrimination measure $v^D(X_S)$, by replacing $X_S$ with $\hat{Y}$, A-independence and AY-independence in Proposition 2 correspond to demographic parity and equalized odds.

We further investigate the properties of $v^D(X_S)$. In the following definition, a direct path refers to a chain of variables connected with directed arrows in the graphical model.

**Definition 4.** A subset of features $X_S \subseteq X^n$ is called path-discriminatory if it blocks all the direct paths from the protected attribute $A$ to the true label $Y$, i.e., $A \perp \perp Y|X_S$.

**Theorem 2.** For every subset of features $X_S$ that is path-discriminatory, $v^D(X_S) = I(Y; A)I(X_S; A)I(X_S; A|Y)$. Further, for a path-discriminatory subset of features $K$ that is directly connected to the protected attribute $A$, i.e., $A \perp \perp \{Y \cup \{X^n \setminus K\}\} | K$, we have $v^D(K) \geq v^D(X_S)$, for all $X_S \subseteq X^n$.

**Proof.** The proof of Theorem 2 is given in Appendix D. □

## 3 Aggregation of Effects

In Section 2, we defined accuracy and discrimination measures for subsets of features, $v^{Acc}(X_S)$ and $v^D(X_S)$. However, we shall not use $v^{Acc}(X_i)$ and $v^D(X_i)$ to measure the marginal accuracy and discrimination impacts of a single feature $X_i$; these do not take into account the correlation among features. For instance, from the definition of shared information, it is evident that $SI(Y; X_i, A)$ is a function of only the marginals $P_Y, X_i$, and $P_Y, A$. In order to account for this correlation, we need to factor in the aggregate effect of all subsets of features that include a certain feature. For example, to measure the contribution of a single State’s electoral votes on winning the election, we need to first measure the impact of that state when included with all possible combinations of other states, and aggregate these to deduce its marginal impact. We can calculate the effect of adding $X_i$ to an arbitrary subset $X_S$ by $v(X_S \cup \{X_i\}) - v(X_S)$. An appropriately weighted sum of these effects can provide an aggregation measure. This leads us to the Shapley value function [37]:
We evaluate our accuracy and discrimination measures both on real and synthetic datasets.

4 Experimental Results

We evaluate our accuracy and discrimination measures both on real and synthetic datasets.
Table 1: Discrimination and accuracy coefficients for synthetic dataset.

| Features | $10^2 \times \phi^{\text{Acc}}$ | $10^7 \times \phi^{\text{D}}$ |
|----------|-------------------------------|-------------------------------|
| 1) $X_1$ | 0.027                         | 2.7927                        |
| 2) $X_2$ | 0.052                         | 0.0923                        |
| 3) $X_3$ | 4.467                         | 0.0959                        |
| 4) $X_4$ | 3.122                         | 0.0899                        |
| 5) $X_5$ | 0.141                         | 1.4301                        |

Figure 2: a) Error and b) Bias of the classifier over synthetic dataset when all the features are used, and when one of the features is removed.

4.1 Synthetic Dataset

We evaluate our measures on a randomly generated dataset, following the graphical model in Figure 3. We randomly assigned a conditional distribution for each variable given their parents in the graph. We calculated the joint distribution $P_{XAY}$ from these conditional probabilities. We calculated the marginal accuracy and discrimination coefficients for this joint distribution. The results are shown in Table 1.

Furthermore, we randomly split the whole dataset into training and test subsets. We trained a neural network classifier with the features as the input, and prediction of $Y$ as the output. We removed one feature at a time and repeated the same procedure with the remaining features. Similar to the real dataset, the prediction error is calculated using cross entropy loss, and the bias is calculated by the KL divergence between $P_{Y|A=0}$ and $P_{Y|A=1}$. We ran this procedure 100 times, and calculated the average and the confidence intervals. The results are shown in Figure 2. It is clear that removal of $X_3$ and $X_4$, which are the most important features according to the marginal accuracy coefficient, results in a higher increase in the prediction error. In addition, as suggested by the marginal discrimination coefficient, $X_1$ is the most discriminatory feature. We observe that removing $X_1$ results in the lowest bias in the prediction.

Figure 3: The graphical model of the data generating process of the synthetic data.
Table 2: Discrimination and accuracy coefficients for COMPAS dataset.

| Features                  | $10^2 \cdot \phi^{Acc}$ | $10^6 \cdot \phi^{D}$ |
|---------------------------|---------------------------|------------------------|
| 1) Age                    | 1.7892                    | 6.0904                 |
| 2) Charge Degree          | 0.1723                    | 1.3916                 |
| 3) Gender                 | 0.4186                    | 1.6849                 |
| 4) Prior Counts           | 3.6116                    | 5.0466                 |
| 5) Length of Stay         | 1.8290                    | 2.3126                 |

Figure 4: a) Error and b) Bias of the classifier over COMPAS dataset when all the features are used, and when one of the features is removed. \(i\) denotes the case where \(i\)'th feature (as numerated in Table 2) is removed.

4.2 ProPublica COMPAS Dataset

ProPublica COMPAS dataset [2] contains the criminal history and demographic makeup of defendants in Broward County, Florida from 2013-2014. We processed the raw dataset by dropping records with missing information and converted categorical variables to numerical values. The race of each individual is provided in the COMPAS dataset and constitutes our protected attribute. We restrict our analysis to individuals who are African American (A = 0) or Caucasian (A = 1). Our processed dataset contains 5334 records (3247 African Americans and 2087 Caucasians). Each individual in our dataset has a feature vector \((\text{Age}, \text{Charge Degree}, \text{Gender}, \text{Prior Counts}, \text{Length Of Stay})\), and a binary true label which indicates whether the individual was arrested for a crime within 2 years of release. \text{Age} variable takes three levels of \(\text{Age} < 25\), \(25 < \text{Age} < 45\), or \(\text{Age} > 45\). \text{Charge Degree} has two values Misdemeanor or Felony, \text{Gender} is either Male or Female, \text{Prior Counts} can be 0, 1 − 3, or larger than 3, and \text{Length of Stay} can be \(\leq 1 \text{ week}\), \(\leq 3 \text{ months}\), or \(> 3 \text{ months}\).

We applied our measures of accuracy and discrimination to this dataset (see Table 2). The result shows that \text{Prior Count} and \text{Age} exhibit strongest proxies for discrimination. This is in line with the findings of [40]. In addition, the result shows that \text{Charge Degree} and \text{Gender} are the least informative features for the prediction task.

Furthermore, same as the synthetic dataset, we designed a classifier with all the features included, and with one of the features removed. The results are shown in Figure 4. As it is predicted by the marginal discrimination coefficient, removal of \text{Age} or \text{Prior Counts} results in the lowest bias in the classifier output. In addition, as it is anticipated by the accuracy coefficient, removal of \text{Charge Degree} and \text{Gender} has very small effect on the error of the predictor.
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A Proof of Theorem 1

If part: From (2.4), $Y$ is a descendant of all the features in the graphical model. Assuming $X_S \subseteq X^n$ is not a direct parent of $Y$ in the graphical model, given $X_{S^c}$, $Y$ and $X_S$ are independent, i.e., $P_{Y|A,X_{S^c},X_S} = P_{Y|A,X_{S^c}}$. We have

\[
I(Y; A, X^n) = I(Y; A, X_{S^c}, X_S) = 
\sum_{y,a,x^n} P_{Y,A,X_{S^c},X_S}(y, a, x^n, x_S) \log \frac{P_{Y|A,X_{S^c},X_S}(y|a,x_{S^c},x_S)}{P_Y(y)} = 
\sum_{y,a,x^n} P_{Y,A,X_{S^c},X_S}(y, a, x_{S^c}) \log \frac{P_{Y|A,X_{S^c}}(y|a,x_{S^c})}{P_Y(y)} = 
\sum_{y,a,x^n} P_{Y,A,X_{S^c}}(y, a, x_{S^c}) \log \frac{P_{Y|A,X_{S^c}}(y|a,x_{S^c})}{P_Y(y)} = 
I(Y; A, X_{S^c}) \implies v^{Acc}(X_S) = I(Y; A, X_S|X_{S^c}) = 0.
\]

Only if part: Now assume $v^{Acc}(X_S) = 0$. We want to prove that $X_S$ is not a direct parent of $Y$.

\[
v^{Acc}(X_S) = 0 \implies I(Y; X^n, A) = I(Y; X_{S^c}, A) \implies \sum_{y,x^n,a} P_{Y,X^n,A}(y, x^n, a) \log \frac{P_{Y|X^n,A}(y|x^n,a)}{P_Y(y)} = 
\sum_{y,x_{S^c},a} P_{Y,X_{S^c},A}(y, x_{S^c}, a) \log \frac{P_{Y|X_{S^c},A}(y|x_{S^c},a)}{P_Y(y)} = 
\sum_{y,x^n,a} P_{Y,X^n,A}(y, x^n, a) \log \frac{P_{Y|X_{S^c},A}(y|x_{S^c},a)}{P_{Y|X_{S^c},A}(y|x^n,a)} = 0 \implies \sum_{a,x^n} P_{A,X^n}(a, x^n) D_{KL}(P_{Y|A=a,X^n=x^n}||P_{Y|A=a,X_{S^c}=x_{S^c}}) = 0.
\]

Thus, $D_{KL}(P_{Y|A=a,X^n=x^n}||P_{Y|A=a,X_{S^c}=x_{S^c}}) = 0$, for all $a, x^n$, since $D_{KL}(\cdot||\cdot) \geq 0$. Furthermore, according to the Gibbs’ inequality, $D_{KL}(P||Q) = 0$ if and only if $P = Q$ almost every where. As a result, $P_{Y|A=a,X^n=x^n} = P_{Y|A=a,X_{S^c}=x_{S^c}}$, for all $a$, and $x^n \in X^n \implies Y \perp X_S|\{A, X_{S^c}\}$. Since we assume that the joint distribution is faithful with respect to the graphical model, we conclude that $X_S$ is not a direct parent of $Y$.

B Proof of Proposition 1

According to [4], unique information is monotonic with respect to its third argument, i.e.,

\[
S_1 \subseteq S_2 \implies X_{S_1} \subseteq X_{S_2} \implies UI(Y; A \setminus X_{S_1}) \geq UI(Y; A \setminus X_{S_2}).
\]

In addition, we have:

\[
SI(Y; A, X_S) = I(Y; A) - UI(Y; A \setminus X_S)
\]
As a result:

\[ S_1 \subseteq S_2 \implies SI(Y; A, X_{S_1}) \leq SI(Y; A, X_{S_2}). \]

The proof of non-negativity of shared information can be found in [4]. Further, both mutual information \( I(A; X_S) \), and conditional mutual information \( I(A; X_S|Y) \) are non-negative and monotonic with respect to \( X_S \) [8]. Since all three terms \( SI(Y; X_S, A), I(A; X_S), \) and \( I(A; X_S|Y) \) are non-negative and monotonic in \( X_S \), their multiplication is also non-negative and monotonic in \( X_S \).

C Proof of Proposition 2

\( X_S \perp A \) and \( X_S \perp A|Y \) imply that \( I(X_S; A) = 0 \) and \( I(X_S; A|Y) = 0 \), respectively, see [8]. Furthermore, as shown in [4, Lemma 12]:

\[ SI(Y; X_S, A) \leq I(Y; X_S). \]

As a result,

\[ Y \perp X_S \implies SI(Y; X_S, A) = 0 \implies v^D(X_S) = 0. \]

D Proof of Theorem 2

According to [4, Lemma 13], for a path-discriminatory subset of features \( X_S \), we have \( SI(Y; X_S, A) = I(Y; A) \).

According to [4, Lemma 12], for any \( X_S \subseteq X^n \), \( SI(Y; X_S, A) \leq I(Y; A) \). Thus, the discrimination coefficient of a path-discriminatory subset of features is an upper bound of the discrimination coefficient of all other subsets of features, and hence Theorem 2 follows.

E Proof of Corollary 1

The accuracy and discrimination coefficients \( v^{Acc}(\cdot) \) and \( v^D(\cdot) \) both are non-negative and monotonic, see Proposition 1. The marginal accuracy and discrimination coefficients \( \phi^{Acc}_i \) and \( \phi^D_i \), \( i \in [n] \), are the summation of terms on the form \( v^{Acc/D}(X_S \cup \{X_i\}) - v^{Acc/D}(X_S) \), which are non-negative due to the monotonicity and non-negativity of \( v^{Acc} \) and \( v^D \).

F Proof of Corollary 2

For the marginal accuracy coefficient \( \phi^{Acc}_i \), \( i \in [n] \), we have

\[ \phi^{Acc}_i = \sum_{X_S \subseteq X^n \setminus \{X_i\}} w(X_S) \left[ v^{Acc}(X_S \cup \{X_i\}) - v^{Acc}(X_S) \right], \]

where \( w(X_S) = \frac{|X_S|!(n-|X_S|-1)!}{n!} \) and \( X^n \setminus \{X_i\} = X^n \setminus \{X_i\} \). Recall, \( v^{Acc}(\cdot) \) is defined in (2.5). We thus have

\[ \phi^{Acc}_i = \sum_{X_S \subseteq X^n \setminus \{X_i\}} w(X_S) \left[ I(Y; X_S \cup \{X_i\}|A, (X_{S^n \setminus \{X_i\}}) - (I(Y; X_S|A, X_{S^n \setminus \{X_i\}}) \right] 
\]

\[ = \sum_{X_S \subseteq X^n \setminus \{X_i\}} w(X_S) \left[ I(Y; A, X^n) - I(Y; A, X_{S^n \setminus \{X_i\}}) - I(Y; A, X^n) + I(Y; A, X_{S^n \setminus \{X_i\}}) \right] \]

\[ = \sum_{X_S \subseteq X^n \setminus \{X_i\}} w(X_S) \left[ I(Y; A, X_{S^n \setminus \{X_i\}}) - I(Y; A, X_{S^n \setminus \{X_i\}}) \right] \]

\[ = \sum_{X_S \subseteq X^n \setminus \{X_i\}} w(X_S) \left[ I(Y; A, X_S \cup \{X_i\}) - I(Y; A, X_S) \right]. \]
The last equality follows by applying a change of variables, where we replace $(X_{Sc} \setminus \{X_i\})$ by $X_S$, and thus $X_{Sc}$ is replaced by $X_S \cup \{X_i\}$.

Suppose $i \in [n] \setminus a$. For $X_S \subseteq X^n \setminus \{X_i, X_a\}$, we have:

$$I(Y; A, X_S \cup \{X_a\}) = I(Y; A) + I(Y; A, X_S|X_a) = I(Y; X_a),$$

where the last equality follows from the fact that $X_a$ is the only parent of $Y$, and hence $I(Y; A, X_S|X_a) = 0$. Therefore, for any $X_S$ such that $X_a \in X_S$, we have

$$I(Y; A, X_S \cup \{X_i\}) = I(Y; A, X_S) = I(Y; X_a) = 0.$$ 

As a result, $\phi^{Acc}_a \geq \phi^{Acc}_i, \forall i \in [n] \setminus a.$

\section*{G Proof of Corollary 3}

Suppose that $X_d$ satisfies the condition of Corollary 3: $X_d$ is a single child of $A$, and $A \perp (Y \cup \{X^n \setminus X_d\})|X_d$. Also, suppose that $i \in [n] \setminus d$.

For $X_S \subseteq X^n \setminus \{X_i\}$, if $X_d \in X_S$, we have $v^D(X_S) = v^D(X_S \cup \{X_i\}) = I(Y; A)I(A; X_d)I(A; X_d|Y) = v^D(S \cup \{X_i\}) - v^D(X_S) = 0$. In addition, if $X_d \notin X_S$, due to the Theorem 2 and data processing inequality [8], we have $v^D(X_S \cup \{X_i\}) - v^D(X_S) \leq v^D(X_S \cup \{X_d\}) - v^D(X_S)$.

As in Appendix F, let $w(X_S) = \frac{|X_S|!(n-|X_S|-1)!}{n!}$. For all $i \in [n] \setminus d$, we have

$$\phi^D_i = \sum_{X_S \subseteq X^n \setminus \{X_i\}} w(X_S) (v^D(X_S \cup \{X_i\}) - v^D(X_S))$$

$$\leq \sum_{X_S \subseteq X^n \setminus \{X_d\}} w(X_S) (v^D(X_S \cup \{X_d\}) - v^D(X_S)) = \phi^D_d.$$