The Sensitivity of the Pair-Angle Distribution Function to Protein Structure
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Abstract: The continued development of X-ray free-electron lasers and serial crystallography techniques has opened up new experimental frontiers. Nanoscale dynamical processes such as crystal growth can now be probed at unprecedented time and spatial resolutions. Pair-angle distribution function (PADF) analysis is a correlation-based technique that has the potential to extend the limits of current serial crystallography experiments, by relaxing the requirements for crystal order, size and number density per exposure. However, unlike traditional crystallographic methods, the PADF technique does not recover the electron density directly. Instead it encodes substantial information about local three-dimensional structure in the form of three- and four-body correlations. It is not yet known how protein structure maps into the many-body PADF correlations. In this paper, we explore the relationship between the PADF and protein conformation. We calculate correlations in reciprocal and real space for model systems exhibiting increasing degrees of order and secondary structural complexity, from disordered polypeptides, single alpha helices, helix bundles and finally a folded 100 kilodalton protein. These models systems inform us about the distinctive angular correlations generated by bonding, polypeptide chains, secondary structure and tertiary structure. They further indicate the potential to use angular correlations as a sensitive measure of conformation change that is complementary to existing structural analysis techniques.
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1. Introduction

Proteins, as sophisticated macromolecular machines, are integral to complex biochemical processes such as DNA transcription, respiration, cell signalling and molecular transport. A detailed understanding of human physiology and disease at the molecular level requires an intricate knowledge of how proteins function [1–4]. Capturing the functional motions of proteins in laboratory experiments is extremely challenging, and there is currently no way to observe the structure of a single protein at high temporal and spatial resolution as it performs its function. Instead, proteins are studied as ensembles, which imposes limitations on what information can be obtained experimentally. The most dominant technique in structural biology is X-ray crystallography [5–7], where protein crystals enhance the scattering signal at the expense of introducing artefacts due to crystal packing [8,9]. Non-crystalline ensembles are studied by a range of techniques including small-angle X-ray/neutron scattering (SAXS/SANS), nuclear magnetic resonance (NMR) or cryo-electron microscopy (cryo-EM). Each of these techniques has limitations, either in the preparation of the sample (e.g., crystallisation or solvation), limits on the size of the subject protein molecules or in the structural information provided.
For example, protein NMR is capable of providing highly detailed atomic and dynamical information, although it is limited to small proteins or subunits [10,11].

Not all proteins can be characterised by a single experimental technique. For example, membrane proteins comprise up to 50% of small-molecule drug targets [2], but less than 10% of the protein structures in the Protein Data Bank (PDB) [3]. Located in cell membranes, they do not readily crystallise due to a high degree of flexibility and the presence of both hydrophilic and hydrophobic surfaces which hinders organisation into well-ordered three-dimensional lattices [12,13]. Despite advances in membrane-based crystallisation and micro-focus synchrotron beams [14,15], membrane proteins remain very challenging targets for X-ray crystallography experiments.

Crystallography requires well-ordered crystals, a minimum crystal size, and ideally a single crystal per exposure. The crystalline order must persist to high resolution to enable accurate fitting of atomic models, which works best with data approaching 2 Å resolution. For synchrotron sources, the minimum crystal size to achieve this resolution is approximately 5–30 micron, depending on the sample and the beamline [16]. In turn, these requirements mean very few studies of chemically driven time-resolved protein crystallography are currently feasible, as the diffusion of the triggering molecule into the crystal is impacted by crystal size. As a result, such time-resolved structural studies are often limited to SAXS experiments on functional assemblies [17].

The development of serial crystallography techniques has permitted the use of micron-size protein crystals and, when combined with X-ray free-electron lasers, significantly improved the time-resolution of experiments [18]. The method of delivering micron-sized crystals to an X-ray beam using micro-fluidic streams was developed to replenish the sample in destructive XFEL experiments [19]. By exploiting the femtosecond duration of XFEL pulses, the serial technique enabled the dose limits of conventional protein crystallography to be massively exceeded [19].

The serial technique has also proved advantageous at synchrotron sources for studying membrane protein crystals at room temperature [20,21] and for time-resolved studies [22]. Room temperature studies are achieved at synchrotrons with serial crystal delivery by spreading the radiation dose over an ensemble of crystals, reducing radiation damage per crystal [20]. Serial methods have also been developed for proteins in solution to study time-resolved mixing experiments at synchrotrons [23] and light-induced protein dynamics at X-ray free-electron lasers [24,25].

Serial diffraction experiments have driven the development of powerful new data analysis methods. One of these new approaches is X-ray cross-correlation analysis (XCCA), primarily developed for single particle imaging [26–28] and disordered materials [29–31]. This approach analyses the correlations between the diffracted intensities at different scattering vectors, averaged over many particles in random orientations. This technique has been successfully applied to a diverse range of materials, for instance, revealing structural distortions in viral capsids [32] and transient precursor structures formed during nanocrystal self-assembly [33]. XCCA has also been used to study liquid crystal thin films, determining the extension of the pair distribution function into two dimensions [34]. Progress in this area is summarised in recent reviews [35,36].

From a statistical point of view, the intensity correlations can be mapped into real space to recover a sum of three- and four-atom correlations known as the pair-angle distribution function (PADF) [37]. This can been seen as a natural extension to higher dimensions of the two-body statistical information contained in powder diffraction and small-angle X-ray scattering (SAXS). The PADF contains bond angle information and, at larger distances, its angular structure provides a “fingerprint” that can identify local molecular structures.

Unlike conventional crystallography, XCCA and PADF analysis can be applied when there are tens or hundreds of crystals in the beam per exposure. These methods lie in between conventional crystallography that requires a single crystal (or a few domains at most) per exposure and powder diffraction where there are a very large number of crystals and the scattering becomes isotropic. A second potential advantage of PADF and XCCA analysis for protein crystals is that these methods impose less stringent requirements on crystallinity and crystal size than conventional crystallographic
experiments. Removing these requirements allows PADF experiments to be applied to ensembles of nanocrystals, rather than large, high-quality single crystals. As compared to single crystals, the diffusion times of chemical reagents through such ensembles are reduced, opening the way for chemically triggered time-resolved experiments or for studies of dynamical process such as crystal nucleation and growth.

The disadvantage of the PADF technique for protein crystal data is that in its current form it does not recover electron density, only correlation functions that characterise structural statistics. These correlation functions are in a sense analogous to Patterson maps which encode interatomic vectors in crystallography. Therefore, the sensitivity of these correlations to protein structure needs to be understood in order to determine their potential benefits for studying protein crystals. Protein structures have been recovered from simulated single particle data using XCCA [38], suggesting there may be suitable extensions of XCCA to structure determination from protein crystals in the future. Here, we present the analysis of multi-atom PADF statistics [37] as a first step toward more advanced XCCA-based structure determination from crystals.

Our goal here is to explore the sensitivity of multi-atom PADF statistics to protein structure using atomic models and structure factors from the PDB. First, we calculate the PADF directly from atomic models to understand how protein structure is represented in real-space angular correlations. By using the example of a disordered polypeptide we observe the angular structure of the intramolecular bonding in the peptide chain. Then, we gradually increase the structural complexity by studying an alpha helix, a small alpha helix bundle and finally a protein with approximately 30 helices. The angular peak positions in the PADF distributions can act like “fingerprints” to identify these different types of structural order. Second, we then study how much structural PADF information would be accessed in experiments by generating intensity correlations and PADF plots from the experimentally derived structure factors. We also investigate how the finite radial and angular resolution in PADF measurements impacts the accessibility of the structural information.

2. Background on the PADF Technique

The starting point for PADF analysis are the correlations of intensities for each pair of detector pixels. An angular average of these $q$-space intensity correlations is taken around the beam axis and an ensemble average is taken over all the diffraction patterns as follows,

$$C(q, q', \theta) = \frac{1}{N} \sum_{i=1}^{N} \int I_i(q, \theta') I_i(q', \theta + \theta') d\theta',$$

where the pixel locations are represented in polar coordinates $(q, \theta)$ and $N$ is the number of diffraction patterns. The $q$-space correlation function $C(q, q', \theta)$ converges to a function that does not depend on the absolute orientation of the sample. For measurements of multiple dilute particles per exposure, the correlation function converges to the single particle correlation function [26]. Therefore, this analysis has advantages when multiple crystals are measured.

For crystals, points $(q, \theta)$ can be restricted to the Bragg locations and thus the integral written as a sum over integrated Bragg peaks:

$$C(q, q', \theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{m \in P_i(q)} \sum_{n \in P_i(q')} I_i(q_m, \theta_m) I_i(q_n, \theta + \theta_m),$$

where $m$ (or $n$) ranges over a set of Bragg peaks $P_i(q)$ found in diffraction pattern $i$ with $q_m = q$. The position of each Bragg peak is represented in polar coordinates $(q, \theta)$, where $\theta$ is an angle around the beam axis. We have defined $\theta \equiv \theta_n - \theta_m$.

The $q$-space intensity correlation function $C(q, q', \theta)$ is analysed differently depending on the sample. For bulk disordered materials, it is common to look for angular symmetries by performing a Fourier analysis [29]. For single particles, $C(q, q', \theta)$ can be combined with coherent diffractive imaging algorithms to recover an image of the object [38–40].
The intensity correlation function can also be converted into a real-space correlation function known as the pair-angle distribution function (PADF) [37]. The PADF is the natural generalisation of pair-distribution analysis of powder diffraction or SAXS data. It encodes the frequency of various local atomic or molecular arrangements in the sample, which can be highly sensitive to local 3D structure in a bulk material. The PADF has been calculated for simulated amorphous materials and simple face-centred cubic crystals [37]. Experimentally, PADF studies have been performed with disordered porous carbon materials and gold nanocrystals using electrons [30] and bond angle peaks were observed in both of these materials. With X-rays, the PADF technique has been used to study the local 3D structure of self-assembled lipid materials [31].

The PADF can be written in terms of \( n \)-body correlation functions as follows,

\[
\Theta(r, r', \theta) = \tilde{g}^{(2)}(r, r', \theta) + \tilde{g}^{(3)}(r, r', \theta) + \tilde{g}^{(3)}(r, r', \pi - \theta) + \tilde{g}^{(4)}(r, r', \theta),
\]

where \( r \) and \( r' \) are the distances between two pairs of atoms and \( \theta \) the relative angle between them. In the 3-body terms the atom pairs share a common atom, and in the 2-body terms a pair is correlated with itself. The geometry is shown in Figure 1. The tilde symbol (\( \tilde{g} \)) indicates a modification from the standard \( n \)-body correlation function from statistical physics by averaging over degrees of freedom that the measurement is insensitive to, which are absolute orientation, absolute position and the relative separation of any two atom pairs. See the Appendix A for the precise definition of these functions. Despite its abstract form, the PADF function can be interpreted relatively easily by identifying angular peaks and interpreting their location. For example, at high resolution \( r \) and \( r' \) can be set to typical bond distances and the PADF then yields the bond angle distribution, which can contain peaks at precise locations determined by the composition and bonding or the sample. At large distances, we obtain characteristic angular structures related to larger structures, which for protein crystals could include correlations between secondary structures, between proteins or between units cells. The PADF has the potential to access 3D structural information about protein conformation or crystal packing, even when crystal order or data quality prevents high resolution structure determination by conventional crystallography analysis methods.

The real-space PADF is obtained from the experimentally measured \( q \)-space correlation function \( C(q, q', \theta) \) via a series of transformations based on spherical harmonics and spherical Bessel functions. The precise details of these transformations are described in [37]. The curvature of the Ewald sphere is accounted for and a lack of Friedel symmetry in the 2D diffraction patterns due to Ewald sphere curvature does not impact the results. It is important to note that the whole map from \( C(q, q', \theta) \) to the PADF is linear and does not involve phasing. In this sense, the PADF has closer relationship to the Patterson function of a crystal than the electron density. The PADF can also be calculated directly from an atomic model by evaluating the \( n \)-body correlation functions, thus facilitating structural interpretation. In the following sections, we present PADF results calculated from experimentally measured structure factor files and structure files taken from the PDB [5].

**Figure 1.** Geometry of three- and four-body correlations. The definition of the atomic coordinates in the pair-angle distribution function (PADF). Note the four-body term is insensitive to the distance between the two pairs.
3. Results

3.1. Correlations from Atomic Models

The most basic method to calculate model correlations is directly from atomic models such as those deposited in the PDB. Calculation of the model PADF proceeds by defining a sphere in which the interatomic distances and angles \( r, r' \) and \( \theta \) are calculated for a selected probe atom. Each contact that satisfies the selection criteria (e.g., \( r = r' \)) is counted and the coordinates of contributing atoms stored for later analysis. These selection criteria can be altered to generate alternative slices of the PADF. This process is repeated for each atom in the asymmetric unit. Finally, the list of contributing contacts is binned to create model PADF plots and a series of corrections are applied to account for features of the experimental PADF plots. These corrections include subtraction of the angular averages and correcting for geometric terms by dividing by \( \sin \theta \). In our model calculations, we ignore solvent molecules that are not bound to the structure, i.e., away from the protein surface as they are expected to produce a uniform background to the PADF plots. Tightly bound water molecules, cofactors, coenzymes, etc. will contribute to the model PADF; however, they represent only a small portion of the atoms in any given protein structure (~5% in this study) making the PADF relatively insensitive to their structure. Modelling water molecules near the protein surface that are partially ordered would require additional modelling to interpret [41], which is beyond the scope of this study. Calculating correlations from atomic models helps with interpreting experimental PADFs and also allows us to identify “fingerprint” features related to the structures of biomolecules over extensive length scales.

Currently the PADF of structural motifs in biomolecules is not known. We have used existing experimental data to construct the set of fingerprints features for biomolecules. We take advantage of the huge range of structures deposited in the PDB including data derived from both diffraction and NMR studies. The resulting model PADF contains information on every \( n \)-body contact allowing us to extract contributions from particular parts of the substructure, such as a helices, a particular residues, or even atoms.

To explore how increasing degrees of structure effects the PADF plots we have calculated correlations for a series of PDB entries: an intrinsically disordered polypeptide in solution (2M5L), a bundle of three \( \alpha \)-helices (1COS [42]), and a >100 kDa transcription protein from the bacterium Sinorhizobium fredii (4OMZ) [43]. Each of these structures is described in detail in the following sections.

3.1.1. Disordered Polypeptide

The most fundamental level of structure in any protein is created by the polymeric interatomic bonding giving rise to the primary structure. The contributions to the PADF from this fundamental structure is examined here as it will form the basis for further contributions from higher level structural features.

One intuitive way to visualise features in the PADF is to plot the \( \Theta(r = r', \theta) \) surface which can be thought of as encoding angular information \( \theta \) about pairs of atoms equidistant \( r = r' \) from some sample atom. We show the \( \Theta(r = r', \theta) \) surface for a disordered polypeptide (PDB entry 2M5L) in Figure 2. On short length scales commensurate with intramolecular bonds (1–2 Å), we observe sharp peaks due to the strong geometric constraints imposed by covalent bonding (Figure 2a). At slightly longer distances (~2.5 Å), the angular dependence becomes weaker with multiple peaks appearing over a range of angles. This reflects the next-nearest neighbour distances, which can adopt a wider range of angles due to the inherent flexibility of the polypeptide chain. At this scale, the distance component is still strongly reflective of intramolecular bonding.

Moving even further in \( r \) we observe the beginning of the dominant feature of these PADF plots – “arcs” of correlation extending from approximately 3 Å out in \( r \) to beyond 20 Å. These features can be explained through the simple geometric models shown in the inset of Figure 2b, considering a set of atoms \( a, b, \) and \( c \). Atoms \( b \) and \( c \) are some interatomic distance, \( r_{bc} \), apart, a contribution to the \( r = r' \) slice of the PADF will occur when there is some probe atom \( a \) positioned perpendicular to
interatomic distance $r_{bc}$. This results in a simple geometric relation between this perpendicular probe distance ($p$), characteristic distance $|bc|$, and angle, $\theta$:

$$p(\theta) = \frac{|r_{bc}|}{2 \sin\left(\frac{\theta}{2}\right)}.$$  \hspace{1cm} (4)

Correlation arcs therefore provide an indication of the most regularly occurring interatomic distances in a structure. For the polypeptide 2M5L, we observe two arcs with distances 1.3 Å and 2.2 Å corresponding to the two strongest peaks in the pair distribution function (PDF) shown in Figure 2c, indicating they are the two most common interatomic distances in the polypeptide. The scheme shown in the inset of Figure 2b demonstrates additional geometric properties of these arcs: the value of $|r_{bc}|$ is found at $\theta = 60^\circ = 120^\circ$ corresponding to an equilateral triangle, on the condition that there is a suitable probe atom $a$. Figure 2d depicts the atomic structures and the large amount of structural variation in the ensemble, which suppresses angular structure in the PADF aside from the arcs. We have shown that even in the absence of any ordering beyond covalent bonding, the PADF contains clear angular features which can be linked back to molecular geometry and which will occur in any system with covalent bonding.

Our study of the disordered polypeptide is included solely for the theoretical insight it provides about atomic correlations in the primary structure of the peptide chain. We expect the arcs in the PADF to be observed for other polymers or disordered protein systems, as they originate from fixed bond distances and second neighbour distances in the monomer correlated with a third probe atom at an arbitrary distance. PADF analysis may have future applications to study the folding of disordered proteins to complement recent progress in measuring the conformations of disordered proteins in solution [44]. However, correlation experiments on disordered proteins would be very low signal to noise and, like X-ray imaging of single proteins, would require the brightest XFEL facilities. Protein crystals produce higher signal-to-noise data and are currently feasible to measure. Therefore, for the remainder of our study we restrict our focus to proteins that can form crystals.

Figure 2. Model PADF plot for a disordered protein in solution. (a) At short distances, the PADF plot contains sharp peaks due to the strong geometric constraints imposed by covalent bonding. Examples of contributing three-body-correlations are shown on a section of the polypeptide chain. (b) The ensemble average over all stable protein conformations results in a relatively featureless PADF plot at larger $r = r'$ with the exception of the narrow “arcs” tending towards $\theta = 0$ and 180$^\circ$. (c) Atomic pair distribution function for 2M5L with highlights indicating characteristic distances 1.3 Å and 2.2 Å. (d) Structures of 2M5L overlapping with the persistent $\beta$-turn shown in green.
3.1.2. Alpha Helices

Alpha helices are the most abundant secondary structure element in proteins and their rapid assembly is the basis for folding more complex structures [45–47]. To test the sensitivity of XCCA to the formation and arrangement of alpha helices we have calculated PADF plots using a model system consisting of a bundle of three parallel helices as presented in the PDB entry 1COS [42]. To fully separate the effects of packing helices together we have first calculated the PADF for just one of the helices in this bundle (Figure 3a), then subsequently the bundle of three together (Figure 3b). Finally, we compare the quantity of structural information provided by PADF analysis versus one-dimensional PDFs for each of these structures.

As in the case of the disordered polypeptide, the most immediate features in both plots are the arcs due to the intramolecular bonds with characteristic distances of 1.3 and 2.2 Å. Compared to 2M5L, the single alpha helix (Figure 3a) shows a minor increase in diffuse angular structure which is most prominent in the $r$ range of approximately 5–11 Å which can be tied to the formation of the helix. Figure 3c shows the sums of the PADF across this $r$ range for 2M5L and the single helix, illustrating the additional correlation intensity from $20 < \theta < 60^\circ$.

Next, we compare the result of packing three alpha helices together in a bundle, a simple secondary structure feature observed in proteins. Figure 3b shows the model PADF plot for the three-helix bundle. We show lines due to characteristic distances on half of the PADF plot for clarity, and in this case only over the angular range where appreciable correlation intensity can be observed. In addition to the intramolecular bonds at 1.3 Å and 2.2 Å, we observe a strong arc of intensity that we can link to a characteristic distance of 5 Å and limited to angular regions $\theta < 40^\circ$, $\theta > 140^\circ$. This characteristic distance is the approximate diameter of an alpha helix. The angular range is a result of the fact that the probe atom must itself lie within one of the alpha helices at a distance $r = r'$. The second prominent feature due to alpha-helix packing is a very broad arc appearing at $r = r' \approx 11$ Å and limited to $\theta < 60^\circ$. We can determine approximate upper and lower limits for contributing characteristic distances of approximately 9 to 16 Å (Figure 3b). These distances correspond to the inner and outer distances between neighbouring packed helices, i.e., when “probed” by an atom in the third helix. Although this analysis provides less structural information on the geometry of the secondary structure when compared to crystallography, the advantages become clear in the case of non-crystalline systems where structural information is typically extracted from PDF analysis.

In Figure 3d, we present calculated atomic PDFs for the three systems discussed so far: disordered polypeptide (PDB code: 2M5L – averaged over all 25 configurations), single helix (PDB code: 1COS – blue) and three helix bundle (PDB code: 1COS – red). Each pattern is normalised to the strongest peak at 1.3 Å. Comparing these PDFs, we see that the packing of helices leads to some subtle changes in the PDF at $r > 5$ Å. However, due to the reduction of this data to one dimension, there is little meaningful structural information that can be extracted.
Figure 3. Model PADF plot for α helices. Plots are shown for (a) a single helix 40 Å long and (b) a bundle of three such helices. (c) Comparative sections through the PADF Θ(r, r', θ) at r = r' = 5–11 Å for disordered polypeptide (green) and single alpha helix (blue) (d) Normalised atomic pair distribution functions for 2M5L (green), helix A in 1COS (blue) and all three helices in 1COS (red) as shown below. Cartoon depictions of each of the three models are shown as insets.

3.2. q-Space Correlations from the Structure Factors

As described in Section 2, PADF volumes of molecular systems can be calculated from X-ray diffraction data. This is how the PADF could be measured experimentally when an atomic model is not available. In this approach, the q-space correlation volumes of the system is calculated (see Equation (2)), after which we perform a series of transformations based on spherical harmonics and spherical Bessel functions to obtain the real space PADF volume. This process is outlined in previous work [37].

Experimentally, the q-space correlation function can be calculated using Bragg peaks detected in 2D diffraction data. Statistical convergence requires the correlations to be averaged over an ensemble of diffraction patterns measured from randomly oriented crystals, such as those measured in serial crystallography experiments. However, here we take a more direct route by using 3D structure factor data from previous crystallography experiments, i.e., after the data has been indexed and merged. To calculate the q-space correlation, \( C(q, q', \theta) \), the structure factor CIFs for a single alpha helix protein (PDB entry 1AL1) and bundle of three alpha helices proteins (PDB entry 1COS) were downloaded from the PDB. The files were parsed for crystal cell dimensions \( a, b, c \), crystal cell angles \( \alpha, \beta, \gamma \), Bragg reflections \( h, k, l \), scattering factors \( F_{hkl} \) and space group symmetry. The scattering factors were squared to produce the scattering intensities \( I_{hkl} \), and the space group symmetry of the crystal was used to calculate the symmetric Bragg reflections. For each Bragg reflection, the corresponding scattering vector \( \mathbf{q} \) was found from calculating reciprocal lattice vector lengths \( \mathbf{a}^*, \mathbf{b}^*, \mathbf{c}^* \):

\[
\mathbf{q} = h\mathbf{a}^* + k\mathbf{b}^* + l\mathbf{c}^* .
\]  

(5)
vectors \( q \) and \( q' \), we calculated the angle \( \theta \) between them and their magnitudes \( q, q' \) to determine their position in the correlation volume. After determining the position within the correlation volume, the value in that position was added by the multiplication of the \( q \) and \( q' \) scattering intensities. To save computation time, a maximum \( q \) magnitude (\( q_{\text{max}} \)) was implemented such that any scattering vector \( q \) with magnitude greater than \( q_{\text{max}} \) would not be correlated. For the structure factors of the single helix protein (1AL1) and the three helix bundle (1COS), we selected a \( q_{\text{max}} \) of 0.37 Å\(^{-1}\), which was the magnitude of the largest scattering vector of the 1AL1 vectors. Although this reduced the number of correlated vectors in the 1COS case, this meant that the correlation volumes of each protein can be compared at the same resolution. The total number of correlated scattering vectors for 1COS and 1AL1 was 13,984 and 20,880, respectively. In terms of computational complexity, calculation time is not drastically dependent on the complexity of the protein, but on the number of the scattering vectors required to accurately reconstruct the protein unit cell. The correlation calculation goes as \( O(n^2) \), where \( n \) is the number of scattering vectors. This is illustrated in the case of selected proteins, where although protein 1AL1 is a single turn alpha helix and it is more computationally intensive than 1COS, a multiple turn alpha helix, because it has more scattering vectors within the \( q_{\text{max}} \) range. The correlation volumes were 256 bins in \( q \) axis directions, and 360 bins in the \( \theta \) axis directions, providing 0.5° angular resolution and 0.144 × 10\(^{-3} \) Å\(^{-1}\) q-space resolution.

In Figure 4a,b, we see two maps pertaining to the q-space correlation volumes of proteins 1AL1 and 1COS, respectively. The maps are taken from the \( q = q' \) plane of the correlation volume, which represents correlations between vectors with the same magnitude (e.g., within the same scattering ring). Above and to the right of these maps are line plots illustrating the average intensity through each axis in the map. These plots demonstrate distinct banding though the \( q \) axis, with notably low correlation between \( q = 0.21 \) Å\(^{-1}\) and \( q = 0.23 \) Å\(^{-1}\) in plot (a) and between \( q = 0.15 \) Å\(^{-1}\) and \( q = 0.19 \) Å\(^{-1}\) in (b). We also observe symmetry about the 90° correlation angle axis, due to Friedel symmetry. Note that for every Bragg reflection \((h,k,l)\), there is an equivalent Friedel pair \((-h,-k,-l)\) with approximately the same intensity. If one scattering vector \( q \) correlated with another vector \( q' \) subtends an angle \( \theta \), then the Friedel pair of the correlating vector \( q \) would subtend an angle of 180° - \( \theta \) with the vector \( q' \).

Banding in the correlation length axis is due to the discrete number of allowed correlation magnitudes. Bragg reflections can only fall on integer indices, and are hence discrete. The scattering vectors \( q \) are calculated from the Bragg reflection indices and, hence, are also discrete. With higher indexed reflections, more allowed scattering vectors would be observed and show less banding. This banding is observed in the volatility in mean intensity though the \( q \) axis.

**Figure 4.** q-space correlations of (a) single helix protein (1AL1) and (b) three-helix bundle (1COS), generated from structure factors. The plot intensity has been scaled to the power of 0.25, and convolved with a Gaussian blur, with full width at half maximum (FWHM) of 6.8 × 10\(^{-3} \) Å\(^{-1}\) by 2.3°. Scaling allows highlighting of the lower intensity peaks, and the blur allows the small peak areas to become more visible. All of the intensity values are then scaled between 1 and 0 for the maximum and minimum values. Line plots above and right of the images show average intensity through each axis.
Similar to the atomic model PADF correlations in the previous section, we see arcs in the $q$-space correlations in Figure 4 that are steep at angles in the range of $0^\circ$ to $40^\circ$, and $140^\circ$ to $180^\circ$, and flatten towards the centre of the plots, outside of these ranges. Each arc occurs due to the correlations of pairs of scattering vectors that are equidistant apart on concentric diffraction rings. This is illustrated in Figure 5. Here, we show two concentric diffraction rings, and for each ring, two scattering vectors $\mathbf{q}$ and $\mathbf{q}'$ that are to be correlated together. The chord distance, dashed line, between $\mathbf{q}$ and $\mathbf{q}'$ is the same for the two scattering rings. By increasing the radius of the diffraction ring (increasing $q$), to maintain the same chord distance, the angle subtended by the scattering vectors must decrease. Plotting the radius $r$ as a function of subtended angle produces the arc features observed in the $q$-space correlation plots, where each peak along the arc corresponds to a diffraction ring that has the chord distance associated with the arc. Geometrically, the arc follows a fit expression of

$$q(\theta) = \frac{c}{2\sin\left(\frac{\theta}{2}\right)}$$

where $c$ is the characteristic chord length. Note that this geometry also explains arcs found in the PADF plots generated from atomic models in the previous section.

![Figure 5. Equidistant chords on concentric scattering rings form the arcs in the $q$-space correlation plot.](image)

3.3. PADF Calculations Converted from the Q-Space Correlations Functions

Although Figure 4 demonstrates that the $q$-space intensity plots contain a significant amount of information, it is difficult to relate this information back to the molecular structure. However, as previously stated, we can produce PADF plots from $q$-space correlation volumes [37]. Using this method, we will compare the $q$-space correlation volume generated PAFDs to PAFDs predicted from atomic models. Once the PADF was created from the $q$-space volume, we extracted the $r = r'$ plane to generate the plots shown in Figure 6a,b. We also extracted line plots though $\theta$ at various $r$ distances, to further illustrate the differences between the PADF intensities. The line plots for 1AL1 and 1COS are shown in Figure 6c,d respectively. From the line plots, we see that the intensity profile is comparable for $r = 3$ Å, but diverge with increasing $r$.

Within these plots, we see arcs that are symmetric about the $\theta = 90^\circ$ axis, as observed in the previous section. For a range between 0 and 10 Å, we see that the arcs closely follow the expected fits for characteristic chord lengths of 2.2 Å and 6 Å distances. This corresponds well to the characteristic distances found in the previous section of 2.2 Å and 5 Å.
Figure 6. PADF correlation of (a) a single helix protein (1AL1) and (b) a three-helix bundle (1COS), generated from the \( q \)-space correlation function \( C(q, q', \theta) \) (see Equation (2)). The intensity within these plots is clipped to show only positive correlation, scaled to the power of 0.25 to flatten peak intensity. This qualitatively shows regions of correlation, where we might expect to see particular arrangements of atoms, but removes the relative intensity of finding such arrangements. Plots (c,d) show PADF intensity line plots for selected distances as a function of \( \theta \) for 1AL1 and 1COS respectively.

Comparison between the atomic model PADF and \( q \)-space correlation PADF is illustrated in Figure 7. Figure 7a outlines selected arcs (dashed lines) and peaks (circle markers) characteristic of alpha helices found in the atomic model PADF. These peaks are more visible in Figure 7b, which utilises a Gaussian blur and an intensity threshold to highlight peaks in the 40°–90° range. The Gaussian blur had a full width of half maximum of 12° and 2.2 Å. These selected peaks do not occur in the disordered peptide chain, a single helix or a isolated three-helix bundle. They are due to the symmetric packing of the asymmetric unit into the unit cell, which for the single alpha helix protein 1AL1 has 48 symmetric partners. The selected peaks that occur in the atomic model PADF correspond to peaks in Figure 7c, which is the PADF generated from the \( q \)-space correlation. Hence, the PADF generated from experimental data is sensitive to the packing of the molecules into the unit cell.

This is further illustrated in Figure 7d, where three symmetric proteins form an equilateral triangle between equivalent residues on the proteins. We can observe correlations within this arrangement in the \( r = r' \) plane, by viewing the intensity on a vertical line through 60°. Correlation between the alpha carbons of the residue LEU3 yields lengths of 10.1 Å and 60°, which appears within range of the red marker in Figure 7a–c. Furthermore, correlation with the beta and gamma carbons on the LEU3 residue (not shown in the cartoon representation) gives distances of 5.8 Å and 8 Å, respectively, which are also close to peaks in the PADF plots. Note that the PADF volume considers the correlations of all atoms with all other atoms, and thus peaks can also be found when correlating between non-equivalent residues. These peaks, however, would not necessarily occur in the \( r = r' \) plane and, hence, require some other representation of the volume.

Conversely, not all equivalently correlated residues will form peaks at 60°. Regions of anti-correlation, where it would be considered unlikely to find a particular arrangement, can change the relative peak intensity and remove a peak altogether.

For distances \( r > 12 \) Å, the PADF plots calculated from experimental structure factors deviate from expected distributions from the atomic models. The experimental PADF plots show an angular
modulation, where the atomic models show sharp arcs and a diffuse structure. This is likely due to
the finite angular bandwidth used in the experimental PADF, producing aliasing artefacts. Although
the information is still related to the sample structure, it is no longer possible to manually identify
molecular structure with specific peaks in this region. Instead, computational modelling will be
required to relate molecular structure to aliased PADF data.

The aliasing is a consequence of the angular resolution of the reconstruction, which is determined
by a number of factors. The number of spherical harmonic terms used to reconstruct the PADF
influences the angular sampling, for example, by calculating to the 58th spherical harmonic, we expect
58 oscillations in intensity at high correlation length over 360°. This comes to approximately 6.2°
angular resolution. In the plots shown in Figure 6, the correlation is run to 60 Å, but cropped to
13 Å. Other factors that influence the aliasing include the maximum real space distance computed
and the binning of the distance measurement, as well as the number and maximum magnitude of
scattering vectors in the q-space correlation volume input, and the binning of the q-space correlation.
This could potentially limit the length scales that can be investigated by this method, however, further
analysis is required to understand the interplay of these variables, and the accuracy of the PADFs at
variable limits.
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**Figure 7.** Comparison between PADFs of a single-helix protein (1AL1) generated via different methods.
(a) PADF generated from atomic model, no intensity scaling. (b) PADF generated from atomic
model, enhancing peaks between 40° and 90°. (c) PADF generated from q-space correlation, showing
corresponding peak positions. (d) Atomic models of three symmetric 1AL1 proteins in the crystal,
showing one of the possible contributions on the peak intensity at approximately 60°, 10 Å.

### 3.4. A Test Case: NoIR from Sinorhizobium fredii

Finally, we discuss a test case of the protein NoIR from *Sinorhizobium fredii* (PDB entry 4OMZ).
This protein was chosen on the basis of molecular weight (>100 kDa) with a very high alpha helix
propensity and few other secondary structural features (59% alpha helix, 7% beta sheet). Furthermore,
structure factor files are available for direct comparison between model- and structure-factor-derived
PADFs. In Figure 8a, we see the characteristic band at 5 Å indicative of folded alpha helices as well as
the broad arc feature beginning at \( r = r' = 14 \, \text{Å} \), first observed in the three-helix bundle (1COS) and
likely due to inter-helix correlations (see Figure 8b). The PADF was blurred with a Gaussian kernel
to lower the angular resolution and facilitate comparison to the PADF generated from the structure
factors. At lower resolution, the diffuse structure is maintained and not all arcs are clearly separated.
To generate the structure factor PADF of NoIR protein, we created the $q$-space correlation volume as previously described, with a $q_{\text{max}}$ of 0.1849 Å$^{-1}$. We reduced the $q_{\text{max}}$ value by half compared to correlations of single helix protein and the three helix bundle, due to computation time constraints. The total number of correlated scattering vectors was 13,200.

The PADF generated from the structure factors of 4OMZ is shown in Figure 8d. Here, we reconstructed the PADF to a maximum distance of 120 Å, but cropped to 20 Å as in the previous cases for single helix and the three helix bundle. We doubled the maximum reconstruction distance because we halved the $q_{\text{max}}$ value of the $q$-space correlation. This maintains the resolution and pixel size for comparison to the reconstructions of the single helix and the three helix bundle, due to the inverse relationship between scattering vector magnitude and resolution. Correlation arcs are visible near the characteristic distances of 5 Å and 9.5 Å. The angular PADF structure at angles between 60° and 120° is less textured than for the three helix bundle (1COS), qualitatively consistent with the diffuse angular structure of Figures 8a,c. However, the peaks at approximately 90° do not correspond to peaks predicted by the atomic model, suggesting the influence of finite angular and radial resolution. Similar to the 1AL1 and 1COS reconstructions, we calculated the PADF to the 58th spherical harmonic, which corresponds to approximately a 6.8° angular resolution.
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**Figure 8.** Comparison between PAFDs of protein NoIR from *Sinorhizobium fredii* (PDB code: 4OMZ) generated via different methods. (a) PADF generated from atomic model, no intensity scaling; (b) the ribbon diagram of the protein structure; (c) PADF generated from atomic model with lower angular resolution for comparison to PADF generated from the structure factors; and (d) PADF generated from the $q$-space correlation of the structure factors.

### 4. Discussion

From the PADF plots of model structures, we have identified several angular correlation “fingerprints” that can be uniquely associated to structural motifs in proteins. Calculations from atomic models provide the ideal form of these fingerprints, unaffected by the resolution limitations and errors of a real experiment. From the atomic models, we have shown that the PADF plots of disordered polypeptide chains show clear bonding peaks at high resolution and two clear angular arcs. We note that bond-angle peaks are an average over all bonds in the structure and are unlikely to be sensitive to chemical changes in small localised regions of the chain. The arcs are well explained by the three-body correlations where one pair distance is fixed to a bond distance ($\approx 1.3$ Å) or a second neighbour distance ($\approx 2.2$ Å). Varying the distance to a third atom on the chain, generates the almost continuous arcs. Therefore, the PADF “fingerprint” of a completely disordered chain is to see these arcs
in the absence of other angular structure. We then saw that a single alpha helix structure displays extra diffuse arcs associated with the inner and outer diameter of the helix. This diffuse angular structure becomes richer when three helices are formed into bundle. The packing of many alpha helices into a unit cell of high symmetry generates complex texture of peaks in the diffuse angular regions of the PADF. It is clear from these correlation “fingerprints” that PADF plots can contain a significant amount of structural information that is not available in powder diffraction or SAXS plots, which lack angular information.

Although there are a number of secondary structural motifs, we have focused on alpha helices in our study. Alpha helices are the most prevalent and easily predictable, and can be found in a wide range of protein types. Unlike more flexible motifs (e.g., beta sheets), they display a highly constrained geometry which produces strong angular correlations. This is most clearly demonstrated by the far smaller dihedral-angle domains for alpha helices versus beta sheets in Ramachandran plots. Alpha helices also frequently assemble into regular bundles creating well-defined correlations as explored above. The approximately flat structure of beta-sheets will result in correlations with a weak or non-existent angular dependency, making their detection by “fingerprints” of angular peak positions challenging.

Calculation of the model PADF can be computationally expensive. In the current implementation, the time taken to construct the model PADF is dependent upon the number of atoms in the asymmetric unit and the number of atoms within the probe sphere. This second term introduces a $r^3$ dependence on probe radius as the number density of non-H atoms in the proteins we have studied is approximately constant at 0.03 Å$^{-3}$. Currently, the calculation of a model PADF to $r_{\text{max}} = 20$ Å for 1AL1 consisting of 100 atoms in the asymmetric unit takes approximately 900 s, extending up to 27,000 s for an asymmetric unit of 709 atoms on a standard desktop computer.

Improving the calculation speed is an important step for improving the analytical use of this technique in a similar fashion to the importance of computational power in the rise of crystallography. Most importantly, the model PADF is a statistical function and can be sampled by Monte Carlo methods for systems, such as proteins with hundreds to thousands of atoms in the asymmetric unit. Currently, we perform a simple convergence test after each cycle, comparing the model PADF for cycle $n$ and $n-1$ and calculating the cosine similarity. Depending on the aim of the calculation the function can converge within tens of cycles. This is especially true in cases where the PADF will have experimental resolution limits applied, see, e.g., Figure 8. In a more practical point underlying routines could be implemented in a faster compiled language such as c/c++, instead of python, and take advantage of additional parallelisation.

The calculation of model PADF plots is not inherently limited to atomistic models. While this approach takes an individual atom in the asymmetric unit as the probe, the scattering density can instead be represented by an arbitrary electron density. This density can then be probed at random and correlations within a probe radius calculated, again most likely through Monte Carlo methods. This approach could be especially useful for modelling structures containing intrinsically disordered domains or materials such as liquid crystals.

Beyond theory, it is important to understand how much of the PADF correlation information is accessible in the experiment. Therefore, we generated PADF plots from the structure factors of crystals of our model structures. We saw clearly that the bond angle PADF peaks were not resolved at typical resolutions of protein crystallography >2 Å. The characteristic angular arcs of the polypeptide chain and individual helices are clearly identifiable up to around ≈12 Å. At these small distance scales, we also observe significant complex angular peak structure from the geometric packing of the a-helices into the unit cell. It is highly interesting that this angular structure was a small modulation of the diffuse correlations from the atomic models, but appears clearly in the analysis of experimental data. This is due to the radial and angular scaling of the three-body correlations that defined in the PADF, producing an altered contrast from the atomic calculations. In this case, the PADF contrast is beneficial for visual identification of the angular “fingerprints”.
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Beyond 12 Å, the finite angular resolution used in the analysis of experimental data causes a significant modulation of the angular structure. This modulation changes the positions of angular peaks and prevents the identification of atomic structures that cause each angular peak. Consequently, the angular peak positions at larger distances do not correspond as well to specific three-body combinations in the atomic model. However, as this effect is not due to errors, but to finite angular resolution, the PADF at larger distances is useful for structural modelling or fitting.

The finite resolution of experimental data places limits on the visual identification of more protein complex structures using angular peak positions. Our test case, NoIR from *Sinorhizobium fredii*, highlights the challenge of relating PADF peak positions to local atomic arrangements in complex protein structures. Qualitatively, the PADF plots are too diffuse to visually identify “fingerprints” for complex protein structures. We expect this to hold true for proteins that have fewer alpha helices and more diverse composition of secondary structure elements than NoIR. Computational structure refinement algorithms would need to be developed to quantitatively match protein structure to the continuous PADF distribution. Based on our results, we expect the potential sensitivity of computational refinement methods from PADF plots to be greater than powder diffraction or SAXS, but may be less than conventional crystallography.

To compute the PADF from 3D datasets of experimental structure factors, as we have studied here, the experimental requirements are exactly the same as standard crystallography or serial crystallography experiments. The most data-intensive experiment is serial crystallography experiments with XFELs, where at least $10^4$ indexable patterns are typically required for a complete 3D dataset at sufficient resolution for structure determination [48]. Due to inefficiency in data collection and processing, this may require of the order of $10^6$ X-ray pulses, which takes a few hours of data collection with a pulse repetition rate ~100 Hz. PADF analysis could be applied to such datasets with similar results to those presented in our study.

PADF analysis can be applied directly to Bragg peaks selected from the 2D diffraction patterns without determining crystal orientations. This may introduce new sources of noise that are suppressed when the 2D data is merged into a 3D dataset first. Intensity fluctuations due to peak partiality, incident beam intensity and crystal size may be detected when PADF analysis is applied directly to Bragg peaks selected from the 2D diffraction patterns. This in turn may increase the number of diffraction patterns required. However, analysing 2D patterns also permits more crystals to be measured per exposure. Further study is required to quantify the data requirements for analysing 2D diffraction patterns.

The data used in this study was derived from single-crystal protein crystallography experiments sourced from the PDB. One can envision applying the PADF technique to serial diffraction data from ensembles of (nano)crytals. The upper limit on the number of crystals PADF analysis can tolerate is reached when isotropic 2D powder rings form on the detector. Textured, anisotropic powder rings still contain the angular information required to recover the PADF, even if individual Bragg reflections can no longer be indexed. If individual Bragg reflections cannot be isolated, then the entire detector could be analysed as is performed in XCCA measurements of single particles and bulk materials. This could then lead to innovations in experimental design in, for example, time-resolved measurements or crystal growth studies. However, further study is required to understand how crystal size, the number of crystals per exposure and background scattering impact the quality of the PADF correlations, before experimental innovations can be attempted.

5. Conclusions

We have applied PADF analysis to crystallography data to determine how protein structure translates into multi-atom angular correlations. We have found that atomic bonding, polypeptide chains, alpha helices and the bundling of alpha helices all have distinctive angular correlations (or “fingerprints”). From experimental data, the angular arcs generated by the polypeptide chains and alpha helices were clearly identifiable, as were correlations from the packing of symmetry equivalent molecules in the unit cell. There is clearly more structural information in the angular correlations
to identify these structures than in the pair-distribution function. However, the finite angular and radial resolution causes significant impact on the PADF distribution calculated from diffraction data. This suggests that the full potential of protein PADF analysis will be realised in combination with structural modelling.
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**Appendix A. Definitions of the Modified N-Body Correlation Functions**

The modified correlation functions are given by

\[ \tilde{g}^{(2)}(r, r', \theta) = \int \tilde{g}^{(2)}(r, r') \delta \left( \cos \theta - \frac{r \cdot r'}{|r||r'|} \right) d\Omega d\Omega' , \]  

\[ \tilde{g}^{(3)}(r, r', \theta) = \int \tilde{g}^{(3)}(r_1, r, r') d\Omega d\phi' d\Omega ' , \]  

and

\[ \tilde{g}^{(4)}(r, r', \theta) = \int \tilde{g}^{(4)}(r_1, r, r_3, r') d\Omega d\phi' d\Omega d\Omega', \]

where \( r_1 \) and \( r_3 \) are coordinates of a reference atom in each pair that is integrate out, and \( \Omega \) and \( \phi' \) are angular coordinates that specify the absolute orientation of the three- or four-atom group, respectively. We have also defined:

\[ \tilde{g}^{(2)}(r, r') = \frac{1}{N^3 V} \sum_{i=1}^{N} \sum_{i_2 \neq i_1} \left[ \delta(r - r_{i_1}) \delta(r' - r_{i_2}) + \delta(r - r_{i_2}) \delta(r' + r_{i_1}) \right] \]
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