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Abstract. Recently, sparsification scale-spaces have been obtained as a sequence of inpainted images by gradually removing known image data. Thus, these scale-spaces rely on spatial sparsity. In the present paper, we show that sparsification of the co-domain, the set of admissible grey values, also constitutes scale-spaces with induced hierarchical quantisation techniques. These quantisation scale-spaces are closely tied to information theoretical measures for coding cost, and therefore particularly interesting for inpainting-based compression. Based on this observation, we propose a sparsification algorithm for the grey-value domain that outperforms uniform quantisation as well as classical clustering approaches.
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1 Introduction

Image inpainting [11] reconstructs an image from a mask that specifies known pixel data at a subset of all image coordinates. Cárdenas et al. [3] have shown that a wide variety of inpainting operators can create scale-spaces: Sequentially removing points from the mask yields inpainting results that form a scale-space with the mask density as a discrete scale dimension. The order in which the data is removed, the sparsification path, can impact the reconstruction quality significantly. Implicitly, many inpainting-based compression approaches (e.g. [6,13,16]) and associated mask optimisation strategies (e.g. [14,10]) rely on these sparsification scale-spaces: They choose sparse masks as a compact representation of the image and aim for an accurate reconstruction from this known data.

However, there is another aspect of compression, that has hitherto not been explored from a scale-space perspective: The known data has to be stored, which means the information content of the grey or colour values plays an important
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role. In particular, all contemporary compression codecs use some form of quantisation combined with variants of entropy coding, no matter if they rely on transforms \cite{12,19}, inpainting \cite{6,13,16}, or neural networks \cite{14}. Quantisation reduces the amount of different admissible values in the co-domain to lower the Shannon entropy \cite{18}, the measure for information content.

Sparsification scale-spaces have demonstrated that there are viable scale-space concepts beyond the classical ideas that rely on partial differential equations (PDEs) \cite{2,8,15,21} or evolutions according to pseudodifferential operators \cite{5,17}. In the present paper, we show that quantisation methods can also imply scale-spaces and that this leads to practical consequences for inpainting-based compression. In this application context, quantisation has so far only been the main focus in the work of Hoeltgen et al. \cite{11} who compared multiple different strategies. However, they did not consider scale-space ideas and concluded that non-uniform quantisation does not offer advantages over uniform ones in inpainting-based compression.

**Our contributions.** Our first results are of theoretical nature: We propose quantisation scale-spaces based on the broad class of hierarchical quantisation methods inspired by Ward clustering \cite{20}. The image is gradually simplified by merging level sets. Not only do these sequences of quantised images satisfy all essential scale space-properties, we also show that our Lyapunov criterion guarantees a decrease of the coding cost.

This observation motivates our practical contributions: We demonstrate that committed (i.e. structure-adaptive) quantisation scale-spaces are particularly useful. They allow the design of flexible, task-specific quantisation approaches. As a concrete application we use the natural ties of quantisation scale-spaces to information theory for improved inpainting-based compression.

**Organisation.** In Section 2 we propose quantisation scale-spaces and their properties, compare them to sparsification scale-spaces in Section 3 and discuss practical applications in Section 4. Section 5 concludes with a final discussion.

## 2 Quantisation Scale-Spaces

While there is a plethora of quantisation approaches designed for specific purposes, not all of them correspond to scale-spaces. Thus, we first define a suitable class of quantisation methods without imposing too many restrictions on their design. To this end, we use a very general hierarchical clustering idea inspired by the classical algorithm of Ward \cite{20}. Intuitively, these approaches reduce the quantisation levels by mapping exactly two of the fine grey values to the same coarse quantisation value. In the following we consider only 1-D vectors, but these represent images of arbitrary dimension with \( N \) pixels (e.g. a row by row representation in 2-D).
Definition 1: Hierarchical Quantisation Function
Consider a quantised image \( f \in \{ v_1, \ldots, v_Q \}^N \) with \( N \) pixels and \( Q \) quantisation levels \( v_1 < v_2 < \cdots < v_Q \). A function \( q : \hat{V} := \{ \hat{v}_1, \ldots, \hat{v}_{Q-1} \} \rightarrow \hat{V} := \{ \hat{v}_1, \ldots, \hat{v}_{Q-1} \} \) mapping to coarse quantisation levels \( \hat{V} \) with \( \hat{v}_1 \leq \hat{v}_2 < \cdots < \hat{v}_{Q-1} \leq v_Q \) is a hierarchical quantisation function if it fulfils
\[
\exists s, t \in \{1, \ldots, Q\}, s \neq t : \forall i, j \in \{1, \ldots, Q\}, i \neq j :
q(v_i) = q(v_j) \iff i, j \in \{s, t\}.
\] (1)

Eq. (1) guarantees that exactly \( v_s \) and \( v_t \) from the fine grey value range \( V \) are mapped to the same value \( \hat{v}_r := q(v_s) \) from the coarse range \( \hat{V} \). Since \( \hat{V} \) contains exactly one value less, this simultaneously implies a one-to-one mapping for all remaining \( Q - 2 \) values in \( V \setminus \{v_s, v_t\} \) and \( \hat{V} \setminus \{\hat{v}_r\} \).

For our purposes we also consider quantisation as an operation on level sets. Let a level set \( L_k \) of the image \( f = (f_i)_{i=1}^N \) be given by the locations with grey value \( v_k \):
\[
L_k = \{ i \mid f_i = v_k \}, \quad k \in \{1, \ldots, Q\}.
\] (2)

With this notation, our definition of a hierarchical quantisation step is equivalent to merging exactly the two level sets \( L_s \) and \( L_t \), while leaving the rest untouched.

Note that we do not specify which level sets need to be merged. Moreover, the only restriction that we impose to the target range \( \hat{V} \) is that it does not exceed the original grey level range. As we demonstrate in Section 4, hierarchical quantisation covers a very broad range of quantisation methods that can be tailored to specific applications. With the formal notion of hierarchical quantisation functions we are now suitably equipped to define quantisation scale-spaces.

Definition 2: Quantisation Scale-Spaces
Consider the original image \( f = (f_i)_{i=1}^N \in V^0 := \{ v_1, \ldots, v_Q \}^N \), \( v_1 < v_2 < \cdots < v_Q \) containing \( Q \) initial grey levels. Let \( f^0 := f \) and consider hierarchical quantisation functions \( q^\ell \) with \( \ell \in \{1, \ldots, Q-1\} \). Each function \( q^\ell \) maps \( V^{\ell-1} \) with \( |V^{\ell-1}| = Q - \ell + 1 \) to a quantised range \( V^\ell \) with \( Q - \ell \) grey values. The quantisation scale-space is then given by the family of images
\[
f^0 = f, \quad f^\ell = (q^\ell (f_1^{\ell-1}), \ldots, q^\ell (f_N^{\ell-1})) , \quad \ell \in \{1, \ldots, Q-1\},
\] (3)

with discrete scale parameter \( \ell \in \{0, \ldots, Q-1\} \).

Since we use hierarchical quantisation functions in Definition 2, we make sure that the range of admissible grey values is reduced by one when we transition from scale \( \ell \) to scale \( \ell + 1 \) with \( q^{\ell+1} \). Note that we do not require that \( f \) actually contains all values of the range \( V^0 \). Thus, some of its level sets might be empty. For 8-bit images, we have \( Q = 256 \).
2.1 Scale-Space Properties

In the following we show that quantisation scale-spaces in the sense of Definition 2 fulfil six essential scale-space properties \cite{2}. For some of these properties, it is helpful to argue on level sets. Therefore, we introduce the notation \( L^\ell_k \) for the level set of the value \( v^\ell_k \) (as in Eq. (2)) on scale \( \ell \).

**Property 1: Original Image as Initial State**

For \( \ell = 0 \), Definition 2 directly yields \( f^0 = f \) which can be seen as quantisation with the identity function.

**Property 2: Semigroup Property**

Due to Definition 2, we can construct the scale-space in a cascadic manner by subsequent merging of level sets. In particular, the hierarchical quantisation criterion from Eq. (1) implies that \( q^{\ell+1} \) merges exactly two level sets \( L_\ell^s \) and \( L_\ell^t \) into a new level set \( L_{\ell'}^{r+1} \), while the rest remains unchanged. Therefore, a quantised image \( f^{\ell+n} \) can be obtained from \( f^0 \) in \( \ell + n \) merging steps or, equivalently, from \( f^\ell \) in \( n \) merging steps.

**Property 3: Maximum–Minimum Principle**

According to Definition 1, hierarchical quantisation functions do not expand the grey value range. Thus, all quantised values lie in the range \([v_1, v_Q]\) and the maximum–minimum principle is fulfilled.

**Property 4: Lyapunov Sequences**

Lyapunov sequences play a vital role in describing the sequential simplification of the image with increasing scale parameter \cite{22}. Multiple different Lyapunov sequences can be specified that emphasise specific types of simplification. In analogy to sparsification scale spaces \cite{3}, for \( J = \{1, \ldots, N\} \), we can use the total image contrast

\[
V(f^\ell) := \max_{i \in J} f_i^\ell - \min_{i \in J} f_i^\ell
\]

(5)

to define a Lyapunov sequence based on the maximum–minimum principle. Thus, the image is visually simplified by shrinking the contrast successively. However, for progressive quantisation, it is more meaningful to consider a different Lyapunov sequence that directly reflects the intention behind quantisation in compression applications: the entropy as a measure of information content and storage cost. For the Shannon entropy \cite{18}, we need the probabilities of the grey values occurring in the image \( f^\ell \). We can define them via the level sets as

\[
p_k^\ell := \frac{|L_k^\ell|}{N},
\]

where \(|·|\) denotes the cardinality. Then, the binary entropy \( H \), with \( \log_2 \) denoting the logarithm to the base 2, is given by

\[
H(f^\ell) = - \sum_{\substack{k=1, \ p_k \neq 0 \ \ell}}^{Q-\ell} p_k \log_2 p_k.
\]
It constitutes the minimal average bit cost of storing a grey value of the image \( f^\ell \) that can be achieved by any binary zeroth order entropy coder. Since Definition 2 allows empty level sets, these are excluded from the sum in Eq. (6).

Note that this entropy criterion for simplification differs significantly from the notion of entropy used in PDE-based scale-spaces [21]: There, the entropy is defined directly on the grey values instead of their histogram and thus does not reflect storage cost. In the following, we prove that the Shannon entropy constitutes a Lyapunov sequence.

**Proposition 1: Shannon Entropy constitutes a Lyapunov Sequence**

For a quantisation scale-space according to Definition 2, the Shannon entropy decreases monotonically with the scale parameter, i.e. for all \( \ell \)

\[
H(f^\ell) \geq H(f^{\ell+1}).
\]

(7)

**Proof.** Let \( L_i^\ell, L_j^\ell \) denote the two level sets that are merged to obtain \( L_r^{\ell+1} = L_i^\ell \cup L_j^\ell \) according to Eq. (1). The probabilities \( p_i \) and \( p_j \) are additive under merging, i.e.

\[
p_r^{\ell+1} = \frac{|L_r^{\ell+1}|}{N} = \frac{|L_i^\ell|}{N} + \frac{|L_j^\ell|}{N} = p_i^\ell + p_j^\ell.
\]

(8)

This implies equality in Eq. (7) if \( L_i^\ell \) or \( L_j^\ell \) are empty. Assuming that both level sets are non-empty, the entropy is strictly decreasing for increasing scale parameter \( \ell \):

\[
H(f^{\ell+1}) = -p_r^{\ell+1} \log_2 p_r^{\ell+1} - \sum_{k=1, k \neq r}^{Q-\ell} p_k^{\ell+1} \log_2 p_k^{\ell+1}
\]

(9)

\[
= -(p_i^\ell + p_j^\ell) \log_2 (p_i^\ell + p_j^\ell) - \sum_{k=1, k \notin \{i,j\}}^{Q-\ell} p_k^\ell \log_2 p_k^\ell
\]

(10)

\[
< -p_i^\ell \log_2 (p_i^\ell) - p_j^\ell \log_2 (p_j^\ell) - \sum_{k=1, k \notin \{i,j\}}^{Q-\ell} p_k^\ell \log_2 p_k^\ell = H(f^\ell)
\]

(11)

Note that in the first step of the computation above we have used that there is a one-to-one mapping between all coarse and fine level sets not affected by the merge. The last step follows from the fact that \( p_i^\ell > 0, p_j^\ell > 0 \), and \( \log_2 \) is monotonically increasing, hence

\[
(p_i^\ell + p_j^\ell) \log_2 (p_i^\ell + p_j^\ell) > p_i^\ell \log_2 (p_i^\ell) + p_j^\ell \log_2 (p_j^\ell).
\]

(12)

Thus, we have shown that each step in a quantisation scale-space does not increase information content and, if no level sets are empty, it even strictly decreases the entropy. □
Property 5 (Invariances)
A quantisation according to Definition 1 is a point operation, i.e. it acts independently of the spatial configuration of image pixels. Thus, it is invariant under any permutation of the image pixels. Moreover, it is invariant under any brightness rescaling operations that keep the histogram, and thus the level sets, intact.

Property 6 (Convergence to a Flat Steady-State)
According to Definition 2, the final image \( f^{Q-1} \) contains \( Q - (Q - 1) = 1 \) grey value and is thus flat.

Now that the important properties of quantisation scale-spaces have been verified, we briefly compare them to their spatial relatives, the sparsification scale-spaces [3]. Then, in Section 4, we also consider practical applications for this novel type of scale-space.

3 Relations to Sparsification Scale-Spaces
Sparsification scale-spaces [3] rely on a series of nested inpainting masks that specify known data for an image with domain \( \Omega \) with \( |\Omega| = N \). They start with a full mask \( K^0 = \Omega \) and successively reduce \( K^\ell \) to \( K^{\ell+1} \) by removing exactly one pixel coordinate from this set. From each of these sets, an image \( u^\ell \) can be inpainted by solving

\[
C^\ell (u^\ell - f) - (I - C^\ell) A (u^\ell) u^\ell = 0 \quad (\ell = 0, ..., N-1).
\]

Here, \( C^\ell \in \mathbb{R}^{N \times N} \) is a diagonal matrix that corresponds to the known data set \( K^\ell \), and \( A \in \mathbb{R}^{N \times N} \) implements an inpainting operator including boundary conditions. While there are many viable choices for \( A \), we only consider homogeneous diffusion inpainting [8] here, where \( A \) corresponds to a finite difference discretisation of the Laplacian with reflecting boundary conditions. For more details on sparsification scale-spaces we refer to Cárdenas et al. [3].

Both sparsification and quantisation scale-spaces have a discrete scale parameter. The corresponding amount of steps is determined by the image resolution in the spatial setting and by the grey value range in the quantisation setting. Additionally, sparsification scale-spaces do not have an ill-posed direction: For a known order of pixel removals, one can easily go from coarse scales to fine scales. Due to the many-to-one mapping by merging level sets, this is not the case for quantisation scale-spaces. In compression applications, this is no issue, since the original image is available. However, one cannot go to finer quantisations, i.e. from an 8-bit to a high dynamic range image.

Interestingly, we can combine sparsification and quantisation scale-spaces. For an image \( f \in V^N \) with \( |V| = Q \), consider the sparsification path given by \( (K^\ell)_{\ell=0}^{N-1} \). Now, we can define a quantisation scale-space on \( K^\ell = \{i_1, ..., i_n\} \) with \( n := N - \ell \) known pixels. Thereby, following Definition 2, we consider the known grey values \( g^\ell := (f_{i_1}, ..., f_{i_n}) \) instead of the full image \( f \). Quantisation with scale parameter \( m \) yields \( n \) pixels from \( V^m \) with \( q := |V^m| = Q - m \).
| 100% | ≈ 64% | ≈ 8% | ≈ 1% |
|-------|-------|------|------|
| ![Inputing Mask](image1.png) | ![64% Reduction](image2.png) | ![8% Reduction](image3.png) | ![1% Reduction](image4.png) |

**Fig. 1. Sparsification versus Quantisation Scale-Spaces**: Both the reduction of known data (from left to right) and the reduction of grey values (from top to bottom) simplifies the test image *true*. Here, we used probabilistic sparsification [3,10] for the spatial domain and our quantisation by sparsification for the grey level domain. Interestingly, for very low quantisation levels $q$, results might be visually more pleasant for lower mask densities, compare e.g. 8% to 64% at 4 grey levels. This impression results from the smooth interpolation by diffusion, that avoids unpleasant discontinuities and simultaneously expands the number of grey levels in the reconstructed image beyond those of the mask.
quantisation values. The reconstruction \( u^{\ell,m} \) now depends on the respective scale parameters \( \ell \) of the sparsification and \( m \) of the quantisation scale-space.

This does not affect our theoretical results, since none of the properties relies on the spatial configuration of the image pixels. If an inpainting operator fulfils the maximum–minimum principle, this carries over to the inpainted image, and thereby also the total contrast of the known data. We can thus even extend Properties 3 and 4 to the reconstructions \( u^{\ell,m} \).

An investigation of both scale dimensions in Fig. 1 yields surprising results: A lower amount of known data at the same quantisation scale can yield visually more pleasing results (e.g. \( q = 4 \) and 64% vs. 8% mask density). This results from the fact that smooth inpainting can fill in additional grey levels, hence the inpainted areas are less coarsely quantised than the known data.

Finally, both types of scale-spaces can be committed to the image, i.e. adapted to the image structure. In the following section, we show that this allows the design of highly task-specific quantisation approaches.

4 Applications to Quantisation and Compression

The results of practical experiments depend significantly on the order in which known data are removed and level sets are merged. For the spatial scale-space, we use an adaptive sparsification path obtained with the algorithm from \[3\].

First, we propose several committed and uncommitted quantisations. We show some exemplary results on the test image \textit{trui} that has been also used in \[3\].

4.1 Uncommitted and Committed Quantisation

\textbf{Uncommitted Uniform Quantisation:} Hierarchical uniform quantisation can be seen as a pyramidal approach. On a level with \( a := 2^k \) level sets, we have \( b := 2^k - 1 \) pairs of neighbouring level sets. We progress to \( b \) grey values by merging \( L_{2i-1} \) and \( L_{2i} \) for \( i = 1, ..., b \) in \( b \) steps. A bin containing the minimum grey value \( v_{\min} \) and maximum value \( v_{\max} \) is associated to the new value \( v_{\min} + \frac{1}{2}(v_{\max} - v_{\min}) \). We round the intermediate results to the next integer.

\textbf{Committed Ward Clustering:} While the method of Ward \[20\] describes a general clustering approach, not a quantisation technique, it can be used easily as such by choosing the mean squared error (MSE) on the quantised data as an optimality criterion. It simply merges two level sets that minimise this criterion.

\textbf{Committed Quantisation by Sparsification:} Inspired by the spatial sparsification for adaptive scale-spaces \[1,3\], we successively remove the one grey level that has the lowest impact on the global inpainting error. This merging strategy can equivalently be interpreted as an inpainting-based merging criterion for Ward clustering that is designed for cases where parts of the image are unknown. If all pixels are known this corresponds to regular Ward clustering.

For both committed quantisations, we assign the value of the corresponding coarse level set with the largest histogram occurrence to the newly merged set.
Fig. 2. Visual Comparison of Quantisation Scale-Spaces: The uncommitted uniform quantisation scale-space does not preserve details as well as the committed sparsification and Ward approaches for low amounts of quantisation levels $q$. The quantisation by sparsification scale-space preserves structures in the facial area, and the hat even down to only two quantisation levels (mouth, nose). The Ward method preserves a few more patterns on the left side of the scarf, but loses detail in all other areas.
Fig. 3. Comparing Scale-Space Quantisation Operators on trui. (a) All three operators guarantee decreasing entropy for less quantisation levels. (b) According to design, Ward clustering achieves the best quantisation error. Due to the logarithmic MSE scale, the graphs are cut off at the point where the error reaches zero.

Experiments on the test image trui with 8% known data in Fig. 3(a) verify that the entropy monotonically decreases with increasing scale for all three approaches. However, this is quite irregular for uniform quantisation, since it does not respect the actual distribution of grey levels in the image. The non-uniform methods do not yield any changes until they reach 186 grey levels, since this is the number actually occurring in the image. Sparsification leads to a slightly quicker descent in entropy, but for coarse scales, all methods yield similar results.

The quantisation error in Fig. 3(b) shows Ward clustering as a clear winner: Unsurprisingly, it yields much better results than uniform quantisation due to its adaptivity. Interestingly, sparsification exhibits the worst results for medium quantisation levels. The next section reveals that this is the intended result of its merging criterion and not a design flaw.

4.2 Inpainting-based Compression

The combination of sparsification and quantisation scale-spaces from Section 3 describes the natural rate-distortion optimisation problem in image compression: We want to find the optimal scale parameters \( \ell \) and \( \tilde{m} \) such that for a given storage budget \( t \), the MSE is minimised. If \( B(K^\ell, g^{l,m}) \) denotes the coding cost of the known data, image compression can now be seen as a minimisation problem

\[
(\ell, \tilde{m}) = \arg\min_{(\ell, m)} \| f - u^{\ell,m} \|^2, \quad \text{s.t.} \quad B(K^\ell, g^{l,m}) < t
\]

with Euclidean norm \( \| \cdot \| \) and cost threshold \( t \). Here, we consider the entropy \( H(g^{l,m}) \) of the known grey values for the budget \( B \). We can neglect the coding cost of the known data positions since they are identical for all our quantisation methods. However, we still need to consider overhead. For uniform quantisation, this is only the number of grey levels (8 bit). Non-uniform methods also need to
Fig. 4. Compression with Quantisation Scale-Spaces on trui. (a) Non-uniform quantisation creates much higher overhead than uniform approaches. (b) Despite the overhead, quantisation by sparsification yields the best compression performance, while Ward clustering falls behind uniform quantisation.

store the values in $V^m$, which comes down to $-q \log_2(q)$ for $q = 256 - m$ grey levels.

Fig. 4(a) shows that the overhead of non-uniform quantisation can easily exceed uniform overhead by a factor 190. Consequentially, this is a game changer: In Fig. 4(b) Ward clustering is consistently worse for actual compression than a uniform quantisation. These findings are consistent with those of Hoeltgen et al. [7] who also tested non-scale-space quantisations such as k-means clustering [9]. We did not consider those here since they do not offer better results.

However, our quantisation by sparsification does not only beat Ward clustering by more than 20%, but also uniform quantisation by more than 10%. This is a direct result of the correct error measure for compression during the choice of the quantisation path. Minimising the MSE on the inpainted image is the true goal of this application, while Ward clustering only ensures accurate known values. Thus, committed quantisation scale-spaces can be useful to adapt to different applications.

5 Conclusions

We have established quantisation scale-spaces as the co-domain counterpart of spatial sparsification scale-spaces: They act on the grey value domain instead of the pixel domain. Both of these approaches successively sparsify their corresponding discrete domains and we can even combine them in a meaningful way for concrete applications in compression.

However, there are also notable differences: In contrast to spatial sparsification, the Lyapunov criterion for quantisation scale-spaces simplifies the known data set in terms of its Shannon entropy, thus yielding a guaranteed reduction of
the coding cost. From the viewpoint of inpainting-based image compression, we can now interpret rate-distortion optimisation as the selection of suitable scale parameters in both scale-spaces.

In future research, we are going to consider quantisation scale-spaces on colour spaces and further investigate their impact on compression in a more practical setting, including a larger scale evaluation.

References

1. Adam, R.D., Peter, P., Weickert, J.: Denoising by inpainting. In: Lauze, F., Dong, Y., Dahl, A.B. (eds.) Scale Space and Variational Methods in Computer Vision, Lecture Notes in Computer Science, vol. 10302, pp. 121–132. Springer, Cham (2017)
2. Alvarez, L., Guichard, F., Lions, P.L., Morel, J.M.: Axioms and fundamental equations in image processing. Archive for Rational Mechanics and Analysis 123, 199–257 (Sep 1993)
3. Cárdenas, M., Peter, P., Weickert, J.: Sparsification scale-spaces. In: Lellmann, J., Burger, M., Modersitzki, J. (eds.) Scale Space and Variational Methods in Computer Vision, Lecture Notes in Computer Science, vol. 11603, pp. 303–314. Springer, Cham (2019)
4. Chen, Y., Ranftl, R., Pock, T.: A bi-level view of inpainting-based image compression. In: Proc. 19th Computer Vision Winter Workshop. pp. 19–26. Krítiny, Czech Republic (Feb 2014)
5. Duits, R., Florack, L., de Graaf, J., ter Haar Romeny, B.: On the axioms of scale space theory. Journal of Mathematical Imaging and Vision 20, 267–298 (May 2004)
6. Galić, I., Weickert, J., Welk, M., Bruhn, A., Belyaev, A., Seidel, H.P.: Image compression with anisotropic diffusion. Journal of Mathematical Imaging and Vision 31(2–3), 255–269 (Jul 2008)
7. Hoeltgen, L., Peter, P., Breuß, M.: Clustering-based quantisation for PDE-based image compression. Signal, Image and Video Processing 12(3), 411–419 (Mar 2018)
8. Iijima, T.: Basic theory on normalization of pattern (in case of typical one-dimensional pattern). Bulletin of the Electrotechnical Laboratory 26, 368–388 (Jan 1962), in Japanese
9. Lloyd, S.P.: Least squares quantization in PCM. IEEE Transactions on Information Theory 28(2), 129–137 (Mar 1982)
10. Mainberger, M., Hoffmann, S., Weickert, J., Tang, C.H., Johannsen, D., Neumann, F., Doerr, B.: Optimising spatial and tonal data for homogeneous diffusion inpainting. In: Bruckstein, A.M., ter Haar Romeny, B., Bronstein, A.M., Bronstein, M.M. (eds.) Scale Space and Variational Methods in Computer Vision, Lecture Notes in Computer Science, vol. 6667, pp. 26–37. Springer, Berlin (2012)
11. Masnou, S., Morel, J.M.: Level lines based disocclusion. In: Proc. 1998 IEEE International Conference on Image Processing. vol. 3, pp. 259–263. Chicago, IL (Oct 1998)
12. Pennebaker, W.B., Mitchell, J.L.: JPEG: Still Image Data Compression Standard. Springer, New York (1992)
13. Peter, P.: Fast inpainting-based compression: Combining Shepard interpolation with joint inpainting and prediction. In: Proc 2019 IEEE International Conference on Image Processing. pp. 3557–3561. Taipei, Taiwan (Sep 2019)
14. Rippel, O., Bourdev, L.: Real-time adaptive image compression. In: Proc. 34th International Conference on Machine Learning. pp. 2922–2930. Sydney, Australia (Aug 2017)
15. Scherzer, O., Weickert, J.: Relations between regularization and diffusion filtering. Journal of Mathematical Imaging and Vision **12**(1), 43–63 (Feb 2000)
16. Schmaltz, C., Peter, P., Mainberger, M., Ebel, F., Weickert, J., Bruhn, A.: Understanding, optimising, and extending data compression with anisotropic diffusion. International Journal of Computer Vision **108**(3), 222–240 (Jul 2014)
17. Schmidt, M., Weickert, J.: Morphological counterparts of linear shift-invariant scale-spaces. Journal of Mathematical Imaging and Vision **56**(2), 352–366 (Oct 2016)
18. Shannon, C.E.: A mathematical theory of communication – Part 1. Bell System Technical Journal **27**(3), 379–423 (Jul 1948)
19. Taubman, D.S., Marcellin, M.W. (eds.): JPEG 2000: Image Compression Fundamentals, Standards and Practice. Kluwer, Boston (2002)
20. Ward, J.H.: Hierarchical grouping to optimize an objective function. Journal of the American Statistical Association **58**(301), 236–244 (Mar 1963)
21. Weickert, J.: Anisotropic Diffusion in Image Processing. Teubner, Stuttgart (1998)