A Multi Fusion Data Mining Algorithm for Solar Energy Efficiency
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Abstract—The output power of renewable energy has the characteristics of random fluctuation, which have the harmful effect on stability of renewable power grid and causes the problem of low utilization ratio on renewable energy output power. Thus, this paper proposed a method to predict the output power of renewable energy based on data mining technology. Data mining is performed using linear regression algorithm, decision tree, and random forest. The simulation experiment results show the variation of solar radiation size and inclination angle, which improves solar panel position control accuracy and solar energy utilization in solar photovoltaic power generation systems. And this provides the scientific basis for theory and application of the efficiency of utilizing solar energy.
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I. INTRODUCTION

With the continuous development of new energy generation in the power system, the proportion of renewable energy generation in the power system has gradually increased. However, the random fluctuation of renewable power generation will cause power grid unstable. In addition, the new energy generation system represented by solar power generation is relatively random due to the change of sunlight, making the utilization rate of new energy resources at a relatively low level. In photovoltaic power generation systems, the relationship between solar panels and sunlight will directly affect the efficiency of their power generation. When the radiation level of sunlight on the local surface is at a high level, the power generation effect of the panel will be at a relatively high level.

In recent decades, many efforts have been devoted to renewable energy resources and generation power prediction. These methods can be divided into three categories: physical model, statistical model and hybrid model. In the physical model, a specialized model is established for a specialized scenario and they do not need lots of historical data to train the model. The statistical model is a kind of time-series prediction method. Compared with physical techniques, it is more widely implemented in practice. These models are based on using historical data to develop the relationship between several variables. The conventional statistical model includes autoregressive model, moving average model, autoregressive moving average (ARMA) model and other variants of similar models.

Apart from the mentioned forecasting methods above, artificial intelligence has been adopted for time-series based forecasting due to its abilities such as self-learning, easy implementation and establishing non-linear relationships between inputs and outputs. Artificial neural network (ANN) such as radial basis function neural network, back propagation (BP) neural network, Elman neural network and extreme learning machines (ELM) have been implemented for forecasting renewable energy sources and loads. Another machine learning tool called support vector machine (SVM) has also been used as forecasting engine. However, there are some drawbacks such as falling into local minima and over-fitting. Meanwhile, SVM are sensitive to parameter selection and time consuming.

Python is an object-oriented interpreted computer programming language invented by the Dutch Guido van Rossum in 1989. The first public release was released in 1991 [1-3]. The biggest advantages of the language are open source and free, its use will not be subject to any legal or policy restrictions, making the current many new algorithms and tools as its preferred development environment. At the same time, the current mainstream artificial intelligence also regards this language as the primary support language. The compiler platform used by the Python language for this article is Anaconda3.

Data mining technology is the process of extracting potential, valuable knowledge models or rules from massive data [4-6]. Data mining technology is used to predict the solar radiation value and inclination, so that the solar panel can track the change of the sun's inclination, which can effectively improve the photovoltaic conversion rate of solar panels.

In this study, mathematical statistics, meteorological model and others basic numerical calculation method is feasible. But the advantages of the proposed method is that these artificial intelligence data mining approach methods has
been adopted for time-series based forecasting due to its abilities such as self-learning, easy implementation and establishing non-linear relationships between inputs and outputs.

II. REALIZATION OF DATA MINING TECHNOLOGY

A. Data Mining Technology

Data mining technology includes many subject technologies, including database technology, statistics, machine learning, pattern recognition, artificial intelligence, neural networks, and random forests [7,8]. At present, this technology has been used as a discipline and has been studied by major research institutions both at home and abroad. Related research results and related books have been widely published. The research institutions of famous universities in various countries and the research departments of major companies have invested a lot of energy in their research and have obtained many theoretical systems to achieve massive data processing; rough set and fuzzy set theory are integrated for knowledge discovery; fuzzy system identification method is constructed for knowledge achievement of fuzzy system. In recent years, China has also carried out relevant research and development work closely following the international trend. The national research fund has funded corresponding research topics. The research focus is shifting from discovery method to system application and focuses on the integration of multiple discovery strategies and technologies and the interpenetration of multiple disciplines. However, it is mainly based on academic research and practical application is still in its infancy. The relatively new developments at present are: the research of classification technology, trying to establish its collection type; constructing the intelligent expert system; researching the theoretical model and implementation technology of Chinese text mining; using the concept of text mining.

B. Import of Data

Importing data is the first step in data mining. There are many types of data sources in the data source. This paper uses the solar radiation collected by Hawaii Island and its meteorological information as an example to perform data mining. After running through the corresponding code, the imported raw data are shown in Table 1.

| UNIXTime       | Data     | Time  | Radiation | Temperature |
|----------------|----------|-------|-----------|-------------|
| 1475229326     | 2016-09-29 | 23:55:26 | 1.21       | 48          |
| 1475229023     | 2016-09-29 | 23:50:23 | 1.21       | 48          |
| 1475228726     | 2016-09-29 | 23:45:26 | 1.23       | 48          |
| 1475228421     | 2016-09-29 | 23:40:21 | 1.21       | 48          |

After the import is successful, "df" represents the variable name of the source data. When calling this data, type the variable name "df" . Under normal circumstances, in order to facilitate the follow-up work, there is usually a need to first look at the overall structure of the imported data. At this time, using the corresponding code, Python will automatically calculate the overall structure of the data, such as the total number, average value, maximum value, standard deviation and other commonly used statistical parameters and return the result value. By compiling the corresponding code, the result is shown in Table 2.

Table 2. The result of the overall analysis of the data

| count | Radiation | Temperature | Pressure | Humidity | Speed |
|-------|-----------|-------------|----------|----------|-------|
| mean  | 207.12    | 51.10       | 30.42    | 75.01    | 6.24  |
| std   | 315.92    | 6.20        | 0.05     | 25.99    | 3.49  |
| min   | 1.11      | 34.00       | 30.19    | 8.00     | 0.00  |
| 25%   | 1.23      | 46.00       | 30.40    | 56.00    | 3.37  |
| 50%   | 2.66      | 50.00       | 30.43    | 85.00    | 5.62  |
| 75%   | 354.23    | 55.00       | 30.46    | 97.00    | 7.87  |
| max   | 1601.26   | 71.00       | 30.56    | 103.00   | 40.50 |

C. Preprocessing of Data

Due to the data collection process, it is inevitable that some abnormal situations will occur, or the recorded data types are text types that cannot be analyzed by mathematical operations. This situation will have a great impact on the later excavation work, seriously affecting the accuracy of the calculation. So you need to deal with this kind of value.

There are three main situations when the data needs to be preprocessed: missing data, data record type text values, and some features in the extracted data. For the missed value, the general method is to delete the data corresponding to the value, or to use statistical parameters such as the mean to fill. For text values, it is generally artificially defined numbers to replace all of them (for example, "0" instead of "sunny"). For feature extraction, according to the extracted features, the corresponding language rules are written and the data is processed.

D. Visual Display of Data

The visual display of data can be in the form of a statistical graph, which visually depicts the characteristics of the data, or show the relationship between the various features in the data.
Before selecting the appropriate algorithm for data mining, it usually visualizes the overall situation of the data or the relationship between variables, providing a reference for the choice of the next algorithm. By compiling the corresponding code, the degree of correlation between data variables is obtained, as shown in Fig 1.
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**Fig. 1.** Analyze the Results Returned by Relationships between Data Variables

From this figure, it can be directly seen that the relationship between the variable “Radiation” and “Temperature” is relatively large, so the correlation analysis is performed on the two variables. The results obtained are shown in Fig 2.
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**Fig. 2.** Analysis of the Relationship between Temperature and Radiation

Previous work has laid the foundation for data mining. The core of data mining work is the algorithm. Different algorithms dig out different results. As for which algorithm to choose, there is currently no uniform law. It is often based on the experience of the workers and the overall structure of the data, and with the expected results, an optimal judgment and selection are made, and the most effective algorithm is finally selected. In the following section, based on the data analyzed above, combined with different algorithms, the data mining work and compare the effects of different algorithms.
III. SOLAR RADIATION PREDICTION

The greatest feature of solar energy is its volatility and instability. The value of solar radiation is directly related to the efficiency of solar energy use. This paper first analyzes the radiation intensity data of solar energy and predicts the variation law of solar radiation value. Based on this, the best working time of solar panels can be determined. Based on this time, predict the change law of the sun's inclination to increase the utilization of solar energy. Although the value of solar radiation seems to be random, it is related to many factors, such as time, season and weather. Through the processing and excavation of these data, find out its internal laws and provide important theoretical reference for the operation of new energy.

A. Linear Regression Algorithm

Linear regression algorithm is one of the most basic but important algorithms in data mining. Linear regression is a statistical analysis method that uses the regression analysis in mathematical statistics to determine the quantitative relationship between two or more variables. It is widely used. For the linear regression algorithm, the analysis flow is generally given for each sample and its correct answer in the given data set. Select a model function $h$ and find the optimal solution for the function $h$ (not necessarily global). The parameters of $h$ under the optimal solution \[ \theta \] . Here, the given data set is named Training Set. Not all data can be used for training. A part of them are used to verify the accuracy of the model. This part is called the Test Set. Available formula (1) means:

$$\hat{y}(x) = \sum_{i=0}^{n} \theta_i x_i + \theta_0$$  (1)

The results of the linear regression analysis can be expressed as (2)

$$R^2 = 1 - \frac{\sum_{i=1}^{m} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2}$$  (2)

In the formula, $\hat{y}_i$ is the regression prediction results, and $y_i$ is the result value of the original data, and $\bar{y}$ is the average value.

The division of training sets and test sets in data also does not have a uniform standard. In this data, because it contains a time series, the division of the training set and the test set in this data will be intercepted in chronological order. The data is a time series data, so the data divide amount ratio of the test and training set is 4:1 on the basis of ascending date sequence in order to obtain an accurate model. Fig.3 shows the divide of the test and training set of the data. By compiling the corresponding code, the division of the training set (Training Set) and the test set (Test Set) in the source data are completed. After the excavation work can directly call the above divided data for processing.

![Fig.3 The divide of training data set and test data set](image)

The following is the use of linear regression algorithm for data mining work, and the specific code is as follows:

The code completes the mining work using the linear regression algorithm. The returned result is shown in Fig 4 below.
The prediction accuracy using the linear regression algorithm is 0.611, which is approximately 61%. As can be seen from the figure, the blue forecast has a negative number. However, the actual radius value may not be negative, indicating that the algorithm is not particularly suitable for this data, and the prediction accuracy is not high enough. There is a need to further use other algorithms for analysis and prediction.

B. Decision Tree

A decision tree is a tree structure similar to a flowchart in which each internal node (non-leaf node) represents a test on an attribute, and each branch represents one output of the test, and each Tree leaf (or end node) stores a classification label. The topmost node of the tree is the root node. A typical decision tree is shown in Fig 5. It can be thought of as a set of if-then rules, or as a conditional probability distribution defined in feature space and class space. The main advantages of the decision tree are that the model has readability and the classification is fast. During learning, using the training data, a decision tree model was established based on the principle of minimizing the loss function. When forecasting, classify new data using decision tree models[12-15].

Fig. 4. Linear regression prediction results returned by running code
Decision tree learning usually includes three steps: feature selection, decision tree generation, and decision tree pruning [16]. Feature selection is to extract the features needed in the data as a basis for classification. In some massive data occasions, the data might contain hundreds and thousands of features. This will greatly influence and decrease the speed of decision tree generation. Therefore, if the number of features is large, the features are selected at the beginning of the decision tree learning, leaving only features that are sufficiently categorized for the training data and then starting to generate a decision tree. The purpose of pruning the decision tree is to make the tree simpler and more generalized.

The following section will use the decision tree algorithm to compile the corresponding code and re-analyze the previous data. The results obtained are shown in Fig 6.
As can be seen from the above figure, there is no negative value for the forecasted value, indicating that the predicted value is close to the actual situation. However, it can be seen from the figure that some of the prediction results have a large deviation from the actual observations, and the accuracy of the return is only 0.392, which is about 39%, indicating that the prediction results do not have reference value and the algorithm still needs to be optimized.

C. Random Forest

A random forest is a classifier that contains multiple decision trees, and its output category is determined by the mode of the output of individual trees, hence the name random forest. Random forest is a statistical learning theory. Random forest algorithm uses the bootstrap re-sampling method to extract multiple samples from the original sample, performs decision tree modeling for each bootstrap sample, and then combines the predictions of multiple decision trees to obtain the final result through voting forecast result. Therefore, random forest combined multiple prediction results from each decision tree, and the final result is obtained by voting. Random forest algorithm has high prediction accuracy, good tolerance to outliers and noise, and is not easily over-fitted. It has a wide range of applications in medicine, bioinformatics, and management. [17-19]

The schematic diagram of the random forest is shown in Fig.7. The basic idea is: First, use k bootstrap sampling to extract k samples from the original training set, and the sample size of each sample is the same as the original training set; and secondly, separate the k samples. Set up k decision tree models to obtain k classification results; Finally, each record is voted according to k classification results and the final classification is determined.
Random forests increase the difference between classification models by constructing different training sets, thereby increasing the extrapolation prediction ability of the combined classification model. Through k-round training, a classification model sequence \( \{ h_1(X), h_2(X), \ldots, h_k(X) \} \) is obtained. Then use them to form a multi-class model system, the system's final classification results using a simple majority vote method. The final classification decision can be expressed by the following formula (3).

\[
H(x) = \arg \max_y \sum_{i=1}^{k} I(h_i(x) = Y)
\]  

(3)

In the formula, \( H(X) \) refers to combined classification model, \( h_i \) is the single decision tree classification model, \( Y \) refers to output variable (or target variable), and \( I(\cdot) \) is the representation function. Equation (3) illustrates the use of majority voting decisions to determine the final classification.

This paper will use the random forest algorithm to re-analyze the data again. By compiling the corresponding code, the returned results are shown in Fig 8.

As can be seen from the figure, the performance of the random forest algorithm is better, the matching degree between the predicted value and the observed value is very high, and the returned accuracy is 0.662, which is about 66%.
IV. SOLAR DIP PREDICTION

Based on the premise that solar radiation values are determined, based on such a premise, the solar energy utilization rate can be further improved by predicting the change law of the solar dip angle.

Angstrom proposed the most popular theoretical model for estimating global solar radiation based on sunshine duration, where the daily extraterrestrial solar radiation on a horizontal surface, \( H_0 (MJ/m^2/day) \), is calculated from the following Equation:

\[
H_0 = \frac{24 \times 3.6 \times 10^3 \times I_{SC} \times (1 + 0.033 \cos (360 \times \frac{d}{365})) \times (\cos \phi \cos \delta \sin \omega_s + \frac{2\pi}{360} \omega_s \sin \phi \sin \delta)}{\pi}
\] (4)

Where \( d \) is the Julian day number; ISC is the solar constant with a value if 1367 W/m²; \( \phi \) is the latitude of the location; \( \delta \) is the declination angle:

\[
\delta = 23.45 \sin \left( \frac{360(284 + d)}{365} \right)
\] (5)

and \( \omega_s \) is sunset hour angle in degree which equals:

\[
\omega_s = \arccos (-\tan \phi \tan \delta)
\] (6)

They relate monthly average daily global radiation (\( H \)) to the average daily sunshine hours \( S \), by the following first order regression equation:

\[
H = a + b S
\] (7)

where maximum sunshine hours or day length(\( S_0 \)) is:

\[
S_0 = \frac{2}{15} \arccos (-\tan \phi \tan \delta)
\] (8)

Solar panels, an important tool for solar energy, have a direct relationship between the efficiency of the output power and the incident azimuth angle of sunlight on the surface of the panel. Theoretical analysis shows that the solar energy receiving rate differs by 37% between tracking and non-tracking [20-21]. Solar panels can achieve maximum output efficiency at this time when sunlight is incident vertically. Therefore, ensuring the vertical relationship between the solar panel and the incident light is one of the important conditions for improving the solar energy utilization rate. Therefore, by digging the solar dip angle data, predicting the change law of solar dip angle provides an important theoretical basis for the tracking of solar panels. In the following text, the solar dip angle data is used for mining and forecasting.

The raw data of a region’s solar dip (zenith angle) is used as the standard, and the original data is imported. In Table 3, the UNIXtime is the local time stamp, GHI is Global Horizontal Irradiance value, and DNI is Direct Normal Irradiance value, as shown in Table 3.

Table 3. Original Data Content (first five rows)

| UNIXtime  | GHI   | DNI   | Temperature | Solar Zenith Angle |
|-----------|-------|-------|-------------|-------------------|
| 0         | 915121800 | 0     | 0           | -8.046881         |
| 1         | 915125400 | 0     | 0           | -7.776343         |
| 2         | 915129000 | 0     | 0           | -7.505621         |
| 3         | 915132600 | 0     | 0           | -7.426703         |
| 4         | 915136200 | 0     | 0           | -7.617773         |

A. Linear Regression

Using the linear regression algorithm code above and through the operation, the result is shown in Fig 9.

Fig. 9. The prediction graph returned by the linear regression algorithm
Using the linear regression algorithm, it can be seen from the figure that the overall tracking situation is closer to the actual trend, but the accuracy returned is only 48%, so further optimization of the algorithm is needed.

B. Decision Tree

Using the decision tree algorithm code above, the result is shown in Fig 10.

As can be seen from the figure, the overall tracking effect is closer to the real observation value than the linear regression, and the return accuracy is 55%.

C. Random Forest

The results returned by using the random forest algorithm are shown in Fig 11.

As can be seen from the figure, the accuracy of the random forest prediction is the highest, reaching 67%. It can be seen from the above figure that among these parameters, the local unixtime has the greatest influence on the final result. However, there is still a large part of the deviation between the predicted value and the observed value.

V. CONCLUSION

In this paper, three different data approach methods and prediction accuracy result is proposed. First, the data related to the renewable power generation is prepared for data mining. Then using various approaches to mine and obtain the renewable power generation value within a period. The prediction accuracy of linear regression algorithm on the data test set is 61%, and the accuracy of the decision tree is 39%, the accuracy of random forest reached 66%. The accuracy of the linear regression algorithm in solar dip prediction is 48%, the decision tree is 55%, and the random forest is 67%.

It can be seen that for the same data, using different analysis algorithms, the results are not the same; while the same algorithm is applied to different data, the results are not the same. Since the accuracy of data mining can only approach 100% indefinitely, multiple data mining analyses are required. The effect of mining is comprehensively compared and selected. There is no uniform algorithm selection criterion and multiple attempts are required.

The prediction model has obvious advantages in short-term or long-term renewable power forecasting. The prediction results can be used as reference for the renewable dispatch
system. By processing the dataset related to the renewable power generation, the problem of the randomness of renewable power generation and the complexity of model structure are overcome. By using intelligent algorithm approach method, the prediction result can be more stable and reliable. This will have theoretical and practical reference for the future work about renewable energy in data mining.
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