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Abstract

The use of optimal transport cost for learning generative models has become popular with Wasserstein Generative Adversarial Networks (WGAN). Training of WGAN relies on a theoretical background: the calculation of the gradient of the optimal transport cost with respect to the generative model parameters. We first demonstrate that such gradient may not be defined, which can result in numerical instabilities during gradient-based optimization. We address this issue by stating a valid differentiation theorem in the case of entropic regularized transport and specify conditions under which existence is ensured. By exploiting the discrete nature of empirical data, we formulate the gradient in a semi-discrete setting and propose an algorithm for the optimization of the generative model parameters. Finally, we illustrate numerically the advantage of the proposed framework.

1 Introduction

Generative models are efficient tools to synthesize plausible samples that look similar to a given data distribution. With the emergence of deep neural networks, generative models such as Variational AutoEncoders \cite{17} or Generative Adversarial Networks (GAN) \cite{12} now provide state-of-the-art results for most of machine learning methods dedicated to restoration and edition of signal, image and video data.

Wasserstein GAN. A popular instance of the GAN framework is given by Wasserstein GAN, or WGAN \cite{2}. The generative model of a WGAN is trained to provide a synthetic distribution that is close to a given data distribution with respect to an optimal transport cost, e.g. the 1-Wasserstein distance as in \cite{2}.

Several improvements and extensions of the original WGAN framework have been proposed in the literature. Most works have taken advantage of the
particular case of 1-Wasserstein distance. Following Rubinstein-Kantorovitch duality, the 1-Wasserstein distance can be approximated using a 1-Lipschitz discriminator network. The weight clipping strategy, originally suggested in [2], to obtain a Lipschitz network, leads to convergence issues when training a WGAN. Many technical improvements have therefore been proposed to both enforce the Lipschitz constraint of the discriminator network and stabilize the training [13] [23] [21].

Other extensions come from the generalization to $p$-Wasserstein distances or regularized optimal transport costs. Among these extensions, the method of [19] considers generic convex costs for optimal transport and relies on low dimensional discrete transport problems on batches during the learning. In [18], the case of the 2-Wasserstein distance is tackled thanks to input convex neural networks [1] and a cycle-consistency regularization. In order to have a differentiable distance, the use of entropic regularization of optimal transport has been proposed in different ways. The Sinkhorn algorithm [4] is plugged to compute regularized optimal transport between minibatches in [11], while a regularized WGAN loss function is considered in [24]. The semi-discrete formulation of optimal transport has also been exploited to propose generative models based on 2-Wasserstein distance [14] or strictly convex costs [3].

Differentiation of optimal transport in WGAN training. During the training of all the aforementioned WGAN methods, an optimal transport cost is minimized with respect to the generator parameters. Using Fenchel’s duality, the parameter estimation problem is reformulated as a min-max problem. Parameter estimation is then performed with an alternating procedure that requires the gradient expression of the optimal transport cost. The computation of such a gradient involves the differentiation of a maximum and the use of an envelop theorem. However, we argue that this envelop theorem may not stand in the general case. More importantly, failure cases can occur even under the theoretical assumptions made in [2].

In this work, we therefore propose an in-depth analysis of the gradient computation for optimal transport through the study of failure cases and their practical consequences. We demonstrate that a stronger envelop theorem holds in the case of entropic regularization of optimal transport. Finally, exploiting the discrete nature of the training data (corresponding to most practical cases), we single out the semi-discrete setting of optimal transport. In this setting, we derive an algorithm for the optimization of the generative model parameters. Contrary to previous works as [24], we pay particular attention to the possible singularities that may prevent us from using the usual envelope theorem, and examine the impact of such irregularities in the learning process.

Problem statement. Considering the empirical measure $\nu$ associated with a discrete dataset $\{y_1, \ldots, y_n\}$ in a compact $\mathcal{Y}$, we aim at inferring a (continuous) generative model $g_\theta: \mathcal{Z} \rightarrow \mathcal{X}$ (defined from a latent space $\mathcal{Z}$ to a compact $\mathcal{X}$ and depending on parameter $\theta$) whose output distribution $\mu_\theta$ best fits $\nu$. The
function \( g_\theta \) pushes a distribution \( \zeta \) on the latent space \( Z \) so that \( \mu_\theta \) is the push-forward measure \( \mu_\theta = g_\theta \sharp \zeta \) (defined by \( g_\theta \sharp \zeta (B) = \zeta (g_\theta^{-1}(B)) \)). The goal is thus to compute a parameter \( \theta \) that minimizes the optimal transport cost

\[
\text{OT}_c (\mu_\theta, \nu) = \inf_{\pi \in \Pi (\mu_\theta, \nu)} \int c(x, y) d\pi (x, y), \tag{1}
\]

where \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) is a Lipschitz cost function and \( \Pi (\mu_\theta, \nu) \) is the set of probability distributions on \( \mathcal{X} \times \mathcal{Y} \) having marginals \( \mu_\theta \) and \( \nu \). The direct minimization of \( \text{OT}_c (\mu_\theta, \nu) \) with respect to \( \theta \) is a difficult task. However, whenever \( \mathcal{X} \) and \( \mathcal{Y} \) are compact, duality holds and the so-called semi-dual formulation of optimal transport yields \( \text{OT}_c (\mu_\theta, \nu) = \max_{\psi \in L^\infty (\mathcal{Y})} \int_{\mathcal{X}} \psi^c (x) d\mu_\theta (x) + \int_{\mathcal{Y}} \psi (y) d\nu (y), \tag{2} \)

where \( \psi \in L^\infty (\mathcal{Y}) \) is called a dual potential and \( \psi^c (x) = \min_{y \in \mathcal{Y}} \left[ c(x, y) - \psi (y) \right] \) (3) is the \( c \)-transform of \( \psi \). Any dual potential satisfying the max in (2) will be referred to as a Kantorovitch potential. Denoting as

\[
F (\psi, \theta) = \int_{\mathcal{X}} \psi^c (x) d\mu_\theta (x) + \int_{\mathcal{Y}} \psi (y) d\nu (y),
\]

the differentiation with respect to \( \theta \) of the optimal transport cost \( \text{OT}_c (\mu_\theta, \nu) \) can be related to the differentiation under the maximum of the quantity

\[
W_c (\theta) = \max_{\psi \in L^\infty (\mathcal{Y})} F (\psi, \theta). \tag{4}
\]

We now introduce the following result from \cite{2} that will be used all along the paper.

**Theorem 1** (Envelop theorem). Let \( \theta_0 \) and \( \psi_0^* \) verifying \( W_c (\theta_0) = F (\psi_0^*, \theta_0) \). If \( W_c \) and \( \theta \mapsto F (\psi_0^*, \theta) \) are both differentiable at \( \theta_0 \), then

\[
\nabla W_c (\theta_0) = \nabla_\theta F (\psi_0^*, \theta_0). \tag{5}
\]

The proof of this weak version of the envelop theorem is straightforward.

*Proof.* Let \( \theta_0 \) and \( \psi_0 \) be as in the hypothesis of the theorem. Let us define

\[
H : \theta \mapsto F (\psi_0^*, \theta) - W (\theta). \tag{6}
\]

For all \( \theta \), \( H (\theta) \leq 0 \) from the definition of \( W \) and \( H (\theta_0) = 0 \) from definition of \( \psi_0 \). Since we assume \( H \) differentiable at \( \theta_0 \), we get \( \nabla H (\theta_0) = 0 \) and the result follows.

However, there may exist no couple \( (\theta_0, \psi_0^*) \) for which (5) holds, even in cases that would seem favorable. This scenario can indeed occur for \( W_c \) being differentiable everywhere, or for \( F \) admitting partial derivative in \( \theta \) for almost every \( \theta \) and \( \psi \).
2 Case study on a synthetic example

In this section, we present an example that brings down the theoretical assumption made in [2]. In Section 2.1 we demonstrate that the envelop Theorem 1 does not hold for this example. More precisely, we show that even if the gradient of the optimal transport cost with respect to the parameter exists for any \( \theta \), the gradient of the function \( F \) does not exist for any \( \theta \). In Section 2.2, we emphasize that for this example, the generative model satisfies the hypothesis made in [2] and show that it can lead to convergence instabilities during the training.

2.1 An example with discrete measures

Let us consider a simple optimal transport problem between a Dirac \( \delta_\theta \) located at \( \theta \in \mathbb{R}^2 \) and a sum of two Diracs at positions \( y_1 \neq y_2 \in \mathbb{R}^2 \) (see Figure 2). This setting corresponds to a latent code \( \zeta = \delta_0 \) and a generator \( g_\theta \) defined by \( g_\theta(z) = z - \theta \) for all \( z \in \mathbb{Z} \). We show that in this case the hypotheses of Theorem 1 are satisfied for no \( \theta_0 \). More precisely we show the following result.

**Proposition 1.** Let \( \mu_\theta = g_\theta \# \zeta = \delta_\theta \) and \( \nu = \frac{1}{2} \delta_{y_1} + \frac{1}{2} \delta_{y_2} \) and consider a cost \( c(x, y) = \|x - y\|^p, \ p \geq 1 \) then

- \( \theta \mapsto W_c(\theta) = OT_c(\mu_\theta, \nu) \) is differentiable at any \( \theta \notin \{y_1, y_2\} \) for \( p = 1 \), and at any \( \theta \) for \( p > 1 \),

- for any \( \theta_0 \) and any \( \psi_0^* \in \text{argmax}_\psi F(\psi, \theta_0) \), the function \( \theta \mapsto F(\psi_0^*, \theta) \) is not differentiable at \( \theta_0 \).

Hence relation (5) never stands.

*Proof.* The dual formulation of optimal transport writes

\[
OT_c(\mu_\theta, \nu) = \max_{\psi \in \mathbb{R}^2} F(\psi, \theta)
\]  

(7)
Figure 1: Plot of the trajectory of the parameter $\theta^k$ during optimization of the generative model $g_{\theta}(z) = z - \theta$ for two training points $\{y_1, y_2\}$. Left: as predicted by Proposition 1, the process does not converge for the optimal transport $\text{OT}_c$ with quadratic cost $c = \| \cdot \|^2$. Right: as supported by Theorem 5, the training converges to the solution $\theta^* = (0, 0.5)$ when considering regularized optimal transport $\text{OT}^\lambda_c$. See Section 3.4 for more details.

with $F(\psi, \theta) = \min_{i=1,2} [c(\theta, y_i) - \psi_i] + \frac{\psi_1 + \psi_2}{2}$. We can therefore write

$$F(\psi, \theta) = \begin{cases} c(\theta, y_1) + \frac{\psi_2 - \psi_1}{2} & \text{if } c(\theta, y_1) - \psi_1 \leq c(\theta, y_2) - \psi_2 \\ c(\theta, y_2) + \frac{\psi_1 - \psi_2}{2} & \text{if } c(\theta, y_2) - \psi_2 \leq c(\theta, y_1) - \psi_1. \end{cases}$$

Which yields $2F(\theta, \psi) \leq c(\theta, y_1) + c(\theta, y_2)$, where equality is reached for $\psi_1 = c(\theta, y_1)$ and $\psi_2 = c(\theta, y_2)$. As a consequence, the optimal transport cost writes

$$\text{OT}_c(\mu_\theta, \nu) = \frac{c(\theta, y_1) + c(\theta, y_2)}{2}, \quad (8)$$

and it is differentiable at any $\theta \not\in \{y_1, y_2\}$, and even at $\theta \in \{y_1, y_2\}$ for $p > 1$. This shows the first point of the proposition.

Let us now fix $\theta_0$. One can show that

$$\arg\max_{\psi} F(\psi, \theta_0) = \{(c(\theta_0, y_1), c(\theta_0, y_2)) + C, C \in \mathbb{R}\}.$$

Next we fix $\psi^* \in \arg\max_{\psi} F(\psi, \theta_0)$, so that $\psi^*_2 - \psi^*_1 = c(\theta_0, y_2) - c(\theta_0, y_1)$. We define the Laguerre cells for $\psi^*$

$$L_i(\psi^*) = \{x \mid \forall k \neq i, \ c(x, y_k) - \psi^*_k < c(x, y_k) - \psi^*_k \}$$
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as well as the boundary set
\[ H(\psi^*) = \{ x \mid c(x, y_1) - \psi_1^* = c(x, y_2) - \psi_2^* \}. \]

The function \( F \) thus writes
\[
F(\psi, x) = \begin{cases} 
  c(x, y_1) + \psi_2^* - \psi_1^* & \text{if } x \in L_1(\psi^*) \\
  c(x, y_2) + \psi_1^* - \psi_2^* & \text{if } x \in L_2(\psi^*) \\
  c(x, y_1) + \psi_2^* - \psi_1^* = c(x, y_2) + \psi_1^* - \psi_2^* & \text{if } x \in H(\psi^*)
\end{cases}
\]

Notice that both Laguerre cells \( L_1(\psi^*) \) and \( L_2(\psi^*) \) are open sets. The map \( x \mapsto F(\psi, x) \) is differentiable on these cells and we have
\[
\forall x \in L_i(\psi^*), \quad \nabla_x F(\psi, x) = \nabla_x c(x, y_i).
\]

Therefore, in the neighborhood of a point \( x \in H(\psi^*) \), the restrictions of \( x \mapsto F(\psi^*, x) \) on \( L_1(\psi^*) \) and \( L_2(\psi^*) \) are smooth but their gradients do not agree at the boundary in-between. As a consequence, \( \theta \mapsto F(\psi^*, \theta) \) is not differentiable at any \( \theta_0 \in H(\psi^*) \) which shows the second point of the proposition. \( \square \)

### 2.2 Consequences on the convergence of WGAN

Wasserstein GAN approaches exploit the gradient \( \nabla_\theta F \) in (5) to train a generative model \( g_\theta \). Relation (5) is stated in [2] under the following hypothesis relying on the Lipschitz properties of the generator.

**Hypothesis 1.** \( g : \Theta \times Z \to \mathcal{X} \) satisfies Hypothesis [4] if there exists \( L : \Theta \times Z \to \mathbb{R}_+ \) such that \( \forall \theta, \) there exists a neighborhood \( \Omega \) of \( \theta \) such that \( \forall \theta' \in \Omega \) and \( \forall z, z' \in Z \)
\[
\|g(\theta, z) - g(\theta', z')\| \leq L(\theta, z)\| (\theta, z) - (\theta', z')\| \quad (10)
\]
and for all \( \theta \)
\[
E_{Z \sim \zeta} [L(\theta, Z)] := L(\theta) < \infty. \quad (11)
\]

In our previous example of Section 2.1, we demonstrate that the envelop theorem does not hold for the generator \( g_\theta(z) = z - \theta \). This generator nevertheless satisfies Hypothesis [4] as it is locally Lipschitz with constant \( L(\theta, z) = 1 \). Hence, the example we designed raises a flaw of Theorem 3 in [2], although this result is used to justify the existence of gradients for the training of most of WGAN-based methods.

Let us now emphasize an important point. The envelop theorem used in [2] requires both terms of (5) to exist simultaneously. In fact, the differentiability of \( F(\psi, \cdot) \) for a given \( \psi \) is only guaranteed at almost every \( \theta \). Therefore, if we consider the optimal potential \( \psi^*_0 \) corresponding to a given \( \theta_0 \) the function \( F(\psi^*_0, \cdot) \) may not be differentiable at \( \theta_0 \). This is exactly what happens in our synthetic example.

Such issue occurs in any case where the generated distribution is not absolutely continuous with respect to the Lebesgue measure. This is typically the case when the latent space \( Z \) of a generative model is lower dimensional than the ambient data space \( \mathcal{X} \).
3 Gradient of the regularized optimal transport cost

In this section, we propose to exploit the differential properties of the entropic regularization of optimal transport, in order to have a well-posed training procedure for WGAN. More precisely, we show that under some assumptions on the generator $g_\theta$, we can compute the gradient of the regularized optimal transport cost between the generated measure $\mu_\theta$ and the target measure $\nu$. In Section 3.1 we first recall results on the entropic regularization of optimal transport. In particular, we formulate the regularized optimal transport cost as the maximum of a function $F^\lambda(\psi, \theta)$ over $\psi$. Then, we show in Section 3.2 the differentiability of $F^\lambda$ with respect to $\theta$, under the Hypothesis 1 on the generator $g_\theta$. In Section 3.3 we demonstrate the differentiability of the optimal transport cost under different hypotheses, relating the gradient of the optimal transport cost to the gradient of $F^\lambda_c$. In Section 3.4 we finally apply these results to the synthetic example from Section 2.1.

3.1 Definitions and requirements

We consider from now on the entropic regularization of optimal transport.

**Definition 1** (OT cost with entropic regularization [9]). For $\lambda > 0$, the regularized OT cost is defined by

$$\text{OT}^\lambda_c(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int c(x, y) d\pi(x, y) + \lambda H(\pi | \mu \otimes \nu)$$  \hspace{1cm} (12)

where

$$H(\pi | \mu \otimes \nu) = \int \left( \log \left( \frac{d\pi(x, y)}{d(\mu(x) \nu(y))} \right) - 1 \right) d\pi(x, y) + 1$$  \hspace{1cm} (13)

is the relative entropy of the transport plan $\pi$ w.r.t. the product measure $\mu \otimes \nu$.

Note that $\lambda > 0$ makes the problem (12) strictly convex, whereas $\lambda = 0$ corresponds to the non-regularized case from (1). In the following, we may either refer to $\text{OT}^\lambda_c$ or $\text{OT}^0_c$. We consider the relative entropy as in [9] which differs from the regularized formulation originally introduced in [1]. As shown in [9], the dual formulation of the problem with relative entropy can be expressed as the maximum of an expectation. In order to write the semi-dual formulation as in (2), we introduce the regularized $c, \lambda$-transform:

**Definition 2** (regularized $c, \lambda$-transforms). Let $\psi : \mathcal{Y} \to \mathbb{R}$ we define the $c, \lambda$-transform for $\lambda > 0$ by

$$\psi^{c, \lambda}(x) = -\lambda \log \left( \int_y \exp \left( \frac{\psi(y) - c(x, y)}{\lambda} \right) d\nu(y) \right).$$  \hspace{1cm} (14)

This formula with $\lambda = 0$ yields the $c$-transform $\psi^c$ introduced earlier. The semi-dual formulation then writes.
Proposition 2 (Semi-dual formulation of regularized transport). The primal problem \((\ref{eq:regOT})\) is equivalent to the semi-dual problem

\[
\text{OT}_c^\lambda(\mu,\nu) = \max_{\psi \in L^\infty(Y)} \int_X \psi c^\lambda(x) d\mu(x) + \int_Y \psi(y) d\nu(y).
\]

We then recall the following theorem that will be used in the next section.

Theorem 2 (Existence and uniqueness of the dual solution \((\ref{eq:OT})\)). Providing \(c \in L^\infty(X \times Y)\), the dual problem \((\ref{eq:regOT})\) admits a solution \(\psi^* \in L^\infty(\nu)\) which is unique \(\nu - a.e.\) up to an additive constant. Any solution \(\psi^*\) will be referred to as a Kantorovich potential.

As in the un-regularized case, we consider \(\mu_\theta = g_\theta \zeta\) defined through a generative model. Defining

\[
F_c^\lambda(\theta,\psi) = E_{Z \sim \zeta}[\psi c^\lambda(g_\theta(Z))] + E_Y \nu[\psi(Y)],
\]

our main goal is to differentiate with respect to the parameter \(\theta\) the quantity

\[
W_c^\lambda(\theta) = \text{OT}_c^\lambda(\mu_\theta,\nu) = \max_{\psi \in L^\infty(Y)} F_c^\lambda(\theta,\psi).
\]

Before going further let us state the following Lemma about regularity of the Kantorovich potentials

Lemma 1. If \(c\) is uniformly continuous on \(X \times Y\), there exists a function \(\omega : R_+ \to R_+\) not-decreasing, continuous at 0 with \(\omega(0) = 0\) called modulus of continuity of \(c\) such that \(\forall x, x' \in Y\) and \(\forall y, y' \in Y\),

\[
|c(x, y) - c(x', y')| \leq \omega(\|x - x'\| + \|y - y'\|).
\]

In this case, any Kantorovich potential shares this same modulus of continuity.

This lemma contains two different points to demonstrate. The first one can be shown using a standard analysis result stating that any uniformly continuous function admits a modulus of continuity. The second one is specific to optimal transport theory. Let us demonstrate the two propositions separately.

Proposition 3. Let \((\mathcal{M}, |\cdot|)\) be a metric space and \(f : \mathcal{M} \to R\) be a uniformly continuous function. Then \(f\) admits a modulus of continuity \(\omega : R_+ \to R_+\) continuous at 0 with \(\omega(0) = 0\).

Proof. From uniform continuity, let \(\delta > 0\) be such that \(\|a - b\| < \delta\) implies \(|f(a) - f(b)| < 1\). Let us take \(\omega\) defined for all \(t \leq \delta\) by \(\omega(t) = \sup \{|f(a) - f(b)| \mid \|a - b\| \leq t\}\) and \(\omega(t) = 2 \sup_{a \in \mathcal{M}} \|f(a)\|\) whenever \(t > \delta\).

From this definition, one obtains \(\omega\) positive, non-decreasing and the fact that \(\forall a, b \in \mathcal{M}, |f(a) - f(b)| \leq \omega(\|a - b\|)\) and \(\omega(0) = 0\). Let us now show that \(\omega\) is continuous at 0, that is to say that \(\omega(t) \to 0\) when \(t \to 0\). Since \(\omega\) is positive and monotone, the limit exists and we denote \(l = \lim_{t \to 0} \omega(t)\). Let \(\varepsilon > 0\), the uniform continuity yields that there exists \(\eta > 0\) such that \(\|a - b\| < \eta\) implies \(|f(a) - f(b)| < \varepsilon\). Then for any \(t < \min(\delta, \eta)\) we have \(\omega(t) \leq \varepsilon\) and therefore \(l \leq \varepsilon\). This shows that \(l = 0\) and concludes the proof. \(\square\)
Proposition 4. Let $\omega$ be a modulus of continuity of the cost $c$, then any Kantorovich potential of $\text{OT}^\lambda_c$ shares the same modulus of continuity as $c$.

Proof. Let $\psi$ be a solution of the semi-dual problem of entropic regularized optimal transport (Eq. (13) in the main paper). There exists $\varphi \in L^\infty(\mathcal{X})$ such that $\psi = \varphi^{c,\lambda}$. Then from the definition of $\omega$ in Lemma 1, we have for all $x \in \mathcal{X}$ and $y, y' \in \mathcal{Y}$:

$$\varphi(x) - c(x, y) = \varphi(x) - c(x, y) + c(x, y') - c(x, y') \leq \omega(\|y - y'\|) + \varphi(x) - c(x, y').$$

This leads to

$$\exp\left(\frac{\varphi(x) - c(x, y)}{\lambda}\right) \leq \exp\left(\frac{\omega(\|y - y'\|) + \varphi(x) - c(x, y')}{\lambda}\right).$$

Taking the expectation for $x \sim \mu$ yields

$$E_{X \sim \mu} \left[\exp\left(\frac{\varphi(X) - c(X, y)}{\lambda}\right)\right] \leq \exp\left(\frac{\omega(\|y - y'\|)}{\lambda}\right) E_{X \sim \mu} \left[\exp\left(\frac{\varphi(X) - c(X, y')}{\lambda}\right)\right].$$

Finally applying $-\lambda \log$, we get

$$\varphi^{c,\lambda}(y') - \omega(\|y - y'\|) \leq \varphi^{c,\lambda}(y).$$

Switching the roles of $\varphi^{c,\lambda}(y)$ and $\varphi^{c,\lambda}(y')$, we finally obtain the desired result:

$$|\varphi^{c,\lambda}(y') - \varphi^{c,\lambda}(y)| \leq \omega(\|y - y'\|).$$

\[\square\]

Finally, the following theorem permits to control the variations of $W^\lambda_c$ with the variations of $\theta \rightarrow g_\theta$.

Theorem 3. If $c \in \mathcal{C}^1(\mathcal{X} \times \mathcal{Y})$ and if $\mathcal{X}$ and $\mathcal{Y}$ are compact, there exists $\kappa$ such that $c$ is $\kappa$-Lipschitz and for all $\theta_1, \theta_2$

$$|W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2)| \leq \kappa E_{Z \sim \zeta} \left[\|g_{\theta_1}(Z) - g_{\theta_2}(Z)\|\right]. \quad (18)$$

Proof. As $c$ is a $\mathcal{C}^1$ function on a compact set, it is $\kappa$-Lipschitz with $\kappa = \sup_{x \times y} \|Dc(x, y)\|$, where $Dc(x, y)$ is the differential of $c$ at $(x, y)$. Let us first prove that for all $\theta_1, \theta_2$

$$|W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2)| \leq \kappa W_1(\mu_{\theta_1}, \mu_{\theta_2}), \quad (19)$$

where $W_1(\mu_{\theta_1}, \mu_{\theta_2})$ is the 1-Wasserstein distance between $\mu_{\theta_1}$ and $\mu_{\theta_2}$ (i.e. the Wasserstein distance associated with the cost $(x, y) \mapsto \|x - y\|$). Taking $\psi_1$ a Kantorovich potential for $W^\lambda_c(\theta_1)$ and $\psi_2$ a Kantorovich potential for $W^\lambda_c(\theta_2)$, we can write

$$W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2)$$

$$= E_{\mu_{\theta_1}} \left[\psi^{c,\lambda}_1(X)\right] + E_{\nu} \left[\psi_1(Y)\right] - E_{\mu_{\theta_2}} \left[\psi^{c,\lambda}_2(X)\right] - E_{\nu} \left[\psi_2(Y)\right]$$

$$= E_{\mu_{\theta_1}} \left[\psi^{c,\lambda}_1(X)\right] - E_{\mu_{\theta_2}} \left[\psi^{c,\lambda}_1(X)\right]$$

$$+ \left(\left(E_{\mu_{\theta_2}} \left[\psi^{c,\lambda}_1(X)\right] + E_{\nu} \left[\psi_1(Y)\right] - E_{\mu_{\theta_2}} \left[\psi^{c,\lambda}_1(X)\right] - E_{\nu} \left[\psi_2(Y)\right]\right)\right).$$
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By optimality of \(\psi_2\) for \(W^\lambda_c(\theta_2)\), the sum of terms in the last parenthesis is non-positive. By switching \(\theta_1\) and \(\theta_2\) in the previous formula, we get
\[
E_{\mu_1} \left[ \psi_2^c(\lambda)(X) \right] - E_{\mu_2} \left[ \psi_2^c(\lambda)(X) \right] \leq W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2) \leq E_{\mu_1} \left[ \psi_1^c(\lambda)(X) \right] - E_{\mu_2} \left[ \psi_1^c(\lambda)(X) \right]
\]
and thus
\[
|W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2)| \leq \sup_{\psi\in L^\infty(Y)} |E_{\mu_1} \left[ \psi^c(\lambda)(X) \right] - E_{\mu_2} \left[ \psi^c(\lambda)(X) \right]| \quad (20)
\]
From Proposition 2 all the \(\psi^c(\lambda)\) shares the modulus of continuity of the cost \(c\), which is \(\kappa\)-Lipschitz and noted \(\psi^c(\lambda) \in \text{Lip}_\kappa\). Hence we can restrict the supremum to \(\kappa\)-Lipschitz functions and we get that
\[
|W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2)| \leq \sup_{\varphi \in \text{Lip}_\kappa} |E_{\mu_1} \left[ \varphi(X) \right] - E_{\mu_2} \left[ \varphi(X) \right]| \quad (21)
\]
\[
\leq \kappa \sup_{\varphi \in \text{Lip}_1} |E_{\mu_1} \left[ \varphi(X) \right] - E_{\mu_2} \left[ \varphi(X) \right]| = \kappa W_1(\mu_1, \mu_2) . \quad (22)
\]
Then using the transport plan \(\gamma = (g_{\theta_1} \sharp \zeta, g_{\theta_2} \sharp \zeta)\), which is admissible for \(W_1(\mu_1, \mu_2)\), we get
\[
W_1(\mu_1, \mu_2) \leq E_{Z \sim \zeta} \left[ ||g_{\theta_1}(Z) - g_{\theta_2}(Z)|| \right],
\]
which gives the result.

Hence a Lipschitz regularity on \(g\) implies the same regularity on \(W^\lambda_c\). In view of establishing the differentiability of \(W^\lambda_c\), we first study the differentiability of \(F^\lambda_c(\theta, \psi)\) with respect to \(\theta\) in the next section.

### 3.2 Regularity of \(F^\lambda_c\)

Before coming to our object of interest, the gradient of \(W^\lambda_c(\theta)\) defined in (17) with respect to the generator parameters \(\theta\), we first study the regularity of \(F^\lambda_c\) defined by (14). Compared to the un-regularized case, the entropic regularization changes the minimum in the \(c\)-transform (3) into a soft-minimum in the \(c, \lambda\)-transform (14). With this additional regularity property, we show the following differentiability theorem on the functional \(F^\lambda_c\).

**Theorem 4.** Let \(c \in \mathcal{C}^1(\mathcal{X} \times \mathcal{Y})\) for \(\mathcal{X}\) and \(\mathcal{Y}\) compact and \(g : \Theta \times Z \mapsto \mathbb{R}\) satisfying Hypothesis \(H\). Then for almost every \(\theta_0\), for any \(\psi \in L^\infty\) and \(\lambda > 0\) the function \(\theta \mapsto F^\lambda_c(\theta, \psi)\) in (16) is differentiable at \(\theta_0\) and
\[
\nabla_\theta F^\lambda_c(\theta_0, \psi) = E_{Z \sim \zeta} \left[ (\partial_0 g(\theta_0, Z))^T \nabla \psi^c(\lambda)(g(\theta_0, Z)) \right]. \quad (23)
\]
Moreover, if \(g\) is also \(\mathcal{C}^1\), then \(F^\lambda_c(\cdot, \psi)\) is \(\mathcal{C}^1\) on \(\Theta\).
Proof. Let \( \psi \in L^\infty \). The cost \( c \) being \( C^1 \) and \( Y \) a compact, the dominated convergence theorem gives that the \( c,\lambda \)-transform \( \psi^{c,\lambda} \) [14] is \( C^1 \) and

\[
\nabla \psi^{c,\lambda}(x) = \frac{\int_Y \exp \left( \frac{\psi(y) - c(x,y)}{\lambda} \right) \nabla_x c(x,y) d\nu(y)}{\int_Y \exp \left( \frac{\psi(y) - c(x,y)}{\lambda} \right) d\nu(y)}. \tag{24}
\]

From Hypothesis [1], \( g \) is differentiable at a.e. \((\theta, z)\). This implies that for almost every \( \theta \), \( g \) is differentiable at \((\theta, z)\) for a.e. \( z \) (and therefore admits a partial differential w.r.t. \( \theta \)). We set such a \( \theta_0 \). Let \( p(\theta, z) := \psi^{c,\lambda}(g(\theta, z)) \) so that

\[
F^\lambda_c(\theta, \psi) = E_{Z \sim \zeta} [p(\theta, Z)] + \int \psi d\nu. \tag{25}
\]

For any \( \psi \), since \( \psi^{c,\lambda} \) is differentiable everywhere, there exists a neighborhood \( \Omega_1 \) of \( \theta_0 \) such that, for any \( \theta \in \Omega_1 \), \( p(\theta, z) \) admits a partial differential at \( \theta \) for almost every \( z \). This partial differential writes

\[
q(\theta, z) = \partial_\theta (\psi^{c,\lambda}(g(\theta, z))) = (\partial_\theta g(\theta, z))^T \nabla \psi^{c,\lambda}(g(\theta, z)). \tag{26}
\]

Since \( g \) satisfies Hypothesis [1] there also exists a neighborhood \( \Omega_2 \) of \( \theta_0 \) such that, for all \( \theta \in \Omega_2 \) and any \( z \in Z \), \( \|\partial_\theta g(\theta, z)\| \leq L(\theta_0, z) \). Since \( X \) is compact, we have \( C := \sup_X \|\nabla \psi^{c,\lambda}\| < \infty \). Thus we get \( \|q(\theta, z)\| \leq CL(\theta_0, z) \) with \( E[L(\theta_0, Z)] \) < \infty. Besides, for \( \theta \in \Omega_1 \cap \Omega_2 \) and any \( z \in Z \),

\[
\frac{\|p(\theta, z) - p(\theta_0, z) - q(\theta_0, z), \theta - \theta_0)\|}{\|\theta - \theta_0\|} \leq \sup_{\theta \in \Omega_1 \cap \Omega_2} \|\partial_\theta g(\theta, z)\| C + \|q(\theta_0, z)\| \leq 2L(\theta_0, z)C < \infty \tag{29}
\]

We can thus apply the dominated convergence theorem that yields that \( \theta \mapsto F^\lambda_c(\theta, \psi) \) is differentiable at \( \theta_0 \) with \( \nabla_\theta F^\lambda_c(\theta_0, \psi) = E[q(\theta_0, Z)] \), which is the desired formula.

When \( g \) is \( C^1 \), this is true for any \( \theta_0 \in \Theta \) and since \( \psi^{c,\lambda} \) is also \( C^1 \), we get that \( F^\lambda_c(\cdot, \psi) \) is also \( C^1 \).

Discussion. Thanks to the entropic regularization, Theorem 4 is valid for almost every \( \theta \) and for any \( \psi \). This is an essential point for latter purpose, as it ensures that the result stays true for a couple \((\theta, \psi^*)\) where \( \psi^* \) is a Kantorovich potential for \( \theta \). In the un-regularized case \( \lambda = 0 \), the proof of Theorem [4] does not hold and additional assumptions on \( g \) are required. Contrary to the \( c,\lambda \)-transform \( \psi^{c,\lambda} \), the \( c \)-transform [3] is indeed only differentiable almost everywhere. In this case, we only have that for any \( \psi \), \( \theta \mapsto F^\lambda_c(\theta, \psi) \) is differentiable for almost every \( \theta \), with the ‘almost every \( \theta \)’ depending on \( \psi \). Notice that this is the actual result proved in [2].

Another point to discuss is the \( C^1 \) assumption on the cost \( c \) in Theorem 4. This assumption does not cover the cost \( c(x, y) = \|x - y\| \) from the original
WGAN framework. This issue can be treated by taking care of the points where \( c(x,y) \) is not differentiable. To do so, we can assume that for almost every \( \theta \), the generator \( g_\theta \zeta \) does not put mass on the atoms of the measure \( \nu \).

This assumption is for instance true if \( g_\theta \zeta \) is absolutely continuous w.r.t. the Lebesgue measure. Hence, in order to keep the our statements as simple as possible, we still rely on the cost assumption \( c \in \mathcal{C}^1(X \times Y) \) in the following.

### 3.3 Differentiation of \( W^\lambda_c \)

We can now state our main result ensuring the differentiability of \( W^\lambda_c(\theta) \) with respect to the generator parameters \( \theta \). We first demonstrate this claim for \( \mathcal{C}^1 \) generators \( g \).

**Theorem 5.** Let \( c \) be a \( \mathcal{C}^1(X \times Y) \) cost, for \( X \) and \( Y \) compact. If the generator \( g \) satisfies Hypothesis 1 with \( g \in \mathcal{C}^1(\Theta \times Z, X) \) then the mapping

\[
W^\lambda_c: \theta \mapsto \text{OT}^\lambda_c(g_\theta \zeta, \nu)
\]

is \( \mathcal{C}^1 \) and we have, for any \( \theta \in \Theta 
\]

\[
\nabla_{\theta} W^\lambda_c(\theta) = \nabla_{\theta} F^\lambda_c(\theta, \psi_*)
= E_{Z \sim \zeta} \left[ (\partial_\theta g(\theta, z))^T \nabla \psi^c,\lambda(\theta, z) \right],
\]

where \( \psi_* \in \arg\max_{\psi} F^\lambda_c(\theta, \psi) \), and

\[
\nabla \psi^c,\lambda(x) = \frac{E_{Y \sim \nu} \left[ \exp \left( \frac{\psi(Y) - c(x,Y)}{\lambda} \right) \nabla_x c(x,Y) \right]}{E_{Y \sim \nu} \left[ \exp \left( \frac{\psi(Y) - c(x,Y)}{\lambda} \right) \right]}. \tag{32}
\]

The demonstration of this theorem is based on the application of the following result.

**Proposition 5** (A.1 from [22]). Let \( w(\theta) = \max_\psi h(\psi, \theta) \) and assume that

1. there exists \( \psi^* : \theta \mapsto \psi^*(\theta) \) defined on a neighborhood of \( \theta_0 \) s.t. \( h(\psi^*(\theta), \theta) = w(\theta) \) and \( \psi^* \) continuous at \( \theta_0 \)
2. \( h \) is differentiable in \( \theta \) at \( (\psi^*(\theta_0), \theta_0) \) and \( \nabla_\theta h \) continuous in \( (\psi, \theta) \) at \( (\psi^*(\theta_0), \theta_0) \)

Then \( w \) is differentiable at \( \theta_0 \) and

\[
\nabla w(\theta_0) = \nabla_\theta h(\psi^*(\theta_0), \theta_0). \tag{33}
\]

We also need the following technical lemma.

**Lemma 2.** There exists a continuous selection of Kantorovitch potentials, that is, a function \( \psi_* : \Theta \to \mathcal{C}(Y) \) which is continuous (for the uniform norm on \( \mathcal{C}(Y) \)) and such that, for any \( \theta, \psi_*(\theta) \in \arg\max_{\psi} F^\lambda_c(\theta, \psi) \).
Proof. Let $\theta_0 \in \Theta$. First notice that the Kantorovitch potential $\psi$ solving (17) is unique (up to a constant) since $\lambda > 0$ and $c$ is bounded [9]. We set an arbitrary $y_0 \in \mathcal{Y}$. For all $\theta \in \Theta$, let us consider $\psi_\theta$ to be the Kantorovitch potential such that $\psi_\theta(y_0) = 0$. Since the cost $c$ is continuous on $\mathcal{X} \times \mathcal{Y}$ compact, it is absolutely continuous. Lemma 1 also provides that the cost has a bounded modulus of continuity $\omega$ that is shared with any Kantorovich potential $\psi_\theta$. This implies that the set $\{\psi_\theta\}_{\theta \in \Theta}$ is equicontinuous and that for all $\theta$, $\psi_\theta$ is bounded (independently of $\theta$) by $\sup_{y \in \mathcal{Y}} \omega(|y - y_0|)$. The Arzela-Ascoli theorem therefore implies that $\{\psi_\theta\}_{\theta \in \Theta}$ is relatively compact.

Now, by contradiction, assume that $\theta \to \psi_\theta$ is not continuous at a point $\theta_0$. Then there exists $\varepsilon > 0$ and a sequence $(\theta_n) \subseteq \Theta^N$ such that $\theta_n \to \theta_0$ and

$$\|\psi_{\theta_n} - \psi_{\theta_0}\|_{\infty} > \varepsilon. \tag{34}$$

Since $\{\psi_\theta\}_{\theta \in \Theta}$ is relatively compact, we can extract a subsequence $\theta_{r(n)}$ such that $\psi_{\theta_{r(n)}}$ converges uniformly towards a function $f$ in $\mathcal{C}(\mathcal{Y})$. It follows that $\psi_{\theta_{r(n)}}^c,\lambda$ also converges towards $f^c,\lambda$. Let us denote $\mu_n = g_{\theta_n,\cdot} \# \zeta$. This measure $\mu_n$ weakly converges towards $\mu_0$ and we can therefore write

$$\text{OT}_c^\lambda(\mu_n, \nu) = \int_{\mathcal{X}} \psi_{\theta_{r(n)}}^c,\lambda(x) d\mu_n(x) + \int_{\mathcal{Y}} \psi_{\theta_{r(n)}}(y) d\nu(y) \tag{35}$$

$$\xrightarrow{n \to \infty} \int_{\mathcal{X}} f^c,\lambda(x) d\mu_0(x) + \int_{\mathcal{Y}} f(y) d\nu(y). \tag{36}$$

Since $\text{OT}_c^\lambda(\mu_n, \nu) \to \text{OT}_c^\lambda(\mu_0, \nu)$, we get that $f$ is a Kantorovitch potential for $\text{OT}_c^\lambda(\mu_0, \nu)$. With $f(y_0) = \lim_{\theta \to \theta_0} \psi_{\theta}(y_0) = 0$ and the uniqueness up to a constant of Kantorovitch potentials we get $f = \psi_{\theta_0}$ which gives the contradiction and concludes the proof.

Proof of Theorem 5. The demonstration follows from the application of Proposition 5. Lemma 2 gives the first hypothesis for applying Proposition 5. Theorem 4 for $g \in \mathcal{C}^1(\Theta \times \mathcal{Z})$ gives the second one and leads to the expression of $\nabla_\theta F_c^\lambda(\theta, \psi)$.

Case of $g$ not necessarily $\mathcal{C}^1$. When $g$ only satisfies Hypothesis [1], the gradient of $F_c^\lambda$ is not necessarily $\mathcal{C}^1$ as seen in Section 3.2. Therefore $F_c^\lambda$ may not satisfy the second hypothesis of Proposition 5 which is required to show the existence of the gradient in Theorem 5. However we can still give a weaker result in this case, following the same sketch of proof as in [2]. We have already stated in Theorem 4 that for any $\psi$, the gradient of $F_c^\lambda(\psi, \cdot)$ exists for almost every $\theta$. Therefore, we only need to show the existence of the gradient of $W_c^\lambda$ almost everywhere to ensure that Theorem 1 holds for almost every $\theta$.

Let then demonstrate that $W_c^\lambda$ is differentiable for almost every $\theta$. Recall that $g$ satisfies Hypothesis [1]. From relation (18) in Theorem 5 we get that for
all \(\theta_1\), there exists a neighborhood \(\Omega\) of \(\theta_1\) such that for all \(\theta_2 \in \Omega\)

\[
|W^\lambda_c(\theta_1) - W^\lambda_c(\theta_2)| \leq \kappa \text{E}_{Z \sim \zeta}[L(\theta_1, Z)\|\theta_1 - \theta_2\|]
\]

\[
\leq \kappa L(\theta_1)\|\theta_1 - \theta_2\|. \quad (37)
\]

The function \(W^\lambda_c\) is thus locally Lipschitz and differentiable for almost every \(\theta\) by Rademacher theorem.

### 3.4 Back to the synthetic example

We now study the synthetic example from Section 2 within the regularized framework. The regularized optimal transport between \(\mu_{\theta} = \delta_{\theta_1}\) and \(\nu = \frac{1}{2} \delta_{y_1} + \frac{1}{2} \delta_{y_2}\) writes in this case \(W^\lambda_c(\theta) = \max_{\psi \in \mathbb{R}^2} F^\lambda_c(\psi, \theta)\) with \(F^\lambda_c(\psi, \theta) = \frac{\psi_1 + \psi_2}{2} - \lambda \log \left( \frac{1}{2} \left( \exp \left( \frac{\psi_1 - c(\theta, y_1)}{\lambda} \right) + \exp \left( \frac{\psi_2 - c(\theta, y_2)}{\lambda} \right) \right) \right)\). The optimal \(\psi^*\) maximizing \(F^\lambda_c(\psi, \theta)\) satisfies \(\psi^*_1 - \psi^*_2 = c(\theta, y_1) - c(\theta, y_2)\) and as in the unregularized case [8] we obtain

\[
\text{OT}^\lambda_c(\mu_\theta, \nu) = \frac{c(\theta, y_1) + c(\theta, y_1)}{2}.
\]

Hence both regularized and un-regularized problem share the same solution. In the un-regularized case, Proposition 1 states that the gradient of \(W^\lambda_c\) cannot be related to the gradient of \(F^\lambda_c\). On the other hand, Theorem 5 stands for the regularized setting \(W^\lambda_c\).

Let us now highlight the numerical influence of the regularization. Starting from \(\theta^0\) and for a given time step \(\tau > 0\), we consider the iterative algorithm

\[
\left\{ \begin{array}{l}
\psi^k \in \arg\max_{\psi} F^\lambda_c(\psi, \theta^k) \\
\theta^{k+1} = \theta^k - \tau \nabla_{\theta} F^\lambda_c(\psi^k, \theta^k).
\end{array} \right. \quad (38)
\]

Recall that the gradient of \(\nabla_{\theta} F^\lambda_c(\psi^k, \theta^k)\) does not exist for \(\lambda = 0\). In this case, we propose to approximate \(\psi^k\) with the gradient ascent procedure proposed in [10] and then obtain the gradient via back-propagation. This corresponds to the alternate procedure in the WGAN framework of [2].

We illustrate the behavior of Algorithm (38), with \(\tau = 0.1\), for both un-regularized and regularized settings in Figure 2 where we take \(y_1 = (0, 0)\) and \(y_2 = (0, 1)\) and the \(C^1\) cost \(c(x, y) = \|x - y\|^2\) corresponding to the 2-Wasserstein distance. In such a setting, the optimal generator \(g_\theta(z) = z - \theta\) is obtained for \(\theta = \frac{y_1 + y_2}{2} = (0, 0.5)\). In the un-regularized case \(\lambda = 0\), the gradient \(\nabla_{\theta} F^\lambda_c(\psi^k, \theta^k)\) alternates between directions \((\theta - y_1)\) and \((\theta - y_2)\). The parameter \(\theta^k\) thus oscillates around \((0, 0.5)\). On the other hand, for the regularization parameter \(\lambda = 0.1\), the gradient is well defined and \(\theta^k\) converges monotonously towards \((0, 0.5)\).
4 Learning a generative model with regularized optimal transport

We finally come to practical considerations. The gradient formula (31) given in Theorem 5 takes the form of an expectation. In order to minimize the regularized optimal transport cost with respect to the generator parameter $\theta$, we perform a stochastic gradient optimization with $(\partial g(\theta, z))^T \nabla \psi^*_{c,\lambda}(g(\theta, z))$, the term inside the expectation. Such framework involves two limitations: (i) an optimal Kantorovich potential $\psi^*_{c,\lambda}$ has to be approximated at each iteration; (ii) the stochastic gradient formula requires the computation of an expectation on the whole data distribution $\nu$. The authors of [10] showed that in the case of a discrete target measure $\nu$, the first issue can be addressed with a stochastic gradient ascent on $\psi$. Moreover, if $\nu$ is discrete, the second point amounts to compute a mean over the dataset. This step is thus feasible, as the associated computational cost is linear with the number of data.

When facing concrete applications, the target dataset is actually discrete. We thus propose to formulate the optimal transport in a semi-discrete way in Section 4.1. We then present a numerical procedure in the spirit of the WGAN approach and some numerical examples in Section 4.2.

4.1 Semi-discrete formulation

We consider a finite dataset $\{y_1, \ldots, y_n\}$, associated to the discrete target measure $\nu = \frac{1}{n} \sum_i \delta_{y_i}$. In this setting, the semi-discrete formulation of the regularized cost $W^\lambda_c$ is

$$W^\lambda_c(\theta) = \max_{\psi \in \mathbb{R}^n} \mathbb{E}_z \left[ \psi^{c,\lambda}(g_\theta(z)) \right] + \frac{1}{n} \sum_i \psi_i,$$

(39)

with $\psi^{c,\lambda}(x) = -\lambda \log \left( \frac{1}{n} \sum_i \exp \left( \frac{\psi_i - c(x,y_i)}{\lambda} \right) \right)$. From Theorem 5, the gradient of $W^\lambda_c$ writes

$$\nabla_\theta W^\lambda_c(\theta) = \mathbb{E}_z [q(\theta, \psi^*, z)],$$

(40)

with

$q(\theta, \psi^*, z) = (\partial g_\theta(\theta, z))^T \sum_i \eta_i(g_\theta(z)) \nabla_\theta c(g_\theta(z), y_i)$

(41)

and

$$\eta_i(x) = \frac{\exp \left( \frac{\psi^*_i - c(x,y_i)}{\lambda} \right)}{\sum_j \exp \left( \frac{\psi^*_j - c(x,y_j)}{\lambda} \right)}$$

(42)

This formulation has four benefits: (i) the formulation [39] is known to be concave on $\psi$ and an optimum can be approximated with a stochastic gradient ascent procedure [10]; (ii) the dual potential $\psi$ does not need to be encoded with a neural network; (iii) the formulation holds for any cost $c$ that is $C^1$; and (iv) the formula [40] provides a stochastic gradient that can be computed numerically.
4.2 Numerical illustrations

We propose in Algorithm 1 a numerical scheme based on a stochastic gradient descent of the regularized optimal transport cost. To perform the stochastic gradient descent on $\theta$, we use the Adam optimizer [16] of the Pytorch library with default parameters, and a learning rate $lr = 10^{-4}$. We train the network for $N = 4000$ iterations. The estimation of $\psi$ is done with $N_\psi = 200$ iterations of the stochastic gradient ascent algorithm of [10] dedicated to entropy regularized optimal transport and we use batches of $K = 100$ samples.

Algorithm 1 Learning Generative Model with stochastic gradient of semi-discrete entropic optimal transport

Inputs: regularization parameter $\lambda$, cost function $c$, sample size $K$, number of iterations $N$ and $N_\psi$, training set $\{y_1, \ldots, y_n\}$

Output: estimated generative model parameter $\theta^N$

Initialisation: $\psi^0 = 0$, random initialization of $\theta^0$

for $k = 1$ to $N$ do

• Estimate $\psi^k$ with $N_\psi$ iterations of the stochastic gradient ascent method in [10] on a batch of size $K$

• Draw a batch of $K$ samples $z$ from $\zeta$

• Update $\theta^{k+1}$ with a stochastic gradient descent in the direction $q(\theta^k, \psi^k, z)$ given in [11]

end for

We now consider the application of Algorithm 1 to the learning of a generative model on the MNIST dataset with the cost $c(x, y) = \|x - y\|^2$. The generative model we considered in our experiments consists of four fully connected layers starting from a latent variable $z \in \mathcal{Z} \subset \mathbb{R}^{128}$ to the image space $\mathcal{X} \subset \mathbb{R}^{784}$, with intermediate dimensions 256, 512 and 1024. In this setting, the learning of the generator with a GPU Nvidia K40m takes approximately 2 hours. We show some generated digits in Figure 2 for different regularization parameters $\lambda$. This experiment shows that the proposed framework is able to learn a complex generative model, provided that the regularization parameter is sufficiently small. With high values of the regularization parameters such as $\lambda = 10^{-1}$, the obtained generator realizes a compromise between all data points and concentrates to a mean image. This can be explained with the gradient expression [11] which, for $\lambda \to \infty$, pushes the generator towards a uniform average of the data points. This also corroborates our observation that for high $\lambda$, the generator stabilizes in early iterations.

Last, observe that, as in WGAN approaches, we only use $N_\psi \ll n$ iterations for updating $\psi^k$. In practice, this number should depend on the dataset size $n$ in order to properly approximate the exact solution of the semi-discrete optimal transport problem. Another point is that $\psi$ depends on $n$ parameters. When $n$ is large, an interesting approximation could be to implicitly represent $\psi$ with a shallow neural network as in [20].
5 Conclusion and discussion

We have demonstrated that using optimal transport cost to train generative models, as popularized by the Wasserstein GAN framework \[2\], raises theoretical issues when computing the gradient, even when assuming strong regularity properties on the generative model itself. This flaw, illustrated on a toy example, can be circumvented by regularizing the optimal transport cost with entropy. The entropic regularization of optimal transport cost \[4\] indeed enjoys interesting properties, such as an explicit dual formulation, fast computation and robustness to outliers \[5\]. As illustrated in experiments, and consistently with former works in the literature, the entropic smoothing may however yields an oversmoothed solution \[6\]. This can be cancelled by compensating the regularized cost bias, as demonstrated in \[8\] and illustrated in \[15\]. The resulting Sinkhorn divergence is nevertheless challenging to compute when training generative models, as the generated distribution is continuous. Another interesting point is the extension of our analysis to other regularizations of optimal transport \[7\] or gradient penalty \[13\].

We took advantage in this work of the discrete nature of the target distribution, defined as a collection of training samples, to propose a simple optimization algorithm based on the stochastic gradient of the semi-discrete formulation of the regularized optimal transport. As a corollary, the proposed framework is not restricted to the \(1\)–Wasserstein cost function anymore, as mostly done in the literature. Recently, some works have been considering the training of generative models with other representation of the training set, for instance using differentiable data augmentation \[27\]. The question of learning generative model with regularized optimal transport between continuous distributions, as recently studied in \[20\], is an interesting perspective we leave for future work.
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