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Abstract. Data-driven methods in biomedical research can help to obtain new insights into the development, progression and therapy of diseases. Clinical and translational data warehouses such as Informatics for Integrating Biology and the Bedside (i2b2) and tranSMART are important solutions for this. From the well-known FAIR data principles, which are used to address the aspects of findability, accessibility, interoperability and reusability. In this paper, we focus on findability. For this purpose, we describe a portal solution that acts as a catalogue for a wide range of data warehouse instances, featuring a central access point and links to training material, such as user manuals and video tutorials. Moreover, the portal provides an overview of the status of multiple warehouses for developers and a set of statistics about the data currently loaded. Due to its modular design and the use of modern web technologies, the portal is easy to extend and customize to reflect different corporate designs and institutional requirements.
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1. Introduction

Data-driven methods in biomedical research can help to obtain new insights into the development, progression, and therapy of diseases. These can then be utilized, for example, in innovative methods of clinical decision support. In order to find relationships between biomedical parameters in large and heterogeneous datasets, these must be integrated. Clinical and translational data warehouses such as Informatics for Integrating Biology and the Bedside (i2b2) [1] and tranSMART [2] are important solutions for this. They are aimed at end users such as medical researchers, and support use cases such as cohort selection, hypothesis generation, and ad hoc data analysis.

To support researchers with the secure and efficient utilization of translational data warehousing solutions, we have established a platform at the Berlin Institute of Health. The infrastructure is based on container technology and supports setting up new instances and terminating old instances in a scalable manner. For this purpose, we have adopted the open source approach presented by Spengler et al. [3], which makes use of the Docker software stack for containerization and management of multiple instances. Another advantage of the approach is that it supports agile processes for data loading based on close feedback cycles between informaticians and medical researchers. Important requirements for data integration solutions can be derived from the FAIR
principles [4], according to which research data should be Findable, Accessible, Interoperable and Reusable. Data warehousing platforms especially address the aspects of accessibility, interoperability (if according terminology standards are integrated, as is the case with our platform) and reusability. In this paper, we describe our approach for additionally addressing the findability aspect.

2. Objective

Both i2b2 and tranSMART are accessible via web interfaces and our platform is based on the principle of quickly ramping up and shutting down individual instances. This means that different user groups need to access different instances, which are reachable via different web addresses. Moreover, it can be challenging for the development team to maintain an overview of the status of different instances and what exactly they are used for at a current point in time.

In this paper, we describe a portal solution that we have added to our infrastructure which aims to address these challenges. It offers two important functionalities for users: (1) it provides a central access point to all warehouses provided by the infrastructure, (2) it displays links to further information, such as user manuals and video tutorials. Moreover, it is also helpful for developers: (1) it provides a central point at which an overview of the status of all instances can be obtained, (2) it offers access to a set of statistics about the instances, including an overview of the data that is currently loaded.

3. Methods

3.1. Overview of the Data Warehousing Infrastructure

As mentioned above, our platform offers access to i2b2, which is a National Institutes of Health (NIH)-funded platform for clinical data warehouses, and tranSMART, which is based on i2b2 and provides an additional set of data exploration and visualization tools. The current development of both platforms is coordinated by the not-for-profit i2b2-tranSMART Foundation. To date, both platforms are used internationally in hundreds of healthcare institutions [5, 6].

An overview of our infrastructure is shown in Figure 1. As can be seen, the data warehouses are deployed in separate, containerized instances. The instances, containing i2b2 as well as tranSMART, are configured to use a PostgreSQL database, resulting in a setup that solely consists of open-source software. A single web server (i.e. Apache 2) is placed in a dedicated gateway container, which manages ingoing and outgoing communication using proxy and reverse proxy configurations for each instance’s i2b2 and tranSMART installation [3].

As a first step, we have extended the gateway container to automatically load the portal’s web-resources into a newly configured document root of the web server, thus allowing users to access the portal via a configured domain name.
3.2. Portal-specific Infrastructure Extensions

To provide access to the data displayed in the portal, we extended the infrastructure with an additional statistics service that exposes an overview of the content of each data warehouse via a RESTful interface. These parameters include: (1) a descriptive name of the instance (e.g. a project name), (2) a timestamp of the last loading process and (3) the number of data items contained, broken down by patients, visits, observations, attributes and meta-attributes. The service was implemented using the Spring Boot framework and can be deployed as a standalone Java archive within a container that has access to the underlying PostgreSQL database. The connection properties can be provided as command line arguments, which are set during the automated configuration of service instances. As is illustrated in Figure 1, we have further configured the gateway container to route requests for statistics for a certain warehouse to the correct service instance.

3.3. Architecture of the Portal

The portal has been implemented as a client-side web application using modern web technologies (HTML5, CSS3, jQuery) and the Materialize CSS framework to get a responsive and clean look and feel. Materialize is a lightweight framework, adding only two additional files, a minified CSS- and JavaScript-file with all non-functional characters removed [7].

The portal features a multi-language approach, currently offering German and English translations accessible via a drop-down menu on every page of the portal. Selecting a different language also ensures that all links embedded in the website also lead to pages in the selected language. Translations are provided by having different language versions of the underlying content pages.

The front end communicates with the back end services via endpoints following the representational state transfer (REST) approach. Therefore, the web server, as well as the extension providing information about the instances, have been configured to allow Cross-Origin Resource Sharing (CORS) only for requests from the Gateway.

To query an instance’s status, the front end sends a HTTP GET-request to the back end to check whether the associated service is online. The response contains a HTTP
status code, which is presented in a simplified form to the user. If the request is unsuccessful, the HTTP status code and its message are shown as a tooltip to the user and can be used to communicate problems with the platform administrators. When retrieving data to display on the statistics page, a HTTP GET-request with response type JSON is sent to the back end. On a successful request, the response is then parsed, and the statistics are dynamically loaded into the statistics page. If the request fails, the status of the corresponding service is set accordingly, and no data is displayed.

4. Results

The data warehousing portal is currently used to provide access to a range of data warehouses from different departments and research areas. Since the portal offers multiple perspectives, it can be used by technical professionals as part of the administration process as well as by regular users. An overview of the different perspectives is provided in Figure 2.

![Figure 2. Screenshots of the platform portal.](image)

The portal is built in a modular manner so that new instances or perspectives can easily be added while providing a unified visual representation. Due to the use of modern web technologies, the design can be changed easily to reflect different corporate designs. As can be seen in Figure 2, we chose a design that follows our institutional guidelines. As a “one-stop-shop”, the portal improves the user experience for different types of user groups and allows regular users to access different warehouse instances from the same web resource, contributing to the Findability of data in the context of the FAIR principles within our institution.

5. Discussion and Conclusions

In prior work, portals have often been realized by single instances of i2b2 or tranSMART (see, e.g. [8]) providing integrated access to a common set of selected data elements. This approach is not applicable in our context, however, as we aim to provide
access to a wide range of data warehouses that integrate different types of data for different groups of users. Other groups have created portals by deeply integrating different types of applications managing different types of data (see, e.g., [9]). While this is different from our approach, the underlying mechanisms, e.g. common user authentication and authorization, are also on our roadmap.

In future work, we plan to integrate our approach more closely with local infrastructure resources, in particular with the institutional Active Directory instance. Moreover, we plan to integrate a data provenance and quality tracking pipeline based on the approach presented in [10] and to also present the data quality metrics calculated within our portal. Finally, after a consolidation phase, we plan to publish our platform as open-source software.
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