RESEARCH ON MOBILE USER INTERFACE FOR ROBOT ARM REMOTE CONTROL IN INDUSTRIAL APPLICATION
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Abstract. The mobile interfaced robot arms are majorly being used nowadays in order to provide the remote-control applicability for various industrial and manufacturing applications. This article proposes a robotic arm platform for controlling the industrial application. The proposed system includes various modules like a robot arm, a controller module and a remote mobile operating application for visualizing the robot arm angles having real time applicability. Augmented reality (AR) is utilized for robot control WIFI communication and the robot angle information is obtained for varying real time environment. This novel approach incorporated the AR technology into mobile application which allow the real time virtual coordination with physical platform. The feasible trajectories are generated using the proposed methodology and a comparison is made between the desired and real trajectory paths. The simulation results are obtained for various assessment indicators and effectual outcomes are achieved with 98.03% accuracy value and 0.185, 0.180 of error and loss values for training phase. The accuracy value of 97.65% is achieved for testing phase with corresponding 0.209 and 0.190 minimum error and loss values. The proposed platform provides the feasible and reliable outcomes in the real time environment for real time manufacturing industry applications.
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1. Introduction. The advent of widespread utilization of wireless technology for mobile communication is now being used very often in the industrial automation and many other evolving sectors. The mobile systems are being used nowadays for the automation and mechanical movement [1]. There are several applications of industrial automation in various sectors like surveillance in army [2-4], different automation industry and petroleum, oil and other industrial sectors [5-7]. The various application of robotics in different industrial sectors indicates that the automobile industry plays a significantly leading role in the employment of robots [8]. The clear representation of various sectors utilizing the robotics are depicted in Figure 1.1.

The other sectors utilizing the robotics in day-to-day application are automatic surveillance systems initiated for the safety of mankind, gas monitoring and oil pipeline systems for controlling extremely high pressure [9]. For this purpose, small robots are employed which can easily fit inside the pipelines and move around in order to monitor the pipeline issues [10]. For the automobile industry, robots are used in the inventories for manufacturing purpose and also at the assembly line in order to obtain high accuracy and speedy manufacturing. Utilization of the modern wireless technology for the operation and control of manufacturing process make use of mobile devices for sending the commands to machine using a computer or a mobile system [11].

The robot systems used in the past few decades involve the robot arms or hand manipulators for the controlling purpose. The current act of robot arm controller involves the human specialists. These specialists train and coordinates the controller’s developments for leading diverse pre-characterized tasks. The significant learning includes the changing of robot arm joint position, when any impediment is experienced by the controller during the pre-planned task [12-14]. This learning method is reasonable for a particular assignment and specific climate, yet as the work space changes, this kind of manual learning system fails. At that point, the robot learning should be done again for an alternate workplace or the dynamic environment. The other limitation of present methodologies in the robot arm controller is its optimality and undertaking adequacy. The manual
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learning is task explicit, accordingly, tracking down an ideal way for robot controller in the dynamic environment is troublesome [15,16]. With the new progression in profound learning, neural networks and reinforced learning mechanisms are being utilized by the researchers for the learning interaction in different scenarios [17,18].

This article proposes a robotic arm platform for controlling the industrial application using the manipulation concept. The presented system comprises different modules like the robot arm, a controller module and a mobile operating application for visualizing the robot arm angles in real time scenario. This work focuses on the utilization of augmented reality (AR) application for robot control utilizing the WIFI communication channel. It contributes in obtaining the robot angle information using AR application in the real time scenario. This work specifically contributes in manufacturing industry, information technology and various other application platforms. The novelty of this work lies in the utilization of augmented reality into the mobile application, thus allowing the remote access of real time virtual coordination with the physical platform. The reference profile is created for programming the robot using a desktop application and the controller module is utilized for providing trajectory path to the joint movement of the robot arm. For the manufacturing industry application, the proposed platform provides the feasible and reliable outcomes in the real time environment.

The rest of this article is structured as: literature survey is presented in section 2 which is trailed by the methods and materials described in section 3. Section 4 presents the experimental results and analysis which is further trailed by the concluding remarks of the research work in section 5.

2. Literature Review. The utilization of robotics for the various applications in networking and various other industrial sectors originated from the concept of tele-robotics. Tele-robotics have been evolved with the development of internet and networking expertise. There are several networking robots developed by the researchers and various innovation have been done in this field [19]. There are several robotic applications which are being utilized for the public usage and exploration [20]. The network robot expansion has evolved the scope for integration in various domains.

There are various applications of robots in medical science field. The literature overview presented in [21] addressed the problem of invasive surgery using augmented reality system. Authors in [22] summarized the robotic systems using the virtual reality technology for the surgical assistance using the robotic platforms. Systems utilized in [23,24] consists of robot-based systems for providing assistance for efficient operation of surgeries for improving the safety of patients, medical manipulations, etc. they utilized the augmented reality-based platforms for the automated detection and diagnosis of the pathological regions. The recent work presented in Quero, et al. [25] dealt with the robotic platforms for achieving high precision for liver surgeries using 3D image visualization. The improvement in the surgeon perception is noticed by the utilization of 3D visualization method and robotics. Authors in [26] utilized the visual form of x-rays for getting the real time perception of invasive laparoscopic surgery. The robotics platform has been used for the integration of surgery and robotics
Fig. 3.1. Workflow of the proposed system including various working modules

in the medical scenarios [27]. There are various developments being noticed in recent literary work being done from the last 5 years.

Recently, there are various state of the art work in the field of simulation and design in industrial manufacturing domain. The article presented by Mourtzis [28] implemented a design and simulation platform for the manufacturing process and along with another author Mourtzis and Zogopoulos [29] an augmented reality-based interface is provided for supporting the assembly processing in the manufacturing industry. This industrial advent continued with the integration of robotics along with the warehouse designing in the papermaking industry [30]. For such application robotics plays a very important role in the industrial as well as programming platforms. Such applications of robotics in the industrial sector improves the significance of motion planning as well as robots while reducing the extensive human labor [31]. Ong et al. [32] interfaced the robotics in welding industry scenario for ease of workload reduction. Avalle et al. [33] also presented a scenario in which welding robots are developed for ease of programming and to complete the complex tasks with requirement of human expertise. Gong et al. [34] used the robot for providing technical assistance to the human operators for the reduction of cognitive workload. This can be accomplished by involving the robot-based object manipulation for real-time environment.

3. Material and Methods. This section provides the outline of the proposed system including three major modules like the robot arm, a controller module and a mobile operating application. The robot arm is responsible for the movement and the controller module receives the signal from the application platform and then send it to the robot arm encoder. The mobile operating application proves the real time visualization and remote access of robot angles using the augmented reality (AR) interfacing. The entire workflow of the proposed system is depicted in Figure 3.1 which is further detailed in this section.

- The admin sends a command to the robot arm using a desktop interface and a USB serial protocol.
- The robot arm controller encodes the command and revert back as the angular movements for each of the articulation which are plotted as graphs at the MATLAB/Simulink interface.
- The connection request is sent by the user from the mobile interface using the WIFI communication channel. The control unit of the robot arm accept this request and allow the mobile interface to establish the remote access interaction connection.
- Using this connection, the mobile interface is able to identify the robot arm locations specified by the controller module. The degree of each articulation is identified and displayed on the remote mobile interface.

3.1. Robotic arm and the controller module. The flowchart of robotic arm and the controller module is presented in Figure 3.2. The flowchart indicated in Figure 3.2 establishes a configuration routine using the USB connection for external communication. The connection request is made by the configuration manager and it detects whether any request is made either by the mobile or the desktop interface. The configuration connection requirements are verified and the base angle for the robot is generated. The robot arm angle is
obtained and articulated into digital form and these angle specifications are sent to the mobile interface using the WIFI connectivity.

3.1.1. Mobile Interface Module. The third module of the proposed system consists of the mobile interface whose main phases are depicted in Figure 3.3. The major phases in the mobile interfacing module are as follows:

i. Image Acquisition Phase: This phase acts as a connection in between the physical optical sensor and the application module. The image acquisition phase exploits a camera-based technique for the assessment of robot arm location.

ii. Marker Localization Phase: This phase is responsible for obtaining the robot arm marker locations from the input image or video captured using the image acquisition phase. The obtained image is used in the training phase for obtaining the specific marker locations and these locations are stored in the system so that it can be utilized in the testing phase.

iii. Degree Articulation Phase: It performs the operation of robot arm degree articulation depending upon the marker location defined by the marker localization phase. For each location marked, this phase specifies an angular degree which is to be passed to AR integration phase.
iv. Wireless Connection Phase: This phase is able to detect the robot compatibility with the WIFI module and it is responsible for linking the robot device with the entire platform. The wireless linkage is able to link the data from the application to the platform and also responsible for activating the rest of the functionalities of the application module.

v. Augmented Reality Integration Phase: This phase obtains the input from the localization marker and degree articulation phase and then generates the projection image which can be seen on the monitor screen of the device.

3.1.2. Assessment Indicators. The confusion matrix is created for the desired and the actual class and based on that matrix, the behavior of the proposed framework is assessed using the true and false indications of the robot arm path trajectory. The different indicators utilized for this purpose are given in Table 3.1. TP, TN, FP and FN indicate the true positive, true negative, false positive and false negatives respectively.

4. Results and Discussion. The experimental set-up comprises of optical encoders with 12V DC motor, a WIFI module for communicating to the robot arm using AR application, a robot arm and a mobile interfacing device with a device screen camera at the back of the device. Several experimental tests are performed and comparative analysis is done for validating the trajectory localization and effectiveness of the robot arm platform for various applications.

4.1. Comparative analysis of the robot arm trajectory. A comparison is done using the MATLAB/Simulink environment which plots the graph between the desired and the real path of the robot arm. The movement commands are generated using the desktop interface for every movement of the robot arm and the articulation is processed by the controlling module of the robot arm. The analysis of real and desired trajectory path is done in Figure 4.1.
Table 4.1
Assessment indicator values obtained after experimentation

| Performance Indicator | Training     | Testing     |
|-----------------------|--------------|-------------|
| Sensitivity (SN.)     | 98.28%       | 97.72%      |
| Specificity (SP.)     | 97.54%       | 97.54%      |
| Precision (PR.)       | 98.77%       | 98.36%      |
| F-Measure             | 96.59%       | 96.59%      |
| Accuracy (ACC.)       | 98.03%       | 97.65%      |

Fig. 4.2. Graphical representation of assessment indicators

The robot arm learning is done using the analysis of real and desired trajectory paths. Further, the planning and control action is determined by the learned path information. This learning is application for trajectory planning in case of unfavorable environment in the testing phase.

The data from training and testing phase are compared in terms of true negative, true positive, false negatives and false positives. On the basis of this information, the confusion matrix is created and the performance is evaluated in terms of various assessment indicators.

4.2. Performance evaluation in terms of assessment indicators. The performance of the proposed robot arm-based platform is assessed in terms of different indicators for both training and testing scenarios. Trained outcomes are stored as learning which are further utilized in the testing phase for dealing with unfavorable environment. The outcomes obtained are shown in Table 4.1 and its graphical depiction is provided in Figure 4.2.

These outcomes reveal the practicability of the proposed robot arm-based system as the SN., SP., PR., F-measure and ACC. values of 98.28%, 97.54%, 98.77%, 96.50% and 98.03% is achieved for the training phase and 97.72%, 97.54%, 98.36%, 96.59% and 97.65% are achieved for the testing phase respectively. The feasible and effective solution is achieved using the robot arm-based solution which is applicable for unfavorable industrial environment. The cost effectiveness is evaluated in terms of error and losses during the system integration and working which are depicted in Figure 4.3 and Figure 4.4 respectively.

The errors indicated in Figure 4.3 provides the depiction of reduction in error with the increasing number of iterations for both the training and testing phases. The minimum error value of 0.209 is achieved for 50th iteration in the testing phase which is a bit more comparative to the error value of 0.185 obtained for the training phase.

Figure 4.4 reveals that losses also reduces significantly with the increase in the iteration count. The minimum loss value of 0.180 is achieved for the training phase which is comparable to the minimum testing loss of 0.190 without leading to overfitting.
4.3. Comparative assessment with the current techniques in this domain. The comparison of the proposed robot-based solution is done with other state-of-the-art research work going on in this field. The comparative study of accuracy and the error is depicted in Figure 4.5.

It is evident from the comparison of the proposed method with state-of-the-art methods that the proposed robot arm-based platform outperforms the conventional methods by providing a maximum accuracy percentage improvement of 23.61% while obtaining an error minimization of 0.209. This comparative analysis reveals that proposed methodology is competent and reliable for monitoring the control and planning actions for unfavorable industrial applications.
5. Conclusion. In this work, a robotic arm platform for controlling the industrial application using the manipulation concept is proposed that utilizes the augmented reality (AR) application for robot control. The major components of the proposed system are robot arm, a controller module and a mobile operating application for robot visualization in real time environment. The feasible task-specific trajectories are generated using the proposed methodology and a comparison is made between the desired and real trajectory paths. The simulation results are observed using various assessment indicators which provides effective outcomes for all the different environmental scenarios. The training phase provides the values of 98.28%, 97.54%, 98.77%, 96.59% and 98.03% for sensitivity, specificity, precision, f-measure and accuracy, respectively, while maintaining a reliable error rate of 0.185 with 0.180 loss value. Similar outcome trend is achieved for the testing phase by observing the sensitivity, specificity, precision, f-measure and accuracy value of 97.72%, 97.54%, 98.36%, 96.59% and 97.65% respectively with corresponding minimum error and loss values of 0.209 and 0.190. The optimal and effective outcomes are achieved by the proposed methodology in terms of all the assessment indicators. This work specifically contributed in providing reliable outcomes for unfavorable real time industrial environment. The perspective of this work is that in future the direct object recognition capabilities will be explored in this research in order to provide larger degree of freedom for different types of robot arms. Moreover, the practicability of the research will be established by using reinforced learning for much complex environments.
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