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Abstract

Blind Source Separation (BSS) is a technique used to separate supposed independent sources of signals from a given set of observations. In this paper, the High Exploration Particle Swarm Optimization (HEPSO) algorithm, which is an enhancement of the Particle Swarm Optimization (PSO) algorithm, has been used to separate a set of source signals. Compared to PSO algorithm, HEPSO algorithm depends on two additional operators. The first operator is based on the multi-crossover mechanism of the genetic algorithm while the second one relies on the bee colony mechanism. Both operators have been employed to update the velocity and the position of the particles respectively. Thus, they are used to find the optimal separating matrix. The proposed method enhances the overall efficiency of the standard PSO in terms of good exploration and performance. Based on many tests realized on speech and music signals supplied by the BSS demo, experimental results confirm the robustness and the accuracy of the introduced BSS technique.
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1. Introduction

Blind Source Separation (BSS) is a powerful tool that has been used to restore source signals from several observations without any prior knowledge about the source of the signals as well as their mixing process [1] [2]. Many algorithms have been proposed to solve the BSS problem depending on the mixture model: linear mixture [3], nonlinear mixture [4] and post-nonlinear mixture [5]. Moreover, BSS has been effectively applied in speech enhancement [6], microwave communication [7], satellite communication [8], image processing [9], image features extraction [10] and learning knowledge from massive community-contributed images [11]. In speech enhancement, BSS extracts sources from noisy speech signals. In biomedical signal processing, it focuses on extracting information using a set of bio-signal measurements made over time [12]. In mechanical systems, it permits to evaluate complex mode shapes which may occur in the real world [13].

Recently, several approaches have been proposed in literature for solving BSS problems. Peng Cheng XU et al. have designed a new reference-based contrast function based on negentropy approximations for the extraction of complex sources and also have introduced a new family of algorithms, denoted as Alg. 1 and Alg. 2, to maximize it [14]. Jiangong WANG et al. have proposed a BSS algorithm which is based on linear autocorrelations and joint diagonalization (LAJD), done through a merging diagonalizer of several average delayed covariance matrices at the optimal time delay [15]. Yongjian ZHAO et al. have proposed a framework using a sequential method based on second order statistics [16]. First, the authors estimate the source signal, then a deflation process permits to eliminate it from its mixtures. That can be used to recover one source signal or all signals in a specific order. The authors have validated the performance of this method via computer simulations. Jehad ABADNEH et al. have employed the Biogeography-Based Optimization (BBO) technique in order to optimize the contrast function which measures the statistical independence of the improved components [17]. In [18], Po-Sen HUANG et al. have used a deep learning model for monaural speech separation. The authors have proposed the joint optimization of a soft masking function and deep learning models, namely deep neural networks and recurrent neural networks (DNNs and RNNs). The proposed discriminative training criterion permits to improve the signal to interference ratio (SIR). This model attains 3.8 to 4.9 dB SIR gain compared to the non-negative matrix factorization (NMF) baseline, whereas maintaining good SDRs and SARs. Po-Sen HUANG et al. have explored the joint optimization of masking functions based on various deep learning architectures, including deep recurrent neural networks and deep neural networks for monaural source separation tasks such as speech separation, singing voice separation, and speech denoising [19]. The performance is optimized through combining a soft time-frequency mask layer with the networks in an end-to-end fashion while investigating a discriminative training criterion. Liangli ZHEN et al. have exploited a sparse coding in BSS, with n unidentified sources, to separate these sources from their m observed mixture signals, where m < n [20]. The approach is based first on discovering some 1-D subspaces from the set consisting of all the time-frequency (TF) representation vectors of the observed mixture signals, then detecting the single source points SSPs in the TF plane, and after that, the estimation for the mixing matrix is done by grouping the mixture TF vectors at these SSPs. Finally, the source recovery is achieved by resolving a set of least squares problems.
Also, evolutionary algorithms are successfully applied to solve several optimization problems in diverse fields. Genetic algorithms (GA) [21]-[24], the Particle Swarm Optimization (PSO) algorithm [25]-[27] and the Artificial Bee Colony (ABC) algorithm [28] have been applied to find the optimal separation matrix.

In this paper, the High Exploration PSO (HEPSO) algorithm [29] is used to optimize the objective function in order to estimate the coefficients of the separating matrix, to avoid local optima and to find the efficient global optimum. To demonstrate the performance of the introduced algorithm for the BSS problem, some simulation results are established.

The rest of this paper is organized as follows: section 2 depicts the BSS problem. Section 3 describes the PSO algorithm, followed by the Objective Function Evaluation given in Section 4. Section 5 consists of the proposed methodology while section 6 presents the experimental results. The conclusion and future work are given in the last section.

2. The Blind Source Separation Problem

The BSS is a famous process that is used in separating source signals and recovering them from an observed mixed signal. This process deals with the statistical properties of the source signals. The basic BSS model is shown in Fig. 1[30].

In our study, we are interested in the process of the optimization algorithm illustrated in the model diagram of Fig. 1. The chosen algorithm (HEPSO) is used to optimize the objective function in order to make output signals independent.

The BSS model is defined by:

\[ X = ASA \tag{1} \]

where \( X = [x_1, x_2, \ldots, x_m]^T \) is a vector containing observed signal \( X \), \( S = [s_1, s_2, \ldots, s_n]^T \) is a vector containing the original sources and \( A \) is the mixing matrix with full column rank. The linear model can be defined as:

\[ X_i(t) = a_{k1}s_1 + a_{k2}s_2 + \cdots a_{kn}s_n, \quad k = 1, n \tag{2} \]

In this paper, we assume that the number of sources \( n \) is equal to the number of mixtures \( m \) (\( m=n \)). In fact, when solving BSS problems, two assumptions are made. The first assumption is that the source signals are statistically independent and the second one is that only one source is permitted to have a Gaussian distribution because a linear combination of Gaussian signals is Gaussian and then in this case it is impossible to separate them. With the above assumptions, the BSS result has two inherent ambiguities [31]:

1. We cannot determine the variance of the independent components.
2. We cannot determine the order of the independent components.

In this study, our main goal is to separate the signals from each other. The order of the estimated signals is not important.

The unmixing matrix \( (W_i) \) can estimate the original source given by:
In addition, Independent Component Analysis (ICA) method is very accurately when connected to BSS. It finds statistically independent components from multivariate data. There are many ways to perform ICA, including minimization of mutual information or maximization of non-gaussianity.

$$y = Wx$$  \hspace{2cm} (3)

![Fig. 1. The basic model diagram of the BSS process.](image)

### 3. Particle Swarm Optimization

Swarm intelligence is one field of artificial intelligence that studies collective behavior and emergent properties of complex, self-organized and decentralized systems with social structure. The major inspiration behind the development of swarm intelligence stems directly from nature such as fish schools, bird flocks, ant colonies and animal herds [32]. The particle swarm optimization concept consists of that at each time step each particle changes its search direction based on two factors to discover the optimal solution. The first factor is its own best previous experience and the second is the best experience of all other members.

PSO has been effectively applied in many researches and applications. It is demonstrated that PSO is much easier to implement and converge faster compared to other methods [33]. The basic process of the PSO algorithm is initialization, fitness, update, construction, and termination. The process of PSO is finished if the termination condition is satisfied. The details are given in [34].

Mathematically, the particles are operated according to the following equations:

$$v_i(t + 1) = w v_i(t) + C_1 r_1 (x_{Pbest} - x_i(t)) + C_2 r_2 (x_{Pbest} - x_i(t)) \hspace{2cm} (4)$$

$$x_i(t + 1) = x_i(t) + v_i(t + 1) \hspace{2cm} (5)$$

where $x_i(t)$ and $v_i(t)$ indicate respectively the position and velocity of particle $i$ at iteration $t$ (time step), $r_1, r_2 \in [0, 1]$, $w$ the inertia weight is dynamically adjusted as proposed in [29] and is given in (8)

$$C_1 = C_{11} - (C_{11} - C_{1f}) \left( \frac{t}{\text{max iteration}} \right) \hspace{2cm} (6)$$

$$C_2 = C_{12} - (C_{12} - C_{2f}) \left( \frac{t}{\text{max iteration}} \right) \hspace{2cm} (7)$$
\[ w(f) = \frac{1}{(1+1.5e^{-2.6f})} \] (8)

\[ f = \frac{d_g-d_{\text{min}}}{d_{\text{max}}-d_{\text{min}}}, \epsilon(0,1) \] (9)

\[ d_i = \frac{1}{N-1} \sum_{j=1, j \neq i}^{N} \sqrt{\sum_{k=1}^{D} (x^k_i - x^k_j)^2} \] (10)

In order to compute \( d_{\text{min}} \) and \( d_{\text{max}} \), we can use an Euclidian metric via equation (10), where \( d_i \) is the mean distance of particle \( i \) to all other particles, \( N \) and \( D \) are the population size and the number of dimension, respectively; \( d_i \) for the global best particle is shown as \( d_g \).

### 4. Objective Function Evaluation

The fitness function proposed in this paper is based on kurtosis and mutual information. Kurtosis plays an important role in BSS and is used to measure the non-gaussianity of the signal and sort the independent components. Mutual information measures the dependence between components. To achieve the independence of the components, the mutual information must be at its minimum.

The mutual information is defined as follows:

\[ I(y_1, y_2, \ldots, y_n) = \sum_{i=1}^{n} H(y_i) - H(y) \] (11)

where \( H(y_i) = -E \log p(y_i) \) and \( H(y) = -E \log y \) are the entropies of the estimated audio source signals, \( E \) denoting the expectation operator and \( p_y \), the density of the kurtosis of the estimated audio source signals that can be computed by the following formula:

\[ \text{kurtosis}(y) = \sum_{i=1}^{n} E(y_i^4) - 3E^2(y_i^2) \] (12)

The fitness function can be expressed by:

\[ J(y) = I(y_1, y_2, \ldots, y_n) + \frac{1}{\sum_{i=1}^{n} E(y_i^4) - 3E^2(y_i^2)} \] (13)

When \( J(y) \) is maximized, estimated audio source signals are mutually independent.

### 5. Proposed Methodology

In the following part, the research paper describes the introduced BSS system used in problems’ separation of several audio sources. Basically, the BSS system has been performed in four principal stages: (i) process of mixing the input audio sources, (ii) then, de-mix the output signals from the first stage using PSO and HEPSO methods (iii) after that, estimate the output sources by using equation (3) (iii) finally evaluate the performance of the BSS system. The scheme of the introduced method is clearly illustrated in Fig. 2.
5.1 BSS Based on HEPSO Algorithm

In this subsection, we introduce the proposed technique for BSS. We start with the 1st stage in which initial population is produced. In the 2nd stage the inertia weight (w) and the learning factors (C₁,C₂) are calculated at each iteration. In the 3rd stage, we evaluate the objective function of all particles. In the 4th stage, the bee colony operator (equation (16)) is used only if \( p₁ < \text{standard deviation} \) or \( p₂ < \frac{p_B \times t}{\text{max iteration}} \), where \( p₁, p₂ \) would be assigned and \( p_B \) is the bee colony probability, \( t \) is the current iteration and \( \text{max iteration} \) is the maximum number of iterations. On the 5th stage, the multi-crossover will be generated if for each particle that is not selected in the preceding operation, another random number would be allocated. In the case of a particle that has \( v < p_c \), the multi-crossover operator would generate a velocity or a new particle via equation (15), \( p_c \) is the multi-crossover probability. PSO will generate other particles that are not selected neither for bee colony nor multi-crossover operations (equations (7) and (8)). On the 6th stage, transform values are obtained from \( x_{best} \) into the separation vector. In the 7th stage, the orthogonalization process \( W_i \) is performed via equation (14).

\[
W_i = W_i \times \text{real}\left(\text{inv}(W_i \times W_i^T)\right)^{-\frac{1}{2}}
\]  

(14)

On the 8th stage, we go back to the 3rd stage and repeat the process until the stopping criterion is satisfied. Finally, in the 9th stage, we compute the separated source using equation (3).

5.2 Operators

This subsection, introduce two operators. The first one is based on three parent chromosomes [35] and the second one is accomplished as a bee colony process [36]. These operators aim to ameliorate the process and leak from local minima.

5.2.1 Operator1

A new crossover method that consists of three parent chromosomes \([\theta_1, \theta_2, \theta_3]\) is suggested in this study, but it is not similar to the classical multi-crossover genetic algorithm proposed by Chang [35] which is based on only two chromosomes. We suppose that chromosomes are chosen from the population randomly. If chromosome \( \theta_i \) has the smallest fitness value, the multiple-crossover is operated to generate a new chromosome \( \theta_i' \).

\[
\theta_i' = \theta_1 + r(2\theta_1 - \theta_2 - \theta_3)
\]  

(15)
where $r \in [0,1]$ is a random value. The first parent characterizes the best position of the group ($x_{gbest}(t)$), the second parent represents the personal best position ($x_{pbest}$) while the third parent is used to generate the new velocity for the selected particle $x_i$ via equation (16)

$$v_i(t+1) = r \left[ \frac{c_2}{2} x_{gbest}(t) - x_{pbest}(t) - x_i(t) \right]$$  

5.2.2 Operator 2
The artificial bee colony (ABC) algorithm was developed by Karaboga and Basturk in 2005, by inspecting the behavior of real bees that find sources of food, called nectar, and share the information from these sources with the other bees in the nest. In this algorithm, artificial bees are defined and classified in three groups: employer bees (bees which look for the food), spectators (bees of observation) and scouts which are in charge of finding new food [36][37]. The ABC algorithm has five steps. In the first step, the bees start searching out space randomly to find a food source. In the second step and after finding a food source, the bees come to be an employer folder and begin to benefit from the inventive source. An employer bee replaces its location through local information and finds a neighboring food. Actually, the fitness of the position is estimated and if it has a better fitness, then it will be replaced with the old position. The third step deals with computing probability values which is implicated in the probabilistic selection depending on the fitness values of the food source. Finding operator is used in particle swarm optimization technique via equation (17).

$$x_i^d(t+1) = x_i^d + (2r-1) \left( x_i^d(t) - x_j^d(t) \right)$$  

where $r \in [0,1]$, $d$ is a random number of length $[1, \text{dimension}]$ and $j$ is a random number of length $[1, \text{number of particles}]$.

6. Experimental Results
To show the performance of the proposed technique on the separation of speech and music signals, some experimental tests are undertaken and compared to PSO method results [33].

6.1 Source Signals
In this work, all speech signals and music signals are selected from the BSS demo [37] and sampled at 16 KHz. In the first experiment, we take two speech signals, the first one (poem_male_30s.wav) is pronounced by a man, while the second (sentence_female_28s.wav) is pronounced by a woman. In the second experiment, we take a music signal (music_Loophass_30s.wav) and a speech signal (henry_theater_male_30s.wav). In the third experiment we take music signals: (music_mandolin_30s.wav) and (music_vivaldi_30s.wav).

In the initialization, the sensors and sources are set to 2 elements each. The 2x2 mixing matrix $A$ is randomly chosen as:

$$A = \begin{bmatrix} 0.4701 & 0.6705 \\ -0.2742 & 0.5310 \end{bmatrix}$$
6.2 Parameters Setting

The initialization values of the parameters for the HEPSO proposed method are as follows: The population pop size is fixed to 100, the problem has a dimension of 9 (dim=9), the probability of mutation $p_B$ is equal to 0.02, the probability of crossover $p_C$ is fixed to 0.9 and the other combination values are fixed to $C_{ii} = 2.5, C_{zi} = 0.5, C_{ij} = 0.5, C_{zf} = 2.5$.

6.3 Performance Measure

In order to examine the performance of the proposed technique, we evaluate it using three performance indexes: Source to Distortion Ratio (SDR) [21], Absolute Value of Correlation Coefficients (AVCC) [39] and Mean Square Error (MSE) [36]. They are, respectively defined as follows:

$$SDR \left( y_i, s_i \right) = 10 \log \left[ \frac{\sum_{i=1}^{M} [y_i(t)]^2}{\sum_{i=1}^{M} [y_i(t) - s_i(t)]^2} \right]$$

(18)

where $y_i$ are the separated signals, $s_i$ the original signals, with M samples.

$$AVCC = \frac{\sum_{i=1}^{M} y_i(t) s_k(t)}{\sqrt{\sum_{i=1}^{M} (y_i(t))^2 \sum_{k=1}^{M} s_k(t)^2}}$$

(19)

6.4 Simulation Results

Experiment 1

A poem-male.wav and sentence-female.wav signals and their recovered ones are shown in Fig. 3.

![Fig. 3. Original and Separated signals of poem-male.wav and sentence-female.wav.](image-url)
Experiment 2
A music loophass.wav and henry theater male.wav and their recovered ones are shown in Fig. 4.

![Fig. 4. Original and Separated signals of music loophass.wav and henry theater male.wav](image)

Experiment 3
A music mandolin.wav and music vivaldi.wav and their recovered ones are shown in Fig. 5.

![Fig. 5. Original and Separated signals of music mandolin.wav and music vivaldi.wav](image)

From the experimental results we can deduce:
First, in figures 3 to 5 we see that the waveforms of the recovered speech signals and music signals are similar to the original ones. However, the music separated signals (Fig. 5) are a little less accurate.
Second, we prove the efficiency of the proposed algorithm by using performance indexes SDR,
AVCC and MSE. The experimental results of the three experiments are summarized in Tables 1, 2 and 3.

Table 1. SDR(dB) for the PSO and the HEPSO algorithm.

| Experiment | PSO | HEPSO |
|------------|-----|-------|
| Experiment 1 | Speech s1 | 24.9632 | 48.7775 |
|             | Speech s2 | 25.2020 | 39.4966 |
| Experiment 2 | Speech s3 | 19.2221 | 74.0782 |
|             | Music s4  | 19.4236 | 23.6904 |
| Experiment 3 | Music s5 | 25.0062 | 26.1812 |
|             | Music s6  | 26.0567 | 54.7541 |

Table 2. AVCC for the PSO and the proposed algorithms

| Experiment | PSO (Recovered Signals) | Proposed algorithm (Recovered Signals) |
|------------|-------------------------|----------------------------------------|
|            | y1          | y2          | y1          | y2          |
| Experiment 1 | Speech s1 | 0.0435 | 0.9987 | 1.0000 | 0.0071 |
|             | Speech s2 | 0.9989 | 0.0474 | 0.0071 | 0.9999 |
| Experiment 2 | Speech s3 | 0.9941 | 0.1038 | 0.0699 | 1.00000 |
|             | Music s4  | 0.1063 | 0.9943 | 0.9977 | 0.0027 |
| Experiments3 | Music s5 | 0.0549 | 0.9988 | 0.9984 | 0.0031 |
|             | Music s6  | 0.9984 | 0.0485 | 0.0549 | 1.00000 |

Table 3. MSE for the PSO and the proposed algorithms

| Experiment | PSO | Proposed algorithm |
|------------|-----|-------------------|
| Experiment 1 | Speech s1 | 1.7695e-04 | 6.6862e-08 |
|             | Speech s2 | 8.9424e-05 | 1.1463e-06 |
| Experiment 2 | Speech s3 | 6.8208e-05 | 2.2881e-10 |
|             | Music s4  | 9.7202e-04 | 3.9061e-04 |
| Experiment 3 | Music s5 | 6.1479e-04 | 4.7101e-05 |
|             | Music s6  | 5.6638e-04 | 5.3490e-04 |

This work has been compared to the previous studies that treat the problem of BSS separation. It has been clearly noticed that the proposed method HEPSO outperforms the GA+ kurtosis [21] in terms of SDR (shown in Table 4). In terms of AVCC measure the introduced method
HEPSO achieves an excellent performance (100%). Table 5 presents more details about the comparison accuracy of the proposed work with GA+ kurtosis [21].

| Table 4. SDR(dB) for the GA+ kurtosis and the Proposed method |
|---------------|-----------------|-----------------|
|               | GA+ kurtosis[21] | Proposed method |
| Speech s1     | 30.9869          | 48.7775         |
| Speech s2     | 34.6346          | 39.4966         |

| Table 5. AVCC for the GA+ kurtosis and the proposed algorithms |
|---------------|-----------------|-----------------|
|               | GA+ kurtosis (Recovered Signals) [21] | Proposed algorithm (Recovered Signals) |
|               | y1         | y2         | y1         | y2         |
| Speech s1     | 0.9996     | 0.0185     | 1.0000     | 0.0071     |
| Speech s2     | 0.0282     | 0.9998     | 0.0071     | 0.9999     |

6. Conclusion

In this paper, a blind audio source separation using HEPSO method was implemented and experimentally investigated. By using HEPSO, the separate sources have been estimated from their observed mixtures. On evaluation of performance of the implemented HEPSO, the BSS demo, which contains several examples of speech and music signals, has been used. The simulation results show that HEPSO overpowers the local minima problem and performs better in terms of global optimality in comparison with the standard PSO algorithm. The performance results clearly demonstrated that HEPSO outperforms GA+ kurtosis and also permitted a good separation to identify the source signals.

In our future work, we are planning to investigate other methods of optimizations such as the Firefly Algorithm (FA) in order to improve their performance accuracies.
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