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1 INTRODUCTION

We study the evaluation of SQL join queries in a parallel model of computation that we show to be extremely well-suited for this task despite the fact that it was designed for a different purpose and it has not been previously employed in this setting. We are referring to the vertex-centric flavor [47] of Valiant’s bulk-synchronous parallel (BSP) model of computation [58], originally designed for processing analytic tasks over data modeled as a graph.

Our solution comprises (i) a graph encoding of relational instances which we call the Tuple-Attribute Graph (TAG), and (ii) an evaluation algorithm specified as a vertex-centric program running over TAG inputs. The evaluation is centered around a novel join algorithm we call TAG-join.

On the theoretical front, we show that TAG-join’s communication and computation complexities are competitive with those of the best-known parallel join algorithms [14, 20, 21, 40, 41, 43] while avoiding the relation reshuffling these algorithms require (for re-sorting or re-hashing) between individual join operations. TAG-join adapts techniques from the best sequential join algorithms (based on worst-case optimal bounds [52, 53, 59] and on generalized hypertree decompositions [35, 36]), matching their computation complexity as well.

On the practical front, we note that our vertex-centric SQL evaluation scheme applies to both intra-server thread parallelism and to distributed cluster parallelism. The focus in this work is to tune and evaluate how our approach exploits thread parallelism in the "comfort zone" of RDBMSs: running the benchmarks they are traditionally tuned for, on a multi-threaded server with large RAM and SSD memory holding all working set data in warm runs.

We note that the benefit of recent developments in both parallel and sequential join technology has only been shown in settings beyond the RDBMS comfort zone. The parallel join algorithms target scenarios of clusters with numerous...
processors, while engines based on worst-case optimal algorithms tend to be outperformed \(^1\) by commercial RDBMSs operating in their comfort zone \([10, 11, 32, 49]\).

TAG-join proves particularly well suited to data warehousing scenarios (snowflake schemas, primary-foreign key joins). Our experiments show competitive performance on the TPC-H \([1]\) and across-the-board dominance on the TPC-DS \([2]\) benchmark.

In a secondary investigation, we also evaluate our TAG-join implementation’s ability to exploit parallelism in a distributed cluster, showing that it outperforms the popular Spark SQL engine \([16]\).

A bonus of our approach is its applicability on top of vertex-centric platforms without having to change their internals. There are many exemplars in circulation, including open-source \([3, 6, 34, 45]\) and commercial \([27, 47]\). We chose the free version of the TigerGraph engine \([7, 27]\) for our evaluation due to its high performance.

Our work uncovers a synergistic coupling between the TAG representation of relational databases and vertex-centric parallelism that went undiscovered so far because, despite abundant prior work on querying graphs on native relational backends \([30, 42, 60, 64]\), there were no attempts to query relations on native graph backends.

**Paper organization.** After reviewing the vertex-centric BSP model in Section 2, we present the TAG encoding of relational instances (Section 3), then develop TAG-join starting from two-way (Section 4), to acyclic (Section 5) and to arbitrary join (Section 6). We discuss extensions beyond joins in Section 7, report experiments in Section 8 and conclude in Section 9.

## 2 VERTEX-CENTRIC BSP MODEL

The Vertex-centric computational model was introduced by Google’s Pregel \([47]\) system as an adaptation to graph data of Valiant’s Bulk Synchronous Parallel (BSP) model of computation \([58]\).

A BSP model includes three main components: a number of processors, each with its own local memory and ability to perform local computation; a communication environment that delivers messages from one processor to another; and a barrier synchronization mechanism. A BSP computation is a sequence of supersteps. A superstep comprises of a computation stage, where each processor performs a sequence of operations on local data, and a communication stage, where each processor sends a number of messages. The processors are synchronized between supersteps, i.e. they wait at the barrier until all processors have received their messages.

The vertex-centric model adapts the BSP model to graphs, such that each vertex plays the role of a processor that executes a user-defined program. Vertices communicate with each other by sending messages via outgoing edges, or directly to any other vertex whose identifier they know (e.g. discovered during computation).

Each vertex is identified by a vertex ID. It holds a state, which represents intermediate results of the computation; a list of outgoing edges; and an incoming message queue. Edges are identified by the ids of their source and destination vertices, and they can also store state. The vertex program is designed from the perspective of a vertex. The vertex program operates on local data only: the vertex state, the received messages, and the incident edges.

At the beginning of a computation all vertices are in active state, and start the computation. At the end of the superstep each vertex deactivates itself, and it will stay inactive unless it receives messages. All messages sent during superstep \(i\) are available at the beginning of superstep \(i + 1\). Vertices that did not receive any messages are not activated in superstep \(i + 1\), and thus do not participate in the computation. The computation terminates when there are no active

---

\(^1\) Their benefit kicks in on queries where intermediate results are much larger than the input tables. This is not the case with the primary-foreign key joins that are prevalent in OLTP and OLAP workloads since the cardinality of \(R \bowtie_{FK,PK} S\) is upper bounded by that of \(R\) (every \(R\)-tuple joins with at most one \(S\)-tuple).
vertices, i.e. no messages were sent during the previous superstep. The output of the computation is the union of values computed by multiple vertices (distributed output).

Aggregators. Aggregators provide a mechanism for vertices to collaborate in order to compute a global aggregate value. This mechanism is defined as an aggregation vertex, whose id is known to all the vertices in the graph and they can send messages directly to it. The aggregation vertex then aggregates the received values, and can share the computed value by sending messages back to the vertices, e.g. to be used further as a condition to trigger the next computation phase, or deactivate (eliminate) a vertex. There can be multiple aggregation vertices defined for the computation.

Cost Measure. We measure the total communication and computation cost of an algorithm. The total communication cost is the sum of all the messages sent by vertices over all supersteps. We do not include the received messages in to the cost, since any outgoing message is the incoming message of at least one vertex, and thus it’s sufficient to count it once. The total computation cost is the sum of the amount of computation performed by vertices over all supersteps. We account for computation cost to make sure that when designing algorithms each vertex performs limited work and does not exceed the communication cost.

Examples of vertex-centric engines. A vertex-centric BSP model was first introduced in Pregel [47], followed by a proliferation of open-source and commercial implementations, some running on distributed clusters, others realizing vertex communication via a shared memory. Surveys of the landscape can be found in [48, 61], while their comparative experimental evaluation has been reported in [15, 38, 46]. These works exclude the new arrival TigerGraph [27], which exploits both thread parallelism within a server and distributed cluster parallelism.

3 TAG ENCODING OF A RELATIONAL DB

We present the Tuple-Attribute Graph (TAG) data model we use to encode a relational database as a graph. A graph is a collection of vertices and edges, where each vertex and edge has a label and can store data as a collection of (key,value) pairs (i.e. attributes). The TAG model defines two classes of vertices: tuple vertices, representing tuples of a relation; and attribute vertices, representing attribute values of a tuple. Tuple and attribute vertices function the same in the vertex-centric computational model, i.e. both can execute a user-defined program and communicate via messages.

We construct a TAG graph from a relational database as follows.

(1) For every tuple t in relation R create a tuple vertex v_t labeled R (each duplicate occurrence of t receives its own fresh tuple vertex). Store t in v_t’s state.

(2) For each attribute value a in the active domain of the database create an attribute vertex v_a. Add a label based on the domain/type of a (e.g. int, string, etc.). Create exactly one vertex per value regardless of how many times the value occurs in the database.

(3) For each occurrence of R-tuple t with an attribute named A of value a, add an edge labeled R.A between v_t and v_a.

Notice that the graph is bipartite, as edges never connect tuple vertices with each other, nor attribute vertices with each other.

Example 3.1. Figure 1 shows the example instance of relational data and its corresponding graph representation (to unclutter the figure, edge labels do not include the table names). We start with the first tuple of relation NATION, and
map it to a tuple vertex with id NATION_1 with corresponding label NATION. Then each of its attribute values maps to an attribute vertex, i.e. value 1 maps to an integer attribute vertex, and value USA maps to a string attribute vertex. We finish the transformation by creating edges from the tuple vertex to the two attribute vertices with labels that correspond to the attribute names of the tuple. We repeat the same steps for the rest of the tuples and for all relations. Tuple vertex CUSTOMER_10 also uses integer value 1 as its attribute, and thus we simply add an edge to connect it to this attribute vertex. Note how integer attribute vertex 2 is shared among three tuple vertices NATION_2, CUSTOMER_2, ORDER_2, and used as a value of five different attributes, hence the five edges with different labels are added. Two ORDER tuples are connected with each other via the date attribute value that they share. □

The TAG representation of a relational database is query-independent and therefore can be computed offline. Moreover, the size of the graph is linear in the size of the relational database.

The most prominent feature of the TAG representation is that pairs of joining² tuples are explicitly connected with each other via edges to their join attribute value. For each attribute value a, the tuples that join through a can be found by simply following the outgoing edges from the attribute vertex representing a. Therefore, attribute vertices act as an indexing scheme for speeding up joins. This scheme features significant benefits over RDBMS indexing:

First, note that the TAG representation corresponds in the relational setting to indexing all attributes in the schema. While this is prohibitively expensive in an RDBMS because of the duplication of information across indexes, notice that TAG attribute vertices are not duplicated. One can think of them as shared across indexes, in the sense that even if a value appears in an A and a B attribute, it is still represented only once (e.g. attribute vertex 2 in Figure 1).

²In this paper, the unqualified term “join” is shorthand for “equi-join”.

---

Fig. 1. Encoding relational data in a TAG representation. Tuple vertices are depicted as rectangles, and attribute vertices as circles.
Second, an attribute vertex can lookup the tuples joining through it in time linear in their number by simply following the appropriate edges. In contrast, even when an appropriate RDBMS index exists (which cannot be taken for granted), the RDBMS index lookup time depends, albeit only logarithmically, on the size of the involved input relations even if the lookup result size is small.

Third, attribute vertices are cheaper to build, and in the presence of changing data they are less challenging to maintain than traditional RDBMS indexes, as they do not require any reorganization of the graph. It suffices to locally insert/delete vertex attributes and their incident edges.

Finally, since the set of edges is disjointly partitioned by the attribute vertices they are incident on, the TAG model is particularly conducive to parallel join processing in which attribute vertices perform the tuple lookup in parallel. The vertex-centric BSP model of computation suggests itself as a natural candidate because it enables precisely such parallel computation across vertices and messaging along edges.

In the remainder of the paper, we exploit this fact by developing a vertex-centric BSP join algorithm. Although we do not create duplicate attribute vertices for the same value, but let tuple vertices share attribute values that may even correspond to different attribute names in each tuple (e.g. note attribute vertex 2 in Figure 1), materializing attribute values still comes at cost of a bigger storage space. This can be mitigated in practice, by avoiding materializing some types of attribute vertices. For example, (a) when attribute is not likely to be used as a join condition, e.g. text value; or (b) when attribute values belong to a domain that is tricky to compare with equality operator, e.g. floats. We can store these values as attributes of a corresponding tuple vertex. A possible approach to more efficiently materialize float values in order to account for different precision and scale is to use a vertex per range of float values instead of a vertex per value. We do not consider the subject of mapping `tricky' domain values to vertices in the scope of this paper, but simply avoid materializing these types of attributes in our experiments. It is important to note, in the interest of fairness, that if we were to create indexes on all attributes of all relations in any RDBMS, we would run into the same issues in terms of storage space, equality of floating-point numbers, and then index maintenance cost in addition.

3.0.1 Related Encodings for Attribute-centric Indexing. Paper [57] addresses mapping of a relational instance to a property graph, connecting vertices based on key-foreign key relationships only. In contrast, the TAG encoding supports arbitrary equi-join conditions. Moreover, [57] focuses on the data modeling aspect only and does not address query evaluation (let alone the vertex-centric kind).

TAG encoding’s attribute vertices generalize the value-driven indexing of [31] from RDF triples to arbitrary tuples. Their indexing role is also related in spirit to indexing Nested Relational data [26]. Both works propose secondary indexing structures, with the requisite space and time overhead for creation and maintenance. These are avoided in TAG encoding, where attribute vertices are not redundant indexes, but the original data. Moreover, neither of [26, 31] considers parallel evaluation of joins in general, and in particular the vertex-centric computational model.

4 VERTEX-CENTRIC TWO-WAY JOIN

We begin with computing a natural join between two binary relations,

\[ R(A, B) \bowtie S(B, C) \].

\(^3\)We represent TAG edges as undirected to merely indicate that each edge is a two-way relationship, and thus messages can be sent in both directions. To support messaging across directed out-edges in a standard vertex-centric program, each undirected edge is modeled as two directed edges.
using a vertex-centric algorithm over their TAG representation. For presentation simplicity we consider natural join queries as examples throughout the paper, however note that any equi-join query can be transformed into a natural join by appropriate renaming of attributes. Furthermore, the generalization to n-ary relations is straightforward.

Our approach is based on Yannakakis’ algorithm for acyclic queries [63], that first performs a semi-join reduction on all relations to eliminate dangling tuples, and then joins the relations in arbitrary order. The semi-join is an essential query processing technique that can reduce the cost of a join query evaluation, especially in a distributed environment [24].

The semi-join of $R(A, B)$ with $S(B, C)$, denoted $R \bowtie S$, retrieves precisely those $R$-tuples that join with at least one $S$-tuple. To implement a reduction of $R$, it suffices to obtain a duplicate-free projection of the join column $S.B$: $R \bowtie S = R \bowtie \pi_B(S)$.

Per Yannakakis’s algorithm, in order to compute a two-way join we first reduce the sizes of $R$ and $S$ via a series of semi-joins, $J_1 := R \bowtie S$ and $J_2 := S \bowtie R$. Now that the tuples that do not contribute to the output (a.k.a. ‘dangling tuples’) are removed, the algorithm constructs the join of the reduced relations, $J_1 = J_2$.

Our algorithm follows a similar idea of splitting the computation into two phases: (1) a reduction phase to eliminate vertices and edges such that the surviving ones correspond to the TAG representation of the reduced relations; and (2) a collection phase that traverses the reduced TAG subgraph to collect vertex values and construct the final join output.

4.1 Join on a Single Attribute

By design of the TAG model, the semi-join reduction can be naturally mapped to a vertex-centric computational model. Each value $b$ of an attribute $B$ is mapped to a TAG attribute vertex $v_b$ whose outgoing edges connect it to precisely the (vertex representations of) $R$- and $S$-tuples that join through $v_b$. Thus, for a reduction to be performed, each attribute vertex needs to check its outgoing edges, confirming that it connects to at least one tuple vertex of each label $R$ and $S$, and then signal those tuple vertices that they are part of the final output by sending a message. Note that all attribute vertices can do this in parallel, independently of each other, since their individual computation and messaging only requires access to the locally stored vertex data. Also note that the attribute vertex need not ‘cross the edge’ to inspect the proper labeling of the tuple vertex at the other end: this information can be encoded in the edge label itself, by qualifying the attribute name with the relation name it belongs to (see Figure 2).
4.1.1 Algorithm. We sketch a vertex-centric two-way join algorithm through the following example. Consider the TAG instance depicted in Figure 2. The computation starts by activating attribute vertices corresponding to the join attribute B.

Superstep 1: Each attribute vertex checks whether it can serve as join value, i.e. a value in the intersection of columns R.B and S.B. For a vertex \( v \) to be a join value it needs to have outgoing edges with labels R.B and S.B. If this is the case, \( v \) sends messages to the target tuple vertices via those edges. Otherwise, \( v \) just deactivates itself. As depicted on Figure 2(a), vertex \( b_1 \) figures out that it is a join value, and sends its id to the target tuple vertices (3 R vertices and 3 S vertices). Vertices \( b_2 \) and \( b_3 \) deactivate themselves without sending any message.

Superstep 2: Tuple vertices are activated by the incoming messages. Each tuple vertex \( t \) marks the edges along which it has received messages. Then \( t \) sends its non-join attribute value back to the join attribute vertex via the marked edges, and deactivates itself. In Figure 2(b), the R tuple vertices \( R_1, R_2, R_3 \) send their A values and the S tuple vertices \( S_1, S_2, S_3 \) send their C values to vertex \( b_1 \) via marked edges (shown in bold).

Superstep 3: Each active attribute vertex \( v \) constructs a join result by combining the values received from both sides with their own value (the operation is really a Cartesian product). Next, \( v \) stores this result locally (or possibly outputs it to the client application). The computation completes when all vertices are deactivated. See Figure 2(c), which shows the locally stored join result.

Superstep (1) corresponds to a reduction phase that eliminates tuple vertices that do not contribute to the join. Supersteps (2) and (3) are part of a collection phase whose purpose is to collect, via messages, data from \( R \)-tuples and \( S \)-tuples that join and construct the output tuples.

In Superstep (3), the A-attribute and C-attribute values received at a B-attribute vertex correspond to the factorized representation of the join result [54], i.e. the latter can be obtained losslessly as their Cartesian product. If the distributed and factorized representation of the join is required, then Superstep (3) is skipped.

4.1.2 Cost Analysis. Let \( |R| \) and \( |S| \) denote the sizes (in tuple count) of \( R \) and \( S \) respectively. Then the total input size \( IN = |R| + |S| \). Let \( OUT = |R \bowtie S| \) denote the size of the join result in the standard unfactorized bag-of-tuples representation.

In superstep (1), all B-attribute vertices are active (their number is upper bounded by \( IN \)). They send messages along the edges with labels R.B and S.B, but only when the recipient tuples contribute to the join. Since the value of the join attribute disjointly partitions \( R \) and \( S \), and also \( R \bowtie S \), the total message count over all attribute vertices is \( |R \bowtie S| + |S \bowtie R| \), which is upper bounded by both \( IN \) and \( OUT \), and therefore by \( min(IN, OUT) \). Even for the worst-case instance, where an attribute vertex is connected to all \( R \) and \( S \) tuple vertices, the communication cost does not exceed \( min(IN, OUT) \). During the computation phase each attribute vertex with label \( B \) (e.g. \( b_1, b_2, b_3 \)) iterates over its outgoing edges in order to figure out whether it joins tuples from both \( R \) and \( S \). The total computation cost summed up over all vertices is upper bounded by the total number of edges and therefore by \( IN \).

In Superstep (2), only tuple vertices that contribute to the final output send messages, for a total number of messages \( |R \bowtie S| \) (sent by R-labeled tuple vertices) + \( |S \bowtie R| \) (sent by S-labeled tuple vertices). This is again upper bounded by \( min(IN, OUT) \). Since the computation at tuple vertices is constant-time, the overall computation in this superstep is also upper bounded by \( min(IN, OUT) \).

In Superstep (3) each join vertex combines the received messages to construct output tuples. Each attribute vertex of value \( b \) receives the A attribute values from its R-tuple neighbors, the C attribute values from its S-tuple neighbors,
and computes \( \sigma_{R \bowtie S}(R \times S) \) locally as a Cartesian product. The total computation cost across all active vertices is \( OUT \) because the output tuple sets are disjoint across join vertices. If the output is left distributed over the vertices (the standard convention in distributed join algorithms [14, 21] is to leave the result distributed over processors, which in our setting are the vertices) no further messages are sent and the communication cost is 0. Even if the output is instead sent to a client application, the additional communication cost totalled over all vertices is \( OUT \). Observe that each join attribute vertex receives via messages the factorized representation of the join output. This can potentially be significantly smaller than the size \( OUT \) of the standard bag-of-tuples representation (in the worst-case instance, the factorized representation of the join result is \( |R| + |S| \) while the unfactorized one is \( |R| \times |S| \) \(^4\).

In summary, if we desire the collection of the join output in unfactorized representation, we require the total communication \( O(OUT + \min(IN, OUT)) \) and the total computation in \( O(IN + OUT + \min(IN, OUT)) \subseteq O(IN + OUT) \). To leave the unfactorized join output distributed across vertices requires communication cost in \( O(\min(IN, OUT)) \) and computation cost in \( O(IN + \min(IN, OUT)) \subseteq O(IN + OUT) \). To collect the factorized join output, the algorithm requires communication cost in \( O(\min(IN, OUT)) \) and computation cost in \( O(IN + \min(IN, OUT)) \subseteq O(IN) \). Finally, leaving the factorized join output distributed across vertices requires communication cost in \( O(\min(IN, OUT)) \) and computation cost in \( O(IN + \min(IN, OUT)) \subseteq O(IN) \).

A lax upper bound that covers all cases is therefore \( O(IN + OUT) \) for both computation and communication cost.

**Dependence on the number of hardware processors.** The vertex-centric model of computation makes the conceptual assumption that each vertex is a processor. This is of course just an abstraction as the vertex processors are virtual, several of them being simulated by the same hardware processor in practice. Our complexity analysis is carried out on the abstract model, hence it overestimates the communication cost by counting each message as inter-processor when a large number of messages are actually intra-processor and do not tax the bandwidth of the interconnect.

4.1.3 **Comparison to other algorithms.** Regarding both total communication and computation, our algorithm has the same lax upper bound \( O(IN + OUT) \) as the computation upper bound of the classical sequential Yannakakis’ algorithm [63], with the advantage of parallelism due to the vertex-centric nature.

State-of-the-art parallel join algorithms are mainly based on two techniques: hashing and sorting. These algorithms are usually based on the MPC [21] and Map-Reduce [14] computational models in a cluster setting.

The parallel hash-join algorithm [21] is the most common approach used in practice, where tuples are distributed by hashing on the join attribute value. It achieves the same total communication complexity of \( O(IN + OUT) \), assuming the unfactorized result from each processor is collected in a centralized location. In the scenario of a distributed, factorized representation of the join result, parallel hash-join requires communication \( O(IN) \) while our vertex-centric join requires communication in \( O(\min(IN, OUT)) \), which is better when the join is selective (the computation cost is the same, \( O(IN) \)).

The parallel sort-join algorithm [40] is an MPC-based algorithm designed to handle arbitrarily skewed data, and measures the communication complexity per processor. We do not consider processor load balance in the scope of this paper, leaving it for future work. For apples-to-apples comparison, we derive from [40] the total communication cost as \( O(IN + \sqrt{p \cdot OUT + OUT}) \), where \( p \) is the number of processors and the last term describes the cost of streaming the final output to a centralized location. A skew resilient generalized version of a parallel hash join is also presented

\(^4\)Our algorithms are compatible with computing the factorized representation of the output, which has the potential of reducing the communication and storage cost to strictly less than \( OUT \) for many instances. There is a trade-off of course, as query computation over factorized representations becomes more complicated. While exploring this trade-off is beyond the scope of this paper, we note this additional potential of the TAG encoding and the intriguing avenue it suggests for future work.
Fig. 3. TAG instance for a two-way join on two attributes: $R(A,B,C) \bowtie S(A,B,D)$.

in [20, 43], and achieves the same total communication cost as parallel sort-join. Depending on the size of the output and how skewed the input is, parallel sort-join will require more total communication. Otherwise (skew-free input), it achieves the same total communication cost as our vertex-centric algorithm. The parallel sort-join requires the input to be sorted on the join attribute via a reshuffling phase (which we do not require). Such sorting incurs a communication cost of $O(IN)$, but requires additional supersteps, degrading the parallel sort-join’s performance on ad-hoc queries that join on different attributes and in scenarios where the data is not read-only.

In summary, using the vertex-centric BSP model we can compute a single-attribute two-way join over the TAG representation of the input relations matching the communication complexity of the best-known parallel algorithms (and even improving on it for the distributed factorized output scenario), while saving the query-dependent reshuffling they each require (for hashing or sorting).

4.2 Join on Multiple Attributes

A necessary building block to generalize to arbitrary queries is to consider join conditions on multiple attributes. We reuse the algorithm described in Section 4.1 with a small adjustment in the reduction phase. Specifically, the adjustment concerns the part where a vertex corresponding to a join attribute checks whether it joins tuples from two relations or not. We illustrate the idea in the example below, and also explain the need for adjusting the algorithm.

**Example 4.1.** Consider the following query with natural join on two attributes: $R(A,B,C) \bowtie S(A,B,D)$. The example input instance is shown in Figure 3. If we apply the algorithm described in Section 4.1 as is, vertices corresponding to join attributes $A$ and $B$ check in parallel, independently of each other, whether they are join values (by iterating over their outgoing edges). However, this results in incorrect output, e.g. vertex $b2$ ends up joining two tuples $R2$ and $S2$ despite the fact that they disagree on their $A$ attribute values. The problem stems from the fact that $A$-attribute and $B$-attribute vertices do not communicate with each other.

Similar to the single-attribute join, we want to make only one join attribute resolve the join condition in the reduction phase. Let’s pick vertices of attribute $B$ for that role, and make tuple vertices send them their values of attribute $A$. $B$-attribute vertices then perform an intersection of the received $A$ values from both sides, and computation proceeds further only for those values that survived the intersection. Vertex $b1$ performs the following intersection $\{a1\} \cap \{a1\} = \{a1\}$, which succeeds for value $a1$ meaning that tuple vertices that sent this value join on $(a1, b1)$. $b1$ therefore notifies tuple vertices $R1$ and $S1$. But vertex $b2$ is eliminated by the reduction phase, since the intersection $\{a2\} \cap \{a3\} = \emptyset$, so tuple vertices $R2$ and $S2$ are no longer activated despite agreeing on the $B$ attribute. The ensuing collection phase runs unchanged according to Section 4.1. □
We reduce a join on two attributes $X_1$ and $X_2$ to a join on a single attribute by having tuple attributes send their value of the $X_2$ attribute to the $X_1$-attribute vertices. Each $X_1$-attribute vertex intersects these values and messages back only to the tuple vertices whose $X_2$ value is in the intersection.

The two-attribute join generalizes to a multi-attribute join on $X_1, X_2, \ldots, X_n$, by sending a message with $X_2, \ldots, X_n$ attribute values to the coordinating $X_1$-attribute vertex. An alternative is to compute the intersection in $n$ stages. First, send the $X_2$ values to the $X_1$ attribute vertices. These notify the tuple vertices for which the intersection on $X_2$ succeeds. In turn, at the next superstep they send the values of their $X_3$ attributes, etc. This prunes messaging more aggressively, in that values of $X_i$ attributes are sent only by tuple vertices that are certain to have a join partner with respect to the first $i-1$ attributes.

4.2.1 Cost Analysis. For the two-way join on multiple attributes, we obtain the same $O(IN + OUT)$ complexity for both communication and computation as for the single-attribute join. The difference is in the complexity of Superstep (1), which is no longer just $O(min(IN, OUT))$. This is because the attribute vertices no longer communicate with tuple vertices that are guaranteed to have a join partner, but rather with tuple vertices that join on the first attribute, yet may not join on the others. Still, since the set of input tuples is disjointly partitioned by the first join attribute value, the total number of tuples receiving messages cannot exceed the total number of tuples in the input, hence the communication is upper bounded by $IN$. In a new Superstep, attribute vertices then obtain two sets of $B$ values, $B_R$ and $B_S$. The tuples messaged to next are those that have join partners with respect to both $A$ and $B$, and the number of messages is again upper bounded by $min(IN, OUT)$. The total communication complexity of the reduction phase is therefore $O(IN + min(IN, OUT)) \subseteq O(IN)$. For centralized unfactorized output, reduction plus collection yield $O(IN + OUT)$.

As for the computation complexity, vertex attributes compute the intersection of $B_R$ and $B_S$, which can be done in quasi-linear time using hashing, or in $n \log n$ worst-case time (it is customary for parallel join literature to hide a polylogarithmic factor in their complexity analysis using the $\tilde{O}$ notation). Thus the computation cost of the reduction phase is $\tilde{O}(IN)$. The collection phase proceeds the same way as in a two-way join on a single attribute algorithm, hence the same cost analysis applies. The above analysis applies unchanged to the $n$-attribute two-way join, yielding the same upper bound because the number of messages sent by tuple vertices to the coordinating attribute vertices is the same (they are tuples, their width is admittedly larger but bounded by the schema size and independent of the data size).

5 ACYCLIC MULTI-WAY JOINS

We extend the two-way join algorithm to multi-way joins, as long as they are acyclic. For presentation simplicity, our treatment is confined to single-attribute joins, with the understanding that these can be generalized to multi-attribute joins as described in Section 4.2.

5.1 TAG Traversal Plan

We use a generalized hypertree decomposition (GHD) of the join query as a basis to obtain a TAG traversal plan (TAG plan), which in turn will help drive the vertex program.

We refresh the notion of GHD, referring to [35, 36] for a more detailed treatment. A GHD is a tree decomposition of a query, such that each node of the tree (referred to as a 'bag') is assigned a set of attributes $\mathcal{A}$ and a set of relation names $\mathcal{R}$. For every bag, the schema of each $R \in \mathcal{R}$ is included in $\mathcal{A}$. Moreover, every relation mentioned in the query is assigned to some bag. Finally, for any attribute $A$, all bags $A$ occurs in form a connected subtree. A GHD where each bag is labeled by a single relation is called a join tree. Recall that a query is acyclic if and only if it has a join tree [22].
**TAG plan.** The TAG plan is itself a tree structure, constructed as follows from the join tree:

1. For each bag, create a node labeled with the same relation.
2. For each join attribute \( A \) (\( A \) occurs in at least two bags), create a node labeled \( A \) if it does not exist already.
3. For each join attribute \( A \), let \( B_A \) denote the set of all bags containing \( A \). For each bag \( b \in B_A \), denote with \( R_b \) the relation labeling \( b \). Add an edge that connects the TAG plan node corresponding to \( A \) with the TAG plan node corresponding to \( b \). Label the edge with \( R_b.A \).

We call the elements of the TAG plan *nodes*, to avoid confusion with elements of the TAG representation, which we call *vertices*.

**Example 5.1.** Figure 4(b) shows the TAG plan constructed from the join tree in Figure 4(a). □

Note that the example query only computes joins, thus it suffices to create plan nodes only for the join attributes. However, depending on the input query other attributes may be necessary for the computation (e.g. GROUP BY attributes and attributes occurring in the WHERE clause). In such cases we create plan nodes for these attributes as well.

We next translate a TAG plan into a list \( L \) of edge labels. Intuitively, \( L \) is used to drive a vertex-centric program as follows: at superstep \( i \), the active vertices send messages along their outgoing edges labeled \( L(i) \). We detail the list-driven vertex-centric program in Algorithm 2 below. First we explain how the list is generated by Algorithm 1.

**Connected Bottom-up Traversal.** The list corresponds to what we call a *connected bottom-up traversal* of the TAG plan. The traversal is bottom-up in that it starts from the rightmost leaf and makes its way towards the root, eventually visiting the entire plan, while first visiting all subtrees of a node \( n \) before moving to \( n \)'s parent. Moreover, the traversal is *connected* in the sense that each traversal step must start from the node reached in the previous step. It should also be noted that reversing the list corresponds to a top-down (preorder) traversal of the TAG plan.

Algorithm 1 is implemented as a recursive DFS traversal of the input TAG plan tree. Each call of function DFS visits a TAG tree node \( n \) by taking as input the incoming edge from \( n \)'s parent to \( n \) and next it proceeds recursively to \( n \)'s children along \( n \)'s outgoing edges. Since the root of the TAG tree has no incoming edges, we start the traversal from a dummy edge leading into the root and specifying no source or label (line 2). Whenever we reach node \( n \) from its parent,
Algorithm 1: GenSteps: Generate a list of traversal steps

**Input:** TAG plan \( T = (V, E) \)

**Output:** A list of TAG plan edge labels

**Initialization:**

// a stack to store labels
1 labels ← empty stack;

// a dummy edge leading into root
2 dummyEdge ← (nil, nil, root(\( T \)));
3 DFS(dummyEdge);
4 return steps;
5
6 Function DFS(edge inEdge):
7 if \( t \) is not root of \( T \) then
8 labels.push(inEdge.label);
9 foreach outEdge ∈ outEdges(\( v \)) do
10 DFS(outEdge);
11 if \( v \) is not on rightmost root-leaf path in \( T \) then
12 labels.push(inEdge.label);

we record the incoming edge label (line 7). When returning to the parent, we record this label again (line 11). The steps are stored in LIFO order using a stack, so that the first step in the sequence corresponds to the in-edge of the very last leaf node visited, and the successive steps correspond to moving up the TAG tree from there to the root, in connected bottom-up discipline.

**Example 5.2.** See Figure 4 (c) for the list of labels obtained from the TAG plan in Figure 4 (b). Notice that it corresponds to the connected bottom-up traversal of the plan starting from the rightmost leaf (labeled \( V \)). For convenience, we show to the left and right of each edge label the source, respectively destination of the traversal step. □

### 5.2 Vertex-Centric Algorithm

**Vertex Program.** The join algorithm performs a vertex-centric analogy to Yannakakis’ semijoin reduction technique in the following sense. All vertices execute in parallel a vertex program comprising two phases: an initial reduction phase followed by a collection phase. The role of the reduction phase is to mark precisely the edges that connect the tuple and attribute vertices that contribute to the join. The collection phase then traverses the marked subgraph to collect the actual join result.

Before detailing the logic implemented by the program, we note that its structure conforms to that of the classical vertex-centric BSP program. Each iteration of the while loop starting at line 5 in Algorithm 2 implements a superstep. In each superstep, all active vertices compute in parallel, carrying out a computation and a communication stage. In the computation stage, each vertex processes its incoming messages (lines 8-9). In the communication stage, each vertex sends messages to its neighbors via the edges whose label is dictated by variable \( currentLabel \) (lines 11-13, 15-18). At the end of the superstep, vertices wait at a synchronization barrier for all messages to be received (line 24). Only message recipients are activated for the next superstep (line 25). Once all vertices finish processing the current traversal step, the edge label indicating the next traversal step is popped from the stack (line 5) and a new superstep is carried out.
Algorithm 2: Vertex Program

Input: \textit{startLabel}: a vertex label
Input: \textit{labels}: a stack of edge labels

1 \texttt{ActiveVertexSet} \leftarrow \{\text{all vertices labeled} \ \textit{startLabel}\};
2 \texttt{direction} \leftarrow \text{UP} ; // bottom-up traversal first

\textbf{Reduction Phase:}

\begin{algorithmic}[1]
\While {labels not empty}
\State \texttt{currentLabel} \leftarrow \texttt{labels.pop}();
\State \texttt{reverseOrder.push}(currentLabel);
\EndWhile
\ForAll {\texttt{v} \in \texttt{ActiveVertexSet}} \texttt{in parallel}
\For {\texttt{id} \in \texttt{v.incomingMsgQueue}}
\State insert \texttt{id} into \texttt{v.markedEdges};
\EndFor
\If {direction = \text{UP}}
\ForAll {\texttt{e} \in \texttt{outEdges(v)}}
\If {\texttt{e.label} = \texttt{currentLabel}}
\State send message \texttt{v.id} to \texttt{e}'s target;
\EndIf
\EndFor
\EndIf
\EndFor
\If {labels is empty \AND direction = \text{UP}}
\State \texttt{labels} \leftarrow \texttt{reverseOrder};
\State \texttt{reverseOrder.clear}();
\State \texttt{direction} \leftarrow \text{DOWN};
\EndIf
\EndIf
\EndWhile

\textbf{Collection Phase:}
\begin{algorithmic}[1]
\While {labels not empty} // bottom-up order again
\State \texttt{currentLabel} \leftarrow \texttt{labels.pop}();
\ForAll {\texttt{v} \in \texttt{ActiveVertexSet}} \texttt{in parallel}
\State \texttt{v.value} \leftarrow \text{join all tables in} \texttt{v.incomingMsgQueue};
\If {\texttt{v} is a tuple vertex}
\If {this is first superstep in collection phase}
\State \texttt{v.value} \leftarrow \{\texttt{v.data}\};
\Else
\State \texttt{v.value} \leftarrow \texttt{v.value} \bowtie \{\texttt{v.data}\};
\EndIf
\EndIf
\ForAll {\texttt{e} \in \texttt{outEdges(v)}}
\State \texttt{t} \leftarrow \text{target of} \texttt{e};
\If {\texttt{e.label} = \texttt{currentLabel} \AND \texttt{t} \in \texttt{v.markedEdges}}
\State send message \texttt{v.value} to \texttt{t};
\EndIf
\EndFor
\If {labels not empty}
\State \texttt{Output} \texttt{v.value}; // computation is done
\EndIf
\EndIf
\EndWhile
\EndWhile
\EndIf
\EndWhile
\EndWhile
\EndWhile
\EndWhile
\EndWhile
\EndWhile
\EndAlgorithm
The reason why the input labels must correspond to a connected traversal becomes apparent now: the vertex-centric model requires each superstep to be carried out by the vertices activated by the previous superstep.

**Reduction Phase.** The vertex program takes as input startLabel, the label of the rightmost leaf in the TAG plan T, and a list of edge labels (given in the stack labels), corresponding to the connected bottom-up traversal of T. The program starts by activating the tuple vertices labeled with startLabel (line 1). Next, it iteratively performs supersteps, one for every edge label in the stack. We say that the program is driven by labels.

The intuition behind the reduction phase is the following. Recall that our TAG graph is bipartite: it consists of two kinds of vertices (attribute and tuple) and edges always go between the two vertex kinds. Therefore, the active vertex set alternates between containing exclusively attribute vertices and exclusively tuple vertices. At every step, the active vertex set can be regarded as a distributed relation (with the set of attribute vertices corresponding to a single-column table). A superstep that starts from a set S of active tuple vertices labeled R activates next the attribute vertices reachable via edges labeled R.A corresponds to taking the duplicate-eliminating projection on A of the R-tuples in S, \( \pi_A(S) \), in the sense that the values in this column correspond precisely to the newly activated attribute vertices. Conversely, a superstep that starts from set S of active attribute vertices and next activates their neighbors reachable via edges labeled R.A activates precisely the tuple vertices corresponding to the semijoin of table R with an A column of values from \( S, R \bowtie \pi_A(S) \). The order in which the supersteps are performed by the reduction phase leads to a sequence of column projection and semijoins operations that corresponds to a Yannakakis-style reducer program.

The reduction phase starts with a connected bottom-up pass due to the direction variable being initialized to UP (line 2). At each superstep, vertices send their id to their neighbors along edges labeled by the current step (lines 12-13). Each vertex \( v \) identifies its incoming join-relevant edges \( e \) by their source id (received as the message payload). Vertex \( v \) marks \( e \) in its local state \( v.\text{markedEdges} \) (line 9). Notice that if \( v \) is a tuple vertex, it records which attribute vertex \( a \) witnesses the fact that the tuple contributes to the join via \( a \). If \( v \) is an attribute vertex, it records which tuple vertex \( t \) witnesses that \( a \) contributes to the join. The effect of the reduction pass is formalized by Lemma 5.1.

**Lemma 5.1.** Consider a list \( L \) of edge labels, yielded by the connected bottom-up traversal of a TAG tree, and the execution of a vertex program driven by \( L \). Let \( T.A \) be the label at position \( i \) in the concatenation of \( L \) with its reverse. Denote with \( R_i \) the distributed relation corresponding to the vertex set activated by superstep \( i \). If \( i \) is odd, then \( R_i = \pi_A(R_{i-1}) \). If \( i \) is even, then \( R_i = T \bowtie R_{i-1} \).

**Example 5.3.** Recall the edge label list shown in Figure 4(c). With the notation from Lemma 5.1, the list induces the following sequence of operations: \( R_0 := V, R_1 := \pi_B(R_0), R_2 := T \bowtie R_1, R_3 := \pi_B(R_2), R_4 := S \bowtie R_3, R_5 := \pi_A(R_4), R_6 := R \bowtie R_5 \). Notice that this sequence is a full reducer for table \( R \), i.e. the last relation computed, \( R_6 \), contains precisely the \( R \)-tuples that participate in the multi-way join specified by the join tree in Figure 4(a).

As usual in full reducer programs, the bottom-up pass only reduces fully the root relation of the join tree (in Example 5.3 that would be table \( R \), whose full reduction is computed as \( R_6 \)). The other relations do not yet reflect the reduction of their ancestors in the join tree. To remedy this, one needs to apply further semijoin reduction operations in an order given by a top-down traversal of the join tree. In our vertex-centric adaptation, the vertex program switches to top-down mode (lines 20-23). It uses the reverseOrder stack to reverse the order of input steps, thus obtaining a top-down order (line 6 and 21). The resulting top-down pass continues to apply reduction steps just like the bottom-up pass.
The only difference between the top-down and the bottom-up reduction is that when sending messages, the former does not only check the edge label but it also makes sure to only signal via those edges that have been marked during the bottom-up pass (line 17). This ensures that the top-down pass never visits vertices that were already reduced away by the bottom-up pass. The set of marked edges is updated further during the top-down pass to only include edges that are on the join result path (line 19). Marked edges then guide the collection phase (line 39), ensuring that it visits only the marked subgraph corresponding to the fully reduced relations.

Example 5.4. Continuing Example 5.3, the vertex program switches into the DOWN pass, being driven by the reversed edge label list \( R.A, S.A, S.B, T.B, T.B, V.B \), which determines the sequence of operations \( R_7 := \pi_A(R_6), R_8 := S \bowtie R_7; R_9 := \pi_B(R_8), R_{10} := T \bowtie R_9, R_{11} := \pi_B(R_{10}), R_{12} := V \bowtie R_{11} \) which fully reduces all tables.

Collection Phase. For the collection phase we reverse the order of steps once more, obtaining a bottom-up pass that starts from the vertices activated last by the reduction phase. During this phase, messages hold tables that correspond to intermediate results of the desired join. In the computation stage, each vertex computes a value \( v.value \) that corresponds to the join of the tables it receives via messages (line 31). This value is a joined partial table and can be size-biased, its construction potentially creating load imbalance across vertices. This effect can be mitigated by keeping join results in factorized representation as long as possible (as discussed in our complexity analyses), but a full solution involves load balancing. Since we are targeting solutions on top of vertex-centric engines, we implicitly inherit their load balancing scheme and do not attempt to control it in this work. We believe that our encouraging experimental results render our approach interesting even before incorporating customized load balancing for vertex-centric SQL evaluation, which we leave for future work. If the vertex is a tuple attribute, it also joins the computed value with the tuple it represents. This tuple is stored in the \( data \) attribute (lines 32-36). In the communication stage, vertices propagate the computed value further up via marked edges (lines 37-40).

When the root of a plan is reached, the computation completes and each active vertex outputs its computed value (line 42). The join result is the union of values output by vertices.

Observe that, compared to the classical Yannakakis reduction, our algorithm’s reduction phase is more eager.

Example 5.5. The classical, centralized bottom-up pass of the Yannakakis reduction applied to the join tree from Figure 4(a) yields the three-step reduction sequence \( Y_1 := S \bowtie V, Y_2 := Y_1 \bowtie T, Y_3 := R \bowtie Y_2 \).

This is due to the necessity to contiguously navigate to children and backtrack to the parent.

5.2.1 Cost Analysis. We are interested in the data complexity of our algorithm, which treats the query size as a constant. The computation of a vertex in the reduction phase involves iterating over its incoming message queue and performing constant-time computation on each message. Each active vertex sends messages only via its outgoing edges, so at each superstep the total number of messages is bounded by the number of out-edges in the graph, while the size of each message is constant (we treat the size of vertex ids as fixed by the architecture, therefore the message size is fixed). Since the size of the TAG graph is linear in the size of the input database, the total computation and communication of each superstep of the reduction phase is \( O(IN) \). Note that the number of supersteps is independent of the data, being linear in the query size. Therefore, the total computation and communication complexity of the reduction phase remain \( O(IN) \).

\( ^5 \)As shown, Algorithm 2 computes a full (projection-free) join. The vertex program is compatible with pushing projections early: if needed, appropriate projections are carried out by each vertex as it computes its value.
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The collection phase involves the traversal of the reduced subgraph, which has size linear in the size $\text{OUT}$ of the join result. Each vertex constructs tuples by joining its own data with the intermediate results received. These tuples are sent as messages along edges. There is no redundant tuple construction within and across vertices, so the overall computation and communication is in $O(\text{OUT})$.

Combining the complexity of the reduction and collection stages, we obtain $O(\text{IN} + \text{OUT})$ for the overall communication and computation costs of our vertex-centric acyclic join.

5.2.2 Comparison to other algorithms. Reference [43] describes a hash-based parallel version of Yannakakis’ algorithm in a distributed setting (the MPC model) with the same communication complexity of $O(\text{IN} + \text{OUT})$. The main difference from our algorithm is that data needs to be reshuffled (re-distributed among processors) in a query-dependent way for each join operation. In our vertex-centric join, the graph representation of the input database is never reshuffled, regardless of the query.

The generalization of parallel sort-join algorithm to any acyclic join is presented in [41], and has a total communication cost of $O(\text{IN} + \sqrt{\text{IN}} \cdot \text{OUT})$. This outperforms our algorithm and parallel hash-join when the join output blows up to be larger than the input, but it is worse for selective joins and it is equivalent when the query involves only PK-FK joins.

Both parallel sort-join and parallel hash-join rely on query-dependent reshuffling (re-sorting and re-hashing) of the input, which again impairs the applicability to ad-hoc queries that join on different attributes and to scenarios where the data is not read-only.

6 ARBITRARY EQUI-JOIN QUERIES

In this section, we extend our algorithm to arbitrary equi-join queries. We begin with the famous triangle query in Section 6.1 and we extend the algorithm to $n$-way cycle queries in Section 6.2. Section 6.3 presents an algorithm to compute a Cartesian product. Finally, we describe the complete TAG-join algorithm in Section 6.4.

6.1 Triangle Query

We begin with the triangle query $R(A, B) \bowtie S(B, C) \bowtie T(C, A)$.

First, we describe a first-cut vertex-centric triangle algorithm and show that it is optimal for a class of queries with primary-foreign key (PK-FK) join conditions. We then improve upon it to achieve the complexity proportional to the worst-case output size defined by the renowned AGM bound [17]. This is a tight bound that estimates query output
size based on input relations cardinalities and structural property of a query called fractional edge cover ($\rho^*$). For a full review of AGM and fractional edge cover we refer to [17, 37]. The AGM bound for triangle query is $O(IN^\frac{2}{3})$, while the traditional RDBMS plans with binary joins can run in time $O(IN^2)$ on some instances. The AGM bound has led to the development of the class of worst-case optimal (centralized, sequential) join algorithms such as NPRR [52], Leapfrog Triejoin [59] and Generic-Join [53]. Our parallel vertex-centric algorithm’s communication and computation complexities match the worst-case computational upper bound of these algorithms for triangle queries.

### 6.1.2 Worst-case Optimal Triangle Query Algorithm

The main idea of the vertex-centric triangle algorithm is to start the computation from $A$-attribute vertices, and send their id values in both directions via paths that lead to $C$-attribute vertices such that if a cycle exists the values travelling from both sides meet at the final destination. Note that values propagated through the left side have a longer path to cross and pass through $B$-attribute vertices. Any order of the traversal can be chosen, e.g. start from $B$-attribute vertices and propagate $B$ values in both directions to $A$-attribute vertices.

**Example 6.1.** Let’s illustrate the algorithm using the TAG instance in Figure 5. Attribute vertex $a_1$ sends its id via edges $R.A$ (left side traversal) and $T.A$ (right side traversal). Note that if vertex $a_1$ has no incident $R.A$- or $T.A$-edge, it deactivates itself. On the right side the value $a_1$ travels along the edge $T.C$ to arrive at attribute $c_1$. On the left side the value $a_1$ arrives at the $c_1$ vertex via the edge list $R.B, S.B, S.C$. The $c_1$ vertex intersects messages received from the left side with the messages received from the right side, as described in Section 4.2. Empty intersection, indicates that a vertex is not part of any triangle. Since the result of the intersection is $a_1$, vertex $c_1$ continues into the collection phase. To construct the output, $c_1$ sends messages back following the trail of the $a_1$ value to activate tuple vertices $S1$ and $T1$. Those tuples then send their values to $c_1$, which then combines them and outputs a triangle $\{ (a_1, b_1, c_1) \}$.

**PK-FK Optimality.** In the triangle query when a value reaches an attribute vertex it needs to be propagated further via its outgoing edges, i.e. every message gets replicated a number of times. The replication rate is defined by the number of outgoing edges which is linear in the size of the input $IN$. The number of messages that an attribute vertex can receive is also upper bounded by $IN$. In the worst case the number of messages that need to be sent can blow up to $O(IN^2)$, which exceeds the worst-case AGM bound. However, the replication rate is not an issue with PK-FK joins, since the size of the PK-FK join result cannot exceed the size of the foreign key relation, which is at most $IN$. Assume the primary key of each input relation is its first attribute, e.g. attribute $A$ is the primary key of relation $R$. The number of $A$ values that $b_1$ can receive is at most $|R|$, but since $b_1$ itself is a primary key value of $S$ tuple it can have at most one outgoing edge with label $S.B$. Thus, the number of messages sent by $b_1$ is at most $|R|$. The same analysis applies to the $c_1$ vertex.

If all joins in the query are PK-FK joins, the triangle query can be evaluated in the vertex-centric model with optimal communication and computation cost $O(IN + OUT)$, just like acyclic joins.

### 6.1.3 Worst-case Optimal Triangle Query Algorithm

In order to match the worst-case optimal guarantees by keeping the complexity within the AGM bound we improve upon the algorithm above. We employ the strategy of the NPRR algorithm. NPRR splits the values of attribute $A$ in relation $R$ into heavy and light. A value $a$ is heavy if it occurs more times than a defined threshold value $\theta$ in relation $R$. Specifically, if $|\sigma_{A=a} R| > \theta$ then $(a, b) \in R_{heavy}$, otherwise $(a, b) \in R_{light}$. As a result, the original triangle query can be decomposed as follows [51]:

$$R_{heavy} \bowtie S \bowtie T) \cup (R_{light} \bowtie T) \bowtie S) \quad (1)$$
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We solve the triangle query separately for heavy and light cases and then union the results. We apply the vertex-centric triangle algorithm as described above, for simplicity we refer to it as vanilla triangle. The triangle algorithm proceeds as follows:

1. **Initialization**: Activate $R$-tuple vertices and navigate to $A$-attribute vertices via edge $R.A$. Each $A$-attribute vertex checks whether it’s heavy or light.
2. **Heavy** $A$-attribute vertices execute vanilla triangle algorithm (as described in Example 6.1).
3. **Light** $A$-attribute vertices send "wake-up" messages to $B$-attribute vertices via their $R$-tuple vertex. Activated $B$-attribute vertices then execute vanilla triangle algorithm to propagate their id values to $C$-attribute vertices.

Note that the number of outgoing edges with label $R.A$ indicate how many tuples in $R$ contain the current attribute vertex value, hence it becomes trivial for each $A$-attribute vertex to check whether it’s heavy or light. The threshold value $\theta$ helps to bound the number of messages and not to exceed the AGM bound. In the heavy case, the replication of messages happens when $B$-attribute vertices send received heavy $a$ values via $S.B$-edges. This corresponds to the term $R_{\text{heavy}} \cdot S$ in equation (1). The number of messages that can be received by $B$-attribute vertices is upper bounded by the total number of heavy $a$ values in the $R$ relation, which is at most $|R| \cdot \frac{|S|}{\theta}$. Each message is sent via outgoing edge $S.B$. Since the total number of $S.B$ edges is $|S|$, the communication cost is $|R| \cdot |S|$ messages. In the light case, the worst replication happens when $A$-attribute vertices send $b$ values via edge $T.A$, i.e. term $R_{\text{light}} \cdot T$ in equation (1). The number of $b$ values that $A$-attribute vertices can receive is at most $\theta$, since all of these $b$ vertex values are connected to light $a$ vertices. Each $b$ value is sent via at most $|T|$ edges. This results in $\theta \cdot |T|$ total messages for the light case computation.

Taking into account that the size of the actual output is upper bounded by the AGM, the overall communication and computation cost of our triangle algorithm in a vertex-centric BSP model is $O(IN^{3/2})$.

Besides being sequential algorithms, both NPRR and Leapfrog Triejoin require expensive precomputation to build index structures for each input relation based on some attribute order. For example, the cost of indexing the input relations used in a given query is $O(n^2 \cdot IN)$, while indexing all the relations in the input database in advance to compute any query in the future is $O(n^3 \cdot IN)$, where $n$ is the number of attributes [52]. Our parallel triangle algorithm does not rely on any additional index structures to achieve the worst-case optimal guarantees.

### 6.2 Cycle Queries

We obtain the evaluation of an $n$-way cycle as a straightforward generalization of the triangle join from Section 6.1.2. Our algorithm goes through the same reduction and collection phases as defined in acyclic join algorithm. It is known that we cannot obtain a full reducer for a cyclic query [23, 24], i.e. a sequence of semijoins to remove all dangling tuples. However, reduction still helps to eliminate some vertices that are not part of the output and marks the edges with additional information regarding cycles to guide the collection phase such that the number of constructed output tuples does not explode beyond worst-case output bound (AGM). Given a cyclic query

$$R_1(X_1, X_2) \bowtie R_2(X_2, X_3) \bowtie \ldots \bowtie R_n(X_n, X_1)$$

, the computation starts by activating $R_1$-tuple vertices and navigating to $X_1$-attribute vertices. Each $X_1$ attribute checks whether its heavy or light based on the predefined threshold value $\theta$. 
The heavy $X_1$ vertices propagate their values via the edges on the left and right sides to be intersected at $X_1[\frac{n}{2}+1]$-attribute vertices. As messages get propagated, similarly to the reduction phase (bottom-up) in the acyclic join algorithm, each visited vertex marks the edges via which the messages are received. Note that the messages that are sent during the reduction phase contain two values: the $X_1$-attribute value and ID of the vertex that is sending this value. So, the marked edges info is extended to keep track of what $X_1$-attribute value is sent along each edge, i.e. each vertex can group marked edges info by the received $X_1$-attribute value. Once the $X_1$-attribute values are intersected, $X_1[\frac{n}{2}+1]$-attribute vertices need to signal back which values are part of the cycle by sending those values via the marked edges again. This is similar to the top-down reduction phase in the acyclic join algorithm. Recall, that each vertex maintains the marked edges info with respect to $X_1$ values, thus for $X_1$ values that form a cycle the edge markings get updated accordingly, and the rest are discarded (i.e. edge markings corresponding to $X_1$ values that did not survive the intersection). Then collection phase proceeds to construct tuples and propagating the intermediate results further following the marked join edges with respect to $X_1$-attribute value that represents the start of the cycle. The computation for the heavy case completes at $X_1[\frac{n}{2}+1]$-attribute vertices. The light $X_1$ vertices send "wake-up" messages to $X_2$-attributes via $R_1$ tuple vertices. The activated $X_2$-attributes propagate their values now to be intersected at $X_1[\frac{n}{2}+1]$-attribute vertices. The rest is the same as for the heavy case, with the exception that marked edges info is organized with respect to $X_2$ values.

During reduction phase the messages are propagated via the paths on both sides until meeting in the middle. While for even cycles, the length of the paths on both sides is equal, in the case of odd cycles the path one side is longer than the other one. Thus, the number of messages sent along the longer path will dominate in the overall complexity. The number of heavy $X_1$ values is at most $\frac{|R_1|}{\theta}$, and the maximum replication rate is defined as $\prod_{i=\frac{n}{2}+1}^{n} |R_i|$. The communication cost of reduction phase for heavy $X_1$ values is at most:

$$\frac{|R_1|}{\theta} \prod_{i=\frac{n}{2}+1}^{n} |R_i| \quad (2)$$

For the light case, where the number of $X_2$ values that are propagated for the intersection is at most $\theta$, since each light $X_1$ is connected to at most $\theta$ $X_2$-attribute vertices via $R_1$ tuple vertices, the maximum replication rate is defined as $\prod_{i=\frac{n}{2}+1}^{n} |R_i|$. Then communication cost of reduction phase for light $X_1$ values is at most:

$$\theta \cdot \prod_{i=\frac{n}{2}+1}^{n} |R_i| \quad (3)$$

Note each vertex does computation that is linear in the size of the received communication, hence the total cost of reduction phase, including heavy and light stages, is the sum of the equations (2) and (3). It is important to set the threshold value $\theta$ in order to keep the cost of reduction phase within the AGM bound, the largest possible output size. The collection phase only sends messages via the edges marked during reduction phase, thus its communication cost is not going to exceed cost of reduction phase, i.e. also upper bounded by the AGM estimate.

Let the size of input relations be $IN$, then the total communication and computation cost of evaluating an $n$-way cycle query is:

$$\frac{IN}{\theta} + \theta \cdot IN[\frac{n}{2} - 1] + \theta \cdot IN[\frac{n}{2} - 1]$$

For example, recall that for triangle query, we set the $\theta = \sqrt{IN}$ that makes the total cost $IN^{\frac{3}{2}}$, which matches the established AGM bound for the triangle query.
Example 6.2. Consider a 5-way cycle. We begin by activating $R_1$-tuple vertices, and navigate to $X_1$-attribute vertices. Each active $X_1$-attribute vertex checks whether its heavy or light. The heavy $X_1$ vertices propagate their values in both directions via paths that lead to $X_4$-attribute vertices, marking the edges along the way. $X_4$-attributes intersect received values to figure whether there exists cycle or not, and for values that succeeded they send signals along the marked edges and confirm marking for join edges. Then collection phase proceeds to construct output tuples and send them to $X_4$-attribute vertices. The light $X_1$ vertices send "wake-up" messages to $X_2$ attribute vertices via $R_1$-tuple vertices. Activated $X_2$ vertices now proceed by propagating their id values via paths leading to $X_4$-attribute vertices. The rest is the same as in the case of heavy values.

In the heavy case, the biggest replication of $X_1$ values happens on the path that goes through relations $R_2$ and $R_3$ before reaching $X_4$-attributes. Using equation (2) we know that the cost of heavy stage is $\frac{|R_1|}{\theta} \cdot |R_2| \cdot |R_3|$, where the first term denotes the number of heavy $X_1$ values. In the light case, using equation (3) we estimate the cost as $\theta \cdot |R_4| \cdot |R_5|$. The maximum replication of $X_2$ values happens on the path going through $R_3$ and $R_4$. The total number of $X_2$ values that are connected to the light $X_1$ values in relation $R_1$ is at most $\theta$. Setting the threshold value $\theta = \sqrt{IN}$, results in $O(IN^{\frac{3}{2}})$ complexity for both heavy and light $X_1$ values, i.e. proportional to the AGM bound of a 5-way cycle. Collection phase cost is not going to exceed the worst-case output estimate, and so the total communication and computation cost of a vertex-centric 5-way cycle query is $O(IN^{\frac{3}{2}})$.

Note that for an $n$-way cycle query with PK-FK join conditions only, we can use the same strategy as described in Section 6.1.1, since the cost of the reduction phase is not going to exceed the size of the biggest relation in the cycle.

6.3 Cartesian Product

In the vertex-centric BSP model a Cartesian product of relations can be computed via the communication with global aggregator vertex, whose ID is known to all vertices. Recall that the computational model allows vertices to send messages directly to any other vertex using the ID of that vertex. Consider the Cartesian product between relations $R(A,B) \bowtie S(C,D)$. Lets define a global aggregator vertex as $GA$.

Algorithm A. A naive algorithm sends the data of tuple vertices $R$ and $S$ to the aggregator $GA$. Then $GA$ combines the received tuples to compute the Cartesian product. The communication cost is linear in the sizes of the input relations, $O(|R|+|S|)$, and the computation cost to construct the output tuples is exactly the size of the output, $O(|R| \cdot |S|)$. So, the total cost of computing the Cartesian product is $O(|R| \cdot |S|)$. However, the computation is mostly sequential and does not take advantage of the parallelism of the vertex-centric model, i.e. multiple vertices computing in parallel.

Algorithm B. A better algorithm exploits the parallelism of the underlying computational model and computes the Cartesian product in a distributed way, but requires extra rounds of computation and communication. The idea is to forward the tuples of $S$ to $R$-tuple vertices. In order for $S$-tuple vertices to communicate directly with $R$-tuple vertices, they need to know the IDs of $R$-tuple vertices. The computation starts by activating $R$ and $S$ vertices. The active tuple vertices send their IDs to the global aggregator $GA$, which then transmits the IDs of all $R$ vertices to each $S$-tuple vertex. Each $S$-tuple vertex sends its tuple data as a message to all $R$-tuple vertices. Each $R$-tuple vertex receives $|S|$ messages, and combines each message with its own tuple data to construct the output tuples. The result of the Cartesian product is now distributed among $R$-tuple vertices.

The aggregator vertex $GA$ receives at most $|R|+|S|$ messages, and sends each received ID of $R$-tuple vertex $|S|$ times, which incurs at most $O(|R| \cdot |S|)$ communication and computation cost. Note that $GA$ is working with messages containing ID values only, the size of ID is smaller compared to the size of the entire tuple. Each $S$-tuple vertex is going
to send |R| messages with its tuple data, resulting in the communication and computation cost of $O(|R| \cdot |S|)$ over all S-tuple vertices. Each R-tuple vertex receives |S| messages and computes its part of the final result. Thus, the total computation and communication cost of the algorithm is $O(|R| \cdot |S|)$, i.e. does not exceed the actual size of the Cartesian product result.

Either of the algorithms described in the above can be extended to the Cartesian product of n relations. Although, we focus on Algorithm B in the remainder of the section. The idea is to forward the tuples of n − 1 relations to the tuple vertices corresponding to the $n^{th}$ relation, given that the IDs of vertices corresponding to the $n^{th}$ relation are communicated to the other tuple vertices using global aggregator GA. Observe, that we can either send all the data to the tuple vertices of the $n^{th}$ relation at once, and let those tuple vertices compute the final result. Or, instead do a cascade of binary Cartesian products applying Algorithm B on each. The underlying vertex-centric BSP model, allows us to do multiple binary Cartesian products in parallel.

**Example 6.3.** Let’s compute the Cartesian product of 4 relations $R_1$, $R_2$, $R_3$ and $R_4$. First, by applying Algorithm B on $R_{1,2} = R_1 \times R_2$ and $R_{3,4} = R_3 \times R_4$, we compute two binary Cartesian products in parallel. We store $R_{1,2}$ tuples at $R_1$-tuple vertices, and $R_{3,4}$ tuples at $R_3$-tuple vertices, where $|R_{1,2}| = |R_1| \cdot |R_2|$ and $|R_{3,4}| = |R_3| \cdot |R_4|$. The complexity of this stage is determined by $O(\max(|R_1|, |R_2|, |R_3|, |R_4|))$.

Then, we apply Algorithm B on two intermediate results to compute the final output. We forward $R_{3,4}$ tuples stored at $R_3$-tuple vertices to $R_1$-tuple vertices. Each $R_1$-tuple vertex combines the received $R_{3,4}$ tuples with $R_{1,2}$ tuples that are stored locally. The total communication and computation cost is therefore $O(|R_{1,2}| \cdot |R_{3,4}|)$, which is equal to $O(|R_1| \cdot |R_2| \cdot |R_3| \cdot |R_4|)$.

### 6.4 TAG-join Algorithm

By combining acyclic and cyclic join strategies (as well as the Cartesian product) we obtain a complete TAG-join algorithm to evaluate an arbitrary equi-join query. Given a generalized hypertree decomposition of a query we construct a corresponding TAG plan, and evaluate a query in two steps:

1. **Compute intermediate results.** Evaluate each subquery corresponding to a bag of a tree decomposition 6.
2. **Compute acyclic join.** Run multi-way acyclic join algorithm to get the final result.

We next present the algorithm steps in detail and analyze it formally. The main result of TAG-join is stated by the theorem below.

**Theorem 6.1.** Given any equi-join query and its GHD with a fractional hypertree width $w$, a vertex-centric TAG-join algorithm can compute the query with $O(IN^w + OUT)$ communication and computation cost.

### 6.4.1 Step (1): Compute Intermediate Results. We now show that acyclic, cyclic and Cartesian product algorithms are sufficient to evaluate any subquery in a tree decomposition bag with complexity proportional to the AGM bound of a subquery (bag). We begin with the special case of queries when each relation has at most 2 attributes, and then extend the result to a general case of multi-attribute relations.

Atserias, Grohe and Marx (AGM [17]) established a tight bound on the maximum possible query result size using optimal fractional edge cover of a query. Given a join query (i.e. hypergraph of the underlying query) an edge cover is a minimum number of relations (hyperedges) such that each attribute (vertex) is contained in at least one relation. The minimum edge cover problem can be formulated as a linear program, where a feasible solution is a set of a non-negative weights assigned to each relation, such that each attribute is covered by the total weight of at least 1. If a relation is

---

6 Bags that contain more than one relation.
included in a minimum edge cover then its weight is 1, otherwise it is assigned 0. A fractional edge cover is a relaxation of the integer linear program of the edge cover, where solution is a set of rational non-negative weights. A fractional edge cover number (the sum of all weights) is the minimum among all possible fractional edge cover solutions of the query.

Balinski [19] showed on a graph structure that a feasible solution to the fractional edge cover linear problem has half-integral values $0, \frac{1}{2},$ or $1$. The proof of this half-integrality property from [56] is then adapted to a relational join setting in [52].

**Lemma 6.2 (Half-integrality lemma from [52]).** Given a join query, where all input relations are binary, let $\epsilon$ be the fractional edge cover solution, where each weight $\epsilon_i \in \{0, \frac{1}{2}, 1\}$. Then, the set of relations with $\epsilon_i = 1$ form a union of stars. And the set of relations with $\epsilon_i = \frac{1}{2}$ form a collection of odd-length vertex-disjoint cycles. The collection of cycles are also vertex-disjoint from the union of stars.

Refer to [52] for the detailed proof of this lemma. Figure 6 shows examples of queries that each form a union of stars based on their fractional edge cover solutions. Query with the corresponding TAG plan $T_1$ has a feasible edge cover solution $(1, 0, 0, 1, 0, 1, 0)$. Each relation that is assigned weight 1 is shown in bold solid lines, and each represent a star. TAG plan $T_2$ corresponds to a 4-clique query, which can also be defined as a union of two stars. Figure 7 depicts TAG plan $T_3$, which is decomposed into triangle and star components after the application of the half-integrality lemma. And TAG plan $T_4$ is split into a collection of two cycles and a star.
Following Lemma 6.2, let $C$ be the collection of odd-length cycles and $S$ be the union of stars, then [52] showed that the worst-case output size (AGM bound) is

$$\prod_{i=1}^{n} |R_i|^{e_i} = \left( \prod_{R_i \in S} |R_i| \right) \cdot \prod_{c \in C} \sqrt{\prod_{R_i \in c} |R_i|},$$

where $n$ is the number of relations in a query. Consequently, any join query on binary relations can be computed with cost proportional to the AGM bound of the query.

We apply Lemma 6.2 to split each subquery associated with a bag of a GHD into a collection of disjoint cycles and/or a union of stars. We proceed as follows:

- Each odd-length cycle in the collection is evaluated using the algorithm described in Section 6.2.
- A star is a special case of an acyclic query, therefore we can apply the acyclic join algorithm from Section 5. The union of stars $S$ is computed using the Cartesian product algorithm presented in Section 6.3.
- Cycles and/or the union of stars are then joined by applying the Cartesian product algorithm.
- The Cartesian product results also need to be (semi-)joined with the remaining relations (i.e where $e_i = 0$) using an acyclic join algorithm.

**Lemma 6.3.** Let a query be defined as a collection of disjoint cycles and/or a union of stars given its fractional edge cover solution $e = (e_1, \ldots, e_n)$. Then it can be computed in the vertex-centric BSP model with communication and computation cost proportional to the worst-case output size of the query, $O(\prod_{i=1}^{n} |R_i|^{e_i})$.

**Proof.** It follows from Section 6.2 that the cost of computing an odd-length cycle is $O(\prod_{R_i \in c} |R_i|^{\frac{1}{2}}) = O(\sqrt{\prod_{R_i \in c} |R_i|})$. Applying the result of Section 6.3 on the Cartesian product, the cost of computing the union of stars is $O(\prod_{R \in S} |R|)$. The results of cycles and stars are combined using the Cartesian product, thus we again take the product of the terms corresponding to the union of stars ($S$) and the cycles ($C$): $(\prod_{R_i \in S} |R_i|) \cdot \prod_{c \in C} \sqrt{\prod_{R_i \in c} |R_i|}$.

This cost dominates the cost of (semi-)joining with the remaining relations where weight is equal to 0. As a result we obtain the total communication and computation cost proportional to the worst-case output estimate of the query as shown in equation (5). \qed

**Example 6.4.** Consider a 4-way cycle query $R(A, B) \bowtie S(B, C) \bowtie T(C, D) \bowtie U(D, A)$ in Figure 8. A fractional edge cover solution of the query is $(1, 0, 1, 0)$ with the fractional edge cover number that is equal to 2, and so in the case of the

(5) Performed after any Cartesian product to eliminate “dangling tuples” as early as possible.
worst-case instance the maximum possible output size is $O(IN^2)$. Let the weights of relations $R$ and $T$ to be equal to 1 (shown as solid lines), and the weights of $S$ and $U$ to be equal to 0 (shown as dashed lines). Relations $R$ and $T$ form a union of stars, which we can compute by applying the Cartesian product algorithm. Let's store the result of the Cartesian product at $R$-tuple vertices. Then apply the acyclic join algorithm to join the Cartesian product result with relations $S$ and $U$. Observe that we only need to semi-join relations $S$ and $U$ with the Cartesian product result. Thus, running a bottom-up reduction phase is sufficient. The overall cost of evaluating a 4-way cycle query is dominated by the cost of the Cartesian product, $O(IN^2)$, which does not exceed the worst-case output of the query.

Extending half-integrality lemma. Our TAG model allows us to apply the half-integrality property to decompose a query into a collection of cycles and/or union of stars on queries, where relations have more than two attributes, as well as on queries, where join conditions are not necessarily on a single attribute. Thus, we generalize the above result (Lemma 6.3) from queries on binary relations to arbitrary queries.

Recall that in TAG model each attribute vertex is connected to its corresponding tuple vertex. We reduce a TAG instance of a multi-attribute relation to a TAG instance of a binary relation, by using only two attributes vertices (e.g. attributes that are used in join conditions) of each tuple vertex. Furthermore, in Section 5.1 we also note that for join queries it is sufficient to only create TAG plan nodes for the join attributes. Therefore, by solving a query on binary relations we solve a query on multi-attribute relations. The values of all attributes are obtained from the tuple vertices during the collection phase, as shown in lines 32-36 of Algorithm 2. Alternatively, an attribute vertex can retrieve the values of the rest of the attributes of the tuple it belongs to with an extra communication round, whose cost is bounded by the size of the input. Figure 9 shows the example TAG instance for a triangle query, where relations have more than two attributes:

$$R(A, B, D) \bowtie S(B, C, E, F) \bowtie T(C, A, G).$$
The vertices corresponding to non-join attributes (e.g., attributes $E$ and $F$ of relation $S$) are not shown, since their values are also stored at the tuple vertices they belong to.

Join conditions on multiple attributes are handled as described in Section 4.2, where we reduce a multi-attribute join condition to a join on a single attribute by adjusting the reduction phase.

**6.4.2 Step (2): Compute Acyclic Join.** When computation of subqueries is done, we continue with the acyclic TAG-plan fragment, that includes vertices where intermediate results are stored. Run the multi-way acyclic join algorithm as described in Section 5 (Algorithm 2) to get the final join result. Let’s illustrate an example execution of TAG-join algorithm on a query.

**Example 6.5.** Figure 10 shows an example query, and it’s corresponding tree decomposition in Figure 10(a). Following the steps in Section 5.1 we construct a TAG plan in Figure 10(b). Since one of the bags of a GHD contains three relations $R$, $S$ and $T$, we repeat the same steps for each relation in the bag. We start with evaluating a subquery corresponding to the cyclic fragment of the plan, specifically the triangle query in Figure 10(c). Activate $C$-attribute vertices and apply the procedure as described in Section 6.1.2, i.e. propagate the values via paths that lead to $A$-attribute vertices. Note that we can reduce the input more aggressively if $A$-attribute vertices check whether they have $V.A$ edge before intersecting received values. This way, we avoid computing triangles for $A$-attribute vertices that do not even connect with the rest of the query. The triangle query results are computed and stored at $A$-attribute vertices, i.e. the intermediate results are distributed among all $A$-attribute vertices that are part of the triangle.

Once done with the triangle, continue with the computation of the acyclic join plan in Figure 10(d) following Section 5. Using Algorithm 1 generate a list of labels to drive the vertex program described in Algorithm 2. The computation completes at $V$-tuple vertices, which then can output the result.

**6.4.3 Cost Analysis.** For a given input query $q$ the complexity of TAG-join algorithm is dominated by the cost of computing the subqueries corresponding to the bags of a tree decomposition (GHD). The cost of computing each
intermediate result is defined using a fractional edge cover number ($\rho^*$) of each bag $q_i$, recall AGM bound [17]. Note that in the worst-case scenario for a given bag the result is the Cartesian product of relations that are assigned to it. Given a tree decomposition of $q$ with a fractional hypertree width $w$, such that $\rho^*(q_i) \leq w$ and $w$ is the minimum of the widths of all tree decompositions of the query, it follows from Lemma 6.3 that the cost of computing all intermediate results is at most $O(IN^w)$.

Then applying the acyclic join algorithm we compute the final output, $OUT$. The acyclic join algorithm incurs the communication and computation cost that is linear in the size of the input and the output (see Section 5). Let's denote the input size of the query with computed intermediate results as $IN'$, then $IN' \leq IN^w$. Therefore, the overall complexity of TAG-join algorithm is $O(IN^w + OUT)$, as claimed in Theorem 6.1.

**Example 6.6.** Continuing with the query from Example 6.5, we now estimate the total cost of the algorithm. Figure 10(a) shows a GHD with width $w = \frac{3}{2}$. The first step is to compute intermediate results corresponding to the triangle query, which takes $O(IN^{\frac{3}{2}})$ (see Section 6.1). And the final step of computing the acyclic plan fragment in Figure 10(d), costs $O(IN^{\frac{3}{2}} + OUT)$ communication and computation. Note that the $OUT$ itself is bounded by $O(IN^2)$, which is the worst-case output size of the given query (AGM bound).

**6.4.4 Comparison to Other Algorithms.** Our TAG-join algorithm is broadly inspired by GYM [13, 43], the generalized version of parallel Yannakakis for arbitrary join queries. GYM employs generalized hypertree decompositions as input logical plan, and starts by computing each bag of a GHD to then apply Yannakakis reduction on the resulting intermediate results. The same GYM-style approach is also used in the EmptyHeaded engine [11], and in the InsideOut algorithm [12]. Both use worst-case optimal algorithms [52, 53, 59] to compute each bag of a GHD, and achieve the same total complexity as TAG-join. However, recall that worst-case optimal algorithms heavily rely on organizing the input into index structures based on a global attribute order, which are expensive to compute and maintain.

**7 BEYOND EQUI-JOINS**

TAG-join is compatible with the efficient evaluation of other algebraic operations. Small edits to the vertex program (Algorithm 2) allow the seamless interleaving of algebraic operations, supporting classical optimizations such as pushing selections, projections and aggregations before the join. We also show how we deal with aggregations, outer joins and subqueries, including correlated subqueries.

**Selections.** Pushing selections before joins translates in our setting to vertices checking the selection condition as early as possible. Conditions involving a single attribute are checked in parallel by the corresponding attribute vertices during the reduction phase (by adding the selection to line 12 in Algorithm 2). Attribute vertices that fail the selection deactivate themselves, reducing overall computation and communication. Conditions involving multiple attributes are also applied in parallel by attribute vertices but need to wait for the earliest round of the collection phase where collected intermediate tuples contain the relevant attributes. This is achieved by adding the selection to line 31 in Algorithm 2, together with a check of the current label (set in line 21) to identify the round.

**Projections.** Pushing projections early is beneficial for the collection phase. Although it does not reduce the number of sent messages, it affects their size by reducing the number of attributes of the comprised tuples. Projection pushing is implemented by application to the local joins in lines 34 and 36 of Algorithm 2. Which columns can be projected away depends on the round, which in turn is given by the current label (set in line 21).
Aggregations. The aggregation scheme is inspired by aggregation over hypertree decompositions in factorized databases [18, 54], since our TAG plan is based on a GHD (recall Section 5.1). The scheme includes the classic optimization technique of pushing grouping and aggregation before the join [62]. Aggregates are computed during the collection phase as soon as the intermediate tuples contain the relevant attributes, by using a modification to line 31 in Algorithm 2 and by checking the current label to identify the aggregation rounds.

We distinguish three types of aggregation:

- **Local aggregation (LA)** corresponds to SQL queries with GROUP BY on one attribute, or multiple attributes where one attribute functionally determines the others.
- **Scalar aggregation** computes a single tuple of scalar values. The aggregation is computed in parallel bottom-up, and once the root is reached, all active vertices need to send their computed aggregate to a global ‘aggregation’ vertex whose id is known to all to get a final result.
- **Global aggregation (GA)** uses a multi-attribute GROUP BY clause, such that the attributes do not determine each other. This also requires vertices to communicate with a global ‘aggregation’ vertex to output a final aggregation.

Local aggregation benefits the most from vertex-centric computation: aggregation within each group is computable by the attribute vertex representing the group key, in parallel to the other groups. While global aggregation is bottlenecked by a single global aggregator vertex that receives messages from all vertices. The example of local and global aggregations is shown in Figure 11. Local aggregation is used to compute revenue by nation. Each group by key (i.e. nation name) corresponds to a vertex, thus aggregation for each group can be computed independently of the other groups. And all groups are done in parallel. The global aggregator vertex is used to compute the total revenue over all nations, i.e. scalar global aggregation. Note that, instead of sending values of ORDER tuples directly to the global aggregator vertex,
we can compute local aggregates for each nation in parallel, and then send the results of partial aggregation. This will not remove the bottleneck of a single global aggregator vertex, but can greatly reduce the number of messages it needs to process, since there are a lot less \textit{NATION} vertices than there are \textit{ORDER} vertices.

We employ eager aggregation [62], an optimization technique of pushing down the group by, i.e. perform early group by prior to the join. This optimization technique is justified when filtering and/or join conditions are not as selective, hence early group by helps to reduce the cost of join (computation and communication cost). Eager group by reduces the number of supersteps of the computation since there is no need to go top-down in a reduction phase to mark join edges and then in a bottom-up traversal again in order to collect values that need to be aggregated, and as a result the number of messages that are sent is also reduced. Instead in one bottom-up reduction phase the values are aggregated and join conditions are checked, i.e. interleaving join and group by operators. Modifications to the vertex program in Algorithm 2 involve line 9, where the received values in the incoming queue are combined (e.g. sum), and line 13, where the resulting aggregate value, or in case of a first superstep a value from a tuple to be aggregated is sent as a message further.

\textbf{Outer Joins.} An outer join is a variation of a join operator, where the output can contain dangling tuples, i.e. tuples that do not match with any tuple of the other relation in the join attributes. Most commercial relational database systems do provide an outer join operator. There are three types of an outer join, depending on tuples of which side of a join are added to the output regardless of whether they have a matching tuple: left, right and full (both sides).

With simple adjustments, outer joins can be computed by a TAG-join algorithm. Consider a two-way join example from Section 4.1, let \textit{R} be the left side relation and \textit{S} be the right side relation. To compute left outer join each join \textit{B}-attribute vertex needs to have at least one outgoing edge with label \textit{R.B} connecting it to the left side relation in order to stay active and to continue the computation. Qualifying \textit{B}-attribute vertices send messages to tuple vertices along edges with label \textit{R.B} and possibly along \textit{S.B} edges. Then, we start the collection phase, where activated tuple vertices send back their values. If \textit{B}-attribute vertex is not connected to any \textit{S}-tuple vertex, then the output tuples are constructed from the received \textit{R}-tuples only with missing values (e.g. \textit{NULL}) of the right relation \textit{S}. For a right outer join, \textit{B}-attribute vertex must have at least one edge with label \textit{S.B} to participate in the computation. Therefore, in the collection phase each \textit{B}-attribute vertex receives at least one \textit{S}-tuple that is part of the output, while \textit{R}-tuple values can be missing. To compute a full outer join we skip the reduction phase, since dangling tuples from both relations are allowed. We start the computation and go directly into the collection phase, where activated tuple vertices of both relations \textit{R} and \textit{S} send their values to \textit{B}-attribute vertices, which then construct the output tuples.

\textbf{Subqueries.} Subqueries are an important and powerful component of SQL. Relational database benchmarks such as TPC-H [1] and TPC-DS [2] include a lot of queries that use subqueries in various SQL clauses: \texttt{SELECT}, \texttt{FROM}, \texttt{WHERE}, \texttt{HAVING} and \texttt{WITH}. A SQL query can contain multiple levels of nested subqueries. Subqueries are used to return either scalar values or a relation (i.e. multiple tuples/rows). In a vertex-centric approach subquery results are computed in parallel and stored at vertices in a distributed way. In case of scalar values, we use a global aggregator vertex to compute and store the scalar result.

To evaluate subqueries we rely on navigational strategies with forward lookup and reverse lookup [29] used in traditional RDBMSs. With reverse navigational lookup we start the traversal of a TAG plan from a subquery (i.e. relations used in a subquery), and then navigate towards an outer query. It especially applies to subqueries that appear in \texttt{FROM} and \texttt{WITH} clauses, where subquery results are used as inputs to compute the outer query. On queries, where
Correlated Subqueries. A correlated subquery is a subquery that depends on the values of the outer query. We employ a navigational execution strategy with a forward lookup [29], i.e. start with an outer query, and in a tuple-at-time fashion invoke a subquery. Our vertex-centric approach naturally supports parallelization: tuple vertices matching the outer query are activated in parallel and their subquery calls execute in parallel.

Semi-join and Anti-join. Recall that semi-join \( R(A, B) \Join S(B, C) \), retrieves precisely those \( R \)-tuples that join with at least one \( S \)-tuple. Therefore, to perform a semi-join we activate \( R \)-tuple vertices, which then send messages to their corresponding \( B \)-attribute vertices. Each \( B \)-attribute vertex checks its outgoing edges, and sends message back to \( R \)-tuple vertices only if it has at least one outgoing edge with label \( S.B \) (i.e. connected to \( S \)-tuple vertex). After this superstep, only \( R \)-tuple vertices corresponding to the semi-join result are active and can output their values.

Anti-join performs the opposite of a semi-join operator, and returns \( R \)-tuples that do not match any \( S \)-tuple in join attribute. To obtain the anti-join result, we modify the vertex-centric semi-join computation, such that each \( B \)-attribute vertex sends message back to \( R \)-tuple vertices only if none of its outgoing edges have label \( S.B \).

We apply semi-join and anti-join strategies when evaluating subqueries with \( \text{IN} \), \( \text{EXISTS} \), \( \text{NOT IN} \) or \( \text{NOT EXISTS} \) constructs.

Example 7.1. Let’s consider SQL query from the TPC-H benchmark, shown in Figure 12. It contains a correlated subquery using \( \text{EXISTS} \) construct. The TAG plan of the query shows which part of the plan corresponds to the subquery (in blue), and the attribute vertex \( O \) (in red) defines the correlation, i.e. \( \text{orderkey} \) attribute that relates the subquery to the outer query. Edge labels are not shown to avoid clutter. The dashed arrows indicate the order of the traversal steps of the vertex-centric computation, while the blue bubble indicates a filter condition to be checked by a vertex. We start the evaluation of the query from the date attribute vertices and apply the filtering condition such that only the vertices whose date values are in the given range send messages to \( \text{ORDER} \) tuple vertices. From \( \text{ORDER} \) tuples we navigate to \( \text{orderkey} \) attribute vertices, depicted as \( O \), i.e. tuple vertices of \( \text{ORDER} \) send messages to attribute vertices, and activate them for the next superstep of the computation. We then continue to evaluate the correlated subquery, where from the orders (\( O \) attribute vertices) that are discovered by the outer query we traverse to \( \text{LINEITEM} \) tuple vertices. Tuple vertices, that satisfy the filtering condition represent the result of the subquery. Notice that, we essentially perform the semi-join and evaluate \( \text{EXISTS} \) operator by
navigating from filtered LINEITEM tuples back to O attribute vertices. In turn, activated O attribute vertices send messages to ORDER tuple vertices. This completes the reduction phase, and we now have active tuple vertices of ORDER relation that contribute to the output. The collection phase traverses from ORDER tuple vertices to priority attribute vertices. Each ORDER tuple vertex sends a message containing value 1. Attribute vertices aggregate the received messages by summing the values to compute the count of orders. Thus, we obtain the final result of the order counts for each order priority. The result is distributed across attribute vertices corresponding to the priority attribute values.

8 EXPERIMENTS

Our vertex-centric SQL evaluation scheme applies to both intra-server thread-based and to distributed cluster parallelism. The bulk of our experiments (Sections 8.2, 8.3, 8.4, 8.5) evaluates how our approach enables thread parallelism in the comfort zone of high-end RDBMSs: running the benchmarks they are traditionally tuned for, on a multi-threaded server with large RAM and SSD memory holding all working set data in warm runs. We also carry out preliminary experiments evaluating the ability to exploit parallelism in a distributed cluster, where we compare our approach against Spark SQL (Section 8.6). We detail our performance comparisons below but first we summarize the experimental results.

Figure 13 shows the aggregate runtimes (i.e. summed over all queries) for the TPC-H and TPC-DS query workloads in single-server mode. For each benchmark we performed three sets of experiments with varying data sizes. In aggregate, the TAG-join approach outperforms all relational systems (5x-30x speedup) on TPC-DS queries. On TPC-H queries, it is much faster than PostgreSQL and Spark SQL and competitive with all others except for RDBMS-X IM (whose speedup does not exceed 1.6x). As the drill-down into our measurements shows, the TAG-join excels particularly at computing local-aggregation queries and, regardless of aggregation style, PK-FK join queries and queries with selective joins, outperforming even RDBMS-X IM on these query classes.

Figure 16 shows that our approach outperforms Spark SQL in both aggregate runtime and network communication in our distributed experiments.
8.1 Single-Server Experiment Setup

8.1.1 Datasets and Queries. We evaluate our approach using two standard relational database benchmarks TPC-H [1] and TPC-DS [2]. The schema of TPC-H is defined as a pure 3rd Normal Form (3NF) schema and comprised of 8 separate tables with low number of columns. TPC-DS implements a multiple snowflake schema with 7 fact tables and 17 dimension tables, where tables are much wider compared to TPC-H, with an average of 18 columns [50]. Both benchmarks provide a tool to generate a dataset of a certain size specified by scale factor (SF), e.g. SF = 1 generates a dataset of size 1GB. TPC-H uses a purely synthetic data generator and all tables scale linearly with the database size (SF). TPC-DS employs a hybrid approach of data (number of tuples) and domain (value set) scaling based both on synthetic and real-world data distributions, and as a result provides a more skewed dataset. In TPC-DS while fact tables scale linearly, dimension tables scale sub-linearly as the scale factor of the database grows. Moreover, in TPC-DS any column except for primary keys can have missing (NULL) values.

The query workload of the TPC-H benchmark consists of 22 queries: 20 among them with 2 to 8 joins, the remaining 2 queries are single table scans. All but 1 are acyclic, the exception is a five-way cycle query. The TPC-DS benchmark offers a more realistic and challenging query workload that contains 99 acyclic queries in total [55], of which we evaluate 84 queries in our experiments. We discarded 15 queries that contain functions that are not supported by the vertex-centric platform we used (and are not in the scope of this work), such as ranking function (rank over()), extracting a sub-string, and computing standard deviation. We also exclude a scenario containing iterative queries. The 84 TPC-DS queries in our experiments feature between 3 to 12 joins each, including joining multiple fact tables and multiple dimension tables, and joins between large dimension tables (so not all joins are PK-FK, e.g. q54). The queries are of varying complexities, containing aggregation and grouping and correlated subqueries. All queries are run without the ORDER BY and LIMIT clauses as we left top-k processing outside the scope of this paper.

8.1.2 The Vertex-Centric System We Used. We implemented our approach on top of TigerGraph [27], a graph database system that supports native graph storage and a vertex-centric BSP computational model that takes advantage of both thread and distributed cluster parallelism. TigerGraph offers a graph query language that allows developers to express vertex-centric programs concisely. The mapping from the query to the vertex program is straightforward, well-defined [27, 28], and is not where the optimizations kick in (we checked with the TigerGraph engineers). This ensures that the queries we wrote execute our intended vertex-centric programs faithfully, without compiling/optimizing them away.

Some systems offer vertex-centric APIs which are implemented internally via relational-style joins (e.g. [11, 25]), thus being unsuited for our experiment. In contrast, TigerGraph features native implementation for the vertex-centric primitives we describe here. Inspection of the queries we published with the supplemental materials reveals that they each are expressed as a sequence of separate one-edge hops, i.e. vertex-centric steps where edge sources send messages to edge targets. All queries are published in the additional submission materials [8].

We used the free TigerGraph 3.0 Enterprise Edition in experiments and ran it in main-memory mode. We denote our implementation with TAG_{tg} in figures and tables below.

8.1.3 The Comparison Systems. We compared our TAG-join implementation against popular relational database systems:

* PostgreSQL 12.3 is a popular open-source relational database implemented as a row store (psql in tables).
RDBMS-X is a commercial relational database with row store support (release version from 2018). RDBMS-X offers an In-Memory (IM) feature that uses an in-memory column store format. This format accelerates query processing by enabling faster data scans, aggregation and joins. We ran the queries with two settings: traditional row store format (rdbmsX) and dual format with in-memory column store enabled (rdbmsX_im).

RDBMS-Y is a free developer edition of a well known commercial database with row store support (release version from 2019). We run RDBMS-Y with two settings: clustered (rdbmsY) and non-clustered primary key (rdbmsY_non).

Spark SQL 3.0.1 [16] is a module of Apache Spark [5] supporting relational (and JSON) data processing. For the purpose of our experiments, we include it in the collective term “relational engines” (spark_sql). Spark is one of the most widely-used distributed general purpose cluster-computing engine, thus we evaluate it against our approach in the single-server setting as well as the cluster setting (see Section 8.6).

For all relational database systems we tuned memory parameters (e.g. buffer cache size) to ensure that the entire database as well as intermediate query results can fit into memory (we monitored disk usage during the experiments, confirming that all RDBMS warm runs performed no disk access). For PostgreSQL, we adjust the following key parameters: shared_buffers, work_mem, and temp_buffers. RDBMS-Y uses automatic memory management, and by default acquires as much as possible memory. We observed that RDBMS-Y allocated enough buffer space to fit the entire input database. For RDBMS-X we enable automatic memory management as well.

We enabled parallel execution of queries for all of the RDBMSs without forcing a specific degree of parallelism, letting their optimizer decide on how many workers to use during execution. For PostgreSQL we tuned the parallel query specific parameters (e.g max_parallel_workers, max_worker_processes and max_parallel_workers_per_gather) to adjust them to the number of available threads on the machine. These parameters define the maximum number of workers that the query optimizer will consider when planning the query. For commercial databases we enable the query optimizer to automatically determine whether to execute a query in parallel or not, and what degree of parallelism (similar to the number of workers in PostgreSQL) to use by setting their corresponding parameters.

With in-memory column store enabled RDBMS-X populates the entire database into the column store at the default memory compression level, which is optimized for query performance as opposed to space economy since there is enough storage space for both of the datasets. Once all tables are populated into the In-Memory column store, in-memory storage indexes are created automatically on each column.

For Spark, we use Parquet [4], a compressed columnar file format, as a data source, for which it supports column pruning and pushing down filter predicates. We also enable in-memory caching of the input data in our experiments.

8.1.4 Hardware. For all systems we used an AWS EC2 r4.8xlarge instance. This instance type has 2.3 GHz Intel Xeon E5-2686 v4 processor with 32 vCPU count (number of supported parallel threads), 244 GB of memory and 500GB SSD drive, running Ubuntu 16.04. For RDBMS-X we used Linux 7.6.

8.1.5 Methodology. The queries are evaluated on datasets obtained with the benchmark generators, at scale factors 30 (30GB), 50 (50GB) and 75 (75GB). We stopped at SF-75 to make sure that the input database can be cached without approaching the main memory limit of the machine. Each dataset is supplied with primary and foreign key indexes. Each query is executed 11 times, the first run to warm up the cache and the remaining 10 runs to compute the average runtime. We impose a timeout of 30 minutes per execution.
8.2 Single-Server Data Loading Results

We measured both loading time (including index creation time for the RDBMSs) and loaded data size (including index size for RDBMSs). Recall that no indexes are constructed for the TAG representation since the attribute vertices act as indexes implicitly.

Spark SQL does not perform the heavy-weight storage management of full-blown database management systems (including TigerGraph), and thus avoids their overhead. It’s mainly a data processing engine, that accesses data from either local files, distributed files systems (HDFS, S3) or other databases. In order to avoid apples-to-oranges comparison we do not cover Spark SQL in this section.
The loading times are shown in Table 1 and Table 2, corresponding to TPC-H and TPC-DS datasets respectively. With the exception of RDBMS-X on TPC-DS dataset, the total loading times are roughly comparable across all systems for different scale factors.

Figure 14 depicts the sizes of the loaded data for all the considered systems and scale factors. The datasets are generated by the tools provided with the benchmark suites, and are loaded into databases using their respective commands for bulk data load. For relational systems, primary and foreign key indexes are built on the loaded data, as prescribed by the TPC benchmark protocol. All RDBMSs we deployed organize indexes in a B-tree structure by default.

For $\text{TAG}$ graph we materialized all of the attribute vertices of integer type, that essentially correspond to PK and FK indexes created for relational systems, date and string types (e.g. attributes used in $\text{GROUP BY}$ clause and filtering). However, we do not load float values and some string attributes (e.g. string attributes corresponding to comments or long descriptions), as attribute vertices. These attributes are not used as join conditions in the given query workload, and it is sufficient to store these values in their respective tuple vertices. We do create definitions of all vertex (tuple and attribute) and edge types, and more attribute vertices can easily be materialized as needed without the need to reorganize the existing graph.

With in-memory feature enabled RDBMS-X allows to store data in compressed columnar format. We use the default compression method to get the best query performance as recommended by the documentation. Table 15 shows the sizes of the in-memory store after data is transformed into columnar format, as well as the original data size, excluding the index sizes. This is not the size of the area that is allocated for in-memory in order to enable the feature, but the size of the in-memory segments that are actually populated with data.

The gist of the experiment is that we observed similar loaded data size for all systems (within 10% of each other except for the more wasteful PostgreSQL) and similar loading times (also within roughly 10% of each other, except for RDBMS-X IM which takes double the time of the others on TPC-DS). This testifies to the absence of time and space overhead for loading data as a graph vs loading it into an RDBMS.

8.3 Single-Server TPC-H Results

Figure 13(a) shows the aggregate run times of TPC-H queries over datasets of different scale factors. All 22 TPC-H queries contain a certain type of aggregation as discussed in Section 7, and $\text{TAG}$-join performs especially great on queries with local aggregation and on queries that contain a correlated subqueries.

PostgreSQL, RDBMS-Y and RDBMS-X support three main join algorithms, i.e. nested loop, hash join and sort-merge, and a query optimizer of each database chooses one of them to evaluate a given query. Aggregation with $\text{GROUP BY}$ key is implemented using either hash or sort methods.

In-memory column stores used in RDBMS-X can drastically improve data scans by working on compressed columns directly, and this speeds up the application of filters such as $<, >, = \text{ and } IN$, which all of these queries do contain. Aggregation operators also benefit greatly from columnar layout [9].

Spark SQL enables relational processing via DataFrame API. A DataFrame is a distributed set of rows with a schema, i.e. an equivalent of a relational table in databases. Similarly to RDBMSs, Spark SQL includes a rule-based and a cost query optimizer responsible for query planning. A join is evaluated using either sort-merge, shuffle hash join or broadcast join method. Spark SQL uses a compressed and partitioned columnar storage for more efficient query processing.

TigerGraph’s main features are described in Section 8.1.2. Aggregation is implemented via accumulators as detailed in [28]. Accumulators are the data containers that store a value, and then aggregate inputs into it. Local aggregation
Table 3. The average runtimes (in seconds) of selected TCP-H queries with local aggregation (LA) and correlated subqueries (Corr) on SF-75 for TAG-join approach, and its speedups over relational engines.

|     | SF-75 | TAG_tg | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql |
|-----|-------|--------|------|--------|----------|--------|------------|-----------|
| LA  |       |        |      |        |          |        |            |           |
| q3  | 4.28  | 4.4x   | 1x   | 0.6x   | 1.7      | 1.8x   | 5x         |
| q4  | 1.72  | 4.7x   | 2.1x | 0.7x   | 2.4x     | 2.8x   | 8.8x       |
| q5  | 4.76  | 10.6x  | 1.5x | 1.7x   | 0.6x     | 1.1x   | 7.6x       |
| q10 | 4.07  | 7.2x   | 1.5x | 1x     | 2.1x     | 2.4x   | 5.4x       |
| Corr|       |        |      |        |          |        |            |           |
| q2  | 0.64  | 38.1x  | 2.9x | 1x     | 1.7x     | 1.7x   | 28.8x      |
| q17 | 0.49  | 206.4x | 1x   | 1.5x   | 5.7x     | 10.6x  | 105x       |
| q20 | 0.94  | 36.4x  | 1x   | 9.6x   | 1x       | 1.5x   | 17.5x      |
| q21 | 7.69  | 3.3x   | 1.5x | 1x     | 1.4x     | 1.9x   | 8.7x       |

is done via so called vertex accumulators, i.e. each vertex has its own local accumulator. While global aggregates are computed using global accumulators, that are accessible by all active vertices.

In aggregate, TAG-join approach is 6.5x faster than PostgreSQL, 4.7x faster than Spark SQL, and shows competitive performance with RDBMS-Y (both settings) and RDBMS-X. The exception is RDBMS-X with In-Memory column store, which outperforms TAG-join by 1.6x. Full results of individual queries are shown for all three scale factors in Tables 8, 9, 10 below.

**LA Queries.** TAG-join performs the best on the queries that have local aggregation (LA), i.e. their GROUP BY clause features either a single attribute or multiple attributes where one attribute functionally determines the others. This is explained by the fact that each group can be gathered and aggregated in parallel at the attribute vertex corresponding to the group key. The speedups of selected TPC-H queries at SF-75 are shown in Table 3. TAG-join is competitive with RDBMS-X, both row store and in-memory column store formats, with a few exceptions such as query q3 and q4 where in-memory column store is faster by 1.4-1.6x. This is expected since in-memory column stores improve data scans and computation of aggregate values by working on compressed columns directly. TAG-join is faster than RDBMS-Y by 1.5-2.8x and than PostgreSQL by 4.4-9x on LA queries. It outperforms Spark SQL by 5-8.8x on these type of queries. Query q5 is a 5-way cycle query, where TAG-join is 10x faster than PostgreSQL, 7.6x faster than Spark SQL, 1.5-1.7x faster than RDBMS-X, and comparable performance with RDBMS-Y non-clustered primary key. Only RDBMS-Y with clustered primary key setting outperforms by 1.6x.

**Correlated Subqueries.** TAG-join performs great on queries that contain correlated subqueries (these are LA queries). For example, q2, q20, q17 and q21 in Table 3. On individual queries TAG-join outperforms PostgreSQL by 3-200x, Spark SQL by 8-105x, and RDBMS-X by 1-3x. TAG-join is competitive with RDBMS-Y and RDBMS-X in-memory on these queries, i.e. 1-1.5x speedup.

**GA and Scalar GA Queries.** TAG-join does relatively worse on queries with global aggregation (GA), where GROUP BY consists of multiple attributes that are not functionally dependent. Global aggregation requires a global data structure to which all the active vertices send their values for aggregation (these are called global aggregators in the BSP model, and are offered in TigerGraph). Global aggregators introduce a bottleneck, affecting query performance. Table 4 lists runtimes of selected queries (q1,q7,q9 and q16) with such GA, where we can observe that TAG-join is only consistently
Table 4. The average runtimes of selected TCP-H queries with global and global scalar aggregation on SF-75 shown in seconds (fastest is highlighted in bold).

| SF-75 | TAG_tg | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql |
|-------|--------|------|--------|-----------|--------|------------|-----------|
| q1    | 32.1   | 54.6 | 13.3   | 7.6       | 10.4   | 11.2       | 16.0      |
| q6    | 1.8    | 10.5 | 1.6    | **0.6**   | 4.4    | 4.7        | 1.7       |
| q7    | 6.8    | 24.8 | 5.6    | **3.5**   | 15.5   | 4.8        | 40.3      |
| q9    | 13.3   | 28.6 | 12.4   | 10.6      | **7.8** | 9.2        | 50.2      |
| q16   | 2.8    | 47.4 | 1.6    | **1.2**   | 2.4    | 2.4        | 58.6      |
| q19   | 0.7    | 1.5  | 0.5    | 1.1       | 3.2    | 3.8        | 9.1       |

Table 5. Number of TPC-DS queries where TAG-join approach outperforms, shows competitive or worse performance against each of the relational systems at SF-75. Total number of queries is 84.

| #queries | outperforms | competitive | worse |
|----------|-------------|-------------|-------|
| psql     | 84          | -           | -     |
| rdbmsX   | 74          | 4           | 4     |
| rdbmsX_im| 64          | 3           | 17    |
| rdbmsY   | 53          | 22          | 9     |
| rdbmsY_non| 64         | 12          | 8     |
| spark_sql| 73          | 5           | 6     |

faster than PostgreSQL by 1.6-16x. However, when filtering conditions of a query are very selective, i.e. small number of vertices need to write to the global structure, then TAG-join is quite competitive with RDBMS-Y as in the example of query q16.

Our approach performs worse on query q1 compared to RDBMS-X , RDBMS-Y and Spark SQL (slower by 2.4-4x), however it is faster than PostgreSQL by 1.7x. This query is not a join query, but a single table scan where multiple scalar aggregations are computed over multiple columns. On queries that compute scalar aggregates, where a single value is produced, TAG-join does well by outperforming most of the relational systems. Examples of scalar aggregation are q19 and q6 in Table 4. Note that query q6 involves a scan of a single table in order to compute the scalar aggregate, RDBMS-X in-memory is the fastest among the systems. This improvement in performance again can be explained by optimizations on data scans and aggregations that are enabled by compressed columnar format. The next fastest are TAG-join, RDBMS-X (row store) and Spark SQL, showing comparable performances.

8.4 Single-Server TPC-DS Results

Figure 13(b) shows the aggregate run times of TPC-DS queries over a dataset of different scale factors.

RDBMS-Y and RDBMS-X employ an optimization technique such as bitmap filtering, which is most effective on star and snowflake schemes (i.e. TPC-DS). Bitmap filters are created from dimension tables and pushed down to the fact tables, which helps to reduce the cost of query processing and bring dramatic gains in query performance as a result. This technique is widely used in commercial databases [33, 39, 44]. Spark SQL often uses a broadcast join for star/snowflake joins, when relatively small dimension tables are broadcasted to all executors.

TAG-join on TigerGraph (TAG_tg) performs the best on TPC-DS queries, followed by RDBMS-X in-memory column store (rdbmsX_im), RDBMS-X row-store (rdbmsX), RDBMS-Y with clustered PK (rdbmsY) and without (rdbmsY_non), then Spark SQL and PostgreSQL (psql). TAG-join is consistently faster than PostgreSQL on all 84 queries. It demonstrates
better (or competitive) performance on 95% of queries against RDBMS-X, on 80% of queries against RDBMS-X in-memory column store, on 93% against Spark SQL and on 90% against RDBMS-Y (both clustered and non-clustered primary key settings). On the more detailed breakdown on Table 5, we can observe that TAG-join outperforms relational systems on the majority of the TPC-DS queries. Runtimes of all individual queries for all scale factors are shown in Tables 11, 12, 13 below. Most of the TPC-DS queries involve aggregation, including local, global and scalar. In Figure 15 we present aggregate times of queries across all systems by breaking down the queries into 4 groups based on the type of the aggregation. Table 6 demonstrates the speedups of TAG-join on some individual queries.

Queries without Aggregation. As shown in Table 6, TAG-join achieves 1.5-27x speedup over relational databases and 40-164x speedup over Spark SQL on individual queries that do not use any aggregation function, i.e. select-project-join queries. There are only 3 queries of this type.

LA Queries. TAG-join does very well on queries involving local aggregation, as observed in the TPC-H results and confirmed on the 15 TPC-DS queries whose aggregation is local. TAG-join consistently outperforms PostgreSQL with an aggregate speedup of two orders of magnitude, and commercial relational systems with an aggregate speedup of 5-16x. We can observe the speedups of TAG-join on selected individual queries in Table 6. The highest speedups on individual LA queries are observed on queries that use a WITH clause in order to union results of subquery blocks, where each block joins at least 3 dimensions with a different fact table (e.g. q56, q33, q60). On these queries TAG-join is faster by 5-45x than PostgreSQL, by 3-8x than RDBMS-X, by 3-11x than RDBMS-X with in-memory column store, by
Table 6. The average runtimes of selected TPC-DS queries on SF-75 for TAG-join, shown in seconds, and its relative speedups over relational engines.

| SF-75 | TAG_tg | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql |
|-------|--------|------|--------|-----------|--------|------------|-----------|
| No agg |        |      |        |           |        |            |           |
| q37   | 0.042  | 3.6x | 26.2x  | 18.1x     | 2.5x   | 2.3x       | 95.9x     |
| q82   | 0.04   | 6.5x | 27.1x  | 16.2      | 4.9x   | 2.8x       | 164.5x    |
| q84   | 0.075  | 2.3x | 3.2x   | 4.0x      | 2.9x   | 1.5x       | 39.9x     |
| Local |        |      |        |           |        |            |           |
| q7    | 0.747  | 9.9x | 17.5x  | 1.7x      | 2.7x   | 3.04x      | 26.8x     |
| q12   | 0.21   | 12.6x| 4.6x   | 3.04x     | 7.5x   | 6.6x       | 12.6x     |
| q15   | 0.72   | 7.2x | 7.3x   | 7.1x      | 1.1x   | 1.2x       | 25.8x     |
| q20   | 0.275  | 9.6x | 4.3x   | 2.9x      | 7.5x   | 6.5x       | 8.5x      |
| q33   | 0.83   | 13.1x| 4.5x   | 5.7x      | 2.9x   | 3.5x       | 6.8x      |
| q50   | 0.205  | 7.8x | 11.4x  | 5.02x     | 48.6x  | 510.6x     | 78.5x     |
| q56   | 0.451  | 30.8x| 7.5x   | 11.4x     | 3.6x   | 15.1x      | 11.6x     |
| q58   | 1.244  | 6.7x | 3.2x   | 2.7x      | 7.6x   | 4.4x       | 4.5x      |
| q60   | 0.916  | 45.1x| 7.8x   | 8.1x      | 3.4x   | 3.7x       | 6.5x      |
| q98   | 0.44   | 14.8x| 3.3x   | 3.4x      | 7.9x   | 5.4x       | 8.5x      |
| Global|        |      |        |           |        |            |           |
| q22   | 3.551  | 15.2x| 1.4x   | 2.1x      | 1x     | 1x         | 1.9x      |
| q32   | 0.047  | 174.2x| 31.8x  | 5.1x      | 1.3x   | 2.3x       | 53.3x     |
| q45   | 0.234  | 17.02x| 63.7x  | 83.6x     | 9.4x   | 9.7x       | 51.9x     |
| q69   | 1.317  | 8.1x | 4.6x   | 6.1x      | 2.1x   | 2.8x       | 6.9x      |
| q74   | 5.877  | 13.1x| 6.5x   | 2.9x      | 1.6x   | 1.5x       | 7.1x      |
| q94   | 0.185  | 5.4x | 7.02x  | 5.1x      | 1.6x   | 2.3x       | 50.3x     |

3-7.6x than RDBMS-Y with clustered primary key, by 3-15x than RDBMS-Y with non-clustered primary key, by 6.5-11x than Spark SQL. Queries q98, q20 and q12 are examples of queries with a PARTITION BY clause on one attribute (see Table 6).

**GA and Scalar GA Queries.** TAG-join does very well on most of the queries with global aggregation, showing 5-30x speedup in aggregate. There are 66 queries (out of 84) with GA or scalar GA. Most of these queries have quite selective filter conditions, leaving a smaller number of vertices active (relatively to the total number of vertices) that need to aggregate their values into the same global structure, and thus allowing to achieve quite competitive performance with relational systems. Examples of such queries with GA are in Table 6 (see queries q22, q45, q69 and q74). Note that these queries include roll-up aggregations (e.g. q18) to compute subtotal aggregate values of each group by key. This functionality is not offered out-of-the-box by the TigerGraph engine, but it can be simulated using multiple global structures with different keys.

TAG-join shows a good performance on queries with global scalar aggregation achieving 2-3x performance improvement in aggregate over most of the relational engines, with exception of RDBMS-X in-memory, which shows to be quite efficient in computing scalar aggregations over single column values. Queries q32 and q94 in Table 6 are examples of scalar global aggregation.

There are 19 out of total 84 TPC-DS queries, with either global or global scalar aggregation, where TAG-join performs poorly compared to relational engines, including RDBMS-X, RDBMS-Y and Spark SQL (see full results in Tables
Table 7. Peak RAM usage of all systems during workload execution at SF-75.

|          | psql | rdbmsX | rdbmsX_im | rdbmsY | spark_sql | TAG_tg |
|----------|------|--------|-----------|--------|-----------|--------|
| TPC-H    | 65.9 | 57.1   | 51.2      | 55.1   | 57.4      | 53.8   |
| TPC-DS   | 61.7 | 49.8   | 43.5      | 54.3   | 68.1      | 52.9   |

11,12,13 below). On these queries we can observe a 2-12x speedup over TAG-join. TAG-join loses the most to RDBMS-X with in-memory column store layout, see Table 5. rdbmsX_im enables an optimization called ‘in-memory aggregation’ which is especially beneficial on star queries, where multiple smaller dimensions are joined with a large fact table.

8.5 Single-Server Memory Usage Results

8.5.1 Methodology. We measured memory usage during workload execution with warm caches at a one second interval, and then reported a peak usage. We read information from /proc file system, which stores information about all processes currently running, including their memory usage.

With automatic memory management enabled, RDBMS-X allocates shared memory area through in-memory file system. The shared memory area includes buffer pool and in-memory column store. PostgreSQL’s buffer pool (shared_buffers) is part of shared memory area as well. Thus, in order to capture the full memory usage results for RDBMS-X and PostgreSQL we need take into account the amount of shared memory (i.e. buffer pool) that is used during query execution.

We used smem tool, that essentially pulls information from /proc/$$/smaps, which provides more detailed memory usage information.

8.5.2 Results. Results are summarized in Table 7 for TPC-H and TPC-DS queries. For RDBMS-Y the numbers are shown only for clustered PK, being the same for non-clustered PK. We only show results for SF-75, but the numbers are proportional for SF-30 and SF-50. Notice that TAG_tg’ memory performance is similar to RDBMS-Y and RDBMS-X row store. RDBMS-X IM does better, but not by a game-changing margin: 9.4% on TPC-DS (where TAG_tg is faster though) and a negligible 2.6% on TPC-H.

8.6 Distributed Experiments

In a cluster setting, we compared TAG-join implementation on TigerGraph 3.1 against Spark SQL/Spark 3.0.1. Experiment results are summarized in Figure 16 in terms of aggregate runtimes of queries and total network traffic.

8.6.1 Experiment Setup. We run experiments on an Amazon EC2 cluster of 6 machines, each machine has 2.50GHz Intel Xeon Platinum 8259CL processor with 8 cores and 2 threads per core (i.e. 16 vCPU count), 64 GB of memory and 200GB SSD drive. All machines are running Ubuntu 18.04.

We used TigerGraph’s default automatic partitioning of the input among the machines. We did not try to optimize or tune partitioning in this set of experiments, since we got good performance as is. In TigerGraph we operate in a distributed query mode, in which graph traversals are executed in parallel on all machines, and the output is then gathered at one machine, where the given query is started. Otherwise, in a default mode TigerGraph selects one machine to execute a query, and data from other machines is copied to it for processing. No additional tuning is done for TigerGraph.
A Spark application consists of a driver process and a number of executor processes distributed across machines in a cluster. Executor processes are launched by the driver process, read data from distributed file systems (S3 bucket in our experiments) and execute given query. Each executor process can run multiple tasks in parallel. For Spark we tuned executor configurations like number of executors, executors cores and executors memory. We found 3 executors per machine, where each executor is assigned 5 cores and 16GB of memory gave the best performance for Spark in our experiments. We use Parquet [4], a compressed columnar file format, as a data source, for which Spark supports column pruning and pushing down filter predicates. Spark SQL also offers an in-memory caching of data, which we use in our experiments as well.

8.6.2 Datasets and Queries. We use TPC-H and TPC-DS benchmarks, as in a single machine setting, at scale factor 75. We run the same set of queries, i.e. 22 TPC-H queries and 84 TPC-DS queries. Each query is run three times, and we report the average runtime.

8.6.3 Results. Figure 16 shows the aggregate runtimes of TPC-H and TPC-DS queries. On TPC-H queries TAG-join in aggregate 2x faster than Spark SQL, and 1.46x faster on TPC-DS queries. Similarly to the centralized setting (single machine) experiments, the best performance is observed on queries without aggregation, with local aggregation and correlated subqueries. 

On TPC-H queries, TAG-join is faster than Spark SQL on 17 queries and competitive on 3 queries (out of total 22 queries). For example, on LA queries such as q3, q4, q5 and q10 the speedup ranges from 1.6x to 4x. The biggest speedup of 17x over Spark SQL is observed on q17, which contains a correlated subquery. Most queries with GA or scalar GA perform well using TAG-join except for q6 and q13 where Spark SQL is faster by 1.4-2.5x. Individual runtimes of all TPC-H queries are shown in Table 16.

Out of 84 TPC-DS queries, TAG-join is either competitive or outperforms Spark SQL on 64 queries. On queries without aggregation the speedup is 3.4-5.5x, while on queries with LA TAG-join achieves up to 7.6x speedup. TAG-join performs well on most of the queries with either GA or single GA. Spark SQL is only faster on 20 queries, where either GA or single GA is computed. We observed the same in a single machine setting. In order to compute the final result all active vertices need to write into a single global accumulator, and with a lot of active vertices, this can significantly degrade the performance, since no parallelism is gained. Individual runtimes of all TPC-DS queries are shown in Table 17.
We track network usage during query execution on each machine in the cluster using `sar` tool, and record the total number of bytes received and transmitted during execution of all queries for each benchmark. Figure 16 shows the total incoming traffic, i.e. incoming traffic summed over all machines in the cluster. We only report incoming traffic as it coincides with the total outgoing traffic. Spark SQL incurs 9x more traffic on TPC-H benchmark and 4x more traffic on TPC-DS benchmark. Spark uses broadcast join or shuffle join, which requires replication of data over many partitions, thus more network traffic.

9 CONCLUSION AND FUTURE WORK

We have shown that the TAG encoding and our TAG-join algorithm combine to unlock the potential of vertex-centric SQL evaluation to exploit both intra- and inter-machine parallelism. By running full TPC SQL queries we have proven that our vertex-centric approach is compatible with executing RA operations beyond joins. The observed performance constitutes very promising evidence for the relevance of vertex-centric approaches to SQL evaluation.

From the SQL user’s perspective, our experiments show that in single-server data warehousing settings, vertex-centric evaluation can clearly outperform even leading commercial engines like RDBMS-X IM. In TPC-H workloads, comparison to RDBMS-X IM depends on the kind of aggregation performed, while our approach is competitive with or superior to the other relational engines. In a distributed cluster, our TAG-join implementation outperforms Spark SQL on both TPC benchmarks.

Our main focus has been on join evaluation and we have only scratched the surface of inter-operator optimizations, confining ourselves to those inspired by the relational setting (like pushing selection, projection and aggregations before joins). We plan to explore optimizations specific to the vertex-centric model.

If the value domain is continuous and the database is constantly being updated, the TAG encoding would prescribe creating a new attribute vertex for virtually each incoming value, which is impractical. Applying our vertex-centric paradigm to this scenario is an open problem which constitutes an appealing avenue for future work.
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## Full Experimental Results

Table 8. Average runtimes of TPC-H queries for SF-75, shown in seconds.

| SF-75 | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG_tg |
|-------|------|--------|-----------|--------|------------|-----------|-------|
| q1    | 54.609 | 13.305 | 7.678     | 10.405 | 11.266     | 16.613    | 32.129 |
| q2    | 24.588 | 1.876  | 0.615     | 1.09   | 1.069      | 18.589    | 0.645 |
| q3    | 19.162 | 4.493  | 2.576     | 7.465  | 7.756      | 21.565    | 4.288 |
| q4    | 8.235  | 3.69   | 1.252     | 4.167  | 4.887      | 15.144    | 1.72  |
| q5    | 50.913 | 7.463  | 8.101     | 3.016  | 5.477      | 36.516    | 4.765 |
| q6    | 10.551 | 1.596  | 0.582     | 4.472  | 4.749      | 1.789     | 1.837 |
| q7    | 24.849 | 5.626  | 3.57      | 15.52  | 4.832      | 40.594    | 6.889 |
| q8    | 8.53   | 3.535  | 1.883     | 3.418  | 18.091     | 35.567    | 2.811 |
| q9    | 28.646 | 12.46  | 10.686    | 7.846  | 9.199      | 50.219    | 13.319|
| q10   | 29.578 | 6.1    | 3.785     | 8.714  | 9.949      | 22.338    | 4.078 |
| q11   | 6.755  | 2.063  | 0.585     | 3.444  | 3.902      | 11.834    | 0.701 |
| q12   | 13.021 | 4.384  | 1.387     | 5.302  | 5.559      | 10.811    | 5.054 |
| q13   | 127.595| 7.305  | 4.631     | 5.811  | 5.712      | 19.685    | 8.96  |
| q14   | 11.876 | 2.773  | 1.042     | 4.425  | 4.337      | 4.833     | 2.249 |
| q15   | 34.562 | 2.954  | 1.226     | 4.127  | 4.585      | 9.735     | 2.706 |
| q16   | 47.483 | 1.664  | 1.163     | 2.431  | 2.417      | 58.639    | 2.865 |
| q17   | 103.002| 0.408  | 0.734     | 2.842  | 5.305      | 52.874    | 0.499 |
| q18   | 127.403| 7.594  | 4.223     | 21.354 | 9.15       | 41.675    | 14.231|
| q19   | 1.539  | 0.504  | 1.086     | 3.265  | 3.833      | 9.171     | 0.735 |
| q20   | 34.446 | 0.942  | 9.133     | 0.858  | 1.424      | 16.526    | 0.944 |
| q21   | 25.301 | 11.541 | 7.597     | 10.816 | 14.483     | 67.192    | 7.697 |
| q22   | 3.609  | 1.776  | 0.966     | 1.928  | 1.823      | 8.036     | 2.229 |
Table 9. Average runtimes of TPC-H queries for SF-50, shown in seconds.

| SF-50 | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG_tg |
|-------|------|--------|----------|--------|------------|-----------|--------|
| q1    | 40.534 | 9.258  | 5.239    | 7.533  | 7.546      | 7.824     | 21.499 |
| q2    | 16.149 | 1.718  | 1.17     | 1.077  | 1.191      | 18.408    | 0.429  |
| q3    | 13.688 | 3.043  | 1.94     | 5.853  | 6.335      | 16.309    | 3.05   |
| q4    | 5.244  | 2.912  | 0.928    | 3.02   | 3.168      | 10.380    | 1.183  |
| q5    | 31.802 | 5.759  | 5.9      | 1.878  | 3.422      | 26.263    | 3.323  |
| q6    | 7.619  | 1.251  | 0.441    | 2.828  | 3.111      | 1.415     | 1.27   |
| q7    | 15.88  | 3.495  | 2.354    | 2.406  | 6.294      | 28.173    | 4.896  |
| q8    | 5.609  | 3.206  | 1.394    | 1.885  | 4.486      | 26.987    | 1.875  |
| q9    | 21.124 | 10.193 | 7.16     | 4.862  | 5.774      | 36.889    | 9.888  |
| q10   | 21.181 | 3.709  | 2.354    | 6.175  | 6.482      | 16.678    | 2.953  |
| q11   | 4.64   | 1.737  | 0.457    | 2.574  | 2.842      | 9.457     | 0.502  |
| q12   | 9.486  | 3.723  | 1.998    | 3.308  | 3.613      | 7.605     | 3.755  |
| q13   | 84.121 | 5.955  | 3.138    | 4.164  | 3.981      | 15.103    | 6.188  |
| q14   | 9.148  | 2.106  | 0.74     | 2.877  | 2.845      | 3.701     | 1.867  |
| q15   | 23.296 | 2.086  | 0.902    | 3.024  | 3.075      | 5.836     | 2.172  |
| q16   | 31.169 | 4.418  | 0.837    | 2.143  | 2.277      | 26.473    | 2.017  |
| q17   | 64.04  | 0.336  | 0.519    | 0.339  | 0.379      | 34.700    | 0.35   |
| q18   | 144.017| 5.205  | 3.269    | 13.817 | 5.34       | 28.057    | 9.771  |
| q19   | 1.18   | 4.346  | 0.843    | 2.287  | 2.526      | 6.165     | 0.536  |
| q20   | 21.968 | 4.866  | 4.184    | 0.525  | 0.879      | 13.466    | 0.667  |
| q21   | 18.152 | 7.95   | 5.693    | 6.778  | 10.931     | 45.610    | 5.367  |
| q22   | 2.556  | 1.565  | 0.796    | 1.09   | 1.128      | 6.034     | 1.543  |
Table 10. Average runtimes of TPC-H queries for SF-30, shown in seconds.

| SF-30 | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG_tg |
|-------|------|--------|-----------|--------|------------|-----------|--------|
| q1    | 24.324 | 7.196  | 3.191     | 4.667  | 4.55       | 6.322     | 12.762 |
| q2    | 9.531  | 1.596  | 0.69      | 0.772  | 0.878      | 10.476    | 0.263  |
| q3    | 7.758  | 2.019  | 1.124     | 5.826  | 5.566      | 11.254    | 1.882  |
| q4    | 3.194  | 2.664  | 0.653     | 1.632  | 1.923      | 7.200     | 0.779  |
| q5    | 23.511 | 7.203  | 3.918     | 1.284  | 2.101      | 14.015    | 2.035  |
| q6    | 4.496  | 1.237  | 0.331     | 1.921  | 1.939      | 0.884     | 0.768  |
| q7    | 10.533 | 2.86   | 1.638     | 5.982  | 1.954      | 14.463    | 2.985  |
| q8    | 3.429  | 2.721  | 1.096     | 1.313  | 18.138     | 17.757    | 1.125  |
| q9    | 12.076 | 8.325  | 4.497     | 2.797  | 3.248      | 23.612    | 6.685  |
| q10   | 12.632 | 2.409  | 1.567     | 4.684  | 5.014      | 12.916    | 1.912  |
| q11   | 2.876  | 1.621  | 0.4       | 1.455  | 1.674      | 2.207     | 0.287  |
| q12   | 5.765  | 2.974  | 1.292     | 2.206  | 2.272      | 4.959     | 2.588  |
| q13   | 48.756 | 6.089  | 1.967     | 2.759  | 2.59       | 9.560     | 3.649  |
| q14   | 5.455  | 2.041  | 0.539     | 2.019  | 1.887      | 2.576     | 1.479  |
| q15   | 13.778 | 1.852  | 0.654     | 2.007  | 1.976      | 5.706     | 1.64   |
| q16   | 18.778 | 2.748  | 0.601     | 1.925  | 1.962      | 13.927    | 1.338  |
| q17   | 37.868 | 0.293  | 0.404     | 0.32   | 0.326      | 20.440    | 0.236  |
| q18   | 87.599 | 3.751  | 1.862     | 8.28   | 3.796      | 18.300    | 5.909  |
| q19   | 0.844  | 0.28   | 0.604     | 1.691  | 1.585      | 4.380     | 0.345  |
| q20   | 13.172 | 2.782  | 1.456     | 0.434  | 0.627      | 11.601    | 0.428  |
| q21   | 10.927 | 14.656 | 3.515     | 4.574  | 6.018      | 30.940    | 3.229  |
| q22   | 1.63   | 1.549  | 0.579     | 0.643  | 0.721      | 5.449     | 1.027  |
Table 11. Average runtimes of TPC-DS queries for SF-75, shown in seconds. '-' indicates timeout.

| SF-75 | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG_tg |
|-------|------|--------|-----------|--------|------------|-----------|--------|
| **No agg** | | | | | | | |
| q37   | 0.152 | 1.099  | 0.76      | 0.104  | 0.097      | 4.030     | 0.042  |
| q82   | 0.262 | 1.083  | 0.648     | 0.198  | 0.111      | 6.583     | 0.04   |
| q84   | 0.172 | 0.238  | 0.302     | 0.221  | 0.112      | 2.996     | 0.075  |
| **Local** | | | | | | | |
| q12   | 2.655 | 0.982  | 0.64      | 1.59   | 1.394      | 2.660     | 0.21   |
| q15   | 5.185 | 5.269  | 5.098     | 0.793  | 0.896      | 18.637    | 0.72   |
| q20   | 2.667 | 1.187  | 0.807     | 2.063  | 1.802      | 2.351     | 0.275  |
| q26   | 7.403 | 9.876  | 1.094     | 1.099  | 1.384      | 11.439    | 0.416  |
| q33   | 10.932| 3.814  | 4.79      | 2.482  | 2.978      | 5.694     | 0.83   |
| q50   | 1.603 | 2.349  | 1.031     | 9.975  | 104.676    | 16.093    | 0.205  |
| q56   | 13.93 | 3.393  | 5.181     | 1.658  | 6.798      | 5.252     | 0.451  |
| q58   | 8.419 | 4.027  | 3.402     | 9.492  | 5.486      | 5.654     | 1.244  |
| q6    | -     | 4.222  | 2.246     | 1.388  | 0.87       | 18.570    | 0.506  |
| q60   | 41.354| 7.214  | 7.489     | 3.129  | 3.452      | 6.035     | 0.916  |
| q7    | 7.457 | 13.076 | 1.339     | 2.072  | 2.273      | 20.057    | 0.747  |
| q83   | 1.711 | 1.609  | 1.564     | 1.406  | 1.029      | 2.930     | 0.343  |
| q85   | 1.075 | 10.367 | 6.48      | 0.309  | 0.44       | 15.469    | 0.525  |
| q93   | 2.84  | 3.438  | 1.294     | 1.928  | 2.451      | 25.891    | 0.548  |
| q98   | 6.548 | 1.495  | 1.504     | 3.478  | 2.391      | 3.748     | 0.44   |
| **Global** | | | | | | | |
| q1    | -     | 1.472  | 3.624     | 2.886  | 2.944      | 6.349     | 1.166  |
| q10   | 160.266| 2.869 | 141.506   | 1.609  | 2.137      | 9.933     | 1.259  |
| q11   | 271.844| 14.973| 15.694    | 129.402| 77.981     | 48.232    | 5.915  |
| q13   | 10.228| 24.008 | 1.03      | 1.601  | 15.121     | 20.903    | 1.823  |
| q16   | 10.086| 1.709  | 0.634     | 0.602  | 1.2        | 17.087    | 0.322  |
| q18   | 5.964 | 10.036 | 0.889     | 10.189 | 5.857      | 26.622    | 1.933  |
| q19   | 8.07  | 6.686  | 12.399    | 0.384  | 0.852      | 9.526     | 0.458  |
| q2    | 13.72 | 11.702 | 76.122    | 1087.691| 611.463    | 3.518     | 5.796  |
| q21   | 3.46  | 1.188  | 2.968     | 0.262  | 0.817      | 2.205     | 0.38   |
| q22   | 54.294| 5.026  | 7.466     | 3.408  | 2.943      | 7.041     | 3.551  |
| q25   | 60.378| 25.734 | 80.496    | 1.026  | 1.647      | 33.376    | 1.694  |
| q27   | 6.207 | 19.72  | 0.641     | 2.866  | 2.223      | 16.487    | 0.448  |
| q28   | 38.98 | 10.951 | 2.404     | 11.817 | 13.927     | 16.517    | 4.706  |
| q29   | 167.368| 14.195| 423.08    | 1.793  | 4.547      | 32.697    | 3.27   |
| q3    | 0.531 | 0.36   | 0.422     | 0.643  | 9.855      | 1.918     | 0.113  |
| q30   | -     | 2.454  | 1.275     | 3.027  | 3.139      | 10.415    | 2.288  |
| q31   | 75.378| 351.083| 3.106     | 7.126  | 6.662      | 32.233    | 6.48   |
| q32   | 8.189 | 1.496  | 0.241     | 0.062  | 0.11       | 2.505     | 0.047  |
| q34   | 5.654 | 6.393  | 0.64      | 10.163 | 11.604     | 4.778     | 0.957  |
| q35   | 167.368| 14.195| 423.08    | 4.261  | 4.854      | 15.555    | 4.451  |
| q38   | 43.495| 27.635 | 6.571     | 25.019 | 25.382     | 29.439    | 13.393 |
| q4    | 423.597| 29.484| 31.653    | 30.153 | 23.636     | 68.368    | 7.199  |
| q40   | 1.794 | 3.107  | 1.441     | 0.908  | 1.135      | 12.159    | 0.406  |
| q41   | 33.596| 20.98  | 4.997     | 0.067  | 0.065      | 0.705     | 0.034  |
| q42   | 7.501 | 5.602  | 4.147     | 0.195  | 0.615      | 1.650     | 0.231  |
| Global | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG tg |
|--------|------|--------|----------|--------|------------|-----------|--------|
| q43    | 8.95 | 20.518 | 1.321    | 1.991  | 2.059      | 2.399     | 3.059  |
| q45    | 3.983| 14.918 | 19.577   | 2.202  | 2.29       | 12.164    | 0.234  |
| q46    | 8.389| 9.043  | 1.696    | 3.375  | 3.292      | 11.247    | 3.025  |
| q48    | 12.489| 15.459 | 1.12     | 7.426  | 1.662      | 17.199    | 2.013  |
| q5     | 13.979| 5.446  | 54.648   | 2.601  | 3.412      | 12.415    | 1.799  |
| q52    | 7.519| 5.64   | 4.204    | 0.204  | 0.619      | 2.687     | 0.235  |
| q53    | 7.941| 26.187 | 0.526    | 0.451  | 1.944      | 3.647     | 0.408  |
| q54    | 9.098| 2.208  | 1.078    | 0.512  | 0.94       | 18.453    | 0.373  |
| q55    | 7.403| 5.578  | 0.509    | 0.182  | 0.589      | 2.332     | 0.237  |
| q59    | 20.752| 10.631| 104.366  | 62.341 | 7.613      | 12.277    |         |
| q61    | 12.933| 9.018  | 10.891   | 1.654  | 3.187      | 8.931     | 0.904  |
| q62    | 5.607| 4.389  | 1.839    | 0.889  | 0.969      | 1.832     | 2.054  |
| q63    | 7.46 | 25.985 | 1.066    | 0.492  | 1.964      | 3.245     | 0.421  |
| q64    | 26.481| 83.091 | 35.321   | 1.832  | 1.166      | 96.376    | 0.486  |
| q65    | 68.203| 40.251 | 55.334   | 5.481  | 6.224      | 15.582    | 21.521 |
| q66    | 9.501| 19.555 | 5.611    | 0.985  | 1.37       | 4.501     | 5.779  |
| q68    | 5.94 | 2.495  | 1.834    | 3.502  | 3.189      | 8.100     | 0.987  |
| q69    | 10.711| 6.1    | 8.028    | 2.718  | 3.764      | 9.208     | 1.317  |
| q71    | 7.89 | 19.7   | 3.481    | 2.591  | 4.227      | 4.926     | 0.519  |
| q72    | 481.037| 383.643| 15.244   | 107.632| 3.081      | 720.699   | 5.255  |
| q73    | 5.389| 6.81   | 2.351    | 10.548 | 12.209     | 4.343     | 0.488  |
| q74    | 77.386| 38.253 | 17.163   | 9.58   | 9.071      | 41.598    | 5.877  |
| q75    | 55.783| 20.08  | 23.736   | 8.645  | 12.841     | 38.134    | 5.879  |
| q76    | 21.303| 6.684  | 13.049   | 4.831  | 5.572      | 42.175    | 2.727  |
| q77    | 12.032| 2.678  | 0.979    | 3.921  | 4.265      | 5.041     | 6.971  |
| q78    | 147.275| 38.245 | 22.17    | 129.092| 1800       | 51.435    | 88.077 |
| q79    | 9.404| 4.775  | 1.134    | 3.483  | 3.26       | 8.348     | 3.122  |
| q80    | 11.183| 5.56   | 12.025   | 1.478  | 2.058      | 55.808    | 0.823  |
| q81    | 7.89 | 19.7   | 3.481    | 2.591  | 4.227      | 4.926     | 0.519  |
| q82    | 45.269| 26.189 | 6.482    | 23.403 | 26.631     | 30.250    | 21.003 |
| q83    | 40.306| 9.754  | 14.861   | 62.63  | 64.169     | 11.595    | 2.15   |
| q84    | 8.035| 17.359 | 0.62     | 2.832  | 3.268      | 4.256     | 0.899  |
| q85    | 44.057| 11.869 | 4.859    | 150.894| 180.346    | 5.237     | 24.346 |
| q86    | 4.012| 2.618  | 1.235    | 6.098  | 6.421      | 1.297     | 0.177  |
| q87    | 0.985| 1.148  | 4.873    | 0.339  | 0.318      | 3.476     | 0.394  |
| q88    | 15.466| 1.503  | 0.226    | 0.097  | 0.144      | 2.517     | 0.051  |
| q89    | 0.999| 1.299  | 0.935    | 0.312  | 0.434      | 9.317     | 0.185  |
| q90    | 1.13 | 253.353| 225.38   | 0.772  | 5.484      | 45.186    | 0.187  |
| q91    | 5.242| 0.705  | 0.366    | 4.114  | 4.115      | 1.558     | 0.206  |
| q92    | 65.115| 19.591 | 3.951    | 5.816  | 6.513      | 11.305    | 46.187 |
| q93    | 18.735| 26.544 | 2.155    | 38.532 | 1.567      | 2.260     | 3.415  |
Table 12. Average runtimes of TPC-DS queries for SF-50, shown in seconds. '-' indicates timeout.

| SF-50 | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG tg |
|-------|------|--------|----------|--------|------------|-----------|-------|
| No agg |      |        |          |        |            |           |       |
| q37   | 0.14 | 0.114  | 1.813    | 0.125  | 0.088      | 2.769     | 0.22  |
| q82   | 0.223| 0.11   | 0.138    | 0.154  | 0.1        | 4.304     | 0.024 |
| q84   | 0.133| 1.311  | 0.285    | 0.105  | 0.12       | 2.370     | 0.038 |
| Local |      |        |          |        |            |           |       |
| q12   | 1.922| 0.651  | 0.499    | 1.367  | 1.294      | 2.573     | 0.109 |
| q15   | 3.539| 3.396  | 2.912    | 0.522  | 0.704      | 6.799     | 0.467 |
| q20   | 1.7  | 0.78   | 0.622    | 1.708  | 1.508      | 1.793     | 0.151 |
| q26   | 5.191| 6.53   | 0.991    | 0.878  | 1.063      | 8.533     | 0.304 |
| q33   | 8.449| 2.507  | 4.848    | 1.546  | 2.061      | 4.586     | 0.51  |
| q50   | 1.173| 1.511  | 0.791    | 8.644  | 21.047     | 11.808    | 0.129 |
| q56   | 9.092| 2.638  | 4.168    | 1.318  | 3.49       | 4.165     | 0.327 |
| q6    | 1008.831| 2.721| 1.095    | 0.92   | 0.637      | 10.987    | 0.296 |
| q60   | 28.132| 4.712 | 7.09     | 2.229  | 5.364      | 5.004     | 0.586 |
| Global|      |        |          |        |            |           |       |
| q1    | 105.767| 5.136 | 5.136    | 0.998  | 1.405      | 10.916    | 0.843 |
| q10   | 389.469| 10.196| 10.603   | 12.217 | 10.089     | 37.961    | 4.507 |
| q11   | 7.622 | 16.234| 0.815    | 0.789  | 1.157      | 6.449     | 1.29  |
| q13   | 8.471 | 6.304 | 0.534    | 0.815  | 1.2        | 11.683    | 0.294 |
| q16   | 5.211 | 8.655 | 1.482    | 1.213  | 1.626      | 12.366    | 0.495 |
| q19   | 1.175 | 1.087 | 1.476    | 0.951  | 0.633      | 2.841     | 0.198 |
| q22   | 10.656| 10.48 | 50.59    | 715.22 | 506.824    | 2.941     | 3.877 |
| q21   | 2.101 | 0.735 | 1.881    | 0.138  | 0.484      | 1.826     | 0.227 |
| q22   | 32.622| 2.334 | 21.817   | 2.865  | 2.43       | 4.796     | 2.307 |
| q25   | 40.824| 11.978| 58.443   | 0.681  | 1.114      | 23.645    | 1.154 |
| q27   | 4.967 | 9.643 | 0.554    | 1.838  | 1.761      | 12.257    | 0.428 |
| q28   | 28.551| 9.674 | 1.86     | 10.301 | 9.002      | 13.005    | 3.296 |
| q29   | 29.627| 6.63  | 57.695   | 1.03   | 2.715      | 23.427    | 2.138 |
| q3    | 5.632 | 4.369 | 10.12    | 0.192  | 0.564      | 3.975     | 0.28  |
| q30   | 10.656| 10.48 | 50.59    | 715.22 | 506.824    | 2.941     | 3.877 |
| q31   | 2.101 | 0.735 | 1.881    | 0.138  | 0.484      | 1.826     | 0.227 |
| q32   | 32.622| 2.334 | 21.817   | 2.865  | 2.43       | 4.796     | 2.307 |
| q33   | 40.824| 11.978| 58.443   | 0.681  | 1.114      | 23.645    | 1.154 |
| q34   | 4.967 | 9.643 | 0.554    | 1.838  | 1.761      | 12.257    | 0.428 |
| q35   | 28.551| 9.674 | 1.86     | 10.301 | 9.002      | 13.005    | 3.296 |
| q36   | 29.627| 6.63  | 57.695   | 1.03   | 2.715      | 23.427    | 2.138 |
| q37   | 5.632 | 4.369 | 10.12    | 0.192  | 0.564      | 3.975     | 0.28  |
| SF-50 | psql | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG_tg |
|-------|------|--------|-----------|--------|------------|------------|--------|
| Global |      |        |           |        |            |            |        |
| q43   | 5.608 | 13.087 | 1.012     | 1.57   | 1.251      | 1.754      | 1.657  |
| q45   | 2.766 | 9.558  | 8.194     | 2.044  | 2.175      | 4.742      | 0.157  |
| q46   | 6.878 | 6.122  | 1.601     | 3.107  | 2.787      | 7.070      | 2.749  |
| q48   | 8.718 | 10.597 | 0.859     | 4.791  | 1.146      | 11.115     | 1.453  |
| q5    | 10.071| 3.581  | 49.81     | 1.954  | 2.382      | 9.743      | 1.239  |
| q52   | 5.196 | 3.717  | 9.264     | 0.161  | 0.46       | 1.521      | 0.148  |
| q53   | 5.187 | 8.983  | 18.015    | 0.341  | 1.334      | 2.642      | 0.259  |
| q54   | 4.615 | 1.826  | 1.058     | 2.054  | 0.504      | 14.970     | 0.259  |
| q55   | 5.187 | 8.732  | 1.141     | 0.445  | 1.469      | 1.196      | 0.149  |
| q59   | 14.057| 9.989  | 68.728    | 67.671 | 42.468     | 5.183      | 6.943  |
| q61   | 8.875 | 7.407  | 9.442     | 1.173  | 2.2        | 3.796      | 0.608  |
| q62   | 4.155 | 3.843  | 1.418     | 0.627  | 0.709      | 1.666      | 1.612  |
| q63   | 5.181 | 9.067  | 1.088     | 0.337  | 1.327      | 2.713      | 0.268  |
| q64   | 15.916| 56.276 | 28.783    | 11.464 | 0.909      | 74.345     | 0.262  |
| q65   | 40.809| 26.656 | 39.847    | 4.158  | 4.235      | 9.887      | 15.415 |
| q66   | 6.877 | 12.932 | 1.446     | 0.678  | 0.927      | 3.651      | 3.978  |
| q68   | 5.315 | 1.766  | 1.868     | 2.977  | 2.946      | 5.684      | 0.802  |
| q69   | 8.388 | 8.723  | 3.744     | 1.619  | 2.563      | 6.849      | 0.883  |
| q71   | 5.655 | 12.345 | 4.924     | 1.421  | 2.61       | 5.352      | 0.343  |
| q72   | 267.092| 302.811| 9.253     | 67.715 | 2.412      | 385.094    | 3.177  |
| q73   | 4.081 | 4.481  | 2.1       | 5.56   | 7.516      | 3.246      | 0.363  |
| q74   | 53.194| 24.936 | 12.203    | 7.515  | 7.349      | 35.253     | 4.426  |
| q75   | 37.854| 16.94  | 27.026    | 7.381  | 9.726      | 33.242     | 4.13   |
| q76   | 13.273| 2.384  | 0.884     | 4.25   | 3.67       | 4.219      | 4.784  |
| q77   | 8.821 | 4.556  | 4.573     | 3.015  | 3.796      | 41.587     | 1.852  |
| q78   | 97.621| 24.382 | 438.703   | 73.209 | 1800       | 37.770     | 62.845 |
| q79   | 6.928 | 3.114  | 1.006     | 2.733  | 2.854      | 6.167      | 2.059  |
| q80   | 8.529 | 3.947  | 4.056     | 1.146  | 1.685      | 37.233     | 0.538  |
| q81   | -     | 2.725  | 1.549     | 3.394  | 3.315      | 7.381      | 3.225  |
| q87   | 33.921| 18.041 | 4.563     | 18.619 | 14.151     | 25.344     | 13.268 |
| q88   | 29.72 | 6.568  | 11.082    | 42.905 | 44.771     | 8.327      | 2.007  |
| q89   | 5.97  | 11.326 | 0.544     | 2.566  | 2.872      | 3.439      | 0.602  |
| q9    | 32.098| 11.57  | 3.265     | 98.645 | 120.14     | 3.590      | 16.243 |
| q90   | 3.238 | 2.277  | 1.415     | 4.221  | 4.174      | 0.733      | 0.1    |
| q91   | 0.544 | 0.682  | 3.107     | 0.227  | 0.244      | 3.077      | 0.265  |
| q92   | 11.687| 1.041  | 0.762     | 0.084  | 0.125      | 2.351      | 0.029  |
| q94   | 82.474| 4.237  | 0.734     | 0.449  | 0.629      | 10.061     | 0.112  |
| q95   | 285.042| 221.278| 207.533   | 0.897  | 4.827      | 31.071     | 0.121  |
| q96   | 4.285 | 0.582  | 0.367     | 2.907  | 3.031      | 1.187      | 0.129  |
| q97   | 43.776| 13.519 | 2.793     | 4.441  | 4.475      | 8.061      | 29.995 |
| q99   | 11.734| 17.683 | 1.295     | 29.305 | 1.185      | 1.808      | 2.494  |
Table 13. Average runtimes of TPC-DS queries for SF-30, shown in seconds. "-" indicates timeout.

| SF-30 | psql  | rdbmsX | rdbmsX_im | rdbmsY | rdbmsY_non | spark_sql | TAG_tg |
|-------|-------|--------|-----------|--------|------------|-----------|--------|
| No agg |       |        |           |        |            |           |        |
| q37   | 0.139 | 0.435  | 0.519     | 0.064  | 0.084      | 2.927     | 0.031  |
| q82   | 0.218 | 0.437  | 0.627     | 0.127  | 0.095      | 3.805     | 0.03   |
| q84   | 0.107 | 0.135  | 0.087     | 0.097  | 0.098      | 2.698     | 0.043  |
| Local |       |        |           |        |            |           |        |
| q12   | 1.332 | 0.415  | 0.366     | 0.831  | 1.072      | 2.302     | 0.101  |
| q15   | 1.181 | 2.134  | 3.284     | 0.333  | 0.397      | 2.544     | 0.358  |
| q20   | 0.951 | 0.502  | 0.469     | 1.053  | 0.906      | 1.556     | 0.153  |
| q26   | 3.402 | 4.339  | 0.885     | 0.946  | 0.868      | 7.005     | 0.288  |
| q33   | 6.363 | 1.722  | 1.659     | 0.881  | 1.24       | 3.809     | 0.362  |
| q50   | 0.776 | 3.085  | 0.562     | 3.719  | 7.163      | 8.254     | 0.106  |
| q56   | 7.385 | 1.544  | 3.095     | 0.824  | 2.926      | 3.056     | 0.227  |
| q6    | 404.794 | 1.782 | 1.276     | 0.622  | 0.444      | 8.555     | 0.23   |
| q60   | 28.966 | 3.128 | 2.652     | 1.409  | 4.272      | 4.173     | 0.407  |
| q7    | 8.821 | 10.135 | 1.009     | 1.132  | 1.124      | 8.747     | 0.414  |
| q83   | 0.791 | 0.834  | 1.133     | 0.606  | 0.433      | 2.596     | 0.176  |
| q85   | 0.542 | 6.862  | 6.856     | 0.331  | 0.225      | 10.301    | 0.245  |
| q93   | 1.325 | 2.044  | 0.789     | 1.033  | 1.19       | 12.493    | 0.233  |
| q98   | 3.365 | 1.317  | 0.768     | 1.548  | 1.04       | 2.382     | 0.225  |
| Global |       |        |           |        |            |           |        |
| q1    | 16.643 | 9.584 | 3.198     | 1.798  | 2.585      | 2.05      | 2.866  | 1.08   |
| q10   | 28.966 | 1.161 | 1.161     | 0.776  | 0.924      | 7.046     | 0.549  |
| q11   | 121.786 | 6.847 | 7.11      | 4.501  | 6.467      | 35.531    | 2.682  |
| q13   | 5.248 | 12.131 | 0.656   | 0.511  | 0.726      | 5.098     | 0.849  |
| q16   | 4.422 | 1.555  | 0.423     | 0.29   | 0.387      | 8.312     | 0.162  |
| q18   | 2.649 | 5.328  | 0.544     | 8.656  | 3.979      | 11.871    | 0.906  |
| q19   | 3.925 | 2.907  | 3.016     | 0.158  | 0.417      | 2.790     | 0.23   |
| q2    | 6.454 | 12.788 | 30.659   | 416.564 | 245.003   | 2.490     | 2.485  |
| q21   | 1.358 | 0.545  | 0.258     | 0.117  | 0.292      | 1.509     | 0.169  |
| q22   | 16.843 | 1.42  | 1.798     | 2.585  | 2.05       | 2.866     | 1.08   |
| q25   | 25.259 | 10.811 | 8.265    | 0.968  | 0.714      | 17.103    | 0.706  |
| q27   | 8.341 | 7.97   | 0.485     | 1.082  | 1.293      | 9.169     | 0.374  |
| q28   | 18.774 | 11.785 | 1.51     | 4.648  | 5.477      | 10.957    | 2.093  |
| q29   | 18.458 | 4.158  | 9.639     | 0.631  | 1.612      | 16.534    | 1.309  |
| q3    | 0.618 | 0.293  | 0.436     | 0.318  | 4.08       | 1.444     | 0.062  |
| q30   | 1.1   | 0.512  | 0.965     | 0.994  | 4.672      | 0.994     |        |
| q31   | 43.721 | 14.295 | 2.067    | 3.221  | 2.752      | 9.884     | 2.881  |
| q32   | 2.562 | 0.686  | 0.691     | 0.048  | 0.084      | 1.850     | 0.04   |
| q34   | 3.111 | 8.945  | 0.494     | 3.607  | 4.995      | 2.690     | 0.527  |
| q35   | 68.382 | 8.411  | 8.411     | 3.074  | 3.014      | 10.181    | 1.848  |
| q38   | 20.234 | 20.209 | 18.526   | 11.616 | 15.041    | 23.185    | 4.755  |
| q4    | 295.914 | 11.465 | 14.386   | 7.594  | 5.875      | 50.008    | 3.358  |
| q40   | 0.8   | 0.835  | 0.797     | 0.34   | 0.515      | 6.695     | 0.178  |
| q41   | 6.399 | 3.829  | 1.053     | 0.061  | 0.048      | 0.658     | 0.024  |
| q42   | 3.576 | 2.444  | 1.798     | 0.124  | 0.341      | 0.994     | 0.136  |
| SF-30 | psql   | rdbsmX | rdbsmX_im | rdbsmY | rdbsmY_non | spark_sql | TAG tg |
|-------|--------|--------|-----------|--------|------------|-----------|-------|
| Global |        |        |           |        |            |           |       |
| q43   | 4.358  | 16.057 | 0.64      | 0.816  | 0.844      | 1.536     | 1.336 |
| q45   | 2.043  | 5.561  | 6.599     | 1.927  | 2.05       | 1.931     | 0.135 |
| q46   | 5.262  | 3.474  | 1.335     | 2.941  | 2.461      | 6.147     | 2.162 |
| q48   | 6.132  | 11.558 | 0.641     | 2.751  | 0.72       | 8.162     | 0.919 |
| q5    | 6.753  | 2.35   | 5.632     | 1.328  | 1.595      | 8.133     | 0.788 |
| q52   | 3.489  | 2.442  | 1.189     | 0.127  | 0.343      | 1.219     | 0.129 |
| q53   | 2.043  | 5.561  | 6.599     | 2.751  | 0.72       | 8.162     | 0.919 |
| q54   | 7.48   | 11.558 | 0.641     | 2.751  | 0.72       | 8.162     | 0.919 |
| q55   | 6.132  | 11.558 | 0.641     | 2.751  | 0.72       | 8.162     | 0.919 |
| q59   | 10.434 | 10.804 | 41.368    | 29.244 | 20.372     | 3.514     | 3.751 |
| q61   | 6.456  | 4.724  | 1.902     | 0.924  | 1.344      | 2.966     | 0.387 |
| q62   | 5.035  | 9.103  | 1.26      | 0.444  | 0.593      | 3.350     | 2.284 |
| q66   | 3.995  | 3.829  | 1.02      | 0.455  | 0.495      | 1.556     | 1.252 |
| q69   | 4.231  | 10.575 | 1.157     | 0.251  | 0.866      | 2.132     | 0.219 |
| q71   | 3.59   | 7.635  | 6.66      | 0.743  | 1.545      | 2.934     | 0.271 |
| q72   | 137.274| 141.506| 263.523   | 34.848 | 1.355      | 186.784   | 1.895 |
| q73   | 2.863  | 2.962  | 1.635     | 4.615  | 5.23       | 2.388     | 0.266 |
| q74   | 32.314 | 28.971 | 9.192     | 5.578  | 5.154      | 31.639    | 2.643 |
| q75   | 22.656 | 19.008 | 34.115    | 4.453  | 9.196      | 36.071    | 2.659 |
| q76   | 8.305  | 2.953  | 0.632     | 3.733  | 3.217      | 3.004     | 3.013 |
| q77   | 7.293  | 3.734  | 2.692     | 1.836  | 2.311      | 39.645    | 1.304 |
| q78   | 60.905 | 26.285 | 137.676   | 38.21  | -          | 28.664    | 36.226 |
| q79   | 4.951  | 1.735  | 0.761     | 2.805  | 2.326      | 6.096     | 1.213 |
| q80   | 5.761  | 2.715  | 2.652     | 0.953  | 1.424      | 24.491    | 0.394 |
| q81   | 1     | 1.815  | 0.896     | 2.993  | 2.914      | 8.154     | 1.654 |
| q87   | 21.146 | 20.015 | 29.985    | 11.95  | 9.844      | 25.391    | 7.321 |
| q88   | 20.88  | 7.38   | 14.457    | 34.547 | 35.363     | 5.451     | 1.18  |
| q89   | 4.27   | 8.866  | 0.417     | 2.493  | 2.314      | 2.447     | 0.424 |
| q9    | 22.283 | 15.194 | 1.965     | 59.365 | 72.236     | 3.153     | 10.167|
| q90   | 2.364  | 2.2    | 1.141     | 2.565  | 2.601      | 0.584     | 0.081 |
| q91   | 0.355  | 0.923  | 2         | 0.164  | 0.196      | 1.792     | 0.156 |
| q92   | 0.26   | 0.719  | 0.515     | 0.072  | 0.109      | 2.204     | 0.039 |
| q94   | 28.937 | 3.022  | 0.574     | 0.309  | 0.4        | 5.289     | 0.106 |
| q95   | 167.191| 149.283| 270.236   | 0.6     | 3.721      | 19.409    | 0.11  |
| q96   | 2.812  | 0.578  | 0.309     | 2.32   | 2.441      | 0.952     | 0.12  |
| q97   | 25.644 | 14.586 | 20.658    | 3.221  | 3.435      | 5.690     | 16.585|
| q99   | 7.937  | 16.086 | 1.442     | 20.487 | 0.621      | 1.378     | 1.753|
Table 14. Aggregate time in seconds

|          | TPC-H (TPC-DS) |          |          |
|----------|----------------|----------|----------|
|          | SF-30          | SF-50    | SF-75    |
| psql     | 358.9 (7275.7) | 592.6 (8789.3) | 796.2 (10094.3) |
| rdbmsX   | 78.6 (842.6)   | 88.8 (1357.7) | 104.1 (1888.6) |
| rdbmsX_im| 32.5 (1065.7)  | 52.2 (1317.1) | 74.5 (1611.2)  |
| rdbmsY   | 59.2 (787.1)   | 80.4 (1328.2) | 132.7 (2117.7) |
| rdbmsY_non| 70.7 (2349.6) | 87.6 (2780.8) | 139.8 (3230.9) |
| spark_sql| 248.9 (906.4)  | 391.5 (1282.2) | 572.9 (1955.2) |
| TAG_tg   | 53.4 (149.1)   | 85.1 (246.3)  | 121.3 (357.3)  |

Table 15. Size of the RDBMS-X in-memory column store segments, as well as original data size, shown in GB.

|          | data size | in-memory size |
|----------|-----------|----------------|
| TPC-H SF-30 | 36        | 24             |
| SF-50    | 59        | 42             |
| SF-75    | 89        | 63             |
| TPC-DS SF-30 | 23        | 16             |
| SF-50    | 38        | 26             |
| SF-75    | 57        | 40             |

Table 16. Average runtimes of TPC-H queries for SF-75 in a cluster setting, shown in seconds.

|          | spark_sql | TAG_tg |
|----------|-----------|--------|
| q1       | 4.79      | 4.97   |
| q2       | 8.76      | 3.44   |
| q3       | 6.91      | 4.12   |
| q4       | 4.96      | 2.09   |
| q6       | 0.88      | 2.23   |
| q8       | 11.16     | 4.21   |
| q9       | 14.90     | 10.17  |
| q10      | 12.92     | 3.12   |
| q11      | 4.30      | 1.35   |
| q12      | 3.60      | 3.55   |
| q13      | 8.45      | 11.67  |
| q14      | 1.59      | 1.86   |
| q15      | 3.40      | 1.74   |
| q16      | 16.54     | 1.85   |
| q17      | 16.82     | 0.97   |
| q18      | 12.39     | 13.49  |
| q19      | 3.18      | 0.75   |
| q20      | 3.90      | 2.41   |
| q21      | 18.37     | 6.30   |
| q22      | 2.42      | 0.91   |
Table 17. Average runtimes of TPC-DS queries for SF-75 in a cluster setting, shown in seconds.

| SF-75 | spark_sql | TAG_tg |
|-------|-----------|--------|
| **No agg** | | |
| q37  | 1.345 | 0.387 |
| q82  | 2.195 | 0.398 |
| q84  | 1.038 | 0.722 |
| **Local** | | |
| q12  | 1.463 | 1.323 |
| q15  | 4.970 | 2.333 |
| q20  | 1.048 | 1.690 |
| q26  | 3.262 | 1.395 |
| q33  | 2.120 | 1.544 |
| q50  | 5.370 | 0.972 |
| q56  | 1.738 | 1.769 |
| q58  | 3.074 | 3.616 |
| q6   | 4.449 | 2.285 |
| q60  | 1.659 | 2.006 |
| q7   | 5.219 | 1.380 |
| q83  | 1.612 | 0.986 |
| q85  | 4.314 | 2.216 |
| q93  | 8.760 | 1.154 |
| q98  | 1.304 | 1.762 |
| **Global** | | |
| q1   | 2.144 | 2.324 |
| q10  | 9.444 | 3.693 |
| q11  | 15.344 | 6.731 |
| q13  | 6.917 | 2.164 |
| q16  | 5.496 | 1.671 |
| q18  | 6.665 | 4.745 |
| q19  | 2.563 | 3.448 |
| q2   | 1.543 | 5.338 |
| q21  | 1.020 | 1.006 |
| q22  | 3.930 | 3.086 |
| q25  | 10.814 | 11.810 |
| q27  | 4.987 | 1.249 |
| q28  | 4.097 | 1.332 |
| q29  | 10.355 | 8.477 |
| q3   | 0.660 | 0.756 |
| q30  | 2.531 | 5.327 |
| q31  | 6.211 | 5.147 |
| q32  | 1.032 | 0.892 |
| q34  | 1.331 | 1.783 |
| q35  | 5.571 | 7.067 |
| q38  | 6.467 | 13.733 |
| q4   | 16.327 | 7.832 |
| q40  | 3.579 | 2.184 |
| q41  | 0.461 | 0.209 |
| q42  | 0.689 | 1.160 |
| SF-75 | spark_sql | TAG_tg |
|-------|-----------|--------|
| **Global** |          |        |
| q43   | 1.029     | 3.002  |
| q45   | 3.431     | 2.428  |
| q46   | 2.478     | 5.212  |
| q48   | 5.186     | 4.398  |
| q5    | 4.708     | 4.771  |
| q52   | 0.906     | 1.065  |
| q53   | 1.398     | 1.598  |
| q54   | 5.429     | 3.182  |
| q55   | 0.623     | 1.162  |
| q59   | 2.485     | 39.986 |
| q61   | 2.779     | 1.376  |
| q62   | 1.025     | 6.380  |
| q63   | 1.030     | 1.516  |
| q64   | 23.212    | 4.824  |
| q65   | 4.138     | 12.880 |
| q66   | 2.488     | 4.165  |
| q68   | 2.418     | 3.114  |
| q69   | 2.443     | 3.462  |
| q71   | 1.592     | 2.220  |
| q72   | 213.122   | 21.935 |
| q73   | 1.142     | 1.219  |
| q74   | 10.398    | 6.625  |
| q75   | 8.366     | 6.936  |
| q76   | 1.856     | 2.570  |
| q77   | 15.470    | 4.181  |
| q78   | 15.553    | 50.814 |
| q79   | 2.428     | 4.466  |
| q80   | 15.490    | 3.998  |
| q81   | 3.103     | 9.445  |
| q87   | 6.761     | 13.436 |
| q88   | 3.543     | 1.956  |
| q89   | 1.428     | 1.813  |
| q9    | 2.115     | 4.877  |
| q90   | 0.520     | 0.527  |
| q91   | 1.135     | 0.599  |
| q92   | 1.175     | 0.893  |
| q94   | 2.838     | 1.570  |
| q95   | 14.256    | 1.768  |
| q96   | 0.435     | 0.617  |
| q97   | 3.821     | 14.909 |
| q99   | 1.075     | 13.591 |