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Spearheaded by the recent efforts to derive stochastic geophysical fluid dynamics models, we present a general framework for introducing stochasticity into variational principles through the concept of a semi-martingale driven variational principle and constraining the component variables to be compatible with the driving semi-martingale. Within this framework and the corresponding choice of constraints, the Euler–Poincaré equation can be easily deduced. We show that the deterministic theory is a special case of this class of stochastic variational principles. Moreover, this is a natural framework that enables us to correctly characterize the pressure term in incompressible stochastic fluid models. Other general constraints can also be incorporated as long as they are compatible with the driving semi-martingale.

1. Introduction

The characterization of the dynamics of a physical system as a variational problem using the principle of stationary action is a classical problem that has received an enormous amount of attention. If we wish to explain a physical system by using a stochastic model, adding stochasticity at the level of the Lagrangian (the integrand of the action integral) has the benefit of preserving desirable qualities that the corresponding deterministic model may have; see [1–3]. Motivated by the recent efforts to derive and study stochastic fluid models [1,4–10], and guided by the tools of stochastic analysis, the purpose of this paper is to introduce a rigorous theoretical framework for adding stochasticity into a system through Hamilton’s principle. This is achieved through a judicious choice of the class of models involved in Hamilton’s principle. Lagrange multipliers may be used to constrain a physical model to behave in a certain way, as observed in the physical system of choice, e.g. incompressibility, the evolution of the advected quantities, restriction of...
motion to evolve on a given manifold, etc. These too can be chosen to be stochastic. Finally, the action function appearing in Hamilton’s principle can be defined as an integral with respect to a given measure, which in the stochastic case can be chosen to be random. The model introduced below covers all these three options, i.e. the classes of models, the Lagrange multipliers and the integrator measure can all be chosen to be random as long as they remain compatible with an exogenously chosen semi-martingale. Subsequently, we will say that the corresponding variational principle is semi-martingale driven (see definition 2.8).

Stochastic modelling of fluid dynamics is rapidly growing in popularity because of the desire to model uncertainties in forecasts and improve data analysis methodologies. Fluid dynamics is a field of study in which variational principles hold particular interest. The application of variational principles to Eulerian fluid dynamics [11] was made possible by the consideration of Clebsch variables [12]. This methodology provides a framework which can reveal profound information about the structure of a fluid equation. Indeed, Arnold’s famous result about the geometric properties of the Euler equation [13]i sa ne a r l ye x a m pl e o p r e c i sely t hi s.

The development of these ideas have, in time, led to a unification of fluid systems using Euler–Poincaré theory [14]. This variational representation of fluid dynamics has presented an opportunity to consider probabilistic models which have some semblance to the structure of their deterministic cousins, and hence there is now an ever-growing body of literature dedicated to exploiting this opportunity [1,15–26]. While a stochastic action integral may be used to derive stochastic equations of motion, a similar approach may be used to derive deterministic equations which do not have a deterministic Hamiltonian structure. Namely, the Navier–Stokes equations have been derived via a stochastic version of the action corresponding to the Euler equations [27–30]. In the direction of deriving stochastic equations of motion, the idea of making use of such a structure when introducing randomness into a physical system first appeared in Hamiltonian mechanics [15]. More recently, by building on the contributions of Bismut, stochastic Hamiltonian systems have been given a more rigorous treatment [16,17]. Numerical integrators for systems of this type have also been considered [19,20]

While the Hamiltonian case has been considered carefully and in generality, the Lagrangian framework is less cohesively developed. Work in this direction has involved an Euler–Poincaré reduction featuring action integrals which take the form of an expected value of an integral [21], as well as action integrals which are themselves stochastic integrals. This paper will be concerned with the latter. A number of papers have made use of action integrals of this form [1,22–26], as well as considered their numerical integration [23,24]. In particular, there are multiple ways of deriving stochastic partial differential equations (SPDEs) for continuum dynamics with advected quantities [1,22]. Although the framework we introduce encompasses a large class of possible stochastic variational principles, this work was inspired by and can be considered an extension of [1], where advected quantities are constrained to be advected according to a stochastic flow. As such, the examples we will use will be in the spirit of [1]. We will place the equations derived in [1] (and, by extension, those derived from similar variational principles) onto a more rigorous footing and properly formulate constraints imposed by Lagrange multipliers on equations of this type. We detail the contribution of the paper in the following section.

(a) Contribution of the paper

In this paper, we introduce a general framework for a large class of applications of Hamilton’s principle to stochastic action integrals. We will discuss the necessary conditions which will ensure that our problem is properly formulated and makes sense from an analytical perspective. Stochastic models which result from such variational principles (in general) feature both deterministic and stochastic timestepping, i.e. the integral form of the equation of motion can feature integration with respect to both the Lebesgue measure ‘dt’ and stochastic processes (for example, Brownian motions). Through the introduction of a driving semi-martingale, we introduce a rigorous framework which encompasses all of the distinct types of integration occurring within the model. This helps us to avoid any potential complications which may occur when constraining
the variational principle, since within this framework one need only ensure that each constraint is compatible with the driving semi-martingale.

Significantly, in this work we will prove a stochastic version of the fundamental lemma of the calculus of variations (see lemma 2.13), which may be applied to any action integral which fits within our general framework. This ensures that the mechanics of how variations of stochastic integrals work is properly understood, and indeed it is a well-defined mathematical process to undertake. From this result, it is apparent that variations of stochastic integrals may be taken in an intuitive manner analogous to the deterministic picture, and this fact is now rigorously established.

Furthermore, we will consider the form of stochastic Lagrange multipliers. These will be formulated in such a way that constraints are compatible with the driving semi-martingale and thus constrain both the deterministic and stochastic parts of the dynamics. Pressure has the role of ensuring that the volume element remains constant and thus the flow is incompressible; in the case of stochastic fluid dynamics, the new framework highlights the need for the pressure to be thought of as a stochastic Lagrange multiplier where time integration is considered with respect to each component of the driving semi-martingale. We will demonstrate this in the case of the Euler equations for incompressible fluids, and deduce an explicit stochastic differential equation for the pressure. At the level of the stochastic fluid equation, it is evident that the velocity formulation of the equation must feature both stochastic and deterministic pressure terms for the equation to make sense. However, this fact is not obvious from the variational principle unless one understands the proper form of the Lagrange multipliers which we formulate here. We believe that this is the first work where the stochastic equations of incompressible fluids, in velocity form, have been derived with a properly formulated pressure term from a stochastic action functional.

The introduction of stochasticity presented in this work generalizes the approach taken in [1]. In a forthcoming work, the driving semi-martingale is replaced by a rough path [31], leading to the introduction of a new class of rough path driven variational principles.

2. The general case

In this section, we will introduce a framework for the classical problem, through which the introduction of stochastic noise will be more easily understood.

(a) The action function

In classical mechanics, the action of a physical system is given by the (deterministic) time integral of the corresponding Lagrangian, $L$. Its stationary points characterize the evolution of the physical system. If we denote the generalized coordinates of the system by $q(t)$, then the action $A(q)$ can be defined for any path $q(t)$ taken by the system as the time integral of the Lagrangian, $L$, along this path

$$A(q) = \int_{t_0}^{t_1} L(t, q(t), \dot{q}(t)) \, dt,$$

where $\dot{q}(t)$ denotes a time derivative of $q$. This is the classical way of introducing the action function [32]. The above Lagrangian can be considered as a map $L : \mathbb{R} \times TQ \to \mathbb{R}$, where $Q$ is the ‘configuration space’ and $TQ$ denotes the corresponding tangent bundle; see [33,34] for details. The framework we set up will accommodate time-dependent Lagrangians of this type; however, we may at times consider Lagrangians which depend only on $TQ$. This framework is also applicable to reduced Lagrangians, which may be thought of as functionals on the Lie algebra corresponding to the configuration space, or even phase-space Lagrangians whose arguments are elements of the cotangent bundle of the configuration space. When setting up this framework we will therefore be purposely generic with regards to the space in which our Lagrangian is defined.

\[1\] We will, at times, focus our attention on the special case when we can consider this Lagrangian to be a spatial integral of some object—$\ell$, for example. While $\ell$ can be thought of as a density for $L$, we will refer to both of these objects as Lagrangians throughout this paper.
However, our examples will come from a particular case of stochastic advection by Lie transport (SALT), which uses reduced (Euler–Poincaré) Lagrangians. In §3, we will thus transition towards Lagrangians of that type.

Hamilton’s principle tells us that the physical path is distinct from the others in that it corresponds to a stationary value of the action function. Mathematically, Hamilton’s principle can be thought of as $\delta A = 0$. Notice that this is equivalent to the value of the variational derivatives of $A$ being equal to zero with respect to each variable in the argument of $A$. In other words, Hamilton’s principle tells us that the variational derivatives, $\delta A(q)$ for example, of the action function corresponding to the physical path are null (e.g. [32]). When modelling continuum media, the Lagrangian, $L$, takes the form of a spatial integral in a manner similar to that of field theory [35]. In this case, the action $A$ becomes an integral over both space and time. To be more precise, consider a space–time domain $\tilde{\mathcal{D}}$ (with elements denoted by $\tilde{x}$) and an action function given in the following compact form:

$$A(v) := \int_{\tilde{\mathcal{D}}} \ell(\tilde{x}, v(\tilde{x})) \, d\tilde{\mu}(\tilde{x}), \quad (2.2)$$

where $\tilde{\mu}(\tilde{x})$ is a measure on the given domain $\tilde{\mathcal{D}}$ and $v$ encompasses all physical variables as well as the Lagrange multipliers used to constrain them. We can unravel (2.2) in the following way. First, typically one separates $\tilde{\mathcal{D}}$ into a time component and a space component and considers it to be a product space. Most commonly, this space can be chosen to be $[t_0, t_1] \times \mathcal{D}$ for $0 \leq t_0 < t_2 \leq \infty$, where $\mathcal{D} \subset M$ is the spatial domain in which our dynamics occurs, and $M$ is a given manifold. Similarly, we ‘unpack’ $\tilde{\mu}$ in terms of the product between a measure $\mu$ on $\mathcal{D}$ and the Lebesgue measure for the time variable. The action integral can be written as

$$A(v) := \int_{t_0}^{t_1} \tilde{\ell}(t, v(t)) \, dt, \quad t_0, t_1 \in [0, \infty), \quad (2.3)$$

where

$$\tilde{\ell}(t, v(t)) = \int_{\mathcal{D}} \ell(t, x, v(t, x)) \, d\mu(x). \quad (2.4)$$

We recognize (2.3) and (2.4) as the typical action integral classically seen in continuum dynamics (e.g. [13,14,36]). In these equations, we recognize $\tilde{\ell}$ as the Lagrangian and $\ell$ as a Lagrangian density (e.g. [35]). We will preserve this notation throughout the paper.

Remark 2.1. Note that, in (2.4), we have used the notation $\mu(dx)$ to denote integration in the spatial variable $x \in \mathcal{D}$ with respect to the measure $\mu$. The alternative notation, $d\mu(x)$, where the ‘$d$’ is positioned outside of the measure, will be reserved for the temporal integration. The reason for this will become clear in the following sections, where it is particularly necessary to distinguish between spatial and temporal integration.

In the following, we will be assuming that $M$ is the Euclidean space. An extension of the current results to an arbitrary manifold $M$ is possible. In the first instance, the arguments below show the results in local coordinates and these can be made global using partitions of unity (e.g. [37]).

(b) Introducing stochasticity

In the following, we wish to introduce stochasticity in the variational principle through the action function. Regardless of the source of stochasticity (through the choice of Lagrangian, the constraints and/or that of the dynamics), the action function will be assumed to be compatible with a given semi-martingale $S$ (see definition 2.3 for details). In other words, in the case of continuum dynamics, instead of satisfying (2.3), we will consider $A(v)$ to be given by

$$A(v) := \int_{t_0}^{t_1} \tilde{\ell}(t, v(t)) \circ dS_t, \quad t_0, t_1 \in [0, \infty), \quad (2.5)$$
where \( \circ \) denotes the Stratonovich integration (with respect to the semi-martingale \( S \)) and both \([t_0, t_1] \ni t \mapsto v\) and \([t_0, t_1] \ni t \mapsto \hat{l}(t, v(t))\) will be assumed to be semi-martingales. This constraint will ensure that the integral in (2.5) makes sense.

The choice of the form (2.5) for the stochastic version of the action function is justified by the following.

1. Formula (2.5) is a natural generalization of (2.3). By choosing the semi-martingale to be given by \( S_t \equiv t, t \in [t_0, t_1]\), the identity (2.5) reduces to (2.3).
2. The stochastic calculus rules governing the Stratonovich integral (as opposed to the Itô integral) coincide with the classical (deterministic) calculus rules and therefore all the additional technical details required by the introduction of stochasticity will be natural extensions of their deterministic counterparts.
3. This generalization is a natural extension of the framework introduced in [1], where the driving semi-martingale is given by \( S_t = (t, W_t^1, \ldots, W_t^n, \ldots)\). In other words, in [1], \( S_t \) is an infinite-dimensional stochastic process with the first component identically equal to the time variable and the rest of the components being given by independent Brownian motions. In particular, it covers models where the advected quantities are constrained to follow stochastically perturbed trajectories. See §3a for details.
4. By a judicious choice of the driving semi-martingale one can introduce non-independent noise increments (for example through an Ornstein–Uhlenbeck process) in order to incorporate memory into the fluid dynamic model [38].
5. The new framework lends itself easily to extensions to non-flat spaces (manifolds), where the Itô-based stochastic calculus does not have an intrinsic development; see [39].
6. It is a natural precursor of a new class of rough path driven variational principles; see [31].

In the following, we will formalize a stochastic generalization of the action integral of the type (2.1), with some Lagrangian, \( L(t, x, v(t, x)) \). In order to do so, we must define a number of mathematical objects.

Let \((\Omega, \mathcal{F}, P)\) be a probability space endowed with a filtration \( \{\mathcal{F}_t\}_{t \geq 0} \) that satisfies the usual conditions and \( B \) be an arbitrary Banach space. A \( B \)-valued \( \{\mathcal{F}_t\}_{t \geq 0} \)-adapted stochastic process \( X \) is a family of random variables \( (X_t)_{t \geq 0} \), where \( X_t : \Omega \mapsto B \), parametrized by \( t \geq 0 \) such that, for all \( t \geq 0 \), \( X_t \) is \( \mathcal{F}_t \) measurable. All standard notions of basic probability theory (integration, conditional expectation, etc.) are easily extended to \( B \)-valued random variables and \( B \)-valued random processes. Similarly, all standard notions of stochastic calculus are easily extended from (finite-dimensional) Euclidean spaces to \( B \)-valued stochastic processes. In order to generalize our action integral, we will consider function-valued stochastic processes, which can be thought of as a specific class of \( B \)-valued stochastic processes.

Recall that \( \mathcal{D} \) denotes the spatial domain in which our dynamics is occurring. We denote by \( \mathcal{F}(\mathcal{D}) \) a suitably chosen space of functions over \( \mathcal{D} \) equipped with a norm \( \| \cdot \|_{\mathcal{F}(\mathcal{D})} \) so that the normed space \( \mathcal{F}(\mathcal{D}) \) is indeed a Banach space, and \( \mathcal{F}(\mathcal{D})^n \) denotes a similar space of \( n \)-dimensional versions of these functions. We will define what it means for a semi-martingale to be ‘compatible’ with respect to a classical \( \mathbb{R}^N \)-valued semi-martingale.

**Remark 2.2.** We will use the notation ‘\( \circ \)’ to denote Fisk–Stratonovich integration with respect to a semi-martingale,

\[ S_t = \{S_t^j, j \geq 1\} \]

which will frequently appear when we integrate in the time variable.

**Definition 2.3.** An \( \mathcal{F}(\mathcal{D})^n \)-valued semi-martingale, \( g_t \), is called compatible with respect to a continuous \( \mathbb{R}^N \)-valued semi-martingale, \( S_t = \{S_t^j, j \geq 1\} \), if there exists a set of \( \mathcal{F}(\mathcal{D}) \)-valued

---

2By \( \mathcal{F}(\mathcal{D})^n \) we mean that the functions themselves have \( n \) components, not that the function is defined on an \( n \)-dimensional domain.

3See, for example, [40] for further details regarding the Fisk–Stratonovich integration.

4The notation ‘\( \circ \)’ may also be used to denote the composition of functions but it will be clear from the context when this is the case.
continuous semi-martingales $G_t = \{G_t^{ij} : i = 1, \ldots, n, j = 1, 2, \ldots\}$ such that

$$g_t^i = g_0^i + \sum_j \int_0^t G_s^{ij} \circ dS_s^j, \quad i = 1, \ldots, n, \tag{2.6}$$

and the semi-martingales $G_t^{ij}$ are chosen so that the infinite sums in (2.6) make sense. The system of identities (2.6) is written in integral form componentwise, and can be compactly re-written in differential form as

$$d g_t^i = G_t^{ij} \circ dS_t^j, \tag{2.7}$$

where the above equation encompasses all the relevant summation and all individual components. Note that the continuous semi-martingales $G_t^{ij}$ do not necessarily need to be compatible with respect to $S_t$. We say that $G_t^{ij}$ represents the stochastic derivative of $g$ with respect to the driving semi-martingale $S_t$.

**Remark 2.4.** We will consistently use the above lower and upper case notation as in (2.6) and (2.7) for objects which are compatible with $S_t$.

**Remark 2.5.** In order to make sense of the infinite sums in (2.7), we will need to impose constraints on the choice of the semi-martingales $G_t^{ij}, j = 1, 2, \ldots, i = 1, \ldots, n$. Let us identify the finite-variation parts and the martingale parts of $S_t^j$ as

$$S_t^j = B_t^j + M_t^j, \tag{2.8}$$

where $B_t^j$ and $M_t^j$ are the finite-variation and martingale parts of $S_t^j$, respectively. We will assume that $G_t^{ij}$ will be integrable with respect to $B_t^j$ for all $j \geq 1$ and that

$$E \left[ \sum_{i=1}^\infty \int_0^t \|G_s^{ij}\|_{\mathcal{F}(\mathcal{G})} \, dV_{B_s^j} \right]^2 < \infty, \tag{2.9}$$

where $V_{B_s^j}$ is the variation process corresponding to $B_t^j$. Separately, we will assume that

$$E \left[ \sum_{i=1}^\infty \int_0^t \|G_s^{ij}\|_{\mathcal{F}(\mathcal{G})}^2 \, d[M_s^j] \right] < \infty, \tag{2.10}$$

where $[M_t^j]$ is the quadratic variation of the martingale $M_t^j$. We have that (2.9) and (2.10) together with the assumption that $\|g_0^i\|_{\mathcal{F}(\mathcal{G})} < \infty$ implies that the semi-martingales $g_t^i$ are well defined and are square integrable. More precisely

$$E \left[ \sup_{\tau \in [0,t]} \|g^i_{\tau}\|_{\mathcal{F}(\mathcal{G})}^2 \right] < \infty. \tag{2.11}$$

To deduce (2.11), we control the integral with respect to the finite-variation term with the integral of the norm of the integrand with respect to the variation of the integrator. Similarly, we control the second moment of the stochastic integral through the Itô isometry property.

We will henceforth refer to conditions such as these as ‘integrability constraints’ on $G_t^{ij}$, since we will need similar conditions on other objects.

**Remark 2.6.** In the following, we can assume, without loss of generality, that all the finite-variation terms of the semi-martingale $S_t$ are collected into one of its components, with all other components consisting of (continuous) martingales.

**Definition 2.7.** The continuous process $S_t$ in definition 2.3 will be called the **driving semi-martingale** of the system.

---

5Equation (2.8) is the Doob–Meyer decomposition of $S_t^j$. 
Suppose $g_t$ and $S_t$ are as in definition 2.3, then, for each $i$ and $j$,
\[
t \rightarrow \int_0^t g^j_t \circ dS^i_t
\]
is a well-defined square-integrable one-dimensional semi-martingale provided $g^j_t$ satisfies similar integrability conditions to those presented in remark 2.5.

We are now in a position to define the stochastic generalization of the action (2.1). Suppose we have a driving semi-martingale, $S_t = \{S^i_t, i \geq 1\}$, and assume that the process $v(t)$ that models all physical variables and all the Lagrange multipliers is a continuous semi-martingale which is compatible with $S_t$ (see remark 2.16). Let the Lagrangian $\tilde{\ell}$ be an $\mathbb{R}^N$-valued semi-martingale such that the process $t \mapsto \tilde{\ell}(t, v(t)), t \in [t_0, t_1]$ is compatible with $S_t$, then
\[
\int_{t_0}^{t_1} \tilde{\ell}(t, v(t)) \circ dS_t
\]
is a well-defined square-integrable one-dimensional semi-martingale.\footnote{Note that we intrinsically assume here that $\tilde{\ell}$ satisfies similar integrability conditions to those specified for $G^j$.}

**Definition 2.8.** By a *semi-martingale driven variational principle*, we mean the application of the principle of stationary action to a well-defined stochastic action integral of the form (2.12) in order to derive the corresponding stochastic governing equation for the chosen physical system.

As we will see in §2e, if we make the additional assumption that the components of $S_t$ are orthogonal then the relations obtained from Hamilton’s principle will decompose into components corresponding to each $S^i_t$.

**Remark 2.9.** If the driving semi-martingale, $S_t$, is identically equal to the time variable $S_t = t, t \in [t_0, t_1]$, then our system reverts back to the deterministic picture described in the previous section.

(c) **Stochastic continuum dynamics**

In the special case of continuum dynamics, we wish to define a stochastic generalization of the action integrals (2.2) and (2.3). In the case where our spatial integral is a standard deterministic integral (i.e. the measure $\mu$ is the Lebesgue measure on $D$), we do not need any extra equipment other than that presented in §2b and we may hide the deterministic spatial integration inside the Lagrangian $\ell$. However, to prepare the basis for a more general framework, we will make use of an additional class of measure-valued stochastic processes (these will be used to replace the measure $\bar{\mu}$ in (2.2)) as well as the function-valued stochastic processes described in §2b.

Let $M(D)$ be the space of finite measures\footnote{The methodology presented here can be easily extended to spaces of non-finite measures (e.g. $\sigma$-finite measures such as the Lebesgue measure on the $d$-dimensional Euclidean space.)} over $D$ endowed with the total variation norm and $M(D)^n$ denote the space of $n$-dimensional versions of these. In the following, we will work with $M(D)^n$-valued semi-martingales; see, for example, [41] for a characterization of this class of stochastic processes.

**Definition 2.10.** An $M(D)^n$-valued semi-martingale, $v_t$, is called compatible with respect to a given $\mathbb{R}^N$-valued semi-martingale, $S_t$, if $v_t = (v^i_t)_{i=1}^n$ has a representation of the form
\[
v^i_t = v^i_0 + \sum_j \int_0^t \mu^i_{s j} \circ dS^j_s, \quad i = 1, \ldots, n,
\]
where $\mu^i_{s j}$ are continuous $M(D)$-valued semi-martingales for every $i = 1, \ldots, n, j = 1, 2, \ldots$. Similar to definition 2.3, the system of equations (2.13) can be re-written in the following compact form:
\[
dv_t = \mu_s \circ dS_s.
\]
Remark 2.11. Similar integrability constraints to those imposed on $G^{ij}$ in remark 2.5 are needed here to ensure that the $\nu_i$ are well defined.

Now suppose that $g, G, \mu$ and $\nu$ are as defined in definitions 2.3 and 2.10, then we have

$$\int_D g^i_t(x) \nu_i^t(dx) = \int_D g^i_0(x) \nu_i^0(dx) + \sum_j \int_0^t \int_D G^{ij}_t \nu_j^t(dx) \circ dS_t^i$$

$$+ \sum_j \int_0^t \int_D g^{ij}_t \mu_s^j(dx) \circ dS_t^i,$$

where we have assumed that the relevant integrability conditions are satisfied for this to be well defined. We can think of this as a stochastic version of the chain rule

$$d(g^i_t \nu_i^t) = (dg^i_t)\nu_i^t + g^i_t d(\nu_i^t).$$

If definitions 2.3 and 2.10 hold, then it follows that the processes

$$t \rightarrow \int_0^t \int_D g^i_t(x) \circ d\nu_i^t(dx) \quad (2.15)$$

and

$$t \rightarrow \int_0^t \int_D g^i_t(x) \mu^i_t(dx) \circ dS_t^i \quad (2.16)$$

are well-defined one-dimensional semi-martingales. Notice that equivalence of the above processes is a direct consequence of definition 2.10, which governs the way in which we define our time integration as being with respect to $S_t$. Again we assume here that the integrability constraints are satisfied in order for these integrals to make sense.

Remark 2.12. In equation (2.15), the spatial integration is defined by integrating with respect to $\nu$ as a measure. Recall that we denote spatial integration by writing ‘$dx$’ as the argument of the measure $\nu$. The temporal integration is achieved by integrating with respect to $\nu_t$ as a stochastic process, which is well defined because of its compatibility with respect to the driving semi-martingale.

As we have mentioned before, by $v$ we mean the collection of all physical variables and Lagrange multipliers. In order to generalize our action for continuum dynamics, we now clarify the spaces in which these objects live. Let $\mathcal{X} = \mathcal{X}(M)$ denote the space of smooth vector fields on our manifold $M$ with appropriate boundary conditions on the boundary $\partial D$ of our spatial domain. We define the non-degenerate $L^2$ pairing between $\mathcal{X}$ and its dual space $\mathcal{X}^*$ by

$$\langle \cdot, \cdot \rangle : \mathcal{X}^* \times \mathcal{X} \rightarrow \mathbb{R}.$$

Furthermore, let $V = V(M)$ be a vector space which contains the geometric quantities that typically occur in ideal continuum dynamics [1]. This includes scalar functions and $k$-forms in all dimensions, all of which we assume to be sufficiently smooth. We again define a non-degenerate $L^2$ pairing between this and its dual by

$$\langle \cdot, \cdot \rangle : V^* \times V \rightarrow \mathbb{R}.$$

We will choose the components of $v$ to lie within $\mathcal{X}, V, \mathcal{X}^*$ or $V^*$ depending on what they are. In other words, $v \in \prod B^i = B$, where $B^i = \mathcal{X}, V, \mathcal{X}^*$ or $V^*$. For an example of these spaces, see the remark following theorem 3.2.

Suppose we have an $\mathbb{R}^N$-valued driving semi-martingale $S_t$ and an $\mathcal{M}(\mathcal{S})^N$-valued semi-martingale $v_t$ which is compatible with $S_t$. Let the components of $v$ be $\mathcal{B}$-valued semi-martingales which are compatible with $S_t$. Suppose also that we have a Lagrangian $\ell$ such that $t \rightarrow \ell(t, x, v(t, x))$ is an $\mathbb{R}^N$-valued semi-martingale compatible with $S_t$. We then have a well-defined stochastic
action integral given by

$$\int_{t_0}^{t_1} \int D \ell(t, x, v(t, x)) \circ d\nu_t(dx), \quad (2.17)$$

and we can look to derive the corresponding stochastic governing equation via the semi-martingale driven variational principle.

Note that (2.17) can be thought of as a stochastic generalization of the deterministic general action integral (2.2), and the deterministic familiar action integral (2.3) becomes

$$\int_{t_0}^{t_1} \int D \ell(t, x, v(t, x)) \mu_t(dx) \circ dS_t \quad (2.18)$$

in the stochastic framework. The crucial difference between the stochastic and deterministic action integrals is that all time integration is now stochastic rather than integration with respect to the Lebesgue measure, ‘$dt$’.

**Comparison between the stochastic and deterministic frameworks**

Introducing stochasticity into a mathematical model generates complexities into components of the model which do not occur in the deterministic case. For a differentiable path $t \mapsto v(t)$, the object $d\nu$ can be thought of as the stochastic version of the object ‘$\dot{v} dt$’, where $\dot{v}$ is the time derivative of $v$, which appears in the deterministic framework. This can loosely be thought of as a variable together with the measure with respect to which we are integrating. In the deterministic case, this is an entirely trivial object since the ‘$dt$’ integration is standard (Lebesgue integration).

Furthermore, deterministic equations tend to be written in differential form rather than in an integral form. In the stochastic case, the variables are represented as paths $[t_0, t_1] \ni t \mapsto v(t, \cdot) \in \mathcal{B}$ which are not classically differentiable in the time component, thus it is a necessity to write our equations in integral form. It is essential that we take care with how we define the integrals and what object we integrate with respect to. The framework we present here provides a clear methodology to easily understand how integration must be defined.

As a sanity check to ensure that we are creating a framework compatible with the classical deterministic one, consider the special case where the driving semi-martingale is $S_t = t$. Notice that in this case we recover exactly the deterministic picture. In particular, the action integral (2.18) reduces to (2.3). Similarly, the compatibility condition reduces to the assumption that the process $v$ can be written as

$$v_t = v_0 + \int_0^t V_s \, ds,$$

where $V$ is continuous, which is equivalent to requiring that $\partial v/\partial t = V$; in other words, that our variables are differentiable in time and have continuous derivatives.

**Variational calculus and stochastic integrals**

For a given action, $A$, Hamilton’s principle can be mathematically considered to be the statement that the first variation of $A$ is zero,

$$\delta A = 0.$$

We want to verify that if our action is defined to be a stochastic integral, then we may take variations similarly to the deterministic case. Note that the first variation is precisely defined via the Gâteaux variation.
Suppose that $A$ has the form

$$A(v) = \int_{t_0}^{t_1} \tilde{e}(t, v(t)) \circ dS_t,$$

where $v \in \mathcal{B}$. Then $\delta v \in \mathcal{B}$, $\delta \tilde{e}/\delta v \in \mathcal{B}^*$, and by definition we have

$$0 = \delta A(v) = \int_{t_0}^{t_1} \frac{\delta \tilde{e}(t, v(t))}{\delta v} \circ dS_t = \int_{t_0}^{t_1} \frac{\delta \tilde{e}}{\delta v} \circ dS_t = \int_{t_0}^{t_1} \frac{\delta \tilde{e}}{\delta v} \mu(dx) \circ dS_t.$$

Recall that we say $\tilde{e}$ is $N$-dimensional, meaning that its dimension is equivalent to that of the driving semi-martingale $S_t$. In other words, it has precisely the required amount of components such that the action integral could be re-written as

$$A(v) = \int_{t_0}^{t_1} \sum_i \tilde{e}_i(t, v(t)) \circ dS_t^i.$$

**Lemma 2.13 (stochastic fundamental lemma of the calculus of variations).** Suppose $f(t, x)$ is an $\mathcal{F}(\mathcal{D})^N$-valued semi-martingale. If for any $\mathcal{F}(\mathcal{D})^N$-valued semi-martingale, $\psi(t, x)$, we have

$$\int_{t_0}^{t_1} \int_{\mathcal{D}} f(t, x) \psi(t, x) \mu(dx) \circ dS_t = 0,$$

then for any $\alpha, \beta$ such that $t_0 \leq \alpha < \beta \leq t_1$ we have

$$\int_{\alpha}^{\beta} f(t, x) \circ dS_t = 0,$$

which holds almost surely in $\Omega$ and almost everywhere in $\mathcal{D}$.

**Remark 2.14.** In the context of our action integral, equation (2.20) tells us that

$$\int_{\alpha}^{\beta} \frac{\delta \tilde{e}}{\delta v} \circ dS_t = \int_{\alpha}^{\beta} \sum_i \frac{\delta \tilde{e}_i}{\delta v} \circ dS_t^i = 0,$$

which in practice can often be written as an SPDE, as we will see in the proof of theorem 3.2.

**Proof.** Since (2.19) holds for any such $\psi$, it holds for semi-martingales of the form

$$\psi(t, x) = (\psi^0(t, x), \psi^1(t, x), \ldots) = (\phi(x)\psi^0(t), \phi(x)\psi^1(t), \ldots) = \phi(x)\psi(t),$$

where $\varphi : [t_0, t_1] \to \mathbb{R}^N$ is a smooth function such that $\varphi(t_0) = \varphi(t_1) = 0$ and $\phi : \mathcal{D} \to \mathbb{R}$ belongs to a class of functions $\mathcal{S}$ which represents a total set. By this we mean that the class of functions $\mathcal{S}$ is such that if, for some function $g : \mathcal{D} \to \mathbb{R}$, we have

$$\int_{\mathcal{D}} g(x)\phi(x) \mu(dx) = 0, \quad \forall \phi \in \mathcal{S},$$

then, $\mu$ almost surely, we have that $g = 0$.

We now define $F_\phi : [t_0, t_1] \to \mathbb{R}^N$ by

$$F_\phi(t) = \int_{\mathcal{D}} f(t, x)\phi(x) \mu(dx).$$

Then $F_\phi$ is a semi-martingale and moreover the covariation process $[F_\phi, S]_t$ is well defined. In particular, since the covariation process is bilinear, we have

$$[F_\phi, S]_t = \int_{\mathcal{D}} [f, S]_t(x)\phi(x) \mu(dx),$$

8See, for example, problem 5.7 in [40].
where the integrability of the mapping $x \to [f, S]_t(x)$ has been assumed. Since $\varphi$ is smooth, $F_\varphi \varphi$ is also a semi-martingale and $[F_\varphi \varphi, S]$ is well defined with

$$[F_\varphi \varphi, S]_t = \int_{t_0}^{t_1} \varphi(t) \, d[F_\varphi, S]_t.$$ 

It follows that

$$0 = \int_{t_0}^{t_1} \int_0^\infty f(t, x) \varphi(t, x) \, \mu(dx) \, dS_t = \int_{t_0}^{t_1} F_\varphi(t) \varphi(t) \, dS_t$$

$$= \int_{t_0}^{t_1} F_\varphi(t) \varphi(t) \, dS_t + \frac{1}{2} \int_{t_0}^{t_1} F_\varphi(t) \varphi(t) \, d[F_\varphi, S]_t.$$ 

For arbitrary $\alpha$ and $\beta$ such that $t_0 \leq \alpha < \beta \leq t_1$, choose $\varphi = \mathbb{1}_{[\alpha, \beta]}$, where $\mathbb{1}$ is the indicator function. Let $(\varphi_n)_{n=1}^\infty$ be a uniformly bounded sequence of smooth functions such that

$$\varphi_n \to \mathbb{1}_{[\alpha, \beta]},$$

where this convergence is pointwise. Then, by the Itô isometry and the bounded convergence theorem, we have

$$E \left[ \left( \int_{t_0}^{t_1} F_\varphi(t) (\varphi_n(t) - \mathbb{1}_{[\alpha, \beta]}(t)) \, dS_t \right)^2 \right] = E \left[ \int_{t_0}^{t_1} \left( F_\varphi(t)(\varphi_n(t) - \mathbb{1}_{[\alpha, \beta]}(t)) \right)^2 \, d[S]_t \right] \to 0,$$

and, by the bounded convergence theorem,

$$\int_{t_0}^{t_1} |F_\varphi(t)||\varphi_n(t) - \mathbb{1}_{[\alpha, \beta]}(t)| \, d[F_\varphi, S]_t \to 0.$$

Therefore, since the mean square convergence implies almost sure convergence for a suitably chosen subsequence (which we continue to denote by $\varphi_n$), we have

$$0 = \int_{t_0}^{t_1} F_\varphi(t) \varphi_n(t) \, dS_t + \frac{1}{2} \int_{t_0}^{t_1} F_\varphi(t) \varphi_n(t) \, d[F_\varphi, S]_t$$

$$\to \int_{t_0}^{t_1} F_\varphi(t) \mathbb{1}_{[\alpha, \beta]}(t) \, dS_t + \frac{1}{2} \int_{t_0}^{t_1} F_\varphi(t) \mathbb{1}_{[\alpha, \beta]}(t) \, d[F_\varphi, S]_t = \int_{\alpha}^{\beta} F_\varphi(t) \, dS_t.$$

The stochastic Fubini theorem then gives

$$0 = \int_{\alpha}^{\beta} F_\varphi(t) \, dS_t = \int_{\alpha}^{\beta} \int_{\mathcal{F}} f(t, x) \phi(x) \, \mu(dx) \, dS_t$$

$$\to \int_{\mathcal{F}} \int_{\alpha}^{\beta} f(t, x) \phi(x) \, dS_t \, \mu(dx) = \int_{\mathcal{F}} \left( \int_{\alpha}^{\beta} f(t, x) \, dS_t \right) \phi(x) \, \mu(dx),$$

and the total set property then gives our result. 

We thus notice that taking variations with respect to the stochastic action integral is analogous to the deterministic case, and operationally can be performed in a similar manner by the observation made in remark 2.14.

**Remark 2.15.** Should we wish to consider (2.21) componentwise, then we will need to place additional orthogonality assumptions on the driving semi-martingale $S_t$. Once we do this, we can obtain relations $\delta^1 / \delta v = 0$, $\forall i$. While this may feel more analogous to the deterministic case, in our examples we will see that, in practice, the components of $\tilde{\ell}$ may have little to no physical meaning.

---

*This and the previous equation is justified easily componentwise, for $f(t, x)$ with components of the form $f(t, x)_n = \sum_i f_i^{(n)}(t)^2 \phi_i(x)$ where $n \in \mathbb{N}$, by exploiting the bilinearity of the covariance process. A standard density argument will extend the result to arbitrary $f(t, x)$.*
(f) Stochastic Lagrange multipliers

Given some Lagrangian, we want to make rigorous sense of any constraints in the form of Lagrange multipliers which this may contain. Recall that \( v \) denotes all physical variables as well as any Lagrange multipliers. We will now decompose \( v \) into \( \bar{v} \) and \( \Lambda \), where \( \bar{v} \) are the physical variables and \( \Lambda \) are the Lagrange multipliers. Note that this identification is sometimes artificial; for example, when a Lagrange multiplier enforces a dynamic constraint (in the deterministic case, this corresponds to a constraint featuring time derivatives), the Lagrange multiplier itself can have an evolution equation and can have an interpretation as a physical variable. Let us now formulate explicitly how to use Lagrange multipliers to constrain our system. We will denote by \( \bar{\ell}(t, x, \bar{v}(t, x)) \) the unconstrained Lagrangian.

In our action integral, we can enforce a constraint on our variables by defining some function \( C = C(t, x, \bar{v}(t, x)) \) in \( \mathfrak{B} \), and incorporate this into the action integral together with a Lagrange multiplier. The action (2.12) with Lagrange multipliers takes the form

\[
\int_{t_0}^{t_1} \left( \bar{\ell}(t, x, \bar{v}(t, x)) - \langle \Lambda, C(t, x, \bar{v}(t, x)) \rangle_{\mathfrak{B}} \right) \circ dS_t,
\]

where \( \Lambda \in \mathfrak{B}^* \) is the Lagrange multiplier. We can think of the time integration as being attached to either the constraint or the Lagrange multiplier, i.e. the inner product can be written as \( \langle \Lambda, C(t, x, \bar{v}(t, x)) \rangle \circ dS_t \) or \( \langle \Lambda \circ dS_t, C(t, x, \bar{v}(t, x)) \rangle \); when incorporating either of these into the above action integral, we define the resulting integral to be the same as the above. In the former case, the notation can be condensed by defining a function-valued semi-martingale, \( \lambda \), which is compatible with the driving semi-martingale, \( S_t \), in the following way:

\[
d\lambda = \Lambda \circ dS_t.
\]

Thus, the above action can be re-written in the following form:

\[
\int_{t_0}^{t_1} \left( \bar{\ell}(t, x, \bar{v}(t, x)) \circ dS_t - \langle d\lambda, C(t, x, \bar{v}(t, x)) \rangle_{\mathfrak{B}} \right).
\]

We may then write the constrained version of the action (2.18) in any of the equivalent forms

\[
\int_{t_0}^{t_1} \left( \int \bar{\ell}(t, x, \bar{v}(t, x)) \mu(dx) \circ dS_t - \langle \Lambda, C(t, x, \bar{v}(t, x)) \rangle_{\mathfrak{B}} \right),
\]

\[
\int_{t_0}^{t_1} \left( \int \bar{\ell}(t, x, \bar{v}(t, x)) \mu(dx) \circ dS_t - \langle \Lambda \circ dS_t, C(t, x, \bar{v}(t, x)) \rangle_{\mathfrak{B}} \right),
\]

\[
\int_{t_0}^{t_1} \left( \int \bar{\ell}(t, x, \bar{v}(t, x)) \mu(dx) \circ dS_t - \langle d\lambda, C(t, x, \bar{v}(t, x)) \rangle_{\mathfrak{B}} \right),
\]

\[
\int_{t_0}^{t_1} \int \bar{\ell}(t, x, \bar{v}(t, x)) \mu(dx) \circ dS_t - \langle C(t, x, \bar{v}(t, x)) \rangle_{\mathfrak{B}} d\lambda \mu(dx).
\]

Note that in the above we have made use of the stochastic Fubini theorem. The validity of the stochastic Fubini theorem is ensured by imposing again the relevant integrability conditions.

Some constraints lend themselves very naturally to being written in an integral form. In particular, if we wish to enforce that some of the physical variables satisfy some S(P)DE, this can quite obviously be written in the form where the time integration is attached to the constraint rather than the Lagrange multiplier. However, other constraints do not necessarily lend themselves to this form. In this case, it may be more natural to write the constraint in a form where the time integration is considered as attached to the Lagrange multiplier and it may appear more intuitive to write the action in a form which includes ‘\( d\lambda \)’. See §3b for an example.

Remark 2.16. We must be careful with semantics in the stochastic case. The object \( \Lambda \) is the Lagrange multiplier, even though it may be tempting to refer to \( \lambda \) or even \( d\lambda \) as such. Furthermore, when we say that a Lagrange multiplier is compatible with a semi-martingale \( S_t \), we mean that \( \lambda \)
is compatible with $S_t$. This is despite the fact that, formally, $\Lambda$ represents the Lagrange multipliers and may not be compatible with $S_t$.

3. A particular case

(a) Stochastic advection by Lie transport

Let us assume, in some spatial domain $\mathcal{D}$, we label fluid elements by $x_0$ in an initial state, and at time $t$ these points have moved into a new configuration $x_t$. We can then define a curve, $\gamma_t$, on the manifold of diffeomorphisms parametrized by time which is such that $x_t = \gamma_t x_0$. In the case of deterministic fluid dynamics, we have that the Eulerian velocity field $u$ is given by $\dot{x}_t = u(x_t)$, where the dot represents a derivative in time. We can think of $u$ as being the vector field which is driving the flow $\gamma_t$. Following [1], suppose we want to stochastically perturb the vector field $u$. We can do this by assuming that $x_t$ is a solution of

$$\begin{align*}
\frac{d}{dt} x_t &= (u_t \circ \gamma_t) x_0 dt + \sum_{i=1}^{\infty} (\xi_i \circ \gamma_t) x_0 \circ dW^i_t \\
&= u_t(x_t) dt + \sum_{i=1}^{\infty} \xi_i(x_t) \circ dW^i_t.
\end{align*}$$

Observe that this expression shows that the process $x_t$ is compatible with a driving semi-martingale $S_t$ given by

$$S_t = (S_t^0, S_t^1, \ldots) = (t, W_t^1, W_t^2, \ldots) = (t, W_t^i; i \geq 1).$$

Furthermore, since this holds for any $x_0 \in \mathcal{D}$, we have

$$\frac{d}{dt} \gamma_t(\cdot) = (u_t \circ \gamma_t)(\cdot) dt + \sum_{i} (\xi_i \circ \gamma_t)(\cdot) \circ dW^i_t,$$

and hence $\gamma_t$ is also compatible with $S_t$.

Suppose $a_t : \mathcal{D} \to \mathcal{D}$ is invariant under the flow, meaning that it is an advected quantity. Then

$$a_0(x_0) = a_t(x_t) = (a_t \circ \gamma_t)x_0 = (g^*_t a_t)x_0,$$

and hence, by an application of the stochastic Kunita–Itô–Wentzell formula [42],

$$0 = \frac{da_0(x_0)}{dt} = d(a_t \circ \gamma_t)x_0$$

$$= d(g^*_t a_t)x_0$$

$$= g^*_t \left( \frac{da_t(x_0)}{dt} + \mathcal{L}_u a_t(x_0) dt + \sum_{i} \mathcal{L}_{\xi_i} a_t(x_0) \circ dW^i_t \right)$$

$$= da_t(x_t) + \mathcal{L}_u a_t(x_t) dt + \sum_{i} \mathcal{L}_{\xi_i} a_t(x_t) \circ dW^i_t$$

$$:= da_t(x_t) + \mathcal{L}_{dx_t} a_t,$$

where by $g^*_t a_t$ we mean the pullback of $a_t$ by $\gamma_t$ and we have denoted the Lie derivative by $\mathcal{L}$. We have introduced a new notation in the final line of (3.2) for a more convenient way of writing the Lie derivative terms. Namely, we absorb the notation for temporal integration into the vector

10Perturbing $u$ in this way ensures that the resulting equations feature transport noise; this is equivalent to making the assumption (from the outset) that our fluid particles follow stochastic trajectories.
field with which we are taking a Lie derivative with respect to

\[ L_{dx,a_t} := L_u a_t(x_t) \, dt + \sum_i L_{\xi_i} a_t(x_t) \, dW^i_t. \]

We can now give a precise definition of the constraint used in [1] to introduce stochastic noise. Taking \( \tilde{\ell} \) to be the Lagrangian by which a deterministic motion equation is derived, we can then derive our stochastic equation by applying Hamilton’s principle to the action integral

\[ \int_t^{t_1} \tilde{\ell}(u,a_t) \, dt - \langle \lambda, d(g_t^* a_t) \rangle, \tag{3.3} \]

which will enable us to recover the motion equations where advected quantities follow some stochastic path. Note that, by enforcing \( d(g_t^* a_t) = 0 \), we have made no assumptions on precisely how to perturb the vector field \( u \). This is because, in (3.3), the notation we have used does not specify what the driving semi-martingale is. Should we want to obtain equations as derived in [1], we would need to consider (3.3) together with (3.2), or we define our action integral instead by

\[ A(u_t, a_t) := \int_t^{t_1} \tilde{\ell}(u,a_t) \, dt - \langle \lambda, d a_t + L_u a_t \, dt + \sum_i L_{\xi_i} a_t \, dW^i_t \rangle, \tag{3.4} \]

where we have included the terms coming from the driving semi-martingale. Note that, in practice, \( L \) takes the form of a spatial integral. We define

\[ \tilde{\ell}(u,a_t) := \int_\mathcal{D} \ell(u,a_t) \mu(dx), \]

where \( \mu \) and \( \mathcal{D} \) are as defined earlier. Recall that we denote the stochastic derivative of \( a_t \) with respect to the driving semi-martingale \( S_t \) by \( A_t \); this means that we have a relation

\[ a_t = a_0 + \int_0^t A^0_s \, ds + \sum_{i=1}^\infty \int_0^t A^i_s \, dW^i_s. \]

The action integral can thus be re-written as

\[ A(u_t, a_t) = \int_t^{t_1} \int_\mathcal{D} \ell(u,a_t) \mu(dx) \, dt - \lambda (A^0_t + L_u a_t) \mu(dx) \, dt \]

\[ - \lambda \sum_i (A^i_t + L_{\xi_i} a_t) \mu(dx) \, dW^i_t, \]

and hence has the form (2.18), with \( S_t \) as defined above, \( \mu \) as the Lebesgue measure and

\[ \ell(u, \xi_t, a_t, \lambda) = (\ell(u,a_t) - \lambda A^0_t - \lambda L_u a_t, -\lambda A^1_t - \lambda L_{\xi_1} a_t, -\lambda A^2_t - \lambda L_{\xi_2} a_t, \ldots) \]

\[ = (\ell(u,a_t) - \lambda A^0_t - \lambda L_u a_t, -\lambda A^1_t - \lambda L_{\xi_1} a_t). \]

By observing the action which we have defined above, one notices that we consider the time integration to be affiliated with the constraint rather than with the Lagrange multiplier. If instead we consider the Lagrange multiplier, \( A_t \), to be the stochastic derivative of some process \( \lambda \) with respect to \( S_t \), then we may write this action integral in an equivalent form. Indeed, since \( g_t \) and \( a_t \) are compatible with \( S_t \), we may define \( G_t^* A_t \) to be the stochastic derivative of \( g_t^* a_t \) and hence the action (3.3) can be written as

\[ \int_t^{t_1} \tilde{\ell}(u,a_t) \, dt - \langle d\lambda, G_t^* A_t \rangle. \]

In this case, it is more intuitive to write the constraint in the form (3.3) or (3.4), since our constraint is an SPDE, rather than in the alternative form above. As we will see in the following subsection, in other cases it is more intuitive to write the constraint in the alternative form.
(b) Lagrange multipliers and the semi-martingale pressure

A particular advected quantity of interest is the volume element, and denote this by $Dd^3x$. Note that $D$, which may be described as the fluid density, is the determinant of the Lagrange-to-Euler map. We will slightly abuse notation in the advection equation by also using $D$ to denote the whole-volume element, which acts as a measure of volume in our problem. Enforcing $D = 1$ restricts us to incompressible flow. Regarding $D$ as a volume form (dropping the $d^3x$ notation), $D$ advects according to

$$dD + \nabla \cdot (Du \, dt + \sum_i D\xi_i \circ dW_i) = 0,$$

and from this we observe that $D = 1$ is equivalent to incompressibility. This is true as the relationship

$$\int_0^t \nabla \cdot u \, ds + \sum_i \int_0^t \nabla \cdot \xi_i \circ dW_i = 0$$

is equivalent to $\nabla \cdot \xi_i = 0$ for each $i$ and $\nabla \cdot u = 0$ by the uniqueness of the Doob–Meyer decomposition theorem [40].

The pressure, $p$, can be considered as the Lagrange multiplier, which enforces the constraint $D = 1$. Crucially, in our stochastic framework presented in §2b, we can immediately see that $p$ must be compatible with the driving semi-martingale. This allows us to identify the correct form in which the pressure term appears in our motion equation, and moreover provides a rigorous framework for understanding why it must have this form. Suppose we have a physical system which corresponds to some action (2.12), and we wish to place the additional constraint of incompressibility. We are then computing the critical points of the action integral defined by

$$\int_{t_0}^{t_1} \left( \tilde{\ell}(v(t)) \circ dS_t - \langle dp, D - 1 \rangle \right),$$

which we may re-write using the compatibility of $p$,

$$\int_{t_0}^{t_1} \tilde{\ell}(u, a_t) \circ dS_t - \langle P, D - 1 \rangle \circ dS_t.$$

If we want to impose this constraint on systems featuring SALT, we want to minimize action integrals of the form

$$\int_{t_0}^{t_1} \tilde{\ell}(u, a_t) \, dt - \langle dp, D - 1 \rangle - \left( \Lambda, da_t + L_{\xi} a_t \, dt + \sum_i L_{\xi_i} a_t \circ dW_i \right).$$

**Remark 3.1.** The above action features two constraints enforced by Lagrange multipliers. Notice that we have used notation where the time integration is considered with the Lagrange multiplier, $P$, in one case and with the constraint in the other case. As mentioned above, we could write these in an equivalent form. In this case, it is more intuitive to display them as we have since, upon observing the right-hand side of the inner product $\langle \cdot, \cdot \rangle$, it is immediately obvious what the physical meaning of the constraint is.

Following [1], we can now derive an Euler–Poincaré equation for incompressible fluid equations with stochastic Lie transport. For the following theorem, we maintain the notation which we have been using throughout this paper; in particular, $a_t$ denotes the set of all advected quantities of which the volume element, $D$, is one.

---

11The Lie derivative of $D$ with respect to some vector field $u$ is given by $\text{div}(Du)$. 
Theorem 3.2 (stochastic continuum Euler–Poincaré theorem with constraints). Define an action integral by

\[
S = \int_{t_0}^{t_1} \tilde{\ell}(u, a_t) \, dt - \langle dp, D - 1 \rangle - \langle \Lambda, da_t + \mathcal{L}_{dx} a_t \rangle \\
= \int_{t_0}^{t_1} \tilde{\ell}(u, a_t) \, dt - \langle dp, D - 1 \rangle - \langle \Lambda, da_t + \mathcal{L}_{dx} a_t \rangle dt + \sum_i \langle \Lambda \circ a_t, \xi_i(x) \rangle \circ dW^i_t,
\]

where \( u \in \mathcal{X} \) is the fluid velocity and \( a_t \) represents the collection of advected quantities, including the volume element \( D \), in \( V \). Furthermore, \( P \) (where \( dp = \pi^p dt + \sum_i \pi^i_t \circ dW^i_t \)) and \( \Lambda \) are Lagrange multipliers in \( V^* \).

An application of Hamilton’s principle, \( \delta S = 0 \), leads to the following Euler–Poincaré equations:

\[
d \frac{\delta \tilde{\ell}}{\delta u} + \mathcal{L}_{dx} \frac{\delta \tilde{\ell}}{\delta a_t} = \frac{\delta \tilde{\ell}}{\delta a_t} \circ a_t dt - dp \circ D, \quad da_t + \mathcal{L}_{dx} a_t = 0 \quad \text{and} \quad D = 1. \tag{3.7}
\]

In other words, \((u, a, P, D)\) is a critical path for the action \( S \) if and only if it satisfies the Euler–Poincaré equations (3.7).

Remark 3.3. Using the notation introduced in §2c, \((u, a, P) \in \mathcal{B} = \bigotimes_{i=1}^{3} \mathcal{B}^i\), where \( \mathcal{B}^1 = \mathcal{X}, \mathcal{B}^2 = V \) and \( \mathcal{B}^3 = V^* \).

Remark 3.4. The second form of the action integral above features pairings \( \langle \cdot, \cdot \rangle \) of two types: between elements of vector spaces and their duals, and between vector fields and their duals. These pairings are connected through the operator ‘\( \circ \)’ as in [1].\(^{12}\)

Proof: We take variations of our action integral as follows:

\[
\delta u : \quad \frac{\delta \tilde{\ell}}{\delta u} + \Lambda \circ a_t = 0, \tag{3.8}
\]

\[
\delta \Lambda : \quad da_t + \mathcal{L}_{dx} a_t = 0, \tag{3.9}
\]

\[
\delta a_t : \quad \frac{\delta \tilde{\ell}}{\delta a_t} dt + d\Lambda - \mathcal{L}_{dx}^{T} \Lambda = 0, \quad \text{for } a_t \neq D, \tag{3.10}
\]

\[
\delta D : \quad \frac{\delta \tilde{\ell}}{\delta D} dt - dp + d\Lambda - \mathcal{L}_{dx}^{T} \Lambda = 0, \tag{3.11}
\]

\[
\delta p : \quad D - 1 = 0. \tag{3.12}
\]

Notice now that equations (3.9) and (3.12) immediately give us two of the Euler–Poincaré equations. The remaining variational equations combine to give the motion equation for our system as follows. For an arbitrary vector field, \( \eta \), we have

\[
\left\langle \left( \frac{d}{\delta u} \frac{\delta \tilde{\ell}}{\delta a_t} - \frac{\delta \tilde{\ell}}{\delta a_t} \circ a_t \right) dt, \eta \right\rangle = -d\Lambda \circ a_t - \Lambda \circ da_t - \frac{\delta \tilde{\ell}}{\delta a_t} \circ a_t dt, \eta
\]

where we have used equation (3.8). Making use of equations (3.9)–(3.11) then gives

\[
\left\langle \left( \frac{d}{\delta u} \frac{\delta \tilde{\ell}}{\delta a_t} - \frac{\delta \tilde{\ell}}{\delta a_t} \circ a_t \right) dt, \eta \right\rangle = \left( \mathcal{L}_{dx}^{T} \Lambda - \mathcal{L}_{dx} a_t - \langle \pi^p + D, \eta \rangle \right) \circ a_t \circ \mathcal{L}_{dx} a_t dt, \eta
\]

\[
= \langle \Lambda, \mathcal{L}_{dx} \mathcal{L}_{dx} a_t - \mathcal{L}_{dx} a_t \rangle - \langle \pi^p, \mathcal{L}_{dx} a_t \rangle \circ a_t dt, \eta
\]

\[
= \langle \Lambda, \mathcal{L}_{dx} \mathcal{L}_{dx} a_t - \mathcal{L}_{dx} a_t \rangle dt - \langle \pi^p, \mathcal{L}_{dx} a_t \rangle \circ a_t dt, \eta
\]

\[
= \langle \mathcal{L}_{dx}^{T} \Lambda, \mathcal{L}_{dx} a_t \rangle dt - \langle \pi^p, \mathcal{L}_{dx} a_t \rangle \circ a_t dt, \eta
\]

Since our choice of the vector field, \( \eta \), was arbitrary, this completes our proof.

\(^{12}\)For \( \Lambda \in V^* \) and \( a \in V \), the operator ‘\( \circ \)’ is defined such that \( \Lambda \circ a \) is the unique element in \( X^* \), such that \( \langle \Lambda \circ a, \xi \rangle = \langle \Lambda, \mathcal{L}_{dx} a_t \rangle \) for \( \xi \in \mathcal{X} \); see [1] for further details.
The action integral, $A$, used in the above theorem for incompressible SALT equations is of the form (2.18), with $S_t$ as defined in §3a and

$$\ell = (\ell(u, a_t) - P_0(D - 1) - \Delta A^0 - \Lambda L_u a_t - P_t(D - 1) - \Lambda A^1 - \Lambda L_\xi a_t),$$

where $\ell$ has infinitely many components and we have represented these by indexing them by $i$.

**Remark 3.5.** Should the action integral be written in such a way that the integrand contains terms of the form $d\lambda$, where $\lambda$ is compatible with the driving semi-martingale, then it is technically improper to refer to a variational derivative with respect to $\lambda$. Instead the action should be considered in its equivalent form (2.5), in which case we perform variational derivatives with respect to $\Lambda$ (the stochastic derivative of $\lambda$ with respect to $S_t$). Nonetheless, when considering the pressure term in §3b, to ease notation we will refer to variations with respect to $p$ rather than $P$, and we here define these variations to be equivalent.

### (c) Example: a stochastic Euler equation for incompressible fluids

As discussed in previous sections, we will derive our equations by applying Hamilton’s principle to the relevant Lagrangian. Consider the Lagrangian needed to derive the deterministic Euler equations from a variational principle [13], which can be defined by

$$\tilde{\ell}(u, D) = \int_{\mathcal{D}} \frac{1}{2} D|u|^2 \, dx, \quad D = \frac{\rho}{\rho_0},$$

and now consider the constrained action integral given by

$$A(u, D, p, \Lambda) = \int_{t_0}^{t_1} \left( \tilde{\ell}(u, D) \, dt - (dp, D - 1) - \langle \Lambda, dD + L_{dx_i}(D) \rangle \right).$$

Recall that, in our notation, $a$ denotes the set of all advected quantities, including $D$. However, in this case, $D$ is the only advected quantity we consider. Again, by unravelling $dp$, $dD$ and $L_{dx_i} D$, we can verify that this integral is of the form (2.12).

**Remark 3.6.** In the deterministic case, the constraint and Lagrange multipliers for incompressibility are incorporated into the Lagrangian, which becomes

$$\tilde{\ell}(u, D, p) = \int_{\mathcal{D}} \left( \frac{1}{2} D|u|^2 - p(D - 1) \right) \, dx.$$

Since this Lagrangian can be used to derive the deterministic incompressible Euler equation, when attempting to derive the incompressible SALT Euler equation, it is tempting to use the same Lagrangian in the action integral (3.4). Note that this is insufficient, since SALT introduces a stochastic noise which defines the driving semi-martingale of the action integral (the addition of SALT can be thought of as changing the driving semi-martingale from $t$ to $(t, W_t^1, W_t^2, \ldots)$). Thus we need to take care to ensure that the Lagrange multiplier is compatible with the driving semi-martingale (rather than with $t$), and hence it is essential to write it outside of the deterministic Lagrangian. The concept of a driving semi-martingale allows us to correctly characterize the pressure at the level of the Lagrangian, rather than observing in the equation that it must have an additional stochastic part. Without the framework defined in this paper, from the variational perspective it is not clear why the pressure cannot manifest itself as ‘$p \, dt$’ in the equation of motion.

We thus apply our Euler–Poincaré equations (3.7) to the action integral (3.14), which gives us

$$du + (dx_t \cdot \nabla)u + (\nabla dx_t) \cdot u = \frac{1}{2} \nabla |u|^2 \, dt - \nabla dp,$$

where $dx_t$ is as defined earlier. Notice that equations (3.7) contain the terms $\delta \tilde{\ell}/\delta a_t \circ a_t \, dt$ and $dp \circ D$. In this case, we have

$$\frac{\delta \tilde{\ell}}{\delta a_t} \circ a_t \, dt = D\nabla \left( \frac{\delta \tilde{\ell}}{\delta D} \right) \, dt$$
and

\[ dp \circ D = D \nabla dp; \]

see [1] for details. Continuing with our derivation of the Euler equations, notice that the
deterministic part of \((\nabla dx_t) \cdot u\) cancels with \((1/2)\nabla|u|^2 \, dt\) to give

\[ du + (dx_t \cdot \nabla)u + \sum_{i=1}^{\infty} (\nabla \xi_i) \cdot u \circ dW^i = - \nabla dp, \]

which is obviously equivalent to the ‘stochastic advection by Lie transport’ version of the Euler
equations for incompressible fluids, given by

\[ du + u \cdot \nabla u \, dt + \sum_{i=1}^{\infty} (\nabla \xi_i) \cdot u \circ dW^i + \nabla dp = 0 \tag{3.15} \]

and

\[ \nabla \cdot dx_t = 0, \tag{3.16} \]

where condition (3.16) is equivalent to incompressibility as previously discussed.

**Remark 3.7.** Notice that \(\nabla v\) is a second-order tensor for any vector \(v\), and thus by \((\nabla v) \cdot u\) we
\[ \sum_j u_j \nabla v_j. \]

Now, we consider equation (3.15) in its integral form and take divergence of this to give

\[
\begin{align*}
\nabla \cdot (u_t - u_0) + \sum_{k=1}^{\infty} \int_0^t (\Delta \xi_k) \cdot u + \sum_{i,j=1}^{N} \left( \frac{\partial \xi_i^k}{\partial x_j} \frac{\partial u_i}{\partial x_j} + \frac{\partial \xi_i^k}{\partial x_j} \frac{\partial u_j}{\partial x_i} \right) \circ dW^k_s \\
+ \int_0^t \sum_{i,j=1}^{N} \frac{\partial u_j}{\partial x_i} \frac{\partial u_i}{\partial x_j} \, ds + \Delta p_t - \Delta p_0 = 0.
\end{align*}
\]

Incompressibility then gives that \(p\) satisfies the following:

\[
\begin{align*}
\frac{dp}{dt} &= - \sum_{i,j=1}^{N} \frac{\partial u_j}{\partial x_i} \frac{\partial u_i}{\partial x_j} \, dt - \sum_{k=1}^{\infty} \left( (\Delta \xi_k) \cdot u + \sum_{i,j=1}^{N} \left( \frac{\partial \xi_i^k}{\partial x_j} \frac{\partial u_i}{\partial x_j} + \frac{\partial \xi_i^k}{\partial x_j} \frac{\partial u_j}{\partial x_i} \right) \right) \circ dW^k_s \\
&= - \Delta^{-1} \frac{dp}{dt} \tag{3.17}\end{align*}
\]

and

\[ p = \Delta^{-1} \pi. \tag{3.18} \]

Note that if we considered the Lagrange multiplier of \(D - 1\) in the derivation to be simply \(p \, dt\)
or similar, even if we considered \(p\) to be a stochastic process, then this would be insufficient since
at the level of the equation it would imply that a sum of Lebesgue integrals is equal to a stochastic
integral (after taking divergence of each side of the equation). This example provides an explicit
illustration of why the Lagrange multiplier needs this more general form that we have presented
in this paper.

**Example:** A stochastic rotating shallow water equation for compressible fluids

Take \(u\) to be the fluid velocity field, \(f\) to be the Coriolis parameter, \(b\) to be the bottom topography
of our domain \(\mathcal{D}\) and \(\eta\) to be its total depth. We define \(R\) to be such that \(\nabla \times R = f \hat{z}\), where \(\hat{z}\) is the
unit vector in the vertical direction.
The deterministic rotating shallow water equations (rSWEs) are the following nonlinear partial differential equations [43]:

\[
\varepsilon \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) + f \hat{z} \times u + \nabla k = 0,
\]

\[
\frac{\partial \eta}{\partial t} + \nabla \cdot (\eta u) = 0,
\]

where \( k = (\eta - b)/\varepsilon \mathcal{F} \). The momentum equation can be shown to have the following curl form:

\[
\partial_t (\varepsilon u + R) - u \times \text{curl}(\varepsilon u + R) + \nabla \left( k + \frac{\varepsilon}{2} |u|^2 \right) = 0.
\]

The deterministic rSWE may be deduced by applying Hamilton’s principle to the Lagrangian defined by

\[
\tilde{\ell} = \int_{t_0}^{t_f} \varepsilon \eta |u|^2 + \eta u \cdot R - \frac{(\eta - b)^2}{2\varepsilon \mathcal{F}} \, d^2 x;
\]

see [43]. If we augment this with the stochastic advection constraint as found in §3a, the resulting action integral is stochastic and has the form we have presented in this paper, and we may deduce the stochastic rSWE featuring SALT. For the Lagrangian defined above, we may apply the stochastic Euler–Poincaré theorem as stated in [1], which implies that

\[
\frac{d}{dt} \frac{\delta \tilde{\ell}}{\delta u} + L_{dx} \frac{\delta \tilde{\ell}}{\delta u} = \eta \nabla \frac{\delta \tilde{\ell}}{\delta \eta} \, dt.
\]

If we set \( m := \delta \tilde{\ell}/\delta u \), we see that

\[
\frac{d}{dt} \left( \frac{m}{\eta} \right) + L_{dx} \frac{m}{\eta} = \frac{1}{\eta} \, dm - md \left( \frac{1}{\eta} \right) + \frac{1}{\eta} L_{dx} \, m + mL_{dx} \left( \frac{1}{\eta} \right)
\]

\[
= \frac{1}{\eta} \left( dm - \frac{m}{\eta} (d\eta + L_{dx} \eta) + L_{dx} \, m \right)
\]

\[
= \frac{1}{\eta} (dm + L_{dx} \, m),
\]

and hence we have

\[
\frac{d}{dt} \left( \frac{m}{\eta} \right) + L_{dx} \frac{m}{\eta} = \eta \nabla \left( \frac{\varepsilon}{2} |u|^2 + u \cdot R - k \right) \, dt.
\]

This is equivalent to

\[
\varepsilon du - dx \times \text{curl}(\varepsilon u + R) + \sum_i \nabla (\xi_i \circ dW^i) \cdot (\varepsilon u + R) = \nabla \left( \frac{\varepsilon}{2} |u|^2 - k \right) \, dt,
\]

which is the stochastic rSWE in curl form.

(e) Example: stochastic wave current interaction

As introduced in [44], the action integral for SALT can be coupled to a stochastic wave action which introduces a nonlinear wave propagation. Maintaining notation from the previous section, we introduce conjugate wave variables \((p, q)\) and define a coupled action integral in terms of the wave Hamiltonian by

\[
A(u, a, \Lambda, p, q) = \int_{t_0}^{t_f} \tilde{\ell}(u, a) \, dt + \int_{t_0}^{t_f} \langle \Lambda, da + L_{dx} a \rangle_V
\]

\[
- \int_{t_0}^{t_f} \langle p \circ q, dx \rangle_X + \int_{t_0}^{t_f} \big( \langle p, dq \rangle_V - d\mathcal{J}(p, q) \big),
\]

where the first integral corresponds to the deterministic fluid action, the second to the stochastic advection constraint, the third to a form of minimal coupling and the fourth to the phase-space

\[13\] By \( p \) here we do not mean the pressure.
wave Lagrangian. The stochastic wave Hamiltonian is defined by
\[dJ(p, q) := \mathcal{H}(p, q)\, dt + K(p, q) \circ dB_t,\]
and \(dx_t\) is defined as in §3a. Here, we choose \(B_t\) to be a Brownian motion independent to each \(W^j_t\) to ensure that there is no unwanted interaction between the stochastic noise in the fluid transport and that in the wave Hamiltonian. The drift part of \(dJ(p, q)\) is some deterministic wave Hamiltonian which is suitable to the problem, while the diffusion part is chosen to be a pairing between a vector field \(\sigma(x)\) and the wave momentum map,
\[K(p, q) \circ dB_t = \langle p \circ q, \sigma(x) \rangle X \circ dB_t.\]
This choice means that the stochastic part of the wave Hamiltonian enforces an additional stochastic transport of the wave properties by the vector field martingale \(\sigma(x)\).

The action integral (3.19) can clearly be written in the form (2.5), where the driving semi-martingale is
\[S_t = (t, B_t, W^1_t, W^2_t, W^3_t, \ldots),\]
and our variables are compatible with \(S_t\) as required.

**Remark 3.8 (duelling semi-martingales).** Our action integral for stochastic wave current interaction contains a stochastic noise in the fluid transport as well as an independent noise in the wave Hamiltonian. We can ‘switch off’ either (or both) of these stochastic noises by setting \(K(p, q) = 0\) or (and) \(\xi^i_t = 0\) for each \(i\). Since \(B_t\) is independent of each \(W^i_t\), switching off one of these noises will not interfere with the function of the other. Nonetheless, despite this independence, the resulting system of equations is a coupled system and therefore the wave variables will feel the effects of \(W^i_t\) and the fluid variables the effect of \(B_t\). Therefore, although it may be tempting to believe that the wave variables need only be compatible with \((t, B_t)\) and the fluid variables with \((t, W^i_t, i \geq 1)\), in fact both the wave and fluid variables will need to be compatible with the full driving semi-martingale \(S_t\) as defined above. Furthermore, any additional constraint placed on this action via a Lagrange multiplier will require that the Lagrange multiplier is compatible with the full driving semi-martingale, even if that constraint is only physically meaningful to the fluid (or wave) dynamics in isolation.

### 4. Summary and future work

In this work, we have introduced a rigorous framework for applying the principle of least action to stochastic action integrals. We have shown that a stochastic version of the fundamental lemma of the calculus of variations holds, and that it is therefore permissible to take variations of stochastic integrals. We have also shown that the resulting relations obtained by varying the action integral have a similar structure to the deterministic picture. Namely, we obtain a stochastic equation of motion depending on variational derivatives of the Lagrangian, where these variational derivatives are identical in definition to the classical framework.

Crucially, the new stochastic framework clarifies the required form of Lagrange multipliers within a semi-martingale driven variational principle. This in turn clarifies how one can formulate stochastic variational principles to ensure that the resulting equations are well defined mathematically and have the desired physical interpretation. By understanding the role of the driving semi-martingale, one can keep track of the distinct forms of time integration within the system and ensure that all are being considered correctly within each term of the action integral.

Many further problems have arisen from the framework we have introduced in this paper. Perhaps most glaringly, the details of an Euler–Poincaré reduction for a semi-martingale driven action integral are non-trivial and need to be carefully studied. Furthermore, the introduction of this framework opens up the possibility of determining how a Legendre transform may connect stochastic Lagrangian mechanics of this type to stochastic Hamiltonian mechanics (this has been formulated rigorously [16]).
Data accessibility. All data are contained within the paper.

Authors’ contributions. Both authors prepared (ideas, development, writing-up, revision, submission, response to referees, etc.) the paper. Both authors gave final approval for publication and agree to be held accountable for the work performed herein.

Competing interests. We declare we have no competing interests.

Funding. During this work, the first author has been supported by an EPSRC studentship as part of the Centre for Doctoral Training in the Mathematics of Planet Earth (grant no. EP/L016613/1). The second author has been partially supported by EU project STUOD - DLV-856408.

Acknowledgements. This work was done following the first introduction of stochastic variational principles for fluid dynamics in the seminal paper [1]. It is the result of many discussions that we have had with our colleagues Darryl Holm, James Michael Leahy, Erwin Luesink, So Takao, Etienne Memin, Colin Cotter and Oana Lang. We thank them for generously exchanging ideas with us about their own related work.

References

1. Holm DD. 2015 Variational principles for stochastic fluid dynamics. Proc. R. Soc. A 471, 20140963. (doi:10.1098/rspa.2014.0963)
2. Crisan D, Flandoli F, Holm DD. 2018 Solution properties of a 3D stochastic Euler fluid equation. J. Nonlinear Sci. 29, 1–48. (doi:10.1007/s00332-018-9506-6)
3. Crisan D, Lang O. 2019 Well-posedness for a stochastic 2D Euler equation with transport noise. (http://arxiv.org/abs/1907.00451)
4. Cotter CJ, Gottwald GA, Holm DD. 2017 Stochastic partial differential fluid equations as a diffusive limit of deterministic Lagrangian multi-time dynamics. Proc. R. Soc. A 473, 20170388. (doi:10.1098/rspa.2017.0388)
5. Crisan D, Holm DD. 2018 Wave breaking for the stochastic Camassa-Holm equation. Physica D 376/377, 138–143. (doi:10.1016/j.physd.2018.02.004)
6. Holm DD, Tyranowski TM. 2016 Variational principles for stochastic soliton dynamics. Proc. R. Soc. A 472, 20150827. (doi:10.1098/rspa.2015.0827)
7. Mémin E. 2014 Fluid flow dynamics under location uncertainty. Geophys. Astrophys. Fluid Dyn. 108, 119–146. (doi:10.1080/03091929.2013.836190)
8. Resseguier V, Mémin E, Chapron B. 2015 Reduced flow models from a stochastic Navier-Stokes representation. Ann. I.S.U.P. 59, 57–85.
9. Resseguier V, Mémin E, Chapron B. 2017 Geophysical flows under location uncertainty, Part I. Random transport and general models. Geophys. Astrophys. Fluid Dyn. 111, 149–176. (doi:10.1080/03091929.2017.1310210)
10. Resseguier V, Mémin E, Chapron B. 2017 Geophysical flows under location uncertainty, Part II. Quasi-geostrophy and efficient ensemble spreading. Geophys. Astrophys. Fluid Dyn. 111, 177–208. (doi:10.1080/03091929.2017.1312101)
11. Seliger RL, Whitham GB. 1968 Variational principles in continuum mechanics. Proc. R. Soc. Lond. A 305, 1–25.
12. Clebsch A. 1859 Ueber die Integration der hydrodynamischen Gleichungen. J. Reine Angew. Math. 56, 1–10. (doi:10.1515/crll.1859.56.1)
13. Arnold V. 1966 Sur la géométrie différentielle des groupes de Lie de dimension infinie et ses applications à l’hydrodynamique des fluides parfaits. Ann. Inst. Fourier 16, 319–361. (doi:10.5802/aif.233)
14. Holm DD, Marsden JE, Ratiu TS. 1998 The Euler–Poincaré equations and semidirect products with applications to continuum theories. Adv. Math. 137, 1–81. (doi:10.1006/aima.1998.1721)
15. Bismut J. 1981 Mécanique aléatoire. Lecture Notes in Mathematics. Berlin, Germany: Springer.
16. Lázaro-Camí JA, Ortega JP. 2008 Stochastic Hamiltonian dynamical systems. Rep. Math. Phys. 61, 65–122. (doi:10.1016/S0034-4877(08)80003-1)
17. Lázaro-Camí JA, Ortega JP. 2009 The stochastic Hamilton-Jacobi equation. J. Geometric Mech. 1, 295–315. (doi:10.3934/jgm.2009.1.295)
18. Kodama T, Koide T. 2014 Variational principle of hydrodynamics and quantization by stochastic process. (https://arxiv.org/abs/1412.6472)
19. Holm DD, Tyranowski TM. 2018 Stochastic discrete Hamiltonian variational integrators. BIT Numerical Math. 58, 1009–1048. (doi:10.1007/s10543-018-0720-2)
20. Kraus M, Tyranowski TM. 2020 Variational integrators for stochastic dissipative Hamiltonian systems. IMA J. Numer. Anal. 2020, draa022. (doi:10.1093/imanum/draa022)
21. Arnaudon M, Chen X, Cruzeiro AB. 2014 Stochastic Euler-Poincaré reduction. *J. Math. Phys.* **55**, 081507. (doi:10.1063/1.4893357)

22. Chen X, Cruzeiro AB, Ratiu TS. 2015 Stochastic variational principles for dissipative equations with advected quantities. (https://arxiv.org/abs/1506.05024)

23. Bou-Rabee N, Owhadi H. 2007 Stochastic variational partitioned Runge-Kutta integrators for constrained systems. (https://arxiv.org/abs/0709.2222)

24. Bou-Rabee N, Owhadi H. 2009 Stochastic variational integrators. *IMA J. Numer. Anal.* **29**, 421–443. (doi:10.1093/imanum/drm018)

25. Wang L. 2007 Variational integrators and generating functions for stochastic Hamiltonian systems. PhD thesis, Karlsruhe Institute of Technology, Karlsruhe, Germany.

26. Wang L, Hong J, Scherer R, Bai F. 2009 Dynamics and variational integrators of stochastic Hamiltonian systems. *Int. J. Numer. Anal. Model.* **6**, 586–602.

27. Inoue A, Funaki T. 1979 On a new derivation of the Navier-Stokes equation. *Commun. Math. Phys.* **65**, 83–90. (doi:10.1007/BF01940961)

28. Yasue K. 1983 A variational principle for the Navier-Stokes equation. *J. Funct. Anal.* **51**, 133–141. (doi:10.1016/0022-1236(83)90021-6)

29. Gomes DA. 2005 A variational formulation for the Navier–Stokes equation. *Commun. Math. Phys.* **257**, 227–234. (doi:10.1007/s00220-004-1263-8)

30. Eyink GL. 2010 Stochastic least-action principle for the incompressible Navier–Stokes equation. *Physica D* **239**, 1236–1240. (doi:10.1016/j.physd.2008.11.011)

31. Crisan D, Holm DD, Leahy JM, Nilssen T. 2020 A variational principle for fluid mechanics on geometric rough paths. (https://arxiv.org/abs/2004.07829)

32. Hand LN, Finch JD. 1998 *Analytical mechanics*. Cambridge, UK: Cambridge University Press.

33. Holm D. 2008 *Geometric mechanics, Part I: Dynamics and symmetry*. London, UK: Imperial College Press.

34. Holm D. 2008 *Geometric mechanics, Part II: Rotating, translating and rolling*. London, UK: Imperial College Press.

35. Golebiewska-Herrmann A. 1983 On the Lagrangian formulation of continuum mechanics. *Physica A* **118**, 300–314. (doi:10.1016/0378-4371(83)90196-6)

36. Lahiri A, Pal P. 2005 *A first book of quantum field theory*. Harrow, UK: Alpha Science International.

37. Abraham R, Marsden J, Ratiu T. 1988 *Manifolds, tensor analysis, and applications*. Applied Mathematical Sciences, vol. 75, 2nd edn. New York, NY: Springer.

38. Holm DD. 2018 Stochastic parametrization of the Richardson triple. *J. Nonlinear Sci.* **29**, 89–113. (doi:10.1007/s00332-018-9478-6)

39. Hsu E. 2002 *Stochastic analysis on manifolds*. Graduate Series in Mathematics, vol. 38. Providence, RI: AMS.

40. Karatzas I, Shreve SE. 1998 *Brownian motion and stochastic calculus*. Graduate Texts in Mathematics, vol. 113, 2nd edn. Berlin, Germany: Springer.

41. Kallenberg O. 2017 *Random measures, theory and applications*. Probability Theory and Stochastic Modelling, vol. 77. Berlin, Germany: Springer.

42. de Léon AB, Holm DD, Luesink E, Takao S. 2020 Implications of Kunita–Itô–Wentzell formula for k-forms in stochastic fluid dynamics. *J. Nonlinear Sci.* **30**, 1421–1454. (doi:10.1007/s00332-020-09613-0)

43. Bröcker J, Calderhead B, Cheraghi D, Cotter C, Holm D, Kuna T, Pelloni B, Shepherd T, Weller H. 2017 *Mathematics of planet Earth*. London, UK: Europe World Scientific.

44. Holm DD. 2020 Variational formulation of stochastic wave-current interaction (SWCI). (http://arxiv.org/abs/2002.04291)