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Abstract. A quantized version of the Sierpinski gasket is proposed, on purely topological grounds, as a $C^*$-algebra $A_\infty$ with a suitable form of self-similarity. Several properties of $A_\infty$ are studied, in particular its nuclearity, the structure of ideals as well as the description of irreducible representations and extremal traces. A harmonic structure is introduced, giving rise to a self-similar Dirichlet form $\mathcal{E}$. A spectral triple is also constructed, extending one already known for the classical gasket, from which $\mathcal{E}$ can be reconstructed. Moreover we show that $A_\infty$ is a compact quantum metric space.

1. Introduction

In this note we describe an example of a noncommutative fractal, more precisely a noncommutative analogue of a Sierpinski gasket.

By the particular structure of the Sierpinski gasket $K$, the self-similarity relation can be reformulated as a family of embeddings of finite-dimensional algebras, which give rise to a suitable infinite-dimensional $C^*$-algebra which turns out to consist of the continuous functions on $K$. Such procedure may be quantized, producing a noncommutative $C^*$-algebra $A_\infty$ with trivial centre which we call the algebra of the noncommutative Sierpinski gasket.

Such $C^*$-algebra contains $C(K)$ as a maximal abelian sub-algebra, and is contained in the UHF algebra $\text{UHF}(3^\infty) = M_3(\mathbb{C})^\otimes \mathbb{N}$. The irreducible representations of $A_\infty$ are completely described, and are either finite-dimensional or faithful. In the latter case they are restrictions of representations of the UHF algebra.

Then we show that the noncommutative Sierpinski gasket admits a harmonic structure, giving rise to a self-similar closed Dirichlet form on $A_\infty$ which restricts to the standard Dirichlet form on $C(K)$.

Finally, we build a spectral triple on $A_\infty$, which is strictly related to the spectral triple considered in [33]. This triple has metric dimension equal to the Hausdorff dimension of the gasket $d = \frac{\log 3}{\log 2}$, and the Connes’ trace formula gives back the restriction to $A_\infty$ of the unique trace on the UHF algebra, and coincides with the Hausdorff integral when computed on the continuous functions on $K$. The commutator with the Dirac operator produces a Lip-norm in the sense of Rieffel [52], hence $A_\infty$ is a compact quantum metric space. The Dirichlet form on $A_\infty$ may also be recovered through the spectral triple, according to a singular trace formula already used in [17] and [33].

The Sierpinski gasket $K \subset \mathbb{R}^2$ is among the most studied self-similar fractal sets: it can be reconstructed as a whole from any arbitrary small piece of it. It is the only compact subset of $\mathbb{R}^2$ satisfying

$$K = w_1(K) \cup w_2(K) \cup w_3(K)$$

where the $w_i$’s are the similitudes of scaling parameter $1/2$ fixing the vertices of an equilateral triangle in the plane. Its geometry is governed by the pseudo semigroup of local

\textit{2010 Mathematics Subject Classification.} 58B34, 28A80, 47D07, 46LXX.

\textit{Key words and phrases.} Self-similar fractals, Noncommutative geometry and spectral triples, Dirichlet forms.
homeomorphisms generated by the $w_i$. It has been introduced by Sierpinski [54] as a somewhat paradoxical “curve” whose points ramify.

During the 1970s and 1980s physicists [51, 50] became interested in studying the Schrödinger equation on $K$ due to the appearance of localized states, thus suggesting that fractals like $K$ lie in between periodic crystalline and disordered structures (modeled by random potentials). In these works Laplacian-like operators and their spectra were only defined and analyzed as limits of Laplacians on approximating graphs (decimation method) (see however also [6], [10]).

On the probabilistic side, $K$ started to be investigated in [44], [7] and [29] where self-similar diffusions where constructed. These processes, though playing a role similar to the Brownian motion in the plane, exhibit unusual peculiarities summarized by different non integral Hausdorff, metric and random-walk dimensions.

However, since no open set in $K$ is homeomorphic to a Euclidean disk, the study of $K$ is challenging in several directions. Difficulties arise already at the topological level as the fundamental group $\pi_1(K)$ is locally compact but not discrete, in a suitable topology ([2]). Hence $K$ does not admit a manifold structure so that differentiability of functions has to be introduced unconventionally ([19], [20]). This can be done by the analogue $\mathcal{E}$ of the Dirichlet integral on $K$, constructed by Kusuoka [45] using probabilistic methods, and fully understood in the late 1980s within Kigami’s theory of harmonic structures ([31]). This framework, allowing the use of the theory of Dirichlet forms to reconcile the approaches followed by probabilists and physicists, also provided a firm ground to study spectra of Laplacian-like operators ([27], [42], [43]). The object of the theory is the construction and the study of self-similar Dirichlet forms [26]. These are quadratic forms $\mathcal{E}$ on the algebra $C(K)$ of continuous functions, which on the one hand satisfy the fundamental contraction property of the Dirichlet integrals in Euclidean spaces on which the potential theory is based

$$\mathcal{E}[u \wedge 1] \leq \mathcal{E}[u]$$

and, on the other hand, match the self-similar nature of $K$ in the sense that

$$\mathcal{E}[u] = r_1^{-1} \cdot \mathcal{E}[u \circ w_1] + r_2^{-1} \cdot \mathcal{E}[u \circ w_2] + r_3^{-1} \cdot \mathcal{E}[u \circ w_3]$$

for some fixed set of “energy ratios” $r_1, r_2, r_3 > 0$. Starting from the differential structure underlying any regular Dirichlet form [26], the potential theory on $K$ is then developed in such a way that analogues of the Hodge and de Rham theorems are available [17] (see also [53]). Here a first peculiarity of $K$, compared with smooth compact Riemannian manifolds, is that the space of harmonic 1-forms is infinite dimensional. A second one is related to the fact that $K$ is not semilocally simply connected so that it does not admit a universal (simply connected) covering space and potentials of locally exact 1-forms have to be realized on the Uniform Universal Abelian Covering ([19], [17]). Finally, volume and energy distribution on the Sierpinski gasket can be described in the framework of Noncommutative Geometry by a suitable Dirac operator [18] (see also [15], [16]). In agreement with the discovery by Kusuoka and Hino that energy measures on $K$ associated to $\mathcal{E}$ are singular with respect to any self-similar Bernoulli measure ([15], [35], [36], it results that the (non integer) dimensions of $K$ relative to the volume and energy distributions associated to $D$ differ (in contrast to the Riemannian situation).

We now describe our idea of the construction of a noncommutative fractal modeled on the Sierpinski gasket.
The self-similarity equation for a fractal means that the union of a finite number of (rescaled) copies of the space coincides with the space itself. Up to more or less trivial cases, the union is not disjoint, and, for the gasket, only involves finitely many vertices, so that the fractal can be completely reconstructed by the projections from the disjoint union of vertices onto the non-disjoint one. From a functional point of view, this amounts to an embedding of finite-dimensional algebras, namely the map $\psi_{n+1}^*: C(V_{n+1}) \to C^3 \otimes C(V_n)$ (the space of complex valued functions on $V_n$). The family $\{C(V_n)\}_{n \geq 0}$ is not an inductive family, however any of the algebras, viewed as an algebra of cylindrical functions, naturally embeds into the algebra of functions on the infinite product $\Sigma = \{0,1,2\}^\N$ endowed with the product topology. It turns out that the algebra of continuous functions on $K$ is a suitable limit of the $C(V_n)$’s seen as sub-algebras of $C(\Sigma)$.

As observed before, the maps $\psi_{n+1}^*$ are induced by surjections $\psi_{n+1}^*: V_n \sqcup V_n \sqcup V_n \to V_{n+1}$. Such maps are injective up to their restriction to the external vertices in $V_n$, the non-injectivity pattern being the same as that for the projection map $\psi_1: V_0 \sqcup V_0 \sqcup V_0 \to V_1$. This means that the algebras $C(V_n)$ and the maps $\psi_n^*$, and hence the algebra $C(K)$, can be inductively reconstructed starting from $V_0$, $V_1$ and $\psi_1$.

The quantisation procedure consists in replacing the algebras $C(V_n)$ with (generally) noncommutative finite-dimensional $C^*$-algebras $A_n$ endowed with embeddings (which we denote with the same symbol) $\psi_{n+1}^*: A_{n+1} \hookrightarrow M_3(\C) \otimes A_n$ (see Definition 2.7). As in the commutative case, the algebra $A_n$ and the embeddings $\psi_n^*$ are determined inductively by $A_0$, $A_1$ and $\psi_1^*$. The base of the induction consists in posing $A_0 = C(V_0)$, $A_1 = C(V_1)$ and $\psi_1^*$ equal to its commutative counterpart. However, the replacement of $C^3$ with $M_3(\C)$ allows $A_n$, $n \geq 2$, to be noncommutative. A visualization of the difference between the embeddings $C(V_2) \hookrightarrow C^3 \otimes C(V_1)$ and $A_2 \hookrightarrow M_3(\C) \otimes A_1$ is shown by the Bratteli diagrams in Fig. 3.

Because of the inclusions $\psi_n^*$, all algebras $A_n$ naturally embed in $\text{UHF}(3^\infty) = M_3(\C)^{\otimes \N}$. As in the classical case, the sequence $\{A_n\}_{n \geq 0}$ is not inductive, however norm-convergent sections $n \in \N \mapsto a_n \in A_n$ form a $C^*$-subalgebra of $\text{UHF}(3^\infty)$ (see Theorem 2.10), which we call the quantum gasket $A_\infty$.

Let us notice that the construction of $C(K)$ outlined above is purely topological, since it uses neither the metric information nor the harmonic structure of the gasket, but only the topology of $\Sigma$. The same is true for the quantum gasket $A_\infty$, where the topological information is given by the embeddings of the $A_n$’s in $\text{UHF}(3^\infty)$.

Once the $C^*$-algebra of quantum gasket is defined, we study its representations. A key step here is the existence of restriction maps $\rho_n: A_\infty \to A_n$ which are $C^*$-epimorphisms. Such maps, which are the counterpart of the natural embeddings $V_n \to K$, turn out to describe all irreducible finite-dimensional representations of $A_\infty$.

In order to define the maps $\rho_n$ we introduce a non-standard numbering of the vertices of the gasket, which gives rise to a labelling of the generators of $A_n$ expressed as tensor products of $3 \times 3$ matrices. The map from $M_3(\C)^{\otimes (n+1)} \to M_3(\C)^{\otimes n}$, which gives 0 if the last tensor factor is not the matrix unit $e_{22}$ and erase the last tensor factor otherwise, turns out to restrict to a morphism $A_{n+1} \to A_n$. Combining such morphisms we produce the maps $\rho_n$. We also associate to such restrictions a 1-parameter family of symmetric extensions, namely completely positive linear maps $A_n \to A_\infty$ which are right inverses of the $\rho_n$, and commute with the symmetries of the triangle (see paragraph 2.2.4). By using these extensions one can prove that $A_\infty$ is nuclear. Among these symmetric extensions, particularly useful are the harmonic extensions, and the affine extensions, see below for details.

We then study the ideals of $A_\infty$ which lead us to a classification of the irreducible representations: such representations are either finite dimensional, and in this case factorise
through the maps $\rho_n$, or faithful, and in this case they are restrictions of representations $\pi : \text{UHF}(3^\infty) \to \mathcal{B}(H)$ with $\pi(A)^n = \pi(\text{UHF}(3^\infty))^n$. Primitive ideals and tracial states are fully described too (cf. sections 3.7 and 3.8). 

As mentioned above, our description of $A_\infty$ rests upon purely topological data. However, the self-similar structure provides a harmonic structure. Indeed the symmetric energy form on $A_0 = \mathbb{C}(V_0)$ generates, by self-similarity, a sequence of energy forms on $A_n$, while the harmonic extension gives the compatibility between the energies of different levels, finally providing a densely defined closed symmetric Dirichlet form on $A_\infty$. In other terms, topology plus self-similarity endow $A_\infty$ with a further structure given by the Dirichlet form and a dense sub-algebra, which consists of the elements with finite energy.

The last step consists in a further enrichment of the structure of $A_\infty$, which has a metric content. It is based on the observation that the data $(\mathcal{H}, D)$ of the spectral triple on the classical gasket considered in [33] works perfectly well for the noncommutative gasket: $A_\infty$ acts naturally on $\mathcal{H}$ and the bounded commutator property is satisfied for the dense $*-$algebra consisting of the affine extension of the elements of $A_n$, $n \in \mathbb{N}$. As mentioned above, the pair $(\mathcal{H}, D)$ adds a metric information, since we prescribed that all edges of the classical gasket are eigenvectors of $|D|$ with eigenvalues equal to the inverse of the length of the edge in the Euclidean metric of $\mathbb{R}^2$.

We obtain that $(A_\infty, L)$, with $L(a) = \|[D, a]\|$, is a quantum metric space in the sense of Rieffel [52]. Besides of some results which are directly inherited form the commutative case, such as the value of the metric dimension being $\log 3/\log 2$, we show that the spectral triple fits well with the features of $A_\infty$ described above. The trace on $A_\infty$ obtained from the Dixmier trace via the Connes trace formula is simply the restriction of the trace on UHF($3^\infty$). Finally, with a formula already used in [17, 33], one also recovers from $D$ the self-similar Dirichlet form, explicitly described above.

We conclude this introduction mentioning that some preliminary forms of the results contained in this paper have been illustrated in 2017 during conferences in Toulouse, Cornell and Warsaw.

2. The algebras of the classical and quantum Sierpinski gasket

2.1. A functional description of the classical Sierpinski gasket. The Sierpinski gasket may be defined via three similitudes $w_j$, $j = 1, 2, 3$, of the Euclidean plane with contraction parameter equal to $1/2$ and centered in the vertices of an equilateral triangle. Such maps give a contraction $W$ on the space of compact subsets of $\mathbb{R}^2$ endowed with the Hausdorff distance, $W(C) = \bigcup_{i=1,2,3} w_i(C)$, and the gasket $K$ is defined as the unique fixed point. Setting $V_0$ as the set of vertices of the triangle, the vertices $V_n$ are defined inductively via $V_{n+1} = W(V_n)$. Since $V_0$ consists of fixed points, we easily get $V_n \subset V_{n+1}$. We shall also consider the set $E_1 = \{e_1^1, e_2^1, e_3^1, e_1^2, e_2^2, e_3^2\}$ consisting of the six oriented edges of the triangle, and the families $E_n$ of oriented edges of level $n$ defined inductively by $E_{n+1} = W(E_n)$. We note in passing that with our notation any geometrical edge is counted twice in $E_n$. For each oriented edge $e$ we denote by $e^+$, resp. $e^-$ the target, resp. the source of $e$.

The self-similarity equation $K = \bigcup_{j=1,2,3} w_j(K)$ gives a family of relations for the set of vertices (essential fixed points), namely $V_{n+1} = \bigcup_{j=1,2,3} w_j(V_n)$. The non triviality of the construction lies in the non disjointness of the three copies of $V_n$, namely we get a non-injective projection $\psi_{n+1} : w_1(V_n) \sqcup w_2(V_n) \sqcup w_3(V_n) \to V_{n+1}$. From the functional point of view this gives rise to a non-surjective embedding $\psi_{n+1}^\ast : \mathbb{C}(V_{n+1}) \hookrightarrow \mathbb{C}^3 \otimes \mathbb{C}(V_n)$. Let us now consider the map $\psi : w_1(V_0) \sqcup w_2(V_0) \sqcup w_3(V_0) \to V_1$ described pictorially in fig. [11].
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From the functional point of view, $\psi_1$ gives rise to an embedding $\psi_1^*: \mathbb{C}(V_1) \hookrightarrow \mathbb{C}^3 \otimes \mathbb{C}(V_0)$. By identifying $\mathbb{C}^3$ with the diagonal sub-algebra of $M_3(\mathbb{C})$, we get the embedding $\mathbb{C}(V_1) \hookrightarrow M_3(\mathbb{C}) \otimes \mathbb{C}(V_0)$, which we denote by the same symbol. The Bratteli diagram for the embedding $\psi_1^*$ is in Fig. 2, where black dots have label 3 and describe the minimal central projections in

$M_3(\mathbb{C}) \otimes \mathbb{C}(V_0)$, while white dots have label 1 and describe the minimal (central) projections in $\mathbb{C}(V_1)$.

The non-injectivity of the map $\psi_n$ is related to a suitable gluing of the 3 external vertices of each copy of $V_n$ producing the 6 vertices of level 1 in $V_{n+1}$. Apart from that, the map is indeed injective. This implies that the algebras $\mathbb{C}(V_n)$ satisfy the inductive relations

$$\mathbb{C}(V_{n+1} \setminus V_1) \cong \mathbb{C}^3 \otimes \mathbb{C}(V_n \setminus V_0), \quad n \geq 1,$$

and the map $\psi_{n+1}^*$ acts diagonally w.r.t. the decomposition $\mathbb{C}(V_{n+1}) = \mathbb{C}(V_1) \oplus \mathbb{C}(V_{n+1} \setminus V_1)$; it acts as $\psi_1^*$ on the first summand and consists of the identification (2.1) on the second summand:

$$\psi_{n+1}^*(\mathbb{C}(V_{n+1})) = \psi_1^*(\mathbb{C}(V_1)) \oplus \mathbb{C}^3 \otimes \mathbb{C}(V_n \setminus V_0) \hookrightarrow \mathbb{C}^3 \otimes \mathbb{C}(V_n).$$

We have just shown that the map $\psi_1^*$ determines all the embeddings $\psi_n^*$. We now show how the inductive relations (2.1) together with the map $\psi_1^*$ completely determine the algebra of continuous functions on $K$.

Setting $\psi_{1,0}^* := \psi_1^*$ and $\psi_{n+1,0}^* := (id \otimes \psi_{n,0}^*) \circ \psi_{n+1}^*: \mathbb{C}(V_{n+1}) \to (\mathbb{C}^3)^{(n+2)}$, defines inductively the maps $\psi_{n,0}^*: \mathbb{C}(V_n) \to (\mathbb{C}^3)^{(n+1)}$. Composing again with the natural embedding of $(\mathbb{C}^3)^{(n+1)}$ into the inductive limit $C^*$-algebra $(\mathbb{C}^3)^{\otimes \infty}$, we get injective maps $\varphi_n$ from $\mathbb{C}(V_n)$ into $(\mathbb{C}^3)^{\otimes \infty}$, namely all $\mathbb{C}(V_n)$’s may be identified with suitable unital sub-algebras of $(\mathbb{C}^3)^{\otimes \infty}$.
We may also identify the continuous functions on $\Sigma_\infty = \text{the infinite words on three letters} \cong$ the boundary of the infinite ternary tree, with $(\mathbb{C}^3)^{\otimes \infty}$. Since the classical analysis of Kigami [1] provides a continuous projection $P : \Sigma_\infty \to K$, by which $C(K)$ embeds in $(\mathbb{C}^3)^{\otimes \infty}$, from now on we shall always consider the algebras $C(V_n)$ and $C(K)$ as subalgebras of $(\mathbb{C}^3)^{\otimes \infty}$. Our aim now is to show that in a natural sense $C(V_n)$ converges to $C(K)$ as $n \to \infty$.

**Theorem 2.1.** $C(K) = \{ \alpha \in (\mathbb{C}^3)^{\otimes \infty} : \alpha = \lim \varphi_n(a_n), a_n \in C(V_n) \}$.

**Proof.** If $f \in C(V_n)$, $\varphi_n(f)$ is a cylindrical function on $\Sigma_\infty$, namely its value on a point $\sigma \in \Sigma_\infty$ is completely determined by the first $n+1$ letters of $\sigma$. Therefore $f$ may be identified with a function on $K$ which is constant on the open cells $C$ of level $n+1$, with $f(C) = f(v)$ if $v \in \partial C \cap V_n$, and is double-valued on $V_{n+1} \setminus V_n$. Therefore a sequence $\{a_n\}$, $a_n \in C(V_n)$, such that $\varphi_n(a_n)$ converges in $(\mathbb{C}^3)^{\otimes \infty}$ gives rise to a continuous function on $\Sigma_\infty$ which respects all identifications, namely to a continuous function on $K$. Conversely, given a function $f \in C(K)$, one may set $a_n$ to be its restriction to $V_n$. By the uniform continuity of $f$, $\varphi(a_n)$ converges in norm to a uniformly continuous function on $V$ which coincides with $f$ on all vertices. □

**Remark 2.2.** As observed in the proof above, for any closed cell $C$ of level $n \in \mathbb{N}$ there exists a unique vertex $v$ of level $(n - 1)$ such that $v \in C$. Therefore, $C(V_n)$ can be identified with the algebra of functions on the gasket which are constant on open cells of level $n+1$ and have jump discontinuities at most on $V_{n+1} \setminus V_n$. This shows that, as sub-algebras of $(\mathbb{C}^3)^{\otimes \infty}$, $C(V_n) \cap C(V_m) = C$ if $n \neq m$, and $C(V_n) \cap C(K) = C$ for any $n \in \mathbb{N}$.

2.1.1. **Numbering the vertices.** We now give a more concrete description of the algebras $C(V_n)$ as sub-algebras of $(\mathbb{C}^3)^{\otimes(n+1)}$. Let us describe $\psi_1$ as in Fig.1. Correspondingly, setting $\alpha_j^0 = e_j, j = 1, 2, 3$, the characteristic functions in $C(V_0) = \mathbb{C}^3$ of the vertices in $V_0$, denoting by $\alpha_j^1, j = 1, 2, 3$, the characteristic functions in $C(V_1)$ of the vertices in $V_0$ and by $\beta_j^1, j = 1, 2, 3$, the characteristic functions in $C(V_1)$ of the vertices in $V_1 \setminus V_0$, we get $\psi_1(\alpha_j^1) = e_j \otimes \alpha_0^1$ and $\psi_1(\beta_j^1) = e_j \otimes \alpha_0^1 + e_{(j+2)} \otimes \alpha_0^1$, where the elements on the right are in $\mathbb{C}^3 \otimes \mathbb{C}^3$, the $e_j$'s denote the matrix units in $\mathbb{C}^3$, and the indices are meant mod 3. Let us now denote by $\alpha_j^n, j = 1, 2, 3$, the characteristic functions in $C(V_n)$ of the vertices in $V_0$ and by $\beta_j^n, j = 1, 2, 3$, the characteristic functions in $C(V_n)$ of the vertices in $V_1 \setminus V_0, n \in \mathbb{N}$. Then, by the inductive definition of $\psi_{n+1}^*$, the algebra $\psi_{n+1}^*(C(V_{n+1})) \subset \mathbb{C}^3 \otimes \mathbb{C}^3$ is generated by the elements

\[ \{ \psi_{n+1}^*(\alpha_j^{n+1}) = e_j \otimes \alpha_0^2, \psi_{n+1}^*(\beta_j^{n+1}) = e_j \otimes \alpha_1^1 + e_{j+2} \otimes \alpha_2^1, e_j \otimes \xi, j = 1, 2, 3, \xi \in C(V_n \setminus V_0) \}. \]

Now, for $\sigma \in \Sigma_n := \{1, 2, 3\}^n$, we use the shortcut $\sigma := e_{\sigma_1} \otimes e_{\sigma_2} \otimes \cdots \otimes e_{\sigma_n}$, therefore $\psi_1^*(C(V_1)) \subset \mathbb{C}^3 \otimes \mathbb{C}^3$ is generated by the elements $\{ \sigma_{j2}, \sigma_{j1+(j+2)3} : j = 1, 2, 3 \}$.

**Lemma 2.3.** The algebras $\psi_{n,0}^*(C(V_n)) \subset (\mathbb{C}^3)^{\otimes(n+1)}$ are linearly generated as follows

\[ \psi_{n,0}^*(C(V_n)) = \langle \psi_{n,0}^*(\alpha_j^k), \sigma \otimes \psi_{k,0}^*(\beta_j^k) : j = 1, 2, 3, k = 1, \ldots, n, x \in (\mathbb{C}^3)^{\otimes(n-k)} \rangle, \]

with $\psi_{n,0}^*(\alpha_j^k) = j2^n, \psi_{k,0}^*(\beta_j^k) = (j1+(j+2)3)2^{k-1} = \beta_j^1 \otimes 2^{k-1}, j = 1, 2, 3$.

**Proof.** We prove the formula by induction. The statement is true for $n = 1$. Assuming it is true for $n$, one gets

\[ \psi_{n+1,0}^*(\alpha_j^{n+1}) = (id \otimes \psi_{n,0}^*) \circ \psi_{n+1}^*(\alpha_j^{n+1}) = (id \otimes \psi_{n,0}^*)(e_j \otimes \alpha_0^2) = j2^{n+1}, \]

\[ \psi_{n+1,0}^*(\beta_j^{n+1}) = (id \otimes \psi_{n,0}^*) \circ \psi_{n+1}^*(\beta_j^{n+1}) = (id \otimes \psi_{n,0}^*)(e_j \otimes \alpha_1^1 + e_{j+2} \otimes \alpha_2^1) \]

\[ = e_j \otimes \psi_{n,0}^*(\alpha_1^1) + e_{j+2} \otimes \psi_{n,0}^*(\alpha_2^1) = j12^n + (j+2)32^n = \beta_j^1 \otimes 2^n. \]
The formula above states $\psi^*_{n,0}(C(V_n \setminus V_1)) = \langle x \otimes (j+1+2j)2^{k-1}, j = 1, 2, 3, k = 1, \ldots n-1, x \in (C^3)^{(n-k)} \rangle$. Then
\[
\psi^*_{(n+1),0}(C(V_{n+1} \setminus V_1)) = (id \otimes \psi^*_{n,0})(C(V_{n+1} \setminus V_1)) = (id \otimes \psi^*_{n,0})(C^3 \otimes C(V_n \setminus V_1)) \\
= \langle y \otimes x \otimes (j+1+2j)2^k, j = 1, 2, 3, k = 0, \ldots n-2, y \in C^3, x \in (C^3)^{(n-1-k)} \rangle \\
= \langle x \otimes (j+1+2j)2^k : j = 1, 2, 3, k = 0, \ldots n-2, x \in (C^3)^{(n-k)} \rangle
\]

The description above provides a labelling of the vertices of level $n$ by identifying them with their characteristic functions hence with the labels
\[(2.2) \quad V_n = \{j2^n, \sigma(j+1+2j)2^{k-1} : j = 1, 2, 3, k = 1, \ldots n, \sigma \in \Sigma_{n-k} \} \]

**Remark 2.4.** In the previous labelling of vertices, the exponent $p$ of 2 on the right side of the label of a given vertex $v$ describes its age in $V_n$, i.e. $p = 0$ means that $v$ firstly appeared in $V_n$, $p = 1$ that it firstly appeared in $V_{n-1}$, and so on. In this way any vertex in $V_{n-1}$ appears also in $V_n$ simply by adding a 2 on the right to its label. This gives a non-unital embedding of $C(V_n)$ in $C(V_{n+1})$. Dually, we get a restriction map for functions, which is a unital $*$-algebra morphism from $C(V_{n+1})$ to $C(V_n)$, in particular the restriction of the characteristic function of a vertex is 0 if $p = 0$ and is the vertex with the same label, but $p$ replaced by $p-1$, if $p > 0$. Restrictions may be composed, and the restriction of the characteristic function of a vertex $v \in V_{n+k}$ to $C(V_n)$ is non-zero if and only if $v$ is at least $k$-generations old. In this case its restriction is obtained simply by subtracting $k$ to the exponent of 2.

### 2.2. The quantum gasket.

#### 2.2.1. A result on sequences of subalgebras of a given $C^*$-algebra.

Suppose we have a $C^*$-algebra $B$ and a sequence of sub-$C^*$-algebras $B_n$. We may define
\[(2.3) \quad B_\infty = \{b \in B : b = \lim_n b_n, b_n \in B_n \}, \]
\[(2.4) \quad B^\infty = \bigcap_{k \geq n} C^*(\bigcup_{k \geq n} B_k) \]

**Proposition 2.5.** Both $B_\infty$ and $B^\infty$ are $C^*$-algebras, and $B_\infty \subseteq B^\infty$.

**Proof.** The $C^*$-algebra property of $B^\infty$ is obvious by construction. The $*$-algebra property of $B_\infty$ follows by the properties of norm-limits. As for its closure, let us observe that $b = \lim_n b_n$, $b_n \in B_n$ iff $d(b, B_n) \to 0$, which in turn is equivalent to $\forall \varepsilon > 0 \exists n_\varepsilon : n > n_\varepsilon \Rightarrow d(b, B_n) < \varepsilon$. Therefore, given $b \in B_\infty$, $\varepsilon > 0$, we find $b_\varepsilon \in B_\infty : d(b, B_n) < \varepsilon/2$ and $n_\varepsilon \in \mathbb{N} : n > n_\varepsilon \Rightarrow d(b_\varepsilon, B_n) < \varepsilon/2$. As a consequence $d(b, B_n) < \varepsilon$ for $n > n_\varepsilon$, namely $b \in B_\infty$.

**Remark 2.6.** Let us observe that $B_\infty$ can be strictly smaller than $B^\infty$. For example, setting $B_n = CI$ for $n$ odd and $B_n = B$ for $n$ even, $B_\infty = CI$ while $B^\infty = B$.

#### 2.2.2. The algebras $A_n$.

We have shown that the family of algebras $C(V_n)$, their embeddings in $(C^3)^{\otimes \infty}$, and finally the $C^*$-algebra $C(K)$ can be defined in terms of the map $\psi_1^*$ and of the inductive relations (2.1). We propose now a simple quantisation of this procedure, and call the corresponding $C^*$-algebra $A_\infty$ (the algebra of functions on) the quantum gasket. In the definition below $A_n$ is the quantised version of $C(V_n)$ and $R_n$ is the quantised version of $C(V_n \setminus V_1)$.

**Definition 2.7** (The algebras $A_n$). Set $R_1 = \{0\}$ and define inductively $R_n$ such that $R_{n+1} = M_3(C) \otimes (C^3 \oplus R_n)$, $n \in \mathbb{N}$. Then set $A_0 = C^3$, $A_n = C^3 \oplus C^3 \oplus R_n$, $n \in \mathbb{N}$.
Lemma 2.8. The map $\psi_n^*$ for the classical gasket determines inclusions $\psi_{n+1}^* : A_{n+1} \hookrightarrow M_3(\mathbb{C}) \otimes A_n$. Therefore we get embeddings $A_n \xrightarrow{\psi_{n,0}^*} M_3(\mathbb{C})^\otimes (n+1) \xrightarrow{i_{n+1}} \text{UHF}(3^n)$, where $\psi_{n,0}^*$ is defined inductively by $\psi_{1,0}^* := \psi_1^*$, $\psi_{n+1,0}^* := (id \otimes \psi_n^*) \circ \psi_{n+1}^*$ and $i_n$ is the natural embedding of $M_3(\mathbb{C})^\otimes n$ into the inductive limit $\text{UHF}(3^n)$.

Proof. According to the definition above, $\psi_1^*$ is a map from $\mathbb{C}^3 \oplus \mathbb{C}^3$ into $\mathbb{C}^3 \otimes \mathbb{C}^3$. Then if $(x, y, 0) \in A_{n+1} = \mathbb{C}^3 \oplus \mathbb{C}^3 \oplus R_{n+1}$, $n \in \mathbb{N}$, we set $\psi_{n+1}^*(x, y, 0) = \psi_1^*(x, y) \oplus 0 \oplus 0 \in M_3(\mathbb{C}) \otimes (\mathbb{C}^3 \oplus \{0\} \oplus \{0\}) \subset M_3(\mathbb{C}) \otimes A_n$, and define $\psi_{n+1,0}^*|_{R_{n+1}}$ simply as the identification of $R_{n+1} = M_3(\mathbb{C}) \otimes (\mathbb{C}^3 \oplus R_n)$ with $M_3(\mathbb{C}) \otimes (\{0\} \oplus \mathbb{C}^3 \oplus R_n) \subset M_3(\mathbb{C}) \otimes A_n$. The ranges of the maps $\psi_{n,0}^*$ are obvious by definition. \hfill \Box

In the following we identify $A_n$ with its image in $M_3(\mathbb{C})^\otimes (n+1) \subset \text{UHF}(3^n)$.

Remark 2.9. As mentioned above, $R_n$ is the quantised version of $\mathcal{C}(V_n \setminus V_1)$, in fact $\mathcal{C}(V_n \setminus V_1) = \mathbb{C}^3 \otimes (\mathbb{C}^3 \oplus \mathcal{C}(V_n \setminus V_1))$, $n \in \mathbb{N}$, namely passing from $\mathcal{C}(V_n \setminus V_1)$ to $R_n$ consists in replacing the leftmost factor $\mathbb{C}^3$ with $M_3(\mathbb{C})$. Then the $\mathbb{C}(V_n)$ can be defined in analogy with the definition of the $A_n$'s: $\mathcal{C}(V_n) = \mathbb{C}^3 \oplus \mathbb{C}^3 \oplus \mathcal{C}(V_{n+1} \setminus V_1)$, $n \in \mathbb{N}$. This shows in particular that $\mathbb{C}(V_n) \subset A_n \subset M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_0)$.

Theorem 2.10. The set $A_\infty = \{a \in \text{UHF}(3^\infty) : a = \lim_n a_n, a_n \in A_n\}$ is a $C^*$-algebra containing $\mathcal{C}(K)$ as an abelian sub-algebra.

Proof. The $C^*$-algebra property follows by Proposition 2.5. Finally, by construction $\mathcal{C}(V_n) \subset A_n$, hence the last statement follows by Theorem 2.1. \hfill \Box

According to the Remark above, one easily sees that $A_0$, resp. $A_1$, can be identified with $\mathcal{C}(V_0)$, resp. $\mathcal{C}(V_1)$, and $A_2$ is the first noncommutative algebra among the $A_n$'s. Fig. 3 compares the Bratteli diagrams for the inclusions $\mathcal{C}(V_2) \subset M_3(\mathbb{C}) \otimes \mathcal{C}(V_1)$ of the classical gasket, and $A_2 \subset M_3(\mathbb{C}) \otimes A_1$ of the quantum gasket. Black dots have label 3 and describe the minimal central projections in $M_3(\mathbb{C}) \otimes \mathcal{C}(V_1)$ resp. $M_3(\mathbb{C}) \otimes A_1$, white dots describe the minimal (central) projections in $\mathcal{C}(V_2)$ resp. $A_2$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{$\mathcal{C}(V_2) \subset M_3(\mathbb{C}) \otimes \mathcal{C}(V_1)$ \quad $A_2 \subset M_3(\mathbb{C}) \otimes A_1$}
\end{figure}

By the observation above we get $A_0 = \langle \alpha_j^0 : j = 1, 2, 3 \rangle$ and $A_1 = \langle \alpha_j^1, \beta_j^1 : j = 1, 2, 3 \rangle$, cf. Lemma 2.3. Moreover, the following Lemma holds.
Lemma 2.11. The algebras $C(V_n) \subset A_n \subset M_3(\mathbb{C})^{\otimes(n+1)}$ are linearly generated as follows

$$C(V_n) = \langle \alpha_j^n, \ x \otimes \beta_j^k : j = 1, 2, 3, k = 1, \ldots, n, x \in (C^3)^{\otimes (n-k)} \rangle,$$

$$A_n = \langle \alpha_j^n, \ x \otimes \beta_j^k : j = 1, 2, 3, k = 1, \ldots, n, x \in M_3(\mathbb{C})^{\otimes(n-k)} \rangle,$$

where $\alpha_j^n = j2^n$, $\beta_j^k = (j1 + (j + 2)3)2^{k-1} \in (C^3)^{\otimes(k+1)} \subset M_3(\mathbb{C})^{\otimes(k+1)}$.

Proof. The statement about $C(V_n)$ directly follows by equation (2.2). The statement about $A_n$ amounts to say that $A_n = C^3 \oplus C^3 \oplus R_n$, with $R_n = \langle x \otimes \beta_j^k : j = 1, 2, 3, k = 1, \ldots, n-1, x \in M_3(\mathbb{C})^{\otimes(n-k)} \rangle$. The last equation is clearly true for $n = 1$, and, assuming it for $n$, we get

$$\langle x \otimes \beta_j^k : j = 1, 2, 3, k = 1, \ldots, n, x \in M_3(\mathbb{C})^{\otimes(n+1-k)} \rangle$$

$$= \langle x \otimes \beta_j^k : j = 1, 2, 3, x \in M_3(\mathbb{C}) \oplus M_3(\mathbb{C}) \otimes R_n \rangle$$

$$M_3(\mathbb{C}) \otimes (C^3 \oplus R_n) = R_{n+1}.$$

The thesis follows by induction. □

Corollary 2.12. The algebra $C(V_n)$ is maximal abelian in $A_n$.

Proof. Directly follows by Lemma 2.11 and the following equalities: $\alpha_j^n \alpha_{j'}^n = \delta_{j,j'} \alpha_j^n$, $\alpha_j^n \cdot x \otimes \beta_j^k = 0$ for any $i, j = 1, 2, 3, k = 1, \ldots, n, x \in (C^3)^{\otimes(n-k)}$, and $x \otimes \beta_j^k \cdot x' \otimes \beta_j^k = \delta_{k,k'} \delta_{i,i'} x \cdot x' \otimes \beta_j^k$. □

We now define the morphisms $\xi_j$, $j = 1, 2, 3$, and $\eta_{k,j}$, $j = 1, 2, 3, k = 0, \ldots, n - 1$, on $A_n$ through their action on generators:

\[
\begin{align*}
\xi_i : & \quad \alpha_j^n \quad \rightarrow \quad \delta_{i,j} \\
x \otimes \beta_j^k \quad \rightarrow \quad 0
\end{align*}
\]  

\[
\eta_{k,i} : \quad \alpha_j^n \quad \rightarrow \quad 0, \\
x \otimes \beta_j^{n-m} \quad \rightarrow \quad \delta_{i,j} \delta_{k,m} x
\]  

\[
\{\xi_i, \eta_{k,i}\} \in M_3(\mathbb{C})^{\otimes k} \quad i, j = 1, 2, 3, k = 1, \ldots, n;
\]

\[
\{\eta_{k,i}\} \in M_3(\mathbb{C})^{\otimes k} \quad i, j = 1, 2, 3, k, m = 0, \ldots, n - 1.
\]

Corollary 2.13.

1. Any element of $A_n$ can be written in a unique way as

\[
b = \sum_{j=1}^{3} \xi_j(b) \alpha_j^n + \sum_{k=0}^{n-1} \sum_{j=1}^{3} \eta_{k,j}(b) \otimes \beta_j^{n-k}, \quad \xi_j(b) \in \mathbb{C}, \ \eta_{k,j}(b) \in M_3(\mathbb{C})^{\otimes k}.
\]

2. $\xi_j$ is a character of $A_n$, for any $j = 1 \cdots 3$, while each $\eta_{k,j}$ is a representation of $A_n$ onto $M_3(\mathbb{C})^{\otimes k}$, for any $j = 1 \cdots 3, k = 0 \cdots n - 1$.

3. The spectrum $\widehat{A}_n$ of $A_n$ has $3n$ elements, representatives of which are the $\xi_j$ and the $\eta_{k,j}$.

4. The set of primitive ideals of $A_n$ has $3n$ elements, which are the respective kernels of the $3n$ irreducible representations above.

2.2.3. Restriction maps. For the classical gasket, the natural embedding $V_n \hookrightarrow K$ gives rise to a restriction map from $C(K) \rightarrow C(V_n)$ which is clearly a $C^*$-algebra morphism. Here we show that such morphism is defined also for the quantum gasket, giving rise to a family of representations of $A_\infty$. We start introducing the restriction maps from $A_{n+1}$ to $A_n$, $n \geq 0$.

As in the abelian case, they will consist in erasing a 2 on the right of the generators.
Lemma 2.14. The completely positive contraction \( id_n \otimes e_{22}^\ast : M_n(\mathbb{C}) \otimes (n+1) \to M_n(\mathbb{C}) \otimes n \), where \( e_{22} \) is the state \( m \in M_2(\mathbb{C}) \mapsto m_{22} \in \mathbb{C} \), and \( id_n \) is the identity map of \( M_n(\mathbb{C}) \otimes n \), induces a \(*\)-algebra epimorphism from \( \mathcal{A}_n \) onto \( \mathcal{A}_{n-1} \). The map \( \otimes e_{22} : a \in M_3(\mathbb{C}) \otimes n \to a \otimes e_{22} \in M_3(\mathbb{C}) \otimes (n+1) \) induces a non-unital \(*\)-algebra morphism from \( \mathcal{A}_{n-1} \) in \( \mathcal{A}_n \). Clearly the former map is a left inverse of the latter.

**Proof.** As for the first statement, the case \( n = 1 \) is obvious. For \( n \geq 2 \), \( \id \otimes e_{22}^\ast \) maps
\[
\begin{align*}
x \otimes \beta_j^k & \mapsto x \otimes \beta_j^{k-1} \text{ if } k > 1, \\
x \otimes \beta_j^1 & \mapsto 0, \\
\alpha_j^n & \mapsto \alpha_j^{n-1}.
\end{align*}
\]
Since the product of two generators may be non-zero either for the product of the projection \( \alpha_j^n \) with itself or for \( x \otimes \beta_j^k \cdot y \otimes \beta_j^k = xy \otimes \beta_j^k \), the map preserves multiplication. The same arguments apply for the second statement. \(\Box\)

We now observe that any state \( \omega \) on \( M_3(\mathbb{C}) \) induces a state \( \omega^{\otimes n} \) on \( UHF(3^n) \). Hence we get a completely positive contraction \( id_{n+1} \otimes \omega^{\otimes n} \) from \( M_3(\mathbb{C}) \otimes (n+1) \otimes UHF(3^n) \) onto \( M_3(\mathbb{C}) \otimes (n+1) \). Finally, via the natural identification of \( M_3(\mathbb{C}) \otimes (n+1) \otimes UHF(3^n) \) with \( UHF(3^n) \), we get a completely positive contraction \( id_{n+1} \otimes \omega^{\otimes (n+2)} : UHF(3^n) \to M_3(\mathbb{C}) \otimes (n+1) \subset UHF(3^n) \).

**Lemma 2.15.** For any \( a \in UHF(3^n) \), \( a = \lim_{n \to \infty} id_{n+1} \otimes \omega^{\otimes (n+2)}(a) \).

**Proof.** If \( a = a_k \otimes I_{[k+1, \infty)} \), with \( a_k \in M_3(\mathbb{C}) \otimes k \), then \( id_{n+1} \otimes \omega^{\otimes (n+2)}(a) = a \) for \( n \geq k \). Since such elements are dense in \( UHF(3^n) \), we get the thesis. \(\Box\)

**Proposition 2.16.** Let \( n \geq 0 \), \( k \in \mathbb{N} \cup \{ \infty \} \). Then, setting \( \rho_n = id_{n+1} \otimes (e_{22}^\ast)^{\otimes (n+2)}I_{[n+2, \infty)} \), \( \rho_n : \mathcal{A}_{n+k} \to \mathcal{A}_n \) is a \(*\)-algebra morphism.

**Proof.** By Lemma 2.14, \( \rho_{n+j}(\mathcal{A}_{n+j+1}) = \mathcal{A}_{n+j} \). If \( k \) is finite, \( \rho_n = \rho_n \circ \rho_{n+1} \circ \cdots \circ \rho_{n+k-1} \), hence \( \rho_n \) is a morphism from \( \mathcal{A}_{n+k} \) to \( \mathcal{A}_n \). When \( a \in \mathcal{A}_\infty \), \( a = \lim_n a_n \), \( a_n \in \mathcal{A}_n \), \( \rho_p(a) = \lim_n \rho_p(a_n) \in \mathcal{A}_p \), where we used the contraction property of the \( \rho_n \)’s. The morphism property follows. \(\Box\)

**Corollary 2.17.** The algebra \( \mathcal{A}_\infty \) may be equivalently defined as
\[ \mathcal{A}_\infty = \{ a \in UHF(3^n) | \rho_n(a) \in \mathcal{A}_n \} \].

**Proof.** The statement follows by Lemma 2.15 and Proposition 2.16. \(\Box\)

2.2.4. Symmetric extensions. In this section we describe a one-parameter family of completely positive maps which are right-inverses of the restriction maps described in the previous section. The word symmetric refers to the fact that they commute with the symmetry group of the triangle. We shall be particularly interested to the cases \( t = 3/5 \) and \( t = 1/2 \).

For any \( t \in [1/2, 1] \) we define the positivity preserving map
\[
\lambda(t) : C(V_0) \to C(V_1), \quad \lambda(t) \alpha_j^0 = \alpha_j^0 + (1 - t) \beta_j^1 + (1 - t) \beta_{j+1}^2 + (2t - 1) \beta_{j-1}^2.
\]
Let now \( s \) be a symmetry of the triangle, and consider its action both on the restriction to \( V_0 \) and to \( V_1 \). Then we get the adjoint maps \( s_0^* : C(V_0) \to C(V_0) \) and \( s_1^* : C(V_1) \to C(V_1) \). Indeed \( s_0^* \circ \lambda(t) = \lambda(t) \circ s_0^* \), namely the symmetric property mentioned above. We then define the completely positive unital contractions
\[
\lambda(t) = id_n \otimes \lambda(t) : M_n(C) \otimes n \otimes C(V_0) \subset UHF(3^n) \to M_n(C) \otimes n \otimes C(V_1) \subset UHF(3^n).
\]
For any \(a \in M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_0) \cong \mathbb{C}(V_0, M_3(\mathbb{C})^\otimes n),\) we set

\[
\text{Osc}\ a = \max_{i \neq j} \|a(v_i) - a(v_j)\|,
\]
and observe that Osc is also defined on \(\mathbb{C}(V_n)\) since \(\mathbb{C}(V_n) \subset M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_0)\).

**Proposition 2.18.** The following properties hold:

1. \(\lambda_n^{(t)}(I) = I\).
2. If \(f \in \mathbb{C}(V_n)\), \(\text{Osc}(f) = \max_{e \in E_n} |f(e^+) - f(e^-)|\).
3. If \(a \in M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_0)\), \(\text{Osc}(\lambda_n^{(t)}(a)) \leq t \text{Osc}(a)\) and \(\|a - \lambda_n^{(t)}(a)\| \leq t \text{Osc}(a)\).

**Proof.** Properties (1) and (2) are obvious. We now prove the first inequality of property (3). Since \(\lambda_n^{(t)}(a) \in M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_1) \cong \mathbb{C}(V_1, M_3(\mathbb{C})^\otimes n)\), we denote by \(a_i, b_i \in M_3(\mathbb{C}), i = 1, 2, 3\), the values of \(\lambda_n^{(t)}(a)\) on \(V_1\) as in fig. 4 and exploit the relations (2.7):

\[
\begin{align*}
b_1 &= (1 - t)a_2 + (1 - t)a_3 + (2t - 1)a_1, \\
b_2 &= (1 - t)a_1 + (1 - t)a_3 + (2t - 1)a_2, \\
b_3 &= (1 - t)a_1 + (1 - t)a_2 + (2t - 1)a_3.
\end{align*}
\]

**Figure 4.** \(\lambda_n^{(t)}(a) \in \mathbb{C}(V_1, M_3(\mathbb{C})^\otimes n)\)

The inequality \(\text{Osc}(\lambda_n^{(t)}(a)) \leq t \text{Osc}(a)\) means \(\|\lambda_n^{(t)}(a)(e^+) - \lambda_n^{(t)}(a)(e^-)\| \leq t \text{Osc}(a)\) for any edge \(e \in E_1\). By the symmetric invariance of \(\lambda_n^{(t)}\), it is enough to check such inequality for just two edges: the edge whose boundary values are \(a_1\) and \(b_3\) and the edge whose boundary values are \(b_1\) and \(b_3\). Indeed

\[
\begin{align*}
\|a_1 - b_3\| &= \|(1 - t)(a_1 - a_2) + (2t - 1)(a_1 - a_3)\| \leq t \max(\|a_1 - a_2\|, \|a_1 - a_3\|) \leq t \text{Osc}(a), \\
\|b_3 - b_1\| &= \|(1 - t)(a_3 - a_1) + (2t - 1)(a_3 - a_1)\| \leq t\|a_1 - a_3\| \leq t \text{Osc}(a),
\end{align*}
\]
and the inequality is proved.

As for the second, we identify \(a\) with \(a \otimes I\), which can be seen as an element of \(\mathbb{C}(V_0 \sqcup V_0 \sqcup \mathbb{C}(M_3(\mathbb{C})^\otimes m))\). Also, \(\lambda_n^{(t)}(a) \in \mathbb{C}(V_1) \otimes M_3(\mathbb{C}) \subset \mathbb{C}(V_0 \sqcup V_0 \sqcup V_0, M_3(\mathbb{C})^\otimes m)\) so that their difference may be described as in fig. 5. A direct comparison of fig. 4 and fig. 5 shows that

\[
\|a - \lambda_n^{(t)}(a)\| \leq \text{Osc}(\lambda_n^{(t)}(a)) \leq t \text{Osc}(a).
\]

In the following, we drop the superscript \(t\) if not needed.

**Lemma 2.19.** For all \(n \geq 0\), \(\lambda_n\) sends \(A_n\) in \(A_{n+1}\).

**Proof.** Check the property on each generator of \(A_n\), as described in Lemma 2.11.

We also define \(\lambda_{[n,n+k]}\) as the iterate \(\lambda_{[n,n+k]} = \lambda_{n+k-1} \circ \cdots \circ \lambda_n\) from \(M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}^3\) into \(M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_k) \subset M_3(\mathbb{C})^\otimes n \otimes (\mathbb{C}^3)^\otimes (k+1)\). This is a completely positive contraction which sends \(A_n\) into \(A_{n+k}\).

**Proposition 2.20** (Symmetric extension from \(A_n\) into \(A_\infty\)).
Figure 5. \(a - \lambda_n^i(a) \in \mathbb{C}(V_0 \sqcup V_0 \sqcup V_0, M_3(\mathbb{C})^\otimes m)\)

(1) For all \(n \in \mathbb{N}\) and \(x \in M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}^3\), the sequence \(\lambda_{[n,n+k]}(x)\) has a uniform limit in the UHF algebra as \(k \to \infty\). This limit will be denoted \(\lambda_{[n,\infty]}(x)\).

(2) \(\lambda_{[n,\infty]}\) is a completely positive contraction which sends \(A_n\) into \(A_\infty\).

(3) For \(b \in A_n\), \(\lambda_{[n,\infty]}(b)\) is an extension of \(b\) in the sense that \(\rho_n(\lambda_{[n,\infty]}(b)) = b\).

In other terms, every element of an approximating algebra extends naturally to an element of the noncommutative Gasket with the same norm.

Proof. (1) Let us write \(x = x^1 \otimes \alpha_0^0 + x^2 \otimes \alpha_2^0 + x^3 \otimes \alpha_3^0\) the generic element of \(M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}^3 = M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}(V_0)\).

By construction
\[
\lambda_{[n,n+k]}(x) = x^1 \otimes \lambda_{[0,k]}(\alpha_0^0) + x^2 \otimes \lambda_{[0,k]}(\alpha_2^0) + x^3 \otimes \lambda_{[0,k]}(\alpha_3^0),
\]
where \(\lambda_{[0,k]}(\alpha_i^0)\) is the symmetric extension of the function \(\alpha_i^0\) from \(\mathbb{C}(V_0)\) to \(\mathbb{C}(V_k)\). By Proposition 2.18 (3),
\[
\|\lambda_{[n,n+j]}(\alpha_i^0) - \lambda_{[n,n+j+1]}(\alpha_i^0)\| \leq \text{Osc}(\lambda_{[n,n+j]}(\alpha_i^0)) \leq t^{j+1},
\]
hence the sequence \(\lambda_{[n,n+k]}(x)\) is a Cauchy sequence.

(2) By Lemma 2.19, \(\lim_n \lambda_{[n,n+k]}(x) \in A_\infty\) whenever \(x\) belongs to \(A_n\).

(3) Just notice that \(\rho_n \circ \lambda_{[0,\infty]}(\alpha_i^0) = \alpha_i^0\).

□

Corollary 2.21. Each morphism \(\rho_m : A_\infty \to A_m\) is onto.

Next Proposition shows that each element of \(A_\infty\) appears in many ways as a limit of elements obtained through a symmetric extension process.

Proposition 2.22. Let \(b \in A_\infty\).

(1) For any approximating sequence, \(b_n \in A_n\), \(n \to \infty\), we have
\[
b = \lim_{n \to \infty} \lambda_{[n,\infty]}(b_n) .
\]

(2) In particular:
\[
b = \lim_{n \to \infty} \lambda_{[n,\infty]}(\rho_n(b)) .
\]

Proof. (1) Let us identify \(b_n\) with \(b_n \otimes I_3 \in M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}^3 \otimes \mathbb{C}^3\), in order to get first \(\lambda_{n+1}(b_n) = b_n \otimes I_3 \otimes I_3\), then \(\lambda_{[n+1,\infty]}(b_n) = b_n \in \text{UHF}(3^\infty)\). As \(\lambda_{[n+1,\infty]}\) is a contraction, we obtain
\[
\|\lambda_{[n+1,\infty]}(b_{n+1}) - b_n\| \leq \|b_{n+1} - b_n\| \to 0, \quad n \to \infty,
\]
from which we deduce \( \lim_n \lambda_{[n+1, \infty)}(b_{n+1}) = \lim_n b_n = b \).

(2) is a consequence of (1) above and Proposition 2.16. \( \square \)

Remark 2.23. Summarizing, we have selected a dense subspace of the noncommutative Gasket generated by explicit elements

\[
\lambda_{[n, \infty)}(\alpha_j^n), \ x \otimes \lambda_{[n, \infty)}(\beta_j^k) : j = 1, 2, 3, k = 1, \ldots n, n \in \mathbb{N}, x \in M_3(\mathbb{C})^{\otimes (n-k)}.
\]

Corollary 2.24. The \( C^* \)-algebra \( A_\infty \) is nuclear.

Proof. The sequence of linear maps \( b \to \lambda_{[n, \infty)} \circ \rho_n(b) \) provide an explicit approximation of the identity by completely positive contractions with finite rank. \( \square \)

3. REPRESENTATIONS OF \( A_\infty \)

3.1. The ideal \( A_\infty^0 \) of the elements in \( A_\infty \) vanishing on \( V_0 \).

Definition 3.1. Denote by \( A_\infty^0 \) the kernel of the homomorphism \( \rho_0 : A_\infty \to \mathbb{C}(V_0) \), and by \( A_n^0 \) the kernel of the homomorphism \( \rho_0|_{A_n} : A_n \to \mathbb{C}(V_0) \).

All these are ideals in their respective \( C^* \)-algebras.

Remark 3.2. One checks easily that the kernel of the homomorphism \( \rho_0|_{\mathbb{C}(V_n)} : \mathbb{C}(V_n) \to \mathbb{C}(V_0) \) is the ideal of functions on \( V_n \) vanishing on \( V_0 \), while the kernel of the homomorphism \( \rho_0|_{C(K)} : C(K) \to \mathbb{C}(V_0) \) is the space of continuous functions on the Gasket vanishing on \( V_0 \).

The following Lemma is easy, but useful:

Lemma 3.3.

1. The restriction map \( \rho_n \) sends \( A_{n+1}^0 \) in \( A_n^0 \).
2. By iteration and passing to the limit, \( \rho_n \) sends \( A_{n+k}^0 \) in \( A_n^0 \) and \( A_\infty^0 \) in \( A_n^0 \).

Proposition 3.4.

1. For all \( m, p \in \mathbb{N}, M_3(\mathbb{C})^{\otimes m} \otimes A_p^0 \subset A_{m+p}^0 \).
2. The kernel of \( \rho_m : A_{m+p} \to A_m \) is \( M_3(\mathbb{C})^{\otimes m} \otimes A_p^0 \).
3. For all \( m \in \mathbb{N}, M_3(\mathbb{C})^{\otimes m} \otimes A_\infty^0 \subset A_\infty^0 \).
4. The kernel of \( \rho_m : A_\infty \to A_m \) is \( M_3(\mathbb{C})^{\otimes m} \otimes A_\infty^0 \).

Proof. (1) \( M_3(\mathbb{C})^{\otimes m} \otimes A_p^0 \) is generated by elements of the form \( x_m \otimes y_k \otimes \beta_j^{p-k}, x_m \in M_3(\mathbb{C})^{\otimes m}, y_k \in M_3(\mathbb{C})^{\otimes k} \), so they are of the form \( z_{m+k} \otimes \beta_j^{p-k}, z_{m+k} \in M_3(\mathbb{C})^{\otimes (m+k)} \), and therefore belong to \( A_{m+p}^0 \).

(2) The inclusion \( M_3(\mathbb{C})^{\otimes m} \otimes A_p^0 \subset \ker \rho_m \) is easy to prove. To show the opposite inclusion, we take an element in \( A_{m+p}^0 \)

\[
b = \sum_{j=1}^3 \xi_j \alpha_j^{m+p} + \sum_{k=0}^{m+p-1} \sum_{j=1}^3 b_{j,k} \otimes \beta_j^{m+p-k}, \xi_j \in \mathbb{C}, b_{j,k} \in M_3(\mathbb{C})^{\otimes k},
\]

and compute

\[
\rho_m(b) = \sum_{j=1}^3 \xi_j \alpha_j^m + \sum_{k=0}^{m-1} \sum_{j=1}^3 b_{j,k} \otimes \beta_j^{m-k}, \xi_j \in \mathbb{C}, b_{j,k} \in M_3(\mathbb{C})^{\otimes k}.
\]

If \( \rho_m(b) = 0 \), then \( b = \sum_{k=m}^{m+p-1} \sum_{j=1}^{3} b_{j,k} \otimes \beta_j^{m+p-k} \), where \( b_{j,k} \otimes \beta_j^{m+p-k} \) is in \( M_3(\mathbb{C})^k \otimes \beta_j^{m+p-k} \subset M_3(\mathbb{C})^m \otimes M_3(\mathbb{C})^{k-m} \otimes \beta_j^{m+p-k} \subset M_3(\mathbb{C})^m \otimes A_0^\rho \).

(3) For \( b \in A_\infty \) and \( x_m \in M_3(\mathbb{C})^m \), proposition 2.13 implies that \( x_m \otimes b = \lim_p \rho_{m+p}(x_m \otimes b) = \lim_p x_m \otimes \rho_p(b) \), where \( \rho_p(b) \in A_0^\rho \). Because of (1), \( x_m \otimes \rho_p(b) \in A_{m+p}^0 \), and, taking the limit, \( x_m \otimes b \in A_\infty^0 \).

(4) We apply (2): if \( b \in A_\infty \), then \( b \in \ker \rho_m \) if and only if, for any \( p \), \( \rho_{m+p}(b) \in \ker \rho_m \), that is, for any \( p \), \( \rho_{m+p}(b) \in M_3(\mathbb{C})^m \otimes A_0^\rho \).

**Corollary 3.5.**

(1) \( M_3(\mathbb{C})^m \otimes A_\infty^0 \) is a closed ideal.

(2) The quotient \( A_\infty^0 / (M_3(\mathbb{C})^m \otimes A_\infty^0) \) is canonically isomorphic to \( A_m \) (so it is finite dimensional).

**Corollary 3.6.** Let us denote by \( C_0(K) \) the continuous functions on \( K \) vanishing on the three boundary vertices of \( K \). Then the elements of the UHF algebra \( \text{UHF}(3^\infty) \) of the form \( x_m \otimes f, \ x_m \in M_3(\mathbb{C})^m, \ f \in C_0(K) \) belong to, and indeed generate, the ideal \( A_m^0 \).

**Proof.** The algebra \( M_3(\mathbb{C})^m \otimes C_0(K) \) is contained in \( A_\infty^0 \) by Corollary 3.3 (1). From Lemma 2.11 one deduces easily that \( A_n^0 \) is linearly generated by the \( x \otimes \beta_j^k \), \( 1 \leq k \leq n \), \( j = 1, 2, 3 \), \( x \in M_3(\mathbb{C})^{\otimes (n-k)} \). Given \( b \in A_\infty^0 \) one has, by Lemma 3.3, \( \rho_n(b) \in A_n^0 \), hence \( \rho_n(b) \) is a linear combination of \( x \otimes \beta_j^k \). Finally, by Proposition 2.22 (2), \( b = \lim_n \lambda_{n,\infty}(\rho_n(b)) \), where \( \lambda_{n,\infty}(\rho_n(b)) \) is a linear combination of elements of the form \( x \otimes \lambda_{[k,\infty)}(\beta_j^k) \), each of them lying in some \( M_3(\mathbb{C})^{\otimes (n-k)} \otimes C_0(K) \).

**Lemma 3.7.** \( \bigcap_m \ker(\rho_m) = \{0\} \).

**Proof.** If \( b \in \bigcap_m \ker(\rho_m) \), then \( b = \lim_m \rho_m(b) = 0 \).

### 3.2. Representations orthogonal to every \( \rho_m \).

Each \( \rho_m \) can be interpreted as a finite dimensional representation of \( A_\infty \) in \( A_m \subset M_3(\mathbb{C})^{\otimes m+1} = \mathcal{B}((\mathbb{C}^3)^{\otimes m+1}) \). This family of representations can be summarized into

\[
\rho_\infty := \oplus_m \rho_m : A_\infty \to \oplus_m \mathcal{B}((\mathbb{C}^3)^{\otimes m+1}).
\]

**Proposition 3.8.**

(1) Let \( \pi \) be a representation of \( A_\infty \) in some \( \mathcal{B}(H) \), which is orthogonal to every \( \rho_m \), i.e. orthogonal to \( \rho_\infty \) (orthogonal means no intertwining operators). Then \( \pi \) is faithful and extends to a representation \( \overline{\pi} \) from \( \text{UHF}(3^\infty) \) in \( \mathcal{B}(H) \), with \( \pi(A_\infty)'' = \overline{\pi}(\text{UHF}(3^\infty))'' \).

(2) If \( \pi \) is a representation of the UHF such that \( \pi|_{A_\infty} \perp \oplus_m \rho_m \), then \( \pi(A_\infty)'' = \pi(\text{UHF}(3^\infty))'' \).

**Proof.** (1) Let us first notice that the UHF being a simple algebra, all its representations are faithful and isometric. Hence, if \( \pi \) extends to \( \text{UHF}(3^\infty) \), it needs to be faithful.

With the assumptions of (1), we make the following claim:

*For any \( m \in \mathbb{N} \), the restriction of \( \pi \) to \( M_3(\mathbb{C})^{\otimes m} \otimes A_\infty^0 \) is non degenerate.*

To prove this claim, notice that, \( M_3(\mathbb{C})^{\otimes m} \otimes A_\infty \) being an ideal (Corollary 3.5), the space \((M_3(\mathbb{C})^{\otimes m} \otimes A_\infty)H\) is invariant for \( A_\infty \), and thus is the space of a subrepresentation \( \pi_0 \) of \( \pi \). On this space, \( M_3(\mathbb{C})^{\otimes m} \otimes A_\infty^0 \) acts by the null action. As \( M_3(\mathbb{C})^{\otimes m} \otimes A_\infty^0 = \ker(\rho_m) \) (Lemma 3.4), \( \pi_0 \) factorizes through \( \rho_m \). As \( \pi \) is orthogonal to \( \rho_m \), this must be the null
representation: \( ((M_3(\mathbb{C})^{\otimes m} \otimes \mathcal{A}_\infty^0) H)^\perp = \{0\} \). The claim is proved.

We continue by fixing some \( m \) and choosing a positive increasing approximate unit \( (u_n) \) in the ideal \( \mathcal{A}_\infty^0 \). Note that the \( (I_3)^{\otimes m} \otimes u_n \in M_3(\mathbb{C})^{\otimes m} \otimes \mathcal{A}_\infty^0 \subset \mathcal{A}_\infty^0 \) also form an approximate unit for \( \mathcal{A}_\infty^0 \) for any \( m \), so that, according to the claim above, \( \lim_n \pi((I_3)^{\otimes m} \otimes u_n) = I_H \) (strong limit). The map

\[
\pi_m : M_3(\mathbb{C})^{\otimes m} \to \pi(\mathcal{A}_\infty)^\prime, \quad \pi_m(x) = \lim_n \pi(x \otimes u_n),
\]

is well defined (for \( x \) positive, it is an increasing sequence in \( \mathcal{B}(H) \)). It is a morphism of \(*\)-algebras, and it does not depend on the choice of an approximate unit. Choosing \( I_3 \otimes u_n \) instead of \( u_n \) shows that

\[
\pi_{m+1}(x \otimes I_3) = \lim_n \pi(x \otimes I_3 \otimes u_n) = \pi_m(x), \quad x \in M_3(\mathbb{C})^{\otimes m},
\]
i.e. that the restriction of \( \pi_{m+1} \) to \( M_3(\mathbb{C})^{\otimes m} \) is \( \pi_m \).

Taking the limit on \( m \), we get a representation \( \overline{\pi} \) from UHF\((3^\infty)\) into \( \pi(\mathcal{A}_\infty)^\prime \). It remains to show that \( \overline{\pi} \) extends \( \pi \), i.e. coincides with \( \pi \) on \( \mathcal{A}_\infty \).

Fix \( b \geq 0 \) in \( \mathcal{A}_\infty \), and \( \varepsilon > 0 \). For \( m \) large enough, we have, in UHF\((3^\infty)\), \(|b - \rho_m(b)| \leq \varepsilon \). Choosing an approximate unit \((u_n)\) in \( \mathcal{A}_\infty^0 \), we have the following sequence of inequalities in UHF\((3^\infty)\):

\[
\rho_m(b) - \varepsilon I \leq b \leq \rho_m(b) + \varepsilon I
\]

\[
(I_3^{\otimes m+1} \otimes u_n)(\rho_m(b) - \varepsilon I) \leq (I_3^{\otimes m+1} \otimes u_n^{1/2}) b (I_3^{\otimes m+1} \otimes u_n^{1/2}) \leq (I_3^{\otimes m+1} \otimes u_n)(\rho_m(b) + \varepsilon I)
\]

\[
\rho_m(b) \otimes u_n - \varepsilon I_3^{\otimes m+1} \otimes u_n \leq (I_3^{\otimes m+1} \otimes u_n^{1/2}) b (I_3^{\otimes m+1} \otimes u_n^{1/2}) \leq \rho_m(b) \otimes u_n + \varepsilon I_3^{\otimes m+1} \otimes u_n
\]

Since the last double inequality involves only elements in \( \mathcal{A}_\infty \), we can apply \( \pi \) to get the corresponding inequalities in \( \mathcal{B}(H) \), then let \( n \to \infty \) and apply again \( \rho_m(b) - \varepsilon I \leq b \leq \rho_m(b) + \varepsilon I \). This provides

\[
\pi(\rho_m(b) \otimes u_n) - \varepsilon \pi(I_3^{\otimes m+1} \otimes u_n) \leq \pi(I_3^{\otimes m+1} \otimes u_n^{1/2}) \pi(b) \pi(I_3^{\otimes m+1} \otimes u_n^{1/2})
\]

\[
\leq \pi(\rho_m(b) \otimes u_n) + \varepsilon \pi(I_3^{\otimes m+1} \otimes u_n)
\]

\[
\pi(b) - \varepsilon I_H \leq \pi(b) \leq \pi(b) + \varepsilon I_H
\]

which terminates the proof of (1).

(2) According to the claim above, the restriction of \( \pi \) to any \( M_3(\mathbb{C})^{\otimes m} \otimes \mathcal{A}_\infty^0 \) is non degenerate. If \((u_n)\) is an approximate unit for \( \mathcal{A}_\infty^0 \), we have \( \lim_n \pi(I_3^{\otimes m} \otimes u_n) = I_H \) for the strong topology, which provides

\[
\pi(x_m) = \lim_n \pi(x_m) \pi(I_3^{\otimes m} \otimes u_n) = \lim_n \pi(x_m \otimes u_n), \quad x_m \in M_3(\mathbb{C})^{\otimes m}.
\]

This proves \( \pi(M_3(\mathbb{C})^{\otimes m}) \subset \pi(\mathcal{A}_\infty)^\prime \), for any \( m \).

In the next subsection, we prove the existence of such representations and provide a criterion for them.

### 3.3. A criterion of disjunction

Let us start by noticing that any representation \( \pi \) of \( \mathcal{A}_\infty \) in a Hilbert space provides by restriction a representation of \( C(K) \), hence a probability measure \( \mu_\pi \) on \( K \) (defined up to equivalence) such that \( \pi(C(K))^\prime = L^\infty(K, \mu_\pi) \).

**Proposition 3.9.** If \( \mu_\pi(V_\infty) = 0 \), then \( \pi \perp \oplus_m \rho_m \).
Proof. Let \( \pi_0 = \pi_m \circ \rho_m \) be a representation of \( \mathcal{A}_\infty \) factorizing through \( \rho_m \) (\( \pi_m \) being any representation of \( \mathcal{A}_m \)). Its restriction to \( C(K) \) is of the form \( C(K) \ni f \to \pi_m(f|_{V_m}) \) and has a spectral measure \( \mu_{\pi_0} \) supported by \( V_m \).

If \( \pi \) has a subrepresentation of the form \( \pi_0 = \pi_m \circ \rho_m \), then \( \mu_\pi \geq \mu_{\pi_0} \) dominates a measure concentrated on \( V_m \), which implies \( \mu_\pi(V_m) \neq 0 \). By contradiction, we get the proposition. \( \Box \)

Example 3.10. Let \( \omega \) be a diagonal faithful state on \( M_3(\mathbb{C}) \). Then the state \( \omega^{\otimes \mathbb{N}} \) on \( \text{UHF}(3^\infty) \), restricted to \( \mathcal{A}_\infty \), induces on \( C(K) \) the selfsimilar measure with weights \((\omega_{11}, \omega_{22}, \omega_{33})\). This measure being diffuse, the associated representation of \( \mathcal{A}_\infty \) is disjoint from any \( \rho_m \).

In particular, if \( \tau \) is the restriction to \( \mathcal{A}_\infty \) of the canonical trace \( \tau_\infty \) on \( \text{UHF}(3^\infty) \), we have:

\[ \pi_\tau \perp \oplus \rho_m \text{ and } \pi_\tau(\mathcal{A}_\infty)'' = \pi_{\tau_\infty}(\text{UHF}(3^\infty))''. \]

3.4. A decomposition theorem. Proposition \(3.8\) provides a natural decomposition of any representation of \( \mathcal{A}_\infty \) into a discrete and a continuous part. Using the notation \( \rho_\infty = \oplus \rho_m \), we have:

**Theorem 3.11.** Any representation \( \pi \) of \( \mathcal{A}_\infty \) can be uniquely decomposed as the direct sum of two representations

\[ \pi = \pi^d \oplus \pi^c, \]

with \( \pi^d \) contained in a multiple of \( \rho_\infty \) (i.e. \( \pi^d \) is weakly contained in \( \rho_\infty \)) and \( \pi^c \perp \rho_\infty \).

Moreover, \( \pi^d \) is a direct sum of finite dimensional representations, while \( \pi^c \) has no finite dimensional summand and extends to a representation \( \overline{\pi^c} \) of \( \text{UHF}(3^\infty) \) with \( \pi^c(\mathcal{A}_\infty)'' = \overline{\pi^c}(\text{UHF}(3^\infty))'' \).

**Definition 3.12.** We shall say that a representation \( \pi \) of \( \mathcal{A}_\infty \) is discrete if it is contained in a multiple of \( \oplus \rho_m \), i.e. \( \pi = \pi^d \) and \( \pi^c = 0 \).

We shall say that a representation \( \pi \) of \( \mathcal{A}_\infty \) is continuous if \( \pi \perp \oplus \rho_m \), i.e. \( \pi = \pi^c \) and \( \pi^d = 0 \). Note that a continuous representation is faithful.

3.5. The discrete spectrum of \( \mathcal{A}_\infty \).

An irreducible representation of \( \mathcal{A}_\infty \) is either discrete or continuous, which means that, with obvious notations, the spectrum \( \hat{\mathcal{A}}_\infty \) of \( \mathcal{A}_\infty \) is the disjoint union

\[ \hat{\mathcal{A}}_\infty = (\hat{\mathcal{A}}_\infty)^d \cup (\hat{\mathcal{A}}_\infty)^c \]

of its discrete part and its continuous part.

Elements in \( (\hat{\mathcal{A}}_\infty)^d \) are of the form \( \pi_m \circ \rho_m \), with \( \pi_m \) an irreducible representation of \( \mathcal{A}_m \).

The spectrum of \( \mathcal{A}_m \) has been investigated in Corollary 2.13. With the notation of this Corollary, one notices easily that the representations \( \xi_j \circ \rho_{m+1} \) and \( \xi_j \circ \rho_m \) coincide, and that the representations \( \eta_{k,j} \circ \rho_{m+1} \) and \( \eta_{k,j} \circ \rho_m \) are the same for \( k \leq m - 1 \). So that the discrete part \( (\hat{\mathcal{A}}_\infty)^d \) of the spectrum can be described

(1) either as the increasing union \( \cup_m (\rho_m)_* (\hat{\mathcal{A}}_m) \)
(2) or as the family gathering the \( \xi_j \circ \rho_0 \) (which are characters of \( \mathcal{A}_\infty \)) and the \( \eta_{m-1,j} \circ \rho_m \), \( j = 1, 2, 3, m \geq 1 \).

In any case, \( (\hat{\mathcal{A}}_\infty)^d \) is a countable set. By Lemma 3.7 it is a dense subset of \( \hat{\mathcal{A}}_\infty \).

3.6. The continuous spectrum of \( \mathcal{A}_\infty \).

Here, the challenge is to show that this continuous part is not empty. It will be a consequence of the following proposition:
Proposition 3.13. Let π be a representation of $\mathcal{A}_\infty$ in some separable $\mathcal{B}(H)$, and $\pi = \int_X \tau_x d\mu(x)$ a disintegration of π into a Hilbert integral of irreducible representations.

If $\pi$ is continuous, then $\pi_x \in (\hat{\mathcal{A}}_\infty)^c$, $x \in X \mu$-a.s.

Proof. By contradiction. Let $X^d$ be the set $\{x \in X | \pi_x \in (\hat{\mathcal{A}}_\infty)^d\}$, and suppose $\mu(X^d) \neq 0$. As $(\hat{\mathcal{A}}_\infty)^d$ is countable, this provides some $m \in \mathbb{N}$ and $\pi_m \in \hat{\mathcal{A}}_m$ such that the set $Y_m^d = \{x \in X | \pi_x \sim \pi_m \circ \rho_m\}$ has non-zero measure. Hence $\pi_m \circ \rho_m$ appears as a subrepresentation of $\pi$. □

Remark 3.14. $(\hat{\mathcal{A}}_\infty)^c$ coincides with the set of classes of irreducible representations of UHF$(3^\infty)$, the restriction of which to $\mathcal{A}_\infty$ remains irreducible.

Because of Powers representations in Example 3.10 and those in Example 3.19 (6), we can say that $(\hat{\mathcal{A}}_\infty)^c$ is uncountable.

3.7. Primitive ideals of $\mathcal{A}_\infty$.

Primitive ideals are the kernels of irreducible representations. For $\mathcal{A}_\infty$, the list is easy to write: there is $\{0\}$ (the common kernel for all $\pi \in (\hat{\mathcal{A}}_\infty)^c$) and the countable family $\ker(\pi)$, $\pi \in (\hat{\mathcal{A}}_\infty)^d$.

Proposition 3.15. The set of primitive ideals of $\mathcal{A}_\infty$ is countable and can be enumerated this way, where ξ and η were defined in (2.5):

1. $\{0\}$
2. $\ker(\xi_j \circ \rho_0)$, $j = 1, 2, 3$
3. $\ker(\eta_{m-1,j} \circ \rho_m)$, $j = 1, 2, 3$, $m \geq 1$.

Remark 3.16. The ideals of $\mathcal{A}_\infty$ are obtained as all possible intersections of the primitive ideals above. The non-trivial ideals of $\mathcal{A}_\infty$ are of the form $\ker(\pi)$, $\pi \subset \oplus_m \rho_m$.

3.8. Tracial states on $\mathcal{A}_\infty$.

With the notations in (2.3), one can identify a family of obvious traces on $\mathcal{A}_\infty$:

1. the trace $\tau_\infty$, restriction to $\mathcal{A}_\infty$ of the natural and unique trace $\tau_3^\otimes \mathbb{N}$ on UHF$(3^\infty)$;
2. the three characters $\chi_j = \xi_j \circ \rho_0$, $j = 1, 2, 3$;
3. the traces $\tau_{m,j} = \tau_3^{\otimes m-1} \circ \eta_{m-1,j} \circ \rho_m$, $j = 1, 2, 3$, $m \geq 1$.

As a matter of fact, they appear exactly as the set of extremal tracial states on $\mathcal{A}_\infty$.

Proposition 3.17. Any tracial state $\tau$ on $\mathcal{A}_\infty$ can be written uniquely as

$$\tau = \lambda_\infty \tau_\infty + \sum_j \lambda_j \chi_j + \sum_{j,m} \lambda_{m,j} \tau_{m,j}$$

with $\lambda_\infty, \lambda_j, \lambda_{m,j} \geq 0$, $\lambda_\infty + \sum_j \lambda_j + \sum_{j,m} \lambda_{j,m} = 1$.

Proof. The representation $\pi_\tau$ (with cyclic vector $\xi_\tau$) decomposes as $\pi_\tau = \pi^d_\tau \oplus \pi^c_\tau$, while $\tau = \tau^d + \tau^c$, with $\tau^d(b) = \langle \xi_\tau, \pi^d_\tau(b) \xi_\tau \rangle$ and $\tau^c(b) = \langle \xi_\tau, \pi^c_\tau(b) \xi_\tau \rangle$.

$\tau^c$ extends to a finite trace on UHF$(3^\infty)$, and thus is proportional to $\tau_\infty$.

$\pi^c$ decomposes as a sum of finite dimensional irreducible representations, which corresponds to a decomposition of $\tau^c$ in a sum or a series of tracial positive linear forms, each of them being proportional either to one of the $\chi_j$ or to one of the $\tau_{m,j}$.

□

Proposition 3.18. The following statements hold:
1. the centre of $\mathcal{A}_\infty$ is $\mathbb{C}$,
2. $C(K)$ is a maximal abelian subalgebra of $\mathcal{A}_\infty$.

Proof. (1) If $a$ is an element in the center of $\mathcal{A}_\infty$, $\pi_\tau(a)$ is an element of the UHF which commutes with $\pi_\tau(A_\infty)^\tau = \pi_\tau(UHF(3^\infty))^\tau$, hence an element in the center of $\pi_\tau(UHF(3^\infty))^\tau$ which is a factor, hence a multiple of the unit.

(2) Suppose $b \in \mathcal{A}_\infty \cap C(K)$. For any $n \in \mathbb{N}$, $\rho_n(b) \in \mathcal{A}_n \cap C(V_n)$ by the properties of $\rho_n$. Proposition 2.12 then imply $\rho_n(b) \in C(V_n)$, hence $b = \lim_n \rho_n(b) \in C(K)$.

4.1. The classical case. From the classical point of view, the construction of the Dirichlet form goes as follows. Given a quadratic form $E_0$ on $\mathbb{C}(V_0)$, one may extend it by self-similarity to $\mathbb{C}(V_1)$ as $E_1(f) = \sum_{j=1,2,3} E_0[f \circ w_j]$, and then project it back to $\mathbb{C}(V_0)$ as $g \in \mathbb{C}(V_0) \to \min\{E_1(f) : f \in \mathbb{C}(V_1), f|_{V_0} = g\}$. If such form on $\mathbb{C}(V_0)$ is proportional to the original one, $E_0$ is called an eigenform, and the function $f$ realising the minimum is called
the harmonic extension of \( f \). Note that one may keep extending the energy by self-similarity step by step, via

\[
\mathcal{E}_{n+1}[f] = \sum_{j=1,2,3} \mathcal{E}_n[f \circ w_j], \quad f \in \mathbb{C}(V_{n+1}),
\]

finally obtaining \( \mathcal{E}_n[f] = \sum_{\sigma \in \Sigma_n} \mathcal{E}_0[f \circ w_{\sigma}] \).

Given an eigenform, its extension by self-similarity to \( \mathbb{C}(V_n) \), and the notion of harmonic extension of a function, one gets a closed Dirichlet form on a suitable dense sub-algebra of \( \mathcal{C}(K) \).

As is known, the symmetric eigenform for the gasket is \( \mathcal{E}_0[f] = \sum_{i \neq j} |f(v_i) - f(v_j)|^2 \). We now express the \( n \)-th combinatorial energy in a more algebraic way. First we associate with any \( f \in \mathbb{C}(V_n) \) an element \( a_f \in \mathbb{C}(V_0, M_3(\mathbb{C})^{\otimes n}) \) setting \( (a_f)_{\sigma \tau} = \delta_{\sigma \tau} \cdot f \circ w_{\sigma} \). Then,

\[
\text{tr}(|a_f(v_i) - a_f(v_j)|^2) = \sum_{\sigma, \tau \in \Sigma_n} |(a_f)_{\sigma \tau}(v_i) - (a_f)_{\sigma \tau}(v_j)|^2 = \sum_{\sigma \in \Sigma_n} |f \circ w_{\sigma}(v_i) - f \circ w_{\sigma}(v_j)|^2.
\]

As a consequence, the \( n \)-th combinatorial energy satisfies the following equation

\[
\mathcal{E}_n[f] = \sum_{\sigma \in \Sigma_n} \mathcal{E}_0[f \circ w_{\sigma}] = \sum_{\sigma \in \Sigma_n} \sum_{i \neq j=1,2,3} |f \circ w_{\sigma}(v_i) - f \circ w_{\sigma}(v_j)|^2
\]

\[
= \sum_{i \neq j=1,2,3} \sum_{\sigma \in \Sigma_n} |f \circ w_{\sigma}(v_i) - f \circ w_{\sigma}(v_j)|^2 = \sum_{i \neq j=1,2,3} \text{tr} |a_f(v_i) - a_f(v_j)|^2.
\]

Equation (4.1) may also be reformulated in more algebraic terms. Let us consider the linear map \( e_{ij}^* \otimes id_n : M_3(\mathbb{C})^{\otimes (n+1)} \rightarrow M_3(\mathbb{C})^{\otimes n} \). When \( m \in M_3(\mathbb{C})^{\otimes (n+1)} \), \( \alpha, \beta \in \Sigma_n = \{1, 2, 3\}^\times n \), \( \sigma = i \cdot \alpha \), \( \tau = j \cdot \beta \), it satisfies

\[
((e_{ij}^* \otimes id_n)m)_{\alpha \beta} = m_{\sigma \tau}.
\]

Then, with the same symbols, for \( f \in \mathbb{C}(V_{n+1}) \), we get

\[
((e_{ij}^* \otimes id_n) \circ a_f)_{\alpha \beta} = (a_f)_{\sigma \tau} = \delta_{\sigma \tau} \cdot f \circ w_{\alpha} = \delta_{\alpha \beta} \delta_{ij} \cdot f \circ w_i \circ w_{\alpha} = \delta_{ij} \cdot (a_{f \circ w_i})_{\alpha \beta}.
\]

As a consequence,

\[
\mathcal{E}_n[f \circ w_{\alpha}] = \sum_{p \neq q} \text{tr} |a_{f \circ w_{\alpha}}(v_q) - a_{f \circ w_{\alpha}}(v_p)|^2
\]

\[
= \sum_{j=1,2,3} \sum_{p \neq q} |\delta_{ij} \cdot (a_{f \circ w_i})_{\alpha \beta}(v_p) - \delta_{ij} \cdot (a_{f \circ w_i})_{\alpha \beta}(v_p)|^2
\]

\[
= \sum_{j=1,2,3} \sum_{p \neq q} |((e_{ij}^* \otimes id_n)a_{\alpha \beta}(v_p) - ((e_{ij}^* \otimes id_n)a_{\alpha \beta}(v_p)|^2
\]

\[
= \sum_{j=1,2,3} \sum_{p \neq q} \text{tr} |(e_{ij}^* \otimes id_n)a_f(v_p) - (e_{ij}^* \otimes id_n)a_f(v_p)|^2.
\]

It follows that the self-similarity equation (4.1) takes the form

\[
(4.3) \quad \sum_{p \neq q} |a_f(v_p) - a_f(v_q)|^2 = \sum_{i,j=1,2,3} \sum_{p \neq q} \text{tr} |(e_{ij}^* \otimes id_n)a_f(v_p) - (e_{ij}^* \otimes id_n)a_f(v_q)|^2.
\]
4.1.1. The harmonic extension. The harmonic extension $\varphi$ from $\mathbb{C}(V_0)$ to $\mathbb{C}(V_1)$ relative to the energy $\mathcal{E}_0$ is given by the symmetric extension with parameter $3/5$ described in (2.7),

$$\varphi(a_j^0) = a_j^1 + \frac{2}{5} \beta_j^1 + \frac{2}{5} \beta_{j+1}^1 + \frac{1}{5} \beta_{j-1}^1.$$  

Then the harmonic extension from $\mathbb{C}(V_n)$ to $\mathbb{C}(V_{n+1})$ can be written as the restriction to $\mathbb{C}(V_n)$ of the completely positive contraction

$$\varphi_n = id_n \otimes \varphi : (\mathbb{C}^3)^{\otimes (n+1)} = (\mathbb{C}^3)^{\otimes n} \otimes \mathbb{C}(V_0) \longrightarrow (\mathbb{C}^3)^{\otimes n} \otimes \mathbb{C}(V_1) \subset (\mathbb{C}^3)^{\otimes (n+2)},$$

The eigenform property is expressed, for $f \in \mathbb{C}(V_n)$, by

$$\mathcal{E}_{n+1}[\varphi_n(f)] = \frac{3}{5} \mathcal{E}_n[f].$$

By the minimizing property of the harmonic extension, for any $f \in C(K)$ the sequence $(\frac{5}{3})^n \mathcal{E}_n[\rho_n(f)]$ is non decreasing, so that there exists $\mathcal{E}[f] = \lim_n (\frac{5}{3})^n \mathcal{E}_n[\rho_n(f)].$

As above, harmonic extensions may be composed, so as to associate with any element $f \in \mathbb{C}(V_n)$ an element $\varphi_{n,m}(f) \in \mathbb{C}(V_m)$, $m > n$, and also an element $\varphi_{n,\infty}(f) \in C(K)$, and, by the extension property, for $m > n$,

$$\rho_{m} \circ \varphi_{n,\infty}(f) = \rho_{m} \circ \varphi_{n,m}(f) \circ \varphi_{m,m}(f) = \varphi_{n,m}(f).$$

Then (4.5) and (4.6) give

$$(\frac{5}{3})^m \mathcal{E}_m[\rho_n \circ \varphi_{n,\infty}(f)] = (\frac{5}{3})^m \mathcal{E}_m[\varphi_{n,m}(f)] = (\frac{5}{3})^n \mathcal{E}_n[f], \quad f \in \mathbb{C}(V_n), \quad m \geq n,$$

namely the sequence defining $\mathcal{E}[\varphi_{n,\infty}(f)]$ is eventually constant, so that $\varphi_{n,\infty}(f)$ has finite energy. Such elements, for $n \in \mathbb{N}$ form a dense subset of $C(K)$, therefore $\mathcal{E}$ is a closed densely defined Dirichlet form on $C(K)$.

4.2. The non commutative case: the harmonic structure.

The Dirichlet form $\mathcal{E}_n$ on $\mathcal{A}_n$ will be the natural amplification of the form $\mathcal{E}_0$ on $\mathcal{A}_0 = \mathbb{C}(V_0)$:

**Definition 4.1.** The Dirichlet form $\mathcal{E}_n$ on $\mathcal{A}_n \subset M_3(\mathbb{C})^{\otimes n} \otimes \mathbb{C}(V_0)$ is defined as

$$\mathcal{E}_n[b] = \sum_{\alpha, \beta \in \Sigma_n} \mathcal{E}_0[b_{\alpha, \beta}] = \sum_{\alpha, \beta \in \Sigma_n} \sum_{i \neq j} |b_{\alpha, \beta}(v_i) - b_{\alpha, \beta}(v_j)|^2 = \sum_{i \neq j} \text{tr} |b(v_i) - b(v_j)|^2.$$  

It is not difficult to show that the definition above imply a self-similarity equation analogous to that of (4.3).

**Proposition 4.2** (Self-similarity).

$$\mathcal{E}_{n+1}[b] = \sum_{i,j=1,3} \mathcal{E}_n[(e^*_i \otimes id_n) b], \quad b \in \mathcal{A}_{n+1}.$$  

Conversely, the self-similarity relation above recovers, by induction, the whole sequence $\mathcal{E}_n$ from its starting point $\mathcal{E}_0$. We now prove that such sequence of forms provides a harmonic structure.

**Proposition 4.3.** Harmonic structure

1. For any $b \in \mathcal{A}_n$, $\inf \{ \mathcal{E}_{n+1}[a] : a \in \mathcal{A}_{n+1}, \rho_n(a) = b \} = \frac{3}{5} \mathcal{E}_n[b].$

2. The lower bound is reached on one and only one element $(id_n \otimes \varphi)(b)$ of $\mathcal{A}_{n+1}$, where $\varphi$ is the harmonic extension from $\mathbb{C}(V_0)$ to $\mathbb{C}(V_1)$, see (4.4).
There exists $b \in A_n$, we have $\rho_n(a) = b$ if and only if, for each $\alpha, \beta \in \Sigma_n$, $\rho_0(a_{\alpha\beta}) = b_{\alpha,\beta}$. Which means $b_{\alpha\beta} = a_{\alpha\beta}\rho_0$ for all $\alpha, \beta \in \Sigma_n$.

For such $b$, the classical result of [11] implies $\mathcal{E}_1(c_{\alpha\beta}) \geq \frac{3}{5} \mathcal{E}_0(b_{\alpha\beta})$, with equality if and only if $c_{\alpha\beta}$ is the harmonic extension of $b_{\alpha\beta}$.

Summing up, we get that, whenever $\rho_n(a) = b$, we have $\mathcal{E}_{n+1}[a] \geq \frac{3}{5} \mathcal{E}_n[b]$, with equality if and only if $a = (id_n \otimes \varphi)b$.

Summarizing the results from Section 2.2.3, the elements of the form $\varphi_{[n,\infty]}(a), a \in A_n, n \in \mathbb{N}$ form a dense subspace of finite energy elements in the noncommutative Gasket.

4.3. The Dirichlet form. As an immediate consequence of the two previous subsections, we get the following Proposition:

Proposition 4.4. Energy form on $A_\infty$

1. For $b \in A_\infty$, the sequence $\frac{5n}{3n} \mathcal{E}_m[\rho_m(b)]$ is nondecreasing. Hence its limit

$$\mathcal{E}_\infty[b] = \lim_{m} \frac{5n}{3n} \mathcal{E}_m[\rho_m(b)]$$

exists in $[0, +\infty]$. 

2. $\mathcal{E}_\infty$ is a densely defined quadratic form on $A_\infty$, closed for the uniform topology. In other terms, its domain

$$\mathcal{B} = \{b \in A_\infty \mid \mathcal{E}_\infty[b] < +\infty\}$$

is dense in $A_\infty$ and a complete space for the norm $\left( ||b||_\mathcal{A}_\infty^2 + \mathcal{E}_\infty[b] \right)^{1/2}$.

Proof. Everything is a consequence of the properties above. For the density of $\mathcal{B}$ in $A_\infty$, observe that for $b = \varphi_{[n,\infty]}(b_n), n \in \mathbb{N}$, the sequence $\frac{5n}{3n} \mathcal{E}_m[\rho_m(b)]$ is stationary. □

Lemma 4.5.

1. For $b \in \mathcal{B}$, the following inequality holds true

$$||\rho_{n+1}(b) - \rho_n(b) \otimes I_{n+2}||^2 \leq \frac{3^{n+1}}{5^n} \mathcal{E}_\infty[b]$$

for the operator norm in $M_3(C)^{\otimes(n+2)}$.

2. There exists $C$ independent of $n$ such that, $\forall b \in \mathcal{B}$,

$$||\rho_{n+1}(b) - \rho_0(b) \otimes I_{[2,n+2]}||^2 \leq C \mathcal{E}_\infty[b]$$

and

$$||b - \rho_0(b) \otimes I_{[2,\infty]}||^2 \leq C \mathcal{E}_\infty[b].$$

Proof. (2) is a mere consequence of (1).

To prove (1), observe first that $\mathcal{E}_{n+1}[\rho_{n+1}(b)] \leq \frac{3^{n+1}}{5^n} \mathcal{E}_\infty[b]$ (prop. [14]).

Then write $\rho_{n+1}(b) \in M_3(C)^{\otimes(n+1)} \otimes C^3$ as

$$\rho_{n+1}(b) = x \otimes e_{11} + y \otimes e_{22} + z \otimes e_{33}$$

with $x, y, z \in M_3(C)^{\otimes(n+1)}$ and $y = (id_{n+1} \otimes e_{22}^*) (\rho_{n+1}(b)) = \rho_n(b)$. 
Compute $\mathcal{E}_m$ according to Definition 4.1:

$$\mathcal{E}_{n+1}[\rho_{n+1}(b)] = \sum_{\beta, \alpha \in \{1, 2, 3\}^{n+1}} |x_{\beta, \alpha} - y_{\beta, \alpha}|^2 + |y_{\beta, \alpha} - z_{\beta, \alpha}|^2 + |z_{\beta, \alpha} - x_{\beta, \alpha}|^2$$

$$= \|x - y\|_{L^2(T_\tau)} + \|y - z\|_{L^2(T_\tau)} + \|z - x\|_{L^2(T_\tau)}$$

As the operator norm is dominated by the $L^2$-norm (with respect to the nonnormalized trace), we get

$$\|\rho_{n+1}(b) - \rho_n(b) \otimes \text{Id}\|^2_{op} = \|x \otimes e_{11} + y \otimes e_{22} + z \otimes e_{33} - \rho_n(b) \otimes (e_{11} + e_{22} + e_{33})\|^2$$

$$= \max(\|x - \rho_n(b)\|^2, \|z - \rho_n(b)\|^2)$$

$$\leq \max(\|x - \rho_n(b)\|^2_{L^2(T_\tau)}, \|z - \rho_n(b)\|^2_{L^2(T_\tau)})$$

$$\leq \mathcal{E}_{n+1}[\rho_{n+1}(b)]$$

$$\leq \frac{3^{n+1}}{5^n} \mathcal{E}_\infty[b].$$

**Corollary 4.6.** For $b \in \mathcal{B} \cap \mathcal{A}_\infty^0$

$$\|b\|^2 \leq C \mathcal{E}_\infty[b].$$

**Proof.** Apply (2) of lemma 4.5 with $\rho_0(b) = 0$. \hfill \Box

Notice that $\mathcal{B} \cap \mathcal{A}_\infty^0$ has codimension 3 in $\mathcal{B}$.

In the sequel, $\tau$ will denote the normalized trace on UHF$(3^\infty)$, as well as its restrictions to the subalgebras $M_3(\mathbb{C})^{\otimes n}$, $\mathbb{C}(V_n)$, $\mathcal{A}_\infty$, $C(\Sigma_\infty)$ and $C(K)$. On $C(\Sigma_\infty)$, it is the equidistributed Bernoulli measure; on $C(K)$, it coincides with the symmetric self-similar measure.

$E_\tau$ will denote the conditional expectation from UHF$(3^\infty)$ onto $C(\Sigma_\infty)$. Its restriction to $M_3(\mathbb{C})^{\otimes n}$ is the restriction of a matrix to its diagonal: $E_\tau(X)_{\alpha, \beta} = \delta_{\alpha, \beta} X_{\alpha, \beta}$, $\alpha, \beta \in \Sigma_n$. One checks easily that $E_\tau(\mathcal{A}_n) = \mathbb{C}(V_n)$ (check on each generator of $\mathcal{A}_n$), and consequently that $E_\tau$ sends $\mathcal{A}_\infty$ onto $C(K)$.

Moreover, it is obvious from the Definition 4.1 of $\mathcal{E}_n$ that $\mathcal{E}_n[E_\tau(b)] \leq \mathcal{E}_n[b]$, and consequently $E_\tau(\mathcal{B}) \subset \mathcal{B}$, with $\mathcal{E}_\infty[E_\tau(b)] \leq \mathcal{E}_\infty[b]$.

**Proposition 4.7 (Noncommutative Sobolev inequality).** There exists a constant $C'$ such that

$$\|b\|^2_{A_\infty} \leq C' \left( \mathcal{E}_\infty[b] + \tau(b^*b) \right), \quad b \in \mathcal{B}.\nonumber$$

**Proof.** Let us fix $b \in \mathcal{B}$ and notice that

(a) $E_\tau(b)$ lies in $C(K)$, hence $(e_{ij}^* \otimes \text{id})E_\tau(b) = 0$, for $i \neq j$;

(b) $b - E_\tau(b)$ has vanishing diagonal components, i.e. $(e_{ij}^* \otimes \text{id})(b - E_\tau(b)) = 0$ for $i = 1, 2, 3$;

(c) the quadratic form $\mathcal{E}_\infty$ being autosimilar, one can apply Lemma 4.2 which, passing to the limit and polarizing, provides for the associated sesquilinear form:

$$\mathcal{E}_\infty(E_\tau(b), b - E_\tau(b)) = \frac{5}{3} \sum_{i,j} \mathcal{E}_\infty(e_{ij}^* \otimes \text{id}_{2, \infty}E_\tau(b), e_{ij}^* \otimes \text{id}_{2, \infty}(b - E_\tau(b))) = 0;$$

from which we conclude: $\mathcal{E}_\infty[b] = \mathcal{E}_\infty[E_\tau(b)] + \mathcal{E}_\infty[b - E_\tau(b)]$;

(d) the projection $\rho_0(b)$ depends only on diagonal components of $b$, hence $\rho_0(E_\tau(b)) = \rho_0(b)$;

(e) $b - E_\tau(b) \in \mathcal{A}_\infty^0$ satisfies the assumptions of Corollary 4.6;
(f) the result we seek to prove is true in the classical case [31]: there exists $C_0$ such that

\[(4.7) \quad \|b\|^2_{\mathcal{E}(K)} \leq C_0 \left( \mathcal{E}_\infty[b] + \tau(b^*b) \right), \quad b \in \mathcal{B} \cap C(K).\]

By (4.7) and Corollary 4.6 we get for any $b \in \mathcal{B}$

\[
\|b\|^2 \leq 2\left( \|E_\tau(b)\|^2 + \|b - E_\tau(b)\|^2 \right)
\leq 2C_0\left( \mathcal{E}_\infty[E_\tau(b)] + \tau(E_\tau(b)^*E_\tau(b)) \right) + 2\mathcal{E}_\infty[b - E_\tau(b)]
\leq 2 \max(C, C_0) \left( \mathcal{E}_\infty[b] + \tau(b^*b) \right). 
\]

Let us summarize the previous results as a theorem:

**Theorem 4.8.**

1. $\mathcal{B}$ is an algebra and is complete for the norm \(\|b\|_{L^2(\tau)}^2 + \mathcal{E}[b]^{1/2}\).
2. $\mathcal{E}$ is a symmetric Dirichlet form on $L^2(A_\infty, \tau)$.
3. The associated Dirichlet algebra and Dirichlet space coincide and are equal to $\mathcal{B}$.

**Proof.** (2) and (3) are immediate consequences of (1). For (1), it is enough to observe that, according to Proposition 4.4, the norms \(\|b\|_{L^2(\tau)} + \mathcal{E}[b]^{1/2}\) and \(\|b\|_{A_\infty} + \mathcal{E}[b]^{1/2}\) are equivalent. Lemma 4.7 provides the result.

\[\square\]

5. A spectral triple for the noncommutative Sierpinski gasket

Spectral triples $(\mathcal{H}, D, \pi)$ allow to introduce the analogue of a Riemannian structure on a differentiable manifold $M$ where, for example, $H = L^2(\Lambda^*(M))$ is the Hilbert space of square integrable differential forms, $D = \text{d} + \text{d}^*$ is the Dirac operator and $\pi$ the action of the algebra $C(M)$ on $H$ by pointwise multiplication.

We now consider the discrete spectral triple on the continuous functions on the gasket defined in [32]. We refer to [33] for further details. Set $(\mathcal{H}_n, D_n, \pi_n)$ as follows: $\mathcal{H}_n = \ell^2(E_n)$, where $E_n$ is the set of oriented edges of level $n$, $D_n = 2F_n$, where $F_n$ changes the orientation of edges, $\pi_n(f)e = f(e^+)$, with $e^+$ the target of $e$. Then we define $(\mathcal{H}, D, \pi)$ as $\mathcal{H} = \oplus_n \mathcal{H}_n$, $D = \oplus_n D_n$, $\pi = \oplus_n \pi_n$.

In view of the description of $C(K)$ given in Theorem 2.1 we can reformulate the triples $(\mathcal{H}_n, D_n, \pi_n)$ as follows. Set $\mathcal{H}_n = (\mathbb{C}^3)^{\otimes n} \otimes E$, with $E = \{ x \in M_3(\mathbb{C}) : x_{ij} = 0, j = 1, 2, 3 \}$, with the scalar product on $E$ given by $(x, y) = \text{tr}(x^*y)$. Any edge in $E_n$ can be written as $w_{\sigma}e$, where $|\sigma| = n$ and $e \in E_0$. The map $w_{\sigma}$ is identified with the element $e_{\sigma_1\sigma_1} \otimes e_{\sigma_2\sigma_2} \otimes \cdots \otimes e_{\sigma_n\sigma_n} \in (\mathbb{C}^3)^{\otimes n}$, while denoting by $\ell_1, \ell_2, \ell_3$ three consecutive edges in the boundary of the triangle oriented clockwise, and by $\ell_1^*, \ell_2^*, \ell_3^*$ the edges with the opposite orientations, the identification is as follows: $\ell_1^* \leftrightarrow e_{21}, \ell_2^* \leftrightarrow e_{32}, \ell_3^* \leftrightarrow e_{13}$, the change in the orientation being given by the transposition of matrices. In this way the operator $F_n$ on elements $x \otimes m \in (\mathbb{C}^3)^{\otimes n} \otimes E$ acts as $F_n(x \otimes m) = x \otimes m^T$. It is a matter of computation to show that the action of $C(K)$ on $\mathcal{H}_n$ is recovered by the position $\pi_n(a)z = \rho_n(a)z$, $z \in \mathcal{H}_n$, where, since $\mathbb{C}(V_n)$ is contained in $M_3(\mathbb{C})^{\otimes n} \otimes \mathbb{C}^3 \subset M_3(\mathbb{C})^{\otimes n} \otimes M_3(\mathbb{C})$, the action $(a \otimes b)(x \otimes m)$ is intended as $ax \otimes bm$, with the matrix first being the natural action of a matrix on a vector, and the second being the matrix multiplication; indeed the product between a diagonal matrix and a matrix in $E$ is still in $E$. We have proved that

**Proposition 5.1.** The spectral triples $(\mathcal{H}_n, D_n, \pi_n)$ on $C(K)$ can be equivalently described as follows: $\mathcal{H}_n = (\mathbb{C}^3)^{\otimes n} \otimes E$, $D_n = 2^F_n$, with $F_n(x \otimes m) = x \otimes m^T$, $\pi_n(a)z = \rho_n(a)z$, $z \in \mathcal{H}_n$. 

We can now define spectral triples on $\mathcal{A}_\infty$. We keep the spaces $\mathcal{H}_n$ and $\mathcal{H}$ and the operators $F_n$, $D_n$ and $D$ as above. The representations $\pi_n$ are formally the same as above, namely $\pi_n(a)x = \rho_n(a)x$, but $\rho_n$ is now extended to $\mathcal{A}_\infty$.

In order to show that there is a dense $*$-algebra of elements in $\mathcal{A}_\infty$ for which the commutator with $D$ is bounded, we consider the symmetric extension corresponding to $t = 1/2$ defined in [2.7]. We denote such extension by the letter $\vartheta$, and call it the affine extension.

**Proposition 5.2.** The seminorm $a \in \mathcal{A}_\infty \mapsto L(a) = \|[D, a]\|$ is a Lip-norm in the sense of Rieffel [52], namely $(\mathcal{A}_\infty, L)$ is a quantum metric space. More precisely, the set $\mathcal{L} = \{a \in \mathcal{A}_\infty : L(a) < \infty\}$ is a dense $*$-algebra of $\mathcal{A}_\infty$, and $(\mathcal{A}_\infty)_{1,1} = \{a \in \mathcal{A}_\infty : \|a\| \leq 1, L(a) \leq 1\}$ is relatively compact in norm.

**Proof.** Let us choose $a \in \mathcal{A}_n$. We first observe that $\|[F_n, a]\| = \text{Osc}(a)$. Indeed, since $a \in M_3(\mathbb{C})^\otimes n \otimes \mathbb{C}^3$, it can be described as a diagonal matrix $\text{diag}(a_1, a_2, a_3)$, with entries $a_i \in M_3(\mathbb{C})^\otimes n$. Analogously, since $\mathcal{H}_n = (\mathbb{C}^3)^\otimes n \otimes E$, a vector $x \in \mathcal{H}_n$ can be described as a matrix $(x_{ij})_{i,j=1,2,3}$ with entries $x_{ij} \in (\mathbb{C}^3)^\otimes n$. By a simple computation, $\|(a - F_n a F_n) x\|_i^2 = \sum_{i,j} |a_i - a_j| x_{ij}^2 \leq \max_{i,j} |a_i - a_j|^2 \|x\|^2 = \text{Osc}(a)^2 \|x\|^2$. We then have $\|a - F_n a F_n\| \leq \text{Osc}(a)$, and this bound is clearly attained. Finally, since $F_n$ is a unitary operator, $\|[F_n, a]\| = \|[F_n a - a F_n]\| = \text{Osc}(a)$. As a consequence, making use of Proposition 2.18 (3),

$$\|[D_{n+p}, \vartheta_{[n,n+p]}(a)]\| = 2^{n+p} \|[F, \vartheta_{[n,n+p]}(a)]\| = 2^{n+p} \text{Osc}(\vartheta_{[n,n+p]}(a)) \leq 2^n \text{Osc}(a) = \|[D_n, a]\|.$$ 

Moreover, as $a \in \mathcal{A}_n$, $\text{Osc}(\rho_{n-1}(a)) \leq 2 \text{Osc}(a)$, therefore, for $k \leq n$,

$$\|[D_k, \rho_k(a)]\| = 2^k \text{Osc}(\rho_k(a)) \leq 2^k 2^{n-k} \text{Osc}(a) = \|[D_n, a]\|.$$ 

This shows that

$$\|[D, \vartheta_{[n,\infty]}(a)]\| = \sup_{k \in \mathbb{N}} \|[D_k, \rho_k \circ \vartheta_{[n,\infty]}(a)]\| = \max \left( \sup_{k \geq n} \|[D_k, \rho_k(a)]\|, \sup_{k \geq n} \|[D_k, \rho_k \circ \vartheta_{[n,\infty]}(a)]\| \right) = \|[D_n, a]\|,$$ 

therefore the elements $\{\vartheta_{[n,\infty]}(a) : a \in \mathcal{A}_n\}$ have bounded commutator with $D$. Since such set is dense by Proposition 2.22, the seminorm $L(a)$ is densely defined.

We now observe that, for $a \in \mathcal{A}_\infty$, $\|\rho_{n+1}(a) - \rho_n(a)\| \leq \text{Osc}(\rho_{n+1}(a))$, which implies that

$$\|\rho_{n+k}(a) - \rho_n(a)\| \leq \sum_{j=0}^{k-1} \|\rho_{n+j+1}(a) - \rho_n(a)\| \leq \sum_{j=0}^{k-1} \text{Osc}(\rho_{n+j+1}(a)) = \sum_{j=0}^{k-1} 2^{-(n+j+1)} \|[D_{n+j+1}, \rho_{n+j+1}(a)]\| \leq 2^{-n} L(a),$$ 

therefore, sending $k \to \infty$, $\|a - \rho_n(a)\| \leq 2^{-n} L(a)$.

In order to show that $L$ is a Lip-norm, it is enough to build $\varepsilon$-nets for the set $(\mathcal{A}_\infty)_{1,1}$. We recall that both norm and Lip-norm are preserved by the restriction $\rho_n$ and the extension $\vartheta_{[n,\infty]}$. First we choose $n$ such that $2^{-n} \leq \frac{\varepsilon}{3}$, then we pick an $\frac{\varepsilon}{3}$-net $X_n$ in $(\mathcal{A}_n)_{1,1} = \{b \in \mathcal{A}_n : \|b\| \leq 1, \|[D_n, b]\| \leq 1\}$: we claim that $\{\vartheta_{[n,\infty]}(b) : b \in X_n\}$ is an $\varepsilon$-net for the set $(\mathcal{A}_\infty)_{1,1}$. Indeed, given $a \in (\mathcal{A}_\infty)_{1,1}$, we can find $x_a \in X_n$ such that $\|\rho_n(a) - x_a\| < \varepsilon/3$. Then,

$$\|a - \vartheta_{[n,\infty]}(x_a)\| \leq \|a - \rho_n(a)\| + \|\rho_n(a) - x_a\| + \|x_a - \vartheta_{[n,\infty]}(x_a)\| < \varepsilon. \quad \square$$
Theorem 5.3. The triple \((\mathcal{K}, D, \pi)\) on \(\mathcal{A}_\infty\) given by \(\mathcal{K} = \oplus_n \mathcal{K}_n\), \(D = \oplus_n D_n\), \(\pi = \oplus_n \pi_n\), is a spectral triple with metric dimension \(d = \frac{\log 3}{\log 2}\). The formula \(\text{Res}_{s=d} \text{tr}(a|D|^{-s})\) reproduces the Dirichlet form up to a positive factor, on the domain of the Dirichlet form.

Proof. The bounded commutator property follows by Proposition 5.2. The compact resolvent 

\[
\text{Theorem 5.3.} \quad \text{The triple } (\mathcal{K}, D, \pi) \text{ on } \mathcal{A}_\infty \text{ given by } \mathcal{K} = \oplus_n \mathcal{K}_n, \ D = \oplus_n D_n, \ \pi = \oplus_n \pi_n, \ \text{is a spectral triple with metric dimension } d = \frac{\log 3}{\log 2}. \quad \text{The formula } \text{Res}_{s=d} \text{tr}(a|D|^{-s}) \text{ produces the restriction of the normalized trace on the UHF}(3^\infty) \text{ up to a positive constant, the formula}
\]

\[
\text{Res}_{s=d} \text{tr} \left( ||D, a||^2 |D|^{-s} \right): \delta = 2 - \frac{\log 5/3}{\log 2},
\]

reproduces the Dirichlet form up to a positive factor, on the domain of the Dirichlet form.

Proof. The bounded commutator property follows by Proposition 5.2. The compact resolvent produces the Dirichlet form up to a positive factor, on the domain of the Dirichlet form.

We now study the trace formula. By definition of the harmonic extension \(\varphi_0: A_0 \to A_1 \subset C^3 \otimes C^3\) we get \(\text{tr} \varphi_0(x) = 3 \text{tr} x\), hence for \(\varphi_n: A_n \to A_{n+1}\) we get \(\text{tr} \varphi_n(x) = 3^n \text{tr} x\) and for \(\varphi_{n+k}: A_n \to A_{n+k}\) we get \(\text{tr} \varphi_{n+k}(x) = 3^k \text{tr} x\). We now fix \(n \geq 0\), \(a \in A_n\) and consider \(b = \varphi_{n,\infty}(a) \in A_\infty\). We have \(\text{tr} \rho_{n+k}(b) = \text{tr} \rho_{n+k}(\varphi_{n,\infty}(a)) = \text{tr} \rho_{n+k}(\varphi_{n,\infty}(\varphi_{n+k}(a))) = \text{tr} \varphi_{n+k}(a) = 3^k \text{tr} a\).

Therefore, for the normalized trace \(\tau\) on \(\text{UHF}(3^\infty)\), which coincides with \(3^{n+1} \text{tr}\) on \(A_n\), and for any \(c \in A_\infty\), \(a = \rho_n(c)\), we get

\[
\text{Res}_{s=d} \text{tr}(\varphi_{n,\infty}(\rho_n(c))|D|^{-s}) = \frac{3}{\log 2} \tau(\rho_n(c)).
\]

Since, for any \(c \in A_\infty\), \(\varphi_{n,\infty}(\rho_n(c)) \to c\) in \(A_\infty\) and \(\rho_n(c) \to c\) in \(\text{UHF}(3^\infty)\), and both functionals are bounded, we get the thesis.

As for the energy, recall that \(A_n \subset M_3(\mathbb{C})^\otimes n \otimes C^3\), \(\mathcal{K}_n = (C^3)^\otimes n \otimes E\). Then, a generic element of \(A_n\) may be written as \(\sum_{i=1,2,3} a_i \otimes e_{ii}\). Then

\[
[D_n, \sum_{i=1,2,3} a_i \otimes e_{ii}] x \otimes e = 2^n \sum_{i=1,2,3} a_i x \otimes (e_i^T e_{ii} - e_{ii} e_i^T)
\]

hence

\[
\text{tr} \left( ||[D_n, \sum_{i=1,2,3} a_i \otimes e_{ii}]||^2 \right) = 2^{2n} \sum_{|\sigma|=n, \sigma \neq k} \left\| \sum_{i=1,2,3} a_i \sigma \otimes (e_{kj} e_{ii} - e_{ii} e_{kj}) \right\|^2
\]

\[
= 2^{2n} \sum_{|\sigma|=n, \sigma \neq k} \| (a_j - a_k) \sigma \otimes e_{kj} \|^2
\]

\[
= 2^{2n} \sum_{j \neq k} \text{tr}(||(a_j - a_k)|^2) = 2^{2n} \mathcal{E}_n \left( \sum_{i=1,2,3} a_i \otimes e_{ii} \right).
\]

Finally, when \(a\) has finite energy,

\[
\text{Res}_{s=d} \text{tr} \left( ||[D, \pi(a)]||^2 |D|^{-s} \right) = \text{Res}_{s=d} \sum_{n} c^{(2-s) \log 2 - \log \frac{4}{3})n} \left( \frac{5}{3} \right)^n \mathcal{E}_n[\rho_n(a)] = \frac{1}{\log 2} \mathcal{F}_\infty[a].
\]

\[\square\]
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