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Abstract
We study a system of coalescing random walks on the integer lattice $\mathbb{Z}^d$ in which the walk is oriented in the $d$-th direction and follows certain specified rules. We first study the geometry of the paths and show that, almost surely, the paths form a graph consisting of just one tree for dimensions $d = 2, 3$ and infinitely many disjoint trees for dimensions $d \geq 4$. Also, there is no bi-infinite path in the graph almost surely for $d \geq 2$. Subsequently, we prove that for $d = 2$ the diffusive scaling of this system converges in distribution to the Brownian web.
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1 Introduction

Random directed spanning trees and their scaling limits have attracted lots of attention in recent years. Interest in these graphs arose because of their connection to drainage networks in geology (see Rodriguez-Iturbe and Rinaldo [16]). For graphs with the vertex set on the integer lattice, the Howard’s model of drainage networks was studied by Gangopadhyay et al. [14], a more general model was studied by Coletti and Valle [6] and a “torch-light” model was studied by Athreya et al. [4]. Ferrari et al. [11] and Coupier and Tran [9] studied models with vertices being points of a Poisson point process on the continuum space. These models besides being of intrinsic interest are also related to the Brownian web.
Athreya et al. [4] considered a drainage network in which a source of water is connected to the nearest (in terms of the minimality of last coordinate) source lying in a 45° light cone generating from it. We first describe the model studied by Athreya et al. [4]. Consider the integer lattice $\mathbb{Z}^d$ with $d \geq 2$. For $\mathbf{u} = (\mathbf{u}(1), \ldots, \mathbf{u}(d)) \in \mathbb{Z}^d$ and $k, h \geq 1$, let

1. $m_k(\mathbf{u}) = (\mathbf{u}(1), \ldots, \mathbf{u}(d-1), \mathbf{u}(d) + k)$;
2. $H(\mathbf{u}, k) = \{ \mathbf{v} \in \mathbb{Z}^d : \mathbf{v}(d) = \mathbf{u}(d) + k \}$ and as a convention $H(\mathbf{u}, 0) = \emptyset$ (see Fig. 1);
3. $V(\mathbf{u}, h) = \bigcup_{k=1}^h H(\mathbf{u}, k)$ and as a convention $V(\mathbf{u}, 0) = \emptyset$ (see Fig. 1);
4. $V(\mathbf{u}) = \bigcup_{h=1}^{\infty} V(\mathbf{u}, h)$.

Here and henceforth $\| \cdot \|_1$ denotes the $L_1$ norm on $\mathbb{R}^d$.

Now, let $\{U_\mathbf{v} : \mathbf{v} \in \mathbb{Z}^d\}$ and $\{U_{\mathbf{v}, \mathbf{w}} : \mathbf{v}, \mathbf{w} \in \mathbb{Z}^d, \mathbf{w} \in V(\mathbf{v})\}$ be two independent collections of i.i.d. uniform (0, 1) random variables. Fix $0 < p < 1$, and consider $\mathcal{V} := \{ \mathbf{w} \in \mathbb{Z}^d : U_\mathbf{w} < p \}$ as the set of all open vertices. Athreya et al. [4] have studied a random graph with vertex set $\mathcal{V}$ and the edge set $\{(\mathbf{u}, \tilde{\mathbf{u}}) : \mathbf{u} \in \mathcal{V}\}$, where $(\mathbf{u}, \tilde{\mathbf{u}})$ denotes the edge represented by a straight line joining $\mathbf{u}$ and $\tilde{\mathbf{u}}$ and for each $\mathbf{u} \in \mathbb{Z}^d$, $\tilde{\mathbf{u}} \in \mathcal{V}$ is such that for some $l \geq 1$,

(i) $\tilde{\mathbf{u}} \in V(\mathbf{u}, l)$;
(ii) $V(\mathbf{u}, l-1) \cap \mathcal{V} = \emptyset$;
(iii) $U_{\mathbf{u}, \tilde{\mathbf{u}}} \leq U_{\mathbf{u}, \mathbf{w}}$ for all $\mathbf{w} \in H(\mathbf{u}, l) \cap \mathcal{V}$.

We consider a variation of the above model. The modification is that instead of the edges being obtained via the uniform random variables $U_{\mathbf{v}, \mathbf{w}}$, we impose a structure on $\mathbb{Z}^d$ obtained from a collection of i.i.d. uniform random variables which determine both the vertices and the edges of the random graph simultaneously. In particular, for $\mathbf{u} \in \mathbb{Z}^d$ let $\tilde{\mathbf{u}} \in \mathcal{V}$ be such that for some $l \geq 1$,

(i) $\tilde{\mathbf{u}} \in V(\mathbf{u}, l)$;
(ii) $V(\mathbf{u}, l-1) \cap \mathcal{V} = \emptyset$;
(iii) $U_{\tilde{\mathbf{u}}} \leq U_{\mathbf{w}}$ for all $\mathbf{w} \in H(\mathbf{u}, l) \cap \mathcal{V}$.

Note $P\{U_\mathbf{v} \neq U_\mathbf{w}\} = 1$ for all $\mathbf{v} \neq \mathbf{w}$. So $\tilde{\mathbf{u}}$ is unique almost surely and is a function of both $\mathbf{u}$ and $\{U_{\mathbf{v}, \mathbf{w}} : \mathbf{w} \in V(\mathbf{u})\}$. We study the random graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with $\mathcal{E} := \{(\mathbf{u}, \tilde{\mathbf{u}}) : \mathbf{u} \in \mathcal{V}\}$, where $\tilde{\mathbf{u}}$ is obtained by the second mechanism described above. Note this latter graph $\mathcal{G}$ differs from that studied by Athreya et al. [4] for all dimensions $d \geq 2$. In particular, for two-dimensions while the original graph could have edges crossing each other, the variant we study does not allow that and as such is a planar graph. Indeed, suppose there exist two distinct edges $(\mathbf{x}, \mathbf{y})$ and $(\mathbf{z}, \mathbf{w})$ which cross each other (note that $\mathbf{x}(2) < \mathbf{y}(2)$ and $\mathbf{z}(2) < \mathbf{w}(2)$).

Since the two edges cross each other, we must have $\{\mathbf{y}, \mathbf{w}\} \subseteq V(\mathbf{x}) \cap V(\mathbf{z})$. Thus, $\mathbf{y}(2) = \mathbf{w}(2)$ and $\tilde{x} = \tilde{z} = \begin{cases} \mathbf{y} & \text{if } U_\mathbf{y} \leq U_\mathbf{w} \\ \mathbf{w} & \text{if } U_\mathbf{w} < U_\mathbf{y} \end{cases}$, where $\tilde{x}$ and $\tilde{z}$ are as (1).

**Fig. 1** The shaded points at the top constitute $H(\mathbf{u}, 3)$ and the fifteen vertices above $\mathbf{u} \in \mathbb{Z}^2$ form the region $V(\mathbf{u}, 3)$.
Akin to the result of Gangopadhyay et al. [14], and that of Athreya et al. [4], we have

**Theorem 1.1** The random graph $\mathcal{G}$ on $\mathbb{Z}^d$,

(i) for $d = 2, 3$, is connected and consists of a single tree almost surely.
(ii) for $d \geq 4$, is disconnected and consists of infinitely many disjoint trees almost surely.
(iii) for $d \geq 2$, contains no bi-infinite path almost surely.

Our next result studies the scaling limit of the two-dimensional graph $\mathcal{G}$. For $u \in \mathbb{Z}^2$ and $k \geq 1$, define $u_0 := u$ and $u_1 := \hat{u}$ where $\hat{u}$ is as (1). Having obtained $u_k$, let $u_{k+1} := \hat{u}_k$. Starting from a vertex $v \in \mathbb{Z}^2$, the piecewise linear path $\pi_u : [u(2), \infty) \to \mathbb{R}$ is defined as $\pi_u(u_k(2)) := u_k(1)$, for every $k \geq 0$, and $\pi_u$ is linear in the interval $[u_k(2), u_{k+1}(2)]$. The set of all paths comprising the graph $\mathcal{G}$ is denoted by $\mathcal{X} := \{\pi_u : u \in \mathcal{V}\}$. We define diffusive paths as follows:

**Definition 1.2** For $n \geq 1$ and normalizing constants $\sigma, \gamma > 0$ and for a path $\pi$ starting from $\pi_\sigma$, the scaled path $\pi^{(n)}(\sigma, \gamma)$ is defined by

$$\pi^{(n)}(\sigma, \gamma) : [\pi_\sigma/(n^2 \gamma), \infty) \to \mathbb{R}$$

such that $\pi^{(n)}(\sigma, \gamma)(t) = \pi(n^2 \gamma t) / (n \sigma)$.

The collection of scaled paths is $\mathcal{X}_\gamma(\sigma, \gamma) := \{\pi^{(n)}_u(\sigma, \gamma) : u \in \mathcal{V}\}$. In Theorem 1.4 we show that, for $d = 2$, the scaling limit of the graph $\mathcal{G}$ is the Brownian web.

The Brownian web is a collection of coalescing Brownian motions starting from each space-time point in $\mathbb{R}^2$. It was introduced by Arratia [1, 2] to study the asymptotic behaviour of the one-dimensional voter model. Tóth and Werner [19] described a version of the Brownian web in their study of the true self repelling motion. For a comprehensive review see Schertzer et al. [18]. The Brownian web we describe here is as in Fontes et al. [12, 13].

Let $\mathbb{R}_c^2$ denote the completion of the space time plane $\mathbb{R}^2$ with respect to the metric

$$\rho((x_1, t_1), (x_2, t_2)) := |\tanh(t_1) - \tanh(t_2)| \vee \left| \frac{\tanh(x_1)}{1 + |t_1|} - \frac{\tanh(x_2)}{1 + |t_2|} \right|. \quad (2)$$

The topological space $\mathbb{R}_c^2$ can be identified with the continuous image of $[-\infty, \infty] \times \{\infty\}$ under a map that identifies the line $[-\infty, \infty] \times \{\infty\}$ with a point $(\ast, \infty)$, and the line $[-\infty, \infty] \times \{-\infty\}$ with a point $(\ast, -\infty)$. A path $\pi$ in $\mathbb{R}_c^2$ with starting time $\pi_\sigma \in [-\infty, \infty]$ is a mapping $\pi : [\pi_\sigma, \infty) \to [-\infty, \infty] \cup \{\ast\}$ such that $\pi(\infty) = \ast$ and, when $\pi_\sigma = -\infty$, $\pi(-\infty) = \ast$; Also $t \mapsto (\pi(t), t)$ is a continuous map from $[\pi_\sigma, \infty]$ to $(\mathbb{R}_c^2, \rho)$. We then define $\Pi$ to be the space of all paths in $\mathbb{R}_c^2$ with all possible starting times in $[-\infty, \infty]$. The following metric

$$d_{\Pi}(\pi_1, \pi_2) := |\tanh(\pi_1) - \tanh(\pi_2)| \vee \sup_{t \geq \pi_1 \land \pi_2} \left| \frac{\tanh(\pi(t) \lor \pi_2)}{1 + |t|} \right|$$

(for $\pi_1, \pi_2 \in \Pi$), makes $\Pi$ a complete, separable metric space. Convergence in this metric can be described as locally uniform convergence of paths as well as convergence of starting points.

Let $\mathcal{H}$ be the space of compact subsets of $(\Pi, d_{\Pi})$ equipped with the Hausdorff metric $d_{\mathcal{H}}$ given by

$$d_{\mathcal{H}}(K_1, K_2) := \sup_{\pi_1 \in K_1} \inf_{\pi_2 \in K_2} d_{\Pi}(\pi_1, \pi_2) \vee \sup_{\pi_2 \in K_2} \inf_{\pi_1 \in K_1} d_{\Pi}(\pi_1, \pi_2);$$
Theorem 1.3 (Fontes et al. [13]) There exists an \((\mathcal{H}, B_{\mathcal{H}})\) valued random variable \(\mathcal{W}\) whose distribution is uniquely determined by the following properties:

(a) for each deterministic point \(z \in \mathbb{R}^2\), there is a unique path \(\pi^z \in \mathcal{W}\) almost surely;
(b) for a finite set of deterministic points \(z_1, \ldots, z_k \in \mathbb{R}^2\), the collection \((\pi^{z_1}, \ldots, \pi^{z_k})\) is distributed as coalescing Brownian motions starting from \(z_1, \ldots, z_k\);
(c) for any countable deterministic dense set \(D \subseteq \mathbb{R}^2\), \(\mathcal{W}\) is the closure of \(\{\pi^z : z \in D\}\) in \((\Pi, d_{\Pi})\) almost surely.

Theorem 1.3 shows that the collection \(\mathcal{W}\) is almost surely determined by countably many coalescing Brownian motions. The scaling limit of the two-dimensional graph \(\mathcal{G}\) is given by the following theorem:

Theorem 1.4 There exist \(\sigma := \sigma(p)\) and \(\gamma := \gamma(p)\) such that, \(\tilde{\mathcal{X}}_n(\sigma, \gamma)\) converges in distribution to the standard Brownian web \(\mathcal{W}\) as \(n \to \infty\), where \(\tilde{\mathcal{X}}_n(\sigma, \gamma)\) is the closure of \(\mathcal{X}_n(\sigma, \gamma)\) in \((\Pi, d_{\Pi})\).

The rest of this paper is organized as follows. In Sect. 2 we present a construction of the graph. This construction, which is different from that of Athreya et al. [4], brings out the Markov property inherent in the process through regeneration times and is the basis of the proofs of Theorems 1.1 and 1.4 in Sects. 3 and 4 respectively.

2 A Construction of the Graph

We proceed to the construction of the graph which is based on the construction given in Roy et al. [17]. We state the construction of the graph starting from two vertices, the general case for \(k\) vertices follows in a similar fashion.

Fix two vertices \(u, v \in \mathbb{Z}^d\) (not necessarily open) with \(u(d) = v(d)\). Let \(h_0(u) := u\), \(h_0(v) := v\), \(\Delta_0 := \emptyset\), \(r_0 = s_0 = u(d)\) and \(\Psi_0 : \Delta_0 \to [0, 1]\) the empty function. Take

1. \(h_1(u) := \tilde{u}\), \(h_1(v) := \tilde{v}\), where \(\tilde{u}\) and \(\tilde{v}\) are as (1),
2. \(r_1 := \min(h_1(u)(d), h_1(v)(d)), s_1 := \max(h_1(u)(d), h_1(v)(d))\),
3. \(\Delta_1 := \{V(h_0(u), s_1) \setminus V(h_0(u), r_1) \text{ if } h_1(u)(d) \geq h_1(v)(d)\}
\{(V(h_0(v), s_1) \setminus V(h_0(v), r_1) \text{ if } h_1(v)(d) > h_1(u)(d))\}

\(\Psi_1 : \Delta_1 \to [0, 1]\) given by \(\Psi_1(w) = U_w\) for \(w \in \Delta_1\), where \(\Psi_1\) is taken to be the empty function where \(\Delta_1 = \emptyset\).

Having defined \(h_n(u), h_n(v), r_n, s_n, \Delta_n\) and \(\Psi_n\), we obtain

1. \(h_{n+1}(u) := \begin{cases} h_n(u) & \text{if } h_n(u)(d) = r_n \\ h_n(u) & \text{if } h_n(u)(d) > r_n \end{cases}\)
2. \(h_{n+1}(v) := \begin{cases} h_n(v) & \text{if } h_n(v)(d) = r_n \\ h_n(v) & \text{if } h_n(v)(d) > r_n \end{cases}\)

where \(\tilde{h}_n(u)\) and \(\tilde{h}_n(v)\) are as (1),
3. \(r_{n+1} := \min(h_{n+1}(u)(d), h_{n+1}(v)(d)), s_{n+1} := \max(h_{n+1}(u)(d), h_{n+1}(v)(d))\),
4. \(\Delta_{n+1} := \begin{cases} V(h_n(u), s_{n+1}) \setminus V(h_n(u), r_{n+1}) & \text{if } h_{n+1}(u)(d) \geq h_{n+1}(v)(d) \\ V(h_n(v), s_{n+1}) \setminus V(h_n(v), r_{n+1}) & \text{if } h_{n+1}(v)(d) > h_{n+1}(u)(d) \end{cases}\)
4. $\Psi_{n+1}: \Delta_{n+1} \to [0, 1]$ given by $\Psi_{n+1}(w) = U_w$ for $w \in \Delta_{n+1}$, where $\Psi_{n+1}$ is taken to be the empty function if $\Delta_{n+1} = \emptyset$.

We elaborate on the formal construction above with the help of Fig. 2. Starting from $u$ and $v$, which are at the same level, we get the vertices $h_1(u)$ and $h_1(v)$ to obtain the edges $(u, h_1(u))$ and $(v, h_1(v))$. At this stage we observe that $h_1(u)$ is below $h_1(v)$, and we now explore the vertices above $h_1(u)$ to obtain $h_2(u)$. During this exploration process we have information about the shaded region $\Delta_1$, which we call the ‘history region’ at this stage. Having obtained the edge $(h_1(u), h_2(u))$, we rename $h_1(v)$ as $h_2(v)$. Next we observe that $h_2(v)$ is below $h_2(u)$ and so we start exploring from $h_2(v)$ with $\Delta_2$ as the history region until we obtain $h_3(v)$, when we rename $h_2(u)$ as $h_3(u)$. In the figure $h_3(u)$ and $h_3(v)$ are at the same level, so that the history region $\Delta_3$ is empty. We start afresh from these two vertices and proceed as above. As will be seen later (see the paragraph leading to (3)) when the history region is empty, we have a regeneration step. At stage $n$ of this construction, the information of the uniform random variables in the history region is specified by the function $\Psi_n$.

Having constructed $Z_n := (h_n(u), h_n(v), \Delta_n, \Psi_n)$ for $n \geq 0$, we do not have any information about the region $\{y \in \mathbb{Z}^d : y(d) > r_n\}$ except for the trapezoidal region $\Delta_n$. About the trapezoidal region $\Delta_n$, we know that there is at least one vertex $w \in \Delta_n \cap \{y \in \mathbb{Z}^d : y(d) = s_n\}$ with $U_w < p$ and for all vertices $z \in \Delta_n \cap \{y \in \mathbb{Z}^d : y(d) < s_n\}$ we have $U_z \geq p$. Now let $D_u := \{V(u, s) \setminus V(u, r) : r \leq s, r, s \in \mathbb{Z}\}$, and $D := \cup_{u \in \mathbb{Z}^d} D_u$. Consider the space

$$
\mathcal{G} := \{(u, v, \Delta, \Psi) : u, v \in \mathbb{Z}^d, \Delta \in D, \text{ and } \Psi : \Delta \to [0, 1]\}
$$

We then have the following theorem:

**Theorem 2.1** The process $\mathcal{Z} := \{Z_n : n \geq 0\}$ is a Markov process on the state space $\mathcal{G}$.

**Proof** Let $Y := \{V_w : w \in \mathbb{Z}^d, w(d) > 0\}$ be a set of i.i.d. uniform $(0,1)$ random variables, independent of the collection $\{U_w : w \in \mathbb{Z}^d\}$ used to build the model. Since at the end of the $n$-th step all vertices in $\mathbb{Z}^d \setminus (\Delta_n \cup H(r_n))$ are unexplored, we can assign another i.i.d. uniform $(0,1)$ random variables instead of them, and hence we can find a function.
$f: [0, 1]^{2d \setminus H(0)} \times \mathcal{G} \rightarrow [0, 1]^{2d}$ such that $\{U_w: w \in \mathbb{Z}^d, w(d) > r_n\} \mid Z_n \stackrel{d}{=} f(Y, Z_n)$.

Thus, $Z_{n+1} \mid \{Z_j: j = 0, 1, \ldots, n\} \stackrel{d}{=} g_n(Z_n, f(Y, Z_n))$ for some function $g_n: \mathcal{G} \times [0, 1]^{2d \setminus H(r_n)} \rightarrow \mathcal{G}$, that means $Z$ is a Markov process [15].

When $\Delta_n = \emptyset$, then $h_n(u)(d) = h_n(v)(d)$ and the entire half-space above these two vertices are unexplored. We will exploit this renewal property repeatedly, and so we define $\tau_0 := 0$ and

$$\tau_l = \tau_l(u, v) := \inf\{n > \tau_{l-1}: \Delta_n = \emptyset\} = \inf\{n > \tau_{l-1}: r_n = s_n\} \text{ for } l \geq 1. \quad (3)$$

The total number of steps between the $(l-1)$-th and $l$-th renewal of the process is denoted by

$$\sigma_l = \sigma_l(u, v) := \tau_l - \tau_{l-1},$$

and the time required for the $l$-th renewal is denoted by

$$T_l = T_l(u, v) := h_{\tau_l}(u)(d) - u(d) = h_{\tau_l}(v)(d) - v(d). \quad (4)$$

From the renewal nature of the process, we have that $\{\sigma_l: l \geq 1\}$ and $\{T_{l+1} - T_l: l \geq 0\}$ are collections of independent random variables. The next proposition shows that $\sigma_l$ and $T_{l+1} - T_l$ have exponentially decaying tail probabilities. The following two lemmas will be used in the proof of the proposition.

**Lemma 2.2** (Lemma 2.6 of [17]) Let $\theta_n: n \geq 1$ be a sequence of i.i.d. positive integer valued random variables with $\mathbb{P}[\theta_1 = 1] > 0$ and $\mathbb{P}[\theta_1 \geq m] \leq C_1, 1 \exp(-C_2m)$ for all $m \geq 1$, where $C_{1,1}, C_{1,2}$ are some positive constants. For a sequence of random variables $\{M_l: l \geq 0\}$ defined by $M_0 := 0$ and $M_{l+1} := \max\{M_l, \theta_{l+1}\} - 1$, set $\tau^M := \inf\{l \geq 1: M_l = 0\}$. Then, we have

$$\mathbb{P}[\tau^M \geq m] \leq C_{1,3} \exp(-C_{1,4}m)$$

for any $m \geq 1$, where $C_{1,3}$ and $C_{1,4}$ are some positive constants.

**Lemma 2.3** (Lemma 2.7 of [17]) Let $\theta_n: n \geq 1$ be a sequence of i.i.d. random variables and $N$ be a random variable taking values in $\mathbb{N}$. If $E[e^{\alpha_1 N}] < \infty$ and $E[e^{\alpha_2 \theta_1}] < \infty$ for some $\alpha_1 > 0$ and $\alpha_2 > 0$, then there exists some $\gamma > 0$ such that $E[e^{\gamma \sum_{n=1}^N \theta_n}] < \infty$.

**Proposition 2.4** For all $m \geq 1$, and some positive constants $C_1, C_2, C_3$ and $C_4$, we have $\mathbb{P}[\sigma_l \geq m] \leq C_1 \exp(-C_2m)$ and $\mathbb{P}[T_{l+1} - T_l \geq m] \leq C_3 \exp(-C_4m)$.

**Proof** We prove it for $l = 1$. The general case being similar. For $n \geq 0$ and $x \in \{u, v\}$ define

$$m^-_n(x) := \{(h_n(x)(1) - j, \ldots, h_n(x)(d - 1) - j, h_n(x)(d) + j): j > 0\},$$

$$m^+_n(x) := \{(h_n(x)(1) + j, \ldots, h_n(x)(d - 1) + j, h_n(x)(d) + j): j > 0\}.$$

First let $n$ be such that $\Delta_n = \emptyset$, i.e. $h_n(u)(d) = h_n(v)(d)$. In this case, we must have either $m^-_n(u) \cap V(h_n(v)) = \emptyset$ or $m^+_n(u) \cap V(h_n(v)) = \emptyset$. Set

$$m_n(u) = \begin{cases} m^-_n(u) & \text{if } m^-_n(u) \cap V(h_n(v)) = \emptyset, \\ m^+_n(u) & \text{if } m^+_n(u) \cap V(h_n(v)) = \emptyset, \end{cases}$$

and define $m_n(v)$ similarly. For $n \geq 0$ and $x \in \{u, v\}$, taking $x_{n,1}, x_{n,2}, \ldots$ to be the vertices of $\mathbb{Z}^d$ in $m_n(x)$ ordered in terms of their proximity to $h_n(x)$, and

$$J_{n+1}(x) := \inf\{j \geq 1: x_{n,j} \in \mathcal{V}\},$$

a geometric ($p$) random variable,
where

\[
\{ \text{without loss of generality suppose} \} \quad \{ \text{hn} \}
\]

exponentially decaying tail probabilities. Taking auxiliary random variables

\[
M \quad \{ \text{together with} \} \quad \{ (5) \}
\]

completes the proof of the first part of the proposition. First, \( \text{hn} \) follows from the induction hypothesis. On the other hand if \( \text{hn} \) has a geometric

\[
\text{(hn)} \quad \{ \text{distribution, and define} \} \quad \{ \text{vhn} \}
\]

In this realization, \( \text{m} = n - 1 \) and \( \text{mn} (\text{u}) \cap V(\text{h}_{n0} (\text{v})) = \emptyset \)

we have \( \text{hn + 1} (\text{x}) (d) - \text{hn} (\text{x}) (d) \leq \text{Jn + 1} (\text{x}) \). Set

\[
\text{Jn + 1} := \max \{ \text{Jn + 1} (\text{u}), \text{Jn + 1} (\text{v}) \}.
\]

Next suppose \( n \) is such that \( \Delta_n \neq 0 \). Without loss of generality suppose \( \text{hn} (\text{u}) (d) < \text{hn} (\text{v}) (d) \). Thus by our construction, \( \text{hn + 1} (\text{v}) = \text{hn} (\text{v}) \) and \( \text{hn + 1} (\text{u}) (d) > \text{hn} (\text{u}) (d) \). It

must be the case that either \( \text{mn} (\text{u}) \cap V(\text{h}_{n0} (\text{v})) = \emptyset \) or \( \text{mn} (\text{u}) \cap V(\text{h}_{n0} (\text{v})) = \emptyset \), where

\[
\text{m0} := \max \{ m \geq 0 : \text{hn} (\text{v}) (d) \leq \text{hn} (\text{u}) (d) \} \quad \{ \text{see Fig. 3} \}.
\]

Here let \( \text{m} (\text{u}) \) denote \( \text{mn} (\text{u}) \) if \( \text{mn} (\text{u}) \cap V(\text{h}_{n0} (\text{v})) = \emptyset \), otherwise it denotes \( \text{mn} (\text{u}) \). Also, let \( \text{Jn + 1} (\text{u}) \) be defined as before.

We have

\[
\text{hn + 1} (\text{v}) (d) - \text{hn} (\text{v}) (d) = 0 \quad \text{and} \quad \text{hn + 1} (\text{u}) (d) - \text{hn} (\text{u}) (d) \leq \text{Jn + 1} (\text{u}) .
\]

Then, consider an independent collection of i.i.d.

\[
\{ \text{random variables} \} \quad \{ J_n' : n \geq 1 \} \quad \{ \text{so that} \} \quad \{ \text{J1} \}
\]

has a geometric \((p)\) distribution, and define

\[
\text{Jn + 1} := \max \{ \text{Jn + 1} (\text{u}), \text{Jn + 1} (\text{v}) \} .
\]

Now we observe that, in each of the two cases above, for each \( n \geq 0 \),

\[
\max \{ \text{hn + 1} (\text{u}) (d) - \text{hn} (\text{u}) (d), \text{hn + 1} (\text{v}) (d) - \text{hn} (\text{v}) (d) \} \leq \text{Jn + 1} ,
\]

where \( \{ J_n : n \geq 1 \} \) is a sequence of i.i.d.

\[
\{ \text{positive integer valued random variables with} \} \quad \{ \text{exponentially decaying tail probabilities. Taking auxiliary random variables} \} \quad \{ M_0 := 0, \}
\]

\[
M_{n + 1} := \max \{ M_n, \text{Jn + 1} \} - 1 \quad \{ \text{for all} \} \quad \{ n \geq 0 \}, \quad \text{and} \quad \tau^M := \inf \{ n \geq 1 : M_n = 0 \}, \quad \{ \text{from} \}
\]

Lemma 2.2 we have

\[
\mathbb{P} \{ \tau^M \geq m \} \leq C_1 \exp \{ -C_2 m \} \quad \{ \text{for all} \} \quad \{ m \geq 1 \} \quad \{ \text{and positive constants} \} \quad \{ C_1 \} \quad \{ \text{and} \} \quad \{ C_2 \} . \quad (5)
\]

We will show that \( s_n - r_n \leq M_n \) for all \( 0 \leq n \leq \sigma_1 \), which yields \( \sigma_1 \leq \tau^M \), and thus,

\[
\{ \text{together with} \} \quad \{ (5) \} \quad \{ \text{completes the proof of} \} \quad \{ \text{the first part of the proposition. First,} \}
\]

\[
s_0 - r_0 = M_0 = 0. \quad \{ \text{Also,} \} \quad \{ s_1 - r_1 < J_1 \} \quad \{ \text{which implies} \} \quad \{ \text{that} \}
\]

\[
s_1 - r_1 \leq M_1. \quad \{ \text{Now suppose} \} \quad \{ s_n - r_n \leq M_n \} \quad \{ \text{holds for some} \} \quad \{ 0 < n < \sigma_1 \}. \quad \{ \text{If} \}
\]

\[
\text{Jn + 1} = \emptyset, \quad \text{then} \quad 0 = s_{n + 1} - r_{n + 1} \leq M_{n + 1}. \quad \{ \text{Otherwise,} \}
\]

\[
\{ \text{without loss of generality suppose} \} \quad \{ \text{hn} (\text{u}) (d) < \text{hn} (\text{v}) (d) \}. \quad \{ \text{If} \}
\]

\[
\text{hn + 1} (\text{u}) (d) < \text{hn + 1} (\text{v}) (d), \quad \{ \text{then} \}
\]

\[
r_n < r_{n + 1} < s_n = s_{n + 1}, \quad \{ \text{which gives} \}
\]

\[
s_{n + 1} - r_{n + 1} < s_n - r_n \leq M_n, \quad \{ \text{where the last inequality} \}
\]

\[
\{ \text{follows from} \} \quad \{ \text{the induction hypothesis. On the other hand} \}
\]

\[
\{ \text{if} \} \quad \{ \text{hn + 1} (\text{u}) (d) > \text{hn + 1} (\text{v}) (d), \quad \{ \text{then} \}
\]

\[
s_{n + 1} - r_{n + 1} < s_{n + 1} - r_n = \text{hn + 1} (\text{u}) (d) - \text{hn} (\text{u}) (d) \leq \text{Jn + 1}. \quad \{ \text{Because of the strictly} \}
\]

\[
\{ \text{inequalities, the induction step is completed.} \}
\]
Finally, $T_1 = r_{\tau_1} - r_0 \leq \sum_{n=1}^{\tau_1} J_n$, and so from Lemma 2.3 we have that $E[e^{\gamma T_1}] < \infty$ for some $\gamma > 0$. Using Markov inequality we have $P\{T_1 \geq m\} \leq E[e^{\gamma T_1}]e^{-\gamma m}$, which completes the proof of the proposition. \hfill $\Box$

By translation invariance, $\{h_{\tau_1}(u) - h_{\tau_1}(v) : l \geq 0\}$ is a Markov chain on $\mathbb{Z}^d$, and since $h_{\tau_1}(u)(d) = h_{\tau_1}(v)(d)$, taking $\bar{w} = (w(1), \ldots, w(d - 1))$ for $w = (w(1), \ldots, w(d))$,

$$[Z_l(u, v) : \bar{h}_{\tau_1}(u) - \bar{h}_{\tau_1}(v) : l \geq 0]$$

is a Markov chain on $\mathbb{Z}^{d-1}$ with $(0, \ldots, 0) \in \mathbb{Z}^{d-1}$ its only absorbing state.

### 3 Geometry of the Graph

The proof of Theorem 1.1 is based on the ideas in Gangopadhyay et al. [14], and Athreya et al. [4], and as such we present a brief sketch of the modifications required.

#### 3.1 Proof of Theorem 1.1(i)

**Dimension 2.** We first prove a result which we need now as well as in the next section.

**Theorem 3.1** For $u, v \in \mathbb{Z}^2$ with $u(2) = v(2)$, the process $\{Z_l(u, v) = h_{\tau_1}(u)(1) - h_{\tau_1}(v)(1) : l \geq 0\}$ is a martingale with respect to the filtration $\{\mathcal{F}_l : l \geq 0\}$, where $\mathcal{F}_l := \sigma(\{U_w : w \in \mathbb{Z}^2, w(2) \leq u(2) + l\})$ and $T_l$ is as in (4).

**Proof** By translation invariance, we first consider $u = 0$. To simplify notation, throughout this proof, $h_n$ and $\bar{h}_n$ will denote the vertices $h_n(0)$ and $h_n(0)(1)$ respectively. It can be easily proved that $\bar{h}_{\tau_1}$ is $\mathcal{F}_{\tau_1}$-measurable. Also, the construction of our model ensures that $|h_1(w)(1) - w(1)| \leq h_1(w)(2) - w(2)$ for every $w \in \mathbb{Z}^2$, so invoking the random variables introduced in the proof of Proposition 2.4, we have $|\bar{h}_{\tau_1}| \leq \sum_{n=1}^{\tau_1} J_n$. So, Lemma 2.3 implies that $E[|\bar{h}_{\tau_1}|] < \infty$ for every $l \geq 0$.

Finally, for any $A \in \mathcal{F}_{\tau_1}$, and taking $G_n := \mathcal{F}_{h_n(2)}$, we have

$$E[1(A)\bar{h}_{\tau_{l+1}} - \bar{h}_{\tau_1}] = E[1(A) \sum_{n=1}^{\tau_1} \sum_{m=1}^{n} 1(|\tau_l = n|)1(|\tau_{l+1} = n + m|) \sum_{i=1}^{m} (\bar{h}_{n+i} - \bar{h}_{n+i-1})]$$

$$= \sum_{n=m=1}^{\infty} \sum_{n=m}^{\infty} E[1(A)1(|\tau_l = n|)1(|\tau_{l+1} \geq n + m|)(\bar{h}_{n+m} - \bar{h}_{n+m-1}) | G_{n+m-1}]].$$

Noting that $1(A)1(|\tau_l = n|)1(|\tau_{l+1} \geq n + m|)$ is $G_{n+m-1}$-measurable, $\bar{h}_{n+m} - \bar{h}_{n+m-1}$ is independent of $G_{n+m-1}$ and that the increment of $\bar{h}_n : n \geq 0$ is symmetric, we have $E[\bar{h}_{\tau_{l+1}} - \bar{h}_{\tau_1} | \mathcal{F}_{\tau_1}] = 0$ almost surely. Therefore for each $u, v \in \mathbb{Z}^2$ with $u(2) = v(2)$, and for any $l \geq 0$,

$$E[Z_{l+1}(u, v) - Z_l(u, v) | \mathcal{F}_{\tau_1}] = E[h_{\tau_{l+1}}(u)(1) - h_{\tau_{l+1}}(v)(1) - (h_{\tau_1}(u)(1) - h_{\tau_1}(v)(1)) | \mathcal{F}_{\tau_1}]$$

$$= E[h_{\tau_{l+1}}(u)(1) - h_{\tau_1}(u)(1) | \mathcal{F}_{\tau_1}] - E[h_{\tau_{l+1}}(v)(1) - h_{\tau_1}(v)(1) | \mathcal{F}_{\tau_1}] = 0$$

almost surely, which completes the proof. \hfill $\Box$
Now let \( u, v \in \mathcal{V} \) with \( u(2) = v(2) \), and without loss of generality, assume that \( u(1) > v(1) \). Since the paths starting from \( u \) and \( v \) do not cross each other, the martingale \( \{ Z_l(u, v) : l \geq 0 \} \) is non-negative. Therefore, by the martingale convergence theorem, there exists a random variable \( Z_\infty \) such that \( Z_l(u, v) \xrightarrow{a.s.} Z_\infty \) as \( l \to \infty \). Since the Markov chain \( \{ Z_l(u, v) : l \geq 0 \} \) has 0 as its only absorbing state, we must have \( Z_\infty = 0 \) almost surely. Hence, there exists some \( t \geq 0 \) so that \( Z_l(u, v) = 0 \) for all \( l \geq t \) almost surely.

Next, if \( u(2) < v(2) \), by the Borel-Cantelli lemma, we can find two vertices \( u', v' \in \mathcal{V} \) so that \( u'(2) = v'(2) = v(2) \) and

\[
\begin{align*}
\mathbf{u}'(1) & < v(1) - (|u(1) - v(1)| + v(2) - u(2)), \\
\mathbf{v}'(1) & > v(1) + (|u(1) - v(1)| + v(2) - u(2)),
\end{align*}
\]

almost surely. By the non-crossing property of our paths, the paths starting from \( u \) and \( v \) have to lie between the two paths starting from \( u' \) and \( v' \) from time \( v(2) \) onwards. Since the paths from \( u' \) and \( v' \) must meet almost surely, so do all paths sandwiched between them. This completes the proof of Theorem 1.1(i) for \( d = 2 \).

Dimension 3. Let \( u, v \in \mathbb{Z}^d \) be two distinct vertices with \( u(d) = v(d) \), and let \( \{ U^u_w : w \in \mathbb{Z}^d \} \) and \( \{ U^v_w : w \in \mathbb{Z}^d \} \) be two independent collections of i.i.d. uniform (0, 1) random variables. We construct two independent paths \( \{ h^{\text{TIND}}_n(u) : n \geq 1 \} \) and \( \{ h^{\text{TIND}}_n(v) : n \geq 1 \} \) from \( u \) and \( v \), using \( \{ U^u_w : w \in \mathbb{Z}^d \} \) and \( \{ U^v_w : w \in \mathbb{Z}^d \} \) respectively. Denoting the \( l \)-th simultaneous renewal time of these two independent paths by \( T^{\text{TIND}}_l(u, v) \), we note that \( \{ T^{\text{TIND}}_l(u, v) - T^{\text{TIND}}_{l-1}(u, v) : l \geq 0 \} \) is a sequence of i.i.d. positive integer valued random variables. Also for any simultaneous regeneration time \( T^{\text{TIND}}_l(u, v) \), there exist non-negative integer valued random variables \( N_l(u) \) and \( N_l(v) \), each of which are functions of both \( u \) and \( v \), so that

\[
T^{\text{TIND}}_l(u, v) = h^{\text{TIND}}_{N_l(u)}(u)(d) = h^{\text{TIND}}_{N_l(v)}(v)(d).
\]

Taking
\[
P^{(x)} \coloneqq \inf \{ h^{\text{TIND}}_k(x)(d) - x(d) : k \geq 1, h^{\text{TIND}}_k(x)(d) - x(d) \geq n \} - n, \quad x \in \{ u, v \},
\]
we have

\[
T^{\text{TIND}}_l(u, v) - T^{\text{TIND}}_0(u, v) \coloneqq \inf \{ n \geq 1 : R^{(u)}_n = R^{(v)}_n = 0 \}.
\]

Now we invoke the following result.

**Lemma 3.2** (Lemma 3.2 of [17]) Let \( \{ \xi^{(1)}_n : n \geq 1 \} \) and \( \{ \xi^{(2)}_n : n \geq 1 \} \) be two independent collections of i.i.d. positive integer valued random variables with \( \max \{ \mathbb{P}(\xi^{(1)}_1 \geq m), \mathbb{P}(\xi^{(2)}_1 \geq m) \} \leq C_{5.1} \exp\{-C_{6.1} m\} \) for any \( m \geq 1 \) and positive constants \( C_{5.1}, C_{6.1} \). Also, let \( \min \{ \mathbb{P}(\xi^{(1)}_1 = 1), \mathbb{P}(\xi^{(2)}_1 = 1) \} > 0 \). For \( i = 1, 2 \) and \( k \), \( n \geq 1 \), let \( S^{(i)}_k \coloneqq \sum_{j=1}^k \xi^{(i)}_j \) and \( R^{(i)}_n \coloneqq \inf \{ S^{(i)}_k : k \geq 1, S^{(i)}_k \geq n \} - n \). Taking \( v^R \coloneqq \inf \{ n \geq 1 : R^{(1)}_n = R^{(2)}_n = 0 \} \), we have

\[
\mathbb{P}\{ v^R \geq m \} \leq C_{5.2} \exp\{-C_{6.2} m\}, \quad m \geq 1,
\]

where \( C_{5.2} \) and \( C_{6.2} \) are some positive constants, depending only on the distributions of \( \xi^{(i)}_n \).s.

From the lemma, for \( m \geq 1 \),

\[
\mathbb{P}\{ h^{\text{TIND}}_{N_{l+1}(u)}(u)(d) - h^{\text{TIND}}_{N_l(u)}(u)(d) \geq m \} = \mathbb{P}\{ h^{\text{TIND}}_{N_{l+1}(v)}(v)(d) - h^{\text{TIND}}_{N_l(v)}(v)(d) \geq m \}
\]
where $C_5$ and $C_6$ are positive constants depending only on the distribution of $(h_n^{\text{IND}}(u)(d) - h_{n-1}^{\text{IND}}(u)(d))$’s.

Now we study the displacement in the first $d - 1$ coordinates. For $w = (w(1), \ldots, w(d))$, we denote $\tilde{w} = (w(1), \ldots, w(d-1))$. For $l \geq 1$, let

$$\psi^u_l = \psi^u_l(u, v) := h_{N_l(u)}^{\text{IND}}(u) - h_{N_{l-1}(u)}^{\text{IND}}(u) = \sum_{t = N_{l-1}(u)+1}^{N_l(u)} \left[ h_t^{\text{IND}}(u) - h_{l-1}^{\text{IND}}(u) \right].$$

$$\psi^v_l = \psi^v_l(u, v) := h_{N_l(v)}^{\text{IND}}(v) - h_{N_{l-1}(v)}^{\text{IND}}(v) = \sum_{t = N_{l-1}(v)+1}^{N_l(v)} \left[ h_t^{\text{IND}}(v) - h_{l-1}^{\text{IND}}(v) \right].$$

For $d = 3$, as in the Appendix of [17] (page 1141) we have that if $\bar{u} - \bar{v} = x \in \mathbb{Z}^2$, then

$$\mathbb{E}[\|\bar{u} + \psi^u_1\|^2 - \|\bar{v} + \psi^v_1\|^2] = \alpha,$$

$$\mathbb{E}[\|\bar{u} + \psi^u_1\|^2 - \|\bar{v} + \psi^v_1\|^2] \geq 2\alpha\|x\|^2,$$

$$\mathbb{E}[\|\bar{u} + \psi^u_1\|^2 - \|\bar{v} + \psi^v_1\|^2 - \|x\|^2] = O(\|x\|^3) \text{ as } \|x\| \to \infty,$$

where $\alpha$ is some non-negative constant.

Now consider two distinct open vertices $u, v \in \mathbb{Z}^2$ and assume that $u(3) = v(3)$. We will apply the Foster-Lyapunov criterion (see Proposition 5.3 in Chapter I of [1]) on the process $\{Z_t(u, v) : t \geq 0\}$ where $Z_t(u, v)$ is as given in (6).

**Proposition 3.3** (Foster–Lyapunov Criterion) An irreducible Markov chain with state space $E \subseteq \mathbb{Z}^d$ and stationary transition probability matrix $(p_{ij})_{i, j \in E}$ is recurrent if there exists a function $f : E \to \mathbb{R}$ such that $f(x) \to \infty$ as $\|x\| \to \infty$ and

$$\sum_{k \in E} p_{jk} f(k) \leq f(j) \quad \text{for } j \in E_0,$$

where $E_0$ is a subset of $E$ so that $E \setminus E_0$ is finite.

The Markov chain $\{Z_t(u, v) : t \geq 0\}$ is not irreducible; the state $(0, 0)$ being absorbing. Because of this, we modify the Markov process so that it has the same transition probabilities as $\{Z_t(u, v) : t \geq 0\}$ except that instead of $(0, 0)$ being an absorbing state, it goes to $(1, 0)$ with probability 1. With a slight abuse of notation, we denote the modified Markov chain by $\{Z_t(u, v) : t \geq 0\}$ again. Using the Foster-Lyapunov criterion, we show that the Markov chain $\{Z_t(u, v) : t \geq 0\}$ is recurrent. This will prove that the graph $\mathcal{G}$ is connected.

To apply the Foster-Lyapunov criterion, consider $f : \mathbb{Z}^2 \to [0, \infty)$ by

$$f(x) = \sqrt{\ln(1 + \|x\|^2_2)}.$$

Also, define a function $g : [0, \infty) \to [0, \infty)$ by $g(t) = \sqrt{\ln(1 + t)}$. In this case, $f(x) = g(\|x\|^2_2)$. The fourth derivative of $g$ is non-positive. Therefore, using Taylor’s expansion, we conclude

$$\mathbb{E}[f(Z_1(u, v)) \mid Z_0(u, v) = x] - f(x) = \mathbb{E}[g(\|Z_1(u, v)\|^2_2) - g(\|x\|^2_2) \mid Z_0(u, v) = x].$$
If the paths starting from \( u \) and \( v \) are independent until their first simultaneous regeneration time, then \( Z_1(u,v) \) has the same distribution as \((\bar{u} + \psi^u_1) - (\bar{v} + \psi^v_1)\). Although we do not have such independence we couple the joint process and the independent processes to obtain a relation between the moments of \( \|Z_1(u,v)\|_2^2 \) and \( \|\bar{u} + \psi^u_1\|_2^2 \|\bar{v} + \psi^v_1\|_2^2 \|\bar{x}\|_2^2 \) as follows:

### Proposition 3.4

For any \( x \in \mathbb{Z}^2 \setminus \{(0,0)\} \) and \( k \geq 1 \), we have

\[
\mathbb{E}\left[ \left( \|Z_1(u,v)\|_2^2 - \|x\|_2^2 \right)^k \mid Z_0(u,v) = x \right] 
\leq \mathbb{E}\left[ \left( \|\bar{u} + \psi^u_1 - (\bar{v} + \psi^v_1)\|_2^2 - \|x\|_2^2 \right)^k \right] + C_7^{(k)} \|x\|_2^k \exp\{-C_8 \|x\|_2\},
\]

where \( C_7^{(k)} \) and \( C_8 \) are some positive constants depending on the distribution of \( h_n^{\text{IND}}(u)(3) - h_n^{\text{IND}}(v)(3) \)'s, and \( C_7^{(k)} \) depends on \( k \) too.

### Proof

By the translation invariance of our model, it suffices to prove the result for \( u = (x(1), x(2), 0) \) and \( v = (0, 0, 0) \). Let \( r = \|\bar{u} - \bar{v}\|_1/3 = (|x(1)| + |x(2)|)/3 \). Recall that to construct the independent paths, we use the collections \( \{U_w^u : w \in \mathbb{Z}^3\} \) and \( \{U'_w : w \in \mathbb{Z}^3\} \), independent of all other random variables, and define a new collection of uniform random variables \( \tilde{U}_w : w \in \mathbb{Z}^3 \) by

\[
\tilde{U}_w := \begin{cases} 
U_w^u, & \text{if } w \in V(u, [r]), \\
U'_w, & \text{if } w \in V(v, [r]), \\
U'_w, & \text{otherwise}.
\end{cases}
\]

Using this collection, we construct the joint path \( \{(h_n(u), h_n(v)) : n \geq 0\} \) starting from \((u,v)\) until their first simultaneous regeneration time \( T_1 \) at step \( r_1 \). We observe that

\[
\|Z_1(u,v)\|_2 \leq \|Z_1(u,v) - \bar{u}\|_1 + \|\bar{u}\|_2 \leq 4h_{r_1}(u)(3) + \|x\|_2,
\]

and

\[
\|\psi^u_1 - \psi^v_1\|_2 \leq \|\psi^u_1\|_1 + \|\psi^v_1\|_1 \leq 4h_{r_1}(u)(3).
\]

Now, define the event

\[
A(r) := \{h_{N_1(r)}(u)(3) > r\}.
\]

An argument as in Proposition 2.4 yields that \( h_{N_1(r)}(u)(3) \), like \( h_{r_1}(u)(3) \), has exponentially decaying tail probabilities with a tail bound which does not depend on \( u \) or \( v \). Hence, we have

\[
\mathbb{E}\left[ \left( \|Z_1(u,v)\|_2^2 - \|x\|_2^2 \right)^k \mid Z_0(u,v) = x \right] 
\leq \mathbb{E}\left[ \left( \|\bar{u} + \psi^u_1 - (\bar{v} + \psi^v_1)\|_2^2 - \|x\|_2^2 \right)^k \right] 1(A(r))
\]

\[
\leq 2^k \mathbb{E}\left[ \left( \|Z_1(u,v)\|_2^2 + (2^k + 2)\|x\|_2^k + 2^k\|\psi^u_1 - \psi^v_1\|_2^k \right)^k \right] 1(A(r))
\]

\[
\leq 2^{2k} \left( h_{r_1}^{\text{IND}}(u)(3) + \|x\|_2^{2k} + (h_{N_1(r)}(u)(3))^{2k} \right)^2 \mathbb{P}\{h_{N_1(r)}(u)(3) > r\}^{1/2}.
\]
where we have used Cauchy-Schwarz inequality in the penultimate line and inequality (7) in the last line above. This establishes the proposition.

We now return to the relation (11). The above proposition implies that

\[
\mathbb{E}[f(Z_1(u, v)) | Z_0(u, v) = x] - f(x) \\
\leq 3 \sum_{k=1}^{\infty} \frac{g^{(k)}(\|x\|^2)}{k!} \mathbb{E}[(\|\tilde{u} + \psi_1^u\| - (\tilde{v} + \psi_1^v)\|_2^2 - \|x\|^2)^k]
\]

\[
+ \sum_{k=1}^{\infty} \frac{g^{(k)}(\|x\|^2)}{k!} C_7^{(k)} \|x\|_2^{2k} \exp\{-C_8 \|x\|_2\}.
\]

For \(\|x\|_2\) large enough, from (8), (9) and (10) we have

\[
\sum_{k=1}^{\infty} \frac{g^{(k)}(\|x\|^2)}{k!} \mathbb{E}[(\|\tilde{u} + \psi_1^u\| - (\tilde{v} + \psi_1^v)\|_2^2 - \|x\|^2)^k]
\]

\[
\leq \left[- \alpha \|x\|^2_2 \left(\ln(1 + \|x\|^2_2)\right)^{-3/2}\right]/(8(1 + \|x\|^2_2)^2).
\]

Also,

\[
\sum_{k=1}^{\infty} \frac{g^{(k)}(\|x\|^2)}{k!} C_7^{(k)} \|x\|_2^{2k} \exp\{-C_8 \|x\|_2\}
\]

\[
\leq 2 \max\{C_7^{(1)}, C_7^{(3)}\} \exp\{-C_8 \|x\|_2\}.
\]

Therefore,

\[
\mathbb{E}[f(Z_1(u, v)) | Z_0(u, v) = x] - f(x) \leq 0,
\]

for \(\|x\|_2\) large. This completes the proof of Theorem 1.1(i) for dimension 3.

### 3.2 Proof of Theorem 1.1(ii)

Suppose \(d \geq 4\). By the ergodicity inherent in our model to establish Theorem 1.1(ii) it is suffices to show

\[
P\{\mathcal{G} has at least \ m \ distinct \ trees\} > 0 \ for \ all \ m \geq 2.
\]

(12)

The proof is adapted from [14] although for our model, we have to use the regeneration process. In this it is also different from that of [4]. The idea of the proof is to study the paths from two vertices \(u\) and \(v\) between two successive regeneration steps. Suppose at a stage \(k \geq 1\), having obtained \(h_k(u)\) and \(h_k(v)\) with \(h_k(u)\) below \(h_k(v)\) (say), the region explored by \(h_k(u)\) to obtain \(h_{k+1}(u)\) has empty intersection with the history set \(\Delta_k\) present at that stage. We show that this happens with a positive probability for every stage \(k\). Hence for all practical purposes, the path obtained from \(u\) is independent of the path obtained from \(v\). Thinking of \(h_{\tau_l}(u) : l \geq 1\) and \(h_{\tau_l}(v) : l \geq 1\) as two random walks in the first \(d - 1\) coordinates, we see that with a positive probability, the incremental displacements \(h_{\tau_{l+1}}(u) - h_{\tau_l}(u)\) and \(h_{\tau_{l+1}}(v) - h_{\tau_l}(v)\) in the first \(d - 1\) coordinates are independent and identically distributed.

Springer
for \( l \geq 1 \). Hence, invoking the transience of random walks for 3 or higher dimensions, we have that, with a positive probability, the paths from \( \mathbf{u} \) and \( \mathbf{v} \) do not meet.

The first step towards this is the following proposition which uses the independence of the process between different joint renewal times of the \( m \) paths.

**Proposition 3.5** For \( 0 < \varepsilon < 1/3 \), there exist positive constants \( C_9, \beta = \beta(\varepsilon) \) and \( n_0 \geq 1 \) such that

\[
\inf_{(\mathbf{u}, \mathbf{v}) \in A_{n, \varepsilon}} \mathbb{P}\{ Z_n^\varepsilon(\mathbf{u}, \mathbf{v}) \in D_{n^{2(1+\varepsilon)}} \setminus D_{n^{2(1-\varepsilon)}} \mid \mathbf{u}, \mathbf{v} \in \mathcal{Y} \} \geq 1 - C_9 n^{-\beta}
\]

for all \( n \geq n_0 \), where \( D_r := \{ \mathbf{w} \in \mathbb{Z}^d : \| \mathbf{w} \|_1 \leq r \} \) and \( A_{n, \varepsilon} := \{ (\mathbf{u}, \mathbf{v}) \in \mathbb{Z}^d \times \mathbb{Z}^d : \mathbf{u}(d) = \mathbf{v}(d), \bar{u} - \bar{v} \in D_{n^{1+\varepsilon}} \setminus D_{n^{1-\varepsilon}} \} \).

**Proof** Fix \( 0 < \varepsilon < 1/3 \) and \( n \geq 1 \). Consider the independent paths starting from \( \mathbf{u}, \mathbf{v} \in \mathbb{Z}^d \) with \( \mathbf{u}(d) = \mathbf{v}(d) \), constructed using the collections \( \{ U_{\mathbf{w}}^\alpha : \mathbf{w} \in \mathbb{Z}^d \} \) and \( \{ U_{\mathbf{w}}^\beta : \mathbf{w} \in \mathbb{Z}^d \} \) respectively, and define

\[
W_{n, \varepsilon}(\mathbf{u}, \mathbf{v}) := \left\{ \overline{h}_{N_j}^{\text{IND}}(\mathbf{u}) - \overline{h}_{N_j}^{\text{IND}}(\mathbf{v}) \in D_{n^{2(1+\varepsilon)}} \setminus D_{n^{2(1-\varepsilon)}} \right\}.
\]

where \( K \) is a positive constant to be specified later. Now, we use the following lemma:

**Lemma 3.6** (Lemma 3.3 of [14]) For \( 0 < \varepsilon < 1/3 \), there exist \( \alpha = \alpha(\varepsilon) > 0 \) and positive constants \( C_{10,1}, C_{10,2}, C_{10,3} \) such that for all \( n \) sufficiently large, we have

\[
\begin{align*}
& (a) \sup_{(\mathbf{u}, \mathbf{v}) \in A_{n, \varepsilon}} \mathbb{P}\{ \overline{h}_{N_j}^{\text{IND}}(\mathbf{u}) - \overline{h}_{N_j}^{\text{IND}}(\mathbf{v}) \notin D_{n^{2(1+\varepsilon)}} \} \leq C_{10,1} n^{-\alpha}, \\
& (b) \sup_{(\mathbf{u}, \mathbf{v}) \in A_{n, \varepsilon}} \mathbb{P}\{ \overline{h}_{N_j}^{\text{IND}}(\mathbf{u}) - \overline{h}_{N_j}^{\text{IND}}(\mathbf{v}) \in D_{n^{2(1-\varepsilon)}} \} \leq C_{10,2} n^{-\alpha}, \\
& (c) \sup_{(\mathbf{u}, \mathbf{v}) \in A_{n, \varepsilon}} \mathbb{P}\{ \overline{h}_{N_j}^{\text{IND}}(\mathbf{u}) - \overline{h}_{N_j}^{\text{IND}}(\mathbf{v}) \in D_{K n} \text{ for some } j = 0, 1, \ldots, n^4 \}
\end{align*}
\]

\[
\leq C_{10,3} n^{-\alpha}.
\]

From the lemma, there exists \( n_0 \) such that for all \( n \geq n_0 \),

\[
\inf_{(\mathbf{u}, \mathbf{v}) \in A_{n, \varepsilon}} \mathbb{P}\{ W_{n, \varepsilon}(\mathbf{u}, \mathbf{v}) \mid \mathbf{u}, \mathbf{v} \in \mathcal{Y} \} \geq 1 - C_{10} n^{-\alpha},
\]

where \( C_{10} \) and \( \alpha = \alpha(\varepsilon) \) are some positive constants.

For \( l \geq 1 \), let \( r_l(n) := \min\left\lfloor \frac{K n}{2d} \right\rfloor \), \( h_{N_l}^{\text{IND}}(\mathbf{u})(d) = h_{N_{l-1}}^{\text{IND}}(\mathbf{u})(d) \). On the event \( W_{n, \varepsilon}(\mathbf{u}, \mathbf{v}) \), we have

\[
\left[ \bigcup_{l=1}^{n^4} V(h_{N_{l-1}}^{\text{IND}}(\mathbf{u}), r_l(n)) \right] \cap \left[ \bigcup_{l=1}^{n^4} V(h_{N_{l}}^{\text{IND}}(\mathbf{v}), r_l(n)) \right] = \emptyset,
\]

so we consider another independent collection of i.i.d. uniform \((0, 1)\) random variables \( \{ U_{\mathbf{w}}'' : \mathbf{w} \in \mathbb{Z}^d \} \) and define a new family \( \{ \tilde{U}_{\mathbf{w}} : \mathbf{w} \in \mathbb{Z}^d \} \)

\[
\tilde{U}_{\mathbf{w}} := \begin{cases} 
U_{\mathbf{w}}^u & \text{if } \mathbf{w} \in \bigcup_{l=1}^{n^4} V(h_{N_{l-1}}^{\text{IND}}(\mathbf{u}), r_l(n)), \\
U_{\mathbf{w}}^* & \text{if } \mathbf{w} \in \bigcup_{l=1}^{n^4} V(h_{N_{l}}^{\text{IND}}(\mathbf{v}), r_l(n)), \\
U_{\mathbf{w}}'' & \text{otherwise.}
\end{cases}
\]

Taking

\[
B_l(n) := \left\{ h_{N_l}^{\text{IND}}(\mathbf{u})(d) - h_{N_{l-1}}^{\text{IND}}(\mathbf{u})(d) < \frac{K n}{2d} \right\}.
\]
we see that, if \( B_i(n) \) occurs for each \( i = 1, \ldots, n^4 \) then, for \( Z_{n^4}(u, v) \) obtained from the joint paths \((h_n(u), h_n(v)) : n \geq 0\) constructed using \( \hat{U}_w : w \in \mathbb{Z}^d \), we have

\[
Z_{n^4}(u, v) = \tilde{h}_{N^+}(u) - \tilde{h}_{N^+}(v).
\]

Therefore, from (7) and (13) we get, for all \( n \geq n_0 \) and \((u, v) \in A_{n, \varepsilon},
\[
\begin{align*}
\mathbb{P}\{Z_{n^4}(u, v) & \in D_{n^4(1+\varepsilon)} \setminus D_{n^4(1-\varepsilon)} \mid u, v \in \mathcal{V}\} \\
& \geq \mathbb{P}\{(\bigcap_{i=1}^{n^4} B_i(n)) \cap W_{n, \varepsilon}(u, v) \mid u, v \in \mathcal{V}\} \\
& \geq 1 - n^4C_S \exp\left(-\frac{C_6K\ln n}{2d}\right) - C_{10} n^{-\alpha} \\
& \geq 1 - C_9 n^{-\beta},
\end{align*}
\]

for \( K > \frac{8d}{C_6} \) and suitable choices of \( \beta, C_9 > 0 \), which proves the proposition. \( \Box \)

The rest of the proof of Theorem 1.1(ii) follows along the lines as in Sect. 3.3 of [14], and so we only provide a sketch of the proof. Using the notation of Proposition 3.5, taking \( u = (0, 0, \ldots, 0) \in \mathbb{Z}^d, v = (n_0, 0, \ldots, 0) \in \mathbb{Z}^d \) (so \((u, v) \in A_{n_0, \varepsilon}\)) and \( r_k = \sum_{i=1}^{k} (n_0^{2i-1})^4 \), by Proposition 3.5 it can be shown that

\[
\mathbb{P}\{Z_{r_k}(u, v) \in D_{n_0^{2k(1+\varepsilon)}} \setminus D_{n_0^{2k(1-\varepsilon)}} \text{ for all } k = 1, \ldots, j \mid u, v \in \mathcal{V}\} \\
\geq \prod_{k=1}^{j} \left[1 - C_9 (n_0^{2k-1})^{-\beta}\right].
\]

Hence, since \((0, \ldots, 0) \in \mathbb{Z}^{d-1}\) is the absorbing state of process \( \{Z_l(u, v) : l \geq 0\} \),

\[
\mathbb{P}\{\emptyset \text{ has at least two distinct trees}\} \\
\geq \mathbb{P}\{Z_l(u, v) \neq (0, \ldots, 0) \text{ for all } l \geq 0 \mid u, v \in \mathcal{V}\} \times \mathbb{P}\{u, v \in \mathcal{V}\} \\
\geq p^2 \prod_{k=1}^{\infty} \left[1 - C_9 (n_0^{2k-1})^{-\beta}\right] > 0,
\]

and (12) is established for \( m = 2 \). To establish (12) for \( m \geq 3 \), it is enough to take \( u^i = ((i-1)n_1, 0, \ldots, 0) \in \mathbb{Z}^d \) for each \( i = 1, \ldots, m \), where \( n_1 \geq 1 \) is some constant satisfying \( n_1 \geq \max\{n_0, m^{1/\ell}\} \) and \( \prod_{k=1}^{\infty} \left[1 - C_9 (n_1^{2k-1})^{-\beta}\right] > 1 - \delta \), for some \( \delta > 0 \) that \( m(m-1)\delta/2 < 1 \). Because then \( \mathbb{P}\{Z_l(u^i, u^j) \neq (0, \ldots, 0) \text{ for all } l \geq 0 \mid u^i, u^j \in \mathcal{V}\} > 1 - \delta \) for each \( i, j \in \{1, \ldots, m\} \) with \( i > j \), and hence \( \mathbb{P}\{\emptyset \text{ has at least } m \text{ distinct trees}\} > p^m \left(1 - m(m-1)\delta/2\right) > 0 \). This completes the proof.

Finally, the proof of Theorem 1.1(iii) follows from a similar Burton-Keane type argument [5] as was used in Theorem 2 of [4].

4 Convergence to the Brownian Web

In this section we prove Theorem 1.4. For a subset of paths \( \Gamma \) in \( \Pi \), and \( t_0, t, a, b \in \mathbb{R} \) with \( t > 0 \) and \( a < b \), consider the following counting random variables:

\[
\eta_{\Gamma}(t_0, t; a, b) := \#\{\pi(t_0 + t) : \pi \in \Gamma, \varsigma_{\pi} \leq t_0, \pi(t_0) \in [a, b]\},
\]

\[
\hat{\eta}_{\Gamma}(t_0, t; a, b) := \#\{\pi(t_0 + t) : \pi \in \Gamma, \varsigma_{\pi} \leq t_0, \pi(t_0 + t) \in [a, b]\}.
\]

\( \Box \) Springer
From now on we denote the Brownian motion with unit diffusion constant starting from $x$ by $B_x$ and coalescing Brownian motions with unit diffusion constants starting from $x_1, \ldots, x_k$ by $(W_{x_1}, \ldots, W_{x_k})$. For the proof of Theorem 1.4, we use the following theorem which is Theorem 2.2 of \cite{13}:

**Theorem 4.1** Suppose $\Theta_1, \Theta_2, \ldots$ are $(\mathcal{H}, \mathcal{B}_\mathcal{H})$ valued random variables with non-crossing paths. Assume that the following conditions hold:

(I) For all $y \in \mathbb{R}^2$, there exist $y_1, y_2, \ldots, y_k$ from a deterministic countable dense set $D$ of $\mathbb{R}^2$, $(\xi_n^1, \ldots, \xi_n^k)$ converges in distribution to $(W_{y_1}, \ldots, W_{y_k})$ as $n \to \infty$;

(B) For all $t > 0$, $\lim sup_{n \to \infty} \sup_{(\alpha, t_0) \in \mathbb{R}^2} \mathbb{P}[\eta_{\Theta_n}(t_0, t; a, a + \epsilon) \geq 2] \to 0$ as $\epsilon \downarrow 0$;

(B) For all $t > 0$, $\epsilon^{-1} \lim sup_{n \to \infty} \sup_{(\alpha, t_0) \in \mathbb{R}^2} \mathbb{P}[\eta_{\Theta_n}(t_0, t; a, a + \epsilon) \geq 3] \to 0$ as $\epsilon \downarrow 0$.

Then, $\Theta_n$ converges in distribution to $W$ as $n \to \infty$.

To prove Theorem 1.4, we first show that $X_n$ is compact for each $n \geq 1$ and then we show that the sequence $\{X_n : n \geq 1\}$ satisfies the conditions of the above theorem.

### 4.1 $\tilde{X}_n(\sigma, \gamma)$ is an $(\mathcal{H}, \mathcal{B}_{\mathcal{H}})$ Valued Random Variable

It suffices to show that $X$ has compact closure in $(\Pi, d_{\Pi})$. For any path $\pi \in \Pi$, define the extended path $\hat{\pi}$ as follows:

$$\hat{\pi}(t) := \begin{cases} \pi(\xi_\pi) & \text{for } t \leq \xi_\pi, \\ \pi(t) & \text{for } t > \xi_\pi. \end{cases}$$

For $\pi_1, \pi_2 \in \Pi$, let

$$\hat{d}_\Pi(\hat{\pi}_1, \hat{\pi}_2) := |\tanh(\xi_{\pi_1}) - \tanh(\xi_{\pi_2})| \vee \sup_{t \geq \xi_{\pi_1} \wedge \xi_{\pi_2}} \frac{\tanh(\hat{\pi}_1(t)) - \tanh(\hat{\pi}_2(t))}{1 + |t|}.$$ 

so that $\hat{d}_\Pi(\hat{\pi}_1, \hat{\pi}_2) = d_\Pi(\pi_1, \pi_2)$. Thus we need to show that $\hat{X} := \{\hat{\pi} : \pi \in X\}$ has compact closure in $(\Pi, \hat{d}_\Pi)$, where $\Pi := \{\hat{\pi} : \pi \in \Pi\}$. For this purpose, we prove that the closure of $f(\hat{X})$ is compact for some homeomorphism $f$.

Note that each path $\hat{\pi} \in \hat{\Pi}$ can be seen as the graph $\{(\hat{\pi}(t), t) : t \in \mathbb{R}\} \subseteq \mathbb{R}^2$. Taking a map $(\varphi, \psi) : \mathbb{R}^2 \to (-1, 1) \times (-1, 1)$ as

$$(\varphi, \psi)(x, t) = (\varphi(x, t), \psi(t)) := \left(\frac{\tanh(x)}{1 + |t|}, \tanh(t)\right),$$

we define the homeomorphism $f : \hat{\Pi} \to f(\hat{\Pi})$ so that for $\hat{\pi} \in \hat{\Pi}$, $f(\hat{\pi})$ is the following graph:

$$\{(\varphi(\hat{\pi}(t), t), \psi(t)) : t \in \mathbb{R}\} \subseteq (-1, 1) \times (-1, 1).$$

Now using Arzelà-Ascoli theorem and the Lipschitz continuity of the paths, we prove that $f(\hat{X}) \subseteq ((-1, 1) \times (-1, 1))^\mathbb{R}$ has compact closure. To show the equicontinuity of $f(\hat{X})$ on $\mathbb{R}$ we note that every path $f(\hat{\pi}) \in f(\hat{X})$ is given by $f(\hat{\pi})(t) = (\varphi(\hat{\pi}(t), t), \psi(t)) \in (-1, 1) \times (-1, 1)$. We equip $(-1, 1) \times (-1, 1)$ with the $L_\infty$-metric $\hat{\rho}$ for which

$$\hat{\rho}\left((\varphi(\hat{\pi}_1(t_1), t_1), \psi(t_1)), (\varphi(\hat{\pi}_2(t_2), t_2), \psi(t_2))\right).$$
for every \( \hat{\pi}_1, \hat{\pi}_2 \in \hat{\Pi} \) and \( t_1, t_2 \in \mathbb{R} \) and where \( \rho \) is as defined in (2). We now show that, for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that if \( t_1, t_2 \in \mathbb{R} \) with \( |t_1 - t_2| < \delta \), then

\[
\sup \left\{ \rho\left( (\hat{\pi}_1(t_1), \hat{\pi}_2(t_2)) : \hat{\pi} \in \hat{\mathcal{X}} \right) \right\} < \varepsilon,
\]

which establishes the uniform equicontinuity of \( f(\hat{\mathcal{X}}) \). Indeed, if \( f(\hat{\mathcal{X}}) \) is not uniformly equicontinuous on \( \mathbb{R} \), then there must exist \( \varepsilon > 0 \) such that for all \( n \in \mathbb{N} \), we can find \( t^n_1, t^n_2 \in \mathbb{R} \) with \( |t^n_1 - t^n_2| < 1/n \) and

\[
\rho\left( (\hat{\pi}_n(t^n_1), t^n_1), (\hat{\pi}_n(t^n_2), t^n_2) \right) > \varepsilon
\]

for some \( \hat{\pi}_n \in \hat{\mathcal{X}} \).

However this is not possible because

\[
|\psi(t) - \psi(s)| = |\tanh(t) - \tanh(s)| \to 0 \quad \text{as} \quad |t - s| \to 0,
\]

and, noting that for our paths \( |\hat{\pi}(t) - \hat{\pi}(s)| \leq |t - s| \), we have

\[
|\varphi(\hat{\pi}(t), t) - \varphi(\hat{\pi}(s), s)| = \frac{|\tanh(\hat{\pi}(t)) - \tanh(\hat{\pi}(s))|}{1 + |t|} \to 0 \quad \text{as} \quad |t - s| \to 0.
\]

In addition, for any \( t \in \mathbb{R} \), if \( f_t(\hat{\mathcal{X}}) \) is the set of positions of the paths in \( f(\hat{\mathcal{X}}) \) at time \( t \) then

\[
f_t(\hat{\mathcal{X}}) = \left\{ (\varphi(\hat{\pi}(t), t), \psi(t)) : \hat{\pi} \in \hat{\mathcal{X}} \right\} = \left\{ \varphi(\hat{\pi}(t), t) : \hat{\pi} \in \hat{\mathcal{X}} \right\} \times \{ \psi(t) \}.
\]

Since \( \{ \varphi(\hat{\pi}(t), t) : \hat{\pi} \in \hat{\mathcal{X}} \} \) is bounded, the closure of \( \{ \varphi(\hat{\pi}(t), t) : \hat{\pi} \in \hat{\mathcal{X}} \} \) is compact. Thus, \( f_t(\hat{\mathcal{X}}) \) has compact closure.

### 4.2 Verification of Condition (I_1)

For \( k \geq 0 \) and \( \mathbf{u} \in \mathbb{Z}^2 \), let \( h_k(\mathbf{u}) = (x_k, t_k) \) (say) and \( X_k^{\mathbf{u}} = x_k + 1 - x_k \), \( Y_k^{\mathbf{u}} = t_{k+1} - t_k \) be the marginal increments of \( \pi_\mathbf{u} \) along each direction. We observe that \( \{X_k^{\mathbf{u}} : k \geq 1\} \) and \( \{Y_k^{\mathbf{u}} : k \geq 1\} \) are two collections of i.i.d. random variables, with \( |X_k^{\mathbf{u}}| \leq Y_k^{\mathbf{u}} \). Also \( X_k^{\mathbf{u}} \) has a symmetric distribution, with both \( |X_k^{\mathbf{u}}| \) and \( Y_k^{\mathbf{u}} \) having exponentially decaying tail probabilities; in particular, \( \mathbb{P}[Y_k^{\mathbf{u}} > m] \leq (1 - p)^{(m+1)^2 - 1} \). Writing \( X_k \) for \( X_k^{\mathbf{u}} \) and \( Y_k \) for \( Y_k^{\mathbf{u}} \), we have

\[
h_k(\mathbf{u}) = (X_k, Y_k), \quad h_k(\mathbf{u}) = (u(1) + \sum_{i=1}^k X_i^{\mathbf{u}}, u(2) + \sum_{i=1}^k Y_i^{\mathbf{u}}).
\]

\[
S_k := \sum_{i=1}^k X_i \quad \text{and} \quad R_k := \sum_{i=1}^k Y_i.
\]

where we take \( \sum_{i=1}^0 = 0 \).

**Proposition 4.2** There exist \( \sigma \) and \( \gamma \) such that \( \pi_0^{(n)}(\sigma, \gamma) \Rightarrow B_0 \) in \( (\Pi, d_{\Pi}) \).
Proof Let $t \geq 0$. Taking $N(t) := \max\{n \geq 0 : R_n \leq t\}$, we have

$$\pi_0(t) = S_N(t) + \frac{t - R_N(t)}{R_{N(t)+1} - R_N(t)} X_{N(t)+1},$$

and its diffusively scaled version is

$$\pi^{(n)}_0(\sigma, \gamma)(t) = \frac{1}{n \sigma} \left[ \sum_{i=1}^{N(n^2 \gamma t)} X_i + \frac{n^2 \gamma t - R_N(n^2 \gamma t)}{R_{N(n^2 \gamma t)+1} - R_N(n^2 \gamma t)} X_{N(n^2 \gamma t)+1} \right].$$

Taking $\sigma = \sqrt{\text{Var}(X)}$ and $Z_i := X_i / \sigma$, we have

$$\pi^{(n)}_0(\sigma, \gamma)(t) = \frac{1}{n} \left[ \sum_{i=1}^{N(n^2 \gamma t)} Z_i + \frac{n^2 \gamma t - R_N(n^2 \gamma t)}{R_{N(n^2 \gamma t)+1} - R_N(n^2 \gamma t)} Z_{N(n^2 \gamma t)+1} \right],$$

where $Z_i$'s are i.i.d. with mean 0 and variance 1. Next, we define another stochastic process $\{\hat{\pi}_n(t) : t \geq 0\}$ by

$$\hat{\pi}_n(t) := \frac{1}{n} \left[ \sum_{i=1}^{\lfloor n^2 t \rfloor} Z_i + (n^2 t - \lfloor n^2 t \rfloor) Z_{\lfloor n^2 t \rfloor+1} \right],$$

and we see that

$$\pi^{(n)}_0(\sigma, \gamma)(t) \xrightarrow{d} \hat{\pi}_n(N(n^2 \gamma t)/n^2) + \frac{1}{n} \left[ \frac{n^2 \gamma t - R_N(n^2 \gamma t)}{R_{N(n^2 \gamma t)+1} - R_N(n^2 \gamma t)} Z_{N(n^2 \gamma t)+1} \right]. \quad (14)$$

From Donsker’s invariance principle, the process $\hat{\pi}_n$ converges in distribution to the standard Brownian motion. Also taking $\gamma = \mathbb{E}[Y_1]$, by the renewal theorem (see Theorem 4.4.1 of [10]), we have

$$\frac{N(n^2 \gamma t)}{n^2} \xrightarrow{a.s.} \gamma t \mathbb{E}[Y_1] = t \text{ as } n \to \infty.$$

Thus to complete the proof of the proposition, it suffices to show that the second term in (14) converges in probability to 0 for this choice of $\gamma$.

Noting that $0 \leq \frac{n^2 \gamma t - R_N(n^2 \gamma t)}{R_{N(n^2 \gamma t)+1} - R_N(n^2 \gamma t)} \leq 1$, we have, for any $\varepsilon > 0$ and $s > 0$,

$$\mathbb{P} \left\{ \sup_{s \leq t \leq s} \left| \frac{n^2 \gamma t - R_N(n^2 \gamma t)}{R_{N(n^2 \gamma t)+1} - R_N(n^2 \gamma t)} Z_{N(n^2 \gamma t)+1} \right| > n\varepsilon \right\} \leq \mathbb{P} \left\{ \sup_{i=1, \ldots, \lfloor n^2 \gamma s \rfloor+1} |Z_i| > n\varepsilon \right\} \leq \left( \lfloor n^2 \gamma s \rfloor + 1 \right) \mathbb{P} \{|X_1| > n\sigma\varepsilon\} \to 0 \text{ as } n \to \infty,$$

because $|X_1|$ has exponentially decaying tail probabilities. \hfill $\square$

If $\left( \frac{u_n(1)}{n\sigma}, \frac{u_n(2)}{n^2 \gamma} \right) \xrightarrow{d} u$ as $n \to \infty$, noting that $\{(\pi_0(t), t) : t \geq u_n(2)\} \xrightarrow{d} u_n + \{(\pi_0(t), t) : t \geq 0\}$, we have $\pi^{(n)}_0(\sigma, \gamma)$ converges in distribution to $B_u$ as $n \to \infty$.

For $x \in \mathbb{R}^2$ and $n \geq 1$, let

$$x_n = \left( \lfloor n\sigma x(1) \rfloor + \mathbb{1}_n, \lfloor n^2 \gamma x(2) \rfloor \right),$$

\hfill Springer
where \( \hat{\tau}_n = \hat{\tau}_n(x) := \inf\{i \geq 1 : ([n\sigma x(1)] + i, [n^2\gamma x(2)]) \in \mathcal{Y}\} \). For any \( \delta \in (0, 1) \), we have \( \mathbb{P}\{\hat{\tau}_n > n^\delta\} \leq (1 - p)^{n^\delta - 1} \), so \( (\frac{s_x(1)}{n\sigma}, \frac{s_x(2)}{n^2\gamma}) \xrightarrow{p} x \) as \( n \to \infty \). Thus, taking \( \zeta_n^k := \pi_{x_n}^k(\sigma, \gamma) \), we have that \( \zeta_n^k \Rightarrow B_x \) as \( n \to \infty \), which verifies condition (I1) for \( k = 1 \).

For \( k \geq 2 \) we proceed by induction. Suppose condition (I1) holds for \( k - 1 \) points. Fix \( x^1, \ldots, x^k \in \mathbb{R}^2 \) and without loss of generality assume that \( x^i(2) \leq \cdots \leq x^{k-1}(2) \leq x^k(2) = 0 \). For simplicity in notation we write \( \pi_n^{(a)} \) for \( \pi_n^{(a)}(\sigma, \gamma) \), where \( \alpha \) and \( \gamma \) are as in Proposition 4.2. Writing \( \xi_n:= \pi_{x_n}^k \) we now show that \( (\xi_n, \xi_n) \Rightarrow (W_{x_1}, \ldots, W_{x_k}) \) as \( n \to \infty \), where the convergence occurs in the product space \( \Pi^k \) equipped with the metric \( d^{(k)}_{\Pi}((\pi_1, \ldots, \pi_k), (\theta_1, \ldots, \theta_k)) = \sum_{i=1}^k d_{\Pi}(\pi_i, \theta_i) \).

The proof we present here is an adaptation of the argument used by Roy et al. [17]. The basic idea of the proof is noting that as long as the \( k \)-th path is far from the other \( k - 1 \) paths, it can be approximated by an independent path, but when it comes close enough to one of the other \( k - 1 \) paths, it quickly coalesces with the nearest path. As in [17], we first introduce a coalescence map. Fix \( \alpha \in (0, \frac{1}{2}) \) and, for \( n \geq 1 \), let \( \mathcal{A}_{n,\alpha} := \{((\pi_1, \ldots, \pi_k) \in \Pi^k : t_{n,k} < \infty\} \) where

\[
t_{n,k} := \inf \{t : t \geq \max \{\xi_{\pi_1}, \xi_{\pi_k}\}, |\pi_i(t) - \pi_k(t)| \leq n^{-\alpha} \text{ for some } 1 \leq i \leq k - 1\}.
\]

Here, \( t_{n,k} \) is the time when the \( k \)-th path comes close to one of the other \( k - 1 \) paths. In the case that \( t_{n,k} < \infty \), let \( s_{n,k} := \frac{[n^2\gamma t_{n,k} + 1]}{n^2\gamma} \) and

\[
i_0 := \min \{i \in \{1, \ldots, k - 1\} : |\pi_i(t_{n,k}) - \pi_k(t_{n,k})| \leq n^{-\alpha}\},
\]

where \( i_0 \) is the smallest index between indices of those paths which are close to \( \pi_k \) at time \( t_{n,k} \), and then define

\[
\tilde{\pi}_k(t) := \begin{cases} 
\pi_k(t) & \text{for } \xi_{\pi_k} \leq t \leq t_{n,k}, \\
\pi_k(t_{n,k}) + \frac{t - t_{n,k}}{s_{n,k} - t_{n,k}} [\pi_{i_0}(s_{n,k}) - \pi_k(t_{n,k})] & \text{for } t_{n,k} < t < s_{n,k}, \\
\pi_{i_0}(t) & \text{for } t \geq s_{n,k}.
\end{cases}
\]

**Definition 4.3** For \( n \geq 1 \), the map \( f_{n,\alpha} : \Pi^k \to \Pi^k \) given by

\[
f_{n,\alpha}(\pi_1, \ldots, \pi_k) := \begin{cases} 
(\pi_1, \ldots, \pi_{k-1}, \tilde{\pi}_k) & \text{for } (\pi_1, \ldots, \pi_k) \in \mathcal{A}_{n,\alpha}, \\
(\pi_1, \ldots, \pi_{k-1}, \pi_k) & \text{otherwise},
\end{cases}
\]

is the \( \alpha \)-coalescence map.

We complete the verification of condition (I1) in the following 3 steps:

**Step 1** We construct paths \( \pi_1, \ldots, \pi_{k-1} \) starting from \( x_1^k, \ldots, x_{k-1}^k \) as before. However, from \( x_n^k \) we construct a path \( \tilde{\pi}_k \) using an independent collection \( \{U_w : w \in \mathbb{Z}^2\} \) of i.i.d. uniform \( (0, 1) \) random variables. Clearly \( \tilde{\pi}_k^d = \pi_{x_n}^k \) and \( \tilde{\pi}_k \) is independent of the paths \( \pi_1, \ldots, \pi_{k-1} \). Using the same argument as in [17], we have

\[
f_{n,\alpha}(\pi_1^{(n)}, \ldots, \pi_{k-1}^{(n)}, \tilde{\pi}_k^{(n)}) \Rightarrow (W_{x_1}^k, \ldots, W_{x_k}^k) \text{ as } n \to \infty.
\]

Indeed, the induction hypothesis and the independence between \( (\pi_1^{(n)}, \ldots, \pi_{k-1}^{(n)}) \) and \( \tilde{\pi}_k^{(n)} \) imply that \( (\pi_1^{(n)}, \ldots, \pi_{k-1}^{(n)}, \tilde{\pi}_k^{(n)}) \Rightarrow (W_{x_1}^k, \ldots, W_{x_k}^k, B_{x_n}) \text{ as } n \to \infty \). Then, using Lemma 5.5 of [17] and continuous mapping theorem, we obtain (16).
Step 2 In this step, we construct another path starting from $x^k_n$ which is not necessarily independent of $\pi_1, \ldots, \pi_{k-1}$. Let $\{U^*_w : w \in \mathbb{Z}^2\}$ be such that

$$U^*_w := \begin{cases} U_w & \text{for } w \in \bigcup_{i=1}^{k-1} \bigcup_{m=0}^{\infty} V(h_m(\pi^i_n), Y^i_{m+1}), \\ U'_{m} & \text{otherwise.} \end{cases}$$

(17)

Here $\bigcup_{i=1}^{k-1} \bigcup_{m=0}^{\infty} V(h_m(\pi^i_n), Y^i_{m+1})$ is the set of all vertices explored to construct $\pi_1, \ldots, \pi_{k-1}$.

Let $\pi_k$ be the path starting from $x^k_n$ constructed using $\{U^*_w : w \in \mathbb{Z}^2\}$. Hence, $\pi_k$ is independent of $\pi_1, \ldots, \pi_{k-1}$ as long as it stays away from the explored region $\bigcup_{i=1}^{k-1} \bigcup_{m=0}^{\infty} V(h_m(\pi^i_n), Y^i_{m+1})$ of $\pi_1, \ldots, \pi_{k-1}$. In this step, we want to prove that

$$f_{n,\alpha}(\pi^{(n)}_1, \ldots, \pi^{(n)}_k) \Rightarrow (W_{x^1}, \ldots, W_{x^k}) \text{ as } n \to \infty. \quad (18)$$

Let $\pi^{(n)}_{1,k}$ and $\pi^{(n)}_{2,k}$ be such that $f_{n,\alpha}(\pi^{(n)}_1, \ldots, \pi^{(n)}_{k-1}, \pi^{(n)}_k) := (\pi^{(n)}_1, \ldots, \pi^{(n)}_{k-1}, \pi^{(n)}_{1,k})$ and $f_{n,\alpha}(\pi^{(n)}_1, \ldots, \pi^{(n)}_{k-1}, \pi^{(n)}_{2,k}) := (\pi^{(n)}_1, \ldots, \pi^{(n)}_{k-1}, \pi^{(n)}_{2,k})$. From (16), we need to show

$$d_{\Pi}((\pi^{(n)}_1, \ldots, \pi^{(n)}_{k-1}, \pi^{(n)}_{1,k}), (\pi^{(n)}_1, \ldots, \pi^{(n)}_{k-1}, \pi^{(n)}_{2,k})) \to 0 \text{ as } n \to \infty,$$

i.e., to show (18) we need to prove that for any $t > 0$,

$$\sup_{0 \leq s \leq t} |\pi^{(n)}_{1,k}(s) - \pi^{(n)}_{2,k}(s)| \to 0 \text{ as } n \to \infty. \quad (19)$$

Fix $t > 0$. For $s > 0$, $1 \leq i \leq k$ and $j \geq 1$, let $N_i(s) = N_i(s, n) := \max\{m \geq 0 : h_m(x^i_n)(2) \leq n^2 \gamma s\}$ and $t_j(x^i_n) := 2(h_j(x^i_n)(2) - h_{j-1}(x^i_n)(2))$. Here we note that for the vertex $x^i_n$, we obtain the path $\{h_j(x^i_n) : j \geq 0\}$ using the collection $\{U^*_w : w \in \mathbb{Z}^2\}$. Taking

$$W_{n,s} := \bigcap_{i=1}^k \bigcap_{j=1}^{N_i(s)+1} \{t_j(x^i_n) < \frac{\sigma n^\beta}{2}\},$$

we have

$$\mathbb{P}(W_{n,s}^c) \leq k \sum_{i=1}^k \sum_{j=1}^{[n^2 \gamma s]+1} \mathbb{P}(t_j(x^i_n) \geq \frac{\sigma n^\beta}{2}) \leq k(-x^i_n(2) + [n^2 \gamma s] + 1) \mathbb{P}(t_1(x^i_n) \geq \frac{\sigma n^\beta}{2}) \to 0 \text{ as } n \to \infty \text{ for } \beta > 0.$$ 

Note that the occurrence of the event $W_{n,s}$ implies that, for each $i = 1, \ldots, k$, at each jump $h_m(x^i_n)$ comprising the path $\pi_i$, lying below the line $\{y = n^2 \gamma s\}$, $\pi_i$ explores an isosceles triangle above it of height at most $\frac{\sigma n^\beta}{4}$. By the definition of $t_{n,k}$, for all $1 \leq i \leq k - 1$ and $0 \leq s \leq t_{n,k}$, we have

$$|\pi^{(n)}_{k}(s) - \pi^{(n)}_{i}(s)| \geq n^{-\alpha}.$$ 

Hence, for $0 \leq s \leq n^2 \gamma t_{n,k}$, we have

$$\min_{1 \leq i \leq k-1} |\pi_k(s) - \pi_i(s)| \geq \sigma n^{1-\alpha}.$$ 

Fix $0 < \beta < 1 - \alpha$. We observe that
(i) if \( t \leq t_{n,k} \) then \( \min(\{\pi_k(s) - \pi_i(s)\} : 1 \leq i \leq k - 1) \geq \sigma n^{1-\alpha} \) for \( s \leq n^2 \gamma t \).

Also, since \( \sigma n^\beta < \sigma n^{1-\alpha} \), on the event \( W_{n,t} \), the path \( \pi_k \) stays away from the region \( \bigcup_{m=0}^{k-1} \bigcup_{t=1}^{\infty} V(h_m(x_n^\alpha), h_{m+1}(x_n^\alpha) - h_m(x_n^\alpha)(2)) \) (which follows the definition (17) of \( U_m^\alpha \)) until the end of its first jump after line \( \{y = n^2 \gamma t\} \) and therefore \( \pi_k \) agrees with \( \pi^\alpha_k \) on \( [0, n^2 \gamma t] \), i.e., \( \pi_{1,k} \) and \( \pi_{2,k}^{(n)} \) agree on \([0, t]\).

(ii) if \( t > t_{n,k} \) then the above argument gives that, on the event \( W_{n,t} \), \( \pi_k \) agrees with \( \pi^\alpha_k \) on \([0, n^2 \gamma t_{n,k}] \), i.e., \( \pi_{1,k} \) and \( \pi_{2,k}^{(n)} \) agree on \([0, t_{n,k}] \). Further, since \( \pi_k^{(n)}(t_{n,k}) = \pi^\alpha_k(t_{n,k}) \), by the definition of \( \alpha \)-coalescence map we have \( \pi_{1,k} = \pi_{2,k}^{(n)} \) on \([t_{n,k}, t] \). Therefore, \( \pi_{1,k} \) and \( \pi_{2,k}^{(n)} \) agree on \([0, t]\) in this case too.

Finally \( P(W_{n,t}) \rightarrow 1 \) as \( n \rightarrow \infty \), so the statement (19) is established.

**Step 3** To complete the verification of condition (I1), it suffices to show that
\[
d_{\Pi}^{(k)}((\pi_{1,1}^{(n)}, \ldots, \pi_{k-1,1}^{(n)}, \pi_k^{(n)}), (\pi_{1,1}, \ldots, \pi_{k-1,1}, \pi_k)) = d_{\Pi}(\pi_k^{(n)}, \pi_k) \rightarrow 0 \text{ as } n \rightarrow \infty,
\]
i.e., we need to prove that for any \( t > 0 \),
\[
\sup_{0 \leq s \leq t} |\pi_{2,k}^{(n)}(s) - \pi_k^{(n)}(s)| \rightarrow 0 \quad \text{as } n \rightarrow \infty. \tag{20}
\]

Fix \( t > 0 \). When \( t \leq t_{n,k} \), the two paths \( \pi_{2,k}^{(n)} \) and \( \pi_k^{(n)} \) agree on \([0, t]\). So let \( t > t_{n,k} \). Since \( \pi_{2,k}^{(n)} \) and \( \pi_k^{(n)} \) agree on \([0, t_{n,k}] \), we have
\[
\sup_{0 \leq s \leq t} |\pi_{2,k}^{(n)}(s) - \pi_k^{(n)}(s)| \leq \sup_{t_{n,k} \leq s \leq t} |\pi_{10}^{(n)}(s) - \pi_k^{(n)}(s)|.
\]

We restrict ourselves to the event \( W_{n,t_{n,k}} \). On this event, for the determination of the index \( i_0 \) introduced in (15), we only need to know the configuration in \( \lfloor w \in \mathbb{Z}^2 : w(2) \leq [n^2 \gamma t_{n,k}] + \lfloor \sigma n^\beta/4 \rfloor + 1 \rfloor \). Moreover, our graph is such that the displacement of the first coordinate during a time \( s \) is at most \( s \). So, taking \( n \) large such that \( \lfloor \sigma n^\beta/4 \rfloor \geq 1 \), we have
\[
|\pi_{10}^{(n)}(s) - \pi_k^{(n)}(s)| \leq \sigma n^{1-\alpha} + \sigma n^\beta \text{ for } n^2 \gamma t_{n,k} \leq s \leq n^2 \gamma t_{n,k} + \lfloor \sigma n^\beta/4 \rfloor + 1. \tag{21}
\]
Taking \( a_{n,k} := ([n^2 \gamma t_{n,k}] + \lfloor \sigma n^\beta/4 \rfloor + 1)/(n^2 \gamma) \), we have
\[
\sup_{t_{n,k} \leq s \leq a_{n,k}} |\pi_{10}^{(n)}(s) - \pi_k^{(n)}(s)| \leq n^{-\alpha} + n^{-1} \rightarrow 0 \quad \text{as } n \rightarrow \infty.
\]
Without loss of generality, assume that \( \pi_{10}^{(n)}(s) \leq \pi_k^{(n)}(s) \) for \( s \geq 0 \). From (21) we can find \( u_n, v_n \in \mathbb{Z} \) such that \( u_n < \pi_{10}^{(n)}(n^2 \gamma a_{n,k}), v_n > \pi_k^{(n)}(n^2 \gamma a_{n,k}) \) and \((v_n - u_n)/n \rightarrow 0 \). Let \( u_{n} := (u_n, n^2 \gamma a_{n,k}) \text{ and } v_{n} := (v_n, n^2 \gamma a_{n,k}). \) By the non-crossing property of the paths, \( \pi_{10}^{(n)} \) and \( \pi_k^{(n)} \) lie between the paths \( \pi_{u_{n}}^{(n)} \) and \( \pi_{v_{n}}^{(n)} \) from \( a_{n,k} \) onwards, hence when \( t > a_{n,k} \),
\[
\sup_{a_{n,k} \leq s \leq t} |\pi_{10}^{(n)}(s) - \pi_k^{(n)}(s)| \leq \sup_{a_{n,k} \leq s \leq t} |\pi_{u_{n}}^{(n)}(s) - \pi_{v_{n}}^{(n)}(s)|. \tag{22}
\]

Now we apply the following proposition:

**Proposition 4.4** (Proposition 5.3 of [17]) For \( x_n = (x_n, 0), y_n = (y_n, 0) \) with \( x_n < 0 < y_n \) and \((y_n - x_n)/n \rightarrow 0 \) as \( n \rightarrow \infty \), we have
\( (\pi_{X_n}^{(n)}, \pi_{Y_n}^{(n)}) \Rightarrow (B^0, B^0) \).
From this proposition, we conclude that
\[
\sup_{a_n, k \leq s \leq t} |\pi^{(n)}_{a_n}(s) - \pi^{(n)}_{k}(s)| \xrightarrow{P} 0 \text{ as } n \to \infty,
\]
which along with (22) establishes (20).

### 4.3 Verification of Condition (B₁)

We first estimate the coalescence time of two paths of our model.

**Proposition 4.5** For \( u = (x, 0) \) with \( x \in \mathbb{N} \) and \( v = (0, 0) \), let \( n_{u,v} \) be defined as
\[
n_{u,v} = \inf\{n \geq 1 : Z_n(u, v) = 0\},
\]
where \( Z_n(u, v) \) is as in (6). Then, for some constant \( C_{11} \), we have
\[
\mathbb{P}[n_{u,v} > t] \leq \frac{C_{11}x}{\sqrt{t}} \text{ for } t > 0.
\]

**Proof** For the proof, we use the following result from [8].

**Theorem 4.6** Let \( \{V_n : n \geq 0\} \) be a discrete-time, positive real valued martingale with respect to a filtration \( \{G_n : n \geq 0\} \). Suppose there exist constants \( C_{12}, C_{13} > 0 \) so that for any \( n \geq 0 \), on \( \{V_n > 0\} \),
\[
\mathbb{E}[(V_{n+1} - V_n)^2 \mid G_n] \geq C_{12} \quad \text{and} \quad \mathbb{E}[(V_{n+1} - V_n)^3 \mid G_n] \leq C_{13},
\]
almost surely. If \( \tau^V := \inf\{n \geq 1 : V_n = 0\} \), then there is a constant \( C_{14} > 0 \) such that for any positive integer \( x \) and positive real valued number \( t \),
\[
\mathbb{P}\{\tau^V > t \mid V_0 = x\} \leq C_{14}x/\sqrt{t}.
\]

Returning to the proof of the proposition, first note that from Theorem 3.1, \( \{Z_n(u, v) : n \geq 0\} \) is a non-negative martingale with respect to the filtration \( \{\mathcal{F}_{T_n(u,v)} : n \geq 0\} \). With \( \tau_n = \tau_n(u, v) \) and \( T_n = T_n(u, v) \) as defined prior to Lemma 2.2, on the event \( \{Z_n(u, v) > 0\} \), we have
\[
\mathbb{E}\left[\left(Z_{n+1}(u, v) - Z_n(u, v)\right)^2 \mid \mathcal{F}_{T_n}\right]
\geq \mathbb{P}\left\{Z_{n+1}(u, v) - Z_n(u, v) = 1 \mid \mathcal{F}_{T_n}\right\}
\geq \mathbb{P}\left\{h_{\tau_{n+1}}(u) = h_{\tau_n}(u) + (1, 1), h_{\tau_{n+1}}(v) = h_{\tau_n}(v) + (0, 1) \mid \mathcal{F}_{T_n}\right\}
\geq (1 - p)^4 p^2
\]
almost surely and
\[
\mathbb{E}\left[\left|Z_{n+1}(u, v) - Z_n(u, v)\right|^3 \mid \mathcal{F}_{T_n}\right]
\leq \mathbb{E}\left[\left(2 \max\left\{\sum_{i=\tau_n+1}^{\tau_{n+1}} |h_i(u)(1) - h_{i-1}(u)(1)|, \sum_{i=\tau_n+1}^{\tau_{n+1}} |h_i(v)(1) - h_{i-1}(v)(1)|\right\}\right)^3 \mid \mathcal{F}_{T_n}\right]
\]
almost surely, where $J_i$ and $\tau^M$ are as defined in the proof of Proposition 2.4, and in the fifth line we have used the fact that $|h_m(w)(1) - h_{m-1}(w)(1)| \leq h_m(w)(2) - h_{m-1}(2)$ for every $w \in \mathbb{Z}^2$ and $m \geq 1$. As in the last paragraph of the proof of Proposition 2.4 we now obtain that the expectation in (23) is finite. This completes the proof. \hfill \Box

Proposition 4.7 Let $u = (x, 0)$ with $x \in \mathbb{N}$ and $v = (0, 0)$. Then, for some positive constant $C_{15}$, we have

$$\mathbb{P}\{T_{n_u,v}(u, v) \geq t\} \leq \frac{C_{15}x}{\sqrt{t}} \quad \text{for } t > 0.$$

Proof Take $T_i = T_i(u, v)$ for $i \geq 0$. We know that $\{T_i - T_{i-1} : i \geq 1\}$ is a sequence of independent random variables and that $T_2 - T_1$, $T_3 - T_2$, ... are identically distributed. Since $T_1$ and $T_2 - T_1$ have exponentially decaying tail probabilities, there is $s_0 > 0$ such that for all $0 \leq s < s_0$,

$$M(s) := \max \{\mathbb{E}[e^{sT_1}], \mathbb{E}[e^{s(T_2-T_1)}]\} < \infty.$$

Since $M$ is an increasing and continuous function on $(0, s_0)$ with $M(0) = 1$, we can find $0 < \alpha < s_0$ so that $M(\alpha) \leq \delta$ for some $\delta \leq 1$ with $\ln \delta < 2$. So, for any $t > 0$, using Proposition 4.5,

$$\mathbb{P}\{T_{n_u,v} \geq t\} \leq \mathbb{P}\{T_{n_u,v} \geq t, n_{u,v} \leq \frac{\alpha t}{2}\} + \mathbb{P}\{n_{u,v} > \frac{\alpha t}{2}\}$$

$$\leq \mathbb{P}\{T_{\lfloor \frac{\alpha t}{2} \rfloor} \geq t\} + C_{11}x(\frac{\alpha t}{2})^{-\frac{1}{2}}$$

$$\leq e^{-\alpha t}\mathbb{E}\{\exp\{\alpha \sum_{i=1}^{\lfloor \frac{\alpha t}{2} \rfloor} (T_i - T_{i-1})\}\} + C_{11}x(\frac{\alpha t}{2})^{-\frac{1}{2}}$$

$$= e^{-\alpha t} \prod_{i=1}^{\lfloor \frac{\alpha t}{2} \rfloor} \mathbb{E}[e^{\alpha(T_i-T_{i-1})}] + C_{11}x(\frac{\alpha t}{2})^{-\frac{1}{2}}$$

$$\leq e^{-\alpha t} (M(\alpha))^{\frac{\alpha t}{2}} + C_{11}x(\frac{\alpha t}{2})^{-\frac{1}{2}}$$

$$\leq e^{-\alpha t(1-\frac{\ln \delta}{2})} + C_{11}x(\frac{\alpha t}{2})^{-\frac{1}{2}}$$

$$\leq \frac{C_{15}x}{\sqrt{t}},$$

for a suitable constant $C_{15}$, where we also take $\prod_{i=1}^{0} = 0$ \hfill \Box
Finally, consider $t, \varepsilon > 0$, and take $u = ([n \sigma \varepsilon] + 3, 0)$ and $v = (0, 0)$. Using translation invariance and the non-crossing property of our paths, we have
\[
\limsup_{n \to \infty} \sup_{(a, t_0) \in \mathbb{R}^2} \mathbb{P}\left\{ \eta_{X_a}(s, y, t; a, a + \varepsilon) \leq 2 \right\} \\
\leq \limsup_{n \to \infty} \mathbb{P}\left\{ \eta_X(0, n^2 \gamma t; 0, [n \sigma \varepsilon] + 3) \leq 2 \right\} \\
\leq \limsup_{n \to \infty} \mathbb{P}\left\{ \pi_u(n^2 \gamma t) \neq \pi_v(n^2 \gamma t) \right\} \\
\leq \limsup_{n \to \infty} \mathbb{P}\left\{ T_{n, v}(u, v) \geq n^2 \gamma t \right\} \\
\leq \frac{C_{15} \sigma \varepsilon}{\sqrt{\gamma t}}.
\]
Letting $\varepsilon \downarrow 0$, condition (B1) is verified.

\subsection*{4.4 Verification of Condition (B2)}

We finish the proof of Theorem 1.4 by verifying condition (B2). We first estimate the expected time of the first collision of two of the three paths starting from the same time level. Let $x, y, z \in \mathbb{Z}$ with $x < y < z$. For the processes starting from $(x, 0)$, $(y, 0)$ and $(z, 0)$, and $l \geq 0$, let
\[
r^x_{l, y, z} := \min\{h_l((x, 0))(2), h_l((y, 0))(2), h_l((z, 0))(2)\}, \\
s^x_{l, y, z} := \max\{h_l((x, 0))(2), h_l((y, 0))(2), h_l((z, 0))(2)\}.
\]
Also, taking
\[
\tau^x_{l, y, z} := \begin{cases} 0 & \text{if } l = 0, \\
\inf\{n > \tau^x_{l-1, y, z} : r^x_{n, y, z} = s^x_{n, y, z}\} & \text{if } l \geq 1,
\end{cases}
\]
let $T^x_{l, y, z} := h^x_{l, y, z}((x, 0))(2)$ and, as in Sect. 2, let $\mathcal{F}_t = \sigma(\{U_w : w \in \mathbb{Z}^2, w(2) \leq t\})$ for $t \geq 0$.

\begin{proposition}
For all $m \geq 1$ and positive constants $C_{16}$ and $C_{17}$, we have
\[
\mathbb{P}\{T^x_{1, y, z} \geq m\} \leq C_{16} \exp(-C_{17}m).
\end{proposition}

\begin{proof}
For $k \in \{x, y, z\}$, taking $u_{k, 0} := (k, 0)$ and $t_{k, 0} := 1$, we define $(u_{k, n}, t_{k, n})$ for $n \geq 1$ as follows:
\begin{enumerate}
\item if $\mathcal{Y} \cap \{(u_{k, n-1} - t_{k, n-1}, u_{k, n-1} + t_{k, n-1}) \times \{n\}\} = \emptyset$ then take $u_{k, n} = u_{k, n-1} + (0, 1)$ and $t_{k, n} = t_{k, n-1} + 1$;
\item if $\mathcal{Y} \cap \{(u_{k, n-1} - t_{k, n-1}, u_{k, n-1} + t_{k, n-1}) \times \{n\}\} \neq \emptyset$ then take $u_{k, n} = v$ and $t_{k, n} = 1$, where $v \in \mathcal{Y} \cap \{(u_{k, n-1} - t_{k, n-1}, u_{k, n-1} + t_{k, n-1}) \times \{n\}\}$ is such that $U_v \leq U_w$ for all $w \in \mathcal{Y} \cap \{(u_{k, n-1} - t_{k, n-1}, u_{k, n-1} + t_{k, n-1}) \times \{n\}\}$.
\end{enumerate}
We observe that $T^x_{1, y, z} = \inf\{n \geq 1 : t_{x, n} = t_{y, n} = t_{z, n} = 1\}$. For each $n \geq 0$, let $\tilde{t}_{x, n+1} := 1((u_{x, n} + (-1, 1) \notin \mathcal{Y}))$, $\tilde{t}_{y, n+1} := 1((u_{y, n} + (0, 1) \notin \mathcal{Y}))$ and $\tilde{t}_{z, n+1} := 1((u_{z, n} + (1, 1) \notin \mathcal{Y}))$. Then $\{\tilde{t}_{k, n} : k \in \{x, y, z\}, n \geq 1\}$ is a collection of i.i.d. Bernoulli ($p$) random variables, and so $B := \inf\{n \geq 1 : \tilde{t}_{x, n} \tilde{t}_{y, n} \tilde{t}_{z, n} = 1\}$ has a geometric ($p^3$) distribution. Noting that $T^x_{1, y, z} \leq B$, the proof is completed.
\end{proof}
Using Cauchy-Schwarz inequality we have for each \(n, m \geq 1\),
\[
\mathbb{E}\left[(T_n^{x,y,z} - T_{n-1}^{x,y,z})^m \mid \mathcal{F}_{T_n^{x,y,z}}\right] \leq \mathbb{E}[B^m] = C_{18}^{(m)},
\]
where \(C_{18}^{(m)}\) is some positive constant that only depends on \(m\).

For any \(n \geq 0\), let \(Z_n^{x,y} := h_{x,y,z}((y,0))(1) - h_{x,y,z}((x,0))(1)\) and \(Z_n^{x,z} := h_{x,y,z}((z,0))(1) - h_{x,y,z}((y,0))(1)\), each of which is non-negative because of the non-crossing property of our paths. Hence, \((Z_n^{x,y}, Z_n^{x,z}) : n \geq 0\) is a Markov chain on the state space \(S := \{(u,v) \in \mathbb{Z}^2 : u,v \geq 0\}\). Taking \(S_0 := \{(u,v) \in S : uv = 0\}\), we use the following theorem and estimate the expected value of the first regeneration step in which (at least) one pair of three paths \(\pi_{(x,0)}, \pi_{(y,0)}\) and \(\pi_{(z,0)}\) collide, i.e., \(n_{x,y,z} := \inf\{n \geq 1 : Z_n^{x,y} Z_n^{x,z} = 0\}\).

**Theorem 4.10 (Theorem 3.1 of [7])** Let \(\{W_j : j \geq 0\}\) be a Markov chain with countable state space \(\mathcal{M}\), and \(\mathcal{M}_0, \mathcal{M}_1\) are two disjoint subsets of \(\mathcal{M}\). Suppose there exist a function \(V : \mathcal{M} \to [0, \infty)\) and two constants \(b \geq 0\) and \(p_0 > 0\) such that

(i) \(\mathbb{E}[V(W_1) - V(W_0) \mid W_0 = x] \leq -1 + b1(x \in \mathcal{M}_1)\) for all \(x \in \mathcal{M}_0^c\);

(ii) \(\mathbb{P}\{W_1 \in \mathcal{M}_0 \mid W_0 = x\} \geq p_0\) for all \(x \in \mathcal{M}_1\).

Then taking \(q(M_0) := \inf\{j \geq 0 : W_j \in \mathcal{M}_0\}\), for \(x \in \mathcal{M}_0^c\) we have
\[
\mathbb{E}[q(M_0) \mid W_0 = x] \leq V(x) + \frac{b}{p_0}.
\]

**Theorem 4.11** There exist some positive constants \(C_{19}\) and \(C_{20}\) such that
\[
\mathbb{E}[n_{x,y,z}] \leq C_{19} + C_{20}(y-z)(z-y).
\]

**Proof** For \(k \in \{x, y, z\}\) and \(n \geq 1\), take \(I_k := h_{x,y,z}((k,0))(1) - k\) and \(X_n^{(k)} := X_n^{(k,0)}\).

Since \(X_n^{(k)}\)’s are symmetric and \(I_k = \sum_{n=1}^{r_n} X_n^{(k)}\), we have \(\mathbb{E}[I_k] = 0\). Also by the structure of our graph \(|I_k| \leq T_1^{x,y,z}\), so from (24) in Remark 4.9, \(\mathbb{E}[|I_k|^m] \leq C_{18}^{(m)}\) for each \(m \geq 1\). Using Cauchy-Schwarz inequality we have
\[
\mathbb{E}\left[Z_1^{x,y} Z_1^{x,z} - (y-x)(z-y)\right] = \mathbb{E}\left[(I_y - I_x) (I_z - I_y)\right] \leq 4C_{18}^{(2)}.
\]

We also have \(\mathbb{E}[I_y^2] \geq \mathbb{P}[I_y = 1] \geq p^3(1-p)^6 := a\). Now choose \(m_0 \geq 2\) large enough such that \(\mathbb{P}[T_1^{x,y,z} \geq m_0/2] \leq a^2/(36C_{18}^{(4)})\).

Let \(S_1 := \{(u,v) \in S : 1 \leq u \land v \leq m_0\}\) and observe that \((y-x, z-y) \notin S_0\) because \(x < y < z\). Suppose \((y-x, z-y) \notin S_1\), then \(\mathbb{E}[I_y I_z (I_1^{x,y,z} \leq m_0/2)] = 0\). In this case, using Cauchy-Schwarz inequality we have
\[
|\mathbb{E}[I_y I_z]| \leq |\mathbb{E}[I_y I_z 1((T_1^{x,y,z} \leq m_0/2))]| + |\mathbb{E}[I_y I_z 1((T_1^{x,y,z} \geq m_0/2))]| \leq \frac{a}{6}.
\]

Similarly we have \(|\mathbb{E}[I_y I_z]| \leq \frac{a}{6}\) and \(|\mathbb{E}[I_x I_z]| \leq \frac{a}{6}\). This together with (25) we have
\[
\mathbb{E}\left[Z_1^{x,y} Z_1^{x,z} - (y-x)(z-y)\right] 1((y-x, z-y) \notin S_1) \leq -\frac{a}{2}.
\]

So, for all \(x, y, z \in \mathbb{Z}\) with \(x < y < z\), we have
\[
\mathbb{E}\left[Z_1^{x,y} Z_1^{x,z} - (y-x)(z-y)\right] \leq -\frac{a}{2} + (4C_{18}^{(2)} + \frac{a}{2}) 1((y-x, z-y) \in S_1)).
\]
On the other hand, if \((y-x, z-y) \in S_1\), assuming, without loss of generality, \(y-x \leq z-y\), we have

\[
P\{Z_1^{x,y} Z_1^{y,z} = 0\} \geq P\{h_1((x, 0)) = h_1((z, 0))\} = (z \wedge \frac{y-x}{2})^3 \left(1-p) \right)^{3(\frac{y-x}{2})^2 - 5} p^2.
\]

Our result now follows from Theorem 4.10 by taking \(\mathcal{M} = S, M_0 = S_0, M_1 = S_1\) and \(V : S \to [0, \infty)\) defined by \(V((u, v)) = 2uv/a\). 

Now we are ready to estimate the random time \(\nu_{x,y,z} := \inf\{t \geq 1 : \pi(x,0)(t) = \pi(y,0)(t) = \pi(z,0)(t)\}\), which is the first collision time of a pair of three paths \(\pi(x,0), \pi(y,0)\) and \(\pi(z,0)\).

**Theorem 4.12** There exist positive constants \(C_{21}\) and \(C_{22}\) such that

\[
\mathbb{E}[\nu_{x,y,z}] \leq C_{21} + C_{22}(y-x)(z-y).
\]

**Proof** Taking \(I_n^{x,y,z} := T_n^{x,y,z} - T_{n-1}^{x,y,z}\), we have \(\nu_{x,y,z} \leq T_{n_{x,y,z}} = \sum_{n=1}^{\infty} I_n^{x,y,z}\). From (24) in Remark 4.9,

\[
\mathbb{E}\left[\sum_{n=1}^{\infty} I_n^{x,y,z}\right] = \mathbb{E}\left[\sum_{n=1}^{\infty} I_n^{x,y,z} \mathbf{1}\{n_{x,y,z} \geq n\}\right]
\]

\[
= \sum_{n=1}^{\infty} \mathbb{E}\left[I_n^{x,y,z} \mathbf{1}\{n_{x,y,z} \geq n\} \mid \mathcal{F}_{T_{n-1}^{x,y,z}}\right]
\]

\[
= \sum_{n=1}^{\infty} \mathbb{E}\left[\mathbf{1}\{n_{x,y,z} \geq n\}\right] \mathbb{E}\left[I_n^{x,y,z} \mid \mathcal{F}_{T_{n-1}^{x,y,z}}\right] \leq C_{21} \mathbb{E}[n_{x,y,z}],
\]

which together with Theorem 4.11 completes the proof. 

Finally, let \(n \in \mathbb{N}\) and \(t, \varepsilon > 0\). We have

\[
\sup_{(a,t_0) \in \mathbb{R}^2} P\{\eta_{\chi_n(a,y)}(t_0, t; a, a + \varepsilon) \geq 3\} \leq P\{\eta_{\chi}(0, n^2 \gamma t; 0, [n\sigma \varepsilon] + 3) \geq 3\}
\]

\[
\leq \sup_{i=0}^{[n\sigma \varepsilon]+1} \left\{\sum_{i=0}^{[n\sigma \varepsilon]+1} \frac{C_{21} + C_{22}([n\sigma \varepsilon] + 2 - i)}{n^2 \gamma t} \right\}
\]

\[
\leq \frac{(n\sigma \varepsilon + 3) C_{21} + C_{22}(n\sigma \varepsilon + 3)}{n^2 \gamma t} \to C_{22} \sigma^2 \varepsilon^2 \gamma t
\]

as \(n \to \infty\), and condition (B_2) is verified.

**Acknowledgements** We thank the referee for his/her suggestions which led to an improvement of the manuscript and filled a lacuna in Sect. 4.3. Azadeh Parvaneh thanks University of Isfahan for supporting her as a PhD student. She also thanks the Indian Statistical Institute, Delhi Centre, for the financial support and the hospitality during her visits to the Institute, and Professor Anish Sarkar for many useful discussions.
References

1. Arratia, R.: Coalescing Brownian motions on the line. Ph.D. Thesis, University of Wisconsin, Madison (1979)
2. Arratia, R.: Coalescing Brownian motions and the voter model on $\mathbb{Z}$. Unpublished partial manuscript (circa 1981)
3. Asmussen, S.: Applied Probability and Queues. Springer, New York (2003)
4. Athreya, S., Roy, R., Sarkar, A.: Random directed trees and forest-drainage networks with dependence. Electron. J. Probab. 13, 2160–2189 (2008)
5. Burton, R.M., Keane, M.S.: Density and uniqueness in percolation. Commun. Math. Phys. 121, 501–505 (1989)
6. Coletti, C., Valle, G.: Convergence to the Brownian web for a generalization of the drainage network model. Ann. Inst. H. Poincaré Prob. Stat. 50, 899–919 (2014)
7. Coupier, D., Saha, K., Sarkar, A., Tran, V.C.: Collision times of random walks and applications to the Brownian web. In: Lecture Notes Series, IMS, NUS, Genealogies of Interacting Particle Systems, vol. 38, pp. 267–293, (2020)
8. Coupier, D., Saha, K., Sarkar, A., Tran, V.C.: The 2d-directed spanning forest converges to the Brownian web. Ann. Probab. 49, 435–484 (2021)
9. Coupier, D., Tran, V.C.: The 2d-directed forest is almost surely a tree. Random Struct. Algorithm. 42, 59–72 (2013)
10. Durrett, R.: Probability: Theory and Examples. Cambridge University Press, Cambridge (2010)
11. Ferrari, P.A., Fontes, L.R.G., Wu, X.Y.: Two-dimensional Poisson trees converge to the Brownian web. Ann. Inst. H. Poincaré Prob. Stat. 41, 851–858 (2005)
12. Fontes, L.R.G., Isopi, M., Newman, C.M., Ravishankar, K.: The Brownian web. Proc. Nat. Acad. Sci. 99, 15888–15893 (2002)
13. Fontes, L.R.G., Isopi, M., Newman, C.M., Ravishankar, K.: The Brownian web: characterization and convergence. Ann. Probab. 32, 2857–2883 (2004)
14. Gangopadhyay, S., Roy, R., Sarkar, A.: Random oriented trees: a model of drainage networks. Ann. App. Probab. 14, 1242–1266 (2004)
15. Levin, D.A., Peres, Y., Wilmer, E.L.: Markov Chains and Mixing Times. American Mathematical Society, Providence (2009)
16. Rodriguez-Iturbe, I., Rinaldo, A.: Fractal River Basins: Chance and Self-organization. Cambridge University Press, New York (1997)
17. Roy, R., Saha, K., Sarkar, A.: Random directed forest and the Brownian web. Ann. Inst. H. Poincaré Prob. Stat. 52, 1106–1143 (2016)
18. Schertzer, E., Sun, R., Swart, J.M.: The Brownian web, the Brownian net, and their universality. In: Advances in Disordered Systems. Random Processes and Some Applications, pp. 270–368. Cambridge University Press, Cambridge (2017)
19. Tóth, B., Werner, W.: The true self-repelling motion. Probab. Theory Relat. Fields 111, 375–452 (1998)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.