NOISY LINEAR INVERSE PROBLEMS UNDER CONVEX CONSTRAINTS: EXACT RISK ASYMPTOTICS IN HIGH DIMENSIONS
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Abstract. In the standard Gaussian linear measurement model \( Y = X\mu_0 + \xi \in \mathbb{R}^m \) with a fixed noise level \( \sigma > 0 \), we consider the problem of estimating the unknown signal \( \mu_0 \) under a convex constraint \( \mu_0 \in K \), where \( K \) is a closed convex set in \( \mathbb{R}^n \). We show that the risk of the natural convex constrained least squares estimator (LSE) \( \hat{\mu}(\sigma) \) can be characterized exactly in high dimensional limits, by that of the convex constrained LSE \( \hat{\mu}_{seq}^K \) in the corresponding Gaussian sequence model at a different noise level. Formally, we show that

\[
\frac{\| \hat{\mu}(\sigma) - \mu_0 \|^2}{(nr^2_n)} \to 1 \quad \text{in probability,}
\]

where \( r^2_n > 0 \) solves the fixed point equation

\[
\mathbb{E} \left[ \| \hat{\mu}_{seq}^K \left( \sqrt{\left( r^2_n + \sigma^2 \right) / (m/n)} \right) - \mu_0 \|^2 \right] = nr^2_n.
\]

This characterization holds (uniformly) for risks \( r^2_n \) in the maximal regime that ranges from constant order all the way down to essentially the parametric rate, as long as certain necessary non-degeneracy condition is satisfied for \( \hat{\mu}(\sigma) \).

The precise risk characterization reveals a fundamental difference between noiseless (or low noise limit) and noisy linear inverse problems in terms of the sample complexity for signal recovery. A concrete example is given by the isotonic regression problem: While exact recovery of a general monotone signal requires \( m \gg n^{1/3} \) samples in the noiseless setting, consistent signal recovery in the noisy setting requires as few as \( m \gg \log n \) samples. Such a discrepancy occurs when the low and high noise risk behavior of \( \hat{\mu}_{seq}^K \) differ significantly. In statistical languages, this occurs when \( \hat{\mu}_{seq}^K \) estimates 0 at a faster ‘adaptation rate’ than the slower ‘worst-case rate’ for general signals. Several other examples, including non-negative least squares and generalized Lasso (in constrained forms), are also worked out to demonstrate the concrete applicability of the theory in problems of different types.

The proof relies on a collection of new analytic and probabilistic results concerning estimation error, log likelihood ratio test statistics, and degree-of-freedom associated with \( \hat{\mu}_{seq}^K \), regarded as stochastic processes indexed by the noise level. These results are of independent interest in and of themselves.
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1. Introduction

1.1. Overview. Consider the standard Gaussian linear measurement model

\[ Y = X\mu_0 + \xi, \tag{1.1} \]

where \( X \in \mathbb{R}^{m \times n} \) is a design/measurement matrix with Gaussian ensembles \( \mathcal{N}(0, 1/n) \), \( \mu_0 \in \mathbb{R}^n \) is the signal of interest, and \( \xi \in \mathbb{R}^m \) is an error vector whose coordinates are i.i.d. random variables with mean 0 and variance \( \sigma^2 \). Here \( n, m \) stand for the signal dimension and the sample size respectively. We are interested in estimating/recovering the signal vector \( \mu_0 \) based on the observation \( Y \in \mathbb{R}^m \). In a variety of applications, structure information on \( \mu_0 \) can be described by a convex constraint \( \mu_0 \in K \), where \( K \) is a closed convex set in \( \mathbb{R}^n \). A canonical estimator in this setting is the convex constrained least squares estimator (LSE)

\[ \hat{\mu}(\sigma) \in \arg \min_{\mu \in K} ||Y - X\mu||^2, \tag{1.2} \]

which is also the maximum likelihood estimator of \( \mu_0 \) when the error vector \( \xi \) is further assumed to be a standard Gaussian vector. As (1.2) is a convex program, a (near) minimizer can in principle be computed efficiently. In addition to problem specific computational techniques, general iterative methods such as approximate message passing (AMP) algorithms may also be used to facilitate efficient computation for (1.2), cf. [BMN20, Section 7.2].

In this paper we will be interested in the precise risk behavior of the constrained LSE \( \hat{\mu}(\sigma) \) in (1.2). This problem, in its equivalent or generalized form, has received considerable attention in the literature; we only refer the reader to the more recent papers [CRPW12, OTH13, Sto13, ALMT14, TOH14, TOH15b, Tro15, OH16, TAH18]; more references can be found therein. From these cited works, the (risk) behavior of \( \hat{\mu}(\sigma) \) is now well understood in the noiseless setting \( \sigma = 0 \) and in the low noise limit \( \sigma \downarrow 0 \) setting. In the noiseless setting, as \( \hat{\mu}(0) = \mu_0 \) is clearly a
feasible solution, the problem is to determine whether $\hat{\mu}(0) = \mu_0$ is the unique solution for a given sample size $m$. The work [ALMT14] discovers a precise phase transition mechanism that can be described solely by the conic geometry of $K$ near $\mu_0$. Formally, let $T_K(\mu_0)$ be the ‘tangent cone’ of $K$ at $\mu_0$ (precise meaning see Definition 1.8), and $\delta_{T_K(\mu_0)}$ be the ‘statistical dimension’ of the closed cone $T_K(\mu_0)$ (precise meaning see Definition 2.1). At this point, the reader may be content with the rough idea that more ‘structures’ within $\mu_0 \in K$ lead to a smaller ‘dimension’ $\delta_{T_K(\mu_0)}$. Using this quantity, [ALMT14] shows that:

- If $m \geq (1 + \varepsilon) \cdot \delta_{T_K(\mu_0)}$, then with high probability the convex program (1.2) has a unique solution $\hat{\mu}(0) = \mu_0$; in this sense (1.2) achieves exact recovery.
- If $m \leq (1 - \varepsilon) \cdot \delta_{T_K(\mu_0)}$, then with high probability the solution to the convex program (1.2) is not unique; in this sense (1.2) fails.

In fact [ALMT14] proves a stronger sub-Gaussian tail for the recovery/failure probability with respect to $\varepsilon$ at a proper scale, whereas [GNP17] further shows that the shape of this tail is exactly Gaussian in suitable high dimensional limits.

The quantity $\delta_{T_K(\mu_0)}$ continues to play an important role in determining the risk behavior of $\hat{\mu}(\sigma)$ in the low noise limit $\sigma \downarrow 0$ setting. For instance, [OTH13, Theorem 3.1] shows that when $m \geq (1 + \varepsilon) \cdot \delta_{T_K(\mu_0)}$,

$$\lim_{\sigma \to 0} \frac{\|\hat{\mu}(\sigma) - \mu_0\|^2}{m \sigma^2} = \frac{\delta_{T_K(\mu_0)}}{m - \delta_{T_K(\mu_0)}}$$

holds in a suitable probabilistic sense. Consequently, the behavior of $\hat{\mu}(\sigma)$ in both the noiseless setting and the low noise limit setting can be completely described by the quantity $\delta_{T_K(\mu_0)}$ alone, and the sample size $m$ need to (substantially) exceed $\delta_{T_K(\mu_0)}$ to guarantee exact recovery in the noiseless setting and consistent recovery in the low noise limit setting.

The major goal of this paper is to gain a precise understanding for the behavior of $\|\hat{\mu}(\sigma) - \mu_0\|^2$ in the statistically more common noisy setting, where asymptotics take place in the high dimensional limit $n \to \infty$ of problem instances $(n, m, \mu_0, K)$, keeping the noise level $\sigma^2 > 0$ fixed. Throughout this manuscript, explicit dependence of $(m, \mu_0, K)$ and related quantities on the signal dimension $n$ will be suppressed for ease of notation. As we will see, in such a high dimensional limiting setting, the precise behavior of $\|\hat{\mu}(\sigma) - \mu_0\|^2$ can no longer be described by the simple quantity $\delta_{T_K(\mu_0)}$ alone, and the right hand side of (1.3) can be far from accurate even in order. As a consequence, the sample size $m$ needed for consistent recovery of the signal $\mu_0$ in high dimensions need not apriori exceed the threshold $\delta_{T_K(\mu_0)}$—in fact $m$ can be much smaller in order than $\delta_{T_K(\mu_0)}$ for the convex constrained LSE $\hat{\mu}(\sigma)$ to consistently recover certain highly structured signals $\mu_0$.

### 1.2. Risk asymptotics

Define the Gaussian sequence model

$$y = \mu_0 + \sigma_h \cdot h,$$  

(1.4)
where \( h \sim N(0, I_n) \) and \( \sigma_h > 0 \). We will characterize the exact risk of \( \hat{\mu}(\sigma) \) by relating it to the convex constrained least squares estimator (LSE) in the Gaussian sequence model (1.4), defined by

\[
\hat{\mu}_{\text{seq}}^K(\sigma_h) \equiv \arg \min_{\mu \in K} \|y - \mu\|^2.
\] (1.5)

The risk behavior of \( \hat{\mu}_{\text{seq}}^K \) and of more general empirical risk minimizers (ERM) is a well-studied topic in statistical theory; see e.g. the monographs [vdVW96, vdG00, Mas07, Kol11, GN16] for an in-depth treatment of how the size of expected suprema of localized Gaussian/empirical processes can be inverted to upper bounds for the risk of \( \hat{\mu}_{\text{seq}}^K \) and more general ERMs. For \( \hat{\mu}_{\text{seq}}^K \) in (1.5), the work [Cha14] shows that its risk is completely characterized by the location of maximum of certain quadratically drifted Gaussian process. In essence, a large number of existing tools can be directly employed to compute (bounds for) the risk of \( \hat{\mu}_{\text{seq}}^K \).

The main abstract result of this paper, Theorem 2.2, shows that the risk of \( \hat{\mu}(\sigma) \) can be computed exactly in high dimensional limits, by looking at the risk of \( \hat{\mu}_{\text{seq}}^K(\cdot) \) with a different noise level. Let \( r_n > 0 \) be the solution to the fixed point equation

\[
\frac{1}{n} \cdot \mathbb{E} \left\| \hat{\mu}_{\text{seq}}^K \left( \sqrt{\frac{r_n^2 + \sigma^2}{m/n}} - \mu_0 \right) \right\|^2 = r_n^2,
\] (1.6)

which exists uniquely if and only if \( m > \delta_K \) (\( \delta_K \) is a ‘generalized statistical dimension’ defined formally in (2.1)). Then under certain necessary ‘non-degeneracy’ condition on the residual of the convex program (1.2) (= condition (R2) in Theorem 2.2), the risk asymptotics

\[
\frac{||\hat{\mu}(\sigma) - \mu_0||^2}{n^2} \rightarrow 1 \text{ in probability}
\] (1.7)

hold (uniformly) for \( r_n^2 \) ranging from the constant order \( r_n^2 = O(1) \), all the way down to the parametric rate \( O(1/m) \) (up to a multiplicative logarithmic factor). As the left hand side of (1.7) may possibly be a non-degenerate random variable when the risk \( r_n^2 \) is of a parametric order, the prescribed regime in which the risk asymptotics (1.7) hold cannot be further expanded at the current level of generality.

The fixed point equation equation (1.6) is in general highly non-linear and therefore does not admit a closed form solution for \( r_n \), except for extremely simple instances of \((K, \mu_0)\). Nonetheless, (1.6) is indeed compatible with the low noise limit risk in (1.3) in that the solution \( r_n^2 \) recovers the right hand side of (1.3) as \( \sigma \downarrow 0 \) whenever \( m > \delta_T(\mu_0) \) (cf. Proposition 2.1). Such a coincidence is intrinsically due to the low noise risk behavior of \( \hat{\mu}_{\text{seq}}^K \) that can actually be characterized by \( \delta_T(\mu_0) \) alone: \( \lim_{\sigma \downarrow 0} \mathbb{E}||\hat{\mu}_{\text{seq}}^K(\sigma) - \mu_0||^2/\sigma^2 = \delta_T(\mu_0) \) (cf. Proposition 4.3). On the other hand, as one may expect from the fixed point equation (1.6), in the most interesting high dimensional limiting regime \( m \ll n \), the behavior of \( r_n \) should also critically depend on the high noise risk behavior of the \( \hat{\mu}_{\text{seq}}^K \): \( \lim_{\sigma \uparrow \infty} \mathbb{E}||\hat{\mu}_{\text{seq}}^K(\sigma) - \mu_0||^2/\sigma^2 = \delta_K \leq \delta_T(\mu_0) \) (cf. Proposition 4.3). In fact, a closer
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Footnote: \( \text{We will always use } y \in \mathbb{R}^n \) (resp. \( Y \in \mathbb{R}^m \)) for the response vector in the Gaussian sequence model (1.4) (resp. the Gaussian linear measurement model (1.1)).
investigation reveals that the convex constrained LSE $\hat{\mu}(\sigma)$ in (1.2) and its risk exhibit different behavior, in accordance to the magnitude of $m$ with respect to the three regimes determined by the low and high noise risk behavior of $\hat{\mu}^{\text{seq}}_K$:

- (Regime I) If $m$ exceeds the low noise risk limit of $\hat{\mu}^{\text{seq}}_K$ in that $\lim_n (m/\delta_{T_K(\mu_0)}) > 1$, degeneracy almost never occurs for the residual of the convex program (1.2), and the risk of all its near minimizers can be characterized via (1.6)-(1.7) in high dimensional limits.

- (Regime II) If $m$ falls in between the low and high noise risk limit of $\hat{\mu}^{\text{seq}}_K$ in that $\lim_n (m/\delta_{T_K(\mu_0)}) < 1$ while $\lim_n (m/\delta_K) > 1$, the risk of $\hat{\mu}(\sigma)$ is characterizable only if the residual of the convex program (1.2) is non-degenerate. Degeneracy may occur in this regime that results in multiple distinct minimizers of (1.2) that are too far way from each other for a well-defined limiting risk characterization as (1.7) to exist.

- (Regime III) If $m$ falls below the high noise risk limit of $\hat{\mu}^{\text{seq}}_K$ in that $\lim_n (m/\delta_K) < 1$, with high probability the convex program (1.2) admits a minimizer whose risk is arbitrarily large for each and every possible underlying signal $\mu_0 \in K$, at least when $K$ is a closed convex cone.

As exact recovery in the noiseless Gaussian linear measurement model (1.1) is possible only in Regime I, while risk characterization of $\hat{\mu}(\sigma)$ in the noisy setting is possible in both Regimes I and II, consistent recovery of the signal $\mu_0$ via $\hat{\mu}(\sigma)$ in the noisy linear inverse problems may require (much) fewer samples $m$ than those required for exact recovery in the noiseless setting. Such a phenomenon occurs in Regime II when the low and high noise risk behavior of $\hat{\mu}^{\text{seq}}_K$ differ significantly in the sense that $\delta_K \ll \delta_{T_K(\mu_0)}$.

### 1.3. Examples

Several examples of the risk asymptotics (1.6)-(1.7) are worked out in Section 3, including (1) non-negative least squares, (2) shape constrained regression problems, and (3) generalized Lasso problems (in constrained forms). These examples not only serve as an illustration of the wide applicability of the theory (1.6)-(1.7) in concrete problems, some of the examples above also give a clear demonstration of the possibility of consistent recovery in Regime II for noisy linear inverse problems. In fact, for example (2), although it is not feasible to
give an exact computation of the risk via the fixed point equation (1.6) for general shape constrained regression problems, an asymptotically ‘sharp oracle inequality’ is established for $\hat{\mu}(\sigma)$, showing that consistent recovery of $\mu_0$ is possible for ‘good enough’ shape constrained signals, as soon as $m$ exceeds $\delta_K$ which is typically far smaller in order compared to $\delta_{T_K(\mu_0)}$.

For instance, in the canonical example of isotonic regression $K = K_\uparrow$ (formally defined in Section 3.2), consistent recovery for general smooth monotone signals $\mu_0$ of bounded variation requires as few as $m \gg \log n$ samples in the noisy Gaussian linear measurement model (1.1), while exact recovery of such $\mu_0$’s in the noiseless setting requires at least $m \gg n^{1/3}$ many samples. Such a discrepancy is intimately due to the inhomogeneity of the high and low noise risk behavior of $\hat{\mu}_{seq}$ in that $\log n \approx \delta_{K_\uparrow} \ll \delta_{T_{K_\uparrow}(\mu_0)} \approx n^{1/3}$ for the prescribed $\mu_0$’s. Equivalently, this gap occurs due to the fact that $\hat{\mu}_{seq}^{K_\uparrow}$ estimates 0 at a much faster ‘adaptation rate’ $\log n$, compared to the slower ‘worst-case rate’ $n^{1/3}$ for general monotone signals $\mu_0$. It is now well understood that such rate adaptation at 0 occurs in a variety of shape constrained problems corresponding to different choices of $K$, cf. [MW00, Zha02, CGS15, HW16, CS18, HWCS19, KGGS20, FGS21]; see also the review article [GS18]. As such, in all these problems where ‘adaptation’ occurs, there (in principle) persists a large gap between the sample complexity for consistent recovery in the noisy linear inverse problems and that for exact recovery in the noiseless setting.

1.4. Proof techniques. The basic approach for the proof of the risk asymptotics in (1.6)-(1.7) is to reduce the optimization problem (1.2) to another simpler, but probabilistically almost ‘equivalent’ optimization problem via the Gaussian min-max theorem, initially proved by Gordon [Gor85, Gor88]. This basic reduction approach [TAH18], together with the approach of explicitly constructing an AMP algorithm [BM11] that approximates the estimator under study, has gained prominence in recent years in the risk analysis for a number of high dimensional problems in the so-called ‘proportional high dimensional regime’ $m/n \to \tau \in (0, \infty)$. There the goal is to pin down the precise value of the risk when it is of constant order; see e.g. [BM12, TOH15b, DM16, EK18, TAH18, SC19, MM21, BZ21] and many references therein for this line of research.

In our problem, both the regime with constant order risk and the more ‘classical’ regime with vanishing risk are of significant interest. In fact, the ‘effective dimension’ of the problem is implicitly determined by $(K, \mu_0)$, which in many cases necessarily fails to be proportional to the sample size. As such, the major challenge in proving the risk characterization (1.6)-(1.7) lies in establishing its validity in the maximal regime all the way down to the parametric rate. This is achieved by a carefully designed proof architecture of conditional localization/de-stochastization and gap analysis for the reduced, ‘equivalent’ optimization problem; see Section 5 for a sketch and Section 6 for details.

The prescribed method of analysis relies crucially on a collection of newly developed analytic and probabilistic results for three interrelated stochastic processes:
the estimation error, log likelihood ratio test statistics, and degree-of-freedom associated with \( \mu_{K} \), viewed as processes indexed by the noise level in the Gaussian sequence model (1.4). Of particular importance are several qualitative monotonicity properties for these processes and their normalized versions, quantitative uniform concentration inequalities whose variance components can be directly related to the fixed point equation (1.6), and variational characterizations that facilitate tight upper and lower bounds relating the three processes. These results, to be detailed in Section 4, are proved using a suite of Gaussian and convex analysis techniques, and are of significant independent interest in and of themselves.

1.5. Organization. The rest of the paper is organized as follows. Section 2 presents the abstract theory of risk asymptotics via (1.6)-(1.7). Section 3 gives a detailed treatment of the abstract theory in the examples mentioned above. Section 4 develops a collection of analytic and probabilistic results for the estimation error, log likelihood ratio test statistics, and degree-of-freedom associated with \( \mu_{K} \). An outline of the proof for the main theory is provided in Section 5, with most proof details presented in Sections 6-9 and the appendices.

1.6. Notation. For any positive integer \( n \), let \( [1 : n] \) denote the set \( \{1, \ldots, n\} \). For \( a, b \in \mathbb{R} \), \( a \vee b \equiv \max\{a, b\} \) and \( a \wedge b \equiv \min\{a, b\} \). For \( a \in \mathbb{R} \), let \( a_{\pm} \equiv (\pm a) \vee 0 \). For \( a > 0 \), let \( \log_{+}(a) \equiv 1 \vee \log(a) \). For \( x \in \mathbb{R}^{n} \), let \( \|x\|_{p} \) denote its \( p \)-norm \( (0 \leq p \leq \infty) \).

We simply write \( \|x\| \equiv \|x\|_{2} \). Let \( 1_{n} = (1, \ldots, 1)^{T} \in \mathbb{R}^{n} \). For a matrix \( M \in \mathbb{R}^{m \times n} \), let \( \|M\|_{\text{op}} \) denote the spectral norm of \( M \). For \( f = (f_{1}, \ldots, f_{n}) : \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \), let \( J_{f}(z) \equiv (\partial f_{i}(z)/\partial z_{j})^{n}_{i,j=1} \) denote the Jacobian of \( f \) and \( \text{div} f(z) \equiv \sum_{i=1}^{n} \frac{\partial}{\partial z_{i}} f_{i}(z) = \text{tr}(J_{f}(z)) \) for \( z \in \mathbb{R}^{n} \) whenever definable.

For a closed convex set \( K \) and \( \mu_{0} \in K \), the tangent cone of \( K \) at \( \mu_{0} \), denoted as \( T_{K}(\mu_{0}) \), is defined as

\[
T_{K}(\mu_{0}) \equiv \text{cl}\{\alpha(\nu - \mu_{0}) : \alpha \geq 0, \nu \in K\}.
\] (1.8)

The indicator function for a closed convex set \( K \) is written as \( \theta_{K}(x) = 0 \cdot 1_{x \in K} + \infty \cdot 1_{x \not\in K} \). Its convex conjugate, also known as support function of \( K \), is written as \( \theta^{*}_{K}(s) = \sup_{s \in K} s^{T} t \). For a closed convex cone \( K \subset \mathbb{R}^{n} \), let \( K^{*} \) be its polar cone defined via \( K^{*} \equiv \{v \in \mathbb{R}^{n} : \langle v, \mu \rangle \leq 0, \forall \mu \in K\} \).

We use \( C_{x} \) to denote a generic constant that depends only on \( x \), whose numeric value may change from line to line unless otherwise specified. For two non-negative sequences \( \{a_{n}\} \) and \( \{b_{n}\} \), we write \( a_{n} \preccurlyeq b_{n} \) (respectively \( a_{n} \succeq b_{n} \)) if \( \lim_{n \rightarrow \infty} (a_{n}/b_{n}) = 0 \) (respectively \( \lim_{n \rightarrow \infty} (a_{n}/b_{n}) = \infty \)). We write \( a_{n} \asymp b_{n} \) (resp. \( a_{n} \approx b_{n} \)) if \( \lim_{n \rightarrow \infty} (a_{n}/b_{n}) = 1 \) (resp. in probability). We follow the convention that \( 0/0 = 0 \). \( O \) and \( o \) (resp. \( O_{p} \) and \( o_{p} \)) denote the usual big and small \( O \) notation (resp. in probability). For a generic random variable \( \xi \), we write \( \mathbb{P}^{\xi}, \mathbb{E}^{\xi} \) the conditional probability and expectation on \( \xi \). Similar meaning applies to \( O_{p}^{\xi}, o_{p}^{\xi} \).

We reserve the notation \( \xi = (\xi_{1}, \ldots, \xi_{m}) \) for an \( m \)-dimensional error vector, and \( h = (h_{1}, \ldots, h_{n}) \sim N(0, I_{n}) \) be an \( n \)-dimensional standard normal random vector.
2. Theory

This section presents the main abstract theory of this paper. Except for the main Theorem 2.2, proofs for most other results can be found in Section 7.

2.1. Assumptions and further notation. We shall formally record below the assumptions on $X, \xi$ in the Gaussian linear measurement model (1.1).

**Assumption A.** Suppose $X$ and $\xi$ satisfy the following:

1. $X \in \mathbb{R}^{m \times n}$ contains i.i.d. $\mathcal{N}(0, 1/n)$ entries.
2. $\xi \in \mathbb{R}^m$ is an error vector independent of $X$, containing i.i.d. coordinates with mean 0 and finite, non-degenerate variance $\sigma^2 \in (0, \infty)$.

These conditions are commonly used in the literature; cf. [OTH13, TOH14, TOH15a, TOH15b, OH16, TAH18]. The choice of the variance level $1/n$ in $X$ is to ensure that $\|X\mu\|^2/m$ will be of the same order as $\|\mu\|^2/n$.

Next we formally record the assumption on $K$.

**Assumption B.** $K \subset \mathbb{R}^n$ is a closed convex set.

Now we define a notion of ‘generalized statistical dimension’ $\delta_K$ associated with a closed convex set $K$: Let

$$\delta_K \equiv \lim_{\sigma \to \infty} \frac{\mathbb{E} \|\Pi_K(\sigma h)\|^2}{\sigma^2} \leq n. \quad (2.1)$$

Here $\Pi_K : \mathbb{R}^n \to \mathbb{R}^n$ is the natural projection map onto $K$. In the definition above, the limit is well-defined due to the monotonicity of the map $\sigma \mapsto \mathbb{E} \|\Pi_K(\sigma h)\|^2/\sigma^2$ (cf. Lemma 4.1). When $K$ is a closed convex cone, by homogeneity of the projection map $\Pi_K(\sigma h) = \sigma \Pi_K(h)$, the above definition recovers the usual statistical dimension for the closed convex cone $\delta_K = \mathbb{E} \|\Pi_K(h)\|^2$. We refer the reader to [ALMT14, Section 3] for comprehensive background review of the notion of statistical dimension associated with a closed convex cone.

We introduce some further notation that will be used throughout the paper. Let $\text{err}_{(K, \mu_0)}(\sigma h)$ be the squared error of $\hat{\mu}^{\text{seq}}_K$ at noise level $\sigma h$:

$$\text{err}(\sigma h) \equiv \text{err}_{(K, \mu_0)}(\sigma h) \equiv \|\hat{\mu}^{\text{seq}}_K(\sigma h) - \mu_0\|^2, \quad (2.2)$$

and let $\text{lrt}_{(K, \mu_0)}(\sigma h)$ be the (scaled) log likelihood ratio test statistics of testing the mean vector being $\mu_0 \in K$ under the Gaussian sequence model (1.4) (cf. [HSS22]):

$$\text{lrt}(\sigma h) \equiv \text{lrt}_{(K, \mu_0)}(\sigma h) \equiv \|y - \mu_0\|^2 - \|y - \hat{\mu}^{\text{seq}}_K(\sigma h)\|^2. \quad (2.3)$$

The subscript $(K, \mu_0)$ in $\text{err}$ and $\text{lrt}$ is usually suppressed for notational simplicity.

We need one further definition. For $r \geq 0, \delta \geq 0$, let

$$\omega_\delta(r) \equiv \omega_\delta(r, \sigma) = \sqrt{\frac{r^2 + \sigma^2}{\delta}}. \quad (2.4)$$

For $\sigma > 0$, it is understood that $\omega_\delta(r) = \omega_\delta(r, \sigma) = \infty$ for any $r \geq 0$. 
2. The fixed point equation.

**Proposition 2.1.** The following hold.

1. The fixed point equation

\[ n^{-1} \mathbb{E} \text{err}(\omega_{m/n}(r)) = r^2 \]  

has at most one solution in \( r \in (0, \infty) \) that exists if and only if \( m > \delta_K \).

2. Suppose \( m > \delta_K \) and let \( r_n \) be the unique solution to (2.5). Let the iterations \( \{r_{n,t} : t = 0, 1, 2, \ldots \} \subset \mathbb{R}_{\geq 0} \) be defined through

\[ r_{n,t+1}^2 = n^{-1} \mathbb{E} \text{err}(\omega_{m/n}(r_{n,t})), \quad t = 0, 1, 2, \ldots \]  

with initialization \( r_{n,0}^2 \equiv 0 \). Then for any \( \rho \in (r_n^2/(r_n^2 + \sigma^2), 1) \), there exists \( T_\rho \in \mathbb{N} \) such that \( |r_{n,t} - r_n|/r_n \leq \rho^{(t-T_\rho)} \). In particular, \( \lim_{t \to \infty} r_{n,t} = r_n \) and the convergence is linear eventually.

3. Suppose \( m > \delta_K \) and let \( r_n = r_n(\sigma) \) be the unique solution to (2.5). Then

\[ \delta_K / (m - \delta_K) \leq r_n^2(\sigma)/\sigma^2 \leq \delta_{T_K(\mu_0)}/(m - \delta_{T_K(\mu_0)})^+. \]  

The upper bound is tight in the low noise limit \( \sigma \downarrow 0 \) when \( m > \delta_{T_K(\mu_0)} \).

Proposition 2.1-(1) provides a complete picture for the solution of the key fixed point equation (2.5) to exist uniquely; in fact the solution will either be non-existent, or exist uniquely. To get a feel of this result, let us consider the toy case where \( K \) is a subspace of \( \mathbb{R}^n \) of dimension \( \dim(K) \). Then it is easy to calculate that \( \mathbb{E} \text{err}(\sigma) = \sigma^2 \cdot \dim(K) \), and therefore (2.5) reduces to

\[ nr^2 = \omega_{m/n}(r) \cdot \dim(K) \iff (m - \dim(K)) \cdot r^2 = \dim(K) \cdot \sigma^2. \]

Clearly the above equation admits a unique solution for \( r \) if and only if \( m > \dim(K) \). Proposition 2.1-(1) proves that the above simple calculation for a subspace \( K \) can be taken as far as \( K \) being a general closed convex set. The only formal difference is to replace ‘\( \dim(K) \)’ by the ‘generalized statistical dimension’ \( \delta_K \) defined in (2.1).

For a general closed convex set \( K \), the non-linear equation (2.5) does not admit a simple closed form solution. However, as long as the map \( \sigma \mapsto \mathbb{E} \text{err}(\sigma) \) can be evaluated efficiently, Proposition 2.1-(2) shows that a simple yet linearly converging iterative scheme (2.6) can be used to find an approximate solution \( r_{n,t} \), whenever the solution \( r_n \) to (2.5) exists uniquely.

Finally (2.7) in Proposition 2.1-(3) provides simple upper and lower bounds for the rate \( r_n^2 \). The low noise limiting behavior shows that the upper bound in (2.7) cannot be further improved at this level of generality, and that the fixed point equation (2.5) is compatible with the precise risk formula obtained in [OTH13, Theorem 3.1] (see also (1.3)) in the low noise limit for \( m > \delta_{T_K(\mu_0)} \). As we will see below, the behavior of \( r_n(\sigma) \) in the high dimensional limit \( n \to \infty \) with a fixed \( \sigma > 0 \) is significantly different from that in the simple low noise limit \( \sigma \downarrow 0 \) with a fixed problem instance \((n, m, \mu_0, K)\).
2.3. Abstract results. To describe our main result, let
\[ \mathcal{U}_n \equiv \log(1 + \delta_{\mathcal{T}(\mu_0)}) + \log \log(16n) \lesssim \log(en). \] (2.8)
At this point, \( \mathcal{U}_n \) may be simply regarded as \( \log n \). The slightly more complicated form for \( \mathcal{U}_n \) we adopt above will be useful in terms of a further reduction from \( \log n \) to \( \log \log n \), in several examples to be studied in Section 3.

We are now in position to state the main abstract result of this paper.

**Theorem 2.2.** Suppose Assumptions A-B hold and \( m > \delta_K \). Let \( r_n \) be the solution to the fixed point equation (2.5) (which exists uniquely according to Proposition 2.1). Further assume the following:

(R1) \( r_n^2 \leq 1 \) and \( m \gg \mathcal{U}_n \).

(R2) With \( \omega_n \equiv \omega_{m,n}(r_n) \),
\[ \lim_{n} \frac{1}{2n\sigma^2} (\mathbb{E} \text{lrt}(\omega_n) - \mathbb{E} \text{err}(\omega_n)) < 1. \] (2.9)

Then for any (sequence of) near minimizer(s) \( \hat{\mu}(\sigma) \in K \) such that
\[ m^{-1}||Y - X\hat{\mu}(\sigma)||^2 \leq \min_{\mu \in K} m^{-1}||Y - X\mu||^2 + o_p(r_n^2), \] (2.10)

it holds as \( n \to \infty \) that
\[ n^{-1}||\hat{\mu}(\sigma) - \mu_0||^2 \overset{p}{=} r_n^2 + O_p(\mathcal{U}_n/m). \] (2.11)

A detailed proof of the above theorem can be found in Section 6. As the proof is quite technical, a sketch is outlined in Section 5. From the proof, (2.11) can actually be strengthened to a uniform statement with respect to the constant in (R1)-(R2) in the following sense: For any \( M_n \to \infty \) and a fixed constant \( L > 1 \), let \( \mathcal{C}(M_n, L) \) be all problem instances \( (n, m, \mu_0, K) \) such that \( L^{-1}M_n \mathcal{U}_n/m \leq r_n^2 \leq L, m \geq L^{-1}M_n \mathcal{U}_n \) and \( (\mathbb{E} \text{lrt}(\omega_n) - \mathbb{E} \text{err}(\omega_n))/(2n\sigma^2) \leq 1 - L^{-1} \). Then for any fixed \( \varepsilon > 0 \), any sequence of minimizers \( \hat{\mu}(\sigma) \in \arg\min_{\mu \in K} ||Y - X\mu||^2 \) satisfies
\[ \lim_{n} \sup_{(n,m,\mu_0,K)\in\mathcal{C}(M_n,L)} \mathbb{P} \left( \frac{||\hat{\mu}(\sigma) - \mu_0||^2}{nr_n^2} - 1 \right) > \varepsilon = 0. \] (2.12)

A non-asymptotic explicit error bound can in principle be obtained by tracking the proof; we have refrained from doing so here, as obtaining an optimal error bound with respect to \( \varepsilon \) in (2.12) seems to require genuinely new ideas.

Theorem 2.2 shows that the exact risk behavior for the constrained LSE \( \hat{\mu}(\sigma) \) in the model (1.1) is completely characterized by the high noise (resp. low noise) risk behavior of the corresponding LSE \( \hat{\mu}_K^{\text{seq}} \) in the Gaussian sequence model (1.4) in the under-sampling regime \( m \ll n \) (resp. over-sampling regime \( m \gg n \)). As we will be mostly interested in the regime \( m \ll n \), the key to understand the risk of \( \hat{\mu}(\sigma) \) will typically be the high noise risk behavior of \( \hat{\mu}_K^{\text{seq}} \).

It is important to note that from (2.11) and the condition (R1), the characterization (2.11) is asymptotically exact in the regime \( \mathcal{U}_n/m \ll r_n^2 \ll 1 \). The requirement \( r_n^2 \ll 1 \) is barely a condition as typically we are interested in the case when the risk is not too big. On the other hand, the condition \( r_n^2 \gg \mathcal{U}_n/m \) requires the problem to be intrinsically high dimensional, as \( 1/m \) is the squared parametric rate in this
setting. In fact, modulo the multiplicative (logarithmic) factor \( \mathcal{L}_n \), the requirement \( r_n^2 \gg \mathcal{L}_n/m \) cannot be further relaxed beyond the parametric rate for the characterization (2.11) to hold in probability.\(^2\)

The second condition (R2) in Theorem 2.2 looks mysterious at this point, so deserves some further understanding.

**Proposition 2.3.** Suppose \( \mathcal{L}_n/m \ll r_n^2 \leq 1. \)
(1) For any (sequence of) \( \hat{\mu}(\sigma) \) satisfying (2.10), the residual \( m^{-1}\|Y - \hat{X}_n\hat{\mu}(\sigma)\|^2 \) is bounded away from, or convergent to, 0 in probability, according to whether the left hand side of (2.9) is \(< 1 \) or \( > 1 \). In the latter case, we have \( m^{-1}\|Y - \hat{X}_n\hat{\mu}(\sigma)\|^2 = \mathcal{O}(r_n^2) \).
(2) The residual \( m^{-1}\|Y - \hat{X}_n\hat{\mu}(\sigma)\|^2 \overset{p}{=} \sigma^2 \) is a consistent estimator of the variance \( \sigma^2 \) if and only if the limit in (2.9) is 0 and \( r_n \rightarrow 0 \).
(3) There exists a sequence of \( K, \mu_0 \in K \) with the following properties: (i) \( \lim_{n}(m/\delta_{TK(\mu_0)}) < 1 \), (ii) the left hand side of (2.9) is \( > 1 \) and (iii) \( r_n^2 \gg \mathcal{L}_n/m \), such that with asymptotically probability 1, there exists a sequence of \( [\hat{\mu}(\sigma)] \) satisfying (2.10) whose risk \( \|\hat{\mu}(\sigma) - \mu_0\|^2/(m^2) \) does not converge to a deterministic limit for any normalizing sequence \( (r_n^2) \).

Proposition 2.3-(1)(2) show that the condition (R2) is intrinsically tied to the non-degenerate limiting behavior of the normalized residual \( m^{-1}\|Y - \hat{X}_n\hat{\mu}(\sigma)\|^2 \). An explicit counter-example is constructed in the proof of Proposition 2.3-(3), showing that when (R2) fails, for some problem instances \((K, \mu_0)\), there may exist multiple distinct near minimizers \( \hat{\mu}(\sigma) \) that are far away from each other in the regime \( \lim_{n}(m/\delta_{TK(\mu_0)}) < 1 \), so the risk cannot be stabilized. Interestingly, the following proposition shows that this is almost the only possible regime in which the condition (R2) may not hold.

**Proposition 2.4.** The following hold.
(1) (2.9) is fulfilled if \( \lim_{n}(m/\delta_{TK(\mu_0)}) > 1 \). If \( m \gg \delta_{TK(\mu_0)} \), (2.9) holds with limit \( 0 \) and therefore the residual satisfies \( m^{-1}\|Y - \hat{X}_n\hat{\mu}(\sigma)\|^2 \overset{p}{=} \sigma^2 \).
(2) Suppose that \( K \) is a closed convex cone. Then (2.9) is fulfilled provided that
\[
\sigma^2 \cdot \lim_{n} r_n \cdot \left( \inf_{\nu \in L(K)} \|\mu_0 - \nu\|/\sqrt{n} \right) < 1,
\]
where \( L(K) \) denotes the maximal linear subspace contained in \( K \). In particular, when \( r_n \rightarrow 0 \) and \( \inf_{\nu \in L(K)} \|\mu_0 - \nu\|/\sqrt{n} = O(1) \), (2.9) holds with limit \( 0 \) and therefore the residual satisfies \( m^{-1}\|Y - \hat{X}_n\hat{\mu}(\sigma)\|^2 \overset{p}{=} \sigma^2 \).

Proposition 2.4-(1) formalizes the aforementioned claim above the statement of the proposition. Of course, although counter-examples exist for which (R2) fails when \( m \) falls outside the regime \( \lim_{n}(m/\delta_{TK(\mu_0)}) > 1 \), whether (R2) actually fails for a given problem is not within the scope of Proposition 2.4-(1). Proposition 2.4-(2) gives a general recipe along this line under the further condition that \( K \) is a

\(^2\)This can be seen by considering the linear regression setting with \( m \gg n \) (so \( K = \mathbb{R}^n \)); then the risk of LSE \( \hat{\mu}(\sigma) \) is approximately \( n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 \overset{d}{=} \sigma^2 m^{-1} \sum_{i=1}^{n} Z_i^2 \) where \( Z_i \)'s are i.i.d. \( N(0, 1) \).
closed convex cone: (R2) is fulfilled in ‘regular situations’ where neither the rate \( r_n \) nor the signal strength inf \( v \in L(K) \|\mu_0 - v\|/\sqrt{n} \) is not too big. This result will be convenient in some of the examples to be studied in Section 3 ahead.

2.4. Three regimes of \( m \) and connections to noiseless linear inverse problems. Theorem 2.2 and Propositions 2.3-2.4 taken together suggest three regimes of \( m \), according to its size compared to \( \delta_K = \lim_{|\sigma| \to \infty} E \text{err}(\sigma)/\sigma^2 \) and \( \delta_{TK(\mu_0)} = \lim_{\sigma \to 0} E \text{err}(\sigma)/\sigma^2 \).

**Regime I:** \( \lim_n (m/\delta_{TK(\mu_0)}) > 1. \)

In Regime I, \( m \) exceeds low noise limit of the normalized risk of \( \hat{\mu}_K \). This is an easy regime for both noiseless and noisy Gaussian linear inverse problems:

- For noiseless Gaussian linear inverse problems (\( \sigma = 0 \)), [ALMT14, GNP17] showed that in this Regime I, exact recovery of \( \mu_0 \in K \) via \( \hat{\mu}(0) \) (i.e., \( y = X\mu \) has a unique solution \( \mu_0 \in K \)) is possible with high probability.
- For noisy Gaussian linear inverse problems (\( \sigma > 0 \)), Theorem 2.2 admits the following simplified risk characterization.

**Proposition 2.5.** Suppose Assumptions A-B hold, and \( \lim_n (m/\delta_{TK(\mu_0)}) > 1 \). Let \( r_n \) be the solution to the fixed point equation (2.5) which exists uniquely eventually. If \( m \gg L_n \), then for any (sequence of) near minimizer(s) \( \hat{\mu}(\sigma) \in K \) satisfying (2.10), it holds as \( n \to \infty \) that \( n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 \lesssim r_n^2 + O_P(L_n/m) \).

**Proof.** By Proposition 2.1-(3), condition (R2) in Theorem 2.2 is verified. As \( \delta_{TK(\mu_0)} \geq \delta_K \), \( m > \delta_K \) eventually and \( r_n^2 = O(1) \) by Proposition 2.1-(3). Now apply Theorem 2.2 to conclude. \( \square \)

In particular, using Proposition 2.1-(3), consistent recovery is guaranteed: \( n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 = o_P(1) \) if \( m \gg \delta_{TK(\mu_0)} \).

**Regime II:** \( \lim_n (m/\delta_K) > 1, \lim_n (m/\delta_{TK(\mu_0)}) < 1. \)

In Regime II, \( m \) falls in between the high and low noise limits of the normalized risk of \( \hat{\mu}_K \). Different behavior of \( \hat{\mu}(\sigma) \) appears for noiseless and noisy settings:

- For noiseless Gaussian linear inverse problems (\( \sigma = 0 \)), [ALMT14] showed that in the regime \( \lim_n (m/\delta_{TK(\mu_0)}) < 1 \) (including Regime III below), exact recovery of \( \mu_0 \in K \) via \( \hat{\mu}(0) \) fails with high probability.
- For noisy Gaussian linear inverse problems (\( \sigma > 0 \)), as have been shown in Theorem 2.2 and Proposition 2.3, this Regime II is quite subtle, in that the validity of the risk characterization in Theorem 2.2 depends on the condition (R2) which need be investigated in a case-by-case manner.

As such, in Regime II, while exact recovery of \( \mu_0 \) in the noiseless linear inverse problem setting fails, consistent recovery of \( \mu_0 \) may still be possible in the noisy setting. A significant example is given by the isotonic regression problem in Section 3.2 ahead: For general smooth monotone signals, while \( m \gg n^{1/3} \) as many.
samples are needed for exact recovery in the noiseless Gaussian linear measurement model, only $m \gg \log n$ many samples are required for consistent recovery in the noisy setting.

**Regime III:** $\lim_{n}(m/\delta_K) < 1$.

In Regime III, $m$ falls below high noise limit of the normalized risk of $\hat{\mu}^{\text{seq}}_K$. This is a hard regime for both noiseless and noisy Gaussian linear inverse problems:

- For noiseless Gaussian linear inverse problems ($\sigma = 0$), as mentioned above, exact recovery fails already in Regime II and so does it in Regime III.
- For noisy Gaussian linear inverse problems ($\sigma > 0$), as the fixed point equation (2.5) does not admit a solution in Regime III, it is natural to conjecture that the risk of $\hat{\mu}(\sigma)$ blows up. We formalize this below in the case where $K$ is a closed convex cone with a diverging statistical dimension.

**Proposition 2.6.** Suppose $K$ is a closed convex cone with $\delta_K \to \infty$. In the regime $\lim_{n}(m/\delta_K) < 1$,

$$
P\left( \sup_{\hat{\mu}(\sigma) = \arg \min_{\mu \in K} \|Y - X\mu\|^2} n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 = \infty \text{ for all } \mu_0 \in K \right) \to 1.
$$

The above proposition shows that in Regime III, with asymptotic probability 1 there exists an exact minimizer of the constrained least squares problem (1.2) for which the risk can be arbitrarily large. The major difficulty here is similar to that in the noiseless setting: In Regime III, the random null space of $X$ must intersect $K$ in a non-trivial way with high probability, so the cone structure of $K$ entails the existence of an exact minimizer with arbitrarily large signal size.

### 2.5. Vanishing and non-vanishing risks

First we study a version of Theorem 2.2 when the risk is vanishing.

**Theorem 2.7.** Suppose Assumptions A and B hold. If $m \gg \mathcal{L}_n$,

$$
\tilde{r}_n^2 \equiv n^{-1} \mathbb{E} \text{err}(\omega_{m/n}(0)) \to 0,
$$

and (R2) holds, then as $n \to \infty$,

$$
n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 \overset{P}{=} \tilde{r}_n^2 + O_p(\mathcal{L}_n/m).
$$

Theorem 2.7 above provides a convenient reduction of the abstract Theorem 2.2 in the regime where consistent estimation of $\mu_0$ via $\hat{\mu}(\sigma)$ is possible. In this regime, we may bypass the non-linear fixed point equation (2.5) and directly resort to (2.14) to solve for the asymptotically exact convergence rate. Note that we have not explicitly assumed any real condition on $m$ beyond the technical one $m \gg \mathcal{L}_n$. In fact, the proof shows that $m \gg \delta_K$ is a consequence of the condition (2.14), so the fixed point equation (2.5) eventually has a unique solution $\tilde{r}_n^2$. An implicit compatibility issue here, which will be verified during the proof of Theorem 2.7, is that the $\tilde{r}_n^2$ solved from (2.5) will be asymptotically equivalent to the $\tilde{r}_n^2$ defined via (2.14), whenever $\tilde{r}_n^2 \to 0$.

Next we study a version of Theorem 2.2 with non-vanishing risks.
Theorem 2.8. Suppose Assumptions A-B hold and $m > \delta_K$. Let $r_n$ be the unique solution to (2.5) such that $r_n \rightarrow r$ for some $r \in (0, \infty)$, and (R2) replaced by the following:

(R2-c) Either (R2) holds, or holds with $\omega_n$ replaced by $\omega_r(t)$ if additionally

$$\lim m/n = \tau \in (0, \infty).$$

If $m \gg L$, then as $n \rightarrow \infty$, $n^{-1}||\hat{\mu}(\sigma) - \mu_0||^2_2 \approx r^2$.

Characterizing the exact risk when it is of constant order has recently received much attention in the literature, in the so-called ‘proportional high dimensional regime’ $m/n \rightarrow \tau \in (0, \infty)$. We will not attempt to give a full literature review here; interested readers are referred to e.g. [BM12, TOH15b, DM16, EK18, TAH18, SC19, MM21, BZ21] for more references in this direction. In the setting of Theorem 2.8, a constant order risk does not apriori postulate $m/n \rightarrow \tau \in (0, \infty)$, and vice versa. However, simplification of the condition (R2) is possible in the prescribed proportional growth regime.

3. Examples

In this section we work out several concrete examples for the abstract theory in Theorem 2.2. Proofs for all results in this section can be found in Section 8.

3.1. Non-negative least squares. Consider the non-negative least squares (NNLS) problem, where $K \equiv K_+ \equiv \{\mu \in \mathbb{R}^n : \mu \geq 0\}$. Such a non-negativity constraint arises naturally in a variety of statistical and optimization problems; see e.g. [Kud63, RLN86, LH95, KP08, CP10] and references therein. The convex program (1.2) under the constraint $K_+$ is a quadratic programming with a (simple) linear constraint, so can be computed easily.

We will need some further notation to describe our results in this section. Let $\varphi, \Phi$ be the normal p.d.f. and c.d.f., and let for $x \geq 0$

$$G(x) \equiv \Phi(x) - x\varphi(x) + x^2\Phi(-x),$$

$$H(x) \equiv \Phi(x) - G(x) = x\varphi(x) - x^2\Phi(-x).$$

(3.1)

To avoid unnecessary notational complications, we will work out in the following theorem the asymptotics in a specific case where the coordinates of the signal $\mu_0$ follow the same distribution.

Theorem 3.1. Suppose Assumption A holds. Suppose that $m/n > 1/2$, and that the coordinates of $\mu_0 = (\mu_{0,i}) \in K_+$ are independent and identically distributed as a non-negative random variable $U$ with $\mathbb{E} U^2 < \infty$. The following hold for any (sequence of) near minimizer(s) $\hat{\mu}(\sigma)$ satisfying (2.10).

1. The fixed point equation

$$\omega^2_{m/n}(r) \cdot \mathbb{E} G\left(\frac{U}{\omega_{m/n}(r)}\right) = r^2$$

admits a unique solution $r_{n,+} \in (0, \infty)$. If furthermore $\lim m/n > 1/2$ and

$$\frac{1}{\sigma^2} \cdot \lim_n \omega^2_{m/n}(r_{n,+}) \mathbb{E} H\left(\frac{U}{\omega_{m/n}(r_{n,+})}\right) < 1,$$

(3.3)
then as \( n \to \infty \), \( n^{-1}||\hat{\mu}(\sigma) - \mu_0||^2 \overset{p}{\to} \frac{\sigma^2}{m} \).

(2) Suppose \( m/n \to \delta \in (1/2, \infty) \). Then the fixed point equation (3.2), with \( m/n \) replaced by \( \delta \), admits a unique solution \( r_+^{(\delta)} \) in \( (0, \infty) \), for which \( \delta \mapsto r_+^{(\delta)} \) is non-increasing on \( (1/2, \infty) \) with \( \lim_{\delta \to 0} r_+^{(\delta)} = 0 \), \( \lim_{\delta \to 1/2} r_+^{(\delta)} = \infty \). Furthermore, if

\[
\omega_2^{(\delta)}(r_+^{(\delta)}) \equiv H(U/\omega_0(r_+^{(\delta)})) < \sigma^2,
\]

we have \( n^{-1}||\hat{\mu}(\sigma) - \mu_0||^2 \overset{p}{\to} r_+^{(\delta)} \) as \( n \to \infty \).

(3) Suppose \( m/n \to \infty \). Then as \( n \to \infty \), \( n^{-1}||\hat{\mu}(\sigma) - \mu_0||^2 \overset{p}{\to} (1 - p_0/2)\sigma^2 n/m \) where \( p_0 \equiv \mathbb{P}(U = 0) \).

The equivalence in probability in the above statements is taken with respect to the randomness due to both \( h \) and \( \mu_0 \).

The setting in Theorem 3.1 where the coordinates of \( \mu_0 \) are random with a ‘prior’ distribution has been commonly adopted in a different direction; see e.g. [BM12, DM16, SC19] in a number of different high dimensional problems. From a purely technical standpoint, the proof of Theorem 3.1 suggests a technique to apply Theorem 2.2 in such a random signal setting.

Let us now examine some more concrete examples of Theorem 3.1.

**Example 3.2.** Suppose that the random variable \( U \) charges a point mass at \( u \geq 0 \), so \( \mu_0 = u \mathbf{1}_u \) is deterministic.

(\textbf{Case 1.}) Let \( u = 0 \). Then \( \mu_0 = 0 \). This is a ‘degenerate’ case in which Regime II in Figure 1 does not exist: \( \delta_T^{(\mu_0)} = \delta^{(u)} = n/2 \) (cf. [ALMT14, Table 3.1]). Using \( G(0) = 1/2 \), it is easy to solve the fixed point equation (3.2) to obtain \( r_{n,+}^2 = \sigma^2 \cdot (n/2)/(m - (n/2)) \), and the condition (3.3) is automatically fulfilled. Consequently, \( n^{-1}||\hat{\mu}(\sigma)||^2 \overset{p}{\to} \sigma^2 \cdot (n/2)/(m - (n/2)) \), provided \( \lim_{m \to \infty} (m/n) > 1/2 \).

(\textbf{Case 2.}) Let \( u > 0 \). Then \( \delta_T^{(\mu_0)} = \delta^{(u)} = n/2 \), while \( \delta^{(u)} = n/2 \). In Regime I where \( \lim_{m \to \infty} (m/n) > 1 \), the condition (3.3) is satisfied by Proposition 2.4-(1) (this can also be verified directly by using \( H < 0.5 \leq 1 - G \)), so the risk is directly solvable from (3.2). In Regime II where \( 1/2 < \lim_{m \to \infty} (m/n) < \lim_{m \to \infty} (m/n) < 1 \), risk asymptotics exist for \( \mu(\sigma) \) only if (3.3) is verified. In fact, the counter-example constructed in the proof of Proposition 2.3-(3) falls in this regime that violates (3.3).

**Illustrative simulation I.** We carry out a small simulation in Case 2 of the above example with \( n = 50 \), \( u = 5 \) and Gaussian error with noise level \( \sigma = 1 \). The simulation result is summarized in the left panel of Figure 2. The theoretical risk \( r_{n,+} \) from the fixed point equation (3.2) (red curve) is computed via the iterative scheme in Proposition 2.1-(2). The approximate theoretical risk \( \tilde{r}_{n,+} = (\sigma^2 n/m)^{1/2} \) (green curve) refers to the risk asymptotics in Theorem 3.1-(3) that is proved to be valid in the regime \( m/n \to \infty \). The empirical risk (blue curve) is computed via the Monte Carlo average over 1000 repetitions. By the left panel of Figure 2, the theoretical and empirical risk curves are almost indistinguishable. The gap between these curves and the approximate theoretical risk curve diminishes as \( m \) grows. These numerical findings match the theory in Theorem 3.1.
3.2. **Shape constrained problems.** In the Gaussian sequence model (1.4), shape constrained regression consists of a class of problems that impose certain qualitative structures on $K$. Two canonical examples are the monotone cone $K^+$ corresponding to univariate isotonic regression, and the cone $K_\vee$ corresponding to univariate convex regression with equally spaced design points:

$$K^+ \equiv \{ \mu \in \mathbb{R}^n : \mu_1 \leq \cdots \leq \mu_n \},$$

$$K_\vee \equiv \{ \mu \in \mathbb{R}^n : 2\mu_i \leq \mu_i - \mu_{i-1} + \mu_{i+1}, i = 2, \ldots, n-1 \}.$$

It is now well understood that the LSE $\hat{\mu}_\text{seq}^K$ can ‘adapt’ to certain ‘low-dimensional structures’ associated with $K$. This is usually formulated using the so-called (sharp) oracle inequalities, e.g., [CGS15, Bel18, CGS18, HWCS19, FGS21, KGGS20]. For instance, in the example of monotone cone $K^+$, the ‘low-dimensional structures’ in $K^+$ refer to the class of piecewise constant signals $\cup_{1 \leq k \leq n} M_k$, where $M_k$ denotes the class of all piecewise constant $\mu \in K^+$ with at most $k$ pieces. The isotonic LSE $\hat{\mu}_\text{seq}^K$ satisfies a sharp oracle inequality (cf. [Bel18, Theorem 3.2]):

$$\frac{1}{n} \cdot \mathbb{E} \text{err}(\sigma) \leq \inf_{1 \leq k \leq n} \left( \inf_{\mu \in M_k} \frac{||\mu - \mu_0||^2}{n} + \frac{\sigma^2 k \log(en/k)}{n} \right). \quad (3.5)$$

The adaptive behavior of $\hat{\mu}_K^\text{seq}$ refers to the fact if $\mu_0 \in M_k$, then the LSE $\hat{\mu}_K^\text{seq}$ achieves a near parametric risk $n^{-1} \mathbb{E} \text{err}(\sigma) \leq \sigma^2 k \log(en/k)/n$, as opposed to the much bigger nonparametric risk $n^{-1/3}$ for general $\mu_0 \in K^+$ (cf. [Zha02]).

Our goal here is to provide (asymptotically) sharp oracle inequalities analogous to (3.5), for the constrained LSE $\hat{\mu}(\sigma)$ in the noisy Gaussian linear measurement model (1.1) for general pairs of $(K, \mu_0)$. To this end, let us give a general formulation of ‘low-dimension structures’ in $K$: For $1 \leq k \leq n$, let

$$\mathcal{K}_k \equiv \{ \mathcal{K}_S \cap K : S = \{S_i\}_{i=1}^k \in \mathcal{P}_n \text{ is a partition of } [1:n] \},$$

$$K_S \equiv \bigtimes_{i=1}^k K_{S_i} \equiv \{ \nu \in \mathbb{R}^n : \nu|_{S_i} \in K_{S_i} \subset \mathbb{R}^{S_i} \}$$

where $K_{S_i}$ is a closed convex cone s.t. $K|_{S_i} - K_{S_i} \subset K|_{S_i}$.
Theorem 3.3. Suppose Assumption A holds and $K$ is a closed convex cone. Let
\[
\mathcal{E}_K(\mu_0) \equiv \inf_{1 \leq k \leq n} \inf_{\mu \in K \cap K_s, S = [S]_i^k, s \in \mathcal{P}_n} \left( \frac{\|\mu - \mu_0\|^2}{n} + \frac{\sigma^2}{m} \sum_{\ell=1}^{k} \delta_{K_{s,\ell}} \right).
\]

Then for any (sequence of) near minimizer(s) $\hat{\mu}^{(s)}$ satisfying (2.10), as $n \to \infty$ the normalized estimation error satisfies
\[
n^{-1}\|\hat{\mu}^{(s)} - \mu_0\|^2 \leq (1 + o_p(1))\mathcal{E}_K(\mu_0) + O_p(\sqrt{n}/m),
\]
provided $m \gg \log n$, $\mathcal{E}_K(\mu_0) = o(1)$ and $\inf_{\nu \in \mathcal{L}(\mu)} \|\nu\| \geq \sqrt{n} = O(1)$.

Now we examine the implications of Theorem 3.3 in the canonical shape constrained problem of isotonic regression with $K = K_1$.

Corollary 3.4. Suppose Assumption A holds and $K = K_1$. Then for any (sequence of) near minimizer(s) $\hat{\mu}^{(s)}$ satisfying (2.10), as $n \to \infty$ the normalized estimation error $n^{-1}\|\hat{\mu}^{(s)} - \mu_0\|^2$ is bounded from above by
\[
(1 + o_p(1)) \left[ \inf_{1 \leq k \leq n} \left( \inf_{\mu \in \mathcal{M}_k} \frac{\|\mu - \mu_0\|^2}{n} + \frac{\sigma^2 k \log(en/k)}{m} \right) \right] + O_p\left(\sqrt{n}/m\right) = o_p(1),
\]
provided $m \gg \log n$ and $\mu_{0,n} - \mu_{0,1} = O(1)$. The term $O_p(\sqrt{n}/m)$ can be eliminated when $\mu_0 \in \mathcal{M}_k$.

In isotonic regression, $\delta_{K_1} = \sum_{i=1}^{n} (1/i) = \log n$ (cf. [ALMT14, Eqn. (D.12)]), while $\delta_{\mathcal{L}(\mu)} \geq n^{1/3}$ holds for general smooth monotone signals $\mu_0 \in K_1$. Consequently, exact recovery of such smooth $\mu_0$’s requires $m \gg n^{1/3}$ many samples (Regime I in Figure 1) in the noiseless Gaussian linear measurement model, while the above corollary shows that only as few as $m \gg \log n$ samples (Regime I+II in Figure 1) are needed for consistent recovery in the noisy setting.

One heuristic way to understand this phenomenon can be described as follows. The isotonic LSE $\hat{\mu}_{K_1}^{\text{seq}}$ in the Gaussian sequence model is known to ‘adapt’ to constant signals with a much smaller mean squared error of order $\log n$ compared to the general order $n^{1/3}$ for smooth signals (cf. [Zha02, CGS15, Bel18]). Now as the risk behavior of $\hat{\mu}^{(s)}$ is intrinsically tied to that of $\sigma \mapsto \mathbb{E}\|\hat{\mu}_{K_1}^{\text{seq}}(\sigma) - \mu_0\|^2 = \mathbb{E}\text{err}_{(K_1, \mu_0)}(\sigma)$ in the high noise limit, a regime in which the regular signal $\mu_0$ is ‘collapsed’ to a constant-like signal after rescaling by the noise level. This suggests that the LSE $\hat{\mu}_{K_1}^{\text{seq}}$ is essentially learning a constant signal at this noise scale, which requires $m \gg \log n$ instead of $m \gg n^{1/3}$ for consistent recovery.

It is easy to generalize Corollary 3.4 to other common shape constrained cones $K$, for instance the ones corresponding to multiple isotonic/convex regression on a

---

3To see this, let $\mu_0 = f_0(i/n)$, where $f_0 : [0, 1] \to [0, 1]$ is a smooth increasing function with $f'$ continuously bounded away from 0 and $\infty$, then [MW00, Theorem 2] yields that
\[
\delta_{\mathcal{L}(\mu)} \geq \mathbb{E}\|\hat{\mu}_{K_1}^{(1)}(1) - \mu_0\|^2 \geq \mathbb{E}\mathcal{D}_1^2 \cdot \int_0^1 (f'(x)/2)^{2/3} \, dx \cdot n^{1/3},
\]
where $\mathcal{D}_1$ is the (scaled) Chernoff distribution (cf. [GJ14, HZ20, HK22]).
fixed lattice design by using the results in [HWCS19, KGGS20]. The phenomenon described above also continues hold for those problems. We omit the details.

**Illustrative simulation II.** We carry out another illustrative simulation study for the isotonic regression studied above. The constrained LSE $\hat{\mu}(\sigma)$ is computed by the AMP algorithm described essentially in [BMN20, Section 7.2]⁴: Let the initialization be $\mu^0 \equiv 0 \in \mathbb{R}^n$, $r^0 \equiv Y \in \mathbb{R}^m$. Now suppose for $t \geq 0$, $(\mu^0, r^0), \ldots, (\mu^t, r^t) \in \mathbb{R}^n \times \mathbb{R}^m$ have been computed, then the $(t+1)$-iteration is

$$\mu^{t+1} \equiv \Pi_{K_t}((n/m)X^T r^t + \mu^t) \in \mathbb{R}^n,$$

$$r^{t+1} \equiv Y - X\mu^{t+1} + \frac{k_t((n/m)X^T r^t + \mu^t)}{m} \cdot r^t \in \mathbb{R}^m.$$

Here $k_t(\nu) = \#$ of the number of constant pieces in $\Pi_{K_t}(\nu)$. In principle $\hat{\mu}(\sigma)$ can also be computed using quadratic programming with a linear constraint. However, the above AMP algorithm seems in general much faster, in particular for larger scales of $m, n$ where its convergence typically only takes a few iterations.

The right panel of Figure 2 shows the ratio of (the square root of) the theoretical risk and the empirical risk for three signals $(\mu_0, i)$ corresponding to $f(x) \in \{0, x, x^2\}$, where $m = n$ ranges from 100 to 500. Gaussian error with noise level $\sigma = 1$ is used. The theoretical risk of $\hat{\mu}(\sigma)$ is computed via the AMP algorithm described above via 500 Monte Carlo averages. The theoretical risk, i.e., the solution to the fixed point equation (2.5), is computed via the iterative scheme in Proposition 2.1-(2). The risk map $\sigma \mapsto \mathbb{E}[\hat{\mu}_{K_t}^{\text{seq}}(\sigma) - \mu_0]$ does not have a closed form formula for general monotone $\mu_0$’s, so is evaluated by Monte Carlo simulations as well. All curves in the right panel of Figure 2 are quite uniformly close to 1, giving strong support for our theory and (2.12). Note that although here the choice $m/n = 1$ seems superficially to fall in the proportional high dimensional regime, the risk of $\hat{\mu}(\sigma)$ actually vanishes so the setting intrinsically requires Theorem 2.2.

### 3.3. Generalized Lasso

The Lasso [Tib96] in its constrained form can be realized in our setup by taking $K \equiv K_1 \equiv K_{1,1} \equiv \{\mu \in \mathbb{R}^n : \|\mu\|_1 \leq \lambda\}$. This is a special case of the more general formulation, where for some closed convex function $f$, the constraint is described by $K(t, \mu_0) \equiv \{\mu \in \mathbb{R}^n : f(\mu) \leq f(\mu_0)\}$, cf. [OTH13, TOH14].

**Theorem 3.5.** Let $\delta_0 \equiv \delta_{T_{K_t}(\mu_0)}$. Suppose $\lim_{n}(m/\delta_0) > 1$ and $m \gg \log \log n$. Then for any (sequence of) near minimizer(s) $\hat{\mu}(\sigma)$ satisfying (2.10), as $n \to \infty$ the normalized estimation error satisfies

$$n^{-1}|\hat{\mu}(\sigma) - \mu_0|^2 \leq \frac{\sigma^2}{m-\delta_0} + \mathcal{O}_P(\delta_0/\log n)) \leq \frac{\sigma^2}{m-\delta_0} + \mathcal{O}_P(\log \log n/m).$$

The inequality takes equality if $K(t, \mu_0) - \mu_0$ is a closed convex cone.

Let us now examine two concrete examples of Theorem 3.5.

---

⁴The design matrix in the AMP literature (cf. [BM11, JM13, BMN20]) usually works with i.i.d. $\mathcal{N}(0, 1/m)$ entries instead of $\mathcal{N}(0, 1/n)$ entries used in this paper, so a proper rescaling is needed.
Example 3.6. Let $K$ be a closed convex cone, $f = 0_K$ and $\mu_0 = 0$. This is an exceptionally simple case, where Theorem 3.5 applies to obtain

$$n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 \overset{p}{\approx} \sigma^2 \frac{\delta_K}{m - \delta_K} + O_P\left(\frac{\log \log n}{m}\right)$$

under $\lim_{m/\delta_K} > 1$ and $m \gg \log \log n$. To put this result in the literature, [OTH13, Theorem 3.1] proved the above formula in a low noise limit $\sigma \downarrow 0$ setting; [TAH18, Eqn. (37)] proved the above formula in the proportional high dimensional regime $m/n \rightarrow \tau \in (0, \infty)$ with $\delta_K/\sigma_n \rightarrow \delta_0 \in (0, 1)$. Non-exact results, i.e., upper bounds for the risk, are proved in e.g. [TOH14]. To the best knowledge of the author, the exact risk result above is new in this simple setting.

Example 3.7. Consider the constrained Lasso setting, where $f(\mu) \equiv \|\mu\|_1$. [ALMT14, Eqn. (4.4)] shows that with $s \equiv \|\mu\|_0$,

$$n(\psi(s/n) - 2/\sqrt{2n}) \leq \delta_0 = \delta_{\tau K\|\mu\|_0} \leq n\psi(s/n),$$

where $\psi(\rho) \equiv \inf_{\rho > 0} \rho(1 + \gamma^2) + (1 - \rho)E((N(0, 1) - \gamma)^2)$. A simple upper bound for $\delta_0$ is given by [CRPW12, Proposition 3.10], which states that $\delta_0 \leq 2s \log(n/s) + 5s/4$. Consequently, Theorem 3.5 applies to obtain that $n^{-1}\|\hat{\mu}(\sigma) - \mu_0\|^2 \overset{p}{\approx} r_n^2$, provided $\lim_{m/\delta_K} > 1$ and $m \gg \log \log n$ (which holds in particular in the common regime $m \gg s \log(n/s)$).

Using the well-known fact on the representation of projection onto $\ell_1$ norm balls (cf. Lemma B.6), $r_n^2$ can also be described by a more explicit fixed point equation. For $x \in \mathbb{R}^n$ and $\lambda \geq 0$, let $u_\lambda(x) \in \mathbb{R}$ be the unique solution to the equation $\|\|x - u_\lambda(x)1_n\|_1\| = \lambda$. Here the functions $|\cdot|, (\cdot)_+, \text{sgn}(\cdot)$ are understood as applied component-wise. Then $r_n^2$ can be characterized as the unique solution to

$$n^{-1} E \left\| \text{sgn}(y_n(r_n)) \left( |y_n(r_n)| - |u_{\|y_n(r_n)\|_1}1_n|_+ \right) \right\|^2 = r_n^2, \quad (3.6)$$

where $y_n(r) \equiv \mu_0 + \omega_{\|y_n(r)\|}h$.

Remark 3.8. We compare the risk asymptotics for the constrained Lasso in Example 3.7 to the penalized Lasso: For $\sigma^2, \lambda > 0$, define

$$\hat{\mu}_{pl}(\sigma; \lambda) \in \arg \min_{\mu \in \mathbb{R}^n} \left\{ \frac{1}{2}\|Y - X\mu\|^2 + \lambda\|\mu\|_1 \right\},$$

and its ‘counterpart’ in the Gaussian sequence model (1.4)

$$\hat{\mu}_{pl}^{\text{seq}}(\sigma; \lambda) \equiv \arg \min_{\mu \in \mathbb{R}^n} \left\{ \frac{1}{2}\|y - \mu\|^2 + \lambda\|\mu\|_1 \right\} \equiv (|y|_+ \cdot \text{sgn}(y))_+.$$

In the proportional high dimensional regime $m/n \rightarrow \tau \in (0, \infty)$, [BM12, Corollary 1.6] proved that, under several other conditions, for any fixed $\sigma^2, \lambda > 0$, there exists some $\lambda_0 > 0$ and $\omega_0 > \sigma$ which solves certain fixed point equation, and

$$n^{-1}\|\hat{\mu}_{pl}(\sigma; \lambda) - \mu_0\|^2 \overset{p}{\approx} n^{-1} \mathbb{E}\|\hat{\mu}_{pl}^{\text{seq}}(\omega_n; \lambda_0) - \mu_0\|^2.$$

(3.7)
Our results show that for the constrained Lasso as in Example 3.7, as long as $m \gg s \log(n/(s))$, with $\omega_n \equiv \omega m/n(r_n)$ where $r_n$ solves the fixed point equation (3.6),

$$n^{-1} \| \hat{\mu}(\sigma) - \mu_0 \|^2 \leq n^{-1} \mathbb{E} \left\| \hat{\mu}_{K_{(1,1/\omega_0)}}(\omega_n) - \mu_0 \right\|^2. \quad (3.8)$$

Clearly (3.7) and (3.8) are similar in spirit: the risks of the penalized and constrained Lasso can be characterized by their counterparts in the Gaussian sequence model with a different noise level. On the other hand, for the penalized Lasso the effective noise level is always inflated $\omega \ast > \sigma$ in the proportional high dimensional regime $m/n \to \tau \in (0, \infty)$, while for the constrained Lasso the effective noise level $\omega_n$ can in principle be either inflated or deflated. Furthermore, (3.8) for the constrained Lasso holds in a much wider regime $m \gg s \log(n/(s))$ than the proportional high dimensional regime $m/n \to \tau \in (0, \infty)$ as required for (3.7).

4. Estimation error, LRT and DoF processes

In this section we present several important analytic and probabilistic results for $\text{err}(\cdot)$, $\text{lrt}(\cdot)$ defined in (2.2) and (2.3) respectively, as well as $\text{dof}(\cdot)$ to be defined in (4.1) below. These results will be essential to the proofs of the main results in Section 2. Proofs for most results in this section can be found in Section 9.

4.1. Estimation error process. We start with analytic properties of $\text{err}(\cdot)$.

Lemma 4.1. The following hold.

1. The map $\sigma \mapsto \text{err}(\sigma)$ is non-decreasing on $[0, \infty)$.
2. $0 \leq \text{err}'(\sigma) \leq 2 \text{err}(\sigma)/\sigma$ a.e., or equivalently, the map $\sigma \mapsto \text{err}(\sigma)/\sigma^2$ is non-increasing on $(0, \infty)$.

Both claims in Lemma 4.1 are important qualitative statements for the estimation error process. The monotonicity of $\sigma \mapsto \text{err}(\sigma)/\sigma^2$ will be fundamental in the proof of a number of results, including the existence and uniqueness of the solution to the fixed point equation (2.5) in Proposition 2.1. Another particularly important consequence of the monotonicity properties of the estimation process processes proved in the above lemma is its stability, explicitly formulated as below.

Proposition 4.2. For any $\sigma \geq 0, M \geq 1$,

$$\text{err}(\sigma) \leq \text{err}(M\sigma) \leq M^2 \text{err}(\sigma).$$

Proof: The case $\sigma = 0$ is trivial so we prove the claim for $\sigma > 0$ below. By monotonicity of $\sigma \mapsto \text{err}(\sigma)/\sigma^2$ in Lemma 4.1-(2), we have

$$\frac{\text{err}(M\sigma)}{(M\sigma)^2} \leq \frac{\text{err}(\sigma)}{\sigma^2} \Rightarrow \text{err}(M\sigma) \leq M^2 \text{err}(\sigma),$$

proving the right inequality. The left equality follows from the monotonicity of $\sigma \mapsto \text{err}(\sigma)$ in Lemma 4.1-(1). \qed

Next we derive several useful probabilistic properties for $\text{err}(\cdot)$.

Proposition 4.3. The following hold.
Proof. (1) We consider a rescaled version of Proposition 4.4. The following hold.

These results imply non-exact large deviation inequalities for $\|\cdot\|_K$. The same conclusion holds when $\|\cdot\|_K$ is replaced by its expectation $E\|\cdot\|_K$. Consequently, $\delta_K \leq \delta_{T_K(\mu_0)}$ for any $\mu_0 \in K$.

(2) The variance bound $\text{Var}(\text{err}(\sigma)) \leq 4\sigma^2 E\text{err}(\sigma)$ holds.

(3) For any $\lambda < 1/(2\sigma^2)$,

$$E \exp(\lambda(\text{err}(\sigma) - E\text{err}(\sigma))) \leq \exp\left(\frac{2\sigma^2\lambda^2 E\text{err}(\sigma)}{1 - 2\sigma^2\lambda}\right).$$

Consequently, for all $t \geq 0$,

$$\mathbb{P}(|\text{err}(\sigma) - E\text{err}(\sigma)| \geq \sqrt{8\sigma^2 \cdot E\text{err}(\sigma) \cdot t + 2\sigma^2 t}) \leq 2e^{-t}.$$ 

The expected low noise limit in Proposition 4.3-(1) is known, see e.g. [OH16, Theorem 1.1]. The variance bound and the exponential inequality in 4.3-(2)(3), proved using Poincaré and log-Sobolev inequalities, appear to be new. These results are closely related to some results in [Cha14, vdGW17]. For instance, [Cha14, Theorem 1.1] shows the (Gaussian) concentration of $\text{err}^{1/2}(\sigma) = \|\hat{\mu}_K^{\text{seq}}(\sigma) - \mu_0\|$ around $t_{\mu_0},$ defined as the location of maximum for the map $t \mapsto E\sup_{v \in K, \|v - \mu_0\| \leq 1} \langle rh, v - \mu_0 \rangle - t^2/2$. When $t_{\mu_0}$ is replaced by $E\text{err}^{1/2}(\sigma) = E\|\hat{\mu}_K^{\text{seq}}(\sigma) - \mu_0\|$, Gaussian concentration follows by the Lipschitz property of $h \mapsto \text{err}^{1/2}(\sigma)$ (see e.g. [vdGW17, Theorem 2.1] for more general formulations). These results imply non-exact large deviation inequalities for $\text{err}(\sigma)$ with respect to $(1 \pm \varepsilon) E\text{err}(\sigma)$. Here we show in (3) via a different method that the concentration of $\text{err}(\sigma)$ that can be centered exactly at $E\text{err}(\sigma)$. Furthermore, the variance bound in (2) does not contain a Poisson component.

As an illustration of the usefulness of the developed analytic and probabilistic properties of the estimation error process, we prove the following result which is essentially Proposition 2.1-(1).

**Proposition 4.4.** The following hold.

1. The map $r \mapsto \text{err}(\omega_{m/n}(r))/r^2$ is non-increasing and strictly decreasing at $r > 0$ such that $\text{err}(\omega_{m/n}(r)) > 0$. The same conclusion holds when $\text{err}(\cdot)$ is replaced by its expectation $E\text{err}(\cdot)$.

2. The fixed point equation

$$E\text{err}(\omega_{m/n}(r)) = nr^2$$

has at most one solution in $r \in (0, \infty)$ that exists if and only if $m > \delta_K$.

**Proof.** (1). We consider a rescaled version

$$G(r) = \frac{\text{err}(\omega_{m/n}(r))}{nr^2} = \frac{\text{err}(\omega_{m/n}(r))}{(r^2 + \sigma^2)/(m/n)} \cdot \frac{1 + (r^2/r^2)}{m} = G_1(r)G_2(r).$$

By Lemma 4.1-(2), $G_1$ is non-increasing. Clearly $G_2$ is strictly decreasing, so $G$ is non-increasing and strictly decreasing when $G_1 > 0$. By Proposition 4.2, $G$ is also continuous. The same argument applies to the expectation version.

(2). If $K = \{\mu_0\}$, then $r = 0$ is the only solution. So let us assume $K \neq \{\mu_0\}$. Then $E\text{err}(\sigma) > 0$ for all $\sigma > 0$, and therefore the map $r \mapsto E\text{err}(\omega_{m/n}(r))/r^2 = E G(r)$
is strictly decreasing. This means that there can be at most one solution to the equation \( \mathbb{E} G(r) = 1 \). Now as \( r \mapsto \mathbb{E} G(r) \) is continuous and strictly decreasing with \( \lim_{r \downarrow 0} \mathbb{E} G(r) = \infty \). The (unique) solution \( r \in (0, \infty) \) to \( \mathbb{E} G(r) = 1 \) exists if and only if \( \lim_{r \uparrow \infty} \mathbb{E} G(r) < 1 \). Clearly \( \lim_{r \uparrow \infty} \mathbb{E} G_2(r) = 1/m \), and by Proposition 4.3-(1), \( \lim_{r \uparrow \infty} \mathbb{E} G_1(r) = \lim_{r \uparrow \infty} \mathbb{E} \text{err}(\sigma)/\sigma^2 = \delta_K \). Consequently, \( \lim_{r \uparrow \infty} \mathbb{E} G(r) = \delta_K/m \), which would be less than 1 if and only if \( m > \delta_K \), completing the proof of (2). \( \square \)

4.2. LRT process. First some analytic properties for \( \text{lrt}(\cdot) \):

**Lemma 4.5.** The following hold for \( \text{lrt}(\cdot) \) defined in (2.3).

1. For any \( \sigma > 0 \), we have \( \text{lrt}(\sigma) - \sigma \cdot \text{lrt}'(\sigma) = -\text{err}(\sigma) \).
2. For any (possibly random) \( \nu \) such that \( K + \nu \subset K \) and \( \bar{\mu}_K^{\text{seq}}(\sigma) - \nu \in K \),

\[
\text{lrt}(\sigma) = \min_{\nu \in \mathbb{R}^n} \{ ||\sigma h - s||^2 - 2(s^\top (\mu_0 - \nu) - \theta_K^*(s)) \},
\]

where \( \theta_K^*(\cdot) = \sup_{t \in K} t^\top (\cdot) \) is the support function of \( K \), or equivalently, the convex conjugate of the indicator function \( \theta_K \).
3. \( \text{lrt}(\sigma)/\sigma^2 = \text{err}(\sigma)/\sigma^2 \), so \( \sigma \mapsto \text{lrt}(\sigma)/\sigma \) is non-decreasing and concave.
4. The map \( \sigma \mapsto \text{lrt}(\sigma)/\sigma^2 \) is non-increasing.

**Proof:** We only need to consider \( \sigma > 0 \). The right inequality follows from the same arguments as that of the proof of Proposition 4.2 upon using Lemma 4.5-(4). The left inequality follows the same strategy, but using Lemma 4.5-(3), which entails that \( \text{lrt}(\sigma)/\sigma \leq \text{lrt}(M\sigma)/(M\sigma) \).

Next we derive several useful probabilistic properties for \( \text{lrt}(\cdot) \).

**Proposition 4.6.** For any \( \sigma \geq 0 \) and \( M \geq 1 \),

\[
M \text{lrt}(\sigma) \leq \text{lrt}(M\sigma) \leq M^2 \text{lrt}(\sigma^2).
\]

**Proof:** We only need to consider \( \sigma > 0 \). The right inequality follows from the same arguments as that of the proof of Proposition 4.2 upon using Lemma 4.5-(4). The left inequality follows the same strategy, but using Lemma 4.5-(3), which entails that \( \text{lrt}(\sigma)/\sigma \leq \text{lrt}(M\sigma)/(M\sigma) \).

Next we derive several useful probabilistic properties for \( \text{lrt}(\cdot) \).

**Proposition 4.7.** The following hold for \( \text{lrt}(\cdot) \) defined in (2.3).

1. \( \mathbb{E} \text{lrt}(\sigma) \leq 2\sigma^2 \mathbb{E} \text{div} \bar{\mu}_K^{\text{seq}}(\sigma) \leq 2\sigma^2 \mathbb{E} n \).
2. For any \( \sigma > 0 \), we have

\[
\text{err}(\sigma) \leq \text{lrt}(\sigma) \leq \text{err}(\sigma) + 2\sigma \int_0^\sigma \left( \frac{\text{err}(\tau)}{\tau^2} - \frac{\text{err}(\sigma)}{\sigma^2} \right) d\tau.
\]

Suppose further that \( K \) is a closed convex cone. For any \( \sigma > 0 \), and any (possibly random) \( \nu \) such that \( K + \nu \subset K \) and \( \bar{\mu}_K^{\text{seq}}(\sigma) - \nu \in K \),

\[
\text{err}(\sigma) \leq \text{lrt}(\sigma) \leq \text{err}(\sigma) + 2 \left( \bar{\mu}_K^{\text{seq}}(\sigma) - \mu_0 - \sigma h, \mu_0 - \nu \right).
\]

The right hand side inequality takes equality when \( \nu = \bar{\mu}_K^{\text{seq}}(\sigma) \).
3. The variance bound \( \text{Var} \{ \text{lrt}(\sigma) \} \leq 4\sigma^2 \mathbb{E} \text{err}(\sigma) \) holds.
(4) For any \( \lambda \in \mathbb{R} \) with \( \lambda^2 < \mathbb{E} \text{err}(\sigma)/(8\sigma^2) \),
\[
\mathbb{E} \exp \left[ \lambda \cdot \frac{\text{lrt}(\sigma) - \mathbb{E} \text{lrt}(\sigma)}{\sigma \cdot \mathbb{E}^{1/2} \text{err}(\sigma)} \right] \leq \exp \left( \frac{4\lambda^2}{1 - 8(\sigma^2/\mathbb{E} \text{err}(\sigma))\lambda^2} \right)
\]

Consequently, there exists some absolute constant \( L > 0 \) such that
\[
\mathbb{P} \left( L^{-1} \left| \text{lrt}(\sigma) - \mathbb{E} \text{lrt}(\sigma) \right| \geq \sqrt{\sigma^2 \cdot \mathbb{E} \text{err}(\sigma) \cdot t + \sigma^2 t} \right) \leq L^{-t/L}
\]
holds for all \( t \geq 0 \).

Proposition 4.7-(2) provides two powerful inequalities tracking the difference between \( \text{lrt}(\cdot) \) and \( \text{err}(\cdot) \). The first inequality is generic and tight for some (many) choice(s) of \((K,\mu_0)\), while the second inequality is tight for every choice of \((K,\mu_0)\) at the cost of a stronger cone condition on \( K \). These inequalities will be essential in understanding and verifying the condition (R2) in Theorem 2.2.

We note that although the appearance of Proposition 4.7-(4) is similar to Proposition 4.3-(3), the proof takes a rather different route by resorting to ‘exponential Poincaré-type inequalities’ due to [BG99]. The subtle point here is that we need the variance component to scale like \( \sigma^2 \cdot \mathbb{E} \text{err}(\sigma) \) rather than the bigger quantity \( \sigma^2 \cdot \mathbb{E} \text{lrt}(\sigma) \) in the exponential inequality in the proof of the main Theorem 2.2. This sub-gaussian tail behavior of \( \text{lrt}(\cdot) \) is quite natural and cannot be improved in view of the Gaussian approximation for \( \text{lrt}(\cdot) \) proved in [HSS22, Theorem 3.1].

4.3. DoF process. Define the (scaled) degree-of-freedom (DoF) process
\[
d\text{of}(\sigma) \equiv \left( \hat{\mu}_K^{\text{seq}}(\sigma) - \mu, \sigma h \right).
\]

This definition is different from [MW00, Kat09], where the quantity \( \text{div} \hat{\mu}_K^{\text{seq}}(\sigma) \) is defined as the ‘degree-of-freedom’ associated with \( \hat{\mu}_K^{\text{seq}} \) in the Gaussian sequence model (1.4). As we will see below, the two definitions agree in expectation modulo a multiplicative scaling factor \( \sigma^2 \). We will work with the definition (4.1) above, as thus defined \( \text{dof}(\cdot) \) is both directly connected to, and also shares similar properties as \( \text{err}(\cdot) \) and \( \text{lrt}(\cdot) \) studied in the previous subsections. Below we summarize some useful analytic and probabilistic properties for \( \text{dof}(\cdot) \).

**Proposition 4.8.** The following hold for \( \text{dof}(\cdot) \) defined in (4.1).

1. \( \mathbb{E} \text{dof}(\sigma) = \sigma^2 \mathbb{E} \text{div} \hat{\mu}_K^{\text{seq}}(\sigma) \).
2. \( \sigma \mapsto \text{dof}(\sigma)/\sigma^2 \) is non-increasing, and for any \( \sigma \geq 0, M \geq 1 \), we have \( \text{dof}(\sigma) \leq \text{dof}(M\sigma) \leq M^2 \text{dof}(\sigma) \).
3. For any \( \sigma > 0 \), we have
\[
\text{err}(\sigma) \leq \text{dof}(\sigma) \leq \sigma \int_0^\sigma \frac{\text{err}(\tau)}{\tau^2} \text{d}\tau.
\]

Consequently, \( \lim_{\sigma \to 0} \mathbb{E} \text{div} \hat{\mu}_K^{\text{seq}}(\sigma) = \lim_{\sigma \to 0} \mathbb{E} \text{err}(\sigma)/\sigma^2 = \delta_{T_k(\mu_0)}(\cdot) \).

4. The variance bound \( \text{Var}(\text{dof}(\sigma)) \leq 4\sigma^2 \mathbb{E} \text{err}(\sigma) \) holds. Furthermore there exists some absolute constant \( L > 0 \) such that
\[
\mathbb{P} \left( L^{-1} \left| \text{dof}(\sigma) - \mathbb{E} \text{dof}(\sigma) \right| \geq \sqrt{\sigma^2 \cdot \mathbb{E} \text{err}(\sigma) \cdot t + \sigma^2 t} \right) \leq L^{-t/L}
\]
holds for all \( t \geq 0 \).
The inequality in Proposition 4.8-(3) provides an important quantitative link between $\text{err}$, $\text{dof}$, $\text{lrt}$ by tracking the tightness of the easy inequality $\text{err}(\sigma) \leq \text{dof}(\sigma) \leq \text{lrt}(\sigma)$. This inequality also plays a key role in the proof of Proposition 4.7-(2). In the expectation form, this inequality reads

$$E \text{err}(\sigma) \leq \sigma^2 \frac{\text{div}_{\sigma}^2}{\sigma} \leq \sigma \int_0^\sigma \frac{E \text{err}(\tau)}{\tau^2} \, d\tau.$$  

The left hand side is essentially known in [MW00, Eqn. (10), pp. 1086]. The right hand side seems genuinely new. Furthermore, the upper bound is tight in the low noise limit as $\sigma \downarrow 0$.

### 4.4. A uniform concentration inequality

Using the analytic and probabilistic properties for $\text{err}(\cdot), \text{lrt}(\cdot), \text{dof}(\cdot)$ derived in the previous subsections, we may prove the following uniform concentration inequality.

**Proposition 4.9.** Let $H \in \{\text{err}, \text{lrt}, \text{dof}\}$. There exists a universal constant $C > 0$ such that for any $0 < \varepsilon_0 < M_0$ and $t \geq 1$,

$$
\mathbb{P} \left[ |H(\sigma) - \mathbb{E} H(\sigma)| \leq C(\sigma \cdot \mathbb{E}^{1/2} \text{err}(\sigma) \cdot \sqrt{t + \sigma^2} \cdot t), \quad \forall \sigma \in [\varepsilon_0, M_0] \right] \\
\geq 1 - C e^{-t/C} \cdot (1 + \delta_r(K_{\varepsilon_0})) \cdot \log_+(M_0/\varepsilon_0) \geq 1 - 2Ce^{-t/C} \cdot n \log_+(M_0/\varepsilon_0).
$$

For the above inequality to be meaningful in applications, we need to choose $t$ that grows at a certain rate depending on the growth of $M_0/\varepsilon_0$.

### 5. Proof outline of Theorem 2.2

The basic approach of the proof of Theorem 2.2 is to reduce the primal optimization (PO) problem (1.2) to a simpler, but probabilistically ‘equivalent’ auxiliary optimization (AO) problem (cf. Theorem A.1). This method of reduction is now well understood; see [TAH18]. Here with the help of the variational characterization of $\text{lrt}(\cdot)$ proved in Lemma 4.5 and an appropriate reparametrization, it can be shown that we only need to deal with the AO problem

$$
\Psi^\alpha(g, h) \equiv \frac{1}{2} \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} \left[ \sqrt{\|r_n g + \xi\|^2/m} - \frac{\alpha}{2\eta} \cdot r_n^2 - \frac{1}{2\alpha\eta} \cdot \frac{1}{n} \text{lrt} \left( \frac{\alpha\eta}{\sqrt{m/n}} \right)^2 \right] \\
= \frac{1}{2} \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} \Sigma_n(\alpha, \eta) \equiv \mathcal{R}(\Sigma_n; [0, L_n]) \quad (5.1)
$$

for some $L_n > 1$ large enough; see Proposition 6.7 for a formal statement. Here the randomness on the standard Gaussian vector $h \in \mathbb{R}^n$ is implicit in $\text{lrt}(\cdot)$.

The goal now is to show that for the $r_n > 0$ chosen according to the fixed point equation (2.5), the minimizer of $\min_{\alpha \in [0, L_n]}$ in the above AO should be very close to 1 whenever $r_n^2 \gg \xi_n/m$. The basic logic to show this is to prove an assertion of the following type: for every small but fixed $\varepsilon > 0$,

$$
\mathcal{R}(\Sigma_n; [0, L_n], \varepsilon) \quad \text{is ‘larger’ than } \mathcal{R}(\Sigma_n; [0, L_n]) \quad \text{w.h.p. in the limit,} \quad (5.2)
$$
where \([0, L_w)_\varepsilon \equiv [0, 1 - \varepsilon] \cup [1 + \varepsilon, L_w]\).

To motivate the discussion of our approach, it is useful to have a sense of how (5.2) works in the ‘proportional high dimensional regime’ (cf. [TAH18]). This regime postulates a non-degenerate limit for the objective function in the AO, i.e., \(\mathcal{D}_n \to \mathcal{D}\) for some non-trivial \(\mathcal{D}\) in an appropriate sense. Then (5.2) reduces to essentially a deterministic inequality \(\mathcal{R}(\varepsilon; [0, L_w)_\varepsilon) > \mathcal{R}(\mathcal{D}; [0, L_w])\). Clearly, such an approach will be useful only if \(\mathcal{D}\) is non-degenerate.

In our setting, for most interesting problem instances \((K, \mu_0)\), in particular those with vanishing risks, the limit \(\mathcal{D}\) is degenerate \(\mathcal{D}(\cdot, \cdot) \equiv \sigma\), so the above method of analysis necessarily fails. This suggests that in order to analyze (5.1), we need to study (i) the precise order of the gap between suitable versions of \(\mathcal{R}(\varepsilon; [0, L_w)_\varepsilon)\), \(\mathcal{R}(\mathcal{D}; [0, L_w])\) and (ii) their stochastic fluctuations. It turns out this rough idea can be formalized by a conditional argument on a ‘good event’ of \(\xi \in \mathbb{R}^m\), on which the aforementioned two intertwined issues can be resolved at the same time all the way down to \(r_n^2 \gg \mathcal{U}_n/m\). More concretely:

(1) The version of \(\mathcal{D}_n(\alpha, \eta)\) we will be working with is

\[
\mathcal{D}_n(\alpha, \eta) \equiv \sqrt{n} \alpha^2 + \|\xi\|^2/m - \frac{\alpha}{2\eta} \cdot r_{n,\xi}^2 - \frac{1}{2\alpha\eta} \cdot \frac{1}{n} \log\left(\frac{\alpha\eta}{\sqrt{m/n}}\right),
\]

where \(r_{n,\xi}\) solves the (conditional) fixed point equation (2.5) with \(\sigma^2\) therein replaced by \(\|\xi\|^2/m\); see (6.2) below for a formal definition. So conditional on the ‘good event’ of \(\xi \in \mathbb{R}^m\), the randomness in \(\mathcal{D}_n(\alpha, \eta)\) is entirely driven by the Gaussian vector \(h \in \mathbb{R}^n\) in \(\log\cdot\). The precise meaning of the ‘good event’ of \(\xi \in \mathbb{R}^m\) will be stated in Definition 6.2.

(2) Using \(\mathcal{D}_n\), we will establish the following version of (5.2): For any fixed \(\varepsilon > 0\), conditional on the ‘good event’ of \(\xi\), there exists \(c_\varepsilon > 0\) such that

\[
\mathcal{R}(\mathcal{D}_n; [0, L_w)_\varepsilon) \geq \mathcal{R}(\mathcal{D}_n; [0, L_w]) + c_\varepsilon \cdot r_n^2 \quad \text{w.h.p}
\]

for all \(n\) large enough. See Proposition 6.10 for a formal statement. The gap order \(r_n^2\) in (5.4) is essential, as will be seen below.

(3) Next we study the (conditional) stochastic fluctuation problem. For the risk of the constrained LSE \(\widehat{\mu}(\sigma)\) in PO to be related to AO in a probabilistically ‘equivalently way’, it is necessary that either side of (5.4) should be roughly deterministic for large enough \(n\). We achieve this conditional ‘de-stochastization’ step by showing that the random variable on the right hand side of (5.4) can be replaced by a conditionally deterministic quantity, with fluctuations controlled strictly below the gap order \(r_n^2\) in (5.4):

\[
\mathcal{R}(\mathcal{D}_n; [0, L_w]) = \mathcal{R}\left(\mathbb{E}^\varepsilon \mathcal{D}_n; [0, L_w]\right) + \mathcal{O}_\varepsilon(r_n^2).
\]

The above equality is formally established in Proposition 6.9. We mention that it is important to choose the right hand side, instead of the left hand side, of (5.4) for the above conditional de-stochastization step. The conditional stochastic fluctuation of \(\mathcal{R}(\mathcal{D}_n; [0, L_w)_\varepsilon)\) seems much harder to control, in particular in the region \(\alpha \in [1 + \varepsilon, L_w]\).
Now we may explain the reason for choosing the version $D_n$ in (5.3). The key point therein is to separate the term $\|\xi\|^2/m$ apart from the calculations of stochastic fluctuations that are targeted below the gap order $\sigma_n^2$ as in (5.4). In fact, for each fixed $\alpha, \eta > 0$, conditionally on $\xi$, an easy calculation shows that

$$|D_n(\alpha, \eta) - \mathcal{D}_n(\alpha, \eta)| = \omega_{\mathbb{P}}(\sigma_n^2).$$

If $\|\xi\|^2/m$ is replaced by its limit $\sigma^2$ in $D_n$ and proceed with unconditional arguments, the fluctuation will be necessarily of a much larger order $\max\{o(\sigma_n^2), m^{-1/2}\}$, where the hard threshold $m^{-1/2}$ comes from the fluctuation of $\|\xi\|^2/m$. To put this in other words, the main reason for adopting a conditional argument on $\xi$ is that the speed at which $\mathcal{D}_n$ converges can be much slower than the targeted gap order $\sigma_n^2$, so keeping $\|\xi\|^2/m$ in $D_n$ amounts to decoupling the undesirably large stochastic fluctuations due to $\|\xi\|^2/m$. On the other hand, the potentially slower convergence of $\mathcal{D}_n$ does not cause problems in the risk analysis, as $r_{n, \xi}$ and $r_n$ are asymptotically equivalent as long as $\|\xi\|^2/m$ is consistent for $\sigma^2$ (cf. Lemma 6.3).

The key inequalities (5.4) and (5.5), valid all the way down to almost the parametric rate $\sigma_n^2 \gg \Lambda_n/m$, are proved using very different ideas that will be of more technical nature, so will be detailed in Section 6 below. Clearly, in view of the form of $\mathcal{D}_n, D_n$ in (5.1) and (5.3), the analytical and probabilistic results on $\mathbb{E}\xi \{err(\omega_{m/n}(r, \sigma_m))\}$ and other related quantities in Section 4 will be crucial, for obtaining the correct gap order $\sigma_n^2$ in (5.4) and the conditional fluctuation order $\omega_{\mathbb{P}}(\sigma_n^2)$ in (5.5).

### 6. Proof of Theorem 2.2

#### 6.1. Some further notation.

We introduce some further notation. Let

$$\sigma_m^2 = \|\xi\|^2/m. \quad (6.1)$$

Let $r_{n, \xi} > 0$ be the solution to the fixed point equation

$$\mathbb{E}\xi \{err(\omega_{m/n}(r, \sigma_m))\} = nr^2. \quad (6.2)$$

Then for $\sigma_m > 0$, which holds on the ‘good event’ in Definition 6.2 below, there exists a unique solution $r_{n, \xi} > 0$ if and only if $m > \delta_K$ (cf. Proposition 2.1).

Fix any slowly growing sequence $u_n \uparrow \infty$ with $u_n\Lambda_n/m \to 0$, and let

$$r_{n, \xi}^2 = r_{n, \xi}^2(u_n) \equiv \max\{r_n^2, \frac{u_n\Lambda_n}{m}\}, \quad \bar{r}_{n, \xi}^2 = \bar{r}_{n, \xi}^2(u_n) \equiv \max\{r_n^2, \frac{2u_n\Lambda_n}{m}\}. \quad (6.3)$$

Notational dependence on $u_n$ will typically be suppressed for simplicity. In the case $m/\Lambda_n \geq M_n$ for some $M_n \uparrow \infty$, we choose $u_n \equiv M_n^{1/2}$.

**Lemma 6.1.** For $r_{\xi}$ defined in (6.3), $\mathbb{E}\xi \{err(\omega_{m/n}(r_{\xi}, \sigma_m))\} \leq nr_{\xi}^2$ with equality if and only if $r_{\xi} = r_{n, \xi}$.

**Proof.** By definition, $r_{\xi} \geq r_{n, \xi}$, so by monotonicity of $r \mapsto \mathbb{E}\xi \{err(\omega_{m/n}(r, \sigma_m))\}/r^2$ proved in Proposition 4.4-(1), we have $\mathbb{E}\xi \{err(\omega_{m/n}(r_{\xi}, \sigma_m))\}/nr_{\xi}^2 \leq \mathbb{E}\xi \{err(\omega_{m/n}(r_{n, \xi}, \sigma_m))\}/nr_{n, \xi}^2 = 1$, as desired. \(\square\)

With $r_{\xi}$ defined in (6.3), let

$$D(\alpha, \eta) \equiv \sqrt{r_{\xi}^2\alpha^2 + \sigma_m^2 - \frac{\alpha}{2\eta} \cdot r_{\xi}^2 - \frac{1}{2\alpha\eta} \cdot \frac{1}{n} \cdot \text{lrt}\left(\frac{\alpha\eta}{\sqrt{m/n}}\right)}. \quad (6.4)$$
and \( \overline{D}(\alpha, \eta) \equiv \mathbb{E}^\xi D(\alpha, \eta) \). Derivatives of \( D \) are given by:

\[
\begin{align*}
\frac{dD}{d\alpha} &= \frac{\alpha r^2 \gamma}{\sqrt{\sigma^2 \alpha^2 + \sigma_m^2}} - \frac{1}{2\eta} \cdot r^2 - \frac{1}{2\alpha\eta} \cdot \frac{\text{err}(\alpha\eta/\sqrt{m/n})}{n}, \\
\frac{dD}{d\eta} &= \frac{\alpha}{2\eta^2} \cdot r^2 - \frac{1}{2\alpha\eta^2} \cdot \frac{\text{err}(\alpha\eta/\sqrt{m/n})}{n}.
\end{align*}
\]

(6.5) \hspace{1cm} (6.6)

In the above calculations we used Lemma 4.5-(3). The derivatives for \( \overline{D} \) take the same form upon changing \( \text{err}(\cdot) \) to \( \mathbb{E}^\xi \text{err}(\cdot) \) in (6.5)-(6.6).

6.2. ‘Good event’ of \( \xi \). We now define formally the good event of \( \xi \in \mathbb{R}^m \) on which the conditioning arguments will be performed.

**Definition 6.2.** Fix some slowly growing sequences \( M'_n, M''_n \uparrow \infty \) with \( M'_n \land M''_n \geq 2 \) and \( C_0 > 1 \). Define the good event \( E(C_0) \equiv E(M'_n), \{M''_n\}, C_0 \) to be the collection of all \( \xi \in \mathbb{R}^m \) such that:

1. \( \sigma_m \) and \( \sigma \) are close enough in the sense that
   \[
   \left| \frac{\sigma^2_m - \sigma^2}{\sigma^2} - 1 \right| \leq \frac{1}{M'_n}. \tag{6.7}
   \]
2. \( r_{n,\xi} \) and \( r_n \) are close enough in the sense that
   \[
   \left| \frac{r^2_{n,\xi} - r^2_n}{r^2_n} - 1 \right| \leq \frac{1}{M'_n}. \tag{6.8}
   \]
3. \( \text{(R2)} \) holds conditionally in the sense that
   \[
   \frac{1}{2n\sigma^2_m} \left( \mathbb{E}^\xi \text{err}(\omega_{m/n}(r_{n,\xi}, \sigma_m)) - \mathbb{E}^\xi \text{err}(\omega_{m/n}(r_{n,\xi}, \sigma_m)) \right) \leq 1 - 1/C_0. \tag{6.9}
   \]
4. It holds that \( r_{\sqrt{\cdot}} \leq C_0 \).

Below we establish that the above definition indeed leads to a ‘good event’.

**Lemma 6.3.** The following hold.

1. (6.7) holds with probability tending to 1 for some slowly growing \( M'_n \).
2. \( \min(\sigma^2_m/\sigma^2, \sigma^2/\sigma^2_m) \leq r^2_{n,\xi}/r^2_n \leq \max(\sigma^2_m/\sigma^2, \sigma^2/\sigma^2_m) \). So \( r_{n,\xi} \gtrsim r_n \), and (6.8) holds with probability tending to 1 for some slowly growing \( M'_n \).
3. Suppose (R2) holds. Then (6.9) holds with probability tending to 1 for sufficiently large \( C_0 > 1 \).

Consequently, under (R2) and \( r_n \leq 1 \), for \( \{M''_n\} \) chosen according to (1), \( \{M'_n\} \) according to (2) and large enough \( C_0 > 1 \), the event \( E(C_0) \) in Definition 6.2 satisfies \( \mathbb{P}(E(C_0)) \to 1 \).

**Proof.** (1). This follows immediately from \( \sigma^2_m \gtrsim \sigma^2 \).

(2). By the stability estimate in Proposition 4.2,

\[
nr^2_{n,\xi} = \mathbb{E}^\xi \text{err}(\omega_{m/n}(r_{n,\xi}, \sigma_m)) \leq \left( 1 + \frac{r^2_{n,\xi} + \sigma^2_m}{r^2_n + \sigma^2} \right) \mathbb{E}^\xi \text{err}(\omega_{m/n}(r_n)).
\]
where as desired. □

We have (3). By the stability estimates in Propositions 4.2 and 4.6, coupled with (1) and (2), placing max to min can be similarly shown.

Proof. It is easy to solve that \( r_n^2 = \max \{ \sigma^2_r, \sigma^2_m \} \). A reversed inequality replacing max to min can similarly be shown.

The claim follows. □

6.3. Identifying the PO and AO. As mentioned in Section 5, the general principle of the reduction scheme from the PO problem to an AO problem is now well understood [TAH18]. Here we spell out some details, with a particular eye on the scaling issue and conditional arguments.

We first rewrite the objective function in (1.2). Let \( L \) be the normalized Gaussian matrix so the entries of \( G \) are i.i.d. standard normal. The PO is

\[
\Phi^0(G) \equiv \min_{\mu \in \mathbb{R}^m} \frac{\|Y - X\mu\|^2}{2m} = \min_{v \in \mathbb{R}^m, w \in \mathbb{R}^n} \max_{u \in \mathbb{R}^m} \left[ \frac{1}{\sqrt{m}} r_v \cdot u^\top G(-w) + Q(u, v, w) \right],
\]

where

\[
Q(u, v, w) \equiv \frac{1}{\sqrt{m}} (u^\top \xi - u^\top \nu) + \frac{1}{m} (L(v) + 0_K(\mu_0 + \sqrt{n}r_v,w)).
\]

(6.10)

Proof. Note that

\[
\Phi^0(G) = \min_{v \in \mathbb{R}^m, w \in \mathbb{R}^n} \left[ \frac{1}{\sqrt{m}} (L(v) + 0_K(\mu_0 + \sqrt{n}r_v,w)) \right]
\]

subject to \( v = \xi - r_v Gw \).

Now adding dual variable \( u \) in the above optimization, \( \Phi^0(G) \) becomes

\[
\min_{v \in \mathbb{R}^m, w \in \mathbb{R}^n} \max_{u \in \mathbb{R}^m} \left[ \frac{1}{\sqrt{m}} (L(v) + 0_K(\mu_0 + \sqrt{n}r_v,w)) + \frac{1}{m} r_v \cdot u^\top G(-w) + Q(u, v, w) \right],
\]

as desired. □

For any subset \( S_u, S_v, S_w \subset [0, \infty) \), define

\[
\Phi^0_{S_u,S_v,S_w}(G) \equiv \min_{v \in \mathbb{R}^m, w \in \mathbb{R}^n} \max_{u \in \mathbb{R}^m} \left[ \frac{1}{\sqrt{m}} r_v \cdot u^\top G(-w) + Q(u, v, w) \right].
\]

(6.11)
In the special case where \( S_u = [0, L_u], S_v = [0, L_v], S_w = [0, L_w] \), we simply write \( \Phi^u_{[0,L_u],[0,L_v],[0,L_w]}(G) = \Phi^u_{L_u,L_v,L_w}(G) \). The constants \((L_u, L_v, L_w)\) will always come with subscript to indicate the variable for which localization is applied. A constant is often omitted when taken \( \infty \). For instance, \( \Phi^u_{L_w}(G) = \Phi^u_{\infty,\infty,L_w}(G) \).

**Lemma 6.5.** Take \( L_w > 1 \). Fix \( \xi \in \mathbb{R}^m \) and a sequence \( \{\varepsilon_n\} \).

1. If any sequence of \( \varepsilon_n \)-optimizers \( w_{s,L_w}^\varepsilon \) for \( \Phi^u_{L_w}(G) \) satisfies \( \|w_{s,L_w}^\varepsilon\| \leq 1 \), then any original sequence of \( \varepsilon_n \)-optimizers \( w_s^\varepsilon \) for \( \Phi^u(G) \) also satisfies \( \|w_s^\varepsilon\| \leq 1 \).
2. If any sequence of \( \varepsilon_n \)-optimizers \( w_{s,L_w}^\varepsilon \) for \( \Phi^u_{L_w}(G) \) satisfies \( \|w_{s,L_w}^\varepsilon\| \leq L \) with \( \mathbb{P}\)-asymptotic probability 1 for some \( L' < L_w \), then any original sequence of \( \varepsilon_n \)-optimizers \( w_s^\varepsilon \) for \( \Phi^u(G) \) also satisfies \( \|w_s^\varepsilon\| \leq L' \) with \( \mathbb{P}\)-asymptotic probability 1.

**Proof.** We only prove (1). (2) is completely similar. The proof is similar to [TAH18, Lemma A.1]. Fix \( \varepsilon > 0 \). By assumption \( \|w_{s,L_w}^\varepsilon\| \in [1 - \varepsilon, 1 + \varepsilon] \) with \( \mathbb{P}\)-asymptotic probability 1. Let

\[
\mathcal{O}(w) = \frac{1}{m} \left[ L(\xi - r_v G w) + \theta_K(\mu_0 + \sqrt{n} r_v w) \right].
\]

Then \( \mathcal{O}(w_s^\varepsilon) \leq \mathcal{O}(w_{s,L_w}^\varepsilon) + \varepsilon_n \) by the global near optimality of \( w_s^\varepsilon \) with respect to \( \mathcal{O} \). This means \( w_s^\varepsilon \) is the optimizer in the range \( \|w\| \leq L_w \); or \( w_s^\varepsilon \) falls out of the range, i.e., \( \|w_s^\varepsilon\| > L_w \). The latter cannot happen for \( n \) large: if it happens, then any point \( w \) on the line segment of \( w_s \) and \( w_{s,L_w} \) must satisfy \( \mathcal{O}(w) \leq \mathcal{O}(w_{s,L_w}) + \varepsilon_n \). In particular, any such \( w \) that are close enough, but distinct to \( w_{s,L_w} \) will be an \( \varepsilon_n \)-optimizer of \( \Phi^u_{L_w}(G) \), a contradiction to the assumption any sequence of \( \varepsilon_n \)-optimizers of \( \Phi^u_{L_w}(G) \) must have \( \|\| \) length converging to 1 in \( \mathbb{P}\)-probability. \( \Box \)

Below in the index \( u, v \in \mathbb{R}^m, w \in \mathbb{R}^n \) we often suppress indications of the dimension \( m, n \). The corresponding AO problem (cf. Theorem A.1) now reads

\[
\bar{\Phi}^u_{L_w}(g, h) = \min_{v, \|v\| \leq L_v} \max_{u, \|u\| \leq L_u} \left[ \frac{1}{\sqrt{m}} r_v \cdot \|w\| g^T u + \frac{1}{\sqrt{m}} r_v \cdot \|u\| h^T (-w) + Q(u, v, w) \right].
\]

In similar spirit to (6.11), we may define \( \bar{\Phi}^u_{L_v,1,1,1}(g, h) \) by restricting the range of \( u \) to \( \|u\| \leq L_u, \|v\| \leq L_v \) in the above definition. To motivate the adjusted AO that will be actually used, note that by using the definition of \( Q \) in (6.10) and the duality \( \theta_K(\mu_0 + \sqrt{n} r_v w) = \sup_s (s^T (\mu_0 + \sqrt{n} r_v w) - \theta^*_{K} (s)) \), \( \bar{\Phi}^u_{L_w}(g, h) \) equals

\[
\min_{v, \|v\| \leq L_v} \max_{u, \|u\| \leq L_u} \left[ \frac{1}{\sqrt{m}} r_v \|w\| g^T u + r_v \|u\| h^T w + u^T \xi - u^T v \right]
\]

\[
+ \frac{1}{m}(L(v) + s^T (\mu_0 + \sqrt{n} r_v w) - \theta^*_{K} (s)).
\]

Following [TAH18], the adjusted version of AO problem that will be used is a min-max flipped version of the above display by further writing \( \max_{u, \|u\| = \beta} \)

\[
\Phi^u_{L_w}(g, h) \equiv \max_{\beta \geq 0, \|u\| = \beta} \min_{v, \|v\| \leq L_v} \max_{\|u\| = \beta} \left[ \frac{1}{\sqrt{m}} r_v \|w\| g^T u + r_v \|u\| h^T w + u^T \xi - u^T v \right]
\]
Proof. In similar spirit to (6.11), we may define $\Phi^a_{L_w, L, \nu, \nu_0} (g, h)$ by restricting the range of $\beta, \nu$ to $\beta \leq L_\beta, \|w\| \leq L_\nu$ in the above definition.

Lemma 6.6. Fix $\xi \in \mathbb{R}^m$. For any $L_w > 1, \varepsilon > 0$, there exists some $C = C(L_w, \varepsilon) > 0$ such that with $L_u = L_\beta \geq \frac{C(r_v \sqrt{n/m} + \|\xi\|/m^{1/2})}{L_w}$, $L_\nu \equiv m^{1/2} L_w$, for any closed subset $S_w \subset [0, L_w]$, all probabilities $\mathbb{P}^\xi (\Phi^a_{S_w} (G) = \Phi^p_{L_w, L, \nu, S_w} (G))$, $\mathbb{P}^\xi (\Phi^a_{S_w} (g, h) = \Phi^a_{L_\beta, L, \nu, S_w} (g, h))$ exceed $1 - \varepsilon$.

Proof. The proof adapts the idea from [TAH18, Lemma A.2]. First consider localization of the PO problem $\Phi^a_{L_w} (G)$. By the first order optimality condition with respect to $u, v$, any saddle point $(u_*, v_*, w_*)$ to $\Phi^a_{L_w} (G)$ satisfies

$$\frac{1}{\sqrt{m}} (-r_v G w_* + \xi - v_*) = 0, \quad \frac{1}{\sqrt{m}} (-u_*) + \frac{1}{m} \cdot v_* = 0,$$

which gives $u_* = \frac{1}{\sqrt{m}} v_* = \frac{1}{\sqrt{m}} (-r_v G w_* + \xi)$. Consequently,

$$\|u_*\| \leq m^{-1/2} \|r_v \|G\| \|w_*\| + \|\xi\|) = O_{\mathbb{P}_G}(r_v \sqrt{n/m} + \|w_*\| + \|\xi\|/m^{1/2})$$

and $\|v_*\| = \sqrt{m} \|u_*\|$. This proves the claim for the PO. Next consider localization of the AO problem $\Phi^a_{L_w} (g, h)$. Again by the first optimality condition with respect to $u, v$, any saddle point $(\tilde{u}, \tilde{v}, \tilde{w})$ satisfies

$$\frac{1}{\sqrt{m}} (r_v ||w|| g - r_v (\tilde{u} ||\tilde{u}||) h^T \tilde{w} + \xi - \tilde{v}) = 0, \quad \frac{1}{\sqrt{m}} (-\tilde{u}) + \frac{1}{m} \cdot \tilde{v} = 0,$$

which gives $\tilde{u} = \frac{1}{\sqrt{m}} \tilde{v} = \frac{1}{\sqrt{m}} (r_v ||\tilde{w}|| g - r_v (\tilde{u} ||\tilde{u}||) h^T \tilde{w} + \xi)$. Consequently,

$$\|\tilde{u}\| \leq m^{-1/2} (r_v ||g|| + ||\tilde{h}||) + ||\xi||) = O_{\mathbb{P}_G}(r_v \sqrt{n/m} + r_v + \|\xi\|/m^{1/2})$$

and $\|\tilde{v}\| = \sqrt{m} ||\tilde{u}||$. A completely similar argument applies to the adjusted AO. \qed

Proposition 6.7. The adjusted AO problem $\Phi^a_{L_w} (g, h)$ in (6.12) equals

$$\frac{1}{2} \min_{\alpha \in [0, L_w]} \max_{\eta \geq 0} \left( \sqrt{r_v \|g\| + \|\xi\|/m} - \frac{\alpha}{2 \eta} - \frac{r_v^2}{2 \eta} - \frac{1}{2 \eta} \cdot \frac{1}{n} \cdot \log \left( \frac{\alpha n}{\sqrt{m/n}} \right)^2 \right).$$

Furthermore, on the event $E(C_0)$ (see Definition 6.2), we have

$$\Phi^a_{L_w} (g, h) = \frac{1}{2} \min_{\alpha \in [0, L_w]} \max_{\eta \geq 0} \mathbb{D}(\alpha, \eta)^2 + o_{\mathbb{P}_G}(r_v^2).$$

Here the probability estimate in $o_{\mathbb{P}_G}$ is uniform with respect to problem instances for a fixed choice of $C_0, L_w$.

Proof. First taking maximum over $u$ with $\|u\| = \beta, \Phi^a_{L_w} (g, h)$ equals

$$\max_{\beta \geq 0, v, \|w\| \leq L_w} \left[ \frac{1}{\sqrt{m}} (-r_v \beta h^T w + \beta ||r_v \|w\| g + \xi - v) \right]$$

$$+ \frac{1}{m} \left( L(v) + s^T (\mu_0 + \sqrt{n r_v \|w\|}) - \Phi^k_{\nu}(s) \right).$$
Minimizing over \( w \) using the same trick as above for \( u \), \( \Phi_{L_w}^\alpha (g, h) \) equals

\[
\max_{\alpha \geq 0} \min_{\beta \geq 0} \max_{v \in S_{L_w}} \left[ \frac{1}{ \sqrt{m} } \cdot \min_{\|w\| \leq L_w} \left\{ w^T \left( -r_v \beta h + (r_v / \sqrt{m/n})s \right) + \beta \|r_v w\| g + \xi - v \right\} + \frac{1}{m} (L(v) + (s^T \mu_0 - 0^*_{K}(s))) \right]
\]

\[
= \max_{\alpha \geq 0} \min_{\beta \geq 0} \min_{s, \beta \geq 0} \max_{\alpha \geq 0} \min_{\gamma \leq L_w} \left[ \frac{1}{ \sqrt{m} } \min_{\|w\| \leq L_w} \left\{ -a \|r_v \beta h - (r_v / \sqrt{m/n})s \| + \beta \|r_v \beta g + \xi - v\| \right\} + \frac{1}{m} (L(v) + (s^T \mu_0 - 0^*_{K}(s))) \right].
\]

As the objective function is jointly convex in \((\alpha, v)\) and concave in \((\beta, s)\) and the range of \(\alpha\) is bounded, we may apply Sion’s min-max theorem (cf. Lemma A.4) so the above \( \max_{\alpha \geq 0} \min_{\beta \geq 0} \min_{s, \beta \geq 0} \max_{\alpha \geq 0} \min_{\gamma \leq L_w} \left[ \frac{1}{ \sqrt{m} } \min_{\|w\| \leq L_w} \left\{ -a \|r_v \beta h - (r_v / \sqrt{m/n})s \| + \beta \|r_v \beta g + \xi - v\| \right\} + \frac{1}{m} (L(v) + (s^T \mu_0 - 0^*_{K}(s))) \right] \).
\[ \min_{a \in [0, L_w]} \max_{\eta \geq 0} \left[ \sqrt{||r_{v}ag + \xi||^2 / m} - \frac{\alpha \gamma}{2} \cdot r_{v}^2 - \frac{\gamma}{2} \cdot 1 n \cdot \left\lfloor \frac{\alpha F}{\gamma \sqrt{\alpha m/n}} \right\rfloor \right] \]

where we changed \((\beta, \tau_h) \) to \((\beta, \gamma)\) with \(\gamma = \tau_h/(r_v^2)\) in the last equality. Further changing \((\beta, \gamma)\) to \((\eta, \gamma)\) with \(\eta = \beta/\gamma\), \(\Phi_{L_w}^a (g, h)\) becomes

\[ \min_{a \in [0, L_w]} \max_{\eta \geq 0} \left[ \eta \sqrt{||r_{v}ag + \xi||^2 / m} - \frac{\alpha}{2 \eta} \cdot r_{v}^2 - \frac{1}{2 \alpha \eta} \cdot 1 n \cdot \left\lfloor \frac{\alpha \eta}{\sqrt{\alpha m/n}} \right\rfloor \right] - \eta^2 \cdot \gamma^2 / 2 \]

Now computing the inner most maximum with respect to \(\gamma\), \(\Phi_{L_w}^a (g, h)\) equals

\[ \frac{1}{2} \min_{a \in [0, L_w]} \max_{\eta \geq 0} \left[ \sqrt{||r_{v}ag + \xi||^2 / m} - \frac{\alpha}{2 \eta} \cdot r_{v}^2 - \frac{1}{2 \alpha \eta} \cdot 1 n \cdot \left\lfloor \frac{\alpha \eta}{\sqrt{\alpha m/n}} \right\rfloor \right]^2 \]

The claim now follows by Lemma 6.8 below.

**Lemma 6.8.** On the event \(E(C_0)\) (see Definition 6.2),

\[ \min_{a \in [0, L_w]} \max_{\eta \geq 0} \left[ \sqrt{||r_{v}ag + \xi||^2 / m} - \frac{\alpha}{2 \eta} \cdot r_{v}^2 - \frac{1}{2 \alpha \eta} \cdot 1 n \cdot \left\lfloor \frac{\alpha \eta}{\sqrt{\alpha m/n}} \right\rfloor \right]^2 = \min_{a \in [0, L_w]} \max_{\eta \geq 0} D(a, \eta)^2 + \Phi_{L_w}^a (r_v^2) \]

Here the probability estimate in \(\Phi_{L_w}^a\) is uniform with respect to problem instances for a fixed choice of \(C_0, L_w\).

**Proof.** Note that for generic functions \(F_1(\alpha), F_2(\alpha)\) and \(G(\alpha, \eta)\),

\[
\left\lfloor \min_{a} \max_{\eta} (F_1(\alpha) + G(\alpha, \eta))^2 - \min_{a} \max_{\eta} (F_2(\alpha) + G(\alpha, \eta))^2 \right\rfloor \\
\leq \max_{a} \max_{\eta} \left( (F_1(\alpha) + G(\alpha, \eta))^2 - (F_2(\alpha) + G(\alpha, \eta))^2 \right) \\
\leq 2 \left( \max_{a} \max_{\eta} (F_1(\alpha) + G(\alpha, \eta))^2 \right)^{\vee} \max_{\alpha} \max_{\eta} (F_2(\alpha) + G(\alpha, \eta)) \max_{\alpha} |F_1(\alpha) - F_2(\alpha)|.
\]

So the difference between the LHS and the first term of the RHS in the equality stated in the lemma is at most the product of

\[(I) \equiv 2 \max_{a \in [0, L_w]} \left| \sqrt{||r_{v}ag + \xi||^2 / m} - \sqrt{r_v^2 \alpha^2 + \sigma_m^2} \right|
\]

and

\[(II) = \max_{a \in [0, L_w]} \max_{\eta \geq 0} \left[ \sqrt{||r_{v}ag + \xi||^2 / m} - \frac{\alpha}{2 \eta} \cdot r_{v}^2 - \frac{1}{2 \alpha \eta} \cdot 1 n \cdot \left\lfloor \frac{\alpha \eta}{\sqrt{\alpha m/n}} \right\rfloor \right]^{\vee} \max_{\alpha} \max_{\eta} \max_{\eta \geq 0} \left[ \sqrt{r_v^2 \alpha^2 + \sigma_m^2} - \frac{\alpha}{2 \eta} \cdot r_{v}^2 - \frac{1}{2 \alpha \eta} \cdot 1 n \cdot \left\lfloor \frac{\alpha \eta}{\sqrt{\alpha m/n}} \right\rfloor \right]^{\vee}.
\]
For (I), note that
\[ (I) \leq 2\sigma_m^{-1} \max_{a \in [0, L_n]} \left| m^{-1} \| r_\alpha \alpha g + \xi \|^2 - (r_\alpha \alpha^2 + \sigma_m^2) \right| \]
\[ \leq \sigma_m^{-1} \max_{a \in [0, L_n]} \left( r_\alpha^2 \alpha^2 \left\| \alpha \right\|^2 \right) \leq \left| n \right| + r_\alpha \cdot \frac{1}{m} (g, \xi) = O_P(g(r_\alpha/m^{1/2})]. \]

For (II), we only handle the first term therein, as the second term is actually simpler. To this end, note that
\[ \max_{a \in [0, L_n]} \max_{\eta \geq 0} \left( \sqrt{\| r_\alpha \alpha g + \xi \|^2/m} - \frac{\alpha}{2 \eta} \cdot r_\alpha^2 - \frac{1}{2 \alpha \eta} \cdot \frac{1}{n} \left| \text{lrt} \left( \frac{\alpha \eta}{\sqrt{m/n}} \right) \right| \right) \]
\[ \leq \max_{a \in [0, L_n]} \sqrt{\| r_\alpha \alpha g + \xi \|^2/m} + \max_{\eta \geq 0} \min_{a \in [0, L_n]} \left[ \frac{\alpha}{2 \eta} \cdot r_\alpha^2 + \frac{1}{2 \alpha \eta} \cdot \frac{1}{n} \left| \text{lrt} \left( \frac{\alpha \eta}{\sqrt{m/n}} \right) \right| \right] \]
\[ \equiv (II)_1 + (II)_2. \]

It is easy to see (II)_1 = O_P(g)(1). For (II)_2, by choosing \( \eta = 1 \), we have
\[ (II)_2 \leq O_P(g)(1) + \frac{1}{n} \cdot \max_{a \in [0, L_n]} \frac{1}{\alpha} \left| \text{lrt} \left( \frac{\alpha}{\sqrt{m/n}} \right) \right| \]
\[ \leq O_P(g)(1) + \frac{1}{n} \cdot \frac{1}{L_w} \left| \text{lrt} \left( \frac{L_w}{\sqrt{m/n}} \right) \right| \text{ (by Lemma 4.5-(3))} \]
\[ \leq L_n \cdot O_P(g)(1) + \frac{1}{n} \cdot \frac{L_w^2}{r_{n, \xi}^2 + \sigma_m^2} \cdot \left| \text{lrt} \left( \omega_m/n(r_{n, \xi}, \sigma_m) \right) \right| \]

As \text{lrt}(\cdot) \geq 0,
\[ \left| \text{lrt} \left( \omega_m/n(r_{n, \xi}, \sigma_m) \right) \right| \]
\[ = O_P(g) \left( \mathbb{E}^g \left| \text{lrt} \left( \omega_m/n(r_{n, \xi}, \sigma_m) \right) \right| \right) \]
\[ = O_P(g) \left( \mathbb{E}^g \text{ err} \left( \omega_m/n(r_{n, \xi}, \sigma_m) \right) \right) + O_P(g)(n) \text{ (using (6.9))} \]
\[ = O_P(g)(m^2 + n) = O_P(g)(n). \]

Combining the above two displays, we have (II) = O_P(g)(1). The claim follows by noting that \( r_\alpha/m^{1/2} \ll r_\alpha^2. \]

6.4. Conditional localization and de-stochastization.

**Proposition 6.9.** Fix a sequence \( M_n \uparrow \infty \) such that \( m/L_n \geq M_n \). The following hold on the event \( E(C_0) \) (see Definition 6.2).

(1) It holds that
\[ \mathbb{P}^g \left( \min_{a \in [0, L_n]} \max_{\eta \geq 0} \left| \text{lrt}(a, \eta) \right|^2 = \min_{a \in [0, L_n]} \max_{\eta \geq 0} \left| \text{lrt}(a, \eta) \right|^2 \right) = 1 - o_P(g)(1). \]

The terms in the above probability equal
\[ \frac{1}{r_\alpha^2 + \sigma_m^2} \left( \frac{1 + o_P(g)(1)}{2n} \right) \]
\[ \times \left( \mathbb{E}^g \left| \text{lrt} \left( \omega_m/n(r_{n, \xi}, \sigma_m) \right) \right|^2 \right) \text{ (6.13).} \]
We only need to prove that (1a). First consider the case

Proof. Using the variance bound in Proposition 4.3, we have

By the stability estimate in Proposition 4.2,

\[ \alpha \]

By (6.5)-(6.6), an inner saddle point (\( \alpha_*, \eta_* \)) to the above min-max problem satisfies the first order optimality condition

\[ \alpha_* \eta_* = \sqrt{\alpha^2_{K^*} + \sigma^2_m}, \quad \alpha^2_n r^2_M = \text{err} (\alpha_* \eta_*/\sqrt{m/n}). \]  

By the stability estimate in Proposition 4.2,

\[ \alpha^2_n r^2_M = \text{err} (w_m/n(\alpha_*, r_\nu, \sigma_m)) \leq \frac{\alpha^2_{K^*} + \sigma^2_m}{r^2_\nu + \sigma^2_m} \text{err} (w_m/n(r_\nu, \sigma_m)). \]  

Using the variance bound in Proposition 4.3, we have

\[ \text{err} (w_m/n(r_\nu, \sigma_m)) = E^\xi \text{err} (w_m/n(r_\nu, \sigma_m)) + O_{\mu_\nu} \left( w_m/n(r_\nu, \sigma_m) \cdot E^{1/2} \text{err} (w_m/n(r_\nu, \sigma_m)) \right) \]

\[ = nr^2_\nu \cdot \left[ 1 + O_{\mu_\nu} \left( w_m/n(r_\nu, \sigma_m) \right) / \sqrt{n r^2_\nu} \right] \omega^{\frac{1}{2}} \equiv nr^2_\nu. \]  

The last equivalence in probability uses the fact \( nr^2_\nu \geq \Omega_n \gg 1 \). Combined with (6.16), we obtain

\[ \alpha^2_n r^2_M \leq \frac{\alpha^2_{K^*} + \sigma^2_m}{r^2_\nu + \sigma^2_m} \cdot nr^2_\nu (1 + o_{\mu_\nu}(1)). \]

On the event \( E_{\pm \varepsilon} \equiv \{ \alpha_* > 1 + \varepsilon \} \), the above display implies

\[ 2\varepsilon \sigma^2_m \leq \left( \alpha^2_* - 1 \right) \sigma^2_m = o_{\mu_\nu}(1). \]

As \( \sigma^2_m \geq \sigma^2/2 > 0 \) on \( E(C_0) \), the above inequality must be violated for \( n \) large with \( P_{\mu_\nu} \)-high probability, so \( \lim n P_{\mu_\nu}(E_{\pm \varepsilon}) = 0 \) for a fixed \( \varepsilon > 0 \). Similarly, the event \( E_{- \varepsilon} \equiv \{ \alpha_* < 1 - \varepsilon \} \) satisfies \( \lim n P_{\mu_\nu}(E_{- \varepsilon}) = 0 \) for fixed \( \varepsilon > 0 \), upon using the reserved version of the inequality (6.16) that holds for \( \alpha_* < 1 \). Consequently, we
have proved the $\mathbb{P}^\xi$-asymptotically probability 1 existence of an inner saddle point $(\alpha_s, \eta_s)$ with

$$\alpha_s \overset{p} \to 1, \quad \eta_s \overset{p} \to \sqrt{r_v^2 + \sigma_m^2} \quad \text{when } r_n \geq 2u_n\xi_n/m \quad \text{and } \xi \in E(C_0). \quad (6.18)$$

Now using (6.15) and the above display (6.18), we may calculate

$$\min_{\alpha \in [0,L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = D(\alpha_s, \eta_s)$$

$$= \sqrt{\frac{\sigma_m^2}{\alpha_s^2 r_v^2 + \sigma_m^2}} - \sqrt{\frac{2}{\alpha_s^2 r_v^2 + \sigma_m^2}} \left[ \frac{\alpha_s}{\alpha_s n} \right] \left( \text{lrt} \left( \omega_{m/n}(\alpha_s r_v, \sigma_m) \right) - \frac{1}{\alpha_s n} \right)$$

$$= \sqrt{\frac{1}{\alpha_s^2 r_v^2 + \sigma_m^2}} \left( \text{lrt} \left( \omega_{m/n}(\alpha_s r_v, \sigma_m) \right) - \text{err} \left( \omega_{m/n}(\alpha_s r_v, \sigma_m) \right) \right). \quad (6.19)$$

Using the stability estimates in Propositions 4.2 and 4.6, and the proven fact that $\alpha_s \overset{p} \to 1$, we have $H(\omega_{m/n}(\alpha_s r_v, \sigma_m)) \overset{p} \to H(\omega_{m/n}(r_v, \sigma_m))$ for $H \in \{\text{err}, \text{lrt}\}$. Now using the variance bounds in Proposition 4.3-(2) and Proposition 4.7-(3), and the fact that $\text{lrt}(\cdot) \geq \text{err}(\cdot)$ as proved in Proposition 4.7-(2), we have for $H \in \{\text{err}, \text{lrt}\}$,

$$H(\omega_{m/n}(r_v, \sigma_m))$$

$$= \mathbb{E}^\xi H(\omega_{m/n}(r_v, \sigma_m)) + O_p \left( \mathbb{E}^{1/2\xi} \text{err} \left( \omega_{m/n}(r_v, \sigma_m) \right) \right)$$

$$= \mathbb{E}^\xi H(\omega_{m/n}(r_v, \sigma_m)) \cdot \left[ 1 + O_p \left( \mathbb{E}^{1/2\xi} \text{err} \left( \omega_{m/n}(r_v, \sigma_m) \right) \right) \right]$$

$$\overset{p} \to \mathbb{E}^\xi H(\omega_{m/n}(r_v, \sigma_m)).$$

Combining these calculations and using (6.9), we have

$$\min_{\alpha \in [0,L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = D(\alpha_s, \eta_s)$$

$$= \frac{1}{\sqrt{r_v^2 + \sigma_m^2}} \left[ \frac{\sigma_m^2}{\alpha_s^2 r_v^2 + \sigma_m^2} - \frac{1}{2n} \left( \mathbb{E}^{\xi \text{lrt}} \left( \omega_{m/n}(r_v, \sigma_m) \right) - \mathbb{E}^{\xi \text{err}} \left( \omega_{m/n}(r_v, \sigma_m) \right) \right) \right]$$

$$\geq C_0^{-1}(1 + o_p(1))\sigma_m^2 \sqrt{r_v^2 + \sigma_m^2},$$

proving the claim in (6.14).

(1b). Next consider the case $r_n^2 < 2u_n\xi_n/m$. First we show $\alpha_s > 0$. As $\sigma \mapsto \text{lrt}(\sigma)/\sigma$ is non-decreasing by Lemma 4.5-(3), the map

$$\eta \mapsto \frac{\alpha}{2\eta} \cdot \frac{r_v^2}{\sqrt{\sigma_m^2}} + \frac{1}{2\alpha \eta} \cdot \frac{1}{n} \text{lrt} \left( \frac{\alpha \eta}{\sqrt{m/n}} \right).$$
cannot be minimized at 0. So \( \eta > 0 \). If \( \alpha = 0 \), the first-order optimality condition for \( \alpha \) becomes

\[
\frac{dD}{d\alpha}(\alpha, \eta) \geq 0 \quad \Rightarrow \quad \eta \alpha \geq \sqrt{r_\nu^2 \alpha^2 + \sigma_m^2}.
\]

This leads to a contradiction as \( \sigma_m^2 > 0 \) on \( E(C_0) \). So \( \alpha > 0 \).

Now repeating (6.15), (6.16) and (6.17) (where the second equality in (6.17) becomes \( \leq \) due to Lemma 6.1), we have established a \( \mathbb{P}^\varepsilon \)-high probability existence result of an inner saddle point \((\alpha, \eta)\) satisfying (6.15) with \((\alpha - 1)_+ \leq 0 \).

The calculations in (6.19) remain valid. Under \( u_n \xi n/m \to 0 \) (recall here \( u_n = M_n^{1/2} \)), we have \( \omega_m(n) = \omega_m(n) \approx \omega_m(n)(\alpha, r_n, \sigma_m) \approx \omega_m(n, \sigma_m) \), so by the stability estimates for \( H \) in (6.9). So

\[
H(\omega_m(n)(\alpha, r_n, \sigma_m)) \approx \mathbb{E}^\varepsilon H(\omega_m(n)(\alpha, r_n, \sigma_m)) \approx \mathbb{E}^\varepsilon H(\omega_m(n)(\alpha, r_n, \sigma_m)).
\]

Consequently,

\[
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = D(\alpha, \eta) = \frac{1}{2} \sqrt{r_\nu^2 + \sigma_m^2} \times \left[ \sigma_m^2 - \frac{1 + \omega_p(1)}{2n} \left( \mathbb{E} \text{tr} (\omega_m(n)(r_n, \sigma_m)) - \mathbb{E} \text{err} (\omega_m(n, \sigma_m)) \right) \right]. \tag{6.20}
\]

Now invoking (6.9) to conclude.

(2). The proof is essentially a deterministic version (conditional on \( \xi \in E(C_0) \)) of (1). We only sketch some key steps. First, the optimality condition for an inner saddle point \((\bar{\alpha}, \bar{\eta})\) is

\[
\bar{\alpha} \bar{\eta} = \sqrt{\bar{\alpha}^2 r_\nu^2 + \sigma_m^2}, \quad \bar{\alpha}^2 r_\nu^2 \mathbb{E} \text{err} (\bar{\alpha} \bar{\eta} / \sqrt{m/n}). \tag{6.21}
\]

So using the fixed point equation (6.2), we may solve

\[
\bar{\alpha} = r_n, \quad \bar{\eta} = \sqrt{r_\nu^2 + \sigma_m^2 r_\nu^2 / r_n^n}.
\]

Using the same calculations as in (6.19) we conclude that

\[
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} \mathbb{D}(\alpha, \eta) = \frac{1}{2} \sqrt{r_\nu^2 + \sigma_m^2} \left[ \sigma_m^2 - \frac{1 + \omega_p(1)}{2n} \left( \mathbb{E} \text{tr} (\omega_m(n)(r_n, \sigma_m)) - \mathbb{E} \text{err} (\omega_m(n, \sigma_m)) \right) \right],
\]

when \( r_n^2 \geq 2 u_n \xi n/m \). If \( r_n^2 < 2 u_n \xi n/m \), the factor \( 1/2n \) in front of the big bracket in the above display is replaced by \((1 + o(1))/2n\) using the same replacements as done in (6.20).

(3). Note that the proof in (1a)-(1b), in particular the first-order optimality conditions (6.15) and (6.21) yield that \( \alpha \eta \bar{\eta} \approx \bar{\alpha} \bar{\eta} = O(1) \). So by (1) we may find some large \( C_1 = C_1(L_n, C_0) > 0 \) such that for \( n \) large enough, it holds with \( \mathbb{P}^\varepsilon \)-probability at least \( 1 - \varepsilon \) that

\[
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta),
\]

where

\[
\min_{\alpha \in [0, L_n]} \max_{\eta \in C_1} D(\alpha, \eta) = \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta).
\]
and the same deterministic equality holds for $\overline{D}$. On the other hand, with $\Delta(\alpha, \eta) \equiv D(\alpha, \eta) - \overline{D}(\alpha, \eta)$, we have

$$
\begin{align*}
\max_{\alpha \in [0, L_n]} \max_{x \in [0, L_n]} D(\alpha, x)^2 &= \max_{\alpha \in [0, L_n]} \max_{x \in [0, L_n]} \overline{D}(\alpha, x)^2 \\
&
\leq 2 \left[ \max_{\alpha \in [0, L_n]} \max_{x \in [0, L_n]} (D(\alpha, x) + \overline{D}(\alpha, x)) \right] \cdot \max_{\alpha \in [0, L_n]} \max_{x \in [0, L_n]} |\Delta(\alpha, \eta)|.
\end{align*}
$$

For the first term, we have

$$
\max_{\alpha \in [0, L_n]} \max_{x \in [0, L_n]} (D(\alpha, x) + \overline{D}(\alpha, x)) \leq \max_{\alpha \in [0, L_n]} (D(\alpha, 1) + \overline{D}(\alpha, 1))
$$

$$
\leq 1 + n^{-1} \sup_{w \in [0, \alpha^{-2}]} w^{-1} \left( \text{tr}(w/\sqrt{m/n}) + \mathbb{E} \text{tr}(w/\sqrt{m/n}) \right)
$$

$$
\leq 1 + n^{-1} \left( \text{tr}(L_w/\sqrt{m/n}) + \mathbb{E} \text{tr}(L_w/\sqrt{m/n}) \right) \quad \text{(using Lemma 4.5-(3))}
$$

$$
\leq 1 + n^{-1} O_{p_{\rho}} \left( \mathbb{E} \text{tr}(\omega_m/n(r_n, \sigma_m)) \right) \quad \text{(using Proposition 4.6)}
$$

$$
\leq 1 + n^{-1} O_{p_{\rho}} \left( \mathbb{E} \text{tr}(\omega_m/n(r_n, \sigma_m)) + 2n\sigma_m^2 \right) \quad \text{(using (6.9))}
$$

$$
\times 1 + n^{-1} \cdot O_{p_{\rho,n}}(n^2r_n^2) = O_{p_{\rho}}(1).
$$

Next we handle the second term by the uniform concentration inequality proved in Proposition 4.9. To do so, note that

$$
\max_{\alpha \in [0, L_n]} \max_{x \in [0, L_n]} |\Delta(\alpha, \eta)| \leq \left[ \sup_{w \in [0, \alpha^{-2}]} + \sup_{w \in (n^{-2}, C_1]} \right] \frac{1}{nw} \left| \text{tr} \left( \frac{w}{\sqrt{m/n}} \right) - \mathbb{E} \text{tr} \left( \frac{w}{\sqrt{m/n}} \right) \right| \equiv (I) + (II).
$$

For the first term $(I)$, using a simple bound in Proposition 4.7-(1), we have

$$(I) \leq \sup_{w \in [0, \alpha^{-2}]} w \cdot \frac{n}{m} \leq \frac{1}{m} \ll r_n^2.
$$

For the second term $(II)$, using Proposition 4.9, with

$$
\mathcal{U}_n^2 \equiv u_n^{1/2} \log \left( 1 + \delta_{T_{K}(\mu_0)} \cdot \log_*(C_1 n^2) \right),
$$

$(II)$ can be bounded with $\mathbb{P}^\xi$-high probability by

$$(II) \leq n^{-1} \sup_{w \in (n^{-2}, C_1]} w^{-1} \left[ \frac{w}{\sqrt{m/n}} \cdot \mathbb{E}^{1/2} \text{err} \left( \frac{w}{\sqrt{m/n}} \right) \cdot \sqrt{\mathcal{U}_n^2 + \frac{w^2}{m/n} \cdot \mathcal{U}_n^2} \right]
$$

$$(*) \leq n^{-1} \left[ \frac{1}{\sqrt{m/n}} \cdot \mathbb{E}^{1/2} \text{err} \left( \omega_m/n(r_n, \sigma_m) \right) \cdot \sqrt{\mathcal{U}_n^2 + \frac{\mathcal{U}_n^2}{m/n}} \right]
$$

$$
\leq n^{-1} \left[ \frac{1}{\sqrt{m/n}} \cdot n^{1/2} r_n \cdot \sqrt{\mathcal{U}_n^2 + \frac{\mathcal{U}_n^2}{m/n}} \right] \leq r_n \sqrt{\mathcal{U}_n^2/m} \ll r_n^2.
$$
In (\*) we used the stability estimate in Proposition 4.2 and \( r_\gamma \leq C_0 \), while in (***) we used (i) \( U_n' = u_n^{1/2} U_n \), and (ii) \( r_\gamma^2 \geq u_n U_n/m \gg U_n'/m \). Combining all the above displays proves the claim by noting \( r_\gamma \sim \bar{r}_\gamma^2 \) on \( E(C_0) \).

6.5. Conditional gap analysis.

**Proposition 6.10.** Fix a sequence \( M_n \uparrow \infty \) such that \( m/U_n \geq M_n \). The following holds on the event \( E(C_0) \) (see Definition 6.2): For \( \varepsilon \in (0, 1) \), with

\[
\Gamma_\varepsilon \equiv \begin{cases} [0, 1 - \varepsilon] \cup [1 + \varepsilon, L_w], & r_n^2 \geq 2u_n U_n/m; \\ [1 + \varepsilon, L_w], & r_n^2 < 2u_n U_n/m, \end{cases}
\]

we have

\[
\min_{\alpha} \max_{\eta \geq 0} \max_{\varepsilon \in [\varepsilon_1, \varepsilon_2]} D(\alpha, \eta)^2 \leq \min \min_{\alpha} \max_{\eta \geq 0} D(\alpha, \eta)^2 - c(1 + o_{\varepsilon}(1)) \cdot \varepsilon \bar{r}_\gamma^2
\]

holds for some \( c = c_0(C_0, L_w, \sigma) > 0 \). The probability estimate in the \( o_{\varepsilon}(1) \) term is uniform with respect to problem instances for a fixed choice of \( C_0, L_w \) and \( M_n \).

**Proof.** Let \((\alpha_s, \eta_s)\) be the solution to the first order optimality condition (6.15), and \( \alpha_{s, \varepsilon} \in [0, 1 - \varepsilon] \cup [1 + \varepsilon, L_w] \) be a minimizer for the min-max problem \( \min_{\alpha \in [0, 1 - \varepsilon] \cup [1 + \varepsilon, L_w]} \max_{\eta \geq 0} D(\alpha, \eta)^2 \).

(Step 1). In this step we will estimate the derivative \( \frac{dD}{d\alpha} \) at \((\cdot, \eta_s)\). To this end, by Lemma 4.1-(2),

\[
J(\alpha) = \frac{dD}{d\alpha}(\alpha, \eta_s) = \frac{\alpha^2}{\sqrt{\alpha^2 + \sigma_m^2}} - \frac{1}{2}\sqrt{\alpha^2 + \sigma_m^2} \cdot \frac{\varepsilon}{n} \cdot \frac{\varepsilon \bar{r}_\gamma^2}{\alpha^2}.
\]

is a strictly increasing function of \( \alpha \) with \( J(\alpha_s) = 0 \). With \( \bar{\alpha}(\alpha) \equiv \alpha \eta_s / \sqrt{m/n} \),

\[
J'(\alpha)/r_\gamma^2 = \frac{\sigma_m^2}{(\alpha^2 + \sigma_m^2)^{3/2}} - \frac{\eta_s}{2\sqrt{\alpha^2 + \sigma_m^2}} \cdot \frac{d}{d\alpha} \left( \frac{\varepsilon \bar{r}_\gamma^2}{\bar{\alpha}^2} \right) \cdot \frac{d\bar{\alpha}}{d\alpha}.
\]

Using Lemma 4.1-(2) which entails \( \frac{d}{d\alpha}(\varepsilon \bar{r}_\gamma^2/\bar{\alpha}^2) \leq 0 \) and the easy fact that \( d\bar{\alpha}/d\alpha > 0 \), we have

\[
J'(\alpha)/r_\gamma^2 \geq \frac{\sigma_m^2}{(\alpha^2 + \sigma_m^2)^{3/2}}.
\]

(Step 2). Using (6.22), for some \( c_1 = c_1(C_0, \sigma, L_w) > 0 \) we have

\[
D(\alpha_{s, \varepsilon}, \eta_s) - D(\alpha_s, \eta_s) \geq c_1 \cdot \varepsilon r_\gamma^2.
\]

By Proposition 6.9-(1), there exists \( c_2 = c_2(C_0, \sigma, L_w) > 0 \) such that

\[
D(\alpha_{s, \varepsilon}, \eta_s) \geq D(\alpha_s, \eta_s) \geq c_2(1 + o_{\varepsilon}(1)).
\]

Combining (6.23) and (6.24), for some \( c_3 = c_3(C_0, \sigma, L_w) > 0 \) we have

\[
D(\alpha_{s, \varepsilon}, \eta_s)^2 - D(\alpha_s, \eta_s)^2 = (D(\alpha_{s, \varepsilon}, \eta_s) + D(\alpha_s, \eta_s))(D(\alpha_{s, \varepsilon}, \eta_s) - D(\alpha_s, \eta_s)) \geq c_3(1 + o_{\varepsilon}(1)) \cdot \varepsilon r_\gamma^2.
\]
Using Proposition 6.9-(1), both $D(\alpha_{s,\varepsilon}, \eta_s)^2$, $D(\alpha_s, \eta_s)^2$ can be replaced with $D(\alpha_{s,\varepsilon}, \eta_s)_n^2$ with $p^\varepsilon$-high probability. Consequently,

$$
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta)_n^2 = D(\alpha_s, \eta_s)_n^2 \leq D(\alpha_{s,\varepsilon}, \eta_s)_n^2 - c_3(1 + \varphi_{\varepsilon}(1)) \cdot \varepsilon r^2_{\varepsilon} \\
\leq \max_{\eta \geq 0} D(\alpha_{s,\varepsilon}, \eta_s)_n^2 - c_3(1 + \varphi_{\varepsilon}(1)) \cdot \varepsilon r^2_{\varepsilon} \\
= \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta)_n^2 - c_3(1 + \varphi_{\varepsilon}(1)) \cdot \varepsilon r^2_{\varepsilon}.
$$

The proof is complete by noting $r_{\varepsilon} \approx \bar{r}_{\varepsilon}$ on $E(C_0)$. \hfill \Box

6.6. **Proof of Theorem 2.2.** Without loss of generality, we assume that $\mu(\sigma)$ satisfies (2.10) with $\varphi(r^2_{\varepsilon})$ therein replaced by $\delta_n r^2_{n}$ for some $\delta_n \downarrow 0$.

**(Step 1).** Fix $\varepsilon \in (0, 1)$ small and $L_n > 1$ large. Let $S_w \equiv S_{w,\varepsilon} \equiv \{ w : \|w\| \in \Gamma_\varepsilon \}$, where $\Gamma_\varepsilon$ is defined in Proposition 6.10. Let $w^p_{s}, w^p_{s,L_n}$ be $(\delta_n r^2_{n})$-optimizers for $\Phi^0(G), \Phi^0_{L_n}(G)$ respectively. We will establish that on the event $E(C_0)$,

$$
\lim_n \mathbb{P}^\varepsilon (w^p_s \in S_w) = 0, \quad \forall \varepsilon \in (0, 1) \text{ small enough}. \tag{6.25}
$$

By Lemma 6.5, we only need to prove that on $E(C_0)$,

$$
\lim_n \mathbb{P}^\varepsilon (w^p_{s,L_n} \in S_w) = 0, \quad \forall \varepsilon \in (0, 1) \text{ small enough}. \tag{6.26}
$$

We claim that for any pair of constants $\phi, \Phi_{S_w}$ such that $\phi < \Phi_{S_w} - \delta_n r^2_{n}$,

$$
\mathbb{P}^\varepsilon (w^p_{s,L_n} \in S_w) \leq 2 \left( \mathbb{P}^\varepsilon (\Phi^H_{S_w}(g, h) \leq \Phi_{S_w}) + \mathbb{P}^\varepsilon (\Phi^H_{L_n}(g, h) \geq \phi) \right). \tag{6.27}
$$

Fix $\varepsilon' > 0$ small enough. We choose $L_{\varepsilon'} \equiv (L_{n}, L_{\varepsilon}, L_n)$ as in Lemma 6.6 (with $\varepsilon'$ replacing $\varepsilon$ therein). For notational simplicity, for any closed set $S_w \subset [0, L_n]$, we write $\Phi^H_{L_{n}, L_{\varepsilon}, S_w}(G) = \Phi^H_{L_{n}, S_w}(G)$ and $\Phi^H_{L_{n}, L_{\varepsilon}, S_w}(g, h) = \Phi^H_{L_{n}, S_w}(g, h)$.

To see (6.27), [TAH18, Eqns (83) and (84)] (which are simple consequences of the Convex Gaussian Min-Max Theorem stated in Theorem A.1) yield that

$$
\mathbb{P}^\varepsilon (\Phi^H_{L_{n}, S_w}(G) \leq \Phi_{S_w}) \leq 2 \mathbb{P}^\varepsilon (\Phi^H_{L_{n}, S_w}(g, h) \leq \Phi_{S_w}),
$$

$$
\mathbb{P}^\varepsilon (\Phi^H_{L_{n}, L_n}(G) \geq \phi) \leq 2 \mathbb{P}^\varepsilon (\Phi^H_{L_{n}, L_n}(g, h) \geq \phi). \tag{6.28}
$$

By Lemma 6.6,

$$
\mathbb{P}^\varepsilon (E_1 \equiv \{ \Phi^H_{S_w}(G) \leq \Phi_{S_w} \}) \leq 2 \mathbb{P}^\varepsilon (\Phi^H_{S_w}(g, h) \leq \Phi_{S_w}) + 2\varepsilon',
$$

$$
\mathbb{P}^\varepsilon (E_2 \equiv \{ \Phi^H_{L_n}(G) \geq \phi \}) \leq 2 \mathbb{P}^\varepsilon (\Phi^H_{L_n}(g, h) \geq \phi) + 2\varepsilon'.
$$

Clearly the event

$$
\{ \Phi^H_{S_w}(G) > \Phi_{S_w}, \Phi^H_{L_n}(G) < \phi \} = E_1 \cap E_2^c
$$

implies that $w^p_{s,L_n} \not\in S_w$, so

$$
\mathbb{P}^\varepsilon (w^p_{s,L_n} \in S_w) \leq \mathbb{P}^\varepsilon (E_1) + \mathbb{P}^\varepsilon (E_2)
$$

$$
\leq 2 \left( \mathbb{P}^\varepsilon (\Phi^H_{S_w}(g, h) \leq \Phi_{S_w}) + \mathbb{P}^\varepsilon (\Phi^H_{L_n}(g, h) \geq \phi) \right) + 4\varepsilon'.
$$

Letting $\varepsilon' \downarrow 0$ proves (6.27).
Now by Proposition 6.7 and Proposition 6.9-(3),
\[ \Phi^u_{L_u}(g, h) = \frac{1}{2} \min_{\alpha \in [0, L_u]} \max_{\eta \geq 0} (\alpha, \eta)^2 + \varphi^2_r (\tilde{r}^2) = \Phi^r + \varphi^2_r (\tilde{r}^2). \]
By Proposition 6.10, for some \( c_0 > 0 \) small,
\[ \Phi^u_{S_u}(g, h) \geq \Phi^u_{L_u}(g, h) + c_0(1 + \varphi^2_r (1)) \tilde{r}^2 = \Phi^r + c_0 \cdot \tilde{r}^2 + \varphi^2_r (\tilde{r}^2). \]
Consequently, by choosing \( \Phi = \Phi^r + (c_0/4) \tilde{r}^2 \) and \( \Phi_{S_u} = \Phi + (3c_0/4) \tilde{r}^2 \) in (6.27), which is a valid pair \( \Phi < \Phi_{S_u} - \delta_n \tilde{r}^2 \) for \( n \) large, the two conditional probability terms in the RHS of (6.27) vanish as \( n \to \infty \). The proof of (6.25) is complete. \( \square \)

**Step 2.** By Lemma 6.3, \( \mathbb{P}(E(C_0)) \to 1 \) for large enough \( C_0 > 1 \) and well chosen \( \{M^r_n\}, \{M^r_n\} \). So for \( \varepsilon > 0 \) small,
\[ \mathbb{P}(w^r_n \in S_u) \leq \mathbb{E} \mathbb{I}_{E(C_0)} \mathbb{P}_\varepsilon (w^r_n \in S_u) + \mathbb{P}(E(C_0)^c). \]
The first term on the RHS of the above display vanishes by dominated convergence theorem. The proof is complete.

For the claim in (2.12), we may modify (6.25) to show that on the event \( E(C_0) \),
\[ \lim_{n} \sup_{(m, l, K) \in \varepsilon(M_n, L)} \mathbb{P}_\varepsilon (w^r_n \in S_u) = 0, \quad \forall \varepsilon \in (0, 1) \text{ small enough.} \]
Then using
\[ \sup_{(m, l, K) \in \varepsilon(M_n, L)} \mathbb{P}(w^r_n \in S_u) \leq \mathbb{E} \mathbb{I}_{E(C_0)} \sup_{(m, l, K) \in \varepsilon(M_n, L)} \mathbb{P}_\varepsilon (w^r_n \in S_u) + \mathbb{P}(E(C_0)^c) \]
to conclude. Details are omitted. \( \square \)

7. **Remaining proofs for Section 2**

7.1. **Proof of Proposition 2.1**. (1). This follows directly from Proposition 4.4.
(2). We first prove consistency. To see this, by the monotonicity of \( \mathbb{E} \varepsilon(\omega_m/n)/r^2 \) as in Proposition 4.4-(1), we have \( \mathbb{E} \varepsilon(\omega_m/n)/(n^2) \geq 1 \) for \( r \in [0, r_n] \), so the iterations \( \{r_{n,t}\} \) is a monotone sequence: \( 0 = r_{n,0} \leq r_{n,1} \leq \cdots \leq r_{n,t} \).
Consequently \( r_{n,t} \to r^* \) for some \( r^* \in [0, r_n] \). Taking limit as \( t \to \infty \) on both sides of (2.6) and using continuity of \( r \mapsto \mathbb{E} \varepsilon(\omega_m) \), we conclude that \( r^* \) is a solution to the fixed point equation (2.5). By uniqueness this necessarily implies \( r^* = r_n \). This proves that \( \lim_{t \to \infty} r_{n,t} = r_n \).

Next we prove the announced error bound. Note that with \( G(r) = \sqrt{\mathbb{E} \varepsilon(\omega_m/n)/n} \), we have by Lemma 4.1-(2),
\[ |G'(r)| = n^{-1/2} \cdot \frac{\mathbb{E} \varepsilon'((\omega_m/n)(r))}{2 \sqrt{\mathbb{E} \varepsilon'(\omega_m/n)(r)}} \cdot \frac{d(\omega_m/n(r))}{dr} \]
\[ \leq \frac{\mathbb{E} \varepsilon'((\omega_m/n)(r))}{n(\omega_m/n(r))^2} \cdot \frac{r^2}{(m/n)(r^2 + \sigma^2)} = \frac{\mathbb{E} \varepsilon'(\omega_m/n)(r)}{nr^2} \cdot \frac{r^2}{(r^2 + \sigma^2)}. \]
Using the monotonicity of $r \mapsto \mathbb{E} \text{err}(\omega_{m/n}(r))/r^2$ again, we may estimate $G'$ on $[r_{nl}, r_n]$ by

$$\sup_{r \in [r_{nl}, r_n]} |G'(r)| \leq \sqrt{\frac{\mathbb{E} \text{err}(\omega_{m/n}(r_{nl}))}{nr_{nl}^2}} \cdot \frac{r_n^2}{r_n^2 + \sigma^2}.$$  

Consequently, by the consistency proven above, for any $\rho \in (0, r_n^2/(r_n^2 + \sigma^2), 1)$, we may find large enough $T_\rho \in \mathbb{N}$ so that $\sup_{r \in [r_{nl}, r_n]} |G'(r)| \leq \rho$ for $t \geq T_\rho$. This means for $t \geq T_\rho$,

$$|r_{nl+1} - r_n| = |G(r_{nl}) - G(r_n)| \leq \sup_{r \in [r_{nl}, r_n]} |G'(r)||r_{nl} - r_n| \leq \rho |r_{nl} - r_n|,$$

proving the claim.

(3). By Proposition 4.3-(1), we have

$$r_n^2 = n^{-1} \mathbb{E} \text{err}(\omega_{m/n}(r_n)) \geq n^{-1} \cdot \omega_{m/n}(r_n) \delta_K = \frac{r_n^2 + \sigma^2}{m} \cdot \delta_K.$$  

Solving $r_n^2$ yields the lower bound. For the upper bound, we replace $\delta_K$ by $\delta_{T_k(\mu_0)}$ and $\geq$ by $\leq$ in the above display to conclude.

Now we examine the behavior of $r_n = r_n(\sigma)$ in the low noise limit $\sigma \downarrow 0$ when $m > \delta_{T_k(\mu_0)}$. Write $\tilde{r}_n \equiv \tilde{r}_n(\sigma) = r_n(\sigma)/\sigma$ and $\tau \equiv m/n$, the fixed point equation (2.5) becomes

$$\mathbb{E} \text{err} \left( \sqrt{\frac{\sigma^2 (1 + \tilde{r}_n^2)}{\tau}} \right) = \frac{m \tilde{r}_n^2}{\sigma^2 (1 + \tilde{r}_n^2)}.$$

As $m > \delta_{T_k(\mu_0)}$, $\tilde{r}_n(\sigma) \equiv O(1)$ as $\sigma \downarrow 0$. Taking $\sigma \downarrow 0$ on both sides of the above identity, $\tilde{r}_n \equiv \lim_{\sigma \downarrow 0} \tilde{r}_n(\sigma)$ exists and satisfies $\delta_{T_k(\mu_0)} = m \tilde{r}_n/(1 + \tilde{r}_n^2)$. Solving the equation yields that $\tilde{r}_n^2 = \hat{\delta}_{T_k(\mu_0)}/(m - \delta_{T_k(\mu_0)})$. $\square$

7.2. **Proof of Proposition 2.3.** (1a). Suppose (2.9) holds, and we wish to prove that $m^{-1} |Y - \Pi_\mu(\sigma)|^2$ is bounded away from 0 in probability, or equivalently, $\Phi^\alpha(G)$ is bounded away from 0 in probability. Note that using Proposition 6.9-(2) and $\mathbb{E}^{\mathbb{P}} H(\omega_{m/n}(r_{nl}, \sigma_m)) \overset{\mathbb{P}}{=} \mathbb{E} H(\omega_{m/n}(r_n))$ for $H \in \{\text{err, lrt}\}$,

$$\min_{\alpha \in [0, L_o]} \max_{\eta \geq 0} \overline{D}(\alpha, \eta) = \frac{1}{r_{nl}^2 + \sigma_m^2} \left[ \sigma_m^2 - \frac{1 + \alpha(1)}{2n} \left( \mathbb{E}^{\mathbb{P}} \text{lrt}(\omega_{m/n}(r_{nl}, \sigma_m)) - \mathbb{E} \text{err}(\omega_{m/n}(r_{nl}, \sigma_m)) \right)_+ \right]^2$$

$$= \frac{1}{r_{nl}^2 + \sigma_m^2} \cdot \left( \sigma_m^2 - \frac{1 + \alpha(1)}{2n} \mathbb{E} \text{lrt}(\omega_n) - \mathbb{E} \text{err}(\omega_n) \right)_+^2$$

$$= \frac{1 + \alpha(1)}{r_{nl}^2 + \sigma^2} \cdot \left( \sigma^2 - \frac{\mathbb{E} \text{lrt}(\omega_n) - \mathbb{E} \text{err}(\omega_n)}{2n} \right)_+^2 + \alpha(1). \quad (7.1)$$

So under (2.9), we have

$$\min_{\alpha \in [0, L_o]} \max_{\eta \geq 0} \overline{D}(\alpha, \eta)^2 \geq \varepsilon_0(1 + \alpha(1))$$
for some $\varepsilon_0 > 0$. By (6.28) and using Lemma 6.6 followed by letting $\varepsilon' \downarrow 0$ therein, and finally taking expectation for $\xi$, we obtain that for any $\phi \in \mathbb{R}$,
\[
\mathbb{P}(\Phi^p_{L_n}(G) \leq \phi) \leq 2 \mathbb{P}(\Phi^a_{L_n}(g, h) \leq \phi),
\]
\[
\mathbb{P}(\Phi^p_{L_n}(G) \geq \phi) \leq 2 \mathbb{P}(\Phi^a_{L_n}(g, h) \geq \phi).
\]
(7.2)

By Proposition 6.7, and using $\phi \equiv \varepsilon_0/4$ in the first inequality of the above display, we have proven that $\Phi^p_{L_n}(G) \geq \varepsilon_0/4$ with asymptotic probability 1. On the other hand, under (2.9), Theorem 2.2 applies so localization of $w$ in the PO problem $\Phi^p(G)$ can be done within $\|w\| = O_p(1)$. In other words, by choosing $L_n$ large enough, $\Phi^p_{L_n}(G) = \Phi^p(G)$ holds with high enough probability for $n$ large. This proves that $\Phi^p(G)$ is bounded away from 0 in probability under (2.9).

(1b). Suppose the LHS of (2.9) is $> 1$, and we wish to prove that $m^{-1}||Y-X\hat{\mu}(\sigma)||^2 = o_p(r_n^2)$, or equivalently, $\Phi^p(G) = o_p(r_n^2)$. To this end, note that
\[
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = 0 \iff \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) \leq 0.
\]

Using the first-order optimality condition, an inner saddle point $(\tilde{\alpha}, \tilde{\eta})$ for the right hand side min-max problem in the above display satisfies $\tilde{\alpha} = 1$ and $\tilde{\eta} = \sqrt{2} \psi_n + \sigma_m^2$ with high probability. Consequently, again using Proposition 6.9-(2) and the assumption that the LHS of (2.9) is $> 1$, it follows that
\[
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = \tilde{D}(1, \tilde{\eta})
\]
\[
= \frac{1 + o_p(1)}{\sqrt{2} \psi_n + \sigma^2} \left(\sigma^2 - \frac{\mathbb{E} \mathbb{I}(\omega_n) - \mathbb{E} \mathbb{E} \mathbb{I}(\omega_n)}{2n}\right) + o_p(1) < 0
\]
with high probability for $n$ large. This means that
\[
\min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = 0
\]
(7.3)

with high probability for $n$ large. By the second inequality of (7.2), Proposition 6.7 and (7.3), for every slowly decreasing $\varepsilon_n \downarrow 0$,
\[
\mathbb{P}(\Phi^p_{L_n}(G) > \varepsilon_n r_n^2) \leq 2 \mathbb{P}(\Phi^a(r_n^2) \geq \varepsilon_n r_n^2) = 0.
\]

This means $\Phi^p(G) \leq \Phi^p_{L_n}(G) = o_p(r_n^2)$.

(2). The calculations in (7.1) show that
\[
\lim_{n} \min_{\alpha \in [0, L_n]} \max_{\eta \geq 0} D(\alpha, \eta) = \sigma^2 \text{ in probability}
\]
(7.4)

if and only if
\[
\lim_{n} \frac{1}{2n} \left(\mathbb{E} \mathbb{I}(\omega_n) - \mathbb{E} \mathbb{E} \mathbb{I}(\omega_n)\right) = 0, \quad \lim_{n} r_n = 0.
\]

When (7.4) holds, the arguments in (1a) show that $\Phi^p(G) \equiv \sigma^2$. When (7.4) fails, say, the limsup of LHS of (7.4) is less or equal than $(1 - \varepsilon)\sigma^2$ for some $\varepsilon \in (0, 1]$, the arguments in (1b) show that $\Phi^p(G) \leq (1 + o_p(1))(1 - \varepsilon)\sigma^2$.

(3). We choose $K = K_n = \{\mu \geq 0 : \mu \in \mathbb{R}^n\}$, $\xi \overset{d}{=} \mathcal{N}(0, I_n)$ (so $\sigma = 1$) and $m = (1/2 + \varepsilon) \cdot n$ for some $\varepsilon \in (0, 1/2)$. Let $\mu_0 = u_n 1$, where $u_n \uparrow \infty$ will be chosen
later. Using the fixed point equation (3.2), we must have $r_n \leq u_n \uparrow \infty$. This holds only if $\varepsilon < 1/2$. So with $\omega_{e,n} \equiv \omega_{1/2+\varepsilon}(r_n)$, we have $u_n/\omega_{e,n} \approx 1$ whereas $\omega_{e,n} \uparrow \infty$. Consequently,

$$
\frac{1}{2n\sigma^2} (\mathbb{E} \text{lrt}(\omega_{e,n}) - \mathbb{E} \text{err}(\omega_{e,n})) = \omega_{e,n}^2 \mathbb{H}(u_n/\omega_{e,n}) \uparrow \infty.
$$

So the RHS of the above display will strictly exceed 1 for $n$ large. As $m \leq n$, $(XX^T)^{-1}$ is a.s. well-defined and therefore $\overline{\mu} = \mu_0 + X^T(XX^T)^{-1} \xi$ is also a.s. well-defined with $m^{-1}(Y - X\overline{\mu})^2 = 0$ a.s.. Furthermore, as

$$
\|X^T(XX^T)^{-1} \xi\|_{\infty} = \max_{1 \leq j \leq n} |X_j^T(XX^T)^{-1} \xi| \leq \max_{1 \leq j \leq n} \|X_j\| \cdot \|(|X|X^T)^{-1}\|_{\text{op}} \cdot \|\xi\|,
$$

we have $\|X^T(XX^T)^{-1} \xi\|_{\infty} \lesssim n^2$ with overwhelmingly high probability. Consequently, by choosing $u_n = n^3$, for $n$ large, $\overline{\mu} \in K_\varepsilon$ and $\min_{1 \leq j \leq n} \delta_{\overline{\mu}_j} \geq n^3/2$ with overwhelmingly high probability. This means with high probability $\overline{\mu}$ satisfies (2.10), and for any $\nu \in \text{null}(X)$ with $\|\nu\|^2 \leq n$, where $\text{null}(X) \equiv \{\mu \in \mathbb{R}^n : X\mu = 0\}$ be the (random) null space of $X$, we have $\overline{\mu}_\nu \equiv \overline{\mu} + \nu \in K_\varepsilon$ and therefore satisfies (2.10) with high probability. On the other hand, for any such prescribed $\nu$,

$$
n^{-1} \|\overline{\mu}_\nu - \mu_0\|^2 = n^{-1} (\|X^T(XX^T)^{-1} \xi\|^2 + \|\nu\|^2),
$$

where the intersection term $2n^{-1} \left\langle X^T(XX^T)^{-1} \xi, \nu \right\rangle = 0$ vanishes due to $X\nu = 0$ by the choice of $\nu \in \text{null}(X)$. As a result,

$$
n^{-1} \sup_{\|\nu\|^2 \leq n} \|\overline{\mu}_\nu - \mu_0\|^2 = n^{-1} \inf_{\|\nu\|^2 \leq n} \|\overline{\mu}_\nu - \mu_0\|^2 + 1,
$$

and therefore a deterministic probabilistic limit does not exist for $n^{-1} \|\overline{\mu}_\nu - \mu_0\|^2$ any choice of valid $\nu$’s (so that $\overline{\mu}_\nu \in K_\varepsilon$ satisfies (2.10)). \hfill \Box

7.3. Proof of Proposition 2.4. (1) By Proposition 4.7-(2)

$$
0 \leq \text{LHS of (2.9)} \leq \frac{1}{n\sigma^2} \cdot \left[ \omega_n \int_0^{\omega_n} \frac{\mathbb{E} \text{err}(\tau)}{\tau^2} \, d\tau - \mathbb{E} \text{err}(\omega_n) \right]
$$

$$
\leq \frac{1}{n\sigma^2} \left( \omega_n^2 \delta_{\overline{T}_K(\mu_0)} - nr_n^2 \right) = \frac{\delta_{\overline{T}_K(\mu_0)} - 1}{m} \left( \frac{1 - \delta_{\overline{T}_K(\mu_0)}}{m} \right) \lesssim \frac{\delta_{\overline{T}_K(\mu_0)}}{m}.
$$

So under $\lim_{n \to \infty} (m/\delta_{\overline{T}_K(\mu_0)}) > 1$, the limsup of the right most side of the above display is < 1, verifying (2.9). Furthermore, if $m \gg \delta_{\overline{T}_K(\mu_0)}$, then the right most side of the above display converges to 0, i.e., (2.9) holds with limit 0.

(2). Take any $\nu \in L(K)$. Then $K \pm \nu \subset K$. This means $\nu$ satisfies the conditions in Proposition 4.7-(2), and therefore

$$
\text{LHS of (2.9)} \leq \frac{1}{n\sigma^2} \cdot \mathbb{E} \inf_{\nu \in L(K)} \left\langle \mu_{K}^\text{seq} (\omega_n) - \mu_0 - \omega_n h, \mu_0 - \nu \right\rangle
$$

$$
\leq \frac{1}{n\sigma^2} \cdot \mathbb{E} \left\langle \mu_{K}^\text{seq} (\omega_n) - \mu_0, \mu_0 - \nu \right\rangle
$$

$$
\leq \frac{1}{n\sigma^2} \cdot \mathbb{E}^{1/2} \text{err}(\omega_n) \cdot \inf_{\nu \in L(K)} \|\mu_0 - \nu\|.
\[
\leq \frac{1}{n\sigma^2} \cdot \sqrt{m^2} \cdot \inf_{v \in \text{L}(K)} \|\mu_0 - v\| = \text{LHS of (2.13)}.
\]

Consequently, (2.9) holds provided the limsup of the RHS is < 1, proving the claim. When \( r_n \to 0 \) and \( \inf_{v \in \text{L}(K)} \|\mu_0 - v\|/\sqrt{n} = 0(1) \), the RHS vanishes, so (2.9) holds with limit 0. \( \square \)

### 7.4. Proof of Proposition 2.6

Let \( \text{null}(X) = \{\mu \in \mathbb{R}^n : X\mu = 0\} \) be the (random) null space of \( X \). Then using e.g. [GNP17, Step 2, pp. 11], with \( Q \) denoting a uniformly random \( n \times n \) orthogonal matrix, we have

\[
\mathbb{P}(K \cap \text{null}(X) = \{0\}) = \mathbb{P}(K \cap Q(\mathbb{R}^{n-m} \times \{0\}) = \{0\}).
\]

Using [GNP17, (22)-(23), pp. 12], with \( V_K \) denoting the integer-valued random variable associated with the intrinsic volumes of \( K \) (see e.g. [HSS22, Definition 2.3]), the RHS of the above display can be bounded by \( \mathbb{P}(V_K \leq m) \), so we arrive at

\[
\mathbb{P}(K \cap \text{null}(X) = \{0\}) \leq \mathbb{P}(V_K \leq m).
\]

Now using that \( \mathbb{E} V_K = \delta_K \) and \( \text{Var}(V_K) \leq 4\delta_K \) (see e.g. [HSS22, Lemma 2.4]), we may continuing bounding the RHS of the above display:

\[
\mathbb{P}(K \cap \text{null}(X) = \{0\}) \leq \mathbb{P}(|V_K - \mathbb{E} V_K| \geq (\delta_K - m)_+)
\leq \frac{4\delta_K}{(\delta_K - m)^2} = \frac{4}{\delta_K(1 - m/\delta_K)^2} \to 0.
\]

Consequently, on an event \( \omega \in E \) with \( \mathbb{P}(E) \to 1 \), \( K \cap \text{null}(X) \) contains a nontrivial element, say, \( 0 \neq \mu(\omega) \in K \). This means that for this fixed \( \omega \in E \) due to the randomness of \( X \), if \( \hat{\mu}(\sigma) \in \arg \min_{\mu \in K} |Y - X\mu|^2 \) (which depends on \( \omega \) and also the randomness of \( \xi \in \mathbb{R}^m \)) is a minimizer, then elements in the family \( \{\hat{\mu}(\sigma) + c\mu(\omega) : c \geq 0\} \subset K \) are also minimizers. So for \( \omega \in E \),

\[
\sup_{\hat{\mu}(\sigma) \in \arg \min_{\mu \in K} |Y - X\mu|^2} n^{-1}|\hat{\mu}(\sigma) - \mu_0|^2 \geq \sup_{c \geq 0} n^{-1}|\hat{\mu}(\sigma) + c\mu(\omega) - \mu_0|^2 = \infty.
\]

The proof is complete. \( \square \)

### 7.5. Proof of Theorem 2.7

We first prove that

\[
m/\delta_K \to \infty. \tag{7.5}
\]

To see this, note that for any \( \varepsilon \in (0, 1) \), there exists some \( C_\varepsilon > 0 \) such that

\[
\text{err}(\sigma) \geq (|\Pi_K(\sigma h)| - 2|\mu_0|)^2 \geq (1 - \varepsilon)|\Pi_K(\sigma h)|^2 - C_\varepsilon|\mu_0|^2.
\]

Using Proposition 4.2, we have for any \( M > 1 \) and \( \varepsilon \in (0, 1) \),

\[
\psi(1) = n^{-1} \mathbb{E} \text{err}(\omega_{m/n}(0)) \geq \frac{1}{nM^2} \cdot \mathbb{E} \text{err}(M\omega_{m/n}(0))
\geq \frac{1}{nM^2} \left[(1 - \varepsilon) \cdot \frac{M^2\sigma^2}{m/n} \cdot \delta_K - C_\varepsilon|\mu_0|^2\right] = (1 - \varepsilon) \sigma^2 \cdot \frac{\delta_K}{m} - C_\varepsilon \frac{|\mu_0|^2}{nM^2}.
\]
Now taking \( M \equiv ||\mu_0|| \) and letting \( n \to \infty \) we arrive at the claim (7.5). By Proposition 2.1, the fixed point equation (2.5) has a unique solution for \( n \) large, which we denote as \( r_n \). We next prove that

\[
r_n \to 0. \tag{7.6}
\]

To see this, again by Proposition 4.2, we have

\[
m^2_n = \mathbb{E} \text{err} (\omega_{m/n}(r_n)) \leq \left(1 + \frac{r_n^2}{\sigma^2} \right) \mathbb{E} \text{err} (\omega_{m/n}(0)) = \left(1 + \frac{r_n^2}{\sigma^2} \right) \cdot m^2_n.
\]

Equivalently, we have \( r_n^2 (1 - \bar{r}_n^2 / \sigma^2) \leq \bar{r}_n^2 \). Now (7.6) follows as \( \bar{r}_n \to 0 \) by the assumption. Finally, we shall use (7.6) to prove \( r_n \approx \bar{r}_n \). To see this, using Lemma 4.1-(1) and Proposition 4.2 again, we have

\[
\mathbb{E} \text{err} (\omega_{m/n}(0)) \leq \mathbb{E} \text{err} (\omega_{m/n}(r_n)) \leq (1 + o(1)) \mathbb{E} \text{err} (\omega_{m/n}(0)).
\]

By using the definitions of \( r_n \) and \( \bar{r}_n \), we conclude that \( r_n \approx \bar{r}_n \). The claim now follows by an application of Theorem 2.2.

\[\square\]

7.6. **Proof of Theorem 2.8.** We only need to prove that it is valid to replace (R2) by (R2-c) under \( m/n = \tau \). The limit version follows from minor notational modifications. Recall \( \omega_n = \omega_{m/n}(r_n) \) and let \( \omega \equiv \omega_{\tau}(r) \). First, by the stability estimate in Proposition 4.2, we have

\[
\left| \frac{\text{err}(\omega_n)}{\text{err}(\omega)} - 1 \right| \vee \left| \frac{\text{err}(\omega)}{\text{err}(\omega_n)} - 1 \right| \leq c |r_n^2 - r^2|.
\]

This means

\[
\frac{1}{n \sigma^2} \left| \mathbb{E} (\text{err}(\omega_n)) - \mathbb{E} (\text{err}(\omega)) \right| \leq c |r_n^2 - r^2| \cdot \frac{\mathbb{E} (\text{err}(\omega_n))}{n} = |r_n^2 - r^2| \cdot r_n^2.
\]

Next, using that for any \( \sigma, \sigma' > 0 \), \( ||\hat{\mu}_K^{seq}(\sigma) - \hat{\mu}_K^{seq}(\sigma')|| \leq |\sigma - \sigma'| ||h|| \),

\[
\frac{1}{n \sigma^2} \cdot |\omega_n - \omega| = \frac{1}{n \sigma^2} \cdot |\omega_n \mathbb{E} (\hat{\mu}_K^{seq}(\omega_n) - \mu_0, h) - \omega \mathbb{E} (\hat{\mu}_K^{seq}(\omega) - \mu_0, h)|
\]

\[
\leq \frac{|\omega_n - \omega|}{n \sigma^2} \cdot |\mathbb{E} (\hat{\mu}_K^{seq}(\omega_n) - \mu_0, h)| + \frac{\omega}{n \sigma^2} \cdot |\mathbb{E} (\hat{\mu}_K^{seq}(\omega) - \hat{\mu}_K^{seq}(\omega), h)|
\]

\[
\leq |\omega_n - \omega| \cdot n^{-1/2} \mathbb{E}^{1/2} \text{err}(\omega_n) + \omega n^{-1/2} \cdot \mathbb{E}^{1/2} |\hat{\mu}_K^{seq}(\omega_n) - \hat{\mu}_K^{seq}(\omega)|^2
\]

\[
\leq |\omega_n - \omega|(r_n + \omega).
\]

Using that \( \omega_n^2 - \omega^2 = (r_n^2 - r^2) / (m/n) \), and that

\[
(\omega_n - \omega)^2 = \frac{1}{m/n} \left( \sqrt{r_n^2 + \sigma^2} - \sqrt{r^2 + \sigma^2} \right)^2 \leq \frac{1}{m/n} \left[ (r_n^2 - r^2)^2 \wedge r_n^2 - r^2 \right].
\]

These estimates show that under \( r_n \to r \in (0, \infty) \),

\[
\frac{1}{n \sigma^2} \left( - \mathbb{E} \text{err}(\omega_n) + \mathbb{E} \text{dof}(\omega_n) \right) - \frac{1}{n \sigma^2} \left( - \mathbb{E} \text{err}(\omega) + \mathbb{E} \text{dof}(\omega) \right)
\]

\[
= O\left( (1 \vee (m/n)^{-2}) |r_n^2 - r^2| \right), \tag{7.7}
\]

as desired. \(\square\)
8. PROOFS FOR SECTION 3

8.1. PROOFS FOR SECTION 3.1. The following proposition summarizes some basic properties of $G, H$.

**Proposition 8.1.** The following hold for $G, H$ defined in (3.1).

1. (a) $G$ is smooth, non-negative, strictly increasing with $G(x) - 1/2 \sim x^2/2$ as $x \downarrow 0$, and $G(x) - 1 \sim -2\varphi(x)/x$ as $x \uparrow \infty$.
   
   (b) For any $x \geq 0, \delta \geq 0$, $G(x) \leq G((1 + \delta)x) \leq G(x)(1 + 8\delta)$.
   
   (c) $x \mapsto x^2G(1/x)$ is non-decreasing on $(0, \infty)$ with $x^2G(1/x) \sim x^2$ as $x \downarrow 0$, and $x^2G(1/x) \sim x^2/2$ as $x \uparrow \infty$.

2. (a) $H$ is smooth, non-negative with $H(x) \sim x/\sqrt{2\pi}$ as $x \downarrow 0$, and $H(x) \sim \varphi(x)/x$ as $x \uparrow \infty$.
   
   (b) The uniform bound $\sup_{x \geq 0} H(x) < 0.13$ holds.
   
   (c) For any $\sigma > 0$ and $\mu_0 \in K_+$, we have $\mathbb{E}\text{err}(\sigma) = \sigma^2 \sum_{i=1}^n G(\mu_{0,j}/\sigma)$ and $\mathbb{E}\text{err}(\sigma) = \mathbb{E}\text{err}(\sigma) + 2\sigma^2 \sum_{i=1}^n H(\mu_{0,j}/\sigma)$.

**Proof of Proposition 8.1.** (1). $G \geq 0$ by definition. The first and second derivatives of $G$ are given by

$$G'(x) = \varphi(x) - (\varphi(x) - x^2\varphi(x)) + 2x(1 - \Phi(x)) - x^2\varphi(x)$$

$$= 2x(1 - \Phi(x)) > 0,$$

$$G''(x) = 2(1 - \Phi(x) - x\varphi(x)), \quad x > 0.$$

So $G$ is strictly increasing, and $G(x) - 1/2 \sim x^2/2$ as $x \downarrow 0$. On the other hand, by Lemma B.2, as $x \uparrow \infty$,

$$G(x) - 1 = (x^2 - 1)(1 - \Phi(x)) - x\varphi(x)$$

$$\sim \varphi(x)(x^2 - 1)\left(1 - \frac{1}{x} + \frac{O(1)}{x^3}\right) - x\varphi(x)$$

$$= \left[\frac{(x^2 - 1)^2}{x^3} - x\right]\varphi(x) + \frac{O(1)}{x^3}\varphi(x) \sim -2\varphi(x)/x.$$

This proves (a).

For (b), as the function $u \mapsto u(1 - \Phi(u))$ is decreasing on $[2, \infty)$, and $u(1 - \Phi(u)) \leq u \cdot \varphi(u)/u < 1, u^2(1 - \Phi(u)) \leq u\varphi(u) \leq \varphi(1) < 1$ on $[0, \infty)$, we have

$$\left|\frac{G((1 + \delta)x)}{G(x)} - 1\right| = \frac{1}{G(x)} \int_x^{(1+\delta)x} 2u(1 - \Phi(u)) \, du$$

$$\leq 4\delta x \sup_{u \in [x, (1+\delta)x]} u(1 - \Phi(u)) \leq 4\delta[x \cdot 1_{x \leq 2} + x^2(1 - \Phi(x))1_{x > 2}] \leq 8\delta.$$

For (c), let $G_0(x) \equiv x^{-2}G(x)$. Then

$$G_0'(x) = \frac{1}{x^3}(G'(x)x^2 - 2xG(x)) = -\frac{2}{x^2}(\Phi(x) - x\varphi(x)) \leq 0,$$
where in the last inequality we used the easily verified fact that $\Phi(x) \geq x \varphi(x)$ for all $x \geq 0$. This means that $x \mapsto x^{-2}G(x)$ is non-increasing. Combining (1a) to conclude.

(2). For (a), that $H \geq 0$ follows from the standard bound $\Phi(-x) = 1 - \Phi(x) \leq \varphi(x)/x$ for $x > 0$. Clearly $H(x) \sim x/\sqrt{2\pi}$ as $x \downarrow 0$. On the other hand, by Lemma B.2,

$$H(x) = x\varphi(x) - x^2\varphi(x) \left[ \frac{1}{x} - \frac{1}{x^3} + \frac{O(1)}{x^5} \right] \sim \varphi(x)/x, \quad x \to \infty.$$  

For (b), first note that $H'(x) = \varphi(x) - G'(x) = \varphi(x) - 2x\Phi(-x)$, so $H$ attains maximum at $x_0 > 0$ such that $H'(x_0) = 0$, i.e., $\Phi(-x_0) = \varphi(x_0)/(2x_0)$. Consequently

$$\sup_{x \geq 0} H(x) = H(x_0) = x_0\varphi(x_0) - x_0^2\Phi(-x_0)$$

$$= \frac{x_0\varphi(x_0)}{2} \leq \frac{1}{2} \sup_{x > 0} x\varphi(x) = \frac{\varphi(1)}{2} < 0.13.$$ 

In the last equality we used the easily verified fact that $x \mapsto x\varphi(x)$ attains maximum at $x = 1$ over $[0, \infty)$. This proves the desired bound for $H$.

For (c), let $H_0(x) = x^{-2}H(x)$. Then

$$H_0'(x) = \frac{1}{x^3}(H'(x)x^2 - 2xH(x)) = -\frac{\varphi(x)}{x^2} < 0.$$ 

This means that $x \mapsto x^{-2}H(x)$ is non-increasing. Combining with (2a) to conclude.

(3). The convex constrained LSE in the Gaussian sequence model enjoys a closed form: $\hat{\mu}_{K,+}^{\text{seq}}(\sigma) = (\mu_{0,i} + \sigma h_i)h_i$. Consequently, using Lemma B.1,

$$\mathbb{E} \text{err}(\sigma) = \mathbb{E} \| \hat{\mu}_{K,+}^{\text{seq}}(\sigma) - \mu_0 \|^2 = \sum_i \mathbb{E} \left[ (\mu_{0,i} + \sigma h_i) - \mu_{0,i} \right]^2$$

$$= \sum_i \left[ \mathbb{E}(\sigma h_i)^2 1_{h_i \geq -\mu_{0,i}/\sigma} + \mathbb{E}(\mu_{0,i}) 1_{h_i < -\mu_{0,i}/\sigma} \right]$$

$$= \sigma^2 \sum_i \left( \Phi(\mu_{0,i}/\sigma) - (\mu_{0,i}/\sigma) \varphi(\mu_{0,i}/\sigma) \right) + \sum_i \mu_{0,i}^2 \Phi(-\mu_{0,i}/\sigma)$$

$$= \sigma^2 \sum_i \Phi(\mu_{0,i}/\sigma),$$

and

$$\mathbb{E} \text{dof}(\sigma) = \mathbb{E} \left[ \hat{\mu}_{K,+}^{\text{seq}}(\sigma) - \mu_0, \sigma h_i \right] = \sigma \sum_i \mathbb{E}(\mu_{0,i} + \sigma h_i)h_i$$

$$= \sigma \sum_i \mathbb{E}(\mu_{0,i} + \sigma h_i)h_i 1_{h_i \geq -\mu_{0,i}/\sigma}$$

$$= \sigma \sum_i \mu_{0,i} \mathbb{E} h_i 1_{h_i \geq -\mu_{0,i}/\sigma} + \sigma^2 \sum_i \mathbb{E} h_i^2 1_{h_i \geq -\mu_{0,i}/\sigma}$$

$$= \sigma \sum_i \mu_{0,i} \varphi(\mu_{0,i}/\sigma) + \sigma^2 \sum_i \left( \Phi(\mu_{0,i}/\sigma) - (\mu_{0,i}/\sigma) \varphi(\mu_{0,i}/\sigma) \right)$$

$$= \sigma^2 \sum_i \Phi(\mu_{0,i}/\sigma).$$
Now using the relationship
\[ E \text{lrt}(\sigma) = 2 E \text{dof}(\sigma) - E \text{err}(\sigma) = E \text{err}(\sigma) + 2\sigma^2 \sum_i H(\mu_{0,i}/\sigma) \]
to conclude. \[ \square \]

We need two technical lemmas before the proof of Theorem 3.1.

**Lemma 8.2.** Let \( U \geq 0 \) be any non-negative random variable. It holds that
\[
\sup_{\omega > 0} \left| \frac{P_n G(U/\omega)}{\mathbb{E} G(U/\omega)} - 1 \right| = o_P(1).
\]

**Proof.** As \( G \geq 1/2 \), it suffices to prove that
\[
\sup_{\omega > 0} \left| \frac{P_n G(U/\omega)}{\mathbb{E} G(U/\omega)} \right| = o_P(1).
\]
Note that the class \( \{ G(\cdot/\omega) : \omega > 0 \} \subset M \) containing all monotone functions on \([0,\infty)\) taking value in \([0,1]\), so by [vdVW96, Theorem 2.7.5] (bracketing entropy for \( M \)) and the Glivenko-Cantelli theorem (cf. [vdVW96, Theorem 2.4.1]), we conclude
\[
\sup_{\omega > 0} \left| \frac{P_n G(U/\omega)}{\mathbb{E} G(U/\omega)} \right| \leq \sup_{g \in M} |(P_n - P)g| = o_P(1),
\]
as desired. \[ \square \]

**Lemma 8.3.** Suppose the conditions in the beginning of Theorem 3.1 hold.

1. The fixed point equation (3.2) has a unique solution \( r_{n,+} \in (0,\infty) \).
2. Let \( P_n = n^{-1} \sum_{i=1}^n \delta_{\mu_{0,i}} \). Then almost surely, the fixed point equation
\[
\omega_{m/n}^2(r_n) \cdot P_n \left( \frac{U}{\omega_{m/n}(r_n)} \right) = r^2
\]
has a unique solution \( r_n(\mu_0) \) in \((0,\infty)\).
3. Suppose further \( m/n > 1/2 + \varepsilon \) for some \( \varepsilon > 0 \). Then \( r_n(\mu_0) \overset{p}{=} r_{n,+} \).
4. It holds that
\[
\frac{\sigma^2}{m/n - 1/2} \leq r_{n,+}^2 \leq \frac{\sigma^2}{(m/n - 1/2)_{+}}.
\]
If furthermore \( m/n > 1/2 + \varepsilon \) for some small \( \varepsilon > 0 \), the right hand side of the above display can be replaced by \( C_{\varepsilon,\sigma,U} > 0 \).

**Proof.** (1). It is well known that the statistical dimension of \( K_+ \) is \( \delta_{K_+} = n/2 \), cf. [ALMT14, Table 3.1]. Using the same proof as in Proposition 4.4-(2) but now take further expectation with respect to \( \mu_0 \) to conclude.
(2). This is a direct consequence of Proposition 2.1 as \( m > \delta_{K_+} = n/2 \).
(3). (Step 1). We show that
\[
r_n(\mu_0) = O_P(1), \quad r_{n,+} = O(1).
\]
We start with $r_{n,+}$. By Proposition 8.1-(1), $\delta \mapsto \omega_{\delta}^2(r)G(U/\omega_{\delta}(r))$ is non-increasing, so a solution $\bar{r}_{n,+}$ to the fixed point equation

$$\omega_{1/2+\varepsilon}^2(r) \cdot \mathbb{E} G\left(\frac{U}{\omega_{1/2+\varepsilon}(r)}\right) = r^2$$

provides an upper bound for $r_{n,+}$. This means that we only need to show $\bar{r}_{n,+} = O(1)$. Suppose the contrary that $\bar{r}_{n,+} = O(1)$. Next we prove $r_n(\mu_0) = O_P(1)$. The idea is similar, but a bit more technical work is needed. In fact, we only need to prove that $\bar{r}_n(\mu_0) = O_P(1)$, where $\bar{r}_n(\mu_0)$ is a fixed point solution to

$$\omega_{1/2+\varepsilon}^2(r) \cdot \mathbb{P}_n G\left(\frac{U}{\omega_{1/2+\varepsilon}(r)}\right) = r^2.$$

Suppose for some $M_n \to \infty$, $\bar{r}_n(\mu_0) \geq M_n$ with probability at least $\varepsilon_0 > 0$ for $n$ large. On this event,

$$1 = \frac{\omega_{1/2+\varepsilon}^2(\bar{r}_n(\mu_0))}{\bar{r}_n(\mu_0)^2} \mathbb{P}_n G\left(\frac{U}{\omega_{1/2+\varepsilon}(\bar{r}_n(\mu_0))}\right) \leq \frac{\omega_{1/2+\varepsilon}^2(\bar{r}_n(\mu_0))}{\bar{r}_n(\mu_0)^2} \mathbb{P}_n G\left(\frac{U}{\omega_{1/2+\varepsilon}(M_n)}\right) = \frac{\omega_{1/2+\varepsilon}^2(\bar{r}_n(\mu_0))}{\bar{r}_n(\mu_0)^2} \mathbb{E} G\left(\frac{U}{\omega_{1/2+\varepsilon}(M_n)}\right) + o_P(1).$$

The last equality follows by Lemma 8.2 and the fact that $\omega_{1/2+\varepsilon}^2(\bar{r}_n(\mu_0))/\bar{r}_n(\mu_0)^2$ remains bounded for $\bar{r}_n(\mu_0) \geq 1$. For $n$ large enough, the above display reduces to the inequality $1 \leq 1/(1 + 3\varepsilon) + o_P(1)$ that holds on an event with probability at least $\varepsilon_0 > 0$ for all $n$ large, a contradiction. This means $\bar{r}_n(\mu_0) = O_P(1)$ and therefore $r_n(\mu_0) = O_P(1)$, completing the proof of (8.2).

(Step 2). By (8.2), we may assume without loss generality $r_{n,+} \to r_+ \in [0, \infty)$ and $r_n(\mu_0)$ converges weakly to a tight random variable $r(\mu_0)$ along a proper subsequence of $[n]$. Due to the fixed point equation, $r(\mu_0)$ must be degenerate that charges mass at one point, and we denote this point, with slight abuse of notation, again by $r(\mu_0) \in [0, \infty)$. In other words, $r_n(\mu_0) \overset{P}{\to} r(\mu_0)$. By working with further proper subsequence, we replace the convergence in probability to a.s., i.e., $r_n(\mu_0) \to_{a.s.} r(\mu_0)$, and that $m/n \to \delta \in (1/2, \infty)$. Consequently, by taking limits to the fixed point equations (3.2) and (8.1) along the aforementioned subsequence, upon using Lemma 8.2 to replace $\mathbb{P}_n$ by $\mathbb{E}$ in (8.1), we find that both $r_+$ and $r(\mu_0)$ is a solution to the fixed point equation

$$\omega_{\delta}^2(r) \cdot \mathbb{E} G\left(\frac{U}{\omega_{\delta}(r)}\right) = r^2.$$


This equation has a unique solution for all $\delta \in (1/2, \infty]$ so $r_\delta = r(\mu_0)$. This means in particular

$$r_n^2(\mu_0) \overset{p}{=} r_{n,+}^2, \quad \text{if } r_{n,+} \geq 1. \quad (8.4)$$

Next we consider the regime $r_{n,+} \to 0$. Combining Lemma 8.2 and Proposition 8.1-(1), we have

$$r_n^2(\mu_0) = \omega_{m/n}(r_n(\mu_0)) \cdot \mathbb{P}_n \left( \frac{U}{\omega_{m/n}(r_n(\mu_0))} \right) \approx \omega_{m/n}(r_n(\mu_0)) \cdot \mathbb{E} \left( \frac{U}{\omega_{m/n}(r_n(\mu_0))} \right) \cdot (1 + O(r_n^2(\mu_0) - r_{n,+}^2))$$

$$= r_{n,+}^2 (1 + O(r_n^2(\mu_0) - r_{n,+}^2)).$$

By (8.2), $r_n^2(\mu_0) = r_{n,+}^2 \cdot O_P(1)$. Plugging this back in the above display, we obtain

$$r_n^2(\mu_0) \overset{p}{=} r_{n,+}^2 (1 + r_{n,+}^2 \cdot O_P(1)).$$

Consequently

$$r_n^2(\mu_0) \overset{p}{=} r_{n,+}^2, \quad \text{if } r_{n,+} \to 0. \quad (8.5)$$

The proof is complete by combining two cases considered in (8.4) and (8.5).

(4). By Proposition 8.1-(1), $1/2 \leq \mathbb{G} \leq 1$, so (3.2) leads to the inequality

$$\frac{1}{2} \cdot \omega_{m/n}(r_{n,+}^2) \leq r_{n,+}^2 \leq \omega_{m/n}(r_{n,+}^2).$$

Solving the above display yields the desired inequality. In the regime $1/2 + \epsilon < m/n \leq 1 + \epsilon$, (8.3) shows that $r_{n,+}^2 \leq C_{\epsilon}$, completing the proof. \hfill \Box

**Proof of Theorem 3.1.** (1). By Lemma 8.3, $r_n(\mu_0) \overset{p}{=} r_{n,+} = O(1)$. On the other hand, $m \gg n$ automatically holds, so (R1) is satisfied. By Proposition 8.1-(3), condition (R2) reads

$$\lim_{n} \frac{1}{n \sigma^2} \sum_{i=1}^{n} \omega_{m/n}(r_n(\mu_0)) H \left( \frac{\mu_{0,i}}{\omega_{m/n}(r_n(\mu_0))} \right) < 1, \quad (8.6)$$

which, by (7.7), is equivalent to

$$\lim_{n} \frac{1}{n \sigma^2} \sum_{i=1}^{n} \omega_{m/n}(r_{n,+}) H \left( \frac{\mu_{0,i}}{\omega_{m/n}(r_{n,+})} \right) < 1 \quad (8.7)$$

in probability. On the other hand, using $\omega_{m/n}(r_{n,+}) \leq 2(r_{n,+}^2 + \sigma^2) \leq C_{\epsilon}$, and the monotonicity of the map $x \mapsto x^2 H(u/x)$ as proved in Proposition 8.1-(2), the variance of the left hand side of the above display is

$$\frac{1}{n \sigma^4} \cdot \omega_{m/n}(r_{n,+}) \text{Var} \left[ \left( \frac{U}{\omega_{m/n}(r_{n,+})} \right) \right].$$
\[
\leq \frac{1}{n \sigma^4} \mathbb{E} \left[ \omega_{m/n}(r_{n,+}) \mathcal{H} \left( \frac{U}{\omega_{m/n}(r_{n,+})} \right) \right]^2 \leq n^{-1} \cdot (C_{E/\sigma^4}) \cdot \mathbb{E} H^2(U/C_E)^{1/2}.
\]

This means (8.7) holds if and only if
\[
\frac{1}{\sigma^2} \lim_{n} \omega_{m/n}(r_{n,+}) \mathcal{H} \left( \frac{U}{\omega_{m/n}(r_{n,+})} \right) < 1.
\]

Consequently, under (8.8), for any small \( \varepsilon > 0 \), there exists an event \( E \) on which (8.6) holds, and \( \mathbb{P}_U(E) \geq 1 - \varepsilon \). As \( r_n(\mu_0)^2 \leq r_{n,+}^2 \geq 1/(m/n - 1/2) \geq 2_n/m \), on the event \( E \) we may apply Theorem 2.2 to obtain
\[
\lim_n \mathbb{P}_{X,E} \left( \frac{||\hat{\mu}(\sigma) - \mu_0||^2}{n r_n^2(\mu_0)} - 1 \right) > \varepsilon = 0.
\]

Note that
\[
\mathbb{P} \left( \frac{||\hat{\mu}(\sigma) - \mu_0||^2}{n r_n^2(\mu_0)} - 1 \right) > \varepsilon \leq \mathbb{E} \mathbf{1} \left( \frac{||\hat{\mu}(\sigma) - \mu_0||^2}{n r_n^2(\mu_0)} - 1 \right) > \varepsilon \mathbf{1}_E + \varepsilon.
\]

By (8.9) and dominated convergence theorem, the first term in the right hand side of the above display vanishes as \( n \to \infty \), so we conclude that
\[
n^{-1} ||\hat{\mu}(\sigma) - \mu_0||^2 \geq n^{-1} ||\hat{\mu}(\sigma) - \mu_0||^2 \geq n^{-1} \mathbb{E} \mathbf{1}_E + \varepsilon.
\]

as desired.

(2) Consider the fixed point equation
\[
\omega_2^2(r) \cdot \mathbb{G} \left( \frac{U}{\omega_0(r)} \right) = r^2
\]
which admits a unique solution \( r_+(\delta) \). Fix \( 1/2 < \delta_1 \leq \delta_2 \). As \( r \mapsto r^2 \mathbb{G}(U/r) \) is non-decreasing, we have
\[
r_2^2(\delta_1) = \omega_2^2 \left( r_+(\delta_1) \right) \cdot \mathbb{G} \left( \frac{U}{\omega_0 \left( r_+(\delta_1) \right)} \right) \geq \omega_2^2 \left( r_+(\delta_2) \right) \cdot \mathbb{G} \left( \frac{U}{\omega_0 \left( r_+(\delta_2) \right)} \right) = n^{-1} \mathbb{E} \left[ \mathbb{G}_n \left( \omega_0 \left( r_+(\delta_1) \right) \right) \right] - \mu_0 ||^2 = n^{-1} \cdot \mathbb{E} \mathbf{err}(\omega_2 \left( r_+(\delta_1) \right)).
\]

By the monotonicity of \( r \mapsto r^2 \mathbb{G}(U/r) \) and \( \mu_0(\delta) \) (cf. Proposition 4.4-(1)), we conclude that \( r_+(\delta_2) \leq r_+(\delta) \). This proves that \( \delta \mapsto r_+(\delta) \) is non-increasing on \( (1/2, \infty) \). Now separately letting \( \delta \uparrow \infty \) and \( \delta \downarrow 1/2 \) on both sides of (8.10), it is easy to see that \( \lim_{\delta \uparrow \infty} r_+(\delta) = 0 \) whereas \( \lim_{\delta \downarrow 1/2} r_+(\delta) = \infty \). The remaining claims follow from (1).

(3) As \( m/n \to \infty \), by (3.2) and that \( \mathbb{G} \leq 1 \), we have the apriori estimate:
\[
r_{n,+}^2 \leq \omega_{m/n}(r_{n,+}) = \frac{r_{n,+}^2 + \sigma^2}{m/n},
\]
which leads to \( r_{n,+} \vee \omega_{m/n}(r_{n,+}) \to 0 \). So we have
\[
\omega_{m/n}(r_{n,+}) \mathcal{H} \left( \frac{U}{\omega_{m/n}(r_{n,+})} \right) \to 0.
\]
and by dominated convergence theorem, we have
\[
0 \leq 1 - \mathbb{E} \mathcal{G}\left(\frac{U}{\omega_{m/n}(r_{n,+})}\right) = 1 - \frac{1}{2} \cdot \mathbb{P}(U = 0) - \mathbb{E} \mathcal{G}\left(\frac{U}{\omega_{m/n}(r_{n,+})}\right) 1_{U > 0}
\]
\[
\rightarrow 1 - \frac{1}{2} \cdot \mathbb{P}(U = 0) - \mathbb{P}(U > 0) = \frac{p_0}{2}.
\]

The above display implies that under \(m/n \to \infty\), the fixed point equation (3.2) reduces to
\[
\frac{r_{n,+}^2}{\omega_{m/n}(r_{n,+})}\left(1 - \frac{1 + o(1)}{2} \cdot p_0\right) = \frac{r_{n,+}^2 + \sigma^2}{m/n}\left(1 - \frac{1 + o(1)}{2} \cdot p_0\right).
\]

Solving the equation we obtain \(r_{n,+}^2 \approx (1 - p_0/2)\sigma^2/(m/n)\). The claim now follows by an application of (1).

8.2. Proofs for Section 3.2.

Proof of Theorem 3.3. We claim that for any \(k \in [1 : n]\), any \(\mu \in K_S \cap K \in \mathcal{K}_k\) with \(S = \{S_\ell\}_{\ell=1}^k\), we have
\[
\mathbb{E} \text{err}(\sigma) \leq \|\mu - \mu_0\|^2 + \sigma^2 \sum_{\ell=1}^k \delta_{K[S_\ell]}.
\]

(8.11)

First by projection, \((y - \Pi_K(y), \mu - \Pi_K(y)) \leq 0\) for all \(\mu \in K\). This means that
\[
\|y - \mu\|^2 = \|y - \Pi_K(y) + \Pi_K(y) - \mu\|^2 \geq \|y - \Pi_K(y)\|^2 + \|\Pi_K(y) - \mu\|^2
\]
for all \(\mu \in K\).

Expanding the square with \(y = \mu_0 + \sigma h\), it is easy to see
\[
\|\Pi_K(y) - \mu_0\|^2 \leq \|\mu - \mu_0\|^2 + \|\sigma h\|^2 - \|\sigma h - (\Pi_K(y) - \mu)\|^2
\]
\[
\leq \|\mu - \mu_0\|^2 + \|\sigma h\|^2 - \|\sigma h - \Pi_{T_K(\mu)}(\sigma h)\|^2
\]
\[
\leq \|\mu - \mu_0\|^2 + 2\|\Pi_{T_K(\mu)}(\sigma h)\|^2,
\]
(8.12)

where in (*) we used that \(\Pi_K(y) - \mu \in T_K(\mu)\), and in (**) we used Lemma B.4. The above inequality appears already in [Bel18] and [CGS18]; we have reproduced some details for the convenience of the reader. On the other hand, for any \(\mu \in K_S \cap K\) and \(v \in K\), as \(\mu|_{S_\ell} \in K_{S_\ell}, K|_{S_\ell} - K_{S_\ell} \subset K|_{S_\ell}\), we have \((v - \mu)|_{S_\ell} \subset K|_{S_\ell}\). So \(T_K(\mu) \subset \Phi_{\ell=1}^k T_{K[S_\ell]}(0)\). By [ALMT14, Proposition 3.1], we have \(\mathbb{E}||\Pi_{T_K(\mu)}(\sigma h)\|^2 = \delta_{T_K(\mu)} \leq \sum_{\ell=1}^k \delta_{K[S_\ell]}\). Now taking expectation on both sides of (8.12) to conclude (8.11). Finally invoking Theorem 2.7 to complete the proof.

Proof of Corollary 3.4. We first prove the main inequality. It is well-known that \(\delta_{K_1} = \sum_{j=1}^n (1/j) \leq \log(en)\) (cf. [ALMT14, Eqn. (D.12)]), so for any partition \(S = \{S_\ell\}_{\ell=1}^n \subset \mathcal{P}_n\) where \(S_\ell\) contains consecutive integers, we have \(\sum_{\ell=1}^k \delta_{K[S_\ell]} \leq \sum_{\ell=1}^k \log(e|S_\ell|) \leq k \log(en/k),\) where the last inequality follows by an application of Jensen’s inequality.

Next we verify that \(\mathcal{E}_{K_1}(\mu_0) = o(1)\) for \(\mu_{0,n} - \mu_{0,1} = O(1)\). To this end, for given \(1 \leq k \leq n\), let \([n_\ell \equiv \ell \lfloor n/k \rfloor]_{\ell=0}^k\) and \(n_{k+1} \equiv n\). Let \([S_\ell \equiv (n_{\ell-1} : n_\ell)]_{\ell=1}^k\)
and \( S_{k+1} \equiv (n_k : n_{k+1}) \) (\( S_{k+1} \) can possibly be \( \emptyset \)). Now for the given \( \mu_0 \), define \( \mu_0^{k+1} \in M_{k+1} \) by \( \mu_0^{k+1}|_{s_\ell} \equiv \mu_{0,n_{\ell+1}}, \ 1 \leq \ell \leq k + 1 \). Then

\[
\inf_{\mu \in M_{k+1}} \| \mu - \mu_0 \|^2 \leq \| \mu_0^{k+1} - \mu_0 \|^2 \leq \sum_{\ell=1}^{k+1} (\mu_{0,n_{\ell}} - \mu_{0,n_{\ell+1}})^2 \cdot \lfloor n/k \rfloor
\]

\[
\leq (\mu_{0,n} - \mu_{0,1}) \cdot \sum_{\ell=1}^{k+1} (\mu_{0,n_{\ell}} - \mu_{0,n_{\ell+1}})(n/k) \leq (\mu_{0,n} - \mu_{0,1})^2 (n/k).
\]

This means

\[
\mathcal{E}_K(A, \mu) \leq \inf_{1 \leq k \leq n} \left( \frac{1}{k} + \frac{k \log(en/k)}{m} \right) = o(1)
\]

under \( m \gg \log n \). The proof of the main inequality is now complete.

Finally we verify that \( \mathcal{O}(\mathcal{U}/m) \) can be assimilated into the bound \( \sigma^2 k \log(en/k)/m \) when \( \mu_0 \in M_k \). To this end, note that \( \mathcal{U} \leq \log(k \log(en/k)) \). As \( \min_{1 \leq k \leq n} k \log(en/k) = \log(en) \gg 1 \), we have \( k \log(en/k) \gg \log(k \log(en/k)) \) \( \lor \log \log n \). So \( \mathcal{U} \ll k \log(en/k) \), as desired.

8.3. **Proofs for Section 3.3.**

**Proof of Theorem 3.5.** We first prove the upper bound for \( r_n \). By Proposition 4.3-(1), \( \mathbb{E} \mathcal{E}(\sigma) \leq \sigma^2 \delta_0 \), so the fixed point equation (2.5) yields that

\[
r_n^2 = \mathbb{E} \mathcal{E}(\sigma_{m/n}(r_n)) \leq \omega_{m/n}(r_n) \cdot \delta_0 = \frac{r_n^2 + \sigma^2}{m/n} \cdot \delta_0. \tag{8.13}
\]

Solving the inequality yields the desired bound for \( r_n^2 \leq r_n^2 \), where \( r_n^2 \equiv \sigma^2 \delta_0/(m - \delta_0) \). Now we consider (R1). Under \( \lim_{n} (m/\delta_0) > 1 \), \( r_n^2 \leq r_n^2 = \mathcal{O}(1) \) by the upper bound just proven. On the other hand, as \( \mathcal{U} = \log \delta_0 + \log \log(16n) \), we have \( r_n^2 + \mathcal{O}(\mathcal{U}/m) = (1 + \mathcal{O}(1))r_n^2 + \mathcal{O}(\log \delta_0 + \log \log n/m) \) and \( m \gg \log \delta_0 + \log \log n \) is required. If \( \delta_0 \to \infty \), \( \log \delta_0/m \) can be assimilated in \( r_n^2 \), and \( \lim_{n} m/\delta_0 \rightarrow 1 \) already entails \( m \gg \log \delta_0 \). If \( \delta_0 = \mathcal{O}(1) \), then \( m \gg \log \log n \gg \log \delta_0 \). Consequently, we only need to require \( m \gg \log \log n \) to ensure (R1). (R2) is satisfied by Proposition 2.4-(1). Now applying Theorem 2.2 to conclude.

For the last claim, if \( K_{(t,\mu_0)} = \mu_0 \), then the inequality in (8.13) takes equality, and (R2) is degenerate.

9. **Proofs for Section 4**

9.1. **Proofs for Section 4.1.**

**Proof of Lemma 4.1.** (1). By the arguments up to [Cha14, Eqn. (10), pp. 2352-2353], we have

\[
E(\sigma) \equiv \mathcal{E}(\sigma) = \arg \max_{t \geq 0} \left\{ \sigma \cdot \sup_{\mu \in K} \sigma \cdot (h, \mu - \mu_0) - \frac{r_n^2}{2} \right\}
\]

\[
\equiv \arg \max_{t \geq 0} \left\{ \sigma \cdot M(t) - \frac{r_n^2}{2} \right\} \equiv \arg \max_{t \geq 0} V(t; \sigma).
\]
The arguments around [Cha14, Eqn. (8)-(9), pp. 2352] showed that the map $t \mapsto V(t; \sigma)$ is strictly concave and drops to $-\infty$ as $t \to \infty$, so admits a unique maximizer. In other words, $E(\sigma)$ is well-defined in this representation. Clearly $M(t)$ is non-decreasing with $M(0) = 0$. By [Cha14, Eqn. (8), pp. 2352], $M(t)$ is also concave. Fix $0 \leq \sigma_1 < \sigma_2 < \infty$. Then by definition of $E(\sigma_1), E(\sigma_2)$,
\[
V(E(\sigma_2); \sigma_1) < V(E(\sigma_1); \sigma_1), \\
V(E(\sigma_2); \sigma_2) > V(E(\sigma_1); \sigma_2).
\]
This means that
\[
V(E(\sigma_2); \sigma_2) - V(E(\sigma_2); \sigma_1) > V(E(\sigma_1); \sigma_2) - V(E(\sigma_1); \sigma_1). \tag{9.1}
\]
On the other hand, the map
\[
t \mapsto V(t; \sigma_2) - V(t; \sigma_1) = (\sigma_2 - \sigma_1)M(t)
\]
is non-decreasing on $[0, \infty)$ due to the choice $\sigma_1 < \sigma_2$. This combined with the comparison inequality in (9.1) necessarily implies that $E(\sigma_2) \geq E(\sigma_1)$, as desired. (2). That $\text{err}' \geq 0$ follows by (1).

(Step 1). First we show the result for a convex polytope $K$. $\text{err}$ is absolutely continuous with derivative
\[
\text{err}'(\sigma) = \frac{2}{\sigma} \langle \Pi_K(\mu_0 + \sigma h) - \mu_0, J_{\Pi_K}(\mu_0 + \sigma h)(\sigma h) \rangle. \tag{9.2}
\]
The above identity holds for any closed convex set $K$. Now as $K$ is a convex polytope, $J_{\Pi_K}$ is a.e. an orthogonal projection matrix, i.e., $J_{\Pi_K} = J_{\Pi_K}^\top$ with $J_{\Pi_K} = J_{\Pi_K}^2$. By [HSS22, Lemma 2.1-(2)], we have
\[
J_{\Pi_K}(\mu_0 + \sigma h)^\top (\hat{\mu}_K^{\text{seq}}(\sigma)) = J_{\Pi_K}(\mu_0 + \sigma h)^\top (\mu_0 + \sigma h). \tag{9.3}
\]
The above identity holds for any closed convex set $K$. So using $J_{\Pi_K} = J_{\Pi_K}^\top$ a.e., we have a.e.
\[
J_{\Pi_K}(\mu_0 + \sigma h)(\sigma h) = J_{\Pi_K}(\mu_0 + \sigma h)(\hat{\mu}_K^{\text{seq}}(\sigma) - \mu_0).
\]
Using $\|J_{\Pi_K}\|_{\text{op}} \leq 1$, it follows that a.e.
\[
\|J_{\Pi_K}(\mu_0 + \sigma h)(\sigma h)\| \leq \|\hat{\mu}_K^{\text{seq}}(\sigma) - \mu_0\|. \tag{9.4}
\]
Combining (9.2) and (9.4), we have a.e.
\[
|\text{err}'(\sigma)| \leq \frac{2}{\sigma} \|\hat{\mu}_K^{\text{seq}}(\sigma) - \mu_0\| \cdot \|J_{\Pi_K}(\mu_0 + \sigma h)(\sigma h)\| \leq \frac{2\|\hat{\mu}_K^{\text{seq}}(\sigma) - \mu_0\|^2}{\sigma} = \frac{2\text{err}(\sigma)}{\sigma}.
\]
Consequently,
\[
\frac{d}{d\sigma} \frac{\text{err}(\sigma)}{\sigma^2} = \frac{\text{err}'(\sigma) - 2\text{err}(\sigma)/\sigma}{\sigma^2} \leq 0 \quad \text{a.e.,}
\]
and by the absolute continuity of $\text{err}(\cdot)$, the above display is equivalent to that of $\sigma \mapsto \text{err}(\sigma)/\sigma^2$ being non-increasing.
(Step 2). Now we will extend the result to a general closed convex set $K$. Let $\text{err}_K \equiv \text{err}_{(K,\mu_0)}$ for notational convenience. We want to prove that $\sigma \mapsto \text{err}_K(\sigma)/\sigma^2$ is non-increasing, or equivalently

$$\frac{\text{err}_K(M\sigma)}{(M\sigma)^2} \leq \frac{\text{err}_K(\sigma)}{\sigma^2}, \quad \forall \sigma > 0, M \geq 1. \quad \text{(9.5)}$$

For any fixed $\sigma > 0$, $M \geq 1$ and $h \in \mathbb{R}^n$ (hidden in the notation $\text{err}_K$), we may find sufficiently large $R > 0$ such that $K$ may be replaced by the convex body $K \cap B(R)$ in the above display, where $B(R) \equiv \{x \in \mathbb{R}^n : ||x|| \leq R\}$. Now the convex body $K \cap B(R)$ can be approximated in Hausdorff distance by convex polytopes, say, $K_\ell$, cf. [Sch14, Theorem 1.8.16], so by Step 1, (9.5) holds for $K_\ell$. By (an easy consequence of) [Sch14, Theorem 1.8.8-(2)], $\Pi_{K_\ell} \to \Pi_{K \cap B(R)}$ pointwise, so passing limits in $\ell$ proves (9.5) for $K \cap B(R)$, and therefore for a general closed convex set $K$.

**Proof of Proposition 4.3.** (1). The inequality $\text{err}(\sigma) = ||\Pi_K(\mu_0 + \sigma h) - \Pi_K(\mu_0)||^2 \leq \sigma^2 ||h||^2$ follows by the fact that $\Pi_K$ is a contraction map. The inequality $\text{err}(\sigma)/\sigma^2 \leq \lim_{\sigma \to \infty}||\Pi_K(\sigma h)||^2/\sigma^2$ follows from the limiting claim by the monotonicity of $\sigma \mapsto \text{err}(\sigma)/\sigma^2$ in Lemma 4.1. To prove the limit, using that

$$(||\Pi_K(\sigma h)|| - 2||\mu_0||)_+ \leq ||\mu_K^{\text{geo}}(\sigma) - \mu_0|| \leq ||\Pi_K(\sigma h)|| + 2||\mu_0||,$$

we have for any $\varepsilon > 0$,

$$\frac{1}{\sigma^2} \cdot \left[(1 - \varepsilon)||\Pi_K(\sigma h)||^2 - C_\varepsilon \cdot ||\mu_0||^2\right] \leq \frac{\text{err}(\sigma)}{\sigma^2} \leq \frac{1}{\sigma^2} \cdot \left[(1 + \varepsilon)||\Pi_K(\sigma h)||^2 + C_\varepsilon \cdot ||\mu_0||^2\right]$$

holds for some large $C_\varepsilon > 0$. Now taking $\sigma \uparrow \infty$ followed by $\varepsilon \downarrow 0$ to conclude the high noise limit. The low noise limit is proved in [OH16, Theorem 1.1].

(2). Note that

$$\nabla_h \text{err}(\sigma) = 2\sigma \cdot J_{\Pi_K}(\mu_0 + \sigma h)^\top(\Pi_K(\mu_0 + \sigma h) - \mu_0).$$

Now Gaussian-Poincaré inequality yields that

$$\text{Var}(\text{err}(\sigma)) \leq \mathbb{E} \left[\left\|\nabla_h \text{err}(\sigma)\right\|^2\right] \leq 4\sigma^2 \cdot \mathbb{E} \left[\left\|J_{\Pi_K}(\mu_0 + \sigma h)^\top(\Pi_K(\mu_0 + \sigma h) - \mu_0)\right\|^2\right] \leq 4\sigma^2 \mathbb{E} \text{err}(\sigma).$$

The last inequality follows by using $\|J_{\Pi_K}\|_{op} \leq 1$.

(3). We apply the Gaussian log-Sobolev inequality in the form stated in Lemma A.2 with $G(h) \equiv \lambda Z \equiv \lambda(\text{err}(\sigma) - \mathbb{E}\text{err}(\sigma))$. Then using the calculations in (2), $\|\nabla_h G\|^2 \leq \lambda^2 \|\nabla_h \text{err}(\sigma)\|^2 \leq 4\sigma^2 \lambda^2 \text{err}(\sigma) = 4\sigma^2 \lambda^2 (Z + \mathbb{E}\text{err}(\sigma))$. This means

$$\lambda \mathbb{E}[Ze^{iZ}] - \mathbb{E} e^{iZ} \cdot \log \mathbb{E} e^{iZ} \leq \frac{1}{2} \mathbb{E} [4\sigma^2 \lambda^2 (Z + \mathbb{E}\text{err}(\sigma))e^{iZ}].$$

Let $m_Z(\lambda) = \mathbb{E} e^{iZ}$ be the moment generating function of $Z$. Then

$$Am_Z'(\lambda) - m_Z(\lambda) \log m_Z(\lambda) \leq 2\sigma^2 \lambda^2 m_Z'(\lambda) + 2\sigma^2 \lambda^2 \mathbb{E}\text{err}(\sigma)m_Z(\lambda).$$
Now we may use Herbst’s argument to conclude a concentration inequality. Some details are given below. Divide on both sides $\lambda^2 m_Z(\lambda)$, we arrive at

$$\left( \frac{\log m_Z(\lambda)}{\lambda} \right)' = \frac{1}{\lambda} \frac{m'_Z(\lambda)}{m_Z(\lambda)} - \frac{1}{\lambda^2} \log m_Z(\lambda) \leq 2\sigma^2 \left[ \frac{m'_Z(\lambda)}{m_Z(\lambda)} + \mathbb{E} \operatorname{err}(\sigma) \right] = 2\sigma^2 \left( \log m_Z(\lambda) + \lambda \mathbb{E} \operatorname{err}(\sigma) \right)' .$$

As $\lim_{\lambda \downarrow 0} \log m_Z(\lambda)/\lambda = 0$ and $\log m_Z(0) = 0$, integrating the above display yields

$$\log m_Z(\lambda) \leq 2\sigma^2 \lambda \log m_Z(\lambda) + 2\sigma^2 \lambda^2 \mathbb{E} \operatorname{err}(\sigma) .$$

This gives the desired gamma behavior of the moment generating function. Conversion to tail bounds is standard, see cf. [BLM13, pp. 29].

9.2. Proofs for Section 4.2.

Proof of Lemma 4.5. (1). Note that

$$||y - \Pi_K(y)||^2 = ||\mu_0 + \sigma h - \tilde{\mu}_K^\text{seq}(\sigma)||^2 = \operatorname{err}(\sigma) - 2 \operatorname{dof}(\sigma) + \sigma^2 \|h\|^2 ,$$

and

$$\frac{d}{d\sigma} ||y - \Pi_K(y)||^2 = 2 \langle y - \Pi_K(y), h \rangle = 2(\sigma ||h||^2 - \operatorname{dof}(\sigma)/\sigma) .$$

So the definition of lrt(·) in (2.3) yields

$$\text{lrt}(\sigma) = 2 \operatorname{dof}(\sigma) - \operatorname{err}(\sigma) ,$$

with its derivative lrt’(·) given by

$$\text{lrt}'(\sigma) = \frac{d}{d\sigma} ||y - \Pi_{\{\mu_0\}}(y)||^2 - \frac{d}{d\sigma} ||y - \Pi_K(y)||^2 = 2 \operatorname{dof}(\sigma)/\sigma .$$

The claim follows by simple algebra combining the above two displays.

(2). As $\hat{\theta}_K(s) = \sup_{s \in \mathbb{R}^p} s^T t$, we have

$$\min_{s \in \mathbb{R}^p} \{ ||\sigma h - s||^2 - 2(s^T (\mu_0 - \nu) - \hat{\theta}_K(s)) \} \rightarrow \sigma^2 ||h||^2 + \sup_{s \in \mathbb{R}^p} \min_{r \in K} \{ -2 \langle \sigma h + \mu_0 - \nu, s \rangle + ||s||^2 + 2s^T t \}$$

$$\stackrel{(*)}{=} \sigma^2 ||h||^2 + \sup_{s \in \mathbb{R}^p} \min_{r \in K} \{ -2 \langle \sigma h + \mu_0 - \nu - t, s \rangle + ||s||^2 \}$$

$$\rightarrow \sigma^2 ||h||^2 - \inf_{r \in K} ||\sigma h + \mu_0 - \nu - t||^2$$

$$\rightarrow \sigma^2 ||h||^2 - \operatorname{dist}(\sigma h + \mu_0 - \nu, K)$$

$$\rightarrow \sigma^2 ||h||^2 - \operatorname{dist}(\sigma h + \mu_0, K) = \text{lrt}(\sigma) .$$

Here (a) in (⋆) we used Sion’s min-max theorem (cf. Lemma A.4), as the range of $s$ can be restricted to a compact set due to the fact that objective function is quadratic in $s$ given all other quantities; (b) in (⋆⋆) we used Lemma B.5 with $(\mu, \xi)$ therein replaced by $(-\nu, \sigma h + \mu_0)$ under the condition that (i) $K + \nu \subset K$ and (ii) $-\nu + \Pi_K(\mu_0 + \sigma h) \in K$.
(3). Note that by (1),
\[
\frac{d}{d\sigma} \left( \frac{\text{lrt}(\sigma)}{\sigma} \right) = \frac{\text{lrt}'(\sigma)\sigma - \text{lrt}(\sigma)}{\sigma^2} = \frac{\text{err}(\sigma)}{\sigma^2}.
\]
By Lemma 4.1-(2), the right hand side of the above display is non-increasing.

(4). Note that by (1) and Proposition 4.7-(2) below,
\[
\frac{d}{d\sigma} \left( \frac{\text{lrt}(\sigma)}{\sigma^2} \right) = \frac{\text{lrt}'(\sigma)\sigma - 2\text{lrt}(\sigma)}{\sigma^3} = \frac{\text{err}(\sigma) - \text{lrt}(\sigma)}{\sigma^3} \leq 0.
\]
The claim follows. □

Proof of Proposition 4.7. (1). The claim follows by using that
\[
\mathbb{E} \text{lrt}(\sigma) = 2\sigma^2 \mathbb{E} \text{div} \tilde{\mu}^\text{seq}_K(\sigma) - \mathbb{E} \text{err}(\sigma)
\]
and \(\mathbb{E} \text{div} \tilde{\mu}^\text{seq}_K(\sigma) \leq n\) (cf. [MW00, Corollary 1]).

(2). The lower bound follows by (9.6) and the left hand side of the first inequality in Proposition 4.8-(3). For the upper bound, by (9.6) and Proposition 4.8-(3),
\[
\text{lrt}(\sigma) - \text{err}(\sigma) = 2(\text{dof}(\sigma) - \text{err}(\sigma)) \leq 2\sigma \int_0^{\sigma} \left( \frac{\text{err}(\tau)}{\tau^2} - \frac{\text{err}(\sigma)}{\sigma^2} \right) d\tau.
\]
Now suppose further that \(K\) is a closed convex cone and we prove the announced upper bound in this setting. Choosing
\[
s = \sigma h + \mu_0 - \Pi_K(\mu_0 + \sigma h) = \Pi_K(\mu_0 + \sigma h) \in K^*
\]
in Lemma 4.5-(2), we obtain
\[
\text{lrt}(\sigma) \leq \|\Pi_K(\mu_0 + \sigma h) - \mu_0\|^2 + 2 \langle \Pi_K(\mu_0 + \sigma h) - \mu_0 - \sigma h, \mu_0 - \nu \rangle
\]
\[
= \text{err}(\sigma) + 2 \langle \tilde{\mu}^\text{seq}_K(\sigma) - \mu_0 - \sigma h, \mu_0 - \nu \rangle.
\]
The claimed inequality follows.

(3). By [HSS22, Lemma 2.1-(1)], \(\nabla y \|y - \Pi_K(y)\|^2 = 2(y - \Pi_K(y))\), so \(\nabla h \|y - \Pi_K(y)\|^2 = 2\sigma(y - \Pi_K(y))\). Hence
\[
\nabla_h \text{lrt}(\sigma) = 2\sigma \left( (y - \mu_0) - (y - \Pi_K(y)) \right) = 2\sigma(\mu^\text{seq}_K(\sigma) - \mu_0).
\]
(9.7)
By Gaussian-Poincaré inequality,
\[
\text{Var}(\text{lrt}(\sigma)) \leq \mathbb{E} \|\nabla_h \text{lrt}(\sigma)\|^2 \leq 4\sigma^2 \mathbb{E} \text{err}(\sigma).
\]

(4). Fix \(\lambda \in \mathbb{R}\). Let
\[
G(h) \equiv \lambda \cdot \frac{\text{lrt}(\sigma) - \mathbb{E} \text{lrt}(\sigma)}{\sigma - \mathbb{E}^{1/2} \text{err}(\sigma)} \equiv \lambda \cdot Z.
\]
Then
\[
\nabla_h G(h) = \frac{\lambda}{\sigma - \mathbb{E}^{1/2} \text{err}(\sigma)} \nabla_h \text{lrt}(\sigma),
\]
so by (9.7),
\[
\|\nabla_h G(h)\|^2 \leq \frac{\lambda^2}{\sigma^2 \mathbb{E} \text{err}(\sigma)} \cdot (4\sigma^2 \text{err}(\sigma)) = 4\lambda^2 \cdot (\text{err}(\sigma)/\mathbb{E} \text{err}(\sigma)).
\]
By Gaussian log-Sobolev inequality (cf. Lemma A.2), we have for any \( t \geq 0 \),
\[
\text{Ent}(e^{G}) \leq \frac{1}{2} \mathbb{E} \left[ \| \nabla_{h}(G(h)) \|^2 e^{G(h)} \right] = \frac{\lambda^2}{2} \cdot \mathbb{E} \left[ \Gamma \cdot e^{G} \right],
\]
where \( \Gamma \equiv 4\lambda^2 \mathbb{E} \text{err}(\sigma) / \mathbb{E} \text{err}(\sigma) \). By the ‘exponential Poincaré inequality’ proved in [BG99] (cf. Lemma A.3),
\[
\mathbb{E} e^{G} \leq \mathbb{E} e^{\Gamma} = \mathbb{E} \exp(4\lambda^2 \mathbb{E} \text{err}(\sigma) / \mathbb{E} \text{err}(\sigma)).
\]
By Proposition 4.3-(3), with \( u \equiv 4\lambda^2 / \mathbb{E} \text{err}(\sigma) < 1/2\sigma^2 \), we have
\[
\mathbb{E} \exp(\lambda \cdot Z) \leq \mathbb{E} \exp(u \cdot \text{err}(\sigma))
\]
\[
\leq \exp(u \cdot \mathbb{E} \text{err}(\sigma)) \cdot \exp\left( \frac{2\sigma^2 u^2 \mathbb{E} \text{err}(\sigma)}{1 - 2\sigma^2 u} \right)
\]
\[
= \exp\left( \frac{u \mathbb{E} \text{err}(\sigma)}{1 - 2\sigma^2 u} \right) = \exp\left( \frac{4\lambda^2}{1 - 8(\sigma^2 / \mathbb{E} \text{err}(\sigma))\lambda^2} \right).
\]
Apply Lemma B.3 with \( C_0 \equiv 4 \) and \( a \equiv 8(\sigma^2 / \mathbb{E} \text{err}(\sigma)) \) therein to conclude. \( \square \)

9.3. **Proofs for Section 4.3.**

**Proof of Proposition 4.8.** (1). The claim follows from Stein’s identity.

(2). By (9.6), \( \text{dof}(\sigma) = (\text{lrt}(\sigma) + \text{err}(\sigma))/2 \). The first claim now follows from Lemmas 4.1-(2) and 4.5-(4). For the second claim, \( \text{dof}(M\sigma) \leq M^2 \text{dof}(\sigma^2) \) follows immediately from the monotonicity of \( \sigma \mapsto \text{dof}(\sigma)/\sigma^2 \), so we are left to prove \( \text{dof}(\sigma) \leq \text{dof}(M\sigma) \). This can be seen as
\[
\text{dof}(\sigma) = \frac{1}{2} (\text{lrt}(\sigma) + \text{err}(\sigma)) \leq \frac{1}{2} (\text{lrt}(M\sigma) + \text{err}(M\sigma)) = \text{dof}(M\sigma),
\]
where the inequality follows by (i) \( \text{err}(\sigma) \leq \text{err}(M\sigma) \) due to Proposition 4.2, and (ii) \( \text{lrt}(\sigma) \leq M \text{lrt}(\sigma) \leq \text{lrt}(M\sigma) \) due to Proposition 4.6.

(3). We prove the inequality first. The left side inequality follows from basic properties of projection, as
\[
0 \leq \left( \gamma - \mu_{K}^{\text{seq}}(\sigma), \mu_{K}^{\text{seq}}(\sigma) - \mu_{0} \right) = \text{dof}(\sigma) - \text{err}(\sigma).
\]
For the right side inequality, note that
\[
\frac{d}{d\sigma} \left( \mu_{K}^{\text{seq}}(\sigma) - \mu, h \right) = \frac{1}{\sigma^2} \left( J_{\Pi_{K}}(\mu_{0} + \sigma h)(\sigma h), \sigma h \right)
\]
\[
= \frac{1}{\sigma^2} \left( J_{\Pi_{K}}(\mu_{0} + \sigma h)(\mu_{K}^{\text{seq}}(\sigma) - \mu_{0}), \sigma h \right) \quad \text{(by (9.3))}
\]
\[
= \frac{\text{err}'(\sigma)}{2\sigma} \quad \text{(by (9.2))},
\]
so by the absolute continuity of \( \sigma \mapsto \mu_{K}^{\text{seq}}(\sigma) \), Lebesgue’s fundamental theorem of calculus yields that
\[
\left( \mu_{K}^{\text{seq}}(\sigma) - \mu, h \right) = \int_{0}^{\sigma} \frac{d}{d\tau} \left( \mu_{K}^{\text{seq}}(\tau) - \mu, h \right) d\tau = \int_{0}^{\sigma} \frac{\text{err}'(\tau)}{2\tau} d\tau \leq \int_{0}^{\sigma} \frac{\text{err}(\tau)}{\tau^2} d\tau.
\]
Here the last inequality follows from Lemma 4.1-(2), completing the proof of the announced inequality.

For the second claim, by taking expectation, we have

$$\mathbb{E} \sigma, \sigma \leq \mathbb{E} \text{div} \mu^{seq}_K(\tau) \leq \frac{1}{\sigma} \int_0^\sigma \mathbb{E} \sigma, \sigma \left( \frac{\tau}{\sigma} \right) \, d\tau \leq \delta_{T_K(\nu_0)}.$$ 

The last inequality in the above display follows from Proposition 4.3-(1) and the monotonicity of $\sigma \mapsto \mathbb{E} \sigma, \sigma$ proved in Lemma 4.1-(2). Now taking $\sigma \downarrow 0$, the left most side of the inequality converges to $\delta_{T_K(\nu_0)}$.

4. Both the variance bound and the exponential inequality is a simple consequence of $\text{dof}(\nu) = (\text{lrt}(\sigma) + \text{err}(\sigma))/2$ combined with the variance bounds and exponential inequalities for $\text{err}, \text{lrt}$ proved in Propositions 4.3 and 4.7. □

9.4. Proofs for Section 4.4.

Proof of Proposition 4.9. We only prove the inequality for $H \in \{\text{err}, \text{lrt}\}$, as the inequality for $H = \text{dof}$ follows from the identity $\text{dof}(\sigma) = (\text{lrt}(\sigma) + \text{err}(\sigma))/2$.

(Step 1). We will show that there exists a universal constant $C > 0$ such that for $H \in \{\text{err}, \text{lrt}\}$, and any $u, t \geq 1$,

$$\mathbb{P}\left[ \sup_{\sigma \in [u, 2u]} (|H(\sigma) - \mathbb{E} H(\sigma)|) \geq C(u \cdot \mathbb{E}_{\tau \sim 1/2} \text{err}(u) \cdot \sqrt{t} + u^2 \cdot t) \right] \leq C \cdot (1 + \delta_{T_K(\nu_0)}) \cdot e^{-t/C},$$

(9.8)

To prove (9.8), for some $N \in \mathbb{N}$ to be determined later, let $\sigma(j) \equiv u(1 + j/N)$ for $1 \leq j \leq N$. Then for some absolute constant $L_1 > 0$,

$$\sup_{\sigma \in [u, 2u]} |H(\sigma) - \mathbb{E} H(\sigma)| \leq \max_{1 \leq j \leq N} |H(\sigma(j)) - \mathbb{E} H(\sigma(j))| + \sup_{\sigma, \sigma' \in [u, 2u], \sigma - \sigma' \leq u/N} \left( |H(\sigma) - H(\sigma')| + \mathbb{E}|H(\sigma) - H(\sigma')| \right)$$

$$\leq \max_{1 \leq j \leq N} |H(\sigma(j)) - \mathbb{E} H(\sigma(j))| + L_1 N^{-1} \cdot (H(u) + \mathbb{E} H(u)).$$

In the last inequality in the above display, we used the following estimates that hold for any $\sigma, \sigma' \in [u, 2u], \sigma \leq \sigma'$ with $|\sigma - \sigma'| \leq u/N$: (i) By Lemma 4.1-(2) and Proposition 4.2,

$$|\text{err}(\sigma) - \text{err}(\sigma')| \leq \sup_{\tau \in [\sigma, \sigma']} |\text{err}'(\tau)||\sigma - \sigma'| \leq \sup_{\tau \in [\sigma, \sigma']} \frac{2 \text{err}(\tau)}{\tau} \cdot \frac{u}{N} \leq \frac{2 \text{err}(2u)}{N} \leq \frac{\text{err}(u)}{N}.$$ (ii) By Lemma 4.5-(1) and Proposition 4.7-(2), we have $|\text{lrt}(\tau)| \leq \tau^{-1} \cdot |\text{lrt}(\tau) + \text{err}(\tau)| \leq 2\tau^{-1} \cdot \text{lrt}(\tau)$, so using Lemma 4.5-(3) and the same argument as above,

$$|\text{lrt}(\sigma) - \text{lrt}(\sigma')| \leq \sup_{\tau \in [\sigma, \sigma']} \frac{2 \text{lrt}(\tau)}{\tau} \cdot \frac{u}{N} \leq \frac{\text{lrt}(u) + \text{err}(u)}{N}.$$
Now using Proposition 4.3-(3) and Proposition 4.7-(2)(4), we have with probability at least $1 - L_2 Ne^{-\ell/L_2}$, it holds that
\[
\sup_{\sigma \in [a,2a]} |H(\sigma) - \mathbb{E} H(\sigma)| \leq u \cdot \mathbb{E}^{1/2} \text{err}(2u) \cdot \sqrt{t} + u^2 \cdot t + N^{-1}u \int_0^u \frac{\mathbb{E} \text{err}(\tau)}{\tau^2} \, d\tau.
\]
The term $\mathbb{E} \text{err}(2u)$ can be replaced by $\mathbb{E} \text{err}(u)$ at the cost of an absolute multiplicative factor by the stability estimate in Proposition 4.2. The claimed inequality (9.8) follows by choosing
\[
N \geq 1 + \delta_{T_k(\mu_0)} \geq 1 + \frac{\delta_{T_k(\mu_0)}}{\delta_{T_k}^{1/2}} \sqrt{t} \vee t \overset{(*)}{\geq} 1 + \frac{\int_0^u \frac{\mathbb{E} \text{err}(\tau)}{\tau^2} \, d\tau}{\max \{\mathbb{E}^{1/2} \text{err}(u) \sqrt{t}, u\}}.
\]
Here in $ (*)$ we used $\delta_{T_k} \leq \mathbb{E} \text{err}(\tau)/\tau^2 \leq \delta_{T_k(\mu_0)}$ (cf. Proposition 4.3-(1)).

(Step 2). Let $L \equiv \lfloor \log_2(M_0/e_0) \rfloor$. For $0 \leq \ell \leq L$, let $\sigma_\ell \equiv e_0 \cdot 2^\ell-1$. By (9.8), with probability at least $1 - C \cdot (1 + \delta_{T_k(\mu_0)}) \cdot e^{-\ell/C}$, we have
\[
|H(\sigma) - \mathbb{E} H(\sigma)| \leq C(\sigma \cdot \mathbb{E}^{1/2} \text{err}(\sigma) \cdot \sqrt{t} + \sigma^2 t), \quad \forall \sigma \in [\sigma_\ell, \sigma_{\ell+1}].
\]
The claim follows by a union bound. \hfill \Box

**APPENDIX A. SOME TECHNICAL TOOLS**

The following version of convex Gaussian min-max theorem, proved quite easily using Gordon’s min-max theorem [Gor85, Gor88], is taken from [TAH18, Theorem 6.1] or [MM21, Theorem 5.1].

**Theorem A.1 (Convex Gaussian Min-Max Theorem).** Suppose $D_u \in \mathbb{R}^n, D_v \in \mathbb{R}^n$ are compact sets, and $Q : D_u \times D_v \rightarrow \mathbb{R}$ is continuous. Let $G = (G_{ij})_{i \in [n], j \in [m]}$ with $G_{ij}$’s i.i.d. $N(0,1)$, and $g \sim N(0, I_n)$, $h \sim N(0, I_m)$ be independent Gaussian vectors. Define
\[
\Phi^u(G) = \min_{u \in D_u} \max_{v \in D_v} \left( u^\top G v + Q(u, v) \right),
\]
\[
\Phi^u(g, h) = \min_{u \in D_u} \max_{v \in D_v} \left( \|v\| g^\top u + \|u\| h^\top v + Q(u, v) \right). \tag{A.1}
\]

Then the following hold.

1. For all $t \in \mathbb{R}$,
\[
\mathbb{P}(\Phi^u(G) \leq t) \leq 2 \mathbb{P}(\Phi^u(g, h) \leq t).
\]

2. If $(u, v) \mapsto u^\top G v + Q(u, v)$ satisfies the conditions of Sion’s min-max theorem (cf. Lemma A.4) the pair $(D_u, D_v)$ a.s. (for instance, $D_u, D_v$ are convex, and $Q$ is convex-concave), then
\[
\mathbb{P}(\Phi^u(G) \geq t) \leq 2 \mathbb{P}(\Phi^u(g, h) \geq t).
\]

The following version of Gaussian log-Sobolev inequality will be useful.

**Lemma A.2.** Let $G : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a differentiable function. Then
\[
\text{Ent}(G) = \mathbb{E}[G(h)e^{G(h)}] - \mathbb{E} e^{G(h)} \cdot \log \mathbb{E} [e^{G(h)}] \leq \frac{1}{2} \mathbb{E} [\|\nabla G(h)\|^2 e^{G(h)}].
\]
Proof: The standard version of Gaussian log-Sobolev inequality states that for a differentiable function \( f : \mathbb{R}^n \to \mathbb{R}^n \), \( \text{Ent}(f^2(h)) \leq 2 \mathbb{E}[\|\nabla f(h)\|^2] \), where \( \text{Ent}(f(h)) = \mathbb{E}[f(h) \log f(h)] - \mathbb{E}[f(h)] \log \mathbb{E}[f(h)] \); see [BLM13, Theorem 5.4], or [GN16, Theorem 2.5.6]. Now we take \( f^2 = e^G \) to conclude by noting \( \nabla f = \nabla e^{G/2} = \nabla G \cdot e^{G/2} / 2 \).

The following ‘exponential Poincaré inequality’ due to [BG99] will be useful.

**Lemma A.3 (Exponential Poincaré Inequality).** Let \( G : \mathbb{R}^n \to \mathbb{R}^n, \Gamma : \mathbb{R}^n \to \mathbb{R} \) be measurable functions such that \( \mathbb{E} G(h) = 0 \), and

\[
\text{Ent}(e^G) \leq \frac{t^2}{2} \mathbb{E}[\Gamma^2(h) \cdot e^{G(h)}]
\]

for all \( t \geq 0 \). Then \( \mathbb{E} e^G \leq \mathbb{E} e^{t^2} \).

Proof. We replicate some proof of [BG99, Theorem 2.1] for the convenience of the reader. Let \( \beta(t) \equiv \log \mathbb{E} e^{t^2} \). We claim that

\[
\text{Ent}(e^G) \leq \beta(t^2) \cdot \mathbb{E} e^G. \tag{A.2}
\]

To prove (A.2), note that \( \mathbb{E} \exp \{ ([t\Gamma]^2 - \beta(t^2)) \} = 1 \), so by variational characterization of \( \text{Ent}(f) = \sup \mathbb{E} fg : \mathbb{E} \exp(g) \leq 1 \), we have

\[
\text{Ent}(e^G) \geq \mathbb{E} 
\left( 
\left( [t\Gamma]^2 - \beta(t^2) \right) e^G \right)
\geq 2 \text{Ent}(e^G) - \beta(t^2) \mathbb{E} e^G.
\]

Here the last inequality follows from the assumption. The claimed inequality (A.2) follows. Now let \( u(t) \) be defined by \( \mathbb{E} e^G \equiv e^{u(t)} \). Upon differentiation on both sides of this equality, some calculations lead to \( \text{Ent}(e^G) = t^2 u'(t) e^{u(t)} = t^2 u'(t) \mathbb{E} e^G \). Combined with (A.2), we arrive at the key inequality

\[
u'(t) \leq \frac{\beta(t^2)}{t^2}. \tag{A.3}
\]

It is easy to verify that \( \beta \) is non-negative, non-decreasing and convex on \([0, \infty)\) so (A.3) leads to \( u'(t) \leq \beta(1) \) for all \( t \in [0, 1] \). As \( u(0) = \lim_{t \to 0} t^{-1} \log \mathbb{E} e^G = \mathbb{E} G = 0 \), we obtain \( u(1) \leq \beta(1) \), so \( \mathbb{E} e^G = e^{u(1)} \leq e^{\beta(1)} = \mathbb{E} e^{t^2} \), as desired.

We need the following min-max theorem due to Sion [Sio58].

**Lemma A.4 (Sion’s min-max theorem).** Let \( X \) be a compact convex subset of a linear topological space and \( Y \) a convex subset of a linear topological space. If \( f \) is a real-valued function on \( X \times Y \) satisfying:

1. \( y \mapsto f(x, y) \) is upper-semicontinuous and quasi-concave for all \( x \in X \);
2. \( x \mapsto f(x, y) \) is lower-semicontinuous and quasi-convex for all \( y \in Y \).

Then \( \min_{x \in X} \sup_{y \in Y} f(x, y) = \sup_{y \in Y} \min_{x \in X} f(x, y) \).
**Appendix B. Auxiliary lemmas**

**Lemma B.1.** Let \( h \sim \mathcal{N}(0, 1) \) and \( \varphi, \Phi \) be the normal p.d.f. and c.d.f. respectively. Then for \( x \geq 0 \), the following hold:

1. \( \mathbb{E} h \mathbf{1}_{h \geq x} = \mathbb{E} h \mathbf{1}_{h < x} = \varphi(x) \).
2. \( \mathbb{E} h^2 \mathbf{1}_{h \geq x} = x \varphi(x) + 1 - \Phi(x) \) and \( \mathbb{E} h^2 \mathbf{1}_{h < x} = \Phi(x) - x \varphi(x) \).

**Proof.** The facts that \( \mathbb{E} h \mathbf{1}_{h \geq x} = \varphi(x) \) and \( \mathbb{E} h^2 \mathbf{1}_{h \geq x} = x \varphi(x) + 1 - \Phi(x) \) are proven in [HSS22, Lemma 6.1]. To see the remaining equalities, first note that \( \mathbb{E} h = 0 \) yields that \( \mathbb{E} h \mathbf{1}_{h < x} = -\mathbb{E} h \mathbf{1}_{h > x} \). By symmetry of \( h \), the latter equals \( \mathbb{E} h \mathbf{1}_{h > x} \). As \( h \) charges probability 0 at any single point, the equality \( \mathbb{E} h \mathbf{1}_{h \geq x} = \mathbb{E} h \mathbf{1}_{h < x} \) follows. Next using a similar argument as above, but now using that \( \mathbb{E} h^2 = 1 \), we have \( \mathbb{E} h^2 \mathbf{1}_{h < x} = 1 - \mathbb{E} h^2 \mathbf{1}_{h > x} = 1 - \mathbb{E} h^2 \mathbf{1}_{h \geq x} \). \( \square \)

**Lemma B.2.** Let \( \varphi, \Phi \) be the normal p.d.f. and c.d.f. respectively. Then

\[
\frac{1}{x} - \frac{1}{x^3} \leq \frac{1 - \Phi(x)}{\varphi(x)} \leq \frac{1}{x} - \frac{1}{x^3} + \frac{3}{x^5}.
\]

**Proof.** This result is well known. We include a (simple) proof below for the convenience of the reader, based on iterative applications of the identity \( \varphi'(t) = -t \varphi(t) \) and integration by parts:

\[
1 - \Phi(x) = \int_x^\infty \varphi(t) \, dt = -\int_x^\infty \frac{\varphi'(t)}{t} \, dt = -\left[ \frac{\varphi(t)}{t} \right]_x^\infty + \int_x^\infty \frac{\varphi(t)}{t^2} \, dt = \frac{\varphi(x)}{x} - \int_x^\infty \frac{\varphi'(t)}{t^3} \, dt = \frac{\varphi(x)}{x} + 3 \int_x^\infty \frac{\varphi(t)}{t^4} \, dt.
\]

The left inequality follows. For the right inequality, we perform the integration by parts again:

\[
\int_x^\infty \frac{\varphi(t)}{t^4} \, dt = -\int_x^\infty \frac{\varphi'(t)}{t^5} \, dt = -\left[ \frac{\varphi(t)}{t^5} \right]_x^\infty + 5 \int_x^\infty \frac{\varphi(t)}{t^6} \, dt \leq \frac{\varphi(x)}{x^5}.
\]

The right inequality follows. \( \square \)

**Lemma B.3.** Suppose the random variable \( Z \) satisfies the following: There exist \( C_0 > 0 \) and \( a > 0 \) such that for \( \lambda \in \mathbb{R} \) with \( \lambda^2 < 1/a \), we have

\[
\mathbb{E} \exp(\lambda \cdot Z) \leq \exp \left[ \frac{C_0 \lambda^2}{1 - a \lambda^2} \right].
\]

Then there exists some universal constant \( L > 0 \) such that

\[
\mathbb{P}(|Z| > t) \leq L \cdot \exp \left[ -L \cdot \left( \frac{t^2}{C_0} \wedge \frac{t}{a^{1/2}} \right) \right], \quad t \geq 0.
\]

**Proof.** A standard Chernoff bound yields that for any \( t \geq 0 \),

\[
\mathbb{P}(Z > t) \leq \exp \left[ -\lambda t + \frac{C_0 \lambda^2}{1 - a \lambda^2} \right], \quad 0 \neq \lambda^2 < 1/a.
\]

We shall make different choices of \( \lambda \) according to different regimes of \( \lambda \):
(1) Suppose $\lambda^2 \leq 1/(2a)$. With the choice $\lambda = t/(4C_0)$, we have
$$
\mathbb{P}(Z > t) \leq \exp\left(-\lambda t + 2C_0\lambda^2\right) = \exp(-t^2/(8C_0)).
$$
This holds in the regime $t^2/(16C_0^2) < 1/(2a)$, i.e., $t^2 \leq 8C_0^2/a$.

(2) Suppose $1/(2a) < \lambda^2 < 1/a$. Then we simply take $\lambda^2 = 0.6/a$ which yields, with $c_0 = 0.6$,
$$
\mathbb{P}(Z > t) \leq \exp\left(-c_0^{1/2} \cdot \frac{t}{a^{1/2}} + \frac{C_0c_0}{1 - c_0} \cdot \frac{1}{a}\right).
$$
As we only need to consider the regime $t^2 \geq C_0^2/a$, by enlarging $C_0$ by an appropriate absolute constant times, we may absorb the second term into the first one by adjusting absolute constants.

Summarizing the two regimes, we arrive at the desired inequality for $t \geq 0$. Similar considerations apply to $t < 0$. \(\square\)

**Lemma B.4.** Let $K \subset \mathbb{R}^n$ be a closed convex cone, and $h \in \mathbb{R}^n$. Then $h = \Pi_K(h) + \Pi_{K^\perp}(h)$ and $\|h\| = \|\Pi_K(h)\| + \|\Pi_{K^\perp}(h)\|$.

**Proof.** This is known as Moreau’s theorem (cf. [Roc97, Theorem 31.5]). \(\square\)

**Lemma B.5.** Let $K$ be a closed convex set, and $\mu, \xi$ be such that $K - \mu \subset K$ and $\mu + \Pi_K(\xi) \in K$. Then $\text{dist}^2(\mu + \xi, K) = \text{dist}^2(\xi, K)$.

**Proof.** It suffices to show that $\Pi_K(\mu + \xi) = \mu + \Pi_K(\xi)$. Recall $z = \Pi_K(\mu + \xi) \in K$ if and only if $(\mu + \xi - z, v - z) \leq 0$ for all $v \in K$. Now with $z \equiv \mu + \Pi_K(\xi)$, we only need to verify that $(\mu + \xi - \mu - \Pi_K(\xi), v - \mu - \Pi_K(\xi)) \leq 0$ for all $v \in K$, or equivalently $(\xi - \Pi_K(\xi), v - \mu - \Pi_K(\xi)) \leq 0$ for all $v \in K$. This holds as $v - \mu \subset K$ by the assumption. \(\square\)

**Lemma B.6.** For any $\lambda > 0$, and $x \in \mathbb{R}^n$,
$$
(\Pi_{K_{1,\lambda}}(x))_i = \text{sgn}(x_i)(\|x_i\| - \mu(x)_+)_+,
$$
where $\mu(x) \in \mathbb{R}$ is the unique solution to $\sum_{i=1}^n(\|x_i\| - \mu(x))_+ = \lambda$.

**Proof.** This result is a simple consequence of the KKT conditions. We include a proof for completeness. Note that $\Pi_{K_{1,\lambda}}(x) \equiv y^x \equiv \arg\min_{y \in K_{1,\lambda}} \|x - y\|_1$, so with the Lagrangian function $L(y, \mu) \equiv \frac{1}{2}\|x - y\|_2^2 + \mu(\|y\|_1 - \lambda)$, the KKT conditions become (i) (stationarity) $(y^x - x) + \mu \cdot \partial \|y\|_1(y^x) = 0$, (ii) (primal feasibility) $\|y^x\|_1 \leq \lambda$, (iii) (dual feasibility) $\mu \geq 0$, and (iv) (complementary slackness) $\mu(\|y^x\|_1 - \lambda) = 0$.

So from (i) we may solve (v) $y^x = \text{sgn}(x_i)(\|x_i\| - \mu)_+$. Consider two cases:

(1) If $\mu = 0$, (v) yields that $y^x = x$, so by (ii) $y^x \in K_{1,\lambda}$.

(2) If $\mu > 0$, (iv) yields that $\|y^x\|_1 = \lambda$, i.e., $\sum_{i=1}^n(\|x_i\| - \mu)_+ = \lambda$, or equivalently, $\sum_{i=1}^n(\|x_i\| - \mu)_+ = \lambda$.

As the equation $\sum_{i=1}^n(\|x_i\| - \mu)_+ = \lambda$ has a unique solution $\mu \geq 0$ if and only if $\|x\| \geq \lambda$, and has a unique solution $\mu \in \mathbb{R}$ for all $x \in \mathbb{R}^n$, we may also write the first case as $y^x = \text{sgn}(x_i)(\|x_i\| - \mu)_+$, where $\mu \in \mathbb{R}$ is the solution to $\sum_{i=1}^n(\|x_i\| - \mu)_+ = \lambda$.

The proof is complete. \(\square\)
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