On the transport and concentration of enstrophy in 3D magnetohydrodynamic turbulence
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Abstract
Working directly from the 3D magnetohydrodynamical equations and entirely in physical scales we formulate a scenario wherein the enstrophy flux exhibits cascade-like properties. In particular we show the inertially driven transport of current and vorticity enstrophy is from larger to smaller scale structures and this inter-scale transfer is local and occurs at a nearly constant rate. This process is reminiscent of the direct cascades exhibited by certain ideal invariants in turbulent plasmas. Our results are consistent with the physically and numerically supported picture that current and vorticity concentrate on small-scale, coherent structures.

Mathematics Subject Classification: 35-XX, 85-XX

1. Introduction

The magnetohydrodynamic (MHD) equations model the evolution of a coupled system comprised of a magnetic field and a velocity field associated with an electrically conducting fluid. Throughout turbulent MHD regimes, observational and numerical data support a picture of intermittently distributed regions of high spatial complexity—the coherent current and vortex structures; i.e. current sheets—which become increasingly thin as turbulence evolves [7, 11, 23, 24, 34]. One view is that this process is initiated and driven by inertial effects associated with the cascades of ideally conserved quantities (see [18, 29, 36, 41]; regarding the genesis of solar wind current sheets, an alternative view is given in [9, 11] where it is speculated that they are magnetic flux tubes generated in the solar corona and passively advected by the solar wind; modern theories and numerical studies regarding turbulent cascades and spectra can be found in [6, 8, 32, 33] and are discussed briefly below). Although enstrophy—taken to mean the sum of the squares of vorticity and current—is not conserved in the ideal equations (and so we avoid the term ‘enstrophy cascade’), it does become increasingly concentrated on small-scale current sheets. Understanding the concentrative process is important because it effects the development of current-driven instabilities (for example, the tearing instability; see [7]) which...
drive magnetic reconnection (the relationship between magnetic reconnection and current structures has been studied in [18, 34]). This paper is concerned with establishing conditions which rigorously affirm that the inertially driven transport of enstrophy is concentrative. In particular, we show the enstrophy flux is predominantly oriented (in a statistical sense) from larger to smaller scale structures and, moreover, is local and occurs at a nearly constant rate. In the case that non-inertial effects are negligible at large scales this indicates a detectable concentration of enstrophy where the inertial contribution is cascade-like. Also of note is the implication that, at least in our scenario, inertial forces—i.e. advection of the enstrophy by the fluid—effect the morphology of current sheets and, therefore, these structures are not passively advected by the fluid medium.

Although our main interest is the 3D setting, for illustrative purposes it is useful to consider the concentrative progression in 2D (we here summarize [7]; it is the intention of the authors to comment specifically on the 2D case in a future paper concerned with a variety of features of 2D MHD turbulence including the inverse cascade of magnetic potential and the direct cascade of energy). In 2D, early in the turbulent evolution, the current is predominantly distributed along eddy boundaries while, at later stages, it becomes spiked at eddy centres. Unlike 2D fluid turbulence where the concentration of enstrophy is driven solely by inertial forces—the enstrophy cascade—the Lorentz force does not vanish in 2D MHD and therefore introduces a possible source of enstrophy [12, 14, 15, 19]. This complicates the creation, transformation, transport, and destruction of enstrophy and, consequently, something superficially similar to the fluid ‘enstrophy cascade’ should only be visible if the Lorentz force is depleted by some intrinsic mechanism and the enstrophy flux is nearly constant, local, and directed from larger to smaller scales. Heuristic arguments and numerical evidence indicates that such depletive effects exist (see [6, 7, 27]) and this supports the idea that, at least in 2D, enstrophy undergoes a concentrative process with qualities similar to a cascade. In 3D MHD the situation is further complicated by stretching effects which can contribute to or detract from the concentrative process. Indeed, it is possible for the concentration to occur independently of inertial effects if enstrophy is depleted at large scales and sourced at small scales (this is why the concentrative process is distinct from the notion of ‘cascade’). Our interest is whether or not, in a circumstance where non-inertial effects experience depletion, inertial effects on enstrophy are concentrative.

Our work is closely related to the inertial effects which drive the energy cascade and it is appropriate to remark on the status of this field. The existence of an energy cascade in 3D MHD is widely accepted (see [7] for an overview and [26, 28] for the classical phenomenologies) and has recently been rigorous established in [10] as an intrinsic feature—i.e. independent of assumptions regarding the geometry or strength of the mean magnetic field—of decaying MHD turbulence. Although existence is granted, the specifics of the turbulent spectrum remain contentious. Since the work of Goldreich and Sridhar (see [21, 22]), attention has focused on the anisotropy exhibited by turbulent plasmas in the presence of a strong magnetic mean field (this contrasts the classical phenomenology of Iroshnikov and Kraichnan which assumed an isotropic spectral transfer; see [26, 28]). In [22], based on the critical balance assumption—i.e. that there is a single timescale for parallel and perpendicular motion (to the magnetic mean field) in a turbulent eddy—a distinct perpendicular energy spectrum was derived and a scaling relationship established between the lengths of perpendicular and parallel fluctuations. Subsequent numerical results indicated a more complex picture than that in [22] and various competing phenomenologies have since been developed to account for this (see [4, 8, 20, 30]). Lively debate remains as to which is the most effective [5, 31]. One of these (see the phenomenology of Bolydrev; [8]) considers the depletive effect of a proposed dynamic alignment—the tendency of magnetic and velocity orientations to become
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The present work is primarily interested in two conclusions: (1) that the enstrophy flux is predominantly oriented from large to small-scale structures across a range of scales and (2) that the enstrophy flux is nearly constant across this range. These indicate that the inter-scale transport of enstrophy is cascade-like (even if the apparent evolution of enstrophy does not display this), which is consistent with the concentrative picture highlighted above provided additional nonlinear effects—creation, stretching, or dissipation of enstrophy—are depleted by current sheet geometry or positively contribute only at small scales. This also indicates that the inertial transport of enstrophy is active in that fluid advection affects the structure of current sheets.

To achieve these conclusions we use a dynamic, multi-scale averaging process developed to study features of hydrodynamic turbulence (we recall the specifics of this methodology in section 2; see also [16, 17]). The process acts as a detector of significant sign-fluctuations associated with a physical density at a given scale and is used to show that the orientation of a particular flux—i.e. the enstrophy flux—is, in a statistically significant sense, from larger to smaller scales, thereby indicating a concentration effect towards structures of progressively fine scale. To achieve this we will establish several dynamic estimates for quantities associated with non-inertial terms (originating in the current–vorticity formulation of 3D MHD; see sections 4 and 5) and we include several assumptions (see (A1)–(A3) in section 3) to accommodate these estimates. Chief among these is a requirement, (A1), that the vorticity field satisfies a hybrid geometric/smoothness property in the region of high spatial complexity. Requirements of this type (i.e. conditions depleting nonlinearities) have been used to formulate conditional regularity results for both 3D NSE (see [3, 13]) and 3D MHD (see [25, 39, 40]) and our particular formulation is chosen for its robustness with regard to its mathematical applications. We include a comment highlighting a more complicated but potentially more physically motivated configuration with the same mathematical effects (see remark 2 following our statement of assumption (A1)).

Scale-locality of the enstrophy flux is included as a direct corollary of our main result (see section 6). Even for cascading quantities, the locality question is generally more complicated in 3D MHD than in 3D NSE due to the variety of transporting mechanisms (see [1, 2]). Under the same conditions that indicate the inertial transfer of enstrophy is concentrative, we affirm that the inertially driven inter-scale transfer is predominantly between comparable scales and, moreover, this locality propagates exponentially along the dyadic scale.

2. \((K_1, K_2)\)-Covers and ensemble averages

The main purpose of this section is to describe how ensemble averaging with respect to \((K_1, K_2)\)-covers of an integral domain \(B(0, R_0)\) can be used to establish the essential positivity of a potentially sign-varying density over a range of physical scales associated with the integral domain. The application to turbulence is establishing the positivity of certain inward directed flux densities—i.e. that inter-scale transfer is uni-directional from larger to smaller scales indicating the transfer is concentrative—as well as the near-constancy of the averaged densities—i.e. the space–time averages over cover elements are all mutually comparable—across a range of scales.

The ensemble averages will be taken over collections of spatio-temporal averages of physical densities localized to cover elements of a particular type of covering—a so-called \((K_1, K_2)\)-cover—where the cover is over a macro-scale region where turbulent activity is
evident. For simplicity, this region will be taken as a ball of radius \( R_0 \) centred at the origin and is referred to as the integral domain. The \((K_1, K_2)\)-covers are now defined.

**Definition 1.** Let \( K_1, K_2 \in \mathbb{N} \) and \( 0 \leq R \leq R_0 \). The cover of the integral domain \( B(0, R_0) \) by the \( n \) balls, \( \{ B(x_i, R) \}_{i=1}^n \), is a \((K_1, K_2)\)-cover at scale \( R \) if

\[
\left( \frac{R_0}{R} \right)^3 \leq n \leq K_1 \left( \frac{R_0}{R} \right)^3,
\]

and, for any \( x \in B(0, R_0) \), \( x \) is contained in at most \( K_2 \) balls from the cover.

In the hereafter all covers are understood to be \((K_1, K_2)\)-covers at scale \( R \). The positive integers \( K_1 \) and \( K_2 \) represent the maximum allowed global and local multiplicities, respectively.

To localize a physical density to a cover element we incorporate certain refined cut-off functions. For the cover element centred at the point \( x_i \in \mathbb{R}^3 \), let \( \phi_i(x, t) = \eta(t)\psi(x) \) where \( \eta \in C^\infty(0, T) \) and \( \psi \in C_0^\infty(\mathbb{R}^3) \) satisfy,

\[
0 \leq \eta \leq 1, \quad \eta = 0 \text{ on } (0, T/3), \quad \eta = 1 \text{ on } (2T/3, T), \quad \frac{|\partial_t \eta|}{\eta^\delta} \leq C_0 \frac{T}{T}, \tag{1}
\]

and,

\[
0 \leq \psi \leq 1, \quad \psi = 1 \text{ on } B(x_i, R), \quad \frac{|\partial_i \psi|}{\psi^\rho} \leq C_0 \frac{R}{R}, \quad \frac{|\partial_i \partial_j \psi|}{\psi^{2\rho-1}} \leq C_0 \frac{R^2}{R^2}, \tag{2}
\]

where \( 3/4 < \delta, \rho < 1 \) and \( C_0 \) is a fixed constant.

By \( \phi_0 \) we denote the spatially radial cut-off function associated with the integral domain—the ball centred at \( 0 \) of radius \( R_0 \)—satisfying the above properties and supported in \( B(0, 2R_0) \).

Comparisons will be necessary between averaged quantities localized to cover elements at some scale \( R \) and averaged quantities at the integral scale. To accommodate this we impose several additional conditions on \( \psi \) when the centre of the associated cover element is near the boundary of \( B(0, R_0) \). If \( B(x_i, R) \subset B(0, R_0) \) we assume \( \psi \leq \psi_0 \) and \( \text{supp } \psi \subset B(x_i, 2R) \). Alternatively, when \( B(x_i, R) \not\subset B(0, R_0) \) we stipulate that \( \psi = 1 \) on \( B(x_i, R) \cap B(0, R_0) \), satisfies (2), and we additionally have,

\[
\psi = \psi_0 \text{ on the intersection of } S(0, R_0, 2R_0) \text{ and the cone with apex at the origin and with boundaries passing through the intersection of the circle centred at the origin of radius } R_0 \text{ and the boundary of } B(x_i, R),
\]

and,

\[
\psi = 0 \text{ on the intersection of the three sets } B(0, R_0) \setminus B(x_i, 2R), S(0, R_0, 2R_0), \text{ and the outside of the cone with apex at the origin and boundaries passing through the intersection of the circle centred at the origin of radius } R_0 \text{ and the boundary of } B(x_i, 2R).
\]

With these stipulation it is clear that \( \phi_i \) can be constructed so that \( \phi_i \leq \phi_0 \) and the gradients of \( \phi_i \) are inwardly oriented.

The above apparatus is employed to study properties of a physical density at a physical scale \( R \) associated with the integral domain \( B(0, R_0) \) in a manner which we now illustrate. Let \( \theta \) be a physical density (e.g. a flux density) and define its localized spatio-temporal average on a cover element at scale \( R \) around \( x_i \) as,

\[
\tilde{\theta}_{x_i, R} = \frac{1}{T} \int_0^T \int_{B(x_i, 2R)} \theta(x, t) \phi_i^\delta(x, t) \, dx \, dt,
\]
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where \(0 < \delta \leq 1\), and let \(\langle \Theta \rangle_R\) denote the ensemble average over localized averages associated with cover elements,

\[
\langle \Theta \rangle_R = \frac{1}{n} \sum_{i=1}^{n} \tilde{\Theta}_{\xi_i,R}.
\]

Examining the values obtained by ensemble averaging the averages associated to a variety of covers at a fixed scale allows us to draw conclusions about the flux density \(\theta\) at comparable and greater scales. For instance, stability away from zero (i.e. near constancy) of \(\langle \Theta \rangle_R\) indicates that the sign of \(\theta\) is essentially uniform at scales comparable to or greater than \(R\). On the other hand, if the sign were not essentially uniform at scale \(R\), particular covers could be arranged to enhance negative and positive regions and thus give a wide range of sign-varying values in \(\langle \Theta \rangle_R\). In order, then, to show the essential positivity of an \textit{a priori} sign-varying density \(\theta\) at a scale \(R\) it is sufficient to show the positivity and stability of \(\langle \Theta \rangle_R\).

Conversely, if \(\theta\) is an \textit{a priori} non-negative density, then ensemble averages are all comparable to the integral-scale average across the range \(0 < R \leq R_0\). Precisely put, there exists \(K_*\) depending only on \(K_1\) and \(K_2\) so that,

\[
\frac{1}{K_*} \Theta_0 \leq \langle \Theta \rangle_R \leq K_* \Theta_0,
\]

where,

\[
\Theta_0 = \frac{1}{T} \int_0^T \frac{1}{R^3} \int_{B(0,2R)} \theta(x,t) \phi_R(x,t) \, dx \, dt.
\]

The inequalities (3) follow in particular from the selection of our cut-off functions as well as the defining properties of our cover. Indeed, by directly comparing the integrands of the involved localized spatio-temporal averages to the integral domain spatio-temporal average, one sees that,

\[
\frac{1}{K_1} \Theta_0 \leq \langle \Theta \rangle_R \leq K_2 \Theta_0.
\]

For additional discussion of \((K_1, K_2)\)-covers and ensemble averages, including some computational illustrations of the process, see [17].

3. Enstrophy concentration

Our mathematical setting is that of weak solutions to the MHD equations (see [35] for the essential theory). Define \(V = \{ f \in C_0^\infty(\mathbb{R}^3) : \nabla \cdot f = 0 \text{ in the sense of distributions} \}\) and let \(H\) be the closure of \(V\) under the norm of the \((L^2(\mathbb{R}^3))^3\). By a solution to 3D MHD we mean a weak (distributional) solution to the following coupled system (3D MHD),

\[
\begin{align*}
  u_t - \Delta u + (u \cdot \nabla) u - (b \cdot \nabla) b + \nabla P &= 0, \\
  b_t - \Delta b + (u \cdot \nabla) b - (b \cdot \nabla) u &= 0, \\
  \nabla \cdot u &= \nabla \cdot b = 0, \\
  u(x, 0) &= u_0(x) \in H, \\
  b(x, 0) &= b_0(x) \in H,
\end{align*}
\]

where the magnetic resistivity and kinematic viscosity have been set to one and \(P\) is the total pressure. We additionally require that \(u\) and \(b\) are locally smooth.
Taking the curl of the above equations yields the following evolution equations for the vorticity and current, denoted \( \omega \) and \( j \) respectively,

\[
\partial_t \omega - \Delta \omega = -(u \cdot \nabla) \omega + (\omega \cdot \nabla) u + (b \cdot \nabla) j - (j \cdot \nabla) b,
\]

(5)

\[
\partial_t j - \Delta j = -(u \cdot \nabla) j + (j \cdot \nabla) u + (b \cdot \nabla) \omega - (\omega \cdot \nabla) b + 2 \sum_{l=1}^{3} \nabla b_l \times \nabla u_l.
\]

(6)

In our study we substitute for the inward kinetic and magnetic enstrophy fluxes through the boundary of a ball, \( B = B(x_0, 2R) \),

\[-\int_{\partial B}^{\partial B} \frac{1}{2} |\omega|^2 (u \cdot n) \, d\sigma = -\int_{\partial B}^{\partial B} (u \cdot \nabla) \omega \cdot \omega \, dx,
\]

\[-\int_{\partial B}^{\partial B} \frac{1}{2} |j|^2 (u \cdot n) \, d\sigma = -\int_{\partial B}^{\partial B} (u \cdot \nabla) j \cdot j \, dx,
\]

the inward kinetic and magnetic enstrophy flux through a shell, \( S(x_0, R, 2R) \), by incorporating a (nearly radial) cut-off function, \( \phi \). This cut-off function was defined in section 2 and is chosen so that the gradient is directed inward. After multiplying (5) and (6) respectively by \( \phi \omega \) and \( \phi j \), we have the following realization of the local kinetic and magnetic enstrophy fluxes at scale \( R \) around the point \( x_0 \),

\[
\Phi_{\omega, x_0, R}^j := \int \frac{1}{2} |\omega|^2 (u \cdot \nabla \phi) \, dx = -\int (u \cdot \nabla) \omega \cdot (\phi \omega) \, dx,
\]

\[
\Phi_{j, x_0, R}^j := \int \frac{1}{2} |j|^2 (u \cdot \nabla \phi) \, dx = -\int (u \cdot \nabla) j \cdot (\phi j) \, dx,
\]

and we define the local combined enstrophy flux \( \Phi_{x_0, R} = \Phi_{\omega, x_0, R} + \Phi_{j, x_0, R} \). Formulas for the localized enstrophy fluxes are realized via the nonlinear terms \((u \cdot \nabla) \omega\) and \((u \cdot \nabla) j\) by multiplying (5) and (6) respectively by \( \phi \omega \) and \( \phi j \) and integrating. In this manner we see that the localized kinetic enstrophy flux is given by,

\[
F_{\omega}^j(t) := \int_0^t \int \frac{1}{2} |\omega(x, t)|^2 \psi(x) \, dx \, ds = \int 0^t \int |\nabla \omega|^2 \phi \, dx \, ds
\]

\[
-\int_0^t \int \frac{1}{2} |\omega|^2 (\partial_t \phi + \Delta \phi) \, dx \, ds - \int_0^t \int (\omega \cdot \nabla) u \cdot (\phi \omega) \, dx \, ds
\]

\[
-\int_0^t \int (b \cdot \nabla) j \cdot (\phi \omega) \, dx \, ds + \int_0^t \int (j \cdot \nabla) b \cdot (\phi \omega) \, dx \, ds
\]

\[
= \int \frac{1}{2} |\omega(x, t)|^2 \psi(x) \, dx + \int_0^t \int |\nabla \omega|^2 \phi \, dx \, ds + H_{\omega} + N_{1, \omega} + L_{\omega} + N_{2, \omega},
\]

(7)

while the localized magnetic enstrophy flux is given by,

\[
F_{j}^j(t) := \int_0^t \int \frac{1}{2} |j|^2 (u \cdot \nabla \phi) \, dx \, ds = \int \frac{1}{2} |j(x, t)|^2 \psi(x) \, dx + \int_0^t \int |\nabla j|^2 \phi \, dx \, ds
\]

\[
-\int_0^t \int \frac{1}{2} |j|^2 (\partial_t \phi + \Delta \phi) \, dx \, ds + \int_0^t \int (\omega \cdot \nabla) b \cdot (\phi j) \, dx \, ds
\]

\[
-\int_0^t \int (b \cdot \nabla) \omega \cdot (\phi j) \, dx \, ds - \int_0^t \int (j \cdot \nabla) u \cdot (\phi j) \, dx \, ds
\]
\[
- \int_0^t \int \left( \sum_{l=1}^3 \nabla u_l \times \nabla b_l \right) \cdot (\phi j) \, dx \, ds \\
= \int c \left| j(x, t) \right|^2 \psi(x) \, dx + \int_0^t \int |\nabla j|^2 \phi \, dx \, ds + H^j + N_j^I + L^j + N_j^2 + X,
\]
and we label their combination as \( F(t) = F^\omega(t) + F^j(t) \).

To establish the concentrative effect of inertial forces on the combined enstrophy we will show that the ensemble averages of localized spatio-temporal averages of the above densities associated to an arbitrary \((K_1, K_2)\)-cover are positive and nearly constant across a range of scales. Before formulating our assumptions we specify several technical values. Fix a value \( K_* \) so that,
\[
K_* \geq \max\{ (K_1 K_2)^{1/2}, 3 K_2 / 4, K_1 \},
\]
and set,
\[
\alpha = 4 K_p K_*^2,
\]
where \( K_p \) is a constant which will be quantified in section 5.

Our assumptions are:

(A1) Hybrid geometric/smoothness assumption. It is assumed for some threshold \( M > 0 \) that we have,
\[
|\omega(x + y, t) - \omega(x, t)| \leq |\omega(x + y, t)| |y|^2,
\]
provided \(|y| < 2 R_0 + R_0^2 \), \( x \) in \(||\nabla u|| > M\}, and \( \omega(x + y) \neq 0 \).

Remark 2. This assumption is less satisfying than its analogue in the fluid case of [17] where it was sufficient to assume the numerically and observationally motivated assumption of coherence of the direction of vorticity as this depleted the only non-inertial effect (that of vortex stretching). In our setting, coherence of the vorticity does not deplete all non-inertial effects but (A1) does.

It is worth mentioning another sufficient formulation as it may be more physically appropriate if the current field is less volatile than the vorticity field. In the modified formulation we assume the vorticity field satisfies a directional coherence condition identical to that in [17] and the current satisfies a hybrid geometric/smoothness condition (like (A1) but with \( \omega \) replaced with \( j \)). The assumption on \( j \) depletes all nonlinear terms except the vortex stretching term via a kinematic argument which mirrors that given in the next section for \( \omega \) while the vortex stretching term is depleted by the coherency assumption. This alternative configuration is motivated by the 2D dynamics (see [7]) where the current and vorticity concentrate on largely overlapping regions. Here, the current assumes the structure of an elongated monopole while the vorticity-structure consists of four monopoles squished together in a grid so that the orientation of the vorticity is opposite on adjacent monopoles. Extending this intuition to 3D hints that the current is less oscillatory than the vorticity.

(A2) Modified Kraichnan-type scale. Let \( e_0, E_0, \) and \( P_0 \) denote the time-averaged total energy, total enstrophy, and modified total palenstrophy at the integral scale. Precisely,
\[
e_0 = \frac{1}{T} \int_0^T \frac{1}{R_0^4} \int \phi_0^{4-p-3} \left( \frac{|u|^2}{2} + \frac{|b|^2}{2} \right) \, dx \, ds,
\]
\[
E_0 = \frac{1}{T} \int_0^T \frac{1}{R_0^2} \int \phi_0^{2-p-1} (|\omega|^2 + |j|^2) \, dx \, ds,
\]
\[
P_0 = \frac{1}{T} \int_0^T \frac{1}{R_0} \int \phi_0 (|\nabla \omega|^2 + |\nabla j|^2) \, dx \, ds + \frac{1}{T R_0^2} \int \frac{1}{2} \left| \omega(x, T) \right|^2 \psi_0(x) \, dx.
\]
The modification of palenstrophy is due to the nature of the temporal cut-off; in addition, note that the cut-off’s are modified for technical reasons and \( \rho \) was specified in the construction of these functions.

Set, 
\[
\mathcal{E}_0 = \left( \frac{E_0}{P_0} \right)^{\frac{1}{2}}
\]
and, 
\[
\epsilon_0 = \left( \frac{e_0}{P_0} \right)^{\frac{1}{2}}.
\]
Define the modified Kraichnan-type scale \( \sigma_0 \) by, 
\[
\sigma_0 = \max\{ \mathcal{E}_0, \epsilon_0 \}.
\]
Our assumption (A2) is that, for some constant \( \beta = \beta(M, K_1, K_2, \int_0^T ||\omega||_2^2 \, dt) \) with \( 0 < \beta < 1 \) (the precise value will be identified later), we have, 
\[
\sigma_0 < \beta R_0.
\]

Remark 3. The Kraichnan-type scale determines the lower limit of scales at which the concentrative effect is affirmed. For us this is realized by restricting to scales \( R \) with \( \sigma_0/\beta < R \).

In comparison to the analogous and identically named parameter in the 3D NSE case we here see a correction of \( \beta \) by a power of \( 1/2 \) necessitated by the emergence of energy-level quantities in section 4.

(A3) Localization and modulation. Because \( \int_0^T ||\omega||_2^2 \, ds \) is an a priori bounded quantity (see [35]), for a given constant \( C_0 > 0 \) there exists \( R_0^* \) so that, for any \( R_0 \leq R_0^* \), we have, 
\[
\left( \int_0^T ||\omega||_2^2 \|_{L^2(B(0,2R_0+R_0^*))} \, ds \right)^{1/2} \leq \frac{1}{C_0}.
\]
The localization assumption on \( R_0 \), the radius of the integral scale, is that, for \( C_0 = \alpha \), we have \( R_0 \leq R_0^* \). A precise (up to certain parameters) value for \( \alpha \) will materialize in the proof.

The modulation assumption imposes a restriction on the time evolution of the integral-scale kinetic and magnetic enstrophies across \((0, T)\) consistent with our choice of the temporal cut-off. Precisely, 
\[
\int |\omega(x, T)||\psi_0(x)| \, dx \geq \frac{1}{2} \sup_x \int |\omega(x, t)||\psi_0(x)| \, dx,
\]
\[
\int |j(x, T)||\psi_0(x)| \, dx \geq \frac{1}{2} \sup_x \int |j(x, t)||\psi_0(x)| \, dx.
\]

Remark 4. Regarding localization, we have essentially introduced an upper bound on the range of scales across which the concentrative effect is affirmed and note that this restriction is largely technical (see [17] for a preliminary statement of a lemma which will show that the near-constancy across a bounded range of scales extends to a range above that bound).

Using the terminologies of the above assumptions we are ready to state our main result which establishes the positivity and near-constancy of the combined enstrophy flux across a range of physical scales, the implication of which is that the combined enstrophy is concentrated by inertial forces.
Theorem 5. If a weak solution $u, b$ of 3D MHD satisfies (A1)–(A3) on $B(0, 2R_0) \times (0, T)$ then,

$$\frac{1}{4K_*} P_0 \leq \langle \Phi \rangle_R \leq 4K_* P_0,$$

for all $\frac{R_0}{2} \leq R \leq R_0$ and $K_*$ dependent only on $K_1$ and $K_2$.

Remark 6. It will be plain that the localization estimates to be presented in the following section imply that (A1) alone guarantees smoothness over the spatio-temporal integral domain; hence, we are effectively concerned with the global-in-space ($\mathbb{R}^3$) weak solutions that are smooth over the integral domain. However, since we do not impose any boundary conditions on the integral domain, the control over the ‘smooth’ norms is strictly local.

Before continuing to the proof of theorem 5 we observe that enstrophy flux locality—the transport of the combined enstrophy is predominantly between scales of comparable size—is an immediate corollary. Discussion of this corollary and its precise statement is withheld until section 6.

To prove theorem 5, we will confine ensemble averages of the localized (to a ball of radius $R$ centred at $x_0$) combined enstrophy flux between scale- and cover-independent multiples of the localized (to the integral domain) total palenstrophy, $P_0$. Local estimates to this effect are contained in section 4. Based on these, in section 5, the ensemble averaging methodology is applied to complete the proof of theorem 5.

4. Bounds

In this section each of the terms from (7) and (8) are bounded by quantities which can be related to $e_0$, $E_0$, and $P_0$ via the apparatus of ensemble averaging with respect to $(K_1, K_2)$-covers at scale $R$. Throughout, we limit our consideration to a fixed ball of radius $R$ and suppress the corresponding subscripts. We label various constants by $K$, $K_e$, $K_E$, and $K_P$ and note these are dependent on $K_1$, $K_2$ and quantities determined by structural properties of 3D MHD.

Bounds for the linear terms in (7) and (8) follow simply from properties of the spatial cut-off (see (2)):

$$H := H^u + H^j \leq \frac{K_E}{R^2} \int_0^T \int \phi^{2\rho-1} (|\omega|^2 + |j|^2) \, dx \, ds.$$  

Before proceeding to bound the nonlinear terms a digression is necessary to introduce the kinematic framework derived in [15] and adapted to MHD in [25, 39]. Recall that the deformation tensor of the velocity field can be decomposed in terms of a symmetric component, the strain tensor of $u$, $S$, and a skew component, $\omega \times \cdot$. Put precisely,

$$\nabla u = S - \frac{1}{2} \omega \times \cdot.$$  

(9)

The operators in the above decomposition have the following singular integral representations:

$$\omega(x) = \frac{1}{4\pi} P.V. \int \frac{\sigma(\hat{y}) \omega(x + y) \, dy}{|y|},$$  

(10)

and,

$$S(x) = \frac{3}{4\pi} P.V. \int \frac{M(\hat{y}, \omega(x + y)) \, dy}{|y|^3},$$  

(11)

for,

$$\hat{y} = \frac{y}{|y|}, \quad \sigma(\hat{y}) = 3\hat{y} \otimes \hat{y} - I, \quad \text{and} \quad M(\hat{y}, f) = \frac{1}{2} (\hat{y} \otimes (\hat{y} \times f) + (\hat{y} \times f) \otimes \hat{y}).$$
A key feature for our treatment of the term $\nabla u_t$ will follow from the fact that $\sigma$ and $M$ (the latter when $f$ is held constant as a function of $y$) have mean zero on the unit sphere. Integral operators such as these are discussed in [37, 38]. We connect the above to the term $\nabla u_t \times \nabla b_t$ by noting for the unit vector $e_l$, we have,

$$\nabla u_t = Su e_l - \frac{1}{2} \omega \times e_l.$$  

Using the zero mean value property we write,

$$|\nabla u_t| \leq \left| P.V. \int_{|y| \leq R^{2/3}} \left( \frac{1}{4\pi} \sigma(\hat{y})(\omega(x + y) - \omega(x)) \right) \frac{dy}{|y|^2} \right|$$

$$+ \left| \int_{|y| \geq R^{2/3}} \left( \frac{1}{4\pi} \sigma(\hat{y})\omega(x + y) + \frac{3}{4\pi} M(\hat{y}, \omega(x + y)) \right) \frac{dy}{|y|^2} \right|$$

$$= I_1 + I_2.$$  

Our treatment is now divided between $I_1$ and $I_2$. For the former, the hybrid geometric-smoothness assumption (A1) entails that,

$$I_1 \leq K(\sigma, M) \int_{|y| \leq R^{2/3}} \frac{|\omega(x + y) - \omega(x)|}{|y|} \frac{dy}{|y|^3}$$

$$\leq K(\sigma, M) \int_{|y| \leq R^{2/3}} \frac{|\omega(x + y)|}{|y|^{5/2}} \frac{dy}{|y|^3},$$

and, therefore, by the Hardy–Littlewood–Sobolev inequality (see chapter V of [38]),

$$||I_1||_3 \leq K ||\omega||_{L^2(B(x, R^{2/3}))}.$$  

(12)

Regarding $I_2$, Hölder’s inequality allows that,

$$I_2 \leq K(\sigma, M) \int_{|y| \geq R^{2/3}} \frac{1}{|y|^2} \frac{|\omega(x + y)|}{|y|} \frac{dy}{|y|^2}$$

$$\leq K(\sigma, M) \left( \int_{|y| \geq R^{2/3}} \frac{1}{|y|^4} \frac{dy}{|y|^2} \right)^{1/2} \left( \int_{|y| \geq R^{2/3}} \frac{|\omega(x + y)|^2}{|y|^2} \frac{dy}{|y|^2} \right)^{1/2}$$

$$\leq K(\sigma, M) \frac{1}{R^{2/3}} ||\omega||_{L^2(B(x, R^{2/3}))} = K \frac{R}{R} ||\omega||_{L^2(B(x, R))}.$$  

(13)

Note that we can apply the exact same argument to $\omega$ alone to obtain,

$$\omega(x) = \frac{1}{4\pi} P.V. \int_{|y| \geq R^{2/3}} \sigma(\hat{y})(\omega(x + y) - \omega(x)) \frac{dy}{|y|^2} + \frac{1}{4\pi} \int_{|y| \geq R^{2/3}} \sigma(\hat{y})\omega(x + y) \frac{dy}{|y|^2}$$

$$\leq K ||\omega||_{L^2(B(x, R^{2/3}))} + \frac{K}{R} ||\omega||_{L^2(B(x, R))}.$$  

(14)

We are now ready to establish bounds on the coupled nonlinear terms. We begin with the most involved, the term involving $\nabla u_t \times \nabla b_t$, that labelled $X$, as this will illustrate many of the computational steps necessary for the other terms. We will show that,

$$\int_0^T \int \phi \cdot \nabla u_t \times \nabla b_t \, dx \, ds \leq K \frac{R}{R} \left( \frac{1}{2} \sup_j ||\psi_{\frac{1}{2}} j||_2^2 + \int_0^T \int \phi ||\nabla j||^2 \, dx \, ds \right)$$

$$+ \frac{K_E}{R^2} \int_0^T \int \phi^2 \omega^{-1} |j|^2 \, dx \, ds + \frac{\omega^2 K_c}{R^2} \int_0^T \int \phi \cdot \omega^{-1} |b|^2 \, dx \, ds.$$  

(15)
Concentration of enstrophy in 3D MHD

We begin by splitting the spatial integral into the regions where \(|\nabla u| \geq M\) and the complement. Considering the complement,

\[
\int_0^T \int_{|\nabla u| \leq M} \phi j \cdot \nabla u_l \times \nabla b_l \, dx \, ds \leq \int_0^T \int_{|\nabla u| \leq M} M |\phi^{1/2} j||\phi^{1/2} \nabla b_l| \, dx \, ds
\]

\[
\leq K \frac{M^2}{R^2} \int_0^T \int \phi^{2p-1} |j|^2 \, ds + \frac{1}{R^2} \int_0^T \int \phi^{2p-1}|\nabla b_l|^2 \, ds.
\]

The second integral above can be expressed in terms of energy and enstrophy level terms. Indeed, for \(k, h, \) and \(l\) distinct elements of \(\{1, 2, 3\},\)

\[
\int_0^T \int \phi^{2\rho-1}(\partial_i h) \, dx \, ds = -\int_0^T \int \phi^{2\rho-1}b_i \partial_i h \, dx \, ds - \int_0^T \int \phi^{2\rho-1}b_i \partial_i h \, dx \, ds
\]

\[
= \int_0^T \int \phi^{2\rho-1}b_i (\partial_i h - \partial_h j) \, dx \, ds + \frac{1}{2} \int_0^T \int \phi^{2\rho-1}b_i^2 \, dx \, ds
\]

\[
\leq 2 \int_0^T \int \phi^{2\rho-1}|b| |\nabla j| \, dx \, ds + \frac{1}{2} \int_0^T \int |\partial_i \phi^{2\rho-1}||b|^2 \, dx \, ds
\]

\[
\leq \int_0^T \int \left(2\alpha^2 \phi^{2\rho-3/2}|b| \left(\alpha^{-\frac{3}{2}} \phi^{1/2} |\nabla j|\right)\right) \, dx \, ds
\]

\[
\leq \int_0^T \int \frac{2 \alpha^2 \phi^{2\rho-3} |b|^2}{2} \, dx \, ds.
\]

Applying Young’s inequality to the first term of (17) gives us a final bound for the case when \(|\nabla u| < M\),

\[
\int_0^T \int_{|\nabla u| \leq M} \phi j \cdot \nabla u_l \times \nabla b_l \, dx \, ds \leq \frac{1}{\alpha} \int_0^T \int \phi |\nabla j|^2 \, dx \, ds + \frac{K_E}{R^2} \int_0^T \int \phi^{2\rho-1} |j|^2 \, dx \, ds
\]

\[
+ \frac{\alpha K_e}{R^2} \int_0^T \int \phi^{4\rho-3} |b|^2 \, dx \, ds.
\]

\[
\leq \frac{1}{\alpha} \left(\frac{1}{2} \sup_x |\nabla \phi |^2 \right) + \int_0^T \int \phi |\nabla j|^2 \, dx \, ds
\]

\[
+ \frac{K_E}{R^2} \int_0^T \int \phi^{2\rho-1} |j|^2 \, dx \, ds
\]

\[
+ \frac{\alpha^2 K_e}{R^4} \int_0^T \int \phi^{4\rho-3} |b|^2 \, dx \, ds.
\]

Looking now at the regions of high spatial complexity—i.e. \(|\nabla u| \geq M\)—we split into two cases using the decomposition for \(\nabla u_l\),

\[
\left| \int_0^T \int_{|\nabla u| \geq M} \phi j \cdot \nabla u_l \times \nabla b_l \, dx \, ds \right| \leq \int_0^T \int_{|\nabla u| \geq M} I_1 |\phi^{1/2} \nabla b_l||\phi^{1/2} j| \, dx \, ds
\]

\[
+ \int_0^T \int_{|\nabla u| \geq M} I_2 |\phi^{1/2} \nabla b_l||\phi^{1/2} j| \, dx \, ds.
\]

For the integral involving \(I_1\), the hybrid geometric/smoothness assumption plus the localization and modulation assumptions will serve to minimize enstrophy level terms. Applications of Hölder’s inequality and the bound (12) and subsequently the Gagliardo–Nirenberg inequality
and Young’s inequality yields an initial bound,

\[
\int_0^T \int_{|u| \geq M} I_1 |\phi|^{1/2} |\nabla b_j| |\phi^{1/2} j| \, dx \, ds \\
\leq K \left( \int_0^T ||\omega||_{L^1(B(x_i,R/2))} \, ds \right)^{1/2} \left( \int_0^T ||\phi^{1/2} \nabla b_j||_{L^2} ||\phi^{1/2} j||_{L^2} \, ds \right)^{1/2} \\
\leq \frac{1}{\alpha} \left( \frac{1}{2} \sup_s ||\psi_j||_{L^2} + K \int_0^T ||\nabla (\phi^{1/2} \nabla b_j)||_{L^2} \, dx \right) \\
\leq \frac{1}{\alpha} \left( \frac{1}{2} \sup_s ||\psi_j||_{L^2} + K \int_0^T ||\nabla \phi^{1/2} \otimes \nabla b_j||_{L^2} \, ds \right) \\
+ K \int_0^T ||\phi^{1/2} \nabla \nabla b_j||_{L^2} \, ds \right),
\]

where the constant \(\alpha\) emerges from the localization assumption, (A3). We further decompose the last two terms. For the first, by expanding the integral, using the bound (16), applying Young’s inequality, and employing the properties of our cut-off functions, we have the following string of bounds:

\[
\frac{K}{\alpha} \int_0^T ||\nabla \phi^{1/2} \otimes \nabla b_j||_{L^2} \, ds \\
= \frac{K}{\alpha} \int_0^T \int \partial_i \partial_j \phi \, \partial_i \partial_j b_j \, dx \, ds \\
\leq \frac{K}{\alpha R^2} \int_0^T \int \phi^{2p-1} (\partial_i \partial_j b_j) \, dx \, ds \\
\leq \frac{K}{\alpha R^2} \int_0^T \int (\partial_i \partial_j \phi) |\nabla \phi| \, dx \, ds + \frac{K}{\alpha R^2} \int_0^T \int (|\partial_i \partial_j \phi^{2p-1}||b_j|)^2 \, dx \, ds \\
\leq \frac{1}{\alpha} \int_0^T \int \phi |\nabla \phi|^2 \, dx \, ds + \frac{K}{\alpha R^2} \int_0^T \int \phi^{4p-3} |b_j|^2 \, dx \, ds.
\]

The last term of (19) can be expressed in a similar fashion as the above but with several additional steps. To begin, observe that by the product rule and integration by parts, we have the identity,

\[
||\phi^{1/2} \nabla b_j||_{L^2}^2 = \int \phi (\partial_i \partial_j \phi) (\partial_i \partial_j b_j) \, dx = \int (\partial_i \partial_j \phi) (\partial_i \partial_j b_j) \, dx + \int \phi (\partial_i \partial_j b_j) (\partial_i \partial_j b_j) \, dx \\
+ \int (\partial_i \partial_j \phi) (\partial_i \partial_j b_j) (\partial_i \partial_j b_j) \, dx + \int (\partial_i \partial_j \phi) (\partial_i \partial_j b_j) (\partial_i \partial_j b_j) \, dx.
\]

We next bound each of the terms in the above identity. For the first, by Young’s inequality, we have,

\[
\frac{K}{\alpha} \left| \int (\partial_i \partial_j \phi) (\partial_i \partial_j b_j) (\partial_i \partial_j b_j) \, dx \right| \leq K \int (|\partial_i \partial_j \phi| |\partial_i \partial_j b_j| |\partial_i \partial_j b_j|) \, dx \\
\leq \frac{K}{R^2} \int \phi^{2p-1} (|\partial_i \partial_j b_j| |\partial_i \partial_j b_j|) \, dx \\
= \frac{K}{R^2} \int \left( \phi^{p-1/2} |\partial_i \partial_j b_j| \right) \left( \phi^{p-1/2} |\partial_i \partial_j b_j| \right) \, dx \\
\leq \frac{K}{R^2} \int \phi^{2p-1} |\nabla b_j|^2 \, dx.
\]
Moving on, since $b$ is divergence free and assuming $k$, $h$, and $l$ are distinct, we have,

$$\frac{K}{\alpha} \left| \int (\partial_j \phi)(\partial_j b_l)(\partial_i \partial_i b_l) \, dx \right| = \frac{K}{\alpha} \int |\partial_j \phi||\partial_j b_l||\partial_h j_k - \partial_k j_h| \, dx$$

$$\leq \frac{K}{\alpha} \int |\partial_j \phi||\partial_j b_l||\partial_h j_k| \, dx$$

$$\leq \int \left( \frac{K}{\alpha^2 R} \phi^{\rho-1/2}|\partial_j b_l| \right) \left( \frac{1}{\alpha^2} \phi^{1/2}|\partial_h j_k| \right) \, dx$$

$$\leq \frac{K}{\alpha R^2} \int \phi^{2\rho-1} |\nabla b_l|^2 \, dx + \frac{1}{2\alpha} \int \phi |\nabla j|^2 \, dx$$

$$\leq \frac{K}{R^2} \int \phi^{4\rho-3} |b_l|^2 \, dx + \frac{1}{\alpha} \int \phi |\nabla j|^2 \, dx.$$

Using Young’s inequality and properties of the cut-off function, the remaining term is bounded as,

$$\frac{K}{\alpha} \left| \int \phi(\partial_j \partial_j b_l)(\partial_i \partial_i b_l) \, dx \right| \leq \frac{K}{\alpha} \int \phi(\partial_j \partial_j b_l)^2 \, dx + \frac{K}{\alpha} \int \phi(\partial_j \partial_j b_l)^2 \, dx$$

$$\leq \frac{K}{\alpha} \int \phi |\nabla j|^2 \, dx.$$

Combining the above (and observing $\alpha > 1$) gives a final bound for the term involving $I_1$:

$$\int_0^T \int_{|\nabla u| \geq M} \phi j \cdot \nabla u_l \times \nabla b_l \, dx \, ds \leq \frac{K}{\alpha} \left( \frac{1}{2} \sup_s |\psi^{1/2} j|_2 + \int_0^T \int \phi |\nabla j|^2 \, dx \, ds \right)$$

$$+ \alpha K \int_0^T \int \phi^{4\rho-3} |b_l|^2 \, dx \, ds. \quad (20)$$

Turning now to the non-singular case of our decomposition of $|\nabla u_l|$, we again use $\alpha$ to de-emphasize non-localization-apt palenstrophy level quantities. Its emergence is forced upon an application of Young’s inequality with a reciprocal cost to an energy-level quantity. Using the direct estimate (13) on $|I_2|$ and then applying Hölder’s inequality, Young’s inequality, and the same steps used to obtain and proceed from (17), we see that,

$$\int_0^T \int_{|\nabla u| \geq M} I_2 |\phi^{1/2} \nabla b_l||\phi^{1/2} j| \, dx \, ds \leq \frac{K}{R} \left( \int_0^T |\omega l|^2_2 \, ds \right)^{1/2} \left( \int_0^T |\psi^{1/2} j|^2_2 |\phi^{1/2} \nabla b_l|^2_2 \, ds \right)^{1/2}$$

$$\leq \left( \frac{1}{\sqrt{\alpha}} \sup_s |\psi^{1/2} j|_2 \right) \left( \frac{\alpha K}{R^2} \int_0^T |\phi^{1/2} \nabla b_l|^2_2 \, ds \right)^{1/2}$$

$$\leq \frac{1}{\alpha} \frac{1}{2} \sup_s |\psi^{1/2} j|^2_2 + \frac{\alpha K}{R^2} \int_0^T |\phi^{1/2} \nabla b_l|^2_2 \, ds$$

$$\leq \frac{1}{\alpha} \left( \frac{1}{2} \sup_s |\psi^{1/2} j|^2_2 + \int_0^T \int \phi |\nabla j|^2 \, dx \, ds \right)$$

$$+ \frac{\alpha K}{R^4} \int_0^T \int \phi^{4\rho-3} |b_l|^2 \, dx \, ds. \quad (21)$$

Combining the bounds (18), (20) and (21) establishes the bound (15) and concludes our discussion of the term involving $\nabla u_l \times \nabla b_l$.

Bounds for the remaining four critical order nonlinear terms, $N_0^\omega$, $N_0^\nu$, $N_2^j$, and $N_2^l$, are now attended. The processes for estimating $N_0^\omega$ and $N_2^j$ are identical up to labelling. We only
illustrate the latter. Splitting the space integral, when $|\nabla u| < M$, we have,

$$N_j^I = \int_0^T \int_{|\nabla u| < M} (j \cdot \nabla) u \cdot \phi_j \, dx \, ds \leq M \int_0^T ||\nabla^2 j||^2_2 \, ds.$$  

When $|\nabla u| \geq M$, noting by direct comparison that $|j| \leq \sqrt{3} |\nabla b|$, we bound the quantity,

$$\int_0^T \int_{|\nabla u| \geq M} |\nabla u||\nabla^2 \nabla b||\nabla^2 j| \, dx \, ds,$$

in an identical fashion to the unique-to-MHD term. The resultant final bounds are,

$$N_j^I = \int_0^T \int (j \cdot \nabla) u \cdot \phi_j \, dx \, ds \leq \frac{K_p}{\alpha} \left( \frac{1}{2} \sup_s ||\psi^\omega j||^2 + \int_0^T \int \phi |\nabla j|^2 \, dx \, ds \right)$$

$$+ \frac{K_E}{R^2} \int_0^T \int \phi^2 \alpha^2 K_e \int_0^T \int \phi^4 \beta^2 \, dx \, ds,$$

and,

$$N_1^\omega = \int_0^T \int (\omega \cdot \nabla) u \cdot \phi \omega \, dx \, ds \leq \frac{K_p}{\alpha} \left( \frac{1}{2} \sup_s ||\psi^\omega \alpha||^2 + \int_0^T \int \phi |\nabla \alpha|^2 \, dx \, ds \right)$$

$$+ \frac{K_E}{R^2} \int_0^T \int \phi^2 \alpha^2 K_e \int_0^T \int \phi^4 \beta^2 \, dx \, ds.$$  

The space–time integrals of $N_j^I$ and $N_1^\omega$ also enjoy formally identical bounding procedures. The spatial integrals are still split into regions depending on $|\nabla u|$. When $|\nabla u| < M$ we have the point-wise estimate $|\alpha| \leq 5^{1/2} M$ and we obtain a scaled version of prior bounds. When $|\nabla u| \geq M$ we use the kinematic estimate, (14), on $|\alpha|$. The same familiar argument now shows that $N_j^I$ and $N_1^\omega$ are bounded by the same dominating quantity appearing in (22).

To summarize,

$$N := N_1^\omega + N_2^\omega + N_j^I + N_j^2$$

$$\leq \frac{K_p}{\alpha} \left( \frac{1}{2} \sup_s ||\psi^\omega \alpha||^2 + ||\psi^\omega j||^2 + \int_0^T \int \phi |\nabla \alpha|^2 + |\nabla j|^2 \, dx \, ds \right)$$

$$+ \frac{K_E}{R^2} \int_0^T \int \phi^2 \alpha^2 K_e \int_0^T \int \phi^4 \beta^2 \, dx \, ds.$$  

Examining now $L_1^\omega$ and $L_j^I$, we note, upon integrating by parts, a cancellation occurs when we consider their sum:

$$L := L_1^\omega + L_j^I = \int_0^T \int (j \cdot \omega)(\nabla \phi \cdot b) \, dx \, ds.$$  

Although the above term is lower order and can be bounded in a more efficient way than what transpires below, we choose the less direct approach to limit problem specific dependencies of the parameter $\beta$. We again split the spatial integral to obtain on one hand that,

$$\int_0^T \int_{|\nabla u| \leq M} (j \cdot \omega)(\nabla \phi \cdot b) \, dx \, ds \leq \sqrt{3} M \frac{1}{R} \int_0^T ||\nabla^3 b||_2 ||\nabla^{\alpha-1/2} j||_2 \, ds$$

$$\leq \frac{K_E}{R^2} \int_0^T \int \phi^2 \alpha^2 \beta^2 \, dx \, ds + \frac{\alpha^2 K_e}{R^4} \int_0^T \int \phi^4 \beta^2 \, dx \, ds.$$  

On the other hand, using the kinematic decomposition of $\omega$ as a singular integral, we have,

$$\int_0^T \int_{|\nabla u| \geq M} \int_{|y| > R^{2/3}} \sigma(x)(\omega \cdot (x + y)) \frac{dy}{|y|^2} \, dx \, ds \leq \frac{1}{\alpha} \sup_s ||\psi^\omega j||^2_2$$

$$+ \frac{\alpha^2 K_e}{R^4} \int_0^T \int \phi^4 \beta^2 \, dx \, ds,$$
and,
\[
\int_0^T \int_{|\nabla u| \geq M} \sigma(\hat{j}) \omega(x + y) \frac{dy}{|y|^3} \left| j / |\nabla \phi \cdot b| \right| dx \, ds \leq \frac{1}{\alpha} \left( \int_0^T \left( ||\phi^{\frac{1}{2}} j||_2 \left| |\nabla \phi||^{\frac{1}{2}} b \right|_2 \right)^2 \, dx \, ds \right)^{\frac{1}{2}}.
\]
Combining the above we conclude that \( L \) is also bounded by the quantity given in (22).

5. Proof of the main result

The proof of theorem 5 is now given. We work in the context of an arbitrary \((K_1, K_2)\)-cover at scale \( R, \{B(x_i, R)\}_{i=1}^n \), of the integral domain \( B(0, R_0) \) where \( R < R_0 < 1 \) and assume the premises of theorem 5 hold.

First we establish bounds for averages associated to an arbitrary cover element centred at \( x_i \) (note that \( x_0 \) was arbitrary in the previous subsection and the bounds were independent of \( x_0 \); our subscripts here indicate localization around \( x_i \) at scale \( R \)):
\[
\int_0^T \Phi_{x_i, R} \, ds = \int \frac{1}{2} |\omega(x, T)|^2 \psi_i(x) \, dx + \int_0^T \int |\nabla \omega|^2 \phi_i \, dx \, ds
+ \int \frac{1}{2} |j(x, T)|^2 \psi_i(x) \, dx + \int_0^T \int |\nabla j|^2 \phi_i \, dx \, ds
+ H_i + N_i + L_i + X_i.
\]
Observe that,
\[
H_i + N_i + L_i + X_i \leq \frac{K_P}{\alpha} \left( \frac{1}{2} \sup_s ||\psi^{\frac{1}{2}} j||_{L^2(B(x_i, 2R))} + \sup_s ||\psi^{\frac{1}{2}} \omega||_{L^2(B(x_i, 2R))} \right)
+ \int_0^T \int \phi_i \left( |\nabla j|^2 + |\nabla \omega|^2 \right) \, dx \, ds
+ \frac{K_E}{R^2} \int_0^T \int \phi_i^{2p-1} \left( |\omega|^2 + |j|^2 \right) \, dx \, ds
+ \frac{\alpha^2 K_e}{R^2} \int_0^T \int \phi_i^{4p-3} \left( \frac{|b|^2}{2} + \frac{|u|^2}{2} \right) \, dx \, ds.
\]

The properties of \((K_1, K_2)\)-covers (see (4)) allow us, upon taking ensemble averages and applying the modulation part of (A3), to pass to a lower bound involving only integral-scale quantities,
\[
\left\{ \frac{1}{T} \int_0^T \int_{R^3} \Phi_{x_i, R} \, ds \right\}_R \geq \frac{1}{K_1} P_0 - K_2 \frac{K_P}{\alpha} P_0 - \frac{K_2 K_E}{R^2} E_0 \frac{\alpha^2 K_2 K_e}{R^4} e_0.
\]
At this point we specify the value for \( \alpha \),
\[
\alpha = 4 K_P K_2^2,
\]
and recall that,
\[
K_* \geq \max\{(K_1 K_2)^{1/2}, 3 K_2/4, K_1\}.\]
Consequently,
\[ K_2 \frac{K_p}{\alpha} \leq \frac{1}{4K_1}, \]
and, therefore,
\[ \left\langle \frac{1}{T} \int_0^T \frac{1}{R^3} \Phi_{t,R} \, ds \right\rangle_R \geq \frac{3}{4K_1} P_0 - \frac{K_2 K_E}{R^2} E_0 = \frac{\alpha^2 K_2 K_e}{R^4} e_0. \]

Recalling now (A2) we have,
\[ \frac{\alpha^2 K_2 K_e}{R^4} e_0 \leq \beta \frac{\alpha^2 K_2 K_e P_0}{R^4}, \]
and,
\[ \frac{K_2 K_E}{R^2} E_0 \leq \beta^2 K_2 K_E P_0. \]

Therefore, noting \(0 < \beta < 1\),
\[ \left\langle \frac{1}{T} \int_0^T \frac{1}{R^3} \Phi_{t,R} \, ds \right\rangle_R \geq \frac{3}{4K_1} P_0 - \beta^2 K_2 (K_E + \alpha^2 K_e) P_0. \]

The parameter modifying our Kraichnan-type scale, \(\beta\), is now chosen so that \(\beta^2\) is small enough to satisfy,
\[ 2\beta^2 K_1 K_2 (K_E + \alpha^2 K_e) < 1. \]

Granted this, we obtain,
\[ \left\langle \frac{1}{T} \int_0^T \frac{1}{R^3} \Phi_{t,R} \, ds \right\rangle_R \geq \frac{1}{4K_1} P_0 \geq \frac{1}{4K_*} P_0. \]

Establishing the upper bound is, by properties of \((K_1, K_2)\)-covers, immediate because we chose \(K_*\) so that \(4K_* \geq 3K_2\). Indeed,
\[ \left\langle \frac{1}{T} \int_0^T \frac{1}{R^3} \Phi_{t,R} \, ds \right\rangle_R \leq K_2 P_0 + 2P_0 \leq 4K_* P_0. \]

Having established that,
\[ \frac{1}{4K_*} P_0 \leq \langle \Phi \rangle_R \leq 4K_* P_0, \]
the proof is complete.

6. Flux locality

As mentioned previously, we can immediately deduce locality of the flux from theorem 5. Flux locality, in the context of turbulence phenomenology, refers to the fact that the transfer takes place primarily between comparable scales. This is realized in terms of flux by the proposition that the time-averaged flux at scale \(R\) is well-correlated only with the time-averaged fluxes at comparable scales. While flux locality is phenomenologically accepted in the hydrodynamic case, there has been some controversy about the locality in plasma turbulence (see [1, 2] for a locality result on the energy level, as well as a discussion and references on the topic). The present result establishes that the combined enstrophy flux is local.
Define the time-averaged local magnetic and kinetic enstrophy fluxes associated to the cov element around the point \( x_i \) as follows,
\[
\Psi_{\omega, x_i, R} = \frac{1}{T} \int_0^T \int \frac{1}{2} \omega^2 (u \cdot \nabla \phi_i) \, dx \, ds = R^3 \Phi_{\omega, x_i, R},
\]
\[
\Psi_{j, x_i, R} = \frac{1}{T} \int_0^T \int \frac{1}{2} j^2 (u \cdot \nabla \phi_i) \, dx \, ds = R^3 \Phi_{j, x_i, R},
\]
and, correspondingly, the combined enstrophy flux as \( \Psi_{x_i, R} = \Psi_{\omega, x_i, R} + \Psi_{j, x_i, R} \).

Further, define the ensemble average over a \((K_1, K_2)\)-cover of the time-averaged combined flux as,
\[
\langle \Psi \rangle_R = \frac{1}{R} \sum_i \Psi_{x_i, R} = R^3 \langle \Phi \rangle_R.
\]

Using the clear relationships between the spatio-temporal and ensemble averaged terms and the time and ensemble averaged terms one can use the bounds established in theorem 5 to directly verify the following theorem (for which the proof is omitted).

**Theorem 7.** Let \( u \) and \( b \) satisfy the assumptions of theorem 5 and let \( R \) and \( r \) be two scales in the range \( \sigma_0/\beta \leqslant r, R \leqslant R_0 \). Then,
\[
\frac{1}{16 K_2} \left( \frac{r}{R} \right)^3 \leqslant \frac{\langle \Psi \rangle_r}{\langle \Psi \rangle_R} \leqslant 16 K_2 \left( \frac{r}{R} \right)^3.
\]

**Remark 8.** Note that along the dyadic scale—\( r = 2^k R \)—the locality propagates exponentially.
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