Electron localization properties in high pressure hydrogen at the liquid-liquid phase transition by Coupled Electron-Ion Monte Carlo
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Abstract. We analyze in detail the electronic properties of high pressure hydrogen around the liquid-liquid phase transition based on Coupled Electron-Ion Monte Carlo calculations. Computing the off-diagonal single particle density matrix and the momentum distribution we discuss localization properties of the electrons. The abrupt changes of these distributions indicate a metal to insulator transition occurring together with the structural transition from the atomic to molecular fluid. We further discuss the electron-proton and electron-electron pair correlation functions, which also change abruptly at the transition.

1. Introduction
The search of metallization in hydrogen has been and still is one of the major driving forces in high pressure research. In 1935, Wigner and Huntington discussed the processes of metallization of low temperature solid molecular hydrogen upon increasing pressure either by a continuous process or through a structural phase transition to a monoatomic phase. They predicted that a body centered cubic monoatomic hydrogen would become favorable over the molecular form above 25GPa. Despite almost a century of intense research and impressive progress in both experimental and theoretical methods, this question still remains open. Static pressure experiments by the Diamond Anvil Cell technique in solid hydrogen have reported the record pressure of ∼500GPa [1, 2] and the emergence of metallic or semi-metallic behaviors, but the mechanism of metallization is still unclear. There has been intense interest in this system
during the past year with the first claim of experimental observation of metallic solid hydrogen, however followed by many criticisms [1, 3, 4, 5, 6]. On the theoretical side, \textit{ab initio} DFT calculations using the most common exchange-correlation approximations, have not been found to be accurate enough to address the ordering of the phases of hydrogen near metallization and molecular dissociation [7, 8]. Only recently, more fundamental methods based on Quantum Monte Carlo approaches, together with adequate computer resources, have become available and have started to be used to investigate potential phases of crystalline hydrogen [9, 10]. We expect that in the near future those methods will contribute to clarify the scenario of solid hydrogen metallization and provide fundamental information for interpreting the experimental results.

The situation seems slightly easier in the higher temperature fluid, at least concerning theoretical methods. Experimentally, a discontinuous change in the reflectivity and the resistivity of fluid hydrogen has been observed, both with shock wave and static compression techniques [11, 12, 13, 14]. However, the location of this discontinuity and its nature is still under debate, results from these two different methods differing by as much \(\sim 150\text{GPa}\). Theoretical \textit{ab initio} calculations also predict a discontinuity in the Equation of State, a first order phase transition between an insulating molecular fluid and a dissociated metallic fluid. Again, different approximations predict different locations of the transition line [15] with the most accurate predictions based on Quantum Monte Carlo (QMC)[15, 16, 17] being rather close to the results from the static compression method, although at slightly higher pressures [15].

These simulations also allow the characterization of the nature of the phase transition as concerns both nuclear and electronic properties. We have shown that at the transition, molecules suddenly dissociate and the electronic localization changes, accompanied by the emergence of a non-zero static electronic conductivity (the latter obtained at the DFT level) [15]. While we have recently extended and integrated the description of the change of nuclear structure at the transition[16], we have only given a rapid account of the electronic properties at the transition in the original publication [15]. In the present paper we provide a more complete account of the changes in the electronic properties leading to a coherent theoretical picture of the liquid-liquid phase transition in hydrogen.

The paper is organized as follows. In the next section, after a brief recap of the basic ingredients of the Coupled Electron-Ion method, we present a detailed account of the theory and practical implementation of single electron density matrix calculations and the electronic momentum distribution used to characterize the electronic localization properties. We then discuss the results of ref. [15] in more detail and show original results for the density-density, electron-proton and electron-electron, pair distribution functions.

2. Method
2.1. The Coupled-Electron-Ion Monte Carlo Method
The Coupled Electron-Ion Monte Carlo method is an \textit{ab initio} method for finite temperature nuclei coupled with ground state electrons based on the Born-Oppenheimer approximation. It is described in detail in refs. [18, 19]. More recent implementations and technical details employed in the present calculations are provided in the Supplementary Information of ref. [15] together with a detailed discussion of the various systematic biases introduced by numerical approximations. In the following, we only discuss the methodological issues concerning the calculation of the reduced single particle density matrix and momentum distribution which have never been addressed in detail before, in particular the connection with twisted boundary conditions to reduce finite size effects.

2.2. The reduced single particle density matrix and momentum distribution
For any given many-body state of the electrons, \(\Psi(R_N)\), \(R \equiv (r_1, r_2, \ldots, r_N)\), all observables involving only one particle can be calculated from the knowledge of the reduced single particle
density matrix

\[
\rho^{(1)}(\mathbf{r}, \mathbf{r}') = N \int d\mathbf{r}_2 \cdots d\mathbf{r}_N \Psi^*(\mathbf{r}, \mathbf{r}_2, \ldots, \mathbf{r}_N) \Psi(\mathbf{r}', \mathbf{r}_2, \ldots, \mathbf{r}_N) \int d\mathbf{R}_N |\Psi(\mathbf{R}_N)|^2
\]  

The real space density distribution of the electrons is given by its diagonal elements, \(\rho(\mathbf{r}) \equiv \rho^{(1)}(\mathbf{r}, \mathbf{r})\). From a Monte Carlo sampling of the probability \(\Pi(\mathbf{R}_N) \propto |\Psi(\mathbf{R}_N)|^2\) we can calculate the off-diagonal elements via reweighting

\[
\rho^{(1)}(\mathbf{r}, \mathbf{r}') = N \left\langle \delta(\mathbf{r} - \mathbf{r}_1) \frac{\Psi(\mathbf{r}', \mathbf{r}_2, \ldots, \mathbf{r}_N)}{\Psi(\mathbf{r}, \mathbf{r}_2, \ldots, \mathbf{r}_N)} \right\rangle
\]  

where \(\langle \cdot \rangle \equiv \int d\mathbf{R}_N \Pi(\mathbf{R}_N) [\cdot]\). Whereas the reduced single particle density matrix is rather directly calculated within variational Monte Carlo [20], the sampling must be adapted to obtain unbiased estimators within reptation Monte Carlo [21, 22].

**Figure 1.** Left panel: The off-diagonal single particle density matrix, \(n(\mathbf{r})\), at \(T = 1200\text{K}\) and two different densities \(r_s = 1.34\) in the atomic and \(r_s = 1.44\) in the molecular phase (with an offset of 0.2) of the liquid-liquid phase transition. Vertical lines indicate \(L/2\), where \(L\) is the length of the simulation cell, for systems containing \(N_p = 54\) and \(N_p = 128\) protons. The use of twisted boundary conditions gives access to \(n(\mathbf{r})\) at distances \(r >> L/2\), without noticeable bias. Right panel: Convergence of the integral of the absolute value of the off-diagonal single particle density matrix, \(I(\mathbf{r}) = 4\pi \int_0^{\infty} dr' r'^2 |n(r')|/n(0)\), with respect to the distance \(r\) at \(T = 1200\text{K}\). Its behavior at large distance provides a measure of electron localization in real space. Divergence occurs for delocalized, extended wave functions, typical for metallic systems, whereas the integral should asymptotically converge when electrons are localized (insulators). Although the region of convergence of the integral of the molecular fluid is not fully reached (despite the extended range accessed by the use of twisted boundary conditions), the atomic and molecular fluid are clearly distinguished.

Diagonalizing the reduced single particle density matrix we obtain the natural orbitals. For homogeneous systems, these are plane waves and \(\rho^{(1)}(\mathbf{r}, \mathbf{r}')\) depends only on the distance \(|\mathbf{r} - \mathbf{r}'|\).
Since averaging over the proton configuration restores translational invariance in the fluid phase of hydrogen, we introduce the volume–averaged off-diagonal density matrix

\[ n(r) = \frac{1}{V} \int d\mathbf{r}' \rho(1)(\mathbf{r} + \mathbf{r}', \mathbf{r}') \]  

(3)

whose Fourier transform gives the momentum distribution

\[ n_k = \int d\mathbf{r} e^{-i\mathbf{k} \cdot \mathbf{r}} n(r) \]  

(4)

These are normalized such that \( n(0) = V^{-1} \sum_k n_k \) gives the average electron density \( \rho = 3/(4\pi r_s^3) a_B^{-3} \), usually given in terms of the dimensionless parameter \( r_s \), where \( a_B \) is the Bohr radius.

For a normal Fermi liquid such as the homogeneous disorder-free electron gas, the momentum distribution is characterized by a discontinuity of the momentum distribution at the Fermi wave vector \([23, 22]\), leading to oscillations in \( n(r) \) whose envelop decays algebraically as \( r^{-3} \) at large distances.

### 2.3. Twist averaged boundary conditions

Using twisted boundary conditions for the wave functions \([24]\), we have

\[ \Psi_\theta(\mathbf{r}_1 + L \mathbf{x}_\alpha, \mathbf{r}_2, \ldots) = e^{i\theta_\alpha} \Psi_\theta(\mathbf{r}_1, \mathbf{r}_2, \ldots) \]  

(5)

where \( \mathbf{x}_\alpha \) is the unit vector in the \( \alpha \) direction \( (\alpha = x, y, z) \), and \( \theta_\alpha \) is the twist angle in this direction, \(-\pi \leq \theta_\alpha < \pi\). For a general twist angle, we then have for the reduced density matrix

\[ \rho_\theta^{(1)}(\mathbf{r} + L \mathbf{x}_\alpha, \mathbf{r}') = e^{i\theta_\alpha} \rho_\theta^{(1)}(\mathbf{r}, \mathbf{r}') \]  

(6)

Averaging over \( N_\theta \) different twist angles, we then get for the twist-averaged off-diagonal density matrix,

\[ n_{TABC}(\mathbf{r} + L \mathbf{x}_\alpha) = \frac{1}{N_\theta} \sum_{i=1}^{N_\theta} e^{i\theta_\alpha} n_{\phi_i}(\mathbf{r}) \]  

(7)

Whereas \( n_{\phi_i}(\mathbf{r}) \) is only defined within the simulation box, the twist averaged density matrix can thus be extended to distances much larger than \( L \) by using a fine grid for the twist angles.

In Fig. 1, we show the twist averaged density matrix which smoothly extends the behavior of the off-diagonal matrix elements to distances much larger than \( L/2 \), the typical limit for simulations using strictly periodic boundary conditions. Comparison of two different system sizes does not show any noticeable bias. However, we note that slowly decaying finite-size effects due to two-particle correlations as described in Refs \([25, 22]\) are not taken into account by twist averaged boundary conditions and have to be addressed separately.

Using a linear grid of twist angles, \( \theta_\alpha = 2\pi n_\alpha / M \) with integer \( n_\alpha \), the twist averaged density matrix, \( n_{TABC}(\mathbf{r}) \), is a periodic function in a box of extension \( ML \) with a discrete Fourier transform on the reciprocal lattice \( \mathbf{k} = (n_x, n_y, n_z)2\pi/ML \). The corresponding momentum distribution writes

\[ n_{k_{TABC}} = \int_{M \times V} d\mathbf{r} e^{-i\mathbf{k} \cdot \mathbf{r}} n_{TABC}(\mathbf{r}) = \frac{1}{N_\theta} \sum_{i=1}^{N_\theta} \sum_m \int_V d\mathbf{r} e^{i\sum_{\alpha} (\theta_\alpha m_\alpha - k_\alpha (\mathbf{r}_\alpha + m_\alpha L))} n_{\phi_i}(\mathbf{r}) \]  

(8)

The summation over the integer values \( m_\alpha = 0, \ldots, M - 1 \) gives a periodic delta function which selects a unique twist angle \( \theta_\alpha \) modulus \( 2\pi \). We can therefore write \( \mathbf{k} = \mathbf{k}_0 + \mathbf{G} \) where
Figure 2. Absolute value of the off-diagonal part of the reduced single particle density matrix at $T = 1200K$ in a logarithmic scale. For the atomic liquid at $r_s = 1.34$ (left panel), the decay of the envelope asymptotically decays as $(k_Fr)^{-3}$, whereas it is closer to an exponential behavior for the molecular liquid at $r_s = 1.44$ (right panel).

$G = (n_x, n_y, n_z)2\pi/L$ is on the reciprocal lattice of the original system of extension $L$, and write

$$n^{TABC}_{k} = \int_{V} d\mathbf{r} e^{-i(k_0 + G) \cdot \mathbf{r}} n_\theta(\mathbf{r})$$

Therefore, the natural extension of the momentum distribution from periodic to twisted boundary conditions is given by

$$n_{G+k_0} = \int_{V} d\mathbf{r} e^{-i(k_0 + G) \cdot \mathbf{r}} n_\theta(\mathbf{r})$$

where $k_0 = \theta/L$ shifts the grid in reciprocal space with respect to simulations using periodic boundary conditions. Twist averaged boundary conditions therefore allow us to extend the momentum distribution to an arbitrarily dense grid in reciprocal space. To impose a sharp Fermi surface, simulations should be done at fixed chemical potential using grand-canonical twist averaging where the number of electrons may vary with twist angle [26, 27].

3. Results

In the following we analyze the electronic properties of Coupled-Electron Ion Monte Carlo calculations [15] along five isotherms $T = 600K, 900K, 1200K, 1500K, 3000K$. For all temperatures $T \leq 1500K$, a weak first-order transition from a molecular to an atomic liquid, together with an insulator to metal transition, occurs upon increasing density [15]. In a recent paper, we have analyzed in details the structural properties of the protons, confirming the abrupt character of the molecular dissociation at the transition by employing a cluster analysis of the nuclear configurations visited during the CEIMC runs [16]. In the following, we analyze the electronic properties averaged over the nuclear configurations in more detail, and show that the change in the structural properties is accompanied with a sharp change of the electronic single particle density matrix as well as the electron-proton and electron-electron pair correlation...
Figure 3. Momentum distribution, $n(k)$, of the electrons at different temperatures and densities. The distributions of the atomic fluid (dashed lines) are clearly distinguished from those of the molecular ones (full lines), except at the coexisting densities.

functions. All the following calculations of the off-diagonal density matrix are done at the VMC level using twisted boundary conditions with fixed number of electrons (canonical twist averaging). These results may still suffer from size effects due to two-particle correlations [25, 22] which decays slowly with increasing system size. However, these effects will not affect our main result showing a clear qualitative change in the off-diagonal single particle density matrix from the molecular to the atomic fluid.

3.1. The off-diagonal density matrix, electron localization, and momentum distribution
In Figure 1 and 2, we show the off-diagonal elements of the reduced single particle density matrix, $n(r)$, for the atomic ($r_s = 1.34$) and molecular ($r_s = 1.44$) liquid on both sides of the
Figure 4. Off-diagonal density matrix, $n(r)$, and momentum distribution, $n(k)$, of the electrons at $T = 3000K$, above the critical point of the liquid-liquid phase transition. Both distributions change smoothly with density without indication of a localization transition.

phase transition at $T = 1200K$. At first glance the two behaviors are qualitatively similar, but because of the logarithmic scale used in Fig. 2, we see that the amplitude of the oscillations decays roughly exponentially in the molecular phase, whereas it is much closer to a Fermi-liquid like algebraic decay $\sim r^{-3}$ in the atomic phase.

Integration of the absolute value of $n(r)$ introduces a measure of electron localization [28, 15]. For any decay faster than $r^{-3}$, the integral $I(r) = 4\pi \int_0^{r} dr' r'^2 |n(r')|/n(0)$ converges with respect to $r \to \infty$ and single particle density matrix is expected to be localized in space leading to insulating character, otherwise metallic properties should occur due to the extended character of the single particle density matrix. As we can see from Fig. 1, the integral indeed seems to diverge on the atomic side of the transition, whereas it may converge for the molecular fluid. However, despite the extended region reached by the use of twisted boundary conditions, the integral has not yet obtained its asymptotic value.

The drastic change of the electronic single particle properties at the phase transition is even more evident in the momentum distribution, $n(k)$, shown in Fig. 3 for the four isotherms below the critical temperature. Along each isotherm, we report results for 6 densities (expressed in terms of $r_s$), around the transition point as done in ref [16]. In terms of $k/k_F$, where $k_F = (9\pi/4)^{1/3}(r_s a_B)^{-1}$ is the Fermi vector corresponding to the average electronic density, the distribution in Fourier space changes very smoothly with density or temperature within a single phase. However, the distribution changes rapidly at the transition, that of atomic liquid is substantially different from that of the molecular one$^1$.

Although the momentum distribution at $k_F$ is much steeper for the atomic fluid, there is not a discontinuity at the Fermi surface that should be expected for a normal Fermi fluid. However, in our case, even in the metallic state, the electrons collide with protons, which can be considered as

$^1$ At T=1200K $n(k)$'s for the two coexisting densities are almost superimposed. Approaching the critical temperature the system spontaneously switch from one phase to the other along the trajectory resulting in an average behavior for long sampling. We believe this is the reason for this superimposition. At T=1500K, the generated trajectories are rather shorter.
a static external potential within the Born-Oppenheimer approximation. In contrast to electrons moving in a periodic potential, even in the non-interacting electron approximation, the mean-free path (and life-time) of the electrons in the disorder potential created by the protons becomes finite and the discontinuity of the momentum distribution at the Fermi surface gets smoothed out.

At a higher temperature, $T = 3000K$, shown in Fig. 4, the off-diagonal density matrix as well as the momentum distribution changes continuously with density without any sign of a phase transition in the electronic properties, and we do not expect the occurrence of the metal to insulator transition at this temperature in agreement with the absence of a phase transition in the the structural analysis of the nuclear positions and in the equation of state [15, 16]. Therefore, the transition in the electronic properties, from a localized (insulating) to an extended (metallic) state coincides, within our precision, with the structural transition from the molecular to the atomic liquid at all temperatures.

3.2. The density-density correlation functions

The electron-proton and electron-electron correlation functions at low temperature are shown in Fig.5. Similar to the off-diagonal single particle properties discussed above, there is an abrupt change of the distributions at the liquid-liquid phase transition, more pronounced for unlike than for like spins in the electron-electron correlations. However, whereas the off-diagonal density matrix properties enter into transition matrix elements, e.g. needed for transport calculations, density-density correlation functions reflect structural properties. The changes in the electron-proton and unlike electron-electron correlation functions at the transition therefore have a rather direct interpretation in terms of the change from atomic to molecular bonds. Above the critical temperature, the pair correlation functions change smoothly with density (see Fig.6) again signalling the absence of a first order phase transition.

4. Conclusions

In this paper, we have presented the methodology for calculating off-diagonal density matrices using twisted boundary conditions and analyzed the changes in the electronic properties of hydrogen at the liquid-liquid phase transition. Our analysis shows an abrupt change in all electronic properties, indicating an insulator to metal transition which occurs simultaneously with the structural transition from the molecular to atomic fluid. At higher temperatures,
Figure 6. Electron-proton and spin-resolved electron-electron correlation functions, $g_{ep}(r)$, $g_{\text{unlike}}^{ee}(r)$, and $g_{\text{like}}^{ee}(r)$, respectively, at $T = 3000K$. Here, above the critical temperature of the structural transition, the distribution changes smoothly with density.

$T = 3000K$, above the critical point of the first-order transition, electronic properties change smoothly with density.
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