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Abstract

This paper proposes a dual-time-scale, day-to-day dynamic traffic assignment model that takes into account variable message signs (VMS) and its interactions with drivers’ travel choices and adaptive learning processes. The within-day dynamic is captured by a dynamic network loading problem with en route update of path choices influenced by the VMS; the day-to-day dynamic is captured by a simultaneous route-and-departure-time adjustment process that employs bounded user rationality. Moreover, we describe the evolution of the VMS compliance rate by modeling drivers’ learning processes. We endogenize traffic dynamics, route and departure time choices, travel delays, and VMS compliance, and thereby capture their interactions and interdependencies in a holistic manner. A case study in the west end of Glasgow is carried out to understand the impact of VMS has on road congestion and route choices in both the short and long run. Our main findings include an adverse effect of the VMS on the network performance in the long run (the “rebound” effect), and existence of an equilibrium state where both traffic and VMS compliance are stabilized.

1 Introduction

We consider a dual-time-scale dynamic traffic assignment (DTA) model on a road network in the presence of variable message signs (VMS). In the proposed model a discrete-time, day-to-day model of traffic evolution is coupled to a continuous-time, within-day model with both route and departure time choices. A central focus of this paper is to model and understand how VMS, together with user compliance, influence en route choices and travel delays in the within-day time scale, and how drivers’ travel experiences (including experiences with the VMS) in turn affect their route and departure time choices as well as compliance with the VMS on a day-to-day time scale. Our goal is to not only assess and understand the effectiveness of VMS as an intelligent transport system (ITS) intervention to reduce congestion in the short run, but
also to investigate its potential “rebound” effect that could lead to an adverse outcome in the long run. We propose to achieve this by endogenizing traffic dynamics, route and departure time choices, travel delays, and VMS compliance within our dual-time-scale DTA model and thereby analyzing their interactions and interdependencies in a holistic manner.

1.1 Literature Review on VMS

The impact of variable message signs (VMS) on traffic performance has been assessed in many studies (Lam and Chan, 1996; Mammar et al., 1996; Chatterjee et al., 2002; Chen et al., 2008; Wei et al., 2009). Although the impact varies in different contexts (urban/extra urban, incident management/congestion mitigation), most of these studies conclude that variable message signs have a great potential to influence route choice, and hence traffic performance. However, an accurate estimate of such impact is strongly dependent on the level of compliance rate. A number of theoretical studies have assumed either full or partial compliance; in the latter case it is fixed or systematically varied to assess its effect on network performance (Chorus et al., 2009). The key role played by the compliance rate on the assessment of the VMS impact has triggered significant attention from researchers. One stream of research has focused on a realistic estimate of the compliance rate using different approaches: observations from traffic counts and loop detectors, surveys and virtual driving simulators (Ramsey and Luk, 1997; Chatterjee et al., 2002; Hoye, 2011; Kattan et al., 2011). Another stream of research has investigated the key factors influencing the compliance rate (Bonsall, 1992; Vaughan et al., 1993; Wardman et al., 1997; Adler, 2001; Chen and Jovanis, 2003; Ben-Elia and Shiftan, 2010). These factors include: driver characteristics such as age, gender, familiarity with the network, information accuracy, clarity of the information provided (e.g. specification of the cause of the delay), visible queue and VMS location.

A few studies model the compliance rate as an endogenous variable, which may depend on a number of factors such as the ones mentioned above (Ben-Elia and Shiftan, 2010; Chorus et al., 2009; Dell’Orco and Marinelli, 2009; Vaughan et al., 1993). Most of these studies recognize the key roles played by the information provided and previous experience in drivers’ learning processes, and thereby developing models for route choice behavior that account for such learning processes and estimate the compliance rate accordingly. Dell’Orco and Marinelli (2009) adopts a fuzzy approach to estimate the perceived travel time resulting from the data fusion of two fuzzy variables: experience and information provided. Their model accounts for the uncertainty associated with both variables. However, the model assumes no direct interaction among each driver’s route choices. Chorus et al. (2009) propose a scenario-based probabilistic model to capture drivers’ expected utilities associated with each of the alternatives (routes), and subsequently, their compliance with the advice. The impact of the compliance rate on network traffic and journey times, however, is not considered. A good attempt to capture the compliance rate and its dynamic variability is made by Vaughan et al. (1993) through a human-computer interactive experiment. The authors develop a sequential binary Logit choice model where the utilities are updated to reflect drivers’ learning process. The two key variables included in the utility function are the perceived delay and perceived accuracy of information. An updating function is introduced for both variables to capture the learning process of drivers. Again, traffic delays are assigned randomly and independent of drivers’ route choices. Ben-Elia and Shiftan (2010) capture the variability of the compliance rate based on learning from experience. However, their study does not consider the effect route choices have on congestion and each individual driver’s delay.

None of the abovementioned studies treat drivers’ route choices influenced by travel infor-
mation and travel delay simultaneously as endogenous quantities; as a result, the interaction between network congestion and driving behavior is insufficiently captured in these models. An exception is Yin and Yang (2003), who include the route choice behavioral model and consequent compliance rate estimation within a stochastic user equilibrium approach. There the compliance rate of drivers equipped with route guidance is calculated as the probability of the actual travel times being less than those of the non-compliant drivers. This model solves an equilibrium state and the compliance rate associated therein simultaneously without considering the evolutionary dynamics of the compliance rate or drivers’ learning process.

1.2 Contribution of This Paper

Our literature review on VMS reveals a potential gap in simultaneously modeling the traffic dynamics and drivers’ learning processes in an analytical (that is, non-simulation and non-experimental) framework, and in capturing their interaction and interdependencies in both short and long term. This paper aims to contribute to this line of research by proposing a dual-time-scale and analytical model that endogenizes traffic dynamics, route and departure time choices, travel delays, and VMS compliance, and capture their interactions and interdependencies in a holistic manner. Our specific contributions are listed below.

- The within-day traffic dynamic is captured by a novel integration of the Lighthill-Whitham-Richards model (Lighthill and Whitham, 1955; Richards, 1956) with en route updates influenced by the VMS. We propose an extension of the dynamic network loading (DNL) procedure, which is capable of calculating path travel times with a given set of path departure rates while modeling en route updates at any given location in the network with any user compliance rate. Moreover, such a DNL procedure captures realistic features of a dynamic traffic network such as shock waves and queue spillbacks.

- We propose a day-to-day dynamic traffic assignment model with both route choices and departure time choices. This model is new in that it incorporates drivers’ bounded rationality when they adjust their travel arrangements.

- We propose two models for the day-to-day evolution of drivers’ compliance rate with the VMS. These models assume that drivers’ perception of the VMS is dependent on their past experience with the VMS and their familiarity with the network. Extensions of these two models that incorporates travel time variability and users’ bounded rationality are also presented.

- We apply the proposed methodology to a real-world test site located in Glasgow, Scotland. Various numerical studies are performed to investigate: (1) sensitivity of the model to its parameters; (2) short-term and long-term impact on route choices and user compliance; and (3) potential steady states of the traffic-compliance system and dynamic user equilibrium with en route path choices.

1.3 Organization

The rest of this paper is organized as follows. Section 2 serves as an introduction to basic mathematical notations and concepts employed by this paper. It also contains a brief description of the dynamic network loading (DNL) procedure. Section 3 presents an analytical integration of the DNL procedure and the en route update influenced by the VMS. This is
followed by several models that capture the evolution of user compliance with the VMS. Section 4 proposes a day-to-day DTA model that incorporates bounded user rationality. Finally, Section 5 describes a case study in Glasgow.

2 Notation and Essential Background

Throughout this paper, we let $\tau \in \{1, 2, 3, \ldots \}$ be one typical discrete day. The continuous time within each day is denoted by $t \in [t_0, t_f]$, where $[t_0, t_f]$ is a fixed commuting period, say, from 7 am to 10 am of each day. We let $\mathcal{P}$ be the set of paths employed by travelers. For each path $p \in \mathcal{P}$ we define the path departure rate on day $\tau$, which is a function of departure time $t \in [t_0, t_f]$: $h_p^\tau(\cdot) : [t_0, t_f] \to \mathbb{R}_+$

where $\mathbb{R}_+$ denotes the set of nonnegative real numbers. Each path departure rate $h_p^\tau(\cdot)$ is interpreted as the flow of departing vehicles measured at the entrance of the first arc of the relevant path. We next define $h^\tau(\cdot) = \{h_p^\tau(\cdot) : p \in \mathcal{P}\}$ to be a vector of departure rates. $h^\tau(\cdot)$ can be viewed as a vector-valued function of $t$, the departure time.

We denote the space of square integrable functions on the real interval $[t_0, t_f]$ by $L^2[t_0, t_f]$, and its subset consisting of non-negative functions by $L^2_+(t_0, t_f]$. We stipulate that each path departure rate is square integrable; that is $h_p^\tau(\cdot) \in L^2_+[t_0, t_f]$, $h^\tau(\cdot) \in \left(\mathbb{L}^2_+[t_0, t_f]\right)^{\left|\mathcal{P}\right|}$

where $(\mathbb{L}^2_+[t_0, t_f])^{\left|\mathcal{P}\right|}$ is the positive cone of the $\left|\mathcal{P}\right|$-fold product of the Hilbert space $L^2[t_0, t_f]$.

Here, as in almost all dynamic traffic assignment modeling, the single most crucial ingredient is the network performance module encapsulated by the path delay operator, which maps a given vector of departure rates $h^\tau$ to a vector of path travel times. Mathematically, we let

$$D_p(t, h^\tau) \quad \forall t \in [t_0, t_f], \quad \forall p \in \mathcal{P}$$

be the path travel time of a driver departing at time $t$ and following path $p$, given the departure rate vector $h^\tau$ associated with all the paths in the network on day $\tau$.

We next define a generalized notion of travel cost by including not only path travel times, but also arrival penalties. The travel cost is defined as

$$\Psi_p(t, h^\tau) = D_p(t, h^\tau) + f(t + D_p(t, h^\tau) - T_A) \quad \forall t \in [t_0, t_f], \quad \forall p \in \mathcal{P} \quad (2.1)$$

where $T_A$ is the desired arrival time which may depend on each O-D, and $T_A < t_f$. The term $f(t + D_p(t, h^\tau) - T_A)$ assesses a nonnegative arrival penalty. We interpret $\Psi_p(t, h^\tau)$ as the perceived travel cost of drivers departing at time $t$ following path $p$ given the vector of path departure rates $h^\tau$ on day $\tau$.

We write the demand satisfaction constraints as

$$\sum_{p \in \mathcal{P}_{ij}} \int_{t_0}^{t_f} h_p(t) dt = Q_{ij} \quad \forall (i, j) \in \mathcal{W} \quad (2.2)$$

where $\mathcal{P}_{ij}$ denotes the set of paths connection O-D $(i, j)$, and $Q_{ij}$ is the (fixed) demand between $(i, j)$. Using the notation and concepts we have mentioned, the feasible region for the departure rate vector $h^\tau$ is

$$\Lambda = \left\{ h^\tau \geq 0 : \sum_{p \in \mathcal{P}_{ij}} \int_{t_0}^{t_f} h_p(t) dt = Q_{ij} \quad \forall (i, j) \in \mathcal{W} \right\} \subseteq \left(\mathbb{L}^2_+[t_0, t_f]\right)^{\left|\mathcal{P}\right|} \quad (2.3)$$
2.1 The Dynamic Network Loading Procedure

Our within-day dynamic is based on the DNL model formulated as a system of differential algebraic equations (DAEs) proposed by [Han et al., 2014a]. This model employs the classical LWR link dynamics and captures vehicle spillback. Due to space limitation we omit details of this DNL model and refer the reader to [Han et al., 2014a]. In the next section we propose an analytical formulation of the en route update mechanism induced by the VMS by revising the vehicle turning ratios at a junction. Notice that such a formulation is fully generalizable to work with the cell transmission model [Daganzo, 1995a] and the link transmission model [Yperman et al., 2005].

3 En Route Diversion and Day-to-Day Evolution of VMS Compliance

The first part of this section focuses on modeling en route update of drivers’ path choices influenced by the VMS in a way consistent with the LWR model or any other physical queue models. The second part of this section proposes several models that describes the dynamic evolution of drivers’ compliance rates based on various assumptions.

3.1 Diversion of Flows at a Junction

Without loss of generality, we use a simple network shown in Figure 1 to illustrate the main idea for modeling en route diversion triggered by the VMS. The network contains three routes, \( p_1, p_2, p_3 \), and one origin-destination pair \((a, f)\). The VMS is located near the exit of link 1. It is assumed that the VMS is always advising drivers to take route \( p_3 \), although such an assumption is easy to relax. Moreover, we allow the message sign to be on within time periods whose union is denoted by \( \Omega \subset [t_0, t_f] \). For each day \( \tau \), where \( \tau = 1, 2, \ldots \), we let \( h^\tau = (h_{p}^\tau(t), p \in P) \) be the vector of path departure rate reviewed previously, where \( P = \{p_1, p_2, p_3\} \).

Throughout this paper, the VMS compliance rate is defined to be the proportion of drivers who abandon their original routes in order to comply with what the VMS suggests. If a driver is taking the VMS-suggested route as his/her route choice upon departure, then he/she is not influenced by the VMS and thus will not be accounted for by the compliance rate.

![Figure 1: A simple network with VMS.](image-url)
In order to capture route diversion induced by the VMS, we proceed as follows. Denote by $\alpha_{1,2}(t)$ and $\alpha_{1,3}(t)$ the (time-varying) turning ratios at junction $b$ for downstream links 2 and 3 respectively. These quantities are determined within the dynamic network loading procedure based on path information, flow propagation constraints, and the first-in-first-out principle \cite{Han et al. 2014a}. By definition, for every unit of flow exiting link 1, $\alpha_{1,2}(t)$ of it is intended to advance into link 2, thus if the VMS compliance rate on day $\tau$ is denoted by $CR^\tau$, the revised turning ratio, $\tilde{\alpha}_{1,2}(t)$, becomes

$$\tilde{\alpha}_{1,2}(t) = \alpha_{1,2}(t) - CR^\tau \alpha_{1,2}(t) \hspace{0.5cm} (3.4)$$

Similarly, the revised turning ratio, $\tilde{\alpha}_{1,3}(t)$, becomes

$$\tilde{\alpha}_{1,3}(t) = \alpha_{1,3}(t) + CR^\tau \alpha_{1,2}(t) \hspace{0.5cm} (3.5)$$

The revised turning ratios take into account route diversion suggested by the VMS with a fixed compliance rate. Using identity $\alpha_{1,2}(t) + \alpha_{1,3}(t) \equiv 1$ and the fact that $CR^\tau \in [0, 1]$, one can easily verify that both revised turning ratios are between zero and one, and their sum equals one. Therefore, these revised turning ratios can be readily integrated into any junction model, which is embedded in a complete DNL procedure.

### 3.2 Modeling Drivers’ Perception of the En Route Guidance and Their Compliance Rate

Once the revised turning ratios are calculated according to (3.4) and (3.5), we proceed as usual to complete the dynamic network loading (DNL) procedure with $\alpha_{1,2}(t)$ and $\alpha_{1,3}(t)$ replaced by $\tilde{\alpha}_{1,2}(t)$ and $\tilde{\alpha}_{1,3}(t)$ respectively. The DNL provides, as its output, the path travel times $D_p(t, h^\tau)$, $p = p_1, p_2, p_3$, where $t$ denotes departure time from the origin of the path and $h^\tau$ denotes the vector of path departure rates on day $\tau$. The DNL procedure reported in Han et al. (2014a) also calculates link exit times $\mu_a^\tau(t)$ for each link $a \in A$ and link entry time $t$. As usual, the superscript $\tau$ indicates a particular day.

It is straightforward to express the travel time of drivers who exited link 1 at time $t$ and did not follow the guidance of the VMS as

$$\mu_2^\tau \circ \mu_5^\tau \circ \mu_7^\tau(t) \text{ for path } p_1 \text{ and } \mu_2^\tau \circ \mu_4^\tau \circ \mu_6^\tau \circ \mu_7^\tau(t) \text{ for path } p_2$$

where $\circ$ denotes composition of two functions; that is, $f \circ g(x) = g(f(x))$. The travel time of drivers who exited link 1 at time $t$ and followed the guidance of the VMS is

$$\mu_3^\tau \circ \mu_6^\tau \circ \mu_7^\tau(t)$$

Without causing any confusion, we employ shorter notations, $\mu_{2,5,7}^\tau(t)$, $\mu_{2,4,6,7}^\tau(t)$ and $\mu_{3,6,7}^\tau(t)$, for the three above-defined functions.

The compliance rate (CR) of a VMS is influenced by a number of factors such as those mentioned in the literature review, among which we will mainly focus on drivers’ past experiences with such a route guidance, and drivers’ own assessment of the suggested routes. Two additional extensions are also discussed to take into account drivers’ bounded rationality and travel time variability. We make note of the fact that the proposed models are rather simplified; their purpose is solely to illustrate the behavior of the dual-time-scale traffic system with integrated traffic dynamics, route and departure time choices, and users’ learning processes. We wish to analyze these models to provide more insights on the impact of the VMS on congestion and user behavior.
3.2.1 Model I

In this model, we assume that drivers’ perception of the effectiveness of the route guidance is directly related to the differences in the experienced (actual) journey times of drivers who followed such guidance and those who did not. In our particular example, such a difference may be expressed as

\[ S_{2 \rightarrow 3}(t) = \frac{1}{2} \left[ \mu_{2,5,7}(t) + \mu_{2,4,6,7}(t) \right] - \mu_{3,6,7}(t) \]  (3.6)

where the subscript \( 2 \rightarrow 3 \) indicates choosing link 3 over link 2. Notice that we simply average the travel times along the remaining portions of paths \( p_1 \) and \( p_2 \) to account for the journey times for non-compliant drivers, while noting that other more sophisticated treatments can also be applied without affecting our formulation. Eqn (3.6) expresses the direct saving in travel times by following the route guidance, which can be positive or negative.

We further aggregate the saving by averaging \( S_{2 \rightarrow 3}(t) \) over \( t \); the averaged saving is

\[ \bar{S}_{2 \rightarrow 3} = \frac{1}{|\Omega|} \int_{\Omega} S_{2 \rightarrow 3}(t) \, dt \]  (3.7)

where we define \( \Omega \) to be the union of time intervals during which the VMS is on. Eqn (3.7) eliminates the time-variability of the saving and proposes a single (and possibly more robust) value as an indicator of the effectiveness of the route guidance.

We then define drivers’ perception of the route guidance as the expected saving in journey time by following the route guidance on day \( \tau \). Mathematically, the perception on day \( \tau \), denoted by \( X_\tau \), is given by a weighted sum of the perception on a previous day, and the actual saving on day \( \tau \):

\[ X_\tau = (1 - w)X_{\tau-1} + w\bar{S}_{2 \rightarrow 3} \quad \tau = 1, 2 \ldots \]  (3.8)

for some weighting parameter \( w \in (0, 1) \). The updating rule of the form (3.8) has been considered elsewhere too, for example, by Vaughan et al. (1993).

In deriving the compliance rate (CR), we consider two discrete choices: follow/not follow the route guidance displayed on the VMS. According to (3.6) and (3.8), the drivers’ perception (expected saving) of not following the guidance is clearly given as \(-X_\tau\) on day \( \tau \). Then by applying a logit model we get

\[ CR^{\tau+1} = \frac{\exp(\beta X_\tau)}{\exp(-\beta X_\tau) + \exp(\beta X_\tau)} \]  (3.9)

where \( \beta > 0 \).

3.2.2 Model II

A critical assumption made in the previous model is that drivers have perfect knowledge of the travel times on paths that he/she is currently not taking. This is reflected in the expressions for the savings \( S_{2 \rightarrow 3}(t) \) or \( \bar{S}_{2 \rightarrow 3} \). In the second model this assumption will be relaxed by assuming that drivers, when faced with an en route guidance, will make routing decisions based on their past experience with various paths in the network. Another important reason for considering such a model is the observation that the compliance rate with the VMS is affected not only by their past experience with the VMS, but also by how the guidance provided in real-time is corroborated by the drivers’ daily driving experiences (Bonsall, 1992).
To account for drivers’ past experiences with various routes in the network, we let \( \mu_\tau^F(t) \) to be the travel time starting from node \( b \) (since this is where potential route diversion occurs) along path \( p_3 \), where “\( F \)” stands for “follow” (the VMS). In addition, let \( \mu_\tau^{NF}(t) \) to be the path traversal time starting from \( b \) along paths \( p_1 \) or \( p_2 \), where “\( NF \)” stands for “not follow” (the VMS). As usual, the superscript \( \tau \) indicate a particular day and \( t \) denotes the time at which the driver leaves node \( b \). Mathematically, we have that

\[
\mu_\tau^F(t) = \mu_{3,6,7}^\tau(t), \quad \mu_\tau^{NF}(t) = \frac{1}{2} \left( \mu_{2,5,7}^\tau(t) + \mu_{2,4,6,7}^\tau(t) \right)
\]

(3.10)

We eliminate the variability of path travel times in the within-day scale by averaging over \( t \) to get:

\[
\bar{\mu}_\tau^F = \frac{1}{t_f - t_0} \int_{t_0}^{t_f} \mu_\tau^F(t) \, dt, \quad \bar{\mu}_\tau^{NF} = \frac{1}{t_f - t_0} \int_{t_0}^{t_f} \mu_\tau^{NF}(t) \, dt
\]

(3.11)

where \([t_0, t_f]\) represents the entire within-day assignment horizon under consideration. Similar to (3.8), we define the perceived path travel times \( Y_\tau^F \) and \( Y_\tau^{NF} \) respectively as

\[
Y_\tau^F = (1 - w)Y_{\tau - 1}^F + w\bar{\mu}_\tau^F, \quad Y_\tau^{NF} = (1 - w)Y_{\tau - 1}^{NF} + w\bar{\mu}_\tau^{NF}, \quad \tau = 1, 2 \ldots
\]

(3.12)

for some weighting parameters \( w \in (0, 1) \).

When experienced drivers face the en route guidance on day \( \tau + 1 \), their macroscopic compliance rate, captured by the logit model based on their expected disutilities \( Y_\tau^F \) and \( Y_\tau^{NF} \), is given as

\[
CR_{\tau + 1} = \frac{\exp(-\beta Y_\tau^F)}{\exp(-\beta Y_\tau^F) + \exp(-\beta Y_{\tau}^{NF})}
\]

(3.13)

where \( \beta > 0 \).

### 3.3 Model Extensions

Models I and II proposed previously can be extended in a number of ways to capture more realistic decision-making processes. Due to space limitation, we propose only two extension here, one for each model. The first extension incorporates a bounded user rationality; while the second one takes into account variability in travel times.

#### 3.3.1 Extension of Model I

We postulate a threshold \( \gamma > 0 \) such that drivers will only consider the VMS effective if it leads to a saving in travel time above \( \gamma \). Thus, the average saving \( \bar{S}_{\tau-3}^{\gamma} \) defined in (3.7) can be revised to be

\[
\bar{S}_{\tau-3,\gamma} = \begin{cases} 
0 & \text{if } \bar{S}_{\tau-3} \in [0, \gamma) \\
\bar{S}_{\tau-3} & \text{otherwise}
\end{cases}
\]

(3.14)

Notice that we use the subscript \( \gamma \) to indicate the dependence on it. The rest of the model is the same as before and we call the extended model **Model III**. The parameter \( \gamma \) characterizes drivers’ bounded rationality as it postulates certain indifference of drivers towards a positive yet insignificant gain by following the VMS, possibly due to route preference and imperfect information.
3.3.2 Extension of Model II

Both Model I and Model II proposed above disregard the travel time variability by averaging the travel time functions over time; see (3.7) or (3.11). In reality the variation of travel time has a great impact on drivers’ route choices, and it may outweigh the mean travel time in some circumstances (Bonsall, 1992). Such a consideration can be easily incorporated into Model II by defining

$$
\sigma^\tau_{F} = \left( \frac{1}{t_f - t_0} \int_{t_0}^{t_f} (\mu^\tau_F(t) - \bar{\mu}^\tau_F)^2 \, dt \right)^{\frac{1}{2}}, \quad \sigma^\tau_{NF} = \left( \frac{1}{t_f - t_0} \int_{t_0}^{t_f} (\mu^\tau_{NF}(t) - \bar{\mu}^\tau_{NF})^2 \, dt \right)^{\frac{1}{2}}
$$

(3.15)

and writing

$$
Y^\tau_F = (1 - w)Y^{\tau-1}_F + w \cdot \bar{\mu}^\tau_F \cdot \sigma^\tau_F, \quad Y^\tau_{NF} = (1 - w)Y^{\tau-1}_{NF} + w \cdot \bar{\mu}^\tau_{NF} \cdot \sigma^\tau_{NF}, \quad \tau = 1, 2, \ldots
$$

(3.16)

Notice that in discrete time, $\bar{\mu}^\tau_F$ and $\sigma^\tau_F$ represents mean and standard deviation of the travel time vector, respectively. The rest of the model remains the same. We will call such an extension Model IV.

4 A Day-to-Day Assignment Model Incorporating Bounded User Rationality

This section discusses the day-to-day component of the model that describes the dynamic evolution of drivers’ travel decisions. It is assumed that drivers adjust their departure time and route choices on a daily basis in search for a more efficient travel arrangement.

We propose a day-to-day dynamic traffic assignment model based on boundedly rational dynamic user equilibrium (BR-DUE) proposed by Han et al. (2014c) and the fixed-point iteration algorithm associated therein. The notion of bounded rationality is a relaxation of the Wardropian equilibrium assumption which is based on perfect user rationality. That is, the BR postulates a cost tolerance, also known as indifference band (Mahmassani and Chang, 1987), such that drivers will only abandon their current travel choices if an alternative offers cost saving that is beyond such a tolerance.

We let $\varepsilon = (\varepsilon^p_{ij}, p \in P_{ij}, (i, j) \in W)$ be the vector of (non-negative) tolerances, each of which depends on the O-D $(i, j)$ and the path $p$, where $P_{ij}$ denotes the set of paths connecting $(i, j)$, and $W$ is the set of O-D pairs. Notice that unlike many existing studies on BR which assume that the tolerance depends only on the O-D, we allow it to depend also on the path. This additional relaxation can be applied to model drivers’ preferences towards a particular set of paths.

The fixed-point update proposed by Han et al. (2014c) can be mathematically expressed as

$$
\Phi^\tau_p(t, h^\tau) = \max \left\{ \Psi_p(t, h^\tau), \, v_{ij}(h^\tau) + \varepsilon^p_{ij} \right\} - \left( \varepsilon^p_{ij} - \min_{q \in P_{ij}} \left\{ \varepsilon^q_{ij} \right\} \right) \quad \forall p \in P_{ij}
$$

(4.18)
where \( v_{ij}(h^\tau) \) denotes the minimum travel cost within \((i, j)\). (4.17) can be explicitly instantiated, leading to the following day-to-day DTA model (we omit details of the derivation and refer the reader to Han et al. (2014c)):

**Step 0. Initialization.** Set day \( \tau = 1 \) and identify an initial feasible \( h^\tau \in \Lambda \).

**Step 1. Dynamic network loading.** Solve the dynamic network loading problem with \( h^\tau \) and compliance rate \( CR^\tau \) to obtain \( \Psi_p(t, h^k), p \in \mathcal{P}, t \in [t_0, t_f] \). Then find the following quantities

\[
\Phi_p^\varepsilon(t, h^\tau) = \max \left\{ \Psi_p(t, h^\tau), v_{ij}(h^\tau) + \varepsilon^p_{ij} \right\} - \left( \varepsilon^p_{ij} - \min_{q \in \mathcal{P}_{ij}} \{ \varepsilon^q_{ij} \} \right) \quad \forall p \in \mathcal{P}_{ij}, \forall t \in [t_0, t_f]
\]

**Step 2. Find the dual variable.** For each \((i, j)\) \( \in \mathcal{W} \), solve the following nonlinear equation for \( \eta_{ij} \), using root-search algorithms.

\[
\sum_{p \in \mathcal{P}_{ij}} \int_{t_0}^{t_f} \left[ h^k_p(t) - \lambda \Phi_p^\varepsilon(t, h^k) + \eta_{ij} \right]_+ dt = Q_{ij}
\]

where \([u]_+ = \max\{0, u\}\).

**Step 3. Update path departure rates.** For each \((i, j)\) \( \in \mathcal{W} \) and \( p \in \mathcal{P}_{ij} \), update the departure rate as

\[
h_p^{\tau+1}(t) = \left[ h_p^\tau(t) - \lambda \Phi_p^\varepsilon(t, h^\tau) + \eta_{ij} \right]_+ \quad \forall t \in [t_0, t_f]
\]

Set \( \tau = \tau + 1 \), repeat Step 1 through Step 3.

## 5 Case Study

### 5.1 Description of The Glasgow Test Site

The west end of Glasgow has been chosen as our test network, see Figure [2]. The test site has been identified by the local traffic authority and environmental agencies to suffer from traffic and air quality problems. Byres Road (highlighted in blue) is often affected by severe congestion as it not only connects the radial routes to the city centre for drivers approaching Glasgow from the west, but also provides access to the university and other local destinations. The Dumbarton Road corridor (highlighted in red) serves as an alternative route for drivers traveling from the west end towards east (city centre). Our numerical study is based on preliminary work aiming at calibrating and validating traffic flows and counts obtained from loop data and surveys, and represents morning peak hour (7:30-9:30) on Monday - Thursday.

This case study is part of the CARBOTRAF project funded by the 7th Framework (http://www.carbotraf.eu). The use of VMS as an ITS intervention, among others such as coordinated signal control, serve the general purpose of reducing congestion and emissions of CO\(_2\) and Black Carbon.

There are 21 zones in the network leading to 420 OD-pairs. The demand matrix for the test network was derived from the Scotland O-D matrix and adjusted this OD matrix to the Glasgow test site by using traffic count data from several key network locations. The network has 478 links; and a total of 481 paths are generated for the route-based dynamic traffic assignment model. Within this network 22 O-D pairs and 86 paths are affected by the VMS. Naturally, the VMS compliance rate and the learning process discussed in Section 3 are carried out within each O-D pair. In other words, they are O-D specific.
Figure 2: The Glasgow test network highlighted in black. The circles represent the 21 traffic zones giving rise to 420 O-D pairs. The location of the VMS is shown with arrows. Two main corridors are highlighted with blue and red; the latter is recommended by the VMS, as shown by the example message.

5.2 Numerical Results

The numerical results are reported in three areas identified in the introduction: (1) model sensitivity to parameters; (2) impact on route choices; and (3) steady state and convergence to an equilibrium.

5.2.1 Model Sensitivity to Parameters

The proposed models employ a number of parameters that need to be calibrated using empirical data or surveys. As a preliminary step, we conduct an informal sensitivity analysis in this paper that highlights the qualitative behavior of the model when these parameters vary. Table 1 summarizes the model sensitivity to perturbations in these parameters (due to space limitation details of the sensitivity analyses are omitted). According to our findings, the models are most sensitive to $\beta$, which is the logit coefficient that reflects drivers’ sensitivity to the costs (or difference in the costs). Moreover, $w$, which is the weighting parameter used to construct drivers’ perception (3.8) or (3.12), may also influence the result to some extent. The parameter $\gamma$, which measures users’ bounded rationality in Model I, has a similar impact on the models as $w$. All the models are insensitive to the initial values such as $X^0$, $Y^0$ and
Table 1: Model sensitivity to the parameters. The interval following each parameter represents the range of values tested.

| Parameter          | Model I | Model II | Model III | Model IV |
|--------------------|---------|----------|-----------|----------|
| $X^N$; $[-600, 600]$ | Low     | –        | Low       | –        |
| $Y^N_F$ or $Y^N_{NF}$; $[100, 600]$ | –       | Low      | –         | Low      |
| $w$; $[0.2, 0.5]$   | Medium  | Low      | Medium    | Low      |
| $\beta$; $[0.001, 0.1]$ | High | High     | High      | High     |
| $\gamma$; $[0, 300]$ | –       | –        | Medium    | –        |

Figure 3: Computational results of Model I for two O-D pairs (left and right column).
5.2.2 Impact on Route Choices

We use a specific scenario to illustrate the short-term and long-term effect of VMS on route choices and user compliance. Consider Model I with parameters $w = 0.3$, $\beta = 0.01$. The computation is carried out for 200 days, or time periods. We illustrate the solution using two specific O-D pairs shown in the first row of Figure 3. Two main routes are highlighted for each O-D pair; the original (primary) route is mark blue, and the alternative route suggested by the VMS is marked red. For the first O-D (corresponding to the first column of Figure 3), the alternative route starts off as the less efficient route since it has a longer travel distance; this is seen by the negative saving during the first 40 days. Later on, however, as traffic evolves the alternative route becomes more efficient and actually saves travel time compared to the original route. This is caused by the increased congestion on the original corridor (highlighted blue). As a consequence, the compliance rate starts to climb (third row), and more traffic shift towards the alternative route (highlighted red); see the forth row of the figure. After about 100 days, the alternative route becomes saturated, causing the saving in travel time by following the VMS to stop increasing. Thus no more traffic shift from the original path to the alternative path; and the compliance rate also stabilizes.

For the second O-D (right column of Figure 3), the situation is similar to the first O-D during the first 100 days. (However, one complication exists for this O-D due to the presence of another set of paths that do not go through the VMS, which is indicated by an arrow in Figure 3. This explains the period around the 50th day when no traffic exists on the two paths affected by the VMS; see the forth row.) Unlike the previous case, the saving within the second O-D by following the VMS undergo three major drops to below zero during the period $[100, 200]$ (days), which leads the compliance rate to drop as well. This is caused by the increasing congestion on the alternative route, which is in turn due to drivers following the VMS (the rebound effect).

5.2.3 Stationary State and Convergence

Our proposed subject of study is a special case of the day-to-day dynamic traffic assignment models. Naturally, we would like to search for steady states of such a dynamical system. Figure 4 provides confirmation of convergence to a steady state, when Model III with parameters $w = 0.3$, $\beta = 0.01$, $\gamma = 200s$ is employed. From this figure we observe that both the path departure rates and the compliance rates stabilizes, as the number of “days” reach 200. Notice that the convergence of the departure rates is measured by a relative gap defined by

\[
\text{Relative gap in path departure rates} = \frac{\|h^\tau - h^{\tau-1}\|_{L^2}}{\|h^{\tau-1}\|_{L^2}}
\]

where $\| \cdot \|_{L^2}$ is the norm on the Hilbert space $(L^2[t_0, t_f])^{|P|}$. In addition, the savings by following the VMS on a particular day, as well as the overall perception on such a saving, converge to constant values (see Figure 4).

This example shows the existence of a boundedly rational dynamic user equilibrium with route and departure time choices, and in the presence of active route guidance in the network – a type of user equilibrium not studied before. However, we did not observe convergence for all the models/parameters chosen (for example, the right column of Figure 3). Further research is undertaken to analytically formulate such a class of user equilibria and investigate their existence.
6 Conclusion and future research

We propose a day-to-day dynamic traffic assignment model with en route travel updates influenced by the VMS. Traffic dynamics and user’s learning processes are simultaneously modeled and their interactions and interdependencies analyzed. The results show very complex behavior of the traffic system when both route choices and VMS compliance are endogenized. Furthermore, we observe in many cases convergence of both traffic and compliance rate to a steady state, indicating the existence of a dynamic user equilibrium (DUE). Further work is under way to investigate theoretically existence result for such a DUE. Moreover, the complex behavior mentioned before is used as the basis to construct further insights and strategies for traffic management and control.
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