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Abstract—This paper proposes a novel distributed technique to induce collective motions in affine formation control. Instead of the traditional leader-follower strategy, we propose modifying the original weights that build the Laplacian matrix so that a designed steady-state motion of the desired shape emerges from the agents’ local interactions. The proposed technique allows for a rich collection of collective motions such as rotations around the centroid, translations, scalings, and shearings of a reference shape. These motions can be applied in useful collective behaviors such as shaped consensus (the rendezvous with a particular shape), escorting one of the team agents, or area coverage. We prove the global stability and effectiveness of our proposed technique rigorously, and we provide some illustrative numerical simulations.

I. INTRODUCTION

The control of robot swarms is one of the grand challenges in robotics [1]. In particular, the display and maneuvering of geometrical patterns by mobile robots has been identified as one of the elementary blocks in swarm robotics [2]. For example, the precise control of the geometrical pattern in GPS-denied scenarios [4], or to coordinate their relative motion [5].

This paper shows how to coordinate the collective motion of a distributed formation while displaying the affine transformation of a reference shape. The affine formation control algorithm guides the agents to converge to a static and arbitrary affine transformation of a reference shape [6]. Such an algorithm is completely distributed where neighboring agents control tensions, i.e., the weighted sum of all the sensed relative positions by an agent equals zero. This weighted sum of relative positions leads the weighted Laplacian matrix to emerge naturally during the analysis of the algorithm. Such weights can be designed so that the Laplacian is symmetric and positive semi-definite to assist the convergence to the affine shape [7]. However, the formation converges to a static position.

To maneuver the team of agents, classical strategies, such as the leader-follower, have been proposed in [7] although it requires an extra control layer superposed to the formation control algorithm. In this paper, we propose a different strategy to induce the collective motion of the formation. In particular, we show that the modification of weights, designed for the achievement of the static shape, is sufficient to induce a collective motion. Such a collective behavior consists of linear combinations of affine motions corresponding to affine transformations of the reference shape, such as rotations, shearings, translations, or scalings. A similar technique has been shown with 2D formations where agents encode their positions as complex numbers [8] or they exploit rotation matrices [9]. In contrast to the complex formation control [10], the affine formation control enables us to jump from planar geometrical shapes (C^1) to shapes in arbitrary dimensions (R^n).

This paper has been divided into eight sections. Section II explains the preliminaries including the adopted notation, employs concepts in graph theory, and the notion of reference and desired shape. Section III reviews the algorithm for controlling affine formations. Sections IV and V present the maneuvering technique and how to design the motion parameters responsible for the collective behavior. Sections VI and VII address the stability analysis and illustrates the motions with numerical simulations. Finally, Section VIII discusses future work and concludes the paper.

II. PRELIMINARIES

A. Notation and graph theory

We consider \( n \in \mathbb{N} \) mobile agents. We denote by \( ||x|| \) the Euclidean norm of the vector \( x \in \mathbb{R}^p, p \in \mathbb{N} \). Given a set \( \mathcal{X} \), we denote by \( |\mathcal{X}| \) its cardinality. We denote by \( 1_p \in \mathbb{R}^p, p \in \mathbb{N} \), the all-one column vector. Finally, given a matrix \( A \in \mathbb{R}^{p \times q}, p, q \in \mathbb{N} \), we define the operator \( \overline{A} := A \otimes I_m \in \mathbb{R}^{pm \times qm} \), where \( \otimes \) denotes the Kronecker product, and \( I_m \in \mathbb{R}^{m \times m} \) is the identity matrix.

A graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) consists of two non-empty sets: the node set \( \mathcal{V} = \{1, 2, \ldots, n\} \), and the edge set \( \mathcal{E} \subseteq (\mathcal{V} \times \mathcal{V}) \) such that the edge \( (i, j) \in \mathcal{E} \). In this work, we only consider the special case of undirected graphs. An undirected graph is a bidirectional graph where if the edge \( (i, j) \in \mathcal{E} \), then the edge \( (j, i) \in \mathcal{E} \) as well. The set \( \mathcal{N}_i \) containing the neighbors of the node \( i \) is defined by \( \mathcal{N}_i := \{j \in \mathcal{V} : (i, j) \in \mathcal{E}\} \). Let \( w_{ij} \in \mathbb{R} \) be a weight associated with the edge \( (i, j) \in \mathcal{E} \), then the Laplacian matrix \( L \in \mathbb{R}^{n \times n} \) of \( \mathcal{G} \) is defined as

\[
I_{ij} := \begin{cases} 
\sum_{k \in \mathcal{N}_i} w_{ik} & \text{if } i = j \\
-w_{ij} & \text{if } i \neq j \land j \in \mathcal{N}_i \\
0 & \text{if } i \neq j \land j \notin \mathcal{N}_i.
\end{cases}
\tag{1}
\]

We assume that \( \mathcal{G} \) is connected so that \( L1_n = 0 \). For an undirected graph, we choose one of the two arbitrary directions for each pair of neighboring nodes to construct the ordered set of edges \( \mathcal{Z} \). For an arbitrary edge \( Z_k = (z_{k1}^{\text{head}}, z_{k2}^{\text{tail}}), k \in \{1, \ldots, |\mathcal{E}|\} \), we call its first and second element the head and the tail respectively. From such an
ordered set, we construct the following incidence matrix $B \in \mathbb{R}^{|V| \times |E|}$ that satisfies $B^T 1_n = 0$:

$$b_{ik} := \begin{cases} +1 & \text{if } i = 2^k_{\text{tail}} \\ -1 & \text{if } i = 2^k_{\text{head}} \\ 0 & \text{otherwise.} \end{cases}$$

(2)

B. Affine desired shape

Each agent $i \in V$ has a position $p_i \in \mathbb{R}^m$, $m \in \mathbb{N}$. We call all the positions $p_i$ in a single vector $p \in \mathbb{R}^{mn}$ and we call it configuration. We define a framework $F$ as the pair $(\mathcal{G}, p)$, where we assign each agent’s position $p_i$ to the node $i \in V$, and the graph $\mathcal{G}$ establishes the set of neighbors $N_i$ for each agent $i$.

We choose an arbitrary configuration of interest or reference shape $p^*$ for the team of agents, and we split it as

$$p^* = (I_n \otimes \text{p.c.m.}) + p_c^*,$$

(3)

where $p_c^* \in \mathbb{R}^m$ is the position of the center of mass of the configuration and $p_c^* \in \mathbb{R}^{mn}$, starting from the center of mass, gives the appearance to the formation as in the example shown in Figure 1 Without loss of generality, and for the sake of simplicity, we set $p_c = 0$ in (3). In this paper we assume that $p^*$ is generic [11]. For example, in 3D we do not set $p^*$ on the same plane.

We now define the concept of desired shape constructed from the reference shape $p^*$:

**Definition 1.** The configuration is at the desired shape when $p \in S := \{ p = (I_n \otimes A)p^* + (I_n \otimes b) | A \in \mathbb{R}^{m \times m}, b \in \mathbb{R}^m \}.$

(4)

Note that the set $S$ corresponds to all the affine transformations of the reference shape $p^*$; hence, the name of affine formation control if our target is $p(t) \to S$ as $t \to \infty$. The original work [6] proposes an algorithm so that $p(t)$ converges to a point in $S$. In this paper, we show how to modify slightly such an algorithm so that $p(t)$ converges to an orbit or trajectory in $S$.

III. AGENT DYNAMICS AND STABILIZATION OF AN AFFINE STATIC SHAPE

The agents are modelled as point-mass particles where we can command their velocities, i.e.,

$$\dot{p}_i = u_i, \quad i \in V,$$

(5)

where $u_i \in \mathbb{R}^m$ is the control input to the agent $i$. Similarly, we can write the following compact form

$$\dot{p} = u,$$

(6)

where $p, u \in \mathbb{R}^{nm}$ are the stacked vectors of positions and control actions respectively.

Since we want the nature of our algorithm to be distributed, then $u_i$ can only be a function of relative positions $z_{ij} := (p_i - p_j), j \in N_i$. In particular, the original algorithm that steers $p(t) \to S$ has the following form [6]

$$u_i = -h \sum_{j \in N_i} w_{ij} (p_i - p_j) = -h \sum_{j \in N_i} w_{ij} z_{ij},$$

(7)

where $h \in \mathbb{R}_+$ is an arbitrary positive gain, and $w_{ij} = w_{ji} \in \mathbb{R}$ are weights, whose design together with the graph $\mathcal{G}$ will be explained shortly, so that the Laplacian matrix $L$ is positive semi-definite [6], [7]. Indeed, if we write the compact form of (7)

$$\dot{p} = -hLp,$$

(8)

then $p(t) \to \text{Ker}(L).$ The kernel of $L$ is the set $S$ when we force the weights, besides the trivial solution, to satisfy

$$\sum_{j \in N_i} w_{ij} (p^*_i - p^*_j) = 0, \quad \forall i \in V,$$

(9)

and such a set of weights can construct a positive semi-definite Laplacian matrix if and only if the framework is generically and universally rigid [6]. This condition forces the number of agents to satisfy $n \geq m + 2$. We refer to [12] on how to build such frameworks in 2D and 3D, and to [7] on how to compute the weights. If the framework is globally rigid (relaxed condition) [4], then $L$ can be made symmetric while the weights satisfy (9). However, in order to ensure that non-zero eigenvalues of $L$ are within the right-half complex plane, then we need to design a gain $k_i \in \mathbb{R} \setminus \{0\}$ for each agent $i$ that modifies (7) as $u_i = -h k_i \sum_{j \in N_i} w_{ij} z_{ij}$, or in compact form $\dot{p} = -hKlp$, where $K := \text{diag}\{k_1, \ldots, k_n\}$. Note that such a matrix $K$ always exists so that $KL$ does not have eigenvalues with negative real part [13].

IV. MODIFIED LAPLACIAN MATRIX

In this section, we are going to show how to modify a (non-unique) subset of weights $w_{ij}$ in (7) such that the configuration $p(t)$ converges as $t \to \infty$ to a steady-state motion within the desired shape $S$.

Let us consider the following modified weights

$$\tilde{w}_{ij} = w_{ij} - \frac{\kappa}{h} \mu_{ij}, \quad (i, j) \in E,$$

(10)

where the motion parameters $\mu_{ij} \in \mathbb{R}$ will be designed shortly in Subsection [12] for the translation, rotation, scaling, and shearing of the formation, and $\kappa \in \mathbb{R}$ will regulate the speed of the collective motion. The gain $h$ is included in (10) to compensate itself once the new modified Laplacian is multiplied by $h$ as in (8). Since our maneuvering technique is distributed, then $\mu_{ij} = 0$ if $j \notin N_i$, and in general $\mu_{ij} \neq \mu_{ji}$.  

1Given a framework $(\mathcal{G}, p^*)$ with $p^*$ being generic, we say it is generically and universally rigid if for $(\mathcal{G}, q)$ with $q \in \mathbb{R}^n, s \in \mathbb{N}$, where $\|p^*_i - p^*_j\| = \|q_i - q_j\|, (i, j) \in E$, then it also implies that $\|p^*_i - p^*_j\| = \|q_i - q_j\|$, $\forall i, j \in V$.
Similarly to the incidence matrix $B$ in (2), consider again the ordered set of edges $Z$, and let us define the components of the following matrix $M \in \mathbb{R}^{|V| \times |Z|}$

$$m_{ik} := \begin{cases} 
\mu_{i} z_{k}^{\text{head}} & \text{if } i = Z_{k}^{\text{tail}} \\
-\nu_{i} z_{k}^{\text{tail}} & \text{if } i = Z_{k}^{\text{head}} \\
0 & \text{otherwise}
\end{cases}.$$  

The definition (11) enables us to write the modified Laplacian matrix from the modified weights (10) in compact form as

$$\tilde{L} = L - \frac{\kappa}{h} M B^T.$$  

(12)

V. AFFINE MANEUVERING

A. Motion parameters design

The motion parameters $\mu_{ij}$ are designed in a similar way as the weights $w_{ij}$ in (2), i.e., they must satisfy the following linear constraints

$$b_{i}^{*} = \sum_{j \in N_{i}} \mu_{ij} (p_{i}^{*} - p_{j}^{*}) = \sum_{j \in N_{i}} \mu_{ij} z_{ij}^{*}, \forall i \in V,$$  

(13)

where $b_{i}^{*} \in \mathbb{R}^{m}$ is the desired velocity for each agent $i$ so that the collective motion is compatible with having $p(t) \in S$ if we start from $p^{*}$ as it is shown in Figure 2. Note that the desired agent’s velocity is designed with respect to a frame of coordinates $O_{h}$ at the center of mass of $p^{*}$; hence, the $b$ superscript. Since the desired agents’ velocities are constructed from the relative positions $z^{*} = B^{T} p^{*}$, we will see that if all the stacked vectors in $z^{*}$ go under an affine transformation, then the resultant motion will be transformed equally as well. For example, we can design a circular motion (rotation) around the centroid of $p^{*}$. However, after applying an affine transformation to the shape described by $p^{*}$, then the resultant rotation will be ellipsoidal in general.

Note that in order to find the $\mu_{ij}$’s that satisfy (13) for an arbitrary $b_{i}^{*}$, it is sufficient for the agent $i$ to have at least $m$ neighbors with the corresponding $z_{ij}^{*}$ being linearly independent. Indeed, this is the case if $p^{*}$ is generic and the framework globally rigid.

For example, let us show the design of $\mu_{ij}$ for the rotational motion in Figure 2. It is clear that $b_{i}^{*} = \begin{bmatrix} 1 & -1 \end{bmatrix}^{T}$, $b_{i}^{*} = \begin{bmatrix} -1 & -1 \end{bmatrix}^{T}$, $b_{i}^{*} = \begin{bmatrix} -1 \end{bmatrix}^{T}$, and $b_{i}^{*} = \begin{bmatrix} 1 \end{bmatrix}^{T}$ up to an arbitrary scale (angular speed) factor. In order to satisfy (13), if we consider the square’s side equals one, then the motion parameters of the agent 1 for the rotational motion are $\mu_{12} = -\mu_{14} = 1$, and $\mu_{13} = 0$, since $(p_{1}^{*} - p_{2}^{*}) = [0 -1]^{T}$, and $(p_{1}^{*} - p_{3}^{*}) = [-1 0]^{T}$. Note that this is not the only choice since we have not used $(p_{1}^{*} - p_{2}^{*}) = [-1 -1]^{T}$.

We can stack (13) for all the agents and arrive at the following compact form

$$b_{i}^{*} = \sum_{j \in N_{i}} \mu_{ij} z_{ij}^{*}$$  

(14)

where $b_{i}^{*} \in \mathbb{R}^{m}$ is the stacked vector with all the desired agents’ velocities.

B. Collective behaviors in 2D and 3D

To assist the design for the eventual collective behavior of the formation, we can split $b_{i}^{*}$ into scaling, rotations around the centroid, translations, and shearings. In a extension of this work, we will see rigorously that such velocities form a basis for all the possible motions that keep a configuration in $S$ if $p(0) \in S$. In 2D, we have six velocities forming a (non-orthogonal) basis as shown in Figure 2. In 3D, we have three translations, three rotations, three shearings, and one scaling collective velocities. In particular, for the 2D case, we can split $M$ in (14) into

$$M = \kappa_{1} M_{1} + \kappa_{2} M_{2} + \kappa_{3} M_{3} + \kappa_{4} M_{4} + \kappa_{5} M_{5} + \kappa_{6} M_{6},$$  

(15)

where the matrices $M_{t(1,2)}, M_{r}, M_{s}, M_{t(1,2)} \in \mathbb{R}^{|V| \times |Z|}$ have their elements $\mu_{ij}$ as in (11) but designed only for the 1 distance units/second translation in horizontal/vertical direction, for the 1 current size/second scaling, for the 1 radian/second spinning, and for the 1 distance units/second shearing in horizontal/vertical direction of the reference shape respectively. Finally, we can see $\kappa_{t(1,2)}, \kappa_{r}, \kappa_{s}, \kappa_{t(1,2)} \in \mathbb{R}$ as the coordinates of the six motions (see the right side in Figure 2) that will define the eventual collective motion. For example, if $\kappa_{r} = -1$ and $\kappa_{s} = \kappa_{t(1,2)} = 0$, then, the eventual collective motion will be the contraction of an affine transformation of the reference shape while its centroid is fixed but the agents will orbit around it.

Looking at (14), we have that the designed $\mu_{ij}$ for the collective motions that form a basis satisfy the following expressions, focusing both in 2D and 3D. Firstly, we will see rigorously that such velocities form a basis for all the possible motions that keep a configuration in $S$ if $p(0) \in S$. In 2D, we have six velocities forming a (non-orthogonal) basis as shown in Figure 2. In 3D, we have three translations, three rotations, three shearings, and one scaling collective velocities. In particular, for the 2D case, we can split $M$ in (14) into

$$M = \kappa_{1} M_{1} + \kappa_{2} M_{2} + \kappa_{3} M_{3} + \kappa_{4} M_{4} + \kappa_{5} M_{5} + \kappa_{6} M_{6},$$  

(15)

where the matrices $M_{t(1,2)}, M_{r}, M_{s}, M_{t(1,2)} \in \mathbb{R}^{|V| \times |Z|}$ have their elements $\mu_{ij}$ as in (11) but designed only for the 1 distance units/second translation in horizontal/vertical direction, for the 1 current size/second scaling, for the 1 radian/second spinning, and for the 1 distance units/second shearing in horizontal/vertical direction of the reference shape respectively. Finally, we can see $\kappa_{t(1,2)}, \kappa_{r}, \kappa_{s}, \kappa_{t(1,2)} \in \mathbb{R}$ as the coordinates of the six motions (see the right side in Figure 2) that will define the eventual collective motion. For example, if $\kappa_{r} = -1$ and $\kappa_{s} = \kappa_{t(1,2)} = 0$, then, the eventual collective motion will be the contraction of an affine transformation of the reference shape while its centroid is fixed but the agents will orbit around it.

Looking at (14), we have that the designed $\mu_{ij}$ for the collective motions that form a basis satisfy the following expressions, focusing both in 2D and 3D. Firstly, regarding the pure translations we have that

$$\sum_{l=1}^{m} M_{l} B^{T} p^{*} = (I_{n} \otimes v^{*}),$$  

(16)

where $v^{*} \in \mathbb{R}^{m}$ is the common desired translational velocity for all the agents. Secondly, for the rotations around the centroid of $p^{*}$ we can check that

$$\sum_{l=1}^{m} M_{l} B^{T} p^{*} = (I_{n} \otimes W) p^{*},$$  

(17)

where $W \in \mathbb{R}^{m \times m}$ is the angular velocity tensor, e.g., for the 3D case $W = \begin{bmatrix} 0 & -\omega_{z} & \omega_{y} \\ \omega_{z} & 0 & -\omega_{x} \\ -\omega_{y} & \omega_{x} & 0 \end{bmatrix}$, with $\omega(x,y,z) =$
1 rads/sec being the angular velocities around the three Cartesian axes. Note that $M_r$ in (17) is the superposition of all the orthogonal angular velocity tensors forming a basis, i.e., for 2D we can only rotate around the vertical axis but in 3D we have three possible rotations. Thirdly, for the scaling of $p^*$, the design of $M_r$ satisfies

$$\overline{M_r B^T} p^* = p^*, \quad (18)$$

where the scaling velocity tensor is the identity matrix. Finally, for the shearing motion of $p^*$, the following is satisfied

$$\sum_{l=1}^{m} \overline{M_s B^T} p^* = (I_n \otimes S)p^*, \quad (19)$$

where $S \in \mathbb{R}^{m \times m}$ is the shearing velocity tensor. For example, for the 2D case $S = \begin{bmatrix} 0 & h_{xy} \\ h_{yx} & 0 \end{bmatrix}$ with $h_{xy} = h_{yx} = 1$ distance units/sec defining the shearing velocity parallel to the $x$-axis and $y$-axis (in $O_b$) respectively.

**Remark 1.** As an example of non-orthogonality between the proposed motions, one can achieve a 2D rotational motion as an example of non-orthogonality between the Cartesian axes. Note that $M_r$ is the angular velocities around the three

$$\begin{aligned}
\text{Remark 1.} & \quad \text{As an example of non-orthogonality between the proposed motions, one can achieve a 2D rotational motion by combining two shearing velocities, e.g., by setting } \kappa_{x_1} = -\kappa_{x_2} = 1. \text{ Nevertheless, the chosen collective motions, albeit non-orthogonal, form a basis for all the affine motions and have a straightforward physical meaning. A more detailed analysis on an orthogonal basis for the velocities will be covered in the journal extension of this work.}
\end{aligned}$$

Before the main result, we need one technical lemma. The following statement proves that if we apply the proposed motion technique to an affine transformation of the shape described by $p^*$, the result is another affine transformation of the shape described by $p^*$. It is particularly an affine transformation of the stacked designed velocities in $v^*_j$.

**Lemma 1.** Consider the affine transformation $\hat{p} = (I_n \otimes A)p^* + (1 \otimes b)$, for arbitrary $A \in \mathbb{R}^{m \times m}$ and $b \in \mathbb{R}^m$, then $M_B^{T} \hat{p} = (I_n \otimes A)v^*_j \in S$.

**Proof.** The following identities exploit the mixed-product property $(X_1 \otimes X_2)(X_3 \otimes X_4) = (X_1 X_3 \otimes X_2 X_4)$ for four matrices $X_{(1,2,3,4)}$ whose dimensions allow the latter matrix multiplications. In particular $(X_1 \otimes I)(I \otimes X_4) = (X_1 \otimes X_4) = (I \otimes X_4)(X_1 \otimes I)$ with the appropriate dimensions for the identity matrix.

Consider $M_l$ as the superposition (or sum) of all $M_l$ accounting for all the translational motions in (16), then we have that

$$\overline{M_t B^T} \hat{p} = (M_l \otimes I_m)(B^T \otimes I_m)(I_n \otimes A)p^* = (M_l \otimes I_m)(I_n \otimes A)(B^T \otimes I_m)p^* = (I_n \otimes A)(M_l \otimes I_m)(B^T \otimes I_m)p^* = (I_n \otimes A)(1_n \otimes v^*) = 1_n \otimes Av^*, \quad (20)$$

where, of course, $v^*$ is as in (16). We can conclude then that $\overline{M_t B^T} \hat{p} \in S$. Similarly, for all the rotational motions in (17), we have that

$$\overline{M_r B^T} \hat{p} = (M_r \otimes I_m)(B^T \otimes I_m)(I_n \otimes A)p^* = (I_n \otimes A)(M_r \otimes I_m)(B^T \otimes I_m)p^* = (I_n \otimes A)(I_n \otimes W)p^* = (I_n \otimes AW)p^*, \quad (21)$$

consequently, we have that $\overline{M_r B^T} \hat{p} \in S$. Accordingly, we also have for the scaling and shearing motions from (18) and (19) that $\overline{M_s B^T} \hat{p} = (I_n \otimes A)p^* \in S$, and $\sum_{l=1}^{m} \overline{M_s B^T} \hat{p} = (I_n \otimes AS)p^* \in S$.

**VI. Stability Analysis**

In this section, we replace the original weights in the affine formation controller (7), that achieve a static shape in $S$, with the modified weights in (10) designed from the motion parameters $\mu_{ij}$ derived in Section V-A. We then present the following controller

$$u_i = -h \sum_{j \in N_i} \tilde{w}_{ij} (p_i - p_j). \quad (22)$$

Similarly as in (8), using (12), we can arrive at the following compact form.

$$\dot{p} = -h \overline{L} p = -h \overline{L} p - \kappa \overline{M B^T} p. \quad (23)$$

Differently from [8] for the $C^1$ case, here for the $\mathbb{R}^m$ case, we are not going to focus on the explicit solutions of the closed loop (23). We leave, for the extension of this work, the detailed analysis for the modification of the original $m^2 + m$ zero eigenvalues of $\overline{L}$ and their corresponding eigenvectors. Nonetheless, we are going to show via Lyapunov that $p(t) \to S$ and $\dot{p}(t) \to \kappa \overline{M B^T} p(t)$ simultaneously as $t \to \infty$.

**Theorem 1.** Consider a generic reference configuration $p^* \in \mathbb{R}^m$ and a framework $F$ universally rigid such that we can find weights $w_{ij} = w_{ji}$ for the (positive semi-definite) $L$ as in (10), so that $\text{Ker}\{\overline{L}\}$ is as in (4). Consider the control action (22) for the dynamics (5) where the modified weights are as in (10). If

$$h > \kappa \left\| Q \left( \overline{M B^T} \right)^\dagger \right\|_2,$$

where the symbol $\dagger$ means that we take the last $(m(n-m-1) \times m(n-m-1))$ diagonal block of the square matrix, $Q$ is a positive definite matrix such that $Q J_2 + J_2^T Q = 2I$, and $J_2 \in \mathbb{R}^{m(n-m-1) \times m(n-m-1)}$ is the Jordan form for the non-zero eigenvalues of $\overline{L}$, then $p(t) \to S$ and $\dot{p}(t) \to \kappa \overline{M B^T} p(t)$ as $t \to \infty$.

**Proof.** We define $S^\perp$ as the orthogonal space of $S$, where both subspaces have dimensions $m(n-m-1)$ and $m^2 + m$ respectively [6], and we remind that $S = \text{Ker}\{\overline{L}\}$. Let us split

$$p = P_S p + P_{S^\perp} p = p_{\parallel} + p_{\perp}, \quad (24)$$

where $P_X$ stands for the projection matrix over the space $X$. We are going to show the convergence of $p_{\perp}(t) \to 0$ as $t \to \infty$. Therefore, we will have that $p(t)$ has $p_{\parallel}$ as the only
nonzero components eventually, i.e., \( p(t) \to S \), as \( t \to \infty \).

We write the dynamics for \( p_\perp \) derived from the closed loop as

\[
p_\perp = -hP_S TV(p_\parallel + p_\perp) + \kappa P_S MB^T (p_\parallel + p_\perp). \tag{25}
\]

According to Lemma 1, we have that

\[
\kappa (MB^T) \left( (I_2 \otimes A) p^* + I_2 \otimes \beta \right) \in S, \tag{26}
\]

i.e., \( \kappa MB^T p_\parallel \in S \). Together with \( Tp_\parallel \in S_\perp \), and \( Tp_\parallel = 0 \), we can further simplify (25) as

\[
p_\perp = -hT_{p_\perp} + \kappa P_S MB^T p_\perp. \tag{27}
\]

Now consider the Jordan form \( J \in \mathbb{R}^{mn \times mn} \) of \( T \), i.e.,

\[
T = \begin{bmatrix} J_1 & \cdots & J_m \end{bmatrix} \quad \text{for some invertible matrix } T, \quad J_1 \in \mathbb{R}^{m^2 \times m^2} \text{ and } J_2 \in \mathbb{R}^{m(m-n-1) \times m(n-m-1)},
\]

where we consider \( J_1 \) the zero matrix corresponding to the zero eigenvalues of \( T \). Let us apply the change of coordinates to \( T \) to \( p \), i.e.,

\[
\begin{bmatrix} q_1 \\ q_2 \end{bmatrix} = Tp,
\]

with \( q_1 \in \mathbb{R}^{m^2+m} \) and \( q_2 \in \mathbb{R}^{m(m-n-1)} \). Note that \( Tp_\parallel = \begin{bmatrix} q_1 \\ 0 \end{bmatrix}^T \) and \( Tp_\perp = \begin{bmatrix} 0 \\ q_2 \end{bmatrix}^T \). Then, by applying the same coordinate transformation to (27), we have that

\[
\frac{d}{dt} \begin{bmatrix} 0 \\ q_2 \end{bmatrix} = -hJ_2q_2 + \kappa \left( TP_S MB^T T^{-1} \right)^\dagger q_2 + \kappa P_S MB^T T^{-1} \begin{bmatrix} 0 \\ q_2 \end{bmatrix}, \tag{29}
\]

where the symbol \( \dagger \) means that we take the last \( (m(n-m-1) \times m(n-m-1)) \) diagonal block of the matrix to accommodate for the dimensions of \( q_2 \). If we show that \( q_2(t) \to 0 \) as \( t \to \infty \), then \( p_\perp(t) \to 0 \) as \( t \to \infty \). Let us choose the following Lyapunov function \( V = q_2^T Q q_2 \), where \( Q \) is a positive definite matrix such that \( QJ_2 + J_2^T Q = 2I_{m(m-n-1)} \).

Then, the time derivative of \( V \) satisfies

\[
\frac{dV}{dt} \leq -2h\|q_2\|^2 + 2\kappa \|Q (TP_S MB^T T^{-1})^\dagger \|q_2\|^2.
\]

If we exploit the fact that to do and undo the change of coordinates with \( T \) does not change the norm of a vector, and that the projection matrix does not make bigger the norm of a vector, then if we choose \( h \) such that

\[
h > \kappa \|Q (MB^T)\|_2, \tag{30}
\]

we have that \( p_\perp(t) \to 0 \) as \( t \to \infty \) exponentially fast, i.e., \( p(t) \to p_\parallel(t) \in S \) as \( t \to \infty \). Therefore, we conclude that if \( h \) satisfies (30), then, we can deduce from the closed loop (24) that

\[
\begin{cases}
  p(t) \to p_\parallel(t) \\
  \dot{p}(t) = \kappa MB^T p(t) = \kappa MB^T p_\parallel(t), \quad t \to \infty
\end{cases} \tag{31}
\]

Theorem 1 has shown us that the dynamics of \( p(t) \) converges to the linear system (31) together with \( p(t) \to S \). Consequently, we can deduce the eventual collective behavior by analyzing the linear system (31) whose initial condition is a configuration in \( S \). Note that the global convergence to the desired collective behavior is guaranteed.

Physically, we can understand the results of Theorem 1 better if we split \( p(t) \) into two configurations, namely, \( p_c(t) \) and \( p_m(t) \). The configuration \( p_c(t) \) is as in (8) (we remind that we defined as reference shape \( p^* = p_r^* \)) with collective motions that keep its centroid fixed, and the centroid configuration \( p_{c,m}(t) \) travels depending on the actual \( p_c(t) \). Hence, the eventual collective behavior can be formally expressed as

\[
\begin{cases}
  p(t) = p_{c,m}(t) + p_c(t) \\
  p_c(t) = \kappa (I_2 \otimes (W + I_m + H)) B^T p_c(t) \\
  p_{c,m}(t) = \kappa MB^T p_c(t) \\
  p_c(0) \in \{(I_2 \otimes A)p^* \mid A \in \mathbb{R}^{mn} \} \\
  p_{c,m}(0) \in \{1 \otimes b \mid b \in \mathbb{R}^m \}
\end{cases}, \tag{32}
\]

where the particular \( A \) and \( b \) to pick in (32) will depend on the initial condition \( p(0) \) in (23), and for the sake of simplicity we have assumed that all the coordinates \( \kappa_\alpha \) (see Subsection V-B) equal one.

VII. NUMERICAL SIMULATIONS

We choose as a reference shape \( p^* \) the one displayed in Figure 1. In particular, the separations between agents in the horizontal and vertical axes are equal to 1. We create an universally rigid framework by setting the collection of edges as

\[
\mathcal{E} = \{(1,2), (1,3), (1,4), (1,5), (2,4), (2,7), (3,5), (3,6), (4,5), (4,6), (5,7), (6,8), (7,8), (4,8), (5,8)\}.
\]

where the weights \( w_{ij} = w_{ji} \) have been calculated following the algorithm in [7]. We describe in detail four simulations with collective behaviors based on \( p^* \) in the captions of Figures 3, 4, 5, and 6.

VIII. DISCUSSION AND FUTURE WORK

We have presented how to induce collective motions in affine formation control. These collective behaviors do not require leaders but to modify the original weights responsible for only a static configuration. As illustrated in the simulations, we can exploit these behaviors to rendezvous the agents with a particular shape, enclose a point of interest, or cover an area. Similarly as in [8], future work will focus on obtaining the explicit solutions to the closed-loop system by analyzing eigenvalues and eigenvectors of \( \overline{L} \) in (23).
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formation travelled more distance than between
defines an exponentially growing speed. Since the translational velocity of the rest coordinates in (15) are zero. Recall that the scaling velocity tensor in (15) we set all the coordinates to zero except that \( \kappa_x = \kappa_y = -1 \). This collective behavior can be regarded as the shaped consensus where the formation rendezvous while describing an affine version of \( p^\ast \). Note that the rotation is not circular but ellipsoidal, and together with the negative scaling the agents describe an inwards spiral.

Fig. 4. We take the reference shape \( p^\ast \) as in Figure 1. The crosses and the dots denote for the initial and the \( t = 250 \) secs positions. The dashed lines denote the edges of the graph. We set \( \kappa_x = \kappa_y = \kappa_z = 1 \), while the rest coordinates in (15) are zero. Recall that the scaling velocity tensor defines an exponentially growing speed. Since the translational velocity of the formation depends on the size, it also grows exponentially fast. We captured this fact by showing another snapshot of the formation with lower scale at \( t = 175 \) secs. Note that between \( t = 175 \) and \( t = 250 \) seconds the formation travelled more distance than between \( t = 0 \) and \( t = 175 \) secs.

Fig. 5. We take the reference shape \( p^\ast \) as in Figure 1. The crosses and the dots denote for the initial and the \( t = 350 \) secs positions. The dashed lines denote the edges of the graph. We set the coordinates \( \kappa_x = \kappa_y = \kappa_z = 1 \), while the rest are zero in (15). The formation converges to a closed ellipsoidal orbit which is an affine transformation of the designed circular trajectory.

Fig. 6. We take the reference shape \( p^\ast \) as in Figure 1. The crosses and the dots denote for the initial and the \( t = 250 \) secs positions. The dashed lines denote the edges of the graph. We design a positive shearing speed in the horizontal axis of \( p^\ast \), i.e., we set \( \kappa_{x_1} = 1 \) while the rest of coordinates are zero in (15). Note that the agents in red color (4 and 8) are on the horizontal axis \( y = 0 \) in \( p^\ast \), consequently they stop. The rest of the agents follow a constant velocity. In particular, the agents 1,2 and 3 follow the same velocity with the same speed since they are at the same \( y = 1 \) coordinate in \( p^\ast \). The agents 5,6 and 7 have a (parallel) velocity with the same speed as the other three agents but with opposite sign since they are at the \( y = -1 \) coordinate in \( p^\ast \). The collective behavior is the stretching of one of the affine transformations of \( p^\ast \).
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