Digital soil mapping including additional point sampling in Posses ecosystem services pilot watershed, southeastern Brazil
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This study aimed to evaluate the performance of three spatial association models used in digital soil mapping and the effects of additional point sampling in a steep-slope watershed (1,200 ha). A soil survey was carried out and 74 soil profiles were analyzed. The tested models were: Multinomial logistic regression (MLR), C5 decision tree (C5-DT) and Random forest (RF). In order to reduce the effects of an imbalanced dataset on the accuracy of the tested models, additional sampling retrieved by photointerpretation was necessary. Accuracy assessment was based on aggregated data from a proportional 5-fold cross-validation procedure. Extrapolation assessment was based on the multivariate environmental similarity surface (MESS). The RF model including additional sampling (RF*) showed the best performance among the tested models (overall accuracy = 49%, kappa index = 0.33).

The RF* allowed to link soil mapping units (SMU) and, in the case of less-common soil classes in the watershed, to set specific conditions of occurrence on the space of terrain-attributes. MESS analysis showed reliable outputs for 82.5% of the watershed. SMU distribution across the watershed was: Typic Rhodudult (56%), Typic Hapludult* (13%), Typic Dystrudept (10%), Typic Endoaquent + Fluventic Dystrudept (10%), Typic Hapludult (9.5%) and Rhodic Hapludox + Typic Hapludox (2%).

Knowledge of the geographic distribution of soils allows the assessment of environment-soil relationships at the landscape level. Such information is essential for agronomic assessment, soil and water management and land use planning. Digital soil mapping (DSM) techniques are supported by a well-known and widely accepted model in soil science: the factors of soil formation. Early efforts to bring a quantitative solution to this model could be traced back to the work of Jenny. Currently, with the development of geographic information technology and data processing, a comprehensive digital framework could be applied for the production of digital soil maps.

The scorpan model, as formalized by McBratney et al., serves as a route for the production of digital soil maps. It establishes a quantitative model for spatial association between soil forming factors, evaluated as covariate maps, and the occurrence of soil classes or properties. However, since the spatial association complexity is highly variable among landscapes, there is still no consensus or a pre-established function or operational model (spatial inference models) that could relate soilscape features and the occurrence of soil classes. Hence, model selection still represents a challenge in DSM studies.

Spatial inference models could be divided into data-driven (pedometric approach) and knowledge-driven approaches. The pedometric approach (automatic and quantitative, includes statistics, geostatistics, machine learning, and data mining) gives a predictive accuracy that is generally related to a dense sampling scheme. In the knowledge-driven approach, the knowledge of pedologists is incorporated into spatial prediction and the soil maps are viewed as a representation of the pedologist's understanding of the soils. Such tacit knowledge is mostly based on a paradigm of conceptual soil-landscape model, under the hypothesis that the location and distribution of soils in the landscape is predictable. Thus, the use of spatial inference models as fuzzy logics, or bayesian inference, to name a few, take advantage of such concepts in predictive maps.

Departamento de Ciência do Solo, Universidade Federal de Lavras UFLA, Av. Doutor Sylvio Menicucci, 1001, Kennedy, Lavras, MG, Brazil. Correspondence and requests for materials should be addressed to B.P.C.S. (email: barbarapcsilva@gmail.com)
While current algorithms applied in DSM have shown acceptable performances, there is still a concern related to the occurrence of less-common soil classes across different landscapes. These soil classes can have significant effects on the process of model fitting, model selection, and output accuracies. To overcome this issue, different strategies could be adopted, e.g. feature-space oversampling or geographic space oversampling. Although these data-driven strategies have proved to be useful in specific circumstances, some pedological aspects related to the occurrence of certain soil classes remain unsolved. Although pedometric and knowledge-driven approaches differ in philosophy and technical emphasis, they are not mutually exclusive. In this sense, pedologists’ knowledge about the study area (mental model) could also be incorporated into the digital mapping process, by identifying characteristic sites in aerial imagery associated to soil profiles previously surveyed, which might be useful to account for specific conditions of less-common soil classes. In this way, a qualitative soil-landscape model would be translated into quantitative predictions supported by the spatial association between soil classes occurrence and environmental covariates.

Different techniques of DSM have been widely assessed in studies in tropical soils. However, mountainous and complex relief areas still present challenges to any approach to soil mapping, due to the complex and scale-dependent interactions among soil forming factors and the cost-effort associated to survey inaccessible areas. Therefore, this study aimed to evaluate the performance of three algorithms used in digital soil mapping and the effects of additional sampling in the presence of less-common soil classes in a steep-slope watershed.

Material and Methods
Study area. This work was carried out at the Posses watershed, southeastern Brazil (Fig. 1). This watershed covers an area of 1,200 ha, has an altitude range of 945 to 1,435 m, and a relief dominated by steep to very steep slopes (>20%) to very steep slopes (>60%). According to Köppen’s climate classification system, it corresponds to the Cfb class, i.e., mesothermic with no dry season and a warm summer. The average annual temperature is 18 °C, the hottest and coldest months have average temperatures of 25.6 °C and 13.1 °C, respectively, and the average annual precipitation is 1,447 mm. The predominant parental materials are alkaline granite and monzonite.

This water-production watershed is a pilot site for the “Conservador das Águas” project, which stands, since 2006, as a pioneering initiative to establish a payment system for ecosystem services in Brazil. Among the objectives of this project is the promotion of the sustainability of water resources for the Cantareira System, which is the major water supply system for the metropolitan region of São Paulo city.

Soil survey. The soil survey was carried out in accordance with Brazilian technical requirements of a semi-detailed soil survey. For this study area, the requirements are: (a) mapping units composed by a single taxonomic unit; (b) a total of 16 samples/hectare, and (c) free-way sampling scheme, supported by the experience of the pedologists along with cartographic products (mainly digital terrain models). The later was used in order to capture the soil-landscape relationships and promote the sampling in different landforms (resulted from the topography).
interaction of soil forming factors). It has been considered as the traditional basis of variability capturing in soil surveys, historically based on dual well-accepted paradigms: soil forming factors and soil–landscape relationships (origin in the soil factor equation outlined by Dokuchaev and Hilgard.

Every point was visited by means of GPS/GNSS navigation and the coordinates of sampled sites were registered again with a nominal accuracy of ~10 m; such location accuracy allowed a spatial resolution mapping of 20 m. At each point soil profiles morphological description and collection of samples from horizons were carried out as support for soil taxonomic classification.

Soil mapping units. The soils surveyed in the study area were classified according to Soil Survey Staff in: Typic Dystrudept, Typic Humudept, Typic Endoaquent, Fluventic Dystrudept, Rhodic Hapludox, Typic Hapludult, Typic Rhodudult, Rhodic Kandiudult and Typic Hapludult (red-yellow) (Table 1), which correspond to Haplic Cambisol, Humic Cambisol, Haplic Gleysol, Fluvic Cambisol, Red-Latosol, Red-Yellow Latosol, Yellow Argisol, Red Argisol, Red Nitosol, and Red-Yellow Argisol in the Brazilian Soil Classification System respectively.

Additional observations. Although technical recommendations of soil survey were answered, for an proper algorithm performance, additional observations were created (AO), since the increasing of in-field sampling points is economical unfeasible. In addition, the proportion of sampling in less common landscapes (small proportions) is consequently smaller. In this sense, once the dominant soil mapping unit (SMU) was the Typic Rhodudult taxon (49% of the surveyed locations), this fact resulted in a highly imbalanced dataset (Table 1). The minority soil mapping units were not sufficiently represented in the field observations. To overcome this issue, AO were allocated for the less common soil mapping units by means of our ‘expert knowledge’ and photointerpretation from high-resolution imagery in Google Earth (Fig. 2). From the paradigm that support traditional soil surveys, according to Hudson the understanding of soil-landscape paradigm leads to soil-landscape units concepts, which consists of natural terrains resulted from the interaction of soil forming factors. Generally, the more similar two landscape units are, the more similar their associated soil tend to be, and vice-versa. Such concepts guided the choose of AO points.

| Soil mapping unit | Inclusion | FO | AO |
|-------------------|-----------|----|----|
| Typic Dystrudept   | Typic Humudept | 6  | 19 |
| Typic Endoaquent  + Fluventic Dystrudept | — | 4  | 14 |
| Rhodic Hapludox + Typic Hapludox | — | 3  | 20 |
| Typic Hapludult (yellow) | — | 10 | 16 |
| Typic Rhodudult   | Rhodic Kandiudult | 36 | 0  |
| Typic Hapludult* (red-yellow) | — | 15 | 12 |

Table 1. Distribution of pedons per soil mapping unit in Posses watershed. FO = field observation; AO = additional observations.
The procedure of automatic allocation of AO to increase the sample size for model training has been used in some DSM applications with variable improvements in accuracy since it depends on the degree of spatial autocorrelation among soil classes, which is specific to different landscapes. Consequently, an automatic approach should be applied prudently. Therefore, we adopted a ‘supervised’ approach based on the following criteria: AO points were prevented from occurring within 20 m of one another (mapping resolution) and within 20 m of previously surveyed pedon (field observation, FO) (Fig. 2a). The AO points were also constrained as to not exceed an imbalance greater than a proportion of 2 (dominant) to 1 (less common) (Fig. 2b). Photointerpretation is a conventional technique used in soil mapping that could be included in DSM operations to increase the representation of the feature-space of environmental covariates by attaching additional observations to the training data.

Soil covariates. The spatial prediction framework was based on the approach proposed by McBratney et al., which is an updated and spatially-explicit implementation of the early concepts of Dokuchaev’s soil forming factors and Jenny’s quantitative interpretation of them. This technique assumes that a soil property or class is a function of a spatial representation of other soil property (s) or a soil-forming factor, namely: climate (c), organisms and vegetation (o), topography (r), parent material (p), time (a), and geographic location (n).

Climate (c) and parent material (p) proxies are not available at the scale of analysis of this study (101 km), and the coarse resolution of current information does not represent spatial variation that could be used for digital mapping. Therefore, only the available maps of relief (r) and organisms and vegetation (o) factors were assessed.

The relief factor (r) proxy was a high-resolution ALOS PALSAR digital elevation model (DEM) accessed through www.asf.alaska.edu. The DEM’s spatial resolution was 12.5 m and was upscaled to the earlier mentioned spatial resolution mapping of 20 m by bilinear interpolation. Subsequently, it was hydrologically corrected, and a total of 28 terrain attributes (see Supplementary Table S1), that are commonly tested for digital soil mapping, were derived.

Sentinel 2 imagery data (top of the atmosphere reflectance), downloaded from scihub.copernicus.eu, were assessed as the organisms and vegetation factor (o). In addition to reflectance data, normalized difference vegetation index (NDVI) and normalized difference water index (NDWI) were calculated and evaluated (Supplementary Table S1). Processing of o and r factors was carried out in SAGA GIS software and the model analysis was run in R.

Model selection and soil map production. Aiming to fit the best spatial association model that relates soil-forming factor proxies and the occurrence of soil mapping units, three models were tested: Multinomial Logistic Regression (MLR), C5 Decision Tree (C5-DT), and Random Forest (RF).

The MLR analysis allows to model categorical responses by fitting linear combinations of a set of covariates (predictors) to the natural logarithm of the odds of every level of a response variable (logit transformation). MLR has been widely applied and tested for classification and mapping of soil features. Therefore, the set of soil covariates were evaluated as predictors of the probability of occurrence of the soil mapping units. MLR analysis has been implemented following the best subset procedure that involved testing every combination of the soil covariates for the prediction of the soil mapping units. The best MLR model was selected on the basis of the Bayesian Information Criterion (BIC), being that the model with the lowest BIC was selected.

Classification and Regression Trees (CART) are non-parametric and rule-based models that have a tree-structure and are based on the mining of relationships between a target variable and the feature-space of a set of covariates. The C5-DT algorithm (an updated version of C4.5), in a similar way to other CART methods,
uses a recursive process that relies on the partition of the feature-space and the separation of the observed classes until a stopping criterion is met (e.g. Gini index, Shannon entropy49). The performance of C5-DT in soil mapping has been proven as efficient16, notably when non-linear and complex soilscape relationships are intended to be modeled. A C5-DT model was fitted with the default parameters in the C5.0 R’s package50.

The RF algorithm is also a CART method that records remarkable performances in DSM14,15; it differentiates from other CART by being an ensemble and bootstrapping method 51,52. Since the most sensitive parameter in RF fitting is \( mtry \), i.e., the number of candidate covariates tested on each split 52, a test was run to find the \( mtry \) value that produced the lesser out-of-bag classification error. Subsequently, in order to facilitate interpretation and eliminate redundant covariates, a subset of the most important covariates, as calculated by the mean decrease in accuracy in the RF output51,52, was selected; then, from this subset, high correlated covariates (Spearman rank correlation >0.85) were removed for subsequent analysis.

Model selection criteria and the effects of additional sampling were evaluated on accuracy statistics (global accuracy, kappa index and producer’s and user’s accuracies) aggregated by the mean values from a repeated 5-fold cross-validation procedure, which is recommended for imbalanced and relatively small samples53; every fold in this operation precluded the inclusion of the cluster formed by the FO and its associated AO (Fig. 1b,c), being that accuracy statistics estimates are affected by spatial autocorrelation19. Subsequently, after 100 repetitions, the

| Subgroups                        | C5* | RF* | MLR* | C5' | RF' | MLR* |
|----------------------------------|-----|-----|------|-----|-----|------|
| **Producer’s accuracy**          |     |     |      |     |     |      |
| Typic Dystrudept                 | 44  | 50  | 44   | 14  | 8   | 13   |
| Typic Endoaquent + Fluventic Dystrudept | 43  | 53  | 71   | 21  | 16  | 36   |
| Rhodic Hapludox + Typic Hapludox | 35  | 46  | 41   | 0   | 0   | 5    |
| Typic Hapludult (yellow)         | 42  | 49  | 39   | 18  | 24  | 21   |
| Typic Rhodudult                  | 34  | 41  | 24   | 43  | 66  | 29   |
| Typic Hapludult (red-yellow)     | 31  | 39  | 19   | 22  | 18  | 14   |
| **User’s accuracy**              |     |     |      |     |     |      |
| Typic Dystrudept                 | 34  | 45  | 43   | 20  | 0   | 17   |
| Typic Endoaquent + Fluventic Dystrudept | 37  | 37  | 57   | 10  | 0   | 24   |
| Rhodic Hapludox + Typic Hapludox | 32  | 42  | 33   | 0   | 0   | 5    |
| Typic Hapludult (yellow)         | 39  | 49  | 30   | 18  | 22  | 12   |
| Typic Rhodudult                  | 42  | 52  | 32   | 43  | 50  | 39   |
| Typic Hapludult (red-yellow)     | 31  | 37  | 22   | 22  | 23  | 13   |
| OAI%a                            | 40  | 49  | 37   | 29  | 39  | 22   |
| SE%a                            | 1.2 | 1.3 | 1.7  | 0.8 | 0.7 | 0.62 |
| Kappa                           | 0.22| 0.33| 0.20 | 0.04| 0.07| −0.02|

**Table 2.** Accuracy statistics from repeated 5-fold cross-validation. aOverall accuracy. bStandard error. cC5 Decision Tree. dRandom Forest. eMultinomial logistic regression. *Model including additional point sampling.

**Figure 4.** Mean overall accuracy of the tested models and the effects of additional observations (AO accuracy) in relation to field observations (FO accuracy). Bars are standard errors from 5-fold cross-validation after 100 repetitions. C5-DT: C5 decision-tree, RF: random forest, MLR: multinomial logistic regression.
model with best accuracy metrics was applied for the production of the digital soil mapping and further soilscape analysis. In order to test the performance of this approach, a comparison with a repeated 5-fold cross-validation procedure using only field observations was performed.

**Multivariate environmental similarity surface (MESS).** Map quality related to the level of representation of the feature-space by the point-samples (level of extrapolation) was evaluated by calculating the Multivariate Environmental Similarity Surface (MESS), according to Elith et al.\(^54\) (Eq. 1).

\[
P(V_i) = \frac{\left( f_i - \frac{\text{min}_i}{\text{max}_i - \text{min}_i} \right) \times 100}{\left( \frac{\text{max}_i - \text{min}_i}{\text{max}_i - \text{min}_i} \right) \times 100} = \begin{cases} 0 & 0 < f_i \leq 50 \\ 2 \times (100 - f_i) & 50 \leq f_i < 100 \\ \frac{\text{max}_i - f_i}{\text{max}_i - \text{min}_i} \times 100 & f_i = 100 \end{cases}
\]

where: \( P(V_i) \) is the multivariate similarity (MES) of a point; \( \text{min}_i = \) minimum value of the covariate \( V_i \) over the reference point set, \( \text{max}_i = \) maximum value of variable \( V_i \) over the reference point set; \( p_i = \) value of the covariate \( V_i \) at point \( P; f_i = \) percent of reference points whose value of covariate \( V_i \) is smaller than \( p_i \). The MES of \( P \) is the minimum of its similarity with respect to each covariate.

MES surface is produced by applying Eq. 1 to every single pixel in the model output. This method quantifies the similarity between the training samples and the selected covariates; values less than zero indicate prediction locations, both in feature and geographic spaces, that have not been accounted for by the training samples. By doing this, it enables to represent spatially the level of extrapolation related to the sampling pattern of the study area. This approach has been used widely in species distribution modeling\(^54,55\) but its use is still scarce in DSM\(^14\). The evaluated feature-space was that made up by the selected covariates and the training samples of the best model.

The flow chart of the soil map production is shown in Fig. 3.

**Results and Discussion**

**Accuracy assessment and model performance.** The performance of the models to predict the soil mapping units registered in the Posses watershed is summarized in Table 2. Additional point sampling improved the accuracy of all models (Fig. 4).

The models without additional observations were rarely able to predict less-common soils. This finding is consistent with data presented in other works (e.g. Barthold et al.\(^56\); Brungard et al.\(^17\); Jafari et al.\(^57\)) and it is related to soil classes with very limited presence in the study area, in comparison with the dominating soil classes that are better represented in geographic and feature spaces.

Additional point sampling by photointerpretation enabled to capture specific conditions of occurrence of less-common soils and, in consequence, it was showed a substantial improvement in classification accuracy of the minority soil classes. This knowledge-driven technique could be regarded as an alternative to the data-driven approach and has already been integrated into predictive modeling with remarkable improvements in accuracy\(^26,46,58,59\). Nevertheless, there is still a need for a measure of their quality, as it depends only on the expertise of the photo interpreter, which restricts its application.
Accuracy statistics from the repeated 5-fold cross-validation demonstrates that the RF model consistently outperformed the other models (overall accuracy = 49%, kappa index = 0.33), while MLR had the lowest overall accuracy and kappa index (Table 2 and Fig. 4). For the purposes of digital soil mapping, it has been frequently observed that complex models, such as RF, are better classifiers than generalized linear models such as MLR. With regards to the accuracy rank in Table 2 (RF > C5-DT > MLR), it seems that the most sophisticated model fitted more complex relationships, as suggested by Heung et al. Since MLR is a generalization of the logistic regression, it is highly dependent on the presumed sigmoidal model for class discrimination, which makes it the less flexible model. The C5-DT is a data-driven and non-parametric discrimination model, and, considering its single tree structure, it tends to show worse performances when compared to more sophisticated models. RF is also a data-driven and non-parametric model; however, its bootstrapping and bagging features are more efficient in revealing consistent and complex patterns, especially when dealing with complex spatial associations, as occurred in this watershed, helping to explain its performance as the most accurate model.

The spatial association model obtained from RF had also the highest producer’s and user’s accuracies (Table 2). In order to support the interpretation of the RF output, we applied the ‘forest floor’ method, which enables to visualization of the link between feature and prediction spaces, which we refer to as occurrence signatures.
Analysis of covariates. The most important and the less correlated covariates, as determined by the mean decrease in accuracy (MDA) in the RF* model (MDA < 15%, see Supplementary Fig. S3) and the correlation criterion (ρ ≤ 0.85, see Supplementary Fig. S2), are presented in Fig. 5.

The topography proxy (r), as demonstrated by the mean decrease in accuracy (variable importance rank) in the RF* output, correlation analysis, and classification accuracies, had the best set of predictors, remarkably: SAGA topographic wetness index (TWI), slope, elevation, direct insolation (DI) and the multiresolution index of valley bottom flatness (MRVBF) (Fig. 5); while the vegetation and organisms (o) covariates showed very low importance (Supplementary Fig. S3) and were, consequently, removed from the analysis.

Regarding the global discrimination of the soil mapping units, the topographic wetness index (TWI) registered the highest importance score (Fig. 5). This terrain attribute is a substitute measure of water flux in the landscape, since it shows the tendency of a site to be water saturated and the possible drainage systems of a watershed. TWI has often been reported as a potential predictor in digital soil mapping.

The TWI stands out as a specific predictor for the Typic Endoaquent + Fluventic Dystrudept mapping unit. Its influence on the discrimination of this soil mapping unit is verifiable for values above 4.5, where an increase of 10% in probability of occurrence is observed (Fig. 6a). The occurrence of Rhodic Hapludox + Typic Hapludox mapping unit is also influenced by TWI. These two soils classes could not be distinguished in the final map because they occur randomly distributed in the same landscape position. Silva et al. also reported the influence of TWI on the distinction of Oxisols in Brazil. Higher TWI values (>5, i.e., poorly drained areas), supported also better discrimination among the Typic Rhodudult, Typic Endoaquent + Fluventic Dystrudept, and Rhodic Hapludox + Typic Hapludox mapping units (Fig. 6a).

The slope was the next important covariate for global classification. Flatter slopes are associated with a higher probability of occurrence of Typic Endoaquent + Fluventic Dystrudept mapping unit (Fig. 6d), which is expected to occur in flat slopes along with high values of TWI. These two soil classes could not be separated in the final map due to their intricate occurrence pattern in the watershed landscape. Slope values around 30 radians influenced the discrimination between Typic Dystrudept and Rhodic Hapludox + Typic Hapludox (Fig. 6d). The slope covariate also registered the highest importance regarding Typic Hapludult, where slope values above 30 radians showed an inflection point in the occurrence signature of this soil mapping unit (Fig. 6d).

Direct insolation (DI), ranked as third in importance for global classification, represents a pixel-based calculation for solar radiation. This covariate has received little investigation in tropical conditions. The DI covariate was a remarkable predictor for Typic Dystrudept. Values above 600 J cm² day⁻¹ were associated with an
increase in the probability of occurrence of this mapping unit, while lower values were associated to the occurrence of the Rhodic Hapludox + Typic Hapludox and Typic Hapludult* (Fig. 6b). The elevation covariate was relevant for Typic Hapludult distinction; Fig. 6e presents the occurrence signature of this soil mapping unit, where a distinctive pattern is observed between 1000 and 1200 m range.

**Figure 8.** Soil mapping units distribution in the watershed by the RF* model.

**Figure 9.** Extrapolation level of the digital soil map (lighter colors) by soil mapping unit.
While the RF* model satisfactorily discriminated the soil mapping units, a certain degree of mixture is still present in model outputs (Fig. 6). This could be an effect of the dominant soil and its wide range of occurrence conditions in the watershed. On the other hand, mapping units with a lesser degree of ‘impurity’ are those related to specific conditions across the landscape (Typic Dystrudept and Typic Endoaquent + Fluventic Dystrudept).

The level of detail in the topographic data analyzed, both spatial and informative, allowed the identification of specific relief-soil interactions. Topography, as a surficial hydrologic driver, could also reflect other soil-forming factors that have a larger scale domain, by modifying locally the effects of bioclimate and parent material.

**Multivariate environmental similarity surface (MESS).** In Fig. 7 it is possible to see the spatial distribution of the level of representation of the model prediction by the training data. The MESS measures the similarity of any given point to a reference set of points, with respect to the chosen predictor variables in the RF* model. Negative values indicate the presence of at least one variable out of reach of the reference points in feature-space, while positive values indicate greater similarity to the set of reference points. The higher the score, the more common the point is and more reliable is the prediction. This feature enables to interpret the MESS as a quality measure of the sample configuration. The negative values are located in areas of lower accessibility (high altitudes and sharp slopes) and near to the watershed outlet (17.5% of the watershed area), whereas 82.5% of the area registered positive and, therefore, more reliable model outputs. It's worth pointing out that the MESS method could be applied regardless of the chosen model, since all of three algorithms evaluated in this study offers the possibility for the selection of a subset of 'most important covariates', which could be of paramount importance to assess the map quality related to point-sampling, particularly when dealing with constrained sampling.

The map showing the spatial distribution of the different soil mapping units predicted in the watershed is presented in Fig. 8. The majority of the soils in the Posses watershed were predicted as Typic Rhodudult, which proportion is in agreement with the distribution derived from the field measurements and additional point sampling. Figure 9 highlights the extrapolation level of each soil mapping unit. Typic Dystrudept (120 ha) and Typic Rhodudult (672 ha) mapping units have 27% and 20% of their areas in less reliable regions, respectively; while the other soil mapping units, with mapping areas of 120 ha - Typic Endoaquent + Fluventic Dystrudept, 156 ha - Typic Hapludult*, 108 ha - Typic Hapludult, and 24 ha - Rhodic Hapludox + Typic Hapludox, do not show an expressive uncertain area (<15%).

**Conclusions**

A comparison among different models and the effects of additional point sampling for digital mapping of less-common soil classes, based on the spatial association with soilscape covariates, was performed. Tested models were Multinominal Logistic Regression, C5 Decision-Tree, and Random Forest. Additional point sampling retrieved by photointerpretation was necessary to improve the prediction performance of each model. The accuracy metrics were found to be higher for the Random Forest model with additional point sampling method, resulting in the best model. At the spatial resolution analyzed (20 m), the terrain-attribute covariates (relief data), related to surficial water distribution and direct insolation, were the most efficient to discriminate among soil mapping units and for producing a feasible digital soil map.
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