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Abstract—Quantum communication networks (QCNs) utilize quantum mechanics for secure information transmission, but the reliance on fragile and expensive photonic quantum resources renders QCN resource optimization challenging. Unlike prior QCN works that relied on blindly compressing direct quantum embeddings of classical data, this letter proposes a novel quantum semantic communications (QSC) framework exploiting advancements in quantum machine learning and quantum semantic representations to extracts and embed only the relevant information from classical data into minimal high-dimensional quantum states that are accurately communicated over quantum channels with quantum communication and semantic fidelity measures. Simulation results indicate that, compared to semantic-agnostic QCN schemes, the proposed framework achieves approximately 50-75% reduction in quantum communication resources needed, while achieving a higher quantum semantic fidelity.
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I. INTRODUCTION

Quantum communication networks (QCNs) utilize quantum mechanics principles to enhance information transfer. QCNs transmit data using quantum states that are entangled and can exist in a superposition of multiple states simultaneously, offering greater efficiency than classical networks [1]. However, these quantum states are fragile, expensive to produce, and vulnerable to environmental interference and loss, posing significant challenges in resource optimization for QCNs [2].

The majority of QCN models optimize the quantum resource allocation and network overall performance by embedding classical data into quantum states that are shared over quantum channels between distant nodes [3]–[6]. Additionally, numerous approaches have been proposed to develop resource-efficient QCNs, including strategies related to the physical layer and the quantum hardware, as well as techniques within the network control plane [7]–[9]. Here, quantum data compression has emerged as a preferred approach to minimize the usage of quantum resources, whereby an ensemble of quantum states is compressed, using methods like principal component analysis, into a smaller, potentially lower-dimensional, set that is communicated over QCNs [7]–[9]. However, existing approaches [3]–[9] face several limitations as they rely on sending direct quantum embeddings of classical data in Hilbert spaces, which could include redundant or irrelevant embedded information. Furthermore, these methods do not consider the contextual and semantic meanings of the data; they simply transmit the raw data or its compressed form without understanding its content. Here, we observe that no prior work has utilized the principles of semantic communications in QCNs to make them more resource-efficient.

Towards this goal, the main contribution of this letter is a novel resource-efficient QCN framework, dubbed the quantum semantic communications (QSC) framework. This framework draws upon recent advancements in two key quantum information science areas. First, it utilizes high-dimensional quantum information and quantum machine learning (QML) to extract underlying structures of classical data, capitalizing on its efficiency in identifying atypical data patterns and surpassing classical machine learning speeds [10]. Second, the QSC framework delves into quantum semantic representations, highlighting quantum mechanics’ fundamental role in vector modeling and linear algebraic semantics [11], [12]. Thus, rather than merely transmitting raw data in compressed quantum states, the QSC framework intelligently extracts semantic information from the data. It then transmits only the essential quantum semantic representations over quantum channels, thereby resulting in more resource-efficient QCNs while maintaining high accuracy. Specifically, we provide a systematic approach for assessing and optimizing the minimality of quantum communication resources needed (e.g., entangled quantum states), and the accuracy of those resources in terms of quantum communication and semantic fidelity, showcasing the tradeoffs that exist. Simulation results validate that the QSC framework results in minimal quantum communication resources, saving 50-75% of the resources compared to semantic-agnostic QCNs, while achieving higher quantum semantic fidelity. The proposed framework provides a promising direction for researchers and engineers to explore the potential of QML and quantum information theory (QIT) in reducing the resources required in QCNs. Figure 1 illustrates the proposed QSC framework, which starts at the transmitter, where raw data is embedded into qudits in high-dimensional Hilbert spaces. Subsequent quantum clustering extracts useful semantic concepts, which are then mapped into efficient semantic representations for transmission via entangled qudits over quantum channels. At the receiver end, the fidelity and accuracy of the quantum mapping are verified, followed by the reconstruction of semantic representations and derivation of semantic concepts through quantum measurements.

II. SYSTEM MODEL

Consider a QCN in which a transmitting quantum node, $S$, has large amounts of raw classical data, in dataset $X$ of images, text, etc., with $|X|$ samples each of dimension $N$, which it embeds into quantum states. The transmitting node’s intent is to construct a semantic representation of its quantum states and to convey it to a remote receiving quantum node, $R$. In contrast to conventional QCN frameworks, where the receiver typically aims to execute quantum gates and measurements for the precise reconstruction of the embedded data structure within
quantum states, our framework distinguishes itself. Here, the receiver’s goal is to draw specific logical conclusions [13], which may not necessarily involve reconstructing the entire data samples. Therefore, the primary objective of the quantum receiving node is to comprehend the underlying semantic information conveyed in quantum states [14], facilitating the execution of logical conclusions at its end. To develop the notion of quantum semantics, we mainly leverage the characteristics of high-dimensional quantum states in representing semantics jointly with the use of QML techniques. Next, we delve into our novel quantum semantic representation methodology, which relies on the principles of QIT, high-dimensional Hilbert spaces, and QML.

A. Quantum Data Embedding

In classical communications, multiplexing enables combining multiple messages into a shared medium (frequency, time, or space). Similarly, in the quantum world, a quantum state that can hold a superposition of \( d_1 \) basis vectors is called a qudit. This superposition inherently enables us to enhance the capacity of the information contained within a quantum state. The general representation of a qudit is a vector \( |\varphi\rangle \) in a \( d_1 \)-dimensional Hilbert space \( \mathcal{H}_{d_1} \) represented as:

\[
|\varphi\rangle = a_0 |0\rangle + a_1 |1\rangle + a_2 |2\rangle + \ldots + a_{d_1-1} |d_1-1\rangle,
\]

where \( |a_i|^2 + |a_{i+1}|^2 + \ldots + |a_{d_1-1}|^2 = 1 \). The quantum state \( |\varphi\rangle \) can also be represented within a density matrix as a sum of outer products of basis states, i.e.,

\[
\rho = \sum_{i=0}^{d_1-1} p_i |i\rangle \langle i|,
\]

where \( p_i \) represents the probability of the state being in the \( |i\rangle \) state. The von Neumann entropy can be defined as

\[
\mathbb{H}_q = -\text{Tr}(\rho \ln \rho),
\]

where “Tr” denotes the trace of a matrix. After pre-processing our classical data by applying contrastive learning to disentangle semantically-rich data points from semantically-poor data points [15], we then encode the classical data \( x \in X \) into quantum states \( |\psi(x)\rangle = |y\rangle \) using a quantum feature map \( \psi : X \rightarrow Y \), where \( Y \subset \mathcal{H}_{d_1} \). Here, the Hilbert space’s dimension, \( d_1 \), is much larger than \( N \), the dimension of the data in \( X \). This is due to the potential lack of linear separability in the raw data space \( X \) for the data points \( x \). Consequently, transforming it into a higher-dimensional space \( Y \) becomes essential, facilitating the clustering of data points based on the semantic concepts, as described later. The quantum feature map \( \psi \), which maps \( x \rightarrow |y\rangle \), is implemented via a quantum circuit \( U_{\psi,d_1}(x) \), called the quantum-embedding circuit. This circuit feeds the classical data \( x \) to quantum gates applied on ground states, \( |0_{d_1}\rangle \), in \( \mathcal{H}_{d_1} \). To ensure computational feasibility and to avoid exponentially growing Hilbert spaces, quantum embedding circuits in the QSC framework are designed such that they compromise between the number of encoding qudits, and the dimensionality, \( d_1 \), of the Hilbert space. This optimization is mainly dependent on the size and dimensionality of the classical data, along with the available quantum computing powers. Essentially, such a quantum feature map yields the quantum embedded states \( |y\rangle \) according to: \( U_{\psi,d_1}(x) |0_{d_1}\rangle = |y\rangle \). Subsequently, these quantum states are stored in tailored quantum random access memory (QRAM) structures. After embedding the data into quantum states, the next step is apply QML to construct efficient quantum semantic representations, as described next.

B. Quantum Clustering for Semantics’ Extraction

Existing semantic-agnostic QCN frameworks [3]–[8], “blindly” compress classical datasets into quantum states, without scrutinizing their underlying structure. In contrast, our proposed QSC framework performs the following steps to extract and represent the semantic information in a minimalist approach that improves the overall QCN resource-efficiency.

First, the quantum \( k \)-means clustering algorithm [17] is performed on the QRAM. This algorithm identifies data samples that share various similarity in their contextual meaning, and assigns them to unique clusters (\( K \) of them) with centroid vectors \( |\phi_i\rangle \), where \( i \in \{1, 2, ..., K\} \) capturing those meanings or semantics in a high-dimensional representation of semantic concepts. To optimize the representation of those semantic concepts, we formulate a modified objective function for the quantum \( k \)-means clustering algorithm that represents a compromise between reducing the number of semantic concepts identified and clustering the data points \( |y\rangle \in Y \). We denote any cluster that includes the centroid along with a subset of the quantum states \( |y\rangle \) as \( c_k \).

1) Problem formulation for quantum \( k \)-means clustering: The probability of a data point belonging to one of the \( K \) clusters, e.g., cluster \( c_k \), is defined as \( p(c_k) \), which depends on the data distribution \( p(x) \). Further, we define the cluster entropy \( \mathbb{H}(c) = -\sum_k p(c_k) \ln p(c_k) \) as the Shannon entropy, since \( c \) represents the clusters or regions, not quantum states. Moreover, we define the probability that a data point \( |y_i\rangle \) belongs to the cluster \( c_k \) as \( p(c_k | |y_i\rangle) \). We modify the objective of the \( k \)-means clustering algorithm as follows:

\[
J(p(c), p(c | |y_i\rangle), \beta) = \sum_k \sum_{i} p(c_k | |y_i\rangle) |||y_i\rangle - |\phi_i\rangle||^2 - \beta \left( \mathbb{H}(c) - \mathbb{H}(c | |y_i\rangle) \right),
\]

where \( \beta \) is a parameter controlling the trade-off between the entropy and the distance between the data points and their centroids.
where $\mathbb{H}(c \mid |y_i\rangle) = - \sum_k p(c_k \mid |y_i\rangle) \ln p(c_k \mid |y_i\rangle)$. The penalty term $\mathbb{H}(|y\rangle; c)$ ensures that the semantic information conveyed by the $k$-means clustering that identifies the semantic concepts is maximized.

2) Solution to (2): Here, the stored quantum vectors are initialized to different clusters either in an arbitrary fashion or by utilizing efficient heuristic approaches. Then, multiple iterations are performed such that in each iteration, the goal is to minimize the loss function in (2), which ensures that each vector is assigned to the cluster with the closest centroid. This process ensures that semantically similar data vectors are clustered together (as guaranteed by the penalty term in (2)). This clustering aids in uncovering hidden patterns that might remain undiscovered in the raw classical data without the utilization of QML. All the quantum states belonging to the same cluster form a semantic space and are semantically similar, as each centroid represents a semantic concept. Henceforth, the set $\Phi$ of $|\phi_i\rangle$, $\forall i$ forms a common language, composed of the syntactic space $\Sigma$. Along the lines of [13], the amount of semantic information conveyed by any cluster $c_k$ can be written as the average across of the information represented by all the elements in the cluster $c_k$: $S(c_k) = \sum_{|y\rangle \in \Sigma} p(|y\rangle) \log \frac{p(|y\rangle|c_k)}{p(|y\rangle)}$. Given that the number of semantically distinct concepts $K \leq |\Sigma|$ (where $|\Sigma|$ denotes the size of the semantic space), we chose to encode the semantic concepts into semantic representations $|s_i\rangle \in S$ that exists in a lower dimensional Hilbert space for quantum communication $\mathcal{H}_{d^2}$, where $d_2 \leq d_1$. Semantic representation ensures that all the concepts that are identical from the receiver’s perspective are encoded with the same representation that gets communicated over the QCN, thus saving significant amount of quantum communication resources. A semantic representation is defined as the mapping, $f : \Sigma \cup \Phi \rightarrow S$ and is implemented as a probabilistic mapping $p(|s_i\rangle \mid c_k)$. The number of quantum communication resources $C = |S|$ corresponds to the number of quantum states transmitted, which can be less than the number of clusters $K$ as the semantic representation mapping $f$ consolidates all semantically similar concepts and represents them using the same $|s_i\rangle \in S$.

**Lemma 1.** For a quantum state space $\Sigma$, and a semantic context distribution $p(c)$, the average number of quantum communication resources, $C$, required to represent the state description in the QSC framework can be bounded as:

$$\sum_{c_k \in \mathcal{C}} p(c_k) \mathbb{H}_q(|y\rangle \mid c_k) \leq C \leq \ln d_2,$$

while for a semantic-agnostic QCN with amplitude encoding, the bounds are:

$$\mathbb{H}_q(|y\rangle) \leq C \leq \ln d_1.$$ (3)

**Comparing (3) and (4), the bounds for the QSC framework are lower compared to that of semantic-agnostic QCN systems that do not extract the data semantics.**

**Proof:** See Appendix A.

Using the semantic information measures in (13), we write the average semantic information conveyed by $|s_j\rangle$ as:

$$\mathbb{E}_q S(c_k \mid |s_j\rangle) = \sum_{c_k} p(c_k) S(c_k) p(|s_j\rangle) \log \frac{p(|s_j\rangle \mid c_k)}{p(|s_j\rangle)}.$$ (5)

C. Quantum Communication of Semantic Representations

As shown in Fig. 1, the constructed quantum semantic representations in the form of $d_2$-dimensional quantum states must be transmitted through quantum channels to the receiving quantum node. The quantum communication process must preserve the accuracy of the quantum semantic features during the transmission and reception process.

To deploy high-dimensional quantum states, qudits, using photons of light, we leverage the concept of orbital angular momentum (OAM). OAM is a physical property of an electromagnetic wave and it corresponds to the phase of its angular momentum. The topological charges of OAM, i.e., the modes of OAM, are orthogonal and enable us to exploit $d$ orthogonal basis vectors that represent a qudit in a $d$-dimensional Hilbert space $\mathcal{H}_{d}$. In other words, an arbitrary $l$-dimensional qudit is generated via $l$ OAM modes. In fact, the quantum number $l$, which represents a topological charge in OAM, is unbounded, and can thus yield arbitrarily large Hilbert spaces. Nonetheless, due to some experimental considerations, some constraints may be imposed on $l$ [18]. Thus, pairs of entangled photons with opposite OAM quantum numbers $l_1 = -l_2$ are generated on the transmitter’s side. The theoretical states produced for those photons are given by $|\Psi\rangle = \sum_{l=-d/2}^{d/2} \alpha_l |l_1\rangle |-l_2\rangle$, where $|\pm l_i\rangle$ represents the states of the two generated photons with OAM $\pm l$ and the complex probability amplitudes are represented by $\alpha_l$.

To initiate a quantum entanglement link between the transmitter and receiver, the transmitter generates an entangled pair of photons using OAM, and one of those photons is transmitted over a quantum channel (fiber or free-space optical channel) to the quantum receiving node that stores it in a quantum memory. Given that the entangled link is now established, the transmitter maps each of the $|S|$ semantic-representing $d_2$-dimensional quantum state vectors to one of its entangled respective photons through quantum swapping. Finally, the quantum teleportation protocol is applied to transfer the semantics to the receiver, and both end nodes perform quantum measurements and apply quantum gates to reconstruct the embedded semantics and recover, the context of the raw data. The receiver extracts the semantic concepts using the mapping, $g : S \rightarrow \Sigma \cup \Phi$, which is represented using the the probabilistic mapping $p(c_k \mid |s_i\rangle)$.

**III. QSC Problem Formulation and Performance Assessment Framework**

As discussed earlier, the QSC framework ensures minimality of quantum communication resources by extracting and compressing the semantic representations of the data, unlike existing semantic-agnostic QCNs. Moreover, to assess the accuracy of the QSC performance within the quantum semantics’ extraction, transmission, reception, and decoding processes. To do so, we must the error sources encountered during both

1. Diverse methods for implementing qudits extend beyond OAM encoding, encompassing techniques like spontaneous parametric down-conversion and waveshaping devices. For hardware-specific details, see [13] and references therein.
the quantum communication errors and the quantum semantic errors present in practical setups in the QSC framework.

First, regarding the quantum communication aspect, today’s quantum computers are noisy intermediate-scale quantum (NISQ) devices that incorporate noise and various unavoidable losses that affect the quantum circuits employed in quantum embedding, entanglement generation, and entanglement measurement operations. A worst-case general quantum channel model that captures such noise sources in QCNs is the quantum depolarizing noise model, where a quantum state $\rho$ is preserved with a probability $1 - \lambda$ and lost with probability $\lambda$, where $\lambda$ is a real-valued parameter [19]. This model, denoted as $\Delta_{\lambda}$, maps a quantum state $\rho \in \mathcal{H}_d$ into a linear combination that comprises $\rho$ itself, and the $d \times d$ identity matrix $I_d$. It is a trace-preserving, completely positive map, given by: $\Delta_{\lambda} \rho = (1 - \lambda) \rho + \frac{\lambda}{d} I_d$. It is important to note that parameter $\lambda$ is bounded by: $-\frac{1}{d-1} \leq \lambda \leq 1$, so as to guarantee the complete positivity condition. The quality of the communicated quantum resources is quantified using the quantum communication fidelity, $F_c$, of the considered received quantum states which captures the unavoidable noise that every quantum state undergoes when transmitted over quantum channels. In this regard, when the generated entangled pairs of qudits are considered to have maximally entangled measurements and channels, the average quantum communication fidelity that corresponds for the depolarizing noise will be [19] $\langle F_c \rangle = 1 - \frac{d-1}{d} \lambda$, where $d$ is the dimension of the qudits. If a low fidelity is encountered, entanglement purification protocols may be applied [20] to achieve a desired minimum quality of the entanglement connection. Meanwhile, when the entanglement connection between the transmitter and receiver is characterized with a high fidelity, then the semantic-representing quantum states will be accurately received.

However, the quantum semantic extraction, representation, and decoding steps also encounter several errors, which affect the quality of the extracted semantics. To quantify such semantic errors, we define the quantum semantic fidelity as:

$$\langle F_s(|y_i\rangle, |y_j\rangle)\rangle = 1 - \frac{d-1}{d} p_s(|y_i\rangle, |y_j\rangle),$$

(6)

where $p_s$ denotes the probability of semantic noise (a measure of the semantic reconstruction quality) and is defined as $p_s = 1 - Z_{y_i,y_j}$. The semantic similarity metric, $Z_{y_i,y_j}$, between two quantum states, $|y_i\rangle$ and $|y_j\rangle$ in a cluster, can be defined as the overlap in terms of the semantic concepts that represent the embedded data points. Analytically, we define it as:

$$Z_{y_i,y_j} = \sqrt{1 - \sum_k p(c_k)p(c_k | y_i) - p(c_k | y_j)}$$

(7)

The above definition is appropriate since it means that $p(c_k | |y_i\rangle) = p(c_k | |y_j\rangle)$, then $Z_{ij} = 1$ and when the domain of $p(c_k | |y_i\rangle)$ and $p(c_k | |y_j\rangle)$ does not overlap, $Z_{ij} = 0$. Additionally, with an increased number of clusters, the overlap between the domains of $p(c_k | |y_i\rangle)$ and $p(c_k | |y_j\rangle)$ decreases. Consequently, the quantity $\sum_k p(c_k)p(c_k | |y_i\rangle) - p(c_k | |y_j\rangle)$ increases, leading to lower semantic similarity.

In general, there is a tradeoff between minimality and accuracy in the QSC framework as a smaller number of quantum communication resources leads to smaller quantum semantic fidelity. Thus, we formulate the QSC minimality-accuracy tradeoff problem as follows:

$$[f^*, g^*] = \arg\min_{f,g} \left\{ \mathbb{E} [S(c_k | s_i)] \right\} \left( \frac{F_{c_k,s_j}}{F_{c_k,s_j}} \right)$$

subject to $\mathbb{E} [F_{c_k,s_j}], \mathbb{E} [F_{c_k,s_j} | s_i]) = G_r,$

$$\sum_{j} p(|s_i| | c_k) = 1, \forall c_k,$$

(8)

where, $S_r$ and $D_r$ represent the minimum required fidelity measures for quantum semantics and quantum communication, respectively. The objective function in (8) seeks to minimize the communicated average semantic information $\mathbb{E} [S(c_k | s_i)]$, while the constraints ensure that the quantum communication and semantic fidelity remains above a minimum threshold, sufficient for the receiver to reconstruct the semantic information.

To solve (8), given a receiver policy $p(c_k | s_i)$, we optimize the transmit semantic encoder by maximizing the Lagrangian. We define $|s_i\rangle$ as the received quantum state.

$$p(|s_i| | c_k)^* = \arg\min_{p(|s_i| | c_k)} \mathcal{L}(p(|s_i| | c_k), p(c_k | |s_i\rangle)),$$

where, $\mathcal{L}(p(|s_i| | c_k), p(c_k | |s_i\rangle)) = \mathbb{E}_c \mathbb{E}_s [S(c_k | s_i)] + \lambda_F(p(c_k|s_i, \hat{c}_k) + \lambda_F(p(c_k|s_i, c_k)F_c(s_i, |s_i\rangle))$

$$+ \sum_k \alpha_k \sum_j p(|s_i| | c_k) f(k),$$

(9)

It can be validated that $\mathcal{L}(p(|s_i| | c_k), p(c_k | |s_i\rangle))$ is concave in $p(|s_i| | c_k)$ (follows from showing that term of the form $x \log \frac{x}{\tau}$ is convex), hence the global maximum is obtained at the point where derivative of $\mathcal{L}$ is zero. By taking the derivative and equating to zero, the transmitter encoder $f$ is given by:

$$p^*_{|s_i| | c_k} = p(|s_i\rangle) \exp \left( \frac{- (F_{c_k,s_j} - \alpha_k)}{S(c_k)p(c_k)} - 1 \right),$$

(10)

where $F_{c_k,s_j} = \lambda_F(F_c(|s_i\rangle, |s_j\rangle)) + \lambda_F(F_c(c_k, |s_k\rangle)$.

For the receiver side, we can show that optimizing the rate-distortion objective results in the parameterized solution as [11], which is inspired from the results in [21].

$$p^*_{c_k | s_i} = \frac{e^{F_{c_k,s_j}^* - \alpha_k} |\hat{c}_k, |s_j\rangle\rangle}{\sum_{|\hat{c}_k, |s_j\rangle\rangle} e^{F_{c_k,s_j}^* - \alpha_k} |\hat{c}_k, |s_j\rangle\rangle}$$

(11)

The iterative optimization process between $p(|s_i\rangle | c_k)$ and $p(c_k | |s_i\rangle\rangle) leads to a locally optimal solution, given that each sub-problem involved is convex.

IV. SIMULATION RESULTS AND ANALYSIS

For our simulations, we consider a scenario in which the data traffic is modeled according to 3GPP TSG-RAN1 #48 R1-070674 [22]. This leads to a complex data traffic model suitable for 5G wireless services. Here, we particularly model a gaming data traffic, where the data dimension is 3, and packet size varies according to the largest extreme value probability distribution $f_x = \frac{1}{\mu}e^{-\frac{x-\mu}{\sigma}}e^{-e^{-\frac{x-\mu}{\sigma}}}$, with a mean $\mu = 45$ bytes, and a standard deviation $\sigma = 5.7$ bytes [23].

First, in Figure [2] we compare the quantum communication resources needed for QSC and semantic-agnostic frameworks. We observe that as the data traffic increases (represented by $|x\rangle\rangle$), the amount of semantic concepts extracted will increase
Proposed QSC framework, low noise: achieving higher quantum semantic fidelity in minimal quantum communication resources, saving 50-75% while capturing quantum communication and semantic fidelity.

The QSC framework analyzes the minimality-accuracy trade-off compared to semantic-agnostic QCNs.

Fig. 2: Comparison of communication resources for QSC and semantic agnostic networks (for which \(d_2 = 3\)).

In Figure 3, we show the quantum semantic fidelity achieved against the amount of quantum communication resources used for \(|\chi| = 500\). At low noise, to achieve a quantum semantic fidelity of 0.7, QSC requires around 50% quantum communication resources compared to semantic-agnostic QCNs using pruning data compression without any semantic concept extraction. This demonstrate the advantages of QSC accurately sending and reconstructing semantic information.

V. CONCLUSION

In this letter, we have proposed a novel QSC framework for resource-efficient QCNs. The QSC framework utilizes QML and QIT to extract and minimally represent semantic information in data, then accurately share it over quantum channels. The QSC framework analyzes the minimal-accuracy trade-off while capturing quantum communication and semantic fidelity. Simulation results show that the QSC framework results in minimal quantum communication resources, saving 50-75% of the resources compared to semantic-agnostic QCNs, while achieving higher quantum semantic fidelity.
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APPENDIX A

Proof of Lemma 1

The average number of quantum communication resources conveyed by \(S\) will be \(C\), which can be lower bounded by \(C \geq \sum_{c_k} p(c_k) H_q(y_k | c_k)\) using the quantum analogue of Kraft’s inequality [24]. Moreover, we can upper bound \(C\) for the semantic representations by \(\ln d_2\) using the result in [24].

For a semantic-agnostic quantum system, where the semantic concepts are not extracted, and classical data is directly embedded using amplitude encoding, the lower bound becomes \(C \geq H_q(y)\), and the upper bound becomes \(\ln d_1\) [24].

The bounds for the QSC framework are lower as it only embeds quantum states carrying semantic concepts and compresses all quantum states that convey equivalent meanings from the receiver’s standpoint. In contrast, semantic-agnostic QCNs employ data statistics of \(|y|\) for encoding and do not account for the semantics present in the data. This leads to a larger state space \(\mathcal{Y}\) for semantic-agnostic quantum systems as opposed to QSC, which employs a reduced state space \(\mathcal{S}\).