COTANGENT BUNDLE TO THE FLAG VARIETY -II

V. LAKSHMIBAI AND RAHUL SINGH

Abstract. Let $P$ be a parabolic subgroup in $SL_n(\mathbb{C})$. We show that there is a $SL_n(\mathbb{C})$-stable closed subvariety of an affine Schubert variety in an infinite dimensional partial Flag variety (associated to the Kac-Moody group $\hat{SL}_n(\mathbb{C})$) which is a natural compactification of the cotangent bundle to $SL_n(\mathbb{C})/P$. As a consequence, we recover the Springer resolution for any orbit closure inside the variety of nilpotent matrices.

1. Introduction

Earlier work of Lusztig and Strickland suggests possible connections between conormal varieties to Schubert varieties in the Grassmannian on the one hand, and affine Schubert varieties on the other. In particular, Lusztig [Lu] relates certain orbit closures arising from $\hat{A}_h$ to affine Schubert varieties. In the case $h = 2$, Strickland [St] relates such orbit closures to conormal varieties of determinantal varieties; furthermore, any determinantal variety can be canonically realized as an open subset of a Schubert variety in the Grassmannian (cf. [LS]).

Let $G$ be any simple algebraic group and $\mathcal{G}$ the corresponding untwisted affine Kac-Moody group. Let $B$ be a Borel subgroup of $\mathcal{G}$ and $B = B \cap G$, the corresponding Borel subgroup of $G$. The set of simple roots of $\mathcal{G}$ is $S = S_0 \sqcup \{\alpha_0\}$, where $S_0$ is the set of simple roots of $G$. A simple root $\alpha$ of $G$ is called minuscule if the coefficient of $\alpha$ in any positive root of $G$ (written in the simple root basis) is less than or equal to 1. Note that $\alpha$ is minuscule if and only if there exists an isomorphism of the underlying affine Dynkin diagram taking $\alpha$ to $\alpha_0$. Suppose now that $P$ is the parabolic subgroup of $G$ corresponding to some subset $S_P \subset S_0$ and $P$ the parabolic subgroup of $\mathcal{G}$ corresponding to $S_P \subset S$. We say that $P$ is cominuscule if $S_0 = S_P \sqcup \{\alpha\}$ for some minuscule root $\alpha$. As a first step towards realizing the aforementioned relationship between affine Schubert varieties and conormal varieties to the Schubert varieties in the Grassmannian, Lakshmibai et al. (cf. [L, LRS]) have constructed, for cominuscule $P$, a dense embedding $\eta_P : T^*G/P \hookrightarrow X_P(\omega)$, where $X_P(\omega)$ is a particular Schubert variety in $G/P$.

We now assume that $G = SL_n(\mathbb{C})$. Lakshmibai et al. [LSS] have constructed a similar embedding $\eta_B : T^*G/B \hookrightarrow X_B(\kappa_0)$, where $X_B(\kappa_0)$ is a particular Schubert variety in $G/B$. Unlike in the case of $\eta_P$, for $P$ cominuscule, the map $\eta_B$ is not a dense embedding. In this paper, we extend the result of [LSS] to all parabolic subgroups $P$ of $G$. To accomplish this, we first start with the identification of the cotangent bundle $T^*G/P$ as the fiber bundle over $G/P$ associated to the
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principal $P$-bundle $G 	o G/P$, for the adjoint action of $P$ on $\mathfrak{u} (= \mathfrak{Lie}(U))$, the Lie algebra of the unipotent radical $U$ of $P$. Thus, we have the identification $T^*G/P = G \times \mathfrak{u}$. We define in Section 2.3 the map $\phi_P : T^*G/P \to \mathcal{G}/\mathcal{P}$ by $\phi_P(g, X) = g \left(1 - t^{-1}X\right) \mod \mathcal{P}$. We then identify the minimal $\kappa \in \hat{W}^P$ (cf. Section 3 and Theorem 5.7) for which $\text{Im} \phi_P \subset X_P(\kappa)$. The closure of $\text{Im}(\phi_P)$ in $X_P(\kappa)$ is a $G$-stable compactification of $T^*G/P$. When $P$ is cominuscule, $\phi_P$ is the same as the map in [LRS] (upto a twist by the automorphism $X \mapsto -X$ of $\mathfrak{u}$). In this case, $\phi_P$ is a dense embedding, i.e., $X_P(\kappa)$ is a compactification of $T^*G/P$.

Next we describe the connection of the above result with the Springer resolution. Recall that the coroot lattice $Q$ of $G$ can be identified with the set of integer $n$-tuples $(z_1, \ldots, z_n)$ for which $\sum z_i = 0$ (cf. [Ku]). A coroot $z = (z_1, \ldots, z_n) \in Q$ is anti-dominant if and only if $z_1 \leq z_2 \leq \ldots \leq z_n$. Let $\mathcal{N}$ be the variety of nilpotent $n \times n$ matrices, and $\mathcal{G}_0$ the parabolic subgroup corresponding to $\mathfrak{g}_0 \subset \mathfrak{s}$ of $\mathfrak{g}$. The variety $\mathcal{N}$ has a natural algebraic stratification into $G$-orbits, indexed by partitions of $n$ (the sizes of the Jordan blocks). Lusztig [Lu] gave a $G$-equivariant isomorphism $\psi$ between $\mathcal{N}$ and an open subset of some $\mathcal{G}_0$-stable Schubert variety $X_{\mathcal{G}_0}(\epsilon)$. In particular, the $G$-orbits of $\mathcal{N}$ must be contained in certain $\mathcal{G}_0$-orbits of $X_{\mathcal{G}_0}(\epsilon)$; observe that the $\mathcal{G}_0$-orbits in $\mathcal{G}/\mathcal{G}_0$ are indexed by $Q^-$, the anti-dominant coroots of $G$. Achar, Henderson, and Riche have constructed (cf. [AH], [AHR]) a generalization of this correspondence for all split reductive groups.

Now, let $P$ be the parabolic subgroup of $G$ corresponding to omitting the simple roots $\alpha_{d_1}, \ldots, \alpha_{d_{r-1}}$. We associate to $P$ the sequence $\lambda = (\lambda_1, \ldots, \lambda_r)$, where $\lambda_1 = d_1$, $\lambda_r = n - d_{r-1}$, and $\lambda_i = d_i - d_{i-1}$ for $2 \leq i \leq r - 1$. Let $\nu$ be the conjugate partition of the unique partition of $n$ obtained by permuting the $\lambda_i$ so that they are in non-increasing order. Let $\theta$ be the generalized Springer resolution $T^*G/P \to \mathcal{N}_\nu$ (see, for example [E], [H]). In Theorem 6.4, we show that $\psi_\nu \circ \theta = \text{pr} \circ \phi_P$, where $\psi_\nu$ is the restriction of Lusztig’s map $\psi$ to $\mathcal{N}_\nu$ and $\text{pr}$ the canonical projection from $\mathcal{G}/\mathcal{P}$ to $\mathcal{G}/\mathcal{G}_0$. Theorem 6.4 gives the exact relationship between the $G$-orbits of $\mathcal{N}$ and the corresponding $\mathcal{G}_0$-orbits of $X_{\mathcal{G}_0}(\epsilon)$ under Lusztig’s map. The map $\psi$ embeds $\mathcal{N}_\nu$ as an open subvariety of the Schubert variety $X_{\mathcal{G}_0}(\tau_q)$, where $\nu = (1 - \nu_1, \ldots, 1 - \nu_n) \in Q$ and $\tau_q$ is the associated element in $\hat{W}$.

The sections are organized as follows. In §2, we define the embedding $\phi_P : T^*G/P \to \mathcal{G}/\mathcal{P}$ and relate it to Lusztig’s embedding $\psi : \mathcal{N} \to \mathcal{G}/\mathcal{G}_0$ via the Springer resolution. In §3, we discuss some generalities on the finite and affine Weyl groups. In §4, we associate a tableau to a given parabolic subgroup and prove some combinatorial results on this tableau. In §5, we define $\kappa \in \hat{W}$ and show that $\phi_P$ identifies a $\mathcal{G}_0$-stable subvariety of $X_P(\kappa)$ as a compactification of $T^*G/P$. In §6, we define the Schubert variety $X_{\mathcal{G}_0}(\tau_q)$, which gives a compactification of $\mathcal{N}_\nu$ and relate it to the compactification in §5 via the Springer resolution. In §7, we recover the result of [L] and further show that $X_P(\kappa)$ is a compactification of $T^*G/P$ if and only if $P$ is a maximal parabolic subgroup.
2. Lusztig’s map and the Springer resolution

In this section, we define the embedding $\phi_P : T^* G/P \hookrightarrow G/P$ and relate it to Lusztig’s embedding $\psi : N \to G/G_0$ via the Springer resolution. For the generalities on Kac-Moody groups, one may refer to [Ku, K].

2.1. The Kac-Moody Group. Let $G$ be the special linear group $SL_n(\mathbb{C})$, and $\mathfrak{g} = \mathfrak{sl}_n(\mathbb{C})$, the Lie algebra of $SL_n(\mathbb{C})$. The subgroup $B$ (resp. $B^-$) of upper (resp. lower) triangular matrices in $G$ is a Borel subgroup of $G$, and the subgroup $T$ of diagonal matrices is a maximal torus in $G$. The root system of $G$ with respect to $(B, T)$ has Dynkin diagram $A_{n-1}$. We use the standard labeling of simple roots $S_0$

$$\bullet \quad \bullet \quad \cdots \quad \bullet \quad \bullet$$

Let $\Delta$ be the set of roots and $\Delta^+$ the set of positive roots. We consider the standard construction of the affine type Kac-Moody algebra $\hat{\mathfrak{g}}$, in which

$$\mathfrak{g} = \hat{\mathfrak{g}} \otimes \mathbb{C}[t, t^{-1}] \oplus \mathbb{C}c \oplus \mathbb{C}d$$

and write $G$ for the corresponding maximal Kac-Moody group $G$. Let $\mathfrak{L}(G)$ be the group of $G$-valued meromorphic loops, i.e., $\mathfrak{L}(G) = SL_n(\mathbb{C}[[t]][t^{-1}])$. The group $G$ can be realized as a two dimensional central extension

$$1 \to H \to G \xrightarrow{\mu} \mathfrak{L}(G) \to 1$$

Let $G_0$ be the group of $G$-valued holomorphic loops near 0, i.e., $G_0 = SL_n(\mathbb{C}[[t]])$, and $\pi : G_0 \to G$ the surjective map given by $t \mapsto 0$. Then $\mathcal{B} := \mu^{-1}(\pi^{-1}(B))$ is a Borel subgroup of $G$, and $\mathcal{T} := \mu^{-1}(\pi^{-1}(T))$ is a torus in $\mathcal{B}$. Let $\pi_- : SL_n(\mathbb{C}[t^{-1}]) \to G$ be the surjective map given by $t^{-1} \mapsto 0$. The opposite Borel $\mathcal{B}^-$ is defined as $\mathcal{B}^- = \pi_{-1}(B^-)$. The root system of $G$ with respect to $(\mathcal{B}, \mathcal{T})$ has Dynkin diagram $\widehat{A}_{n-1}$, with simple roots $S = \{\alpha_0, \ldots, \alpha_{n-1}\}$.

$$\bullet \quad \bullet \quad \cdots \quad \bullet \quad \bullet$$

Parabolic subgroups containing $B$ (resp. $\mathcal{B}$) in $G$ (resp. $G$) correspond to subsets of $S_0$ (resp. $S$). For $P$ the parabolic subgroup in $G$ corresponding to $S_P \subset S_0$, the parabolic subgroup $\mathcal{P}$ in $G$ corresponding to $S_P \subset S$ is given by $\mathcal{P} = \mu^{-1}(\pi^{-1}(P))$. The subgroup $G_0 := \mu^{-1}(G_0)$ is the parabolic subgroup corresponding to the simple roots $S_0 \subset S$.

2.2. The Cotangent bundle. The cotangent bundle $T^* G/P$ is a vector bundle over $G/P$, the fiber at any point $x \in G$ being the cotangent space to $G/P$ at $x$; the dimension of $T^* G/P$ equals $2 \dim G/P$. Also, $T^* G/P$ is the fiber bundle over $G/P$ associated to the principal $P$-bundle $G \to G/P$, for the adjoint action of $P$ on $u(=\mathfrak{Lie}(U))$, the Lie algebra of the unipotent radical $U$ of $P$. Thus

$$T^* G/P = G \times P u = G \times u/\sim$$

where the equivalence relation $\sim$ is given by $(g, Y) \sim (gp, p^{-1}yp)$, $g \in G$, $Y \in u$, $p \in P$. 
2.3. The map $\phi_P$: Let $\phi_P : G \times P \times u \to G/P$ be defined by

$$\phi_P(g, Y) = g(1 - t^{-1}Y) (\text{mod } P)$$

$g \in G, \ Y \in u$

For $g \in G, \ x \in P$ and $Y \in u$, we have

$$\phi_P (gx, x^{-1}Yx) = gx (1 - t^{-1}x^{-1}Yx) (\text{mod } P)$$

$$= g (x - t^{-1}Yx) (\text{mod } P)$$

$$= g (1 - t^{-1}Y) (\text{mod } P)$$

$$= g \phi_P (1, Y)$$

It follows that $\phi_P$ is well-defined and $G$-equivariant.

Lemma 2.4. The map $\phi_P$ is injective.

Proof. Suppose $\phi_P(g, Y) = \phi_P(g_1, Y_1)$, i.e.,

$$g (1 - t^{-1}Y) = g_1 (1 - t^{-1}Y_1) (\text{mod } P)$$

$$\implies g (1 - t^{-1}Y) = g_1 (1 - t^{-1}Y_1) x$$

for some $x \in P$. Denoting $h = g_1^{-1}g$ and $Y' = hYh^{-1}$, we have

$$h (1 - t^{-1}Y) = (1 - t^{-1}Y_1) x$$

$$\implies x = (1 - t^{-1}Y_1)^{-1} h (1 - t^{-1}Y)$$

$$= (1 - t^{-1}Y_1)^{-1} (1 - t^{-1}Y') h$$

$$\implies xh^{-1} = (1 + t^{-1}Y_1 + t^{-2}Y_2 + \cdots) (1 - t^{-1}Y')$$

Now since $x \in P, \ h \in G$, the left hand side is integral, i.e., does not involve negative powers of $t$. Hence both sides must equal identity. It follows $x = h \in P = P \cap G$ and $Y_1 = Y' = hYh^{-1}$. In particular, $(g_1, Y_1) = (gh^{-1}, hYh^{-1}) \sim (g, Y)$ as needed. \(\square\)

2.5. The Nilpotent Cone. Nilpotent $n \times n$ matrices can be classified by their Jordan types, which are indexed by the set $\Par$ of partitions of $n$. The variety $\cN$ of nilpotent elements in $\mathfrak{sl}_n$ has the decomposition $\cN = \bigsqcup_{\nu \in \Par} \cN_{\nu}$, where $\cN_{\nu}$ is the set of nilpotent matrices of Jordan type $\nu$. We write $\cN_{\nu}$ for the closure (in $\cN$) of $\cN_{\nu}$. The dominance order $\preceq$ on $\Par$ is defined by $\mu \preceq \nu$ if and only if $\sum_{j \leq i} \mu_j \leq \sum_{j \leq i} \nu_j$ for all $i$. The inclusion order on $\{\cN_{\nu} | \nu \in \Par\}$ is the same as the dominance order on $\Par$, i.e., $\cN_{\mu} \subset \cN_{\nu}$ if and only if $\mu \preceq \nu$.

2.6. The map $\psi$: Consider the map $\psi : \cN \to G/\cG_0$ given by

$$\psi(N) = (1 - t^{-1}N) (\text{mod } \cG_0)$$

for $N \in \cN$

Observe that $\psi$ is $G$-equivariant:

$$\psi(gNg^{-1}) = (1 - t^{-1}gNg^{-1}) (\text{mod } \cG_0)$$

$$= g (1 - t^{-1}N) g^{-1} (\text{mod } \cG_0)$$

$$= g (1 - t^{-1}N) (\text{mod } \cG_0)$$

Lemma 2.7. The map $\psi$ is injective.
Proof. Suppose \( \psi(N) = \psi(N_1) \), i.e., \( (1 - t^{-1}N) = (1 - t^{-1}N_1) \mod G_0 \). Then
\[
(1 - t^{-1}N)^{-1} (1 - t^{-1}N_1) = (1 + t^{-1}N + t^{-2}N^2 + \cdots) (1 - t^{-1}N_1) \in G_0
\]
In particular, \( (1 - t^{-1}N)^{-1} (1 - t^{-1}N_1) \) is integral, and so must equal 1. It follows that \( N = N_1 \).

\[\Box\]

2.8. The Springer Resolution. Let \( n \) be Lie algebra consisting of strictly upper triangular matrices. As in Section 2.2 with \( P = B \), we have an identification of \( T^*G/B \) with \( G \times_B n \). The Springer resolution (cf. [S]) \( \theta : T^*G/B \to \mathcal{N} \) is given by \( \theta(g, N) = gNg^{-1} \) where \( g \in G \), \( N \in n \). The maps \( \phi_B \) and \( \psi \) from Sections 2.3 and 2.6 fit into the following commutative diagram:

\[
\begin{array}{ccc}
T^*G/B & \xrightarrow{\phi_B} & G/B \\
\downarrow{\theta} & & \downarrow{\text{pr}} \\
\mathcal{N} & \xrightarrow{\psi} & G/G_0
\end{array}
\]

where \( \text{pr} : G/B \to G/G_0 \) is the natural projection. A refinement of this result is proved in Theorem 6.4.

3. The Root System and the Weyl Group

In this section, we discuss some standard results on the root system, Weyl groups, and the Bruhat decomposition of an affine Kac-Moody group. For further details, the reader may refer to [K] [Ku].

3.1. The Weyl group. Let \( N \) be the normalizer of \( T \) in \( G \). The Weyl group \( \hat{W} \) of \( G \) is \( N(\mathbb{C}[t, t^{-1}])/T \). The elements of \( N(\mathbb{C}[t, t^{-1}]) \) are matrices of the form \( \sum_{i=1}^{n} t_iE_{\sigma(i),i} \), where
- \( (t_i) \) is a collection of non-zero monomials in \( t \) and \( t^{-1} \).
- \( \sigma \) is a permutation of \( \{1 \ldots n\} \).
- \( \det \left( \sum_{i=1}^{n} t_iE_{\sigma(i),i} \right) = 1 \).

Consider the homomorphism \( N(\mathbb{C}[t, t^{-1}]) \to GL_n(\mathbb{C}[t, t^{-1}]) \) given by

\[
\sum_{i=1}^{n} t_iE_{\sigma(i),i} \mapsto \sum_{i=1}^{n} t^{\text{ord}(t_i)}E_{\sigma(i),i}
\]

The kernel of this map is \( T \), and so we can identify \( \hat{W} \) with the group of \( n \times n \) permutation matrices \( M \), with each non-zero entry a power of \( t \), and \( \text{ord}(\det M) = 0 \). For \( w \in \hat{W} \), we call the matrix corresponding to \( w \) the affine permutation matrix of \( w \).

3.3. Generators for \( \hat{W} \). We shall work with the set of generators for \( \hat{W} \) given by \( \{s_0, s_1, \ldots, s_{n-1}\} \), where \( s_i, 0 \leq i \leq n - 1 \) are the reflections with respect to \( \alpha_i, 0 \leq i \leq n - 1 \). Note that \( \{\alpha_i, 1 \leq i \leq n - 1\} \) being the set of simple roots of \( G \), the Weyl group \( W \) of \( G \) is the subgroup of \( \hat{W} \) generated by \( s_1, \ldots, s_{n-1} \). The
affine permutation matrix of \( w \in W \) is \( \sum E_{w(i),i} \). The affine permutation matrix of \( s_0 \) is given by

\[
\begin{pmatrix}
0 & 0 & \cdots & t^{-1} \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & 1 \\
t & 0 & 0 & 0
\end{pmatrix}
\]

3.4. The root system of \( G \). Consider the vector space of \( n \times n \) diagonal matrices, with basis \( \{E_{ii} | 1 \leq i \leq n\} \). Writing \( (\epsilon_i | 1 \leq i \leq n) \) for the basis dual to \( \{E_{ii} | 1 \leq i \leq n\} \), we can identify the set of roots \( \Delta \) of \( G \) as follows:

\[
\Delta = \{ (\epsilon_i - \epsilon_j) | 1 \leq i \neq j \leq n \}
\]

The positive root \( \alpha_i + \cdots + \alpha_{j-1} \), where \( i < j \), corresponds to \( \epsilon_i - \epsilon_j \), and the negative root \( -(\alpha_i + \cdots + \alpha_{j-1}) \) corresponds to \( \epsilon_j - \epsilon_i \). For convenience, we shall denote the root \( \epsilon_i - \epsilon_j \) by \((i,j)\), where \( 1 \leq i \neq j \leq n \). The action of \( W(\cong S_n) \) on \( \Delta \) is given by \( s_{(a,b)} = E_{ab} + E_{ba} + \sum_{1 \leq i \leq n, i \neq ab} E_{ii} \).

3.5. The root system of \( \mathcal{G} \). Let \( \delta \) be the basic imaginary root in \( \Delta \), given by \( \delta = \alpha_0 + \theta \), where \( \theta \) is the highest root \( \theta = \alpha_1 + \cdots + \alpha_{n-1} \). The root system \( \Delta \) of \( \mathcal{G} \) can be described as

\[
\Delta = \{ n\delta + \alpha | n \in \mathbb{Z}, \alpha \in \Delta \} \bigcup \{ n\delta | n \in \mathbb{Z}, n \neq 0 \}
\]

The set of positive roots \( \Delta^+ \) has the following description:

\[
\Delta^+ = \{ n\delta + \alpha | n > 0, \alpha \in \Delta \} \bigcup \Delta_0^+ \bigcup \{ n\delta | n > 0 \}
\]

3.6. Decomposition of \( \hat{W} \) as a semi-direct product. Consider the element \( s_\theta \in W \), reflection with respect to the root \( \theta \). There exists (cf. [Ku,§13.1.6]) a group isomorphism \( \hat{W} \to W \rtimes Q \) given by

\[
s_i \mapsto (s_i, 0) \quad \text{for } 1 \leq i \leq n - 1
\]

\[
s_0 \mapsto (s_\theta, -\theta^\vee)
\]

where \( Q \) is the coroot lattice of \( \mathfrak{sl}_n \) and \( \theta^\vee = \alpha_1^\vee + \cdots + \alpha_{n-1}^\vee \). The simple coroot \( \alpha_i^\vee \in h, 1 \leq i \leq n - 1 \), is given by the matrix \( E_{ii} - E_{i+1,i+1} \). As shown in [LSS], a lift of \( (\text{id}, \alpha_i^\vee) \in \hat{W}, 1 \leq i \leq n - 1 \) to \( N(\mathbb{C}[t,t^{-1}]) \) is given by

\[
\begin{pmatrix}
\vdots & t^{-1} \\
t & \vdots
\end{pmatrix}
\]
where the dots are 1, and the off-diagonal entries are 0. For $q \in Q$, we will write $\tau_q$ for the image of $(\text{id}, q) \in W \ltimes Q$ in $\hat{W}$. In particular, if $q \in Q$ is given by $\tau_q = \sum t_i E_{ii}$, and $\alpha \in \hat{\Delta}$ is given by $\alpha = (a, b)$, then

$$l(\tau_q) = \sum_{\alpha \in \hat{\Delta}^+} |\alpha(q)|$$

The length of $\tau_q$ is given by (cf. [Ku], §13.1.E(3)) the formula

$$\tau_q(\alpha) = \alpha - \alpha(q)\delta$$

and only if $\alpha \in \hat{\Delta}$

$$\tau_q(\delta) = \delta$$

In particular, for $\alpha \in \hat{\Delta}^+$, $\tau_q(\alpha) > 0$ if and only if $\alpha(q) \leq 0$.

**Corollary 3.11.** For $\alpha \in \hat{\Delta}^+$, $\tau_q s_\alpha > \tau_q$ if and only if $\alpha(q) \leq 0$ and $s_\alpha \tau_q > \tau_q$ if and only if $\alpha(q) \geq 0$.

**Proof.** Follows from the equivalences (cf. [Ku]) $w s_\alpha > w \iff w(\alpha) > 0$ and $s_\alpha w > w \iff w^{-1}(\alpha) > 0$ applied to $w = \tau_q$. \hfill $\Box$

### 3.12. The Bruhat Decomposition

The Bruhat decomposition of $\mathcal{G}$ is given by $\mathcal{G} = \bigsqcup_{w \in \hat{W}} BwB$. For $w \in \hat{W}$, let $X(w) \subset \mathcal{G}/B$ be the affine Schubert variety:

$$X(w) = BwB \bmod B = \bigsqcup_{v \leq w} BvB \bmod B$$

The Bruhat order $\leq$ on $\hat{W}$ reflects inclusion of Schubert varieties, i.e., $v \leq w$ if and only if $X(v) \subseteq X(w)$. The Schubert variety $X(w)$ is a projective variety of dimension $l(w)$, the length of $w$.

A stronger version of the Bruhat decomposition is given by $\mathcal{G} = \bigsqcup_{\hat{W}^P} BwP$, where $\hat{W}^P$ is the set of minimal representatives (in the Bruhat order) of $\hat{W}/\hat{W}^P$ in $\hat{W}$. For $w \in \hat{W}$, the affine Schubert variety $X_P(w) \subset \mathcal{G}/P$ is given by

$$X_P(w) = BwP \bmod P = \bigsqcup_{v \leq w} BvP \bmod P$$

Every coset $\hat{W}^Pw$ has a unique representative in $\hat{W}^P$. For $w \in \hat{W}^P$, $X_P(w)$ is a projective variety of dimension $l(w)$.

**Proposition 3.13.** Suppose $w \in \hat{W}$ is given by the affine permutation matrix

$$\sum t_i E_{\sigma(i)i} = \sum E_{\sigma(i)i} \sum t_i E_{ii} = \sigma \tau_q$$

with $\sigma \in S_n$ and $\tau_q = \sum t_i E_{ii} \in Q$. Let $1 \leq a < b \leq n$ and set $s_r = s_{(a,b)}$, $s_t = s_{(a,1)} s_{(1,b)}$. 


Case 1: Suppose \( \text{ord}(t_a) = \text{ord}(t_b) \). Then \( s_tw = ws_r \). The set \( \{w, s_tw\} \) has a unique minimal element \( u \), given by \( u = \begin{cases} w & \text{if } \sigma(a) < \sigma(b) \\ s_tw & \text{if } \sigma(a) > \sigma(b) \end{cases} \).

Case 2: Suppose \( \text{ord}(t_a) \neq \text{ord}(t_b) \). Then \( s_tw \neq ws_r \), and the set \( \{w, s_tw, ws_r, s_tw_s\} \) has a unique minimal element \( u \), given by \( u = \begin{cases} s_tw_s & \text{if } \text{ord}(t_a) < \text{ord}(t_b) \\ w & \text{if } \text{ord}(t_a) > \text{ord}(t_b) \end{cases} \).

Further, we have \( u < s_tw < s_tw_s \) and \( u < ws_r < s_tw_s \).

Proof. Recall from Equation \((3.7)\) that \( q(a, b) = \text{ord}(t_b) - \text{ord}(t_a) \). Suppose first that \( \text{ord}(t_a) = \text{ord}(t_b) \), which from Equation \((3.9)\) is equivalent to \( \tau_q(a, b) = (a, b) \).

It follows that \( ws_r = \sigma \tau_q s(a, b) = \sigma s(a, b) \tau_q = s(\sigma(a), \sigma(b)) \sigma \tau_q = s_tw \).

Recall that for \( \alpha \in \Delta^+ \), we have \( ws_a > w \) if and only if \( w(a) > 0 \). Now, \( w(a, b) = \sigma \tau_q(a, b) = \sigma(a, b) = (\sigma(a), \sigma(b)) \) is positive if and only if \( \sigma(a) < \sigma(b) \), it follows that \( w < ws_r \) if and only if \( \sigma(a) < \sigma(b) \).

Suppose now that \( \text{ord}(t_a) \neq \text{ord}(t_b) \), and set \( k = \text{ord}(t_a) - \text{ord}(t_b) \). Then

\[
w(a, b) = \sigma \tau_q(a, b) = (\sigma(a), \sigma(b)) + k\delta
\]

\[
(w^{-1}(\sigma(a), \sigma(b))) = \tau_q^{-1}(\sigma(a), \sigma(b)) = \tau_q^{-1}(a, b) = (a, b) + k\delta
\]

It follows that \( w(a, b) \) and \( w^{-1}(\sigma(a), \sigma(b)) \) are positive if \( k > 0 \) and negative if \( k < 0 \). Accordingly, we have \( w < ws_r \), \( w < s_tw \) if \( \text{ord}(t_a) > \text{ord}(t_b) \), and \( w > ws_r \), \( w > s_tw \) if \( \text{ord}(t_a) < \text{ord}(t_b) \).

Similarly, it follows from

\[
s_tw(a, b) = s_l \sigma \tau_q(a, b) = s_l(\sigma(a), \sigma(b)) + k\delta = (\sigma(b), \sigma(a)) + k\delta
\]

that \( s_tw < s_tw_s \) if \( \text{ord}(t_a) > \text{ord}(t_b) \) and \( s_tw > s_tw_s \) if \( \text{ord}(t_a) < \text{ord}(t_b) \). Finally,

\[
(ws_r)^{-1}(\sigma(a), \sigma(b)) = s_r \tau_q^{-1}(\sigma(a), \sigma(b)) = s_r(\sigma(a), \sigma(b)) = s_r(a, b) - k\delta = (b, a) - k\delta
\]

implies \( s_tw_s < ws_r \) if \( \text{ord}(t_a) < \text{ord}(t_b) \) and \( s_tw_s > ws_r \) if \( \text{ord}(t_a) > \text{ord}(t_b) \).

\( \square \)

4. Combinatorics of Parabolic Subgroups

In this section, we associate a tableau to any given parabolic subgroup. We prove some combinatorial results on this tableau, which will be used in the succeeding sections. We will follow the notation of this section for the rest of the paper.

Let \( V \) be the complex vector space \( \mathbb{C}^n \) with standard basis \( \{e_i| 1 \leq i \leq n\} \). The group \( G \) acts on \( V \), and parabolic subgroups of \( G \) occur as stabilizers of partial flags in \( V \). Consider a sequence \( 0 = d_0 < d_1 < \ldots < d_{r-1} < d_r = n \). Let \( V_i \) be the subspace generated by \( \{e_j| 1 \leq j \leq d_i\} \), and \( P \) the stabilizer of the flag \( V_0 \subset V_1 \subset \ldots \subset V_{r-1} \subset V_r \). Then \( P \) is the parabolic subgroup corresponding to \( S_P \subset S_0 \) where \( S_P = S_0 \setminus \{a_{d_i}| 1 \leq i < r\} \). We write \( P \) for the parabolic subgroup \( B \subset \mathcal{P} \subset G \) corresponding to \( S_P \subset S \). Let \( \lambda_i = d_i - d_{i-1} \) and \( \lambda = (\lambda_1, \ldots, \lambda_r) \). The elements of \( P \) are exactly those matrices in \( G \) whose bottom left entries in Figure 1.1 are 0. Let \( U \) be the unipotent radical of \( P \), and \( u \) the Lie algebra of \( U \). A matrix \( X \) is in \( u \) if and only if \( X(V_i) \subset X(V_{i-1}) \). The algebra \( u \) is nilpotent.
and contains exactly those matrices whose non-zero entries are confined to the top right corner of Figure 4.1. It is clear from the figure that
\[ \dim G/P = \dim u = \frac{n^2 - \sum \lambda_i^2}{2} = \sum_{i<j} \lambda_i \lambda_j \]

4.2. Tableaux. We draw a left-aligned tableau with \( r \) rows, with the \( i \)th row from top having \( \lambda_i \) boxes. Fill the boxes of the tableau as follows: the entries of the \( i \)th row are the integers \( k \) satisfying \( d_i < k \leq d_i + 1 \), written in increasing order.

We denote by \( \text{Row}(i) \) the set of entries in the \( i \)th row of the tableau. The Weyl group \( W_P \) is the subgroup of \( S_n \) that preserves the partition \( \{1, \ldots, n\} = \bigsqcup_i \text{Row}(i) \).

Let \( \nu_i \) denote the number of boxes in the \( i \)th column from the left. The following are true:
1. The \( \nu_i \) are non-increasing in \( i \), i.e., \( \nu = (\nu_1, \ldots, \nu_r) \) is a partition of \( n \).
2. The tableau has \( s := \max \{\lambda_i | 1 \leq i \leq r\} \) columns.
3. The tableau has \( r := \nu_1 \) rows.

We can now define a co-ordinate system \( \chi(\bullet, \bullet) \) on \( \{1, \ldots, n\} \) as follows: For \( 1 \leq i \leq r, 1 \leq j \leq \nu_i \), let \( \chi(j, i) \) denote the \( j \)th entry (from the top) of the \( i \)th column. Note that \( \chi(j, i) \) need not be in \( \text{Row}(j) \).

Finally, let \( F^i_{j,k} \) denote the elementary matrix \( E_{\chi(j,i),\chi(k,i)} \). Observe that \( \chi(b, i) = \chi(c, j) \) if and only if \( i = j \) and \( b = c \). In particular,
\[ F^i_{a,b}F^j_{c,d} = \delta_{ij}\delta_{ab}F^i_{a,d} \]

4.4. Red and Blue. We split the set \( \{1, \ldots, n\} \) into disjoint subsets \( \text{Red} \) and \( \text{Blue} \), depending on their positions in the tableau. Let \( S_1 = \{\chi(1,i) | 1 \leq i \leq s\} \) be the set of entries which are topmost in their column. We write \( S_1(i) = S_1 \cap \text{Row}(i) \).

For convenience, we also define \( S_2(i) = \text{Row}(i) \setminus S_1(i) \) and \( S_2 = \bigcup_i S_2(i) \).
The set $\mathcal{R}ed(i)$ is the collection of the $\#\mathcal{S}_i(i)$ smallest entries in $\mathcal{R}ow(i)$:
$$\mathcal{R}ed(i) := \{ j \mid d_{i-1} < j \leq d_i - \max \{ \lambda_j \mid j < i \} \}$$
We set $\mathcal{B}lue(i) = \mathcal{R}ow(i) \setminus \mathcal{R}ed(i)$, $\mathcal{R}ed = \bigsqcup_i \mathcal{R}ed(i)$, and $\mathcal{B}lue = \bigsqcup_i \mathcal{B}lue(i)$. The elements of $\mathcal{R}ed(i)$ are smaller than the elements of $\mathcal{B}lue(i)$.

The elements of $\mathcal{R}ed$, arranged in increasing order are written $l(1), \ldots, l(s)$. We enumerate the elements of $\mathcal{B}lue$, written row by row from bottom to top, each row written left to right, as $m(1), \ldots, m(n - s)$.

**Example 4.5.** Let $n = 17$ and the sequence $(d_i)$ be $(1, 5, 9, 11, 17)$. The corresponding tableau is

```
1  
2 3 4 5
6 7 8 9
10 11
12 13 14 15 16 17
```

- $r = 5$, $s = 6$.
- The sequence $(\lambda_i)$ is $(1, 4, 4, 2, 6)$.
- The sequence $(\nu_i)$ is $(5, 4, 3, 3, 1, 1)$.
- $\mathcal{R}ow(3) = \{6, 7, 8, 9\}$.
- $\chi(4, 1) = 10$, $\chi(3, 4) = 15$, $\chi(1, 6) = 17$ etc.
- $F_{2,4}^1 = E_{2,10}$, $F_{3,3}^1 = E_{14,14}$ etc.
- $\mathcal{S}_1 = \{1, 3, 4, 5, 16, 17\}$.
- $\mathcal{R}ed = \{1, 2, 3, 4, 12, 13\}$.
- The sequence $m(i)$ is $(14, 15, 16, 17, 10, 11, 6, 7, 8, 9, 5)$.

**Proposition 4.6.** Let $\nu = (\nu_1, \ldots, \nu_s)$ and $\nu' = (\nu'_1, \ldots, \nu'_{s})$ be conjugate partitions, written in non-increasing order. Then
$$\sum_{i=1}^{r} \nu_i^2 = \sum_{i=1}^{s} \sum_{j=1}^{s} \min\{\nu'_i, \nu'_j\} = \sum_{i=1}^{s} (2i - 1) \nu'_i.$$ 

*Proof.* Let $(\cdot, \cdot)$ be the dot product on $V$ given by $\langle e_i, e_j \rangle = \delta_{ij}$. Consider the Young diagram $\mathbf{Y}$ whose $i^{th}$ row has $\nu_i$ boxes. Fill each box in the $i^{th}$ row of $\mathbf{Y}$ with $e_i$. Let $v_i$ be the sum of all vectors in the $i^{th}$ column and $v$ the sum of the vectors in all the boxes in $\mathbf{Y}$. Observe that $v_i = \sum_{1 \leq i \leq \nu'_i} e_i$ and so

$$\langle v_i, v_j \rangle = \left\langle \sum_{k=1}^{\nu'_i} e_k, \sum_{k=1}^{\nu'_j} e_k \right\rangle = \min\{\nu'_i, \nu'_j\}.$$ 

$$\langle v, v \rangle = \sum_{i=1}^{s} \sum_{j=1}^{s} \langle v_i, v_j \rangle = \sum_{i=1}^{s} \sum_{j=1}^{s} \min\{\nu'_i, \nu'_j\}.$$ 

But we also have

$$\langle v, v \rangle = \left\langle \sum_{i,j} \nu_i \mathbf{e}_i, \sum_{i,j} \nu_j \mathbf{e}_i \right\rangle = \sum_{i,j} \delta_{ij} \nu_i \nu_j = \sum_{i} \nu'_i^2.$$
which gives the first part of the equality. For the second part, we use \( \min\{\nu_i', \nu_j'\} = \nu_{\max\{i,j\}}' \) to get
\[
\langle v, v \rangle = \left( \sum v_i, \sum v_j \right) = \sum \langle v_i, v_i \rangle + 2 \sum_{i>j} \langle v_i, v_j \rangle = \sum \nu_i'^2 + 2 \sum_{i=1}^s \sum_{j=1}^{i-1} \nu_i' = \sum (2i-1)\nu_i'
\]

\[\square\]

Corollary 4.7. Let \( \lambda, \nu \) be as in Section 4.2. Then:
\[
\sum_{i=1}^r \lambda_i^2 = \sum_{i=1}^s (2i-1)\nu_i.
\]

Proof. The collection \( (\nu_1, \ldots, \nu_s) \) is a partition of \( n \), and the collection \( (\lambda_1, \ldots, \lambda_r) \) is a permutation of the conjugate partition \( (\nu_1', \ldots, \nu_r') \).
\[\square\]

5. Compactification of \( T^*G/P \)

Let notation be as in Section 4. Let \( \kappa \in \hat{W} \) be represented by the affine permutation matrix
\[
\sum_{i=1}^s t^{\nu_i-1}E_{i,i(i)} + \sum_{i=1}^{n-s} t^{-1}E_{i+s,m(i)}
\]
Let \( \phi_P \) be as in Section 2.3. In this section, we show that the image of \( \phi_P \) is contained in \( X_P(\kappa) \). We first construct a matrix \( Z \) whose \( P \)-orbit is dense in \( u \) and compute the Bruhat cell \( \varpi \) containing \( (1-t^{-1}Z) \). We discuss the relationship between \( \varpi \) and \( \kappa \) and then prove \( \text{Im}(\phi_P) \subset X_P(\kappa) \).

5.1. The Matrix \( Z \). Recall the co-ordinate system \( \chi(\bullet, \bullet) \) from Section 4.2 and the elementary matrices \( F_{i,a,b}^i \) from Equation (4.3). Let \( Z \) be the \( n \times n \) matrix given by
\[
Z = \sum_{i=1}^s \sum_{j=1}^{\nu_i-1} F_{j,j+1}^i
\]
Then
\[
Ze_{\chi(j,i)} = \begin{cases} e_{\chi(j-1,i)} & \text{if } j > 1 \\ 0 & \text{if } j = 1 \end{cases}
\]
It follows that \( \{e_{\chi(\nu_i,i)} \mid 1 \leq i \leq s\} \) is a minimal generating set for \( V \) as a module over \( \mathbb{C}[Z] \) (the \( \mathbb{C} \)-algebra generated by \( Z \)). In particular,

1. \( Z(V_i) \subset V_{i-1}, \) i.e., \( Z \in u \), where \( u \) is as in Section 2.2
2. The Jordan type of \( Z \) is \( \nu \).

An element in \( x \in u \) is called a Richardson element of \( u \) if \( \dim(Gx) = 2\dim G/P \). Our next lemma shows that \( Z \) is a Richardson element in \( u \). A comprehensive study of Richardson elements in \( u \) can be found in [III].

Lemma 5.2. The \( P \)-orbit of \( Z \) is dense in \( u \). Equivalently, the \( G \)-orbit of \( (1, Z) \) is dense in \( T^*G/P = G \times P \) \( u \).
Proof. Observe that the two statements are clearly equivalent. Let $K$ be the group of non-zero scalar matrices over $\mathbb{C}$, and $P$ the subgroup of $GL_n(\mathbb{C})$ generated by $K$ and $P$. Since $K$ acts trivially on $u$, it is enough to show that the orbit of $Z$ under $P$ is dense in $u$. Let $C_P(Z)$ be the stabilizer of $Z$ under the conjugation action of $P$. It is enough to show that $\dim C_P(Z) = \dim P - \dim u$. Observe first that

$$\dim C(Z) \geq \dim C_P(Z) \geq \dim P - \dim u = \sum_{i=1}^{r} \lambda_i^2.$$  

It is now enough to show that $\dim C(Z) \leq \sum \lambda_i^2$, from which the result will follow.

Let $\zeta : GL_n(\mathbb{C}) \hookrightarrow V^{\oplus s}$ be the map $g \mapsto (ge_1, \ldots, ge_n)$, and $\rho : V^{\oplus n} \rightarrow V^{\oplus s}$ the projection $(v_1, \ldots, v_n) \mapsto (v_{\chi(v_1,1)}, \ldots, v_{\chi(v_s,s)})$. As a $\mathbb{C}[Z]$-module, $V$ is generated by the set $\{e_{\chi(v_i,i)} | 1 \leq i \leq s\}$. Since $V$ is generated (as a $\mathbb{C}[Z]$-module) by the set $\{e_{\chi(v_i,i)} | 1 \leq i \leq s\}$, the action of $g \in C(Z)$ on $V$ is determined by its action on the set $\{e_{\chi(v_i,i)} | 1 \leq i \leq s\}$. In particular, the map $(\rho \circ \zeta) |C(Z)|$ is injective. Furthermore, since $Z^{\nu_i} e_{\chi(v_i,i)} = 0$, it follows that $\text{Im}(\rho \circ \zeta)|C(Z)| \subset \bigoplus_{i=1}^{s} \ker Z^{\nu_i}$. The kernel of $Z^{\nu_i}$ being spanned by $\{e_{\chi(k,j)} | j \leq s, k \leq \nu_i, k \leq \nu_j\}$, we deduce

$$\dim C(Z) \leq \dim \left( \bigoplus_{i=1}^{s} \ker Z^{\nu_i} \right) = \sum_{i=1}^{s} \dim (\ker Z^{\nu_i})$$

$$= \sum_{i=1}^{s} \sum_{j=1}^{s} \# \{e_{\chi(k,j)} | k \leq \min \{\nu_i, \nu_j\}\}$$

$$= \sum_{i=1}^{s} \sum_{j=1}^{s} \min \{\nu_i, \nu_j\} = \sum_{i=1}^{r} \lambda_i^2$$

where the last equality is from Corollary 4.7. \hfill \Box

Corollary 5.3. We have the equality $C_G(Z) = C_P(Z)$.

Proof. Since $C_G(Z) = C(Z) \cap G$ and $C_P(Z) = C_P(Z) \cap G$, it is enough to show $C(Z) = C_P(Z)$. The map $p \circ \zeta$ embeds $C(Z)$ as a dense, hence irreducible, subset of $V^{\oplus s}$. In particular the real codimension of $C(Z)$ in $V^{\oplus s}$ is at least 2, and so $C(Z)$ is connected. It follows that $C_P(Z)$, being a codimension 0 closed subvariety of $C(Z)$, must equal $C(Z)$. \hfill \Box

Proposition 5.4. Let $B \in B$ be the Bruhat cell containing $1 - t^{-1}Z$. A lift of $\varpi$ to $N(\mathbb{C}[t, t^{-1}])$ is given by

$$\tilde{\varpi} = \sum_{i=1}^{s} \left( t^{\nu_i - 1} F_{\nu_i,1} - \sum_{j=2}^{\nu_i} t^{-1} F_{j-1, j} \right)$$
Proof. For $1 \leq i \leq s$, let

$$b_i := \sum_{j=1}^{\nu_i} \sum_{k=\nu_i-j}^{\nu_i} t^{k-j} F^i_{j,k} = \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^k F^i_{j,k+1}$$

and

$$c_i := \sum_{j=1}^{\nu_i} F^i_{j,j} + \sum_{j=2}^{\nu_i-1} t^{j-1} F^i_{j-1,1}$$

$$Z_i := \sum_{j=1}^{\nu_i} F^i_{j,j} - t^{-1} \sum_{j=1}^{\nu_i-1} F^i_{j,j+1}$$

We have

$$b_i Z_i c_i = \left( \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^k F^i_{j+k,k} \right) \left( \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^{k-1} F^i_{j+k+1,k+1} \right) c_i$$

$$= \left( \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^k F^i_{j,k+k} \right) \left( \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^{k-1} F^i_{j+k+1,k+1} \right) c_i$$

$$= \left( \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^k F^i_{j,k+k} \right) \left( \sum_{j=1}^{\nu_i} \sum_{k=0}^{\nu_i-j} t^{k-1} F^i_{j+k+1,k} \right) c_i$$

$$= \sum_{k=0}^{\nu_i} t^k F^i_{k+1,k+1} - \sum_{j=2}^{\nu_i} t^{j-1} F^i_{j-1,j} - \sum_{j=2}^{\nu_i} t^{j-1} F^i_{j-1,1}$$

$$= t^{\nu_i-1} F^i_{\nu_i,1} - \sum_{j=2}^{\nu_i} t^{j-1} F^i_{j-1,j}$$

Observe that $1 - t^{-1} Z = \sum_{i=1}^s Z_i$. It follows from Equation (4.3) that for $i \neq j$, $b_i Z_j = 0$ and $Z_j c_i = 0$. Writing $b = \sum_i b_i$ and $c = \sum_i c_i$, we see

$$b(1 - t^{-1} Z)c = \sum_i b_i Z_i c_i = \varpi$$

The result now follows from the observation $b, c \in \mathcal{B}$. \qed

Lemma 5.5. There exist $w_g \in \widehat{W}_g_0$, $w_p \in \widehat{W}_p$ such that $\varpi = w_g kw_p$. In particular, $X_{\varpi}(\mathcal{W}) \subset \mathcal{G}_0 \mathcal{K} \mathcal{P}(\text{mod } P)$.

Proof. Recall the disjoint subsets $\mathcal{S}_1, \mathcal{S}_2$ of $\{1, \ldots, n\}$ from Section 4.4. Consider the bijection $\iota: \mathcal{S}_2 \to \{\chi(j,i) | 1 \leq j \leq \nu_i - 1\}$ given by $\iota(\chi(j,i)) = \chi(j-1, i)$. We reformulate Proposition 5.4 as

$$\tilde{\varpi} = \sum_{i=1}^s t^{\nu_i-1} E^\chi(\nu_i, i) - \sum_{i \in \mathcal{S}_2} E_{(i,i)}$$
Proposition 3.13: Consider the affine permutation matrix of $G$. It follows from Equation (3.2) that the affine permutation matrix of $\kappa$ is given by

$$\varpi = \sum_{i=1}^{s} t^{\nu-1} E_{\chi(v_i, i), \chi(1, i)} + \sum_{i \in S_2} E_{i(i), i}.$$ 

Observe that $\#\text{Red}(k) = \#S_1(k)$ and $\#\text{Blue}(k) = \#S_2(k)$. Since both $(l(i))_{1 \leq i \leq s}$ and $(\chi(1, i))_{1 \leq i \leq s}$ are increasing sequences, $\chi(1, i)$ and $l(i)$ are in the same row for each $i$. Furthermore, there exists an enumeration $t(1), \ldots, t(n-s)$ of $S_2$ such that $t(i)$ is in the same row as $m(i)$ for all $i$. We now define the affine permutation matrix of $w_g \in W$ and $w_p \in W_P$ as follows:

$$w_g = \sum_{i=1}^{s} E_{i, \chi(v_i, i)} + \sum_{i=1}^{n-s} E_{i+s, l(t(i))}$$
$$w_p = \sum_{i=1}^{s} E_{\chi(1, i), l(i)} + \sum_{i=1}^{s} E_{i(t(i)), m(i)}$$

A simple calculation shows $\varpi = w_g \kappa w_p$.

Proof: Consider the affine permutation matrix of $\kappa$. We will show, for $1 \leq i < n$, either $s_i \kappa = \kappa (\text{mod } P)$ or $s_i \kappa < \kappa$. We split the proof into several cases, and use Proposition 3.13.

1. $i < s$ and $\nu_i = \nu_{i+1}$: We deduce from $\nu_i = \nu_{i+1}$ that the entries $l(i)$ and $l(i+1)$ appear in the same row of the tableau. In particular, $l(i) \in S_P$. The non-zero entries of the $i$th and $(i+1)$th row are $t^{\nu_{i-1}} E_{i, l(i)}$ and $t^{\nu_{i+1-1}} E_{i+1, l(i+1)}$ respectively. We see $s_i \kappa = \kappa s_{l(i)} = \kappa (\text{mod } W_P)$.

2. $i < s$ and $\nu_i > \nu_{i+1}$: The non-zero entries of the $i$th and $(i+1)$th row are $t^{\nu_{i-1}} E_{i, l(i)}$ and $t^{\nu_{i+1-1}} E_{i+1, l(i+1)}$ respectively. Case 2 of Proposition 3.13 applies with $a = l(i)$, $b = l(i+1)$, and we have $s_i \kappa < \kappa$.

3. $i = s$: The non-zero entries of the $i$th and $(i+1)$th row are $t^{\nu_{i-1}} E_{s, l(s)}$ and $t^{-1} E_{i+1, l(1)}$ respectively. Since $m(1) \in \text{Blue}(r)$, it follows from Section 4.4 that $l(s) < m(1)$. Case 2 of Proposition 3.13 applied with $a = l(s)$, $b = m(1)$ tells us $s_i \kappa < \kappa$.

4. $i > s$ and $m(i-s) \in S_P$: The non-zero entries of the $i$th and $(i+1)$th row are $t^{-1} E_{i, m(i-s)}$ and $t^{-1} E_{i+1, m(i+1-s)}$ respectively. It follows $s_i \kappa = \kappa s_{m(i-s)} = \kappa (\text{mod } W_P)$.

5. $i > s$ and $m(i-s) \notin S_P$: It follows from $m(i-s) \notin S_P$ that if $m(i-s) \in \text{Row}(j)$ then $m(i+1-s) \in \text{Row}(j-1)$. In particular, $m(i+1-s) < m(i-s)$. The non-zero entries of the $i$th and $(i+1)$th row are $t^{-1} E_{i, m(i-s)}$ and $t^{-1} E_{i+1, m(i+1-s)}$ respectively. Case 1 of Proposition 3.13 applied with $a = m(i+1-s)$, $b = m(i+s)$ tells us $s_i \kappa < \kappa$.

Theorem 5.7. Let $\phi_P$ be as in Section 2.3. Then $\text{Im}(\phi_P) \subset X_P(\kappa)$. In particular, the map $\phi_P$ gives a compactification of $T^* G/P$. Further $\kappa$ is the minimal element in $W$ satisfying $\text{Im}(\phi_P) \subset X_P(\kappa)$. □
Proof. Lemma 5.2 states \( T^*G/P = \mathfrak{O} \), where \( \mathfrak{O} \) is the \( G \)-orbit of \( (1, Z) \in G \times P \). Since \( \phi_P(1, Z) \in B\varpi P/P \) (cf. Proposition 5.4), the \( G \)-equivariance of \( \phi_P \) implies \( \phi_P(\mathfrak{O}) \subset GB\varpi P/P = G_0\varpi P/P \). It follows
\[
\phi_P(T^*G/P) = \phi_P(\mathfrak{O}) \subset \phi_P(G_0\varpi P/P) = G_0\varpi P/P.
\]
where the last equality follows from Lemma 5.5 and Proposition 5.6. Further, \( \phi_P(T^*G/P) \), being a closed subvariety of \( X_P(\kappa) \), is compact. Finally, to prove minimality, we can find a \( g \in G \) such that \( \phi_P(g, Z) \in B\varpi P/P \). Now, Proposition 5.6 implies that \( \kappa \) is maximal in \( \mathfrak{W}_\varpi \), and so there exists a \( w \in W \) such that \( \kappa = w\varpi \) and \( l(\kappa) = l(w) + l(\varpi) \). In particular, \( BwB\varpi P = B\kappa P \). Then \( \phi_P(g, Z) \in X_P(\kappa) \) for any \( g \in BwB \). □

6. Lusztig’s Embedding

In this section, we construct \( q \in Q \) (depending on \( \nu \)) for which the Schubert variety \( X^qG_0(\tau_q) \) is a compactification of \( \mathcal{N}_\nu \) via \( \psi \). We also relate this compactification to the one in Theorem 5.7 via the Springer resolution.

6.1. The co-root \( q \). Let \( q \in Q \) be given by the diagonal matrix:
\[
q = \sum_{i=1}^{s} (1 - \nu_i)E_{i,i} + \sum_{i=s+1}^{n} E_{i,i} = \text{Id}_{n} - \sum_{i=1}^{s} \nu_i E_{i,i}
\]
The affine permutation matrix of \( \tau_q \) is given by
\[
\tau_q = \sum_{i=1}^{s} t^{\nu_i-1}E_{i,i} + \sum_{i=s+1}^{n} t^{-1}E_{i,i}
\]

Lemma 6.2. The length of \( \tau_q(\in \hat{W}) \) is \( 2 \dim G/P \).

Proof. Let \( \langle , \rangle \) denote the dual pairing on \( \mathfrak{h}^* \times \mathfrak{h} \). We use Equation 3.8 to compute \( l(\tau_q) \):
\[
l(\tau_q) = \sum_{1 \leq i < j \leq n} |\langle \epsilon_i - \epsilon_j, q \rangle| = \sum_{1 \leq i < j \leq n} \left| \langle \epsilon_i - \epsilon_j, \text{Id}_{n} - \sum \nu_k E_{kk} \rangle \right| = \sum_{1 \leq i < j \leq n} |\langle \epsilon_i - \epsilon_j, \sum \nu_k E_{kk} \rangle| \]
\[
= \sum_{1 \leq i < j \leq s} |\langle \epsilon_i - \epsilon_j, \sum \nu_k E_{kk} \rangle| + \sum_{1 \leq i < j \leq n} |\langle \epsilon_i - \epsilon_j, \sum \nu_k E_{kk} \rangle|
\]
\[
= \sum_{1 \leq i < j \leq s} (\nu_i - \nu_j) + \sum_{s < j \leq n} \nu_i
\]
Lemma 6.3. The element $\tau_q$ belongs to $\hat{W}\hat{G}_0$. In particular, $\dim X_{\hat{G}_0}(\tau_q) = l(\tau_q)$.

Proof. Follows from Equation (3.9) and Equation (3.7). □

Theorem 6.4. There exists a resolution of singularities $\theta : T^*G/P \to N_\nu$, given by $(g,N) \mapsto gN\eta^{-1}$ for $(g,N) \in G \times^P u$. Furthermore, we have the following commutative diagram:

$$
\begin{array}{ccc}
T^*G/P & \xrightarrow{\phi} & X_P(\kappa) \\
\downarrow{\theta} & & \downarrow{pr} \\
N_\nu & \xrightarrow{\psi} & X_{\hat{G}_0}(\tau_\beta)
\end{array}
$$

where $pr$ is the restriction to $X_P(\kappa)$ of the natural projection $G/P \to G/G_0$. The map $\psi_\nu$ is an open immersion onto the opposite cell $Y_{\hat{G}_0}(\tau_q) := B^- \cap X_{\hat{G}_0}(\tau_q)$ of the Schubert variety $X_{\hat{G}_0}(\tau_q)$; in particular, the Schubert variety $X_{\hat{G}_0}(\tau_q)$ is a compactification of $N_\nu$.

Proof. The existence and desingularization property of $\theta$ are implied by the main results of [H] and [F]. Recall the injective map $\psi$ from Section 2.8; let $\psi_\nu = \psi|N_\nu$. Note that $\kappa = \tau_q \sigma$, where the affine permutation matrix of $\sigma \in W$ is given by

$$
\sigma = \sum_{i=1}^s E_{i,l(i)} + \sum_{i=1}^{n-s} E_{i+s,m(i)}
$$

In particular, $X_{\hat{G}_0}(\tau_q) = X_{\hat{G}_0}(\kappa)$, and so it follows from Theorem 5.1 that $\psi(N_\nu) \subset X_{\hat{G}_0}(\tau_q)$. Since $\dim N_\nu = 2 \dim G/P = l(\tau_q) = \dim X_{\hat{G}_0}(\tau_q)$, the result follows. □

7. Dimension of $X_P(\kappa)$

Lakshmibai (cf. [L]) has constructed, for $P$ a maximal parabolic (proper) subgroup in $G$, a similar embedding $\eta_P : T^*G/P \hookrightarrow X_P(\eta)$. The map $\eta_P$ is dominant, thus giving a Schubert variety as a compactification of $T^*G/P$. Lakshmibai et al. (cf. [LSS]) discuss a family of maps $T^*G/B \to G/B$, including the map $\phi_B$, for which the image of $T^*G/B$ is not a Schubert variety. With this in mind, we compute the dimension of $X_P(\kappa)$, and thus the codimension of $\Im(\phi_P)$ in $X_P(\kappa)$. We also recover Lakshmibai’s result, i.e., for $P$ a maximal parabolic (proper) subgroup in $G$, the map $\phi_P$ is dominant. In fact, Corollary 7.3 says that $X_P(\kappa)$ is a compactification of $T^*G/P$ if and only if $P$ is a maximal parabolic subgroup.

Proposition 7.1. The dimension of the Schubert variety $X_P(\kappa)$ equals the length of $\kappa$.
Proof. We need to show that $\kappa \in \tilde{W}P$. For $\alpha_i \in S_P$, we show $\kappa s_i > \kappa$. Recall the partitioning of $\{1, \ldots, n\}$ from Section 4.4 into Red and Blue. Note that $\alpha_i \in S_P$, implies $i$ and $i + 1$ appear in the same row of the tableau. In particular, if $i \in S_P \cap \text{Blue}(j)$ then $i + 1 \in \text{Blue}(j)$.

(1) Suppose $i \in \text{Blue}$. Then $i = m(k)$ and $i + 1 = m(k + 1)$ for some $k$.

The non-zero entries in the $i^{th}$ and $(i + 1)^{th}$ columns are $t^{-1}E_{k,i}$ and $t^{-1}E_{k+i+1,i+1}$. We apply Case 1 of Proposition 3.13 with $a = i$, $b = i + 1$.

(2) Suppose $i \in \text{Red}$ and $i + 1 \in \text{Blue}$. The non-zero entries in the $i^{th}$ and $(i + 1)^{th}$ columns are $t^{\nu-1}E_{k,i}$ and $t^{\nu-1}E_{k,i+1}$. Since $k \leq s < j$, we can apply Case 2 of Proposition 3.13 with $a = i$, $b = i + 1$, $\nu_k - 1 = \text{ord}(t_a) > \text{ord}(t_b) = -1$ and $i = \sigma(a) < \sigma(b) = i + 1$ to get $\kappa < \kappa s_i$.

(3) Suppose $i, i + 1 \in \text{Red}$. Since $i$ and $i + 1$ are in the same row of the tableau, we have $i = l(k)$ and $i + 1 = l(k + 1)$ for some $k$. The non-zero entries in the $i^{th}$ and $(i + 1)^{th}$ columns are $t^{\nu_k-1}E_{k,i}$ and $t^{\nu_{k+1}-1}E_{k+1,i+1}$. If $\nu_k = \nu_{k+1}$, Case 1 of Proposition 3.13 applies with $a = i$, $b = i + 1$ to give $\kappa < \kappa s_i$. If $\nu_k > \nu_{k+1}$, Case 2 of Proposition 3.13 applies with $a = i$, $b = i + 1$, $\nu_k - 1 = \text{ord}(t_a) > \text{ord}(t_b) = \nu_{k+1} - 1$ to give $\kappa < \kappa s_i$.

Lemma 7.2. The length of $\kappa$ is given by the formula

$$l(\kappa) = 2 \dim G/P + \sum_{k' < k} \# \text{Row}(k) \# \text{Blue}(k')$$

Proof. We have $\kappa = \tau_\sigma \delta$ where $\sigma$ is as in Equation (6.5). Viewing $\sigma$ as an element of $S_n$, we have $\sigma^{-1}(i) = \left\{ \begin{array}{ll} l(i) & i \leq s \\ m(i - s) & i > s \end{array} \right.$ We compute

$$l(\sigma) = \# \{(i, j) \mid 1 \leq i < j \leq n, \sigma^{-1}(i) > \sigma^{-1}(j)\}$$

$$= \# \{(i, j) \mid i < j \leq s, l(i) > l(j)\}$$

$$+ \# \{(i, j) \mid i \leq s < j, l(i) > m(j - s)\}$$

$$+ \# \{(i, j) \mid s < i < j, m(i - s) > m(j - s)\}$$

Recall that $l(i)$ is an increasing sequence, i.e., $i < j < s \implies l(i) < l(j)$, and so

$$l(\sigma) = \# \{(i, j) \mid i \leq s, j \leq n - s, l(i) > m(j)\}$$

$$+ \# \{(i, j) \mid i < j \leq n - s, m(i) > m(j)\}$$

$$= \# \{(i, j) \mid i \in \text{Red}, j \in \text{Blue}, i > j\}$$

$$+ \# \{(i, j) \mid i \in \text{Red}, j \in \text{Blue}, i > j\}$$

$$= \sum_{k' < k} \# \{(i, j) \mid i \in \text{Red}(k), j \in \text{Blue}(k')\}$$

$$+ \sum_{k' < k} \# \{(i, j) \mid i \in \text{Blue}(k), j \in \text{Blue}(k')\}$$

$$= \sum_{k' < k} \# \text{Row}(k) \# \text{Blue}(k')$$
Finally, Lemma 6.3 implies \( l(\kappa) = l(\tau_q) + l(\sigma) \) and we get, as claimed:
\[
l(\kappa) = 2 \dim G/P + \sum_{k' < k} \# \text{Row}(k) \# \text{Blue}(k')
\]

\( \square \)

**Corollary 7.3.** The Schubert variety \( X_P(\kappa) \) is a compactification of \( T^* G/P \) if and only if \( P \) is a maximal parabolic subgroup.

**Proof.** The parabolic subgroup \( P \) is maximal if and only if \( S_P = S_0 \setminus \{\alpha_d\} \) for some \( d \), equivalently, the corresponding tableau has exactly 2 rows. In this case \( \text{Blue} \subset \text{Row}(2) \), (recall from Section 4.4 that \( \text{Blue} = \bigsqcup i \text{Blue}(i) \)). It follows that the second term in Lemma 7.2 is an empty sum, which implies \( l(\kappa) = 2 \dim G/P \).

Suppose now that the tableau has \( r \geq 3 \) rows. In this case, both \( \text{Blue}(2) \) and \( \text{Row}(r) \) are non-empty, and so the second term in Lemma 7.2 is strictly greater than 0. \( \square \)
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