Energy-Efficient Computation Offloading in Vehicular Edge Cloud Computing

XIN LI\textsuperscript{1,2}, (Student Member, IEEE), YIFAN DANG\textsuperscript{3}, (Student Member, IEEE), MOHAMMAD AAZAM\textsuperscript{4}, (Senior Member, IEEE), XIA PENG\textsuperscript{5}, TEFANG CHEN\textsuperscript{5}, AND CHUNYANG CHEN\textsuperscript{5}

\textsuperscript{1}School of Automation, Central South University, Changsha 410083, China
\textsuperscript{2}Institute of Transportation Studies, University of California at Berkeley, Berkeley, CA 94806, USA
\textsuperscript{3}Department of Computer and Information Science, University of Oregon, Eugene, OR 97403, USA
\textsuperscript{4}Computer Science, Carnegie Mellon University, Doha 24866, Qatar
\textsuperscript{5}School of Traffic and Transportation Engineering, Central South University, Changsha 410083, China

Corresponding author: Xin Li (lixin9206@gmail.com)

This work was supported by the Doctoral Student Overseas Study Program funded by the China Scholarship Council under Grant 201606370144.

\section*{ABSTRACT}
With the development of electrification, automation, and interconnection of the automobile industry, the demand for vehicular computing has entered an explosive growth era. Massive low time-constrained and computation-intensive vehicular computing operations bring new challenges to vehicles, such as excessive computing power and energy consumption. Computation offloading technology provides a sustainable and low-cost solution to these problems. In this article, we study an adaptive wireless resource allocation strategy of computation offloading service under a three-layered vehicular edge cloud computing framework. We model the computation offloading process at the minimum assignable wireless resource block level, which can better adapt to vehicular computation offloading scenarios and can also rapidly evolve to the 5G network. Subsequently, we propose a method to measure the cost-effectiveness of allocated resources and energy savings, named value density function. Interestingly, with respect to the amount of allocation resource, it can obtain the maximum value density when offloading energy consumption equals to half of local energy consumption. Finally, we propose a low-complexity heuristic resource allocation algorithm based on this novel theoretical discovery. Numerical results corroborate that our designed algorithm can gain above 80\% execution time conservation and 62\% conservation on energy consumption, and it exhibits fast convergence and superior performance compared to benchmark solutions.

\section*{INDEX TERMS}
Computation augmentation, computation offloading, energy conservation, resource allocation, vehicular edge computing.

\section*{I. INTRODUCTION}
Along with the rapid research and development of Internet of Things (IoT) in the field of transportation, vehicles are undergoing tremendous changes. Connected and autonomous vehicles (CAVs) technology makes the vehicles converge abundant sorts of sensors, communication systems, and computing units. Large amounts of computing operations are executed on vehicles onboard computers nowadays, such as scene recognition, high-definition localization, and path planning. Besides, demands for vehicular computing will keep exponentially increasing with the development of high-level autonomous vehicles (i.e., Level 4 and Level 5 fully-autonomous driving) [1], [2].

Although vehicles are equipped with more and more resources, there are some unprecedented challenges in their long-term life, such as insufficient computing capability and excessive energy consumption [3], [4]. Some typical scenarios are described as follows:

1) When a large number of time-constrained and computation-intensive applications bring huge energy consumption to vehicles, how can endurance mileage, especially for electric vehicles, be ensured?

2) When the computing capability of formerly factory-installed onboard computers cannot keep up with the growing computing demands, how can consumer markets
cope with the large scale and high cost of hardware upgrade?

3) When the vehicle interconnection technology develops rapidly, how can massive data generated by vehicles at each moment be effectively managed, transferred, and stored?

All of the above problems are ultimately oriented to computing power, energy consumption, and interconnection of vehicles. Computation offloading technology can provide potential solutions to address the preceding problems [5]. Currently, there are three system solutions that can support vehicular computation offloading technology: vehicular cloud computing (VCC), vehicular fog computing (VFC), and vehicular edge computing (VEC).

VCC can obtain sufficient computing and storage capabilities by accessing conventional cloud computing [4]. However, cloud is usually distant, causing unacceptable amounts of delay in the case of vehicular/transport services. Additionally, transferring all data to cloud over public networks is not desirable (due to concerns such as privacy, security, and tremendous instantaneous communication data [6]). In such cases, VCC is not adequate for low-latency computations in vehicular computing.

Fortunately, a trend in cloud computing that relates to bringing cloud-like resources close to the underlying users has recently emerged. New technologies include mobile edge computing (MEC) [7] and fog computing (FC) [8], introduced by the European Telecommunications Standards Institute and Cisco, respectively. In that case, data transmissions and computing operations with low delay constraints can be reached in much lower latency than cloud computing [9], [10]. Considering the particularity of vehicles, in recent years, MEC and FC have been further studied in the vehicular environment as VEC and VFC, respectively. Generally, compute nodes of VEC are deployed in base stations installed with edge devices [11]–[14], but VFC adopts idle resources on nearby vehicles as its compute nodes [15]–[18].

Although VEC is derived from MEC, their differences are subtle but noticeable. We mainly consider the following three aspects: 1) VEC provides more specific services for intelligent transportation systems. Generally, MEC is applicable to IoT devices, whereas VEC is mainly deployed in traffic scenarios, such as vehicle terminal and roadside intelligent infrastructure. 2) In resource allocation management, VEC-based computation offloading has more stringent requirements for delayed management and energy efficiency. 3) In terms of mobility, VEC is more compatible with various types of moving speed than MEC.

In this paper, we expand VEC to a three-layered system framework, i.e., vehicular edge cloud computing (VECC). It has more system resources than traditional VEC to provide abundant vehicular services for CAV's, such as perception, computing, storage, and communication. Notably, since wireless communication paramountly affects the whole system quality of service (QoS) (e.g., system energy efficiency, time efficiency, and amount of serving users), our research work mainly focuses on wireless resource allocation strategy. In terms of resource allocation model, we use the minimum assignable resource block (RB) as the resource allocation granularity, so as to improve the performance and allocation efficiency of resource management. In addition, considering different user mobility, we take the mobility rate as one of the reference variables and consider the impact of spectrum drift on resource efficiency under different moving speeds.

II. RELATED WORK

VEC and computation offloading became a hot topic in recent years. In [6], a vehicular computation offloading method was proposed to realize multi-objective optimization to reduce the execution time of the computing tasks and the energy consumption of the edge device while satisfying the privacy conflicts of the computing tasks. In [19], Gu et al. used matching theory to develop a distributed and context-aware task assignment mechanism for VEC. Two heuristic algorithms were proposed to minimize the system delay. Pu et al. [20] proposed a VEC named Chimera to augment network-wide vehicle resources for future large-scale vehicular crowdsensing applications by leveraging cooperative vehicles and VM pool. An online task scheduling algorithm was designed for efficient task workload assignment in edge cloud. Zhao et al. [21] studied computing resource allocation scheme for vehicular computation offloading based on VEC and cloud collaboration framework. Its offloading network uses IEEE 802.11p. Dai et al. [14] also considered the computation offloading algorithms in VEC with IEEE 802.11p network and tried to maximize the system utility. In [22], Du et al. studied vehicular computation offloading in the TV white space band and proposed an algorithm to tackle a dual-side optimization problem to minimize the cost of VTs and VEC server. Zhang et al. [23] proposed a cloud-based VEC. A contract-based offloading and computation resource allocation scheme was proposed to maximize the utility of the MEC service provider. Zhou et al. [21] studied the vehicular workload offloading problem and proposed a low-complexity distributed solution to determine the optimal portion of workload to be offloaded based on the dynamic states of energy consumption and latency in local computing, data transmission, workload execution and handover. Resource allocation for a multiuser MEC system based on both time-division multiple access and orthogonal frequency-division multiple access was studied in [25], which optimization objective is to minimize the weighted sum energy consumption for mobile users.

Considering the practicality and broader coverage of cellular communication technology, we adopt cellular networks as the main communication technology in VECC. For the cellular network resource allocation solutions, Peng et al. [26] studied downlink spectrum resource management for VEC, which jointly considered spectrum slicing in base stations, resource allocation among vehicles, and transmission power controlling among WiFi access points. Mao et al. [27] proposed a low-complexity online algorithm that jointly decides the offloading decision, the CPU-cycle frequencies for
mobile execution, and the transmission power for computation offloading. The objective was minimizing long-term average execution cost in MEC. Ning et al. [28] put forward a hybrid VEC for real-time traffic management in 5G networks. They formulated a joint task distribution, sub-channel assignment, and power allocation problem, with the objective of maximizing the sum offloading rate.

Different from existing resource allocation solutions in MEC or VEC, we take the particularity of vehicles into consideration. We study a stricter low-latency and superior performance requirements resource management at the RB level, in addition to mobility. The RB is the minimum assignable wireless resource in 4G LTE and 5G networks. Therefore, the LTE research model in this paper can be quickly evolved into the 5G network. By means of the value density function proposed in this paper, we find that there is a special mathematical relationship between the allocation of RB and the value density. That is, when the energy consumption of computation offloading reaches half of the local computing, the largest value density can be obtained. Through this innovation, we design a low-complexity value density heuristic algorithm, which can achieve fast convergence and superior performance for vehicular computation offloading compared to benchmark solutions.

The main contributions of this work can be summarized as follows.

- We propose a novel three-layer VECC framework that can support real-time computation augmentation, energy conservation, and interconnection for massive time-constrained tasks of CAVs at the edge of the network. VECC has more vehicle-related system resources than traditional VEC, which can provide abundant vehicular services for CAVs and intelligent transportation systems.

- Based on the VECC framework, we first model the vehicular computation offloading process at the minimum assignable resource block level. This model supports stricter resource management requirements for vehicles and more efficient energy consumption management. In addition, this model is able to adapt 5G network with few modifications.

- We propose a value density function to measure the cost-effectiveness of allocated resources and energy consumption. Moreover, we propose a high-precision but low-complexity resource allocation algorithm based on the maximum available value density, namely, Maximum Value Density based Heuristic Allocation (MVDHA). Extensive simulations demonstrate the convergence, fairness, and effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. Section III introduces a three-layered VECC system framework. Section IV describes the vehicular computation offloading model in VECC. Section V presents the formulated resource allocation problem for multi-users computation offloading and methodology. Section VI designs a maximum value density empowered heuristic algorithm. Section VII exhibits extensive simulation results to demonstrate the performance of the resource allocation scheme. Finally, Section VIII concludes this paper.

### III. VECC SYSTEM FRAMEWORK

As illustrated in Fig. 1, VECC system architecture consists of three main layers: perception layer, middleware layer, and application layer.

The bottom perception layer includes an internal sensor system and an external sensor system. The current autonomous vehicle technology mainly focuses on the internal sensor perception, which includes cameras, millimeter wave radar, Lidar, etc. The external sensor perception is a significant component of the future connected autonomous vehicle solution, which will provide extended sensor information from nearby vehicles, infrastructural sensors, and online information. Such a cooperative perception with both internal sensor system and external sensor system can augment perception and situation awareness capability, which can contribute to a better autonomous vehicle in terms of decision-making and planning [29].

The middleware layer includes communication system, computation offloading service system, database, container orchestration system, etc. It mainly supports communication, computation offloading, data collection, processing, and storage.

The upper application layer can be developed based on VECC private libraries or third-party public sources. Some typical applications include: 1) machine learning pipeline edge building, that can provide rapid model parameters training or pipeline architecture building at the edge of network; 2) edge broadcast service, that can broadcast various kinds of information, which includes but not limited to road network congestion information and infrastructure.
sensor information, in a neighborhood area; 3) intelligent traffic light control, that can achieve higher connected and intelligent traffic light management in not only in connected corridor level but also in the smart city; 4) real-time vehicular onboard VR/AR, that can provide immersive human-vehicle interaction services. For more examples, various kinds of applications mentioned in [4] can be implemented, as well. Furthermore, some of the VFCC applications can also be implemented in the VECC, such as the driver behavior detection system based on fog computing proposed by Aazam et al. in [30].

IV. SYSTEM MODEL

In this section, we introduce the RB-based model of the computation offloading service (COS) under the VECC framework.

Without loss of generality, the following two assumptions are made for the model: (1) We assume that the users request services within the VECC service area. (2) Since the offloading tasks we considered are with low-latency constraint (usually from several to hundreds of milliseconds), it will not arise handover or intense signal-to-noise ratio (SNR) fluctuation during offloading by default.

![FIGURE 2. VECC service scenario.](image)

Fig. 2 illustrates a representative VECC service scenario. In the upper left corner, a base station equipped with an edge cloud server is providing services for nearby users, including edge broadcast and computation offloading. Edge broadcast service can serve information sharing of Basic Safety Message (BSM) in V2X technology, and offloading computing services can support offloading computing tasks (such as sensor fusion, predictive planning, on-board VR, and AR) of vehicles and roadside infrastructures to the vehicular edge cloud.

This paper focuses on the uplink wireless resource allocation management of VECC for multi-user service requests. A user set is noted as $\mathcal{N} \triangleq \{1, \ldots, i, \ldots, N\}$. The computing task of user $i$ can be described as $\Gamma_i \triangleq \{\delta_i, \beta_i, \gamma_i\}$.

| Symbols | Description |
|---------|-------------|
| $N$     | Number of Computation Offloading Service requests |
| $B$     | Wireless network bandwidth |
| $\delta_i$ | Uploading task size |
| $\beta_i$ | Computation units required |
| $\gamma_i$ | Time latency $^*$ |
| $a_i$ | Number of resource block allocated to user $i$ |
| $SNR_i$ | Signal to noise ratio of user $i$ |
| $\langle r(a_i) \rangle$ | Average uplink data rate of user $i$ |
| $\lambda$ | Subcarrier per resource block |
| $\pi$ | Subcarrier spacing |
| $\tau^v_i$ | Throughput percentage of user $i$ at speed $v$ |
| $P_i$ | Average transmission power of user $i$ |
| $f^i_L$ | Vehicular local computing ability for specific task |
| $f^i_k$ | Edge computing ability |
| $\sigma_i$ | Energy consumption per computing unit |
| $e^i_c$, $t^i_l$ | Local energy consumption, and local execution time |
| $e^i_o$, $t^i_o$ | Offloading energy consumption, and offloading execution time |

$^*$In this article, time latency constraint is equal to the local computing time consumption, which can ensure the computation augmentation of computation offloading.

The $\delta_i$, $\beta_i$, and $\gamma_i$ denote the size of computing offloading data (e.g., the program codes or sensors data sets), the total required computing units (e.g., CPU Cycles in CPU computation or GFlops in GPU computation) and the maximum latency allowed to accomplish computing, respectively. The main notations in the model are shown in Table 1.

A. LOCAL COMPUTING MODEL

When the task of user $i$ is executed locally (i.e., vehicular onboard computer), the energy consumption $e^i_l$ and local execution time $t^i_l$ can be obtained by (1) and (2), respectively.

$$e^i_l = \sigma_i \beta_i$$  \hspace{1cm} (1)  

$$t^i_l = \frac{\beta_i}{f^i_L}$$  \hspace{1cm} (2)

The $\sigma_i$ in (1) denotes the energy consumption per computing unit. The $f^i_L$ in (2) denotes the vehicle onboard computing ability of vehicular user $i$.

B. EDGE COMPUTING MODEL

In this model, we investigate the resource allocation scheme in the physical resource block (RB) level. RB is the smallest unit for resource allocation in LTE and 5G network [31]. Each resource block consists of $\lambda$ subcarriers, and in each subcarrier, it occupies $\pi$ kHz bandwidth.

We can further calculate the average uplink data rate $\langle r(a_i) \rangle$ of vehicular user $i$ (in the unit of $\text{kb/s}$) based on the Shannon-Hartley capacity as follows:

$$\langle r(a_i) \rangle = \lambda \pi \sigma \tau^v_i a_i \log_2(1 + SNR_i)$$  \hspace{1cm} (3)

In (3), $\tau^v_i$ denotes the average throughput percentage of vehicular user $i$ at speed $v$. $a_i$ denotes the number of RBs allocated to user $i$. $SNR_i$ denotes predicted average signal-to-noise ratio of vehicular user $i$ during computation.
offloading process, which can be obtained with related works [32], [33].

Considering the capacity of the downlink is much higher than the uplink in cellular network, the computation results are also usually smaller than the computation input data (e.g., program code, and sensing datasets) [34]–[36]. Therefore, we only consider the uplink process in our model. Such method is widely utilized in related research works.

When task $i$ is executed remotely, the overhead consists of offloading energy consumption $e_i^o$ and offloading execution time consumption $t_i^o$. $e_i^o$ is only composed of the data transmission energy consumption generated in communications. Furthermore, $t_i^o$ is composed of two parts, $t_i^{o,t}$ is generated in data transmission, while the other part $t_i^{o,e}$ is in the remote execution at edge server. The offloading energy consumption $e_i^o$, and total offloading time consumption $t_i^o$ can be obtained through (4)-(7).

$$
e_i^o = \frac{\delta_i P_i}{r(a_i)} \quad (4)$$

$$t_i^{o,t} = \frac{\delta_i}{r(a_i)} \quad (5)$$

$$t_i^{o,e} = \frac{\beta_i}{j_i} \quad (6)$$

$$t_i^o = \frac{\delta_i}{r(a_i)} + \frac{\beta_i}{j_i} \quad (7)$$

$P_i$ in (4) denotes the average transmission power during computation offloading. $f_i^o$ in (6) denotes the computation capability that the edge cloud allocated to user $i$. In this paper, we assume that the computation capability in the edge cloud is sufficient, and each offloading user can be assigned $f_i^o$ computing resource.

V. PROBLEM FORMULATION AND METHODOLOGY

In this section, we consider energy-efficient and computation augmentation for COS. The optimization objective is to minimize the overall system energy consumption by complying with the Beneficial Decision policy, which is defined as follows:

Definition 1: The beneficial decision represents that an offloading task can only obtain lower energy consumption than local computing but also shorter accomplishment time than time latency constraint.

It is worth noting that in this paper, we set time latency tolerance to be the same as local execution time by default. Therefore, computation augmentation can be implemented while offloading computing tasks.

A. ENERGY COST MINIMIZATION PROBLEM

We formulate an initial optimization function as follows:

$$(P1): \min \left(\sum_{i=1}^{N} e_i\right) \quad (8a)$$

subject to

$$\sum_{i=1}^{N} a_i \leq M \quad (8b)$$

$e_i \geq e_i, \quad y_i \geq t_i \quad (8c, 8d)$

$\forall i \in N, \forall a_i \in Z^+, \forall e_i \in [e_i, e_i^o] \quad (8e)$

In (P1), the first constraint (8b) guarantees that the sum of allocated resource blocks cannot exceed the total resource amount $M$, which is preset by the network bandwidth parameter. Constraints (8c) and (8d) express compliance with Beneficial Decision criteria, i.e., the reduction of energy consumption and execution time, respectively.

A variety of elements affect the consumption of energy and time (e.g., computing ability, time latency, wireless resource, and computer energy efficiency). Therefore, how can the resource management achieve an overall system optimal resource allocation scheme for all service requests at each decision-making slot? We then introduce two key metrics: energy equilibrium point and time equilibrium point.

B. MINIMUM REQUIRED RESOURCE

To precisely describe the decisions of all the users, we use vectors to represent the decisions of the users in the rest of this paper.

Lemma 1: There is an energy equilibrium point $a_i^\ast \in Z^+$, which can achieve energy benefit by using the COS (i.e., $e_i^o \leq e_i^\ast$).

Proof: If we expand the inequality (9c) in (P1), we will have:

$$e_i^\ast \geq e_i \iff \sigma_i \beta_i \geq \frac{\delta_i P_i}{r(a_i)} \iff \langle r(a_i) \rangle \geq \frac{\delta_i P_i}{\sigma_i} \beta_i$$

$$\iff a_i \geq \frac{\delta_i P_i \lambda}{\sigma_i \tau_i^\gamma \log_2(1 + SNR)}$$

Lemma 2: There is a time equilibrium point $a_i^\Delta \in Z^+$, when the allocation resource amount is larger than this point, user $i$ can achieve computation benefit by using COS (i.e., $y_i \geq t_i^\ast$).

Proof: If we expand the inequality (9d) in (P1), we will have:

$$y_i \geq t_i^\ast \iff y_i \geq \frac{\delta_i}{\tau_i} + \frac{\beta_i}{j_i} \iff \langle r(a_i) \rangle \geq \frac{\delta_i}{y_i - \frac{\beta_i}{j_i}}$$

$$\iff a_i \geq \frac{\delta_i \lambda}{\sigma_i \tau_i^\gamma (y_i - \frac{\beta_i}{j_i}) \log_2(1 + SNR)}$$

Theorem 1: There is a beneficial decision vector $A^\omega \in Z^+$, which can enable each user in the user set $N$ achieve beneficial decisions.

Proof: From Lemma 1 and Lemma 2, we can get the energy equilibrium point and time equilibrium point, respectively. In such a case, the element $a_i^\omega$ at the decision vector $A^\omega$ can be obtained as follows:

$$a_i^\omega = \max(\lceil a_i^\ast \rceil, \lceil a_i^\Delta \rceil)$$

(9)
The symbol $\lceil \cdot \rceil$ denotes rounding up to the next integer function. When the controller allocates at least $a_i^o$ RBs to user $i$, user $i$ will benefit from VECC by costing less (or at least the same) energy consumption than the local computing. Simultaneously, when the controller allocates at least $a_i^\Delta$ RBs for user $i$, user $i$ will benefit from VECC by costing less time consumption than its task time latency. Therefore, if we choose to allocate the larger one between $a_i^o$ and $a_i^\Delta$, user $i$ will definitely benefit from COS of VECC on both energy and time conservation.

C. TRANSFORMATION OF OPTIMIZATION PROBLEM

In the VECC model, the decisions made at each decision-making slot can be mathematically expressed as two decision variables: 1) the decision-making between local and offloading; 2) the amount of allocation resource for each offloading task.

Therefore, we define two new variable vectors: $\Phi \triangleq \{\varphi_1, \ldots, \varphi_i, \ldots, \varphi_n\}$, which denotes the decision (i.e., local or offloading) set of all the vehicular users; $A \triangleq \{a_1, \ldots, a_i, \ldots, a_n\}$, which represent the amount of resource for each vehicular users. Specifically, $\forall \varphi_i \in \{0, 1\}$, and $\forall a_i \in \mathbb{Z}^+$.

Then the (P1) can be literally transformed into (P2).

$$(P2): \min_{(A, \Phi)} \left( \sum_{i=1}^{N} (\varphi_i a_i^o + (1 - \varphi_i) e_i^l) \right) \quad (10a)$$

$$s.t. a_i \geq a_i^o \quad (10b)$$

$$\sum_{i=1}^{N} (\varphi_i a_i) \leq M \quad (10c)$$

$$d_i^o \in A^o, a_i \in A, \varphi_i \in \Phi \quad (10d)$$

$$\forall i \in \mathcal{N}, \forall a_i \in \mathbb{Z}^+, \forall \varphi_i \in \{0, 1\} \quad (10e)$$

If we expand (10a), we will get (P3), as shown in follows:

$$(P3): \sum_{i=1}^{N} (e_i^l) - \max_{(A, \Phi)} \left( \sum_{i=1}^{N} (\varphi_i (e_i^l - e_i^o)) \right) \quad (11a)$$

$$s.t. same as (P2) \quad (11b)$$

Because $\sum_{i=1}^{N} (e_i^l)$ is a constant, so only the rear part of (P3) is needed to be considered. The (P3) can be further transformed into (P4).

$$(P4): \max_{(A, \Phi)} \left( \sum_{i=1}^{N} (\varphi_i (e_i^l - e_i^o)) \right) \quad (12a)$$

$$s.t. same as (P2) \quad (12b)$$

In the next subsection, we will prove that the literal transformation of (P1), i.e., (P4), is NP-hard.

D. NP-HARD PROOF OF THE RESOURCE ALLOCATION OPTIMIZATION PROBLEM

Theorem 2: Solving the optimization problem (P4) is an NP-hard problem.

Proof: If we simplify one of the elements in (P4) by defaulting $A = A^o$, (P4) can be reduced to the optimization problem (P5), as follows:

$$(P5): \max_{\Phi} \left( \sum_{i=1}^{N} (\varphi_i (e_i^l - e_i^o)) \right) \quad (13a)$$

$$s.t. \sum_{i=1}^{N} (\varphi_i a_i) \leq M \quad (13b)$$

$$a_i \in A^o, \varphi_i \in \Phi, \forall i \in \mathcal{N}, \forall \varphi_i \in \{0, 1\} \quad (13c)$$

It is not hard to find out that the (P5) is a transformation of a well-known NP-Complete problem — Knapsack Problem (KP), which tries to maximize the knapsack value by putting different items into the knapsack with a constraint of knapsack capacity. In (P5), we can assume the $(e_i^l - e_i^o)$ as the value of item $i$, and the $\varphi_i$ denotes the deciding factor of whether put the item $i$ into the package. The $M$ is the capacity of the knapsack. In such cases, if we denote the optimization problem (P4) as $P_A$, the optimization problem (P5) as $P_B$, and the Knapsack Problem as $P_C$, we will have that $P_B = P_C$, which literally means the $P_B$ is the same as the knapsack problem $P_C$, and $P_C$ is polynomial-time reducible to optimization problem $P_A$, so the optimization problem $P_A$ is an NP-hard problem [37].

Definition 2: The value density is a ratio of the amount of energy conservation to the amount of allocated resource, which can be formulated as follows:

$$\rho_i = \left( \frac{e_i^l - e_i^o}{a_i} \right), \text{ for } (e_i^l - e_i^o) \geq 0 \quad (14a)$$

$$0, \text{ for } (e_i^l - e_i^o) < 0 \quad (14b)$$

Inspired by the greedy heuristic algorithm in KP, the value density can be considered as the same meaning as the cost-performance ratio in KP, which equals to the item value divided by the item weight. Notably, we need to let the $(e_i^l - e_i^o)$ be greater than 0 to make the value density meaningful.

E. THE HIGHEST AVAILABLE VALUE DENSITY

In this article, we adopt a heuristic greedy method to allocate the highest available value density to users. We then involve two new decision vectors: 1) $A^h \triangleq \{a_1^h, \ldots, a_i^h, \ldots, a_n^h\}$, which represents the highest value density vector; 2) $A^s \triangleq \{a_1^s, \ldots, a_i^s, \ldots, a_n^s\}$, which represents the highest available value density vector.

Theorem 3: The user will obtain the highest value density when the offloading energy consumption is equal to half of local energy consumption.

Proof: The statement can be found at the appendix. According to the appendix, the final differential formula of (15a)-(15b) can be formulated as follows.

$$\frac{\partial \rho_i}{\partial a_i} = \left( \frac{2e_i^o - e_i^l}{a_i^2} \right), \text{ for } (e_i^l - e_i^o) \geq 0 \quad (15a)$$

$$0, \text{ for } (e_i^l - e_i^o) < 0 \quad (15b)$$
Corollary 1: The highest value density point \( a_i^h := \left\lceil \frac{2\delta_i P_i}{\lambda \sigma \phi \beta \log_2(1 + \text{SNR})} \right\rceil \).

Where \([\cdot]\) denotes the rounding function which obtains the nearest integer.

**Proof:** According to the Theorem 3, we can expand the highest value density condition as follows:

\[
2e^0_i - e^1_i = 0 \quad \Rightarrow \quad \frac{2\delta_i P_i}{r(a_i)} = \sigma_i \beta_i \quad \Rightarrow \quad r(a_i) = \frac{2\delta_i P_i}{\sigma_i \beta_i}
\]

\[
\Rightarrow \quad a_i = \frac{2\delta_i P_i}{\lambda \sigma \phi \beta \log_2(1 + \text{SNR})}
\]

Because the resource block can only be allocated in integer, the rounding function can ensure the obtained point is the closest integer to the highest value density point.

**Theorem 4:** The highest available value density point \( a_i^\omega := \max(a_i^\omega, a_i^h) \).

**Proof:** Considering the constraint in the minimum required resource amount, the maximum available value density decision element can be obtained by choosing the larger one between \( a_i^\omega \) and \( a_i^h \).

VI. ALGORITHM DESIGN

In this section, we introduce the resource allocation process and MVDHA algorithm.

The resource allocation algorithm complies with the existing 3GPP protocol standards, and uses Buffer Status Report (BSR), Radio Resource Control (RRC) and UpLink (UL) Grant to configure transmission parameters and message formats.

As shown in Fig. 3, resource allocation processing in VECC mainly includes three parts: Resource Inquiry, Service Request, and Decision-Making.

First, users (UEs) send BSR messages to the eNB to query the remaining resources, and the eNB performs message feedback through RRC messages. When the resource margin meets the minimum requirements of the UE, the UE will enter the Resource Inquiry phase. Then the qualified users send another BSR information for the service request. After that, the eNB sends multiple user requests received in the same time slot \( t \) to offloading scheduling management (OSM), where the offloading decision and resource allocation are performed. The UEs who are finally approved to offload will receive the UpLink (UL) grant through the Physical Uplink Control Channel (PUCCH), and then obtain offloading services.

As shown in algorithm 1, the UE first sends a resource query request to the eNodeB. When the remaining resources of the eNodeB are greater than the required resources (i.e., \( R(t) \geq a_i^\omega \)), the UE initiates a computation offload request to eNodeB. If approved, then starts the offloading service.

Algorithm 2 runs at the eNodeB side to make decisions and allocate resources. Initially, radio resource management (RRM) of eNodeB initializes the remaining resources \( R(t) \) at time slot \( t \). Then enter the decision-making and resource allocation stage. OSM preprocess and sort the request messages received by the slot \( t \). When the allocable resources are greater than the minimum requirement of users,
decision-making and resource allocation are performed. Otherwise, the eNodeB can not provide the offloading service due to insufficient resources. Generally, the MVDHA algorithm allocates resources to users in descending order of value density. The amount of allocated resources is rounding to the maximum value density point. When resources are limited, the minimum required resource is allocated instead. The computation complexities of the MVDHA algorithm for the UE and eNodeB side are $O(1)$ and $O(n^2)$, respectively.

Where $d^i_{receive}$ in Algorithm 1 denotes the amount of resource allocated to user $i$.

**VII. SIMULATION RESULTS**

In this section, we conduct extensive simulations to verify the theoretical results derived in Section V and evaluate the performance of the MVDHA algorithm.

In simulations, radio channels follow Rayleigh fading. The Physical Uplink Shared Channel (PUSCH) throughput $t^i_j$ is measured by MATLAB LTE ToolBox™ under conformance test conditions as defined in TS36.104. The rest of the main parameters are as follows: Subcarriers in each resource block $\lambda = 12$. Subcarrier spacing $\sigma = 15$ kHz (in 5G network, it supports scalable subcarrier spacing, e.g. $[15, 30, 60, 120, 240]$ kHz) [38], [39]. Number of vehicular users $N = [20, 30, 40, 50]$. Wireless network bandwidth $B = [10, 15, 20]$ MHz. Transmission power of vehicular user $P_i = 100$ mWatt. Vehicular local computing ability $j^i_j$ is randomly assigned in the range of $[500, 1000]$ Megacycles or Gigaflop per second. Edge cloud computing ability is 200000 Megacycles or Gigaflop per second. Uploading task size, computation units, and energy consumption per computing unit are uniformly distributed in the range of $[100, 1000]$ KB, $[400, 12000]$ Megacycles or Gigaflop, and $[2.0 \times 10^{-10}, 2.0 \times 10^{-6}]$ Watt per computing unit, respectively. The vehicles maintain a constant movement speed at either 5 MPH or 70 MPH. The average signal to noise ratio of vehicular users during offloading is in the range of $[-2dB, 2dB]$.

**Algorithm 1 Resource Allocation Algorithm_User Side**

1: Initialization:
2: initialize each user individual decision profile.
3: End initialization.
4: send a BSR to eNodeB to query the available resource amount
5: if $R(t) \geq a^i_\omega$ then
6: send a BSR to eNodeB to request offloading services.
7: if receive a UL Grant then
8: $a^i_\omega \leftarrow d^i_{receive}$ and $\varphi^i \leftarrow 1$.
9: else
10: $a^i_\omega \leftarrow 0$ and $\varphi^i \leftarrow 0$.
11: end if
12: end if

**Algorithm 2 Resource Allocation Period_EnodeB Side**

1: Initialization:
2: if receive queries about available resource then
3: send $R(t)$ to request users.
4: if receive request about offloading services then
5: add the requests to resource allocation buffer and sort the vectors of $A^\omega$ and $A^\varphi$ from larger to smaller as $A^\omega$ and $A^\varphi$, respectively.
6: end if
7: end if
8: End initialization.
9: while $\min(A^\omega) \leq R(t)$ do
10: if $\min(A^\varphi) \leq R(t)$ then
11: for $i$ in $A^\varphi$ do
12: if $a^i_\omega \leq R(t)$ then
13: send UL Grant to user $i$, $a^i_{receive} \leftarrow a^i_\omega$, $R(t+1) \leftarrow R(t) - a^i_\omega$, and $t \leftarrow t+1$. Remove $a^i_\omega$ and $a^i_{receive}$ from $A^\varphi$ and $A^\omega$, respectively.
14: end if
15: end for
16: else
17: for $i$ in $A^\omega$ do
18: if $a^i_\omega \leq R(t)$ then
19: send UL Grant to user $i$, $a^i_{receive} \leftarrow a^i_\omega$, $R(t+1) \leftarrow R(t) - a^i_\omega$, and $t \leftarrow t+1$. Remove $a^i_\omega$ and $a^i_{receive}$ from $A^\varphi$ and $A^\omega$, respectively.
20: end if
21: end for
22: end if
23: end while

**A. THEORETICAL RESULTS VERIFICATION**

In this subsection, we verify the correctness of the highest available value density theory. As described in Theorem 3 of Section V, the highest value density will be obtained when the offloading energy consumption is equal to half of local energy consumption.

As shown in Fig. 4, we randomly select eight computation task data sets to demonstrate the relationship between value density and allocation resource. It can be seen that the individual value density curve firstly arises with the increase of allocated resource block, and then gradually decreases. This verifies that the value density function is concave. Some bottom curves do not follow this trend because the number of allocated resource blocks does not meet the preset computation offloading constraints, such as the offloading energy or the time consumption threshold. Therefore, we hide this part of the curve.

In addition, we select User No. 1 and User No. 2 in Fig. 4 as two representative users for further analysis. As shown in Fig. 5, the highest value density point of User 1 is at 1 RB, and the energy consumption reduces to 51.96% of local energy consumption. The energy consumption of User 2
reduces to 42.1% of local energy consumption, as illustrated in Fig. 6. Considering that the RB can only be allocated in integer, their energy-saving conclusions are both very close to 50%. Therefore, it satisfies the description of Theorem 3.

B. PERFORMANCE EVALUATION WITH DIFFERENT NETWORK PARAMETERS

In this subsection, we verify the performance of the VECC and the MVDHA algorithm by comparing it with local computing and optimal solution.

As shown in Fig. 7 and 8, we can see that the blue column with the highest value represents local computing, and the red and green columns represent the results of the MVDHA and the optimal solution obtained by using the brute force algorithm (BFA). The similar results of these two algorithms show the superior performance of the MVDHA algorithm. Fig. 7 shows that the VECC solution can save more than 62% energy consumption. Fig. 8 shows that VECC performs more than 80% time saving compared to local computing. They reflect the effectiveness of VECC and the superior performance of MVDHA in energy-saving and computation augmentation.

C. PERFORMANCE EVALUATION AT DIFFERENT MOVING SPEEDS

To illustrate the VECC performance for vehicular users at different mobility, we conducted 100 tests with $N = 30$ Users.
and $B = 15$ MHz in different mobility, respectively. The statistical results show in Fig. 9.

In Fig. 9, the left sub-figure shows that the average percentage of energy conservation is 49.5% at 5 MPH and 48.4% at 70 MPH. Also, the upper range of low-speed energy conservation is higher than at high speed. Furthermore, in Fig. 8 right part, the average percentage of time conservation is 75.7% at 5 MPH and 69.5% at 70 MPH. In general, the algorithm has better performance on both time consumption and energy consumption in the low-speed environment, because the transmission speed is affected by the moving speed. However, it still shows a decent performance in high-mobility situations.

### D. PERFORMANCE EVALUATION WITH DIFFERENT ALGORITHMS

In this subsection, we further compare the MVDMA algorithm with two benchmark algorithms to verify the consistent performance of the MVDHA algorithm under fast convergence.

We compare MVDHA with two benchmark algorithms — randomly select algorithm (RSA) and sorted select algorithm (SSA). RSA is a stochastic resource allocation algorithm based on the competitive game theory, which is proposed in [35], and is currently a benchmark algorithm in this research field. The other SSA is an algorithm based on strict sorting to allocate the minimum amount of resources. It has a similar theoretical approach to MVDHA, but lacks user fairness.

In order to avoid the contingency of the algorithm results, we conducted 100 tests and statistically analyze the results as follows.

As shown in Fig. 10, the box and whisker plot shows the statistical results of the energy conservation percentage under these three different resource allocation strategies. We can see that the RSA ranges from 20.4% to 71.8%, with a mean of 53.7%, the SSA ranges from 47.3% to 70.4%, with a mean of 59.9%, and the MVDHA ranges from 53.1% to 72.9%, with a mean of 65.6%. RSA shows the largest value interval, which reveals the lowest consistency of performance among these three algorithms. In contrast, VHDA shows the best performance, not only in terms of energy conservation percentage but also in performance stability.

In Fig. 11, we can see that the RSA performs in a range of 17.3% to 85.8%, with a mean of 48.7%. The SSA performs in a range of 75.5% to 96.2%, with a mean of 87.8%. The MVDHA performs in a range of 76.1% to 95.9%, with a mean at 84.8%. Compared with MVDHA, SSA can provide an average of 3% extra time consumption.

We can see that MVDHA has better convergence and stability than the other two benchmark algorithms in energy saving. In terms of time savings, while SSA is better than MVDHA, their difference is small. To demonstrate more details on energy conservation among these three schemes, Fig. 12 vividly illustrates the energy consumption change curve of 8 random selected UEs in 20 MHz bandwidth and $N = 30$ with RSA, SSA, and MVDHA three schemes, respectively.

As we can see, RSA fails in accurately selecting some users with higher energy consumption, such as user 1 and user 18. However, both SSA and MVDHA chose them as offloading users at an early stage. In addition, SSA does not allocate an appropriate amount of resources to users, but MVDHA does. As shown by users 13 and 14, precise resource allocation can bring greater returns to both individual users and the entire system. Therefore, MVDHA achieves the best performance in terms of energy-saving.
VIII. CONCLUSION
In this paper, we presented the VECC framework as a promising solution to energy conservation and computation augmentation for vehicular computing. The VECC could resolve several inevitable computing dilemmas for large-scale implementation of CAVs. At the same time, to achieve a high energy-efficient VECC framework, we studied the wireless resource allocation scheme for vehicular COS at RB level. We proposed the value density function to evaluate the cost-effectiveness of allocated resources and energy savings. Numerical results showed that with the increase of allocation resources to users, the value density function was concave. Especially when the offloading energy consumption was equal to half of the local computation energy consumption, it could obtain the maximum value density. Based on such discovery, we proposed MVDHA algorithm to solve the formulated NP-hard energy optimization problem. In the simulations, it showed fast convergence and superior performance on both energy and time conservation. For future work, we will further study the other modules of VECC and adaptable strategies in resource management. Furthermore, we also aim at integrating the VECC framework with the California Connected Vehicle Testbed to have more field tests research.

APPENDIX
PROOF OF THE LEMMA 3
According to (14a), we will have:

$$\frac{\partial p_i}{\partial a_i} = \frac{\partial}{\partial a_i} \left( e_i - e_i^0 \right) = \frac{\partial}{\partial a_i} \left( \sigma_i \beta_i - \frac{\delta P_i}{r(a_i)} \right)$$

$$= \frac{\partial}{\partial a_i} \left( \sigma_i \beta_i - \frac{\lambda \sigma_i r_i a_i \log_2 (1 + \frac{P_i |H_i|^2}{N_0})}{a_i} \right)$$

$$= 2\lambda \sigma_i r_i a_i \log_2 (1 + \frac{P_i |H_i|^2}{N_0})$$

$$= \frac{2\lambda \sigma_i r_i a_i \log_2 (1 + \frac{P_i |H_i|^2}{N_0})}{a_i^2}$$

$$= \frac{2\lambda \sigma_i r_i a_i \log_2 (1 + \frac{P_i |H_i|^2}{N_0})}{a_i^2}$$

It is easy to find out that $\frac{\partial p_i}{\partial a_i}$ will have a zero when $(2e_i^0 - e_i^1)$ is equal to 0, which also means the $p_i$ will have extremum (or extrema) under the same condition. Furthermore, because the $(2e_i^0 - e_i^1)$ is a monotonically-decreasing function with the increasing of allocated resource, the $e_i^1$ is constant. So with the increase of $a_i$, the $(2e_i^0 - e_i^1)$ will firstly be positive, and then be negative. In such case, the extremum can be inferred to be the maximum. Furthermore, the highest value of value density will be obtained when the offloading energy consumption is half of the local energy consumption (i.e., $(2e_i^0 - e_i^1) = 0$).
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