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Abstract
In the Heisenberg group of dimension $2n + 1$, we consider the sub-Laplacian with a drift in the horizontal coordinates. There is a related measure for which this operator is symmetric. The corresponding Riesz transforms are known to be $L^p$ bounded with respect to this measure. We prove that the Riesz transforms of order 1 are also of weak type $(1, 1)$, and that this is false for order 3 and above. Further, we consider the related maximal Littlewood–Paley–Stein operators and prove the weak type $(1, 1)$ for those of order 1 and disprove it for higher orders.
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1 Introduction

The Riesz transform $\nabla (-\Delta)^{-\frac{1}{2}}$ on $\mathbb{R}^n$, which is the Hilbert transform for $n = 1$, is one of the most fundamental operators in Analysis. It is closely related to the
development of Harmonic Analysis, and has a very wide range of applications. This classical Calderón–Zygmund convolution operator is an isometry on $L^2(\mathbb{R}^n)$, as seen by means of the Fourier transform. As is well known, it is bounded on $L^p(\mathbb{R}^n)$ for $1 < p < +\infty$ and of weak type $(1, 1)$. There are many other aspects of the Riesz transform, such as endpoint boundedness $H^1 \rightarrow L^1$ and $L^\infty \rightarrow BMO$, dimension-free $L^p$-norm bounds, weighted inequalities as well as the Riesz transforms associated to Schrödinger operators, etc. The literature on these topics is huge. In this paper, we restrict ourselves to the $L^p$ boundedness and the weak type $(1, 1)$ (endpoint) estimate, in the Heisenberg setting defined below.

With the development of analysis and geometry, it is natural to extend the classical results to the settings of Lie groups, weighted Riemannian manifolds and various second-order differential operators. See for example [2,5,11,23,38–44,49,51,52] for early work.

We now consider a smooth manifold $M$ endowed with a measure $d\mu$, a second-order differential operator $\Delta$ and a first-order operator $\nabla$ such that the Green’s formula holds; our Heisenberg setting is a special case of this. Then the (first-order) Riesz transform is defined as $\nabla(-\Delta)^{-1/2}$, with a suitable modification in the case where 0 is an eigenvalue of $\Delta$ in $L^2(\mu)$. Note that this operator is always bounded on $L^2(\mu)$.

Without the Fourier transform, the usual tools to study its $L^p$ boundedness are instead the Poisson semi-group, probabilistic Littlewood–Paley theory, the resolvent and in particular the heat semi-group and its kernel.

For the case $2 < p < +\infty$, the classical result is not always valid in this general setting. More precisely, for any fixed $p_0 \geq 2$, there exists a Riemannian manifold of this type where the Riesz transform is bounded on $L^p$ for $2 < p < p_0$ but unbounded for $p > p_0$; if $p_0 > 2$ it is unbounded also on $L^{p_0}$ and not even of weak type $(p_0, p_0)$. See [18,31] and [14–17,25–27] as well as [28] for some concrete examples. We also mention [8,9,13,20,21] and references therein, with characterizations under the assumptions of volume doubling and Gaussian heat kernel estimates.

For the opposite case $1 < p < 2$, there are many known results but, to the best of our knowledge, no counterexample. In particular, an interesting dichotomy has been obtained in [4]: for any fixed $p_0 \in (1, 2)$ and fixed $n \geq 1$, either there is an $L^{p_0}$ bound on the Riesz transform which is uniform over all complete Riemannian manifolds of dimension $n$, or there exists a complete $n$-dimensional Riemannian manifold in which the Riesz transform is unbounded on $L^{p_0}$.

Next, we focus on the weak type $(1, 1)$ property for the Riesz transform. There exist numerous known specific results and several general sufficient conditions. We distinguish the following cases.

1. The standard assumption of Harmonic Analysis, namely the volume doubling property, holds. Then the most striking result is due to T. Coulhon and X. T. Duong. They showed in [18] that Gaussian estimates for the heat kernel imply the weak type $(1, 1)$, without assuming Gaussian estimates for its gradient. Such gradient estimates are necessary in earlier works that use standard singular integral theory, but in general they do not hold in the setting of a complete Riemannian manifold. Furthermore, the method of Coulhon and Duong can be adapted to settings with
sub-Gaussian heat kernel estimates and to even more general situations. See [17] and [37] for details.

2. The volume is not doubling but of at most polynomial growth in the sense of Nazarov–Treil–Volberg (cf. for example [47]). The best-known example seems to be the classical Ornstein–Uhlenbeck operator, studied by P.A. Meyer, R. Gundy, G. Pisier and many other authors. In particular, this example satisfies Bakry and Émery’s condition $\Gamma_2 \geq 0$ (cf. [10]). The weak type $(1, 1)$ estimate for the Riesz transform associated to the Ornstein–Uhlenbeck operator can be found in [22]; see also [48] for higher order Riesz transforms and other related operators. Recently, A. Hassell and A. Sikora provided another interesting example, the connected sum of a finite number of Riemannian manifolds with very strong geometric and analytic conditions. For this setting, they proved the weak type $(1, 1)$ of the Riesz transform in [28, Theorem 7.1]. Their proof is based on spectral multipliers and the resolvent. One may naturally ask whether their result can be proved by means of the singular integral theory developed in [47].

3. Manifolds of exponential volume growth without spectral gap. The typical case is the affine group, for which a partial result can be found in [50] and a suitable singular integral operator theory has been established in [29]. Moreover, this theory can be adapted to some other situations.

4. Manifolds of exponential volume growth with spectral gap. Under some additional assumptions such as the local volume doubling property and small-time Gaussian heat kernel estimates, the $L^p$ boundedness of the Riesz transform for $1 < p < 2$ can be found in [18]. As for the weak type $(1, 1)$ estimate, there is at present no adequate singular integral theory, as far as the authors know. However, in the setting of a symmetric space of the non-compact type, Anker obtained in [2] the weak type $(1, 1)$ of the first- and second-order Riesz transforms. See also [6] for other examples. Recently, the present authors studied Riesz transforms associated to the Laplacian with drift in [34,36] and [35]. Also notice that in the papers [36] and [35], which treat the Laplacian with drift in Euclidean space, the setting can be seen as the direct product of a Euclidean space and the simplest weighted manifold on the real line satisfying exponential volume growth with spectral gap. Let us finally observe that the setting of the present paper is natural in this context, since it consists of a sub-Laplacian with drift in a typical sub-Riemannian manifold, the Heisenberg group. We refer the reader to [46] and [1] and references therein for further details about sub-Riemannian manifold.

### 2 Description of the Setting and Statements of Results

Let $\mathbb{H}_n = \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}$ be the Heisenberg group of $2n + 1$ real dimensions, with points written $g = (x, y, t)$. The group law is

$$
(x, y, t) \cdot (x', y', t') = \left( x + x', y + y', t + t' + 2 \sum_{j=1}^{n} (y_j x'_j - x_j y'_j) \right),
$$

(2.1)
and the Haar measure $dg$ on $\mathbb{H}_n$ coincides with the $(2n+1)$-dimensional Lebesgue measure.

The vector fields

$$X_j = \frac{\partial}{\partial x_j} + 2y_j \frac{\partial}{\partial t}, \quad Y_j = \frac{\partial}{\partial y_j} - 2x_j \frac{\partial}{\partial t}, \quad 1 \leq j \leq n,$$

are left invariant on $\mathbb{H}_n$ and generate its Lie algebra. The associated sub-Laplacian is

$$\Delta = \sum_{j=1}^{n} \left( X_j^2 + Y_j^2 \right).$$

Further, $\nabla = (X, Y) = (X_1, \ldots, X_n, Y_1, \ldots, Y_n)$ is the horizontal gradient.

The drift is defined by a nonzero vector $v = (a, b) \in \mathbb{R}^n \times \mathbb{R}^n$, and the sub-Laplacian with this drift is

$$\Delta_v = \Delta + 2 \sum_{i=1}^{n} \left( a_i X_i + b_i Y_i \right).$$

Consider the homomorphism from $\mathbb{H}_n$ to the multiplicative group $\mathbb{R}_+$

$$\psi_v(g) = \exp \left[ \sum_{i=1}^{n} \right. (a_i x_i + b_i y_i) \left. \right],$$

and the measure $d\mu_v(g) = \psi_v(g)^2 \, dg$.

It is easy to verify that $\Delta_v$ and $\mu_v$ satisfy the Green’s formula

$$\int f \Delta_v w \, d\mu_v = - \int \langle \nabla f, \nabla w \rangle \, d\mu_v = \int \Delta_v f \, w \, d\mu_v,$$

provided that $f$ and $w$ are smooth in $\mathbb{H}_n$ and that $f$ or $w$ has compact support. Thus $\Delta_v$ is symmetric and has a negative-definite, self-adjoint extension in $L^2(d\mu_v)$. Its spectral gap is positive and equals $|v|^2$, since

$$\Delta_v f = \frac{1}{\psi_v} \left( \Delta - |v|^2 \right) (\psi_v f).$$

The heat semigroup $(e^{h\Delta_v})_{h>0}$ generated by $\Delta_v$ is a diffusion semigroup to which the general Littlewood–Paley–Stein theory applies; see [51, Chap. III].

The Riesz transform $R_k = \nabla^k (-\Delta_v)^{-k/2}$ of any order $k \in \{1, 2, \ldots \}$ can be expressed in terms of the heat semigroup; indeed

$$R_k = \frac{1}{\Gamma(k/2)} \int_0^{\infty} h^{k/2 - 1} \nabla^k e^{h\Delta_v} \, dh. \quad (2.2)$$
This operator is bounded on $L^p(d\mu_v)$ for $1 < p < +\infty$ and any $k$, as verified in Lohoué and Mustapha [44, Théorème 2(ii)]; see also the remarks about the Heisenberg group in Sect. 4 of the same paper. Observe further that the Green’s formula implies that the first-order Riesz transform $\nabla (-\Delta_v)^{-1/2}$ is an isometry on $L^2(d\mu_v)$.

Our results deal with the weak type $(1, 1)$ of Riesz transforms and some other operators.

**Theorem 1** The first-order Riesz transform $R_1$ is of weak type $(1, 1)$ with respect to $d\mu_v$.

We do not know whether the same holds for the second-order transform. But we have the following negative result.

**Theorem 2** The Riesz transforms $R_k$ of order $k \geq 3$ are not of weak type $(1, 1)$ for $d\mu_v$.

The maximal Littlewood–Paley–Stein operators related to $\Delta_v$ are given by

$$H_k f(g) = \sup_{h > 0} \left| h^{k/2} \nabla^k e^{h\Delta_v} f(g) \right|, \quad k = 0, 1, \ldots$$

In particular, $H_0$ is the maximal operator of the semigroup, and Littlewood–Paley–Stein theory implies that $H_0$ is bounded on $L^p(d\mu_v)$, $1 < p < +\infty$. Actually, $H_k$ is bounded on these $L^p$ spaces for all $k = 0, 1, \ldots$; see for instance Lohoué’s paper [40]. In Sect. 4.3, we give another proof of this result. As for weak type $(1, 1)$, we prove the following result.

**Theorem 3** For $k = 0$ and $k = 1$, the operator $H_k$ is of weak type $(1, 1)$ with respect to $d\mu_v$, but not for $k \geq 2$.

In this paper, we do not include the horizontal Littlewood–Paley–Stein functions, obtained by replacing $\nabla^k$ by differentiations with respect to $t$. However, we believe that they can be treated with similar methods, combined with arguments from [34] and [35].

We also mention the (first) Littlewood–Paley–Stein operator

$$H_1 f(g) = \left( \int_0^{+\infty} h^{1/2} \nabla e^{h\Delta_v} f(g) \left| \frac{dh}{h} \right|^2 \right)^{1/2}.$$

The operator $H_1$ is bounded on $L^p(d\mu_v)$ for $1 < p < +\infty$. In the case $1 < p \leq 2$, this follows from results obtained in the setting of a manifold by Coulhon–Duong–Li [19, Theorems 1.2 or 1.3]; their arguments hold also in our case. Moreover, the boundedness for $2 < p < +\infty$ can be seen by adapting the techniques used in [40] or [9] to our setting. The weak type $(1, 1)$ of $H_1$ can be proved essentially by the method used for our Theorem 1.

The proof of our Theorem 1 and that of the result for $H_1$ in Theorem 3 follow the same lines. The kernels of these operators are computed and estimated. In both cases, the local part of the operator is relatively simple to deal with. After several reductions, the arguments for the global parts boil down to an estimate for a maximal operator.
defined by taking convolutions with the characteristic functions of certain rectangles. This is Proposition 7, which is the fundamental point of our arguments.

The plan of this paper is as follows. After some preliminaries in Sect. 3, we prove the positive part of Theorem 3 in Sect. 4. The long arguments in Sect. 4.1 include Proposition 7, mentioned above and also used to prove Theorem 1 in Sect. 5. Finally, Sect. 6 contains the counterexamples needed for Theorem 2 and the negative part of Theorem 3.

3 Notation and Auxiliary Results

3.1 Notation

We will often use complex notation for $\mathbb{H}_n = \mathbb{C}^n \times \mathbb{R}$. Setting $z_j = x_j + iy_j$ and $z = (z_1, \ldots, z_n)$, we write points of $\mathbb{H}_n$ as $g = (z, t)$ instead of $(x, y, t)$ whenever convenient. Further, we let $|z| = \left(\sum_1^n |z_j|^2\right)^{1/2}$.

From now on, we assume that $|v| = 1$ and that $b = 0$ in the expression for $v$, so that $v = (a, 0)$ with $a = (a_1, \ldots, a_n) \in \mathbb{S}^{n-1}$. This means no loss of generality, as seen via a dilation and an orthogonal transformation. Thus $\Delta v = \Delta + 2 \sum_{j=1}^n a_j x_j$ and $\psi_v(g) = \exp(a \cdot x)$, where $a \cdot x = \sum_{j=1}^n a_j x_j$. When $n \geq 2$, the vector $x$ is decomposed into orthogonal components as $x = (a \cdot x)a + x_\perp$.

We denote by $c > 0$ and $C < \infty$ many different constants which only depend on $n$ and the quantities $k$ and $p$ appearing in the statements of the theorems. By $A \lesssim B$ and $A \gtrsim B$ we mean $A \leq CB$ and $A \geq cB$, respectively, for positive quantities $A$ and $B$. When both these inequalities hold, we write $A \sim B$.

3.2 The Carnot–Carathéodory Distance

The Carnot–Carathéodory distance on $\mathbb{H}_n$ will be denoted by $d(\cdot, \cdot)$. We write $d(g) = d(g, o)$ where $g \in \mathbb{H}_n$ and $o = (0, 0, 0)$ is the origin of $\mathbb{H}_n$, and observe that $d(g', g) = d(g^{-1}g')$. Moreover, $B(g, r)$ denotes for $g \in \mathbb{H}_n$ and $r > 0$ the ball $\{g' \in \mathbb{H}_n; d(g', g) < r\}$.

It is well known that for all $g = (z, t) \in \mathbb{H}_n$

$$|z| \leq d(g) \sim |z| + \sqrt{|t|} \sim |a \cdot x| + |x_\perp| + |y| + \sqrt{|t|}, \quad (3.1)$$

see for example [33, pp. 98–99].

More precisely, it is shown in [12, Theorem 1.36] that $d$ for $z \neq 0$ is given by

$$d(z, t) = |z| \frac{\theta}{\sin \theta},$$

where $\theta \in (-\pi, \pi)$ is determined by

$$\mu(\theta) = t/|z|^2.$$
and $\mu : (-\pi, \pi) \to \mathbb{R}$ is the strictly increasing bijection
\[
\mu(\theta) = \frac{2\theta - \sin 2\theta}{2\sin^2 \theta}.
\] (3.2)

From this, we will deduce for $z \neq 0$ a sharp estimate of the difference
\[
d(z, t) - |a \cdot x| = d(z, t) - |z| + |z| - |a \cdot x|
\]
and start with
\[
d(z, t) - |z| = |z| \frac{\theta - \sin \theta}{\sin \theta}.
\] (3.3)

From (3.2) we see that $\mu(\pm \pi/2) = \pm \pi/2$ and that $|\mu(\theta)| \sim |\theta|$ for $|\theta| \leq \pi/2$. In the case when $|t|/|z|^2 \leq \pi/2$, we thus have $|\theta| = |\mu^{-1}(|t|/|z|^2)| \leq \pi/2$, and (3.3) leads to
\[
d(z, t) - |z| \sim |z| \frac{\theta^2}{\sin \theta} \sim t^2/|z|^3.
\] (3.4)

In the opposite case $|t|/|z|^2 > \pi/2$, one has instead $|\theta| > \pi/2$ and $|\mu(\theta)| \sim 1/\sin^2 \theta$, and thus $1/|\sin \theta| \sim \sqrt{|t|/|z|}$. Now (3.3) implies
\[
d(z, t) - |z| \sim \frac{|z|}{|\sin \theta|} \sim |t|^{1/2}.
\]

In both cases one also has
\[
|z| - |a \cdot x| = \frac{|z|^2 - (a \cdot x)^2}{|z| + |a \cdot x|} \sim \frac{|x_\perp|^2 + |y|^2}{|z|}.
\]

All this can be summarized as follows; here the case $z = 0, \ t \neq 0$ is obtained by continuity.

**Lemma 4** For all points $g = (z, t) \neq 0$ in $\mathbb{H}_n$,
\[
d(z, t) - |a \cdot x| \sim Q(g),
\] (3.5)

where
\[
Q(g) = \frac{(a \cdot x)^2 + |x_\perp|^2 + |y|^2)(|x_\perp|^2 + |y|^2) + t^2}{(|a \cdot x| + |x_\perp| + |y| + \sqrt{|t|})^3}.
\]

This allows us to compute the $\mu_v$-measure of a ball. Observe that
\[
\mu_v(B(g, r)) = \psi_v^2(g) \mu_v(B(o, r)), \quad \forall g \in \mathbb{H}_n, \ r > 0.
\]

**Lemma 5**
\[
\mu_v(B(o, r)) \sim \begin{cases} r^{2n+2}, & 0 < r < 1, \\ r^{n+1}e^{2r}, & r \geq 1. \end{cases}
\] (3.6)
Proof The case $r < 1$ is clear, since the density of the measure is of constant order of magnitude in $B(o, 1)$. So we assume $r \geq 1$. By $m(h), 0 < h < 2r$, we denote the $2n-$dimensional Lebesgue measure of the set

$$E_h = \{(z, t) \in B(o, r) : a \cdot x = r - h\}.$$  

Then

$$\mu_v (B(o, r)) = \int_0^{2r} m(h) e^{2(r-h)} \, dh.$$  

(3.7)

Let $g = (z, t)$ be a point in $E_h$ for some $h \in (0, 2r)$. Then (3.4) implies that

$$Q(g) \lesssim r - |r - h| \leq h.$$  

(3.8)

From (3.5) and (3.8) we get

$$\frac{(|x_\perp| + |y| + \sqrt{|t|})^4}{(r + |x_\perp| + |y| + \sqrt{|t|})^3} \lesssim Q(g) \lesssim r,$$

which, considering the case where $|x_\perp| + |y| + \sqrt{|t|} \geq r$, leads to

$$|x_\perp| + |y| + \sqrt{|t|} \lesssim r.$$  

(3.9)

This implies

$$m(h) \lesssim r^{2n+1}.$$  

Assume now that $h < r/2$, in order to get a better estimate of $m(h)$. Then $|a \cdot x| = |r - h| \geq r/2$, and (3.8), (3.5) and (3.9) imply

$$h \gtrsim Q(g) \gtrsim \frac{r^2 (|x_\perp| + |y|)^2 + t^2}{r^3}.$$  

From this we obtain

$$|x_\perp| + |y| \lesssim \sqrt{rh} \quad \text{and} \quad t \lesssim r^{3/2} h^{1/2},$$

and we conclude that

$$m(h) \lesssim h^{n+1} r^n.$$  

(3.10)

Inserting now our two estimates for $m(h)$ in the integral in (3.7), we will get

$$\mu_v (B(o, r)) \lesssim \int_0^{r/2} r^{n+1} h^n e^{2(r-h)} \, dh + \int_{r/2}^{2r} r^{2n+1} \, dh \lesssim r^{n+1} e^{2r}.$$  

(3.11)

This is the upper estimate for $r \geq 1$ in the lemma. To get also the lower estimate, we let $1/4 < h < 1/2$ and take $|x_\perp| < c \sqrt{r}$, $|y| < c \sqrt{r}$ and $|t| < c r^{3/2}$. If the positive constant $c$ here is small enough, $Q(g)$ will be much smaller than $h$, and (3.4)
will imply that the point \(g\) is in \(E_h\). It follows that the estimate (3.10) is sharp for these \(h\). Now (3.7) gives the desired lower estimate, and the lemma is proved. \(\square\)

### 3.3 Semigroup Kernels

The heat semigroup \((e^{h\Delta})_{h>0}\) generated by the sub-Laplacian has a convolution kernel \(p_h\), in the sense that

\[
e^{h\Delta} f(g) = f \ast p_h(g) = \int_{\mathbb{H}_n} f(g') p_h((g')^{-1}g) \, dg',
\]

for suitable functions \(f\). It is well known that \(p_h\) has the form (cf. [24,30] or [45])

\[
p_h(z,t) = \frac{1}{2(4\pi h)^{n+1}} \int_{\mathbb{R}} \exp \left( \frac{\lambda}{4h} (it - |z|^2 \coth \lambda) \right) \left( \frac{\lambda}{\sinh \lambda} \right)^n \, d\lambda.
\]

(3.12)

We note the homogeneity property of \(p_h\)

\[
p_h(z,t) = h^{-n-1} p_1 \left( \frac{z}{\sqrt{h}}, \frac{t}{h} \right), \quad h > 0, \quad (z,t) \in \mathbb{H}_n.
\]

(3.13)

The following sharp global estimate for \(p_h\), proved in [32, Théorème 1], will play an important role:

\[
p_h(z,t) \sim h^{-n-1} \left( 1 + \frac{|z| d(z,t)}{h} \right)^{-1/2} \left[ h + d(z,t)^2 \right]^{n-1} e^{-\frac{d(z,t)^2}{4h}},
\]

for all \(h > 0\) and \((z,t) \in \mathbb{H}_n\).

We will also need sharp upper estimates for horizontal derivatives of \(p_h\), see [32, Théorème 2],

\[
|\nabla^k p_h(g)| \lesssim h^{-k/2} \left( 1 + \frac{d(g)}{\sqrt{h}} \right)^k p_h(g), \quad h > 0, \quad g \in \mathbb{H}_n,
\]

(3.15)

for \(k = 1, 2, \ldots\).

Next, we consider the sub-Laplacian with drift. The corresponding semigroup \((e^{h\Delta_v})_{h>0}\) has an integral kernel \(p_h^{(v)}(g,g')\), in the sense that

\[
e^{h\Delta_v} f(g) = \int p_h^{(v)}(g,g') f(g') \, d\mu_v(g'), \quad h > 0, \quad g \in \mathbb{H}_n,
\]

for suitable functions \(f\). It is explicitly given by (cf. [3, p. 4])

\[
p_h^{(v)}(g,g') = e^{-h} \frac{1}{\psi_v(g) \psi_v(g')} p_h((g')^{-1}g) = e^{-h-a \cdot x - a' \cdot x'} p_h((g')^{-1}g),
\]

(3.16)

for all \(h > 0, \quad g \in \mathbb{H}_n, \quad g' = (x', y', t') \in \mathbb{H}_n\).
4 Proof of Theorem 3

The proof of the negative result for weak type \((1, 1)\) and \(k \geq 3\) is deferred to Sect. 6.

4.1 Weak Type \((1, 1)\) of \(\mathcal{H}_1\)

Given \(\phi \in L^1(d\mu_v)\), we must prove that \(\mathcal{H}_1\phi\) is in \(L^1,\infty(d\mu_v)\). We prefer to work with \(f(g) = \phi(g)e^{2a \cdot x}\), which satisfies

\[
\|f\|_{L^1(dg)} = \|\phi\|_{L^1(d\mu_v)},
\]

and we can assume that these functions are nonnegative.

To write \(\mathcal{H}_1\phi\) in terms of a convolution involving \(f\), we first see from (3.16) that the kernel of \(\nabla e^{h\Delta_v}\) is \(\nabla_g p_h^{(v)}(g, g')\). It satisfies

\[
\left| \nabla_g p_h^{(v)}(g, g') \right| = \left| \left( \nabla_g e^{-h - a \cdot x - a \cdot x'} p_h((g')^{-1}g) + e^{-h - a \cdot x - a \cdot x'} \nabla_g p_h((g')^{-1}g) \right) \right| \\
\lesssim e^{-h - 2a \cdot x} e^{a \cdot (x - x')} \left( p_h((g')^{-1}g) + \left| \nabla_g p_h((g')^{-1}g) \right| \right).
\]

Observe that the factor \(e^{a \cdot (x - x')}\) is a function of \((g')^{-1}g\). We now use (3.14) and (3.15) to estimate \(p_h\) and \(\left| \nabla p_h \right|\) here. If we define \(K_h(g)\) by

\[
h^{-1/2} K_h(g) = e^{-h} e^{a \cdot x} h^{-n-1} \left( 1 + h^{-1/2} \left( 1 + \frac{d(g)}{\sqrt{h}} \right) \right) \left( 1 + \frac{|z|d(g)}{h} \right)^{-1/2} \\
\times \left[ \frac{h + d(g)^2}{h + |z|d(g)} \right]^{n-1} e^{-\frac{d(g)^2}{4h}},
\]

the result will be

\[
\left| \nabla_g p_h^{(v)}(g, g') \right| \lesssim e^{-2a \cdot x} h^{-1/2} K_h((g')^{-1}g). \tag{4.2}
\]

Integrating (4.2) against \(h^{1/2} \phi(g') d\mu_v(g') = h^{1/2} f(g') dg'\), we get

\[
|h^{1/2} \nabla e^{h\Delta_v} \phi(g)| \lesssim e^{-2a \cdot x} \int f(g') K_h((g')^{-1}g) dg' = e^{-2a \cdot x} f * K_h(g). \tag{4.3}
\]

We begin with the local part of \(\mathcal{H}_1\). Thus we replace \(K_h(g)\) in (4.3) by \(K_h^{\text{loc}}(g) = K_h(g) \chi_{|d(g)| \leq 1}\), and consider

\[
\sup_{h > 0} e^{-2a \cdot x} f * K_h^{\text{loc}}(g).
\]

To estimate the right-hand side of (4.1) for \(d(g) \leq 1\), we replace 4 by 8 in the last exponent. This allows us to eliminate the powers of \(d(g)^2/h\) in the factors preceding
the exponentials, and one finds that

\[ K_h^{\text{loc}}(g) \lesssim h^{-n-1} e^{-\frac{d(g)^2}{8h}} \chi_{d(g) \leq 1}. \]

From (4.2) it follows that the local part of \( \mathcal{H}_1 \) can be estimated in terms of the analogue of the Euclidean local gaussian maximal operator; notice that the local homogeneous dimension of our space is \( 2n + 2 \). Since the measure \( \mu_v \) is locally doubling, this implies the weak type \((1,1)\) of the local part of \( \mathcal{H}_1 \).

It remains to deal with the global part of \( \mathcal{H}_1 \), with kernel

\[ K_h^{\text{glob}}(g) = K_h(g) \chi_{d(g) > 1}. \]

We must estimate

\[ \sup_{h > 0} e^{-a \cdot x} f \ast K_h^{\text{glob}}(g). \tag{4.4} \]

Thus we assume that \( d(g) > 1 \) and observe that \( d(g) \gtrsim 1 + |z| \), since also \( d(g) \geq |z| \) because of (3.1).

To bound the right-hand side of (4.1), we first use the fact that

\[ -h - \frac{d(g)^2}{4h} = -d(g) - \frac{(d(g) - 2h)^2}{4h} \tag{4.5} \]

to rewrite the exponentials. Hence,

\[ K_h^{\text{glob}}(g) \lesssim h^{-n-1/2} \left( 1 + \frac{1}{\sqrt{h}} + \frac{d(g)}{h} \right) \left( 1 + \frac{|z|d(g)}{h} \right)^{-1/2} \times \left[ 1 + \frac{d(g)^2}{h + |z|d(g)} \right]^{-n-1} \exp \left( a \cdot x - d(g) - \frac{(d(g) - 2h)^2}{4h} \right). \tag{4.6} \]

We shall estimate this product in a way that depends on the relative size of \( h \) and \( d(g) \).

If \( h < d(g) < 4h, \ d(g) > 1 \), the product of the factors preceding the exponential in (4.6) is controlled by

\[ d(g)^{-n-\frac{1}{2}} (1 + |z|)^{-\frac{1}{2}} \left( \frac{d(g)}{1 + |z|} \right)^{n-1} \lesssim d(g)^{-\frac{3}{2}} (1 + |z|)^{-n+\frac{1}{2}} \lesssim (1 + |z|)^{-n-1}. \tag{4.7} \]

It follows that

\[ K_h^{\text{glob}}(g) \lesssim (1 + |z|)^{-n-1} \exp (a \cdot x - d(g)). \tag{4.8} \]

If instead \( 1 < d(g) \leq h \), the factors preceding the exponential in (4.6) have a product controlled by \( h^{-n-1/2} d(g)^{n-1} \lesssim 1 \), and

\[ \frac{(d(g) - 2h)^2}{4h} \geq \frac{h^2}{4h} \geq \frac{1}{4} \max(h, d(g)) \sim h + d(g). \]
We conclude that then
\[ K_h^{\text{glob}}(g) \lesssim \exp(a \cdot x - d(g) - c h - c d(g)) \leq \exp(-c d(g)), \tag{4.9} \]
the last inequality in view of (3.1).

It remains to consider the case \( d(g) \geq 4h, \ d(g) > 1 \). Then
\[ \frac{(d(g) - 2h)^2}{4h} \geq \frac{d(g)^2}{16h} \gtrsim \max(d(g), h^{-1}) \sim d(g) + h^{-1}. \tag{4.10} \]
One also has \( \sqrt{h} \lesssim d(g) \) since \( d(g) > 1 \), so that \( \frac{1}{\sqrt{h}} \lesssim \frac{d(g)}{h} \). This allows us to estimate the non-exponential factors in (4.6) by constant times
\[ h^{-n-1/2} \frac{d(g)}{h} \left( \frac{d(g)^2}{h} \right)^{n-1} \leq h^{-c} d(g)^C \]
for some \( C \). But these powers can be absorbed by the factor \( \exp(-c d(g) - c h^{-1}) \) coming from (4.10). We conclude that in this case
\[ K_h^{\text{glob}}(g) \lesssim \exp(a \cdot x - d(g) - c d(g) - c h^{-1}) \leq \exp(-c d(g)). \tag{4.11} \]

The following simple lemma will allow us to restrict the kernel \( K_h^{\text{glob}} \) to a smaller set depending on \( h \).

**Lemma 6** If \( L \in L^1(dg) \), the operator \( S \) defined by
\[ Sf(g) = e^{-2a \cdot x} f \ast L(g) \]
is bounded from \( L^1(dg) \) into \( L^1(d\mu_v) \).

**Proof** It is enough to integrate \( Sf(g) \) with respect to \( d\mu_v(g) \) and swap the order of integration. \( \square \)

Applying this lemma with \( L(g) = \exp(-c d(g)) \), the estimate (4.2) together with (4.9) and (4.11) allows us to conclude that the operator obtained by multiplying \( K_h^{\text{glob}} \) in (4.4) by the characteristic function of the set
\[ \{ g : 1 < d(g) \notin (h, 4h) \} \]
is of strong type \((1,1)\). In the remaining set \( \{ g : \max(h, 1) < d(g) < 4h \}, (4.8) \) yields
\[ K_h^{\text{glob}}(g) \lesssim (1 + |z|)^{-n-1} \exp(a \cdot x - d(g)) =: \tilde{K}^{\text{glob}}(g). \]

Now if \( a \cdot x \leq 1 \) then \( \tilde{K}^{\text{glob}}(g) \lesssim e^{-d(g)} \), and Lemma 6 implies that the corresponding part of the operator is of strong type \((1,1)\).
Further, if \(|x| + |y| + \sqrt{|t|} \geq a \cdot x > 1\), then (3.5) and (3.1) imply \(Q(g) \gtrsim d(g)\). From (3.4), we see that \(\tilde{K}^{\text{glob}}(g)\) is then dominated by \(e^{-cQ(g)} \lesssim e^{-cd(g)}\) for some constants \(c\). Again, Lemma 6 shows that the corresponding part of the operator is of strong type \((1, 1)\).

What we need to consider is thus

\[
\sup_{h > 0} e^{-2a \cdot x} f * \left( \tilde{K}^{\text{glob}} \chi_{E^h} \right)(g),
\]

where

\[
E^h = \{ g : \max(h, 1) < d(g) < 4h, \ a \cdot x > 1, \ |x| + |y| + \sqrt{|t|} < a \cdot x \}.
\]

If \(g \in E^h\) for some \(h > 0\), we have \(h > 1/4\) and \(h \sim d(g) \sim a \cdot x \sim 1 + |z|\). This and (3.4) imply that \(\tilde{K}^{\text{glob}}(g) \lesssim (a \cdot x)^{-n-1} e^{-cQ(g)}\) in \(E^h\).

Defining for \(k = 1, 2, \ldots\)

\[
E_k = \left\{ g : 2^{k-1} < a \cdot x \leq 2^k, \ |x| + |y| + \sqrt{|t|} \leq 2^k \right\},
\]

we get for each \(h > 1/4\) and some \(C\)

\[
E^h \subset \bigcup_{h/C < 2^k < Ch, \ k \geq 1} E_k.
\]

This leads to an estimate for our remaining operator saying that

\[
\sup_{h > 0} e^{-2a \cdot x} f * \left( \tilde{K}^{\text{glob}} \chi_{E^h} \right)(g) \lesssim \sup_{k \geq 1} e^{-2a \cdot x} f * M_k(g), \quad (4.12)
\]

where

\[
M_k(g) = 2^{-(n+1)k} e^{-cQ(g)} \chi_{E_k}(g). \quad (4.13)
\]

Let \(g = (x, y, t) \in E_k\). Then \(\sqrt{|t|} \leq 2^k\) and so

\[
|x| + |y| + 2^{-k}|t| < |x| + |y| + \sqrt{|t|} \leq 2^k.
\]

Thus there exists an \(m \in \{1, \ldots, k\}\) for which

\[
2^{(m-1)/2} 2^{k/2} < |x| + |y| + 2^{-k}|t| \leq 2^{m/2} 2^{k/2} \quad \text{if } m \geq 2,
\]

\[
|x| + |y| + 2^{-k}|t| \leq 2^{m/2} 2^{k/2} \quad \text{if } m = 1.
\]

For \(m > 1\), we then have

\[
|x| + |y| > 2^{(m-1)/2 - 1} 2^{k/2} \quad \text{or} \quad 2^{-k}|t| > 2^{(m-1)/2 - 1} 2^{k/2}.
\]
In both cases, one sees from (3.5) that \( Q(g) \gtrsim 2^m \). Thus by (4.13)
\[
M_k(g) \lesssim e^{-c} 2^m 2^{-(n+1)k},
\]
and this inequality holds trivially also if \( m = 1 \). For any \( g \in E_k \), this allows us to conclude that
\[
M_k(g) \lesssim \sum_{m=1}^k e^{-c} 2^m 2^{-(n+1)k} \chi_{E_{k,m}}(g),
\]
where
\[
E_{k,m} = \{ g : 2^{k-1} < a \cdot x \leq 2^k, \ |x_\perp| \leq 2^{m/2} 2^{k/2}, \ |y| \leq 2^{m/2} 2^{k/2}, \ |r| \leq 2^{m/2} 2^{3k/2} \}.
\]

We now define operators
\[
T_m f(g) = \sup_{k \geq m} e^{-2a \cdot x} 2^{-(n+1)k} f \ast \chi_{E_{k,m}}(g), \quad m = 1, 2, \ldots.
\]

For the right-hand side of (4.12), we then have
\[
\sup_{k \geq 1} e^{-2a \cdot x} f \ast M_k(g) \lesssim \sum_{m=1}^\infty e^{-c} 2^m T_m f(g). \quad (4.14)
\]

The following proposition will allow summation in \( m \) in the space \( L^{1,\infty}(d\mu_v) \), and make the proof of the weak type \((1,1)\) of \( \mathcal{H}_1 \) complete.

**Proposition 7** For each \( m \in \{1, 2, \ldots\} \), the operator \( T_m \) is bounded from \( L^1(dg) \) into \( L^{1,\infty}(d\mu_v) \) with quasinorm no larger than \( C 2^{Cm} \) for some constant \( C \).

**Proof** Fixing \( m \), we let \( 0 \leq f \in L^1(dg) \) and take \( \lambda > 0 \). Choosing a large \( \Omega > 0 \), we consider the level set
\[
L^m_\lambda = \{ g : T_m f(g) \geq \lambda, \ a \cdot x \geq -\Omega \}.
\]

To prove the proposition, we shall verify that
\[
\mu_v(L^m_\lambda) \leq C 2^{Cm} \frac{\lambda}{\Omega} \int f(g') dg',
\]
with constants \( C \) independent of \( m, f, \lambda \) and \( \Omega \).

Now if \( g \in L^m_\lambda \), we have for some \( k \in \{m, m+1, \ldots\} \)
\[
2^{(n+1)k} \leq \frac{e^{-2a \cdot x}}{\lambda} \int_{gE^{-1}_{k,m}} f \, dg' \leq \frac{e^{2\Omega}}{\lambda} \int f \, dg'.
\]
and this implies an upper bound for $k$, say $k \leq \kappa = \kappa(f, \lambda, \Omega)$. Then

$$L^m_\kappa = \left\{ g : a \cdot x \geq -\Omega, \max_{m \leq k \leq \kappa} e^{-2a \cdot x} 2^{-(n+1)k} f * \chi_{E_{k,m}}(g) \geq \lambda \right\},$$

which is a closed set since each $f * \chi_{E_{k,m}}$ is a continuous function. For each $g \in L^m_\kappa$, we let $k(g) \in \{m, m + 1, \ldots, \kappa\}$ be the maximal value of $k$ for which $e^{-2a \cdot x} 2^{-(n+1)k} f * \chi_{E_{k,m}}(g) \geq \lambda$.

We verify that the set $L^m_\kappa$ is bounded. For $g \in L^m_\kappa$, we have

$$\int_{g \in \mathcal{E}^{-1}} f \, dg' \geq e^{-2\Omega \lambda},$$

(4.15)

where $\mathcal{E}$ is the compact set

$$\mathcal{E} = \bigcup_{k=m}^{\kappa} E_{k,m}.$$

Since $f$ is integrable, the integral in (4.15) tends to 0 as $d(g) \to \infty$. Thus $L^m_\kappa$ is bounded and hence a compact set.

We will construct by recursion a sequence of points

$$g_j = (x^{(j)}, y^{(j)}, t^{(j)}) \in L^m_\kappa, \quad j = 1, 2, \ldots,$$

which will turn out to be finite. With each $g_j$ we will associate an open set $g_j P^{-1}_j$, called a forbidden region; here

$$P_j = \{ g : a \cdot x > -1, \quad |x_\perp| < 2^{m/2} 2^{2+k(g_j)/2}, \quad |y| < 2^{m/2} 2^{2+k(g_j)/2}, \quad |t| < 2^{m/2} 2^{4+3k(g_j)/2} \}.$$

Together, these regions will be seen to cover the level set $L^m_\kappa$.

Assume $g_i$ defined for $1 \leq i < j$, where $j \in \{1, 2, \ldots, \kappa\}$. Our idea is to choose $g_j$ as a point in $L^m_\kappa$, but not in any region forbidden by the already selected points $g_i$. Further, it should maximize $k(g_j)$ and, secondly, maximize the quantity $a \cdot x^{(j)}$.

More precisely, let

$$k_j = \max \left\{ k(g) \in \{m, m + 1, \ldots, \kappa\} : g \in L^m_\kappa \setminus \bigcup_{1 \leq i < j} g_i P^{-1}_i \right\},$$

provided the set $L^m_\kappa \setminus \bigcup_{1 \leq i < j} g_i P^{-1}_i$ is nonempty; otherwise the recursion ends. We choose $g_j$ as a point in the compact set

$$\mathcal{A}_j = \left\{ g \in L^m_\kappa \setminus \bigcup_{1 \leq i < j} g_i P^{-1}_i : k(g) = k_j \right\}$$

(4.16)
such that $a \cdot x$ is maximal among the points of this set. To verify that $A_j$ is closed and thus compact, assume that $\tilde{g}_\ell \rightarrow \tilde{g}$ as $\ell \rightarrow +\infty$ and that $\tilde{g}_\ell \in A_j$. Then

$$e^{-2a \cdot x} 2^{-(n+1)k_j} f * \chi_{E_{k_j,m}}(\tilde{g}_\ell) \geq \lambda$$

for all $\ell$, and by continuity the same inequality holds at $\tilde{g}$. This means that $k(\tilde{g}) \geq k_j$; thus $k(\tilde{g}) = k_j$ and $\tilde{g} \in A_j$. (Here we actually verified that the function $g \mapsto k(g)$ is upper semicontinuous.)

Having thus defined the sequence $(g_j)$, we observe that $1 \leq i < j$ implies $k_j \leq k_i$, and that if here $k_j = k_i$ then $a \cdot x^{(j)} \leq a \cdot x^{(i)}$. We will verify the following three claims:

$$L^m_\lambda \subset \bigcup_{j \geq 1} g_j P_{j}^{-1}, \quad \mu_v(g_j P_{j}^{-1}) \lesssim 2^{nm} e^{2a \cdot x^{(j)}} 2^{(n+1)k_j} \quad \text{(4.17)}$$

and

$$\text{the sets } g_j E^{-1}_{k_j,m}, \ j = 1, 2, \ldots, \text{ are pairwise disjoint.} \quad \text{(4.19)}$$

This would imply Proposition 7, since we would get

$$\mu_v(L^m_\lambda) \leq \sum_j \mu_v(g_j P_{j}^{-1}) \lesssim 2^{nm} \sum_j e^{2a \cdot x^{(j)}} 2^{(n+1)k_j} \leq 2^{nm} \sum_j \frac{1}{\lambda} \int_{g_j E^{-1}_{k_j,m}} f(g) \, dg \leq 2^{nm} \frac{1}{\lambda} \int f(g) \, dg.$$

In the third step here, we used the fact that $g_j \in L^m_\lambda$.

To verify (4.18), notice that

$$\mu_v(g_j P_{j}^{-1}) = e^{2a \cdot x^{(j)}} \int_{P_j} e^{-2a \cdot x} \, dx \, dy \, dt$$

$$= e^{2a \cdot x^{(j)}} \int_{|x| < 2^{m/2} 2^{2k_j/2} \, 2^{2k_j/2}} e^{-2a \cdot x} \, dy \, dt \, dx$$

$$\lesssim e^{2a \cdot x^{(j)}} 2^{nm} 2^{(n+1)k_j}.$$

Aiming at (4.19), we argue by contradiction and assume that $g_i E^{-1}_{k_i,m}$ and $g_j E^{-1}_{k_j,m}$ have a common point for some $1 \leq i < j$. Then there exist points

$$\tilde{g}^{(i)} = (\tilde{x}^{(i)}, \tilde{y}^{(i)}, \tilde{t}^{(i)}) \in E_{k_i,m} \quad \text{and} \quad \tilde{g}^{(j)} = (\tilde{x}^{(j)}, \tilde{y}^{(j)}, \tilde{t}^{(j)}) \in E_{k_j,m}$$

such that $g_i(\tilde{g}^{(i)})^{-1} = g_j(\tilde{g}^{(j)})^{-1}$ or equivalently $g_j = g_i \tilde{g}^{-1}$, where $\tilde{g} = (\tilde{g}^{(j)})^{-1} \tilde{g}^{(i)}$.
To get the contradiction, it is enough to verify that the point \( \hat{g} = (\hat{x}, \hat{y}, \hat{t}) \) is in \( P_i \), since \( g_j \) cannot be in the forbidden region \( g_i P_i^{-1} \).

For the components in the \( a \) direction of these points, we have

\[
a \cdot \hat{x} = a \cdot \hat{x}^{(i)} - a \cdot \hat{x}^{(j)}.
\]

Since \( 2^{k_i - 1} < a \cdot \hat{x}^{(i)} \leq 2^{k_i} \) and \( 2^{k_j - 1} < a \cdot \hat{x}^{(j)} \leq 2^{k_j} \), this leads to \( a \cdot \hat{x} \geq 2^{k_i - 1} - 2^{k_j} \).

Here \( k_j \leq k_i \), and if this last inequality is strict, we conclude that \( a \cdot \hat{x} \geq 0 \). But if \( k_j = k_i \), then \( a \cdot \hat{x}^{(i)} \geq a \cdot \hat{x}^{(j)} \) because of the recurrence construction, and thus \( a \cdot \hat{x} \geq 0 \) also in this case.

For the components orthogonal to \( a \), we get (when \( n \geq 2 \))

\[
|\hat{x}_\perp| = |\hat{x}_\perp^{(i)} - \hat{x}_\perp^{(j)}| \leq |\hat{x}_\perp^{(i)}| + |\hat{x}_\perp^{(j)}| \leq 2^{m/2} 2^{k_i/2} + 2^{m/2} 2^{k_j/2} \leq 2 \cdot 2^{m/2} 2^{k_i/2}.
\]

In the same way, \( |\hat{y}| \leq 2 \cdot 2^{m/2} 2^{k_i/2} \). For the \( t \) coordinates, we have

\[
\hat{t} = \tilde{t}^{(i)} - \tilde{t}^{(j)} + 2\tilde{x}^{(j)} \cdot \tilde{y}^{(i)} - 2\tilde{x}^{(i)} \cdot \tilde{y}^{(j)}.
\]

Since

\[
|\tilde{x}^{(j)}| \leq |a \cdot \tilde{x}^{(j)}| + |\tilde{x}_\perp^{(j)}| \leq 2^{k_j} + 2^{m/2} 2^{k_j/2} \leq 2 \cdot 2^{k_j},
\]

and similarly for \( \tilde{x}^{(i)} \), this implies

\[
|\hat{t}| \leq 2^{m/2} 2^{3k_i/2} + 2^{m/2} 2^{3k_j/2} + 4 \cdot 2^{k_j} 2^{m/2} 2^{k_i/2} + 4 \cdot 2^{k_i} 2^{m/2} 2^{k_j/2} \leq 10 \cdot 2^{m/2} 2^{3k_i/2}.
\]

It follows that \( \hat{g} \in P_i \), and (4.19) is proved.

To verify (4.17), observe that for any \( j \) one has

\[
\int_{g_j E_{k_j,m}^{-1}} f(g') \, dg' \geq e^{-2\Omega \lambda}.
\]

Because of (4.19) and since \( f \) is integrable, this can only happen for a finite number of \( j \), so the sequence \( (g_j) \) must be finite. This means that the set \( L^{(m)}_{\lambda} \setminus \bigcup_{1 \leq i < j} g_i P_i^{-1} \) is empty for some \( j \), which is (4.17).

Proposition 7 is proved, and so is the weak type \((1, 1)\) of \( \mathcal{H}_1 \).

\[\Box\]

### 4.2 Weak Type \((1, 1)\) of \( \mathcal{H}_0 \)

Here one follows the argument just given for \( \mathcal{H}_1 \). The main difference will be that the factor \((1 + |z|)^{-n-1}\) in (4.8) is now \((1 + |z|)^{-n-3/2}\).
4.3 $L^p$-Boundedness of $\mathcal{H}_k$

Fix $k \geq 1$ and $p \in (1, +\infty)$. We first consider small $h$ and note that there exists a constant $C > 1$ such that

$$h^{k/2} \left| \nabla_k P^v_{h} (g, g') \right| \lesssim P^{(v)}_{Ch} (g, g'), \quad 0 < h \leq 1, \ g, g' \in \mathbb{H}_n. \quad (4.20)$$

This can be seen from the expression (3.16) and the classical gaussian estimates for the heat kernel and its derivatives on stratified groups; see Theorems IV.4.2 and IV.4.3 of [53]. Consequently,

$$\sup_{0 < h \leq 1} h^{k/2} \left| \nabla_k e^{h \Delta_v} \phi (g) \right| \lesssim \mathcal{H}_0 \phi (g),$$

and $\mathcal{H}_0$ is bounded on $L^p (\mu_v)$ as pointed out in the Introduction.

It remains to prove the $L^p$ boundedness of

$$\sup_{h > 1} h^{k/2} \left| \nabla_k e^{h \Delta_v} \phi (g) \right| .$$

We use an argument inspired by [51, p. 75]. Let $\varepsilon (p) = k/2 + 1/p'$, where $p'$ denotes the conjugate exponent of $p$.

Write for $h > 1$

$$\left| \nabla_k e^{h \Delta_v} \phi \right| = \left| \int_h^{+\infty} \frac{d}{ds} \left( \nabla_k e^{s \Delta_v} \phi \right) ds \right| ;$$

the convergence of the integral follows from Theorem IV.4.2 of [53]. By Hölder’s inequality, this is majorized by

$$\left( \int_h^{+\infty} s^{-p' \varepsilon (p)} ds \right)^{1/p'} \left[ \int_h^{+\infty} \left| s^{\varepsilon (p)} \frac{d}{ds} \left( \nabla_k e^{s \Delta_v} \phi \right) \right|^p ds \right]^{1/p} \lesssim h^{-k/2} \left[ \int_1^{+\infty} \left| s^{\varepsilon (p)} \nabla_k \Delta_v e^{s \Delta_v} \phi \right|^p ds \right]^{1/p} .$$

In conclusion, we get

$$\sup_{h > 1} h^{k/2} \left| \nabla_k e^{h \Delta_v} \phi (g) \right| \lesssim \left[ \int_1^{+\infty} \left| s^{\varepsilon (p)} \nabla_k \Delta_v e^{s \Delta_v} \phi \right|^p ds \right]^{1/p} .$$

With $s > 1$ we write $\nabla_k \Delta_v e^{s \Delta_v} = \nabla_k e^{\Delta_v/4} \Delta_v e^{\Delta_v/4} e^{(s-1/2) \Delta_v}$, and for the operator norms on $L^p (d \mu_v)$ we will have

$$\| \nabla_k \Delta_v e^{s \Delta_v} \|_{p \to p} \leq \| \nabla_k e^{\Delta_v/4} \|_{p \to p} \| \Delta_v e^{\Delta_v/4} \|_{p \to p} \| e^{(s-1/2) \Delta_v} \|_{p \to p} .$$
From (4.20) and the boundedness of \( \mathcal{H}_0 \), it follows that \( \| \nabla^k e^{\Delta_v/4} \|_{p \to p} \lesssim 1 \) and \( \| \Delta_v e^{\Delta_v/4} \|_{p \to p} \lesssim 1 \). Using interpolation and the spectral gap, we see that \( \| e^{(s-1/2)\Delta_v} \|_{p \to p} \) is exponentially decreasing as \( s \to +\infty \). The boundedness of \( \mathcal{H}_k \) on \( L^p(\mu_v) \) follows.

5 Proof of Theorem 1

We let \( f(g) = \phi(g) e^{2a \cdot x} \) as in Sect. 4.1.

The first-order Riesz transform is given by

\[
R_1 = \frac{1}{\sqrt{\pi}} \int_0^\infty h^{-1/2} \nabla e^{h\Delta_v} dh,
\]

cf. (2.2). Except for a factor \( h^{-1} \), the integrand here appeared in connection with the operator \( \mathcal{H}_1 \) in the beginning of Sect. 4.1. Again, we have a kernel which is a function of \( (g')^{-1}g \) multiplied by \( e^{-2a \cdot x} \), and we arrive at a convolution, cf. (4.3). Indeed, for any \( g = (x, y, t) \in \mathbb{H}_n \)

\[
h^{-1/2} \nabla e^{h\Delta_v} \phi(g) = e^{-2a \cdot x} f \ast \hat{K}_h(g),
\]

where

\[
\hat{K}_h(g) = h^{-1/2} \nabla(e^{-h+a \cdot x} p_h(g)).
\]

Moreover, (4.2) implies that \( |\hat{K}_h| \lesssim h^{-1} K_h \), where \( K_h \) is given by (4.1).

For the Riesz operator, we are thus led to the expression

\[
R_1 \phi(g) = \frac{1}{\sqrt{\pi}} e^{-2a \cdot x} \int_0^\infty f \ast \hat{K}_h(g) dh.
\]

We shall now verify the convergence of the integral \( \int_0^\infty |\hat{K}_h(g)| dh \) and estimate it, for all \( g \neq o \). It will then follow that \( R_1 \) is given by (5.1) for all \( g \notin \text{supp } \phi = \text{supp } f \).

Assume first that \( 0 < d(g) \leq 2 \), so that \( a \cdot x \leq 2 \). From (4.1) we then see that

\[
\int_0^\infty |\hat{K}_h(g)| dh \lesssim \int_0^\infty h^{-1} K_h(g) dh
\]

\[
\lesssim \int_0^\infty h^{-n-3/2} \left( 1 + h^{-1/2} \left( 1 + \frac{d(g)}{\sqrt{h}} \right) \right) \left[ 1 + \frac{d(g)^2}{h} \right]^{n-1} \exp \left( -\frac{d(g)^2}{4h} \right) \] dh.

To estimate this integral, one uses the exponential factor for \( h < d(g)^2 \) but not for other values of \( h \), and finds that

\[
\int_0^\infty |\hat{K}_h(g)| dh \lesssim d(g)^{-2n-2}, \quad 0 < d(g) \leq 2.
\]
Using again (3.15), one also verifies that
\[ \int_0^\infty |\nabla \hat{K}_h(g)| \, dh \lesssim d(g)^{-2n-3}, \quad 0 < d(g) \leq 2. \] (5.3)

Assuming now \( d(g) > 1 \), we first consider the integral over \( d(g)/4 < h < d(g) \). For such \( h \), we use (4.6) and the middle quantity in (4.7), and get
\[ \int_{d(g)/4}^{d(g)} h^{-1} K_h(g) \, dh \lesssim e^{a \cdot x - d(g)} d(g)^{-2} (1 + |z|)^{1-n} \int_{d(g)/4}^{d(g)} \exp \left\{ - \frac{(2h - d(g))^2}{4h} \right\} \, dh \]
\[ \sim e^{a \cdot x - d(g)} d(g)^{-2} (1 + |z|)^{1-n}. \]

The integral over \( 0 < h \neq (d(g)/4, d(g)) \) is controlled by \( e^{a \cdot x - d(g) - cd(g)} \), as seen by means of the middle expressions in (4.9) and (4.11). Thus altogether
\[ \int_0^\infty |\hat{K}_h(g)| \, dh \lesssim e^{a \cdot x - d(g)} d(g)^{-2} (1 + |z|)^{1-n}, \quad d(g) > 1. \] (5.4)

To prove the weak type \((1,1)\) of \( R_1 \), we split the operator into a global and a local part. Choose a smooth function \( \eta \geq 0 \) in \( H^s \) satisfying \( \eta(g) = 1 \) if \( d(g) \leq 1 \) and \( \eta(g) = 0 \) if \( d(g) \geq 2 \). Then we define \( \hat{K}_h^{\text{glob}}(g) = \hat{K}_h(g)(1 - \eta(g)) \) and
\[ R_1^{\text{glob}} \phi(g) = \frac{1}{\sqrt{\pi}} e^{2a \cdot x} \int_0^\infty f * \hat{K}_h^{\text{glob}}(g) \, dh. \]

The local part is
\[ R_1^{\text{loc}} = R_1 - R_1^{\text{glob}}. \]

For \( g \notin \text{supp } f \), the local part is given by
\[ R_1^{\text{loc}} \phi(g) = \frac{1}{\sqrt{\pi}} e^{2a \cdot x} \int_0^\infty f * \hat{K}_h^{\text{loc}}(g) \, dh, \]
where \( \hat{K}_h^{\text{loc}}(g) = \hat{K}_h(g) \eta(g) \) satisfies the estimates (5.2) and (5.3), like \( \hat{K}_h \). Notice that these are the standard estimates for singular integrals of Calderón–Zygmund type.

By means of a suitable splitting of \( \mathbb{H} \) into pieces, it can be proved first that \( R_1^{\text{loc}} \) is bounded on \( L^p(\mu_v) \), \( 1 < p < \infty \), and then that it is also of weak type \((1,1)\), see [7, Lemma 5 p. 1316 f.].

For the global part, (5.4) implies that
\[ \int_0^\infty |\hat{K}_h^{\text{glob}}(g)| \, dh \lesssim e^{a \cdot x - d(g)} d(g)^{-2} (1 + |z|)^{1-n} =: K^*(g). \] (5.5)
The operator we thus need to estimate is \( f \mapsto e^{-2a \cdot x} f * K^*, \) for \( 0 \leq f \in L^1(dg). \) It is actually enough to consider \( e^{-2a \cdot x} f * (K^* \chi_E), \) where

\[
E = \{ g : a \cdot x > 1, \quad |x_-| + |y| + \sqrt{|t|} \leq a \cdot x \}.
\]

Indeed, for the complement of this set we can apply Lemma 6 as in Sect. 4.1.

If the point \( g \in E \) is in the slice defined by \( 2^{k-1} < a \cdot x \leq 2^k \) for some \( k \in \{1, 2, \ldots\}, \) we combine (5.5) with (3.4) to conclude that

\[
K^*(g) \lesssim 2^{-(n+3/2)k} e^{-cQ(g)}.
\]

With \( M_k \) defined by (4.13), possibly with another value of the constant \( c, \) this means that

\[
K^*(g) \lesssim \sum_{k=1}^{+\infty} 2^{-k/2} M_k(g).
\]

From (4.14) and Proposition 7, we know that the operator

\[
f \mapsto e^{-2a \cdot x} f * M_k(g)
\]

is bounded from \( L^1(dg) \) into \( L^{1,\infty}(\mu_v), \) uniformly in \( k. \) The estimate (5.6) then makes it possible to sum in \( L^{1,\infty}(\mu_v) \) and obtain the weak type \((1,1)\) of the operator \( f \mapsto e^{-2a \cdot x} f * (K^* \chi_E)(g). \) Thus \( R_{1\text{glob}}\) is of weak type \((1,1), \) and the proof of Theorem 1 is complete.

### 6 Counterexamples

#### 6.1 Proof of Theorem 2

Let \( k \geq 3. \) Instead of \( R_k, \) it is enough to find a counterexample for \( (a \cdot X)^k (-\Delta_v)^{-k/2}. \) We will apply this operator to a function \( \phi \) supported near the origin, and evaluate \( (a \cdot X)^k (-\Delta_v)^{-k/2} \phi \) at points far away.

For large \( r > 0 \) we introduce the set

\[
\Omega_r = \left\{ g = (x, y, t) : \quad r - 1 < a \cdot x < r, \quad |x_-| < \sqrt{r}, \quad |y| < \sqrt{r}, \quad |t| < r^{3/2} \right\}.
\]

If \( g \in \Omega_r, \) Lemma 4 implies that \( |Q(g)| \lesssim 1, \) and so

\[
d(g) = a \cdot x + O(1) = r + O(1), \quad r \to \infty.
\]

**Lemma 8** If \( g \in \Omega_r \) and \( r \) is large enough, then

\[
(-1)^k \int_0^{\infty} h^{k/2-1} (a \cdot X)^k p_h^{(v)}(g, o) dh \gtrsim e^{-2r} r^{-n-k/2-2}.
\]
The kernel $p_h^{(v)}$ was introduced in Sect. 3.3. Before proving this lemma, we use it to construct the desired counterexample. Let $\phi$ be a nonnegative, continuous function supported in the ball $B(o, \rho)$ for some small $\rho$, and satisfying $\int \phi \, d\mu_v = 1$. When the point $g$ is not in the support of $\phi$, one has

$$(a \cdot X)^k e^{-h\Delta_v} \phi(g) = \int (a \cdot X_g)^k p_h^{(v)}((g')^{-1}g) \phi(g') \, d\mu_v(g'). \quad (6.3)$$

We define a subset of $\Omega_r$ by

$$\Omega_r' = \left\{ g : r - \frac{3}{4} < a \cdot x < r - \frac{1}{4}, \, |x| < \frac{\sqrt{r}}{2}, \, |y| < \frac{\sqrt{r}}{2}, \, |t| < \frac{r^{3/2}}{2} \right\}.$$ 

Then we can fix $\rho > 0$ such that $(g')^{-1}g \in \Omega_r'$ if $g' \in B(o, \rho)$ and $g \in \Omega_r'$, for any large $r$. This is seen from the group law (2.1), and $\rho$ will depend only on $n$.

We now combine (6.3) with (2.2), where $\nabla$ is replaced by $a \cdot X$. With $g \in \Omega_r'$, we can swap the order of integration and obtain

$$(a \cdot X)^k (-\Delta)^{-k/2} \phi(g) = \frac{1}{\Gamma(k/2)} \int_0^\infty h^{k/2-1} \int (a \cdot X_g)^k p_h^{(v)}((g')^{-1}g) \phi(g') \, d\mu_v(g') \, dh$$

$$= \frac{1}{\Gamma(k/2)} \int \int_0^\infty h^{k/2-1} (a \cdot X_g)^k p_h^{(v)}((g')^{-1}g) \, dh \phi(g') \, d\mu_v(g').$$

From Lemma 8, we conclude that for $g \in \Omega_r'$

$$(-1)^k (a \cdot X)^k (-\Delta_v)^{-k/2} \phi(g) \lesssim \int e^{-2r} r^{-n-k/2-2} \phi(g') \, d\mu_v(g')$$

$$= e^{-2r} r^{-n-k/2-2}.$$ 

Since $\mu_v(\Omega_r') \sim e^{2r} r^{n+1}$ and $k \geq 3$, this violates the weak type (1,1) for $(a \cdot X)^k (-\Delta_v)^{-k/2}$ as $r \to +\infty$ and ends the proof of Theorem 2.

**Proof of Lemma 8** We start by estimating the integral in (6.2) taken only over $0 < h \not\in (d(g)/4, d(g))$, in terms of the kernel $K_h$ introduced in the beginning of Sect. 4.1. Letting $g' = o$ in (4.2), we get $|\nabla p_h^{(v)}(g, o)| \lesssim e^{-2a \cdot x} h^{-1/2} K_h(g)$. In our case, we have derivatives of order $k$, and (3.15) says that this gives extra factors controlled by $1 + h^{-k/2} + h^{-k} d(g)^k$.

If $h > d(g)$, we can estimate $K_h(g) = K_h^{\text{glob}}(g)$ by means of (4.9). Then all powers of $h$ and $d(g)$ can be absorbed by the factors $\exp(-ch - cd(g))$ in (4.9). As a result,

$$\int_{d(g)}^\infty h^{k/2-1} |(a \cdot X)^k p_h^{(v)}(g, o)| \, dh \lesssim \exp(-a \cdot x - d(g) - cd(g)) \sim e^{-2r-cr},$$
the last estimate because of (6.1). For the integral over $0 < h < d(g)/4$, we use instead (4.11) in a very similar way, to get

$$
\int_0^{d(g)/4} h^{k/2-1} |(a \cdot X)^k p^{(v)}_h(g, o)| \, dh \lesssim e^{-2r-cr}.
$$

These parts of the integral in (6.2) are thus much smaller than the right-hand side and can be neglected. It remains to deal with the integral over $d(g)/4 < h < d(g)$, which requires much more precision.

We start by using Leibniz’ rule and (3.16) together with the fact that $(a \cdot X) e^{-a \cdot x} = -e^{-a \cdot x}$, to get

$$
(a \cdot X)^k p^{(v)}_h(g, o) = e^{-h} e^{-a \cdot x} \sum_{j=0}^{k} \binom{k}{j} (-1)^{k-j} (a \cdot X)^j p^j_h(g).
$$

Now (3.12) and the definition of $X$ show that for $j = 0, \ldots, k$ and any point $g = (z, t) = (x, y, t)$

$$
(a \cdot X)^j p^j_h(g)
= \frac{1}{2(4\pi)^{n+1}} h^{-n-1} \int_\mathbb{R} (a \cdot \nabla_x + 2a \cdot y \partial/\partial t)^j \exp(F(\lambda)) \left( \frac{\lambda}{\sinh \lambda} \right)^n d\lambda.
$$

where

$$
F(\lambda) = \frac{1}{4h} (it\lambda - |z|^2 \lambda \coth \lambda)
$$

and $\nabla_x = (\partial/\partial x_1, \ldots, \partial/\partial x_n)$ is the ordinary gradient in $\mathbb{R}^n$.

One finds that

$$
(a \cdot \nabla_x + 2a \cdot y \partial/\partial t)^j \exp(F(\lambda))
= \sum_{\alpha, \beta} c_{\alpha, \beta} h^{-\alpha-\beta} (-\lambda \coth \lambda)^\alpha (a \cdot x)^{2\alpha+\beta-j} (a \cdot y)^\beta (i\lambda)^\beta \exp(F(\lambda))
$$

for some positive constants $c_{\alpha, \beta}$, where the sum is taken over all nonnegative integers $\alpha, \beta$ verifying $\alpha + \beta \leq j$ and $2\alpha + \beta \geq j$. The reason for this last inequality is that each term in the sum arises when $\alpha$ differentiations $a \cdot \nabla_x$ and $\beta$ differentiations $2a \cdot y \partial/\partial t$ fall on $\exp(F(\lambda))$, and the remaining $j - \alpha - \beta$ differentiations fall on the powers of $a \cdot x$ that will occur. Thus one must have $j - \alpha - \beta \leq \alpha$.

So (6.5) implies that for $0 \leq j \leq k$, with other positive constants $c_{\alpha, \beta}$,

$$
(a \cdot X)^j p^j_h(g) = h^{-n-1} \sum_{\alpha, \beta} c_{\alpha, \beta} (-1)^\alpha h^{-\alpha-\beta} (a \cdot x)^{2\alpha+\beta-j} (a \cdot y)^\beta I_{\alpha, \beta}
$$

where

$$
I_{\alpha, \beta} = \int_\mathbb{R} \exp(F(\lambda)) \left( \frac{\lambda}{\sinh \lambda} \right)^n (\lambda \coth \lambda)^\alpha (i\lambda)^\beta d\lambda.
$$
We will estimate $I_{\alpha,\beta}$, assuming the point $g = (z, t) = (x, y, t)$ in $\Omega_r$ for some large $r$, and we take $h \in (d(g)/4, d(g))$. Then $h \sim d(g) \sim r$, and $|z|^2/h \sim r$ and $t/h \sim \sqrt{r}$. We remark that Beals, Gaveau and Greiner [12, Sect. 2] compute a similar integral, by moving the contour of integration to a line in the complex plane; in our case this is not necessary.

The main part of $I_{\alpha,\beta}$ comes from a neighborhood of the point $\lambda = 0$, and we observe that $F(0) = -|z|^2/(4h)$. Further,

$$F(\lambda) - F(0) = -\frac{|z|^2}{4h} (\lambda \coth \lambda - 1) + i \frac{t\lambda}{4h} = -\frac{|z|^2}{4h} \left( \frac{1}{3} \lambda^2 + O(\lambda^4) \right) + i \frac{t\lambda}{4h} \quad (6.7)$$

as $\lambda \to 0$. Using the symbol $\wedge$ for the minimum, we also have

$$\lambda \coth \lambda - 1 \sim \lambda^2 \wedge |\lambda|, \quad \lambda \in \mathbb{R} \setminus \{0\}. \quad (6.8)$$

This is because the quotient $(\lambda \coth \lambda - 1)/(\lambda^2 \wedge |\lambda|)$ is continuous and positive for $\lambda \neq 0$ and has positive limits at 0 and at $\pm \infty$. Thus

$$\Re(F(\lambda) - F(0)) < -cr^2 \lambda^2 \wedge |\lambda|, \quad \lambda \in \mathbb{R} \setminus \{0\}$$

for some $c > 0$. Since $\lambda/\sinh \lambda$ is bounded on $\mathbb{R}$ and $|\lambda \coth \lambda| \lesssim 1 + |\lambda|$, we will have

$$|I_{\alpha,\beta}| \lesssim \exp\left(-\frac{|z|^2}{4h}\right) \int_{\mathbb{R}} e^{-cr^2 \lambda^2 \wedge |\lambda|} (1 + |\lambda|^6)|\lambda|^\beta \, d\lambda.$$  

Here we separate the integrals over $|\lambda| < 1$ and $|\lambda| > 1$ and easily get

$$|I_{\alpha,\beta}| \lesssim \exp\left(-\frac{|z|^2}{4h}\right) r^{-1/2-\beta/2}. \quad (6.9)$$

Next we verify that this estimate is sharp in the case $\alpha = j$. Notice that $\alpha = j$ forces $\beta = 0$. We split $I_{j,0}$ as $I_{j,0} = I^0 + I^\infty$, where

$$I^0 = \int_{-r^{-1/4}}^{r^{-1/4}} \exp(F(\lambda)) \left( \frac{\lambda}{\sinh \lambda} \right)^n (\lambda \coth \lambda)^j \, d\lambda$$

and $I^\infty$ is the corresponding integral over $|\lambda| > r^{-1/4}$.

If $|\lambda| > r^{-1/4}$, (6.8) implies $\lambda \coth \lambda - 1 \geq r^{-1/2} + \lambda^2 \wedge |\lambda|$. Thus

$$|I^\infty| \lesssim \exp\left(-\frac{|z|^2}{4h}\right) \exp(-cr^{1/2}) \int_{\mathbb{R}} e^{-cr^2 \lambda^2 \wedge |\lambda|} (1 + |\lambda|^j) \, d\lambda$$

$$\lesssim \exp\left(-\frac{|z|^2}{4h}\right) \exp(-cr^{1/2}), \quad (6.10)$$

for some positive constants $c$. 
For $I^0$ we use (6.7) and the fact that $\lambda / \sinh \lambda = 1 + O(\lambda^2)$ as $\lambda \to 0$, getting

$$I^0 = \exp \left(-\frac{|z|^2}{4h}\right) \int_{-r^{-1/4}}^{r^{-1/4}} \exp \left(-\frac{|z|^2}{12h} \lambda^2 + i \frac{t\lambda}{4h} + O(r\lambda^4)\right) \left(1 + O(\lambda^2)\right) d\lambda.$$  

Since here $r\lambda^4 \leq 1$, we can replace the term $O(r\lambda^4)$ in the exponent by a factor $1 + O(r\lambda^4)$ outside the exponential. Thus we have

$$I^0 = \exp \left(-\frac{|z|^2}{4h}\right) \int_{-r^{-1/4}}^{r^{-1/4}} \exp \left(-\frac{|z|^2}{12h} \lambda^2 + i \frac{t\lambda}{4h}\right) \left(1 + O(r\lambda^4 + \lambda^2)\right) d\lambda.$$  

The effect of the $O(\ldots)$ term in this integral is controlled by

$$\exp \left(-\frac{|z|^2}{4h}\right) \int_{-r^{-1/4}}^{r^{-1/4}} \exp \left(-c r \lambda^2 \right) (r\lambda^4 + \lambda^2) d\lambda \lesssim \exp \left(-\frac{|z|^2}{4h}\right) r^{-3/2}.$$  

What remains is

$$\exp \left(-\frac{|z|^2}{4h}\right) \int_{-r^{-1/4}}^{r^{-1/4}} \exp \left(-\frac{|z|^2}{12h} \lambda^2 + i \frac{t\lambda}{4h}\right) d\lambda.$$  

Here we can extend the integration to all of $\mathbb{R}$, with an error that can be estimated as in (6.10). The resulting integral over $\mathbb{R}$ is an elementary Fourier transform, taken at the point $t/(4h)$. Its value is

$$\sqrt{\pi} \sqrt{\frac{12h}{|z|}} \exp \left(-\frac{12h}{4|z|^2} \left(\frac{t}{4h}\right)^2\right) \sim r^{-1/2},$$  

because $\frac{12h}{4|z|^2} \left(\frac{t}{4h}\right)^2 \sim 1$.

We can now summarize the last few estimates, and conclude that for large $r$

$$I_{j,0} \sim I^0 \sim \exp \left(-\frac{|z|^2}{4h}\right) r^{-1/2};$$  

cf. (6.9).

The next step is to insert our estimates for $I_{\alpha,\beta}$ in (6.6). The inequality (6.9) implies

$$|h^{-\alpha-\beta} (a \cdot x)^{2\alpha+\beta-j} (a \cdot y)^{\beta} I_{\alpha,\beta}| \lesssim r^{\alpha+\beta/2-j} |I_{\alpha,\beta}| \lesssim \exp \left(-\frac{|z|^2}{4h}\right) r^{-1/2+\alpha-j}.$$  

In the case when $\alpha = j$, and thus $\beta = 0$, (6.11) shows that this estimate is sharp in the sense that

$$h^{-\alpha-\beta} (a \cdot x)^{2\alpha+\beta-j} (a \cdot y)^{\beta} I_{\alpha,\beta} = h^{-j} (a \cdot x)^j I_{j,0} \sim \exp \left(-\frac{|z|^2}{4h}\right) r^{-1/2}. $$
This means that the term with \( \alpha = j \) dominates in the sum in (6.6), and

\[
(-1)^j (a \cdot X)^j \, p_h(g) \sim \exp\left(-\frac{|z|^2}{4h}\right) r^{-n-3/2}.
\]

When we now insert this estimate in (6.4), the factors \((-1)^j\) will cancel, and we conclude that

\[
(-1)^k (a \cdot X)^k \, p_h^{(v)}(g, o) \sim e^{-h} e^{-a \cdot x} \sum_{j=0}^k \binom{k}{j} \exp\left(-\frac{|z|^2}{4h}\right) r^{-n-3/2}
\]

\[
\sim e^{-h} e^{-a \cdot x} \exp\left(-\frac{|z|^2}{4h}\right) r^{-n-3/2}.
\]

(6.12)

Next, we verify that in \( \Omega_r \)

\[
\frac{|z|^2}{4h} = \frac{d(g)^2}{2} + O(1), \quad r \to \infty.
\]

(6.13)

Indeed,

\[
|z|^2 - d(g)^2 = (a \cdot x)^2 - d(g)^2 + |x_\perp|^2 + |y|^2
\]

\[
= (a \cdot x + d(g))(a \cdot x - d(g)) + O(r) = O(r),
\]

where we applied (6.1). This proves (6.13), and then (6.12) can be rewritten as

\[
(-1)^k (a \cdot X)^k \, p_h^{(v)}(g, o) \sim e^{-a \cdot x - d(g)} \exp\left(-\frac{(2h - d(g))^2}{4h}\right) r^{-n-3/2}.
\]

Integrating and applying again (6.1), we arrive at

\[
(-1)^k \int_{d(g)/4}^{d(g)} h^{k/2-1} (a \cdot X)^k \, p_h^{(v)}(g, o) \, dh
\]

\[
\sim e^{-2r} r^{-n-3/2} \int_{d(g)/4}^{d(g)} h^{k/2-1} \exp\left(-\frac{(2h - d(g))^2}{4h}\right) \, dh \sim e^{-2r} r^{-n-k/2-2},
\]

holding for all \( g \in \Omega_r \). Lemma 8 is proved.

\[\square\]

6.2 Counterexample for Theorem 3

As in the preceding subsection, we consider \( (a \cdot X)^k \, p_h^{(v)}(g) \) with \( g \in \Omega_r \). But we fix \( h = d(g)/2 \) instead of integrating in \( h \), and there is now a factor \( h^{k/2-1} \) that replaces \( h^{k/2} \). Instead of the estimate in Lemma 8, we now get for \( g \in \Omega_r \)

\[
\left| h^{k/2} (a \cdot X)^k \, p_h^{(v)}(g, o) \right|_{h=d(g)/2} \sim e^{-a \cdot x - d(g)} r^{k/2-n-3/2} \sim e^{-2r} r^{k/2-n-3/2}.
\]
As \( r \to +\infty \), this contradicts the weak type \((1, 1)\) inequality for \( \mathcal{H}_k \) when \( k \geq 2 \).

The proof of Theorem 3 is complete.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Agrachev, A., Barilari, D., Boscain, U.: A Comprehensive Introduction to Sub-riemannian Geometry, vol. 181. Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge (2020)
2. Alexopoulos, G.: An application of homogenization theory to harmonic analysis: Harnack inequalities and Riesz transforms on Lie groups of polynomial growth. Can. J. Math. 44, 691–727 (1992)
3. Alexopoulos, G.: Sub-laplacians with drift on lie groups of polynomial volume growth. Mem. Am. Math. Soc. 155(739), x+101 (2002)
4. Amenta, A., Tolomeo, L.: A dichotomy concerning uniform boundedness of Riesz transforms on Riemannian manifolds. Proc. Am. Math. Soc. 147, 4797–4803 (2019)
5. Anker, J.-P.: Sharp estimates for some functions of the Laplacian on noncompact symmetric spaces. Duke Math. J. 65, 257–297 (1992)
6. Anker, J.-P., Damek, E., Yacoub, C.: Spherical analysis on harmonic AN groups. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 4(23), 643–679 (1996)
7. Anker, J.-P., Lohoué, N.: Multiplicateurs sur certains espaces symétriques. Am. J. Math. 108(6), 1303–1353 (1986)
8. Auscher, P., Coulhon, T.: Riesz transform on manifolds and Poincaré inequalities. Ann. Sc. Norm. Super. Pisa Cl. Sci. 5(4), 531–555 (2005)
9. Auscher, P., Coulhon, T., Duong, X.-T., Hofmann, S.: Riesz transform on manifolds and heat kernel regularity. Ann. Sci. École Norm. Sup. 4(37), 911–957 (2004)
10. Bakry, D.: Transformations de Riesz pour les semi-groupes symétriques. II. Étude sous la condition \( \Gamma_2 \geq 0 \). Séminaire de Probabilités XIX, 1983/84, Lecture Notes in Math., vol. 1123, pp.145–174. Springer, Berlin (1985)
11. Bakry, D.: Étude des transformations de Riesz dans les variétés riemanniennes à courbure de Ricci minorée. Séminaire de Probabilités XXI, Lecture Notes in Math., vol. 1247, pp. 137–172. Springer, Berlin (1987)
12. Beals, R., Gaveau, B., Greiner, P.C.: Hamilton-Jacobi theory and the heat kernel on Heisenberg groups. J. Math. Pures Appl. 79, 633–689 (2000)
13. Bernicot, F., Frey, D.: Riesz transforms through reverse Hölder and Poincaré inequalities. Math. Z. 284, 791–826 (2016)
14. Carron, G.: Riesz transforms on connected sums. Ann. Inst. Fourier (Grenoble) 57, 2329–2343 (2007)
15. Carron, G.: Riesz transform on manifolds with quadratic curvature decay. Rev. Mat. Iberoam. 33, 749–788 (2017)
16. Carron, G., Coulhon, T., Hassell, A.: Riesz transform and \( L^p \)-cohomology for manifolds with Euclidean ends. Duke Math. J. 133, 59–93 (2006)
17. Chen, L., Coulhon, T., Feneuil, J., Russ, E.: Riesz transform for \( 1 \leq p \leq 2 \) without Gaussian heat kernel bound. J. Geom. Anal. 27, 1489–1514 (2017)
18. Coulhon, T., Duong, X.-T.: Riesz transforms for \( 1 \leq p \leq 2 \). Trans. Am. Math. Soc. 351, 1151–1169 (1999)
19. Coulhon, T., Duong, X.-T., Li, X.-D.: Littlewood-Paley-Stein functions on complete Riemannian manifolds for \( 1 \leq p \leq 2 \). Studia Math. 154, 37–57 (2003)
20. Coulhon, T., Jiang, Renjin, Koskela, P., Sikora, A.: Gradient estimates for heat kernels and harmonic functions. J. Funct. Anal. 278, 108398 (2020)
21. Coulhon, T., Sikora, A.: Riesz meets Sobolev. Colloq. Math. 118, 685–704 (2010)
22. Fabes, E.B., Gutiérrez, C.E., Scotto, R.: Weak-type estimates for the Riesz transforms associated with the Gaussian measure. Rev. Mat. Iberoam. 10(2), 229–281 (1994)
23. Gaudry, G.I., Qian, T., Sjögren, P.: Singular integrals associated to the Laplacian on the affine group $ax + b$. Ark. Math. 30, 259–281 (1992)
24. Gaveau, B.: Principe de moindre action, propagation de la chaleur et estimées sous-elliptiques sur certains groupes nilpotents. Acta Math. 139, 95–153 (1977)
25. Guillarmou, C., Hassell, A.: Resolvent at low energy and Riesz transform for Schrödinger operators on asymptotically conic manifolds. I. Math. Ann. 341, 859–896 (2008)
26. Guillarmou, C., Hassell, A.: Resolvent at low energy and Riesz transform for Schrödinger operators on asymptotically conic manifolds. II. Ann. Inst. Fourier (Grenoble) 59, 1553–1610 (2009)
27. Hassell, A., Lin, P.-J.: The Riesz transform for homogeneous Schrödinger operators on metric cones. Rev. Mat. Iberoam. 30, 477–522 (2014)
28. Hassell, A., Sikora, A.: Riesz transforms on a class of non-doubling manifolds. Commun. Partial Differ. Equ. 44, 1072–1099 (2019)
29. Hebisch, W., Steger, T.: Multipliers and singular integrals on exponential growth groups. Math. Z. 245, 37–61 (2003)
30. Hulanicki, A.: The distribution of energy in the Brownian motion in the Gaussian field and analytic-hypoellipticity of certain subelliptic operators on the Heisenberg group. Studia Math. 56, 165–173 (1976)
31. Li, H.-Q.: La transformation de Riesz sur les variétés coniques. J. Funct. Anal. 168, 145–238 (1999)
32. Li, H.-Q.: Estimations asymptotiques du noyau de la chaleur sur les groupes de Heisenberg. C. R. Acad. Sci. Paris Ser. I 344, 497–502 (2007)
33. Li, H.-Q.: Fonctions maximales centrées de Hardy–Littlewood sur les groupes de Heisenberg. Studia Math. 191, 89–100 (2009)
34. Li, H.-Q., Sjögren, P.: Weak type $(1, 1)$ for some operators related to the Laplacian with drift on real hyperbolic spaces. Potential Anal. 46, 463–484 (2017)
35. Li, H.-Q., Sjögren, P.: Sharp endpoint estimates for some operators associated with the Laplacian with drift in Euclidean space. Can. J. Math. 73, 1278–1304 (2021)
36. Li, H.-Q., Sjögren, P., Wu, Y.-R.: Weak type $(1, 1)$ of some operators for the Laplacian with drift. Math. Z. 282(2–3), 623–633 (2016)
37. Li, H.-Q., Zhu, J.-X.: A note on Riesz Transform for $1 \leq p \leq 2$ without Gaussian heat kernel bound. J. Geom. Anal. 28, 1597–1609 (2018)
38. Lohoué, N.: Comparaison des champs de vecteurs et des puissances du Laplacien sur une variété riemannienne à courbure non positive. J. Funct. Anal. 61, 164–201 (1985)
39. Lohoué, N.: Transformées de Riesz et fonctions de Littlewood-Paley sur les groupes non moyennables. C. R. Acad. Sci. Paris 306, 327–330 (1988)
40. Lohoué, N.: Estimations de certaines fonctions maximales et des transformées de Riesz multiples sur les variétés de Cartan-Hadamard et les groupes unimodulaires. C. R. Acad. Sci. Paris 312, 561–566 (1991)
41. Lohoué, N.: Transformées de Riesz et fonctions sommables. Am. J. Math. 114, 875–922 (1992)
42. Lohoué, N., Mustapha, S.: Sur les transformées de Riesz sur les groupes de Lie moyennables et sur certains espaces homogènes. Can. J. Math. 50, 1090–1104 (1998)
43. Lohoué, N., Mustapha, S.: Sur les transformées de Riesz sur les espaces homogènes des groupes de Lie semi-simples. Bull. Soc. Math. France 128, 485–495 (2000)
44. Lohoué, N., Mustapha, S.: Sur les transformées de Riesz dans le cas du Laplacien avec drift. Trans. Am. Math. Soc. 356, 2139–2147 (2004)
45. Lust-Piquard, F.: A simple-minded computation of heat kernels on Heisenberg groups. Colloq. Math. 97, 233–249 (2003)
46. Montgomery, R.: A Tour of Subriemannian Geometries, Their Geodesics and Applications. Mathematical Surveys and Monographs, vol. 91. American Mathematical Society, Providence (2002)
47. Nazarov, F., Treil, S., Volberg, A.: Weak type estimates and Cotlar inequalities for Calderón–Zygmund operators on nonhomogeneous spaces. Int. Math. Res. Not. 9, 463–487 (1998)
48. Pérez, S., Soria, F.: Operators associated with the Ornstein–Uhlenbeck semigroup. J. Lond. Math. Soc. 2(61), 857–871 (2000)
49. Saloff-Coste, L.: Analyse sur les groupes de Lie à croissance polynômiale. Ark. Math. 28, 315–331 (1990)
50. Sjögren, P.: An estimate for a first-order Riesz operator on the affine group. Trans. Am. Math. Soc. 351, 3301–3314 (1999)
51. Stein, E.M.: Topics in Harmonic Analysis Related to the Littlewood–Paley Theory. Ann. of Math. Stud., vol. 63. Princeton Univ. Press, Princeton (1970)
52. Strichartz, R.S.: Analysis of the Laplacian on the complete Riemannian manifold. J. Funct. Anal. 52, 48–79 (1983)
53. Varopoulos, N.T., Saloff-Coste, L., Coulhon, T.: Analysis and Geometry on Groups, vol. 100. Cambridge Tracts in Mathematics. Cambridge University Press, Cambridge (1992)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.