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**Abstract**—While deep-learning-based tracking methods have achieved substantial progress, they entail large-scale and high-quality annotated data for sufficient training. To eliminate expensive and exhaustive annotation, we study self-supervised (SS) learning for visual tracking. In this work, we develop the crop-transform-paste operation, which is able to synthesize sufficient training data by simulating various appearance variations during tracking, including appearance variations of objects and background interference. Since the target state is known in all synthesized data, existing deep trackers can be trained in routine ways using the synthesized data without human annotation. The proposed target-aware data-synthesis method adapts existing tracking approaches within a SS learning framework without algorithmic changes. Thus, the proposed SS learning mechanism can be seamlessly integrated into existing tracking frameworks to perform training. Extensive experiments show that our method: 1) achieves favorable performance against supervised (Su) learning schemes under the cases with limited annotations; 2) helps deal with various tracking challenges such as object deformation, occlusion (OCC), or background clutter (BC) due to its manipulability; 3) performs favorably against the state-of-the-art unsupervised tracking methods; and 4) boosts the performance of various state-of-the-art Su learning frameworks, including SiamRPN++, DiMP, and TransT.

**Index Terms**—Crop-transform-paste, self-supervised (SS) learning, visual tracking.

I. INTRODUCTION

**G**iven a specified target object in the initial frame, visual tracking aims to estimate the target state (typically indicated by a bounding box) in the subsequent frames of a tracking sequence. It is a fundamental task in computer vision and has a wide range of applications, such as autonomous driving, human–computer interaction, and intelligent video analysis. Recently, deep-learning-based trackers [1], [2], [3], [4] have made considerable progress in visual tracking due to the powerful capability of image feature learning. Nevertheless, such methods demand large-scale and high-quality annotated data for sufficient training, which is an inherent limitation of deep convolutional networks applied in visual tracking. Thus these approaches do not perform well under challenging tracking scenarios when large-scale annotated data is not available.

In this article, we explore the potential of self-supervised (SS) learning for visual tracking to alleviate the above-mentioned issues. Instead of using manually annotated data, we synthesize training data by simulating various appearance variations of a target object. Since the object state is known in all the synthesized data, we are able to train trackers in routine ways without human annotation. Such a learning way can be viewed as a form of SS learning, which seeks to perform training without labeled data in a SS manner.

SS learning has been extensively studied for visual representation learning via predefined pretext tasks [6], [7], [8], which focus on visual representation by training an individual learning module following a contrastive learning framework [9], [10]. However, it is challenging to effectively exploit SS learning for visual tracking, since the tracking
One essential task in visual tracking is to learn an effective target object representation that is robust to appearance variations as well as background interference. Our core idea is to perform image transformation operations on the given target object for simulating potential target variations in tracking scenarios. Specifically, we develop a simple crop-transform-paste operation to synthesize data for performing SS learning in tracking tasks. It first crops the given target object patch from the initial frame, then performs image transformations on the cropped patch, and finally pastes the transformed patch onto a new frame with probable background interference. The proposed crop-transform-paste operation facilitates synthesizing sufficient data with diverse transformations as needed in tracking scenarios, which are readily used to train existing trackers.

Compared to existing supervised (Su) learning tracking schemes, the proposed SS learning mechanism based on the crop-transform-paste operation benefits from multiple advantages. First, our method eliminates the need of expensive and exhaustive human annotation. Second, our crop-transform-paste operation accommodates different transformations to address the challenges in visual tracking, such as cutout for occlusion (OCC), shear for deformation, and similar-patch paste (SPatchP) for background clutter (BC). In contrast, the samples involving tracking challenges from human-annotated data are always too scarce to train trackers sufficiently. Third, we can synthesize a large amount of data from a limited size of initial (raw) tracking sequence data, which implies that our method requires much less raw data than the Su learning way for sufficient training. Finally, the SS learning mechanism can be readily integrated with existing Su learning frameworks to further boost tracking performance. This is particularly useful in few-shot tracking scenarios where only a few annotated samples are provided. Fig. 1 shows the tracking performance of a tracker using the Su learning manner, our SS learning scheme, and the integrated way, respectively. The proposed mechanism compares favorably against the Su learning scheme when only a small size of training data is available and even achieves close performance when sufficient annotated data are provided. In addition, integrating SS learning into Su learning boosts the performance distinctly.

We conduct two sets of experiments to evaluate the proposed method extensively. First, we perform ablation study to investigate the design of our method, including the effect of each individual component of the proposed crop-transform-paste operation, the capability to handle various typical tracking challenges, and the effectiveness in improving data efficiency. Second, we evaluate our approach by comparing with the state-of-the-art methods under both unsupervised and Su cases. We demonstrate that our method are effective in both cases and boost the performance of various existing tracking frameworks, including SiamRPN++ [5], DiMP [11], and TransT [12] (based on Transformer).

II. RELATED WORK

A. Su Tracking Methods

More and more tracking methods [13], [14], [15], [16], [17] learn to track through the offline training on large-scale data with annotations. The training data drawn from real videos are organized as target exemplar and test image pairs with bounding box annotations (such as the training data of TrackingNet [18], and GOT-10k [19]). It has been verified by numerous exiting trackers [5], [13], [14] that simply increasing the scale of training datasets can improve the performance to some extent. However, developing large-scale training data is expensive and the selection of videos is not easy since training data should contain sufficient various kinds of target variations for efficient training. The challenges of expensive manual annotating and low data quality (in terms of sufficient variations and balanced distribution of the variations) are becoming the bottleneck of Su tracking methods.

B. Unsupervised Tracking Methods

A few approaches [20], [21], [22] explore unsupervised learning schemes to train tracking models. They exploit the temporal forward and backward trajectory consistency to perform offline training in an unsupervised manner without using target box annotations. Despite the promising results achieved by these methods, they do not work well when the temporal cycle consistency does not hold in the cases where the target object is occluded or changes dramatically. Instead of using the temporal consistency, we propose a target-aware data synthesis scheme to perform training on unlabeled data, enabling a SS tracking framework. Our approach develops a crop-transform-paste mechanism to synthesize training data by simulating both the target appearance and background interference during tracking. The proposed algorithm achieves close performance to that of the Su training scheme, improves data-efficiency, and boosts the performance of Su trackers.

C. SS Learning Schemes

Numerous SS learning methods [9], [10] have been developed to exploit large-scale data for effective representation schemes. They are usually carried out by maximizing the similarity between two random augmentations of an image to learn invariance encodings across different data augmentation views. The recent SS learning methods [9], [10], [23] mainly focus on making the training more efficient and effective, such as the methods using simpler frameworks [9], less negative training samples [23], and smaller batch sizes [10]. In contrast, our approach focuses on how to eliminate expensive and exhaustive annotation for training tracking models. We develop a crop-transform-paste mechanism to synthesize training samples that simulate target appearance and background interference during tracking with several customized transformations, which enables SS tracking.
Data Augmentations

Data augmentation methods are widely used for training deep CNNs models to increase training sample diversity, which facilitates training efficiency and effectiveness. General data augmentation methods including random crop [24], color jittering (CJ) [25], and blur have played an important role in achieving state-of-the-art performance on multiple visual tasks, such as classification [24], object detection [26], and segmentation [27]. In addition, some image mixing augmentations that mix the content of different images are proposed, such as, MixUp [28], CutMix [29], and Copy-Paste [27], [30]. By combining the content from multiple images with appropriate adaptions, the mixing augmentations produce new data distributions and feature patterns. Compared with the existing augmentation methods, the proposed crop-transform-paste mechanism differs in the following aspects. First, we use transformations to simulate tracking-specific target appearance and background interference for synthesizing the training data, whilst existing methods usually aim to learn robust features by introducing diverse transformations. Second, we compose the tracking-related data augmentations with the copy–paste operation to generate image pairs that are able to simulate appearance variations during tracking for data generation, while general augmentation techniques focus on image transformations for learning deep representations. Thus different motivations lead to different appropriate techniques.

III. TARGET-AWARE SELF-SUPERVISION

Our core idea is to synthesize sufficient target-aware training data that simulate real-world tracking scenarios for training tracking models without human annotations. Specifically, we develop the crop-transform-paste operation to generate pseudo frames based on the given target exemplar with tracking-related data transformations. As all target states in the pseudo test frames are known, we can train trackers without human annotations in every test frame, enabling a form of SS learning for visual tracking. In the following, we first present the overall framework of our method and then elaborate on the crop-transform-paste mechanism.

A. Overall Framework

Fig. 2 shows the overall framework of the proposed target-aware SS tracking mechanism. Given a tracking sequence with a specified target object, the proposed crop-transform-paste operation first crops a target patch from the initial image, then performs the tracking-related transformations on the target patch to simulate diverse appearance variations of the target object during tracking, and finally pastes the transformed target patches onto random frames with different locations to simulate the background interference around the target.

D. Data Augmentations

Fig. 2. Framework of the target-aware SS learning mechanism. The crop-transform-paste operation is specifically developed to synthesize target-aware training data, which allows training existing trackers in a routine way without human annotations. It first crops a target patch from the initial frame, then performs the tracking-related transformations on the target patch to simulate diverse appearance variations of the target during tracking, and finally pastes the transformed target patches onto random frames with different locations to simulate the background interference around the target.
We then paste the generated target patches $\mathcal{Z} = \{z_j\}$ onto randomly selected image frames $\mathcal{X} = \{x_i\}$ from the same sequence at a randomly location and get every synthesized sample and its target state by
\[
x_j', b_j' = \Psi_j(z_j, b_j, x_i)
\] where $\Psi(.)$ denotes the paste operation. By performing the crop-transform-paste process with various (customized) sets of transformations and various degrees, we are able to generate massive training samples with sufficient variations only base on one target patch. Below we present the details of each step.

1) Crop: Generation of the Base Target Patch: The base target patch can be generated using different ways.

1) Using given bounding boxes to crop target patches. Such option is consistent with general setting in the tracking task, which enables us to have a direct comparison with the routine Su tracking methods.

2) Cropping random object patches detected by a pretrained object detector. We perform this option to eliminate the potential bias distribution of tracking objects annotated in the training dataset, and study the effect of tracking object selection. In addition, such option provides us a way that does not rely on the annotation of the tracking object in the initial frame.

3) Cropping a random patch from an image as the base target, which does not require annotation or object detectors. Nevertheless, a random patch may be less effective in providing semantic features and meaningful object boundary information for effective training. The effect of these ways for generating the base target patch is analyzed in Section IV-B.

2) Transform: Simulation of Target Appearance Variations: A key property of our method is its manipulability, namely we can generate the synthesized data that simulate various kinds of challenging appearance variations by applying specifically designed transformations on the cropped target patch. Fig. 2 shows the used transformations for simulating corresponding appearance variations in tracking. We adopt the transformations of Blur, Cutout, Rescale, CJ, and Shear to simulate target variations of motion blur (MB), OCC, scale change, illumination variation, and deformation in tracking scenarios. Since the blurs that occurred in tracking scenarios are usually caused by camera shaking or fast motion, we use a shaking blur transformation generated by a filter kernel with nonzero values only in the horizontal and vertical centerlines, instead of the Gaussian blur. For the cutout transformation, we fill the cut area of the target with 0 s to simulate OCC. For all these transformations, we use wide ratio and degree ranges to generate sufficient training samples that cover target variations during tracking as much as possible.

Considering the compatibility between different transformations, we do not apply some transformations together, such as cutout and blur, which will make the target image too corrupted to be recognized. It is worth noting that the augmentation of flip that is commonly adopted in the general SS learning methods [9], [10] has a bad effect on training a tracking model (see results in Section IV-D). The evaluation of each transformation on the overall tracking performance can be found in Section IV-D. Furthermore, we validate the capability of these transformations to deal with the corresponding tracking challenges in Section IV-C.

3) Paste: Simulation of Background Changes and Interference: This operation pastes the transformed target patches onto other images (background) to synthesize desired images. We employ this operation to generate target shifts and context changes by selecting a random location to paste at and a random frame of image to paste onto, respectively. Thus, we are able to get the target localization and simulate background changes. Specifically, we consider two paste options which are pasting the transformed target patches onto images from the same sequence (same-sequence paste) or a different sequence (different-sequence paste). In addition, we select similar object patches from other videos by comparing the feature distance and paste them to the background for simulating background distractors in tracking scenarios.

To alleviate the artifacts of sharp boundaries caused by the pasting operation, we crop the target patch with pads and perform the pasting with a blending sum at the pad area. The experimental evaluation and analysis on the selection of images for pasting onto can be found in Section IV-B.

C. Discussions

The proposed method adapts to synthesized data based on a specified target in the initial frame of a test video without human annotations. The only required annotation (manually or by an object detector) is to initialize the object location in the first frame, which is the common practice in online object tracking. Different from existing unsupervised tracking methods which mainly aim to detect moving blobs, the proposed algorithm is based on self-supervision to accurately localize objects (e.g., object extents).

Existing SS learning methods typically construct representation models by exploiting large-scale unlabeled image data for vision tasks, where the goals significantly different from that in this article. Specifically, we highlight two key differences between the SS learning methods for representation learning (abbreviated as SSL-RL) and our method.

1) Different Operation Framework: A prominent way adopted by SSL-RL is to train an individual feature learning module following the contrastive learning framework. In contrast, our method focuses on synthesizing target-aware training data, which allow training existing trackers without human annotations. Thus, our proposed self-learning mechanism can be integrated into any existing tracking framework.

2) Different Data Transformation Techniques: SSL-RL performs data transformations to construct training pairs to train its feature learning module, while our method designs specific tracking-related transformations to simulate appearance variations during training. Owing to different objectives, different data transformation techniques are adopted. For instance, the flip augmentation, which is effective in SS learning for representation learning, has an adverse effect on SS learning for visual tracking.
IV. Investigation of the Proposed Method

In this section, we study the proposed algorithm thoroughly with four sets of experiments. First, we conduct an ablation study to show the contribution of each component and the detailed designs. Second, we show the effect of the challenge-oriented transformation strategy. Third, we investigate the effect of each kind of transformation in improving tracking performance. Finally, we compare the performance of the SiamRPN++ variants trained using different numbers of annotated samples. In the following, we first present experimental settings and then introduce every set of experiments.

A. Experimental Settings

1) Pipeline: Given a tracking sequence, our approach first generates the target exemplar patch based on the initial information. Then, we perform the tracking-related transformations on the target exemplar and paste the target exemplar onto other frames to generate the synthesized frames. The target states in the synthesized data can be computed based on the target exemplar and the specific transformations. Finally, we randomly select two frames as the pair of template and search region to perform training, which enables training deep trackers in routine ways.

2) Implementation Details: We investigate the proposed target-aware data synthesis method under the SiamRPN++ [5] framework. We perform training using the default settings as the baseline method except for the settings related to the synthesized training data. The synthesized samples are generated based on the specified target patch cropped from the initial frame of a video, which is a basic setting in the visual tracking task. It takes about 30 h to get converged on a server with four V100 GPU cards. To select the trained models for testing, we test the last eight epochs from the 20 epochs and select the best performance as the final results, just like the strategy adopted by existing methods [5], [31]. Note that we do not fine-tune the hyperparameters, since there are hundreds of trained models to be evaluated, especially for the ablation study. As pointed out by Li et al. [5], the result scores obtained without fine-tuning maybe a little lower than the reported scores. To ensure fair comparisons, we use the default testing hyperparameters for all the evaluations and perform each evaluation on multiple testing datasets. We implement the code in Python with PyTorch using the pysot [5] toolkit.

3) Training and Testing Datasets: For the ablation studies in Sections IV-B and IV-D, only the ImageNet VID data are used for saving training loads. For other experiments, we use the same training datasets as those used by the baseline model, i.e., ImageNet VID [32], ImageNet DET [32], COCO [33], and Youtube-BB [34]. Our approach only uses one annotated frame of a video for getting the base target patch, which is the same as the setting of the online tracking task. After that, we use the base target patch as the reference image and generate a synthesized image sequence using the proposed crop-transform-paste operation. We use three datasets for evaluation including OTB100 (diverse variations) [35], NFS (NFS30 version) [36], and UAV123 (captured in a UAV view) [37].

| Table I | Performance of Different Target Patch Generation Strategies. We use SiamRPN++ as the Base Model and Perform Training on the ImageNet VID Dataset [32] With Labels Generated by Different Strategies |
|---------|---------------------------------------------------------------|
| Different scheme | OTB100 (AUC %) | UAV123 (AUC %) | NFS (AUC %) | Su. |
| SS-random | 54.8 | 61.9 | 63.4 | 64.2 |
| SS-detector | 44.1 | 51.9 | 52.1 | 55.8 |
| SS-annotated | 37.6 | 44.1 | 44.8 | 44.7 |

| Table II | Effect of Background Image Selection. The Table Compares the Results of Using Different Strategies for Generating Synthesized Data Which Are Pasting the Target Patch Onto the Image From the Same Sequence or a Different Sequence, and Using Manually Annotated Data |
|---------|---------------------------------------------------------------|
| Scheme | Dataset | OTB100 AUC (%) | UAV123 AUC (%) | NFS AUC (%) |
|---------|----------|----------------|----------------|-------------|
| Different-sequence paste | 55.0 | 45.0 | 36.2 |
| Same-sequence paste | 63.4 | 52.1 | 44.8 |
| Manual annotation | 64.2 | 55.8 | 44.7 |

plot (based on the overlap ratio of the predicted and ground-truth bounding boxes) [38] is used to report the results.

B. Study on Detailed Designs

We first study the design of the proposed method including the target patch generation strategies, and the selection of the images to be pasted onto. We then compare the proposed algorithm with its variants using only the copy--paste operation and only the transformations without copy--paste.

1) Generation of Base Target Patch: The proposed crop-transform-paste mechanism first needs base target patches for generating synthesized data. We test three ways to generate target patches, which are using randomly cropped patches as the target patch (SS-random), target patches generated using the YOLOv4 [39] detector (SS-detector), and using the specified target patch in the initial frame of a video (SS-annotated). We compare the results of these SiamRPN++ variants trained on the synthesized data with the above ways, and the variant trained using annotated data (Su).

Table I shows the AUC scores of the SiamRPN++ variants on the OTB100, UAV123, and NFS datasets. The comparison of the first three columns shows that using annotated patches or patches generated by a general detector achieves significantly better performance than that using random crop. This is because the annotated and detected target patches contain more effective semantic features and more object boundary information, which is crucial for generating high-quality synthesized samples that simulate target appearance variations during tracking. The last three columns show that using the synthesized data achieves a close performance against that obtained using the annotated data, which demonstrate the effectiveness of the proposed data generation method.

2) Selection of Background Images: For the paste operation, we can select background images from the same video (where the target patch is cropped from) or different videos to paste onto. Table II shows the results of the SiamRPN++ variants
trained on the data generated using these two ways. It shows that performing the crop-transform-paste operation on the images from the same video achieves better performance than that on different videos and close performance to that obtained by the Su learning scheme. This is because the background from the same video usually contains similar negative samples and distractors, whose sample distribution fits better to real testing scenarios.

C. Challenge-Oriented Transformation

One main advantage of our crop-transform-paste operation is that we can customize transformation operations to synthesize effective data for dealing with specific tracking challenges. To analyze the capability to handle different tracking challenges, we perform experiments to evaluate the effect of our proposed transformations on their targeted challenges. Specifically, we consider four customized transformations for tackling four corresponding typical tracking challenges: 1) rescale for scale variation (SV); 2) Cutout for OCC; 3) Blur for MB; and 4) SPatchP for BC.

We train different variants of the SiamRPN++ model with and without each of the four transformations and keep other training settings fixed. The evaluation of these models is conducted on the sequences tagged with the corresponding attribute from the OTB100 dataset. In addition, we conduct the experiments under both the SS learning scheme and the integrated scheme of SS learning and Su learning (SS + Su).

Fig. 3 presents the performance in terms of the AUC score regarding each transformation on the corresponding test sequences under both schemes. Table III shows the detailed scores. The transformations all achieve remarkable improvements on the sequences with the corresponding tracking challenges under both learning schemes. The rescale, cutout, blur, and SPatchP transformations achieve absolute performance gains of 17.0%, 1.2%, 3.1%, and 4.7% under the SS learning scheme, and absolute gains of 2.6%, 4.7%, 3.4%, and 5.2% under the integrated scheme of SS learning and Su learning in terms of the AUC score. The gains under the SS scheme indicate that the synthesized training data generated with the rescale, cutout, blur, and SPatchP transformations are effective in providing appearance and background interference that are related to the challenging tracking scenario with SV, OCC, MB, and BC, which facilitate the training of a tracking model to handle these challenges during tracking. The gains under the SS + Su scheme show that the synthesized training data are also helpful for further improving the model trained using manually annotated data. This indicates that the synthesized data provides supplementary information to the manually annotated data for learning a robust tracking model, which is attributed to the range of appearance variations simulated by the proposed method.

The evaluation results of these two schemes show that the cutout, blur, and SPatchP transformations even achieve larger gains under the integrated scheme of SS learning and Su learning on the test sequences with the challenging variations of OCC, MB, and BC, while the rescale transformation obtain a relative smaller improvement. This indicates that the synthesized data provide more supplementary information to the manually annotated training data in terms of the OCC, MB, and BC variations compared to the SV. This is because the manually selected and annotated training samples may not contain sufficient challenging scenarios of OCC, MB, and BC which are not commonly seen and only last for a relatively short time in real video. In contrast, samples of these cases can be easily generated with the proposed crop-transform-paste operation by setting the rescale ratio within a reasonable range and selecting a rescale ratio uniformly from this range for each synthesized sample. The favorable performance indicates that the controllability of the variation range and distribution of the training samples is a specific merit of the proposed SS learning scheme for training tracking models.

Overall, the performance improvements on all these test cases demonstrate the effectiveness of the proposed approach in tackling tracking challenges.

D. Effect of Every Transformation Schedule

We analyze the effect of each transformation in generating synthesized data for visual tracking by comparing the performance of the tracking models trained with and without each of them. For a concise and clear comparison, we only use the ImageNet VID training dataset (using 100k pairs per epoch) to train the baseline tracking model (SiamRPN++), since larger scale training data will make the training process more sensitive to learning rates and more difficult to converge. We use the same settings except for those related to the transformation schedule in all these experiments. We set up two groups of experiments for evaluating the contribution of each transformation schedule. The first group shows the performance gains by adding one transformation to the baseline version that only uses the shift transformation (denoted as Baseline 1). The other group presents the performance drops by removing one transformation from the baseline version that uses all the transformations (denoted as Baseline 2).

Table IV shows the AUC scores (%) regarding to different transformation schedules on the OTB100, NFS, and UAV123 datasets. These schedules include random locations (shift) with
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TABLE III
PERFORMANCE OF THE TRANSFORMATION SCHEMES FOR SOLVING THE RELATED TRACKING CHALLENGES UNDER THE SS AND THE INTEGRATED (SS + Su) SCHEMES. SV, OCC, MB, BC, AND SPatchP Denote Scale Variation, Occlusion, Motion Blur, Background Clutter, and Similar-Patch Paste, Respectively. The Evaluation Is Conducted on the Sequences Tagged With the Corresponding Challenges From the OTB100 Dataset

|                | AUC score (%) | SS scheme | SS+Su scheme |
|----------------|--------------|-----------|--------------|
|                | Rescale-SV   | Cutout-OCC| Blur-MB      | SPatchP-BC   | Rescale-SV | Cutout-OCC | Blur-MB | SPatchP-BC |
| W/o related transformation | 45.1         | 57.7      | 55.7        | 57.7        | 64.1       | 59.3       | 61.9     | 64.1       |
|                  (+17.1) | 62.2         | (1.2)     | 58.9        | (3.1)       | 58.8       | (4.7)      | 62.6     | (3.4)      |

TABLE IV
EVALUATION ON DIFFERENT TRANSFORMATION OPERATORS. THE LAST COLUMN (AVG-VAR) SHOWS THE AVERAGE VARIATIONS COMPARED (OVER THREE DATASETS) WITH THEIR CORRESPONDING BASELINE IN TERMS OF THE AUC SCORE (%), WHICH MEASURES THE EFFECT. THE RED AND BLUE FONTS DENOTE POSITIVE AND NEGATIVE EFFECTS

| Schedule       | OTB100 | UAV123 | NFS | Avg-Var |
|----------------|--------|--------|-----|---------|
| Baseline 1     | 46.5   | 37.6   | 28.8| –       |
| + rescale      | 58.5   | 49.2   | 39.4| +11.4   |
| + flip         | 42.6   | 36.8   | 27.9| -1.8    |
| + shear        | 46.7   | 37.7   | 30.9| +0.8    |
| + cutout       | 45.8   | 39.6   | 28.9| +0.5    |
| + blur         | 42.5   | 35.9   | 30.2| -1.4    |
| + SPatchP      | 50.3   | 40.1   | 30.5| +2.7    |
| + CJ           | 42.8   | 34.8   | 28.3| -2.3    |
| Baseline 2     | 62.0   | 55.7   | 45.4| –       |
| - shift        | 51.4   | 47.5   | 36.1| -9.4    |
| - rescale      | 45.9   | 38.6   | 32.8| -15.3   |
| - flip         | 63.4   | 55.1   | 45.2| +0.2    |
| - shear        | 60.7   | 53.2   | 44.3| -1.7    |
| - cutout       | 61.2   | 53.8   | 44.7| -1.5    |
| - blur         | 60.2   | 50.2   | 38.4| -4.8    |
| - SPatchP      | 61.1   | 53.1   | 44.0| -1.7    |
| - CJ           | 61.1   | 53.2   | 45.1| -1.3    |

Fig. 4. Evaluation on data efficiency using different learning schemes for training the SiamRPN++ model. It shows that the SS learning scheme achieves significant improvements on both datasets especially when only a few annotated samples are available. (a) Performance on UAV123. (b) Performance on NPS.

TABLE V
PERFORMANCE ON DATA EFFICIENCY USING DIFFERENT LEARNING SCHEMES FOR TRAINING THE SIAMRPN++ MODEL IN TERMS OF THE AUC SCORE (%). IT SHOWS THAT THE SS LEARNING SCHEME ACHIEVES SIGNIFICANT IMPROVEMENTS ESPECIALLY WHEN ONLY A FEW ANNOTATED SAMPLES ARE AVAILABLE

| Dataset   | Number of annotated samples (K) | Sample number (K) |
|-----------|---------------------------------|-------------------|
| OTB100    | SS 46.7 63.7 65.3 64.6 66.8 65.3 | 65.3             |
|           | Su 50.6 45.9 50.6 65.4 66.4 65.5 | 65.5             |
|           | Su+SS 61.6 66.5 65.9 67.3 68.2 69.4 | (+1.7) 68.3 |
| UAV123    | SS 52.3 52.2 52.2 54.9 54.5 54.7 | 55.2             |
|           | Su 51.9 47.3 45.6 57.9 58.8 59.2 | 59.2             |
|           | Su+SS 52.6 55.1 56.9 56.9 59.7 60.6 | (+0.5) 59.7 |
| NPS       | SS 46.0 45.4 44.0 45.5 45.0 44.8 | 46.4             |
|           | Su 48.0 37.8 39.6 48.7 47.6 46.9 | 48.7             |
|           | Su+SS 47.3 47.9 47.8 49.4 51.9 53.0 | (+3.2) 51.9 |

E. Data Efficiency

With the proposed crop-transform-paste scheme, we are able to generate massive synthesized training samples with various appearance variations only based on a few annotations for indicating the target object. To show how this helps data
Fig. 5. Evaluation on the OTB100, UAV123, TC128 TrackingNet, LaSOT, and Got10k datasets against other methods. SS-RPN++ and Su-RPN++ denote the SiamRPN++ models trained with the synthesized data and the manually annotated data, respectively. It shows that the proposed SS scheme performs favorably against other methods.

### Table VI

**Evaluation on the Integration of the Proposed SS Learning Scheme into the SiamRPN++, DiMP, and TransT Methods on the OTB100, UAV123, NFS, TC128, and LaSOT Datasets.** *Su and SS denote the Su Learning and SS Learning Schemes, Respectively.*

| Model       | OTB100 (AUC) | UAV123 (AUC) | NFS (AUC) | TC128 (AUC) | LaSOT (AUC) |
|-------------|--------------|--------------|-----------|-------------|--------------|
|             | Pre(%)       | Pre(%)       | Pre(%)    | Pre(%)      | Pre(%)       |
| SiamRPN++   | 88.1         | 65.3         | 59.2      | 57.0        | 56.2         |
| SS+SiamRPN++| (+2.2) 90.3  | (+2.8) 68.5  | (+3.5) 81.1| (+1.6) 60.6 | (+3.9) 53.0  |
| Su-RPN++    | 84.1         | 60.3         | 53.2      | 48.7        | 55.0         |
| SS+Su-RPN++ | (+1.6) 89.8  | (+2.6) 69.8  | (+1.0) 87.1| (+1.6) 66.3 | (+2.8) 62.3  |
| DiMP        | 88.2         | 68.4         | 63.5      | 73.8        | 58.8         |
| SS+DiMP     | (+1.6) 89.8  | (+2.6) 69.8  | (+1.0) 87.1| (+1.6) 66.3 | (+2.8) 62.3  |
| TransT      | 85.1         | 67.5         | 63.5      | 73.8        | 58.8         |
| SS+TransT   | (+1.7) 90.9  | (+2.4) 69.6  | (+2.4) 87.6| (+2.8) 68.0 | (+2.8) 66.9  |
| Average gains | +1.8        | +1.1        | +2.4      | +1.4        | +2.3        |

One limitation of the proposed method is that pasting a rectangular target image patch to a random frame may result in artifacts. We alleviate this issue by pasting the target patch to the frames from the same video. This could also be improved using a mask annotation rather than a box annotation but it requires more detailed labeling.

### F. Limitation

#### V. Experimental Comparison With Other Methods

In this section, we evaluate the proposed algorithm by comparing with the state-of-the-art methods. First, we compare the proposed algorithm with existing unsupervised trackers under unsupervised settings. Then, we show the effectiveness in boosting the performance of existing Su methods.

#### A. Comparison Against Unsupervised Methods

1) Detailed Settings: We train the SiamRPN++ [5] model on synthesized data that are generated based on the specified target in the initial frame of a video, which is a basic setting in the visual tracking task. Other training and testing settings are kept the same with those of the base model. We compare the trained model using only the synthesized data with existing unsupervised methods including UDT [20], UDT-RPN++ (UDT under the SiamRPN++ framework), USOT [22], and Su-RPN++ (the SiamRPN++ model trained using annotated data) on the datasets of OTB100 [35], NFS (NFS30 version) [36], TC128 [40], UAV123 [37], LaSOT (280 long-term sequences) [41], TrackingNet (511 sequences) [18], and Got10K [19]. The AUC/AO score are used to report the results.

Efficiency, we evaluate the SiamRPN++ model trained using different numbers of annotated samples with the SS, Su, and combined (SS + Su) learning schemes, respectively. Fig. 4 shows the AUC scores on the UAV123 and NFS datasets. The results on the OTB100 dataset are shown in Fig. 1.

Table V shows the AUC scores of different SiamRPN++ variants trained with different schemes. The model trained using the SS learning scheme only needs 0.6k annotations to get converged and achieves the AUC scores of 52.3% and 46.0% on the UAV123 and NFS datasets, respectively. In contrast, the model trained with the Su learning scheme (using manually annotated samples) only obtains the AUC scores of 21.9% and 18.0% when using the same number of annotated samples for training. The Su learning scheme takes more than 60k annotated samples to converge. The performance gaps regarding these two schemes demonstrate that the proposed SS learning method improves the data efficiency effectively and is able to train a tracker effectively in few-shot tracking scenarios with limited annotations. It is worth noting that the proposed SS learning scheme achieves the AUC scores of 52.6% and 47.2% with 0.6k annotated samples and improves the final performance of the Su learning scheme by +1.4% and +4.3% AUC scores on the UAV123 and NFS datasets, respectively. The last column of Table V shows the results of the models that are trained using the same number of training samples (600k). For the Su scheme, all the training samples are manually annotated, while for the SS + Su scheme, half of the samples are generated by the proposed method. These improvements demonstrate that the proposed method can enhance the Su learning scheme in both terms of data efficiency and tracking accuracy.
Fig. 6. Success plots on the LaSOT dataset over each attribute. The figure shows that using the proposed crop-transform-paste, the proposed SS-TransT algorithm achieves favorable performance against other eight state-of-the-art methods on all the 14 attributes.

2) Comparison Against Unsupervised Methods: Fig. 5 shows the performance of these methods. Our approach achieves significant gains on all these datasets compared with the UDT, UDT-RPN++, and USOT methods. We attribute the gains to the high-quality synthesized data generated by the proposed location-aware SS learning mechanism with the specially customized transformations for effective training. In contrast, the UDT and UDT-RPN++ algorithms exploiting the consistency constraint of forward and backward trajectories for training cannot be applied to some challenging tracking scenarios where the consistency constraint does not hold. In addition, replacing the backbone model of UDT as the SiamRPN++ model leads to performance drops on all these datasets. This is because the consistency constraint of UDT pays less attention to the SV of the target during training, which makes the training of the bounding box regressor of the SiamRPN++ model less effective.

In contrast, our approach achieves close performance on all these datasets, which shows the effectiveness under the unsupervised learning settings.

B. Comparison Against SOTA Methods

In this part, we demonstrate the effect of the proposed approach in boosting existing tracking methods. We integrate the proposed SS data generation scheme into three representative tracking frameworks including the SiamRPN++, DiMP [11], and TransT [12] models. The corresponding integrated models are denoted as SS+SiamRPN++, SS+DiMP, and SS+TransT, respectively. For a fair comparison, we train these models with the default training and testing settings reported by the original papers and just use the SS data generation scheme to generate more training data. In the following, we show the performance using both quantitative and qualitative evaluations.

1) Quantitative Evaluation: Table VI shows the tracking results of the models with (SS+Su) and without (Su) using the synthesized training data on the OTB100, UAV123, NFS, TC128, and LaSOT datasets. It shows that the proposed approach improves all the three kinds of tracking frameworks significantly on all the datasets. For the OTB100, NFS, and TC128 datasets with various kinds of target variations, the proposed algorithm achieves average AUC score gains (over all these frameworks) of 1.1, 1.9, and 1.6, respectively. The improvements on solving the diverse target variations can be attributed to the proposed Crop-Transform-Paste operation which accommodates different transformations to address various challenges in visual tracking. In addition, our approach achieves average performance gains of 1.9 and 1.6 AUC
scores on the UAV123, and LaSOT datasets. The significant improvements on the test videos captured from the drone perspective and the long-term test videos demonstrate that the proposed crop-transform-paste scheme generalizes well to different tracking scenarios. This is because numerous kinds of variations, such as shifts, scale changes, rotation, OCC, etc., are similar under different scenarios and can be effectively simulated in the synthesized data using the proposed algorithm.

In addition to the above overall results, Fig. 6 shows the success plots over each tracking challenges on the LaSOT dataset of the methods including SiamRPN++ [5], ATOM [42], KYS [43], DiMP50 [11], PrDiMP50 [44], SiamRCNN [45], TransT [12], and SS-TransT (trained using the proposed scheme). Compared with TransT (baseline method), the SS-TransT model improves the performance by 1.7%, 1.0%, 2.2%, 1.0%, 1.9%, 1.8%, 3.0%, 0.2%, 1.3%, 1.5%, 1.6%, 1.5%, and 2.7% over the attributes of aspect ratio change, BC, camera motion, deformation, fast motion, full OCC, illumination variation, low resolution, MB, out-of-view, partial OCC, rotation, SV, and viewpoint change, respectively. These improvements on all these attributes demonstrate the effectiveness of the proposed Crop-Transform-Paste approach in providing high-diverse training data, which benefits the handling of different kinds of tracking challenging. With the proposed approach, the SS-TransT model achieves favorable performance on all these attributes against the state-of-the-art methods. It is worth noting that our approach improves the state-of-the-art performance on the large-scale dataset by absolute gains of 2.0% and 1.4% in terms
2) Qualitative Analysis: Fig. 7 presents the visualized results of the nine methods on challenging sequences from the LaSOT dataset. These sequences contain target objects with different categories and complex combinations of challenging attributes. On the bicycle-2 and crab-12 sequences (rows 1 and 2) with OCC and deformation attributes, most trackers are influenced by the background objects that cover the target object and generate inaccurate box predictions. In contrast, the SS-TransT tracker trained with the proposed scheme predicts the target boxes accurately. On the guitar-10 sequences (rows 5–7) involving the fast motion and out-of-plane deformation and distractor, all trackers except the one trained in the proposed scheme are prone to drifting to background distractors. On the hat-2, kite-6, and licenseplate-12 sequences (rows 5–7) involving the fast motion and out-of-plane rotation attributes, several trackers drift to the background due to fast motion, while others generate inaccurate target boxes influenced by the rotation attribute. The proposed learning scheme helps the SS-TransT tracker handle all the above tracking challenges well and achieve accurate tracking performance. We attribute this to the proposed SS learning scheme, which generates synthesized training samples using challenge-oriented transformations.

VI. CONCLUSION

In this article, we address the issue of learning deep-tracking models under limited annotations. Motivated by the success of SS learning, we propose a crop-transform-paste mechanism to perform SS learning for training deep trackers with only one annotation per video. To ensure the effectiveness and efficiency of the proposed scheme, we study the effects of different data transformations for visual tracking and designed challenge-oriented transformations for better dealing with tracking challenges. Extensive evaluations on seven public datasets: OTB-2015, UAV123, NFS, TC128, as well as large-scale TrackingNet, LaSOT, and Got-10K demonstrate the effectiveness of the proposed SS learning scheme in learning trackers under limited annotations, dealing with tracking challenges, and boosting the performance of the state-of-the-art methods.
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