Abstract—Visual question answering (VQA) has been gaining a lot of traction in the machine learning community in the recent years due to the challenges posed in understanding information coming from multiple modalities (i.e., images, language). In VQA, a series of questions are posed based on a set of images and the task at hand is to arrive at the answer. To achieve this, we take a symbolic reasoning based approach using the framework of formal logic. The image and the questions are converted into symbolic representations on which explicit reasoning is performed. We propose a formal logic framework where (i) images are converted to logical background facts with the help of scene graphs, (ii) the questions are translated to first-order predicate logic clauses using a transformer based deep learning model, and (iii) perform satisfiability checks, by using the background knowledge and the grounding of predicate clauses, to obtain the answer. Our proposed method is highly interpretable and each step in the pipeline can be easily analyzed by a human. We validate our approach on the CLEVR and the GQA dataset. We achieve near perfect accuracy of 99.6% on the CLEVR dataset comparable to the state of art models, showcasing that formal logic is a viable tool to tackle visual question answering. Our model is also data efficient, achieving 99.1% accuracy on CLEVR dataset when trained on just 10% of the training data.
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I. INTRODUCTION.

In the recent years AI research has been moving towards solving increasingly difficult problems with the goal of building a general purpose intelligence system. To achieve this, these AI systems require an understanding of information acquired through multiple modalities (visual, audio, language etc.) in order to make decisions related to various tasks. Visual question answering (VQA) [1] is one such task that integrates the domains of Computer Vision (CV) and Natural Language Processing (NLP).

In VQA, a series of questions is posed based on a scene (image) (Figure 2) and the objective is to answer these questions based on the information provided. In the most general case, images can contain a lot of objects making it hard to parse the scene. In some cases the necessary information may not be readily available from the images and may depend some commonsense facts [4]. Additionally, questions posed could be of arbitrary complexity due to convoluted chains of logical reasoning. Moreover, models which directly learn input to output mappings are found to have greater sensitivity towards dataset biases, and fail to learn any underlying reasoning mechanisms [5]. These challenges make VQA a difficult problem to solve.

Nonetheless, there have been several attempts to convert images into a structured format, to aid the process of reasoning. Notably, scene graphs (Figure 1) provide a structured representation of the objects in the scene along with the associated relations in the form of a graph. Here, the vertices of the graph correspond to the objects and the edges depict the relations between the objects. Significant contributions have been made towards converting images to scene graphs [6], [7]. Since a scene graph is a symbolic representation of a scene, this opens up the possibility of performing symbolic reasoning on images. Building on this, [8] show how scene graphs can be utilized for image captioning and [9] demonstrate the use of scene graphs in their VQA pipeline. In particular, [9] make use of Graph Neural Networks on top of the scene graph to create higher level abstractions, making it not very easily trainable. In this paper we directly operate on the scene graph
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instead of dealing with the images, but do so in the context of formal logic. The scene graphs are converted into a set of background facts about the scene which are easy to interpret and the translation requires very little effort.

In addition to the works on scene graphs, several attempts have been made to model natural language questions as compositions of simple programs [10], [11] showcased the use of this approach for VQA by converting the questions into compositions of operations and using neural executors to run them. [12] modified [11]’s approach by introducing curriculum learning training objective and showed significant improvement. By the same token [13] modified this further by adding structural scene representation to scene and managed to obtain really good results on the CLEVR dataset [3]. These methods validate the symbolic reasoning approach to parsing questions.

With regards to symbolic reasoning, formal logic has traditionally been used in AI as it provides a platform for constructing rules and performing inference on symbolic data [14]. Due to this, formal logic is highly interpretable, but not very effective when it comes to working with noisy data such as images. To circumvent this issue, neural networks are introduced to convert noisy data to a structured format, enabling the use of formal logic to develop solutions that are both robust and interpretable.

In this paper, we attempt to solve the Visual Question Answering (VQA) problem utilizing the framework of formal logic. Inspired by the advances in scene graph generation and question to program synthesis, we propose a novel VQA pipeline consisting of: (i) conversion of scene graphs into formal logic facts, (ii) transformer-based [15] semantic parser for translating questions into formal logic clauses and (iii) a logic inference engine performing satisfiability check on the clauses to produce answers. To elaborate, the logic clauses act as query statements on the background facts. The resulting facts and rules are highly interpretable as they are encoded as human readable formal logic statements, making it easy to analyze the reasoning process. Finally, given the rules and the facts, we utilize prolog [16] to perform satifiability check. Importantly, the scene graph and questions are processed separately until the final stage of the pipeline, after which they are combined to obtain the answers.

Our proposed solution has the following advantages: (i) The question to rule conversion is highly parallelized due to the use of transformers, thereby making the training of question to rule translation highly efficient on GPUs, (ii) the use of formal logic to represent images and questions makes our intermediate stages interpretable to a great extent, and can easily be analyzed by a human at every stage, (iii) it is highly data efficient with minimal change in performance when trained with fraction of the available data, refer to Section II-A. We demonstrate our proposed solution on the CLEVR dataset and the GQA dataset [2].

The remainder of the paper is organized as follows: Section II details the proposed methodology and in Section III, we demonstrate the performance of our model through experiments and state the results. We then end with the discussion and conclusion in Section IV.

II. METHODOLOGY

This section details the overall methodology used to arrive at the answer given the question along with the scene information. To begin with, relevant definitions pertaining to predicate logic framework are provided followed by an overview of the overall proposed pipeline.

A. Predicate Logic.

Predicate logic framework uses formal logic to denote facts and rules. Typically rules are expressed in the following form

$$a_H \leftarrow a_1, \ldots, a_m. \quad (1)$$

The individual elements $a_H$ and the $a_i$’s of the rule [1] are known as the atoms of the rule. Here $a_H$ is called the head of the rule and $a_1, \ldots, a_m$ is known as the body. Rule of the above form implies that all the atoms in the body have to be true for the head rule to be true. Each atom in the rule is a n-ary Boolean function $p(x_1, \ldots, x_n)$ called a predicate, where the arguments could be variables, constants or even other predicates. A predicate expresses a relation between variables and constants in the framework. Moving forward, all constants are denoted using lower case strings/letters/numbers (e.g., color, blue, 1, c) and variables are denoted using upper case letters (e.g., W, X, Y). A predicate is said to be grounded if all of its arguments are set to constants. Please refer to [18] for more information on predicate logic.
Fig. 3. The proposed solution has three stages: (i) scene graph to background facts conversion in the form of predicate logic, indicated by the top branch, (ii) question to target predicate logic translation using a transformer (BART [17]) based neural network and finally (iii) the logic inference which checks for the satisfiability of the final target clause. $\phi(\cdot)$ refers to the softmax function.

Fig. 4. The figure shows the conversion of scene graph to background knowledge. The scene contains two objects labelled 0 and 1. The attributes are listed in the table below the corresponding node and relation is indicated by the edge. Each attribute of the two objects are encoded as groundings of the predicate and similarly the relation behind is encoded a grounding of the predicate relation.

B. VQA Pipeline.

Taking the scene graph and the question as the inputs, the proposed pipeline arrives at the answer by performing three separate steps, as in Figure 3.

1) Representation of Scene Graph in the form of Background facts: In this step, the given scene graph is converted into a set of facts encoded as groupings of predicates. To that end, object IDs between 1 to $N$ are assigned to each object in the scene, here $N$ is the total number of objects in the scene. It is important to note that these IDs are local to the scene.

We define the following two predicates to aid in this conversion:

1) $\text{attribute}(X, A, B)$ - where the variable $X$ denotes ID of the object, $A$ denotes the attribute type (for example, color, shape) and $B$ denotes the specific attribute (for example, blue, cube). For instance, if object 1 in the scene was blue in color then the equivalent grounding would be $\text{attribute}(1, \text{color}, \text{blue})$.

2) $\text{relation}(X, Y, A)$ - where $X$ and $Y$ denote the object IDs, and $A$ denotes the relation type (say behind). For instance, if objects 1 is to the left of 2 then the equivalent grounding would be $\text{relation}(1, 2, \text{left})$.

We then extract the object attributes and the relations from the scene graph. Iterating through every object in the scene, attributes and relations are converted to groupings of the predicates $\text{attribute}$ and $\text{relation}$ respectively. Finally, we obtain a list of groupings for the defined predicates which captures all the information available in the scene graph. We call this list the background knowledge corresponding to the scene. Figure 4 shows the working for a toy example.

2) Representation of Question in the form of first order logic rule: We now parse the question to generate a set of logic clauses. Given the background facts obtained from the previous step, the generated rules are such that running satisfiability check would yield in the answer. These sets of rules are formed using the predicates $\text{attribute}$, $\text{relation}$ defined earlier along with a few other predicates that are necessary to capture the meaning of the question in terms of a formal logic statement. Table 1 lists the complete set of predicates used for generating the rule. It is important to note that the choice of predicates is such that it can be used with most visual question answering datasets. The constants and the groupings of the predicates would be specific to the dataset at hand. In this paper we show how the proposed framework works for the CLEVR and the GQA dataset. With slight modifications it can be incorporated to work with most other VQA datasets as well.

Consider the question taken from the CLEVR data set “Are there more big green things than large purple shiny cubes?”
TABLE I
SUMMARY OF ALL THE PREDICATES USED IN THE PROPOSED SOLUTION.

| Predicate                   | Definition                                                                 |
|-----------------------------|---------------------------------------------------------------------------|
| attribute(id,t,at)          | True if object id has the attribute at of type t.                         |
| relation(id1, id2, rl)      | True if object id1 is related to object id2 by the relation rl.           |
| same_size(id1, id2)         | True if objects id1 and id2 have the same size.                          |
| same_shape(id1, id2)        | True if objects id1 and id2 have the same shape.                         |
| same_color(id1, id2)        | True if objects id1 and id2 have the same color attribute.               |
| same_material(id1, id2)     | True if objects id1 and id2 have the same material attribute.            |
| greater_than(n1, n2)        | True if the number n1 is greater than n2.                                |
| lesser_than(n1, n2)         | True if the number n1 is lesser than n2.                                 |
| same(C1, C2)                | True if the constant C1 is same as the constant C2.                      |
| count(r1(X), c)             | True if there are c number of solutions to X that satisfy r1(X).         |

the equivalent set of rules are shown below:

\[
\begin{align*}
    r_0(W) & \leftarrow \text{attribute}(W, \text{size, large}), \text{attribute}(W, \text{color, green}). \\
    r_1(C) & \leftarrow \text{count}(r_0(W), C). \\
    r_2(X) & \leftarrow \text{attribute}(X, \text{size, large}), \text{attribute}(X, \text{color, purple}), \\
    & \text{attribute}(X, \text{material, metal}), \text{attribute}(X, \text{shape, cube}). \\
    r_3(C) & \leftarrow \text{count}(r_2(X), C). \\
    \text{target} & \leftarrow r_1(C_1), r_2(C_2), \text{greater_than}(C_1, C_2).
\end{align*}
\]

The final rule is called the target rule as it yields the required answer to the question. In the rules stated above, the arguments of the predicates contain both variables and constants. In the final stage we check to see if there are valid groundings available in the background knowledge that satisfies the rule. Figure 5 shows a few examples of question target rule pair.

To automate the process of generating the target rule given the question, we map the set of rules to a single sentence we define as the target sentence. The target sentence comprises of the predicates used in the rule along with characters to denote the conclusion of the first rule and the start of the next. For instance the target sentence for the rule mentioned previously is given by

\[
\text{attribute}(W, \text{size, large}), \text{attribute}(W, \text{color, green})\backslash C_1 \backslash \text{attribute}(X, \text{size, large}), \\
\text{attribute}(X, \text{color, purple}), \text{attribute}(X, \text{material, metal}), \text{attribute}(X, \text{shape, cube})\backslash C_2 \backslash >\]

Given the target sentence, the rules can then be reconstructed, details regarding the construction of the target sentence and the reconstruction of the rules can be found in the supplementary materials. The rule generation can now be viewed as a machine translation problem going from english sentences to the the target sentence. To that end, we implement a transformer based sequence to sequence model to translate the question to the target sentence. We use a BART [17] pretrained on sequence regeneration task and add a MLP + softmax layer at the end. The target sentence is generated for question in the training set and the transformer network is trained in a supervised to produce the target sentence given the question.

3) Logic Inference Engine: Prolog is used to check for satisfiability of the variables present in the target rules. For binary questions (questions whose answers are either a “yes” or a “no”) the final satisfiability of the target rule is sufficient to answer the questions. For other types of questions, we output the specific grounding that satisfies the target rule as the answer to the question. The overall pipeline of the proposed pipeline is shown in Figure 3. In case the target rule produced after translation has syntax errors, then the inference engine outputs a NULL.

III. EXPERIMENTS

In this section we show our model performance through experiments on the CLEVR and the GQA dataset.

A. CLEVR Dataset

This dataset consists of rendered images containing objects of different attributes such as shape, color, size and materials. The objects are also characterized by their locations with respect to the other. These constitute the relations between the objects in the dataset, such as left, right, front and behind. Each image has a set of questions associated with it which are generated using 90 different program templates.

We operate under the perfect sight setting and use the scene graph provided by the dataset. For each scene in the dataset, the scene graph is converted to background knowledge as explained in Section II. To generate the ground truth target rule, in order to train the transformer network, we make use of the functional form that the dataset provides for each question. The functional form contains a series of operations, which when performed on the image, provides the answer to the posed question. To go from the functional form to the target rule, we look at all possible operations that are a part of the functional form, and a map is created between the operations and the elements of the target rule.

The transformer model is trained with a variable length question as the input and the target sentence (defined in section II) as the output. In particular, we use a pretrained BART model for the transformer, in conjunction with a MLP and softmax layer. The final softmax layer outputs the necessary tokens to generate the target sentence. The use of transformer makes the training highly parallelizable. We train the model using Google Colab on a NVIDIA Tesla V100 GPU. The model was trained for a total of 4 epochs on the training set using ADAM [19] optimizer with a learning rate of $10^{-4}$.

At this point, we have the scenes converted into background knowledge and the questions translated to logic rules, which act as queries on the background knowledge. Then, prolog is used to run a satisfiability check on the rules to obtain the answer.

The proposed method was evaluated on the validation set and we obtained a near perfect accuracy of 99.6%, close to the existing state of the art [13] (99.8%). This shows that
Are there any other things that have the same size as the brown shiny sphere?
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Fig. 5. Illustration of a few examples of questions taken from the CLEVR dataset along with the converted target rule converted by the transformer.

THE TABLE SUMMARIZES THE RESULTS OBTAINED ON THE CLEVR VALIDATION SET. FOR THE PROPOSED SOLUTION WE REPORT THE RESULTS WHEN THE MODEL WAS TRAINED WITH 10% OF TRAINING SET AND 100% OF THE TRAINING SET.

| Models                | Count | Exist | Compare Number | Compare Attribute | Query Attribute | Overall |
|-----------------------|-------|-------|----------------|------------------|-----------------|---------|
| Humans [3]            | 86.7  | 96.6  | 86.4           | 96.0             | 95.0            | 92.6    |
| CNN+LSTM+SAN [3]      | 59.7  | 77.9  | 75.1           | 70.8             | 80.9            | 73.2    |
| IEP [11]              | 92.7  | 97.1  | 98.7           | 98.9             | 98.1            | 96.9    |
| NS-CL [12]            | 98.2  | 98.8  | 99.0           | 99.1             | 99.3            | 98.9    |
| NS-VQA [13]           | 99.9  | 99.9  | 99.9           | 99.8             | 99.8            | 99.8    |
| Proposed Method (10%) | 99.3  | 99.1  | 99.1           | 99.1             | 98.7            | 99.1    |
| Proposed Method (100%)| 99.6  | 99.9  | 98.9           | 99.7             | 99.5            | 99.6    |

THE TABLE III PERFORMS A COMPARISON BETWEEN THE PROPOSED METHOD AND THE CLEVR COGENT DATASET WHEN TRAINED ON SPLIT A.

| Models                | Split A | Split B |
|-----------------------|---------|---------|
| NS-CL [12]            | 98.8%   | 98.9%   |
| NS-VQA [13]           | 99.8    | 99.7    |
| Proposed Method       | 99.5    | 99.5    |

C. CLEVR CoGenT.

CLEVR cogent was proposed by [3] to test the generalizing capabilities of VQA models when the dataset is biased, refer to [3] for more information on the construction of the dataset.

GQA is another visual question answering dataset proposed by [2], where questions are constructed using compositions of a set of operations. We follow the same pipeline used in the CLEVR dataset. Again, we operate under pure sight condition and use the scene graphs provided by the dataset for conversion into background knowledge.

To train the translation model, we make use of the functional form provided by the dataset for each question to produce the target sentence. Similar to CLEVR, every operation in the functional form is mapped to a predicate/rule in the target sentence. We found the functional forms provided by the
dataset to be inconsistent in the semantics used for defining the arguments associated with the operations in the functional form, refer to the supplementary materials for more details. This resulted in incorrect target sentences for certain questions, therefore we restrict our training to only those questions having consistent functional forms.

On the GQA validation set, we obtained an overall accuracy of (74%) but this contains several questions corresponding to inconsistent functional forms for which the model wasn’t trained for. When the validation set is limited to those questions which have a consistent functional form, then the validation accuracy becomes (93%), which is a better indicator of the model’s performance on the GQA datasets. This is comparable to the current state of the art for the GQA dataset under perfect site configuration [9] (96.3%). Aside from the fact that the proposed solution is also highly interpretable and the reasoning steps are easy to follow, the training of the transformer is much more easier to perform than a Graph Neural Network used in [9]. Table IV summarizes the model performance on the GQA dataset. Again, since the scene graphs for the test set are not readily provided by the dataset we only evaluate the model on the validation set as we operate in the perfect sight setting.

IV. DISCUSSION AND CONCLUSION

In this paper, we showcased the feasibility of using an interpretable formal logic based approach to solve the visual question answering problem. We circumvent the inflexibility of formal logic systems to noisy inputs by using transformers to translate natural language questions to interpretable logic rules. From the conducted experiments, it can be seen that our proposed solution is competitive and even manages to achieve near perfect accuracy on the CLEVR dataset. It is also data efficient and there is only a slight drop in accuracy even when trained with just 10% data from the CLEVR dataset.
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