Analytical controllability of deterministic scale-free networks and Cayley trees
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According to the exact controllability theory, the controllability is investigated analytically for two typical types of self-similar bipartite networks, i.e., the classic deterministic scale-free network and Cayley trees. Due to their self-similarity, the analytical results of the exact controllability are obtained, and the minimum sets of driver nodes (drivers) are also identified by elementary transformations on adjacency matrices. For these two types of undirected networks, no matter their links are unweighted or weighted, the controllability of networks and the configuration of drivers remain the same, showing a characteristic of strong structural controllability. These results have implications for the control of real networked systems with self-similarity.
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I. INTRODUCTION

The control of complex networks is of paramount importance in network science and engineering, which has received extensive attention in the past decade or so [1–7]. In control theory, the controllability property plays a pivotal role in many control problems. Generally speaking, a dynamical system is controllable if it can be driven from any initial state to any desired final state in finite time by a suitable choice of inputs [8, 9]. The theory of controllability is mathematically sound, and has been widely applied to engineering. However, it is difficult to apply the traditional controllability theory directly to complex networks. Here, the first challenge faced is how to find the minimum set of driver nodes (i.e., drivers) needed to fully control the whole network [2], which is a computationally prohibitive task for large networks by the traditional Kalman’s controllability rank condition [8, 10]. In recent years, controllability has become a hot research topic in the field of complex networks [4, 5, 11, 12, 13]. Liu et al. introduced a paradigm to study the structural controllability of an arbitrary complex directed network; this is an important progress in identifying a minimum set of drivers [4]. Another significant recent contribution was made by Yuan et al. [5]: according to the Popov–Belevitch–Hautus (PBH) rank condition [10, 11, 12, 13], they developed an exact controllability framework to determine the minimum set of drivers from the maximum multiplicity of eigenvalues of the network matrix by elementary column transformation. With this framework, the exact controllability has been studied for many networks such as Erdös–Rényi random networks, scale-free networks, small-world networks, simple regular networks, and some real networks [2]. Furthermore, some analytical results about the minimum number of drivers, which are determined by the algebraic multiplicity of the eigenvalue 0 of the coupling (adjacency) matrix, are obtained in ref. [3] for three typical regular fractal networks including the modified (1, 2)-tree network, the Peano network and the modified dual Sierpinski gaskets network.

In this paper, the exact controllability is explored for two typical types of self-similar bipartite networks including the classic deterministic scale-free network (DSFN) [19] and Cayley trees [20, 21]. Here, along the framework in ref. [3], we obtain both the minimum number and the minimum set of drivers using elementary row and column transformations on adjacency matrices. Since scale-free networks are abundant in nature and society, and Cayley trees can model the structure of dendrimers, a classic family of macromolecules; therefore, the study of the controllability for these two types of networks is of theoretical and practical significance.

This paper is arranged as follows. First, we briefly introduce the exact controllability theory and provide a sufficient condition for the expression to determine the minimum number of drivers for undirected bipartite networks. Second, the self-similarity in these two types of networks allows us to find some properties of the coupling matrix. By properly using elementary transformations of a matrix, we can find the minimum set of drivers and obtain analytical results of the controllability in these networks. Finally, the distribution characteristics of drivers and a robustness of the controllability to the link weights are discussed.

II. EXACT CONTROLLABILITY THEORY

Consider a network of $N$ nodes described by the following system of linear ordinary differential equations [4, 5]:

$$\dot{x} = Ax + Bu,$$

where $x = (x_1, x_2, \ldots, x_N)^T$, $u = (u_1, u_2, \ldots, u_M)^T$, $A \in \mathbb{R}^{N \times N}$, and $B \in \mathbb{R}^{N \times M}$ denote, respectively, the vector of the states of $N$ nodes, the vector of $M$ controllers, the coupling (adjacency) matrix of the network, and the input (control) matrix. According to the PBH
rank condition, system (1) is fully controllable if and only if
\[
\text{rank}(cI_N - A, B) = N \tag{2}
\]
is satisfied for any complex number \(c\), where \(I_N \in \mathbb{R}^{N \times N}\) is the identity matrix. Thus, the minimum number \(N_D\) of independent drivers required to control the whole network, which is defined by \(N_D \equiv \min \{\text{rank}(B)\} \tag{4}\), can be deduced as \([1]\):
\[
N_D = \max_i \{\mu(\lambda_i)\}, \tag{3}
\]
where \(\mu(\lambda_i) = N - \text{rank}(\lambda_i I_N - A)\) stands for the geometric multiplicity of the eigenvalue \(\lambda_i\) of matrix \(A\). For a symmetric coupling matrix \(A\), Eq. (3) can be written as follows \([1]\):
\[
N_D = \max_i \{\delta(\lambda_i)\}, \tag{4}
\]
where \(\delta(\lambda_i)\) is the algebraic multiplicity of the eigenvalue \(\lambda_i\), which is also the eigenvalue degeneracy of matrix \(A\).

Especially, for a large sparse undirected network, in which the number of links is of the same order as the number of nodes in the limit of large \(N\) \([22]\), in the absence of self-loops or with a small fraction of self-loops, the maximum geometric (or algebraic) multiplicity of the coupling matrix occurs at the eigenvalue \(\lambda = 0\) with high probability \([22, 23]\), which yields a simplified expression for \(N_D\) \([2]\):
\[
N_D = \max_i \{1, N - \text{rank}(A)\}. \tag{5}
\]
Since Eq. (4) is not always true for sparse undirected networks, for example, in a ring network with \(N\) nodes, whose eigenvalues are given as \(\lambda_i = 2\cos(2\pi(i - 1)/N)\) \((i = 1, 2, \ldots, N)\), it is known that \(N_D = 2 \tag{6}\), whereas \(\max \{1, N - \text{rank}(A)\} = \max \{1, 0\} = 1 \neq N_D\) when \(N\) is a prime number; hence, if a sufficient condition is given for Eq. (4), it will be convenient to use Eq. (5) for determining \(N_D\).

As we have known, a graph (network) \(\Gamma\) is bipartite if and only if for each eigenvalue \(\lambda\) of \(\Gamma\), \(-\lambda\) is also an eigenvalue, with the same multiplicity \([24]\). So, for an undirected bipartite network, if the following sufficient condition
\[
\delta(0) \geq \frac{N}{3} \tag{6}
\]
is satisfied, then
\[
N_D = \max_i \{\delta(\lambda_i)\} = \delta(0) \tag{7}
\]
and Eq. (4) hold.

How can we find the minimum set of drivers for an undirected network when Eq. (7) holds? According to the exact controllability theory \([9]\), the control matrix \(B\) to ensure full control should meet the condition (Eq. (2)) by substituting 0 for the complex number \(c\), as follows:
\[
\text{rank}[\lambda I_N - A, B] = N, \tag{8}
\]
which means that the \(N\) rows of \([-A, B]\) is linearly independent. To find the drivers from \(B\) to satisfy Eq. (8), we should select a maximal linearly independent group from all row vectors of \(A\), and the redundant rows would correspond to the drivers. Note that the configuration of drivers is not unique because there are many possible choices of maximal linearly independent groups. Nevertheless, the minimum number of drivers is unchanged.

Elementary transformations of matrices play a crucial role in finding the drivers. There are three types of elementary row transformations of a matrix \([25]\): interchanging rows \(i\) and \(j\), denoted by \(R_i \leftrightarrow R_j\); multiplying a row (say, the \(j\)th row) by a nonzero number \(k\), denoted by \(kR_j\); and adding \(k\) times the \(j\)th row to the \(i\)th row, denoted by \(R_i + kR_j\), where \(i \neq j\). Similarly, we can also define elementary column transformations by changing “row” into “column” (the corresponding symbol is changed from “\(R\)” to “\(C\)”, respectively). Note that the rank of a matrix remains unchanged by elementary matrix transformations. Furthermore, if matrix \(A_1\) can be obtained from matrix \(A_2\) by a series of elementary operations except \(R_i \leftrightarrow R_j\), then the redundant rows in \(A_1\) correspond with that in \(A_2\). Namely, row \(i\) of \(A_2\) is redundant \(\iff\) row \(i\) of \(A_1\) can become a redundant row.

According to ref. \([4]\), the controllability of a network can be defined by the ratio of \(N_D\) to the network size \(N\), i.e.,
\[
n_D = \frac{N_D}{N}. \tag{9}
\]
In the following, we analytically derive \(N_D\) and \(n_D\) of two typical types of self-similar bipartite networks and consequently discuss their configurations of drivers.

III. DETERMINISTIC SCALE-FREE NETWORKS

The first DSFN was proposed by Barabási et al. \([19]\), which is a self-similar hierarchical network model, built in an iterative way. It is illustrated in Fig. 1 with empty circles and red filled circles respectively showing the hub and rim nodes, which has a bipartite structure. In this classic model, the total number of nodes and that of links (edges) in the \(g\)th step (generation) are counted as \(N_g = 3^g\) and \(E_g = 2(3^g - 2^g)\), respectively \([26]\), implying that this network is sparse when \(g\) is large enough. Thus, for the \(g\)th generation \(D_g\) of the DSFN, the minimum number \(N_D(D_g)\) of drivers can be determined conveniently and analytically.

Let \(A_g\) stand for the adjacency matrix of \(D_g\). Using the numbering shown in Fig. 1 the adjacency matrices are expressed by \([26]\):
\[
A_1 = \begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 0 \\
1 & 0 & 0
\end{bmatrix}, \tag{10}
\]
So, for any block diagonal matrix:

\[ \begin{bmatrix} A & 0 & \cdots & 0 \\ 0 & A & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A \end{bmatrix} \]

and so forth. Here all blanks are zeros. Obviously, matrix \( A_1 \) can be transformed as:

\[ A_1 \xrightarrow{R_3-R_2 \quad C_3-C_2} \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \end{bmatrix} \]

and \( A_2 \) transformed as a block diagonal matrix:

\[ A_2 \rightarrow \begin{bmatrix} A_1 & A_1 \\ A_1 & A_1 \end{bmatrix} \]

by operations of \( R_9 - R_2, R_8 - R_2, R_6 - R_2, R_5 - R_2, C_9 - C_2, C_8 - C_2, C_6 - C_2, \) and \( C_5 - C_2. \) In the same way, it can be proven that \( A_g \) can also be transformed as a block diagonal matrix:

\[ A_g \rightarrow \begin{bmatrix} A_{g-1} & A_{g-1} \\ A_{g-1} & A_{g-1} \end{bmatrix} \]

So, for any \( g \geq 1, \) we have \( \text{rank}(A_g) = 3 \cdot \text{rank}(A_{g-1}) = \cdots = 3^{g-1} \cdot \text{rank}(A_1) = 2 \cdot 3^{g-1}, \) which implies \( \delta_g(0) = \text{rank}(A_g) = 3^g - \text{rank}(A_g) = 3^g - 1 = N_g/3. \) According to Eqs. (17) and (19), the minimum number \( N_D \) of drivers for \( D_g \) is given by

\[ N_D(D_g) = \max\{1, 3^g - \text{rank}(A_g)\} = 3^g - 1. \] (15)

The controllability \( n_D \) of the DSFN \( D_g \) is then calculated as a constant:

\[ n_D(D_g) = \frac{N_D(D_g)}{N_g} = \frac{3^g - 1}{3^g} = \frac{1}{3}. \] (16)

From transformations (12), (13) and (14), we can identify the redundant rows or drivers for the DSFN \( D_g \) (see Table I). For instance, from the transformed matrix (12) of \( A_1, \) we can determine the driver of \( D_1 \) to be node 3 because the third row is redundant. Of course, we can also choose node 2 as the driver of \( D_1 \) if we transform the second row of \( A_1 \) in (10) into a redundant row. Hence the minimum set of drivers for the DSFN is not unique. For other self-similar DSFNs generated by iteration, their controllability and drivers can also be investigated similarly.

### IV. CAYLEY TREES

Cayley trees are a classic model for dendrimers [20, 21]. Let \( C_{b,g} (b \geq 3, g \geq 0) \) denote the Cayley trees after \( g \) generations, which can be constructed in the following iterative fashion. Initially \( (g = 0), \) \( C_{b,0} \) is just a central node (the core). Next \((g = 1), b \) nodes are generated connecting the central node to form \( C_{b,1}, \) with the \( b \) single-degree nodes constituting the boundary nodes of \( C_{b,1}. \) For any \( g \geq 2, C_{b,g} \) is built from \( C_{b,g-1}: \) for each boundary node of \( C_{b,g-1}, b - 1 \) new nodes are created and linked to the boundary node. A specific Cayley tree \( C_{b,3} \) is shown in Fig. 2.

Let \( N_b(i) \) denote the number of new nodes created at generation (iteration) \( i. \) It is easy to verify that

\[ N_b(i) = \begin{cases} 1, & i = 0; \\ b(b-1)^{i-1}, & i \geq 1. \end{cases} \] (17)
Thus, the total number of nodes in $C_{b,g}$ (network size of $C_{b,g}$) is
\begin{equation}
N_{b,g} = \sum_{i=0}^{g} N_b(i) = \frac{b(b-1)^g - 2}{b - 2},
\end{equation}
and the total number of edges in $C_{b,g}$ is $E_{b,g} = N_{b,g} - 1$. Both Eqs. (17) and (18) can be written recursively as 
$\gamma \geq 3$.

To find the drivers from $C_{3,g}$, reducing $A_{3,g}$ is needed. Let $\gamma$ represent the set $\{1, 2, \ldots, N_3(g-1)\}$, and $a_{i,j}$ the element at row $i$ and column $j$ of matrix $A_{3,g}$. To begin with, performing on $A_{3,g}$ a series of elementary row transformations: $R_k - a_{i,N_3,g-2+j} R_{N_3,g-1+j}$ where $i \in \gamma - \{N_3(g-1)\}$, $j \in \{1, 2, \ldots, N_3(g-1)\}$, we know that $A_{3,g}$ can be transformed as:
\begin{equation}
A_{3,g} \rightarrow \begin{bmatrix}
* & O & O & O \\
* & O & I_{N_3(g-1)} & O \\
O & O & I_{N_3(g-1)} & O \\
O & O & O & O
\end{bmatrix},
\end{equation}
where * denotes the entries that remain unchanged. Consequently, by a series of elementary column transformations similarly, $A_{3,g}$ can be further reduced as:
\begin{equation}
A_{3,g} \rightarrow \begin{bmatrix}
* & O & O & O \\
O & O & I_{N_3(g-1)} & O \\
O & I_{N_3(g-1)} & O & O \\
O & O & O & O
\end{bmatrix},
\end{equation}
Thus, we have $\text{rank}(A_{b,g}) = 2N_3(g-1) + \text{rank}(A_{b,g-2})$.

For $g \geq 2$, let $\alpha$ represent the set of nodes belonging to $C_{3,g-1}$, and $\beta$ the set of newly created nodes at the $g$th generation. Then, the $N_3 \times N_3$ square matrix $A_{3,g}$ ($\geq 2$) can be written in the following block form:
\begin{equation}
A_{3,g} = \begin{bmatrix}
A_{\alpha,\alpha} & A_{\alpha,\beta} \\
A_{\beta,\alpha} & A_{\beta,\beta}
\end{bmatrix} = \begin{bmatrix}
A_{3,g-1} & A_{\alpha,\beta} \\
A_{\beta,\alpha} & O
\end{bmatrix},
\end{equation}
where the matrix $A_{\alpha,\alpha}$ is just equal to $A_{3,g-1}$, $A_{\beta,\beta}$ is a zero matrix $O$ since there is no connection between any two nodes in $\beta$, and $A_{\alpha,\beta} = A_{\beta,\alpha}^\top$ can be explained by zero and identity matrices as:
\begin{equation}
A_{\beta,\alpha} = \begin{bmatrix}
O_{N_3(g-1) \times N_3,g-2} & I_{N_3(g-1)} \\
O_{N_3(g-1) \times N_3,g-2} & I_{N_3(g-1)}
\end{bmatrix}.
\end{equation}

To find the drivers from $C_{3,g}$, reducing $A_{3,g}$ is needed. Let $\gamma$ represent the set $\{1, 2, \ldots, N_3\}$, and $a_{i,j}$ the element at row $i$ and column $j$ of matrix $A_{3,g}$. To begin with, performing on $A_{3,g}$ a series of elementary row transformations: $R_i - a_{i,N_3,g-2+j} R_{N_3,g-1+j}$ where $i \in \gamma - \{N_3,g-1+j\}$, $j \in \{1, 2, \ldots, N_3(g-1)\}$, we know that $A_{3,g}$ can be transformed as:
\begin{equation}
A_{3,g} \rightarrow \begin{bmatrix}
* & O & O & O \\
* & O & I_{N_3(g-1)} & O \\
O & O & I_{N_3(g-1)} & O \\
O & O & O & O
\end{bmatrix},
\end{equation}
where * denotes the entries that remain unchanged. Consequently, by a series of elementary column transformations similarly, $A_{3,g}$ can be further reduced as:
\begin{equation}
A_{3,g} \rightarrow \begin{bmatrix}
A_{3,g-2} & O & O & O \\
O & O & I_{N_3(g-1)} & O \\
O & I_{N_3(g-1)} & O & O \\
O & O & O & O
\end{bmatrix},
\end{equation}
Thus, we have $\text{rank}(A_{b,g}) = 2N_3(g-1) + \text{rank}(A_{b,g-2})$.

Note that $\text{rank}(A_{b,0}) = 0$ and $\text{rank}(A_{b,1}) = 2$. So, if $g \geq 2$ is even, then
\begin{equation}
\text{rank}(A_{b,g}) = 2N_3(g-1) + 2N_3(g-3) + \ldots + 2N_3(g-3) + \text{rank}(A_{b,0})
\end{equation}
\begin{equation}
= 2(b-1)^g - 2 \frac{(b-1)^g - 2}{b - 2};
\end{equation}
if $g \geq 3$ is odd, then
\begin{equation}
\text{rank}(A_{b,g}) = 2N_3(g-1) + 2N_3(g-3) + \ldots + 2N_3(g-3) + \text{rank}(A_{b,1})
\end{equation}
\begin{equation}
= 2(b-1)^g - 2 \frac{(b-1)^g - 2}{b - 2}.
\end{equation}
Thus, for any $g \geq 0$, we always have
\begin{equation}
\text{rank}(A_{b,g}) = 2 \frac{(b-1)^g - 2}{b - 2}.
\end{equation}
Therefore, the algebraic multiplicity of eigenvalue 0 for $C_{b,g}$ can be deduced as
\begin{equation}
\delta_g(0) = N_3, \quad \text{rank}(A_{b,g}) = (b-1)^g,
\end{equation}
which implies $\delta_g(0) > N_{b,g}/3$. According to Eqs. (11) and (15), we obtain
\begin{equation}
N_D(C_{b,g}) = \delta_g(0) = (b-1)^g.
\end{equation}
The controllability $n_D$ of the Cayley tree $C_{b,g}$ can be given by

$$n_D(C_{b,g}) = \frac{N_D(C_{b,g})}{N_{b,g}} = \frac{(b-1)^g(b-2)}{b(b-1)^g - 2}$$

with its thermodynamic limit

$$\lim_{g \to \infty} n_D(C_{b,g}) = \lim_{g \to \infty} \frac{(b-1)^g(b-2)}{b(b-1)^g - 2} = \frac{b - 2}{b}$$

for any given $b \geq 3$.

In Fig. 3 we show the analytical results of the controllability $n_D$ of Cayley trees $C_{b,g}$ with $b = 3, 4$ and $5$, respectively. We see that the controllability measure $n_D$ decreases monotonically and approaches rapidly its limit as $g$ increases, and the analytical results obtained from Eq. (31) are in exact agreement with the numerical results based on Eq. (11). Here, when $g$ increases, although both the minimum number $N_D(C_{b,g})$ of drivers and the network size $N_{b,g}$ increase exponentially, the ratio of the increase of drivers to that of nodes is constant for two adjacent $g$ values: $\Delta N_D(C_{b,g})/\Delta N_{b,g} = (b-2)/b$, thus leads to the thermodynamic limit of $n_D$ as shown in Eq. (32) and Fig. 3.

For $C_{b,g}$ ($b \geq 3, g \geq 0$), let $\beta_{b,j} = \{N_{b,j-1}+1, N_{b,j-1}+2, \ldots, N_{b,j}\}$ ($j \leq g$) denote an ordered set of newly created nodes at the $j$th generation. Obviously, the number of elements of $\beta_{b,j}$ is $|\beta_{b,j}| = N_{b,j}$. By removing the first $N_b(j-1)$ elements from $\beta_{b,j}$, we can get another set denoted by $\beta_{b,j} = \{N_{b,j-1}+N_b(j-1)+1, N_{b,j-1}+N_b(j-1)+2, \ldots, N_{b,j}\}$ with $(b-2)N_b(j-1)$ elements. For example, $\beta_{b,0} = \beta_{b,0} = \{1\}$, $\beta_{b,1} = \{2, 3, 4\} - \{2\} = \{3, 4\}$, and $\beta_{b,1} = \{3, 4, \ldots, b+1\}$. From transformations (13) and (24), we can thus identify the redundant rows or drivers for (dendrimers modeled by) Cayley trees (see Table I). Here, the choice of $\beta_{b,j}$ is not unique: one can also, for instance, obtain $\beta_{b,j}^-$ by removing the last $N_b(j-1)$ elements from $\beta_{b,j}$.

V. DISCUSSION AND CONCLUSIONS

From Table I we can see that, although these self-similar networks analyzed are all constructed by iteration, their exact controllability $n_D$ can be quite different. The controllability may vary with parameters in some situations such as in Cayley trees (see Eq. (24) and Fig. 3) or be just a constant such as in the DSFN (see Eq. (16)).

The configuration of drivers is related to the degree distribution. For the DSFN $D_g$, the drivers all come from the rim nodes, which implies that the drivers are likely located on the low-degree nodes. For Cayley trees $C_{b,g}$ ($b \geq 3, g \geq 2$), the nodes can be divided into two parts: $\alpha_{b,g-1} = \{1, 2, \ldots, N_{b,g-1}\}$ (the set of nodes of $C_{b,g-1}$) and $\beta_{b,g} = \{N_{b,g-1}+1, N_{b,g-1}+2, \ldots, N_{b,g}\}$; obviously, $\alpha_{b,g} = \alpha_{b,g-1} \cup \beta_{b,g}$. We know that the degree of any node in $\beta_{b,g}$ is 1, and the proportion of drivers in $\beta_{b,g}$ is $n_{D,1}(\beta_{b,g}) = |\beta_{b,g}^+|/|\beta_{b,g}| = (b-2)/(b-1)$. While the degree of every node in $\alpha_{b,g-1}$ is $b \geq 3$, and correspondingly, the proportion of drivers in $\alpha_{b,g-1}$ is $n_{D,1}(\alpha_{b,g-1}) = (b-1)^{g-1} - |\beta_{b,g}^-|/|\alpha_{b,g-1}| = (b-1)^{g-2}(b-2)/(b-1)^{g-1} - 2$. To compare them, we introduce a degree preference index defined as their ratio:

$$p_{b,1}(g) = \frac{n_{D,1}(\alpha_{b,g-1})}{n_{D,1}(\beta_{b,g})} = \frac{(b-1)^{g-1}}{b(b-1)^{g-1} - 2} \leq \frac{1}{b-1},$$

with the limit $\lim_{g \to \infty} p_{b,1}(g) = 1/b$. Obviously, $p_{b,1}(g)$ is always smaller than 1, which means that the proportion of drivers among high-degree nodes, $p_{b,1,b}$, is lower (see Fig. 4). Moreover, from the perspective of the transformations of the coupling matrix, the rows and columns of low-degree nodes are more easily eliminated. Therefore, the drivers in both models tend to avoid the high-degree nodes (or hubs), which is in agreement with ref. 4.

In fact, our study can be extended to the DSFN and Cayley trees with arbitrary nonzero link weights. It is worth noting that the results remain exactly the same because the weight values do not affect the structure and elementary transformations of adjacency matrices. That is, the exact controllability and the distribution of drivers are independent of link weights in these two types of networks. In other words, they are robust to the variation of link weights, showing a characteristic of strong structural controllability $^{21, 22}$. A possible reason for this robustness lies in that the self-similar structures of adjacency matrices are always preserved under elementary transformations. Such a robustness would be of significance, as the link weights for most real networks are either unknown or known only approximately.

All in all, the controllability of self-similar networks can be predicted by applying the exact controllability.
theory. In particular, for undirected bipartite networks, we provide a sufficient condition (5) for the expression (Eq. 5) of the minimum number $N_D$ of drivers. So, the controllability can be completely determined by the rank of the coupling matrix, which can be analytically derived by elementary matrix transformations because of the self-similarity of the network. Furthermore, using these transformations properly, we can identify the drivers (driver nodes) and reveal their distribution characteristics. In this paper, two prototypical self-similar bipartite networks, including the DSFN and Cayley trees, have been explored to validate our analytical results. From our research experience, exploring structural features of coupling matrices by elementary transformations, which can determine not only the controllability but also the drivers’ distributions, will contribute to a deeper understanding for the control of real systems.
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