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Abstract. In 2007, assuming the Riemann Hypothesis (RH), Soundararajan [11] proved that
\[ \int_0^T |\zeta(1/2 + it)|^{2k} \, dt \ll_{k, \epsilon} T (\log T)^{k^2 + \epsilon} \]
for every positive real number and every \( \epsilon > 0 \). In this paper I generalized his methods to
find upper bounds for shifted moments. We also obtained their lower bounds
and conjectured asymptotic formulas based on Random matrix model, which
is analogous to Keating and Snaith’s work. These upper and lower bounds
suggest that the correlation of \( |\zeta(1/2 + it + i\alpha_1)| \) and \( |\zeta(1/2 + it + i\alpha_2)| \) transition
at \( |\alpha_1 - \alpha_2| \approx \frac{1}{\log T} \). In particular these distribution appear independent when
\( |\alpha_1 - \alpha_2| \) is much larger than \( \frac{1}{\log T} \).

1. Introduction

Finding moments of the Riemann zeta function \( \zeta(s) \) is an important problem in
analytic number theory, especially the moments on the critical line:
\[ M_k(T) := \int_0^T |\zeta(1/2 + it)|^{2k} \, dt. \]
Extensive work has been done to find an asymptotic formula for \( M_k(T) \); however,
the only unconditional results in this direction are proven for \( k = 1 \), due to Hardy
and Littlewood, and \( k = 2 \), due to Ingham [14]. Assuming the Riemann hypothesis
(RH), good upper and lower bounds are available. Ramachandra [8] proved that
for any positive real integer \( k \), \( M_k(T) \gg T \log^k T \). Later in 2007, Soundararajan [11]
showed that for every positive real number \( k \) and every \( \epsilon > 0 \)
\[ M_k(T) \ll_{k, \epsilon} T (\log T)^{k^2 + \epsilon}. \]
In 2000, Keating and Snaith [4] conjectured an asymptotic formula for \( M_k(T) \),
for every positive integer \( k \), based on the random matrix model for the zeros of
\( \zeta(s) \). They suggested that the value distribution of \( \zeta(1/2 + it) \) is related to that
of the characteristic polynomials of random unitary matrices, \( \Lambda(e^{i\theta}) := \prod_{n=1}^N (1 - e^{i(\theta_n - \theta)}) \). Therefore they computed the moments of the characteristic polynomials
to arrive at a conjecture for \( M_k(T) \) and showed that
\[ g_U(N, k) := \int_{U(N)} |\Lambda(e^{i\theta})|^{2k} \, dU_N \sim \frac{G^2(k + 1)}{G(2k + 1)} N^{k^2}, \]
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where $G$ is the Barnes G-function. Using the scaling $N = \log \frac{T}{2\pi}$, this led them to conjecture that $M_k(T) \sim a(k) \frac{G^2(k+1)}{G(2k+1)} T \log^k T$, where

\begin{equation}
 a(k) := \prod_p \left( (1 - \frac{1}{p})^k \sum_{m=0}^{\infty} \frac{\Gamma(m+k)}{m! \Gamma(k)} p^{-m} \right).
\end{equation}

This conjecture agrees with the known results for $k = 1, 2$.

A generalization of the moments of $\zeta(s)$ are the shifted moments, defined as

\begin{equation}
 M_k(T, \overline{\alpha}) = \int_0^T |\zeta(\frac{1}{2} + it + i\alpha_1)|^{2k_1} |\zeta(\frac{1}{2} + it + i\alpha_2)|^{2k_2} \ldots |\zeta(\frac{1}{2} + it + i\alpha_m)|^{2k_m} dt,
\end{equation}

where $k = (k_1, k_2, \ldots, k_m)$ is a sequence of positive real numbers and $\overline{\alpha} = (\alpha_1, \ldots, \alpha_m)$, where $\alpha_i \neq \alpha_j$ when $i \neq j$, $|\alpha_i - \alpha_j| = O(1)$, and $\alpha_i = O(\log T)$, also $\alpha_i = \alpha_i(T)$ is a real valued function in terms of $T$ such that $\lim_{T \to \infty} \alpha_i \log T$ and $\lim_{T \to \infty}(\alpha_i - \alpha_j) \log T$ exists or equals $\pm \infty$.

Conrey, Farmer, Keating, Rubinstein and Snaith gave a general recipe from which an asymptotic formula for the shifted moments of the Riemann zeta function may be conjectured. However, it is not immediately clear from their recipe what the leading asymptotic term for these shifted moments should be, and this is elucidated by Kösters in [6]. Specifically, based on the work in [1], Kösters conjectures that for any $T_0 > 1$ and $\mu_1, \ldots, \mu_M \in \mathbb{R}$,

\begin{equation}
 \lim_{T \to \infty} \frac{1}{T(\log T)^M} \int_{T_0}^T |\zeta(\frac{1}{2} + it + i\frac{2\pi \mu_1}{\log T})|^{2j_1} |\zeta(\frac{1}{2} + it + i\frac{2\pi \mu_2}{\log T})|^{2j_2} \ldots |\zeta(\frac{1}{2} + it + i\frac{2\pi \mu_M}{\log T})|^{2j_M} dt
 = \frac{a(M)}{\Delta^2(2\pi \mu_1, \ldots, 2\pi \mu_M) \det(b_{jk})} j_k = 1, \ldots, M,
\end{equation}

where $\Delta(x_1, \ldots, x_n) = \prod_{1 \leq i < j \leq n} (x_k - x_j)$, $a(M)$ is defined in (3), and $b_{jk} = \frac{\sin \pi (\mu_j - \mu_k)}{\pi (\mu_j - \mu_k)}$ if $j \neq k$, and 1 otherwise. Note that in the case where two or more of $\mu_i$’s are equal, the right hand side is defined as the continuous extension.

Inspired by the above work, we are interested in studying the shifted moments $M_{(k,k)}(T, (\alpha_1, \alpha_2))$, where $k$ is a positive integer. This will help us to understand the correlation between the values of $\zeta(\frac{1}{2} + it + i\alpha_1)$ and $\zeta(\frac{1}{2} + it + i\alpha_2)$. As stated at the beginning, it is difficult to compute $M_{(k,k)}(T, (\alpha_1, \alpha_2))$. Hence we will start by formulating a conjecture for its asymptotic formula based on Keating and Snaith’s random matrix model. Specifically, the leading asymptotic term of $M_{(k,k)}(T, (\alpha_1, \alpha_2))$ is as follows

**Conjecture 1.**

\[ M_{(k,k)}(T, (\alpha_1, \alpha_2)) \begin{cases} 
 \sim_k & T \log^{2k^2} T & \text{if } \lim_{T \to \infty} |\alpha_1 - \alpha_2| \log T = 0, \\
 \sim_{k,c} & T \log^{2k^2} T & \text{if } \lim_{T \to \infty} |\alpha_1 - \alpha_2| \log T = c \neq 0, \\
 \sim_k & \frac{1}{|\alpha_1 - \alpha_2|^{2c^2}} T \log^{2k^2} T & \text{if } \lim_{T \to \infty} |\alpha_1 - \alpha_2| \log T = \infty.
\end{cases} \]

Note that our conjecture specializes to Kösters’s conjecture when $\alpha_1 - \alpha_2 = c/\log T$, for some fixed constant $c \in \mathbb{R}$. We will discuss conjecture [1] in more detail in §2.

Even though we cannot prove the asymptotic formula for $M_k(T, \overline{\alpha})$, assuming RH, we are able to find similar upper bound to [1] as in the following theorem.
Theorem 1.1. Assume RH. Let $k = (k_1, ..., k_m)$ be a sequence of positive real numbers and $\alpha = (\alpha_1, ..., \alpha_m)$ be defined as in \([4]\). Then for $T$ large,

$$M_k(T, \alpha) \ll_{k, \epsilon} T \left( \log T \right)^{k_1^2 + k_2^2 + \cdots + k_m^2 + \epsilon} \prod_{i < j} \left( \min \{ \frac{1}{|\alpha_i - \alpha_j|}, \log T \} \right)^{2k_i k_j}.$$ 

To obtain the upper bound above, we follow Soundararajan’s techniques for finding upper bounds for the moments of Riemann zeta function \([4]\). Soundararajan’s work is built on Selberg’s work on the distribution of $\log |\zeta(\frac{1}{2} + it)|$ \([10]\). He started from estimating an upper bound for $\text{meas}(A(T, V))$, where $V \geq 3$, and $A(T, V) = \{ t \in [T, 2T] : \log |\zeta(\frac{1}{2} + it)| \geq V \}$. Then he observed that

$$\int_T^{2T} |\zeta(1/2 + it)|^2 k dt = -\int_{-\infty}^{\infty} e^{2kV} \text{meas}(A(T, V)) = 2k \int_{-\infty}^{\infty} e^{2kV} \text{meas}(A(T, V)) dV.$$ 

Hence an upper bound for the moment of the Riemann zeta function in \([11]\) is deduced from the upper bound of $\text{meas}(A(T, V))$. For the shifted moments, we will instead estimate

$$S(T, V) = \{ t \in [T, 2T] : \log |\zeta(\frac{1}{2} + it + i\alpha_1)|^{k_1} + \cdots + \log |\zeta(\frac{1}{2} + it + i\alpha_m)|^{k_m} \geq V \}.$$ 

The proof of Theorem 1.1 uses similar techniques to Rudnick’s and Soundararajan’s work on finding lower bounds for the moments of a family of Dirichlet L-functions \([9]\). Let

$$A(t) = \sum_{j \leq x} \sum_{n_1 n_2 \cdots n_m = j} d_k(n_1) d_k(n_2) \cdots d_k(n_m) n_1^{\frac{i}{2} + it} n_2^{-\frac{i}{2} + i\alpha_2} \cdots n_m^{-\frac{i}{2} + i\alpha_m},$$

and $d_k(n) = \sum_{a_1 a_2 \cdots a_k = n} 1$ and $x = T^{1/2}$. Note that $A(t)$ is a short truncation of

$$\zeta(\frac{1}{2} + it + i\alpha_1)^{k_1} \zeta(\frac{1}{2} + it + i\alpha_2)^{k_2} \cdots \zeta(\frac{1}{2} + it + i\alpha_m)^{k_m}.$$ 

We will compute a lower bound for

$$S_1 = \left| \int_{-\infty}^{\infty} \zeta(\frac{1}{2} + it + i\alpha_1)^{k_1} \zeta(\frac{1}{2} + it + i\alpha_2)^{k_2} \cdots \zeta(\frac{1}{2} + it + i\alpha_m)^{k_m} A(t) K \left( \frac{t}{T} \right) dt \right|,$$
where $K(x)$ is a nonnegative bounded function in $C^\infty(\mathbb{R})$ and compactly support in $[1,2]$. Also we will find an upper bound for

$$S_2 = \int_T^{2T} |A(t)|^2 \, dt.$$ 

By Cauchy-Schwarz’s inequality, we obtain

$$\int_T^{2T} \left| \zeta\left(\frac{1}{2} + it + i\alpha_1\right) \zeta\left(\frac{1}{2} + it + i\alpha_2\right) \cdots \zeta\left(\frac{1}{2} + it + i\alpha_m\right) \right| \, dt$$

$$\geq S_1^2 / \left( \int_{-\infty}^{\infty} |A(t)|^2 K\left(\frac{t}{T}\right) \, dt \right)$$

Theorem 1.2 will follow from showing that

$$S_1 \gg_{k,\beta} T (\log T)^{k_1^2 + \cdots + k_m^2} \prod_{i<j} (\min\left\{ \frac{1}{|\alpha_i - \alpha_j|}, \log T \right\})^{2k_i k_j} \quad \text{(Lemma 4.3)},$$

and

$$S_2 \ll_{k,\beta} T (\log T)^{k_1^2 + \cdots + k_m^2} \prod_{i<j} (\min\left\{ \frac{1}{|\alpha_i - \alpha_j|}, \log T \right\})^{2k_i k_j} \quad \text{(Lemma 4.4)}.$$

Again in the case where $m = 2$, we obtain from Theorem 1.1 and 1.2 that

$$T (\log T)^{2k^2} \ll M_{k,k}(\alpha_1, \alpha_2) \ll T (\log T)^{2k^2 + \epsilon}$$

when $\lim_{T \to \infty} |\alpha_1 - \alpha_2| \log T = \infty$. Furthermore

$$T (\log T)^{4k^2} \ll M_{k,k}(\alpha_1, \alpha_2) \ll T (\log T)^{4k^2 + \epsilon}$$

when $\lim_{T \to \infty} |\alpha_1 - \alpha_2| \log T < \infty$. The order of the leading asymptotic term of the upper and lower bounds for $M_{k,k}(\alpha_1, \alpha_2)$ correspond to the one in our conjecture [11]. The result suggests that the correlation of $|\zeta\left(\frac{1}{2} + it + i\alpha_1\right)|$ and $|\zeta\left(\frac{1}{2} + it + i\alpha_2\right)|$ transition at $|\alpha_1 - \alpha_2| \approx \frac{1}{\log T}$. In particular these distribution appear independent when $|\alpha_1 - \alpha_2|$ is much larger than $\frac{1}{\log T}$.
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2. Conjecture for the Shifted Moments

Based on Keating and Snaith’s random matrix model, to conjecture the shifted moments $M_{(k,k)}(T, (\alpha_1, \alpha_2))$, we need to compute asymptotic formula for

$$g_{(k,k)}(N, (\alpha_1, \alpha_2)) := \int_{U(N)} |\Lambda(e^{i\alpha_1})|^{2k} |\Lambda(e^{i\alpha_2})|^{2k} \, dU_N.$$

Clearly, $g_{(k,k)}(N, (\alpha_1, \alpha_2)) = g_{(k,k)}(N, (0, \alpha_1-\alpha_2))$. Using the scaling $N = \log(T/2\pi)$, we can derive conjecture [11] from the following proposition.
Proposition 2.1. Let $\alpha$ be fixed functions in term of $T$ such that $\lim_{N \to \infty} \alpha N$ exists or equals $\pm \infty$ and $\alpha_1 \neq \pi n$, where $n$ is integer. As $N \to \infty$ we obtain

\[
g_{(k,k)}(N, (0, \alpha)) \sim \begin{cases} 
\frac{G^2(2k+1)}{\zeta(4k+1)} N^{4k^2} & \text{if } \lim_{N \to \infty} |\alpha|N = 0, \\
C_k N^{4k^2} & \text{if } \lim_{N \to \infty} |\alpha|N = c \neq 0, \\
|1 - e^{i\alpha}| - 2k^2 \frac{G^4(k+1)}{\zeta(2k+1)} N^{2k^2} & \text{if } \lim_{N \to \infty} |\alpha|N = \infty,
\end{cases}
\]

where $C_k = \lim_{\mu_1, \ldots, \mu_k \to 0} \frac{\det(b_{ij})_{i=1,j=1}^{4k}}{\Delta^2(2\mu_1, \ldots, 2\mu_{2k})}$, and $b_{ij}$ is defined as in (3).

The idea of the proof when $\lim_{N \to \infty} |\alpha|N = \infty$ is similar to the proof of Lemma 3 in [5]. The result when $\lim_{N \to \infty} |\alpha|N = c \neq 0$ is due to Kösters in [6].

Proof. First we begin the proof by the following identity, which will be useful later.

\[
\lim_{N \to \infty} g_U(N, k) = \frac{1}{(2\pi i)^{2k}(2k)!} \int ... \int \prod_{i,j=1}^{k} \frac{1}{v_{i+k} - v_i} \Delta^2(v_1, \ldots, v_{2k}) \exp\left(\frac{1}{2} \sum_{j=1}^{k} (v_j - v_{k+j})^2\right) v_k^{2k} dv_1 dv_2 \ldots dv_{2k},
\]

where we integrate over small circles around $v_i = 0$. This equation is proved in Lemma 5 of [5]. Next from equation (1.5.9) of [1], we have

\[
g_{(k,k)}(N, (0, \alpha)) = \int_{(1)} |\Lambda(1)|^{2k} |\Lambda(e^{i\alpha})|^{2k} dU_N
\]

\[
= \frac{1}{(2\pi i)^{4k}(2k)!} \int ... \int \prod_{i,j=1}^{k} (1 - e^{-z_i + z_j z_{2k}})^{-1} \Delta^2(z_1, \ldots, z_{4k}) e^{\frac{1}{2} \sum_{j=1}^{k} (z_j - z_{k+j})^2} dV_1 dV_2 \ldots dV_{4k},
\]

where the path of integration encloses $i\alpha$ and 0.

Case 1: $\lim_{N \to \infty} |\alpha|N = 0$.

Let $z_j = v_j/N$. The integral above becomes

\[
\frac{1}{(2\pi i)^{4k}(2k)!} \int ... \int \prod_{i,j=1}^{k} (1 - e^{-v_i + v_{i+j} + 2k N^{-1}})^{-1} \Delta^2(v_1, \ldots, v_{4k}) e^{\frac{1}{2} \sum_{j=1}^{k} (v_j - v_{k+j})} dV_1 \ldots dV_{4k}.
\]

As $N \to \infty$, $(1 - e^{-\frac{v_j + v_{i+j} + 2k}{N}})^{-1} \sim \frac{N}{v_j - v_{i+j} + 2k}$, and $N \alpha \sim 0$. Therefore

\[
\lim_{N \to \infty} g_{(k,k)}(N, (0, \alpha)) \sim \frac{1}{(2\pi i)^{4k}(2k)!} \int ... \int \prod_{i,j=1}^{k} \frac{1}{v_i - v_{i+j} + 2k} \Delta^2(v_1, \ldots, v_{4k}) e^{\frac{1}{2} \sum_{j=1}^{k} (v_j - v_{k+j})} dv_1 \ldots dv_{4k}
\]

\[
= \lim_{N \to \infty} g_U(N, 2k) = \frac{G^2(2k+1)}{G(4k+1)} N^{4k^2},
\]

where the last line follows from (2) and (10).

Case 2: $\lim_{N \to \infty} |\alpha|N = \infty$.

For this case, each contour can be deformed to two small circular contours centered respectively at the poles 0, $i\alpha$. They are connected by two straight line paths which cancel each other. Therefore we can consider the contour integral above as
a sum of $2^{4k}$ integrals in which each $z_j$ runs over one of the smaller circular paths. Let $\epsilon \in \{0, 1\}$, and $\gamma_{\epsilon_j}$ be a circle with center $\epsilon_j i \alpha$ and small radius (less than $|\alpha|/2N$). Let

$$I(N, k, \epsilon_1, \ldots, \epsilon_{4k}) = \frac{1}{(2\pi i)^{4k}(2k)!} \oint_{\gamma_{\epsilon_{4k}}} \cdots \oint_{\gamma_{\epsilon_1}} \prod_{j=1}^{2k} (1 - e^{-\epsilon_j z_j + 2k}) \Delta^2(z_1, \ldots, z_{4k}) e^{\frac{N}{2} \sum_{j=1}^{2k} (z_j - \epsilon_j^2)} \prod_{j=1}^{2k} (z_j - i \alpha)^{2k} d\epsilon_1 \cdots d\epsilon_{4k}.$$

Hence

$$\int_{U(N)} |\Lambda(1)|^{2k} |\Lambda(e^{i\alpha})|^{2k} dU_N = \sum_{\epsilon_j \in \{0, 1\}} I(N, k, \epsilon_1, \ldots, \epsilon_{4k}).$$

Now we consider $I(N, k, \epsilon_1, \ldots, \epsilon_{4k})$. We change variables $z_j = v_j/N + i \epsilon_j \alpha$ and obtain

$$I(N, k, \epsilon_1, \ldots, \epsilon_{4k}) = \frac{1}{(2\pi i)^{4k}(2k)!} \oint_{\gamma_{\epsilon_0}} \cdots \oint_{\gamma_{\epsilon_0}} \prod_{j=1}^{2k} (1 - e^{-v_j/N + i(\epsilon_j + 2k - \epsilon_j) \alpha} \Delta^2(v_j/N + i \epsilon_j \alpha, \ldots, v_{4k}/N + i \epsilon_{4k} \alpha)^{(2k)} dv_1 \cdots dv_{4k}.$$

For large $N$, $(1 - e^{-v_j/N + i(\epsilon_j + 2k - \epsilon_j) \alpha})^{-1} \sim \frac{N}{v_j/N + i \epsilon_{4k} \alpha}$. Since $\lim_{N \to \infty} |\alpha|N = \infty$, as $N \to \infty$, we have

$$I(N, k, \epsilon_1, \ldots, \epsilon_{4k}) \sim \frac{1}{(2\pi i)^{4k}(2k)!} \oint_{\gamma_{\epsilon_0}} \cdots \oint_{\gamma_{\epsilon_0}} \prod_{j=1}^{2k} \frac{N}{v_j/N + i \epsilon_{4k} \alpha} \prod_{i \neq j} \frac{N}{v_j/N + i \epsilon_{4k} \alpha} \Delta^2 \frac{v_j/N}{i \epsilon_{4k} \alpha} \prod_{i \neq j} (\frac{v_j/N}{i \epsilon_{4k} \alpha})^{2}.$$

As $N \to \infty$, we claim that the main contribution is from terms $I(N, k, \epsilon_1, \ldots, \epsilon_{4k})$ such that both the number of 1’s among $\epsilon_1, \ldots, \epsilon_{2k}$ and that among $\epsilon_{2k+1}, \ldots, \epsilon_{4k}$ equal $k$. This claim will be proved at the end of the proof of Case 2. There are $\binom{2k}{k}^2$ such terms. By symmetry, $I(N, k, \epsilon_1, \ldots, \epsilon_{4k})$ with properties above are all identical. In fact the integrand in the equation above is equal to

$$|1 - e^{i\alpha}|^{-2k^2} \prod_{i \neq j} \left( \frac{v_i - v_j}{N} \right)^2 \prod_{i \neq j} \left( \frac{v_{j+2k} - v_i}{N} \right)^2 \prod_{i \neq j} \left( \frac{v_{j+2k} - v_{j+2k}}{N} \right)^2.$$
Therefore as $N \to \infty$,

\[
\int_{U(N)} |\Lambda(1)|^{2k} |\Lambda(e^{i\alpha})|^{2k} dU_N \sim \left(\frac{2k}{k}\right)^2 I(N, k, 0, 0, 1, 1, 0, 0, 1, 1, \ldots, 1, 1, 0, 0, 1, 1, \ldots, 1)_{\#0'\neq k \#1'\neq k \#0'\neq k \#1'\neq k} \sim \frac{1}{(2\pi i)^{4k}} \frac{1}{(2k)!^2} |1 - e^{i\alpha}|^{-k^2} \left(\prod_{i,j=1}^{k} \frac{N}{v_{i+k} - v_{i}} \Delta^2(v_1, \ldots, v_{2k}) \exp\left(\frac{1}{4} \sum_{j=1}^{k} (v_j - v_{k+j})\right) dv_1 \cdots dv_{2k}\right)^2 \sim |1 - e^{i\alpha}|^{-2k^2} g_{\mathbf{U}}(N, k) \sim |1 - e^{i\alpha}|^{-2k^2} \frac{G^4(k + 1)}{G^2(2k + 1)} N^{2k^2}.
\]

To complete the proof of Case 2, we will prove the claim above. Let $l_1$ and $m_1$ be the number of 1’s among $\epsilon_1, \ldots, \epsilon_{2k}$ and $\epsilon_{2k+1}, \ldots, \epsilon_{4k}$ respectively. From the equation before the claim, the leading order term of $I(N, k, \epsilon_1, \ldots, \epsilon_{4k})$ is

\[
\frac{1}{N^{4k^2 - 6kl_1 - 6km_1 + 2l_1^2 + 2m_1^2 + 2l_1m_1}} \frac{1}{|\alpha|^{4k^2 - 2(l_1 + m_1)(4k - l_1 - m_1)}} \cdot |1 - e^{i\alpha}|^{-m_1l_1} |1 - e^{i\alpha}|^{-m_2l_1} \sim \frac{1}{(N|\alpha|)^{4k^2 - 6kl_1 - 6km_1 + 2l_1^2 + 2m_1^2 + 2l_1m_1}} \frac{1}{|\alpha|^{4k^2}}.
\]

The main contribution comes from terms such that $4k^2 - 6kl_1 - 6km_1 + 2l_1^2 + 2m_1^2 + 2l_1m_1$ is minimum, where $0 \leq l_1, k_1 \leq 2k$. Now let $l_1 = l + m_1$. Hence for $0 \leq l_1 \leq t$ and $0 \leq t \leq 4k$, we have

\[
4k^2 - 6kl_1 - 6km_1 + 2l_1^2 + 2m_1^2 + 2l_1m_1 = 4k^2 - 6kt + 2t^2 - 2l_1t + 2l_1^2.
\]

By calculus, the minimum value of the above is $-2k^2$, which occurs when $t = 2k$ and $l_1 = t/2 = k$. This proves the claim.

**Case 3**: $\lim_{N \to \infty} |\alpha|N = c \neq 0$.

By the same arguments as case 1, we obtain

\[
\lim_{N \to \infty} \frac{g_{\mathbf{U}}(N, (0, \alpha))}{N^{4k^2}} = \lim_{N \to \infty} \frac{g_{\mathbf{U}}(N, (0, \epsilon))}{N^{4k^2}}.
\]

From equation (1.2) of [6], Kösters showed that

\[
\lim_{N \to \infty} \frac{1}{N^{4k^2}} \int_{U(N)} \prod_{\mu_1, \ldots, \mu_{2k}} |\Lambda(e^{2\pi i \mu_1})|^2 dU_N = \frac{1}{\Delta(2\pi \mu_1, \ldots, 2\pi \mu_2)} \det(b_{jl})_{j, l = 1, \ldots, 2k},
\]

where $b_{jl}$ is defined as in [5]. From two equations above, we then have

\[
(11) \quad \lim_{N \to \infty} \frac{g_{\mathbf{U}}(N, (0, \alpha))}{N^{4k^2}} = C_k := \lim_{\mu_1, \ldots, \mu_{2k} \to 0, \mu_k + 1, \ldots, \mu_{2k} \to c/2\pi} \frac{\det(b_{jl})_{j, l = 1, \ldots, 2k}}{\Delta^2(2\pi \mu_1, \ldots, 2\pi \mu_{2k})}.
\]

$C_k$ exists by continuous extension (we will prove this in Appendix 5.1). This concludes the proof of the proposition.
3. Proof of Theorem 1.1

Let $S(T, V)$ be defined as in (6) and observe that

\[
\int_T^{2T} |\zeta(\frac{1}{2} + it + i\alpha_1)|^{2k_1}|\zeta(\frac{1}{2} + it + i\alpha_2)|^{2k_2}...|\zeta(\frac{1}{2} + it + i\alpha_m)|^{2k_m} \, dt
= - \int_{-\infty}^{\infty} e^{2V \, d \, \text{meas}(S(T, V))} = 2 \int_{-\infty}^{\infty} e^{2V \, \text{meas}(S(T, V))} \, dV.
\]

To prove the upper bound in Theorem 1.1, we need to estimate the measure of $S(T, V)$ for large $T$ and all $V \geq 3$. Throughout this section, we will let

\[
W = (k_1^2 + ... + k_m^2) \log \log T + \sum_{i<j} 2k_i k_j \log(\min(1/|\alpha_i - \alpha_j|, \log T)).
\]

**Theorem 3.1.** Assume RH. Let $T$ be large and $V \geq 3$ be a real number. If $10^{\sqrt{\log \log T}} \leq V \leq W$ then

\[
\text{meas}(S(T, V)) \ll T \frac{V}{\sqrt{W}} \exp\left(-\frac{V^2}{W} \left(1 - \frac{4}{\log W}\right)\right);
\]

if $W < V \leq \frac{1}{2} W \log W$ we have

\[
\text{meas}(S(T, V)) \ll T \frac{V}{\sqrt{W}} \exp\left(-\frac{V^2}{W} \left(1 - \frac{7V}{4W \log W}\right)^2\right);
\]

and if $\frac{1}{2} W \log W < V$ we have

\[
\text{meas}(S(T, V)) \ll T \exp\left(-\frac{1}{129} V \log V\right).
\]

The upper bound in Theorem 1.1 follows from inserting the upper bounds of Theorem 3.1 in equation (12). In fact, we need only the crude upper bound:

\[
\text{meas}(S(T, V)) \ll \begin{cases} 
T (\log T)^{o(1)} \exp\left(-\frac{V^2}{W}\right) & \text{if } 3 \leq V \leq 256W, \\
T (\log T)^{o(1)} \exp(-4V) & \text{if } 256W < V.
\end{cases}
\]

As mentioned in the introduction, the proof of the theorem is similar to the proof of the theorem in [11]. We will exploit the following proposition and lemmas below, the proof of which can be found in [11].

**Proposition 3.2.** Assume RH. Let $T$ be large, $t \in [T, 2T]$, and $2 \leq x \leq T^2$. Let $\lambda_0 = 0.4912...$ denote the unique positive real number satisfying $e^{-\lambda_0} = \lambda_0 + \lambda_0^2/2$. For $\lambda \geq \lambda_0$ we have the estimate

\[
\log |\zeta(\frac{1}{2} + it)| \leq \Re \sum_{n \leq x} \frac{\Lambda(n)}{n^{\frac{1}{2} + \frac{1}{2}(1+\lambda) \log x}} \frac{\log(x/n)}{\log x} + \frac{(1 + \lambda) \log T}{2 \log x} + O\left(\frac{1}{\log x}\right).
\]

**Lemma 3.3.** Assume RH. Let $T \leq t \leq 2T$, $2 \leq x \leq T^2$, and let $\sigma \geq \frac{1}{2}$. Then

\[
\left| \sum_{n \leq x} \frac{\Lambda(n)}{n^{\sigma+it}} \frac{\log(x/n)}{\log x} \right| \ll \log \log T + O(1).
\]
Lemma 3.4. Let $T \leq t \leq 2T$, and $2 \leq x \leq T^2$. Let $k$ be a natural number such that $x^k \leq T/\log T$. For any complex number $a(p)$ we have

$$\int_T^{2T} \left| \sum_{p \leq x} \frac{a(p)}{p^2 + it} \right|^{2k} dt \ll T^{k} \left( \sum_{p \leq x} \left| \frac{a(p)}{p} \right| \right)^k.$$ 

Choosing $\lambda = 0.5$ in Proposition 3.2, we obtain that

$$\log |\zeta(\frac{1}{2} + it + i\alpha_1)|^{k_1} + \ldots + \log |\zeta(\frac{1}{2} + it + i\alpha_m)|^{k_m}$$

$$\leq R \sum_{n \leq x} \left( \frac{k_1 \Lambda(n)}{n^{1/2 + \frac{\alpha_1}{\log x} + it + i\alpha_1} \log n} + \ldots + \frac{k_m \Lambda(n)}{n^{1/2 + \frac{\alpha_m}{\log x} + it + i\alpha_m} \log n} \right) \frac{\log(x/n)}{\log x} + O \left( \frac{1}{\log x} \right).$$

The contribution of prime powers $n = p^k$, where $k \geq 2$, to our sums above is negligible by Lemma 3.3 and the triangle inequality. Therefore to finish the proof of Theorem 3.1, we need to bound the sum involving primes as the following.

From Corollary C of [11], assuming RH, for all large $t$ we obtain

$$|\zeta(\frac{1}{2} + it)| \leq \exp \left( \frac{3}{8 \log \log t} \right).$$

Therefore to prove Theorem 3.1 we can assume that $10 \sqrt{\log \log T} \leq V \leq \frac{3(k_1 + \ldots + k_m)}{8} \frac{T}{\log \log T}$ since $T$ will be large. We define $A$ as

$$A = \begin{cases} \frac{(k_1 + \ldots + k_m)}{2W} \forall 10 \sqrt{\log \log T} \leq V \leq W, \\ \frac{(k_1 + \ldots + k_m)}{W} \forall W < V \leq \frac{1}{2} W \log W, \\ k_1 + \ldots + k_m \forall W > \frac{1}{2} W \log W. \end{cases}$$

Let $x = T^{A/V}$ and $z = x^{1/\log \log T}$. By Lemma 3.3 and inequality (13), we have

$$\log |\zeta(\frac{1}{2} + it + i\alpha_1)|^{k_1} + \ldots + \log |\zeta(\frac{1}{2} + it + i\alpha_m)|^{k_m}$$

$$\leq S_1(t) + S_2(t) + \frac{3(k_1 + \ldots + k_m)}{4} \frac{V}{A} + O(\log \log T),$$

where

$$S_1(t) = \left| \sum_{p \leq x} \frac{(k_1 p^{-i\alpha_1} + \ldots + k_m p^{-i\alpha_m}) \log \frac{x}{p}}{p^{1 + \frac{\alpha_m}{\log x} + it}} \log x \right|$$

and

$$S_2(t) = \left| \sum_{x < p \leq x} \frac{(k_1 p^{-i\alpha_1} + \ldots + k_m p^{-i\alpha_m}) \log \frac{x}{p}}{p^{1 + \frac{\alpha_m}{\log x} + it}} \log x \right|.$$
The proof of Theorem 3.1 will follow easily from Lemma 3.6 below, which is to find upper bounds for \(\text{meas}(S_1)\) and \(\text{meas}(S_2)\). In order to do this, Lemma 3.5 below is crucial for obtaining the upper bounds for \(\text{meas}(S_1)\) in Lemma 3.6.

**Lemma 3.5.** For \(|a| = O(1)\),
\[
\sum_{p \leq z} \frac{\cos(a \log p)}{p} \leq \log \left( \min \{ \frac{1}{|a|}, \log z \} \right) + O(1).
\]

**Proof.** We can assume that \(a\) is positive. From Theorem 2.7 of [7],
\[
\sum_{p \leq x} \frac{1}{p} = \log \log x + C + h(x); \quad h(x) = O\left( \frac{1}{\log x} \right).
\]

If \(z \leq e^{1/a}\), then \(\log z \leq \frac{1}{a}\) and
\[
\sum_{p \leq z} \frac{\cos(a \log p)}{p} \leq \sum_{p \leq z} \frac{1}{p} = \log \log z + O(1).
\]

Otherwise, we can write
\[
\sum_{p \leq z} \frac{\cos(a \log p)}{p} = \sum_{p \leq e^{1/a}} \frac{\cos(a \log p)}{p} + \sum_{e^{1/a} < p \leq z} \frac{\cos(a \log p)}{p}.
\]

Since \(|a| = O(1)\), the first sum is
\[
\sum_{p \leq e^{1/a}} \frac{1 + O((a \log p)^2)}{p} = \log \frac{1}{a} + O(1)
\]

By partial summation, the second sum is
\[
\int_{e^{1/a}}^{z} \cos(a \log x) \, dg(x)
\]
where
\[
g(x) = \sum_{p \leq x} \frac{1}{p}.
\]

Then we have
\[
\int_{e^{1/a}}^{z} \cos(a \log x) \, d(\log \log x) = \int_{e^{1/a}}^{z} \frac{\cos(a \log x)}{x \log x} \, dx = \int_{1}^{a \log z} \frac{\cos t}{t} \, dt = O(1),
\]
and since \(h(x) = O\left( \frac{1}{\log x} \right)\),
\[
\int_{e^{1/a}}^{z} \cos(a \log x) \, dh(x) = O(1).
\]

Combining the inequalities above, we obtain the lemma. \(\square\)

**Lemma 3.6.** Assume RH. Let \(x, z, A, V_1\) be defined as above. We have
\[
\text{meas}(S_1) \ll T \frac{V}{\sqrt{W}} \exp\left( -\frac{V_1^2}{W} \right) + T \exp(-4V \log V),
\]
and
\[
\text{meas}(S_2) \ll T \exp\left( -(k_1 + \ldots + k_m) \frac{V}{2A} \log V \right).
\]
Proof. By Lemma 3.4 for any natural number \( k \leq (k_1 + \ldots + k_m)V/A - 1 \), we obtain
\[
\int_T^{2T} |S_2(t)|^{2k} dt \ll Tk! \left( \sum_{z \leq p \leq x} \frac{|k_1 p^{-i \alpha_1} + \ldots + k_m p^{-i \alpha_m}|^2}{p} \right)^k \ll T(k(k_1 + \ldots + k_m)^2(\log_3 T + O(1))^k).
\]
Choosing \( k = \lfloor (k_1 + \ldots + k_m)V/A - 1 \rfloor \), we derive that
\[
\text{meas}(S_2) \ll T \left( \frac{8A}{V} \right)^{2k} (2k \log_3 T)^k \ll T \exp \left( -(k_1 + \ldots + k_m) \frac{V}{2A} \log V \right).
\]
Next we find the upper bound of \( \text{meas}(S_1) \). By Lemma 3.3 for any \( k \leq \log(T/\log T) / \log z \),
\[
\int_T^{2T} |S_1(t)|^{2k} dt \ll Tk! \left( \sum_{p \leq z} \frac{|k_1 p^{-i \alpha_1} + \ldots + k_m p^{-i \alpha_m}|^2}{p} \right)^k \ll Tk! \left( \sum_{p \leq z} k_1^2 + \ldots + k_m^2 + 2 \sum_{i < j} k_i k_j \cos((\alpha_i - \alpha_j) \log p) \right)^k.
\]
From Lemma 3.5 and Stirling’s formula, for \(|\alpha_i - \alpha_j| = O(1)\), we obtain
\[
\int_T^{2T} |S_1(t)|^{2k} dt \ll T \sqrt{k} \left( \frac{kW}{e} \right)^k.
\]
Hence
\[
\text{meas}(S_1) \ll T \sqrt{k} \left( \frac{kW}{e} \right)^k.
\]
When \( V \leq W^2 \), choose \( k = \lfloor \frac{V^2}{W^2} \rfloor \), and when \( V > W^2 \), choose \( k = \lfloor 10V \rfloor \). Hence
\[
\text{meas}(S_1) \ll T \frac{V}{\sqrt{W}} \exp \left( -\frac{V^2}{W} \right) + T \exp(-4V \log V).
\]

This concludes the proof of Theorem 3.1.

4. Proof of Theorem 1.2

Let \( A(t) \) and \( M_k(T, \overline{\alpha}) \) be defined as in [4] and [8]. Here we add extra conditions, which are that \(|\alpha_i| = O(\log \log T)\), and \( k = (k_1, \ldots, k_m) \) is a sequence of positive integers. As discussed in the introduction, the proof of the theorem follows from Lemma 4.1 and 4.3. Throughout this section, \( \beta \) is defined as in (7).

Lemma 4.1. Unconditionally for large \( T \)
\[
\int_0^T |A(t)|^2 dt \sim T(\log T)^{k_1^2 + \ldots + k_m^2} \prod_{i < j} \left( \min \left\{ \frac{1}{|\alpha_i - \alpha_j|}, \log T \right\} \right)^{2k_i k_j},
\]
where the implied constant depends on \( k = (k_1, \ldots, k_m) \) and \( \beta \).

Proof. By dyadic summation, it suffices to prove that
\[
\int_T^{2T} |A(t)|^2 dt \sim T(\log T)^{k_1^2 + \ldots + k_m^2} \prod_{i < j} \left( \min \left\{ \frac{1}{|\alpha_i - \alpha_j|}, \log T \right\} \right)^{2k_i k_j}.
\]
From the definition of $A(t)$, we obtain that for $x = \sqrt{T}$,
\[
\lim_{T \to \infty} \frac{1}{T} \int_{-T}^{2T} |A(t)|^2 dt = \sum_{j \leq x} \left| \sum_{n_1 n_2 \ldots n_m = j} d_{k_1}(n_1) d_{k_2}(n_2) \ldots d_{k_m}(n_m) n_1^{-\alpha_1} n_2^{-\alpha_2} \ldots n_m^{-\alpha_m} \right|^2.
\]
Throughout the proof of Lemma 4.1, we will let $x = \sqrt{T}$.

Let
\[
D(j) = \left| \sum_{n_1 n_2 \ldots n_m = j} d_{k_1}(n_1) d_{k_2}(n_2) \ldots d_{k_m}(n_m) n_1^{-\alpha_1} n_2^{-\alpha_2} \ldots n_m^{-\alpha_m} \right|^2,
\]
and $H(s) = \sum_j \frac{D(j)}{j^s}$. Note that $D(j)$ is a multiplicative function. Therefore, for $c > 0$
\[
\int_{(c)} \frac{H(s)x^s}{s} ds = \sum_{j \leq x} \left| \sum_{n_1 n_2 \ldots n_m = j} d_{k_1}(n_1) d_{k_2}(n_2) \ldots d_{k_m}(n_m) n_1^{-\alpha_1} n_2^{-\alpha_2} \ldots n_m^{-\alpha_m} \right|^2.
\]
For $\Re(s) > 0$, $H(s)$ converges and
\[
H(s) = \prod_p \left( 1 + \frac{|k_1 p^{-\alpha_1} + k_2 p^{-\alpha_2} + \ldots + k_m p^{-\alpha_m}|^2}{p^{s+1}} + O\left( \frac{1}{p^{s+c}} \right) \right)^{-1}
\]
\[
= \prod_p \left( 1 + \frac{k_1^2 + \ldots + k_m^2}{p^{s+1}} + \frac{\sum_{i<j} k_i k_j (p^{i(\alpha_i - \alpha_j)} + p^{-i(\alpha_i - \alpha_j)})}{p^{s+1}} + O\left( \frac{1}{p^{s+c}} \right) \right)
\]
\[
= \zeta^{k_1^2 + \ldots + k_m^2} (s+1) \prod_{i<j} \zeta^{k_i k_j} (s+1+i(\alpha_i - \alpha_j)) \zeta^{k_i k_j} (s+1-i(\alpha_i - \alpha_j)) G(s),
\]
where $G(s) = \prod_p \left( 1 + O\left( \frac{1}{p^{s+c}} \right) \right)$ is absolutely convergent when $\Re s > -\frac{1}{2}$. Therefore
\[
\sum_{j \leq x} \frac{D(j)}{j} = \frac{1}{2\pi i} \int_{(a)} \frac{H(s)x^s}{s} ds = \sum_{\frac{1}{2} x < n < 2x} \frac{|D(n)|}{n} \min\left( 1, \frac{x}{Y|x-n|} \right) + \frac{x^a}{Y} \sum_n \frac{|D(n)|}{n^{a+n}}
\]
By corollary 5.3 in [7], we obtain
\[
\left| \frac{1}{2\pi i} \left( \int_{a-iY}^{a+iY} - \int_{a-iY} \right) H(s) \frac{x^s}{s} ds \right| \ll \sum_{\frac{1}{2} x < n < 2x} \frac{|D(n)|}{n} \min\left( 1, \frac{x}{Y|x-n|} \right) + \frac{x^a}{Y} \sum_n \frac{|D(n)|}{n^{a+n}}
\]
Let $R = k_1 + \ldots + k_m$ and $\mathcal{E} = \{ n : |n-x| \leq x/(\log x)^2 \}$. Take $Y = \exp(\sqrt{\log x})$, and note that $|D(n)| \leq d_R^2(n)$. Also for any positive integer $l$,
\[
\sum_{n \leq x} \frac{d_R^2(n)}{n} = C(\log x)^l + o((\log x)^l),
\]
so the contribution to the first sum in (14) when $n \in \mathcal{E}$ is $\ll \frac{1}{(\log x)^{R^2+1}}$. When $n \notin \mathcal{E}$ the contribution is
\[
\ll \left( \sum_{j \leq x} \frac{d_R^2(j)}{j} \right) \frac{(\log x)^{2R^2}}{Y} \ll \frac{(\log x)^3R^2}{Y} \ll \frac{1}{(\log x)^{R^2+1}}.
\]
The second sum in (14) is
\[ \ll \frac{1}{Y} \sum_j d_j^2(j) \ll \frac{1}{Y} c^{R^2} (1 + a) \ll \frac{1}{(\log x)^{R^2+1}}. \]
Therefore the error from truncating the integral to \( a - iY \) and \( a + iY \) is \( \ll \frac{1}{(\log x)^{R^2+1}}. \)

Next let \( b = -\frac{c}{\log x} \), where \( c \) is a small positive constant \((c \text{ is chosen to be smaller than zero-free region constant})\). Furthermore let \( \gamma \) be the rectangle with vertices \( a - iY, a + iY, b + iY, b - iY \). Inside the rectangle \( \gamma \), \( H(s) \frac{e^s}{s} \) has a pole of order \( k_1^2 + \ldots + k_m^2 + 1 \) at \( s = 0 \) and poles at \( s = i(\alpha_i \pm \alpha_j) \). Note that since we assume \( |\alpha_i - \alpha_j| = O(1), |\alpha_i \pm \alpha_j| \leq Y \). Hence Cauchy’s theorem gives
\[ \int_{a-iY}^{a+iY} + \int_{\text{the other three sides of } \gamma} H(s) \frac{x^s}{s} ds = \text{res}_{s=0} H(s) \frac{x^s}{s} + \sum_{i \neq j} \text{res}_{s=i(\alpha_i - \alpha_j)} H(s) \frac{x^s}{s}. \]

By theorem 6.7 in [7] we obtain that on the other three sides of \( \gamma \), \( \zeta^{k_1^2 + \ldots + k_m^2 + 1} \ll (\log x)^{k_1^2 + \ldots + k_m^2} \), and \( \zeta^{i(\alpha_i \pm \alpha_j)} \ll (\log x)^{k_1 k_j} \). Therefore \( H(s) \ll (\log x)^{R^2} \), and the contribution of the integral over the other three sides of \( \gamma \) is \( \ll \frac{1}{(\log x)^{R^2+1}}. \)

Finally we need to show that
(15) \[ \text{res}_{s=0} H(s) \frac{x^s}{s} + \sum_{i \neq j} \text{res}_{s=i(\alpha_i - \alpha_j)} H(s) \frac{x^s}{s} \sim_{k, \beta} (\log x)^{k_1^2 + \ldots + k_m^2} \prod_{i<j} (\min \{ \frac{1}{|\alpha_i - \alpha_j|}, \log x \})^{2k_1 k_j}. \]

Let \( W := \{(i, j) \mid \lim_{T \to -\infty} |\alpha_i - \alpha_j| \log T < \infty \text{ and } i \neq j \} \), and
\( \overline{W} := \{(i, j) \mid \lim_{T \to -\infty} |\alpha_i - \alpha_j| \log T = \infty \text{ and } i \neq j \} \). We claim that for any \( (i, j) \in W \),
(16) \[ \text{res}_{s=i(\alpha_i - \alpha_j)} H(s) \frac{x^s}{s} = o((\log x)^{k_1^2 + \ldots + k_m^2} \prod_{i<j} (\min \{ \frac{1}{|\alpha_i - \alpha_j|}, \log x \})^{2k_1 k_j}). \]

We will provide technical details for the proof of (16) in Appendix 5.2.

Now to prove (15), we need to show that
(17) \[ \text{res}_{s=0} H(s) \frac{x^s}{s} + \sum_{(i, j) \in W} \text{res}_{s=i(\alpha_i - \alpha_j)} H(s) \frac{x^s}{s} \sim_{k, \beta} (\log x)^{k_1^2 + \ldots + k_m^2} \prod_{i<j} (\min \{ \frac{1}{|\alpha_i - \alpha_j|}, \log x \})^{2k_1 k_j} \]
\[ = (\log x)^{k_1^2 + \ldots + k_m^2 + \sum_{(i, j) \in W} k_1 k_j} \prod_{(i, j) \in \overline{W}, \Sigma_{(i, j) \in W} k_1 k_j} \frac{1}{|\alpha_i - \alpha_j|}. \]

By Cauchy’s theorem,
\[ \text{res}_{s=0} H(s) \frac{x^s}{s} + \sum_{(i, j) \in W} \text{res}_{s=i(\alpha_i - \alpha_j)} H(s) \frac{x^s}{s} = \int_{C'} H(s) \frac{x^s}{s} ds, \]
where we integrate over a circle \( C' \) centered at \( 0 \) with radius \( c/\log T \), where for sufficiently large \( T, c > \beta + 1 \) (\( \beta \) is defined in (2)) for any \((i, j) \in W \). For \( s \) on \( C' \)
and large \( T, |s| < 1 \), and \(|s \pm i(\alpha_i - \alpha_j)| < 1\) for any \((i, j) \in W\). By Corollary 1.6 and 1.7 in \([7]\), we have

\[
H(s) \frac{x^s}{s} = \left( \frac{1}{s} + \sum_{n=0}^{\infty} \frac{a_n s^n}{n!} \right) \prod_{(i, j) \in W} \left( \frac{1}{s - i(\alpha_i - \alpha_j)} + \sum_{n=0}^{\infty} a_n (s - i(\alpha_i - \alpha_j))^n \right)^{k_i k_j} \prod_{(i, j) \in W} \zeta^{k_i k_j} (s + 1 - i(\alpha_i - \alpha_j)) \frac{G(s)x^s}{s}. \tag{18}
\]

We claim that as \( x \to \infty \), the main contribution of \( \int_{C'} H(s) \frac{x^s}{s} \, ds \) is

\[
\int_{C'} \frac{1}{s^{k_1^2 + \ldots + k_m^2}} \prod_{i < j} (s^2 + (\alpha_i - \alpha_j)^2)^{k_i k_j} \prod_{(i, j) \in W} \zeta^{k_i k_j} (s + 1 - i(\alpha_i - \alpha_j)) \frac{G(s)x^s}{s} \, ds = 0.
\]

By Cauchy’s theorem, we obtain that for \( n \geq 1 \) and \( b_{ij} \geq 0 \),

\[
\int_{C'} s^n \prod_{(i, j) \in W} (s - i(\alpha_i - \alpha_j))^{b_{ij}} \prod_{(i, j) \in W} \zeta^{k_i k_j} (s + 1 - i(\alpha_i - \alpha_j)) \frac{G(s)x^s}{s} \, ds = 0.
\]

Hence to prove the claim above, it is sufficient to prove the following two inequalities,

\[
\int_{C'} \frac{1}{s^n} \prod_{i \neq j} \zeta^{k_i k_j} (s + 1 - i(\alpha_i - \alpha_j)) \frac{G(s)x^s}{s} \, ds \ll (\log x)^n + \sum_{(i, j) \in W} k_i k_j \prod_{(i, j) \in W} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}},
\]

and for \( 1 \leq b_{pq} < k_p k_q \),

\[
\int_{C'} \frac{1}{s^{k_1^2 + \ldots + k_m^2 + b_{pq}}} \prod_{(i, j) \neq (p, q)} \zeta^{k_i k_j} (s + 1 - i(\alpha_i - \alpha_j)) \frac{G(s)x^s}{s} \, ds \ll (\log x)^n + \sum_{(i, j) \neq (p, q)} k_i k_j \prod_{(i, j) \in W} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}.
\]

The proof of both inequalities above follows easily from the fact that for \( s \) on \( C' \),

\[
|\zeta(s + 1)| \ll \log x,
\]

and

\[
|\zeta(s + 1 - i(\alpha_i - \alpha_j))| \ll \begin{cases} \log x & \text{if } (i, j) \in W, \\ \frac{1}{|\alpha_i - \alpha_j|} & \text{if } (i, j) \notin W. \end{cases}
\]

Now we compute the contribution of \( (18) \) which also equals

\[
\int_{C'} \frac{1}{s^{V + 1}} \left( 1 + \sum_{n=1}^{\infty} \frac{b_n}{s^{2n}} \right) \tilde{G}(s)x^s \, ds, \tag{19}
\]
where \( V := k_1^2 + \ldots + k_m^2 + \sum_{i < j} 2k_ik_j, \)

\[
\prod_{(i,j) \in W} \left( 1 + \sum_{n=1}^{\infty} (-1)^n \frac{(k_ik_j+n)(\alpha_i-\alpha_j)^{2n}}{s^{2n}} \right) = 1 + \sum_{n=1}^{\infty} b_n s^{2n} = \sum_{n=0}^{\infty} b_n s^{2n},
\]

and

\[
\tilde{G}(s) = \prod_{(i,j) \in \tilde{W}} \tilde{c}^{k_ik_j}(s + i(\alpha_i - \alpha_j))G(s).
\]

Notice that \( \tilde{G}(s) \) is analytic on and inside \( C' \), and its radius of convergence is \( \geq 1/\log x \). Therefore, for \( s = O(1/\log x) \), we can write the Taylor series of \( \tilde{G}(s) \) as

\[
\tilde{G}(s) = \sum_{n=0}^{\infty} g_n s^n. \]

For \( n \geq 0, \)

\[
\int_{C'} \frac{g_n (\log x)^{V+2n}}{(V+2n)!} ds = g_0 b_n (\log x)^{V+2n} + \sum_{k=1}^{V+2n-1} \sum_{n=0}^{\infty} g_k b_n (\log x)^{V+2n-k}.
\]

Hence (19) equals

\[
(20) \quad g_0 (\log x)^V \sum_{n=0}^{\infty} \frac{b_n (\log x)^{2n}}{(V+2n)!} + \sum_{k=1}^{V} g_k (\log x)^{V-k} \sum_{n=0}^{\infty} \frac{b_n (\log x)^{2n}}{(V+2n-k)!}
\]

\[
+ \sum_{l=1}^{\infty} g_{V+2l} \sum_{n=0}^{\infty} \frac{b_{n+l} (\log x)^{2n}}{(2n)!} + \sum_{l=1}^{\infty} g_{V+2l-1} \sum_{n=0}^{\infty} \frac{b_{n+l} (\log x)^{2n+1}}{(2n+1)!}.
\]

We claim that only the first term of the equation above gives the main contribution. To show that, we first need to find an upper bound for \( b_n \) and \( g_k \). Let \( M := \max_{(i,j) \in W} \{k_ik_j\} \), \( 2w := \) the size of \( W \), and \( \alpha = \max_{(i,j) \in W} |\alpha_i - \alpha_j| \). We have

\[
b_n = (-1)^n \sum_{d_{ij} \mid \sum_{d_{ij} = n} \prod_{(i,j) \in W} k_ik_j (\alpha_i - \alpha_j)^{2d_{ij}}.
\]

Since there are \( \binom{w+n-1}{w-1} \) terms such that \( \sum_{(i,j) \in W} d_{ij} = n, \) where \( d_{ij} \geq 0, \) we obtain

\[
|b_n| \leq \binom{w+n-1}{w-1} \left( \frac{M+n}{M} \right)^{w-1} \alpha^{2n} \leq c_0 n^p \alpha^{2n},
\]

where \( c_0, p \) depends on \( w, M \).

Next, let \( r \) be the radius of convergence of \( G(s) \). Note \( 1/\log x = o(r) \). Hence

\[
\lim_{n \to \infty} \frac{g_{n+1}}{g_n} = \frac{1}{r} = o(\log x), \quad \text{and}
\]

\[
g_n \leq g_0 c_1 \left( \frac{2}{r} \right)^n \prod_{(i,j) \in \tilde{W}} \frac{1}{|\alpha_i - \alpha_j| k_ik_j} \left( \frac{2}{r} \right)^n = o \left( (\log x)^n \prod_{(i,j) \in \tilde{W}} \frac{1}{|\alpha_i - \alpha_j| k_ik_j} \right),
\]

where \( c_1 \in \mathbb{R} \) depends on \( \tilde{G} \).
By (21), (22) and the fact that \( b_0 = 1 \), the second sum of (20) is bounded above by
\[
\leq \sum_{k=1}^{V} \left| g_0 \left( \frac{2}{r} \right) k^{(\log x)} V^{-k} \left( \frac{1}{(V-k)!} \sum_{n=1}^{\infty} \frac{n^p (\alpha \log x)^{2n}}{(V+2n-k)!} \right)\right.
\]
\[
= \alpha \left( \log x \right)^V \prod_{(i,j) \in \mathbb{W}} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}.
\]
The sum over \( n \) inside is \( O(1) \) because \( |\alpha \log x| \leq \beta \) as \( x \to \infty \).

Now we consider the third sum of (20). From (21), we obtain that for any \( l \geq 1 \),
\[
(23) \quad \sum_{n=0}^{\infty} b_{n+l} \left( \frac{\log x}{2n} \right)^{2n} \leq l^p \alpha^{2l} \sum_{n=0}^{\infty} \frac{(n+l)^p (\alpha \log x)^{2n}}{(2n)!} \leq l^p \alpha^{2l} \sum_{n=0}^{\infty} \frac{(2\alpha \log x)^{2n}}{(2n)!}.
\]
For the last inequality, we use the fact that for all \( n \geq 0 \) and \( l \geq 1 \), \( \frac{n+l}{2} \leq n+1 < 4^n \).

The sum over \( n \) is also \( O(1) \). By (22), (23) and the fact that \( \alpha/r = o(1) \), the third sum is
\[
\ll \frac{1}{r^l} \sum_{l=1}^{\infty} \left( \frac{2\alpha}{r} \right)^{2l} \prod_{(i,j) \in \mathbb{W}} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}} = o((\log x)^V \prod_{(i,j) \in \mathbb{W}} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}).
\]

Similarly we can conclude that the fourth sum is also \( o((\log x)^V \prod_{(i,j) \in \mathbb{W}} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}) \).

Finally we consider the first term of (20). By (21), the sum of the term is
\[
1 \ll \frac{1}{V!} + \sum_{n=1}^{\infty} \frac{b_n \log x}{(V+2n)!} \ll \frac{1}{V!} + \sum_{n=1}^{\infty} \frac{n^{p} (\alpha \log x)^{2n}}{(V+2n)!} = O(1),
\]
where the implied constant depends on \( \beta \) and \( k \) since the sum over \( n \) depends on \( |\alpha \log x| \leq \beta \) for large \( x \). Therefore by (18) - (20), we obtain that
\[
\int_{\mathbb{C}'} H(s) \frac{x^s}{s} ds \sim_{k,\beta} (\log x)^V \prod_{(i,j) \in \mathbb{W}} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}} = (\log x)^{k_1+\ldots+k_m} \prod_{i<j} \left( \min\{ \frac{1}{|\alpha_i - \alpha_j|}, (\log x) \right)^{2k_i k_j}.
\]
This concludes the proof of (17) and Lemma 4.1. \( \square \)

Let \( S_1 \) be defined as in (19). Also we define
\[
a_j = \sum_{n_1 n_2 \ldots n_m = j} a_{k_1} (n_1) a_{k_2} (n_2) \ldots a_{k_m} (n_m) n_1^{-i\alpha_1} n_2^{-i\alpha_2} \ldots n_m^{-i\alpha_m},
\]
and
\[
L(s, t) := \zeta \left( \frac{1}{2} + it + i\alpha_1 + s \right)^{k_1} \zeta \left( \frac{1}{2} + it + i\alpha_2 + s \right)^{k_2} \ldots \zeta \left( \frac{1}{2} + it + s i \alpha_m \right)^{k_m} = \sum_{n=1}^{\infty} a_n \frac{1}{n^{1/2 + it + s}}.
\]
To calculate the lower bound for \( S_1 \) we need the following approximation for \( L(0, t) \).
Lemma 4.2. Let \( w = 6(k_1 + \ldots + k_m) \). For large \( T \), and \( T \leq t \leq 2T \),
\[
L(0, t) = \sum_{n \leq T^{1/2}} \frac{a_n}{n^{1/2+it}} e^{-n/T^w} + O\left( \frac{1}{T} \right),
\]
where the implied constant depends on \( k = (k_1, \ldots, k_m) \).

Proof. For \( c > \frac{1}{4} \), by integrating term by term, we obtain
\[
\frac{1}{2\pi i} \int_{(c)} L(s, t) \Gamma(s) x^s \, ds = \sum_n \frac{a_n}{n^{1/2+it}} e^{-n/x}.
\]
For the integral on the left hand side, we shift to the vertical line \((-1/3)\). In doing so, we pick up the residues of the integrand at the poles of \( L \).

\[
L(0, t) = \sum_{n \leq T^{1/2}} \frac{a_n}{n^{1/2+it}} e^{-n/T^w} + O\left( \frac{1}{T} \right),
\]
where
\[
I = \int_{(-1/3)} L(s, t) \Gamma(s) x^s \, ds.
\]
By Theorem 7 on p 146 in [13],
\[
|\zeta\left(\frac{1}{2} + it + \alpha_j + y\right)| \ll |t + \alpha_j + y|^{5/6} \ll |T + y|^{5/6},
\]
since \( \alpha_j \ll \log \log T \). It follows that \( L(-1/3 + iy, t) \ll |T + y|^{5(k_1 + \ldots + k_m)/6} \). Also for large \( y \),
\[
|\Gamma(-1/3 + iy)| \ll |y|^{-5/6} e^{-\pi y/2}.
\]
Therefore
\[
I \ll k T^{(k_1 + \ldots + k_m)/2} \left( \frac{T^{k_1 + \ldots + k_m}}{x} \right)^{1/3} \ll \frac{1}{T^{(k_1 + \ldots + k_m)/6}},
\]
upon choosing \( x = T^w \). Furthermore,
\[
\sum_n \frac{a_n}{n^{1/2+it}} e^{-n/x} = \sum_{n \leq T^{1/2}} \frac{a_n}{n^{1/2+it}} e^{-n/T^w} + O\left( \frac{1}{T} \right).
\]
Finally we need to show that
\[
\sum_{j=1}^m \text{res}_{s=1/2-it-ia_j} L(s, t) \Gamma(s) x^s = O\left( \frac{1}{T} \right).
\]
Let \( J_1, J_2, \ldots, J_n \) be a partition of \( \{\alpha_1, \alpha_2, \ldots, \alpha_m\} \) such that for any \( q \), and any \( \alpha_i, \alpha_j \in J_q \), \( |\alpha_i - \alpha_j| = O(1/\log T) \). Also we have for each \( k \),
\[
\sum_{\alpha_i \in J_q} \text{res}_{s=1/2-it-ia_i} L(s, t) \Gamma(s) x^s = \oint L(s, t) \Gamma(s) x^s \, ds,
\]
where we integrate over a circle centered at \( \frac{1}{2} - it - ia_i \) with radius \( c/\log T \), where \( c/\log T > |\alpha_i - \alpha_j| \) for any \( \alpha_j \in J_q \). Note that we can choose \( \alpha_i \) to be any element in \( J_q \). By Stirling’s formula for the Gamma function and since \( \zeta(1/2+it+ia_j+s) \ll \log T \) for any \( \alpha_j \) and \( s \) on the circle, we obtain that
\[
\oint L(s, t) \Gamma(s) x^s \, ds = O\left( \frac{1}{T} \right),
\]
and equation (27) is proved. The lemma follows from (24) – (27).

Now we are ready to find the lower bound for $S_1$.

**Lemma 4.3.** Let $K(y)$ be a nonnegative bounded function in $C^\infty(\mathbb{R})$ and compactly supported in $[1,2]$, and let $x = \sqrt{T}$. Unconditionally, for large $T$, we have

$$S_1 \gg_{k, \beta} T (\log T)^{k_1^2 + \ldots + k_m^2} \prod_{i < j} (\min\{1/|\alpha_i - \alpha_j|, \log T\})^{2k_i k_j}.$$  

**Proof.** From Lemma 4.2

$$S_1 = \int_{-\infty}^{\infty} \left( \sum_{m \leq T^{2w}} \frac{a_m}{n^{1/2 + it}} e^{-n/T^w} + O\left( \frac{1}{T} \right) \right) \overline{A(t)} K\left( \frac{t}{T} \right) \, dt$$

$$= T \sum_{m \leq T^{2w}} \frac{a_m}{(mn)^{1/2}} e^{-m/T^w} \hat{K}\left( T \log \left( \frac{m}{n} \right) \right) + O\left( \frac{1}{T} \int_{-\infty}^{\infty} |A(t)| K\left( \frac{t}{T} \right) \, dt \right).$$

By Cauchy-Schwarz and the boundedness of $K$,

$$\int_{-\infty}^{\infty} |A(t)| K\left( \frac{t}{T} \right) \, dt \ll \int_{T}^{2T} |A(t)| \, dt$$

$$\ll T^{1/2} \left( \int_{T}^{2T} |A(t)|^2 \, dt \right)^{1/2}$$

$$\ll_{k, \beta} T \left( (\log T)^{k_1^2 + \ldots + k_m^2}/2 \prod_{i < j} (\min\{1/|\alpha_i - \alpha_j|, \log T\})^{k_i k_j} \right),$$

where the last inequality is obtained from Lemma 4.1. Hence the error term is bounded by $T^\epsilon$ for any small $\epsilon > 0$. Now we consider the sum. Since $e^{-n/T^w} \leq 1$, the sum equals

$$\sum_{n \leq x} \frac{|a_n|^2}{n} e^{-n/T^w} \hat{K}(0) + O\left( \sum_{m \neq n \leq T^{2w}} \frac{|a_m||a_n|}{(mn)^{1/2}} \hat{K}\left( T \log \left( \frac{m}{n} \right) \right) \right).$$

Since $n \leq x = \sqrt{T}$, $T \log \left( \frac{m}{n} \right) \gg T^{1/4}$. Also for positive integer $r$, $\hat{K}(\xi) \ll_r \frac{1}{\sqrt{T}}$, and $|a_m| \ll_r m^\epsilon$. Therefore,

$$\sum_{m \neq n \leq T^{2w}} \frac{|a_m||a_n|}{(mn)^{1/2}} \hat{K}\left( T \log \left( \frac{m}{n} \right) \right) \ll_r \frac{1}{T^r}.$$  

For the main term, since $1/\epsilon \leq e^{-n/T^w}$ for $n \leq x$ we have

$$\sum_{n \leq x} \frac{|a_n|^2}{n} e^{-n/T^w} \hat{K}(0) \gg \sum_{n \leq x} \frac{|a_n|^2}{n} \sim_{k, \beta} (\log T)^{k_1^2 + \ldots + k_m^2} \prod_{i < j} (\min\{1/|\alpha_i - \alpha_j|, \log T\})^{2k_i k_j},$$

by Lemma 4.1. This proves the lemma.
5. Appendix

5.1. Here we will show that \( C_k \) in (11) exists. Let

\[
f(z) = 1 - \left(\frac{\pi z}{2}\right)^2 + \left(\frac{\pi z}{5}\right)^4 - ... = \sum_{n=0}^{\infty} \frac{(-1)^n \left(\frac{\pi z}{2n+1}\right)^{2n}}{(2n+1)!}
\]

It is clear that \( f(z) = f(-z) \) for all \( z \), and \( f(z) \) is an analytic continuation of \( \frac{\sin \pi z}{\pi z} \).

For \( j \neq l \), \( b_{jl} = f(\mu_j - \mu_l) \). Also notice that \( 1 = b_{jj} = \lim_{a \to 0} \frac{\sin a}{a} = f(\mu_j - \mu_j) \).

The denominator of the right-hand side of (11) has the factor of the form \((\mu_j - \mu_i)^2\). Specifically, \( \Delta (2\pi \mu_1, ..., 2\pi \mu_{2k}) = \prod_{j<l} (2\pi \mu_j - 2\pi \mu_l)^2 \). Hence to prove that the limit in (11) exists, it is enough to show that the numerator also has a factor of \((\mu_j - \mu_i)^2\) as \( \mu_j \to \mu_l \), where \( j, l \) are both elements in \( \{1, ..., 2k\} \) or both in \( \{2k + 1, ..., 4k\} \).

We start by subtracting the first row of the matrix \((b_{jl})\) from the \( j^{th} \) row, where \( j = 2, ..., 2k \), and divide row \( j \) by the factor of \( \mu_j - \mu_1 \). Furthermore, we subtract the \((2k + 1)^{th}\) row from the \( j^{th} \) row, where \( i = 2k + 2, ..., 4k \) and divide row \( i \) by the factor of \( \mu_j - \mu_{2k+1} \). Define this new matrix as \( (b_{1,jl}) \). Hence

\[
det(b_{jl}) = det((b_{1,jl}) \prod_{j=2}^{2k} (\mu_j - \mu_1)(\mu_{2k+j} - \mu_{2k+1})
\]

Since \( \lim_{\mu_j \to \mu_i} f((\mu_j - \mu_i) - f((\mu_i - \mu_1)) = f(\mu_j - \mu_1) \), we obtain that as \( \mu_1 \to \mu_i \) (or \( \mu_{2k+1} \to \mu_{2k+i+1} \)), \( b_{1,il} \to f(\mu_i - \mu_l) \), where \( i = 2, ..., 2k, 2k + 2, ..., 4k \).

Next we subtract the second row of the matrix \((b_{1,jl})\) from the \( j^{th} \) row, where \( j = 3, ..., 2k \), and divide row \( j \) by the factor of \( \mu_j - \mu_2 \). Also we subtract the \((2k + 2)^{th}\) row from the \( i^{th} \) row, where \( i = 2k + 3, ..., 4k \) and divide row \( i \) by the factor of \( \mu_j - \mu_{2k+2} \). Define this new matrix as \( (b_{2,jl}) \). Hence

\[
det(b_{jl}) = det((b_{2,jl}) \prod_{j=3}^{2k} (\mu_j - \mu_2)(\mu_{2k+j} - \mu_{2k+2})
\]

and as \( \mu_2 \to \mu_i \) (or \( \mu_{2k+2} \to \mu_{2k+i+1} \)) \( b_{2,il} \to f''(\mu_i - \mu_l) \), where \( i = 3, ..., 2k, 2k + 3, ..., 4k \).

Now we continue procedures as above. At step \( m^{th}\), where \( m = 2, ..., 2k - 1 \), we subtract the \( m^{th}\) row of the matrix \((b_{m-1,jl})\) from the \( j^{th} \) row, where \( j = m + 1, ..., 2k \), and divide row \( j \) by the factor of \( \mu_j - \mu_m \). Also we subtract the \((2k + m)^{th}\) row from the \( i^{th} \) row, where \( i = 2k + m + 1, ..., 4k \) and divide row \( i \) by the factor of \( \mu_j - \mu_{2k+m} \). Define this new matrix as \( (b_{m,jl}) \). We conclude that

\[
det(b_{jl}) = det((b_{2k-1,jl}) \prod_{i<j} (\mu_j - \mu_i))
\]

Also as \( \mu_i \to \mu_j \), where \( 1 \leq i < j \leq 2k \), \( b_{2k-1,jl} \to f^{(j-1)}(\mu_j - \mu_l) \), and as \( \mu_{2k+i} \to \mu_{2k+j} \), where \( 1 \leq i < j \leq 2k \), \( b_{2k-1,(2k+j,l)} \to f^{(j-1)}(\mu_{2k+j} - \mu_l) \).

Next we repeat the steps above on columns instead of rows. This eventually gives

\[
det(b_{jl}) = det(c_{jl}) \prod_{i<j} (\mu_j - \mu_i)^2.
\]
As \(\mu_i \to \mu_j, \mu_{2k+i} \to \mu_{2k+j}, \mu_j \to 0\), and \(\mu_{2k+j} \to c/2\pi\), where \(1 \leq i < j \leq 2k\), we have
\[
c_{ij} \to \begin{cases} f_{j+l-2}(0) & \text{if } 1 \leq j, l \leq 2k, \\ f_{j+l-4k-2}(0) & \text{if } 2k + 1 \leq j, l \leq 4k, \\ f_{j+l-2k-2}(0) & \text{otherwise.} \end{cases}
\]
From above and (28), \(C_k\) in (11) exists.

5.2. In this section, we will prove (16). Recall that
\[
W := \{ (i, j) \mid \lim_{T \to \infty} |\alpha_i - \alpha_j| \log T < \infty \text{ and } i \neq j \},
\]
and
\[
\tilde{W} := \{ (i, j) \mid \lim_{T \to \infty} |\alpha_i - \alpha_j| \log T = \infty \text{ and } i \neq j \}.
\]
Without loss of generality, we can assume that \((i, j)\) in (16) is \((1, 2)\). Let \(V_0\) be subsets of \(\tilde{W}\) such that \((p, q) \in V_0\) if and only if \(|(\alpha_p - \alpha_q) - (\alpha_1 - \alpha_2)| = O(1/\log T)\). It is sufficient to prove that the contribution of
\[
\sum_{(p, q) \in V_0} \text{res}_{s=i(\alpha_p - \alpha_q)} H(s) \frac{x^s}{s}
\]
is negligible. By Cauchy’s theorem, we have the sum of the residues in (16) is equal to
\[
\int \zeta^{k_1 + \ldots + k_n} (s+1) \prod_{i \neq j} \zeta^{k_i k_j} (s+1 - i(\alpha_i - \alpha_j)) G(s) \frac{x^s}{s} ds,
\]
where the integral is over a circle \(\tilde{C}\) centered at \(i(\alpha_1 - \alpha_2)\) and with radius \(c/\log x\), where \(c/\log x > |(\alpha_p - \alpha_q) - (\alpha_1 - \alpha_2)| + 1/\log x\) for \((p, q) \in V_0\). From Corollary 1.7 in [7], if \(|s + i\alpha| \leq B\), where \(|s + i\alpha| \neq 0\), and \(B\) is a positive real number, then \(\zeta(1 + s + i\alpha) = \frac{1}{s + i\alpha} + O(1)\), where the implied constant depends on \(B\). Since \(1/\log x = o(|\alpha_1 - \alpha_2|)\), for \(s\) on the circle \(\tilde{C}\),
\[
\zeta(s+1) \ll \frac{1}{|\alpha_1 - \alpha_2|}.
\]
If \((i, j) \in W\), then \(|(\alpha_i - \alpha_j) - (\alpha_1 - \alpha_2)| \sim |\alpha_1 - \alpha_2|\), and for \(s\) on the circle \(\tilde{C}\),
\[
\zeta(s+1 - i(\alpha_i - \alpha_j)) \ll \frac{1}{|\alpha_1 - \alpha_2|}.
\]
If \((i, j)\) is in \(V\) then for \(s\) on the circle \(\tilde{C}\),
\[
\zeta(s+1 - i(\alpha_i - \alpha_j)) \ll \log x.
\]
If \((i, j) \in \tilde{W}\) but is not in \(V_0\), we have three cases.
- Let \(V_1 \subset \tilde{W} \setminus V_0\) such that \((i, j) \in V_1\) if \(\lim_{T \to -\infty} \frac{|\alpha_1 - \alpha_2|}{|\alpha_i - \alpha_j|} < \infty\), and \(\lim_{T \to -\infty} \frac{|\alpha_1 - \alpha_2|}{|\alpha_i - \alpha_j|} \neq 1\). Then for \(s\) on the circle \(\tilde{C}\),
\[
\zeta(s+1 - i(\alpha_i - \alpha_j)) \ll \frac{1}{|\alpha_1 - \alpha_j|}.
\]
- Let \(V_2 \subset \tilde{W} \setminus V_0\) such that \((i, j) \in V_2\) if \(\lim_{T \to -\infty} \frac{|\alpha_1 - \alpha_2|}{|\alpha_i - \alpha_j|} = \infty\). Then for \(s\) on the circle \(\tilde{C}\),
\[
\zeta(s+1 - i(\alpha_i - \alpha_j)) \ll \frac{1}{|\alpha_1 - \alpha_2|}.
\]
- Let $V_3 \subseteq \overline{W} \setminus V_0$ such that $(i, j) \in V_3$ if $\lim_{T \to \infty} \frac{(\alpha_i - \alpha_j)}{(\alpha_i - \alpha_j)} = 1$. Then for $s$ on the circle $C$,

$$
\zeta(s + 1 - i(\alpha_i - \alpha_j)) \ll \frac{1}{|\alpha_i - \alpha_j| - (\alpha_1 - \alpha_2)|^{\varepsilon}}.
$$

**Remark 1.** Since $(i, j) \in V_3$, it is clear that $\frac{1}{|\alpha_i - \alpha_j| - (\alpha_1 - \alpha_2)|^{\varepsilon}} = o(\log x)$.

Note that all implied constants above depend on $\overline{\alpha}$. From (29) - (34), we obtain that

$$
\oint \zeta^{k_1^2 + \ldots + k_m^2}(s + 1) \prod_{i \neq j} \zeta^{k_i k_j}(s + 1 - i(\alpha_i - \alpha_j)) G(s) \frac{x^s}{s} ds
\leq \frac{1}{|\alpha_1 - \alpha_2|^{k_1^2 + \ldots + k_m^2 + \sum_{(i, j) \in W} k_i k_j}} \cdot \prod_{(i, j) \in V_0} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}} \cdot \prod_{(i, j) \in V_3} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}.
$$

**Remark 2.** If $(i, j) \in V_0$, then $(\alpha_i - \alpha_j) = (\alpha_1 - \alpha_2) + O(1/\log T)$. Therefore $(j, i)$ cannot be in $V_3$. Similarly, if $(i, j) \in V_3, (j, i) \notin V_3$.

We know that $\lim_{x \to \infty} |\alpha_1 - \alpha_2| \log x = \infty$. Therefore to prove that the right hand side of the above inequality is

$$
o \left( \log x \right)^{k_1^2 + \ldots + k_m^2} \prod_{i \neq j} \left( \min \left\{ \frac{1}{|\alpha_i - \alpha_j|^2}, \log x \right\} \right)^{k_i k_j}
$$

$$
= o \left( \log x \right)^{k_1^2 + \ldots + k_m^2 + \sum_{(i, j) \in W} k_i k_j} \cdot \prod_{(i, j) \in V_0} \frac{1}{|\alpha_1 - \alpha_2|^{k_i k_j}} \cdot \prod_{(i, j) \in V_3} \frac{1}{|\alpha_1 - \alpha_2|^{k_i k_j}}
$$

$$
\cdot \prod_{(i, j) \in V_2} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}} \cdot \prod_{(i, j) \in V_3} \frac{1}{|\alpha_1 - \alpha_2|^{k_i k_j}},
$$

it is enough to show that

$$
\left( \frac{1}{|\alpha_1 - \alpha_2|} \right)^{k_1^2 + \ldots + k_m^2 + \sum_{(i, j) \in W} k_i k_j - \sum_{(i, j) \in V_0} k_i k_j - \sum_{(i, j) \in V_3} k_i k_j}
$$

$$
= o \left( \log x \right)^{k_1^2 + \ldots + k_m^2 + \sum_{(i, j) \in W} k_i k_j - \sum_{(i, j) \in V_0} k_i k_j} \cdot \prod_{(i, j) \in V_2} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}
$$

$$
\cdot \prod_{(i, j) \in V_3} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}.
$$

We start proving the above by showing that

$$
k_1^2 + \ldots + k_m^2 + \sum_{(i, j) \in W} k_i k_j - \sum_{(i, j) \in V_0} k_i k_j > 0.
$$

Here we define a bipartite graph $G$ with $k_1, k_2, \ldots, k_m, -k_1, \ldots, -k_m$ as its vertices. There is an edge between $k_p$ and $-k_q$ if and only if $(i, j) \in V_0$. Hence the set of
edges of $G$ corresponds to the set $V_0$. Moreover, let $G$ have $t$ connected components.

We claim that $G$ has the following properties:

1. If $k_i$ and $-k_j$, where $i \neq j$, are in the same component, then $(i, j) \in V_0$, i.e. there is an edge between $k_i$ and $-k_j$.
2. If $k_i$ and $k_j$ (or $-k_i$ and $-k_j$) are in the same component, $|\alpha_i - \alpha_j| = O\left(\frac{1}{\log x}\right)$, i.e. $(i, j) \in W$.
3. $k_i$ and $-k_i$ are not in the same components.
4. If $k_i$, $-k_j$ are in the same component, then $-k_i, k_j$ cannot be in the same component.
5. At least one component in $G$ has only one vertex.

Proof of property (1): Since $k_i$ and $-k_j$ are contained in the same components, there are edges $(k_i, -k_{m_1}), (-k_{m_1}, k_{m_2}), (k_{m_2}, -k_{m_3}), \ldots, (k_{m_2}, -k_j)$ connecting $k_i$ to $-k_j$. This can be interpreted as $|(\alpha_i - \alpha_{m_1}) - (\alpha_1 - \alpha_2)|, |(\alpha_{m_2} - \alpha_{m_3}) - (\alpha_1 - \alpha_2)|, \ldots, |(\alpha_{m_2} - \alpha_j) - (\alpha_1 - \alpha_2)| = O(1/\log x)$. Hence $|\alpha_i - \alpha_{m_2} - (\alpha_1 - \alpha_2)| = O(1/\log x)$. This gives that $|\alpha_i - \alpha_{m_2r}| = O(1/\log x)$, and we obtain that $|\alpha_i - \alpha_j| \leq |(\alpha_i - \alpha_{m_2r})| + |(\alpha_{m_2r} - \alpha_j) - (\alpha_1 - \alpha_2)| = O(1/\log x)$. This proves the first property.

Proof of property (2): We will prove only for a case of $k_i$ and $k_j$ because the same arguments are applied to the proof of the negative sign case. Since $k_i$ and $k_j$ are in the same components, by property (1), there are two edges $(k_i, -k_i)$ and $(-k_i, k_j)$ linking between $k_i$ and $k_j$. This means that $|(\alpha_i - \alpha_j) - (\alpha_1 - \alpha_2)|$ and $|(\alpha_j - \alpha_i) - (\alpha_1 - \alpha_2)| = O(1/\log x)$. Hence $|\alpha_i - \alpha_j| = O(1/\log x)$.

Proof of property (3): If $k_i$ and $-k_i$ are contained in the same components, then by the same reasonings as the proof of property (1), we have that $|(\alpha_i - \alpha_i) - (\alpha_1 - \alpha_2)| = O(1/\log x)$, which is impossible since $(1, 2) \in W$.

Proof of property (4): This follows from Remark 2.

Proof of property (5): Suppose every components had at least two vertices. Then we can find edges $(k_{l_1}, -k_{l_2}), (k_{l_2}, -k_{l_3}), (k_{l_3}, -k_{l_4}), \ldots, (k_{l_r}, -k_{l_1})$ in $G$ such that $l_i \neq l_j$ for $i \neq j$. This can be interpreted as

$$\alpha_{l_i} - \alpha_{l_{i+1}} = \alpha_1 - \alpha_2 + O(1/\log x),$$

for $i = 1, \ldots, r - 1$, and

$$\alpha_{l_r} - \alpha_{l_1} = \alpha_1 - \alpha_2 + O(1/\log x).$$

Summing up all equations above, we have

$$0 = \alpha_{l_1} - \alpha_{l_r} = r(\alpha_1 - \alpha_2) + O(1/\log x).$$

This contradicts the fact that $(1, 2) \in \overline{W}$.

We are ready to prove (36). Let $C_1, C_2, \ldots, C_t$ are components of graph $G$. Let $P_j = \frac{1}{2} \left(\sum_{i \text{ is a vertex in } C_j} v_i^2\right)$. By property (5), at least one of $P_j$s is $v_j^2 \geq 1 > 0$.

By property (3), $P_1 + \ldots + P_t$ contains a term $k_1^2 + \ldots + k_m^2$. By definition of $G$ and properties (1) and (4), the coefficient of $k_i k_j$, where $(i, j) \in V_0$, in $P_1 + \ldots + P_t$
is -1. Finally by property (2), the coefficient of $k_ik_j$, where $(i, j) \in W$, is 0 or 1. Hence (36) follows from property (1) - (5) and the fact that

$$(P_1 + \ldots + P_l) > \sum_{j \in C_j} P_j \geq 0.$$ 

Next we define an equivalence relation on $V_3$ as follow: $(i_1, j_1)$ is equivalent to $(i_2, j_2)$ if and only if $0 < \lim_{r \to \infty} \frac{|(\alpha_{i_1} - \alpha_{j_1}) - (\alpha_{i_2} - \alpha_{j_2})|}{|\alpha_{i_1} - \alpha_{j_1} - (\alpha_{i_2} - \alpha_{j_2})|} < \infty$. Let $V_3$ have $d$ equivalence classes, say $\tilde{W}_1, \ldots, \tilde{W}_d$, and we let $\{f_1(T), f_2(T), \ldots, f_d(T)\}$ be representatives of each equivalence class. Furthermore, for all $k = 1, \ldots, d - 1$, \( \lim_{r \to \infty} \frac{k(T)}{f_{k+1}(T)} = 0 \). Observe that \( \frac{1}{\log x} = O(f_k(T)) \), and \( f_k(T) = O(|\alpha_1 - \alpha_2|) \). We will now define a simple graph $G_l$ corresponding to $f_l(T)$. In fact, $G_l$ is defined in a similar way to $G$.

$G_l$ has $k_1, k_2, \ldots, k_m, -k_1, \ldots, -k_m$ as its vertices. There is an edge between $k_p$ and $-k_q$ if and only if $(i, j) \in \tilde{W}$ and $|((\alpha_i - \alpha_j) - (\alpha_1 - \alpha_2)| = O(f_l(T))$. Hence the set of edges of $G_l$ corresponds to the set of $V_0 \cup \tilde{W}_1 \cup \ldots \cup \tilde{W}_l$. Moreover, let $G_l$ have $t_l$ connected components. We claim that $G_l$ has the following properties:

(1) If $k_i$ and $-k_j$, where $i \neq j$, are contained in the same components, then $|(\alpha_i - \alpha_j) - (\alpha_1 - \alpha_2)| = O(f_l(T))$, i.e. there is an edge between $k_i$ and $-k_j$.
(2) If $k_i$ and $k_j$ (or $-k_i$ and $-k_j$) are contained in the same components, $|\alpha_i - \alpha_j| = O(f_l(T))$.
(3) $k_i$ and $-k_i$ are not in the same components.
(4) If $k_i, -k_j$ are in the same components, then $-k_i, k_j$ cannot be in the same components.
(5) At least one component in $G_l$ has only one vertex.

The proof of properties above of $G_l$ can be shown in the same way as the proof of properties of $G$, and we use the fact that $f_l(T) = o(|\alpha_1 - \alpha_2|)$. From property (1) - (5) of $G_l$, we can conclude that

$$k_1^2 + \ldots k_m^2 + \sum_{(i,j) \in W \cup \tilde{W}_l} k_i k_j - \sum_{(i,j) \in V_0 \cup \tilde{W}_1 \cup \ldots \cup \tilde{W}_l} k_i k_j > 0,$$

where $W_l$ is a subset of $V_2$ such that $|\alpha_i - \alpha_j| = O(f_l(T))$.

By (35) and the fact that $\frac{1}{f_l(T)} = O(|\alpha_i - \alpha_j|)$, we obtain that

$$\left( \frac{1}{f_l(T)} \right)^{k_1^2 + \ldots k_m^2 + \sum_{(i,j) \in W \cup \tilde{W}_l} k_i k_j - \sum_{(i,j) \in V_0 \cup \tilde{W}_1} k_i k_j} \prod_{(i,j) \in V_2 \setminus \tilde{W}_l} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}} \cdot \prod_{(i,j) \in V_2 \setminus \tilde{W}_i} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}$$

$$= o \left( \log x \right)^{k_1^2 + \ldots k_m^2 + \sum_{(i,j) \in W} k_i k_j - \sum_{(i,j) \in V_0} k_i k_j} \prod_{(i,j) \in V_2} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}} \cdot \prod_{(i,j) \in V_3} \frac{1}{|\alpha_i - \alpha_j|^{k_i k_j}}.$$
Since \( \lim_{T \to \infty} \frac{f_k(T)}{f_{k+1}(T)} = 0 \), by induction and \( (37) \), for \( l = 1, \ldots, d - 1 \) we obtain that

\[
\left( \frac{1}{f_{l+1}(T)} \right)^{k_1^2 + \ldots + k_m^2 + \sum_{(i,j) \in W \cup W_{l+1}} 2k_ik_j - \sum_{(i,j) \in V_0 \cup W_1 \cup \ldots \cup W_{l+1}} k_ik_j} \cdot \prod_{(i,j) \in V_2 \setminus W_{l+1}} \frac{1}{|\alpha_i - \alpha_j|^k}.
\]

\[
= o \left( \left( \frac{1}{f_l(T)} \right)^{k_1^2 + \ldots + k_m^2 + \sum_{(i,j) \in W \cup W_1} k_ik_j - \sum_{(i,j) \in V_0 \cup W_1 \cup \ldots \cup W_l} k_ik_j} \cdot \prod_{(i,j) \in V_2 \setminus W_l} \frac{1}{|\alpha_i - \alpha_j|^k} \right)
\]

Finally since \( \frac{1}{|\alpha_1 - \alpha_2|} = o \left( \frac{1}{f_d(T)} \right) \), by two equations above, we derive \( (35) \).

**REFERENCES**

[1] J.B. Conrey, D. Farmer, J. Keating, M. Rubinstein, and N. Snaith, *Integral moments of L-functions*, Proc. London Math. Soc. 91 (2005), 33-104.

[2] H. Davenport, *Multiplicative Number Theory*, vol.74, Springer-Verlag (GTM), 2000.

[3] H. Iwaniec and E. Kowalski, *Analytic Number Theory*, vol. 53, American Mathematical Society Colloquium Publications, 2004.

[4] J.P. Keating and N.C. Snaith, *Random matrix theory and \( \zeta(\frac{1}{2} + it) \)*, Comm. in Math. Phys. 214 (2000), 57-89.

[5] J.P. Keating and B.E Odgers, *Symmetry Transitions in Random Matrix Theory & L-function*, Comm. in Math. Phys. 281 (2008), 499-528.

[6] H. Kösters, *On the occurence of the sine kernel in connection with the shifted moments of the Riemann zeta function*, arXiv.org:0803.1141.

[7] H.L. Montgomery and R.C. Vaughan, *Multiplicative number theory. I. Classical theory*, Cambridge University Press, Cambridge, 2007.

[8] K. Ramachandra, *Some Remarks on the mean value of the Riemann zeta-function and other Dirichlet series*, I, Hardy-Ramanujan J. 1 (1978), 1-15.

[9] Z. Rudnick and K. Soundararajan, *Lower bounds for moments of L-functions*, Proc. Natl. Acad. Sci. USA 102 (2005), 6837-6838.

[10] A. Selberg, *Contributions to the theory of the Riemann zeta functions*, Archiv Math. Naturvid. 48 (1946), 89-155.

[11] K. Soundararajan, *Moments of the Riemann zeta-function*, to appear in Ann. of Math., available online at arXiv:math/0612106v2.

[12] K. Soundararajan and M. Young, *The second moment of quadratic twists of L-functions of modular forms*, available online at arXiv:0907.4747v1.

[13] G. Tenenbaum, *Introduction to analytic and probabilistic number theory*, Cambridge University Press, Cambridge, 1995.

[14] E.C. Titchmarsh, *The Theory of the Riemann Zeta-function*, Oxford University Press, New York, 1986.

E-mail address: vchandlee@stanford.edu

DEPARTMENT OF MATHEMATICS, STANFORD UNIVERSITY, STANFORD, CA 94305