Data-driven approximation for feasible regions in nonlinear model predictive control
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\textbf{Abstract:} This paper develops a data-driven learning framework for approximating the feasible region and invariant set of a nonlinear system under the nonlinear Model Predictive Control (MPC) scheme. The developed approach is based on the feasibility information of a point-wise data set using low-discrepancy sequence. Using kernel-based Support Vector Machine (SVM) learning, we construct outer and inner approximations of the boundary of the feasible region and then, obtain the feasible region of MPC for the system. Furthermore, we extend our approach to the perturbed nonlinear systems using set-theoretic method. Finally, an illustrative numerical example is provided to show the effectiveness of the proposed approach.
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1. INTRODUCTION

When it comes to MPC strategy for continuous-time systems, we periodically compute an input signal from solving an optimization problem and apply this signal to the system over a bounded horizon, see e.g. Rawlings and Mayne (2009); Xi and Li (2019). With the improving of control theory and technology, the new problems which involve large transients often require Nonlinear MPC (NMPC), see e.g. Allgöwer and Zheng (2012); Grüne and Pannek (2017). NMPC for continuous-time systems with input constraints is proposed, see e.g. Chen and Allgöwer (1998), which considers a nonlinear system given by

\begin{align}
\dot{x}(t) &= f(x(t), u(t)), \quad x(0) = x_0, \quad t \in \mathbb{R}_{\geq 0}, \quad (1) \\
x(t) &\in \mathbb{R}^n, \quad u(t) \in U \subset \mathbb{R}^m, \quad (2)
\end{align}

where $x$ and $u$ are the state vector and the control input, respectively; $U$ is the input constraint set and the mapping $f(\cdot, \cdot)$ satisfy $f(0, 0) = 0$. Besides, $f : \mathbb{R}^n \times U \to \mathbb{R}^n$ is assumed to be twice continuously differentiable, which leads to unique solutions under the piece-wise right-continuous control inputs, and $U$ is assumed to be compact, convex, and contains 0 in its interior.

The quasi-infinite horizon NMPC developed in Chen and Allgöwer (1998) consists of designing a control invariant region $\Omega$, which is called as terminal region, and a control Lyapunov function. The set $\Omega$ must be chosen such that it is invariant for (1) controlled by a local auxiliary controller. It can be determined off-line such that invariance property of $\Omega$ holds and all the constraints are satisfied. The actual implementation of the NMPC developed in Chen and Allgöwer (1998) would not use the local auxiliary controller, but rather guarantee recursive feasibility of the closed-loop system. As a contrast, the dual-mode NMPC developed in Michalska and Mayne (1993) is actually a receding horizon implementation of a switching control mechanism; that is, it applies the optimal control input from solving a optimization problem over a finite horizon so as to drive the state to the terminal region $\Omega$; once the state enters $\Omega$, it switches the control input to the local feedback law so as to steer the state to the origin. We highlight that the terminal region $\Omega$ is a positively invariant set for (1) (see e.g. Bertsekas and Rhodes (1971)) and the analytic properties of positively invariant sets have been widely studied, see e.g. Blanchini and Miani (2008). The design method of the set $\Omega$ developed in Chen and Allgöwer (1998) is based on the results presented in Michalska and Mayne (1993), which is calculated off-line by linearizing the system (1). This method is quite conservative, especially for systems with high nonlinearities. The terminal region $\Omega$ is very important for stability analysis of the closed-loop NMPC and affects the feasible region of NMPC. Therefore, this paper considers the data-driven approximations for feasible regions and the terminal regions of the nonlinear systems.

In this paper, we develop a data-driven learning framework for approximating feasible region and invariant set of a perturbed nonlinear systems using feasibility information of data samples. This work can be seen as an extension of the results developed in Ong et al. (2006) and Chakrabarty et al. (2016, 2020). Here, we consider the continuous-time nonlinear system with bounded disturbance and polyhedral state and input constraints. The main contributions of this paper are as follows: (i) we develop a computation method to obtain the invariant set for the nonlinear system given by (1); (ii) we develop a data-driven learning method to obtain an inner and outer approximation of the feasible region of the NMPC using support vector machine; (iii)
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we extend the above two results to perturbed nonlinear system, where disturbance is bounded and the state and input space are polyhedral.

**Notation:** We denote $\mathbb{R}^n$ for the $n$-dimensional Euclidean space and $C^1(\mathbb{R}^n)$ for the space of continuously differentiable functions on $\mathbb{R}^n$. Besides, we let $\mathbb{R}$ and $\mathbb{R}_{\geq 0}$ denote the real and the non-negative real numbers. For a set $S$, we let $\text{Card}(S)$ denote the cardinality of $S$, $\text{Vol}(S)$ denote the Lebesgue measure of $S$, and $\text{Int}(S)$ denote the set of interior points of $S$. Furthermore, a continuous function $\alpha : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ belongs to class $\mathcal{K}$ if it is continuous, $\alpha(0) = 0$, and it is strictly increasing. It belongs to class $\mathcal{K}_\infty$ if it belongs to class $\mathcal{K}$ and it is unbounded. Finally, given a point $x \in \mathbb{R}^n$ and a bounded and non-empty set $A \subseteq \mathbb{R}^n$, the distance of $x$ to the set $A$ is defined as $|x|_A = \text{dist}(x, A) \triangleq \inf\{|x - \xi|_2 : \xi \in A\}$. A closed ball centered at a given point $\xi_0 \in \mathbb{R}^n$ with a radius of $\rho \geq 0$ is denoted as $\mathbb{B}^n(\xi_0, \rho) \triangleq \{\xi \in \mathbb{R}^n : |\xi - \xi_0| \leq \rho\}$. If $\xi_0 = 0$, we let $\mathbb{B}^n(0, \rho)$ denote $\mathbb{B}^n(0, \rho)$ as a shorthand.

### 2. PROBLEM FORMULATION

We extend (1) to a nonlinear perturbed system described as
\[
\dot{x}(t) = F(x(t), u(t), w(t)), \quad x(0) = x, \quad t \in \mathbb{R}_{\geq 0},
\]
\[
(3)
\]
where $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$, and $w \in \mathbb{R}^p$ are the state vector, the control input, and the additive disturbance. Besides, we confine the state space $\mathcal{X}$ and the input space $\mathcal{U}$ to be polytopes. We give the following assumptions for (3):

**Assumption 1.**

**A1** The set $U \subseteq \mathbb{R}^m$ is compact, convex and contains $0 \in \mathbb{R}^m$ in its interior. The set $\mathcal{X}$ is a $n$-dimensional hypercube and contains $0 \in \mathbb{R}^n$ in its interior.

**A2** The disturbance $w(\cdot) \in \mathcal{W}$, where $\mathcal{W} = \{w : |w| \leq \bar{w}\}$.

**A3** $F : \mathcal{X} \times \mathcal{U} \times \mathcal{W} \rightarrow \mathcal{X}$ is locally Lipschitz in $x$ such that $\|F(x_1, u, w) - F(x_2, u, w)\| \leq L_F \|x_1 - x_2\| + \beta(\|w\|_\infty)$ for all $x_1, x_2 \in \mathcal{X}$, $u \in \mathcal{U}$, and $w \in \mathcal{W}$, where $L_F$ is local Lipschitz constant and $\beta(\cdot)$ is a $\mathcal{K}$ function.

The nominal model of the system (3) is given by
\[
\dot{x}(t) = F(x(t), u(t), 0) \triangleq f(x(t), u(t)),
\]
\[
\hat{x}(0) = \hat{x}, \quad t \in \mathbb{R}_{\geq 0},
\]
and the additive disturbance $w(t), t \geq 0$, in (3) satisfies
\[
w(t) = \hat{x}(t) - f(x(t), u(t)).
\]

Assumption A2 indicates that $w(t)$ is bounded on $\mathcal{W}$. This kind of model uncertainty has been studied in previous papers about robustness in MPC as in Zou et al. (2019) and Lu et al. (2019).

Given a state measurement $x_k$, a prediction horizon $T$, a state cost $\Phi(\cdot, \cdot)$, a terminal penalty $\Psi(\cdot)$, and a terminal set $\Omega$, an optimization problem of NMPC for (3) is defined as follows:
\[
\hat{u}^* = \arg\min_u J(x_k, \hat{u}(\cdot)),
\]

subject to
\[
\dot{x}(\tau) = f(x(\tau), \hat{u}(\tau)), \quad 0 \leq \tau \leq T,
\]
\[
(7c)
\]
\[
\hat{x}(0) = x_k, \quad \hat{x}(T) \in \Omega.
\]

For (7), we give the following two assumptions.

**Assumption 2.**

The stage cost $\Psi(x, u)$ in (7b) satisfies $\Psi(0, 0) = 0$ and $\Psi(x, u) \geq \alpha_\Psi(|x| + \rho_\Psi)$, where $\rho_\Psi \in \mathbb{R}$ and $\alpha_\Psi(\cdot)$ is a $\mathcal{K}_\infty$ function. Moreover, $\Psi(x, u)$ is locally Lipschitz in $x$ in $\mathcal{X} \times \mathcal{U}$ with constant $L_\Psi$; that is, $\|\Psi(x_1, u) - \Psi(x_2, u)\| \leq L_\Psi \|x_1 - x_2\|$ for all $x_1, x_2 \in \mathcal{X}$ and all $u \in \mathcal{U}$.

**Assumption 3.**

The terminal cost $\Phi(x)$ in (7b) satisfies
\[
(1) \quad \Phi(\cdot) \leq \Phi(x) \leq \Phi(\cdot) \in \mathcal{K}_\infty
\]
\[
(2) \quad \Phi(f(x, \kappa(x))) - \Phi(x) \leq -\Psi(x, \kappa(x))
\]
\[
(3) \quad \Phi(\cdot) \text{ is locally Lipschitz in } x \in \mathcal{X}
\]

Assumptions 2 and 3 are fairly standard assumptions to guarantee feasibility and stability for nonlinear systems under MPC framework, see e.g., Allgöwer and Zheng (2012); Grüne and Pannek (2017). Specifically, several numerical methods to obtain $\Omega$ and the local auxiliary controller $\kappa(x)$ satisfying Assumption 3 were proposed in Michalska and Mayne (1993); Chen and Allgöwer (1998). The feature of $\kappa(x)$ makes it desirable to construct the feasible control input and further to prove the closed-loop stability. Furthermore, several ways to design $\Psi(\cdot, \cdot)$ and $\Phi(\cdot)$ satisfying Assumptions 1 and 2 were proposed in Hashimoto et al. (2016). In practice, $\Psi(x, u)$ and $\Phi(x)$ can be taken as quadratic functions.

Now, we assume that for (7), Assumptions 1 and 2 hold. Then we introduce the following definitions.

**Definition 4.** (Feasible State). A sampling state $x_k \in \mathcal{X}$ is feasible if there exists an admissible control function $\kappa(\cdot) \in \mathcal{U}$ and $\Psi(\cdot, \cdot)$ such that $\dot{x}(\tau) \in \mathcal{X}$ for all $0 \leq \tau \leq T$ and $x(T) \in \Omega$.

Using Definition (4), we define the feasible region $\mathcal{F}$:
\[
\mathcal{F} \triangleq \{x_k \in \mathcal{X} : x_k \text{ is feasible for (7)}\}.
\]

Moreover, we give another two definitions for the $\mathcal{F}$ in (8).

**Definition 5.** (Full Region). The feasible region $\mathcal{F}$ is full if $\mathcal{F} = \mathcal{X} \subseteq \mathbb{R}^n$.

**Definition 6.** (Globally Full Region). The feasible region $\mathcal{F}$ is globally full if $\mathcal{F} = \mathcal{X} \subseteq \mathbb{R}^n$.

Ideally we would want that the feasible region $\mathcal{F}$ is a globally full region. But it is impossible for both theoretical and application aspects. The best case is that the feasible region $\mathcal{F}$ is a full region such that, we can execute the receding horizon NMPC all over the state space $\mathcal{X}$ with guarantee of the closed-loop stability. Therefore, the main objective of this paper is to learn the feasible region of a nonlinear system under the MPC framework, as well as the nonlinear perturbed case. Our method provides freedom in the design of the feasible region needed for closed-loop stability and does not need accurate information of the additively perturbed nonlinear system. Furthermore, we give some considerations for enlarging the feasible region so as to make it to be a full region.
3. BASIC RESULTS

In this section, we use the support vector machine learning method to estimate the feasible region for the nonlinear system given by (5) based on the feasibility information of a low-discrepancy sequence. Specifically, using deterministic sampling data, the SVM learning method is employed to learn the boundary function of the feasible region.

To that end, we let \( \partial \mathcal{F} \) denote the boundary of the feasible region \( \mathcal{F} \) given by (8). Then we make the following assumption.

**Assumption 7.** There exists a continuous function \( \phi(\cdot) \in C^1(\mathbb{X}) \) such that, the feasible region \( \mathcal{F} \) can be represented as the zero superlevel-set of \( \phi(\cdot) \); that is
\[
\text{int}(\mathcal{F}) = \{ x \in \mathbb{X} : \phi(x) > 0 \}. \tag{9}
\]

Now using Assumption 7, to characterize the feasible region \( \mathcal{F} \), we just need to construct the function \( \phi(\cdot) \).

### 3.1 Point-wise sampling data and SVM learning

To construct the function \( \phi(\cdot) \), we need to sample the state space \( \mathbb{X} \) and obtain the point-wise sampling data. To that end, we borrow the standard notion of low-discrepancy sequences from Niederreiter (1988) and construct a data set on a multilevel sparse-grid.

**Definition 8.** (Chakrabarty et al. (2016)). The discrepancy of a sequence \( \{ x_k \}_{k=1}^N \subset \mathbb{X} \) is defined as
\[
\mathcal{D}_N(\{ x_k \}_{k=1}^N) = \sup_{S \in \mathcal{F}} \frac{\text{Card}_2(S) - \frac{\text{Vol}(S)}{\text{Vol}(\mathbb{X})}}{N},
\]
where \( \mathcal{F} \) is a set of state dimensional intervals and defined as \( \mathcal{F} = \prod_{k=1}^{M} [a_k, b_k] \subset \mathbb{X} \) and \( M = \text{Card}_2(S) \triangleq \text{Card}\{ k \in \{1, \ldots, N \} : x_k \in S \} \). For a low-discrepancy sequence \( \{ x_k \}_{k=1}^N \), \( \lim_{N \to \infty} \mathcal{D}_N(\{ x_k \}_{k=1}^N) = 0 \).

Over the state space \( \mathbb{X} \), we generate a point-wise data set
\[
\mathcal{F} = \{ x_1, x_2, \ldots, x_N \}, \tag{10}
\]
and assume that it satisfies the following assumption.

**Assumption 9.** The sequence \( \{ x_k \}_{k=1}^N \) is a low-discrepancy sequence on \( \mathbb{X} \).

Now, using Assumption 9, we describe the training data in \( \mathcal{F} \) following the results presented in Chakrabarty et al. (2016). For each point \( x_k \), \( k = 1, \ldots, N \) in \( \mathcal{F} \), we solve the optimization problem (7) over a finite-time horizon \( T \).

If there is a feasible solution for \( x_k \), then we label it as \( \mathcal{O}(x_k) = +1 \); otherwise, we label it as \( \mathcal{O}(x_k) = -1 \). Then we have the following two cases:
\[
\mathcal{O}(x_k) = \begin{cases} +1, & x_k \in \mathcal{F}; \\ -1, & x_k \notin \mathcal{F}. \end{cases} \tag{11}
\]

For each point \( x_k \) in \( \mathcal{F} \). Note that this is a two-class pattern recognition problem, which divides the data set \( \mathcal{F} \) into two classes, that is
\[
\begin{align*}
\mathcal{F}^+ & = \{ x_k \in \mathcal{F} : \mathcal{O}(x_k) = +1 \}; \\
\mathcal{F}^- & = \{ x_k \in \mathcal{F} : \mathcal{O}(x_k) = -1 \}.
\end{align*}
\]
This problem can be solved using the SVM bi-classifier. Here, we use the kernel-based SVM classification method, see e.g. Vapnik (2013); Burges (1998). Now, we can construct a decision function \( \phi_N(\cdot) \in C^1(\mathbb{X}) \),
\[
\phi_N(x) : \mathcal{F} \to y_k \in \{ +1, -1 \}, \tag{12}
\]
that accurately classifies an arbitrary state in \( \mathcal{F} \) as feasible or infeasible.

Next, to facilitate the classification, we introduce a map: \( \Gamma : \mathbb{X} \to \mathbb{H} \), which maps the data in \( \mathcal{F} \) to a higher-dimensional Hilbert space \( \mathbb{H} \) where the data is linearly separable, see e.g. Burges (1998). In this case, we can let \( \phi_N(x) = \rho(x) + v \), where \( \rho \) and \( v \) are vector parameters that determine the orientation of the separating hyperplane. Referring to Ong et al. (2006), our problem can be formulated as the constrained optimization problem
\[
\rho^* = \arg \min_{\rho} \frac{1}{2} \rho^T \rho + L \sum_{k=1}^{N} s_k, \tag{13a}
\]
subject to
\[
\begin{align*}
\rho \Gamma(x_k) + v & \geq 1 - s_k, & s_k & \geq 0, \quad \forall k \in \mathcal{F}^+, \tag{13b} \\
\rho \Gamma(x_k) + v & \leq -1 + s_k, & s_k & \geq 0, \quad \forall k \in \mathcal{F}^-, \tag{13c}
\end{align*}
\]
where \( L \) is a regularization parameter and \( s_k \) is a slack variable to relax separability constraints.

The optimization problem (13) is convex and can be solved via its dual formulation. Letting \( \alpha_1 \) and \( \alpha_2 \) denote the Lagrange multiplier vector for (13b) and (13c), (13) can be reformulated as the dual problem
\[
\alpha^* = \arg \min_{\alpha} \frac{1}{2} \sum_{i=1}^{N} \sum_{k=1}^{N} \alpha_i \alpha_k y_i y_k \Gamma(x_i) \Gamma(x_k) - \sum_{k=1}^{N} \alpha_k, \tag{14a}
\]
subject to
\[
\begin{align*}
\sum_{k=1}^{N} \alpha_k y_k & = 0, \quad \forall k = 1, \ldots, N. \tag{14b}
\end{align*}
\]
After solving (14), we obtain the SVM decision function as
\[
\phi_N(x) = \sum_{k=1}^{N} \alpha_k^* y_k \Gamma(x_k) \Gamma(x) + v, \tag{15}
\]
and the estimated feasibility region boundary is given by
\[
\mathcal{S}_N \triangleq \{ x \in \mathbb{X} : \phi_N(x) = 0 \}. \tag{16}
\]

To improve accuracy of the SVM learning when effective data in \( \mathcal{F}^+ \) are not enough, we iteratively select new points satisfying \( \mathcal{O}(x_k) = +1 \) and expand into the data set \( \mathcal{F}^+ \) to ensure richness of data. This ensures that a non-trivial decision function (15) exists. Furthermore, for the inner product \( \langle \Gamma(x_k) \rangle \Gamma(x) \) in (15), it can be replaced by using the kernel function. A common choice of kernel function is the Gaussian kernel:
\[
\Gamma(x_k) \Gamma(x) = \| x_k - x \|^2, \tag{17}
\]
where \( \sigma^2 \) is the kernel variance, see e.g. Steinwart (2001).

### 3.2 Inner and outer approximations of \( \partial \mathcal{F} \)

The outer and inner approximations of a bounded region were introduced in Darup and Mönnigmann (2012); Defuant et al. (2007). Using (9), we define the strict outer \((\mathcal{F}^-)\) and inner \((\mathcal{F}^+)\) region of the feasible region \( \mathcal{F} \) as
\[
\mathcal{F}^\pm \triangleq \{ x \in \mathbb{X} : \phi(x) > \varepsilon \}; \tag{17}
\]
\[ F^- = \{ x \in \mathcal{X} : \phi(x) < -\varepsilon \}. \] (18)

for some \( \varepsilon > 0 \). In this subsection, we construct strict outer and inner approximations of the feasible region \( \mathcal{F} \), which ensures that they contain no feasible (infeasible) samples.

Now, based on the super-level sets of \( \phi_N(x) \), we can find a positive constant \( \varepsilon^+ > 0 \) which defines the inner approximation \( \mathcal{F}_N^+ \) by
\[
\mathcal{F}_N^+ \triangleq \{ x \in \mathcal{X} : \phi_N(x) > \varepsilon^+ \}. \tag{19}
\]

Using the data in \( \mathcal{H}^+ \), we determine the parameter \( \varepsilon^+ \) by solving the optimization problem
\[
\varepsilon^+ = \arg \min_{\varepsilon>0} \varepsilon, \tag{20a}
\]
subject to \( \phi_N(x_k) > \varepsilon, \quad \forall x_k \in \mathcal{H}^+ \). \tag{20b}

Analogously, there exists a negative constant \( \varepsilon^- < 0 \) which defines the outer approximation \( \mathcal{F}_N^- \) by
\[
\mathcal{F}_N^- \triangleq \{ x \in \mathcal{X} : \phi_N(x) < \varepsilon^- \}. \tag{21}
\]

This constant \( \varepsilon^- \) can be determined by using the data in \( \mathcal{H}^- \) and solving the optimization problem
\[
\varepsilon^- = \arg \max_{\varepsilon<0} \varepsilon, \tag{22a}
\]
subject to \( \phi_N(x_k) < \varepsilon, \quad \forall x_k \in \mathcal{H}^- \). \tag{22b}

We highlight that novel algorithms for constructing strict inner and outer approximations of the feasible region \( \mathcal{F} \) are developed by solving (20) and (22). Besides, the inner approximation \( \mathcal{F}_N^+ \) is based only on the feasible samples in \( \mathcal{H}^+ \) and the outer approximation \( \mathcal{F}_N^- \) is based only on the infeasible samples in \( \mathcal{H}^- \).

### 3.3 Convergence analysis

In this subsection, we provide convergence analysis for the approximation error. We show that as the number of samples \( N \) from the low-discrepancy sequence increases, the inner and outer approximations with universal kernels will converge to a strict approximation of the actual feasible region \( \mathcal{F} \).

First, we introduce definition of universal kernels adopted from Steinwart (2001) and give a proposition.

**Definition 10.** A continuous kernel \( \mathcal{K}(\cdot, \cdot) \) is universal if the space of all functions induced by \( \mathcal{K}(\cdot, \cdot) \) is dense in \( C(X) \).

**Proposition 11.** Every universal kernel separates all compact subsets of \( \mathcal{X} \).

Definition 10 indicates that for each continuous function \( \phi \) and \( \varepsilon > 0 \), there exists a function \( \phi_X \) induced by a universal kernel \( \mathcal{K} \) such that \( |\phi - \phi_X| < \varepsilon \). Proposition 11 indicates that the kernel-based SVM classification method can be adopted to solve the feasibility boundary learning problem. In this case, if we design
\[
\mathcal{K}(x_k, x) = \Gamma(x_k)\Gamma(x), \tag{23}
\]
then we can accurately separate the pairwise disjoint compact sets \( \mathcal{H}^+ \) and \( \mathcal{H}^- \) in \( \mathcal{X} \).

We highlight that there is not computational method for determining such a separating function in Steinwart (2001). By modifying the arguments presented in Steinwart (2001), we collect the training data from a low-discrepancy sequence. It guarantees that increasing the number of samples \( N \) for the SVM with a universal kernel results in an increasing accuracy of the feasible region learning, and reduces the conservativeness of the inner and outer approximations of \( \mathcal{F} \). We summarize our discussions as the following theorem, which is slightly similar to the results given in Chakrabarty et al. (2016).

**Theorem 12.** Consider the system (5), suppose Assumptions 1, 2, 3, 7, and 9 hold, and let \( \mathcal{K}(\cdot, \cdot) \) be a universal kernel on \( \mathcal{X} \) in (23) and \( \phi_{\mathcal{K}, N}(x) \) be the kernel-based SVM decision function from (15). Then for any \( L > 0 \) in the optimization program (14) and for two compact subsets \( \mathcal{F}^+ \subset \mathcal{X} \) and \( \mathcal{F}^- \subset \mathcal{X} \) in (17) and (18),
\[
\lim_{N \to \infty} \Phi_N(x) = \phi(x), \tag{24}
\]
\[
\lim_{N \to \infty} \mathcal{F}_N^+ = \mathcal{F}^+, \quad \lim_{N \to \infty} \mathcal{F}_N^- = \mathcal{F}^-, \tag{25}
\]
\[
\lim_{N \to \infty} S_N = \partial \mathcal{F}. \tag{26}
\]

Theorem 12 indicates that there exists a sufficiently large number of samples \( N_0 \) such that if \( N \geq N_0 \),
\[
\begin{cases}
\phi(x) > 0, & \text{for } x \in \mathcal{F}^+; \\
\phi(x) < 0, & \text{for } x \in \mathcal{F}^-;
\end{cases}
\]
and the strict inner and outer approximations of the feasible region \( \mathcal{F} \) can be obtained by sampling \( \mathcal{X} \) using low-discrepancy sequences. Therefore, the SVM classifier using universal kernels is able to approximate our feasible region boundaries with sufficiently high accuracy.

### 4. MAIN RESULTS

In Section 3, we present a method to estimate the feasible region where the states of the nominal system (1) can be driven to the terminal set \( \Omega \) while satisfying the constraints (4). In this section, we extend this result to the perturbed nonlinear system given by (3). However, the region \( \mathcal{F} \) obtained from Section 3 may not be feasible for the perturbed system when there exists unknown disturbance.

Using Assumption A2, (3), and (5), it follows that
\[
|F(x(t), u(t), w(t)) - f(x(t), u(t))| \leq \bar{w}. \tag{27}
\]

So for the perturbed system (3), the set \( \Omega \) may not be positively invariant with the local feedback law \( u(t) \). In this case, we introduce the robust control invariant (RCI) set for (3) following the results presented in Sun et al. (2018).

**Definition 13.** (RCI set). Consider the perturbed system (3) with constraints \( x \in \mathcal{X}, u \in \mathcal{U} \) and \( w \in \mathcal{W} \). The set \( \bar{\Omega} \subset \mathcal{X} \subset \mathbb{R}^n \) is an RCI set, if there exists an ancillary controller \( \kappa(x) \) with \( \bar{u} = u + \kappa(x) \in \mathcal{U} \) such that \( \forall x \in \bar{\Omega} \), \( \forall w \in \mathcal{W} \), \( x(t) \in \bar{\Omega} \).

For the design of the RCI set \( \bar{\Omega} \) (terminal region) for (3), the set-theoretic methods and tube-based MPC scheme are very useful, see e.g. Blanchini and Miani (2008) and Rakovic et al. (2012). However, the method developed in Rakovic et al. (2012) cannot be applied to our problem, since the perturbed system given by (3) is continuous-time and nonlinear case; the authors in Ong et al. (2006) and Chakrabarty et al. (2016) only consider the nonlinear systems, not for the perturbed system.
Recalling that the disturbance in (6) is actually an additive disturbance and satisfies
\[ w(t) = F(x(t), u(t), w(t)) - f(x(t), u(t)), \quad t \in \mathbb{R}_{\geq 0}. \] (28)
Besides, we note that the state and control do not depend on the disturbance \( w \).

Now, using Assumption A2, we introduce the following set
\[ \Omega = \{ x \in \Omega : |x|_{\partial \Omega} \geq \bar{w} \}, \] (29)
where \( \Omega \) is a terminal region for (5) and \( \partial \Omega \) is the boundary of the set \( \Omega \). Then for (29), we have the following lemma.

\textbf{Lemma 14.} Consider the set (29) and assume that \( \Omega \supset \mathbb{R}^{n}(\bar{w}) \) holds. Then, \( \Omega_0 \) is a RCI set for the perturbed system (3).

\textbf{Proof.} Note that \( \Omega \) is a control invariant set for the nonlinear system (5) and \( \Omega_0 \subset \Omega \). Since \( \Omega \supset \mathbb{R}^{n}(\bar{w}), \Omega_0 \not= \emptyset \). Then using (29), we have that for any \( x \in \Omega \), \( |x + w|_{\partial \Omega_0} \geq |x|_{\partial \Omega} - \bar{w} \geq 0 \) for all \( w \in \mathcal{W} \). That is, for any \( x \in \Omega_0, x + w \in \Omega \) for all \( w \in \mathcal{W} \). According to Definition 13, \( \Omega_0 \) is a RCI set for (3).

Lemma 14 indicates that the RCI set \( \bar{\Omega} \) for (3) can be obtained using the terminal set \( \Omega \) for (5), while the set \( \Omega_0 \) can be computed using the results developed in Chen and Allgöwer (1998) for perturbed nonlinear systems.

4.2 Feasible region estimation for robust NMPC

In this subsection, we develop a feasible region estimation method for (3) under the NMPC scheme using the feasibility information of the low-discrepancy data samples.

First, using the RCI set \( \Omega_0 \) in (29) for the perturbed system given by (3), we modify the problem (7) to a new optimization problem of robust NMPC which is given by
\[ \bar{u}^* = \arg \min_u J(x_k, \bar{u}(\cdot)), \] (30a)
subject to
\[ \dot{x}(\tau) = f(\dot{x}(\tau), \bar{u}(\tau)), \quad 0 \leq \tau \leq T, \] (30b)
\[ \dot{x}(\tau) \in \bar{X}, \quad \bar{u}(\tau) \in U, \quad 0 \leq \tau \leq T, \] (30c)
\[ \dot{x}(0) = x_k, \quad \dot{x}(T) \in \Omega_0, \] (30d)
where \( J(x_k, \bar{u}(\cdot)) \) is given by (7b) and \( \Phi(\cdot, \cdot) \) and \( \Phi(\cdot) \) satisfy Assumptions 1 and 3.

Next, using the same procedure developed in Section 3, we generate the data set and construct an approximate function of the boundary for the feasible region. Then similar to Theorem 12, we have the following theorem which shows the approximation of the feasible region \( \bar{F} \) for the perturbed systems in (3).

\textbf{Theorem 15.} Consider the system (3), suppose Assumptions 1, 3, 7, and 9 hold, and let \( \bar{\Omega} \) be the maximal RCI set in \( \bar{X} \) and \( \bar{F} \) be the maximal feasible region for (3). Then, \( \Omega_0 \subset \bar{\Omega} \) and \[ \bar{F}_0 \triangleq \{ x \in \bar{F} : |x|_{\partial \bar{F}} \geq \bar{w} \} \subset \bar{F}. \] (31)

Theorem 15 indicates that based on the feasible region \( \bar{F} \) for (5), we can obtain the conservative terminal region \( \bar{\Omega}_0 \) and the conservative feasible region \( \bar{F}_0 \) for the perturbed systems. Since the disturbance \( w \) in (28) is unknown, it is very difficult to compute the strict feasible region for the perturbed system (5). Therefore, we have adopted the low-discrepancy sequences, optimal kernel-based SVM classification, and set-theoretic methods to increase the accuracy of the data-driven feasible region estimation. Although the feasible region \( \bar{F} \) can be enlarged with a longer prediction horizon, it needs more computation resources for solving the optimization problems (30).

5. ILLUSTRATIVE NUMERICAL EXAMPLE

To illustrate the key ideas presented in this paper, we consider a perturbed nonlinear system representing the cart-and-spring system adopted from Magni et al. (2003); Li and Shi (2014) given by
\[ \begin{cases} \dot{x}_1(t) = x_2(t), \\ \dot{x}_2(t) = -\frac{k_0}{M} e^{-\alpha x_1(t)} x_1(t) - \frac{h_d}{M} x_2(t) + \frac{u(t)}{M} + w(t), \end{cases} \]
where \( x = [x_1; x_2] \in \mathbb{R}^2, u \in \mathbb{R}, \) and \( w \in \mathbb{R} \). The parameters are given as: \( M = 1.8 \text{ kg}, \ k_0 = 1.2 \text{ N/m}, \ h_d = 0.25 \text{ N·s/m} \). The constrained state and control space associated with the system is given by \( \bar{X} = \{ x \in \mathbb{R}^2 : |x| \leq 2 \} \) and \( U = \{ u \in \mathbb{R} : |u| \leq 3 \} \) and let \( w(t) \in \mathbb{R}^1[0.01]. \) To satisfy Assumptions 1 and 3, we set the stage cost as \( \Psi(x, u) = \|x\|_Q^2 + \|u\|_R^2 \) with \( Q = \mathbf{I}_2 \) and \( R = 0.1 \) and the terminal cost as \( \Phi(x) = \|x\|_P^2 \) with \( P = \begin{bmatrix} 5.0511 & -2.2731; -2.2731, 2.4586 \end{bmatrix} \). The local controller is designed as \( \kappa(x) = -K x \) with \( K = \begin{bmatrix} 4.2291 & 4.8551 \end{bmatrix} \) using the procedure presented in Chen and Allgöwer (1998).

Next, the terminal region \( \Omega \) is parametrized by \( \Omega(\mu) = \{ x \in \mathbb{R}^2 : x^T P x \leq \mu \} \), where \( \mu \in (0, 1) \). Then, we use a kernel-based SVM with \( \sigma = 0.8 \) for the feasible region approximation. Using the feasibility information of data samples, approximations of the feasible region boundaries with different prediction horizons \( T \) and different \( \mu \) are illustrated in Figures 1–3. Furthermore, it can be seen from Figures 1 and 2 that larger terminal region results in larger feasible region. From Figures 1 and 3, we can see that longer prediction horizon results in larger feasible region.

6. CONCLUSIONS AND FUTURE WORK

This paper develops a data-driven learning framework for designing the terminal region and approximating the feasible region offline using the feasibility information of low-discrepancy data samples and support vector machine learning. Our approach provides the freedom in the design of the feasible region needed for closed-loop stability, when disturbance is subject to deterministic bounds. Future work will combine the offline feasible region learning with online NMPC design.
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