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Abstract—There has been many studies on improving the efficiency of shared learning in Multi-Task Learning (MTL). Previous work focused on the “micro” sharing perspective for a small number of tasks, while in Recommender Systems (RS) and other AI applications, there are often demands to model a large number of tasks with multi-dimensional task relations. For example, when using MTL to model various user behaviors in RS, if we differentiate new users and new items from old ones, there will be a cartesian product style increase of tasks with multi-dimensional relations. This work studies the “macro” perspective of shared learning network design and proposes a Multi-Faceted Hierarchical MTL model (MFH). MFH exploits the multi-dimension task relations with a nested hierarchical tree structure which maximizes the shared learning. We evaluate MFH and SOTA models in a large industry video platform of 10 billion samples and results show that MFH outperforms SOTA MTL models significantly in both offline and online evaluations across all user groups, especially remarkable for new users with an online increase of 9.1% in app time per user and 1.85% in next-day retention rate. MFH now has been deployed in a large scale online video recommender system. MFH is especially beneficial to the cold-start problems in RS where new users and new items often suffer from a “local overfitting” phenomenon. However, the idea is actually generic and widely applicable to other MTL scenarios.

I. INTRODUCTION

Recommender systems (RS) are widely applied in online applications. To better model user preference and increase satisfaction, there has been an increasing trend of using Multi-Task Learning (MTL) to simultaneously predict various user feedbacks. With the forthcoming era of immersive short videos such as TikTok, Reels, Triller etc., this trend has been accelerated as in full screen mode there are more implicit parallel user feedbacks of more balanced importance v.s. in the list page era there is a dominant impression-click behavior thread. The mainstream RS ranking scheme is to apply MTL to predict various specific user behaviors and predefined task labels as accurate as possible, followed by a fusion model that aims to characterize the overall user satisfaction based on the specific output values of the MTL model, e.g. likelihood of thumbup, favoriting, sharing, completion ratio etc.

Compared to Single Task Learning (STL), MTL is a general learning framework that learns multiple task simultaneously in one single model v.s. one model per task, it has not only been used in RS, but also widely applied in Natural Language Processing (NLP), Computer Vision (CV) etc. learning problems of various domains. MTL has the benefit of transfer learning and improves model generalization through induction bias. MTL also faces challenges such as negative transfer and seesaw phenomena[1] induced by the complex correlation between tasks. Essentially, deep MTL networks needs to jointly accomplish representation learning and information routing between tasks[1]. There has been many research that focus on improving the shared learning efficiency between 2 tasks or small task groups. From the simplest hard sharing to MMOE[2] and PLE[1], with innovative shared learning structures, these works try to improve the shared learning efficiency and better address the confliction between tasks. The focus is on the micro scale task cooperation for small task groups.

On the other hand, there are often much more tasks beneficial to model together in real world applications. For example in immersive short-video applications, users generate richer and more subtle feedbacks such as time spent, likes, subscription, comments, sharing etc., and many predefined labels such as 3s skip (swipe away within 3 seconds), 80% completion ratio etc. Joint learning these tasks with MTL has the benefit of better representation learning and more shared learning among tasks. Furthermore, in RS and many other applications, it is frequent to have different value ranges of certain properties exhibiting very different correlation patterns with the predicted label. Normally these property values are simply treated as sample features to the model, however, this often results in overfitting in certain feature regions especially when we have imbalanced and insufficient data samples. Despite that these feature regions may lack data samples, it is often important to improve the model’s accuracy there as they can be regions of higher business value, or regions important for the long term value of growth, content ecosystem etc., e.g., new users, new content facing the cold start situation. Another approach is to split the different user/item/context regions into independent tasks, then there will be a cartesian product style increase in the number of tasks as these are orthogonal dimensions that independently divide the samples.

The increasing scale of task numbers in MTL poses new research challenges. Current MTL technologies do not scale well with the task number increase and still lack sufficient
exploration in this area. This explains why we observe the common industrial practice of employing 2 or even 3 MTL models in the ranking service to handle total of 10-20 tasks where each MTL model normally handles 2-6 tasks. However, this practical approach is essentially a compromise between MTL and STL.

Addressing large number of tasks in MTL is challenging. These tasks could have complex relations and are highly imbalanced as a large fraction of these tasks could have little data. The MTL learning structures in previous works such as MMOE, PLE handle well with two or small number of tasks. With a large number of tasks, we will show later that simply plugging in all tasks with flat sharing using these structures can hardly yield significant gains compared to not adding these tasks. We need new MTL models that exploit the semantic correlation structures among the tasks. Thus, designing an efficient MTL structure that can support efficient shared learning with large number of correlated tasks has becoming a critical aspect for MTL recommender system. Meanwhile, advancing MTL’s scalability also has great value for the generality of MTL as a universal learning framework.

In this work, we propose a novel Multi-Faceted Hierarchical multi-task learning model(MFH) that aims at providing a more efficient multi-task learning for a large number of tasks through scalable efficient cooperative learning designs. The main contribution of the paper is summarized as follows:

- **Micro and macro** perspectives of network design for cooperative learning in MTL are brought to attention for better understanding of the previous efforts on MTL model design and what is demanded for better scalability. Also a local overfitting phenomenon is described and clarified. These concepts are important notions to understand the core issues of scalable MTL.

- A new MTL model MFH is proposed to better address the challenge of scalable efficient multi-task learning with three major characteristics: Multi-Faceted, Hierarchical and Heterogeneous. The multi-faceted and hierarchical design combined together introduces multidimensional implicit induction biases and results in a much more efficient and sufficient representation learning, thus greatly relieves the local overfitting and the data scarcity issue with smaller tasks. In addition, MFH network is more heterogeneity-friendly and provides great flexibility for the model to better customize the tasks and generate further improvement.

- Extensive experiments are carried out to evaluate the MFH in both a large-scale industrial short video app and a public benchmark dataset. Offline evaluation shows that MFH outperforms the baseline of a flat 9-task model by 0.46% in MSE. Online A/B test results in WeSee APP also demonstrate the significant improvement of MFH over SOTA MTL models in real-world applications, with 2.14% increase in app-time per user, 0.19% increase in retention rate. The improvement is much more significant on new users as 9.10% in app-time per user and 1.85% in retention rate. MFH has been successfully deployed in our recommender system now and generates significant business values, especially for the cold-start recommendation.

- Furthermore, paired up with a generic fusion algorithm, MFH has a greater value of serving as a component of a universal ranking that unify the ranking for heterogeneous candidates in a broader context, e.g. mixed ranking with organic video content, ads and live broadcast etc.

## II. RELATED WORK

### A. Multi-Task Learning Models

Multi-Task Learning is a general learning framework that improves the model generalization through cooperative learning between tasks. It explores the commonalities and differences between different tasks to facilitate the joint learning. MTL has been successfully applied to a wide range of applications, from RS [5], [11], [12] to NLP [8], [9] and CV [10], [11], [12] etc.

### B. Shared Learning in MTL

There are many studies on improving the shared learning efficiency in MTL. Shared-bottom [3] is the first simple structure for task sharing which has its limit on task conflict. Cross-Stitch Network [13] and Sluice Network [14] both learn static weights of linear combinations to fuse representations for different tasks selectively. Then several approaches apply the gate structure and attention mechanisms to model the sample dependent correlation between tasks. MOE [15] first introduces expert modules and uses gating network to fuse the expert outputs for upper task towers. MMOE [2] extends MOE to utilize task-specific gates to provide customized fusion for each task. M3oE [16] extends the customized gates in MMOE with multi-head gates. PLE [1] further improves the shared learning efficiency by differentiating task-specific experts and shared experts, and adopting a progressive routing mechanism. On top of PLE, MSSM [17] trains a field-level sparse connection to provide more flexible feature combination for different tasks, and replace the gates with a matrix multiplied by a mask vector.

All of the works mentioned above focus on tasks of small groups, and are often evaluated with 2 tasks as an example. There still lacks research studying the structures of the task relation graph for a large number of tasks. Recently, ESMM [18] constructs joint loss of CTCVR based on CTR and CVR’s task relation. [19] generalizes ESMM to model the task relations with a Bayesian graph and construct joint losses as in ESMM along the paths in the graph, it also introduces more tasks. These works exploit task relation structures in loss design, instead of the network structure design for shared learning. To the best of our knowledge, this work is the first to address this for MTL in RS.

Besides, another thread of research has been applying neural architecture search (NAS) [20] and other AutoML methods to learn efficient MTL architectures automatically. Prior works such as [21], SNR [22], MTNAS [23] etc. are all efforts in this direction. However, this is still in early stage as the search
range of network structures is often based on certain simplified assumptions and the learning cost is expensive.

C. Local Overfitting

Overfitting is one of the most common problems in machine learning. Usually, it is manifested as a large performance gap between the training and testing set, with a much worse performance on the testing set. However, as mentioned in [24], overfitting can vary significantly throughout the input space. [25] first mentioned a term of partial overfitting and pointed out certain data distributions are prone to lead to partial overfitting. [26] also mentioned local overfitting on different image patches. Despite these mentions, local overfitting has not been officially introduced to the best of our knowledge. The traditional methods to address overfitting normally do not apply well with local overfitting as it is often caused by drastic feature-label pattern change combined with highly imbalanced training samples across the feature regions. Thus how to alleviate local overfitting effectively is a challenging issue worthy of study. In this work, we formally introduce local overfitting and propose MFH to address it.

III. PRELIMINARY

A. MTL Ranking in an Industrial Recommender System

First of all, we briefly introduce a real-world recommender system in WeSee, a short-video playing APP of Tencent, which serves tens of millions of users every day for immersive video watching experience. For a user request, the recommender system works to generate a recommended list of videos from a ten-million-scale candidate pool, then present the recommendations on the user’s mobile screen one video at a time. Each recommended video will start autoplay and the user may take various actions such as keep watching, swipe, like, comment, share, etc. In particular, if the user swipe up the current video, the system will show the next video from the recommended list. Upon all videos of the recommended list are presented, a new request will be triggered to generate another list. The goal of the system is to recommend favorable videos that maximize the user satisfaction which is normally quantified by total app experience, respectively. In our system, the three tasks are jointly learned with one MTL model.

In our practice a local overfitting phenomenon is observed. By local overfitting, we mean that the model is overfitted in part of the input space or the degree of overfitting in parts of the input space is much more serious than other regions. For example, there are three different groups of users in our App: new users, low-activity users and high-activity users, activity level is determined according to total video watch time of the user. Naturally there are far less data samples for new/low-activity users than for high-activity users. In our MTL ranking, all of the baseline models exhibit overfitting on all tasks for new/low-activity users, in contrast to high-activity users. Intuitively, this is because the training samples of new/low-activity users are much fewer than that of high-activity users and the model parameters trained with such imbalanced data is dominated by the data pattern of high-activity users. Thus the predictions on new/low-activity users are negatively affected by high-activity users, leading
to unsatisfactory recommendation results and user experience. However, cold-start - addressing the recommendation for new users or new items, is a problem of great business value for retention and growth. Models are often developed separately for cold-start in industrial practice. This is far from an ideal approach as the new user model still suffers from very little data samples, additional training/serving cost, and more importantly the common patterns shared between different user groups can not be transferred to benefit the minority groups.

Furthermore, this local overfitting phenomenon is not only restricted to cold start problem of new users. It is actually quite common to encounter. New items, new users, minority context, ..., in general any feature value regions that exhibit different pattern from the main regions and have much less data samples may suffer from local overfitting.

A natural idea to address local overfitting is to split original task’s feature regions into independent tasks with the overfitting regions as separated tasks. For example, we can split the Cmpl task into three new tasks: New&Cmpl, Low&Cmpl, High&Cmpl, representing Cmpl for new users, Cmpl for low-activity users and Cmpl for high-activity users respectively. This will give the overfitting regions more customized care and hopefully relief the overfitting. However, this also introduces new challenges as the number of tasks increases from 3 tasks to 9 tasks in a cartesian product fashion. With a large number of unbalanced tasks that have multi-aspects of correlations, is the traditional MTL structure well prepared to scale efficiently? This is a natural question to ask. We will demonstrate later in Table 1 of the Experiments Section that addressing many more tasks with flat sharing can hardly bring any substantial gains. Next, before showing our solution with the design of the Multi-Faceted hierarchical MTL model in the next Section, we will first explain the perspectives of micro and macro shared learning structures in MTL and introduce the baseline models from these perspectives.

C. Micro and Macro perspective of cooperative learning in MTL

1) Micro level cooperative learning structure - MTL Switcher: To illustrate the micro level coordinated learning structures in MTL, we introduce a concept called switcher in deep learning models. As depicted in Fig. 1, a switcher is a neural architecture that takes one input and branching out multiple ($\geq 2$) latent outputs. The input of the switcher can be any types of features, embeddings or intermediate latent representations in the network, and its outputs are some latent representations that will be fed into upper-level networks such as any hidden layers in the network or particularly specific task towers in deep MTL models. As discussed in [1], MTL needs to jointly address representation learning and information routing. Abstractly, switchers can be used to deal with the micro level cooperative learning of diverting one input to multiple intermediate latent outputs. As we see in Fig. 1, MTL structures such as shared-bottom, MMOE, PLE are just switchers of different types. Previous MTL research has been focusing on switcher innovations improving the micro level cooperative learning efficiency, partially because we were not dealing MTLs with a large number of tasks.

2) Macro level cooperative learning structure: As discussed earlier the number of tasks can easily increases to a large number. This raises the importance of the macro level cooperative learning structure for MTL models. The macro learning structure concerns with the macro scale information sharing among tasks. One straightforward macro learning structure will be a flat branching structure as shown in fig. 2, an opposite alternative can be a chain structure like the asymmetric sharing described in [1]. other possibilities can also be a tree etc. For the same macro level structure, any micro level switchers can be used for the local diverting, we will examine different combinations of micro switchers for each macro structure candidate and use the performance of the best switcher choice to represent the macro structure. And in general we find that it is normally better to use the SOTA switchers everywhere for a macro structure given sufficient training data.

D. Baseline Models

We choose the straightforward macro structure of flat sharing for the baseline models and there are a few extended variations.

1) Baseline 3-task Model: Figure 2a illustrates a baseline flat 3-task model with one switcher and three towers that corresponds to the three tasks Skip, Cmpl, and Finish, respectively. Note that the baseline 3-task model may have different versions, depending on the specific switcher architecture it adopts. In our case when the switcher upgrades from simple to more complex SOTA ones, i.e., Shared-bottom → MMOE → PLE, corresponding performance improvements are observed.

However, in spite of different switchers, the baseline 3-task model cannot well address the new user cold-start problem mentioned earlier which shows local overfitting is beyond the scope of micro level switchers.

Note that in the shared-bottom case the bottom layer could downgrade to zero layer as the hard sharing scheme which simply shares the input directly to the branches.

In the rest of this paper, we will describe other MTL models using abstract switchers in the same way.
2) Flat 5-task and 9-task Models: To alleviate the new user issue, we attempt to further divide a prediction task into three sub tasks according to the division of user groups, i.e., prediction on new users, prediction on low-activity users, and prediction on high-activity users. The idea is to improve the predictions on new/low-activity users by allowing them more independent optimization without loss of accuracy on high-activity users. To validate this idea, we implement a partly-divided baseline flat 5-task model (Fig. 2b) by dividing only the Cmpl task into three sub tasks New&Cmpl, Low&Cmpl and High&Cmpl, and a fully-divided baseline flat 9-task model (Fig. 2c) by dividing all tasks in the same way. Here, the notation New&Cmpl denotes the prediction task of Cmpl on New users, and other notations have similar meanings accordingly. Later, offline evaluation results of Table 1 in the Experiments Section show that the flat 5-task and 9-task models make limited improvement compared to baseline 3-task model in terms of prediction accuracy on new/low-activity users, and the local overfitting is still significant. Next, we illustrate the MFH model which is essentially designed with a nested multi-hierarchical tree structure for solving this problem.

IV. MULTI-FACETED HIERARCHICAL MULTI-TASK LEARNING

In this section we first introduce the concept of facet for tasks, facets are orthogonal dimensions that every task has. There are several partitions for each facet that can divide tasks into groups. For example in the 9-task problem setup, each task simultaneously has two facets, i.e., user behavior facet = \{Cmpl, Finish, Skip\} and user group facet = \{New, Low-activity, High-activity\}, where each facet contains three partitions. The combination of any two partitions from the two facets defines a specific task. Facets provide prior structures for the correlation between tasks, there are correlations along each facet’s aspect and tasks share common facet partitions have stronger correlations. In the 9-task MTL, each task correlates more with two tasks sharing the same partition on one facet and other two tasks on another facet. For example, Task New&Cmpl shares the common user group of new users with New&Finish and New&Skip, and shares the common user behaviour of complete watching with Low&Cmpl and High&Cmpl, at the same time. In general, the number of facets could be three or even more, e.g., the popularity of the video or the video length can each be another new facet. The number of tasks increases very quickly in a Cartesian Product fashion as more facets are introduced.

A. Facets of Tasks

We introduce a concept of facet for tasks, facets are orthogonal dimensions that every task has. There are several partitions for each facet that can divide tasks into groups. For example in the 9-task problem setup, each task simultaneously has two facets, i.e., user behavior facet = \{Cmpl, Finish, Skip\} and user group facet = \{New, Low-activity, High-activity\}, where each facet contains three partitions. The combination of any two partitions from the two facets defines a specific task. Facets provide prior structures for the correlation between tasks, there are correlations along each facet’s aspect and tasks share common facet partitions have stronger correlations. In the 9-task MTL, each task correlates more with two tasks sharing the same partition on one facet and other two tasks on another facet. For example, Task New&Cmpl shares the common user group of new users with New&Finish and New&Skip, and shares the common user behaviour of complete watching with Low&Cmpl and High&Cmpl, at the same time. In general, the number of facets could be three or even more, e.g., the popularity of the video or the video length can each be another new facet. The number of tasks increases very quickly in a Cartesian Product fashion as more facets are introduced.

This type of multi-facet multi-task problem is actually very common in industrial practice. In spite of its universality, few research has studied the problem of macro level cooperative learning strategies, partially because the community has been focused on innovating micro level structures such as MMOE, CGC and PLE. With the switcher modules sharpened, it is a good time to address the challenges on how to scale the cooperative learning in the multi-facet MTL setup from the
macro perspective.

B. Hierarchical MTL

In this subsection, we introduce a Hierarchical MTL (H-MTL) model for the 9-task problem. As depicted in Fig. 3, H-MTL utilizes a two-level tree architecture to model the task relationships in both facets and share the facet latent representations between tasks in a hierarchical fashion. At level 0, a switcher is adopted to learn the task relationship in the user behavior facet based on the input features, which connects to three MLPs (Multilayer Perceptrons) at level 1 that correspond to the three partitions of the user behavior facet: Skip, Cmpl and Finish, respectively. Each MLP outputs a hidden representation to feed a MTL switcher which learns the task relationship in the user group facet conditioned on the input features, which connects to three user groups (i.e., new, low-activity and high-activity). Each task tower network concentrates on the corresponding task, and predicts the final score for that task. Formally, the output of a specific task, e.g., Task New\&Skip, can be abstractly formulated as:

\[
Output_{\text{New} \& \text{Skip}} = \text{Tower}_{\text{New} \& \text{Skip}}(\text{Switcher}^\text{New} \& \text{Skip}_{\text{Skip}}(\text{MLP}^\text{Skip}_{\text{Input}}(\text{Input})))
\]

(4)

where \(\text{Switcher}^Y_X\) indicates the corresponding output of \(\text{Switcher}^Y\) for (hidden) Task \(Y\), and in general the MLP can downgrade to zero layers in which case the lower level switcher will feed directly to the upper level switchers.

From the macro cooperative learning perspective, H-MTL avoids to branch out directly from the input to all tasks as the baseline flat 9-task model does. Instead, it adopts a hierarchical structure for a multi-level tree sharing among tasks. At each level, switchers are used to branch out semantic representations for the upper level sub-trees. In general, the tree starts from level 0 to level \(k \leq N - 1\) when we have \(N\) facets. Different permutations of the facets form different trees. For example, we can divide by user groups first then further divide by user behaviours.

C. Multi-Faceted Hierarchical MTL (MFH)

Although the H-MTL model captures the hierarchical task relationships with multi-facets, we have to choose one particular tree corresponding to one specific permutation of the facets. However, the facets are normally important explicit dimensions along which the tasks lie strong correlation, they are orthogonal aspects of parallel importance.

To further improve the efficiency of information sharing and cooperative learning among the tasks, we propose a more comprehensive model, named Multi-Faceted Hierarchical MTL (MFH). MFH is essentially composed of multiple H-MTL trees that are nested together. With the 9 task problem as an example, as shown in Fig. 4 at level 0, the switcher network learns the inter-facet task relationship between two facets, and branches out to the two facets’ MLPs at level 1. The upper-level structures of MFH can be simply regarded as the combination of two variants of the H-MTL model. In particular, each tower network linearly combines the hidden outputs from two different paths connected to the input, and outputs the predicted score for a specific task. For example, the output of Task New\&Skip can be abstractly formulated as:

\[
Output_{\text{New} \& \text{Skip}} = \text{Tower}_{\text{New} \& \text{Skip}}(\text{Switcher}^\text{New} \& \text{Skip}_{\text{Behavior}}(\text{MLP}^\text{Behavior}_{\text{Input}}(\text{Input})))) + \text{Switcher}^\text{Group}_{\text{New}}(\text{MLP}^\text{Group}_{\text{Input}}(\text{Input})))
\]

(5)

where \(\text{Switcher}^Y_X\) indicates the corresponding output of \(\text{Switcher}^Y\) for (hidden) Task \(Y\), and + denotes the operation of linear combination.

Compared to previous H-MTL model, MFH further improves the learning efficiency in the following aspects. First, it models three-fold task relationship by extending to three
levels of MTL switchers, i.e., the inter-facet relationship, the first-order intra-facet relationship, and the second-order intra-facet relationship in the context of a particular partition of another facet. Second, it enables each task to share semantic information simultaneously with multiple sets of strongly correlated tasks according to the shared facet partitions. With MFH, we can expand to any number of orthogonal trees of different facet permutations and nest the intermediate and leaf nodes as they cross. This maximizes the representation learning through multi-dimensional intersecting paths that support more shared learning.

D. Generalization to N-faceted Multi-Task Setting

In this subsection, we generalize the MFH model to a generic N-faceted multi-task problem setup. Let $F_i$ denote the $i$-th facet, and $F_i^j$ denote the $j$-th partition of facet $F_i$. facet $F_i$ contains $M_i > 1$ partitions. For simplicity of presentation we assume all facets have equal $M$ partitions, and it is easy to extend the following description to the general case. Then, there would be in total $s \leq M^N$ tasks in this multi-task setting. Each task is associated with one element of the Cartesian product of the $N$ facets, denoted by a $N$-tuple, $(F_1^{j_1}, ..., F_N^{j_N})$, where $j_1, ..., j_N \in \{1, ..., M\}$. Given these definitions, we illustrate the generalized version of MFH model in Fig. 6.

Specifically, the level 0 switcher (i.e., the root node) expands the $N$ facets MLPs $F_i$ MLP $i$ from 1 to $N$. The level 1 switchers expand each facet to its $M$ partition MLPs. In general, for any $k < N - 1$, level $k$ contains $C_k^{N-1} * M^{k-1}$ switchers and they expand to $C_k^N * M^k$ MLPs and switchers at level $k + 1$. Each MLP at level $k + 1$ has a unique code formed by a combination of $k$ unique facets each with a specific partition. Upper MLPs and lower MLPs are connected through the lower level switchers if the upper level MLP’s code
contains the lower level MLP’s code as a subcode. In general, we can choose to expand the multi-facet network to any level of \( k, 1 \leq k < N - 1 \), then connecting directly to the \( s \leq M^N \) towers for output tasks. We can have at most \( M^N \) tasks but do not necessarily need to split all the tasks if there is not high business value or special pattern for the considered input regions.

Fig. 5 shows a 3-facets MFH of 18 tasks for the Play Task Group with an additional facet of video popularity, differentiating new items and old ones. This jointly models the complete cold-start problem for both new users and new items.

E. Heterogeneity of MFH

MFH is more heterogeneity-friendly than flat MTL. In Fig. 6 MFH’s task towers and MLPs can all be designed heterogeneously. The size of the task towers can be customized to better fit the special task. For example, we can use smaller size MLP layers for task towers with less training samples. And we can do this for the intermediate MLPs that corresponds to tasks of less data samples as well. MFH is more flexible on heterogeneity as the common shared root is thinner and there are various granularities of sharing that can be customized to be heterogeneous. In addition to the structure, different tasks can have customized input features only available for themselves.

Paired up with a generic fusion algorithm, MFH’s heterogeneity has a greater value of serving as a component of a universal ranking that unify the ranking for heterogeneous candidates in a broader context, e.g. mixed ranking with organic contents, ads and live broadcast etc.

V. EXPERIMENTS

In this section, offline and online experiments are performed on both a large-scale industrial recommender system and a public benchmark dataset to evaluate the effectiveness of the proposed models.

A. Evaluation on an industrial Video Recommender System

In this subsection, the proposed models are evaluated with a large-scale online video recommender system.

1) Dataset: We collect an industrial dataset through sampling user logs from Tencent’s short video APP WeSee during a few consecutive days. There are 10 billion samples in the dataset. In addition to labels PCR(Play Completion Ratio), PFR(PLAY Finish Rate), PSR(Play Skip Rate) as mentioned before, there are also explicit user feedback labels LR(Like Rate), FR(Follow Rate), CMR(Comment Rate), SR(Share Rate), RCR(Read Comment Rate), RHR(Read Homepage Rate). We divide the users into three groups: new users group, low activity users group and high activity users group. Low activity users group are users with less than 60 min video watch time.
2) Learning Tasks: There are two MTL learning models to serve the online ranking. A play tasks MTL that jointly predicts PCR, PFR and PSR, 3 tasks that are mostly related to the video playing process. Another interactive tasks MTL that jointly predicts LR, FR, CMR, SR, RCR and RHR, the explicit user feedback behaviours.

3) MTL Models: For the play tasks MTL, we evaluate the baseline 3-task MTL (Fig. 2a), flat 5-task MTL (Fig. 2b), flat 9-task MTL (Fig. 2c) and H-MTL 9-task MTL (Fig. 3). For the interactive tasks MTL, we evaluate baseline 6-task, H-MTL 12-task and MFH 12-task models.

To avoid a sudden performance gap for new users or low activity users when they change group memberships, we include new user samples in all groups’ task training and low activity user samples in high activity user tasks training while in serving only do inference through the corresponding user group tasks, this way the performance is smoother as user upgrade groups. As new users and low activity users are far less than high activity users, the larger user groups’ training is not negatively affected.

Since the focus in this work is the macro level task coordinate learning structures, for each MTL model, we tried different MTL switchers for the micro level shared learning such as hard sharing, MMOE, CGC and PLE and uses the performance of the best switcher choice to represent the macro level MTL structure. As a result, we adopt shared-bottom for level 0 switcher, PLE for level 1 switchers, CGC for level 2 switchers in H-MTL and MFH, and adopt PLE for switchers in rest of the models.

4) Experiment Setup: In the experiment, PCR prediction is a regression task trained with MSE loss and evaluated with MSE, tasks modeling other actions are all binary classification tasks trained with cross-entropy loss and evaluated with AUC. Samples in the first 14 days are used for training and the rest samples for testing. We adopt a two-layer MLP network with RELU activation and hidden layer size of [128,64] for each task’s tower part in all MTL models. The experts in the switcher is implemented with a single-layer network and tune the following model-specific hyper-parameters: number of shared layers, number of experts.

5) Offline Evaluation with Play Task Models: Table I illustrates the experiment results and we mark best performance in bold. It is shown that H-MTL significantly outperform all flat task models, baseline 3-task, flat 5-task and flat 9-task in all tasks and all user divisions. With the flat task shared learning structure, introducing more tasks produces slight improvement, but much insufficient compared to the improvement H-MTL and MFH generate. H-MTL and MFH introduce new shared learning structures to better address the difference and imbalance between different user divisions. MFH further significantly outperform H-MTL in all tasks and user divisions. Of the improvement H-MTL and MFH generates, it is much more on the new users than on the active users.

We can also compare the performance between MFH 9-task and flat 9-task in Table I as both models have the same 9 tasks and the only difference is MFH vs. flat on macro shared learning structure. MFH 9-task outperforms flat 9-task on all tasks: -0.46% MSE on New&Cmpl, -0.42% MSE on Low&Cmpl, -0.22% MSE on High&Cmpl; +0.18% AUC on New&Finish, +0.2% AUC on Low&Finish, +0.22% AUC on High&Finish; +0.48% AUC on New&Skip, +0.24% AUC on Low&Skip, +0.32% AUC on High&Skip. This shows MFH manifest significant performance improvement over baseline flat sharing.

Because MFH’s macro structure handles large numbers of tasks much better, combined with tasks increase it generates big improvement over the flat 3-task model, better releasing the potential of large number tasks MTL.

6) Offline Evaluation with Interactive Task Models: The interactive tasks include LR (Like Rate), FR (Follow Rate), CR (Comment Rate), SR (Share Rate), RCR (Read Comment Rate) and RHR (Read Homepage Rate) 6 tasks. For interactive task MTL, we merge the new user group and the low activity user group into one group, thus a Cartesian Product of user group and interactive behaviour types produces 12 tasks. As shown in Table II, H-MTL and MFH achieve significant improvement over baseline flat sharing.

7) Offline evaluation on 3-facets MFH: We conduct offline experiment to evaluate the 3-facets MFH model as shown in Fig. 5. As new items are normally not served to new users and low activity users for a double blind cold start in practice with concerns on user experience, we only serve new cold start items to high activity users but not to low activity and new users. Thus instead of a MFH 18-task as shown in Fig 4. of the main body, we have a MFH 12-task of 3 facets, with the high activity user group’s 3 tasks divided into 6 tasks, 3 for cold start content items and 3 for non cold start items.

Same dataset as above is used to evaluate the offline performance of MFH 12-task vs. the 2 facets MFH 9 tasks. As a result, 3 facets MFH 12-task model achieves similar
TABLE II
PERFORMANCE ON INTERACTIVE TASKS

| Models          | LR AUC | FR AUC | CR AUC | SR AUC | RCR AUC | RHR AUC |
|-----------------|--------|--------|--------|--------|---------|---------|
| baseline 6-task | .8821  | .9453  | .9495  | .9167  | .9113   | .8723   |
| H-MTL 12-task   | .8851 (+0.34%) | .9455 (+0.02%) | .9541 (+0.48%) | .9208 (+0.45%) | .9114 (+0.01%) | .8800 (+0.88%) |
| MFH 12-task     | .8866 (+0.51%) | .9461 (+0.08%) | .9558 (+0.66%) | .9239 (+0.79%) | .9116 (+0.03%) | .8882 (+1.82%) |

High Activity User Group

| Models          | LR AUC | FR AUC | CR AUC | SR AUC | RCR AUC | RHR AUC |
|-----------------|--------|--------|--------|--------|---------|---------|
| baseline 6-task | .9195  | .9484  | .9722  | .9521  | .9417   | .9243   |
| H-MTL 12-task   | .9211 (+0.17%) | .9515 (+0.33%) | .9732 (+0.10%) | .9560 (+0.41%) | .9425 (+0.08%) | .9305 (+0.67%) |
| MFH 12-task     | .9221 (+0.28%) | .9531 (+0.50%) | .9758 (+0.37%) | .9587 (+0.70%) | .9434 (+0.18%) | .9327 (+0.91%) |

TABLE III
PERFORMANCE OF 3-FACETS MFH VS. 2-FACETS MFH ON PLAY TASKS. THE IMPROVEMENTS OF 3-FACETS MFH OVER 2-FACETS MFH ARE SHOWN IN THE BRACKETS.

Cold Start Items

| Models          | PCR MSE | PFR AUC | PSR AUC |
|-----------------|---------|---------|---------|
| MFH 9-task (2facets) | .2387 | .8471   | .8090   |
| MFH 12-task (3facets) | .2363 (-0.1%) | .8506 (+0.41%) | .8091 (+0.38%) |

Non Cold Start Items

| Models          | PCR MSE | PFR AUC | PSR AUC |
|-----------------|---------|---------|---------|
| MFH 9-task (2facets) | .3896 | .8188   | .8473   |
| MFH 12-task (3facets) | .3892 (-0.10%) | .8199 (+0.13%) | .8475 (+0.02%) |

8) Mitigation of local overfitting: Through multi-dimensional shared learning between the tasks, MFH maximizes the shared representation learning and mitigates the local overfitting phenomenon. Here we use the Share Rate task in the interactive task group as an example to show the mitigation of local overfitting with MFH. As in Fig. 7, we compared MFH 12-task MTL and the baseline flat 12-task MTL on training and testing errors on new users. \textit{train_impr} denotes the training error relative improvement from MFH 12-task to flat 12-task on Share Rate prediction, and \textit{test_impr} denotes the testing error relative improvement accordingly. As the training time proceeds shown in Fig. 7, the test error is reduced much more than the training error, which is about 2.5 times higher. Thus, compared to the flat MTL models, MFH mitigates the local overfitting phenomenon by reducing the gap between training and testing errors.

9) Online Evaluation: Online experiments are also conducted. The baseline uses flat 3-task model for the play tasks MTL and flat 6-task model for the interactive tasks MTL, the experiment group adopts a MFH 9-task model and a MFH 12-task model accordingly. Both the experiment and the control group have the same RL fusion model adapted to the corresponding MTL ranking models. Table IV shows the significant improvement of MFH and it is worth noting MFH shows remarkable increase of +9.1% appTime per user on new users.

TABLE IV
ONLINE EXPERIMENT EVALUATION

| Models          | appTime | 2nd-day retention |
|-----------------|---------|-------------------|
| Baseline Flat MTLs | -       | -                 |
| MFH             | +2.14%  | +0.19%            |
| MFH on new users | +9.1%   | +1.85%            |

B. Evaluation on Public Dataset

In this subsection, experiments are conducted on public benchmark datasets to evaluate MFH in more application scenarios.
1) **Dataset**: Ali-CCP (Alibaba Click and Conversion Prediction) Dataset is a public dataset extracted from Taobao’s Recommender System. The dataset includes 84 million data samples equally divided into training set and testing set, which contain 3.4 million clicks and 18 thousand conversions. CTR (Click Through Rate) and CVR (Conversion Rate) are two tasks modeling user actions of click and purchase in the dataset.

2) **Experiment Setup**: For users in the dataset, we define **Purchasing Power** = CVR / CTR to characterize the user tendencies of purchasing. Combined with the User Consumption Level Type I and II fields provided in the dataset, users are clustered into three groups, low, medium and high purchasing power user groups, containing 40%, 35% and 25% users respectively. Since there are a CTR task and a CVR task for every group, we have a total of 6 tasks. In our experiment, a flat 2-task and flat 6-task Model (PLE as switcher) are used as the baseline models, compared with a MFH 6-task Model. For each task in both models, we adopt a two-layer MLP network with hidden layer size of [64, 32].

3) **Experiment Results**: As shown in Table V compared to the baseline 2-task and baseline 6-task Models, MFH significantly improves the AUC of all six tasks. And the baseline 6-task model performs slightly better than the baseline 2-task model.

### C. Comparison With Biasnet

Biasnet [28], [29] is a natural alternative to address the user group differences with a side shallow bias tower that outputs a bias logit to be combined with the main tower. Viewing the neural network as a network learning a nonlinear mapping from the input feature space to the labels, the MTL approach provides a more general mapping than the biasnet approach as the task specific towers provide greater flexibility in fitting the label. Biasnet uses a stronger induction bias which may be beneficial for cases where the bias difference can be modeled with a few layers of simple neural mappings and the biased feature value is continuous. Thus, the MTL approach is a more general framework, it can actually include the biasnet structure as part of the MTL network. Offline evaluation is also conducted to compare MFH’s performance with biasnet. As shown Fig. 8 we replace the user group facet with a bias tower that takes the user group feature as its input, and the bias output is added to the logits of task towers. The bias tower is composed of two-layer MLP with RELU activation and hidden layer size of [128, 64].

As Table VI shows, the 2 facets MFH 9-task MTL outperforms Biasnet on the Cmpl task’s PCR (Predicted Completion Ratio) MSE loss for all user groups, and also outperforms Biasnet in all tasks for new users, slightly underperforms Biasnet on PFR (Predicted Finish Rate) and PSR (Predicted Skip Rate) on partial user groups. As the PCR task and new user group are more important, overall MFH performs better than biasnet.

### VI. Conclusion

In this paper we propose a novel MTL model called Multi-Faceted Hierarchical multi-task learning model (MFH), which uses a multi-faceted hierarchical tree structure to improve the MTL efficiency and scalability from the macro perspective

---

**TABLE V**

| Dataset: Ali-CCP(Alibaba Click and Conversion Prediction) Dataset is a public dataset extracted from Taobao’s Recommender System. The dataset includes 84 million data samples equally divided into training set and testing set, which contain 3.4 million clicks and 18 thousand conversions. CTR (Click Through Rate) and CVR (Conversion Rate) are two tasks modeling user actions of click and purchase in the dataset.**

| Experiment Setup: For users in the dataset, we define **Purchasing Power** = CVR / CTR to characterize the user tendencies of purchasing. Combined with the User Consumption Level Type I and II fields provided in the dataset, users are clustered into three groups, low, medium and high purchasing power user groups, containing 40%, 35% and 25% users respectively. Since there are a CTR task and a CVR task for every group, we have a total of 6 tasks. In our experiment, a flat 2-task and flat 6-task Model (PLE as switcher) are used as the baseline models, compared with a MFH 6-task Model. For each task in both models, we adopt a two-layer MLP network with hidden layer size of [64, 32].**

| Experiment Results: As shown in Table V compared to the baseline 2-task and baseline 6-task Models, MFH significantly improves the AUC of all six tasks. And the baseline 6-task model performs slightly better than the baseline 2-task model.**

| C. Comparison With Biasnet: Biasnet [28], [29] is a natural alternative to address the user group differences with a side shallow bias tower that outputs a bias logit to be combined with the main tower. Viewing the neural network as a network learning a nonlinear mapping from the input feature space to the labels, the MTL approach provides a more general mapping than the biasnet approach as the task specific towers provide greater flexibility in fitting the label. Biasnet uses a stronger induction bias which may be beneficial for cases where the bias difference can be modeled with a few layers of simple neural mappings and the biased feature value is continuous. Thus, the MTL approach is a more general framework, it can actually include the biasnet structure as part of the MTL network. Offline evaluation is also conducted to compare MFH’s performance with biasnet. As shown Fig. 8 we replace the user group facet with a bias tower that takes the user group feature as its input, and the bias output is added to the logits of task towers. The bias tower is composed of two-layer MLP with RELU activation and hidden layer size of [128, 64].**

**TABLE VI**

| New User Group | Performance of MFH vs. Biasnet on play tasks. The improvements of MFH over Biasnet are shown in the brackets.**

---

**TABLE VI**

| New User Group | Performance of MFH vs. Biasnet on play tasks. The improvements of MFH over Biasnet are shown in the brackets.**

| Models | PCR MSE | PFR AUC | PSR AUC |
|-------|---------|---------|---------|
| Biasnet | .4457 | .7767 | .7874 |
| MFH 9-task | .4423 (−0.77%) | .7773 (−0.08%) | .7926 (−0.15%) |

| Low Activity User Group | Performance of MFH vs. Biasnet on play tasks. The improvements of MFH over Biasnet are shown in the brackets.**

| Models | PCR MSE | PFR AUC | PSR AUC |
|-------|---------|---------|---------|
| Biasnet | .4372 | .7946 | .8041 |
| MFH 9-task | .4276 (−1.19%) | .8011 (−0.10%) | .8054 (−0.12%) |

| High Activity User Group | Performance of MFH vs. Biasnet on play tasks. The improvements of MFH over Biasnet are shown in the brackets.**

| Models | PCR MSE | PFR AUC | PSR AUC |
|-------|---------|---------|---------|
| Biasnet | .3829 | .8201 | .8497 |
| MFH 9-task | .3799 (−0.79%) | .8191 (−0.12%) | .8504 (−0.08%) |
of task sharing. Offline and online experiment results on the industrial and public datasets show significant and consistent improvements of MFH over baseline SOTA models. Researching the possibilities of applying Meta Learning on the MFH tree structures will be the focus of future work.
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