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Efficient spectrum scheduling and power management for opportunistic users

Raouia Masmoudi, E. Veronica Belmega and Inbar Fijalkow

Abstract
In this paper, we study the centralized spectrum access and power management for several opportunistic users, secondary users (SUs), without hurting the primary users (PUs). The radio resource manager’s objective is to minimize the overall power consumption of the opportunistic system over several orthogonal frequency bands under constraints on the minimum quality of service (QoS) and maximum peak and average interference to the PUs. Given the opposing nature of these constraints, we first study the problem of feasibility, and we provide sufficient conditions and necessary conditions for the existence of a solution. The main challenge lies in the non-convexity of this problem because of the discrete spectrum scheduling: one band can be allocated to at most one SU to avoid interference impairments. To overcome this issue, we use a Lagrangian relaxation technique, and we prove that the discrete solutions of the relaxed problem are the solutions to the initial problem. We propose a projected sub-gradient algorithm to compute the solution, when it exists. Assuming that the channels are drawn randomly from a continuous distribution, this algorithm converges to the optimal solution. We also study a specific symmetric system for which we provide the analytical solution. Our numerical results compare the energy-efficiency of the proposed algorithm with other spectrum allocation solutions and show the optimality of our approach.
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1 Introduction
Most frequency bands in the radio spectrum have already been licensed, and it is difficult to find vacant bands for wireless communication systems. At the same time, the most allocated spectrum is under-utilized [1]. Cognitive radio (CR) systems, as explained in [2] and references therein, propose to better utilize the spectrum by allowing an opportunistic access to it. A hierarchy between users is imposed, in which secondary users (SUs) are allowed, by the spectrum manager, to communicate either in the vacant bands left by the licensed users, called primary users (PUs), or the non-vacant bands under the condition that the created interference (at the primary receivers) is kept below some predefined thresholds [3]. The radio resource manager uses channel state information (CSI) to coordinate the access to the wireless radio spectrum. When performed in a centralized way, this management is often referred to as coordinated multi-point (CoMP) radio resource management [4]. In the CR paradigm, CSI is provided by spectrum sensing at different remote locations and/or by backhaul information feedback from the spectrum manager to improve the spectrum usage. Carrier aggregation and multi-carrier communications have been suggested as promising candidates for both the CR and CoMP systems thanks to their flexible usage of the spectrum [5].

In ad-hoc and sensor networks or even in future 5G, a major bottleneck is the power consumption efficiency caused by limited battery-life device systems and operating costs [6, 7]. In this work, we investigate a centralized power minimization problem with quality of service (QoS) requirements for the secondary users imposed by the spectrum manager. In such a centralized setting, the spectrum manager can be more effective when it operates opportunistic users scheduling in addition to the sole power allocation, as mentioned in [8] and [9]. Very few existing works consider both bandwidth scheduling
and power allocation jointly in the CR context. In particular, [10] provides a heuristic algorithm for the users scheduling.

In this paper, we consider a joint discrete scheduling and power allocation problem that aims at a minimal power consumption under QoS and interference power constraints in a centralized CR system. Such a problem introduces two major challenges. First, the minimum QoS and maximum interference constraints may not be simultaneously satisfied. Several works in the wireless communications literature [11, 12] have proposed a classical water-filling procedure to solve rate-driven or power-driven resource allocation problems in classical interference or multiple access channels. In our study, the presence of the PUs imposes additional peak and total interference constraints aside the classical minimum QoS constraint for the SU communication. These additional constraints are the main reason why classical numerical approaches are not suitable. In order to tackle the problem of feasibility, we study necessary conditions and sufficient conditions on the CSI for the existence of a feasible allocation point. The second difficulty raised by the problem under investigation is the discrete nature of channel assignments in the scheduling policy. This policy makes the problem a non-convex optimization one. Inspired by the approach in [13], we use a Lagrangian relaxation and a dual approach to obtain a solvable convex optimization problem. We then study the Karush-Kuhn-Tucker (KKT) conditions of the relaxed problem and show that the solutions meeting these conditions are actually the solutions of the initial non-convex problem. To solve the relaxed problem numerically, we propose a projected sub-gradient algorithm [14] when the problem is feasible.

1.1 Related works

Power allocation problems have been the subject of several studies in non-CR systems from a rate maximization point of view and via centralized [15] or decentralized (using non-cooperative games) [16–18] approaches. Also, power allocation problems without spectrum allocation in non-CR networks have been studied from an energy-efficiency point of view in centralized [19, 20] and decentralized systems [21, 22]. In this paper, we consider a centralized radio management, to make the spectrum manager more effective, it operates opportunistic user’s scheduling in addition to the sole power allocation, as mentioned in [8] and [9]. Such joint resource allocation problems have been the subject of several studies in non-cognitive radio settings such as in code division multiple access (CDMA) systems [23] and in downlink and uplink orthogonal frequency division multiplexing (OFDM) systems [24] and [13], respectively. In [23], the scheduling and resource allocation problem for the downlink in a CDMA-based wireless network is considered. The problem is to select a subset of the users for transmission and, for each of these users, to choose the optimal modulation, coding scheme and transmit power allocation policy. In [24], the authors consider the scheduling and resource allocation for the downlink of a cellular OFDM system. An optimal algorithm is proposed assuming that multiple users can time-share each tone and several low complexity heuristics are that enforce integer tone allocations. Among the works on OFDM [13, 24], the closest to our work is [13], in which a dynamic scheduling and power allocation algorithm was proposed to compute the policies of the multiple non-interfering users that maximize the overall QoS. An algorithm is derived (without the interference constraints of the cognitive radio context) using a Lagrangian relaxation technique to overcome the discrete scheduling constraints. However, a rigorous proof of the convergence and optimality of the proposed algorithm is not provided.

In the cognitive radio context, in which additional interference constraints to protect the primary users must be taken into account, the rate maximization problem was studied in [3, 6, 11]. In these works, the authors consider decentralized solutions in MIMO systems via non-cooperative game theory without spectrum scheduling constraints. The major disadvantage of such decentralized approaches is that the Nash equilibrium solution (i.e., the natural solution concept in non-cooperative games) provides an operating point that is often outperformed by a centralized solution. Other works study rate maximization problems under different CSI assumptions. In particular, [25] addresses the scheduling aspect with partial-CS1 at the SU which limits the adaptability to the actual channel state. For a time-varying system, the authors of [26] study dynamic cognitive radio settings without explicit interference temperature constraints imposed by the primary users’ presence. Online optimization and no-regret distributed learning algorithms are used in [26] assuming the users do not know the perfect CSI prior to their transmissions. Such a complex approach is not required here, as we consider that CSI is available to the centralized system manager.

Energy efficiency problems in the CR context were studied with QoS and spectrum scheduling constraints in [10], in which the authors minimize the SU’s power consumption. The framework in [10] is the closest among all cited references to our paper. However, there is no proof of optimality of the proposed scheduling, which is based on a heuristic method involving some exhaustive search steps. In our work, we use convex optimization tools to find the optimal joint scheduling and power allocation under interferences and QoS constraints. Our optimal solution is calculated via an iterative sub-gradient algorithm that is proven to converge to the optimal solution.
1.2 Our contributions
The main contributions of this paper are summarized here below:

- We derive necessary conditions and sufficient conditions for the existence of a solution to the joint spectrum scheduling and power allocation problem in a CR system.
- We introduce a convex optimization problem based on Lagrangian relaxation of the initial non-convex problem. Then, we prove that the discrete solutions of the relaxed problem are the solutions to the initial problem.
- The optimal solution of the relaxed problem, when it exists, is computed via a projected sub-gradient algorithm. We prove that, when the problem is feasible, our proposed projected sub-gradient algorithm converges to an optimal solution that satisfies the KKT conditions.
- We also study the specific case of a symmetric system for which our iterative algorithm is not suitable and we solve it analytically.
- Numerical results illustrate the energy-efficiency of the proposed allocation strategy compared with other spectrum allocation policies.

The remainder of this paper is organized as follows. The system model is presented in Section 2. In Section 3, we study the joint scheduling and power allocation problem by discussing its feasibility, the Lagrangian relaxation, and its optimality, and then provide a sub-gradient algorithm to solve this problem. Selected numerical results are illustrated in Section 4 to show the efficiency of the proposed solution. Particular cases, for which an analytical solution is found, are studied in Section 5. Finally, Section 6 concludes the paper.

2 System model
We focus on the CR model in Fig. 1 composed of \( Q \geq 1 \) SUs and \( K \geq 1 \) PUs. Each primary/secondary user consists of a primary/secondary transmitter (PT/ST) and a primary/secondary receiver (PR/SR), respectively. The transmission is performed over \( N \) orthogonal frequency bands. The transmit power of \( ST_q \) (of the \( q^{th} \) SU) in frequency band \( n \in N \triangleq \{1, \ldots, N\} \) is denoted by \( p_{qn} \), the power allocation of the \( q^{th} \) SU is denoted by \( p_q = (p_{q1}, p_{q2}, \ldots, p_{qN}) \in \mathbb{R}_+^N, \forall q \in Q \triangleq \{1, \ldots, Q\} \), and the overall power allocation profile for all SUs is denoted by \( p = (p_1, p_2, \ldots, p_Q) \in \mathbb{R}_+^{N \times Q} \).

The received signal at \( SR_q \) in band \( n \) can be written as:

\[
y_{qn} = \sqrt{p_{qn} h_{qn}} v_{qn} + \sum_{k \in K} i^{(k)}_{qn} + w_{qn},
\]

where \( h_{qn} \) is the power gain of the direct link \( ST_q - SR_q \); \( v_{qn} \sim \mathcal{CN}(0, 1) \) is the normalized transmitted signal by SU \( q \); \( w_{qn} \sim \mathcal{CN}(0, \sigma_{qn}^2) \) is the noise in band \( n \) for SU \( q \) of variance \( \sigma_{qn}^2 \); and \( i^{(k)}_{qn} \sim \mathcal{CN}(0, \tau_{qn}^{(k)} 2) \) is the interfering signal from PU \( k \in K \triangleq \{1, \ldots, K\} \) of variance \( \tau_{qn}^{(k)} \). Since the transmit power of the PUs cannot be impacted by the secondary system, the terms \( i^{(k)}_{qn} \) are just some fixed parameters in our model. Only the knowledge of the SINRs are needed and measured at each SU. All links are assumed to be stationary and independent of the noise.

The Gaussian input, interference and noise assumptions are fairly standard in the signal processing for communications literature [3, 27, 28]. The main scientific reasons behind this are that the Gaussian noise is known to be the worst additive noise distribution in terms of the Shannon achievable rate [29], and that the Gaussian input is optimal in a Gaussian environment [30].

![Fig. 1 Only SU_q is active in band n](image-url)
In this context, we define the QoS measure for SU $q$ in band $n$ by the Shannon capacity expression in [31], assuming that the corresponding bandwidth is unitary:

$$c_{qn}(x_{qn}, p_{qn}) = x_{qn} \log_2 \left( 1 + s_{qn} p_{qn} \right)$$

(2)

where $s_{qn}$ is the signal-to-interference-plus-noise-ratio (SINR) of the direct link of the $q^{th}$ SU ($S_{Tq} - SR_{q}$), $s_{qn} = h_{qn} \left( c_{qn}^2 + \sum_{k=1}^{K} \left( s_{qn}^{(k)} \right)^2 \right)$. The spectrum allocation policy for the $q^{th}$ SU is denoted by $x_q = (x_{q1}, x_{q2}, \ldots, x_{qn})$, $\forall q \in Q$, and the overall allocation profile for all SUs is denoted by $x = (x_1, x_2, \ldots, x_Q)$.

This work is solely focused on the case in which at most one SU is allocated in each band $n$ to avoid interference impairments (to the PUs and among SUs). This means that only discrete spectrum allocation policies $x_{qn} \in \{0, 1\}$ are allowed by the spectrum manager. Assuming orthogonal and unit bandwidth channels, the overall achievable rate of the $q^{th}$ SU transmission is

$$C_q \left( x_q, p_q \right) = \sum_{n \in N} c_{qn}(x_{qn}, p_{qn}).$$

(3)

The assumption that only one SU is allowed in each band is also made for tractability reasons. Indeed, optimizing the system’s achievable sum-rate or some other objective under SU power or rate constraints is a very difficult, intractable and non-convex problem in an interference channel model. The achievable rate of one SU $C_q$ is a non-convex function with respect to $p_q$ because of the interference terms from the other SUs. To overcome this issue, one possibility is to decentralize the decision process and to consider a distributed cognitive radio system, in which each SU chooses its own power allocation policy to optimize its own objective [3, 6, 11]. The underlying non-cooperative game is a convex game as each SU’s rate is convex w.r.t. its own controlled variables $p_{q}^n$.

However, the major disadvantage of this approach is that the resulting Nash equilibrium solution provides an operating point that performs very poorly compared to a centralized solution. Since we are interested in a centralized cognitive radio system, a second way to overcome this major difficulty (the non convexity of $C_q$) is to limit the access of the SUs to the spectrum; only one SU is allowed per band.

Although the presence of PUs impacts the rates of the SUs via the SINR terms $s_{qn}$, their crucial impact is in the additional interference constraints imposed by their presence on the SUs’ transmit powers. Indeed, in our CR system, the SUs are allowed to transmit only if the created interference to the primary receivers is guaranteed to be kept below some predefined thresholds to protect the transmissions of the PUs.

### 3 Joint scheduling and power allocation problem

The main objective of the paper is to study a centralized resource allocation problem in which the spectrum manager wishes to schedule the SUs in an effort to minimize the overall power consumption (in coherence with the green communications sprint [32, 33]) while meeting minimum QoS constraints at the SUs and without interfering with the PUs above the critical limits. Two main questions arise:

- Spectrum scheduling: which SU should be scheduled in each band?
- Power allocation: what is the optimal power allocation policy for each SU in its allocated bands?

In order to tackle these questions, we formulate the problem as follows:

$$\text{minimize} \sum_{q \in Q} \sum_{n \in N} p_{qn}$$

$$\text{s.t.} \sum_{n \in N} g_{qn}^{(k)} p_{qn} \leq P_q^{(k)}, \forall q, \forall k$$

$$(DP_1) \quad 0 \leq g_{qn}^{(k)} p_{qn} \leq P_{q}^{\text{peak}(k)}, \forall n, \forall q, \forall k$$

$$C_q \left( x_q, p_q \right) \geq R_q^{\text{min}}, \forall q$$

$$\sum_{q} x_{qn} \leq 1, \forall n$$

$$x_{qn} \in \{0, 1\}, \forall n, \forall q,$$

where $R_q^{\text{min}}$ represents the target QoS at SU$q$; $g_{qn}^{(k)}$ is the power gain of the interfering link $S_{Tkq}$; $P_q^{(k)}$ is the maximum average interference power that SU$q$ is allowed to inflict on PU$k$; and $P_q^{\text{peak}(k)}$ is the maximum peak interference power in band $n$ that SU$q$ is allowed to inflict on PU$k$.

This optimization problem is difficult for two reasons. First, the target QoS constraints and the maximum interference constraints inflicted on the PUs are opposing ones and, thus, the feasible set may be void depending on the system parameters. Second, to avoid the interference impairments on the PUs and among SUs, we assume that the system owner schedules at most one SU to a given band $n$ and that such a band cannot be further fractioned. This turns the problem into a discrete optimization with respect to the scheduling policy. In the remainder of this section, we tackle both issues and provide an efficient algorithm to compute the optimal solution when it exists.

#### 3.1 Feasible set

The spectrum manager has to schedule all SUs to ensure a non-zero QoS target for each SU. These constraints might require the SUs to transmit at power levels which inflict an interference level that is unacceptable by the primary
system. Thus, the first arising question is under what conditions on the system parameters are the QoS and the interference constraints met simultaneously?

We denote the feasible set of \((\text{DP}_1)\) by \(S_F\):

\[
S_F = \left\{ (x, p) \in [0, 1]^N \times \mathbb{R}^N : \sum_{n \in N} g_{qn} p_{qn} \leq \bar{p}_{q}^{(k)}, \forall q, \forall k \right\} \cup \left\{ 0 \leq g_{qn} p_{qn} \leq p_{\text{peak}}^{(k)}, \forall n, \forall q, \forall k \right\} \cap C_q \sum_{q \in Q} x_{qn} \leq 1, \forall n \text{ and } x_{qn} \in \{0, 1\}, \forall n, \forall q. \right\}
\]

We provide next sufficient and necessary conditions on the system parameters for the existence of at least one solution to \((\text{DP}_1)\), i.e., \(S_F \neq \emptyset\).

We start by assuming, without loss of generality, that \(R_{q}^{\min} > 0\), for all SU \(q\). Given this assumption and the fact that only one SU is allowed to transmit in a given band, the problem has no solution when \(N < Q\). Thus, a first trivial necessary condition for a solution to exist is that \(N \geq Q\). In this case, we derive further necessary conditions and sufficient conditions for the existence of a solution.

**Theorem 1. (Necessary conditions)** Assuming that \(N \geq Q\) and \(R_{q}^{\min} > 0\), \(\forall q\), if the minimum rate \(R_{\ell}^{\min}\) of an arbitrary SU \(\ell\) is greater than its maximum achievable rate \(R_{\ell}^{\max}\), then the feasible set \(S_F\) is void. Here, \(R_{\ell}^{\max}\) represents the optimal value of the following optimization problem:

\[
\text{maximize} \sum_{n \in N} \log_2 (1 + p_n s_{n})
\]

\[
s.t. \sum_n g_{\ell n} p_{n} \leq \bar{p}_{\ell}^{(k)}, \forall n, \forall k
\]

\[
g_{\ell n} p_{n} \leq p_{\text{peak}}^{(k)} \quad \forall n, \forall k
\]

which corresponds to the maximum achievable rate of SU \(\ell\) if the only SU in the network.

This result means that, if there is at least one SU \(\ell\) that cannot achieve its minimum requirement \(R_{\ell}^{\min}\) even if it were the only SU in the system, the problem \((\text{DP}_1)\) is infeasible. In the particular case in which there is only one SU in the system, i.e., \(Q = 1\), these necessary conditions are tight as they are also the sufficient conditions guaranteeing the existence of a solution. Although these conditions are not tight when \(Q > 1\) (at least one band has to be allocated per SU and, thus, no SU will have access to all bands), they have the merit of being general, fair from the SUs perspective, intuitive, and having a low computational complexity. The proof of this Theorem is detailed in Appendix A1.

**Theorem 2. (Sufficient conditions)** Assuming that \(N \geq Q\) and \(R_{q}^{\min} > 0\), \(\forall q\), if for each SU \(q\) the minimum rate \(R_{q}^{\min}\) is lower than the following threshold:

\[
R_{q}^{CS} = \log_2 \left( 1 + \min_n \left\{ x_{qn} \cdot \frac{P_{q}^{(k)}}{g_{qn}} \frac{P_{\text{peak}}^{(k)}}{g_{qn}} \right\} \right),
\]

then the feasible set is non-void \(S_F \neq \emptyset\).

Intuitively, if each SU \(q\) has a minimum rate \(R_{q}^{\min}\) small enough, i.e., smaller than the rate obtained when using only its worst channel, then the problem \((\text{DP}_1)\) is feasible.

**Remark 3.1.** When \(Q = 1\), \(N = 1\), the sufficient conditions of Theorem 2 are identical to the necessary conditions of Theorem 1. However, (similarly to the necessary conditions above) these sufficient conditions are not tight in general. Indeed, when \(Q = 1\) and \(N > 1\) the necessary conditions in Theorem 1 are the tight sufficient conditions. Nevertheless, in the most general case, it seems very difficult to find better sufficient conditions that are computationally tractable and fair with respect to all SUs. To better understand this, consider first the case in which \(Q \leq N < 2Q\); there are not enough channels to allocate two channels per SU. Thus, some of the SUs will only be allocated a single channel which may very well be their worst channel. In this case, finding better and fair sufficient conditions seems very unlikely. Now, if \(\gamma Q \leq N < (\gamma + 1)Q\) with \(\gamma \geq 2\); at least \(\gamma \geq 2\) channels may be allocated to each SU. In this case, a better sufficient condition could be found by computing the achievable rate over the worst \(\gamma\) channels for each SU. However, since we cannot know in advance which combination of \(\gamma\) channels results in a worst case achievable rate, one would have to compute all \(C_N^{\gamma}\) combinations for each of the \(Q\) SUs. The complexity of such an approach is therefore prohibitive.

The proof of this Theorem is detailed in Appendix A2. Now, if the feasible set \(S_F\) is non-void, finding the solution of \((\text{DP}_1)\) is not trivial. Indeed, we notice that the scheduling of SUs is a discrete combinatorial problem \(x_{qn} \in \{0, 1\}, \forall n, \forall q\). In the following, we will provide an efficient algorithm that computes the optimal solution in a very efficient manner using a Lagrangian relaxation approach [14].

**3.2 Lagrangian relaxation**

As we have already mentioned, we assume that at most one SU is allowed to transmit in a given band. The constraints on the discrete scheduling policy \(x\) make the problem \((\text{DP}_1)\) very difficult to solve in this form. In the following, we will use a Lagrangian relaxation technique to overcome this issue.

When the feasible set \(S_F\) is not void, we propose to solve a continuous problem in which the scheduling parameter
is continuous \( x_{qn} \in [0, 1] \). This relaxed problem \((CP_2)\) holds the advantage of being a convex optimization problem, much simpler to solve than \((DP_1)\):

\[
\begin{align*}
\text{minimize} & \quad \sum_{q \in Q} \sum_{n \in N} p_{qn} \\
\text{s.t.} & \quad \sum_{n \in N} g_{qn}^{(k)} p_{qn} \leq P_{qn}^{\text{peak}(k)}, \; \forall q, \forall k \\
& \quad 0 \leq g_{qn}^{(k)} p_{qn} \leq x_{qn} P_{qn}^{\text{peak}(k)}, \; \forall n, \forall q, \forall k \\
& \quad R_q(x_q, p_q) = \sum_{n \in N} r_{qn}(x_{qn}, p_{qn}), \\
& \quad 0 \leq x_{qn} \leq 1, \; \forall n, \forall q.
\end{align*}
\]

\((CP_2)\)

By the function:

\[
r_{qn}(x_{qn}, p_{qn}) = \begin{cases} 
  x_{qn} \log_2 \left(1 + \frac{s_{qn} p_{qn}}{x_{qn}} \right), & \text{if } x_{qn} > 0 \\
 0, & \text{otherwise}.
\end{cases}
\]

Remark 3.2. Our target problem \((DP_1)\) focuses only on discrete spectrum allocation policies \( x_{qn} \in \{0, 1\} \). Under this assumption, the function in Eq. \((7)\) corresponds exactly to the achievable Shannon rate in \((2)\). However, in the continuous case in which \( x_{qn} \in [0, 1] \) expression \((7)\) does not correspond to the Shannon achievable rate. The denominator of the term \( \frac{s_{qn} p_{qn}}{x_{qn}} \) is introduced for technical purposes and plays an important role in proving the optimality of the Lagrangian relaxation approach when solving \((DP_1)\).

The major interest of this approach is that it will allow us to solve the initial non-convex problem using a very efficient algorithm based on convex optimization techniques. Not only is the continuous problem \((CP_2)\) simpler to solve, but also, by using these two modifications, the problem \((CP_2)\) will have discrete solutions in \( x \) which will turn out to be the solutions to our initial problem \((DP_1)\), as we will show later on.

In the following, we will give some proprieties of the problem \((CP_2)\) where we denote by \( (x^*, p^*) \) the pair of scheduling and power allocation that satisfies all the constraints at the optimum:

**Proposition 1.** In the continuous problem \((CP_2)\), all the rate constraints are active at the optimal solution, i.e., the rate constraints are satisfied with equality.

This result means that if the feasible set is non-void, the optimal rate at each SU achieves the target QoS \( R_{\text{min}} \).

**Proposition 2.** In the continuous problem \((CP_2)\), all the scheduling average constraints are all active at the optimal solution: \( \sum_q x_{qn} = 1, \forall q \).

This result means that if the feasible set is non-void, all bands are fully used by the opportunistic users. The proofs of these two propositions are detailed in Appendix B.

3.2.1 Dual formulation

The continuous problem \((CP_2)\) is a convex optimization problem. Indeed, the objective function \( \sum_q \sum_n p_{qn} \) is affine in the overall power allocation profile \( p = (p_1, p_2, \ldots, p_Q) \in \mathbb{R}_{+}^{Q} \) and, regarding the constraints, the interference constraints are both affine in \( (x, p) \); the scheduling constraints are affine in \( x \); and the rate constraint is jointly concave in \( (x, p) \). From the convex optimization problem definition [34], it follows that \((CP_2)\) is convex and, thus, can be solved via a dual formulation. We associate dual variables \( \lambda = (\lambda_q)_{q \in Q} \) with total interference power constraints, \( \beta = (\beta_q)_{q \in Q} \) with rate constraints and \( \mu = (\mu_n)_{n \in N} \) with scheduling constraints, resulting in the following Lagrangian:

\[
L(\lambda, \beta, \mu, x, p) = \sum_q \sum_n p_{qn} - \sum_q \beta_q \left( R_q(x_q, p_q) - R_{\text{min}} \right) + \sum_q \sum_n \lambda_q^{(k)} \left( \sum_n g_{qn}^{(k)} p_{qn} - P_{qn}^{\text{peak}(k)} \right) + \sum_n \mu_n \left( \sum_q x_{qn} - 1 \right).
\]

To solve \((CP_2)\) it suffices to solve:

\[
\max_{\lambda(\beta, \mu, x, p) \geq 0} \min_{(x, p)} L(\lambda, \beta, \mu, x, p).
\]

To solve \((CP_2)\) it suffices to solve:

\[
\max_{(\lambda, \beta, \mu, x, p) \geq 0} \min_{(x, p)} L(\lambda, \beta, \mu, x, p).
\]

Inspired by [13], in which the authors consider a rate maximization joint scheduling and power allocation problem in OFDM systems without the PU constraints, we propose to solve here a more complex problem \((CP_2)\) via the following steps:

**Step 1:** The optimal power \( p^* \) which minimizes \( L(\lambda, \beta, \mu, x, p) \) given fixed \( \lambda, \beta \) and \( \mu^1 \) is a water-filling type of solution:

\[
p_{qn}^* = \frac{x_{qn}}{s_{qn}} \left[ \frac{\beta_q s_{qn}}{1 + \sum_k \lambda_q^{(k)} g_{qn}^{(k)}} - 1 \right]_{0}^{\text{peak}(k)} x_{qn}
\]

\((10)\)
\textbf{Step 2:} Substituting $\mathbf{p}^*$ into $L(\lambda, \beta, \mu, \mathbf{x}, \mathbf{p})$ yields to the following affine function in $\mathbf{x}$:

$$G(\lambda, \beta, \mu, \mathbf{x}) = - \sum \sum x_{qn} (\varphi_{qn} - \mu_n) + \sum q \beta_q R_q^{\text{min}} - \sum k \sum q \lambda_q^{(k)} T_q^{(k)} - \sum n \mu_n,$$

where $\varphi_{qn} = \varphi_{qn}(a, b, c, d)$ is a function of the system parameters defined by:

$$\begin{cases} 0 & \text{if } \frac{a}{c} \geq b \\ -b + \frac{a}{c} + b \log_2 \left( \frac{bc}{a} \right) & \text{if } \frac{a}{c} \leq b \leq \frac{a(\alpha+1)}{c} \\ -da + b \log_2 (1 + dc) & \text{if } \frac{a(\alpha+1)}{c} < b \end{cases}$$

for $a = 1 + \sum_k \lambda_q^{(k)} \phi_q^{(k)}$, $b = \beta_q$, $c = s_q$ and $d = \min \left\{ p_q^{\text{peak}}(k) \right\}$.

\textbf{Step 3:} From Eq. (11), we remark that this function is affine in $\mathbf{x}$. Optimizing it over $\mathbf{x}$ such that $x_{qn} \in [0, 1]$ yields the dual function:

$$G(\lambda, \beta, \mu) = - \sum \sum x_{qn} (\varphi_{qn} - \mu_n) + \sum q \beta_q R_q^{\text{min}} - \sum k \sum q \lambda_q^{(k)} T_q^{(k)} - \sum n \mu_n,$$

where the optimal scheduling allocation $\mathbf{x}^*$ is:

$$x_{qn}^*(\mu) = \begin{cases} 1 & \text{if } \varphi_{qn} > \mu_n \\ 0 & \text{if } \varphi_{qn} < \mu_n \end{cases}$$

and if $\varphi_{qn} = \mu_n$, then the optimal value $x_{qn}^*$ can be anything in the interval $[0, 1]$. In such cases and from Proposition 2, one must only ensure that all scheduling constraints are met: $\sum q x_{qn}^* = 1$ for all $n$. We can now maximize the dual function $G(\lambda, \beta, \mu)$ over $\mu$ for given $\lambda$ and $\beta$, by setting $\mu_n = \mu_n^*(\lambda, \beta)$ similarly to [13] where $\mu_n^*$ is obtained as follows:

$$\mu_n^*(\lambda, \beta) = \max_q \varphi_{qn}(\lambda_q^{(k)}, \beta_q).$$

\textbf{Remark 3.3.} From Eqs. (14) and (15), it is clear that $x_{qn}^*(\mu) = 0$ if $q \notin \arg \max \varphi_{qn}(\lambda_q^{(k)}, \beta_q)$. Intuitively, this means that band $n$ is allocated to a specific SU $\ell$ if it maximizes a specific channel metric given by $\varphi_{\ell n}(\lambda_\ell^{(k)}, \beta_\ell)$. There may be ties when multiple SUs achieve the value $\mu_n^*$ in band $n$. For example, if there exist two SUs $r, q$ such that $r \neq q$ and $\varphi_{qn} = \varphi_{rn} = \mu_n^*$, these ties happen with zero probability if the independent random channel gains are drawn from continuous distributions. In practice, this implies that such problematic cases almost never occur.

From Eq. (14) we also observe that $(CP_2)$ allows for discrete solutions in $\mathbf{x}^*$ when it is feasible. Since we are interested in solving the discrete problem $(DP_1)$, we make the choice of select a discrete solution such that

$$x_{qn}^*(\mu) = \begin{cases} 1 & \text{if } \varphi_{qn} = \mu_n^* \\ 0 & \text{if } \varphi_{qn} < \mu_n^*. \end{cases}$$

\textbf{Step 4:} Substituting $\mu^*$ into $G(\lambda, \beta, \mu)$ and noticing that $\mu^*, \mathbf{p}^*, \mathbf{x}^*$ are all functions of $(\lambda, \beta)$ we further have:

$$G(\lambda, \beta) = - \sum q \max \varphi_{qn}(\lambda_q^{(k)}, \beta_q) + \sum q \beta_q R_q^{\text{min}} - \sum k \sum q \lambda_q^{(k)} T_q^{(k)}.$$

The solution to the dual problem (9) can be computed numerically by maximizing $G(\lambda, \beta)$ over $\lambda \geq 0$ and $\beta \geq 0$. To this aim, we use a sub-gradient based search [14] to update $\lambda$ and $\beta$.

3.2.2 Projected sub-gradient algorithm

Based on the previous dual formulation, we propose an iterative sub-gradient algorithm to compute the solution of $(CP_2)$ when it exists. The iterations are detailed in Algorithm 1. The sub-gradient approach is usually employed to compute water-filling type of solutions [3, 10, 13]. The proposed algorithm converges to the optimal solution whenever it is feasible.

Other efficient algorithms such as interior point methods, which are based on Newton’s iteration and on second-order derivatives, can be implemented to solve $(CP_2)$. Both types of algorithms have advantages and inconveniences, and their convergence performance depends on the compromise between the number of iterations and the complexity of each iteration. The sub-gradient method has the advantage of being simple as its iterations are of low-complexity and scale as $O(\mathcal{Q} \times (K + N))$.

\textbf{Proposition 3.} If $(CP_2)$ is feasible, then Algorithm 1 always converges and the convergence point is an optimal scheduling and power allocation policy.

The proof of this proposition is based on convex optimization tools and is given in Appendix C. The intuition is that, at the convergence state, the iteration, which is discrete with respect to the spectrum allocation policy by construction, satisfies the KKT conditions which are both necessary and sufficient for optimality in convex optimization problems.
3.3 Optimality of the Lagrange relaxation

Our main objective in the remainder of the paper is to show that Algorithm 1 not only converges to the solution of (CP2) but to that of the initial discrete problem (DP1).

Let us define by DP2 the discrete version of (CP2). The objective of DP2 is to minimize the SU overall power consumption subject to the rate constraints, the interference power constraints (identical to the ones in (CP2)) and the discrete scheduling constraints: \( x_{qn} \in \{0, 1\}, \forall n, \forall q, \sum_q x_{qn} \leq 1, \forall n \). Because of space limitations, we do not write the expressions of DP2 explicitly.

**Proposition 4.** If (CP2) is feasible, then all the discrete solutions of (CP2) (with respect to the optimal scheduling allocation \( x^* \)) are the optimal solutions of DP2.

**Proof.** The feasible set of DP2 is included in the feasible set of (CP2). The only difference between both problems is the scheduling parameter \( x_{qn} \) which is discrete in DP2 and continuous in (CP2). On the one hand, we can see that if there are any discrete solutions to (CP2), then these discrete solutions will also be the optimal solutions of DP2. On the other hand, if the solutions of (CP2) are continuous (i.e., the scheduling allocations are between 0 and 1), then the SUs’ power allocations policies are constants (as they do not depend on the scheduling allocations), thus, these continuous solutions have the same efficiency comparing to the discrete solutions on the borders (i.e., are equal to 0 or 1).

Next, we compare the discrete problems (DP1) and DP2.

**Proposition 5.** The optimization problems (DP1) and DP2 are equivalent in the sense that their solution sets are identical.

**Proof.** If we fix an arbitrary scheduling policy \( \tilde{x} \in X \), where the scheduling constraints set is defined as

\[
X = \left\{ \tilde{x} \in (0, 1)^{Q \times N} \mid \sum_t \tilde{x}_{tn} = 1, \forall n \right\}
\]

then, both problems (DP1) and DP2 reduce to the same power allocation problem (CP3) below in which the only variable left is the power allocation policy \( x_{qn} \) at the SU’s.

\[
\min \sum_q \sum_n p_{qn} \chi_{x_{q,n}}
\]

s.t.
\[
\begin{align*}
0 \leq & \sum_n g_{qn} p_{qn} \chi(x_{q,n}) - \tilde{p}_q, \forall q \in Q \\
0 \leq & \sum_q g_{qn} \left( \frac{1}{x_{q,n}} - \frac{1}{\tilde{x}_{q,n}} \right) p_{qn} - \tilde{p}_q, \forall q, n \\
\sum_q x_{qn} \log_2 \left( 1 + \frac{\tilde{g}_{qn} p_{qn}}{\tilde{x}_{q,n}} \right) & \geq R_{q,n}^\text{min}, \forall n.
\end{align*}
\]

On the one hand, if the scheduling parameter equals zero, \( \tilde{x}_{q,n} = 0 \), then the corresponding optimal power is also zero \( \tilde{p}_{qn} = 0 \) (because the optimal power is linear in \( x_{qn} \)). On the other hand, if the scheduling parameter equals one, \( \tilde{x}_{q,n} = 1 \), then the optimal powers \( \tilde{p}_{qn} \) are given by a water-filling type of solution over the allocated spectrum. Thus, whenever \( \tilde{x} \) is fixed, both problems (DP1) and DP2 reduce to solving the same Q decoupled power allocation problems.

It remains to prove that both DP2 and (DP1) have the same set of optimal spectrum allocation policies \( x^* \). The optimal powers \( p^* \) will follow by solving (CP3). Assuming that (DP1) is feasible, we can easily check that the optimal

---

**Algorithm 1: Projected Sub-gradient Algorithm for the Joint Scheduling and Power Allocation Problem**

1. Initialization: \( \beta_q^{(0)}, \lambda_q^{(k)(0)}, \forall q, \forall k \)
2. \( t = 1 \)
3. while iteration \( t \) do
   for each Band \( n \in N \) do
     Update powers \( p_{qn}^{(t)} \) given in (10)
     Update channel metrics \( \varphi_{qn} \) defined in (12)
     Update the Lagrange multiplier \( \mu_n^{(t)} \) using (15)
     Update the scheduling allocation \( x_{qn}^{(t)} \) using (16)
   end
   for \( k \in K \) do
     Update \( \lambda_q^{(k)(t)} \) such that
     \[
     \lambda_q^{(k)(t)} = \max_{\lambda_q^{(k)[t-1]}} \left( \lambda_q^{(k)[t-1]} - \tau \left( \lambda_q^{(k)[t]} - \frac{\sum_n \lambda_q^{(k)[t]} p_{qn}^{(t)}}{\sum_n \lambda_q^{(k)[t]} p_{qn}^{(t)}} \right) \right)^+
     \]
     Update \( \beta_q^{(t)} \) such that:
     \[
     \beta_q^{(t)} = \left[ \beta_q^{(t-1)} + \tau \left( R_q^{\text{min}} - R_q \left( \sum_n \lambda_q^{(t)} p_{qn}^{(t)} \right) \right) \right]^+
     \]
     where \( R_q \) is defined in (6)
     \[
     t = t + 1
     \]
   end
4. Repeat 3) until convergence for all SUs in all the bands \( \forall q, \forall n \).

---

**Proof.** The feasible set of DP2 is included in the feasible set of (CP2). The only difference between both problems is the scheduling parameter \( x_{qn} \) which is discrete in DP2 and continuous in (CP2). On the one hand, we can see that if there are any discrete solutions to (CP2), then these discrete solutions will also be the optimal solutions of DP2. On the other hand, if the solutions of (CP2) are continuous (i.e., the scheduling allocations are between 0 and 1), then the SUs’ power allocations policies are constants (as they do not depend on the scheduling allocations), thus, these continuous solutions have the same efficiency comparing to the discrete solutions on the borders (i.e., are equal to 0 or 1).

---

**Proposition 5.** The optimization problems (DP1) and DP2 are equivalent in the sense that their solution sets are identical.

**Proof.** If we fix an arbitrary scheduling policy \( \tilde{x} \in X \), where the scheduling constraints set is defined as

\[
X = \left\{ \tilde{x} \in (0, 1)^{Q \times N} \mid \sum_t \tilde{x}_{tn} = 1, \forall n \right\}
\]

then, both problems (DP1) and DP2 reduce to the same power allocation problem (CP3) below in which the only variable left is the power allocation policy \( x_{qn} \) at the SU’s.

\[
\min \sum_q \sum_n p_{qn} \chi_{x_{q,n}}
\]

s.t.
\[
\begin{align*}
0 \leq & \sum_n g_{qn} p_{qn} \chi(x_{q,n}) - \tilde{p}_q, \forall q \in Q \\
0 \leq & \sum_q g_{qn} \left( \frac{1}{x_{q,n}} - \frac{1}{\tilde{x}_{q,n}} \right) p_{qn} - \tilde{p}_q, \forall q, n \\
\sum_q x_{qn} \log_2 \left( 1 + \frac{\tilde{g}_{qn} p_{qn}}{\tilde{x}_{q,n}} \right) & \geq R_{q,n}^\text{min}, \forall n.
\end{align*}
\]

On the one hand, if the scheduling parameter equals zero, \( \tilde{x}_{q,n} = 0 \), then the corresponding optimal power is also zero \( \tilde{p}_{qn} = 0 \) (because the optimal power is linear in \( x_{qn} \)). On the other hand, if the scheduling parameter equals one, \( \tilde{x}_{q,n} = 1 \), then the optimal powers \( \tilde{p}_{qn} \) are given by a water-filling type of solution over the allocated spectrum. Thus, whenever \( \tilde{x} \) is fixed, both problems (DP1) and DP2 reduce to solving the same Q decoupled power allocation problems.

It remains to prove that both DP2 and (DP1) have the same set of optimal spectrum allocation policies \( x^* \). The optimal powers \( p^* \) will follow by solving (CP3). Assuming that (DP1) is feasible, we can easily check that the optimal
solutions of (DP₁) meet all the constraints of DP₂ as well. Adding the fact that the feasible set of (DP₁) contains (and is larger) than the feasible set of DP₂, we conclude that the optimal solution sets of the two problems are identical.

**Theorem 3.** If (CP₂) is feasible, then all solution of (CP₂) that are discrete w.r.t $x^*$ are the optimal solutions of (DP₁).

This Theorem follows from Propositions 4 and 5. In Proposition 5, we have shown that both discrete problems DP₂ and (DP₁) are equivalent. Moreover, from Proposition 4, we have shown that the optimal discrete solutions of DP₂ are the discrete solutions of (CP₂). Thus, we can conclude that all discrete solutions of (CP₂) are the optimal discrete solutions of (DP₁).

**Corollary 1.** The feasibility of the relaxed problem (CP₂) implies the feasibility of (DP₁).

This is important because the feasibility of (CP₂) problem, which is a convex problem, is much simpler to study than the feasibility of the discrete problem (DP₁). In other words, to decide whether the initial problem (DP₁) is convex, we have simply to solve the problem of feasibility of (CP₂) which is convex.

In conclusion, our results show that Algorithm 1, initially built to solve (CP₂), selects only the optimal discrete solutions and actually solves DP₂. From Proposition 3, both discrete problems DP₂ and (DP₁) are equivalent; thus, our projected sub-gradient Algorithm 1 solves the initial problem (DP₁) and converges to the optimal scheduling and power allocation policy whenever the problem is feasible.

In the following section, we will present some simulation results which illustrate the performance of our projected sub-gradient algorithm.

## 4 Numerical results

All observations in this section have been verified via extensive simulations with generic system parameters. We have selected only a few of the most illustrative and interesting results to be presented next.

### 4.1 Power consumption efficiency

We start by comparing the overall power consumption between our optimal scheduling policy and arbitrarily scheduling techniques such as interleaved and block-wise spectrum scheduling [35]. Once the spectrum scheduling is fixed, computing the power allocation policies follows via water-filling type of sub-gradient methods. We focus only on the cases in which the problem is feasible and in which our Algorithm 1 converges to the optimal solution of (DP₁). Thus, for each of $10^8$ random channel realizations, we choose the minimum target QoS that are equal to the rates in the sufficient conditions of Theorem 2.

Figure 2 illustrates this comparison as function of $N \in \{Q, 2Q, 4Q, 8Q, 16Q\}$ in the scenario: $4 \leq Q = 4, K = 8$, the channel gains are drawn randomly $|g_{qn}^{(k)}| \sim \mathcal{N}(0, 4)$, $\forall q, \forall n, \forall k$ and $s_{qn} \sim \mathcal{N}(0, 20)$, $\forall q, \forall n$, $P_q^{(k)} = 10$ mW, $\forall q, \forall k$, $P_{peak}^{(k)} = 20$ mW, $\forall q, \forall n, \forall k$.

We remark that the interleaved and block-wise allocations have the same average performance because of the independent and identically distributed (i.i.d) channel gains. Our algorithm outperforms these two fixed-spectrum allocations (interleaved or block-wise allocation), and the performance gap decreases with $N$.

The sufficient conditions guaranteeing the existence of a solution and the convergence of Algorithm 1 are not tight in general as they rely on the use of $Q$ bands alone and on the assumption that each SU is allowed to transmit in its worst channel. Finding tighter sufficient conditions that are tractable seems a very difficult task. Therefore, we study the performance of our algorithm in the cases in which the sufficient conditions are not met.

![Fig. 2 Average power consumption vs. number of bands $N \in \{Q, 2Q, 4Q, 8Q, 16Q\}$ for $Q = 4$ when the sufficient conditions are always met. Our optimal spectrum scheduling outperforms the two others spectrum scheduling allocations (interleaved and block-wise)](image)
4.2 Problem feasibility

Figure 3 illustrates the empirical probability (over \(10^4\) random channels realizations) that the problem (DP1) is not feasible as function of the target QoS \(R^\text{min}\) in the following scenario: \(N = 4, K = 8, Q = 2, R^\text{min} = R^\text{min}, \forall q, R^\text{max} = 10\) mW, \(\forall q, \forall k, s = \left(27.8797, 2.0727, 0.7779, 4.3263\right)^4\), \(P^\text{peak}_{qn} = 20\) mW, \(\forall q, \forall n, \forall k\) and the interfering channel gains are drawn randomly such that \(g^{(k)}_{qn} \sim N\left(0, \sigma^2\right), \forall q, \forall n, \forall k\) for an arbitrary chosen value \(\sigma^2 = 2\).

In order to decide whether the problem is feasible or not, we test if the algorithm converges before the maximum number of iterations is reached. From Proposition 3 and Theorem 3, if the algorithm converges, then the convergence point is an optimal solution of (DP1). For practical reasons, if the algorithm reaches the maximum number of iterations before convergence, we decide that the problem is not feasible. This approach is based on an empirical search for the maximum number of iterations. In this setting, we fix \(10^5\) maximum number of iterations.

In Fig. 3, we remark that there is a threshold, \(R^\text{min} \simeq 6.25\) bps, below which a solution exists and above which the problem is not feasible. The other two plotted thresholds, CS and CN, illustrate the worst case sufficient conditions and necessary conditions over all random realizations and are computed as follows. We denote by \(R^\text{CS}(t)\) the sufficient condition rates of Theorem 2 for the random channel realization \(t \in \{1, \ldots, 10^4\}\). Similarly, we denote the necessary condition rates by \(R^\text{CN}(t)\) of Theorem 1 which also depend on the random realization \(t\). The threshold CS represents the minimum value of the rates \(R^\text{CS}(t)\) over all SUs and over all random channel realizations: \(CS = \min_{q,t} \left\{R^\text{CS}(t)\right\} = 1.44\) bps and the threshold CN represents the maximum value of the rates \(R^\text{max}(t)\) over all SUs and over all random channel realizations: \(\max_{q,t} \left\{R^\text{CN}(t)\right\} = 12.86\) bps.

Although the CS and CN values in Fig. 3 are worst case conditions (over all random channels and all SUs), they still show that our sufficient and necessary conditions are not tight in general, as discussed in Section 3.1. This means that there are a lot of cases in which we do not know a priori whether the problem is feasible or not: all cases in which sufficient conditions are not met but the necessary conditions are met.

4.3 Necessary conditions are not met

We illustrate now the case in which the necessary conditions are not met, i.e., when there exists at least one SU \(q\) such that the target rate is above the maximum achievable rate in Theorem 1: \(R^\text{min} \geq R^\text{max}\). We consider the following setting: \(N = 4, K = 8, Q = 2, R^\text{max} = 10\) mW, \(\forall q, \forall n, \forall k, s = \left(27.8797, 2.0727, 0.7779, 4.3263\right)\). \(P^\text{peak}_{qn} = 27.8797, 2.0727, 0.7779, 4.3263\) mW, \(\forall q, \forall n, \forall k\) and the interfering channel gains are drawn randomly such that \(g^{(k)}_{qn} \sim N\left(0, \sigma^2\right), \forall q, \forall n, \forall k\) for an arbitrary chosen value \(\sigma^2 = 2\).

We fix the target rates \(R^\text{min} = R^\text{max} = 13\) bps which are higher than the maximum rates that each SU could achieve if they were alone in the system: \(R^\text{max} = 8.0803\) bps, \(R^\text{max} = 12.8686\) bps.

Figure 4 illustrates the evolution of the Lagrange multipliers \(\mu_q\) and \(\beta_q\) corresponding to the average constraints over the algorithm’s iterations. We remark, that Algorithm 1 does not converge before the maximum number of iterations is reached. In this case, we decide that the problem is not feasible. An alternative would be to further increase the maximum number of iterations, but this process has to be finite and a pragmatic decision has to be made at some point.

4.4 Sufficient conditions are not met although necessary conditions are met

Here, we illustrate the case in which the necessary conditions are met and at least one of the sufficient conditions is not met in the same setting as Fig. 4 except for the target...
Fig. 4 Algorithm 1 reaches the maximum number of iterations (10^5) before convergence.

rates which are in between the thresholds of the sufficient conditions and the necessary conditions.

4.4.1 Convergence of Algorithm 1

In Fig. 5, we want to check whether our projected subgradient algorithm converges to an optimal solution or not.

In Fig. 5a, we plot the Lagrange multipliers $\mu_n$, $\beta_q$ of the scheduling and target rate constraints when the minimum target rates are $R_{\text{min}}^1 = R_{\text{min}}^2 = 3$ bps. We can see that our algorithm converges in this case and, thus, the problem is feasible and solved via Algorithm 1. Indeed, the Lagrange multipliers converge to the optimal values $\mu^*_n$ and $\beta^*_q$ that are strictly positive, and the scheduling and rate constraint are satisfied with equality.

In Fig. 5b, we fix the minimum target rates $R_{\text{min}}^1 = R_{\text{min}}^2 = 8$ bps. In this case, we remark that our algorithm reaches the maximum number of iterations. Because of such high target rates, our algorithm does not converge and, thus, the problem has no solution.

4.5 Water-filling solution

Figure 6 illustrates the optimal scheduling and power allocation policies in the case in which our algorithm converges for the same scenario as in Fig. 5a.

We remark that the optimal solution is fair in terms of bands per SU; two bands are allocated to each SU. Band 1 and 4 are allocated to SU_1, since SU_1 has higher SNR than SU_2 in these bands. Band 2 and 3 are allocated to SU_2 for the same reason. This power and spectrum allocation policy satisfies all KKT conditions, thus, it is the optimal solution.

In conclusion, when the sufficient conditions are not met although the necessary conditions are met, we do not know a priori if Algorithm 1 converges or not. Nevertheless, we can still exploit our algorithm to decide whether the problem is feasible or not and to compute the optimal solution when it exists. If the algorithm converges before reaching the maximum number of iterations, then we know that the problem is feasible and that the convergence point is an optimal solution to (DP_1). Otherwise, we can increase the maximum number of iterations or decide that the problem is not feasible and has no solution. In such cases, instead of not allowing any SU to transmit, the spectrum manager (instead of not allowing any opportunistic user to transmit) can decrease the minimum SU target rates (lower QoS may be better than no QoS in low data rate applications) or may even decide to schedule only a subset of the SUs and turn the problem into a feasible one [8].

As we have seen before, there exist other cases in which the Algorithm 1 does not calculate the solution. This happens in the indecision cases between several SUs (i.e., to decide whether the SU is allowed to transmit in a given band or not). In the following, we will try to solve some of these specific cases.

5 Particular case: symmetric systems

In this section, we are interested in a specific symmetric system in which Algorithm 1 is not suitable to compute the solution. This happens whenever ties arise between several SUs when deciding on the SU to be allocated a given band: if several SUs have the same maximum value for the decision parameter $\mu^*_n$ described in Section 3.2.1 (there exist two SUs $q \neq r$ such that $\varphi_{qn} = \varphi_{rn} = \mu^*_n$).

Consider the completely symmetric system in which all SUs experience the same channel gains, the same peak and total interference constraints, and have the same target rates: $s_{qn} = s$, $g_{qn} = g$, $P_{\text{peak}}^{qn} = P_{\text{peak}}$, $\bar{P}_q = \bar{P}$, and $R_{\text{min}}^q = R_{\text{min}}$, $\forall n$, $\forall q$.

Remark 5.1. In this case, the optimal power allocation is such that every SU uniformly allocates its power over its allocated bands. For any scheduling policy $x$, the optimal
power allocation is a water-filling type solution [11, 12] derived from the KKT conditions:

$$p_{qn}^* = \begin{cases} \frac{1}{\mathbf{b}} \left[ \frac{\mathbf{b}_{q}^*}{1 + \mathbf{b}_{q}^*} - 1 \right]_{\text{peak}} & \text{if } x_{qn}^* = 1 \\ 0 & \text{otherwise} \end{cases}$$

(18)

and, thus, we have $p_{qn}^* = p_{q}^*$ for any band $n$ that is used at the optimal solution.

In the following, the main idea is to simplify the problem (DP1) in which the unknowns are $x$ and $p$ and reduce it into a problem in which the only unknown is $N_{q}^*$, $\forall q$ where $N_{q}^*$ denotes the number of bands allocated at the optimum to the SU$_{q}$:

$$N_{q}^* \triangleq \text{Card} \left\{ n \in \mathcal{N} \mid x_{qn}^* = 1 \right\}.$$

From Proposition 2, since the scheduling constraint is satisfied with equality, the overall number of bands allocated to the SUs, at the solution, equals the total number of bands $N$.

$$\sum_{q} N_{q}^* = N.$$  \hspace{1cm} (19)

According to Proposition 1 (rate constraint is met with equality) and Remark 5.1 (uniform power allocation is optimal), we can write the optimal power as:

$$p_{qn}^* = \begin{cases} \frac{1}{\mathbf{b}} \left( \frac{\text{R}_{\text{min}}}{N_{q}} - 1 \right) & \text{if } x_{qn}^* = 1 \\ 0 & \text{otherwise} \end{cases}.$$
Using (19), the discrete problem (DP₁) simplifies as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{q \in \mathcal{Q}} N_q \left( \exp \left( \frac{R_{\min}}{N_q} \right) - 1 \right) \\
\text{s.t.} & \quad \frac{N_q}{s} \left( \exp \left( \frac{R_{\min}}{N_q} \right) - 1 \right) \leq \frac{P}{g}, \forall q \\
& \quad \frac{1}{s} \left( \exp \left( \frac{R_{\min}}{N_q} \right) - 1 \right) \leq \frac{P_{\text{peak}}}{g}, \forall q \\
& \quad \sum_{q=1}^{Q} N_q = N \\
& \quad N_q \in \mathbb{N}^*, \forall q. 
\end{align*}
\]

This problem is interesting as it is no longer a joint scheduling and power allocation problem \((x, p)\) and depends only on the number of allocated bands at the optimum \(N_q^*, \forall q\).

For simplicity reasons, we start by assuming that the number of available bands is proportional to the number of SUs. This means that the ratio \(N/Q\) is an integer: \(N/Q \in \mathbb{N}\).

Now, we will prove that the optimal solution to problem (DPₙ) is to allocate the spectrum in a fair way to the SUs.

**Proposition 6.** The optimal solution of the problem (DPₙ), when feasible, is to uniformly allocate the spectrum to the SUs:

\[
N_q^* = \frac{N}{Q} \quad \forall q. 
\]

The proof of this Proposition is detailed in Appendix D. The closed-form solution of the power allocation policy is given by:

\[
p_{qn}^* = \begin{cases} 
\frac{1}{s} \left( \exp \left( \frac{R_{\min}}{N} \right) - 1 \right) & \text{if } x_{qn}^* = 1 \\
0 & \text{otherwise}
\end{cases}
\]

where \(\{x_{qn}^*\}_{qn}\) is any spectrum allocation policy such that every band is used and each SU is allocated exactly \(N/Q\) bands.

In conclusion, in order to minimize the power consumption of the CR symmetric system, all the spectrum has to be used (see Proposition 1). Since all SUs have the same channel conditions, the spectrum manager does not privilege any particular SU and the spectrum is divided equally among them. There are many ways to allocate the spectrum either by an interleaved or block-wise allocation [35]. These two types of allocations are all equivalent given the symmetry of the system. Then, each SU allocates uniformly its power as in (21) over its allocated bands.

In the following Table 1, we compare the optimal value of the objective function \(\sum_q \sum_n p_{qn}^*\) in different particular cases regarding the scheduling policy to illustrate that the fair spectrum allocation among the different users is optimal. We consider the following scenario, which falls into the hypothesis of Proposition 6: \(Q = 3\) SUs, \(N = 9\) bands, \(R_{\min} = 3\) bps, \(T\) is chosen randomly such that \(1 < T < N - 2\), we choose \(T = 3\) and the SINR \(s = 2\). Notice

| SU1 | SU2 | SU3 | \(\sum_{n,q} p_{qn}^*\) (mW) |
|-----|-----|-----|---------------------------|
| \(N/3\) | \(N/3\) | \(N/3\) | 2.5774 |
| \(N/3 + 1\) | \(N/3 - 1\) | \(N/3\) | 3.1585 |
| \(N - 1\) | \(1\) | \(T\) | 10.6598 |
| \(N - 2\) | \(1\) | \(1\) | 19.3531 |
that all permutations of \( \left\{ \frac{N}{Q}, \frac{N}{Q} - 1, \frac{N}{Q} + 1 \right\} \) are equivalent by symmetry and lead to an identical power consumption; therefore, we provide only one of these permutations in the Table. We remind that the sum of the allocated bands must be equal to \( N \) i.e. \( \sum_q N_q = N \).

We remark that exactly \( \frac{N}{Q} \) bands are allocated to each SU. This numerical result validates our Proposition 6.

Next, we provide a more general solution, in the case in which the number of bands is not proportional to the number of SUs, \( N/Q \notin \mathbb{N} \). It turns out that the optimal solution to problem (DPₙ) is very similar to the fair spectrum allocation discussed above.

**Proposition 7.** The optimal solution of the problem (DPₙ) when feasible is given as follows:

\[
N_q^* = \begin{cases} \left\lfloor \frac{N}{Q} \right\rfloor + 1 & \text{if } q \in \left\{ 1, \ldots, N - \left\lfloor \frac{N}{Q} \right\rfloor Q \right\} \\ \left\lfloor \frac{N}{Q} \right\rfloor & \text{if } q \in \left\{ N - \left\lfloor \frac{N}{Q} \right\rfloor Q + 1, \ldots, Q \right\} 
\end{cases}
\]

(22)

where \( \lfloor y \rfloor \) denotes the integer part of \( y \). The proof of this Proposition is detailed in Appendix D. The optimal power allocation is uniform over all bands that are used by the SUs and is given by (21). The difference with the previous case lies in the number of bands that each SU can use.

In conclusion, when solving the (DPₙ) problem in this symmetric system and because of the convex shape of the objective function in a continuous space, two cases arise: (1) either the solution to the relaxed convex continuous problem (i.e., \( N/Q \)) is integer and the fair spectrum allocation is optimal \( N_q^* = \frac{N}{Q} \), \( \forall q \); (2) or the solution \( N_q^* \) is not an integer and each SU is allocated either \( \left\lfloor \frac{N}{Q} \right\rfloor \) or \( \left\lfloor \frac{N}{Q} \right\rfloor + 1 \) bands such that \( \sum_q N_q^* = N \). This means that the solution is not perfectly fair (as the previous case) and a subset of \( \left\{ N - \left\lfloor \frac{N}{Q} \right\rfloor Q + 1, \ldots, Q \right\} \) SU's will be allocated an additional band.

Aside from this particular case (w.r.t. the system parameters), there are other interesting cases but more complicated to solve: (1) the case in which a SLq has the same channel gains and peak interference thresholds over all the frequency bands, but two different SUs do not necessary have the same channel conditions: \( s_{qn} = s_q, g_{qn} = g_q, p_{qn}^{\text{peak}} = p_q^{\text{peak}}, \forall n \); (2) the case in which in a band \( n \) all SUs have the same channel gains and peak interference thresholds: \( s_{qn} = s_n, g_{qn} = g_n, p_{qn}^{\text{peak}} = p_n^{\text{peak}}, \forall q \). Although, in the first case (1), we can simplify the problem using the optimal power uniform allocation for each SLq, an analytical solution seems difficult or even impossible to find since, as opposed to the perfectly symmetric case, we can no longer conclude from the KKT conditions that the number of allocated bands is the same for all SUs. In the second case, we can no longer use the fact that the optimal power allocation is uniform over the allocated spectrum, so we cannot even simplify the problem as the symmetric case. Since these cases seem difficult and arise with probability zero in practice, we will not detail them here.

### 6 Conclusions

In this work, we have investigated the usage of full CSI by a cognitive radio manager to jointly schedule spectrum access and power allocation for opportunistic users in a power-efficient CR network. Two main challenges emerge in the underlying optimization problem. A first difficulty lies in the QoS and interference power constraints which may not be met simultaneously. To tackle this issue, we have provided general necessary conditions and sufficient conditions for the existence of an optimal solution.

A second challenge lies in the non-convexity of this problem because of the discrete scheduling policies. This aspect is overcome by exploiting a specific Lagrangian relaxation technique. We have proposed an iterative projected sub-gradient algorithm converging to the optimal joint power and spectrum policy whenever the problem is feasible and the channels are asymmetric. It turns out, that the convergence point is the optimal solution to the initial discrete problem. We have also studied the particular case of a symmetric CR network for which a closed-form solution is found.

Future work may consider further analysis of the cases in which the problem is unfeasible. Instead of not scheduling any SU, the radio-resource manager may decide to remove a subset of SUs chosen (similarly to [8]) to make the optimization problem feasible with a limited outage probability.

### Endnotes

1. We denote \( [x]_a^b = \begin{cases} a & \text{if } x \leq a \\ x & \text{if } a < x < b \\ b & \text{if } x \geq b \end{cases} \)

2. We denote by \( [x]^+ = \max(x, 0) \).

3. We denote by \( \mathbb{I} (x_{qn}) \) the quantity that equals one if \( x_{qn} = 1 \) and zero otherwise.

4. We denote by \( s_{qn} = [s_{qn}]_{qq} \) the \( Q \times N \) dimensional matrix with entries \( s_{qn} \) for all SUs and all bands.

5. We denote by \( g_{qn}^{(k)} = \left[ g_{qn}^{(k)} \right]_{qn} \) the \( Q \times N \) dimensional matrix with entries \( g_{qn}^{(k)} \) for all SUs and all bands., \( \forall k, p_{qn}^{\text{peak(k)}} = 20 \text{ mW}, \forall q, \forall n, R_{1}^{\text{CS}} = 1.4421 \text{ bps}, R_{2}^{\text{CS}} = 4.7488 \text{ bps} \).

6. We denote by \( \text{Card}(X) \) the cardinal value of the set \( X \).

7. We denote by \( ||X||_2 \) the euclidean norm of \( X \).
Appendix A: Feasibility of the joint scheduling and power allocation problem
In the following, we will provide both necessary conditions and sufficient conditions for the existence of at least one solution to \((DP_1)\) problem.

A1. Proof of Theorem 1, necessary conditions for the existence of a solution
i) We start with a particular case in which \(Q = 1, N \geq Q, K \geq 1\). There is only one SU occupying all the spectrum \(i.e., x_{1n} = 1\). In this case, we consider the constrained rate maximization problem at the SU level in order to find the maximum achievable rate under interference constraints to PUs. A necessary and sufficient condition (CNS) to have a solution is given by \(R_1^{\text{min}} \geq R_1^{\text{max}}\). Otherwise, if the rate of the SU is too restrictive \(i.e., \), the minimum rate requirement is above \(R_1^{\text{max}}\), even if this SU owns all the spectrum, there can be no solution meeting all the constraints and the feasible set is void. We can summarize this necessary and sufficient condition as follows:

\[
\begin{align*}
Q = 1, N \geq Q, K \geq 1 & \quad \implies \quad R_1^{\text{min}} \geq R_1^{\text{max}} \\
\therefore \quad S_F & \neq \emptyset
\end{align*}
\]

ii) Now, we assume that \(Q \geq 1, N \geq Q, K \geq 1\). If we allocate all the spectrum to only one SU, then it must satisfy its rate requirement otherwise the problem cannot have a solution and the feasible set is void. Thus, each SU must have the demand for its minimum rate lower than the rate that it would have if it was the only SU in the spectrum \(R_1^{\text{min}}\) defined in (5). Assume that it exists an arbitrary SU \(\ell\), such that it is the only SU in the spectrum \(i.e., x_{1n} = 1, \forall n\) and if \(R_1^{\text{min}} > R_1^{\text{max}}\) then there is no solution and \(S_F = \emptyset\). We summarize this necessary condition as follows:

\[
\begin{align*}
Q \geq 1, N \geq Q, K \geq 1 & \quad \exists \ell: R_1^{\text{min}} > R_1^{\text{max}} \\
\therefore \quad S_F & = \emptyset
\end{align*}
\]

A2. Proof of Theorem 2, sufficient conditions for the existence of a solution
Assume that \(Q \geq 1, N \geq Q, \forall K\), we want to find sufficient conditions (CS) on the system parameters that ensure the existence of a pair \((x, p)\) that satisfies all the constraints simultaneously. In order to find these sufficient conditions, we construct \(\tilde{x}\) and \(\tilde{p}\) that satisfy the scheduling and power constraints and are defined by:

\[
\tilde{x}_{qn} = \begin{cases} 1 & \text{if } q = n \\ 0 & \text{otherwise} \end{cases}
\]

and

\[
\tilde{p}_{qn} = \min_k \left\{ \frac{P_q^{(k)}}{g_{qn}}, \frac{P_{\text{peak}}^{(k)}}{g_{qn}} \right\} \delta_{q=n}.
\]

Such construction of \(\tilde{x}\) is possible because we assumed that \(N \geq Q\). Now, we want to find the CS such that the constructed pair \((\tilde{x}, \tilde{p})\) (which respects the scheduling and the power constraints) satisfies also the minimum rate constraint. The achievable rate of the SU \(q\) under the constructed spectrum and power allocation is

\[
R_q(\tilde{x}_{qn}, \tilde{p}_{qn}) = \sum_n \tilde{x}_{qn} \log_2 \left( 1 + \frac{\tilde{p}_{qn} \tilde{x}_{qn}}{X_{\text{cn}}} \right) = \tilde{x}_{qn} \log_2 \left( 1 + \frac{\tilde{p}_{qn} \tilde{x}_{qn}}{X_{\text{cn}}} \right) = \log_2 \left( 1 + \frac{s_{qq} \tilde{p}_{qq}}{g_{qq}} \right).
\]

It turns out that this rate is higher than the rate of the worst channel gain \(\min_q(s_{qq})\). Thus, the resulted rate in the previous equality becomes:

\[
R_q(\tilde{x}_{qn}, \tilde{p}_{qn}) \geq \log_2 \left( 1 + \min_n \left\{ s_{qq} \min_k \left\{ \frac{P_q^{(k)}}{g_{qq}}, \frac{P_{\text{peak}}^{(k)}}{g_{qq}} \right\} \right\} \right). \quad \text{(25)}
\]

This inequality follows from the definition of the constructed power in (24). So, the rate constraint is always satisfied if the minimum target rate \(R_q^{\text{min}}\) is lower than this threshold in (25) and then the feasible set is non-void. To summarize, we have the following sufficient conditions:

\[
\begin{align*}
Q \geq 1, N \geq Q, K \geq 1, \forall q & \quad R_q^{\text{min}} \leq \log_2 \left( 1 + \min_n \left\{ s_{qq} \min_k \left\{ \frac{P_q^{(k)}}{g_{qq}}, \frac{P_{\text{peak}}^{(k)}}{g_{qq}} \right\} \right\} \right) \quad \Rightarrow \quad S_F \neq \emptyset.
\end{align*}
\]

Remark that tighter sufficient conditions may be obtained directly by using the rates built in (25). They will depend on the system parameters. However, this construction is likely to be unfair from the SUs perspective and rather arbitrary as it is based on the fact that SU \(q\) is allocated precisely the band of index \(q\). Any other permutation out of the \(Q\) possibilities may be also considered to obtain better sufficient conditions for some of SUs and conservative for others.

Appendix B: Properties of the relaxed problem
B1. Proof of Proposition 1
We will show that rate constraint is satisfied with equality at the optimum:

\[
\sum_n x_{qn}^* \log_2 \left( 1 + \frac{P_{qn}^* s_{qn}}{x_{qn}^*} \right) = R_q^{\text{min}}, \forall q.
\]

Assume on the contrary \((\text{Reductio ad absurdum})\) that there exists a SU \(q\) such that at the optimum \((x^*, p^*)\):

\[
\sum_n x_{qn}^* \log_2 \left( 1 + \frac{P_{qn}^* s_{qn}}{x_{qn}^*} \right) > R_q^{\text{min}}.
\]

We choose an arbitrary band \(n\) and we prove that, in this case, SU \(q\) can reduce its overall power consumption while still meeting the constraints which leads to a contradiction. We have
\[
\sum_{m \neq n} x_{q_m}^* \log_2 \left( 1 + \frac{s_{q_m} P_{q_m}^*}{x_{q_m}^*} \right) + x_{q_n}^* \log_2 \left( 1 + \frac{s_{q_n} P_{q_n}^*}{x_{q_n}^*} \right) > R_{q_n}^\text{min}
\]
equivalent to
\[
\log_2 \left( 1 + s_{q_n} P_{q_n}^* \right) > R_{q_n}^\text{min} - \sum_{m \neq n} x_{q_m}^* \log_2 \left( 1 + \frac{s_{q_n} P_{q_n}^*}{x_{q_n}^*} \right).
\]
where \(r_{q_m}^* = x_{q_m}^* \log_2 \left( 1 + \frac{s_{q_m} P_{q_m}^*}{x_{q_m}^*} \right)\).

We build a new allocation \((x^{\text{new}}, p^{\text{new}})\) as follows: the scheduling allocation policy is the same as the optimum one \(x^{\text{new}} = x^*\) and the power allocation policy is the same as the optimum one \(p_{q_m}^{\text{new}} = p_{q_m}^*\) except in the \(n\) band in which we decrease power in order to achieve the rate \(R_{q_n}^\text{min}\) with equality such that:
\[
p_{q_m}^{\text{new}} = \begin{cases} p_{q_m}^*, & \text{if } m \neq n, \\ p_{q_n}^*, & \text{if } m = n, \end{cases}
\]
where \(p_{q_n}^{\text{new}} = \frac{1}{s_{q_n}} \left( \exp \left( \frac{R_{q_n}^\text{min} - \sum_{m \neq n} r_{q_m}^*}{s_{q_n}} \right) \right) - 1 \) and we have: \(p_{q_n}^* < p_{q_n}^{\text{new}}\). Thus, the objective function of power consumption:
\[
\sum_{n} P_{q_n}^{\text{new}} < \sum_{n} P_{q_n}^*.
\]
With this new power allocation, the user \(q\) satisfies all the constraints and has a strictly lower power consumption than the optimal power \(p^*\) which is a contradiction. So, we conclude that \(\forall q, \sum_{n} x_{q_n}^* \log_2 \left( 1 + \frac{p_{q_n}^*}{x_{q_n}^*} \right) = R_{q_n}^\text{min}\).

### B2. Proof of Proposition 2

Now, we will show that scheduling constraints are satisfied also with equality at the optimal power and spectrum allocation: \(\forall n, \sum_{q} x_{q_n}^* = 1\).

Assume on the contrary (by Reductio ad absurdum) that there exists a band \(n\) such that \(\sum_{q} x_{q_n}^* < 1\). We build another allocation \((x^{\text{new}}, p^{\text{new}})\) as follows: the allocation of the spectrum is the same as the optimum one \(x^{\text{new}} = x^*\) except for the band \(n\) which we decide to allocate to an arbitrary user \(k\) as follows:
\[
x_{k_m}^{\text{new}} = \begin{cases} x_{k_m}^*, & \text{if } m \neq n, \\ 1 - \sum_{q} x_{q_n}^* & \text{if } m = n. \end{cases}
\]

Therefore, we have that \(x_{k_m}^{\text{new}} > x_{k_m}^*\). Since we know, from Proposition 1, that the rate constraint is met with equality at the optimal solution, we build the new power allocation vector \(p^{\text{new}}\) such that the allocation of the power is the same as the optimum one \(p^{\text{new}} = p^*\) except for the user \(k\) for which:
\[
\sum_{m} x_{k_m}^{\text{new}} \log_2 \left( 1 + \frac{p_{k_m}^*}{x_{k_m}^*} \right) = R_k^\text{min}
\]
which is equivalent to:
\[
\sum_{m \neq n} x_{k_m}^{\text{new}} \log_2 \left( 1 + \frac{p_{k_m}^*}{x_{k_m}^*} \right) + \left( 1 - \sum_{q} x_{q_n}^* \right) \log_2 \left( 1 + \frac{p_{k_n}^*}{x_{k_n}^*} \right) = R_k^\text{min} + \sum_{m \neq n} x_{q_m}^* \log_2 \left( 1 + \frac{p_{q_m}^*}{x_{q_m}^*} \right) + \left( 1 - \sum_{q} x_{q_n}^* \right) \log_2 \left( 1 + \frac{p_{q_n}^*}{x_{q_n}^*} \right).
\]

Then, we obtain:
\[
p_{k_n}^{\text{new}} = 1 - \sum_{q} x_{q_n}^* \left( \exp \left( \frac{R_{q_n}^\text{min} - \sum_{m \neq n} r_{q_m}^*}{s_{q_n}} \right) \right) - 1.
\]

However, the optimal power allocation is given by
\[
p_{k_n}^* = \frac{x_{k_n}^*}{s_{k_n}} \left( \exp \left( \frac{R_{k_n}^\text{min} - \sum_{m \neq n} r_{k_m}^*}{s_{k_n}} \right) \right) - 1.
\]

Knowing that \(x_{k_n}^* < 1 - \sum_{q} x_{q_n}^*\) and that the function \(f(X) = \frac{X}{\beta} \left( \exp \left( \frac{\alpha}{X} \right) - 1 \right)\) is decreasing, we obtain that \(p_{k_n}^* > p_{k_n}^{\text{new}}\). Therefore, user \(k\) achieves the rate \(R_{k_n}^\text{min}\) with lower consumption than the optimal point \((x^*, p^*)\).

\[
\sum_{m} p_{k_n}^{\text{new}} < \sum_{m} p_{k_n}^*.
\]

Thus, we have a pair \((x^{\text{new}}, p^{\text{new}})\) that satisfies all the constraints and gives us a strictly lower power consumption than the optimum which is a contradiction. Then, all average scheduling constraints are satisfied with equality.

In conclusion, if a SU uses an extra bandwidth, it achieves the same rate \(R_{k_n}^\text{min}\) with less power consumption. Therefore, at the optimum all bands are entirely used.

### Appendix C: Convergence proof

In the following, we will prove that if the feasible set of problem (CP2) is non-void, then our projected sub-gradient Algorithm 1 converges always to an optimal solution.

In order to prove the convergence of our algorithm, we start by proving that our dual function \(G(\lambda, \beta)\) in Step 4 is concave with respect to \((\lambda, \beta)\).

Given that the Lagrangian \(L(\lambda, \beta, \mu, x, p)\) in Step 1 is affine in \(\lambda, \beta, \mu\) and \(x, p\) and according to [14], the point-wise infimum \(G(\lambda, \beta, \mu) = \min_{(\lambda, \beta, \mu, x, p)} L(\lambda, \beta, \mu, x, p)\) is then jointly concave w.r.t \(\lambda, \beta, \mu\). Since the resulting dual function \(G(\lambda, \beta, \mu)\) is jointly concave w.r.t \((\lambda, \beta)\) and \(\mu\) and according to the theorem detailed in [36] (Appendix B.15), we obtain the concavity of the function \(G(\lambda, \beta) = \max_{\mu} G(\lambda, \beta, \mu)\).

Inspired by [14] and since \(G(\lambda, \beta) = -\sum_{n} \max_{q} q_{\mu_n}^{\lambda_n}(\lambda_n, \beta_n) + \sum_{n} \beta_{n} R_{q_n}^\text{min} - \sum_{k} \sum_{q} x_{q_n}^* \beta_{k_{q_n}}^{\lambda_{q_n}}\) is jointly concave w.r.t \(\lambda\) and \(\beta\) but not differentiable because of the piecewise function \(q_{\mu_n}\), in order to maximize \(G(\lambda, \beta)\), we propose to use a projected sub-gradient method such that
\[
X^{(t+1)} = \left( X^{(t)} - \tau D^{(t)} \right)^+, \tag{27}
\]
where \(X^{(t)}\) is the update of the problem variable \(X = (\lambda, \beta)\) at time \(t\). We project this variable because of the positivity
of $\lambda$ and $\beta$ and $D^{(i)}$ is any sub-gradient of $G$ at $X^{(i)}$ and $\tau > 0$ is a constant step size.

We choose the sub-gradient of the dual function $G(\lambda, \beta)$ at $\lambda, \beta$ given by the constraints

$$
D(\lambda, \beta) = \left( - \sum_n g_{qn}^2 p_{qn} + \bar{P}_q^i(k) \right) / \left( R_q (2 g_{qn}^2 p_{qn}^2) - R^\min_q \right)
$$

The proof of this proposition is based on the fact that a sub-gradient of the function $G(\lambda, \beta)$ is any vector $D$ that satisfies the inequality, $\forall(\lambda_1, \beta_1)$ and $(\lambda_2, \beta_2)$:

$$
G(\lambda_1, \beta_1) - G(\lambda_2, \beta_2) \leq D(\lambda_2, \beta_2)^T \left( \lambda_1 - \lambda_2 \right) + \left( \beta_1 - \beta_2 \right).
$$

(28)

Since $x$ and $p$ are bounded such that $0 \leq g_{qn}^2 p_{qn} \leq p_{\text{peak}}^q$ and $0 \leq x_{qn} \leq 1$, the norm of the sub-gradient is also bounded $||D(\lambda, \beta)||_2 \leq D_{\text{th}}$ such that

$$
D_{\text{th}} = \sqrt{D_{\text{th}1}^2 + D_{\text{th}2}^2}
$$

$$
D_{\text{th}1} = \max \left\{ \min_k \left\{ \bar{P}_q^i(k) \right\}, \min_k \left\{ \bar{P}_q^i(k) \right\} - N \min_k \left\{ p_{\text{peak}}^q \right\} \right\},
$$

$$
D_{\text{th}2} = \sum_n \log_2 \left( 1 + s_{qn} \min_k \left\{ \frac{p_{\text{peak}}^q}{g_{qn}^2} \right\} \right) - R^\min_q.
$$

From [14], we have that our sub-gradient algorithm converges, when $t \to +\infty$, to a neighborhood of the optimal solution depending on the step-size:

$$
\max_{i=1,...,d} ||G(\lambda^{(i)}, \beta^{(i)}) - G(\lambda^*, \beta^*)|| \leq \frac{D_{\text{th}}}{\sqrt{2} \tau}.
$$

Regarding such sub-gradient methods, there are a lot of convergence results (such as point-wise convergence) available [37, 38] for different choices of the step-size other than constant: constant step length; square summable but not summable (e.g., $t^{(i)} = a/(b + t)$, $a > 0$ and $b \geq 0$); and non-summable diminishing (e.g., $t^{(i)} = a/\sqrt{i}$, $a > 0$). The constant step-size and constant step-length choices guarantee that the sub-gradient method converges to a certain neighborhood of the optimal solution set, where the size of that neighborhood depends on the value of the step-size, in our case $\tau$. But, if we want to obtain stronger convergence results, we will have to use variable step-sizes [14, 38].

**Appendix D: Extreme case where channel gains are uniform for each SU and over each band**

We are interested in a particular symmetric case which cannot be solved by our Algorithm 1. In such a case, there are ties regarding the spectrum allocation as we can schedule one band to several SUs with no optimality loss. In this case, we assume that $s_{qn} = s$, $g_{qn} = g$, $p_{\text{peak}}^q = p_{\text{peak}}$, $\bar{P}_q = \bar{P}$, $R^\min_q = R^\min_q$, $\forall n, q$. In the following, we will prove Propositions 5, 6 and 7.

**Proof of Proposition 6 and Proposition 7**

First, we start by solving a simpler problem than $(DP_N)$ by ignoring the interference constraints (C1) and (C2) and taking into account only the scheduling constraint (C3). We begin by studying a relaxed version of this problem in which $N_q$ is a positive real:

$$
\text{minimize} \sum_{q \in Q} N_q \left( \exp \left( \frac{R^\min_q}{N_q} \right) - 1 \right)
$$

subject to

$$
\sum_{q=1}^Q N_q = N
$$

$$
N_q > 0, \forall q.
$$

This problem is convex because its the objective function is jointly convex in $(N_1, N_2, \ldots, N_Q)$ and the constraints are affine in $N_q$. The Lagrangian of this problem is given by:

$$
L(\alpha, \delta, N_q) = \sum_{q \in Q} N_q \left( \exp \left( \frac{R^\min_q}{N_q} \right) - 1 \right)
$$

$$
+ \alpha \left( \sum_{q=1}^Q N_q - N \right) - \sum_q \delta_q N_q.
$$

The KKT optimality conditions for this continuous problem are:

1) $\frac{\partial L(\alpha, \delta, N_q)}{\partial N_q} = 0, \forall q$

$$
\Rightarrow \exp \left( \frac{R^\min_q}{N_q} \right) \left( \frac{1}{s} - \frac{R^\min_q}{s N^*_q} \right) - \frac{1}{s} + \alpha - \delta_q = 0
$$

2) $\alpha^* \in \mathbb{R}$ and $\sum_q N^*_q = N$

3) $\forall q, \delta_q^* = 0$ and $N^*_q > 0$

From all these KKT conditions, we obtain the system of equations:

$$
\left\{ \begin{array}{l}
\exp \left( \frac{R^\min_q}{N^*_q} \right) \left( \frac{1}{s} - \frac{R^\min_q}{s N^*_q} \right) - \frac{1}{s} + \alpha = 0, \forall q \\
\alpha^* \in \mathbb{R} \quad \text{and} \quad \sum_q N^*_q = N \\
N^*_q > 0, \forall q.
\end{array} \right.
$$

From the first equation, we can write:

$$
\alpha^* = - \exp \left( \frac{R^\min_q}{N^*_q} \right) \left( \frac{1}{s} - \frac{R^\min_q}{s N^*_q} \right) + \frac{1}{s}, \forall q
$$

(29)
From Eq. (29) and the fact that the function $U(M) = \frac{1}{s} - \frac{1}{s} \exp \left( \frac{\gamma_{\text{min}}}{M} \right) \left( 1 - \frac{\gamma_{\text{min}}}{M} \right)$ is strictly increasing and bijective, we conclude that at the optimum, we have the same number of allocated bands $N_q^* = N_q^*$, $\forall q \neq r$. Considering the constraint $\sum_q N_q^* = N$ and using the fact that the objective function $\sum_q f(N_q)$ is convex, we have two cases for the solution of the discrete problem (DPN) without the constraints (C1) and (C2):

a) If the minimum of the objective function of the convex continuous problem $N_q^*$ is an integer then $N_q^*$ is uniform for all the SUs $N_q^* = N_q^*$, for all SUs.

b) If the minimum of the objective function $N_q^*$ is not an integer $N_q^* \notin \mathbb{N}$ then a SU$q$ is allocated either $\lfloor N_q^* \rfloor$ or $\lceil N_q^* \rceil + 1$ bands such that $\sum_q N_q^* = N$. This means that the solution is not perfectly fair as the previous case and a subset of $\left\{ N - \lfloor N_q^* \rfloor Q + 1, \ldots, Q \right\}$ SUs will be allocated one band more:

$$N_q^* = \begin{cases} \lfloor N_q^* \rfloor + 1 & \text{if } q \in \{1, \ldots, N - \lfloor N_q^* \rfloor Q\} \\ \lceil N_q^* \rceil & \text{if } q \in \{N - \lfloor N_q^* \rfloor Q + 1, \ldots, Q\} \end{cases} \quad (30)$$

Now, the objective is to prove that if (DPN) is feasible, then the optimal solution is either $N_q^* = N_q^*$, for all SUs if $N_q^* \in \mathbb{N}$ is an integer or $N_q^*$ in (30) if $N_q^*$ is not an integer. From the feasibility assumption, there exists at least one feasible $(N_1, \ldots, N_Q)$ that satisfies (C1), (C2), (C3), and (C4). From condition (C3), we have that there exists at least one index $q$ such that $\tilde{N}_q \leq \lfloor N/Q \rfloor$ (otherwise (C3) is not met). So, we have $N/Q \geq \lfloor N/Q \rfloor \geq \tilde{N}_q$.

First, from condition (C1) we have $f(\tilde{N}_q) \geq \frac{P}{g}$. The fact that $f(M) = M/s* (\exp(R_{\text{min}}/M) - 1)$ is strictly decreasing in $M$ implies

$$f(\lfloor N/Q \rfloor) \leq f(\lfloor N/Q \rfloor) \leq f(\tilde{N}_q) \leq \frac{P}{g}. \quad (31)$$

Also, we have the trivial inequality $\lfloor N/Q \rfloor + 1 \geq \lfloor N/Q \rfloor$ which leads to

$$f(\lfloor N/Q \rfloor + 1) \leq f(\lfloor N/Q \rfloor) \leq \frac{P}{g}. \quad (32)$$

Second, from condition (C2) we have: $T(\tilde{N}_q) \leq \frac{\text{peak}}{g}$, $\forall q$ where $T(M) = 1/s* (\exp(R_{\text{min}}/M) - 1)$ is the peak power required to reach $R_{\text{min}}$ with uniform allocation on $M$ bands. We know that $T(M)$ is strictly decreasing in $M$, which implies

$$T(\lfloor N/Q \rfloor) \leq T(\lfloor N/Q \rfloor) \leq T(\tilde{N}_q) \leq \frac{\text{peak}}{g}, \quad (33)$$

and also $T(\lfloor N/Q \rfloor + 1) \leq T(\lfloor N/Q \rfloor) \leq \frac{\text{peak}}{g}$. In conclusion, if (DPN) is feasible, then the optimal solution is either $N_q^* = N_q^*$ (for all SUs) provided $N_q^*$ is an integer, or $N_q^*$ in (30) otherwise.
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