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Abstract

A structure preserving proper orthogonal decomposition reduce-order modeling approach has been developed in [18] for the Hamiltonian system, which uses the traditional framework of Galerkin projection-based model reduction but modifies the reduced order model so that the appropriate Hamiltonian structure is preserved. However, its computational complexity for online simulations is still high if the Hamiltonian involves non-polynomial nonlinearities. In this paper, we apply the discrete empirical interpolation method to improve the online efficiency of the structure-preserving reduced order simulations. Since the reduced basis truncation can degrade the Hamiltonian approximation, we propose to use the basis vectors obtained from shifted snapshots. A nonlinear wave equation is used as a test bed and the numerical results illustrate the efficacy of the proposed method.
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1 Introduction

There are broad applications of Hamiltonian systems in engineering and scientific research. For real-world problems, using numerical methods to simulate such systems often requires long-time integrations of large-scale discrete systems. Because the numerical error accumulates over time, preserving intrinsic properties of the systems has been a key criterion for developing stable numerical schemes. So far, geometric integrators or structure-preserving algorithms have been introduced to exactly preserve structural properties of Hamiltonian systems. For instance, symplectic algorithms proposed in [21, 16] has achieved a remarkable success in dealing with Hamiltonian ordinary differential equations (ODEs). They have been extended to Hamiltonian partial differential equations (PDEs) and preserve the multi-symplectic conservation law [4, 36].
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In recent years, there has been an increasing emphasis on constructing numerical methods to preserve certain invariant quantities such as the total energy of dynamical systems. Several discrete gradient methods have been proposed in the literature [19, 29, 33, 8, 17].

To accelerate the long-time, large-scale numerical simulations of the Hamiltonian systems, reduced-order modeling has been considered. One such model reduction technique is the proper orthogonal decomposition (POD) method, which has been successfully applied to many time-dependent, nonlinear PDEs ([5, 6, 11, 13, 23, 24, 27, 34, 28]). The POD method extracts orthogonal basis vectors from snapshot data, and use them to span the trial space. Based on different choices of test space, either Galerkin or Petrov-Galerkin projection can be used to build a reduced order model (ROM). Such a ROM is low-dimensional, but it does not possess the Hamiltonian structure. This issue has been recently recognized and structure-preserving ROMs (SP-ROMs) have been developed to resolve it. For instance, structure-preserving Petrov-Galerkin reduced models were introduced in [3, 9] for port-Hamiltonian systems, in which the POD-based and $H_2$-based projection subspaces were considered. A proper symplectic decomposition approach using the symplectic Galerkin projection was proposed in [32] for Hamiltonian PDEs with a symplectic structure. A structure-preserving POD-ROM was introduced in [18], where the Galerkin projection-based ROM was modified so that appropriate Hamiltonian structure can be well kept. The approach has been applied to nonlinear Schrödinger equation and shallow water equations in [25, 26, 35]. Meanwhile, when non-polynomial nonlinearities appear in SP-ROMs, their computational costs still depend on the number of spatial degrees of freedom in the full-order model. Thus, a hyper-reduction method such as the discrete empirical interpolation method (DEIM) [10] has been employed as a remedy. It was combined with the Kronecker product in [30] to effectively reduce the complexity for evaluating the variable skew-symmetric coefficient matrix. In [9, 25], two different ways for applying DEIM to the gradient of Hamiltonian functions were proposed, respectively. It is worth mentioning that other types of model reduction techniques such as reduced basis method have been introduced for Hamiltonian systems as well [1, 2, 22, 31]; and ROMs have been investigated for preserving different geometric properties such as the Lagrangian structures in [7, 15].

In this paper, we consider the framework of the SP-ROM developed in [18] and extend it to the case in which the gradient of Hamiltonian involves non-polynomial nonlinearities. A structure-preserving POD-DEIM ROM is then proposed that possesses the appropriate Hamiltonian structure while reducing the online simulation cost. Due to the basis truncation, there may exist discrepancies in the Hamiltonian between the new ROM and the full-order model. Therefore, we propose to use the POD basis and DEIM basis from shifted snapshots to improve the Hamiltonian approximation.

The rest of this paper is organized as follows. In Section 2, we introduce the SP-ROMs for Hamiltonian systems including the SP-POD and SP-DEIM models; The SP-ROMs are numerically investigated in Section 3. A few concluding remarks are drawn in the last section.
2 Structure-Preserving Galerkin ROMs

Consider a general Hamiltonian PDE system

\[ \dot{u} = D \frac{\delta H}{\delta u}, \]  

(2.1)

where \( D \) is a differential operator and \( H(u) \) is the Hamiltonian, which often corresponds to the total energy of the system. When \( D \) is a skew-adjoint operator with respect to the \( L_2 \) inner product, the PDE keeps \( H(u) \) invariant, which can be easily checked using the fact of

\[ \int_{\Omega} D \frac{\delta H}{\delta u} D \frac{\delta H}{\delta u} \, dx = 0. \]

Note that when \( D \) is a constant negative semi-definite (or definite) operator with respect to the \( L_2 \) inner product, the system becomes dissipative and \( H(u) \), referred to as the Lyapunov function, would be non-increasing. In this paper, we are concerned with the former case, although the extension to the latter is natural.

Since (2.1) preserves the Hamiltonian when \( D \) is skew-adjoint, numerical methods for the PDE are expected to keep the same property at a discrete level. This has become a basic rule of thumb when designing a robust numerical scheme for the Hamiltonian PDE, especially for the purpose of long term simulations. Therefore, methods such as geometric integrators \([21, 16, 4, 36]\) or structure-preserving algorithms \([33, 20, 12, 8, 14, 17]\) have been developed to preserve such structural properties. On the other hand, for large-scale numerical simulations, in order to reduce the computational complexity, structure-preserving reduced order modeling has been introduced. Next, we first briefly review the structure-preserving approach proposed in \([18]\), and then extend it to general nonlinear cases using the DEIM.

2.1 The structure-preserving POD-ROM

Assume a suitable spatial discretization of (2.1) yields a finite \( n \)-dimensional Hamiltonian ODE system of the form (e.g. see \([8]\)):

\[ \dot{u} = D \nabla_u H(u) \]  

(2.2)

with the initial condition \( u(t_0) = u_0 \) and appropriate boundary conditions, where the coefficient matrix \( D \in \mathbb{R}^{n \times n} \) on the right-hand-side is skew symmetric. In our numerical experiments, we use the finite difference method for spatial discretization, in which \( n \) frequently equals to the number of grid points; and \( H : \mathbb{R}^n \to \mathbb{R} \) such that \( H \Delta x \) provides a consistent approximation to the Hamiltonian \( H(u) \) associated to (2.1). Note that we slightly abuse the notation here: \( u \) is used again to denote the discrete state variable in \( \mathbb{R}^n \).

Given the reduced basis matrix \( \Phi \in \mathbb{R}^{n \times r} \), the state variable \( u \) can be approximated by \( u_r(t) = \Phi a(t) \), where \( a(t) \) is the unknown, \( r \)-dimensional coefficient vector. The reduced basis vectors can be determined at an offline stage by different model reduction techniques such as the reduced basis methods, proper orthogonal decomposition (POD), dynamical mode decomposition, etc. Here, we choose the POD because it is relatively easy to use and has been applied to many
practical engineering problems. A standard Galerkin projection-based reduced order model (G-ROM) reads:

\[ \dot{\mathbf{a}} = \Phi^\top D \nabla_u H(\Phi \mathbf{a}). \]  

(2.3)

It provides a low-dimensional surrogate to (2.2) since one only solves \( \mathbf{a}(t) \) at the online stage and \( \mathbf{u}_r \) can be computed if needed once \( \mathbf{a}(t) \) is determined. However, this model does not provide a constant Hamiltonian approximation, which can be seen by checking the time derivative of \( H_r(t) \equiv H(\Phi \mathbf{a}(t)) \) as follows.

\[ \frac{d}{dt} H(\Phi \mathbf{a}) = [\nabla_a H(\Phi \mathbf{a})]^\top \dot{\mathbf{a}} \]

\[ = [\Phi^\top \nabla_u H(\Phi \mathbf{a})]^\top \Phi^\top D \nabla_u H(\Phi \mathbf{a}) \]

\[ = \nabla_u H(\Phi \mathbf{a})^\top \Phi \Phi^\top D \nabla_u H(\Phi \mathbf{a}), \]

where we use the fact that \( \nabla_a H(\Phi \mathbf{a}) = \Phi^\top \nabla_u H(\Phi \mathbf{a}) \). Since \( \Phi \) is composed of the first \( r \) left singular vectors of the snapshot matrix, \( \Phi \Phi^\top D \) is not skew symmetric as \( D \), hence, the time derivative of \( H(\Phi \mathbf{a}) \) is not ensured to be zero.

The structure-preserving POD (SP-POD) reduced order model developed in [18] modifies the above approach such that the Hamiltonian is well preserved, which has the following form:

\[ \dot{\mathbf{a}} = D_r \nabla_a H(\Phi \mathbf{a}), \]  

(2.4)

where \( D_r = \Phi^\top D \Phi \). For this reduced-order dynamical system, the time derivative of \( H_r(t) \) is

\[ \frac{d}{dt} H(\Phi \mathbf{a}) = [\nabla_a H(\Phi \mathbf{a})]^\top \dot{\mathbf{a}} \]

\[ = [\nabla_a H(\Phi \mathbf{a})]^\top D_r \nabla_a H(\Phi \mathbf{a}) \]

\[ = 0, \quad \text{as } D_r \text{ is skew-symmetric.} \]

Hence, this model possesses an invariant \( H_r(t) \). With a structure-preserving time stepping, the discrete Hamiltonian \( H_r \Delta x \) can be well preserved during long-term simulations.

### 2.2 The structure-preserving DEIM-ROM

Although (2.4) has a low dimension, its computational cost could still depend on the number of spatial degrees of freedom if \( D = D(u) \) depends nonlinearly on \( u \) or \( \nabla_u H(u) \) includes non-polynomial nonlinearities. In either case, online simulations involve certain calculations to be performed at all the grid points. To overcome this issue, hyper-reduction methods such as the DEIM have been applied. For instance, DEIM is combined with tensor product and vectorization in [30] to effectively reduce the complexity for evaluating \( D_r(u_r) \). We shall focus on the case in which \( \nabla_u H(u) \) has non-polynomial nonlinearities in this work. For completeness of presentation, we next first present the DEIM algorithm, review existing DEIM Hamiltonian approximations, and then introduce a new approach.
In general, the DEIM employs the following ansatz on a nonlinear function \( f(u(t)) \):

\[
  f(u(t)) = \sum_{j=1}^{s} \psi_j c_j(t),
\]

where \( \psi_j \) is the \( j \)-th DEIM basis vectors generated from the nonlinear snapshots

\[ f(u(t_1)), f(u(t_2)), \ldots, f(u(t_m)) \].

The DEIM, as shown in Algorithm 1, selects a set of interpolation points \( \varphi := [\varphi_1, \ldots, \varphi_s]^T \) in a greedy manner, in which \( e_{\varphi_i} \) be the \( \varphi_i \)-th column of the identity matrix.

**Algorithm 1: DEIM**

\[
\text{input} : \{\psi_\ell\}_{\ell=1}^{s} \subset \mathbb{R}^s \text{ linear independent} \\
\text{output}: \varphi = [\varphi_1, \ldots, \varphi_s]^T \in \mathbb{R}^s \\
[\|\rho\|, \varphi_1] = \max\{|\psi_1|\}; \\
\Psi = [\psi_1], P = [e_{\varphi_1}], \varphi = [\varphi_1]; \\
\text{for } \ell = 2 \text{ to } s \text{ do} \\
\quad \text{Solve } (P^T\Psi) c = P^T \psi_\ell \text{ for } c; \\
\quad r = \psi_\ell - \Psi c; \\
\quad [\|\rho\|, \varphi_\ell] = \max\{|r|\}; \\
\quad \Psi \leftarrow [\Psi \ \psi_\ell], P \leftarrow [P \ e_{\varphi_\ell}], \varphi \leftarrow \begin{bmatrix} \varphi \\ \varphi_\ell \end{bmatrix};
\]

The DEIM approximation of the nonlinear function is given by

\[
  f(u) \approx \Psi (P^T\Psi)^{-1} P^T f(u),
\]

where \( P = [e_{\varphi_1}, \ldots, e_{\varphi_s}] \in \mathbb{R}^{n \times s} \) and \( \Psi \in \mathbb{R}^{n \times s} \) is the DEIM basis matrix. Because the DEIM approximation only evaluate \( f \) at \( s \) points, it could greatly reduce the online computation. For a detailed description of the method, the reader is referred to [11].

When the discrete Hamiltonian contains non-polynomial nonlinear functions of \( u \), the gradient \( \nabla_u H(u) \) usually includes non-polynomial nonlinearities as well. It makes the online computational complexity still depend on \( n \), the number of degrees of freedom of the full-order model. To overcome this issue, a DEIM hamiltonian was proposed in [9]. It splits \( H(u) \) into two parts:

\[
  H(u) = \frac{1}{2} u^T Qu + h(u).
\]

The first part is quadratic in \( u \), where \( Q \in \mathbb{R}^{n \times n} \) is constant and positive definite, which contributes the linear component of \( \nabla_u H(u) \); the second one is the remainder, which is nonlinear and yields the nonlinearity of \( \nabla_u H(u) \). It is natural to approximate \( \nabla_u h(u) \) by a DEIM interpolation:

\[
\nabla_u h(u(t)) \approx \Psi (P^T\Psi)^{-1} P^T \nabla_u h(u(t)).
\]

Denote the DEIM projection by \( P = \Psi (P^T\Psi)^{-1} P^T \), the DEIM Hamiltonian is defined in [9] by

\[
\hat{H}(u) = \frac{1}{2} u^T Qu + h(P^T u),
\]
whose gradient is
\[ \nabla_u \hat{H}(u) = Q u + \mathbb{P} \nabla_u h(\mathbb{P}^T u). \]

Then it can be shown that \( \hat{H}_r(t) \equiv \hat{H}(\Phi a(t)) \) is invariant. However, \( u \) is approximated by \( \mathbb{P}^T u \) in this approach but \( \mathbb{P} \) is derived from the DEIM on \( \nabla_u h(u) \), which could introduce errors. In [25], a nonlinear function in \( \nabla_u H(u) \) denoted by \( \nabla_u h(u) \) is directly approximated by its DEIM interpolation \( \mathbb{P} \nabla_u h(u) \). This way could avoid approximating \( u \) by \( \mathbb{P}^T u \), but there does not exist an explicit formula of the discrete Hamiltonian. As a result, this approach cannot preserve the discrete energy exactly.

Next, we propose a new way to deal with the nonlinearity in the gradient of \( H(u) \) so that the computational complexity of nonlinear function evaluations is independent of \( n \) while keeping the Hamiltonian invariant at the discrete level. The key idea is to apply DEIM to the Hamiltonian function, not to its gradient. To this end, we first recognize a discrete Hamiltonian function can usually be written as follows:
\[ H(u) = \frac{1}{2} u^T Q u + c^T G(u), \]
where \( G \) is a nonlinear vector-valued function of \( u \), and \( c^T G(u) \) represents the non-polynomial nonlinearity. After collecting snapshots of \( G(u) \), \([G(u(t_0), \ldots, G(u(t_m))])\), we generate the following DEIM interpolation for \( G(u) \) by Algorithm 1:
\[ G(u) \approx \mathbb{P} G(u) = \Psi (\mathbb{P}^T \Psi)^{-1} \mathbb{P}^T G(u). \]

The reduced Hamiltonian is then defined by
\[ H_r(\Phi a) = \frac{1}{2} a^T Q_r a + c^T \mathbb{P} G(\Phi a), \tag{2.8} \]
with \( Q_r = \Phi^T Q \Phi \) and the associated gradient can be expressed as
\[ \nabla_a H_r(a) = Q_r a + \Phi^T J_G(\Phi a) \mathbb{P}^T c, \tag{2.9} \]
where \( J_G(\cdot) \) is the Jacobian matrix of \( G(u) \). Plugging (2.9) into (2.4), we have a structure-preserving DEIM (SP-DEIM) model:
\[ \dot{a} = D_r \nabla_a H_r(\Phi a) = D_r \left[ Q_r a + \Phi^T J_G(\Phi a) \mathbb{P}^T c \right]. \tag{2.10} \]

Using the same argument as (2.5), we can easily show the discrete Hamiltonian \( H_r \) is a constant.

**Remark 2.1** The philosophy of the proposed approach to treat the nonlinear Hamiltonian is similar to that of the way to treat nonlinear Lagrangian in [7]: the reduction and hyper-reduction are first performed to approximate the key quantity, Lagrangian in [7] or Hamiltonian in this work, and the SP-ROMs are then derived based on the reduced quantity. But [7] is concerned with second-order dynamics, while we consider general energy-preserving systems. For classical mechanical systems, our approach could lead to SP-ROMs equivalent to reduced order Euler-Lagrangian equations. For instance, for the nonlinear wave equation tested in Section 3.3, if the basis of \( u \) is used for \( v \) as well, the SP-DEIM has an equivalent second-order reduced-order dynamics that can be derived from [7].
2.3 Improvement of the Hamiltonian approximation

A small amount of POD basis functions captures most of the snapshot information, but the basis truncation would result in a loss of information. It could further result in a discrepancy in the Hamiltonian function approximation between the ROM and the FOM. Since the proposed structure-preserving ROMs are able to keep a constant Hamiltonian, it is enough to correct the initial value of the discrete Hamiltonian to improve the approximation during the reduced-order simulations. Therefore, we follow one approach developed in [18] that uses the POD basis generated from shifted snapshots.

Instead of the snapshots of state variables, \([u(t_1), \ldots, u(t_M)]\), we consider a shifted snapshot set

\[
[u(t_1) - u_0, \ldots, u(t_M) - u_0]
\]

and obtain the POD basis \(\Phi\). The associated reduced approximation becomes

\[
u_r(t) = \Phi a(t) + u_0.
\]

Accordingly, we generate DEIM basis \(\Psi\) from a shifted nonlinear snapshot set

\[
[G(u(t_1)) - G(u_0), \ldots, G(u(t_M)) - G(u_0)].
\]

The related DEIM approximation becomes \(P(G(\Phi a + u_0) + (\mathbb{I} - P)G(u_0))\).

The reduced Hamiltonian is

\[
H_r(t) = \frac{1}{2} (u_0^T + a^T \Phi^T)Q(\Phi a + u_0) + c^T[P G(\Phi a + u_0) + (\mathbb{I} - P)G(u_0)].
\]

Substituting (2.14) into (2.4), we have

\[
\dot{a} = D_r \nabla_a H_r(\Phi a + u_0)
\]

\[
= D_r [Q_r a + \Phi^T Qu_0 + \Phi^T J_G(\Phi a + u_0)]P^T c,
\]

together with the initial condition \(a(t_0) = 0\). Since \(D_r\) is skew symmetric, the model preserves the structural property and the reduced Hamiltonian would keep the same value as \(H(u_0)\) during the reduced order simulations.

3 Numerical experiments

In this section, we use a nonlinear wave equation as an example of Hamiltonian PDEs to investigate the numerical performance of the structure-preserving ROMs. Consider a one-dimensional case with a constant moving speed \(c\) and a nonlinear forcing term \(g(u)\),

\[
u_{tt} = c^2 u_{xx} - g(u), \quad 0 \leq x \leq l.
\]

The equation can be written in the Hamiltonian formulation

\[
[\begin{array}{c}
\dot{u} \\
\dot{v}
\end{array}] = [\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}] [\begin{array}{c}
\frac{\delta H}{\delta u} \\
\frac{\delta H}{\delta v}
\end{array}],
\]

\[ (3.16) \]
which has a symplectic structure. The PDE system has a constant Hamiltonian that is also the total energy:
\[
\mathcal{H}(t) = \int_0^t \left[ \frac{1}{2} v^2 + \frac{c^2}{2} u_x^2 + G(u) \right] \, dx,
\]
where \( G'(u) = g(u), \frac{\partial H}{\partial v} = -c^2 u_{xx} + g(u) \) and \( \frac{\partial H}{\partial u} = v \). After a spatial discretization using finite difference method with \( n \) uniformly distributed grid points and the mesh size \( \Delta x \), the semi-discrete system of (3.16) reads:
\[
\begin{bmatrix}
\dot{u} \\
\dot{v}
\end{bmatrix} =
\begin{bmatrix}
0 & I_n \\
-I_n & 0
\end{bmatrix}
\begin{bmatrix}
-Au + g(u) \\
v
\end{bmatrix},
\tag{3.17}
\]
where \( A \) is a discrete, scaled, one-dimensional second order differential operator. The discrete Hamiltonian is \( H\Delta x \) with
\[
H(t) = \frac{1}{2} v^\top v - \frac{1}{2} u^\top Au + c^\top G(u),
\]
where \( c \) is the all-ones vector and \( c^\top G(u) \) corresponds to the discretization of the integration of \( G(u) \).

The linear problem has been tested in [32, 18]. Here we focus on the nonlinear case \( g(u) = \sin(u) \) and \( G(u) = 1 - \cos(u) \), then \( [G(u)]_i = 1 - \cos(u_i) \) and \( [g(u)]_i = \sin(u_i) \) for \( i = 0, \ldots, n-1 \). In particular, \( c = 0.1, x \in [0, 1], t \in [0, 50], \) and periodic boundary conditions are selected in our setting. The initial condition satisfies \( u(0) = f(s(x)) \) and \( \dot{u}(0) = 0 \), where \( f(s) \) is a cubic spline function defined by
\[
f(s) = \begin{cases} 
1 - \frac{3}{8}s^2 + \frac{3}{4}s^3 & \text{if } 0 \leq s \leq 1, \\
\frac{1}{4}(2-s)^3 & \text{if } 1 < s \leq 2, \\
0 & \text{if } s > 2,
\end{cases}
\]
and \( s(x) = 10|x - \frac{1}{2}| \).

In the full-order simulation, the spatial domain is partitioned into \( n = 500 \) equal subintervals, thus the mesh size \( \Delta x = 2 \times 10^{-3} \). We use the symplectic midpoint method for the time integration with the step size \( \Delta t = 0.01 \). A three-point stencil finite difference method is taken for the spatial discretization of the 1D second order differential operator. The full order solution at time \( t_{k+1} \), \( u^{k+1}_h \) and \( v^{k+1}_h \), satisfies
\[
\begin{bmatrix}
\frac{u^{k+1}_h - u^k_h}{\Delta t} \\
\frac{v^{k+1}_h - v^k_h}{\Delta t}
\end{bmatrix} =
\begin{bmatrix}
0 & I_n \\
-I_n & 0
\end{bmatrix}
\begin{bmatrix}
-A\frac{u^{k+1}_h + u^k_h}{2} + g\left(\frac{u^{k+1}_h + u^k_h}{2}\right) \\
v^{k+1}_h + v^k_h
\end{bmatrix},
\]
where
\[
A = \frac{c^2}{\Delta x^2}
\begin{pmatrix}
-2 & 1 & 0 & 0 & \cdots & 1 \\
1 & -2 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & -2 & 1 \\
1 & \cdots & 0 & 0 & 1 & -2
\end{pmatrix},
\]
the initial data \( u^0_h \) has the \( i \)-th component equals \( h(s(x_i)) \) for \( 1 \leq i \leq n \) and \( v^0_h = 0 \). The nonlinear system is solved by the Picard iteration.
It takes 52.8 seconds to finish the full-order simulation. The time evolution of numerical solutions $u_h$ and $v_h$ and the discrete energy $H\Delta x$ are plotted in Figure 1. It is seen that the discrete energy is around $1.258 \times 10^{-1}$. Since the exact solution is unknown, in what follows, the full-order simulation results will be served as benchmark solution for ROMs.

Next, we investigate the numerical performance of three types of ROMs: i) the G-POD model; ii) the SP-POD ROMs; iii) the SP-DEIM ROMs. The criteria we shall use include: the maximum approximation error over the entire spatial-temporal domain,

$$ E_\infty = \max_{k \geq 0} \max_{0 \leq i \leq n} \sqrt{[(u_h^k)_i - (u_r^k)_i]^2 + [(v_h^k)_i - (v_r^k)_i]^2}, $$

the value of reduced-order Hamiltonian $H_r\Delta x$, and the CPU time $t_{cpu}$ for online simulations.

### 3.1 Standard G-POD ROM.

Snapshots are collected from the full-order simulation every 50 time steps. Using the singular value decomposition, we find the $r$-dimensional POD basis $\Phi_u$ and $\Phi_v$ for $u$ and $v$, respectively. The standard G-POD ROM is generated by substituting the POD approximation $u_r(t) = \Phi_u a(t)$ and $v_r(t) = \Phi_v b(t)$ into (3.17) and applying the Galerkin projection, which can be written as:

$$ \begin{bmatrix} \dot{a} \\ \dot{b} \end{bmatrix} = \begin{bmatrix} \Phi_u^\top \Phi_u b \\ \Phi_v^\top A \Phi_u a - \Phi_v^\top g(\Phi_u a) \end{bmatrix}. $$

Using the same time integration method as the full order model, we have the POD basis coefficient at $t_{k+1}$, $a^{k+1}$ and $b^{k+1}$, satisfying

$$ \begin{bmatrix} a^{k+1} - a^k \\ b^{k+1} - b^k \end{bmatrix} = \frac{1}{\Delta t} \begin{bmatrix} \Phi_u^\top \Phi_u \frac{b^{k+1} + b^k}{2} \\ \Phi_v^\top A \Phi_u \frac{a^{k+1} + a^k}{2} - \Phi_v^\top g(\Phi_u \frac{a^{k+1} + a^k}{2}) \end{bmatrix}, $$

with the initial condition $a^0 = \Phi_u^\top u_0$ and $b^0 = \Phi_v^\top v_0$.

For $r = 10$ and 20, the respective CPU times for online simulations are 0.765 seconds and 0.979 seconds. The associated maximum errors of the reduced approximations are $E_\infty = 3.291 \times 10^{-2}$ and $8.288 \times 10^{-3}$, respectively. The time evolution of Hamiltonian approximation errors
for both cases is shown in Figure 2. It is observed that the order of Hamiltonian approximation errors varies from $O(10^{-5})$ when $r = 10$ to $O(10^{-7})$ when $r = 20$. As $r$ increases, the discrete Hamiltonian becomes more accurate, but it is not time invariant as the standard G-POD ROM is not structure preserving.

3.2 The SP-POD Models.

Next, we consider the structure-preserving ROMs introduced in Section 2. Two SP-POD ROMs are applied: the first one uses the standard POD basis, named SP-POD-1; the other uses the POD basis generated from shifted snapshots, named SP-POD-2.

**SP-POD-1.** This SP-ROM has the following form:

$$
\begin{bmatrix}
    \dot{a} \\
    \dot{b}
\end{bmatrix} = \begin{bmatrix}
    0 & \Phi_u^\top \Phi_u \\
    -\Phi_v^\top \Phi_u & 0
\end{bmatrix} \begin{bmatrix}
    -A_r a + \Phi_u^\top g(\Phi_u a) \\
    b
\end{bmatrix},
$$

where $A_r = \Phi_u^\top A \Phi_u$. The coefficient matrix on the right-hand-side of the system is skew-symmetric, which has the same structure as that of the full-order model. Thus, we expect a constant discrete Hamiltonian in the reduced-order simulation. Using the symplectic midpoint scheme, the discrete system reads:

$$
\begin{bmatrix}
    a_{k+1} - a_k \\
    b_{k+1} - b_k
\end{bmatrix} = \begin{bmatrix}
    0 & \Phi_u^\top \\
    -\Phi_v^\top & 0
\end{bmatrix} \begin{bmatrix}
    -A_r \frac{a_{k+1} + a_k}{2} + \Phi_u^\top g(\Phi_u \frac{a_{k+1} + a_k}{2}) \\
    b_{k+1} - b_k
\end{bmatrix}
$$

(3.18)

with the initial condition $a^0 = \Phi_u^\top u_0$ and $b^0 = \Phi_v^\top v_0$.

Figure 3: $H_r \Delta x - H \Delta x$ of the SP-POD-1: $r = 10$ (left) and $r = 20$ (right).
It takes 0.601 seconds and 0.786 seconds to complete the simulations of SP-POD-1 model with dimensions $r = 10$ and $r = 20$, respectively. The corresponding maximum errors of the reduced approximations is $E_\infty = 3.291 \times 10^{-2}$ and $8.298 \times 10^{-3}$. Errors of the Hamiltonian approximations in both cases are presented in Figure 3. It is seen that $H_r \Delta x - H \Delta x$ possesses the same magnitude as that in the G-POD model of the same dimensions. This is because the POD truncation causes information loss, which results in the Hamiltonian approximation error. Therefore, we next correct the reduced Hamiltonian by using the POD basis from shifted snapshots.

**SP-POD-2.** This SP-ROM has the following form:

$$
\begin{bmatrix}
\dot{a} \\
\dot{b}
\end{bmatrix}
= \begin{bmatrix}
0 & \Phi_u^\top \Phi_v \\
-\Phi_v^\top \Phi_u & 0
\end{bmatrix}
\begin{bmatrix}
-A_r a - \Phi_u^\top A_0 u_0 + \Phi_u^\top g(\Phi_u a + u_0) \\
b + \Phi_v^\top v_0
\end{bmatrix}
\begin{bmatrix}
\frac{a^{k+1} + a^k}{2} - \Phi_u^\top A_0 u_0 + \Phi_u^\top g(\Phi_u \frac{a^{k+1} + a^k}{2} + u_0) \\
\frac{b^{k+1} + b^k}{2} + \Phi_v^\top v_0
\end{bmatrix}
$$

(3.19)

Using the same symplectic midpoint method, we have the discrete system as follows.

$$
\begin{bmatrix}
a^{k+1} - a^k \\
b^{k+1} - b^k
\end{bmatrix}
= \begin{bmatrix}
0 & \Phi_u^\top \Phi_v \\
-\Phi_v^\top \Phi_u & 0
\end{bmatrix}
\begin{bmatrix}
-A_r a^{k+1} + a^k - \Phi_u^\top A_0 u_0 + \Phi_u^\top g(\Phi_u a^{k+1} + a^k + u_0) \\
b^{k+1} + b^k + \Phi_v^\top v_0
\end{bmatrix}
$$

(3.20)

with the initial condition $a^0 = 0$ and $b^0 = 0$.

![Figure 4: $H_r \Delta x - H \Delta x$ of the SP-POD-2: $r = 10$ (left) and $r = 20$ (right).](image)

The CPU times of the simulations when $r = 10$ and 20 are 0.630 seconds and 0.805 seconds, respectively. The corresponding maximum errors are $E_\infty = 3.711 \times 10^{-2}$ and $1.015 \times 10^{-2}$. Figure 4 displays the time history of the discrete Hamiltonian approximation errors during the simulations in both cases. Compared with those obtained from SP-POD-1 model, the Hamiltonian approximation errors of SP-POD-2 shrink to $O(10^{-10})$ and $O(10^{-11})$ in these two cases. This illustrates the advantage of using POD basis from shifted snapshots for improving the energy approximation.

### 3.3 The SP-DEIM Models

The SP-POD models still have the computational complexity dependent on $n$ due to the nonlinearity of $g(\cdot)$. To reduce the computational cost, we utilize the SP-DEIM ROMs. Two models are applied: the first one is named by SP-DEIM-1 that uses the standard POD and DEIM basis, the other one is named SP-DEIM-2 that uses the POD basis from shifted state snapshots and DEIM basis generated from shifted nonlinear snapshots. In both models, we select the number of DEIM basis to be twice as many as that of POD basis.
SP-DEIM-1. This model has the following form:

\[
\begin{bmatrix}
\dot{a} \\
\dot{b}
\end{bmatrix} =
\begin{bmatrix}
0 & \Phi_u^\top \Phi_v \\
-\Phi_v^\top \Phi_u & 0
\end{bmatrix}
\begin{bmatrix}
-A_r a + \Phi_u^\top g(\Phi_u a) P^\top C \\
b
\end{bmatrix}.
\]  

(3.21)

With the symplectic midpoint rule, we have

\[
\begin{bmatrix}
a_{k+1} - a_k \\
b_{k+1} - b_k
\end{bmatrix} =
\begin{bmatrix}
0 & \Phi_u^\top \Phi_v \\
-\Phi_v^\top \Phi_u & 0
\end{bmatrix}
\begin{bmatrix}
-A_r \frac{a^{k+1}+a^k}{2} + \Phi_u^\top g(\Phi_u \frac{a^{k+1}+a^k}{2}) P^\top C \\
b + \Phi_v^\top v_0
\end{bmatrix}
\]  

(3.22)

with the initial condition \(a^0 = \Phi_u^\top u_0\) and \(b^0 = \Phi_v^\top v_0\).

For \(r = 10\) and 20, it respectively takes 0.141 seconds and 0.209 seconds to complete the simulations. Correspondingly, the maximum errors of the reduced-order simulations are \(\mathcal{E}_\infty = 3.364 \times 10^{-2}\) and \(8.473 \times 10^{-3}\). The errors of Hamiltonian function approximations in both cases are presented in Figure 5. Their magnitudes are close to those obtained by the SP-POD-1 model.

![Figure 5: \(H_r \Delta x - H \Delta x\) in SP-DEIM-1: \(r = 10\) (left) and \(r = 20\) (right).](image)

SP-DEIM-2. To improve the discrete Hamiltonian, we use the POD basis generated from shifted state snapshots and the DEIM basis from shifted nonlinear snapshots. The model has the following form:

\[
\begin{bmatrix}
\dot{a} \\
\dot{b}
\end{bmatrix} =
\begin{bmatrix}
0 & \Phi_u^\top \Phi_v \\
-\Phi_v^\top \Phi_u & 0
\end{bmatrix}
\begin{bmatrix}
-A_r a - \Phi_u^\top A u_0 + \Phi_u^\top g(\Phi_u a + u_0) P^\top C \\
b + \Phi_v^\top v_0
\end{bmatrix}.
\]  

(3.23)

After applying the symplectic midpoint rule, we have

\[
\begin{bmatrix}
a_{k+1} - a_k \\
b_{k+1} - b_k
\end{bmatrix} =
\begin{bmatrix}
0 & \Phi_u^\top \Phi_v \\
-\Phi_v^\top \Phi_u & 0
\end{bmatrix}
\begin{bmatrix}
-A_r \frac{a^{k+1}+a^k}{2} - \Phi_u^\top A u_0 + \Phi_u^\top g(\Phi_u \frac{a^{k+1}+a^k}{2} + u_0) P^\top C \\
b + \Phi_v^\top v_0
\end{bmatrix}
\]  

(3.24)

with the initial condition \(a^0 = 0\) and \(b^0 = 0\).

The CPU times for online simulations when \(r = 10\) and 20 are 0.143 seconds and 0.210 seconds, respectively. The associated maximum errors are \(\mathcal{E}_\infty = 3.490 \times 10^{-2}\) and \(1.311 \times 10^{-2}\). The errors are bigger than those obtained from the SP-POD-2 model, which can be improved by increasing the number of DEIM basis and interpolation points. The Hamiltonian function approximation errors for both cases are presented in Figure 6, whose magnitude are close to those in the SP-POD-2 simulations. It illustrates the SP-DEIM-2 model is able to preserve the discrete Hamiltonian.
3.4 Summary of numerical experiments

We summarize the above test cases in Tables 1-2. The results are benchmarked by the full order solutions: the discrete Hamiltonian value is $H \Delta x = 1.258 \times 10^{-1}$ and the CPU time for the full order simulation is $t_{cpu} = 52.8$ seconds.

Table 1: Nonlinear wave equations: comparison of ROMs (r=10)

|        | G-ROM          | SP-POD-1       | SP-POD-2       | SP-DEIM-1      | SP-DEIM-2      |
|--------|----------------|----------------|----------------|----------------|----------------|
| $\mathcal{E}_\infty$ | $3.291 \times 10^{-2}$ | $3.291 \times 10^{-2}$ | $3.711 \times 10^{-2}$ | $3.365 \times 10^{-2}$ | $3.490 \times 10^{-2}$ |
| $t_{cpu}$ (s)   | 0.755          | 0.601          | 0.630          | 0.140          | 0.143          |

Table 2: Nonlinear wave equations: comparison of ROMs (r=20)

|        | G-ROM          | SP-POD-1       | SP-POD-2       | SP-DEIM-1      | SP-DEIM-2      |
|--------|----------------|----------------|----------------|----------------|----------------|
| $\mathcal{E}_\infty$ | $8.288 \times 10^{-3}$ | $8.298 \times 10^{-3}$ | $1.152 \times 10^{-2}$ | $8.473 \times 10^{-3}$ | $1.311 \times 10^{-2}$ |
| $t_{cpu}$ (s)   | 0.979          | 0.786          | 0.805          | 0.209          | 0.210          |

Based on the results, we can draw the following conclusions: (i) the structure-preserving ROMs with basis from shifted snapshots (SP-POD-2 and SP-DEIM-2) are able to preserve the energy, which achieve better Hamiltonian approximations than other ROMs; (ii) using the SP-DEIM models reduces the CPU time of their SP-POD counterparts; The speedup factor could increase if the nonlinear function is more complicated or the dimension of the full order model is bigger; (iii) using the SP-DEIM models achieves approximation errors close to their SP-POD counterparts; Such differences would be negligible when more DEIM basis and interpolation points are included; and (iv) overall, SP-DEIM-2 outperforms the other ROMs discussed in this paper in terms of discrete Hamiltonian approximation, the accuracy and efficiency of reduced order simulations.

Figure 6: $H_r \Delta x - H \Delta x$ in SP-DEIM-2: $r = 10$ (left) and $r = 20$ (right).
4 Conclusions

Energy preserving schemes have been developed for simulating Hamiltonian PDEs, for which one significant property is to preserve the Hamiltonian function. When model reduction techniques such as the POD method is applied, the standard Galerkin projection would destroy this property, thus the discrete Hamiltonian is not well preserved. In [18], the structure-preserving POD have been developed that leads to a constant Hamiltonian approximation. However, the computational complexity of the SP-POD ROMs is still high when the gradient of Hamiltonian has non-polynomial nonlinearities. In this paper, we introduce a new structure-preserving DEIM that improves the online efficiency while obtaining an accurate Hamiltonian approximation from the reduced order simulations. Numerical experiments demonstrate the efficacy of the proposed approach.
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