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ABSTRACT This work investigates a mechanism for alignment of the timing on which spatially distributed and cooperative radio units transmit in radio-frequency (RF) when served over a packet-based fronthaul. It analyzes the problem by considering the imperfect clock synchronization of the radio units and the packet delay variation that fronthaul packets are subject to. Following the analysis, this paper proposes an implementation architecture for distributed RF transmission timing alignment based on synchronized triggering among radio units and centralized processing units. Throughout this discussion, special attention is given to the scheme’s impact on the overall achievable fronthaul latency. Subsequently, this work discusses both hardware and software aspects of a prototype that was developed based on field-programmable gate arrays (FPGAs). In the end, it presents results obtained on an Ethernet fronthaul testbed where the referred FPGA-based prototypes implement radio units that are synchronized using the IEEE 1588 precision time protocol or by pulse-per-second references. Results validate the functionality of the proposed architecture and illustrate various relevant choices concerning system parameters.

INDEX TERMS 5G, clock synchronization, Ethernet, fronthaul, precision time protocol.

I. INTRODUCTION

Centralized and cloud radio access networks (C-RAN) have been widely investigated as key enablers for fifth-generation (5G) mobile communications [1]. An essential component of C-RAN is the fronthaul (FH) network, which has evolved substantially to meet 5G demands. While the FH of Long-term Evolution (LTE) deployments typically consists of dedicated, synchronous and point-to-point links between baseband unit (BBU) and remote radio units (RRU), in 5G the strongest trend is for packet-based and statistically multiplexed FH [2], [3]. Furthermore, there is wide acceptance of Ethernet as the main transport [4], using time-sensitive networking (TSN) features such as the ones standardized in IEEE 802.1CM [5] and encapsulation protocols such as eCPRI [6] and IEEE 1914.3 Radio over Ethernet (RoE) [7].

A common aspect of eCPRI and RoE is that they do not provide time and frequency synchronization, unlike previous generation FH protocols such as the Common Public Radio Interface (CPRI) [8]. Instead, timing references are expected to be distributed by the typical combination of global navigation satellite system (GNSS) disciplined clocks, the IEEE 1588 precision time protocol (PTP) [9] and Synchronous Ethernet [10]. As of today, with the recently approved IEEE 1588-2019 draft standard featuring the High Accuracy profile for sub-nanosecond accuracy [11], and with ongoing efforts from the Question 13 group of ITU-T study group 15, such as the enhanced synchronous Ethernet Equipment Clock (eEEC) [12], this combination remains the state-of-the-art.

Despite the extensive literature and availability of technologies to provide synchronization over a FH network, the actual usage of timing signals in the context of C-RAN equipment is not widely treated. Our previous work in [13], for instance, discusses how an RRU’s timebase synchronized via PTP can be used to implement flow control and to synthesize coherent sampling and carrier frequencies. The present work, in turn, focuses on another essential form of...
synchronization, which is the alignment of the timing of radio transmissions.

The referred alignment can be achieved in terms of the timing of radio frame boundaries. For example, by aligning the start of the 10 ms frames of LTE or 5G new radio (5G-NR) [14] among the radio-frequency (RF) transmissions carried out by spatially distributed RRUs. Hence, the process is termed radio frame synchronization (RFS) in this text.

RFS is essential for distributed RRUs that cooperate on transmission or reception. For example, for inter-site carrier aggregation (CA), coordinated multi-point (CoMP) [15], [16], ranging-based localization [17], time-domain inter-cell interference coordination (ICIC) [18] and distributed multiple-input multiple-output (MIMO) [19]. Also, RFS is required between any pair of time division duplex (TDD) cells transmitting on the same frequency band with overlapping coverage areas in order to avoid interference between their downlink (DL) and uplink (UL) time slots [15], [16]. Each RFS use case has its accuracy requirement, although not necessarily standardized. For instance, inter-site CA requires a relative time alignment error (TAE) below 260 ns [20]. In contrast, TDD over LTE small cells requires the TAE to be less than 3 µs [21], a requirement that dates from Universal Mobile Telecommunications System (UMTS) [16] and continues for 5G-NR [22].

The difficulty of satisfying such stringent radio requirements with RFS is magnified by the asynchronous FH transport and asymmetrical FH delays. The FH packets experience packet delay variation (PDV) and traverse different paths from BBU to RRUs. Hence, the coordinated radio data sent for independent RRUs arrive in different instants. Ultimately, in the absence of an RFS mechanism, the corresponding on-air transmissions lack time alignment. Besides, while the so-called playout buffers can clean up the PDV of in-phase/quadrature (IQ) sample streams at the RRU [23], [24], they do not suffice for RFS. An additional mechanism is necessary when the goal is to time-align the IQ streams to be transmitted cooperatively by distributed RRUs.

To solve the problem, the BBUs and RRUs need to rely on a shared understanding of what time it is or on synchronized events. For example, the RRUs can align blocks of 100 LTE frames with their individual pulse-per-second (PPS) events [25], provided that the latter, in turn, are synchronized to a common reference. Alternatively, a BBU can continuously schedule when the RRUs should transmit IQ samples on air via the so-called presentation time, which is sent on FH frames of the RoE standard [7]. Similarly, BBUs and RRUs can rely on FH transmission and reception time windows in order to achieve synchronized IQ playout, as in eCPRI [6].

There are few experimental evaluations of timing alignment among cooperative RRUs and especially less concerning FH-driven schemes to align their RF transmissions. A range of studies for distributed beamforming and distributed MIMO investigate the provisioning not only of timing alignment but also of phase coherency among distributed transmitters, using testbeds based on field-programmable gate arrays (FPGAs) and software-defined radio (SDR) [26], [27]. Their solutions typically involve signal processing and over-the-air signaling between the coordinated transmitters [26] or between each transmitter and receivers [27]. However, they do not rely on the backhaul or FH network in order to achieve the timing alignment. Meanwhile, most testbed-based FH studies such as [28]–[30] focus on metrics like FH latency and PDV, rather than the RF timing alignment among cooperative RRUs. To the best of our knowledge, there are no publications focusing on practical evaluations of eCPRI’s or RoE’s mechanisms for timing alignment of distributed transmissions. While [1] briefly explains RoE’s presentation time, it is from a theoretical standpoint only.

Nonetheless, the essence of the RFS problem appears in numerous contexts. For example, SDR applications commonly require that IQ samples generated by a central host are transmitted in RF simultaneously by network-distributed SDR boards. Thus, radio transport protocols such as the VITA 49 convey timestamps associated to the timing of IQ samples [31]. For audio and video streams, the Audio/Video Transport Protocol (AVTP) defined by IEEE 1722 [32] offers a similar mechanism for normalizing network latency and maintaining sample coherence among distributed “talkers” (e.g. coordinated speakers) [33]. More generally, RFS relates to distributed, time coordinated applications, which are well discussed in [34] in the context of TSN. A particular example of interest concerns applications where a controller commands time-coordinated actions to controlled devices in advance of their scheduled time, such as discussed in [35]. This is the principle that we exploit in this work, with the controlled action being the actual RF transmission.

In this work, we aim at contributing with an in-depth analysis of radio transmission timing alignment in the FH. We describe an RFS architecture based on synchronized triggering among BBUs and RRUs and discuss various challenging practical aspects, such as the impact of clock disciplining algorithms and the RFS scheme’s contribution to the end-to-end FH latency. The latter is of particular interest, given the stringent FH latency budgets [36]. Moreover, we discuss a practical hardware implementation and present experimental results acquired with our FPGA-based prototypes under both PTP-based and PPS synchronization.

The work is organized as follows: Section II formulates the problem of distributed radio timing alignment; Section III describes the adopted RFS architecture; Section IV discusses the hardware and software of a prototype implementation; Section V gives an overview of our testbed; Section VI presents experimental results. Finally, Section VII summarizes the conclusions. For convenience, Table 1 lists the acronyms and abbreviations that are used throughout the text.

II. PROBLEM FORMULATION

The scenario of interest comprises a cluster of $K$ cooperative RRUs served by a central BBU, where the BBU generates coordinated (e.g. jointly baseband-processed) radio data
TABLE 1. List of acronyms and abbreviations.

| Acronym | Definition |
|---------|------------|
| SG      | Fifth-Generation |
| SG-NR   | Fifth-Generation New Radio |
| AVTP    | Audio/Video Transport Protocol |
| AxC     | Antenna Carrier |
| BBU     | Baseband Unit |
| BC      | Boundary Clock |
| BG      | Background |
| CA      | Carrier Aggregation |
| CBRFL   | Constant Bitrate Fixed-Length |
| CDC     | Clock-Domain Crossing |
| CoMP    | Coordinated Multi-Point |
| CPRI    | Common Public Radio Interface |
| C-RAN   | Centralized or Cloud Radio Access Network |
| DAC     | Digital-to-Analog Converter |
| DL      | Downlink |
| DMA     | Direct Memory Access |
| E2E     | End-to-End |
| eECC    | enhanced synchronous Ethernet Equipment Clock |
| EMAC    | Ethernet Medium Access Control |
| FFT     | Fast Fourier transform |
| FH      | Fronthaul |
| FIFO    | First-In First-Out |
| FPGA    | Field-Programmable Gate Array |
| GbE     | Gigabit Ethernet |
| GNSS    | Global Navigation Satellite System |
| ICIC    | Inter-Cell Interference Coordination |
| IPFF    | Inverse Fast Fourier Transform |
| IQ      | In-phase/Quadrature |
| LSB     | Least Significant Bit |
| LTE     | Long-Term Evolution |
| MAC     | Medium Access Control (layer) |
| MIMO    | Multiple-Input Multiple-Output |
| OCXO    | Oven-Controlled Crystal Oscillator |
| PDV     | Packet Delay Variation |
| PHY     | Physical (layer) |
| PLL     | Phase-Locked Loop |
| PPS     | Pulse-per-Second |
| PTP     | Precision Time Protocol |
| RF      | Radio-Frequency |
| RFS     | Radio Frame Synchronization |
| RoE     | Radio over Ethernet |
| RRU     | Remote Radio Unit |
| RTC     | Real-Time Clock |
| SDR     | Software-Defined Radio |
| TAB     | Time Alignment Error |
| TC      | Transparent Clock |
| TDD     | Time Division Duplex |
| TIC     | Time Interval Counter |
| TSN     | Time-Sensitive Networking |
| UL      | Uplink |
| UMTS    | Universal Mobile Telecommunications System |
| USRP    | Universal Software Radio Peripheral |
| UTC     | Coordinated Universal Time |
| VLAN    | Virtual Local Area Network |
| XO      | Crystal Oscillator |

streams for the RRUs. As illustrated in Fig. 1, the BBU delivers the coordinated streams to the RRUs over Ethernet frames and through transmission iterations. In the \(i\)-th iteration, it sends one Ethernet frame to each RRU \(k\) in order, starting from RRU 1 and ending at RRU \(K\). Due to PDV and distinct paths to each RRU, these frames arrive asynchronously on the FH interface of the RRUs. Meanwhile, their content, once unpacked and processed by the RRUs, forms radio frames (such as 10 ms 5G-NR radio frames [14]) that must be aligned in time on the air interface. Hence, the content cannot be transmitted on air as soon (or as late) as received from the FH. Instead, the RRUs must simultaneously trigger the on-air transmissions of coordinated radio frames.

Due to BBU’s sequential delivery of Ethernet frames, in this work, we index Ethernet frames and associated metrics using tuple \((i, k)\). Furthermore, we interchangeably refer to Ethernet frames that carry radio data as FH frames. These are neither to be confused with radio frames nor PTP frames. A single radio frame typically extends across hundreds of FH frames. For example, in LTE 20 MHz with 30.72 MHz sampling frequency, a 10 ms radio frame has 307,200 samples. Meanwhile, each FH frame typically carries content corresponding to dozens or a few hundred samples. Besides, note that the format of the data carried by FH frames depends on the adopted functional split [37], but in general, we can assume that the RRUs derive IQ samples from them.

For RFS, the goal is to align the timing on which the radio frames go on air based on the timing of IQ samples. To this end, we must consider both FH delays and hardware latencies. Thus, we define end-to-end (E2E) delay \(d_{i,k}\) as the delay measured from an internal point in the BBU hardware that handles RFS to a point in the hardware of the \(k\)-th RRU that is as close as possible to the antenna interface (c.f. reference point Ra in [6]). In contrast, delay \(\tau_{i,k}\) denotes the FH transport delay experienced by frame \((i, k)\), excluding BBU and RRU hardware latencies.

Fig. 2 illustrates the two delay definitions for a BBU that delivers radio data towards two RRUs. The BBU timestamps the departure of the first FH frame on instant \(A\), but the effective departure occurs later on instant \(B\), after the Tx hardware latency from \(A\) to \(B\). Subsequently, the frame traverses the variable-delay FH and arrives at the RRU on instant \(C\).

The content of the frame is unpacked, buffered internally and ultimately reaches the RRU’s RF interface on instant \(D\). Thus, the FH delay \(\tau_{i,1}\) is the interval from \(B\) to \(C\), whereas the E2E delay of interest for RFS is the delay \(d_{i,1}\) from the BBU to RRU 1 during the \(i\)-th iteration. Since this would involve further communication between the RRUs, it is instead more practical for the BBU to collect FH delay information and

\[\text{In addition to coincident } D \text{ and } \bar{D}, \text{ the content of the two frames must itself be aligned. We assume this is always the case, guaranteed by the BBU.}\]
schedule time-aligned RF transmissions to be executed by the RRsUs. The BBU already communicates with all RRsUs of the cluster. Hence, it can receive DL delay measurements taken and fed back by the RRsUs or, when DL and UL delays are similar, it can measure the UL E2E delays directly.

In the approach of RoE [7], the BBU uses its knowledge of the individual E2E delays to define specific presentation times for radio data such that the FH delay differences from BBU to RRsUs are normalized (c.f. latency normalization in [33]). The BBU sends this presentation time information within FH frames such that the RRsUs become aware of when they should play IQ samples out. Although the overhead for this information is negligible, the approach that we consider in this work accomplishes latency normalization with no need for RRsUs to become aware of the playout time. As will become apparent, synchronized triggers generated at the RRsUs based on local clock time alone complete the work.

The drawback of the process of latency normalization is that it enlarges the delay of all FH frames to the maximum delay observed among them. Hence, this process penalizes the frames that otherwise would traverse the FH with less delay. Besides, for extra margin, the normalization may aim at a delay that is even higher than the maximum delay among FH frames. The motivation is to increase the probability of IQ samples being available on the RRsUs when the time comes to play them out. Nevertheless, given the stringent FH latency requirements, such as the 100 µs budget mentioned in 802.1CM [5], it may be practically infeasible to assign too much margin for delays. Therefore, on practical FH deployments, it is critical for an RFS mechanism to incur the minimum (or a controllable) amount of latency.

III. PROPOSED ARCHITECTURE AND MODEL

The proposed RFS mechanism relies on triggers that are asserted periodically by the BBU and the RRsUs of a cluster. Furthermore, it involves tight control of the timing on which the BBU delivers data to the RRsUs, with corresponding buffering of data on the RRU side. In this section, we thoroughly explain this RFS architecture and the model of its associated parameters, such as the periodicity of the triggers and the required buffer depths. Furthermore, we analyze the scheme’s impact on the FH latency and the main factors to consider when choosing or estimating parameters in practice.

A. TIME-COORDINATED TRIGGERING APPROACH

In the proposed architecture, the BBU and the RRsUs of a cluster generate triggers once after every interval of duration $T$, as illustrated in Fig. 3. The trigger generated by an RRU marks the instant when it should start the transmission on air (i.e. in RF) of a new block of radio data. Thus, for RFS across distributed RRsUs, all RRsUs should strive to assert their triggers simultaneously. Meanwhile, on a BBU, the trigger indicates when it should start sending frames over the FH to the RRsUs, such that all RRsUs receive the coordinated radio data timely, i.e. before their triggers. Hence, the BBU triggers FH transmissions with time advance $\Delta$ relative to the RRU trigger time, as also illustrated in Fig. 3.

When the BBU asserts its trigger, it starts delivering a new block of radio data to the RRsUs. In this work, we define a block as a collection of radio data with enough information for all served RRsUs to produce IQ samples spanning the duration $T$ of the trigger period. Once the BBU starts, the block progressively traverses the FH over FH frames. Each RRU receives a subset of the block and stores the IQ samples that derive from it in their buffers. By the time an RRU asserts its trigger, the first IQ sample derived from its subset of the block must be available in the buffer for RF transmission. On success, provided that the RRsUs assert their triggers at nearly the same time, the RF transmissions are ultimately time-aligned. Fig. 4 illustrates this sequence for the first $K$ FH frames carrying the start of a block delivered to $K$ RRsUs.

For example, under functional split E [6], a block consists of baseband IQ samples for $J$ antenna carriers (AxCs) served...
by the BBU. An AxC, in turn, consists of an IQ flow to be transmitted on or received from one carrier at one independent antenna element [8]. Assuming for simplicity that all AxCs served by the BBU run at the same sample rate, the block must contain the following number of IQ samples:

\[ n_b = (J)(f_s)(T), \]

where \( f_s \) is the sample rate of the radio interface.

To generate triggers, we assume BBU and RRUs rely on the time count of their local real-time clocks (RTCs), which keep track of seconds and nanoseconds in hardware. Furthermore, we assume that the RTCs are continuously synchronized to a common timebase (e.g. using PTP). Hence, the corresponding triggers are also time-synchronized.

Note that although we are considering a single cluster of RRUs such as illustrated in Fig. 1, it is possible to extend the RF timing coordination to multiple clusters (served by distinct BBU). This is feasible if all clusters synchronize to the same global time base, such as Coordinated Universal Time (UTC). Also, it requires that all RRUs target at the same trigger instant, such as the beginning of UTC seconds.

With that, there are two parameters to be defined next: the trigger interval \( T \) and the time advance \( \Delta \). The following subsections thoroughly discuss them.

### B. TRIGGER INTERVAL

Two factors influence the choice of the trigger interval \( T \). The first is that every trigger on the RRU side will lead to a realignment of the radio frame timing on air, so that interval \( T \) defines the periodicity of realignments. The second relates to when the triggering effectively happens. Since transmission timing updates can disturb the radio signal quality, an appropriate instant to handle realignments is at the boundary between radio frames, which is when mobile terminals restart their timing synchronization. Thus, it is reasonable to choose interval \( T \) as an integer multiple of the radio frame interval, e.g. a multiple of 10 ms for LTE and 5G-NR [14].

Additionally, in order for the RF timing realignment instant to coincide with the beginning of DL radio frames on air, the RFS system must be able to place the content corresponding to the start of radio frames at the start of RFS blocks. This alignment can be guaranteed by the BBU alone, with no intervention from RRUs. For example, under functional split E, the BBU can ensure that a block starts with the first \( J \) IQ samples corresponding to the start of a radio frame sent through \( J \) AxCs. The RRUs, in turn, only need to follow their triggers, i.e. to start a new block on air when a trigger comes. Besides, the RRUs must know where in the incoming FH stream lies the beginning of a new block. We assume the BBU can assist with this task by flagging the start of a block within the FH frame’s metadata or through auxiliary information such as sequence numbers.

In the end, a convenient choice for interval \( T \) is 1 second. One advantage is that a PPS signal is commonly available on timing equipment, such as GNSS receivers and IEEE 1588 clocks. Secondly, this choice simplifies the trigger generation logic. This is because the trigger can come directly from the least significant bit (LSB) of the second’s register of the RTC, which is simpler than detecting the passage of an arbitrary \( T \) in nanoseconds and suitable to avoid slow combinational logic when using high clock frequency RTCs. Third, this option is a multiple of the 10 ms radio frame interval.

### C. TIME ADVANCE

As mentioned earlier, the BBU asserts its trigger with time advance \( \Delta \) relative to the nominal triggering instant of the RRUs. This time advance is supposed to allow sufficient time for the FH packets sent by the BBU to arrive on all RRUs before the RRU trigger instant. Hence, it must consider the largest expected E2E delay from BBU to RRUs. Additionally, the time advance must tolerate the worst-case clock time offset, which is the offset that leads to an RRU triggering the earliest, namely when the RRU’s local time is mostly ahead of the reference time (with a positive time offset).

Moreover, when the BBU has a single outbound Ethernet interface, the advance \( \Delta \) must also account for FH frame transmission (serialization) delays. Fig. 4 includes such serialization delays on a scenario where a BBU serves \( K = 3 \) RRUs. Note the FH frame sent to RRU 1 is the one that departs when the time-advanced trigger is asserted at the BBU (at time \( t_0 - \Delta \)). Since this frame has serialization delay \( d_{trans} \), the next frame (to RRU 2) departs only after delay \( d_{trans} \) and so on until the frame to RRU \( K \) departs \( (K - 1)d_{trans} \) time units after the time-advanced trigger. For simplicity, in this figure and the remainder of this work, we assume that all FH frames sent by the BBU have the same length and, consequently, the same transmission delay. Hence, in the formulations that follow, we consider that the DL FH frame sent to the \( k \)-th RRU departs after delay \( (k - 1)d_{trans} \).

In Fig. 4, we also assume that the BBU has the full radio content of all \( K \) FH frames of the transmission round by the time it triggers at time \( t_0 - \Delta \). Hence, the BBU can serve the round of frames (one to each RRU) in a row, such that \( d_{trans} \) is the only interval separating frame transmissions of the same delivery round. This is not a general requirement, but it is how the hardware that we evaluate in this work operates, as our BBU prototype processes all \( J \) served AxCs in parallel.

Once transmission delays are accounted for, the time advance that is ultimately required at the BBU becomes:

\[
\Delta = (K - 1)d_{trans} + \epsilon + \max_{k \in K}\{d_k\},
\]

where we define \( d_k = \max_{i\in\mathbb{N}}\{d_{i,k}\} \), i.e. as the maximum E2E delay (in DL) of frames destined to the \( k \)-th RRU over the realizations \( i \). Consequently, term \( \max_{k \in K}\{d_k\} \) is the maximum observed E2E delay among all RRUs, while \( K \) denotes the set of all \( K \) RRUs. Meanwhile, term \( \epsilon \) represents the worst-case time offset at an RRU relative to the reference time. As illustrated in Fig. 3, we assume for simplicity that the RRU trigger always remains within \( \pm \epsilon \) relative to the nominal trigger instant.
The computation of (2) considers the worst case in terms of delay, which is when the maximum E2E delay lies in the path to the last RRU of the serving round, namely in the path that has the latest departure when considering a shared outbound interface at the BBU. Correspondingly, this computation represents the worst-case time advance, which can be inefficient. One strategy to minimize the required time advance is to sort the serving of RRUs in descending order of E2E delays, i.e. RRU with the highest delay served first. In this case, assuming the ordered set of RRUs is \( C \), the time advance required for the \( k \)-th RRU becomes:

\[
\Delta_k = (k - 1)d_{\text{trans}} + \epsilon + d_k \quad \forall k \in C
\]

(3)

In the model of (3), term \((k - 1)d_{\text{trans}}\) grows with \( k \) while \( d_k \) decreases (given \( k \in C \)), such that one compensates the other. Furthermore, in contrast to (2), the model in (3) provides the individual time advance required for each RRU. One possible implementation is to authorize the departure of each frame (to each RRU) of the serving round individually while respecting such distinct values. Alternatively, a sub-optimal global time advance can be used, as given by:

\[
\Delta = \max_{k \in C}(\Delta_k),
\]

(4)

which can be shown to be less than or equal to \( \Delta \) from (2).

Lastly, note that the RRUs could also employ a similar time advance strategy to normalize their latencies from digital IQ output to RF transmission. For instance, to normalize the latencies of the paths that cross the digital-to-analog converter (DAC), analog RF filtering, and cabling, such as coaxial feeders. However, this process can be demanding, e.g. based on manual calibration. In this work, since our RRUs are composed of nominally identical hardware, we assume that the “last inch” latency (c.f. [38]) does not compromise the relative time alignment among RRUs and, therefore, we neglect the need for time advance on RRU side.

**D. LATENCY DUE TO TIME ADVANCE**

Due to stringent FH latency budgets, it is critical to analyze the extra latency that the time advance procedure imposes. It must be noted that the time advance mechanism does not correspond entirely to additional delay. A significant portion of its value corresponds to delay that would exist regardless. In (3), for example, term \( d_k \) typically represents the major part of the time advance and is meant to guard against the intrinsic FH PDV from BBU to this \( k \)-th RRU alone. The latency incurred by this part of the time advance is the difference between the actual delay \( d_{1,k} \) of frame \((i,k)\) and the maximum observed delay \( d_k \). This difference is equivalent to the latency that a de-jitter buffer would introduce in order to obtain a PDV-free stream towards the DAC (c.f. [24]).

With the latency \((d_k - d_{1,k})\) of a de-jitter buffer as a baseline, note term \( \epsilon \) in (3) is what determines the latency that is incurred specifically by the RFS mechanism. When using the time advance of (4), in contrast, the delay \( d_{1,k} \) of frame \((i,k)\) is extended (through buffering) based on the maximum observed delay among all RRUs, which can result in more latency than that of a de-jitter buffer. Also, term \((k-1)d_{\text{trans}}\) in (3) can introduce additional latency when (4) is adopted.

One solution to alleviate the latency imposed by the RFS mechanism is to shorten \( d_{\text{trans}} \) and \( \epsilon \). The transmission delay \( d_{\text{trans}} \) reduces by making FH frames shorter and more frequent, at the expense of increased overhead in the Ethernet links, or by deploying higher Ethernet line rates. Meanwhile, the time synchronization error \( \epsilon \) decreases by provisioning better clock synchronization accuracy to the RRUs, e.g. with better algorithms or better timing support from the network.

**E. BUFFER DESIGN**

A typical Ethernet-based RRU continuously stores the data that it receives from the BBU into buffers. These buffers are the aforementioned de-jitter (or playout) buffers, which accommodate FH delay variations. However, in the case of the RFS architecture, the same buffers are also involved in the time-triggered processing approach. While waiting for a trigger, an RRU disables the reading of FH data from the buffers. Then, once a trigger finally comes, it resumes the processing of buffered data in order to handle RF transmissions.

Hence, the buffer sizes must be appropriate to accommodate all samples that arrive while an RRU is waiting for a trigger.

In contrast to the time advance \( \Delta \), which considers the worst-case delay, the RRU buffer size should support the quickest path, i.e. the best case in terms of E2E delay. This is because an RRU buffers the IQ samples that derive from an incoming FH frame until the target playout time, which is when the RRU asserts its trigger. Hence, the RRU on the path with the earliest arrival experiences the longest buffering.

Various FH properties are relevant in order to model the required buffer depths. For example, signal compression, flow control and functional split. For tractability and fidelity to our hardware, we assume again that the BBU operates with functional split E and that it feeds uncompressed samples into the FH with a controlled average rate of \( R = (J \cdot f_s) \) samples per second. This rate corresponds to the number of samples that the \( K \) RRUs collectively put on air per second, specifically by reading IQ samples from \( J \) buffers (one for each AxC) on every sample period.

Hence, the following buffer depth (in units of samples) suffices on all RRUs to store the IQ samples of a single AxC:

\[
L = \left( \Delta - \min_{k \in K}(d_k) \right)(f_s),
\]

(5)

where \( d_k = \min_{i}(d_{i,k}) \), i.e. the minimum E2E delay for the \( k \)-th RRU over the realizations \( i \), while \( \Delta \) is a global time advance either from (2) or (4). The rationale is that \( \Delta \) defines the target E2E latency from BBU departure to RF transmission. The RRU on the shortest path, however, originally had a minimum E2E delay of \( \min_{k \in K}(d_k) \), such that now, with RFS, it may need to buffer the data for up to \((\Delta - \min_{k \in K}(d_k))\) time units until the trigger. By multiplying this interval with \( f_s \), then, one obtains the corresponding number of IQ samples to be buffered for one AxC. We assume that an RRU running
multiple AxCs would have one buffer capable of holding \( L \) samples for each AxC.

In practice, (5) is slightly excessive because it neglects transmission delays \( d_{\text{trans}} \) and determines a global requirement for all RRUs. Nevertheless, there is much less penalty in adopting oversized buffers compared to e.g. the latency penalty of an exaggerated time advance. Hence, the expression provides a reasonable guideline for hardware design.

F. TIME ADVANCE ESTIMATION
The theoretical time advances from (2) or (3) are unknown in practice. Nevertheless, they can be estimated in real-time based on delay measurements. In the sequel, we discuss estimation approaches based on both UL and DL measurements.

1) ESTIMATION BASED ON UPLINK DELAYS
We assume that FH frames carry their departure timestamp, analogously to PTP one-step mode [9]. Thus, the BBU measures the E2E delay of UL frame \((i, k)\) as follows:

\[
\tilde{u}_{i,k} = t_{i,k,\text{cb}}^{\text{rx}} - t_{i,k,\text{rru}}^{\text{rx}},
\]

where \( t_{i,k,\text{rru}}^{\text{rx}} \) is the time of departure from the \( k \)-th RRU and \( t_{i,k,\text{rru}}^{\text{rx}} \) is the corresponding arrival time at the BBU. Since these timestamps originate from the independent RRU and BBU clocks, the delay measurement is impaired by their time-varying offset time \( x_{i,k} \), which is given by:

\[
x_{i,k} = t_{i,k,\text{rru}}^{\text{rx}} - t_{i,k,\text{cb}}^{\text{rx}},
\]

where \( t_{i,k,\text{rru}}^{\text{rx}} \) represents the BBU’s (reference) time exactly when the RRU takes the departure timestamp \( t_{i,k,\text{rru}}^{\text{rx}} \). Hence, it follows that (6) in reality measures:

\[
\tilde{u}_{i,k} = t_{i,k,\text{cb}}^{\text{rx}} - (t_{i,k,\text{rru}}^{\text{rx}} + x_{i,k})
= u_{i,k} - x_{i,k},
\]

where \( u_{i,k} \) is the true E2E delay of UL frame \((i, k)\). Correspondingly, the maximum UL delay measurement taken up to the \( i \)-th iteration is modeled by:

\[
\tilde{u}_{k} = \max_{i} \{\tilde{u}_{i,k}\} = \max_{i} \{u_{i,k} - x_{i,k}\}. \tag{9}
\]

For simplicity, it can be assumed that \( \tilde{u}_{k} \) converges to \( u_k - \min \{x_{i,k}\} \), where \( u_k = \max_{i} \{u_{i,k}\} \). That is, it converges to the true maximum UL E2E delay, biased negatively by the minimum time offset experienced over the observation window. Thus, by further assuming that DL and UL E2E delays are symmetric (i.e. \( u_k \approx d_k \)), and by substituting \( u_k \approx \tilde{u}_{k} + \min \{x_{i,k}\} \) in place of the maximum theoretical DL E2E delay \( d_k \) in (3), one can infer that a time advance estimator based on UL measurements should satisfy:

\[
\tilde{\Delta}_{k}^{\text{ul}} \geq (k-1)d_{\text{trans}} + \epsilon + \tilde{u}_{k} + \min_{i} \{x_{i,k}\}. \tag{10}
\]

In (10), \( \epsilon \) represents the maximum time offset affecting the clock used for RFS triggering on the \( k \)-th RRU. In contrast, term \( \min_{i} \{x_{i,k}\} \) represents the minimum time offset experienced by the clock that provides UL departure timestamps for delay measurement. In typical RRUs, the two clocks are the same. Nevertheless, the RRU prototype that we explore in this work can use distinct clocks. Hence, for generality, we assume \( x_{i,k} \) ranges within \( \pm \gamma \), such that the following estimator satisfies the inequality:

\[
\tilde{\Delta}_{k}^{\text{ul}} = (k-1)d_{\text{trans}} + \epsilon + \gamma + \tilde{u}_{k}. \tag{11}\]

This estimator assumes the worst-case realization of \( \min_{i} \{x_{i,k}\} \), which is when \( x_{i,k} \) remains constant at its maximum specified value \( +\gamma \) throughout the observation.

On RRUs that use the same RTC for timestamping and RFS triggering, note \( \gamma = \epsilon \), so that (11) reduces to:

\[
\tilde{\Delta}_{k}^{\text{ul}} = (k-1)d_{\text{trans}} + 2\epsilon + \tilde{u}_{k}. \tag{12}\]

Finally, similar to (4), one can adopt the sub-optimal maximum time advance estimate within a set \( C \) of RRUs in descending order of UL E2E delays:

\[
\tilde{\Delta}_{k}^{\text{ul}} = \max_{k \in C} \{\tilde{\Delta}_{k}^{\text{ul}}\}. \tag{13}\]

2) ESTIMATION BASED ON DOWNLINK DELAYS
Following the same analysis of (8), note that the time offset \( x_{i,k} \) disturbs DL E2E delay measurements as follows:

\[
\tilde{d}_{i,k} = d_{i,k} + x_{i,k}. \tag{14}\]

Hence, the time advance can be estimated by:

\[
\tilde{\Delta}_{k}^{\text{dl}} = (k-1)d_{\text{trans}} + \tilde{d}_{k}, \quad \forall k \in C \tag{15}\]

where \( \tilde{d}_{k} = \max_{i} \{\tilde{d}_{i,k}\} \), i.e. the maximum DL E2E delay measurement over realizations \( i \). This estimator approaches:

\[
\tilde{\Delta}_{k}^{\text{dl}} \approx (k-1)d_{\text{trans}} + d_{k} + \max_{i} \{x_{i,k}\}. \tag{16}\]

For typical RRUs that use the same RTC for RFS triggering and timestamping of FH frames (such that \( \gamma = \epsilon \)), this tends to be a sufficient time advance, as it compensates the maximum time offset ever experienced by the \( k \)-th RRU. Besides, in the long term, \( \max_{i} \{x_{i,k}\} \) may converge to \( \epsilon \), in which case the estimator converges to (3).

This analysis reveals that, in order to estimate the time advance based on DL delay measurements, it may not be necessary to know the maximum expected time offset of the RRU in advance. Nevertheless, this relies on certain simplifications that may not hold well in practice, such as that \( \tilde{d}_{i} \) approaches \( d_{k} + \max_{i} \{x_{i,k}\} \) promptly. Thus, an extra margin can be added to the time advance estimate from (15).

IV. PROTOTYPE IMPLEMENTATION
A. FPGA BLOCKS AND OPERATION
Fig. 5 presents a simplified view of the hardware developed for the FPGA-based BBU and RRU prototypes that we evaluate in this work. The so-called RFS controller block is present on both devices. On the BBU, this block regulates the timing of Ethernet frame transmissions towards the RRUs. On the
RRU, in turn, controls when IQ samples are delivered to the DAC of the RF frontend for on-air transmissions.

The operation is such that the Frame Packer block of the BBU continuously forms Ethernet frames with IQ data acquired via a direct memory access (DMA) engine. On every interval $T$, this block has to wait until the RFS controller asserts its time-advanced trigger before releasing frames downstream. Once asserted, the trigger grants permission for transmitting a block of $n_b$ IQ samples over the FH, over as many Ethernet frames as necessary to convey them all.

Meanwhile, at the RRU, the Frame Unpacker block continuously extracts IQ samples from incoming FH frames. However, these samples are not immediately made available to the DAC for on-air transmission. Instead, they are only provided when the RFS controller determines so. On every interval $T$, the RRU’s RFS controller will feed $n_b/J$ IQ samples to the DAC for each of its AxCs.

As mentioned in Section III-E, we assume the BBU feeds $R = (J \cdot f_s)$ samples per second into the FH. In our implementation, it does so by executing periodic serving rounds, as illustrated in Fig. 6. After its time-advanced trigger, the BBU delivers fixed-length frames to each RRU until it completes the delivery of all the data spanning the trigger period $T$. More specifically, the BBU sends a single frame to each RRU on every interval $i_{tx}$ and each such frame carries $(i_{tx} \cdot f_s)$ samples for each AxC. As a result, the BBU achieves rate $R$ on average. Also, if the frame transmissions finish in less than $i_{tx}$, the BBU leaves the link idle until the next interval $i_{tx}$, as illustrated in Fig. 6. In [39], we name this traffic pattern as constant bitrate fixed-length (CBRFL) FH traffic.

Lastly, in addition to IQ samples, each FH frame includes metadata containing the frame’s departure timestamp and a sequence number. The timestamp allows the receive-end to measure the frame’s E2E delay. The sequence number, in turn, enables verification of frame sequence integrity on tests.

### B. TIME SOURCES

The FPGA design includes two sources of time. The first is a PTP-synchronized RTC, labeled as PTP RTC in Fig. 5, which is disciplined based on PTP timestamps that are taken in hardware\(^2\) by the PTP engine of the Ethernet MAC (EMAC). The second is a self-developed RTC that synchronizes to a PPS reference signal, labeled for brevity as the PPS RTC.

In our design, the software can assign different time sources to independent blocks, such as the RFS controller and the frame packer/unpacker. Thus, we can control which RTC provides departure and arrival timestamps for FH frames. Also, we can evaluate the RFS scheme under both PTP and PPS synchronization. An evaluation based on the PPS RTC can indicate the RFS performance when the synchronization accuracy and stability are better than achieved by PTP over typical timing-aware networks, such as the case of RRUs featuring GNSS-disciplined clocks.

### C. INTERFACE BUFFERS

A relevant part of the implementation concerns the RRU interface buffers, which are shown in Fig. 5 and detailed in Fig. 7. They consist of two layers of first-in first-out (FIFO) buffering between the Frame Unpacker (in DL direction) and the DAC. The first buffering stage stores samples that arrive from the FH and maintains these samples until an RFS trigger. After a trigger, the RFS controller authorizes the transport of samples from the first stage to the second. The second stage, in turn, is used for clock-domain crossing (CDC) from the internal clock domain (on its write-side) to the external DAC’s clock domain (on its read-side). This dual-buffer circuit repeats for each I and Q component of each AxC since the DAC reads these components through parallel lanes. Thus, e.g. for 2 AxCs, there are four circuits.

One motivation for this approach is simplicity in terms of CDC. Since the RFS controller regulates the path between the two FIFOs, the scheme allows the RFS controller to operate entirely within the internal clock domain. More importantly, however, it offers flexibility for dealing with problems that

\(^2\)Timestamps are taken when the start of frame delimiter is observed on a reference plane of the EMAC that lies after fixed PHY and MAC latencies.
originates from fluctuations (or jitter) in the RFS trigger instant. We elaborate on this in the following subsection.

**D. SOLUTIONS FOR TRIGGER FLUCTUATIONS**

In the proposed mechanism, the BBU and the RRUs of a cluster periodically assert a trigger signal based on their local RTCs. However, since the RTCs are continuously time-disciplined, one can expect that the interval between consecutive triggers oscillates and deviates from the nominal interval \( T \). Additionally, on the BBU end, when the time advance is continuously adapted, the time-advanced trigger fluctuations accordingly. Such fluctuations can create two disturbing scenarios: when the interval between consecutive triggers is significantly lower than the nominal interval \( T \) and the opposite scenario, when significantly higher than \( T \).

The remainder of this section explains that the interval \( \Lambda[n] \) between the \( n \)-th trigger and the preceding trigger becomes problematic whenever:

\[
|T - \Lambda[n]| > T_s, \quad (17)
\]

where \( T_s \) is the sample period (equal to \( 1/f_s \)). That is, \( \Lambda[n] \) is problematic when it deviates from the nominal interval \( T \) by more than the sample period \( T_s \).

One way to avoid this condition is to adopt smooth RTC time corrections, i.e. corrections that do not exceed \( T_s \) in the course of any interval of duration \( T \). Otherwise, other solutions may be applied, as discussed next.

1) **DROPPING OF DELAYED IQ SAMPLES**

When an RRU experiences a shorter trigger interval such that \( \Lambda[n] < T - T_s \), one can expect that it does not complete the transmission in RF of the samples \( (n_b/J \) per AxC) corresponding to this \( n \)-th interval. On the other hand, since a trigger should mark the start of a new block of samples on air, when a new trigger comes, any sample of the previous block that has not been transmitted in RF yet can be deemed as delayed. To ensure that the RF transmission timing can be realigned among RRUs on every trigger, an RRU must be capable of discarding such delayed samples.

To detect delayed samples, the RFS controller monitors the path between the two buffers of Fig. 7 and counts the samples that traverse it. If a new trigger comes and the count is still less than \( n_b/J \) for each AxC, the controller discards the remaining samples by popping them quickly from first-stage buffers without writing them to second-stage (CDC) buffers. This mechanism is particularly feasible because in our hardware the path between the two buffer stages operates with a clock of 100 MHz, whereas the DAC reads samples from the CDC buffers with rate \( f_s \), which is much lower than 100 MHz in our tests. Thus, delayed samples can be dropped quickly without compromising the delivery of new samples (of the new block) to the CDC buffers.

This sample dropping scheme is also only achievable because our hardware controls the maximum occupancy that is allowed for the CDC buffers. For example, by specifying a maximum occupancy of 2 samples, at any point in time all the remaining samples are held back at the first-stage FIFOs. Consequently, if a new trigger comes and they are still there waiting to go on air, the RFS controller can still drop them. In our hardware, we set the maximum occupancy to 3 samples on all CDC FIFOs. This is the minimum that we can achieve with the dual-clock FIFOs that we adopt for CDC buffers.

An alternative to achieve the same re-synchronization behavior while not constraining the CDC buffer occupancy would be to reset the CDC buffers entirely on every trigger. By doing so, the samples of the new block would find these FIFOs empty and go immediately on air. However, this approach faces problems with the resetting of FIFOs. On dual-clock FIFOs, there is usually some time to propagate the reset into the two clock domains. As a result, there may be one (or a few) clock cycles in which the buffers remain empty and starve the DAC, which is undesirable.

Besides, a similar problem of delayed samples can arise on the BBU end due to short trigger intervals. When the BBU increases its time advance, the new (more time-advanced) trigger can come before the BBU finishes transmission of the past data block. In this scenario, the BBU may either drop the delayed data of the preceding block while starting the new block immediately or burst the delayed data such that it catches up without data loss. Our current version of the BBU prototype does not feature such a catch-up mechanism and, hence, we do not evaluate this issue in this work.

Our BBU prototype does support the adaptation of the time advance in real-time based on UL E2E delay measurements. This process is seamless in most experiments because the BBU normally finishes block data transmissions slightly earlier than \( T \), i.e. earlier by \((t_{Tx} - K_{d_{trans}})\), which is the idle interval shown in Fig. 6, such that there is room for time advance adaptation. In contrast, in the specific experiments where the magnitude of the adaptation is larger than the referred idle interval we choose a fixed time advance instead.

2) **CDC BUFFER UNDERFLOW**

When an RRU experiences a longer interval between consecutive triggers such that \( \Lambda[n] > T + T_s \), the CDC buffers can underflow while waiting for the new trigger. One solution is to allow a small number of extra samples (in addition to \( n_b/J \) samples per AxC) to traverse from first-stage buffers to CDC buffers during initialization. This way, if a trigger eventually comes too late, there is some backup of samples to avoid underflow. This strategy can be acceptable as long as
all RRUs back up the same number of samples. Nevertheless, since the backup samples remain in the CDC buffers, they are not amenable to dropping. Hence, they can disturb the re-synchronization performance.

In this work, we choose instead to live with CDC underflows. The rationale is that we expect CDC FIFOs to remain empty only briefly when trigger fluctuations cause the underflow. Consequently, we expect the resulting gap on RF transmissions to be negligible for timing alignment.

### E. Expected Buffer Occupancy Levels

With the given mechanisms and their dependence on the buffering scheme, it becomes natural to evaluate the system based on buffer occupancy counts. Thus, we clarify the expected occupancy levels in the sequel.

In normal conditions, one can expect the occupancy of the first-stage buffers to be continuously non-zero and the occupancy of CDC buffers to be less than or equal to their maximum allowed occupancy (of 3 samples in our hardware). If the time advance is sufficient, the first-stage buffers should never underflow, meaning they should always hold the next samples to go on air with some margin for clock and FH frame delay variations. Meanwhile, the CDC buffers should only approach unitary occupancy slightly before the occurrence of a new trigger, which is when the RRU finishes transmission of the $n_b/J$ samples of each AxC. In this clock cycle, at the same time that the DAC processes the last sample of the past block, the first IQ sample of the subsequent block of samples should be written in the CDC buffer.

When the first-stage FIFOs experience underflow, the RRU can infer that the time advance has become insufficient. Furthermore, on this occasion, one can expect that the CDC FIFOs will also experience underflow. This is especially true because, as explained in Section IV-D.1, the CDC FIFOs are maintained with very low occupancy in order to ensure that all samples are held back at the pre-RFS FIFOs. In contrast, in case the CDC FIFOs experience underflow while the first-stage buffers do not, one can infer the occurrence of undesirable fluctuations in the RRU trigger instant.

### F. Software Stack

In our prototype, the software stack runs on a Xilinx MicroBlaze microprocessor core within the FPGA programmable logic. The stack drives all functionalities of the BBU and RRU prototypes, such as PTP, PPS synchronization, FH framing and RFS. The RFS drivers, in particular, are responsible for the real-time tuning of the time advance $\Delta$ and configuration of the number of samples $n_b$ (or $n_b/J$) that the RFS controller should count per interval $T$.

The real-time tuning of the time advance relies on a hardware register that records the maximum E2E delay ever observed (based on all incoming frames). The software of the BBU periodically fetches the maximum registered UL E2E delay measurement and resets the register, such that it regularly reads the maximum over an observation window. It then uses this value as $\tilde{u}_k$ in (11) in order to estimate the individual time advance $\tilde{\Delta}^{ul}_k$ for the $k$-th RRU. Lastly, it adopts the global time advance $\tilde{\Delta}^{ul}$ from (13). By doing so, the time advance adapts to instantaneous FH conditions.

### V. Testbed

#### A. Hardware Components

Our testbed is composed of one BBU and two RRUs, all of them implemented on Xilinx Virtex-7 FPGAs. Each RRU attaches to an Analog Devices FMCOMMS2 RF frontend board. Moreover, each FPGA is equipped with a Xilinx FMC XM105 Debug Card, through which we expose some hardware signals for logic analysis on an Agilent Infiniium MSO 9104A oscilloscope. Fig 8 shows a real picture of the testbed. Some devices on it are out of scope, but the reader can find further information in [13].

Note in Fig. 8 that each RRU is associated with Analog Devices AD9548 phase-locked loop (PLL) boards. Among other roles, these PLLs allow us to choose the oscillator that drives both PTP and PPS RTCs. More specifically, our RRUs can either run their RTCs based on a crystal oscillator (XO) or a more stable and accurate oven-controlled XO (OCXO).

#### B. Front haul, Networking and Timing setup

Regarding FH transport, the testbed supports functional split E and transports any arbitrary sequence of baseband samples that is pre-filled on the BBU’s memory. The testbed’s Ethernet network, in turn, comprises gigabit Ethernet (GbE) links. Thus, despite the flexibility on waveforms and sample rates, to comply with the capacity offered by GbE under split E, we choose to evaluate RFS in this work by transporting LTE 5 MHz AxCs over the FH. More specifically, a total of 4 AxCs, 2 for each RRU, since each RRU features 2 RF outputs.

Fig. 9 shows the network topology used for the evaluation. Our BBU always delivers frames in sequence, starting from RRU 1 and then proceeding to RRU 2, as illustrated in Fig. 1. Hence, with RRU 1 on the longest path (after four hops), we guarantee the descending E2E delay order required for (3).
In terms of PTP support, our testbed network can be configured both as PTP-unaware and PTP-aware. When configured as PTP-unaware, all hops of the network consist of independent port-based virtual local area networks (VLANs) with legacy switching, that is, without any boundary clock (BC) or transparent clock (TC) functionality [9]. In this case, PTP messages are handled solely by the endpoints (BBU and RRU). In contrast, when configured as PTP-aware, all hops consist of VLANs with peer-to-peer TC functionality. In both cases, FH and PTP traffic share the same links of the network.

Lastly, the testbed supports the generation of background (BG) traffic, i.e. traffic other than PTP and FH. To do so, as shown in Fig. 9, it uses four hosts. The first host injects BG traffic on the first switch. Host 2 then extracts this stream and injects another stream towards Host 3. The same scheme repeats until Host 4 consumes the BG stream generated by Host 3. In the end, the BG traffic follows the same path as the UL direction. In both directions, we adopt the Network Traffic Model 1 of ITU-T Recommendation G.8261 [41].

Furthermore, the hosts can similarly generate BG traffic in the UL direction. In both directions, we adopt the Network Traffic Model 1 of ITU-T Recommendation G.8261 [41]. Nevertheless, by default, and unless we explicitly mention otherwise, cross-traffic is disabled on experiments.

### C. MEASUREMENT AND DATA ACQUISITION TOOLS

As illustrated in Fig. 9, we connect one RF output (one AxC) of each RRU to the two independent inputs of a Universal Software Radio Peripheral (USRP) SDR interface model B210 (shown in Fig. 8). The RRUs transmit LTE 5 MHz signals over 2.45 GHz carriers. The USRP, in turn, downconverts these signals and feeds the resulting complex baseband sample streams with rate $f_s = 7.68$ Msps to a PC.

The PC that is attached to the SDR runs a self-developed application based on GNU Radio with the processing blocks that are illustrated in Fig. 10. This application computes the average cross-correlation between the two inputs (each sampled at 7.68 Msps) in real-time and finds the lag of the correlation’s peak. The rationale is that, in order to test RFS, we configure the BBU to send identical waveforms through all AxCs. Hence, the cross-correlation successfully captures the timing difference between the RF transmissions.

The scheme of Fig. 10 computes the cross-correlation in the frequency domain. Assuming that $v_1$ and $v_2$ are vectors with $N$ baseband samples from SDR input channels 1 and 2, respectively, it computes the cross-correlation vector $r_{1,2}$ as:

$$r_{1,2} = \mathcal{F}^{-1}\left\{\mathcal{F}\{v_1\}\mathcal{F}\{v_2\}^*\right\},$$

where $\mathcal{F}$ denotes a fast Fourier transform (FFT), $\mathcal{F}^{-1}$ denotes the inverse FFT (IFFT), operator $^*$ denotes complex conjugation and the multiplication of FFTs is element-wise.

Next, the application computes the moving average of $|r_{1,2}|$ (of the magnitude) and detects the peak of the resulting average. The index of this peak is the result of interest, as it represents the timing difference between the two inputs in units of sample periods. In the end, we collect the average peak index among all peaks computed in the course of a second. With 7.68 Msps and FFT length of 2048, this average extends across 3750 peak indexes computed over a second.

In addition to the SDR, Fig. 9 shows that both RRUs are connected to a time interval counter (TIC), more specifically a Keysight 53220A. The signal that the FPGA feeds to the TIC is a synchronized 8 kHz rectangular wave, which is generated in hardware based on the PTP RTC. If the PTP synchronization was perfect, the edges of the waves produced by both RRUs would be perfectly aligned. Correspondingly, by observing the time interval between the edges of the two waves, one obtains the relative time offset between the RRUs. This is the interval that is continuously measured by the TIC.

Lastly, a Python-based application was developed to aggregate results from all devices and applications. It collects metrics from the three FPGAs; the average cross-correlation peak index from the GNU Radio SDR application; and time offset measurements taken by the TIC. The next section discusses results collected by this application.

### VI. RESULTS

This section presents results obtained with the FPGA-based testbed. To start, Section VI-A explains the configurations of the experiments and Section VI-B shows results that validate the implementation. Subsequently, we analyze four performance aspects. First, Section VI-C discusses the timing alignment figures that are achievable with the prototype. Then, Section VI-D demonstrates latency and buffering implications of the adopted RFS approach. Next, Section VI-E analyzes the impact of triggering fluctuations that arise in practice due to clock corrections. Lastly, Section VI-F evaluates the impact of BG traffic on the RFS mechanism.
TABLE 2. Summary of parameters adopted along experiments.

| Parameter | Value |
|-----------|-------|
| $d_{\text{trans}}$ | 1.856 µs |
| $\gamma$ | 4.16 µs |
| $J$ | 4 |
| $f_s$ and $T_s$ | 7.68 Msps and 320.2 ns, respectively |
| $R$ | 30.72 Msps |
| $T$ | 1 sec |
| $n_h$ | 30720000 samples |
| sync margin $\epsilon$ | 1500 ns PTP-unaware FH PTP RTC |
| | 500 ns PTP-aware FH PTP RTC |
| | 20 ns - PPS RTC |

A. ADOPTED PARAMETERS AND CONFIGURATIONS

Table 2 summarizes the RFS and FH parameters of the experiments. In the adopted FH setup, each FH frame carries 32 IQ samples to each of the two AxCs of the destination RRU, namely a total of 64 IQ samples. The IQ samples, in turn, are each represented with 24 bits, such that the IQ payload of FH frames consists of 192 bytes. Furthermore, FH frames carry 28 bytes of overhead, including the Ethernet header and metadata, such as the departure timestamp. Hence, the total FH frame size is 220 bytes. Consequently, with GbE’s line rate, the transmission interval $d_{\text{trans}}$ of each FH frame, including a 96 ns inter-packet gap, is of roughly 1.856 µs.

As mentioned in Section V-C, we adopt a baseband sample rate of $f_s = 7.68$ Msps, such that the IQ sample period is $T_s \approx 130.2$ ns. Since each RRU runs 2 AxCs, the BBU serves a total of $J = 4$ AxCs. Correspondingly, the BBU feeds CBRFL traffic into the FH with an aggregate sample rate of $R = (J \cdot f_s) = 30.72$ Msps. Moreover, since IQ samples are generated in real-time by the BBU (all AxCs in parallel), and each FH frame carries 32 IQ samples of each AxC, interval $i_{tx}$ (see Fig. 6) is of 4.16 µs (i.e. $32/f_s$). In terms of bit rates, since the BBU sends 2 frames of 220 bytes on every interval $i_{tx}$, its output has a bit rate of $(2 \cdot 8 \cdot 220)/i_{tx} = 844.8$ Mbps, with 422.4 Mbps to each RRU.

In terms of time sources, we exploit both PTP and PPS RTCs in the experiments. Furthermore, we explore the two available oscillator options. By default, an XO drives both the PTP and PPS RTCs. The only exception is in Section VI-C, where we present an evaluation using the OCXO.

For RFS, we adopt a one-second trigger interval, i.e. $T = 1$ s. Hence, based on (1), a block is composed of $n_p = 30720000$ samples. Each RRU, in turn, receives a sub-block of 15360000 samples per interval $T$. Also, in the absence of BG traffic, we consider that the maximum E2E delay of the RRU on the longest path in Fig. 9 (RRU 1) is near 30 µs. Then, assuming that the sync margin needs to be $\epsilon = 1.5$ µs when running PTP over our timing-unaware FH network, (2) leads to a time advance of 33.356 µs. Nevertheless, since the RRUs are arranged in descending order of E2E delay, (3) is applicable and requires a time advance of 31.5 µs for RRU 1. Using (4), this becomes the theoretical global time advance to start with when using the PTP RTC over the PTP-unaware FH. When using the PTP RTC over the PTP-aware FH or when running the RFS controller based on the PPS RTC, we reduce the sync margin $\epsilon$ to 500 ns and 20 ns, respectively, so that the starting time advance reduces accordingly.

Moreover, unless mentioned otherwise, the time advance is tuned in real-time based on UL delay measurements using the estimator in (13). Also, in all experiments, we choose to measure FH frame delays using timestamps taken from the PPS RTC, regardless of the time source chosen for the RFS controller (c.f. Section IV-B). Hence, the BBU considers a delay measurement uncertainty of $\gamma = 20$ ns (PPS RTC’s maximum time offset) when computing (11).

Lastly, to define buffer depths, we assume each hop adds roughly 4 µs of processing delay. Hence, any FH frame that does not experience queuing delay would traverse the shortest path of two hops (from BBU to RRU 2) in 8 µs. Thus, from (5), we estimate that a buffer depth of $L = 180$ samples would be sufficient for each AxC of the two RRUs.

B. SYSTEM VALIDATION

Next, the goal is to validate the functionality of the implementation. To do so, we first verify that the BBU and RRU prototypes are capable of triggering transmissions timely in hardware in order to accomplish RFS. Then, we analyze whether the distributed RF transmissions carried out by the RRUs are effectively time-aligned and whether the alignment follows the relative offset between their local RTCs.

Fig. 11 shows an acquisition from the logic analyzer with signals from the BBU and RRU 1, particularly taken during BBU’s initialization of FH traffic. The signal at the top is the RFS trigger of the BBU, which is time advanced by slightly more than 30 µs (each horizontal division has 10 µs) relative to the RRU’s trigger. After asserting the trigger, the BBU starts DL frame transmissions. Label $\text{RRU FH Tx}$ then shows that the first frame arrives timely on the RRU side, i.e. before the RRU’s trigger, which validates the desired time advance functionality. Moreover, from signal $\text{BBU FH Tx LAST}$, which marks the end of every frame departing from the FH transmit logic, one can observe the serving rounds with two frames roughly every $i_{tx} = 4.16$ µs.

Next, Fig. 12 contrasts the cross-correlation peak index measured by the SDR application throughout 30 min experiments when running the RFS controller based on both the PTP RTC and the PPS RTC. In this experiment, we use the PTP-unaware FH network. Note that, with the PPS RTC, the peak index stays reliably within ±2, as also shown in the histogram of Fig. 13. In contrast, with the PTP-synchronized RTC, the timing alignment fluctuates more significantly and randomly. In this specific realization, it varies roughly from −11 to +1, which is equivalent to a range of 1.56 µs.

3 At this point, the time advance had already been tuned based on the UL traffic. Signals labeled as “$\text{RRU FH Tx}$” indicate the activity of UL traffic.
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Finally, Fig. 14 presents the relative clock offset between the PTP RTCs of the RRUs, as measured by the TIC (based directly on RTC signals), and compares it to the TAE measured by the SDR application between the RF transmissions of the RRUs when using the PTP RTC as time source for RFS. The two measurements match to a great extent, which confirms that the RTC is governing the RF transmission timing. This is a desirable property, as it indicates that the RRUs are successfully re-synchronizing on every trigger and that there is no accumulation of error, such as delayed IQ samples held in the two-stage buffering scheme of Fig. 7.

C. TIMING ALIGNMENT PERFORMANCE

Next, we shall evaluate the best RF timing alignment performance that is achievable in the testbed. At first, the PPS RTC results from Fig. 12 do not meet expectations. Since the baseband sample period is 130.2 ns and we expect the RTC synchronization to be better than ±20 ns (less than a sample period), one would expect the cross-correlation peak index to remain consistently near 0. Nevertheless, there are cross-correlation peak occurrences within ±2 in Fig. 12. This unsatisfactory performance does not come from PPS synchronization. Fig. 15 shows the histogram of the error between the RRU’s PPS RTC time and the PPS reference (generated by the BBU), measured in hardware on every PPS rising edge. Note the error is indeed within the expected range of ±20 ns. Instead, the determinant factor is that the current version of the FPGA design always drives the FMCOMMS2 RF frontend with a reference clock signal derived from the PTP RTC. The RF frontend then generates the sampling and carrier frequencies based on this reference signal, as thoroughly explained in [13]. Consequently, even when running the RFS controller based on the PPS RTC, the DAC still consumes samples from the CDC FIFO with a rate governed by the PTP RTC. Ultimately, since the PTP RTC is continuously rate-adjusted, eventual discrepancies can occur.

Due to this hardware limitation, we achieve the best timing alignment performance in our setup with the RFS controller still based on the PTP RTC but over the PTP-aware FH and with the RTC driven by the OCXO, rather than the XO adopted in all other experiments. This is because smoother frequency corrections are applied to the PTP RTC when relying on the PTP-aware FH and, more importantly, because the OCXO has significantly better frequency stability. Fig. 16 shows an experiment carried under these conditions. Note the alignment is reliably within −1 to 0.

D. LATENCY AND BUFFERING DUE TO TIME ADVANCE

Next, we discuss the buffering and the associated latency that the time advance mechanism leads to on RRUs. Fig. 17
shows histograms concerning the occupancy of first-stage FIFOs observed throughout 30 min experiments carried in the PTP-unaware FH under three different scenarios of time source and sync margin $\epsilon$. In all scenarios, the frames sent to RRU 1 experience less buffering than frames sent to RRU 2. This is expected in the adopted topology because RRU 1 (located after four hops) receives FH frames later than RRU 2 and closer to when the encapsulated IQ samples should go on air. In the first (top) row of the plot, i.e. with the PTP RTC, note the average buffer occupancy on RRU 1 is of 72 samples, whereas in the second row, with the PPS RTC as time source, it is of 65 samples. This reduced occupancy comes from using a shorter sync margin $\epsilon$ with the PPS RTC and, correspondingly, a tighter time advance. More importantly, it confirms that the latency imposed by the RFS mechanism can be alleviated by providing better synchronization accuracy. Moreover, in all cases of Fig. 17, the occupancy is below the computed buffer depth of $L = 180$, as desired. Also, in the first two plots (from top to bottom), both RRUs show occupancy levels above 32 samples, which indicates the FIFOs continuously hold the content of more than one FH frame (recall each frame carries 32 samples per AxC). The third (bottom) plot, in contrast, concerns a scenario where the BBU adopts a more optimistic time advance. We choose to express this optimistic choice in terms of the sync margin $\epsilon$, which is an additive term in (11) that is configurable offline based on the maximum expected trigger oscillation, unlike $\tilde{u}_k$, which is defined in runtime based on delay measurements. In particular, a negative margin of $-3.0 \mu s$ was adopted for this experiment to make the time advance abnormally optimistic.

Note that the occupancy levels in the bottom plot of Fig. 17 are substantially lower and that RRU 1 even experiences levels below 32. However, this was not a safe choice for performance. Fig. 18 shows the cumulative sum of the clock cycles over which the first-stage FIFOs were empty during this experiment, measured in hardware. Note that RRU 1 is continuously suffering from unacceptable underflows due to being on the critical path, i.e. the path with the highest E2E
delay. As a result, despite relying on the PPS RTC, the RF transmissions frequently suffer failures of timing alignment, as shown in the cross-correlation peak indexes of Fig. 19.

**E. IMPACT FROM TRIGGER FLUCTUATIONS**

Next, we evaluate the effects of fluctuations in the interval between consecutive RFS triggers on the RRUs, which arise due to clock corrections. For this evaluation, we take the PTP RTC as the time source for RFS and rely on the PTP-unaware network, namely a configuration that typically leads to noisy clock corrections. Then, we contrast two clock disciplining algorithms. One executes abrupt time adjustments, whereas the other is a servo loop that applies smoother corrections.

Fig. 20 shows the cumulative sum of IQ samples dropped by the RFS controller during 30 min. Fig. 21, in turn, shows the time offset corrections that were applied to the PTP RTC throughout the experiment. In Fig. 21, note that the coarser algorithm applies corrections that exceed the safe limits of $\pm T_s$ (in this case $\pm 130.2$ ns) given by (17), whereas the smoother algorithm continuously applies corrections within $\pm 100$ ns. Correspondingly, Fig. 20 shows that the RFS controller only drops samples under coarse corrections.

Fig. 22 shows the relative timing alignment between the RF transmissions of the RRUs during the given experiment, as measured by the SDR application. Also, it shows the relative time offset between the PTP RTCs of the RRUs, as measured by the TIC. Note that the RF alignment follows the relative RTC offset even under the coarse clock disciplining algorithm. This reveals that the sample dropping mechanism ensures successful RF timing re-alignment on every trigger.

Lastly, Fig. 23 shows the number of clock cycles over which the CDC buffers remained empty per observed second of the experiment. Note that, similarly to IQ sample dropping, underflows continuously occur solely under the coarse clock disciplining algorithm. Nevertheless, Fig. 22 shows that such CDC underflows do not compromise the match between the RF alignment and the relative time offset between the RTCs. For example, around minute 27 of the experiment, Fig. 21 shows that the coarse algorithm applied a correction of roughly $-800$ ns to the PTP RTC of the RRU 1. As a result, Fig. 23 shows that the RRU 1 experienced an underflow of nearly 80 cycles at this point, i.e. of 800 ns given the 100 MHz clock. Finally, Fig. 22 shows that this underflow preserved the match between the RF timing and relative RTC offset around this moment. In contrast, underflows caused by insufficient time advance tend to last over longer intervals and more strongly degrade the timing alignment performance, such as in the case of Fig. 19.

**F. PERFORMANCE UNDER BACKGROUND TRAFFIC**

Lastly, we evaluate the impact of BG traffic on the dynamics of the time advance. We introduce bidirectional BG traffic as described in Section V-B, with each traffic source host of Fig. 9 generating an aggregate rate ranging from 15 to 25 Mbps in each direction. As a result, the maximum E2E delays of FH frames vary widely and sporadically peak at high values. Besides, the resulting delay variation is particularly strong given that our testbed assigns equal forwarding priority to all traffic streams (FH, PTP and BG).
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FIGURE 22. Relative time alignment error between RRUs measured by the TIC and the SDR application under the two PTP synchronization algorithms.

FIGURE 23. CDC FIFO underflows observed per second when using two distinct PTP synchronization algorithms, with coarse and smooth corrections.

In this experiment, we choose to rely on the PTP RTC as time source for RFS. Since the BG traffic also introduces significant PDV on PTP messages, and the experiment focuses instead on how the PDV affects the RFS’s time advance performance, we then choose to transport PTP over the PTP-aware network. As a result, the PDV does not degrade the clock synchronization performance significantly. Furthermore, in this experiment, the BBU does not tune the time advance in real-time, unlike in previous experiments. Instead, it adopts a large and fixed time advance of $\Delta = 100.5 \mu s$. This choice enables the demonstration that follows.

Fig. 24 shows the difference between the constant time advance and the maximum DL E2E delay $d_k$ measured (using the PPS RTC) in real-time by the two RRUs based on observation windows of one second. Note that the DL E2E delays of both RRUs eventually surpass the time advance due to excessive queuing delays over the FH network. Fig 25 shows that precisely around the instants of negative values in Fig. 24, the first-stage FIFOs of the RRUs experience underflows, with RRU 1 (on the critical path) subject to more prolonged starvation. This starvation, in turn, significantly degrades the RF timing alignment, as shown in the bottom part of Fig 25. For example, around minute 8.5 of the experiment, we can see in Fig. 24 that RRU 1 observed a maximum E2E delay exceeding the time advance by approximately 20 $\mu s$. Around the same instant, Fig 25 shows that the first-stage buffers of RRU 1 were empty for 2000 clock cycles (i.e. for 20 $\mu s$, given the 100 MHz clock) and there was significant loss of timing alignment between the two RRUs.

VII. CONCLUSIONS
This work investigated the problem of timing alignment of RF transmissions carried out by spatially distributed radio units that are served over an Ethernet (or more generally packet-switched) FH. To this end, this work formulated a mechanism based on coordinated triggers among RRUs and BBUs, where BBUs rely on time-advanced triggers. This work then analyzed how parameters of the proposed architecture can be chosen in practice and thoroughly described the hardware and software of an FPGA-based prototype implementation. In the end, this paper presented several experiments that highlighted essential RFS performance aspects.
We discussed in particular that, to achieve RFS, the coordinated RRUs need to buffer the incoming data for some time and that this buffering leads to additional FH transport delay. We showed that this extra delay for RFS is acceptable and that there are ways to alleviate it. For example, the sorted delivery of frames to RRUs in descending order of E2E delays can be helpful. Also, we demonstrated that the better the clock synchronization accuracy of RRUs is, the lower the additional latency that is introduced by the RFS scheme.

We also investigated some desirable properties for an RFS system. For instance, we discussed that coordinated RRUs must be able to discard delayed samples when necessary in order to ensure re-synchronization on every RFS trigger. Secondly, we demonstrated the importance of using clock disciplining algorithms that apply smooth correction steps to avoid jitter on the RFS trigger and, correspondingly, eventual disturbances on the RFS performance.

Our evaluations also included other practical considerations. We presented results under both PTP-aware and PTP-unaware networks. Also, we contrasted the timing alignment performance achieved when using an OCXO and an ordinary XO. Moreover, we experimented with background traffic and demonstrated that it can degrade the RFS significantly in case the BBU does not adapt the time advance proactively.

Future work shall exploit the developed testbed for investigation of the performance that is ultimately achieved in the air interface when using RFS. For example, the impact of RFS timing realignments on the corresponding quality of the signal received by the user equipment.
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