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Abstract—For robot swarms operating on complex missions in an uncertain environment, it is important that the decision-making algorithm considers both heterogeneity and uncertainty. This paper presents a stochastic programming framework for the vehicle routing problem with stochastic travel energy costs and heterogeneous vehicles and tasks. We represent the heterogeneity as linear constraints, estimate the uncertain energy cost through Gaussian process regression, formulate this stochasticity as chance constraints or stochastic recourse costs, and then solve the stochastic programs using branch and cut algorithms to minimize the expected energy cost. The performance and practicality are demonstrated through extensive computational experiments and a practical test case.

I. INTRODUCTION AND RELATED WORK

Recent advances in robotic sensing and control have enabled the application of robotic systems in a variety of unstructured natural environments, including robotic agriculture, underwater exploration, and search and rescue in caves. In the meantime, the progress in multi-robot decision-making algorithms and the growth in computational power allow robot swarms to work together to complete missions. Despite the achievements made by these decision-making algorithms, most of them are applied to a team of homogeneous robots for one specific task and require a structured known environment. As robotic systems start to operate on more complex missions, e.g. a military mission that contains several scout, breach, and delivery tasks at different locations, it is important to consider uncertainty in the environment and heterogeneity of the robots and tasks.

We define this class of problems as the stochastic heterogeneous teaming problem (SHTP): given a set of heterogeneous vehicles (robots) and heterogeneous tasks distributed within an uncertain environment (a part of the information is partially known), form vehicle teams to complete the tasks and optimize an objective function considering the uncertainty. In this work, the uncertainty considered is in the travel energy cost, and an example problem is shown in Fig. 1.

If the environment is fully known and there is only one type of vehicle and task, SHTP reduces to a vehicle routing problem (VRP): find the optimal routes for a fleet of homogeneous vehicles to visit a set of task targets, satisfy the demand of all targets, and minimize some objective function.

To address the uncertain nature of real-world applications, a part of the parameters in the VRP are modeled as random variables, and the problem turns into a stochastic vehicle routing problem (SVRP). The types of uncertainty studied in previous work include uncertain demand value at each target [1]–[4], uncertain service time for a target [5]–[8], uncertain travel time between two targets [6]–[9], and uncertain travel energy costs [10], [11]. These SVRPs are typically formulated as integer programs, and solved through either exact algorithms (e.g. branch and cut [1], [5], [6], [10]), which returns the optimal solution, or heuristic algorithms (e.g. adaptive large neighborhood search [6], tabu search [7], [11]–[13], or constructive algorithms [2], [11]).

Travel energy cost uncertainty exists widely in off-road operations; however, few previous works in SVRP consider energy uncertainty or provide theoretical support for their assumed energy distribution. The authors in [10] propose a stochastic program where the fuel consumption for traveling between tasks is stochastic. The distribution of fuel consumption is represented by a number of random vector realizations; however, the energy consumption is described in terms of probability. This non-parametric representation allows their model to stay linear, but makes the program large due to the number of realizations needed to represent the distribution. Instead, we select a nonlinear parametric modeling framework to limit the program size.

Heterogeneity can be classified into two categories [5], structural and functional. Structural heterogeneity usually leads to less phenomenal differences that can be described as parameters, e.g. maximum velocity or energy capacity. Examples of functional heterogeneity include the ability to fly or breach enemies. The heterogeneity described in SHTP refers to functional heterogeneity, which can lead to fundamental differences between task capabilities. Few previous works address this heterogeneity.

In this paper, we leverage our previous work in [14]–[16]...
to model travel energy cost as Gaussian distributions. The uncertain energy cost is then combined with heterogeneous vehicles and tasks to formulate two stochastic mixed integer nonlinear programming models (MINLP). Two branch and cut algorithms are used to solve the MINLPs.

Contributions of this work include:

- Development of a flexible framework to encode vehicle and task heterogeneity, which can be used for a broad set of practical problems.
- Derivation of SVRP models that incorporate Gaussian distributed energy costs.
- Evaluation of the proposed framework through a comprehensive computational investigation and candidate case study.

II. PROBLEM AND OPTIMIZATION MODELS

In this section, we demonstrate how to encode heterogeneity and energy uncertainty within the constraints and objective function, to formulate the SHTP as an MINLP.

A. Problem Description

Consider a set of vehicles \( V \) = \( \{v_1, \ldots, v_{n_v}\} \), capabilities \( A = \{a_1, \ldots, a_{n_a}\} \), and tasks \( M = \{m_1, \ldots, m_{n_m}\} \). Each vehicle \( k \in V \) is associated with a non-negative capability vector \( c_k = [c_{ka_1}, \ldots, c_{ka_{n_a}}]^T \) (examples are in TABLE V).

Each task \( i \in M \) is associated with a vehicle team with appropriate capabilities that drives the task requirement function \( \rho_t(\cdot) \) to 1. The goal is to determine the optimal task schedule for a set of vehicles, such that, all tasks are completed, the travel costs do not exceed the vehicle energy capacities, and the expected sum energy is minimized. It is assumed that a task can only occur when all vehicles in a team have arrived, introducing additional time scheduling constraints.

A task requirement function is a binary function of similar structure as (1). \( \geq \), \( \wedge \), and \( \vee \) are “greater than”, “and”, and “or” logical operators that return 1 if their conditions are satisfied, and 0 otherwise. \( a_\alpha \) is the sum value of capability \( a \) of the vehicles in the team as in (2). \( \gamma_\alpha \) is a predefined number reflecting the task requirement on capability \( a \). Note that (1) is just an example, and there can be an arbitrary number of \( \wedge \) and \( \vee \) operations. The \( \geq \) can also be \( \leq \). For more examples, refer to Sec. V-B.

\[
\begin{align*}
\rho_{m_i}(a_{a_1}, a_{a_2}, \ldots) &= \left( (a_{a_2} \geq \gamma_{a_2}) \vee (a_{a_3} \geq \gamma_{a_3}) \right) \wedge \\
& \left( (a_{a_2} \geq \gamma_{a_2}) \wedge (a_{a_5} \geq \gamma_{a_5}) \vee (a_{a_6} \geq \gamma_{a_6}) \right) \\
\rho_{m_i}(a_{a_1}, a_{a_2}, \ldots) &= \sum_{k \in V_{m_i}} c_{ka_{a_1}} \quad \forall a \in A \quad (V_{m_i} \text{ is the team for } m_i) \quad (2)
\end{align*}
\]

For some non-additive capability types (such as maximum velocity), the team’s capability is not the sum, but maximum, minimum, or other more complicated functions of individuals’ capabilities, which require further modeling. In this work, we assume the capabilities are additive.

B. Deterministic Model

As shown in Fig. 2, we first define a directed graph \( G = (S \cup U \cup M, E) \), with a set of vertices \( S \cup U \cup M \) and edges \( E \).

\( S = \{s_1, \ldots, s_{n_s}\} \) and \( U = \{u_1, \ldots, u_{n_u}\} \) are the sets of start and terminal nodes respectively for each vehicle \( v_i \in V \). \( M = \{m_1, \ldots, m_{n_m}\} \) is the set of the task nodes.

![Graphical model with 3 vehicles and 2 tasks.](image)

For each vehicle \( v_k \in V \), there is an edge \( e_{vk} \) from the start node to the task node \( i \in M \) and an edge \( e_{vk_i} \) from task node \( i \in M \) to its terminal node. For simplicity, we also use notation \( e_{ksi} \) for \( e_{vk} \) and \( e_{kiu} \) for \( e_{vk_i} \), as there will be no ambiguity for the start and terminal node once \( v_k \) is determined. Between each task node pair \( i, j \in M \), there are edges \( e_{kij} \) and \( e_{kj} \) for all vehicles \( k \in V \).

Under this setting, a vehicle \( v_k \) should start at \( s_k \), follow the edges to visit a subset of task nodes (often together with other vehicles), and finish at \( u_k \). Based on graph \( G \), an integer program can be formulated. Here we define common notations, where the decision variables are \( \{x, y, z, q, \mu, \sigma, \rho, \gamma, \beta, \delta\} \).

\[
\begin{align*}
x_{kij} &= 1, \text{ if vehicle } k \in V \text{ follows edge } e_{kij}, \text{ where } i \in M \cup S \text{ and } j \in M \cup U, \text{ otherwise } 0. \\
y_{ki} &= 1, \text{ if task } i \in M \text{ is visited by vehicle } k \in V, \text{ otherwise } 0. \\
z_i &= 1, \text{ if task } i \in M \text{ is completed, otherwise } 0. \\
q_i &= \text{Time that task } i \in M \text{ begins.} \\
\beta_{kij} &= \text{Stochastic energy cost to travel edge } e_{kij} (k \in V, i \in M \cup S, j \in M \cup U). \text{ Assume Gaussian distributed, i.e. } \beta_{kij} \sim N(\mu_{kij}, \sigma_{kij}). \text{ More details are in Sec. IV.} \\
\gamma_{ki} &= \text{Deterministic time needed to travel edge } e_{kij} (k \in V, i \in M \cup S, j \in M \cup U). \\
\delta_k &= \text{Deterministic time for vehicle } k \in V \text{ to complete its part for task } i \in M. \\
C_q &= \text{Time penalty coefficient.} \\
C_{\text{large}} &= \text{Large constant number for integer programming.} \\
B_k &= \text{Energy capacity of vehicle } k \in V.
\end{align*}
\]

Now we formally define the deterministic model.

1) Objective Function: The objective function (3) minimizes the expected sum of the energy cost of the whole vehicle fleet and the sum of the times that vehicles arrive at the terminal nodes. \( C_q \) is set to a small number such that energy is the primary optimization objective.

\[
\begin{align*}
\min E( \sum_{k \in V} \sum_{i \in M \cup S} \sum_{j \in M \cup U} \beta_{kij} \cdot x_{kij} ) + C_q \sum_{i \in U} q_i \\
= \sum_{k \in V} \sum_{i \in M \cup S} \sum_{j \in M \cup U} \mu_{kij} \cdot x_{kij} + C_q \sum_{i \in U} q_i \quad (3)
\end{align*}
\]

2) Basic Range Constraints: Constraints (4) and (5) define the nature of the variables.

\[
\begin{align*}
x_{kij}, y_{ki}, z_i &\in \{0, 1\} \quad \forall i, j \in S \cup M \cup U, \forall k \in V \\
q_i &\geq 0 \quad \forall i \in M \cup U, \quad q_i = 0 \quad \forall i \in S \quad (4)
\end{align*}
\]
3) Network Flow Constraint: Constraints (6), (7), and (8) are network flow constraints, which ensure that a vehicle follows a route from the start to the terminal. (9) reflects the relation that a task is visited by a vehicle if there is a corresponding incoming edge selected.

\[
\sum_{i \in S \cup M} x_{kim} = \sum_{j \in U \cup M} x_{kmj} \quad \forall m \in M, \forall k \in V \tag{6}
\]

\[
\sum_{i \in M} x_{ksi} \leq 1 \quad \forall k \in V \tag{7}
\]

\[
y_{kj} \leq \sum_{i \in M} x_{ksi} \quad \forall k \in V \tag{8}
\]

\[
y_{kj} = \sum_{i \in S \cup M} x_{ki} \quad \forall j \in M, \forall k \in V \tag{9}
\]

4) Energy Constraints: The total energy cost for a vehicle should not exceed its energy capacity \(B_k\). In a deterministic model, this energy capacity constraint is imposed by limiting the expected total energy cost as in (10).

\[
\sum_{i \in M \cup S} \sum_{j \in M \cup U} \mu_{kj} \cdot x_{kj} \leq B_k \quad \forall k \in V \tag{10}
\]

5) Time Constraints: (11) is a time scheduling constraint: for a given vehicle, the difference between the start time of the next task and the current task should be larger than the service time at the current task plus the travel time. This ensures that all the vehicles in a team are able to arrive before a new task starts. This constraint also eliminates sub-tours.

\[
q_i - q_j + t_{ki} + s_{ki} \leq C_{large}(1 - x_{ki}) \quad \forall i \in S \cup M, \forall j \in U \cup M, \forall k \in V \tag{11}
\]

6) Task Constraints: Constraint (12) ensures that all the tasks are completed. (13) reflects the requirement of a task: \(i \in M\) can be completed only if the “sum capabilities” of the vehicle team drive the task requirement function \(\rho_i(\cdot)\) to 1. This is an innovative constraint that encodes the vehicle and task heterogeneity. As the capability set can be defined flexibly, this enables resilient teaming for a broad set of practical problems.

\[
z_i = 1 \quad \forall i \in M \tag{12}
\]

\[
z_i \leq \rho_i(\sum_{k \in V} e_{k1} \cdot y_{ki} + \sum_{k \in V} e_{k2} \cdot y_{ki}, \cdots) \quad \forall i \in M \tag{13}
\]

7) Constraints Linearization: All the components in the above formulation are linear except for \(\rho_i(\cdot)\) in (13). Now we take (1) as an example to show how to represent constraint (13) using linear constraints. The input to \(\rho_m(\cdot)\) in (1) and (13) should be equal; therefore, we have (14). The linear representation for (13) (when \(i = m_1\) and \(\rho_{m_1}\), as in (1)) is (15). With this, the deterministic formulation becomes a mixed integer linear program (MILP).

\[
\alpha_a = \sum_{k \in V} e_{ka} \cdot y_{k1} \quad \forall a \in A \tag{14}
\]

\[
w_a \leq \alpha_a / \gamma_a, w_a \geq (\alpha_a - \gamma_a + 1) / C_{large} \quad \forall a \in A \tag{15}
\]

\[
\sum_{a \in A} w_a \leq \alpha_a / \gamma_a, \quad w_a \geq (\alpha_a - \gamma_a + 1) / C_{large} \quad \forall a \in A \tag{14}
\]

\[
w_a \leq w_{a2} + w_{a3}, \quad z_{m2} \leq w_{a4}, \quad z_{m1} \leq w_{a5} + w_{a6} \quad w_a \in \{0, 1\} \quad \forall a \in A \tag{15}
\]

C. Chance Constrained Programming Model

The deterministic model uses the expected energy cost \(\mu_{kj}\) in the place of \(b_{kj}\) to pose an energy capacity constraint. This is problematic when \(b_{kj}\) has a wide distribution, placing the vehicles at a high risk of energy failure. To address this, a chance constrained programming (CCP) and stochastic programming model with recourse (SPR) are proposed.

One issue with constraint (10) is that it does not provide a probabilistic bound for whether an energy failure will happen. Here we change it to a chance constraint and require the probability that vehicle \(k \in V\) does not reach the energy limit to be larger than a confidence level \(\beta_k\), i.e. replace constraint (10) with (16). Therefore, the CCP model is defined using (3)-(9), (11)-(13), and (16).

\[
P(\sum_{i \in M \cup S} \sum_{j \in M \cup U} b_{kj} \cdot x_{kj} \leq B_k) \geq \beta_k \quad \forall k \in V \tag{16}
\]

\[
\psi^{-1}(\beta_k) \sqrt{\sum_{i \in M \cup S} \sum_{j \in M \cup U} \sigma_{kj}^2 \cdot x_{kj} + \sum_{i \in M \cup S} \sum_{j \in M \cup U} \mu_{kj} \cdot x_{kj} \leq B_k} \quad \forall k \in V \tag{17}
\]

Assume the energy cost to traverse an edge is Gaussian distributed \(b_{kj} \sim N(\mu_{kj}, \sigma_{kj})\) and independent with different \(k, i,\) or \(j\). Let the cumulative distribution function of a standard Gaussian distribution be \(\psi(\cdot)\). The deterministic equivalent of (16) is (17). The derivation of the distribution parameters are in Sec. IV. Note that the chance constraint (16) will strongly affect the feasible domain of decision variables when the probability distribution of \(b_{kj}\) is wide.

D. Stochastic Programming Model with Recourse

The CCP model has several limitations: first, if the variance of the probability distribution is large, this can result in over-conservatism or no feasible solution; second, the CCP model does not consider the possibility of route failures; third, it does not consider additional recourse costs when failures occur. As an alternative, an SPR model, which allows for failures and considers a recourse strategy beforehand, is able to address these limitations.

Based on the proposed problem, we consider two recourse actions when a vehicle runs out of energy during the mission. First, a rescue vehicle (e.g. a truck) will visit the failed vehicle and either refuel it or take it back to the start location. Second, another vehicle of the same type will move to the next task and take over all remaining tasks. Each of these actions introduces a recourse cost.

To demonstrate recourse costs, consider the following (Fig. 3): given a routing plan, i.e. a solution to \(x_{kj}\), vehicle \(k \in V\) will follow route \(R_k = \{e_{kr1}, e_{kr2}, \cdots, e_{kr(n-1) \rightarrow r_k}\}\), i.e. \(e_{kj} \in R_k, \forall x_{kj} = 1\). Note that \(r_1 = s_k\) and \(r_{nr_k} = t_k\), indicating the start and terminal node for vehicle \(k\). In the event of vehicle \(k\) failing during edge \(e_{kr(i-1) \rightarrow r_i}\), we assume the recourse costs to be \(\mu_{kr} + \mu_{kr'} + \mu_{kr''}\). This describes the expected energy cost for a rescue vehicle 0 to travel from
its start $s_k$ to node $r_i$, and then to terminal $u_0$, and another vehicle of the same type to travel from its start $s_k$ to task $r_i$. The probability that the $l$-th failure of vehicle $k$ occurs on edge $c_{kr_i} = r_{r_i}$ is $P(\sum_{j=2}^{i-1} b_{kr_{j-1}r_j} \leq l \cdot B_k \leq \sum_{j=2}^{i} b_{kr_{j-1}r_j})$[1], [2]. Therefore, the expected recourse cost $g_k$ is given in (18), where $C_g \geq 1$ is the recourse penalty coefficient.

$$g_k = C_g \sum_{i=2}^{n_c} \left( \sum_{l=1}^{i-1} \left( P(\sum_{j=2}^{i-1} b_{kr_{j-1}r_j} < l \cdot B_k \leq \sum_{j=2}^{i} b_{kr_{j-1}r_j}) \cdot \left( \mu_{krr_i} + \mu_{sr_i} + \mu_{or_i} \right) \right) \right) \forall k \in V \quad (18)$$

$$\min \sum_{k \in V} \sum_{i,j} \mu_{kij} \cdot x_{kij} + C_g \sum_{i \in U} q_i + \sum_{k \in V} g_k \quad (19)$$

### III. OPTIMIZATION ALGORITHMS

The deterministic model is a mixed integer linear program (MILP) and can be solved by a number of off-the-shelf commercial solvers through branch and bound algorithms. This section will focus on the presentation of the algorithms used to solve the CCP and SPR models.

#### A. Branch and Cut Algorithm for CCP Model

To solve the proposed CCP model, a branch and cut algorithm based on the one in [6] is used. Noticing that without the nonlinear chance constraint, the model becomes a MILP, it is solved with constraint (17) relaxed. The details are in Algorithm 1, where checkNonlinearConstraints() is a function that returns the set of violated constraints.

In (20), $V_c$ is the set of vehicles that violate constraint (17). Otherwise, if there is no violation, we obtain an optimal solution for the CCP problem, and stop the algorithm.

$$\sum_{(i,j) \in R_k^p} (1 - x_{kij}) \geq 1 \forall k \in V_c, \quad (20)$$

where $R_k^p = \{(i,j) \mid i, j \in M$ and $x_{kij} = 1\}$.

#### Algorithm 1: An Algorithm for the CCP Model

1. Define problem $p$ with fcn (3) and constraints (ignore (17))
2. while True do
3. // Iteratively solve problem $p$
4. Solve problem $p$ and let $x_{kij}^*$ be the solution.
5. if $x_{kij}^* = 0$ then
6. break // Return no solution
7. violations = checkNonlinearConstraints((17))
8. if violations $\neq \emptyset$ then
9. Cut the solution by adding a linear feasibility cut
10. else
11. break // Return the solution

#### B. Integer L-shaped Algorithm for SPR Model

To solve the proposed SPR model, we propose an integer L-shaped algorithm similar to the one in [1], where a branch and cut algorithm operates on a relaxed problem in each iteration until completing a tree-structure problem list $P$. Let the linear part (the first two sums) in (19) be $f$, and let the nonlinear part (the third sum) be $g$. For each $g_k$ ($k \in V$), we add a new variable $\theta_k$ to represent its lower bound. Therefore, $\theta = \sum_{k \in V} \theta_k$ is the lower bound for $g = \sum_{k \in V} g_k$. For a problem in the list, the objective function (21) is optimized instead of (19), i.e., $f + \theta$ is optimized instead of $f + g$. During the iterations, the lower bound $\theta$ is tightened until $\theta = g$ and an optimal solution is found. The details are in Algorithm 2, where checkConstraint() and checkIntegerConstraint() are functions that return the set of violated constraints.

In line 25, we conclude that if $\theta^p \geq g^p$, then the current solution minimizes the nonlinear objective function (19) given the feasible region defined by the constraints of problem $p$. To prove this, let another feasible point and the corresponding objective values be $(x_{kij}^*, f^*, g^*)$. As the current solution is linearly optimal for problem $p$ and $\theta^p$ is a lower bound for $g^p$, we have $f^p + \theta^p \leq f^* + g^* \leq f^a + g^a$. Recall that $\theta^p \geq g^p$, and therefore, $f^p + g^p \leq f^a + g^a$.

Otherwise, if $\theta^p < g^p$, we tighten the relaxation at line 29 by adding the optimality cut (22). The cut is tightened to $g_k^p$ if we obtain a solution $x_{kij}$ where the current route or a route containing the current route is traveled. $n_k^p$ is the number of $(i,j)$ pairs in the set $R_k^p$, i.e., the current route.

If the algorithm terminates with $f^* \neq +\infty$, then the solution associated with $f^*$ and $g^*$ is the optimal solution, otherwise, there is no feasible solution for the SPR model.

$$\min \sum_{k \in V} \sum_{i,j} \mu_{kij} \cdot x_{kij} + C_g \sum_{i \in U} q_i + \sum_{k \in V} \theta_k \quad (21)$$

$$\theta_k \geq g_k^p \cdot (1 - n_k^p) + \sum_{(i,j) \in R_k^p} x_{kij} \quad \forall k \in V, \quad (22)$$

where $R_k^p = \{(i,j) \mid i, j \in M \cup S \cup U$ and $x_{kij}^* = 1\}$. 
Algorithm 2: An L-shaped Algorithm for the SPR Model

1. Define problem $p$ with objective fcn (21) and no constraints
2. $f^* = +\infty$, $g^* = +\infty$
3. while $p \neq \emptyset$ do
   4. while True do
      5. // Iteratively solve problem $p$
      6. Solve $p$ and let $(x^p_{kij}, f^p, \theta^p)$ be the solution
      7. if $x^p_{kij} = \emptyset$ then
         8. break // No solution for problem $p$
      9. if $f^p + \theta^p \geq f^* + g^*$ then
         10. // The relaxed problem has a worse objective than the current best solution
         11. break // No need to explore $p$ more
      12. violations1 = checkConstraints((5)-(13))
      13. if violations1 $\neq \emptyset$ then
          14. Add one violated constraint to problem $p$
          15. continue // Solve it again
      16. violations2 = checkIntegerConstraints((4))
      17. if violations2 $\neq \emptyset$ then
          18. Branch problem $p$ on a fractional variable into $p_1$ and $p_2$
          19. Add both subproblems $p_1$ and $p_2$ into list $\mathcal{P}$
          20. break // Start to solve $p_2$
      21. // Now a feasible solution to the linear relaxation
      22. Compute $g^p$ based on $(x^p_{kij}, f^p, \theta^p)$
      23. if $f^p + g^p < f^* + g^*$ then
          24. $f^* = f^p$, $g^* = g^p$
        25. if $\theta^p \geq g^p$ then
            26. // A nonlinearly optimal solution to problem $p$
            27. break
        28. else
            29. Tighten the linear relaxation by adding an optimality cut (22) to problem $p$
            30. continue
      31. $p = \text{pop}$ the last problem in list $\mathcal{P}$

IV. UNCERTAINTY MODEL

For the optimization models in Sec. II, parameters $C_q$ and $C_{\text{large}}$ are manually defined. $c_{en}$ and $D_k$ can be obtained according to vehicle properties. $t_{kij}$ can be estimated according to the task requirements. As we are considering off-road operations, we assume that $t_{kij}$ is proportional to the path length between node $i$ and $j$. In off-road operations, the edge energy cost, $b_{kij}$, is uncertain and needs further modeling.

In environments where the energy cost to traverse a unit length varies with respect to the position and is uncertain, the energy field can be modeled as a Gaussian process [14]–[16]. A Gaussian process is a collection of random variables with joint Gaussian distribution [17]. Based on a set of samples of the unit energy cost from sensor data (either collected online or from previous explorations), a Gaussian process map similar to Fig. 4 can be predicted.

Based on the energy map, we can use the A* algorithm [18] to calculate the minimum expected energy cost path between task locations while avoiding obstacles. For example, if two tasks are at the green and red x’s in Fig. 4, we can evaluate the uncertain energy cost between the tasks by computing the black path and then the path cost.

Suppose the computed path contains ordered cell indices $\mathcal{L} = \{l_1, \ldots, l_{n_{\mathcal{L}}}\}$. Let the distance between two cells $i$ and $j$ be $d_{ij}$. Suppose the unit energy cost at cell $i$ follows distribution $N(\mu_i, \sigma_i)$. Define $d_{\mathcal{L}} = [d_{l_1l_2}, \ldots, d_{l_{n_{\mathcal{L}}-1}l_{n_{\mathcal{L}}}}]^T$. Define $m_{\mathcal{L}} = [\mu_1, \ldots, \mu_{n_{\mathcal{L}}-1}]^T$, and let the corresponding covariance matrix be $\Sigma_{\mathcal{L}}$. Then, for a specific vehicle, the stochastic cost to travel between two tasks, $b_{\mathcal{L}}$, is a Gaussian distribution, i.e. $b_{\mathcal{L}} \sim N(\mu_{\mathcal{L}}, \sigma_{\mathcal{L}})$, and can be calculated according to (23) and (24).

$$\mu_{\mathcal{L}} = \sum_{i=1}^{n_{\mathcal{L}}-1} \mu_i \cdot d_{l_il_{i+1}} = d_{\mathcal{L}}^T m_{\mathcal{L}}$$  \hspace{1cm} (23)$$

$$\sigma_{\mathcal{L}} = d_{\mathcal{L}}^T \Sigma_{\mathcal{L}} d_{\mathcal{L}}$$  \hspace{1cm} (24)$$

V. EXPERIMENTS AND DISCUSSION

In this section, we evaluate the models and algorithms proposed in the previous sections. First, a series of computational experiments are conducted to show the performance of the deterministic, CCP, and SPR models with respect to different hyper-parameters for the mean and standard deviation. By varying these hyper-parameters, we evaluate the performance of the three models and algorithms with respect to different problem sizes, uncertainty levels, and heterogeneity levels. The performance metrics used for evaluation include the value of the objective function and the computation time. For these computational experiments, $C_\mu$ is fixed at 30 and the
vehicle energy capacity, $B_k$, is set to 40000 for all vehicles $k \in V$ unless further explained. The confidence level, $\beta_k$, in the CCP model is set to 95% for all vehicles. The recourse penalty coefficient, $C_g$, in the SPR model is set to 1, which means the recourse costs are not weighted. The time penalty coefficient, $C_f$, is set to 1 as well. Considering the order of magnitude for energy and time, this ensures that the energy cost is the primary optimization objective. When running the algorithms for the deterministic, CCP, and SPR models, the time limit is 500 seconds.

2) Results and Discussion: The objective value and computation time comparison are shown in TABLES I-IV, with $f^*$ and $g^*$ indicating the energy cost and recourse energy cost, respectively. Note that for each row in these tables, we randomly generated 5 test cases with different task and vehicle locations, and report the mean performances. According to the result, the model can be solved to optimal within a few seconds when $n_a \leq 50$ and $n_m \leq 12$. The computation time increases when the vehicle and task number increases.

The algorithms are scalable to vehicle number, but not very scalable to task number. When $n_v = 6$, the largest $n_m$ that the program can handle is around 30 for the three models (depending on the specific problems). When more heterogeneity is introduced to the problem, the computation time becomes smaller (TABLE III). This is because heterogeneity within the vehicles and tasks introduces further constraints and limits the search space of the algorithms.

The standard deviation (uncertainty level) has a direct impact on the CCP model, as it directly scales the $\sigma^2_{kij}$ in (17). When the uncertainty is large or $\beta_k$ is set too high, the CCP model might return no solution. The uncertainty level has an implicit impact on the SPR model by influencing the expected recourse cost $g^*$. According to TABLE IV, both CCP and SPR result in larger objective values with larger $C_g$ values because they switch to more conservative solutions (shorter routes with lower possibility to fail).

| $n_v$ | Deterministic | CCP | SPR |
|-------|---------------|-----|-----|
|       | $f^*$ in | $f^*$ in | $f^*$ in | $f^*$ in |
|       | Time | Time | Time | Time |
| 6     | 56215  | 0.1 | 57376  | 0.2 | 56726  | 0.2 |
| 8     | 56199  | 0.2 | 57285  | 0.3 | 56627  | 0.3 |
| 10    | 56161  | 0.3 | 57280  | 0.4 | 56597  | 0.5 |
| 20    | 56093  | 0.9 | 56994  | 1.6 | 56556  | 2.1 |
| 50    | 55875  | 5.1 | 56090  | 15.7 | 56334  | 56706  | 51.4 |

TABLE I: Objective value and computation time for different vehicle numbers $n_v$. ($n_m=6, n_a=2, n_{av}=2, n_{am}=3, C_g=6.)$

Comparing the results of the CCP and SPR models in the four tables, the SPR model leads to lower costs than the CCP model even if the recourse cost $g^*$ is considered. This shows the potential for over-conservatism with the CCP model.

B. Practical Problem Application

1) Setup and Test Case: In this section, the CCP and SPR models are applied to a practical test case to evaluate the feasibility for practical applications. Consider an explore and breach mission in an area with forests and fields, consisting of multiple scout, breach, and material transport tasks. These tasks are independent of each other and there is no specific time requirement, except that a task can only be initiated when all the vehicles in the team arrive. The goal is to form vehicle teams to complete all of the tasks and finish the mission with the lowest expected travel energy cost. The capabilities, vehicles, and task sets are modeled as follows.

Capability set $A = \{a_1, \ldots, a_4\}$, $a_1$: scout capability; $a_2$: move fast; $a_3$: transport materials; $a_4$: move quietly; $a_5$: shoot smoke; $a_6$: break barriers; $a_7$: clear mines; $a_8$: armor.

Vehicle set $V = \{v_1, v_2, \ldots\}$. In total, there are 18 vehicles distributed from 6 types of vehicles $v_1$-$v_6$. The number of vehicles per type is chosen based on task requirements. The following provides detailed descriptions for each vehicle; note that the brackets describe the actual reference vehicles. $v_1$: armed vehicle (high mobility multipurpose wheeled vehicle, HMMWV), a fast vehicle that can carry materials and has mounted guns. $v_2$: scout vehicle (MRZR), a fast, light, unarmored vehicle that can travel nearly silently. $v_3$: tank (M1A2 abrams), a large main tank with heavy armor. $v_4$: stryker (M1126 stryker), a combat vehicle with medium armor. $v_5$: earthmover (M9 combat earthmover), a vehicle that breaks barriers. $v_6$: minesweeper (M160 mine clearance system). The vehicle capability vectors are defined accordingly in TABLE V.

Task set $M = \{m_1, m_2, \ldots, m_{14}\}$. $m_1$ scout: move to-
wards the target location quickly and identify enemy forces. m2 quiet scout: in addition to the requirements for m1, the vehicle team needs to move quietly in order to not be noticed by enemies. m3 smoke cover: use smoke to cover breach points. m4 lane creation: clear mines, remove barriers, and create secured lanes. m5 breach: breach barriers and enemies. m6 enemy push back: use heavy fire to push enemies back. m7 materials transport. The task m8-m14 are the same as m1-m7 respectively. The task requirement functions are defined in (25). Note that if γa = 1, then αa ≥ γa is abbreviated to αa, for all capabilities a ∈ A.

\[
\begin{align*}
\rho_{m_1}() &= \rho_{m_8}() = \alpha_{a_1} \land \alpha_{a_2} \\
\rho_{m_2}() &= \rho_{m_9}() = \alpha_{a_1} \land \alpha_{a_2} \land \alpha_{a_4} \\
\rho_{m_3}() &= \rho_{m_{10}}() = \alpha_{a_5} \\
\rho_{m_4}() &= \rho_{m_{11}}() = \alpha_{a_6} \land \alpha_{a_7} \land \alpha_{a_8} \\
\rho_{m_5}() &= \rho_{m_{12}}() = (\alpha_{a_8} \geq 10) \\
\rho_{m_6}() &= \rho_{m_{13}}() = (\alpha_{a_8} \geq 20) \\
\rho_{m_7}() &= \rho_{m_{14}}() = \alpha_{a_3}
\end{align*}
\]

For the ground truth map, we randomly generate a map (size: 100 × 100) in region [0,1000]², with the cell values jointly Gaussian distributed. The underlying co-variance matrix is generated according to the Gaussian process method in [15] using a 2-dimensional squared exponential kernel. This map is generated to be the ground truth energy map for a 1-ton vehicle and scaled by the weight of the 6 vehicles, i.e. [2.36, 0.879, 61.3, 19.0, 24.4, 10.0] tons. The vehicles' energy capacities are set to the following values proportional to their fuel tank size, {[V₁, ... , V₆]} = [25.0, 7.25, 500, 160, 134, 80.0]×5700. The ratio 5700 is chosen to limit some of the long routes generated when optimizing without energy constraints. The task locations are generated randomly and the start and terminal locations are set to the map center.

To evaluate the energy cost, we take 100 randomly distributed samples in the ground truth map, and estimate a Gaussian process map according to Sec. IV. In practice, this sampling process should be done by scout vehicles through sensors. We scale the map value by weights to get the map for the 6 types of vehicles. With the maps, we can then generate the energy edge costs and uncertainties for the three models.

For the optimization, as time is not the primary consideration of this paper, we set the travel time between any two nodes as 1, and set the service time that each vehicle needs to spend at a task also as 1. This means, any travel or service takes 1 unit time. As there are no additional time requirements for the tasks, the schedule for a vehicle is based on energy cost minimization. The time penalty coefficient Cₗ is set to 1. The confidence level βₖ in the CCP model is set to 95% for all vehicles. The recourse penalty coefficient Cᵣ in the SPR model is set to 1.


\[
\begin{array}{c|cccccccc}
\hline
k & a_1 & a_2 & a_3 & a_4 & a_5 & a_6 & a_7 & a_8 \\
\hline
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
2 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 20 \\
4 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 5 \\
5 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\hline
\end{array}
\]

TABLE V: Vehicle capabilities: Each row is a e_k vector, for k = v₁ · · · v₆.

2) Results and Discussion: The ground truth and estimated energy maps are shown in Fig. 5. The mean and maximum errors of the estimation are 1.13 and 9.29. The randomly generated task locations are shown in Fig. 6a.

The team selection, vehicle routes, and schedules are generated. The CCP and SPR models select the same team configurations for all the tasks (TABLE VI). Differences in the routes show that CCP generates more conservative and balanced plans than SPR. For instance, three v₅ in the CCP plan are used to complete the same number of tasks as compared to two v₅ in the SPR plan. The CCP routes are shorter as can be seen in Fig 6.

The objective values are f^{*}_{CCP} = 5.01×10⁶, f^{*}_{SPR} = 4.78×10⁶, and g^{SPR}_{SPR} = 5.31×10³. The computation times are 28.4 and 70.6 seconds, respectively, for CCP and SPR. The small recourse cost g^{SPR}_{SPR} is due to the small possibility that a failure occurs. This is a sign that the CCP model might result in over conservatism.

From the team selection in TABLE VI, we see that for all of the tasks, the requirements are fulfilled. For both models, two v₄ rather than one v₂ are chosen for m₅ due to the lower weight (unit energy cost) of v₄. However, though v₁ is heavier than v₂, it is used for m₅ because of routing issues.

|       | CCP     | SPR     |
|-------|---------|---------|
| m₁    | v₂      | v₂      |
| m₂    | v₄      | v₄      |
| m₃    | v₄      | v₄      |
| m₄    | v₅, v₆  | v₁, v₅, v₆ |
| m₅    | v₄ × 2, v₅ | v₄ × 2, v₅ |
| m₆    | v₃      | v₃      |
| m₇    | v₁      | v₁      |
| m₈    | v₁      | v₁      |

TABLE VI: Vehicle teams for each task. The vehicle types in teams for tasks m₉-m₁₄ are the same as m₂-m₇.

By comparing task locations in Fig. 6a, we see the algorithm tends to allocate the tasks that are close to each other in the map to the same set of vehicles, which is an expected behavior to reduce the total energy cost. For example, in Fig. 6e-f, m₅ is grouped with m₁₂ rather than m₄ or m₁₁.

As a whole, the results show that globally, the program is optimizing the routing plan considering spatial distribution,
In future work, we intend to model other uncertainty categories (e.g., time uncertainty) such that the plan is robust to multiple uncertain factors in the environment. Additionally, we aim to implement and validate the proposed framework on real vehicle systems.
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