Short-term electricity price forecasting G-LSTM model and economic dispatch for distribution system
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Abstract. In electricity market, electricity prices play an important role. The short-term electricity trading accounts for a large part in the market. Thus, this paper studied the short-term electricity price forecasting and proposed a new method -- G-LSTM (LSTM with error correction using GARCH model). Using this model, we achieve good performance on the LMPs (locational marginal prices) forecasting in the PJM power market. And based on our electricity price forecasting results, we calculate the ED (economic dispatch) plan of an IEEE 33-bus distribution system which contains wind power generation and photovoltaic power generation as an example.

1. Introduction
Since the appearance of power market, it has demonstrated its outstanding advantages, like introducing competition, improving efficiency, and promoting the rational use of resources. Electricity price is one of the key components in power market, and have a huge impact on the interests of multilateral market participants like power producers, consumers and energy trading centers. Therefore, electricity price forecasting is a significant task in power market.

There are many methods for electricity price forecasting at home and abroad. Literature [1] classifies and generalizes various electricity price forecasting methods, roughly divides these methods into: time series method, neural network method, wavelet prediction method and various combination methods. Also, many papers proposed these models in detail: the combination of wavelet transform and support vector machine [2], application of seasonal ARIMA model to short-term electricity price prediction [3], and literature [4] gives prediction model based on EEMD (Ensemble Empirical Mode Decomposition). But, compared with load forecasting, the volatility of electricity prices is larger, so the prediction accuracy of traditional prediction methods can hardly achieve a satisfactory result. In recent years, deep learning has been widely used in various fields and has demonstrated excellent performance in problem solving; for example, people use deep learning for image matching [5], text recognition in images [6], and the price forecasting can also take advantages of this technology. In deep learning technology, different numbers of neural network layers can provide different levels of abstraction to improve learning ability and task performance [7]. In this paper, we use the LSTM (long short-term memory) recurrent neural network (RNN), this model (RNN) was first introduced by
Hochreiter and Schmidhuber [8]. It showed good performance on the prediction of time series such as load, stock price, electricity price, etc.

In addition, under the background of the ubiquitous power Internet of things, it has gradually become a trend that new energy power generations access to the distribution system. Therefore, research on the economic dispatching problem of the distribution system containing new energy power generation is also a demand for power grid. Literature [9] introduces the optimal dispatching of active distribution network considering demand response, taking account of consumer psychology. Literature [10] uses genetic algorithm to deal with the optimal scheduling problem of regional microgrid. And literature [11] solved the security-constrained unit commitment problem in AC/DC transmission systems using linear programming.

In this paper, we first use the G-LSTM model to do electricity price forecasting and make a horizontal comparison on results of different models. Then we’ll use the predicted electricity price as the distribution system's electricity selling price, and then solve the economic dispatch or unit commitment problem using the modified IEEE 33-bus distribution system containing the photovoltaic and wind power generations.

2. Background study
This paper aims to improve electricity price prediction accuracy by studying the existing methods, and use the prediction results for solving economic dispatch or unit commitment problem.

Most of the existing studies on electricity price forecasting used time series method and wavelet prediction method such as wavelet transform combined with ARMA model [12]. While the literature [13] proposed an Adam-optimized LSTM prediction method combined with wavelet transform. Inspired by its thinking, this paper adds an error-correction model to the basic LSTM neural network, which further improves the prediction accuracy of the day-ahead electricity price. Our model has reference value for the future development of electricity price forecasting using neural network technology.

The examples in our paper select the PJM power market (Literature [14] introduces the PJM power market from many aspects) in America instead of the domestic power market. The main reasons are two:

1. The foreign power market has developed for longer time than the power market in China, so its market system is more consummate, the rules are clearer.
2. The PJM power market platform are open and transparent in load data, node electricity price and other data, which is conducive to select data for use in our research.

In the rest part of this paper, we’ll learn the rules of DA (day-ahead) hourly locational marginal prices (LMPs) and make prediction on it. Finally, we’ll solve the ED problem.

3. Data processing & model building

3.1. Data selection and processing
In the PJM power market, electricity price is settled using the node price and it doesn’t consider the system losses and congestion. In deep learning, the size of training set will have a great impact on the accuracy of the prediction model. Therefore, when we make selection among these nodes, it is necessary to select a node that has been operate for a long time — through our previous research and selection, we chose the node named TEXAS E (which named TEXAS2 before June 2006) and all LMPs data from its record began to February 2019 is selected.

For comparison, this paper also applies ARIMA model (Autoregressive Integrated Moving Average model), wavelet transform-ARMA model (Autoregressive moving average model) and EMD decomposition-ARMA model to do forecasting. The ARIMA/ARMA models requires stable time series data, and the stable time series can be expressed as follow in ARMA model:
\[ y_t = \theta_0 + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \cdots + \phi_p y_{t-p} + \\
\epsilon_t = \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \cdots + \theta_q \epsilon_{t-q} \]  
(1)

where \( y_t \) and \( \epsilon_t \) are the actual value and the random error at time \( t \), \( \phi_i \) (\( i = 1, \ldots, p \)) and \( \theta_j \) (\( j = 0, 1, \ldots, q \)) are parameters; \( p \) and \( q \) are integers, which represent the order of the model.

We can judge whether the data is stable by observing the mean value, variance and auto-covariance of the time series. If the data is not stable, we can smooth it by differential operation. Equation (2) shows the first-order difference as an example, where \( Y_t \) is the original time series, \( Y_{t-1} \) is the sequence got by shifting \( Y_t \) back one time step on the time axis, and \( y_t \) is the new sequence after differential operation. As a specific explanation, if we have time series \( Y_t = [\cdot, 2, 3, 4, \cdot] \), then \( Y_{t-1} = [\cdot, 1, 2, 3, \cdot] \).

\[ y_t = y_t - y_{t-1} \]  
(2)

Based on previous research, when predicting the electricity price of multiple future time points using LSTM, it is more accurate to use the time-segment prediction method than the rolling prediction method. Thus, before build and train the neural network model, we should divide the training data into 24 groups and make normalization.

### 3.2. Construction of neural networks

Electricity price forecasting belongs to the "regression task" in deep learning. To solve this kind of problem, the learning algorithm needs an output function like:

\[ f : \mathbb{R}^n \rightarrow \mathbb{R} \]  
(3)

We know the RNN (Recurrent Neural Network) model is a structure that designed to deal with the modeling of time series. And LSTM (long short-term memory) is used to solve the shortcomings of gradient disappearance or gradient explosion in the simple RNN structure.

According to equation (3), we need to separate \( x \) and \( y \). \( x \) represents the input in \( \mathbb{R}^n \) space, \( y \) represents the output in \( \mathbb{R} \) space and \( n \) represents the value of "lookback". The relationship between input \( x \) and output \( y \) can be expressed as follow (\( n=3 \) as an example):

\[ y_{t+1} = w_1 x_t + w_2 x_{t-1} + w_3 x_{t-2} \]  
(4)

where \( w_n \) is the weight that will be adjusted during the training process.

Finally, we built a LSTM model in Python consisting of 7 layers: the input layer, the output layer, two dropout layers, two LSTM layers containing 16 neurons and one full-connected layer. The structure of our LSTM model is showed in Figure 1.

![Figure 1. Structure of LSTM neural network.](image)

### 3.3. GARCH model for error correction

ARCH (Autoregressive conditional heteroskedasticity model) model is a popular volatility modeling method. The GARCH model is the generalized ARCH model. When build an ARMA model for prediction, the difference between the real value and fit value is called the residual. By modeling the square of residual, the ARCH model is transformed into a GARCH (p, q) model:
Where the $\sigma^2_t$ represents the conditional heteroscedasticity, and $\varepsilon_t$ represents the residual of data at time $t$ in ARMA modeling.

If we want to build a GARCH model in Python, first we need to obtain a residual sequence $a_t$, then perform an ARCH effect test on $a^2_t$, and select parameters to build models when the sequence has ARCH effect, here ARCH effect was introduced in detail by literature [15]. Then the GARCH model will give us the square of the residual of the predicted values.

3.4. Algorithm and model of G-LSTM

Since the prediction accuracy of the neural network method is already high, it can largely reflect the true electricity price level. Therefore, we build two LSTM models with different precisions. In rest of our paper, we refer to the LSTM model with higher precision as Model A and the one with lower precision as Model B. Model B is used as the prediction model, model A is used as the reference model, and GARCH model is used as the correction model. The logic diagram is shown in Figure 2.

![Figure 2. Logical block diagram of G-LSTM.](image)

The logic of the comparison part is performed according to the following formula (6):

$$
\left\{ \begin{array}{l}
y_{\text{pre}} = Y_t + \varepsilon_t, \quad Y_t - y_t > Q \\
y_{\text{pre}} = Y_t - \varepsilon_t, \quad Y_t - y_t < -Q \\
y_{\text{pre}} = Y_t, \quad Q \geq Y_t - y_t \geq -Q 
\end{array} \right.
$$

where $Q$ is a threshold value.

4. Forecasting case analysis

All data in our paper is taken from the DA hourly electricity price of node TEXASE in the PJM market. Here we list the prediction results using the traditional prediction models in Table 1.

It can be seen from Table 1 that the most basic ARMA model and ARIMA model have relatively poor prediction accuracy. The ARIMA model combined with wavelet transform are not as accurate as we expect, but the trend of the predicted price change is basically the same as the actual price. The ARIMA model combined with EMD is more reasonable and precise.

In Table 2, we show the prediction results of the LSTM model and G-LSTM model. For further comparison and confirmation, a summer day is selected for testing, too.
Taking February 27, 2019 as an example, Figure 3 is the forecasting diagram, the last 24 points represent the test day, the red line is the corrected prediction result.

**Table 1.** Electricity price forecasting by traditional models.

| The target day | Model (24 points/day) | Maximum error | Minimum error | Mean squared error |
|----------------|------------------------|----------------|---------------|-------------------|
| Feb. 27, 2019  | ARMA (1,2)             | 57.87%         | 0.24%         | 14.26%            |
|                | ARIMA (1,0,1)          | 37.78%         | 0.15%         | 14.08%            |
|                | ARIMA + wavelet transform | 41.39%     | 0.09%         | 16.62%            |
|                | ARIMA + EMD            | 39.76%         | 0.49%         | 12.08%            |
| Sep. 10, 2018  | ARMA (1,2)             | 54.67%         | 0.34%         | 16.09%            |
|                | ARIMA (1,0,1)          | 39.86%         | 0.17%         | 15.45%            |
|                | ARIMA + wavelet transform | 40.20%     | 0.21%         | 15.98%            |
|                | ARIMA + EMD            | 34.73%         | 0.31%         | 13.12%            |

**Table 2.** Electricity price forecasting by LSTM & G-LSTM models.

| The target day | Model (24 points/day) | Maximum error | Minimum error | Mean squared error |
|----------------|------------------------|----------------|---------------|-------------------|
| Feb. 27, 2019  | LSTM (Model A)         | 16.98%         | 0.20%         | 5.74%             |
|                | LSTM (Model B)         | 16.07%         | 0.32%         | 6.93%             |
|                | G-LSTM                 | 13.06%         | 0.21%         | 3.91%             |
| Sep. 10, 2018  | LSTM (Model A)         | 17.23%         | 0.75%         | 5.88%             |
|                | LSTM (Model B)         | 17.12%         | 0.25%         | 9.05%             |
|                | G-LSTM                 | 13.25%         | 0.28%         | 4.78%             |

**Figure 3.** Electricity price forecasting by LSTM and G-LSTM model.
5. Economic dispatch case study

This paper adopts the modified IEEE 33-bus distribution system, as shown in Figure 4, bus 1 is the connection point between the distribution network and the main network. There are small power producers G1, G2, G3 on the bus 4, 7, and 14, respectively. The generator parameters were taken from the paper [16] and have been changed according to the actual situation. The photovoltaic power station data on bus 32 is taken from the paper [17] and taken averaging operation. The wind power generation data on the bus 21 is taken from the hourly measured data of the southern part of the PJM power market on February 27. And the node load data of the original IEEE 33-bus distribution system was proportionally converted based on the hourly load forecast data of the southern part of the PJM power market on February 27.

The output of the wind power station and the photovoltaic power station on February 27, 2019 is shown in Figure 5. We assume the PV and wind power in Figure 5 are the predicted values (actually we can build LSTM model to do the forecasting if we have ways to get enough training data), thus the electricity price, PV energy and wind power are all predicted values in this system. And parameters of the three generators are shown in Table 3. We take the maximum distribution network’s revenue $R$ as the objective function, and consider the power flow constraint, unit output constraint, unit climbing rate constraint and the power balance constraint, then use the quadratic programming model to solve the unit commitment problem (only G1, G2, G3 can be scheduled).

![Figure 4. The modified IEEE 33-bus distribution system.](image)

![Figure 5. Output of wind power and photovoltaic power (2019/2/27).](image)

| Generator | $P_{\text{max}}$ | $P_{\text{min}}$ | Climbing rate | Cost $a$ | Cost $b$ | Cost $c$ |
|-----------|-----------------|-----------------|--------------|--------|--------|--------|
| G1        | 1365            | 450             | 120          | 0.00021| 17.50  | 0      |
| G2        | 1365            | 450             | 120          | 0.00031| 17.26  | 0      |
| G3        | 1365            | 450             | 150          | 0.00048| 17.19  | 0      |
The objective function and constraints of this Security Constraint Unit Commitment (SCUC) problem for our distribution network can be written as follows:

\[
\max \{ R \} = \max \{ P_{\text{load}} \times \lambda_{\text{sell}} - P_0 \times \lambda_{\text{buy}} - \sum_{j=1}^{3} C_{G_i} \}
\]

\[
s.t. \quad P_{G_i,\text{min}} \leq P_{G_i,t} \leq P_{G_i,\text{max}}
\]
\[
- P_{L,\text{max}} \leq P_{\text{line}} \leq P_{L,\text{max}}
\]
\[
r_i \leq P_{G_i,t} - P_{G_{i-1},t} \leq r_i
\]
\[
P_{L,i,t} = P_{0,i} + \sum_{i=1}^{3} P_{G_i,t} + P_{\text{wind},t} + P_{\text{pv},t}
\]

Here \( \lambda_{\text{sell}} \) means the electricity sell price of the distribution network, it’s the price that the distribution network sell power to users and also it is our previous forecasted price; \( \lambda_{\text{buy}} \) means the electricity purchase price from the superior grid (bus1), it’s the price that the distribution network buy power from the main network and is set by the main network. \( C_{G_i} \) represents the cost for \( G_i \), \( P_0 \) represents the power that received from the superior grid (bus1) and \( r \) represents the unit climbing rate.

Then we expect to find the optimal solution of \( P_{G_i,t} \) so we should design matrix \( H, f, A, b, A_{eq}, b_{eq} \) in the following formula (8):

\[
\min_x \frac{1}{2} x^T H x + f^T x
\]
\[
s.t. \quad A \cdot x \leq b,
\]
\[
A_{eq} \cdot x = b_{eq},
\]
\[
1b \leq x \leq ub.
\]

Then we can solve the UC problem according to the flow shown in Figure 6.

![Figure 6. The process of solving the SCUC problem.](Image)

Through the steps, we get the final unit commitment result shown it in Figure 7.
6. Conclusions

From the examples, we see that the accuracy of the neural network model is higher than that of the traditional electricity price forecasting models, but at the same time we should also realize that this is an accuracy improvement obtained by sacrificing the training time, it’s a trade-off between time and precision.

By horizontal comparison with the conventional LSTM model in typical summer and winter day, we can see that the G-LSTM model proposed in this paper can do electricity price prediction more accurate. Moreover, depending on different markets, determining an appropriate comparison logic and thresholds allows the model to be applied to electricity price forecasts in most power markets. This method is a new attempt in the direction of electricity price forecasting under the background of big data. For future work, we need to study more different power markets and look for comparative logic and thresholds to further improve the applicability of the method.

At the same time, we can also see that predictions such as electricity price forecasting and distributed power forecasting are helpful and can guide for economic dispatching and unit scheduling. In the future, as ubiquitous power Internet of things and big data technology continues to develop, combining forecasting with scheduling/dispatching will be a necessary practice for grid dispatchers.
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