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Abstract

Neural network pruning has remarkable performance for reducing the complexity of deep network models. Recent network pruning methods usually focused on removing unimportant or redundant filters in the network. In this paper, by exploring the similarities between feature maps, we propose a novel filter pruning method—Central Filter (CF), which suggests that a filter is approximately equal to a set of other filters after appropriate adjustments. Our method is based on the discovery that the average similarity between feature maps changes very little, regardless of the number of input images. Based on this finding, we establish similarity graphs on feature maps and calculate the closeness centrality of each node to select the Central Filter. Moreover, we design a method to directly adjust weights in the next layer corresponding to the Central Filter, effectively minimizing the error caused by pruning. Through experiments on various benchmark networks and datasets, CF yields state-of-the-art performance. For example, with ResNet-56, CF reduces approximately 39.7% of FLOPs by removing 47.1% of the parameters, with even 0.33% accuracy improvement on CIFAR-10. With GoogLeNet, CF reduces approximately 63.2% of FLOPs by removing 55.6% of the parameters, with only a small loss of 0.35% in top-1 accuracy on CIFAR-10. With ResNet-50, CF reduces approximately 47.9% of FLOPs by removing 36.9% of the parameters, with only a small loss of 1.07% in top-1 accuracy on ImageNet. The codes can be available at https://github.com/8ubpshLR23/Central-Filter.

1. Introduction

Recent developments on Convolutional neural networks (CNNs) have achieved great performance in computer vision tasks such as image classification [9, 14], object detection [6, 29], semantic segmentation [2, 25], video analysis [5, 22], etc. However, state-of-the-art CNNs have higher requirements for computational resources and memory footprint, which greatly limits their application in edge devices such as IoT devices. To address this, one idea is to compress the existing network, including tensor decomposition [28], network pruning [19], parameter quantification [24], etc. Another idea is to build a new small network, including knowledge distillation [12] and compact network design [13].

Among these network compression strategies, network pruning has significant performance and is suitable for various applications. In terms of the granularity of network pruning, it can be divided into unstructured pruning [1, 8] and structured pruning [19, 26]. Some early methods were based on unstructured pruning, and the produced kernels were sparse. That is, there are many matrices with zero elements in the middle. Unless the underlying hardware and computing libraries support them better, it is difficult to achieve substantial performance gains in the pruned models. Besides, the sparse matrix cannot use the existing mature BLAS library to obtain additional performance benefits. Therefore, a lot of research in recent years has focused on structured pruning, especially filter pruning.

The basic idea of filter pruning is to prune the unimportant filters while minimizing the loss of accuracy. So, the challenge is how to measure the importance of filters. For example, Li et al. [18] assumed that a filter should be pruned first if it has a smaller $l_1$ norm. Liu et al. [23] established a link between the importance of the filter and the scaling factor of the BN (Batch Normalization) layer. Filters with a smaller scaling factor value are unimportant and will be...
pruned first. In [19], the High Rank (HRank) of the feature map is used to measure the importance of the filters in each layer. These methods are based on different experiences or assumptions and succeed in filter pruning.

Another idea is to focus on the redundancy of filters or feature maps while pruning. Deep neural networks have a lot of redundancy [4]. So empirically, some redundant filters can be removed for network compression. A popular solution is to consider the similarity of filters or feature maps. Singh et al. [32] searched for strongly correlated filter pairs from each layer and made them highly correlated to reduce accuracy loss, and finally discard one. Wang et al. [35], proposed Quantified Similarity of Feature Maps (QSFM) to find the redundant information in the three-dimensional tensors. Most similarity-based designs achieve compression and acceleration of neural networks, but with a limitation in the assumption that redundancy is useless.

Our work is based on the similarity of the feature maps, which belong to the filter pruning. Many of the existing methods are based more or less on assumptions or experiences that lack theoretical proof. In this paper, we propose a novel approach to prune redundant filters. Firstly, we explored the stability of the similarity between feature maps in each layer. As shown in Fig. 1, we calculated the average similarity of output feature maps of different models on CIFAR-10 with different numbers of input images. After multiple sets of experiments, we found that the similarity changes between different feature maps are few and can be ignored. The average rank of feature maps has been explored in Hrank [19], showing that the rank of each feature map is always the same in different models. This proves the stability of the properties of the feature map from another perspective. Then we propose a novel theory, named Central Filter (CF), to selectively prune filters that generate redundant feature maps. In a set of similar feature maps, we select one feature to cover the functions of other features by directly adjusting the corresponding filter weights. To support this, mathematical proof is provided. As we all know, there is a lot of redundancy in many models [4], so removing the redundancy is a common solution for network compression. However, simply removing redundancy may have inadequacies. For example, there may be information supplementation between similar feature maps [32], which may result in loss of accuracy when discarding some of them. The key point of our approach is to create the central filter by analyzing the relationships between feature maps and by directly adjusting the filter weights, which reduces the potential effect of pruning redundant filters, as will be discussed in Sec. 3. Moreover, a critical issue is how to determine which filters are central filters. As shown in Fig. 2, we present an approach based on the closeness centrality of graph theory to solve it, and will be discussed in Sec. 3.4. Finally, we iteratively prune similar filters layer by layer and directly adjust the weight of filters in the next layer, and then through fine-tuning to recover the accuracy of the pruned model.

To summarize, our main contributions are as follows:

- Through a large number of experiments in different models, We empirically demonstrate that the average similarity between the output feature maps is stable, regardless of the number of input features. Inspired by this, we propose a method to use this similar information, named Central Filter.

- We mathematically prove the rationality of the proposed method. More, we present an approach based on the closeness centrality of graph theory to determine which filters should be pruned and which weights should be adjusted.

- Extensive experiments on CIFAR-10 [16] and ImageNet [17], using VGGNet [31], GoogLeNet [33], DenseNet [14], and ResNet [9], demonstrate the effectiveness of the proposed Central Filter method.

2. Related Work

Filter Pruning Based on Importance. Filter pruning approaches lie in the evaluation of the importance of filters. Many classic methods measure importance by studying and analyzing the intrinsic properties of filters and feature maps. For example, Li et al. [18] established a connection between the importance of the filter and the $l_1$ norm, which assumes that a filter is unimportant if it has a smaller $l_1$ norm. He et al. [10] points out the limitations of the $l_1$ norm-based methods, and the geometric median is used to measure the importance of filters, which the filters closest to it are pruned first. In [19], the rank of the output feature map is used to measure the importance of filters in each layer, which demonstrates that the feature maps with lower rank are unimportant. Beyond ranking the filters in each layer, Chin et al. [3] proposed a method to calculate the global ranking of filters across different layers. Based on the widespread use of the BN (Batch Normalization) layer, Liu et al. [23] added a channel-wise scaling factor to the BN layer and added an $l_1$ regularizer to make it sparse, then pruning the filters with a small scaling factor. In addition, another direction considers the subsequent impact after pruning, such as the loss of accuracy, or the changes of output feature maps, etc. In [11,26], pruning filters by computing the statistical information of the next layer, and aims to minimize the feature reconstruction error where filters with a smaller error are discarded first.

Filter Pruning Based on Redundancy. Different from the previous methods based on importance, which pruning filters by designing a filter evaluation function.
Redundancy-based methods concern which filters are redundant and how to remove them. [32] proposed an approach to identify the pairs of strongly correlated filters and discard one from each such pair. The pruned filter is considered redundant because the performance capabilities of the two filters in the pair are the same. Wang et al. [35] proposed a novel theory, namely Quantified Similarity of Feature Maps (QSMF), to get redundant information in the high-dimensional tensors. In [30], cosine similarity is used to measure the similarity of feature maps or filters, and filters with high similarity are pruned. Wang et al. [34] discovered that the layers with more structural redundancy are more suitable to be pruned, and graph theory is used to measure the redundancy for each layer. Though redundancy-based methods succeed in the compression and acceleration of different models, it is still inefficient at high compression rates because of missing theoretical proof and guidance.

Our method also belongs to filter pruning and is based on redundancy. Compared with the previous redundancy-based methods, we amply use the properties of similar output feature maps and directly adjust the relevant weights, achieving higher accuracy at the same compression rate.

3. The Proposed Method

3.1. Notations

For a CNN model, which has \( N \) layers. We let \( \mathcal{L}_i \) represent the \( i \)-th layer, and \( \mathcal{F}_{\mathcal{L}_i} = \{ f_1^i, f_2^i, \ldots, f_{n_i}^i \} \in \mathbb{R}^{n_i-1 \times n_i \times h_i \times w_i} \) denotes the set of all filters of the \( i \)-th layer, where \( n_i \) denote the numbers of filters, and \( h_i, w_i \) represent the size of the kernel of the \( i \)-th layer. We define the \( j \)-th filter \( f_j^i = \{ k_1^{i,j}, k_2^{i,j}, \ldots, k_{n_i}^{i,j} \} \in \mathbb{R}^{n_i-1 \times h_i \times w_i} \), where the \( t \)-th kernel \( k_t^{i,j} \in \mathbb{R}^{h_i \times w_i} \). Let \( \mathcal{O}_{\mathcal{L}_i} = \{ o_1^i, o_2^i, \ldots, o_{n_o}^i \} \in \mathbb{R}^{c \times n_i \times h_i \times w_i} \) be the set of output features in the \( i \)-th layer, where \( o_j^i \) is the \( j \)-th feature involved in the \( j \)-th filter. \( c \) is the size of input feature maps. We define \( \mathcal{S}(o_x^i, o_y^j), (0 \leq x, y \leq n_i) \) as the measure of similarity between output features.
Figure 3. The comparison of the accuracy before and after the adjustment of Central Filter from different convolutional layers and CNN models on CIFAR-10 or ImageNet. For each subfigure, the x-axis represents the i-th layer and the y-axis is the accuracy, and λ means compression rate. Furthermore, columns with green denote the accuracy of before adjustment, and red is the after. As can be seen, the accuracy has been improved after adjustment on each layer in different architectures.

3.2. Feature Similarity Measure

In this paper, we adopt Pearson correlation coefficient to measure the similarity between output feature maps. The Pearson correlation coefficient is used to measure the degree of correlation between two variables X and Y, and is defined as the covariance of two variables divided by the product of their standard deviations.

\[
\rho_{X,Y} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y} \quad (1)
\]

Here \(\mu_X, \mu_Y\) represent expected values, and \(\sigma_X, \sigma_Y\) are standard deviations respectively. The Pearson correlation coefficient varies from \(-1\) to \(1\). The value of the coefficient is \(1\) means that X and Y can be well described by the straight-line equation. All the data points fall well on a straight line, and Y increases with the increase of X. The value of the coefficient \(-1\) means that all data points fall on a straight line, and Y decreases with X increases. The value of the coefficient is \(0\) means that there is no linear relationship between the two variables. So, the similarity \(S(o^i_x, o^i_y)\) can be formulated as:

\[
S(o^i_x, o^i_y) = \rho_{\text{One}(o^i_x), \text{One}(o^i_y)} \quad (2)
\]

where \(\text{One}(\cdot)\) reshape \(o^i_j\) into one dimension. For features similarity measure, the value of the coefficient is more near 1 means two features are more similar. When the value is near 0, the two features are not similar.

Through a large number of experiments with different models on CIFAR-10, we have observed that the similarity between the output feature maps is stable. As demonstrated in Fig. 1, we can effectively estimate the expectation of the similarity between individual feature maps in different models with a small number of input images. Then, using this similarity information, we design an approach called Central Filter to determine which filters to discard

3.3. Central Filter

For the \(i\)-th layer of the CNN model, the output features can be formulated as:

\[
O_{L^i} = F_{L^i} \cdot O_{L^{i-1}} = \{f^i_1, f^i_2, \ldots, f^i_n\} \cdot O_{L^{i-1}} \quad (3)
\]

For simplicity, functions such as Relu, Batch normalization are omitted here. For the \(j\)-th output feature \(o^i_j\):

\[
o^i_j = f^i_j \cdot O_{L^{i-1}} = \{k^{i,j}_1, k^{i,j}_2, \ldots, k^{i,j}_n\} \cdot \{o^{i-1}_1, o^{i-1}_2, \ldots, o^{i-1}_n\}
\]

\[
= \sum_{r=1}^{n^{i-1}} k^{i,j}_r \cdot o^{i-1}_r \quad (4)
\]

\[
= k^{i,j}_1 \cdot o^{i-1}_1 + k^{i,j}_2 \cdot o^{i-1}_2 + \ldots + k^{i,j}_n \cdot o^{i-1}_n
\]

where \(\cdot\) is the dot product. We assume a subset of output features \(I^{i-1}_j = \{o^{i-1}_1, o^{i-1}_2, \ldots, o^{i-1}_m\}\) are similar to each other:

\[
o^{i-1}_x \approx o^{i-1}_1 \approx o^{i-1}_2 \approx \ldots \approx o^{i-1}_m,
\]

s.t. \(0 \leq m \leq n^{i-1}\)

The set of filters corresponding to \(I^{i-1}_j\) is \(C^{i-1}_j = \{f^{i-1}_j, f^{i-1}_{x_1}, f^{i-1}_{x_2}, \ldots, f^{i-1}_{x_m}\}\) So, we can reformulate Eq. (4) as:

\[
o^i_j = f^i_j \cdot (O_{L^{i-1}} - I^{i-1}_j) + f^i_j \cdot I^{i-1}_j \quad (6)
\]
and,
\[
f_j^i \cdot T_j^{i-1} = (k_j^{i,j} + k_{x_1}^{i,j} + k_{x_2}^{i,j} + \ldots + k_{x_m}^{i,j})
\cdot \{o_j^{i-1}, o_{x_1}^{i-1}, o_{x_2}^{i-1}, \ldots, o_{x_m}^{i-1}\}
\]  
(7)

Combining Eq. (5) and Eq. (7) we see that,
\[
f_j^i \cdot T_j^{i-1} \approx (k_j^{i,j} + k_{x_1}^{i,j} + k_{x_2}^{i,j} + \ldots + k_{x_m}^{i,j}) \cdot o_j^{i-1}
\]  
(8)

Hence, we let
\[
k_j^{i,j} = k_j^{i,j} + k_{x_1}^{i,j} + k_{x_2}^{i,j} + \ldots + k_{x_m}^{i,j}
\]  
(9)

we get:
\[
f_j^i \cdot T_j^{i-1} \approx k_j^{i,j} \cdot o_j^{i-1}
\]  
(10)

So we only need to keep \(o_j^{i-1}\) and prune the others. In filter pruning of the \((i - 1)\)-th layer, the filter \(f_j^{i-1}\), corresponding to \(o_j^{i-1}\), will be reserved, and the others will be pruned. According to Eq. (9), we directly adjust the weight of filter \(f_j^{i}\). Eventually, we obtain a smaller computational model, as described in Eq. (10). Overall, if the elements in \(f_j^{i}\) are the same, then \(f_j^{i-1}\), which generates \(o_j^{i-1}\), can be regarded as a central filter that covers the function of other filters in \(C_j^{i-1}\), and without obvious loss of accuracy. Some of the previous works used redundancy to pruning, but they rely on an assumption: Redundancy is useless, which is a lack of rigorous mathematical proof. We use the similarity of the output feature maps and directly adjust the corresponding filters. The additional loss is mainly derived from the similar evaluation error of the output feature maps.

### 3.4. Filter Selection

One critical problem is how to determine central filters, which respectively replace a subset of filters while minimizing the loss as much as possible. To address it, we explore the relationship between features. For any feature map \(o_j^{i}\) in the \(i\)-th layer, we set a threshold \(\theta_i\) and calculate the similarity between \(o_j^{i}\) and other feature maps. If it is less than the threshold \(\theta_i\), then the undirected edges are connected between them so that a similarity graph \(D_j^i\) is obtained. By corresponding the similarity graph \(D_j^i\) on the feature map \(o_j^i\) to the filter \(f_j^i\), we get the relationship graph \(G_j^i\) between the filters and the set of points is defined as \(C_j^i\). Furthermore, the size of set \(C_j^i\) ranges from 1 to \(n_i\). So our method can be formulated as an optimization problem:

\[
\min \left( \sum_{i=1}^{N} \sum_{j=1}^{n_i} \delta_j^i \cdot \mathcal{J}(f_j^i, C) \right)
\]  
(11)

where \(\delta_j^i\) is an indicator which is 1 if \(f_j^i\) is a central filter, otherwise is 0. \(\mathcal{J}\) measures the loss caused by using \(f_j^i\) to represent \(C\). Besides, for a defined compression rate, there are a certain number of central filters corresponding to it. A central filter may only replace itself when its output feature map is not similar to the others. In contrast, it can also replace more. Thus Eq. (11) is equal to finding an optimal set of central filters to minimize the loss.

We adopt centrality evaluation to solve this problem. In a connected graph, the closeness centrality of a node is a measure of centrality in a network, calculated as the reciprocal of the sum of the length of the shortest paths between the node and all other nodes in the graph. Thus, the more central a node is, the closer it is to all other nodes and the value is greater. Similarly, in the similarity graph of features, the greater a feature’s closeness centrality is, the more similar it is to all other features. We define the closeness centrality of feature \(o_j^i\) as:

\[
c_j^i = \frac{n}{\sum_{o \in T_j^i, o \neq o_j^i} S(o_j^i, o)}
\]  
(12)

where \(n + 1\) is the size of set \(T_j^i - o_j^i\).

For filter selection strategy, we iteratively select the filter corresponding to the feature map with the highest closeness centrality as the central filter, and then prune the other filters that are similar to its feature map. The number of central filters is determined by a defined compression rate. As discussed in Sec. 3.3, the error of our method mainly comes from the similarity measurement error. Hence, we preferentially select the filters with the highest closeness centrality as the central filter based on the greed principle. Besides, for filters that will be pruned, selecting a central filter with the most similar feature map is more in line with our proposed method. Overall, we rank the filters according to their closeness centrality from highest to lowest and then prune them in order, so that we can obtain the approximate optimal solution of Eq. (11). As shown in Fig. 2, filters A, B, and C are similar to each other. Assuming that the closeness centrality of A is greater than B and C, which means A is more similar to others averagely. Then, we adjust \(A = A + B + C\) and prune B and C. To illustrate, we plot the comparison of the accuracy before and after the adjustment in Fig. 3. It can be observed that the accuracy of the adjusted model has improved to varying degrees, which is affected by whether the feature maps are sufficiently similar. The more similar the feature maps, the greater the degree of improvement.

### 3.5. Pruning Procedure

We summarize our pruning procedure as follows: First, based on the stability of the similarity between features, we estimate the average similarity between each pair of output feature maps for each layer. Then, we get the similarity matrix \(S\). Second, according to the defined compression rate,
we calculate the threshold $\theta^i$ of each layer. Then, we can get the relationship graph $G^i$ through $\theta^i$ and $S^i$. Third, we calculate the closeness centrality $C^i$ of all nodes(filters) of $G^i$ and determine which filters should be pruned. For each filter $f^i_j$ that has not been pruned, we calculate its $C^i_j$ according to the relationship in graph $G^i$. Fourth, we adjust the corresponding weight according to $f^i_j$ and $C^i_j$, as shown in Fig. 2 and Eq. (9). Lastly, we iteratively prune similar filters and adjust the corresponding weight of filters of the next layer, and then through fine-tuning to recover the accuracy.

4. Experiments

To demonstrate the effectiveness of our proposed method in model compression, we conduct extensive experiments on CIFAR-10 [16] and ImageNet [17], using VGGNet [31], GoogLeNet [33], DenseNet [14], and ResNet [9], for image classification. We randomly sample 128 images (output feature maps) to estimate the average similarity of each layer of the different architectures on CIFAR-10. The difference is that we sample 16 images on ImageNet to save time. Furthermore, different architectures have different characteristics, such as ResNet with a residual block, GoogLeNet with an inception module, etc. So the pruning strategies are also different. For all architectures, we sample output feature maps in ReLU [7] layer before the next convolutional layer, prune filters in this layer, and adjust the corresponding weights in the next layer. In particular, for ResNet, due to the shortcut connection, it is necessary to keep the two feature maps in the same dimension and the correspondence between the channels remains unchanged after pruning, as shown in Fig. 4.

4.1. Experimental Settings

Configurations. In this paper, we conduct all pruning experiments on Pytorch 1.8 [27] under Intel i7-8700K CPU @3.70GHz and NVIDIA GTX 1080Ti GPU, and use Stochastic Gradient Descent algorithm (SGD) for the optimization problem. For VGGNet-16, DenseNet-40, and ResNet-56, we set initial learning rate, batch size, momentum, and weight decay to 0.001, 128, 0.9 and 0.005, respectively. We fine-tune the model for 30 epochs after pruning of each layer and set the learning rate to 0.0001 at epoch 5. To improve the efficiency of pruning and saving training time, we fine-tune GoogLeNet / ResNet-50 for 1-2 epochs after pruning of each inception/block to get the final network model. Then, the final model is fine-tuned for 30-40 epochs, in which the initial learning rate, batch size, momentum, and weight decay are set to 0.001, 64, 0.9, and 0.0005, respectively. We divide the learning rate by 10 at epochs 5,20. For a fair comparison, we fix FLOPs and parameters as benchmarks and measure the Top-1 and Top-5 accuracy. Then, we compare them with the previous methods [11,15,18–21,23,26,36].

4.2. Results and Analysis

4.2.1 Results on CIFAR-10

We conduct experiments with several mainstream CNN models on CIFAR-10, including VGG-16, GoogLeNet, ResNet56, and DenseNet-40. The architecture of VGG-16 that we used is the same as [18]. Moreover, We adjust the output of the original GoogLeNet matching the number of categories of CIFAR-10 [21].

VGG-16. The experimental results of VGG-16 are summarized in Tab. 1. Compared with L1, CF significantly reduces the complexity of the model (60.4% vs. 34.3% for FLOPs and 83.6% vs. 64.0% for parameters) with just a 0.29% loss in accuracy, whereas L1 suffers a 0.56% loss in accuracy. CF outperforms HRank and Zhao et al. in terms of acceleration rate (60.4% vs. 53.5% by HRank and 39.1% by Zhao et al.), while maintaining higher accuracy (93.67% vs. 93.43% by HRank and 93.18% by Zhao et al.). Compared with GAL-0.05 and SSS, our method achieves better accuracy (93.06% vs. 92.03% by GAL-0.05 and 93.02% by SSS.) under higher parameters (85.4% vs. 77.6% by GAL-0.05 and 73.8% by SSS.) and FLOPs (70.8% vs. 39.6% by SSS.) reduction. Besides, compared with HRank, CF yields a better accuracy (92.49% vs. 91.23%) and a greater FLOPs reduction (79.0% vs. 76.5%) under the similar parameter reduction (89.9% vs. 88.1%). This demonstrates that our method is more likely to yield better results when highly efficient models are required.

GoogLeNet. The results on GoogLeNet are displayed in Tab. 2. Our proposed method achieves a 63.2% FLOPs reduction with only a small loss of 0.35% in the top-1 ac-
accuracy for CIFAR-10, which demonstrates its ability to reduce network complexity. Compared with GAL-0.05 and HRank, CF achieves higher FLOPs (63.2% vs. 38.2%) by GAL-0.05 and 54.9% by HRank) and parameters (55.6% vs. 49.3% by GAL-0.05 and 55.4% by HRank) reduction, while maintaining higher accuracy (94.70% vs. 93.93% by GAL-0.05 and 94.53% by HRank). In general, CF is more efficient in accelerating neural networks. Hence, it can also be used to compress networks with inception modules.

**ResNet-56.** Tab. 3 shows the result for ResNet-56. Compared with L1 and HRank, CF achieves higher FLOPs reduction (31.4% vs. 27.6% by L1 and 29.3% by HRank) while increasing the accuracy by around 0.3%. When compared with GAL-0.6 and He et al., our method has a better performance in all aspects, which achieves better accuracy with fewer parameters and FLOPs. Furthermore, compared with GAL-0.8 and Zhao et al., CF yields a better accuracy (92.19% vs. 90.36% by GAL-0.8 and 90.80% by Zhao et al.), though it reduces more FLOPs (68.1% vs. 60.2% by GAL-0.8 and 50.6% by Zhao et al.). This indicates that our proposed method can effectively compress networks with residual blocks.

### Tab. 1. Pruning results of VGGNet on CIFAR-10.

| Model       | Accuracy(%) | FLOPs(PR) | Parameters(PR) |
|-------------|-------------|-----------|----------------|
| VGGNet      | 93.96       | 313.73M(0.0%) | 14.98M(0.0%)   |
| L1 [15]     | 93.40       | 206.00M(34.3%) | 5.40M(64.0%)   |
| Zhao et al. [36] | 93.18   | 190.00M(39.1%) | 3.92M(73.3%)   |
| GAL-0.05 [21] | 92.03       | 189.49M(39.6%) | 3.66M(77.6%)   |
| SSS [15]    | 93.02       | 183.13M(41.6%) | 3.93M(73.8%)   |
| HRank [19]  | 93.43       | 145.61M(53.5%) | 2.51M(82.9%)   |
| CF(Ours)    | 93.67       | 124.10M(60.4%) | 2.49M(83.6%)   |
| HRank [19]  | 93.34       | 108.61M(65.3%) | 2.64M(82.1%)   |
| CF(Ours)    | 93.06       | 91.54M(70.8%)  | 2.18M(85.4%)   |
| HRank [19]  | 91.23       | 73.70M(76.5%)  | 1.78M(92.0%)   |
| CF(Ours)    | 92.49       | 65.92M(79.0%)  | 1.51M(89.9%)   |

### Tab. 2. Pruning results of GoogLeNet on CIFAR-10.

| Model       | Accuracy(%) | FLOPs(PR) | Parameters(PR) |
|-------------|-------------|-----------|----------------|
| GoogLeNet   | 95.05       | 1.52B(0.0%)  | 6.15M(0.0%)    |
| L1 [15]     | 94.54       | 1.02B(32.9%) | 3.51M(42.9%)   |
| Random      | 94.54       | 0.96B(36.8%) | 3.58M(41.8%)   |
| GAL-0.05 [21] | 93.93       | 0.94B(38.2%) | 3.12M(49.3%)   |
| HRank [19]  | 94.53       | 0.69B(54.9%) | 2.74B(55.4%)   |
| CF(Ours)    | 94.70       | 0.56B(63.2%) | 2.73B(55.6%)   |
| HRank [19]  | 94.07       | 0.45B(70.4%) | 1.86B(69.8%)   |
| CF(Ours)    | 94.13       | 0.37B(75.7%) | 2.17B(64.7%)   |

### Tab. 3. Pruning results of ResNet-56 on CIFAR-10.

| Model       | Accuracy(%) | FLOPs(PR) | Parameters(PR) |
|-------------|-------------|-----------|----------------|
| ResNet-56   | 93.26       | 125.49M(0.0%) | 0.85M(0.0%)    |
| L1 [15]     | 93.06       | 90.90M(27.6%) | 0.73M(14.1%)   |
| HRank [19]  | 93.52       | 88.72M(29.3%) | 0.71M(16.8%)   |
| CF(Ours)    | 93.64       | 86.11M(31.4%) | 0.53M(37.6%)   |
| GAL-0.6 [21] | 92.98       | 78.30M(37.6%) | 0.75M(11.8%)   |
| CF(Ours)    | 93.59       | 75.78M(39.7%) | 0.45M(47.1%)   |
| HRank [19]  | 93.17       | 62.72M(50.0%) | 0.49M(42.4%)   |
| He et al. [11] | 90.80       | 62.00M(50.6%) | -              |
| GAL-0.8 [21] | 90.36       | 49.99M(60.2%) | 0.29M(65.9%)   |
| CF(Ours)    | 92.19       | 40.0M(68.1%) | 0.19M(77.6%)   |

**DenseNet-40.** Tab. 4. summarizes the results on DenseNet-40. CF outperforms HRank and GAL-0.01 in terms of acceleration rate (41.4% vs. 40.8% by HRank and 35.3% by GAL-0.01), while maintaining higher accuracy (94.33% vs. 94.24% by HRank and 94.29% by GAL-0.01). Besides, compared with GAL-0.05 and Zhao et al., CF yields a better accuracy (93.71% vs. 93.53% by GAL-0.05 and 93.16% by Zhao et al.), though it reduces more FLOPs (61.3% vs. 54.7% by GAL-0.05 and 44.8% by Zhao et al.). This indicates that CF can effectively compress the model with dense blocks.

### Tab. 4. Pruning results of DenseNet-40 on CIFAR-10.

| Model       | Accuracy(%) | FLOPs(PR) | Parameters(PR) |
|-------------|-------------|-----------|----------------|
| DenseNet-40 | 94.81       | 282.00M(0.0%) | 1.04M(0.0%)    |
| Liu et al. [40] [23] | 94.81       | 190.00M(32.8%) | 0.66M(36.5%)   |
| GAL-0.01 [21] | 94.29       | 182.92M(35.3%) | 0.67M(35.6%)   |
| HRank [19]  | 94.24       | 167.41M(40.8%) | 0.66M(36.5%)   |
| CF(Ours)    | 93.33       | 165.38M(41.4%) | 0.67M(35.6%)   |
| Zhao et al. [16] | 93.16       | 156.00M(44.8%) | 0.42M(59.7%)   |
| GAL-0.05 [21] | 93.53       | 128.11M(54.7%) | 0.45M(56.7%)   |
| CF(Ours)    | 93.71       | 109.40M(61.3%) | 0.46M(55.8%)   |

**4.2.2 Results on ImageNet**

The experimental results of ResNet-50 are summarized in Tab. 5. Compared with GAL-0.5 and HRank, CF achieves higher FLOPs (47.9% vs. 43.0% by GAL-0.5 and 43.8% by HRank) and parameters (36.9% vs. 16.9% by GAL-0.5 and 36.7% by HRank) reduction, while maintaining better top-1 accuracy (75.08% vs. 71.95% by GAL-0.5 and 74.98% by HRank). In terms of FLOPs and parameter pruning, CF outperforms other proposed methods such as SSS-26, SSS-32, and He et al. in all aspects, while it still yields better top-1 and top-5 accuracy. With similar FLOPs reductions, CF achieves better performance than GAL-1 and HRank, while reducing more parameters. Moreover, CF still performs well at high compression rates. For example, when compared with ThiNet-50, CF gains better top-1 (70.26% vs. 68.42%) and top-5 (89.82% vs. 88.30%) accuracies, though it reduces more FLOPs (76.2% vs. 73.1%).

**4.3. Ablation Study**

We performed a systematic ablation study on the effectiveness of the filter selection strategy and the adjusting step. Besides, we show the changes in the similarity between feature maps after pruning.

**4.3.1 Pruning without Adjusting**

We show that directly adjusting filters during fine-tuning yields a better performance on various benchmark mod-
Table 5. Pruning results of ResNet-50 on ImageNet.

| Model          | Top-1% | Top-5% | FLOPs(PR) | Parameters(PR) |
|----------------|--------|--------|-----------|----------------|
| ResNet-50 [26] | 76.15  | 92.87  | 4.09B(0.0%) | 25.50M(0.0%)   |
| SSS-32 [15]    | 74.18  | 91.91  | 2.82B(31.1%) | 18.60M(27.1%)  |
| He et al. [11] | 72.30  | 90.80  | 2.73B(33.3%) | -              |
| GAL-0.5 [21]   | 71.95  | 90.79  | 2.33B(43.0%) | 16.15M(36.7%)  |
| SSS-26 [15]    | 71.82  | 90.79  | 2.33B(43.0%) | 15.60M(38.8%)  |
| HRank [19]     | 75.08  | 92.30  | 2.13B(47.9%) | 16.08M(36.9%)  |
| CF (Ours)      | 75.08  | 92.30  | 2.13B(47.9%) | 16.08M(36.9%)  |
| GDP-0.6 [20]   | 71.19  | 90.71  | 1.88B(54.0%) | -              |
| GAL-0.5-joint  | 71.80  | 90.82  | 1.84B(55.0%) | 19.31M(24.3%)  |
| GAL-1 [21]     | 69.88  | 89.75  | 1.58B(61.4%) | 14.67M(42.5%)  |
| HRank [19]     | 71.98  | 91.01  | 1.55B(62.1%) | 13.77M(46.0%)  |
| CF (Ours)      | 73.43  | 91.57  | 1.50B(63.3%) | 13.73M(46.2%)  |
| GAL-1-joint    | 69.31  | 89.12  | 1.11B(72.9%) | 10.21M(60.0%)  |
| ThinNet-50 [26]| 68.42  | 88.30  | 1.10B(73.1%) | 8.66M(66.0%)   |
| HRank [19]     | 70.26  | 89.82  | 0.98B(76.2%) | 8.10M(68.2%)   |
| CF (Ours)      | 70.26  | 89.82  | 0.98B(76.2%) | 8.10M(68.2%)   |

Figure 5. How adjusting weights in CF affects the top-1 accuracy. The CF-N denotes the CF without adjusting step.

Figure 6. Top-1 accuracy for variants of filter selection strategy.

Figure 7. Comparison of similarity between feature maps after pruning VGGNet at different compression rates. The x-axis is the similarity values, and the y-axis is the number of feature pairs.

4.3.2 Variants of Filter Selection Strategy

Fig. 6 shows that preferentially preserving filters with higher closeness centrality of feature maps is superior. We propose two variants: (1)Random: Filters are randomly pruned. (2)Reverse: Filters with higher closeness centrality are pruned first. The pruning settings for VGGNet(93.67%) / GoogLeNet(94.70%) are the same as the before experiments in Tab. 1,2, respectively. Among the variants, we observe that CF shows the best performance, while the Reverse CF has the worst performance, demonstrating that filters with higher closeness centrality are more suitable as central filter and can significantly reduce the additional errors caused by pruning.

4.3.3 Feature Similarity after Pruning

We show the comparison in the similarity between feature maps in the first layer of VGGNet at different compression rates, as shown in Fig. 7. We can observe that the number of feature map pairs with similarity greater than 0.7 gradually decreases as the compression rate increases. When the compression rate is 70%, the similarities between feature maps are all less than 0.6. This indicates that CF can effectively reduce the redundancy of the model.

5. Conclusions

In this paper, we propose a novel filter pruning method called Central Filter (CF), which prunes filters by using the similarity information between feature maps. Unlike the previous methods based on filter importance or redundancy, our approach mathematically proves that there are such filters that can replace other sets of filters after proper adjustment. To support the proposed approach, we analyzed the average similarity of the output feature maps of the different models in CIFAR-10, which confirmed the feasibility of CF. The advanced performance of CF in compressing networks is demonstrated by various experiments on benchmark network models. In addition, we apply closeness centrality in graph theory to filter selection, proving its effectiveness through extensive ablation studies. In future work, we will
further study these existing or potential stable properties of feature maps.
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