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Abstract

Direct numerical simulations (DNS) are an indispensable tool for understanding the fundamental physics of
turbulent flows. Because of their steep increase in computational cost with Reynolds number ($R_{\lambda}$), well-
resolved DNS are realizable only on massively parallel supercomputers, even at moderate $R_{\lambda}$. However, at
extreme scales, the communications and synchronizations between processing elements (PEs) involved in
current approaches become exceedingly expensive and are expected to be a major bottleneck to scalability.
In order to overcome this challenge, we developed algorithms using the so-called Asynchrony-Tolerant (AT)
schemes that relax communication and synchronization constraints at a mathematical level, to perform DNS
of decaying and solenoidally forced compressible turbulence. Asynchrony is introduced using two approaches,
one that avoids synchronizations and the other that avoids communications. These result in periodic and
random delays, respectively, at PE boundaries. We show that both asynchronous algorithms accurately
resolve the large-scale and small-scale motions of turbulence, including instantaneous and intermittent fields.
We also show that in asynchronous simulations the communication time is a relatively smaller fraction of the
total computation time, especially at large processor count, compared to standard synchronous simulations.
As a consequence, we observe improved parallel scalability up to 262144 processors for both asynchronous
algorithms.
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1. Introduction

Turbulence is the most common fluid state of motion and is inherent in a large number of natural and
physical phenomena. The physics of turbulence can be modelled mathematically by the Navier-Stokes (NS)
equations under the continuum limit. These equations are highly non-local and non-linear and have resisted
analytical analyses except for overly simplified canonical problems. Numerical simulations, thus, serve as an
indispensable tool for understanding turbulence. One of the most important characteristics of turbulence
is the inherent wide range of spatial and temporal scales. This range of scales increases with the Reynolds
Number ($Re_{\lambda}$), the ratio between the inertial and viscous forces, which is typically very high in applications.
In accurate numerical simulations the computational domain has to be large enough to accommodate the
largest scales of motion in the flow and the grid spacing small enough to resolve the so-called Kolmogorov
scale \cite{kolmogorov}, the smallest dynamically relevant scale in a turbulent flow. Furthermore, the simulation time should
be sufficiently long to capture the slow evolution of the largest scale while the time-step size should be small
enough to capture the fast Kolmogorov time scale characteristic of the smallest scales. Simulations that
follow these stringent constraints and consequently, accurately resolve the physics of all relevant scales are
known as Direct Numerical Simulations (DNS) \cite{chakravarthy, lima}. Using classical scaling relations based on Kolmogorov
ideas \cite{kolmogorov} for grid spacing and a CFL condition for time-step size, the computational work grows steeply as
$Re_{\lambda}^6$, though more recent work suggests $Re_{\lambda}^8$ if all intermittent events are to be resolved \cite{yoshida}. Due to this
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steep power-law dependence, high fidelity DNS are computationally prohibitively expensive and even with highly scalable codes run on today’s most powerful supercomputers, unachievable for conditions of practical relevance.

Several numerical methods have been used for DNS of the Navier-Stokes equations to study turbulence, depending upon the complexity of the domain and the nature of problem of interest. Spectral methods [5], known for accurate computation of derivatives, have been used extensively in incompressible simulations. However, these present challenges when extended to non-periodic boundary conditions. An alternative to these methods, that is more amenable to the choice of boundary conditions, is the compact difference schemes that have spectral like resolution [6]. These are widely used for simulations of multi-scale phenomena like turbulence [7, 8, 9, 10, 11]. However, computation of derivatives using compact schemes involves a system of linear equations. This imposes constraints on the computational domain since each processor must have entire range of data in the direction of computation of derivative. Such codes require multiple collective communication calls, which in turn can make communication time quite significant [12, 13, 9] for both compact and spectral implementations.

Explicit finite difference schemes have also been extensively used for approximation of derivatives in partial differential equations (PDEs) including in massive simulations of turbulent reacting flows [14, 15]. For explicit schemes, the derivative at a grid point in the domain is approximated as a linear combination of the values at its neighboring points only. Because of this local dependence, different processors can work concurrently on different parts of the domain. However, at the processor boundaries, processors need to communicate to obtain data from the neighboring processors in order to compute the derivatives. Although these are local communications as opposed to the collective communications for compact or spectral schemes, processors still incur in overheads due to the need to communicate and synchronize at every time step to meet accuracy requirements. While simulations have been successfully done using hundreds of thousands of processors [9, 14, 17], the synchronizations and communication overheads, irrespective of the choice of numerical methods, pose a serious challenge to scalability at extreme scales [15]. In order to overcome this bottleneck, some work has focused on relaxing the synchronization requirements among the processors and perform so-called asynchronous numerical simulations. Early work in the literature dealt with asynchronous simulations but severely limited to lower orders of accuracy and restricted to certain class of PDEs [19, 20, 21, 22]. A new and more generalized approach, extensible to arbitrarily high orders of accuracy, has been recently developed [23, 24] to derive the so-called Asynchrony-Tolerant (AT) finite-difference schemes.

However, these studies investigated numerical accuracy and stability for simplified model problems in low dimensions. The ability of these schemes to accurately simulate realistic three-dimensional turbulent flows have not been done before. Without careful assessment of the numerical and parallel performance of these schemes it is unclear whether they can indeed provide a path towards exascale simulations in future massively parallel systems. This is the main thrust of this paper.

In particular, we use AT schemes to perform, a first of a kind, asynchronous simulation of three-dimensional compressible turbulence. Our focus is on the effect of asynchrony on important turbulent characteristics such as evolution of the turbulent kinetic energy, the spectra and PDFs of velocity gradients, enstrophy and dissipation. In order to conduct these simulations, in addition to the selection of appropriate AT schemes, one needs to consider how asynchrony is introduced which has implications in terms of both numerical and computational performance. We propose two approaches for introducing asynchrony: one that avoids synchronizations and the other that avoids communications. While the former leads to reduction in processor idling time and results in random delays at processor boundaries, the latter leads to periodic delays and reduction in the volume of communications. Since power consumption, especially for data movement, is expected to be a major concern for the next generation exascale machines, the reduced frequency of communications in communication avoiding algorithm, make it a viable energy efficient alternative to standard approaches.

The rest of the paper is organized as follows. In section 2 we present the governing equations and the details of the spatial and temporal discretization schemes. In section 3 we discuss the implementation details and introduce the algorithms to allow for asynchrony along with stability analysis. In section 4 we present the numerical results for DNS of decaying and solenoidally forced turbulence, showing the excellent agreement.
between standard synchronous and asynchronous simulations for both large and small-scale characteristics. We conclude the section with the discussion on the computational performance of the asynchronous solver. Conclusions and scope of future work are discussed in section 4. The appendix lists the AT schemes used in the paper and detailed stability analysis of the schemes.

2. Governing equations and numerical schemes

The NS equations, which represent conservation of mass, momentum and energy can be written as,

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i) = 0, \quad (1)
\]

\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} (\sigma_{ij}) + \rho f_i, \quad (2)
\]

\[
\frac{\partial}{\partial t} (\rho e) + \frac{\partial}{\partial x_i} (\rho e u_i) = -p \frac{\partial u_i}{\partial x_i} + \frac{\partial}{\partial x_i} (k \frac{\partial T}{\partial x_i}) + \sigma_{ij} S_{ij}, \quad (3)
\]

with \(\rho\) being the density, \(u_i\) the \(i^{th}\) component of velocity, \(e\) the internal energy per unit mass which depends upon temperature (T) according to the perfect gas law, \(k\) the coefficient of thermal conductivity, \(p\) the pressure, and \(f_i\) the external forcing. The viscous stress and the strain rate tensors are given, respectively, by,

\[
\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right), \quad (4)
\]

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), \quad (5)
\]

where the dynamic viscosity, \(\mu\), follows Sutherland viscosity law.

The above equations are solved numerically using finite difference approximations for the spatial derivatives. In order to do so, the physical domain is discretized into \(N\) grid points in each direction and this discretized domain is then decomposed into \(P\) sub-domains, where \(P\) the number of processing elements (PEs). Fig. 1 shows the left boundary (dashed black line) of one such PE in 1D, with internal points in hollow blue, boundary points in solid blue and the points communicated from the neighboring PE, known as the buffer points in solid red. For standard finite difference schemes, the derivative at the \(i^{th}\) grid point is a weighted average of the values at the neighboring points. Mathematically, this approximation for second derivative, at time level \(n\), is given by

\[
\frac{\partial^2 u}{\partial x^2} \bigg|_{i}^{n} \approx \frac{1}{\Delta x^2} \sum_{m=-M}^{M} c_m u_{i+m}^{n} + O(\Delta x^p), \quad (6)
\]

where \(M\) is the stencil size in each direction and the \(a_m\)'s are the weights that are computed using Taylor expansion of \(u_{i+m}\) in space such that the order \(p\) in the truncation error term is the highest. For example, a standard synchronous implementation of a second order scheme (\(M = 1\)) is outlined in faded red in Fig. 1 and given by

\[
\frac{\partial^2 u}{\partial x^2} \bigg|_{i}^{n} = \frac{u_{i+1}^{n} - 2u_{i}^{n} + u_{i-1}^{n}}{\Delta x^2}, \quad (7)
\]

where all points are at time level \(n\). Computation of derivatives at the boundary points requires updated values (i.e. at time level \(n\)) at the buffer points which are communicated from the neighboring PE. This forces the communications across the PEs to synchronize and leads to additional overheads due to processor idling.
To avoid this, one can instead allow computations to proceed asynchronously, that is, without waiting for the most updated value at the PE boundaries. This results in delayed values at ghost points. Explicitly, the derivative is then computed as

\[
\frac{\partial^2 u}{\partial x^2} \bigg|_i^n = u_{i-1}^{n-k} - 2u_i^n + u_{i+1}^n, \quad (8)
\]

where \( n - \tilde{k} \) is the latest available time level written in terms of the delay \( \tilde{k} \). This scheme is schematically shown as a dashed green curve in Fig. 1. Because of the delay (\( \tilde{k} \)), the accuracy of the standard scheme degrades severely. In fact it can be shown [23] that the resulting scheme is zeroth-order. This prevents the use of the standard finite difference schemes asynchronously and necessitates the need for numerical methods that are resilient to asynchrony. Such family of schemes has been put forth in [24]. These so-called Asynchrony-Tolerant (AT) schemes preserve the order of accuracy, despite asynchrony and are described next.

### 2.1. Spatial AT schemes

AT schemes can be seen as a generalization of standard finite differences, where the computation of spatial derivatives use function values of neighboring points in both space and time. For example, the second derivative of a spatially and temporally varying function, \( u(x, t) \), at grid point \( i \) and time level \( n \) can then be written as,

\[
\frac{\partial^2 u}{\partial x^2} \bigg|_i^n \approx \frac{1}{\Delta x^2} \sum_{l=0}^{L} \sum_{m=-M}^{M} c^l_m u_{i+l+m}^{n-l} + O(\Delta x^p). \quad (9)
\]

Here the weights \( c^l_m \)'s are computed by solving a system of linear equations constructed by imposing order of accuracy constraints on the Taylor series expansion of \( u_{i+l+m}^{n-l} \) in space and time. The choice of stencil and the general methodology for the derivation of these AT schemes has been explained in detail in [24]. As an example, a second order AT scheme at the left boundary Eq. (10) with stencil \( M = 1 \) in space, and a delay of \( \tilde{k} \) can be written as,

\[
\frac{\partial^2 u}{\partial x^2} \bigg|_i^n = -\tilde{k}u_{i-1}^{n-k-1} + (\tilde{k} + 1)u_{i-1}^{n-k} - 2u_i^n + u_{i+1}^n, \quad (10)
\]
where we have used a diffusive CFL relation of the form $\Delta t \sim \Delta x^2$ to relate spatial and temporal resolutions. This scheme is shown schematically in Fig. 1 with a solid blue curve. These schemes use multiple consecutive time levels on the delayed side, depending upon the order of accuracy. An interesting feature of this kind of AT schemes is that the coefficients are a function of delay $\tilde{k}$ and they reduce to standard coefficients in the absence of delays ($\tilde{k} = 0$). Note that these delays depend upon the machine characteristics such as clock rate, network latency, bandwidth and topology. Because of this, the delays and, consequently, the coefficients are random and computed dynamically at runtime.

In this work we use fourth-order AT schemes at processor boundaries for spatial derivatives in each direction which require communication across six faces of each PE in a 3D domain. At the internal points we use standard fourth-order finite differences for spatial derivatives. Computation of mixed derivatives is challenging as they require communication across more neighboring PEs or communication of additional quantities such as gradients. Both of these are detrimental to parallel performance. As an alternative, we limit our communications per PE to six by computing mixed derivatives at the boundary points in three steps. For example, for $(\partial (\partial u/\partial y)/\partial x)$, we first compute $\partial u/\partial y$ and $\partial u/\partial x$ using AT schemes at the boundaries. Next we compute $(\partial (\partial u/\partial y)/\partial x)$ and $(\partial (\partial u/\partial x)/\partial y)$ using standard one sided finite difference schemes in x and y direction, respectively. Since $(\partial (\partial u/\partial y)/\partial x) = (\partial (\partial u/\partial x)/\partial y)$, we take the average of $(\partial u/\partial y)/\partial x$ and $(\partial u/\partial x)/\partial y$ to minimize errors and use this value as the final approximation of the corresponding mixed derivatives.

Because the NS equations represent conservation laws, it is important that the numerical discretization of these laws also satisfy the global conservation. For example, in a 1D form of conservation law,

$$\frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} = 0,$$

where $f(x,t)$ is the flux, the total variation of $u(x,t)$ over a domain $[0,1]$ depends only upon the flux through the boundaries. This can be expressed more precisely by integrating Eq. (11) over the domain,

$$\frac{d}{dt} \int_0^1 u(x,t)dx = \int_0^1 \left( \frac{\partial f}{\partial x} \right) dx = f(1,t) - f(0,t),$$

showing explicit dependence of variation in $u(x,t)$ only on the flux at the boundaries. For periodic boundary condition i.e $f(0,t) = f(1,t)$, this flux is equal to zero. When the derivatives are approximated numerically, it is desirable that the discrete form of the above conservation law is also satisfied to a given accuracy. Consider a generalized spatial discretization given by Eq. (9), for $N$ grid points and time level $n$, to yield

$$\int_0^1 \frac{\partial f}{\partial x} \biggr|_x^n dx = \sum_{i=1}^N \left( \frac{1}{\Delta x} \sum_{l=0}^L \sum_{m=-M}^M c_m f_{i+m}^{n-l} \right).$$

For $M = 1$, corresponding to an AT scheme with leading truncation error term of order $O(\Delta x^a)$ where $a = 2$ when $\Delta t \sim \Delta x^2$ [24], and a domain decomposed into 2 PEs such that PE(1) holds gridpoints $i \in [1, N/2]$ and PE(2) holds gridpoints $i \in [N/2 + 1, N]$ and satisfies periodic boundary conditions, we can write Eq. (13) as

$$\int_0^1 \frac{\partial f}{\partial x} \biggr|_x^n dx = \frac{f_{n}^{0} - (\tilde{k}^{(1)}_{i}) f_{N}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + \tilde{k}^{(1)}_{i} f_{N}^{n-\tilde{k}^{(1)}_{i}} - f_{i+1}^{n-\tilde{k}^{(1)}_{i}} - \tilde{k}^{(1)}_{i} f_{i+1}^{n-\tilde{k}^{(1)}_{i}} + \sum_{i=2}^{N/2-1} (f_{i+1}^{n} - f_{i-1}^{n})$$

$$+ \frac{(\tilde{k}^{(1)}_{i}) f_{N/2+1}^{n-\tilde{k}^{(1)}_{i}} - f_{N/2}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + \frac{f_{2}^{n} - \tilde{k}^{(1)}_{i} f_{N}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + f_{2}^{n} - \tilde{k}^{(1)}_{i} f_{2}^{n-\tilde{k}^{(1)}_{i}} - f_{N}^{n}$$

$$+ \sum_{i=N/2+2}^{N-1} (f_{i+1}^{n} - f_{i-1}^{n})$$

$$+ \frac{(\tilde{k}^{(1)}_{i}) f_{N}^{n-\tilde{k}^{(1)}_{i}} - f_{N}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + \frac{f_{N/2}^{n} - \tilde{k}^{(1)}_{i} f_{N}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + \frac{f_{N/2}^{n} - \tilde{k}^{(1)}_{i} f_{N/2}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + \frac{f_{N-1}^{n} - \tilde{k}^{(1)}_{i} f_{N-1}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x} + \frac{f_{N-1}^{n} - \tilde{k}^{(1)}_{i} f_{N-1}^{n-\tilde{k}^{(1)}_{i}}}{2\Delta x}.$$

(14)
where \( \tilde{k}_i^{(1)} \) and \( \tilde{k}_i^{(2)} \) are the delays on left and right boundary for PE\(^{(1)}\) and \( \tilde{k}_r^{(2)} \) are the delays on left and right boundary for PE\(^{(2)}\) and periodic boundary conditions are used. Because of the telescoping effect, the above expression can be simplified to

\[
\int_0^1 \frac{\partial f}{\partial x} |^n \, dx = \frac{-2\Delta x}{f_N - f_1^n - \tilde{k}_N^{(1)} - \tilde{k}_1^{(1)} + \frac{2\Delta x}{f_N/2 - f_2^n + \tilde{k}_N^{(2)} + \tilde{k}_1^{(2)}}} + \frac{\frac{2\Delta x}{f_N/2 + 1 - \tilde{k}_N^{(2)} - \tilde{k}_1^{(2) - 1}}}{1 + \frac{2\Delta x}{f_N - f_1^{n-\tilde{k}_N^{(1)} - \tilde{k}_1^{(1) - 1}}}} + \frac{\frac{2\Delta x}{f_N/2 + 1 - \tilde{k}_N^{(2)} - \tilde{k}_1^{(2) - 1}}}{1 + \frac{2\Delta x}{f_N - f_1^{n-\tilde{k}_N^{(2)} - \tilde{k}_1^{(2) - 1}}}}.
\]

For the standard synchronous case, \( \tilde{k}_i^{(1)} = \tilde{k}_r^{(1)} = \tilde{k}_i^{(2)} = \tilde{k}_r^{(2)} = 0 \), that is, when delays are absent, all terms on the right-hand side of Eq. (15) cancel each other and the conservative property is trivially satisfied. In the presence of delays, on the other hand, this is not immediately obvious from Eq. (15). Further simplification of this equation can be done using a Taylor series expansion in time which leads to similar cancellation of all low-order terms yielding a residual of the order of \( \Delta x^5 \). More generally, for larger \( M \), that is, for AT schemes of order \( a = 2M \) and \( \Delta t \sim \Delta x^2 \), the residual is found to be

\[
\int_0^1 \frac{\partial f}{\partial x} |^n \, dx = \mathcal{O}(\Delta x^{a+1}).
\]

Thus, we conclude that the AT schemes retain the conservative property up to an order higher than the order of the scheme. For the fourth-order schemes used below, conservation is satisfied to \( \mathcal{O}(\Delta x^5) \).

### 2.2. Temporal schemes

For the evolution of a system of PDEs in time, spatial schemes need to be coupled with a temporal scheme of appropriate order. High order explicit temporal methods including multistage Runge-Kutta (RK) schemes and multistep Adams-Bashforth schemes, are very common choices of temporal discretizations. While RK schemes are known for their good stability characteristics, the computation of a stage of RK requires communication of previous stages across all neighbors at all times. In a 3D domain this is equivalent to \( 26 \times s \) communications and \( s \) computations of the right hand side of the PDE, per PE, per time-step, for an \( s \)-stage RK scheme. Consequently, RK schemes are computation, communication and synchronization intensive. On the other hand, multi-step Adams-Bashforth (AB) schemes offer more flexibility in terms of implementation and require less communications. A general AB scheme with \( T \) steps for an equation of the form \( \partial u/\partial t = f \), can be written as,

\[
u_t^{n+1} = \nu_t^n + \Delta t \sum_{m=0}^{T-1} \beta_m f_t^{n-m},
\]

where the coefficients \( \beta_m \) depend upon the desired order of accuracy \( [25] \). Not only can AB be efficiently implemented with only six communications per PE per time-step, it only requires computation of \( f^n \) every time-step since \( f^{n-m}, m > 0 \) is used from previous steps. Furthermore, the computation of \( f^{n-m} \) using AT schemes does not alter the order of accuracy of AB schemes \([24]\). Thus, here we use second-order AB schemes for the temporal evolution in both synchronous and asynchronous simulations.

The CFL, relating time-step size to the grid spacing, can be used to determine the leading order error term of a fully discretized PDE in order to ensure that global order of accuracy is preserved. For example, for a convective CFL \( (r_c) \), the time-step \( \Delta t \) is computed as,

\[
\Delta t = \frac{r_c \Delta x}{u_{max}}
\]

where \( u_{max} \) is the global maximum velocity. Since this maximum is computed across all PEs, it requires a collective blocking communication call at every time step and leads to more synchronization overheads.
To avoid this, instead of a CFL condition, one can use a fixed $\Delta t$ \cite{15,26}. This is the approach we adopt here. For consistency, synchronous simulations are also done at the same fixed $\Delta t$. In summary, we use fourth-order AT schemes in space for boundary points, fourth-order finite difference schemes at internal points and AB schemes in time with a fixed $\Delta t$.

3. Implementation

The compressible flow solver is parallelized using a 3D domain decomposition and each PE is responsible for computations in a piece of this 3D domain. Communications between PEs are localized to the nearest neighbors only. In Fig. 1 we see a simple 1D domain decomposition where every PE has $N_T$ grid points and two neighbors. The number of internal points ($N_I$) i.e. the points that use standard (synchronous) finite differences, with $M$ points in each direction is equal to $N_T - 2M$. The total number of boundary points ($N_B$) and buffer points ($N_{Bf}$) in this case are equal to $2M$. Clearly $N_B \cup N_I = N_T$ and $N_B \cap N_I = \emptyset$.

Extending this idea to a 3D computational topology, such that each PE has a total of twenty six neighboring PEs, we can compute the total number of internal and boundary points. Consider a general 3D domain with $N_x, N_y,$ and $N_z$ grid points and $P_x, P_y,$ and $P_z$ processors in the $x, y,$ and $z$ directions, respectively. Then the total number of grid points ($N_T$) per PE is

$$N_T = \frac{N_x N_y N_z}{P_x P_y P_z}.$$  \hspace{1cm} (19)

Using spatial schemes which require $M$ points on each side for all three directions, it is easy to show that the number internal points ($N_I$) is

$$N_I = \left(\frac{N_x}{P_x} - 2M\right) \left(\frac{N_y}{P_y} - 2M\right) \left(\frac{N_z}{P_z} - 2M\right).$$  \hspace{1cm} (20)

Since communications are done across all six faces of a PE, Eq. (19) and Eq. (20) gives us the exact number of boundary points ($N_B$) or the points that use AT schemes for the computation of spatial derivatives,

$$N_B = \frac{N_x N_y N_z}{P_x P_y P_z} - \left(\frac{N_x}{P_x} - 2M\right) \left(\frac{N_y}{P_y} - 2M\right) \left(\frac{N_z}{P_z} - 2M\right).$$  \hspace{1cm} (21)

We can then compute the percentage of points that use AT schemes,

$$N_B(\%) = 100 \left(\frac{N_B}{N_T}\right),$$  \hspace{1cm} (22)

which can be used as a metric of the extent in space in which asynchrony affects the computations of derivatives directly.

3.1. Algorithm

We solve the NS equation for five variables ($\rho, \rho u_1, \rho u_2, \rho u_3, \rho e$) at every time step. Since data at older time levels is used for AT schemes, each PE stores $5 \times (N_I + N_B + N_{Bf}) \times (L + t_\ell)$ data points, where $L$ is the maximum allowed delay that can also be used as a control parameter for error and stability as we show below and $t_\ell$ is the number of consecutive time-levels required for the computation of derivatives by AT schemes. We use two-sided non-blocking MPI calls ($MPI\_Isend, MPI\_Irecv$) for asynchronous communications between the PEs across the six faces of the 3D computational domain. In each direction, these communications are limited to immediate neighbors only. The status of these non-blocking communications is checked using $MPI\_test$ and it is utilized to compute delay at each PE boundary. To control the manner in which asynchrony appears we utilize two control parameters $c_r$ and $L$. The communication rate $c_r$ specifies the frequency of communication in each direction, that is to say, PEs initiate communication calls every $c_r$ consecutive time steps. The second parameter is the maximum allowed delay, $L$. PEs impose explicit synchronization by invoking $MPI\_Wait$
whenever instantaneous delays at PE boundaries cross this threshold $L$. This synchronization is imposed only in the direction in which the delay is larger than $L$ and is thus local in nature. These two parameters determine the nature of delays. For example, if $c_r > 1, L > 1$ delays are periodic and if $c_r = 1, L > 1$ then delays at PE boundaries are random. In both the cases the delays are however bounded by $L$. A synchronous simulations is realized when $c_r = 1$ and $L = 1$. Irrespective of $c_r$ and $L$, global communications and synchronizations involving all PEs are done only for I/O.

3.1.1. Synchronization Avoiding Algorithm (SAA): random delays

For $c_r = 1$ and $L > 1$, we have what we call a synchronization avoiding algorithm: a local synchronization is applied if and only if the delay ($\tilde{k}$) at a PE boundary is greater than the maximum allowed delay $L$. We use circular send ($U_{send}$) and receive ($U_{recv}$) buffers in each direction for communicating to and from the neighboring PEs, respectively. At each time step, PEs sent data at only one time level across the boundaries. A generalized SAA is listed in Algorithm 1, where computations can proceed without waiting for updated values whenever $\tilde{k} \leq L$. When synchronization is not imposed, communications can complete in the background, facilitating overlap between communications and computations. Despite the reduction of synchronization overheads and PE idling, this method does require communication at every step. The delay observed at PE boundaries is a function of machine characteristics, such as, network performance, processor and memory speeds etc., and is therefore a random variable, with a different value at each of the six PE boundaries. Since the delays and, consequently, coefficients of AT schemes may be different for each PE boundary, some additional numerical errors can be introduced due to random nature of these delays. Numerical simulations show that this effect is negligible for values of $L$ that satisfy stability (section 3.2).

A typical time series of random delays for SAA is shown in Fig. 2(a) along with its PDF in Fig. 2(b). In this example, the delay is bounded by $L = 3$ as shown by the dashed blue line in Fig. 2(a). The statistical moments of the distribution of delays have an effect on the accuracy of the solution [24]. Since statistical characteristics of the delays can be controlled by forced synchronization, $L$ becomes a parameter for error

![Figure 2: Simulated time series of delays for (a) SAA with $c_r = 1, L = 3$ and (c) CAA with $c_r = 4, L = 3$. PDF of these simulated delays for (b) SAA and (d) CAA.](image)
Algorithm 1: Synchronization Avoiding Algorithm (SAA). Here $U^n$ is the variable array at time level $n$, $U_{send}$ is the send buffer, $U_{recv}$ is the receive buffer, $U^n_{buffer}$ is the data at buffer points, $U^n_{boundary}$ is the data at boundary points and $f$ evaluates the discretized NS equation using AT schemes in space and AB schemes in time for number of time steps equal to $s_t$.

Synchronous Loop: Initialize $L + t_f$ levels of $U$, $U_{send} \leftarrow U_{boundary}$, $U_{buffer} \leftarrow U_{recv}$

Asynchronous Loop:

for $n = L + t_f + 1, \ldots, s_t$ do

$U^{n+1} = f(U^n, U^{n-1}, \ldots, U^{n-T+1})$

$U_{send} \leftarrow U^{n+1}_{boundary}$

Send data across 6 faces: $MPI_Isend$

for face = 1 : 6 do

Check communication status: $MPI_Test$

Compute delay ($\tilde{k}$)

if delay ($\tilde{k}$) $\leq L$ then

$U_{buffer} \leftarrow U_{recv}$

else

Force synchronization: $MPI_Wait$

Update delay ($\tilde{k}$)

$U_{buffer} \leftarrow U_{recv}$

end

Compute coefficients of the AT schemes (Appendix B)

end

end

3.1.2. Communication Avoiding Algorithm (CAA): periodic delays

As alternative to communicating at every time step, we propose the so-called communication avoiding algorithm, in which the PEs communicate periodically every $c_r > 1$ steps. As a result, the delay changes periodically from 0 (no delay) to a maximum allowed delay $L$ which satisfies $L = c_r - 1$. Because of this periodicity, the delay across all the PE boundaries is the same in every direction. Since PEs communicate every $c_r$ time steps, the send and receive buffers now have data at $min(t_f, c_r)$ time levels. This multiple time level data is required for computation of derivatives using AT schemes at the communication avoiding time steps. We have listed a generalized implementation of CAA in Algorithm 2, where the delay is incremented by one when PEs do not communicate. A typical time series of delays bounded by $L = 3$ (dashed black line) is shown in Fig. 2(c) for CAA with $c_r = 4$. The delay in this case is deterministic and the PDF shown in Fig. 2(d) has a uniform distribution. Both delay and its PDF are independent of the machine characteristics and depend only upon the control parameters, contrary to SAA where the delay is random and its PDF is machine specific. CAA reduce the total latency time by a factor of $c_r$ in comparison to synchronous avoiding or standard synchronous algorithms and are therefore particularly effective in latency-dominated machines. Furthermore, because of the reduction in frequency of communications, the energy consumption for these algorithms is also expected to be reduced. One drawback of the communication avoiding algorithms is the larger size of send and receive buffers that could adversely affect performance for bandwidth-dominated machines.
Algorithm 2: Communication avoiding algorithm. Here $U^n$ is the variable array at time level $n$, $U_{send}$ is the send buffer, $U_{recv}$ is the receive buffer, $U^n_{boundary}$ is the data at boundary points, $U^n_{buffer}$ is the data at buffer points, and $f$ evaluates the discretized NS equation using AT schemes in space and AB schemes in time for number of time steps equal to $st$.

Synchronous Loop: Initialize $L + t_\ell$ levels of $U$, $U_{send} \leftarrow U_{boundary}, U_{buffer} \leftarrow U_{recv}$
Compute $\ell = \min(t_\ell, c_r)$

Asynchronous Loop:
for $n = L + 1, \cdots, st$ do
  $U^{n+1} = f(U^n, U^{n-1}, \ldots, U^{n-T+1})$
  for face $= 1 : 6$ do
    if $(\text{mod}(n, c_r) == 0)$ then
      $U_{send} \leftarrow U_{boundary}^{n+1}, \ldots, U_{boundary}^{n-\ell}$
      MPI_Isend and MPI_Irecv
      $U_{buffer} \leftarrow U_{recv}$
      $\tilde{k} \leftarrow 0$
    else
      Update delay: $\tilde{k} \leftarrow \tilde{k} + 1$
    end
  Compute coefficients of the AT schemes (Appendix B)
end

3.2. Maximum delay $L$ and stability

The maximum allowed delay $L$ is an important control parameter as it determines the error and stability of the AT schemes as well as the computational performance of the solver. As shown in [24], the error due to asynchrony in AT schemes is a function of statistical moments of delays which depend upon the architecture of the machine, communication links and patterns, latency, bandwidth and clock speed. Since the asynchronous error grows with $L$ [24], very large values of $L$ can affect the accuracy of simulations. Furthermore, the memory requirement of all stored variables, the size of send and receive buffers and the rate of synchronizations and communications are also directly affected by the choice of parameter $L$. It is therefore critical that $L$ be chosen judiciously in simulations and this choice can be based on two main factors that are described next.

First, $L$ has implications in terms of the computational implementation of the solver. Increasing $L$ increases the number of times levels that need to be stored which increases memory requirement. At the same time, if $L$ is too small then synchronization will be forced more often than required and asynchrony will not be leveraged efficiently. In practice, one can run a short simulation with a very large $L$ and obtain the PDF of the delays ($\tilde{k}$). From this data, one can calculate an appropriate $L$ by requiring $P(\tilde{k} > L) \lessapprox c$, that is to say, one would expect forced synchronization $c\%$ of the time. Thus, $c$ exposes tradeoff between performance and accuracy through the degree of asynchrony. For example, at $c = 0$ the simulation is completely asynchronous, i.e., synchronization is never imposed, which is detrimental to accuracy if $L$ is large.

For illustration purposes, in Fig. 3 we show PDF of delays ($\tilde{k}$) on three large systems at Texas Advanced Computing Center (TACC), namely, Stampede2, Frontera and Lonestar5 for $L = 10$ and different processor counts. From the black lines, we can clearly see that the probability of delays decreases with increasing delay and $P(\tilde{k} > 3) \lessapprox 0.05$ on Stampede2. This implies that for a simulation with $L = 3$, synchronizations will be forcefully imposed less than $5\%$ of the time. The trend is consistent even if we double the number of processors from $P = 8192$ (solid black) to $P = 16384$ (dashed black). For Frontera (red lines in Fig. 3) we see that the probability of $\tilde{k} = 1$ is higher than the probability of $\tilde{k} = 0$ for all the three cases. This points to a slow network that is expected to adversely affect the scaling for standard synchronous simulations. We see similar behavior for Lonestar5 (blue), with probability of $\tilde{k} = 1$ being the maximum. For both Frontera
and Lonestar5, $P(\hat{k} > 3) \lesssim 0.05$, for all the processor counts shown in Fig. 3. Thus, $L = 3$ is a reasonable choice for these three machines. Note that for CAA this is equivalent to a reduction in the volume of communications by a factor of four. This reduction will be particularly critical when the PE count is high as envisioned in the exascale machines.

![Figure 3: PDF of delays on Stampede2 (black), Frontera (red) and Lonestar5 (blue) with maximum allowed delay of $L = 10$. Different lines are $P = 4096$ (solid red, solid blue), $P = 8192$ (solid black, dashed red) and $P = 16384$ (dashed black) and $P = 262144$ (dotted-circles). Inset is PDF of delays on Frontera in linear-log scale with arrow denoting increasing P.](image)

It is also worth noting the non-vanishing probability of delays as large as $L = 10$ in Fig. 3 (inset) for Frontera, indicating that at least some fraction of communications were synchronized. While this is not of much consequence at low processor counts, for an increasingly large number of PEs, even a small probability of large delays can account for severe overheads. For example, for a seemingly low probability of $P(\hat{k} = 10) \sim \mathcal{O}(10^{-4})$, at a processor count of $\mathcal{O}(10^3)$, at least $\mathcal{O}(10^1)$ processors see a delay of $L = 10$ at the boundaries and are forced to synchronize at every time step. Considering that the probability of large delays increases with increasing number of PEs as seen in Fig. 3 (inset), a much larger fraction of processors would see large delays in the next generation exascale machines where the number of PEs is expected to be of $\mathcal{O}(10^6)$-$\mathcal{O}(10^9)$ with increased architectural inhomogeneity. Thus, even with a large value for the maximum allowed delay, a significant number of PEs would be subject to forced synchronization at extreme scales. However, these synchronizations would still be extremely small in comparison to the standard synchronous algorithms that require all PEs to synchronize at all times.

The second and equally important factor to be considered in the choice of $L$ is numerical stability. Asynchrony and the associated random nature of delays and coefficients introduce random numerical errors. These error can trigger instabilities, especially if the delay ($\hat{k}$), bounded by $L$, is very large. We will discuss this effect for a simple 1D diffusion equation,

$$\frac{\partial u}{\partial t} = \alpha \frac{\partial^2 u}{\partial x^2}$$

(23)

where $\alpha$ is the diffusivity constant and $u(x, t)$ is the velocity field. This equation is discretized using a second order AT scheme in space and forward Euler in time. Following [24], we can discretize Eq. (23) at the $i^{th}$ grid point with delay $\hat{k}_l$ at the left boundary and $\hat{k}_r$ at the right boundary as,

$$u_{i+1}^{n+1} = u_i^n + \frac{\Delta t}{\Delta x^2} \left( (\hat{k}_l + 1)u_{i-1}^{n-\hat{k}_l} - \hat{k}_lu_i^{n-\hat{k}_l-1} - 2u_i^n + (\hat{k}_r + 1)u_{i+1}^{n-\hat{k}_r} - \hat{k}_ru_{i+1}^{n-\hat{k}_r-1} \right).$$

(24)

For the above discretization we have considered an extreme case scenario where $P = N$ and $N_T = 1$ i.e. every PE has only one grid point. It can be shown that Eq. (24) preserves the order of accuracy despite
While this equation is very general, we specialize this system to the same delay on both sides ($\tilde{r}$ is the Lagrange polynomial of order $L$ which is used to set the coefficient as $J$ with $\tilde{J}$ defined as,

\[
A(\tilde{k}_l, \tilde{k}_r) = \begin{bmatrix}
A_0 & A_1 & \cdots & A_{\tilde{k}} & A_{\tilde{k}+1} \\
1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\]

where the coefficient matrix is

\[
A(\tilde{k}_l, \tilde{k}_r) = \begin{bmatrix}
1 - 2r_d & \mathcal{L}_1^0 r_d & 0 & \cdots & 0 & \mathcal{L}_1^0 r_d \\
\mathcal{L}_1^0 r_d & 1 - 2r_d & \mathcal{L}_1^0 r_d & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\mathcal{L}_1^0 r_d & 0 & 0 & \cdots & \mathcal{L}_1^0 r_d & 1 - 2r_d
\end{bmatrix}, \quad A_{\tilde{k}} = \begin{bmatrix}
0 & J & 0 & \cdots & 0 & J \\
J & 0 & J & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
J & 0 & 0 & \cdots & J & 0
\end{bmatrix}
\]

while this equation is very general, we specialize this system to the same delay on both sides ($\tilde{k} = \tilde{k}_l = \tilde{k}_r$) for all processors, which can be thought as a worst case scenario. Defining $r_d = \alpha \Delta t / \Delta x^2$ as the diffusive CFL, we can then write,

\[
A_0(\tilde{k}) = \left[ \begin{array}{ccc}
1 - 2r_d & \mathcal{L}_1^0 r_d & 0 \\
\mathcal{L}_1^0 r_d & 1 - 2r_d & \mathcal{L}_1^0 r_d \\
\vdots & \vdots & \vdots \\
\mathcal{L}_1^0 r_d & 0 & 0
\end{array} \right], \quad A_{\tilde{k}} = \left[ \begin{array}{ccc}
0 & J & 0 \\
J & 0 & J \\
\vdots & \vdots & \vdots \\
J & 0 & 0
\end{array} \right]
\]

which is used to set the coefficient as $r_d(\tilde{k} + 1)$ for $U^{n-k}$ and $-r_d\tilde{k}$ for $U^{n-k-1}$. For this we use $\mathcal{L}^m$, which is the Lagrange polynomial of order $L$,

\[
\mathcal{L}_1^m(\tilde{k}) = \prod_{l \neq m}^{L} \frac{\tilde{k} - l}{m - l}, \quad \mathcal{L}_2^m(\tilde{k}) = \prod_{l \neq m}^{L} \frac{\tilde{k} + 1 - l}{m - l}. \tag{28}
\]

By definition, $\mathcal{L}_1^m(\tilde{k})$ takes value 1 if $m = \tilde{k}$ and zero otherwise. Similarly $\mathcal{L}_2^m(\tilde{k})$ is 1 if $m = \tilde{k} + 1$ and 0 for other values of $m$. The number of Lagrange polynomials is equal to the number of time levels in the AT scheme, which for the second-order scheme used here is equal to two. In the absence of delays we have, $A = A_0$, which is equivalent to the standard second-order finite difference system.

For stability, the spectral radius of $A(\tilde{k})$ should be bounded by unity to ensure that the numerical perturbations do not grow unboundedly in time. Because of the complexity of the system, the spectrum has to be computed numerically. Again as a worst case scenario [24], we assume a Dirac delta distribution of delays, such that, $\tilde{k} = L$ at all points. For a given $L$, we compute the maximum or critical $r_d$ for which all the eigenvalues of the evolution matrix are less than unity. This is the largest value for which the numerical scheme is stable, and is denoted by $r_{d,m}(L)$. The results of this analysis are shown in Fig. 4. In the synchronous limit ($L = 0$), we obtain the well known stability limit for a second order central difference scheme in space with forward Euler in time, $r_{d,m}(0) = 0.5$ [27]. As we increase $L$, this stability limit decreases as can be seen from the solid red circles in Fig. 4(a). Similar analysis was also done for the advection-diffusion equation which has both first and second derivatives and thus both convective ($r_c = c\Delta t / \Delta x$) and diffusive CFLs are used to determine stability. Here again we fix the delay $\tilde{k} = L$ and compute the stability limit in the $r_c$-$r_d$ plane. The procedure was repeated for different values of $L$. The result is plotted in Fig. 4(b). For $L = 0$, we get the well known stability bound, $r_{c,m}(0) \leq 2(r_{d,m}(0))^2 \leq 1$ [27]. As $L$ is increased we see that both $r_{c,m}(L)$ and $r_{d,m}(L)$ decrease resulting in a smaller stability region. Thus, for stability a time-step smaller than that for $L = 0$ is required whenever $L > 0$. We do point out that these stability bounds are based on worst case scenario assumptions and are thus strict. In more realistic scenarios (Appendix A), the effect of asynchrony on stability is relatively weaker.
Figure 4: (a) Variation of stability limit $r_d$ (solid) and $\tilde{r}_d = (L + 1)r_d$ (hollow) with $L$ for diffusion equation. (b) Stability limit in $r_d$-$r_d$ plane for advection-diffusion equation for $L = 0$ (red), $L = 2$ (blue), $L = 4$ (magenta), $L = 6$ (black) and $L = 8$ (green).

In order to characterize the reduction in stability limits, it is of interest to obtain the stability limit in an asynchronous simulations from the known stability limit of a synchronous implementation. This can be written as

$$r_{d,m}(L) = r_{d,m}(0)/f(L),$$

(29)

where the yet unknown function $f(L)$ characterizes the effect of delays. Clearly, $f(0) = 1$. Some guidance on a plausible functional form for $f(L)$ can be obtained by a careful examination of Eq. (24) where we observe that, in the presence of delays, $r_d$ at the boundary points always appears in conjunction with functions of delays that are also the coefficients of the AT scheme. In the present case, from Eq. (27) we have $r_d(\tilde{k} + 1)$ and $-r_d\,\tilde{k}$ in the evolution matrix $A(k)$. Since both terms are linear in the delay, it is natural to expect that, for $\tilde{k} = L$, stability, and thus $f(L)$, would be a linear function of $L$. In fact, a best fit approximation for $r_{d,m}(L) = r_{d,m}(0)/f(L)$ does yield a linear relation $f(L) = \alpha L + 1$. Both $r_{d,m}(0)/(L + 1)$ (solid line) and $r_{d,m}(L)$ (solid circles) are plotted in Fig. (4a) and are in excellent agreement with each other. Furthermore, we can re-arrange $r_{d,m}(L) = r_{d,m}(0)/f(L)$ to read as $r_{d,m}^a(L) = r_{d,m}(L) \times f(L) = r_{d,m}(0)$. This implies that with a correct approximation for $f(L)$, we can express stability in terms of an effective asynchronous CFL ($r_{d,m}^a$), which is independent of delay $L$ and essentially equal to the synchronous stability limit ($r_{d,m}(0)$). The numerical data do support this argument as can be seen from Fig. (4a) where $r_{d,m}^a$ (hollow circles) are constant for all $L$ and close to $r_{d,m}(0) = 0.5$ (dashed line).

We also computed the stability limit for the schemes used for the turbulence simulations in this work, namely, fourth-order AT schemes coupled with AB2 in time. This is shown in Fig. 5(a) for the diffusion equation. In this case, $r_d$ appears multiplied by the coefficients in this fourth-order AT scheme (Appendix B) in the discrete equation which are seen to be quadratic in $L$. Then, based on the argument above, we expect $f(L)$ also to be quadratic in $L$. From Fig. 5(a) we can see that that $r_{d,m}(L)$ (solid circles) decreases with $L$ and is in good agreement with $r_{d,m}(0)/f(0.74L^2 + 0.47L + 1)$ (solid line). Moreover, $r_{d,m}^a$ (hollow circles) is close to $r_{d,m}(0) \approx 0.18$ (dashed line) for all $L$. This again supports the proposed rescaling in Eq. (29).

One can understand this effect more intuitively as follows. When there is a delay at the PE boundaries, data from multiple delayed time levels is used at these points for computation of derivatives. As a result the effective time-step, as seen by the numerical scheme, increases. This effective time-step is essentially equivalent to $\Delta t_L = \Delta t \times f(L)$ and is apparent when $r_{d,m}^a$ is written as

$$r_{d,m}^a = r_{d,m}(L) \times f(L) = \frac{\alpha(\Delta t \times f(L))}{\Delta x^2} = \frac{\alpha(\Delta t_L)}{\Delta x^2},$$

(30)

For fixed grid spacing $\Delta x$, this increase in time-step is compensated by a decrease in $r_{d,m}(L)$ to ensure
stability. On the other hand, $r_{d,m}^a$ which is already expressed in terms of $\Delta t_L$, remains approximately constant with $L$ and is equal to $r_{d,m}(0)$.

![Figure 5: Variation of stability limit (a) $r_d$ (solid) and $\tilde{r}_d = (0.74L^2 + 0.47L + 1)r_d$ (hollow) with $L$ for diffusion equation and (b) $r_c$ (solid) and $\tilde{r}_c = (0.90L^2 - 0.35L + 1)r_c$ (hollow) for NS equation, using fourth-order AT scheme in space and AB2 in time.]

For a complex system of equations, such as the Navier-Stokes equations, an analytical stability analysis is difficult. However, stability limits can be computed numerically either by gradually increasing the CFL until the system becomes unstable or by using the bisection method. We obtained the stability limit for decaying turbulence at $Re_\lambda \approx 35$, by imposing a fixed delay $L$ at all the six faces at every time step. Since both diffusive and convective terms are present in the NS equations, the time-step is determined by the smallest physical time scale, which for the simulations presented is always the latter. Thus, the stability limit is obtained in terms of a convective CFL ($r_c$) and is shown in Fig. 5(b) with $r_{c,m}(L)$ (solid circles) decreasing with $L$. As before, this effect is accurately captured by $r_{c,m}(L) = r_{c,m}(0)/f(L)$ (solid line), where $f(L) \approx 0.90L^2 - 0.35L + 1$. Here again, $r_{c,m}^a = r_{c,m}(L) \times f(L)$ (hollow circles) is seen to be a constant consistent with the synchronous limit $r_{c,m}(0) \approx 0.8$ for all $L$.

In general, this analysis shows that the stability limit for the AT schemes decreases with $L$ as $r_{d,m}(0)/f(L)$. This dependency can also be expressed using the effective asynchronous CFL ($r_{c,m}^a$ or $r_{d,m}^a$) which satisfies the same limit as the synchronous case ($r_{c,m}(0)$ or $r_{d,m}(0)$) and uses an effective time-step ($\Delta t_L = f(L) \times \Delta t$).

4. Numerical results

We have implemented the synchronous and asynchronous numerical methods and algorithms described in the previous sections to perform DNS of decaying and forced isotropic turbulence at different Reynolds
numbers to assess the effect (or lack thereof) of asynchrony. The resolution used for both synchronous and asynchronous implementations is $\eta/\Delta x \approx 0.5$ or $\kappa_{\text{max}} \eta \approx 1.5$, where $\eta = (\nu^3 / \langle \epsilon \rangle)^{1/4}$ is the Kolmogorov length scale, $\nu$ is the kinematic viscosity and $\kappa_{\text{max}} = \sqrt{2N/3}$ is the highest resolvable wave number for commonly used pseudospectral simulations in a cubic domain of length $2\pi$ on each side and $N^3$ points \[23, 28\]. This resolution has been shown to lead to well-resolved simulations for the conditions and quantities of interest presented here \[23, 30\]. As discussed in section 2, the time-step size $\Delta t$ is fixed at a value that yields an initial CFL of $O(0.1)$ consistent with the recommendation in \[28\]. To facilitate comparisons both synchronous and asynchronous simulations use the same time step. We use periodic boundary condition in all directions. The initial velocity field is a stationary state obtained by forcing the large scales of motion as done in \[31, 29\] and is same for both synchronous and asynchronous simulations. The important simulation parameters including resolution, percentage of points directly affected by asynchrony ($N_B\%$), $Re_\lambda$, and simulation time in terms of eddy turnover time $T_e = \mathcal{L}/u_{rms}$, where $\mathcal{L}$ is the integral length scale and $u_{rms}$ is the root mean square of velocity fluctuations, are tabulated in Table 1. The level of compressibility is commonly defined in terms of the turbulent Mach number $M_t = \langle u_i u_i \rangle^{1/2}/c$, where $c$ is the mean speed of sound, $u_i$ is the velocity fluctuation, $\langle \cdot \rangle$ is the average computed across the entire domain and summation convention is used. For the simulations in this paper $M_t \approx 0.3$ which represents a case where dilatational effects start becoming important \[29\].

For the rest of this section, we will refer the synchronous simulations using standard finite differences as SFD. The asynchronous simulations using AT schemes with random delays will be referred to as SAA and that with periodic delays will be referred to as CAA. We also have tenth-order compact schemes (C10) with third order RK scheme in time for one of the cases for comparison purposes to highlight that our finite difference simulations are comparable to the most well resolved simulations of compressible turbulence in literature \[32, 9, 31, 30\].

### Decaying

| $N^3$ | $N_B\%$ | $Re_\lambda(0)$ | $\eta(0)/\Delta x$ | $\kappa_{\text{max}} \eta(0)$ | $t/T_e(0)$ |
|-------|--------|-----------------|--------------------|-----------------------------|-------------|
| 256$^3$ | 57.8 | 100 | 0.5 | 1.4 | 24 |
| 512$^3$ | 50.8 | 145 | 0.5 | 1.5 | 24 |

### Forced

| $N^3$ | $N_B\%$ | $Re_\lambda$ | $\eta/\Delta x$ | $\kappa_{\text{max}} \eta$ | $t/T_e$ |
|-------|--------|-------------|-----------------|-----------------|-------------|
| 64$^3$ | 57.8 | 35 | 0.5 | 1.6 | 10 |
| 256$^3$ | 57.8 | 100 | 0.5 | 1.8 | 19 |

Table 1: DNS parameters: number of grid points $N^3$, percentage of boundary points $N_B\%$, Taylor Reynolds number $Re_\lambda$, resolution $\eta/\Delta x$ and $\kappa_{\text{max}} \eta$ and normalized simulation time $t/T_e$. Normalization is done using the initial values ($Re_\lambda(0), \eta(0), T_e(0)$) for the decay cases and using average computed over stationary state for the forced case.

### 4.1. Decaying turbulence

#### 4.1.1. Low order statistics in physical space

It is important for any numerical scheme to accurately capture the large scale behavior of the system. An important and widely studied \[33, 34\] large scale quantity in fluid turbulence is the mean turbulent kinetic energy per unit mass defined as,

$$K = \frac{1}{2} \langle \rho u_i u_i \rangle. \tag{31}$$

In the absence of energy input to the system, $K$ decays in time as shown in Fig. 6(a, c), where $K$ is normalized by its initial value $K_0$ and time is normalized by initial eddy turnover time, $T_e(0) = \mathcal{L}/u_{rms}$. After an initial transient, the decay obeys a power-law in time observed as a straight line on a log-log scale in Fig. 6(a, c). The decay exponent is seen to be consistent with that found in the literature for similar conditions \[34, 35\].
The excellent agreement between SFD, CAA and SAA in Fig. 6(a,c) at all times shows that asynchronous implementations have accuracy comparable to SFD.

The rate at which kinetic energy is dissipated is given by $\langle \epsilon \rangle = 2 \langle \sigma_{ij} S_{ij} \rangle$. Because most of the contribution to dissipation comes from small scales (or high wavenumbers) it is therefore sensitive to how accurately high wavenumbers are resolved by the numerical methods. The decay of $\langle \epsilon \rangle$ (normalized by its initial value) is shown in Fig. 6(b,d) for SFD, CAA and SAA with no observable differences. Thus, we find that the asynchronous implementations are able to capture the evolution of low-order large and small scale quantities with accuracy comparable to the standard finite differences. Also shown in Fig. 6(a,b) is the evolution obtained for C10 (magenta line), which is identical to the evolution obtained for both asynchronous and synchronous finite difference.

![Figure 6: Evolution of space averaged turbulent kinetic energy normalized by the initial turbulent kinetic energy $K_0$ (left) and evolution of space averaged dissipation rate normalized by the initial dissipation rate $\epsilon_0$ (right) for $Re_\lambda(0) \approx 100$ (a,b) and $Re_\lambda(0) \approx 145$ (c,d). Different lines are: SFD (red-circle), CAA (black-triangle) and SAA (blue) both with $L = 3$. The black-dashed line corresponds to $K/K_0 \propto (t/T_e(0))^{-1.4}$ in (a) and $\langle \epsilon \rangle / \langle \epsilon_0 \rangle \propto (t/T_e(0))^{-2.4}$ in (b). Magenta line in (a,b) is C10.](image)

4.1.2. Low order statistics in spectral space

Fluid turbulence comprises a wide range of interacting scales [36]. The energy distribution across these scales is characterized by the energy spectrum, which according to Kolmogorov self-similarity hypothesis (K41) [11] is given by,

$$E(\kappa) = C \langle \epsilon \rangle^{2/3} \kappa^{-5/3} f(\kappa\eta),$$  \hspace{1cm} (32)
where \( C \) is the Kolmogorov constant, \( \kappa \) is the wavenumber and \( \eta = (\nu^3/\langle \epsilon \rangle)^{1/4} \) is the Kolmogorov length scale \( [1] \) and \( f(\kappa \eta) \) is a universal function. This has been compared against simulations and experiments extensively and shown to be a good representation of the spectrum across different flows and Reynolds numbers for incompressible \([37]\) and compressible flows \([31, 38, 33]\) at low \( M_e \). In the so-called inertial range \((1/L \ll k \ll 1/\eta)\), \( f(\kappa \eta) = 1 \) and the classical \( 5/3 \) scaling for the energy spectrum \([39, 37, 44]\) can be seen as a flat region in the compensated energy spectrum,

\[
\frac{E(\kappa)}{\langle \epsilon \rangle^{2/3} \kappa^{-5/3}} = C, \tag{33}
\]

which becomes wider with an increase in Reynolds number. The height of this flat region gives the Kolmogorov constant which has been estimated to be \( C = 1.6 \) from simulations and experiments in incompressible turbulence \([41, 42, 43]\). This value has been shown to be consistent for compressible simulations \([31]\). At high wavenumbers, \( f(\kappa \eta) \) is a decaying exponential \([44, 45, 46, 47]\) which may retain a weak Reynolds number effect at very high wavenumbers \([48]\).

In Fig. 7(a,c) we show the compensated energy spectrum at \( t/T_e(0) \approx 1 \) and 4 for \( Re_\lambda(0) \approx 100 \) and 145 for SFD, CAA and SAA implementations. A plateau in this normalization corresponding to the inertial range can be seen at short times over a narrow range of scales. Because of the decrease in \( Re_\lambda \) with time due to the decay, the inertial range becomes less prominent at later times. We also see that the high wavenumbers are universal as expected from Eq. (32). Both SAA and CAA retain the universality at small scales and accurately capture the evolution of inertial and large scales. We see a virtually perfect agreement even at the smallest scales (inset in Fig. 7(a,c)) for CAA as well as SAA with SFD. Moreover, the energy spectrum is also identical to the one obtained with C10 (magenta line in Fig. 7(a)) from some of the most well-resolved simulation of compressible turbulence \([31, 29]\).

Similar to the energy spectrum, K41 also predicts a scaling in the inertial range for pressure fluctuations \([49, 50]\) which reads,

\[
E_p(\kappa) = C_p \langle \epsilon \rangle^{4/3} \kappa^{-7/3}. \tag{34}
\]

The inertial range can be identified as the plateau in the compensated pressure spectrum plot, if \( Re_\lambda \) is high enough. Since \( M_e \approx 0.3 \) for our simulation is fairly low, the pressure spectrum should be similar to the incompressible spectrum \([31, 50]\). This is indeed observed in Fig. 7(b,d) for \( Re_\lambda(0) \approx 100 \) and 145 at \( t/T_e(0) \approx 1 \) and 4 for the universal part of the spectrum. A horizontal dashed line at \( C_p = 8 \) is also included for reference obtained from incompressible flows \([50]\). These spectra are consistent with those in the literature at similar conditions \([31]\) with a collapse at the high wave-numbers similar to the energy spectrum. The data for CAA and SAA agree closely with that for SFD at both times for both \( Re_\lambda \). However, for \( k \eta \geq 1.5 \), SAA spectrum has a small pileup at the high wavenumbers. This difference in the spectrum for CAA and SAA can be attributed to the difference in the nature of delays which for the former is deterministic and random for the latter. The randomness associated with SAA can lead to numerical errors that are absent in CAA which are magnified because of the prefactor \( k^{7/3} \) but they are concentrated only in a few wavenumbers and represent an extremely small contribution to e.g., pressure variance. We have also performed simulations at higher \( M_e=0.6 \) and found that this small pileup disappears. Thus, this seems to be a low-\( M_e \) effect which can be explained by noting that as \( M_e \) increases, there is stronger interaction between the so-called solenoidal and dilatational velocity components \([51]\) which can help mix these already small perturbations at PE boundaries for SAA. For CAA, no pileup is observed at any \( M_e \).

A general conclusion one can draw from both energy and pressure spectrum plots, is that the dynamics of the flow at the scales of interest is accurately captured despite asynchrony even though there are some very small deviations at the high wavenumbers in the pressure spectrum for SAA. Furthermore, we see from Fig. 7(b) that the pressure spectrum for SFD itself is not identical to the spectrum obtained for C10 at higher wavenumbers. Thus, it is not unexpected that asynchronous schemes present a different behavior at high wavenumbers. The errors in SAA, though already very small, can be mitigated if higher order schemes or higher resolution is used. As an example, in Fig. 7(b), the compensated pressure spectrum is shown for \( Re_\lambda(0) \approx 100 \) at \( t/T_e(0) \approx 4 \) using fourth and sixth order AT scheme (included in the appendix) for SAA.
Figure 7: Compensated energy spectrum (left) and compensated pressure spectrum (right) for $Re_\lambda(0) \approx 100$ (a,b) and $Re_\lambda(0) \approx 145$ (c,d) at $t/T_e(0) \approx 1$ and 4. Different lines are: SFD (red-circle), CAA (black-triangle) and SAA (blue) with $L = 3$. The arrow denotes increasing time. Magenta line in (a,b) is C10.

While the SAA with fourth-order AT scheme (solid blue) peels off at $\kappa \eta \approx 1.5$, SAA with sixth-order AT scheme (faded-blue square), follows the SFD spectrum till the highest $\kappa \eta$.

4.1.3. Statistics of velocity gradients

An important feature of 3D turbulence is the generation of vortical motions, often quantified with the so-called enstrophy ($\Omega = \langle \omega_i \omega_i \rangle$, where $\omega = \nabla \times u$ is the vorticity vector). A normalized metric for the production of enstrophy, which is also representative of the non-linear transfer of energy from large scales to small scales, is the skewness of the longitudinal velocity gradient, $S = \langle (\partial u_1/\partial x_1)^3 \rangle / \langle (\partial u_1/\partial x_1)^2 \rangle^{3/2}$ [49, 37, 52]. The negative of the skewness ($-S$) is constant at about $\sim 0.5$ as long as the Reynolds number is not too low. This has been extensively documented in experiments and numerical simulations [53, 37, 54, 40].

In Fig. 9(a,c) we show the time evolution of $-S$ for initial $Re_\lambda$ of 100 and 145, respectively. We see that $-S$ is close to 0.5 and this is consistent for SFD, CAA and SAA, with some small differences at later times. Despite odd-order moments being more sensitive to resolution [55] and susceptible to numerical errors, we see that the asynchronous algorithms capture skewness very well and close to the skewness computed using C10.

Another intrinsic characteristic of turbulent flows is the phenomena of intermittency which is a tendency to have localized events of fluctuations that are orders of magnitude larger than the mean [45, 37, 52, 56, 57, 58]. These events add to the complexity of the turbulent flows, specifically at the smallest scales. One way to quantify this phenomena is through the moments of velocity gradients as most of their contribution stems from the small scales and it is thus an excellent quantity to check small scale resolution. These moments
transition from Gaussian to anomalous as Reynolds number increases \[59, \ 60, \ 61\]. In Fig. 9(b, d) we show the normalized fourth-order moment or flatness \(F = \frac{\langle (\partial u_1/\partial x_1)^4 \rangle}{\langle (\partial u_1/\partial x_1)^2 \rangle^2}\) of the longitudinal velocity gradient. The flatness is close to 6 \[53, \ 37\] at initial times and tends to decrease because of decrease in Reynolds number for decaying turbulence. We see an excellent agreement between synchronous and both the asynchronous simulations with no observable differences from C10. Even though the computation of the gradient \(\partial u_1/\partial x_1\) is directly affected by asynchrony, the higher order moments of the same exhibit trends similar to SFD and C10.

### 4.1.4. Instantaneous enstrophy field

The average quantities discussed in the sections show good agreement between the asynchronous and synchronous simulations. A stricter test of accuracy would comprise the instantaneous flow fields which can potentially show some differences because of different truncation errors for different schemes in the computation of derivatives at the boundaries. As argued above, enstrophy is known to be sensitive to small scale resolution and is highly intermittent \[55, \ 62\] and thus provides a stringent test of the numerical performance.
of schemes. In Fig. 10 we show the contours of the enstrophy normalized by its mean \( \frac{\Omega}{\langle \Omega \rangle} \) in the \( yz \) plane at \( x = \pi \). Qualitatively, all the large and small structures look identical for SFD, CAA and SAA. In particular, a concern with asynchronous schemes is the behavior close to the processor boundaries. If we closely look along these PE boundaries (faded lines in Fig. 10) there are no perceptible differences between enstrophy contours for SAA, CAA and SFD. Moreover, even complex structures spanning across multiple PE boundaries, for example, inside black circle in Fig. 10, is consistent for all the three cases. Besides some very small but not apparent localized differences in the intensity of enstrophy for SAA, the asynchronous algorithms accurately resolve the highly intermittent instantaneous enstrophy field. The instantaneous dissipation field (not shown here) exhibits similar behavior and is captured accurately.

![Figure 10: Normalized instantaneous enstrophy \( \frac{\Omega}{\langle \Omega \rangle} \) field at \( t/T_e(0) \approx 4 \) for (a) SFD (b) CAA \((L = 3)\) and (c) SAA \((L = 3)\) in the \( yz \) plane at \( x = \pi \) for \( Re_\lambda(0) \approx 100 \). The faded lines represent processor boundaries.]

4.2. Forced Turbulence

In the preceding section we focused on the DNS of decay of stationary state initial velocity field and observed a close agreement between the synchronous and asynchronous numerical simulations. In this section we discuss the effect of asynchrony on forced turbulence. Here, energy is injected at the large scales, or wavenumbers \( \kappa \) in a spherical shell of radius \( \kappa_f \), where \( \kappa \leq \kappa_f \), \((\kappa_f = 3)\), through the term \( f \) in the momentum equation (Eq. (2)). The details of the stochastic forcing implemented can be found in [63].
has been extensively used in [64, 31, 29, 65] for compressible turbulence. Through the non-linear interactions this injected energy cascades down to the inertial and small scales, where it is dissipated into internal energy by the action of viscosity. One can derive the evolution equation of the mean turbulent kinetic energy ($K$) by multiplying Eq. (2) by $u_i$ and taking the mean, which reads as

$$\frac{dK}{dt} = \langle p'\theta' \rangle - \langle \epsilon \rangle + \langle f_i u_i \rangle$$

where $\theta = \partial u_i / \partial x_i$ is the dilatation, $\langle p'\theta' \rangle$ is the mean pressure-dilatation correlation and the mean dissipation $\langle \epsilon \rangle$. The external forcing $f$ acts against the dissipative effect of viscosity to sustain turbulent fluctuations. We can also write the equation of the mean internal energy ($\langle e \rangle$) from Eq. (3) as

$$\frac{d\langle e \rangle}{dt} = -\langle p'\theta' \rangle - \langle \epsilon \rangle.$$ 

The pressure-dilatation and viscous dissipation are responsible for the exchange between kinetic and internal energy. While the former is a bi-directional exchange depending upon the value of turbulent Mach number, $M_t$ [31, 29], the latter converts kinetic energy into internal energy irreversibly. Since no external sink is added to the energy equation, the internal energy of the system always increases. The time evolution of $K$ and $\langle \epsilon \rangle$, normalized by their initial values, is plotted in Fig. [11]. We can see that $K$ increases initially, because of the input of energy due to forcing at large scales. Once the cascade develops and transfers energy to the smallest dissipative scales, the mean kinetic energy starts to decrease. At the same time, dissipation also increases initially, after an initial lag, until it reaches an equilibrium. At this point the rate of energy input is equal to rate of dissipation and a quasi-stationary state is reached [38]. In Fig. [11] this state is achieved at $t/T_e \approx 5$ for $Re_\lambda \approx 35$ (a), and $t/T_e \approx 6$ for $Re_\lambda \approx 100$ (b), where $T_e$ is the average eddy turnover time. The average eddy turnover time is computed form the average taken at ten checkpoints from $t/T_e \geq 5$ for $Re_\lambda \approx 35$ and at fifteen checkpoints from $t/T_e \geq 6$ for $Re_\lambda \approx 100$. The net increase in the total energy is, at this point, equal to the increase in the internal energy. As in the case of decaying turbulence, we see a good agreement between the synchronous and asynchronous simulations in Fig. [11] for both high and low $Re_\lambda$.

Figure 11: Evolution of space averaged turbulent kinetic energy normalized by the initial turbulent kinetic energy $K_0$ (top row) and space averaged dissipation rate normalized by the initial dissipation rate $\epsilon_0$ (bottom row) for (a) $Re_\lambda \approx 35$ and (b) $Re_\lambda \approx 100$. Different lines are: SFD (red-circle), CAA (black-triangle) and SAA (blue) with maximum allowed delay level of $L = 3$. Time is normalized by the average eddy turnover time ($T_e$).

We are also interested in the energy and pressure spectrum, which are plotted in Fig. [12]. These spectra are the average taken for ten and fifteen checkpoints, respectively for $Re_\lambda \approx 35$ and 100, after the quasi-stationary state is reached. These energy spectra are shown in Fig. [12] a) where we see that both CAA and SAA simulations are accurately resolved, with good collapse at all wavenumbers. For the pressure spectrum in Fig. [12] b), the CAA and SAA agree equally well with the SFD, unlike the decaying case where small
errors were seen at the large wavenumbers for SAA. These spectra are also consistent with [31] at similar conditions. The higher order moments of the longitudinal velocity gradients are also plotted in Fig. 13. We see that $-S$ fluctuates around 0.5 [61] and the values are fairly consistent for SAA, CAA and SFD. Even better agreement is seen for $F$ in Fig. 13(c,d), with value close to 6 for $Re_\lambda \approx 100$ and smaller for $Re_\lambda \approx 35$ [61].

Figure 12: (a) Compensated energy spectrum and (b) compensated pressure spectrum for $Re_\lambda \approx 35$ and $Re_\lambda \approx 100$. Different lines are: SFD (red-circle), ATP (black-triangle) with $L = 3$ and ATR (blue) with $L = 2$. Arrow indicated increasing $Re_\lambda$. Dashed line is Kolmogorov constant $C = 1.6$ in (a) and $C_p = 8$ in (b).

Figure 13: Negative of skewness (top row) and flatness (bottom row) of the longitudinal velocity gradient vs. normalized time for (a) $Re_\lambda \approx 35$ and (b) $Re_\lambda \approx 100$. Different symbols are: SFD (red-circle), ATP (black-triangle) with $L = 2$ and ATR (blue asterik) with $L = 2$. The dashed black line indicates skewness of 0.5.

Finally we look at the PDF of enstrophy density ($\Omega$) and dissipation rate ($\epsilon$) [55, 66, 62]. Both dissipation and enstrophy are crucial in the understanding of the small-scale motions [37] and are highly intermittent. Because of extreme events in $\epsilon$ and $\omega$, the corresponding PDFs of the normalized quantities, $\epsilon/\langle \epsilon \rangle$ and $\langle \omega \rangle$, are characterized by wide tails. The PDF of $\epsilon/\langle \epsilon \rangle$ and $\Omega/\langle \Omega \rangle$, averaged over checkpoints as in case of averaged spectrum, are plotted in Fig. 14(a, b). We can clearly see the tails of both the PDFs become wider as Reynolds number is increased from 38 to 100. This suggests that the propensity of events that are an order of magnitude more intense than the mean, increases with the Reynolds number [55, 62]. Furthermore, we also observe that the tails for the PDF of $\Omega/\langle \Omega \rangle$ in Fig. 14(b) are wider than the tails for PDF of $\epsilon/\langle \epsilon \rangle$ in Fig. 14(a). This implies that enstrophy is more intermittent than dissipation and this has been
consistently established in several past studies \[53, 67, 37, 68, 55\]. These features of the PDF are captured well by both the asynchronous algorithms with very small differences at the far tails. Thus, the AT schemes accurately resolve even the finest scales of turbulence including very highly intermittent events in dissipation and enstrophy.

\[
\begin{align*}
\text{(a)} & \quad \text{PDF of normalized dissipation rate } (\epsilon/\langle \epsilon \rangle) \\
\text{(b)} & \quad \text{PDF of normalized enstrophy } (\Omega/\langle \Omega \rangle)
\end{align*}
\]

Figure 14: PDF of (a) normalized dissipation rate \((\epsilon/\langle \epsilon \rangle)\) and (b) normalized enstrophy \((\Omega/\langle \Omega \rangle)\) in log-linear scale. The insets are the same PDFs in log-log scale. Different lines are: SFD (solid red with circle), CAA (dashed black with triangle) and SAA (solid blue) with \(L = 3\). The arrow indicates increasing \(Re_{\lambda}\).

4.3. Computational performance

The preceding sections demonstrated the ability of asynchronous algorithms in resolving important physical characteristics of turbulent flows including instantaneous field and high order statistics. Now we show that the asynchronous simulations are computationally more efficient than their synchronous counterpart. To study this we look at so-called strong and weak scaling of the solver. In the former the problem size remains fixed, while in the latter the computational work is kept constant. Ideally, for a fixed problem size, the computation time should decrease linearly on increasing the processor count. However, with increasing number of processors, the necessary communications and synchronizations increase the communication time until it eventually dominates the total execution time. This is essentially the communication bottleneck and is expected to be a major challenge to scalability \[18, 9, 23, 24\]. In Fig. 15(a), we have plotted the total execution time for synchronous and asynchronous implementations for our compressible flow solver. These times are an average of five runs of 6000 steps each and a maximum allowed delay of \(L = 4\) for both SAA and CAA. For reference we have also plotted ideal scaling as a dashed black line. In Fig. 15(a) clear departures from ideal scaling are seen at \(P = 512\) for SFD. This, as is evident from Fig. 15(b), happens because the percentage of communication time (dashed red) grows with processor count \((P)\) until it becomes comparable to the computation time. On the other hand, both CAA and SAA (black and blue lines) are close to the ideal scaling in Fig. 15(a) for a much larger processor count of \(P = 8192\). The improved scaling is attributed to the fact that only a small percentage \((\sim 20\%)\) of the overall time is spent on communications. This percentage (Fig. 15(b)) remains fairly constant on increasing the number of processors for the asynchronous implementations, whereas grows to larger than 50% for the synchronous case.

Next we look at the weak scaling, where ideally because of fixed computational work, the time per step should remain constant on increasing the processor count. The time per step for a computational load of \(N^3/P = 2048\) is plotted in Fig. 16. For the synchronous case, this time per step scaling grows by a factor of 60% because of increase in communication and synchronization overheads at large core count \((P = 262, 144)\). This can only be expected to get worse at much higher levels of parallelism expected in exascale machines. On the other hand, the asynchronous algorithms show improved scaling, with a much smaller 21% increase in time per step for SAA and only 14% increase for CAA on increasing the number of processors from \(P = 128\) to \(P = 262, 144\). This also implies that reduction in the overall volume of communication (CAA) at extreme scales provides more improvement in scaling than reducing forced synchronizations (SAA).
Both weak and strong scaling analysis lead us to the same conclusion that the asynchronous algorithms remove synchronization and communication overheads, leading to an effective overlap between communications and computations and, consequently, an improvement in scaling.

Figure 15: Strong scaling for $N = 128$. (a): Total execution time normalized by the execution time for $P = 256$. (b): Computation time and communication time as a percentage of the total execution time. Different lines are: SFD (red), CAA (black) and SAA (blue), dotted black in (a) is ideal scaling and in (b) is 50% of total time. Dashed lines with hollow symbols in (b) is communication time and solid lines with solid symbols is computation time.

Figure 16: Weak scaling: time per step for $N^3/P = 2048$ normalized by time per step for $P = 128$. Different lines are: SFD (red), CAA (black) and SAA (blue).

5. Conclusions and future implementation considerations

Numerical simulations of PDEs, governing complex natural and engineering phenomena, using standard numerical methods on parallel supercomputers, require PEs to communicate and synchronize frequently to ensure accuracy. This synchronization and communication cost and the resulting PE idling grows with increasing levels of parallelism and presents a major challenge to scalability to exascale computing. In order to mitigate this bottleneck, these constraints were relaxed at a mathematical level to derive the so-called Asynchrony-Tolerant (AT) of arbitrary order of accuracy in [24]. By allowing for asynchrony, these AT schemes can be used to allow computations to proceed in a PE without having to wait for updated values at the boundaries, thus removing synchronizations.
In this work we presented, first of a kind, asynchronous simulations of compressible turbulence using high-order Asynchrony-Tolerant (AT) schemes to study the effect of asynchrony on the physics of turbulence at different scales and on the computational performance of the solver. We show analytically that these schemes preserve the conservative property of standard finite differences up to an order higher than the order of the scheme. Stability analysis of these schemes shows that their stability limit is smaller than their synchronous counterpart. This reduction in the stability limit can be expressed in terms of the synchronous stability limit and a function of delays that gives a quantitative measure of the effect of delays. Numerical data also suggests that these two can be rearranged to obtain an effective asynchronous CFL that is essentially equal to the known synchronous stability limit and independent of \( L \). We introduced two ways to allow for asynchrony, namely, communication avoiding and synchronization avoiding algorithms (CAA and SAA, respectively). While the former leads to deterministic delays with a uniform probability distribution, the latter leads to random delays with a machine specific delay distribution.

The aforementioned asynchronous algorithms are used for the simulation of decaying and solenoidally forced turbulence. Important low and high order statistics obtained for the asynchronous algorithms are compared with that for the standard synchronous finite differences (SFD) at the same resolution and order and also with high-order compact difference schemes (C10). We found excellent agreement between SFD and CAA for the time evolution of turbulent kinetic energy and dissipation for both decaying and forced turbulence, including the transients for the latter. The distribution of energy at different scales as shown by the velocity and the pressure spectrum is resolved by CAA with same level of accuracy as SFD and C10, even at the largest wavenumbers. Higher-order moments of longitudinal velocity gradient, including skewness and flatness, also showed excellent agreement between SFD, C10 and CAA. No observable differences are seen in the complex distribution of the contours of instantaneous enstrophy field. The PDF of highly intermittent quantities such as dissipation and enstrophy, that are also very sensitive to the accuracy of numerical schemes and small scale resolution, are also captured well by CAA, with some statistical differences at extreme tails.

For SAA as well, the evolution of turbulent kinetic energy and dissipation for decaying and forced turbulence (including transients) is in excellent agreement with SFD and C10. While no differences were seen for the energy spectrum, the pressure spectrum showed some small differences at high wavenumbers. However, these differences do not affect the dynamics of the scales of interest and, as we show, are easily mitigated if higher order AT schemes are used. Similar to CAA, the instantaneous enstrophy field, the flatness and skewness of longitudinal velocity gradient and the PDF of dissipation and enstrophy is shown to be in excellent agreement with the synchronous simulations.

Taken together, the results obtained for both CAA and SAA and their comparison with synchronous simulations (SFD and C10), clearly show that the physics of turbulence even at the finest scales is resolved accurately by the asynchronous algorithms, even though more than 50% of total gridpoints are affected directly by asynchrony.

We also presented the effect of asynchrony on computational performance. In particular, both strong and weak scaling results showed a near ideal scaling for the asynchronous algorithms and significant departures from the same for synchronous case. This improved scaling can be traced back to a significant reduction in communications (CAA) and synchronizations (SAA), resulting in an overall lower fraction of communication compared to computation for both CAA and SAA. We also observed that at very high processor count (\( P = 262144 \)), the reduction in overall volume of communications (CAA) is more effective in improving the scaling than relaxing explicit synchronization (SAA). This improvement in scaling is expected to be more consequential as we increase the problem size and processor count to levels anticipated on exascale machines.

In conclusion, asynchronous simulations can accurately resolve the physics at all scales and provide better parallel performance as problem size increases. Thus, asynchronous computing presents an effective alternative to standard computing approaches for simulation of turbulence and other complex phenomena at unprecedented levels of physical realism on the next generation exascale machines.

We close by mentioning some important future extensions of the current work. First, in this work CAA and SAA were presented as two separate algorithms, however, a combination of the two can also be used. This will potentially lead to further reduction in overheads associated with the communication and synchronization. Second, there are generalizations that can be introduced where the maximum delay
level \((L)\) is different across different regions in the domain, depending upon the level of accuracy required. This does require critical analysis of load balancing to ensure that the processors synchronizing more often (smaller \(L\)), have less computational work, so that the synchronization time in these processors does not affect the total execution time. Third, in order to further reduce the communication time in CAA, new AT schemes can be derived which use only one time level information from the buffer points and multiple delayed levels at internal points instead. The size of message in CAA for these new AT schemes is the same as that for the algorithms which communicate at every time step. The effect of these schemes on the performance and accuracy is part of our ongoing research. Lastly, from the performance analysis, we observed that while the asynchronous algorithms showed an improved scaling compared to the standard synchronous algorithm, the cache miss rate for the former was found to be higher. Though this miss rate reduces as the processor count is increased, optimization in implementation will help further push the limits of scaling and reduce the overall computation time. This will be discussed elsewhere.
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Appendix A. Von-neumann analysis of AT schemes

Stability analysis in the frequency domain, more commonly known as the Von Neumann method, has been widely used for linear problems with constant coefficients \[27\]. Since this method also requires all the points in the domain to use the same numerical scheme, we assume that each processor has only one grid point \((P = N)\) and the AT scheme use same delay \((\tilde{k})\) on both sides for all PEs. To proceed further, consider a diffusion equation discretized using a second-order AT scheme in space and forward Euler in time,

\[
 u_i^{n+1} = u_i^n + \frac{\alpha \Delta t}{\Delta x^2} \left( (\tilde{k} + 1)u_{i-1}^{n-\tilde{k}} - \tilde{k} u_{i-1}^{n-\tilde{k}-1} - 2u_i^n + (\tilde{k} + 1)u_{i+1}^{n-\tilde{k}} - \tilde{k} u_{i+1}^{n-\tilde{k}-1} \right). \tag{A.1}
\]

where \(\tilde{k}\) is the delay at both left and right boundary. Using a Fourier decomposition, \(u_i^n = v^n e^{i \omega}\) where \(I = \sqrt{-1}\) and \(\omega = \kappa \Delta x\), we can simplify Eq. (A.1) as

\[
v^{n+1} = r_d (v^{n-L}(L + 1) - v^{n-L-1} L) e^{-i \phi} + (1 - 2r_d) v^n + r_d (v^{n-L}(L + 1) - v^{n-L-1} L) e^{i \phi}. \tag{A.2}
\]

where \(r_d = \alpha \Delta t / \Delta x^2\) is the diffusive CFL and delay is equal to the maximum allowed delay \(ie \tilde{k} = L\). On taking the \(Z\)-transform of Eq. (A.2) with

\[
v^n = v(z); \quad v^{n-L} = z^{-L} v(z) \tag{A.3}
\]

we get a polynomial of order \(L + 2\) in \(z\) which reads as,

\[
z^{L+2} - z^{L+1} (1 - 2r_d) - r_d (e^{-i \phi} - e^{i \phi})(L + 1) z - r_d (e^{-i \phi} - e^{i \phi}) L = 0 \tag{A.4}
\]

For stability we require the amplitude all the harmonics to not grow in time. This is possible only if all the roots of Eq. (A.4) are within a unit disc in the complex \(Z\)-plane and the root \(z = 1\) has multiplicity one \[27\]. The roots of the above equation can be computed numerically for different \(L\), and these can be used to obtain the maximum \(r_d\) such that all roots lie within a unit disc. This is the largest limit for which the numerical scheme is stable and as before, we denote it as \(r_{d,m}(L)\). Instead of computing the roots, the sufficient conditions that guarantee that all the roots lie within the disc of radius one can also be computed using the Schur-Cohn criteria \[69\]. As an example, we use Schur-Cohn criteria to get these conditions for \(L = 1\). Since for \(L = 1\), Eq. (A.4) reduces to a cubic polynomial, we get a total of three conditions,

\[4r_d^2 \cos^2(\phi) - 1 < 0, \tag{A.5}\]
\[ 16r_d^4 \cos^4(\phi) - 4r_d^2(4r_d(rd + 1) + 3) \cos^2(\phi) + 1 > 0, \]  
\[ 8r_d \sin^2 \left( \frac{\phi}{2} \right) (-2r_d^2 + 2r_d(2r_d \cos(\phi) - r_d \cos(2\phi) + \cos(\phi)) + 1)^2 \]  
\[ (3r_d^2 \cos(3\phi) + 3(3r_d^2 - 1) r_d \cos(\phi) + (r_d - 1) (2r_d^2 \cos(2\phi) + 2r_d^2 - 1)) > 0. \]

These equations have only two parameters which can be varied to determine \( r_{d,m}(L) \) that satisfies all the three conditions, for all values of \( \phi \in [0, \pi] \). This gives us \( r_{d,m}(1) \approx 0.25 \) which is consistent with the stability limit obtained from the matrix stability analysis presented in section 3. For larger values of \( r_d \), at least one of the above conditions is violated and thus instabilities can be triggered. We can see that this value is less than the traditional stability limit for a synchronous scheme \( (r_{d,m}(0) = 0.5) \). It is worthwhile to note that similar constraints can also be written for \( L = 0 \) or the standard synchronous scheme which give us the expected limit of \( r_{d,m}(0) = 0.5 \). This idea can be extended to get the constraints for the stability for higher \( L \) as well. \[69\] discusses techniques to extend the Schur-cohn criteria to higher order polynomials efficiently.

The above analysis assumes a worst case scenario with two-sided delays at all points. A more practical scenario would be to have delays on either the left or the right PE boundary. Since the schemes are symmetric, the stability limit for an AT scheme with delays on left boundary, is also applicable to AT scheme with delays at the right boundary. Repeating the above procedure, but now considering delay \( k = L \) on the left boundary and \( k = 0 \) on the right, gives us following three conditions for all the roots of the \( z \) equation to lie with a unit disc,

\[ r_d^2 - 1 < 0, \]  
\[ 1 - r_d^2 (3 + 4r_d(1 + r_d)) + r_d (2r_d^2 + 4r_d^3) \cos(\phi) > 0, \]  
\[ 8r_d(-1 + r_d^2) \sin^2 \left( \frac{\phi}{2} \right) (-1 + r_d + 4r_d^2 + r_d^3 - 4r_d^4 + r_d(-1 + 2r_d)(1 + 2r_d) \cos(\phi) + r_d^2 (1 - 4r_d(1 + r_d)) \cos(2\phi) + r_d^3 \cos(3\phi)) > 0. \]

These new conditions are satisfied for \( r_{d,m}(1) \approx 0.33 \) for all \( \phi \in [0, \pi] \), which is lower than the previously computed bound of \( r_{d,m}(1) \approx 0.25 \). In Fig. [A.17] we show the \( r_{d,m}(L) \) (solid circles) obtained for varying \( L \) for one-sided delays. Also plotted is \( r_{d,m}(0)/f(L) \) (solid line) defined in Eq. (29), where \( f(L) \approx 0.56L + 0.9 \), and \( r_{d,m}^0 = r_{d,m}(0) \times f(L) \) in hollow circles with a dashed line corresponding to the synchronous limit \( r_{d,m}(0) = 0.5 \).

![Figure A.17: Variation of stability limit \( r_{d,m}(L) \) (solid) and \( r_{d,m}^0 \) (hollow) with \( L \) for diffusion equation with delays on only one side.](image)

We see that while \( r_{d,m}(L) \) decreases as delay increases, the effective asynchronous CFL \( (r_{d,m}^0) \) is close to 0.5 for all \( L \) and supports the argument presented in section 3.

**Appendix B. Asynchrony-tolerant schemes**
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| (Derivative, Order) | Boundary | Scheme |
|---------------------|----------|--------|
| (2,4) Left          | $\frac{1}{2}(k^2 + 3k + 2)\left( -u^{n-k}_{i+2} + 16u^n_{i+1} - 30u^n_{i} + 16u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 12\Delta x^2$ | $-(k^2 + 2k)\left( -u^{n-k}_{i+2} + 16u^n_{i+1} - 30u^n_{i} + 16u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 12\Delta x^2$ + $\frac{1}{2}(k^2 + k)\left( -u^{n-k}_{i+2} + 16u^n_{i+1} - 30u^n_{i} + 16u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 12\Delta x^2$ |
| (2,4) Right         | $\frac{1}{2}(k^2 + 3k + 2)\left( -u^{n-k}_{i+2} + 16u^n_{i+1} - 30u^n_{i} + 16u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 12\Delta x^2$ | $-(k^2 + 2k)\left( -u^{n-k}_{i+2} + 16u^n_{i+1} - 30u^n_{i} + 16u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 12\Delta x^2$ + $\frac{1}{2}(k^2 + k)\left( -u^{n-k}_{i+2} + 16u^n_{i+1} - 30u^n_{i} + 16u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 12\Delta x^2$ |
| (1,4) Left          | $\frac{1}{2}(k^2 + 3k + 2)\left( -u^{n-k}_{i+2} + 8u^n_{i+1} - 8u^n_{i} - u^{n-k}_{i-2} \right) / 12\Delta x$ | $-(k^2 + 2k)\left( -u^{n-k}_{i+2} + 8u^n_{i+1} - 8u^n_{i} - u^{n-k}_{i-2} \right) / 12\Delta x$ + $\frac{1}{2}(k^2 + k)\left( -u^{n-k}_{i+2} + 8u^n_{i+1} - 8u^n_{i} - u^{n-k}_{i-2} \right) / 12\Delta x$ |
| (1,4) Right         | $\frac{1}{2}(k^2 + 3k + 2)\left( -u^{n-k}_{i+2} + 8u^n_{i+1} - 8u^n_{i} + u^{n-k}_{i-2} \right) / 12\Delta x$ | $-(k^2 + 2k)\left( -u^{n-k}_{i+2} + 8u^n_{i+1} - 8u^n_{i} + u^{n-k}_{i-2} \right) / 12\Delta x$ + $\frac{1}{2}(k^2 + k)\left( -u^{n-k}_{i+2} + 8u^n_{i+1} - 8u^n_{i} + u^{n-k}_{i-2} \right) / 12\Delta x$ |
| (2,6) Left          | $\frac{1}{6}(k^3 + 6k^2 + 11k + 6)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ | $-(k^3 + 5k^2 + 6k)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ + $\frac{1}{6}(k^3 + 4k^2 + 3k)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ - $\frac{1}{6}(k^3 + 3k^2 + 2k)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ |
| (2,6) Right         | $\frac{1}{6}(k^3 + 6k^2 + 11k + 6)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ | $-(k^3 + 5k^2 + 6k)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ + $\frac{1}{6}(k^3 + 4k^2 + 3k)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ - $\frac{1}{6}(k^3 + 3k^2 + 2k)\left( 2u^n_{i+3} - 27u^n_{i+2} + 270u^n_{i+1} - 490u^n_{i} + 270u^n_{i-1} - 27u^n_{i-2} + 2u^n_{i-3} \right) / 180\Delta x^2$ |
| (1,6) Left          | $\frac{1}{6}(k^3 + 6k^2 + 11k + 6)\left( u^n_{i+3} - 9u^n_{i+2} + 45u^n_{i+1} - 45u^{n-k}_{i+1} + 9u^{n-k}_{i+2} - u^{n-k}_{i+3} \right) / 60\Delta x^2$ | $-(k^3 + 5k^2 + 6k)\left( u^n_{i+3} - 9u^n_{i+2} + 45u^n_{i+1} - 45u^{n-k}_{i+1} + 9u^{n-k}_{i+2} - u^{n-k}_{i+3} \right) / 60\Delta x^2$ + $\frac{1}{6}(k^3 + 4k^2 + 3k)\left( u^n_{i+3} - 9u^n_{i+2} + 45u^n_{i+1} - 45u^{n-k}_{i+1} + 9u^{n-k}_{i+2} - u^{n-k}_{i+3} \right) / 60\Delta x^2$ - $\frac{1}{6}(k^3 + 3k^2 + 2k)\left( u^n_{i+3} - 9u^n_{i+2} + 45u^n_{i+1} - 45u^{n-k}_{i+1} + 9u^{n-k}_{i+2} - u^{n-k}_{i+3} \right) / 60\Delta x^2$ |
| (1,6) Right         | $\frac{1}{6}(k^3 + 6k^2 + 11k + 6)\left( u^{n-k}_{i+3} - 9u^{n-k}_{i+2} + 45u^{n-k}_{i+1} - 45u^{n-k}_{i} + 9u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 60\Delta x^2$ | $-(k^3 + 5k^2 + 6k)\left( u^{n-k}_{i+3} - 9u^{n-k}_{i+2} + 45u^{n-k}_{i+1} - 45u^{n-k}_{i} + 9u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 60\Delta x^2$ + $\frac{1}{6}(k^3 + 4k^2 + 3k)\left( u^{n-k}_{i+3} - 9u^{n-k}_{i+2} + 45u^{n-k}_{i+1} - 45u^{n-k}_{i} + 9u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 60\Delta x^2$ - $\frac{1}{6}(k^3 + 3k^2 + 2k)\left( u^{n-k}_{i+3} - 9u^{n-k}_{i+2} + 45u^{n-k}_{i+1} - 45u^{n-k}_{i} + 9u^{n-k}_{i-1} - u^{n-k}_{i-2} \right) / 60\Delta x^2$ |

Table B.2: Asynchrony-tolerant (AT) schemes for left and right boundary used in numerical simulations (in section 4) for first and second derivative.