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Abstract—There is lots of energy optimization technique is used in underwater sensor network but in this paper, nature-inspired technique, called Elephant Herding Optimization (EHO), and is proposed for solving optimization tasks. The EHO method is inspired by the herding behavior of the elephant group. In nature, the elephants having a place with various factions living respectively under the initiative of female authority, and the male elephants will leave their family bunch when they grow up. These two practices can be displayed into two after administrators: group refreshing administrator and isolating administrator. In EHO, the elephants in every faction are refreshed by its present position and female authority through group refreshing administrator. It is found from the outcomes that the EHO based vitality streamlining approach shows the outcomes compelling than established methodology as far as numerous parameters. In this work, the advancement dimension of the vitality to over 11% is accomplished utilizing Elephant Herd Optimization that is likewise utilized in numerous other areas for designing enhancement.

Index Terms: Energy Optimization Underwater Sensor Networks, Elephants, Nature Inspired Techniques.

I. INTRODUCTION

There are many numbers of nature aspired algorithms for energy optimizations. Moreover, though modern nature aspired approaches cannot provide exact answers; they can generate satisfactory solutions within a reasonable time span. Over the past few years, various kinds of nature aspired girts have been proposed and successfully applied to solve myriads of real-world optimization problems. Among all nature aspired methods, swarm-based algorithms are one of the most representative paradigms & widely used ones. Its inspiration originates from the collective behavior of animals. The ants, in nature, are well capable of keeping the past paths in mind by pheromone. More effective swarm intelligence past algorithms have been proposed, such as artificial bee colony (ABC) [4][5]. Recently, Inspired by this phenomenon, ACO [10][11] was proposed by Dorigo et al. cuckoo search (CS) [9-12].Moreover, firefly algorithm (FA) [22], ant lion optimizer (ALO) [25], bat algorithm (BA) [26][27], big bang-big crunch algorithm (BB-BC) [29], charged system search (CSS) [29-32], multi-verse optimizer (MVO)[33], krill herd (KH)[34-37], chaotic swarming of particles (CSP) [38], monarch butterfly optimization (MBO) [40], and many more.

In modern era, A number of algorithms and approaches including nature inspired algorithms are developed and implemented to cope up the issues of energy optimization still in this paper aspects of Elephant Herd Optimization (EHO) is used to improved it to be followed by various sensor nodes with the help of cluster Head.

The wireless nodes with degree of energy and lifetime shall be given occasion to be cluster head so that the result of the clustered environment can be escalated. Using this technique performance of the selecting of nodes using cluster head is more improved it takes less time.

II. Elephant Herd Optimization (EHO) for Energy optimization in UWSN

By and large, wide elephants are social in nature and the elephant bunch is made out of a few factions. The elephants having a place with various families live respectively under the authority of a matron, and male elephants stay singular and will leave their family gathering while at the same time growing up. Enlivened by the crowding conduct of elephant gathering, another sort of swarm-based heuristic hunt technique, called EHO, is proposed for explaining worldwide advancement assignments. This residence of elephants can be utilized to take care of advancement issues. The conduct of elephant grouping in nature is glorified into family refreshing administrators and isolating administrator. In EHO, each elephant actualizes tribe refreshing administrator to refresh its position dependent on its present position and female authority in the reacting group. Therefore, the most exceedingly terrible elephant is supplanted by isolating the administrator. By contrasting and BBO, DE and GA, the execution of EHO are explored by a few examinations executed on fifteen experiments. The results demonstrate that EHO can discover a lot of fitter arrangements on most benchmark issues than the three different techniques.

The issue definition and research holes while recognizable proof of the issue is that the vitality advancement is a significant enormous area that is under research and still gigantic vitality misfortune situations happen in the submerged sensor systems correspondence. The prior is having grouped needs in the multilayered and multi- dimensional model for vitality enhancement and The methodology of Elephant Herd Optimization(EHO)

III. FLOW OF WORK

1) Analysis of the traditional theories and algorithms for energy optimization in underwater sensor nodes.
2) Assessment of the energy levels in wireless motes at the initial level with the goal that the last qualities can think about after enhancement calculation.
3) Choosing the fitting simulation tool/implementation software. In this work, the implementation is done in MATLAB.
4) Generation of the motes in varying numbers so that different scenarios in the
deployment area can be investigated.
5) Setup for implementation of Existing / Classical and Proposed (EHO).
   a) Cluster Head Formation Process using Classical and EHO Initiates.
6) Implementation of Elephant Herd Optimization (EHO) by treating the sensor nodes as elephants.
   a) Consideration of Sensor Nodes as Elephants.
   b) Each Sensor Node having specific Energy and Lifetime.
   c) EHO based dynamic cluster head formation.
7) Choosing the best wireless node as Most Fit Cluster Head as Female Elephant Strategy in EHO.
8) Keeping track of the energy levels and consumption parameters.
9) Execution of the simulation scenario in different nodes and final evaluation of the outcome.
10) Detailed Logs Generation and Analysis of different Parameters:
    a) Execution Time
    b) Cost Factor
    c) Complexity
    d) Performance / Efficiency

Algorithm Elephant Herding Optimization (EHO)
1) Initialization. Age of Individuals; Division of Elephant Population to n number of Groups; Computation of the Fitness Score with Each Individual; initialize the Counter i=1 and max population in currentGroup
2) while i < MaxPopulation
3) for all groups g do
4) for all solutions m in the group g do
   a) Update $x_{gi,m}$ and generate $x_{new, gi,m}$ using FuzzyFitness
   b) Select and Use better solution between $x_{gi,m}$ and $x_{new, gi,m}$
   c) Update $x_{best}$ and generation of $x_{new, gi,m}$ using fitnessscore
   d) Select the best solution and set in $x_{best}$
5) endfor
6) for all group $g_i$ in the population-set do
   a) Replacement of the worst solution in the group-clan $g_i$ using currentscore
7) endfor
a) Evaluation of population and calculation of fitness
8) endwhile
9) return the best-fit solution $x_{best}$ in the group-clans
10) If the optimal solution achieved. Stop
else go to step 3 End

IV. IMPLEMENTATION RESULTS AND OUTCOME

To actualize the energy optimization methodology utilizing Elephant Herd Optimization, the recreation of the remote condition is done in MATLAB utilizing the Biography tool compartment to delineate diverse sensor hubs. The following are the screen captures and yield acquired from the recreation situations in various time ranges.

Fig. (a) presents the analysis of Energy Levels and Alive Nodes. In the traditional base work, the graph is mentioned with the ending of alive nodes at around 2500 rounds. This overall process is optimized for a higher degree of effectiveness.

Fig (b) depicts the scenario of Cluster Formation in the wireless environment and it is visible in the results that multiple nodes are in the grouping phase for the data transmission and overall energy optimization.
Nature Inspired Approaches are widely used for solving optimization problems from a long time and that's why this dimension is adapted to be implemented in the wireless networks. The proposed approach is evaluated on multiple parameters including energy optimized, accuracy, turnaround time and overall performance of the network. In this proposed algorithm, an efficient routing technique is meant to be followed by various sensor nodes with the help of Cluster Heads. In addition and for further improvements, nature-inspired approaches and soft computing approaches can be used to achieve global optimization. As deep Learning is one of the constituents of soft computing having core tasks associated with classification, a recognition which is generally related to artificial intelligence.
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