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Abstract. Let $\mu$ be an Ahlfors-David probability measure on $\mathbb{R}^q$ with support $K_{\mu}$. For every $n \geq 1$, let $C_n(\mu)$ denote the collection of all the $n$-optimal sets for $\mu$ with respect to the geometric mean error. We prove that, there exist constants $d_1, d_2 > 0$, such that for each $n \geq 1$, every $\alpha_n \in C_n(\mu)$ and an arbitrary Voronoi partition $\{P_a(\alpha_n)\}_{a \in \alpha_n}$ with respect to $\alpha_n$, we have

$$d_1 n^{-1} \leq \min_{a \in \alpha_n} \mu(P_a(\alpha_n)) \leq \max_{a \in \alpha_n} \mu(P_a(\alpha_n)) \leq d_2 n^{-1}.$$ 

Moreover, we prove that for each $a \in \alpha_n$, the set $P_a(\alpha_n)$ contains a closed ball of radius $d_3|P_a(\alpha_n) \cap K_{\mu}|$ which is centered at $a$, where $d_3$ is a constant and $|B|$ denotes the diameter of a set $B \subset \mathbb{R}^q$. Some estimates for the measure and the geometrical size of the elements of a Voronoi partition with respect to an $n$-optimal set are established in a more general context. These estimates also allow us to drop an additional condition in our previous work on self-similar measures.

1. Introduction

Let $\nu$ be a Borel probability measure on $\mathbb{R}^q$. The quantization problem for $\nu$ is concerned with the approximation of $\nu$ by discrete measures of finite support in $L_r$-metrics. This problem has a deep background in information theory and engineering technology such as signal processing and pattern recognition [1, 7]. We refer to [3, 4] for rigorous mathematical theory of the quantization problem. In the past decades, this problem has attracted great interest of mathematicians (cf. [3, 4, 5, 6, 8, 9, 10, 11, 13, 14, 15]).

1.1. Some definitions and basic facts. Let $r \in [0, \infty)$ and $k \in \mathbb{N}$. Let $d$ denote the Euclidean metric on $\mathbb{R}^q$. For every $k \geq 1$, let $D_k := \{\alpha \subset \mathbb{R}^q : 1 \leq \text{card}(\alpha) \leq k\}$. For $x \in \mathbb{R}^q$ and $\alpha \subset \mathbb{R}^q$, let $d(x, \alpha) := \inf_{a \in \alpha} d(x, a)$. The $k$th quantization error for $\nu$ of order $r$ can be defined by

$$e_{k,r}(\nu) = \begin{cases} \left( \inf_{\alpha \in D_k} \int d(x, \alpha)^r d\nu(x) \right)^{1/r} & r > 0 \\ \inf_{\alpha \in D_k} \exp \left( \int \log d(x, \alpha) d\nu(x) \right) & r = 0 \end{cases}.$$ 

One may see [3] for some equivalent definitions and interpretations in various contexts. For $r \in [1, \infty)$, $e_{n,r}(\nu)$ is equal to the minimum error when approximating $\nu$ by discrete probability measures supported on at most $n$ points in the $L_r$-metrics.

A set $\alpha \in D_k$ is called a $k$-optimal set for $\nu$ of order $r$, if the infimum in (1.1) is attained at $\alpha$. We call the points in such an $\alpha$ $k$-optimal points. As in [3, 4], we
denote the collection of all the \( k \)-optimal sets for \( \nu \) of order \( r \) by \( C_{k,r}(\nu) \) and simply write \( C_k(\nu) \) for \( C_{k,0}(\nu) \). For \( r > 0 \), \( C_{k,r}(\nu) \neq \emptyset \) if \( \int |x|^r d\nu(x) < \infty \); and \( C_k(\nu) \) is non-empty if the following condition is satisfied:

\[
\int_0^1 s^{-1} \sup_{x \in \mathbb{R}^q} \nu(B(x,s)) ds < \infty.
\]

In particular, \( C_k(\nu) \neq \emptyset \) if for some constants \( C, t > 0 \), we have

\[
\sup_{x \in \mathbb{R}^q} \nu(B(x,\epsilon)) \leq Ct^\epsilon
\]

for every \( \epsilon > 0 \). Furthermore, whenever the support \( K_\nu \) of \( \nu \) is an infinite set, we have that \( e_{n,r}(\nu) \) is strictly decreasing as \( n \) increases and \( \text{card}(\alpha_n) = n \) for every \( \alpha_n \in C_{n,r}(\nu) \). One can see Theorem 4.12 of [3] and Theorem 2.4 of [4] for more detailed information.

Let \( \alpha \) be a non-empty finite subset of \( \mathbb{R}^q \). For each \( a \in \alpha \), the Voronoi region generated with respect to \( \alpha \) is defined by

\[
W(a|\alpha) := \{ x \in \mathbb{R}^q : d(x,\alpha) = d(x,a) \}.
\]

A Voronoi partition (VP) with respect to the set \( \alpha \) is defined to be a Borel partition \( \{P_a(\alpha)\}_{a \in \alpha} \) of \( \mathbb{R}^q \) such that

\[
P_a(\alpha) \subset W(a|\alpha), \quad a \in \alpha.
\]

Let us call a VP with respect to an \( \alpha \in C_{k,r}(\nu) \) a \textit{k-optimal Voronoi partition}.

For a Borel set \( A \subset \mathbb{R}^q \) and a non-empty finite subset \( \alpha \) of \( \mathbb{R}^q \), we define

\[
I_{\nu,r}(A,\alpha) := \begin{cases} \int_A d(x,\alpha)^r d\nu(x) & \text{for } r > 0, \\ \int_A \log d(x,\alpha) d\nu(x) & \text{for } r = 0 \end{cases}
\]

In the following, we simply write \( I_{\nu}(A,\alpha) \) for \( I_{\nu,0}(A,\alpha) \) for convenience.

1.2. \textbf{A significant concern about the Voronoi partition}. Let \( \nu \) be an absolutely continuous probability measure on \( \mathbb{R}^q \). In [2], Gersho conjectured that for \( \alpha_n \in C_{n,r}(\nu) \) and an arbitrary VP \( \{P_a(\alpha_n)\}_{a \in \alpha_n} \) with respect to \( \alpha_n \), we have

\[
\lim_{n \to \infty} \frac{I_{\nu,r}(P_a(\alpha_n),\{a\})}{n^{-1}e_{n,r}^r(\nu)} = 1, \quad a \in \alpha_n.
\]

This conjecture is also significant for singular Borel probability measures.

In [6], Graf, Luschgy and Pagès proved that, for a large class of absolutely continuous probability measures \( \nu \), there exist constants \( A_1, A_2 > 0 \) such that

\[
A_1 n^{-1} e_{n,r}^r(\nu) \leq I_{\nu,r}(P_a(\alpha_n),\{a\}) \leq A_2 n^{-1} e_{n,r}^r(\nu), \quad a \in \alpha_n.
\]

This is a weak version of (1.4). One may see [11, 18] for some other related work. We remark that for general probability measures, it is very difficult even to examine whether (1.5) holds.

It is known from [4] that \( e_{n,r}(\nu) \to e_0(\nu) \) as \( r \) decreases to zero. Thus, by letting \( r \to 0 \) in (1.5), it is natural to conjecture that, for a Borel probability measure \( \nu \), there exist some constants \( B_1, B_2 \) such that, for an arbitrary \( \alpha_n \in C_n(\nu) \) and an arbitrary VP \( \{P_a(\alpha_n)\}_{a \in \alpha_n} \), the following holds:

\[
B_1 n^{-1} \leq \min_{a \in \alpha_n} \nu(P_a(\alpha_n)) \leq \max_{a \in \alpha_n} \nu(P_a(\alpha_n)) \leq B_2 n^{-1}, \quad a \in \alpha_n.
\]

This can be regarded as a limiting case of the weak version (1.5).
1.3. Statement of the main result. A Borel measure $\mu \in \mathbb{R}^q$ is called an $s_0$-dimensional Ahlfors-David measure if there exists some $\epsilon_0 > 0$ such that, for every $x \in \text{supp}(\mu)$,

\begin{equation}
C_1 \epsilon^n \leq \mu(B(x, \epsilon)) \leq C_2 \epsilon^n, \quad \epsilon \in (0, \epsilon_0).
\end{equation}

The asymptotics of the quantization errors for Ahlfors-David measures have been studied in detail by Graf and Luschgy (cf. [3, Theorem 12.1]). One can also see [3, 12] for various examples of such measures.

In the remaining part of the paper, we always denote by $\mu$ a probability measure satisfying (1.7). In addition, by Lemma 12.3 of [3], we assume that the second inequality in (1.7) holds for all $x \in \mathbb{R}^q$ and all $\epsilon > 0$. For a set $B \subset \mathbb{R}^q$, we denote the diameter of $B$ by $|B|$. We will prove

\textbf{Theorem 1.1.} Let $\mu$ be an Ahlfors-David probability measure on $\mathbb{R}^q$ with support $K_\mu$. There exist positive constants $d_1, d_2, d_3$, such that for each $n \geq 1$, every $\alpha_n \in C_n(\mu)$ and an arbitrary VP $\{P_a(\alpha_n)\}_{a \in \alpha_n}$, we have

\begin{equation}
d_1 n^{-1} \leq \min_{a \in \alpha_n} \mu(P_a(\alpha_n)) \leq \max_{a \in \alpha_n} \mu(P_a(\alpha_n)) \leq d_2 n^{-1}.
\end{equation}

Moreover, for every $a \in \alpha_n$, $P_a(\alpha_n)$ contains a ball of radius $d_3 |P_a(\alpha_n) \cap K_\mu|$ which is centered at $a$.

Our main idea for the proof of Theorem 1.1 is to reduce the quantization problem for $\mu$ with respect to an arbitrarily large $n$ to that for some conditional measures of $\mu$ with respect to some bounded integers, and then we apply Theorem 2.4 of [4] which says that a subset $\beta$ of a $k$-optimal set is card($\beta$)-optimal for the corresponding conditional measure of $\mu$. In order to accomplish the above-mentioned reduction, we will select some auxiliary integers and establish a characterization for $n$-optimal sets for $\mu$ with respect to the geometric mean error. In order to complete the proof of Theorem 1.1 by using [4, Theorem 2.4], we will prove some weak estimates for the measures and geometrical size of elements of an optimal Voronoi partition. These results will be given in a more general context and allow us to drop an additional condition in [17] that the considered measure vanishes on every hyperplane.

Unlike the $L_a$-quantization problem, in the study of the geometric mean error, the involved integrals are usually negative and the integrands are in logarithmic form. It turns out that those methods to characterize the optimal sets in the $L_a$-quantization problem are often not applicable. For instance, let $A \supset B$ be Borel sets and $\alpha$ a non-empty finite set, we have $I_{\nu, r}(A, \alpha) \geq I_{\nu, r}(B, \alpha)$ for $r > 0$; while for $r = 0$, we usually have an inequality in the reverse direction: $I_\nu(A, \alpha) \leq I_\nu(B, \alpha)$, because the integrands are usually negative. For this reason, the arguments in the present paper are substantially different from those in [18] which are for $L_a$-quantization for $\mu$.

2. Preliminaries

For a probability measure $\nu$ on $\mathbb{R}^q$, we always denote the support of $\nu$ by $K_\nu$. Let $m$ be the smallest integer with $m > 2(C_1^{-1}C_2)^{1/\nu_0}$. Let $k_0$ be the smallest integer such that $2m^{-k_0} < \epsilon_0$. Note that, for the Ahlfors-David probability measure $\mu$, $K_\mu$ is compact. Thus, for every $k \geq k_0$, we denote by $\phi_k$ the largest number of closed balls of radii $m^{-k}$ which are pairwise disjoint and centered in $K_\mu$. We fix such $\phi_k$.
closed balls and denote them by $E_{k,i}, 1 \leq i \leq \phi_k$. We define

$$\Omega_k := \{(k,i) : 1 \leq i \leq \phi_k\}.$$  

By the definition of $m$, one can show that $\phi_k < \phi_{k+1}$ by using (1.7) and the arguments in the proof of [18, Lemma 2.1]. For $\sigma \in \Omega_k$, we denote the center of $E_\sigma$ by $c_\sigma$ and define $A_\sigma := B(c_\sigma, 2m^{-k})$. Then we have $K_\mu \subset \bigcup_{\sigma \in \Omega_k} A_\sigma$. The following lemma is a consequence of (1.7).

**Lemma 2.1.** There exist constants $\eta_1, \eta_2 > 0$, such that for every $\sigma \in \Omega_k$,

$$\eta_1 \phi_k^{-1} \leq \mu(A_\sigma) \leq \eta_2 \phi_k^{-1}.$$  

**Proof.** Note that $K_\mu \subset \bigcup_{\sigma \in \Omega_k} A_\sigma$. By (1.7), for every $\sigma \in \Omega_k$, we have

$$1 \leq \sum_{\tau \in \Omega_k} \mu(A_\tau) \leq \phi_k C_2 C_1^{-1} \mu(A_\sigma);$$

$$\mu(A_\sigma) \leq C_2 C_1^{-1} 2^\eta_2 \mu(E_\sigma).$$

It follows that $\mu(A_\sigma) \geq C_2^{-1} C_1 \phi_k^{-1}$. Because the sets $E_\tau, \tau \in \Omega_k$, are pairwise disjoint, by (1.7), we have

$$1 \geq \sum_{\tau \in \Omega_k} \mu(E_\tau) \geq \phi_k C_1 C_2^{-1} \mu(E_\sigma) \geq \phi_k C_1^2 C_2^{-2} 2^{-\eta_2} \mu(A_\sigma).$$

Hence, we have $\mu(A_\sigma) \leq (C_1^{-1} C_2)^2 2^{\eta_2} \phi_k^{-1}$. It suffices to define

$$\eta_1 := C_1^{-2} C_1 \text{ and } \eta_2 := (C_1^{-1} C_2)^2 2^{\eta_2}.$$

\[\square\]

Let $C_1, C_2$ be as given in (1.7). We define

(2.1) \quad \delta := \frac{1}{16} \left(\frac{C_1 C_2^{-1}}{\phi_k}\right)^{\frac{1}{2}};

(2.2) \quad \mathcal{A}_\sigma := \{\tau \in \Omega_k : (A_\tau)_{2\delta|A_\tau|} \cap (A_\sigma)_{2\delta|A_\sigma|} \neq \emptyset\};

(2.3) \quad M_\sigma := \text{card}(\mathcal{A}_\sigma); \quad A^*_\sigma := \bigcup_{\tau \in \mathcal{A}_\sigma} A_\tau, \quad \sigma \in \Omega_k.$$

**Remark 2.2.** The number $\delta$ is defined as above for two reasons. First, $\delta$ should be small enough so that the set $E_\omega \setminus B(x_0, 2^{-1}\delta|A_\omega|)$ is large enough. Second, it will be convenient for us to estimate the $\mu$-measure of a ball $B(x_0, 2^{-1}\delta|A_\omega|)$ by using (1.7). One may see Lemma 4.1 below for more details.

For $x \in \mathbb{R}$, let $[x]$ denote the largest integer not exceeding $x$. For $t > 0$ and a set $A \subset \mathbb{R}^q$, we denote the closed $t$-neighborhood of $A$ by $(A)_t$.

**Remark 2.3.** Let $L_0 := [2\delta^{-1} + 10]$. By estimating the volumes, we know that for each $\sigma \in \Omega_k$, the set $(A_\sigma)_{2\delta|A_\sigma|}$ can be covered by $L_0$ closed balls of radii $2^{-1}\delta|A_\sigma|$ which are centered in $(A_\sigma)_{2\delta|A_\sigma|}$. This can be seen as follows. First, we consider the largest number of pairwise disjoint closed balls of radii $4^{-1}\delta|A_\sigma|$ which are centered in $(A_\sigma)_{2\delta|A_\sigma|}$; and then we double the radii of the balls and get a cover for $(A_\sigma)_{2\delta|A_\sigma|}$. In the remaining part of the paper, we always denote by $B_\sigma$ the set of the centers of such $L_0$ closed balls.
Using the next lemma, we collect some basic facts regarding \( A^*_\sigma \). These facts will allow us to adjust the number of prospective optimal points in \((A^*_\sigma)_{\delta|A^*_\sigma|}\) without affecting the points in \( K_\mu \setminus A^*_\sigma \) unfavorably. One may apply Lemma 8 of [16] to obtain an optional proof.

**Lemma 2.4.** Let \( \sigma \in \Omega_k \) and let \( \emptyset \neq \beta \subset \mathbb{R}^q \) be a finite set. Then

(a1) there exists an integer \( M_0 \) such that \( M_\sigma \leq M_0 \).

(a2) for every \( \tau \in \Omega_k \setminus \mathcal{A}_\sigma \) and every \( x \in A_\tau \), we have

\[
d(x, (\beta \setminus (A^*_\sigma)_{\delta|A^*_\sigma|}) \cup B_\sigma) \leq d(x, \beta).
\]

Proof. (a1) Note that \( A^*_\sigma \subset B(c_\sigma, 2(1 + 2\delta)|A_\sigma|) \) and \( E_\tau, \tau \in \mathcal{A}_\sigma \), are pairwise disjoint. By estimating the volumes, one can see that

\[
M_\sigma (4^{-1}|A_\sigma|)^q \leq (2(1 + 2\delta)|A_\sigma|)^q.
\]

Hence, it is sufficient to define \( M_0 := [(8(1 + 2\delta))^q] + 1. \)

(a2) Let \( \tau \in \Omega_k \setminus \mathcal{A}_\sigma \) and \( x \in A_\tau \). Then we have \((A^*_\sigma)_{2\delta|A^*_\sigma|} \cap (A_\tau)_{2\delta|A_\tau|} = \emptyset\).

Therefore, \( x \in \mathbb{R}^q \setminus (A^*_\sigma)_{2\delta|A^*_\sigma|} \). We have two cases:

Case 1: \( d(x, \beta) = d(x, \beta \setminus (A^*_\sigma)_{\delta|A^*_\sigma|}) \), then (a2) is clearly true.

Case 2: \( d(x, \beta) = d(x, \beta \cap (A^*_\sigma)_{\delta|A^*_\sigma|}) \). We denote the boundary of a set \( B \) by \( \partial B \). Note that \((A^*_\sigma)_{2\delta|A^*_\sigma|}\) is compact with non-empty interior. We may select a \( z_0 \in \partial (A^*_\sigma)_{2\delta|A^*_\sigma|} \) such that

\[
d(x, z_0) = d(x, (A^*_\sigma)_{2\delta|A^*_\sigma|}) = d(x, \partial (A^*_\sigma)_{2\delta|A^*_\sigma|})
\]

By the definition of \( B_\sigma \), there exists some \( b \in B_\sigma \) such that \( d(z_0, b) \leq 2^{-1}\delta|A_\sigma| \).

For every \( a \in \beta \cap (A^*_\sigma)_{\delta|A^*_\sigma|} \), we have

\[
d(x, a) \geq d(x, z_0) + \delta|A^*_\sigma| > d(x, z_0) + d(z_0, b) \geq d(x, b).
\]

Hence, \( d(x, \beta \cap (A^*_\sigma)_{\delta|A^*_\sigma|}) \geq d(x, b) \).

\[
d(x, \beta) = d(x, \beta \cap (A^*_\sigma)_{\delta|A^*_\sigma|}) \geq d(x, B_\sigma) \geq d(x, (\beta \setminus (A^*_\sigma)_{\delta|A^*_\sigma|}) \cup B_\sigma)).
\]

This completes the proof of the lemma.

\( \square \)

3. **Weak estimates for measures and geometrical size of \( P_\alpha(\alpha_k) \)**

Let \( C, t > 0 \). We consider compactly supported measures \( \nu \) satisfying

\[
\sup_{x \in \mathbb{R}^q} \nu(B(x, \epsilon)) \leq C \epsilon^t \text{ for every } \epsilon > 0.
\]

Without loss of generality, we may assume that \( C \geq 1 \). As in [4], we write

\[
\hat{\epsilon}_k(\nu) = \log \epsilon_{k,0}(\nu) = \inf_{\alpha \in \mathcal{D}_k} I_\nu(\mathbb{R}^q, \alpha).
\]

The following lemma can be seen as an analogue of [18, Lemma 2.1].

**Lemma 3.1.** Let \( \nu \) be a Borel probability measure on \( \mathbb{R}^q \) with compact support \( K_\nu \).

Assume that \( |K_\nu| \leq 1 \) and (3.1) is satisfied. Then for every \( k \geq 2 \), there exists a real number \( \zeta_k > 0 \), which depends on \( C \) and \( t \) such that

\[
\hat{\epsilon}_{k-1}(\nu) - \hat{\epsilon}_k(\nu) \geq \zeta_k.
\]
Proof. Let $\alpha_{k-1} = \{a_i\}_{i=1}^{k-1} \in C_{k-1}(\nu)$. We define
\[
\delta_{k,1} := (4C(k-1))^{-\frac{1}{t}}; \quad \delta_{k,2} := (2C(k-1))^{-\frac{1}{t}}; \\
\delta_k := 2^{-1}\min\{\delta_{k,1}, \delta_{k,2} - \delta_{k,1}\}.
\]
By (3.1), we have $\nu(K_{\nu} \setminus \bigcup_{i=1}^{k-1} B(a_i, \delta_{k,2})) \geq 2^{-1}$. Let $l_k := [(2\delta_{k,1} + 2)^t] + 1$. Note that $|K_{\nu}| \leq 1$. Hence, $K_{\nu} \setminus \bigcup_{i=1}^{k-1} B(a_i, \delta_{k,2})$ can be covered by $l_k$ closed balls $B_i(1 \leq i \leq l_k)$ of radii $\delta_k$ which are centered in the set $K_{\nu} \setminus \bigcup_{i=1}^{k-1} B(a_i, \delta_{k,2})$ (cf. Remark 2.3). Thus, there exists some ball $B_i$ such that $\nu(B_i) \geq (2l_k)^{-1}$. Let $b_i$ denote the center of $B_i$. Then
\[
\hat{e}_{k-1}(\nu) - \hat{e}_k(\nu) \geq I_{\nu}(\mathbb{R}^q, \alpha_{k-1}) - I_{\nu}(\mathbb{R}^q, \alpha_{k-1} \cup \{b_i\}) \\
\geq I_{\nu}(B_i, \alpha_{k-1}) - I_{\nu}(B_i, \alpha_{k-1} \cup \{b_i\}) \\
\geq I_{\nu}(B_i, \alpha_{k-1}) - I_{\nu}(B_i, \{b_i\}) \\
\geq \nu(B_i)(\log \delta_{k,1} - \log \delta_k) \\
\geq (2l_k)^{-1}\log 2.
\]
The proof of the lemma is complete by defining $\zeta_k := (2l_k)^{-1}\log 2$. \hfill \Box

Using the next lemma, we establish a lower bound for the $\nu$-measure of the elements of a VP with respect to a $k$-optimal set for $\nu$ of order zero.

**Lemma 3.2.** Assume that the hypothesis of Lemma 3.1 is satisfied. For each $k \geq 2$, there exists a positive real number $d_k$ such that, for every $\alpha_k \in C_k(\nu)$ and an arbitrary VP $\{P_\alpha(\alpha_k)\}_{\alpha \in \alpha_k}$ with respect to $\alpha_k$, we have
\[
\min_{\alpha \in \alpha_k} \nu(P_\alpha(\alpha_k)) \geq d_k.
\]

**Proof.** Let $\alpha_k \in C_k(\nu)$ and $\{P_\alpha(\alpha_k)\}_{\alpha \in \alpha_k}$ a VP. Let $a \in \alpha_k$ be fixed. By Theorem 2.4 of [4], $\nu(P_\alpha(\alpha_k)) > 0$. We define $\beta := \alpha_k \setminus \{a\}$. Then for every $x \in \bigcup_{\beta \in \beta} P_\beta(\alpha_k)$, we have $d(x, \beta) = d(x, \alpha_k)$. Thus,
\[
\hat{e}_{k-1}(\nu) - \hat{e}_k(\nu) \leq I_{\nu}(\mathbb{R}^q, \beta) - I_{\nu}(\mathbb{R}^q, \alpha_k) \\
= I_{\nu}(P_\alpha(\alpha_k), \beta) - I_{\nu}(P_\alpha(\alpha_k), \{a\}).
\]

Note that $\sup_{x \in K_{\nu}} d(x, \alpha_k) \leq 2|K_{\nu}| \leq 2$ (cf. [4, Lemma 5.8]). Therefore for every $x \in P_\alpha(\alpha_k) \cap K_{\nu}$, we have, $d(x, \beta) \leq 3|K_{\nu}| \leq 3$. It follows that
\[
I_{\nu}(P_\alpha(\alpha_k), \beta) \leq \nu(P_\alpha(\alpha_k)) \log 3.
\]
Now by [4, Lemma 3.4], we have
\[
I_{\nu}(P_\alpha(\alpha_k), \{a\}) \geq \frac{1}{t}(\nu(P_\alpha(\alpha_k)) \log \nu(P_\alpha(\alpha_k)) - C\nu(P_\alpha(\alpha_k))).
\]

We define $h(x) := -x \log x$ for $x > 0$. Then $h(x) \to 0$ as $x$ decreases to zero. Thus, there exists some $\eta_k > 0$ such that $0 < x < \eta_k$ implies $-x \log x < 2^{-1}t\zeta_k$. Therefore, if $\mu(P_\alpha(\alpha_k)) < \eta_k$, using Lemma 3.1 and (3.2)-(3.4), we deduce
\[
\zeta_k \leq \hat{e}_{k-1}(\nu) - \hat{e}_k(\nu) \leq \nu(P_\alpha(\alpha_k)) \log 3 + \frac{1}{2}\zeta_k + \frac{C}{t}\nu(P_\alpha(\alpha_k)).
\]
Thus, we obtain $\nu(P_\alpha(\alpha_k)) \geq 2^{-1}(\log 3 + Ct^{-1})^{-1}\zeta_k$. It suffices to define
\[
d_k := \min\{\eta_k, 2^{-1}(\log 3 + Ct^{-1})^{-1}\zeta_k\}.
\]

\hfill \Box
Next, we establish an upper bound for $\nu(P_a(\alpha_k)), a \in \alpha_k$.

**Lemma 3.3.** Assume that the hypothesis of Lemma 3.1 is satisfied. For each $k \geq 1$, there exists a positive real number $\overline{d}_k$ such that, for every $\alpha_k \in C_k(\nu)$ and an arbitrary VP $\{P_a(\alpha_k)\}_{a \in \alpha_k}$ with respect to $\alpha_k$, we have

$$\max_{a \in \alpha_k} \nu(P_a(\alpha_k)) \leq \overline{d}_k.$$  

**Proof.** Let $\alpha_k \in C_k(\nu)$ and $a \in \alpha_k$. Set

$$\delta_{k,3} := (2C)^{-\frac{q}{2}} \nu(P_a(\alpha_k))^{\frac{1}{2}}.$$  

Then we have $\delta_{k,3} < 1$, since $C \geq 1$. By (3.1), we deduce that

$$\nu(B(a, \delta_{k,3})) \leq C\delta_{k,3}^q = 2^{-1} \nu(P_a(\alpha_k)).$$  

It follows that

$$\nu(P_a(\alpha_k) \setminus B(a, \delta_{k,3})) \geq \nu(P_a(\alpha_k)) - \nu(B(a, \delta_{k,3})) \geq \frac{1}{2} \nu(P_a(\alpha_k)).$$  

Let $N_k := \lceil ([8\delta_{k,3}^{-1}]^q) + 3 \rceil$. One can easily see that

$$N_k \leq (16\delta_{k,3}^{-1})^q \text{ and } N_k^{-1} \geq 16^{-q} \delta_{k,3}^q.$$  

Note that $|P_a(\alpha_k) \cap K_v| \leq |K_v| \leq 1$. By estimating volumes, one can see that

$$\nu(P_a(\alpha_k) \cap K_v) \leq |K_v| \leq 1.$$  

Thus, by (3.5) and (3.6), there exists some ball $B_k$ such that

$$\nu(B_k \cap P_a(\alpha_k)) \geq \frac{1}{2N_k} \nu(P_a(\alpha_k)) \geq 32^{-q} \delta_{k,3}^q \nu(P_a(\alpha_k))$$

$$\geq 32^{-q} (2C)^{-\frac{q}{2}} \nu(P_a(\alpha_k))^{1+\frac{q}{2}}$$

$$=: D_1 \nu(P_a(\alpha_k))^{1+\frac{q}{2}}.$$  

Now we define $\beta := \alpha_k \cup \{b_i\}$. Then we have the following estimate:

$$\hat{e}_k(\nu) - \hat{e}_{k+1}(\nu) \geq I_c(\mathbb{R}^q, \alpha_k) - I_c(\mathbb{R}^q, \beta)$$

$$\geq I_c(B_k \cap P_a(\alpha_k), \alpha_k) - I_c(B_k \cap P_a(\alpha_k), \beta)$$

$$\geq I_c(B_k \cap P_a(\alpha_k), \{a\}) - I_c(B_k \cap P_a(\alpha_k), \{b_i\})$$

By the definition of $B_k$, for every $x \in B_k$, we have

$$d(x, a) \geq \frac{1}{2} \delta_{k,3}, \quad d(x, b_i) \leq \frac{1}{4} \delta_{k,3}.$$  

Now by the proof of [4, Lemma 5.8], for every $n \geq 1$, we have

$$\hat{e}_n(\nu) - \hat{e}_{n+1}(\nu) \leq \frac{1}{n+1} \log 3 + C\frac{2}{t} \left(\frac{1}{n+1}\right)^{1/2} =: \chi_n.$$  

Using this and (3.7)-(3.9), we deduce

$$\chi_k \geq \hat{e}_k(\nu) - \hat{e}_{k+1}(\nu) \geq \nu(B_k \cap P_a(\alpha_k)) \log 2 \geq D_1 \log 2 \nu(P_a(\alpha_k))^{1+\frac{q}{2}}.$$  

The proof of the lemma is complete by defining $\overline{d}_k := (\chi_k(D_1 \log 2)^{-1})^{\frac{1}{1+\frac{q}{2}}}.$

\[\square\]

We end this section with an estimate for the geometrical size of the elements of a VP with respect to a $k$-optimal set $\alpha_k \in C_k(\nu)$. 

Lemma 3.4. Assume that the hypothesis of Lemma 3.1 is satisfied. For each \( k \geq 2 \), there exists a number \( g_k > 0 \) such that, for every \( \alpha_k \in C_k(\nu) \) and every VP \( \{ P_a(\alpha_k) \}_{a \in \alpha_k} \) with respect to \( \alpha_k \) and every \( a \in \alpha_k \), we have, \( P_a(\alpha_k) \) contains a closed ball of radius \( g_k |P_a(\alpha_k) \cap K_\nu| \) which is centered at \( a \).

Proof. Let \( d_H \) denote the Hausdorff metric. We define \( \phi : C_k(\nu) \mapsto \mathbb{R} \) by:

\[
\phi(\alpha_k) := \min_{a \in \alpha_k} \min_{b \in \alpha_k \setminus \{ a \}} d(a, b).
\]

We first show that \( \phi \) is continuous on \( C_k(\nu) \). To see this, it is sufficient to consider an arbitrary accumulation point (if any) \( \alpha_k = \{ a_i \}_{i=1}^k \) of \( C_k(\nu) \). Assume that \( \beta_{k,n} = \{ b_{i,n} \}_{i=1}^k \subseteq C_k(\nu) \) and \( d_H(\beta_{k,n}, \alpha_k) \to 0 \) as \( n \to \infty \). Without loss of generality, we assume that \( \phi(\alpha_k) = d(a_1, a_2) \). Let \( \eta_0 := 4^{-1} \phi(\alpha_k) \). Then for every \( \epsilon \in (0, \eta_0) \), there exists some \( N_0 \geq 1 \), such that for all \( n \geq N_0 \), we have \( d_H(\beta_{k,n}, \alpha_k) < \epsilon \). Thus, for every \( 1 \leq i \leq k \), there exists a unique \( 1 \leq j(i) \leq k \) such that \( d(b_{j(i),n}, a_i) < \epsilon \). Thus, we rewrite \( \beta_{k,n} \) as \( \{ b_{j(i),n} \}_{i=1}^k \). For \( 1 \leq i \neq j \leq k \), by the triangle inequality, we have

\[
d(b_{j(i),n}, b_{j(j),n}) \geq d(a_{i,j}) - d(a_{i,j}, b_{j(i),n}) - d(a_{i,j}, b_{j(j),n})
\]

(3.10)

It follows that \( \phi(\beta_{k,n}) \geq \phi(\alpha_k) - 2\epsilon \) for every \( n \geq N_0 \). Also, we have

\[
\phi(\beta_{k,n}) \leq d(b_{j(1),n}, b_{j(2),n}) \leq d(b_{j(1),n}, a_1) + d(a_1, a_2) + d(a_2, b_{j(2),n}) < \phi(\alpha_k) + 2\epsilon.
\]

(3.11)

From (3.10) and (3.11), we obtain that \( |\phi(\beta_{k,n}) - \phi(\alpha_k)| < 2\epsilon \) for every \( n \geq N_0 \). It follows that \( \phi(\beta_{k,n}) \to \phi(\alpha_k) \) as \( n \to \infty \). Thus, \( \phi \) is continuous on \( C_k(\nu) \).

By [4, Theorem 2.5], \( C_k(\nu) \) is \( d_H \)-compact. Thus, by the continuity of \( \phi \), there exist some \( \alpha_{k,1} \in C_k(\nu) \), such that

\[
\Lambda_k(\nu) := \min_{\alpha \in C_k(\nu)} \phi(\alpha) = \phi(\alpha_{k,1}).
\]

Clearly, we have \( \Lambda_k(\nu) > 0 \). Now let \( \alpha_k = \{ a_i \}_{i=1}^k \) be an arbitrary \( k \)-optimal set for \( \nu \) and \( \{ P_a(\alpha_k) \}_{a \in \alpha_k} \) an arbitrary VP with respect to \( \alpha_k \). Then

\[
B(a, 3^{-1}\Lambda_k(\nu)) \subseteq P_a(\alpha_k) \text{ and } |P_a(\alpha_k) \cap K_\nu| \leq |K_\nu| \leq 1.
\]

Let \( \eta_k, \zeta_k \) be as defined in the preceding lemmas. Next, we establish a lower bound for \( \Lambda_k(\nu) \) in terms of \( \eta_k \) and \( \zeta_k \) which depend only on \( C, t, k, q \). Set

\[
B_k := \min \{ \frac{t \zeta_k}{4C}, \eta_k \}; \quad \epsilon_k := \min \{ (\frac{B_k}{2C})^{1/t}, 2^{-1} \}; \quad s_k := \frac{1}{2}(e^{\epsilon_k} - 1) \epsilon_k.
\]

Note that \( \zeta_k < 1 \), we have that \( s_k < \epsilon_k \). We are going to show that \( \Lambda_k(\nu) \geq s_k \). Suppose that \( \Lambda_k(\nu) = d(a_1, a_2) < s_k \), we deduce a contradiction. Write

\[
A_{\epsilon_k} := B(a_1, \epsilon_k) \cap P_{a_1}(\alpha_k); \quad \beta := \alpha_k \setminus \{ a_1 \}.
\]

Then we have \( \nu(A_{\epsilon_k}) \leq C \epsilon_k^t < \min \{ \eta_k, (4C)^{-1}t \epsilon_k \} \). By the proof of Lemma 3.2, we know that \( -\frac{1}{t} \nu(A_{\epsilon_k}) \log \nu(A_{\epsilon_k}) < 2^{-1} \epsilon_k \). Further, one can easily see that for every \( b \in \beta \) and \( x \in P_0(\alpha_k) \), we have \( d(x, \alpha_k) = d(x, b) = d(x, \beta) \). Thus,

\[
\epsilon_{k-1}(\nu) - \epsilon_k(\nu) \leq I_\nu(\mathbb{R}^d, \beta) - I_\nu(\mathbb{R}^d, \alpha_k)
\]

(3.12)

\[
= I_\nu(P_{a_1}(\alpha_k), \beta) - I_\nu(P_{a_1}(\alpha_k), \alpha_k).
\]
Note that for \( x \in A_{\omega} \), we have \( d(x, \alpha_k) = d(x, a_1) \) and
\[
d(x, \beta) \leq d(x, a_2) \leq d(x, a_1) + d(a_1, a_2) < \epsilon_k + s_k < 2\epsilon_k < 1.
\]
Using this and [4, Lemma 3.6], we deduce
\[
\Delta_1 := I_\nu(A_{\epsilon_k}, \beta) - I_\nu(A_{\epsilon_k}, \alpha_k)
\leq I_\nu(A_{\epsilon_k}, \{a_2\}) - I_\nu(A_{\epsilon_k}, \{a_1\})
\leq \nu(A_{\epsilon_k}) \log(2\epsilon_k) - \frac{1}{t} \left( \nu(A_{\epsilon_k}) \log \nu(A_{\epsilon_k}) - C\nu(A_{\epsilon_k}) \right)
\leq -\frac{1}{t} \nu(A_{\epsilon_k}) \log \nu(A_{\epsilon_k}) + \frac{C}{t} \nu(A_{\epsilon_k})
< 2^{-1} \zeta_k + 4^{-1} \zeta_k.
\]
For every \( x \in P_{a_1}(\alpha_k) \setminus A_{\omega} =: B_{\epsilon_k} \), we have
\[
d(x, \alpha_k) = d(x, a_1) > \epsilon_k, \ d(x, \beta) \leq d(x, a_2) < d(x, a_1) + s_k.
\]
From this, we deduce that
\[
\frac{d(x, \beta)}{d(x, \alpha_k)} \leq \frac{d(x, a_2)}{d(x, a_1)} \leq \frac{d(x, a_1) + s_k}{d(x, a_1)} = 1 + \frac{s_k}{\epsilon_k} < e^{\frac{\epsilon_k}{4}}.
\]
By the preceding inequality and the fact that \( \nu(B_{\epsilon_k}) < 1 \), we obtain
\[
\Delta_2 := I_\nu(B_{\epsilon_k}, \beta) - I_\nu(B_{\epsilon_k}, \alpha_k) \leq \nu(B_{\epsilon_k}) \log e^{\frac{\epsilon_k}{4}} < \frac{\zeta_k}{4}.
\]
From this and (3.12), we deduce that \( \hat{\epsilon}_{k-1}(\nu) - \hat{\epsilon}_k(\nu) \leq \Delta_1 + \Delta_2 < \zeta_k \), contradicting Lemma 3.1. Thus, \( \Delta_k(\nu) \geq s_k \) and the proof of the lemma is complete by defining \( g_k = 3^{-1}s_k \).

4. Auxiliary measures and auxiliary integers

4.1. Some subsets of \( A_{\omega}^* \) and auxiliary measures. For a finite subset \( \alpha \) of \( \mathbb{R}^n \), let \( W(a|\alpha), a \in \alpha \), be as defined in (1.2). Let \( \delta \) be as defined in (2.1). Let \( \omega, \sigma \in \Omega_k \) with \( \sigma \neq \omega \). Let \( x_0 \in A_\omega \cap K_\mu \). The following three types of subsets of \( A_{\omega}^* \) will be considered in the characterization for the optimal sets for \( \mu \):
\[
D_{\omega,1}^{(\alpha)} := E_\omega \cup \left( \bigcup_{a \in \alpha \cap (A_\omega)_{i,|A_\omega|}} (W(a|\alpha) \cap A_{\omega}^*) \right) \setminus B(x_0, 2^{-1}\delta|A_\omega|);
\]
\[
D_{\omega,2}^{(\alpha)}(\sigma) := E_\omega \cup \left( \bigcup_{a \in \alpha \cap (A_\sigma)_{i,|A_\omega|}} (W(a|\alpha) \cap A_{\omega}^*) \right) \setminus E_\sigma;
\]
\[
D_{\omega,3}^{(\alpha)} := E_\omega \cup \left( \bigcup_{a \in \alpha \cap (A_{\omega})_{i,|A_\omega|}} (W(a|\alpha) \cap A_{\omega}^*) \right).
\]
If no confusion arises, we write \( D_{\omega,i} \) for \( D_{\omega,i}^{(\alpha)} \) and write \( D_{\omega,2} \) for \( D_{\omega,2}^{(\alpha)}(\sigma) \).

For \( \omega \in \Omega_k \), recall that \( c_\omega \) is the center of \( E_\omega \). We define
\[
D_{\omega,4} := B(c_\omega, (2^{-1} - \delta)|E_\omega|) \subseteq E_\omega.
\]
For \( 1 \leq i \leq 4 \), let \( \mu(|D_{\omega,i}|) \) denote the conditional measure of \( \mu \) on \( D_{\omega,i} \):
\[
\mu(|D_{\omega,i}|)(A) = \frac{\mu(A \cap D_{\omega,i})}{\mu(D_{\omega,i})}, \ A \text{ is a Borel set.}
\]
Let $f_{D_{\omega,i}}$ be a similarity mapping of similarity ratio $|D_{\omega,i}|$ and define
\begin{align}
\nu_{D_{\omega,i}} := \mu(|D_{\omega,i}|) \circ f_{D_{\omega,i}}, \quad K_{\nu_{D_{\omega,i}}} := \operatorname{supp}(\nu_{D_{\omega,i}}).
\end{align}

Then $\nu_{D_{\omega,i}}$ is a probability measure satisfying $|K_{\nu_{D_{\omega,i}}}| \leq 1$.

In a similar manner, we define the measures $\nu_{E_\sigma}, \sigma \in \Omega_k$. We have

**Lemma 4.1.** There exists a constant $C$ such that, if $B \in \{D_{\omega,i}\}_{i=1}^4 \cup \{E_\omega\}$, we have $\sup_{x \in \mathbb{R}^4} \nu_B(B(x, \epsilon)) \leq C \epsilon^{s_0}$ for every $\epsilon > 0$.

**Proof.** By the definition, $D_{\omega,i} \subset A^*_\omega$ and $A^*_\omega \subset B(c_{\omega}, 2(1 + 2\delta)|A_\omega|)$. Hence,
\begin{align}
|D_{\omega,i}| \leq |A^*_\omega| \leq 4(1 + 2\delta)|A_\omega|, \quad 1 \leq i \leq 3.
\end{align}

Since the diameter of $B(x_0, 2^{-1}\delta|A_\omega|)$ is equal to $\delta|A_\omega|$, we have
\begin{align}
(1 - 2\delta)|E_\omega| \leq |E_\omega \setminus B(x_0, 2^{-1}\delta|A_\omega|)| \leq |D_{\omega,1}| \leq 4(1 + 2\delta)|A_\omega|.
\end{align}

It follows that $|E_\omega| = 2^{-1}|A_\omega| \geq (8(1 + 2\delta))^{-1}|D_{\omega,1}|$. This and (1.7) yield that
\begin{align*}
\mu(D_{\omega,1}) & \geq \mu(E_\omega \setminus B(x_0, 2^{-1}\delta|A_\omega|)) \\
& \geq \mu(E_\omega) - \mu(B(x_0, 2^{-1}\delta|A_\omega|)) \\
& \geq C_1(2^{-1}|E_\omega|)^{s_0} - C_2(2^{-1}\delta|A_\omega|)^{s_0} \\
& \geq C_1(2^{-1}|E_\omega|)^{s_0} - C_1(16^{-1}|E_\omega|)^{s_0} \\
& = C_1(2^{-s_0} - 16^{-s_0})|E_\omega|^{s_0} \\
& \geq C_1(2^{-s_0} - 16^{-s_0})(8(1 + 2\delta))^{-s_0}|D_{\omega,1}|^{s_0}.
\end{align*}

We write $\xi_1 := C_1(2^{-s_0} - 16^{-s_0})(8(1 + 2\delta))^{-s_0}$. On the other hand, by (4.4),
\begin{align*}
\mu(D_{\omega,1}) \leq \mu(A^*_\omega) \leq C_2(2(1 + 2\delta)|A_\omega|)^{s_0} \\
\leq C_2(4(1 + 2\delta))^{s_0}(1 - 2\delta)^{-s_0}|D_{\omega,1}|^{s_0} =: \xi_2|D_{\omega,1}|^{s_0}.
\end{align*}

Note that for distinct words $\sigma, \omega \in \Omega_k$, we have $E_\omega \cap E_\omega = \emptyset$. Thus, for $i = 2, 3$, we have $E_\omega \subset D_{\omega,i} \subset A^*_\omega$. Using these facts and (4.3), we deduce
\begin{align*}
\mu(D_{\omega,i}) & \leq \mu(A^*_\omega) \leq C_2(2(1 + 2\delta)|A_\omega|)^{s_0} \\
& \leq C_24^{s_0}(1 + 2\delta)^{s_0}|E_\omega|^{s_0} \leq C_24^{s_0}(1 + 2\delta)^{s_0}|D_{\omega,1}|^{s_0} =: \xi_3|D_{\omega,1}|^{s_0};
\end{align*}
\begin{align*}
\mu(D_{\omega,i}) & \geq \mu(E_\omega) \geq C_1(2^{-1}|E_\omega|)^{s_0} \geq C_14^{-s_0}|A_\omega|^{s_0} \\
& \geq C_14^{-s_0}(4(1 + 2\delta))^{-s_0}|D_{\omega,i}|^{s_0} =: \xi_4|D_{\omega,i}|^{s_0}.
\end{align*}

For every $\omega \in \Omega_k$, we have
\begin{align*}
C_1(2^{-1}|E_\omega|)^{s_0} \leq \mu(E_\omega) \leq C_2(2^{-1}|E_\omega|)^{s_0}; \\
C_1(2^{-1}|D_{\omega,4}|)^{s_0} \leq \mu(D_{\omega,4}) \leq C_2(2^{-1}|D_{\omega,4}|)^{s_0}
\end{align*}

We define $\xi := \max\{\xi_1^{-1}, \xi_4^{-1}, \xi_2, \xi_3\}$. Then by the above analysis, we obtain
\begin{align}
\xi^{-1}|B|^{s_0} \leq \mu(B) \leq \xi|B|^{s_0}.
\end{align}

for $B \in \{D_{\omega,i}\}_{i=1}^4 \cup \{E_\omega\}$. Thus, the lemma follows from [18, Lemma 2.5]. \qed
Remark 4.2. Let $\xi$ be as defined in (4.5). For $1 \leq i \leq 3$, we have

$$
\mu(D_{\omega,i}) \leq \xi|D_{\omega,i}|^{s_0}
\leq \xi|A_\omega^{s_0} \leq \xi(4(1 + 2\delta)|A_\omega|)^{s_0}
\leq \xi(8(1 + 2\delta))^{s_0}|E_\omega|^{s_0}
\leq \xi(8(1 + 2\delta))^{s_0}C_1^{-1}(2^{-1} - \delta)^{-s_0} \min_{\sigma \in \Omega_k} \mu(D_{\sigma,4}).
$$

Let $\zeta := \xi(8(1 + 2\delta))^{s_0}C_1^{-1}(2^{-1} - \delta)^{-s_0}$. Then for every $\sigma \in \Omega_k$, we have

$$
\max_{1 \leq i \leq 3} \mu(D_{\omega,i}) \leq \zeta \mu(D_{\sigma,4}) \leq \zeta \mu(E_\sigma).
$$

In the following we denote by $f_B$ the similarity mapping in the definition of the measure $\nu_B$. The subsequent two lemmas will be very important for the characterization for the optimal sets. One of them is a consequence of the definition of the auxiliary measures $\nu_B$, and the other is based on Lemma 2.4.

Lemma 4.3. Let \( B \in \{D_{\omega,i}\}_{i=1}^4 \cup \{E_\omega\} \). Let $\alpha$ be a non-empty finite subset of $\mathbb{R}^q$ with $\text{card}(\alpha) = l_\alpha$. Then $I_\mu(B, \alpha) \geq \mu(B) \log |B| + \mu(B)\ell_{i_\alpha}(\nu_B)$, and equality holds if $f_{B}^{-1}(\alpha) \in C_{i_\alpha}(\nu_B)$.

Proof. By the definition of $\nu_B$ (cf. (4.1)), we have

$$
I_\mu(B, \alpha) = \int_B \log d(x, \alpha)d\mu(x)
= \mu(B) \int_B \log d(x, \alpha)d\mu(\cdot\mid B)(x)
= \mu(B) \int_B \log d(x, \alpha)d\nu_B \circ f_B^{-1}(x)
= \mu(B) \log |B| + \mu(B) \int_{f_B^{-1}(B)} \log d(x, f_B^{-1}(\alpha))d\nu_B(x)
\geq \mu(B) \log |B| + \mu(B)\ell_{i_\alpha}(\nu_B).
$$

This completes the proof of the lemma. \[ \Box \]

Let $\omega, \tau, \sigma \in \Omega_k$ with $\sigma \neq \omega$ and $\tau \in \Omega_k \setminus \mathcal{A}_\omega$. Let $D_{\omega,i}, 1 \leq i \leq 3$, be as defined above. We write

$$
F_{\omega,i} = \begin{cases}
D_{\omega,1} \cup B(x_0, 2^{-1}\delta|\mathcal{A}_\omega|) & \text{if } i = 1 \\
D_{\omega,2} \cup E_\sigma & \text{if } i = 2 \\
D_{\omega,3} \cup D_{\tau,4} & \text{if } i = 3
\end{cases}.
$$

Lemma 4.4. Let $\alpha, \gamma$ be non-empty finite subsets of $\mathbb{R}^q$. Let $B_\omega$ be as defined in Remark 2.3. We define $\beta := (\alpha \setminus (A_\omega)_{\delta|A_\omega|}) \cup B_\omega \cup \gamma$. Then

$$
I_\mu(\mathbb{R}^q \setminus F_{\omega,i}, \beta) \leq I_\mu(\mathbb{R}^q \setminus F_{\omega,i}, \alpha), \quad 1 \leq i \leq 3.
$$

Proof. Let $1 \leq i \leq 3$ be fixed. By the definition of $D_{\omega,i}$ and $F_{\omega,i}$, we have

$$
\{x \in A_\omega^* : d(x, \alpha) = d(x, \alpha \cap (A_\sigma)_{\delta|A_\sigma|}) \} \subset F_{\omega,i}.
$$

Therefore, for every $x \in \mathbb{R}^q \setminus F_{\omega,i}$, we have the following two cases:

(b1) $x \in A_\omega^*$ and $d(x, \alpha) = d(x, \alpha \cap (A_\sigma)_{\delta|A_\sigma|})$; then clearly $d(x, \beta) \leq d(x, \alpha)$;

(b2) $x \in K_\mu \setminus A_\omega^*$. Note that $K_\mu \subset \bigcup_{\tau \in \Omega_k} A_\tau$. Thus, $x \in A_\tau$ for some $\tau \in \Omega_k \setminus \mathcal{A}_\omega$. By Lemma 2.4 (a2), we also have, $d(x, \beta) \leq d(x, \alpha)$.

Thus, $d(x, \beta) \leq d(x, \alpha)$ for every $x \in \mathbb{R}^q \setminus F_{\omega,i}$, which implies the lemma. \[ \Box \]
4.2. Selection of some auxiliary integers. Let $L_0$ be as defined in Remark 2.3. We define
\[ L_1 := [(2\delta^{-1} + 1)^9] + 1, \quad L_2 := 6^9; \quad n_0 := [(4\delta^{-1} + 1)^9] + 1. \]

**Remark 4.5.** By estimating the volumes, one can see the following facts:

(c1) for each $\sigma \in \Omega_k$, the set $E_\sigma$ can be covered by $L_1$ closed balls of radii $2^{-1}\delta|E_\sigma|$ which are centered in $E_\sigma$. We denote by $\gamma_{E_\sigma}$ the set of the centers of such $L_1$ balls.

(c2) for $x \in A_\sigma \cap K_\mu$, the ball $B(x, 2^{-1}\delta|A_\sigma|)$ can always be covered by $L_2$ closed balls of radii $4^{-1}\delta|A_\sigma|$ which are centered in $B(x, 2^{-1}\delta|A_\sigma|)$. We will denote by $G_x$ the set of the centers of such $L_2$ closed balls.

(c3) $A_\sigma$ can be covered by $n_0$ closed balls of radii $4^{-1}\delta|A_\sigma|$ which are centered in $A_\sigma$. We denote by $H_\sigma$ the set of the centers of such $n_0$ balls.

With the above preparations, we are able to define an integer $n_1$ which will be used to give a lower estimate for the number of optimal points in $(A_\sigma)_{\delta|A_\sigma|}$.

**Lemma 4.6.** Let $\zeta$ be as defined in Remark 4.2. There exists a smallest integer $n_1$ such that for every $\omega \in \Omega_k$ and $n \geq n_1$, we have
\[ \hat{e}_{n-L_0-L_2}(\nu_{D_{\omega,2}}) - \hat{e}_{n+L_1}(\nu_{D_{\omega,2}}) < \zeta^{-1}C_1C_2^{-1}\delta^{n_0} \log 2. \]

**Proof.** By Lemma 4.1 and [4, Lemma 5.8], we deduce,
\[
\lim_{n \to \infty} \left( \hat{e}_{n-L_0-L_2}(\nu_{D_{\omega,2}}) - \hat{e}_{n+L_1}(\nu_{D_{\omega,2}}) \right) = \sum_{h = -(L_0+L_2)}^{L_1-1} \lim_{n \to \infty} (\hat{e}_{n+h}(\nu_{D_{\omega,2}}) - \hat{e}_{n+h+1}(\nu_{D_{\omega,2}})) = 0.
\]
This implies the lemma. \(\square\)

By [18, Lemma 2.1], there exists an integer $N$ such that $\phi_{k+1} \leq N\phi_k$. Next, we select three more integers $n_2, n_3, n_4$. These integers will be used to establish an upper bound for the number of optimal points in $(A_\sigma)_{\delta|A_\sigma|}$.

**Lemma 4.7.** Let $\zeta$ and $M_0$ be as defined in Remark 4.2 and Lemma 2.4. Then

(d1) there exists a smallest integer $n_2 > n_1 + L_0 + L_1$, such that for every $n \geq n_2$, $\sigma, \omega \in \Omega_k$, the following holds:
\[ \hat{e}_{n-L_0-n_1-L_1}(\nu_{D_{\omega,2}}) - \hat{e}_{n+L_1}(\nu_{D_{\omega,2}}) < \zeta^{-1}(\hat{e}_{n_1+L_1-1}(\nu_{E_\sigma}) - \hat{e}_{n_1+L_1}(\nu_{E_\sigma})); \]

(d2) let $n_3 : = (n_2 + n_0)N$; there exists a smallest integer $n_4 > M_0n_3 + L_0 + L_1$, such that for $n \geq n_4$ and every pair $\sigma, \omega \in \Omega_k$, the following holds:
\[ \hat{e}_{n-L_0-n_3-L_1}(\nu_{D_{\omega,3}}) - \hat{e}_{n+L_1}(\nu_{D_{\omega,3}}) < \zeta^{-1}(\hat{e}_{n_3+L_1-1}(\nu_{D_{\omega,4}}) - \hat{e}_{n_3+L_1}(\nu_{D_{\omega,4}})). \]

**Proof.** This is a consequence of [4, Lemma 5.8] and Lemmas 3.1 and 4.1. \(\square\)

5. A characterization for the $n$-optimal sets

Our first lemma in this section is analogous to [18, Lemma 4.1].

**Lemma 5.1.** We have $L_c := \text{card}(a_n \setminus \bigcup_{\sigma \in \Omega_k} (A_\sigma)_{\delta|A_\sigma|}) \leq n_0\phi_k$. 
Proof. Assume that \( L_c > n_0 \phi_k \). Let \( H_\sigma \) be as defined in Remark 4.5 (c3). Set

\[
\beta := \left( \alpha_n \cap \bigcup_{\sigma \in \Omega_k} (A_\sigma)_{\delta|A_\sigma|} \right) \cup \left( \bigcup_{\sigma \in \Omega_k} H_\sigma \right).
\]

Then \( \text{card}(\beta) \leq n \). For \( x \in K_\mu \subset \bigcup_{\sigma \in \Omega_k} A_\sigma \), we have \( d(x, \beta) \leq d(x, \alpha_n) \). We choose an arbitrary \( x \in K_\mu \) with \( d(x, \alpha_n) = d(x, \alpha_n \setminus \bigcup_{\sigma \in \Omega_k} (A_\sigma)_{\delta|A_\sigma|}) \). Then we have, \( d(x, \alpha_n) > \delta|A_\sigma| \) for some \( \sigma \in \Omega_k \). Thus, for every \( y \in B_x := B(x, 4^{-1}\delta|A_\sigma|) \), we have \( d(y, \alpha_n) \geq \frac{4}{3}\delta|A_\sigma| \). Hence,

\[
I_\mu(\mathbb{R}^d, \alpha_n) - I_\mu(\mathbb{R}^d, \beta) \geq I_\mu(B_x, \alpha_n) - I_\mu(B_x, \beta) \\
\geq \mu(B_x)(\log(\frac{3}{4}\delta|A_\sigma|) - \log(\frac{1}{4}\delta|A_\sigma|)) \\
= \mu(B_x)\log 3 > 0.
\]

It follows that \( I_\mu(\mathbb{R}^d, \alpha_n) > I_\mu(\mathbb{R}^d, \beta) \), contradicting the optimality of \( \alpha_n \). 

For every \( n \geq (n_0 + n_2)\phi_{k_0} \), there exists a unique \( k \geq k_0 \), such that

(5.1) \( (n_0 + n_2)\phi_k \leq n < (n_0 + n_2)\phi_{k+1} \).

Recall that \( n_3 = (n_0 + n_2)N \). By [18, Lemma 2.1], we have

(5.2) \( (n_0 + n_2)\phi_k \leq n < (n_0 + n_2)N\phi_k = n_3\phi_k \).

From now on, we assume that \( n, k \) satisfy (5.1). We fix an \( \alpha_n \in C_n(\mu) \) and an arbitrary VP \( \{P_\alpha(\alpha_n)\} \in \alpha_n \). We write \( D_{\omega,i} \) for \( D^{(\alpha_n)} \). We define

\[
L_\sigma := \text{card}(\alpha_n \cap (A_\sigma)_{\delta|A_\sigma|}), \quad \sigma \in \Omega_k.
\]

Using the subsequent two lemmas, we establish a lower bound for \( L_\sigma \).

Lemma 5.2. Let \( \omega \in \Omega_k \) and \( B \in \{D_{\omega,i}\}_{i=1}^3 \cup \{E_\omega\} \). Then

\[
I_\mu(B, \alpha_n) \geq \mu(B)(\log |B| + \hat{e}_{L_\omega} + L_1(\nu_B)).
\]

Proof. We divide \( B \) into two parts:

\[
B(1) := \{x \in B : d(x, \alpha_n) = d(x, \alpha_n \cap (A_\omega)_{\delta|A_\omega|})\}; \quad B(2) := B \setminus B(1).
\]

By the definition, we have \( B(2) \subset E_\omega \). Let \( \gamma_{E_\omega} \) be as defined in Remark 4.5. We define \( \gamma(\omega) := (\alpha_n \cap (A_\omega)_{\delta|A_\omega|}) \cup \gamma_{E_\omega} \). Then \( \text{card}(\gamma(\omega)) \leq L_\omega + L_1 \) and clearly

\[
d(x, \alpha_n) \geq d(x, \gamma(\omega)) \quad \text{for every } x \in B(1).
\]

For \( x \in B(2) \), we have

\[
d(x, \alpha_n) > \delta|A_\omega| = 2\delta|E_\omega| > d(x, \gamma_{E_\omega}) \geq d(x, \gamma(\omega)).
\]

Thus, for every \( x \in B \), we have \( d(x, \alpha_n) \geq d(x, \gamma(\omega)) \). Thus, by Lemma 4.3,

\[
I_\mu(B, \alpha_n) \geq I_\mu(B, \gamma(\omega)) \geq \mu(B)(\log |B| + \hat{e}_{L_\omega} + L_1(\nu_B)).
\]

This completes the proof of the lemma.

Next, we give a lower bound for \( \min_{\sigma \in \Omega_k} L_\sigma \).

Lemma 5.3. For every \( \sigma \in \Omega_k \), we have \( L_\sigma \geq n_1 \).

Proof. Assume that \( L_\sigma < n_1 \) for some \( \sigma \in \Omega_k \). We deduce a contradiction. By the assumption and Lemma 5.1, we obtain

\[
\sum_{\tau \in \Omega_k \setminus \{\sigma\}} L_\tau > n - L_c - n_1 \geq (n_2 + n_0)\phi_k - n_0\phi_k - n_1 > (\phi_k - 1)n_2.
\]
Hence, there exists some $\omega \in \Omega_k \setminus \{\sigma\}$ such that $L_\omega > n_2$. We consider

$$D_{\omega,2} = E_\omega \cup \left( \bigcup_{a \in \alpha_n \cap (A_\omega)_{b|A_\omega}^1} (W(a|\alpha_n) \cap A_\omega^*) \right) \setminus E_\sigma.$$  

Note that it is possible that $E_\sigma \cap (A_\omega)_{b|A_\omega} = \emptyset$. Let

$$\gamma_{L_\omega - L_0 - n_1 - L_1}(D_{\omega,2}) \subset C_{L_\omega - L_0 - n_1 - L_1}(\nu_{D_{\omega,2}}), \gamma_{n_1 + L_1}(E_\sigma) \subset C_{n_1 + L_1}(\nu_{E_\sigma});$$

$$\beta := \left( \alpha_n \setminus (A_\omega)_{b|A_\omega} \right) \cup B_\omega \cup f_{D_{\omega,2}}(\gamma_{L_\omega - L_0 - n_1 - L_1}(D_{\omega,2})) \cup f_{E_\sigma}(\gamma_{n_1 + L_1}(E_\sigma)).$$

Then by applying Lemma 4.4 to $F_{\omega,2} = D_{\omega,2} \cup E_\sigma$, we obtain

$$I_\sigma(\mathbb{R}^q \setminus F_{\omega,2}, \beta) \leq I_\beta(\mathbb{R}^q \setminus F_{\omega,2}, \alpha_n). \tag{5.3}$$

Next, we focus on the sets $D_{\omega,2}$ and $E_\sigma$. By the assumption, we have $L_\sigma \leq n_1 - 1$. Hence, by applying Lemmas 4.3 and 5.2 with $B = E_\sigma$, we deduce

$$\Delta_{E_\sigma} : = I_\sigma(E_\sigma, \alpha_n) - I_\beta(E_\sigma, \beta) \geq I_\sigma(E_\sigma, \alpha_n) - I_\sigma(E_\sigma, f_{E_\sigma}(\gamma_{n_1 + L_1}(E_\sigma))) \geq \mu(E_\sigma)(\hat{e}_{n_1 + L_1 - 1}(\nu_{E_\sigma}) - \hat{e}_{n_1 + L_1}(\nu_{E_\sigma})). \tag{5.4}$$

On the other hand, we apply Lemmas 4.3 and 5.2 with $B = D_{\omega,2}$, we have

$$\Delta_{D_{\omega,2}} : = I_\beta(D_{\omega,2}, \beta) - I_\beta(D_{\omega,2}, \alpha_n) \leq I_\beta(D_{\omega,2}, f_{D_{\omega,2}}(\gamma_{L_\omega - L_0 - n_1 - L_1}(D_{\omega,2}))) - I_\beta(D_{\omega,2}, \alpha_n) \leq \mu(D_{\omega,2})(\hat{e}_{L_\omega - L_0 - n_1 - L_1}(\nu_{D_{\omega,2}}) - \hat{e}_{L_\omega - L_1}(\nu_{D_{\omega,2}})). \tag{5.5}$$

Note that $L_\omega > n_2$. By Lemma 4.7 (d1) and Remark 4.2, we obtain that $\Delta_{E_\sigma} > \Delta_{D_{\omega,2}}$. This and (5.3), yield that $I_\sigma(\mathbb{R}^q, \alpha_n) > I_\beta(\mathbb{R}^q, \beta)$, contradicting the optimality of $\alpha_n$. \qed

Our next lemma is very helpful for us to characterize the geometrical structure of an optimal VP.

**Lemma 5.4.** For every $\sigma \in \Omega_k$, the following holds:

$$\sup_{x \in A_\sigma \cap K_\mu} d(x, \alpha_n) \leq 2^{-1} |A_\sigma|.$$ 

**Proof.** Assume that for some $\sigma \in \Omega_k$ and some $x_0 \in A_\sigma \cap K_\mu$, we have, $d(x_0, \alpha_n) > 2^{-1} |A_\sigma|$. We will deduce a contradiction. By the assumption, for $x \in B(x_0, 2^{-1} |A_\sigma|)$, we have $d(x, \alpha_n) > 2^{-1} |A_\sigma|$. Let $G_{x_0}$ be as defined in Remark 4.5 (c2). We consider

$$D_{\sigma,1} = E_\sigma \cup \left( \bigcup_{b \in \alpha_n \cap (A_\sigma)_{b|A_\sigma}^1} (W_b(\alpha_n) \cap A_\sigma^*) \right) \setminus B(x_0, 2^{-1} |A_\sigma|).$$

Let $\gamma_{L_\sigma - L_0 - L_2}(D_{\sigma,1}) \subset C_{L_\sigma - L_0 - L_2}(\nu_{D_{\sigma,1}})$. We define

$$\gamma := (\alpha_n \setminus (A_\sigma)_{b|A_\sigma}) \cup G_{x_0} \cup B_\sigma \cup f_{D_{\sigma,1}}(\gamma_{L_\sigma - L_0 - L_2}(D_{\sigma,1})).$$

Then by applying Lemma 4.4 to $F_{\sigma,1} = D_{\sigma,1} \cup B(x_0, 2^{-1} |A_\sigma|)$, we obtain

$$I_\sigma(\mathbb{R}^q \setminus F_{\sigma,1}, \gamma) \leq I_\sigma(\mathbb{R}^q \setminus F_{\sigma,1}, \alpha_n). \tag{5.6}$$
Lemma 5.7. For every $x \in B(x_0, 2^{-1}\delta|A_\sigma|)$, we have $d(x, \gamma) \leq 4^{-1}\delta|A_\sigma|$. It follows that

$$
\Delta_{x_0} := I\mu(B(x_0, 2^{-1}\delta|A_\sigma|), \alpha_n) - I\mu(B(x_0, 2^{-1}\delta|A_\sigma|), \gamma)
\geq \mu(B(x_0, 2^{-1}\delta|A_\sigma|)) \log 2
\geq C_1(2^{-1}\delta|A_\sigma|)^\delta_0 \log 2
(5.7)
\geq C_1C_2^{-1}\delta^\delta_0 \mu(A_\sigma) \log 2.
$$

By applying Lemmas 4.3 and 5.2 with $B = D_{\sigma,1}$, we have

$$
\Delta_{D_{\sigma,1}} := I\mu(D_{\sigma,1}, \gamma) - I\mu(D_{\sigma,1}, \alpha_n)
\leq I\mu(D_{\sigma,1}, \int D_{\sigma,1}(\gamma - L_0 - L_2(D_{\sigma,1})) - I\mu(D_{\sigma,1}, \alpha_n)
(5.8)
\leq \mu(D_{\sigma,1})(\hat{e}L_0 - L_0 - L_2) + \hat{e}L_0 + L_1 + (\nu D_{\sigma,1}).
$$

From Lemma 5.3, we know that $L_\sigma \geq n_1$. Thus, by Lemmas 4.1, 4.6 and Remark 4.2, we obtain that $\Delta_{x_0} > \Delta_{D_{\sigma,1}}$. This and (5.6) imply that $I\mu(\mathbb{R}^q, \gamma) < I\mu(\mathbb{R}^q, \alpha_n)$, which contradicts the optimality of $\alpha_n$. \hfill \Box

Remark 5.5. By Lemma 5.4, we obtain that, whenever $n \geq (n_0 + n_2)\phi_k$, we have $L_c = \text{card}(\alpha_n \setminus \bigcup_{\sigma \in \Omega_k} (A_\sigma)_{\delta|A_\sigma|}) = 0$. Therefore, we have

$$
\alpha_n \subset \bigcup_{\sigma \in \Omega_k} (A_\sigma)_{\delta|A_\sigma|}.
$$

Lemma 5.6. Let $\emptyset \neq \beta \subset \mathbb{R}^q$ be a finite set and let $I_\beta(\omega) := \beta \cap E_\omega$ for $\omega \in \Omega_k$. Then the following estimate holds:

$$
I\mu(D_{\omega,4}, \beta) \geq \mu(D_{\omega,4})(\log |D_{\omega,4}| + \hat{e}L_0 + L_1).
$$

Proof. Let $\gamma_{E_\omega}$ be as defined in Remark 4.5 (c1). Since $D_{\omega,4} \subset E_\omega$, we have $d(x, \gamma_{E_\omega}) \leq 2^{-1}\delta|E_\omega|$ for every $x \in D_{\omega,4}$. We define

$$
\gamma(\omega) := (\beta \cap E_\omega) \cup \gamma_{E_\omega}.
$$

Then $\text{card}(\gamma(\omega)) \leq \hat{e}L_0 + L_1$. Let $x \in D_{\omega,4}$. If $d(x, \beta) = d(x, \beta \cap E_\omega)$, then it is clear that $d(x, \gamma(\omega)) \leq d(x, \beta)$. Otherwise, we have

$$
d(x, \beta) = d(x, \beta \cap E_\omega) \geq \delta|E_\omega| > d(x, \gamma_{E_\omega}) \geq d(x, \gamma(\omega)).
$$

Thus, $I\mu(D_{\omega,4}, \beta) \geq I\mu(D_{\omega,4}, \gamma(\omega))$. The lemma follows by Lemma 4.3. \hfill \Box

Now we are able to give an upper bound for $\max_{\sigma \in \Omega_k} L_\sigma$.

Lemma 5.7. For every $\sigma \in \Omega_k$, we have $L_\sigma \leq n_4$.

Proof. Assume that, for some $\sigma \in \Omega_k$, we have $L_\sigma > n_4(> M_0n_3)$. Next, we deduce a contradiction. By the assumption and (5.2), we deduce

$$
\text{card}(\alpha_n \setminus (A_\sigma)_{\delta|A_\sigma|}) \leq n - n_4 < n_3\phi_k - M_0n_3 \leq (\phi_k - M_0)n_3.
$$

By Lemma 2.4, we have $\text{card}(\Omega \setminus A_\sigma) \geq \phi_k - M_0$. Note that $E_\rho, \rho \in \Omega_k$, are pairwise disjoint. There exists some $\omega \in \Omega_k \setminus A_\sigma$ such that $\text{card}(\alpha_n \cap E_\omega) < n_3$. We consider

$$
D_{\sigma,3} = E_\sigma \cup \left( \bigcup_{a \in \alpha_n \cap (A_\sigma)_{\delta|A_\sigma|}} (W_a(\alpha_n) \cap A_\sigma^*) \right).
$$

Using Lemma 5.4 and the triangle inequality, for every $x \in E_\omega$, we have

$$
d(x, \alpha_n) \leq \frac{1}{2}|E_\omega| + \delta|A_\omega| < d(x, (A_\sigma)_{\delta|A_\sigma|}).
$$
It follows that \( E \cap D_{\sigma,3} = \emptyset \). We define
\[
\gamma_{n_3 + L_1(D_{\omega,4})} \in C_{n_3 + L_1(\nu_{D_{\omega,4}})}; \quad \gamma_{L_o - n_3 - L_1(D_{\sigma,3})} \in C_{L_o - n_3 - L_1(\nu_{D_{\sigma,3}})}; \\
\beta := (\alpha_n \setminus (A_\sigma)_{\delta | A_\sigma|}) \cup B_\sigma \cup f_{D_{\sigma,3}}(\gamma_{L_o - n_3 - L_1(D_{\sigma,3})}) \cup f_{D_{\omega,4}}(\gamma_{n_3 + L_1(D_{\omega,4})}).
\]
Then \( \text{card}(\beta) \leq n \). By applying Lemma 4.4 to \( F_{\sigma,3} = D_{\sigma,3} \cup D_{\omega,4} \), we obtain
\[
I_\mu(\mathbb{R}^q \setminus F_{\sigma,3}, \beta) \leq I_\mu(\mathbb{R}^q \setminus F_{\sigma,3}, \alpha_n).
\]
This allows us to focus on integrals over the sets \( D_{\sigma,3} \) and \( D_{\omega,4} \). Note that for every \( x \in D_{\omega,4} \), we have \( d(x, \beta) \leq d(x, \gamma_{n_3 + L_1(D_{\omega,4})}) \). Applying Lemma 4.3 with \( B = D_{\omega,4} \) and Lemma 5.6, we have
\[
\Delta_{D_{\omega,4}} := I_\mu(D_{\omega,4}, \alpha_n) - I_\mu(D_{\omega,4}, \beta) \\
\geq I_\mu(D_{\omega,4}, \alpha_n) - I_\mu(D_{\omega,4}, f_{D_{\omega,4}}(\gamma_{n_3 + L_1(D_{\omega,4})))) \\
= \mu(D_{\omega,4})(\gamma_{n_3 + L_1(\nu_{D_{\omega,4}})} - \gamma_{n_3 + L_1(\nu_{D_{\omega,4}})}).
\]
Similarly, for every \( x \in D_{\sigma,3} \), we have \( d(x, \beta) \leq d(x, \gamma_{L_o - n_3 - L_1(D_{\sigma,3})}) \). Thus, we apply Lemmas 4.3 and 5.2 with \( B = D_{\sigma,3} \) and obtain
\[
\Delta_{D_{\sigma,3}} := I_\mu(D_{\sigma,3}, \beta) - I_\mu(D_{\sigma,3}, \alpha_n) \\
\leq I_\mu(D_{\sigma,3}, f_{D_{\sigma,3}}(\gamma_{L_o - n_3 - L_1(D_{\sigma,3})})) - I_\mu(D_{\sigma,3}, \alpha_n) \\
= \mu(D_{\sigma,3})(\gamma_{L_o - n_3 - L_1(\nu_{D_{\sigma,3}})} - \gamma_{L_o - n_3 - L_1(\nu_{D_{\sigma,3}})}).
\]
By the assumption, we have \( L_o > n_4 \). Thus, from Lemmas 4.1, 4.7 (d2) and Remark 4.2, we deduce that \( \Delta_{D_{\omega,4}} > \Delta_{D_{\sigma,3}} \). Combining this with (5.9), we obtain that \( I_\mu(\mathbb{R}^q, \beta) < I_\mu(\mathbb{R}^q, \alpha_n) \), contradicting the optimality of \( \alpha_n \).

6. PROOF OF THEOREM 1.1

Let \( \sigma \in \Omega_k \). By Remark 5.5, we have \( \sigma \in (A_\sigma)_{\delta | A_\sigma|} \). Fix an arbitrary word \( \tau_0 \in A_\sigma \). We define
\[
\Gamma(\tau) := \alpha_n \cap (A_\sigma)_{\delta | A_\sigma|}, \quad \tau \in A_\sigma; \\
G(a) := A_\sigma \cup \bigcup_{\tau \in A_\sigma} \bigcup_{b \in \Gamma(\tau)} (P_b(\alpha_n) \cap K_\mu); \\
H(a) := \bigcup_{\tau \in A_\sigma} \Gamma(\tau); \quad T_a := \text{card}(H(a)).
\]
Let \( f_a \) be a similarity mapping of similarity ratio \( |G(a)| \). We define
\[
\nu_{G(a)} = \mu(\cdot | G(a)) \circ f_a = \mu \left( \left| \bigcup_{\tau \in A_\sigma} \bigcup_{b \in \Gamma(\tau)} (P_b(\alpha_n) \cap K_\mu) \right| \right) \circ f_a.
\]

**Lemma 6.1.** Let \( G(a) \) and \( \nu_{G(a)} \) be as defined above. Then we have
(i) \( P_\mu(\alpha_n) \cap K_\mu \subset G(a) \) and \( n_1 \leq T_a \leq M_0 n_4 =: n_5 \);
(ii) there exists some constant \( C \), such that
\[
\sup_{x \in \mathbb{R}^q} \nu_{G(a)}(B(x, \epsilon)) \leq C \epsilon^{n_0} \text{ for every } \epsilon > 0.
\]

**Proof.** The first part of (i) is an easy consequence of the definition of \( G(a) \). By Lemma 2.4, \( \text{card}(A_\sigma) \leq M_0 \). Further, for every \( \tau \in A_\sigma \), by Lemmas 5.3 and 5.7, we have, \( n_1 \leq \text{card}(\Gamma(\tau)) \leq n_4 \) for every \( \tau \in A_\sigma \). Hence, \( n_1 \leq T_a \leq n_5 \).
Next, we show (ii). By the definitions of $G(a), A_\rho$ and $A_\rho, \rho \in \Omega_k$ and Lemma 5.4, we have

\begin{equation}
A_{\tau_0} \subset G(a) \subset \bigcup_{\tau \in A_\rho} \bigcup_{\rho \in A_\tau} A_\rho \subset B(c_\sigma, (8\delta + \frac{5}{2})|A_{\tau_0}|) \tag{6.1}
\end{equation}

Thus, we have the following estimate:

\begin{equation}
|A_{\tau_0}| \leq |G(a)| \leq (5 + 16\delta)|A_{\tau_0}|. \tag{6.2}
\end{equation}

Let $\eta_3 := C_2(3 + 8\delta)^{s_0}$ and $\eta_4 := C_1 2^{-s_0}$. By (6.1), (6.2) and (1.7),

\begin{align}
\mu(G(a)) &\leq C_2(3 + 8\delta)^{s_0}|A_{\tau_0}|^{s_0} \leq \eta_3|G(a)|^{s_0}; \\
\mu(G(a)) &\geq C_1 2^{-s_0}|A_{\tau_0}|^{s_0} \geq \eta_4(5 + 16\delta)^{-s_0}|G(a)|^{s_0}. \tag{6.3}
\end{align}

Thus, from [18, Lemma 2.5], we obtain (ii). \hfill \square

**Proof of Theorem 1.1**

By (1.7), Lemmas 3.2 and 3.3, it is sufficient to consider $n \geq (n_0 + n_2)\phi \Omega_k$. Let $a \in \alpha_n$ and let $G(a), H(a), \nu_{G(a)}$ be as defined above. By Theorem 2.4 and Lemma 2.3 of [4] and the similarity of $f_\alpha$, we know that $f_\alpha^{-1}(H(a)) \in C_{T_a}(\nu_{G(a)})$. From Lemma 6.1 (i), we have that $n_1 \leq T_a \leq n_5$. Because of Lemma 6.1 (ii), we may apply Lemmas 3.2, 3.3 to the measure $\nu_{G(a)}$. We define

$$d := \min_{2 \leq b \leq n_5} d_b, \quad \overline{d} := \max_{2 \leq b \leq n_5} \overline{d}_b, \quad d_3 := \min_{2 \leq b \leq n_5} g_b.$$ 

Thus, using the similarity of $f_\alpha$ and Lemmas 3.2 and 3.3, we obtain

$$\mu(G(a)) \overline{d} \leq \mu(P_\alpha(\alpha_n)) = \mu(G(a)) \nu_{G(a)}(P_{f_\alpha^{-1}(a)}(f_\alpha^{-1}(H(a)))) \leq \mu(G(a)) \overline{d}.$$ 

By Lemma 2.1, (6.3) and (5.1), we have

$$\mu(G(a)) \leq \eta_3|A_{\tau_0}|^{s_0} \leq \eta_3 C_1^{-1} 2^{s_0} \eta_2 \phi_k^{-1} \leq n_3 \eta_2 \eta_3 n_4^{-1} n^{-1};$$

$$\mu(G(a)) \geq \mu(A_{\tau_0}) \geq \eta_1 \phi_k^{-1} \geq (n_0 + n_2) \eta_1 n^{-1}.$$ 

It suffices to define $d_1 := \frac{\phi}{\eta_1} (n_0 + n_2)$ and $d_2 := \frac{\eta_3 \eta_2 \eta_3 \eta_4^{-1}}{\eta_1}$. 

By Lemma 3.4, we know that for every $b \in H(a) \setminus \{a\}$,

$$d(f_\alpha^{-1}(b), f_\alpha^{-1}(a)) \geq 3d_3|P_{f_\alpha^{-1}(a)}(f_\alpha^{-1}(H(a))) \cap K_{\nu_{G(a)}}|.$$ 

Thus, using the similarity of $f_\alpha$, we obtain that

$$\min_{b \in H(a) \setminus \{a\}} d(a, b) \geq 3d_3|P_\alpha(\alpha_n) \cap K_{\mu}|.$$ 

By Lemma 5.4, we know that $|P_\alpha(\alpha_n) \cap K_{\mu}| \leq 2\delta |A_\tau|$. On the other hand, for every $b \in \alpha_n \setminus H(a)$, there exists some $\tau \in \Omega_k \setminus A_\sigma$ such that $b \in (A_\tau)_{\delta |A_\tau|}$. Note that $(A_\tau)_{2\delta |A_\tau|} \cap (A_\sigma)_{2\delta |A_\sigma|} = \emptyset$ and $a \in (A_\sigma)_{\delta |A_\sigma|}$, we deduce

$$d(b, a) \geq 2\delta |A_\tau| = 2\delta |A_\sigma| \geq |P_\alpha(\alpha_n) \cap K_{\mu}|.$$ 

Note that $3d_3 < 2^{-1}$. It follows that $d(b, a) \geq 3d_3|P_\alpha(\alpha_n) \cap K_{\mu}|$ for every $b \in \alpha_n \setminus \{a\}$. Thus, the set $P_\alpha(\alpha_n)$ contains a closed ball of radius $d_3|P_\alpha(\alpha_n) \cap K_{\mu}|$ which is centered at $a$. 

\['
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