Simplifying Energy Optimization using Partial Enumeration

Carl Olsson
Centre for Mathematical Sciences
Lund University, Sweden
calle@maths.lth.se

Johannes Ulén
Centre for Mathematical Sciences
Lund University, Sweden
ulen@maths.lth.se

Yuri Boykov
Computer Science
UWO, Canada
yuri@csd.uwo.ca

Vladimir Kolmogorov
Inst. of Science & Technology
Austria
vnk@ist.ac.at

Abstract

Energies with high-order non-submodular interactions have been shown to be very useful in vision due to their high modeling power. Optimization of such energies, however, is generally NP-hard. A naive approach that works for small problem instances is exhaustive search, that is, enumeration of all possible labelings of the underlying graph. We propose a general minimization approach for large graphs based on enumeration of labelings of certain small patches. This partial enumeration technique reduces complex high-order energy formulations to pairwise Constraint Satisfaction Problems with unary costs (uCSP), which can be efficiently solved using standard methods like TRW-S. Our approach outperforms a number of existing state-of-the-art algorithms on well known difficult problems (e.g. curvature regularization, stereo, deconvolution); it gives near global minimum and better speed.

Our main application of interest is curvature regularization. In the context of segmentation, our partial enumeration technique allows to evaluate curvature directly on small patches using a novel integral geometry approach. 1

1. Introduction

Optimization of curvature and higher-order regularizers, in general, has significant potential in segmentation, stereo, 3D reconstruction, image restoration, inpainting, and other applications. It is widely known as a challenging problem with a long history of research in computer vision. For example, when Geman and Geman introduced MRF models to computer vision [9] they proposed first- and second-order regularization based on line process. The popular active contours framework [13] uses elastic (first-order) and bending (second-order) energies for segmentation. Dynamic programming was used for curvature-based inpainting [20]. Curvature was also studied within PDE-based [5] and level-sets [6] approaches to image analysis.

Recently there has been a revival of interest in second-order smoothness for discrete MRF settings. Due to the success of global optimization methods for first-order MRF models [3, 11] researchers now focus on more difficult second-order functionals [37] including various discrete approximations of curvature [28, 7, 31]. Similarly, recent progress on global optimization techniques for first-order continuous geometric functionals [22, 24, 18, 38] has lead to extensions for curvature [4].

Our paper proposes new discrete MRF models for approximating curvature regularization terms like \( \int_{\partial S} |\kappa| d\sigma \). We primarily focus on the absolute curvature. Unlike length or squared curvature regularization, this term does not add shrinking or ballooning bias.

Our technique evaluates curvature using small patches either on a grid or on a cell complex, as illustrated in Fig.2. In case of a grid, our patches use a novel integral geometry approach to evaluating curvature. In case of a complex, our patch-based approach can use standard geometry for evaluating curvature. The relationship to previous discrete MRF models for curvature is discussed in Section 2.

We also propose a very simple and efficient optimization technique, partial enumeration, directly applicable to curvature regularization and many other complex (e.g. high-order or non-submodular) problems. Partial enumeration aggregates the graph nodes within some overlapping patches. While the label space of each patch is larger compared to individual nodes, the interactions between the patches become simpler. Our approach can reduce high-order discrete energy formulations to pair-wise Constraint Satisfaction Problem with unary costs (uCSP). The details of our technique and related work are in Section 3.

Some specific examples of partial enumeration can be found in prior art. For example, to optimize a snake with a bending (3rd-order) energy it is customary to combine each pair of adjacent control points into a single supernode, see Fig.1(a). If the number of states for each control point is \( m \) then the number of states for the super-node is \( m^2 \). Thus, the label space has increased. On the other hand, the 3rd-order bending energy on the original snake is simplified to a pair-wise energy on the chain of supernodes, which can be efficiently solved with dynamic programming in \( O(nm^2) \). Analogous simplification of a high-order tiered labeling energy on a grid graph to a pair-wise energy on a chain was proposed in [8], see Fig.1(b). Their
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Figure 1: Examples of partial enumeration. Some instances of partial enumeration can be found in prior art: 3rd order active contour model and tiered labeling energy on a grid [8] are reduced to pairwise energies on a chain that can be optimized by dynamic programming (a-b). Junction tree approach to energy minimization [14] can also be seen as a specific form of partial enumeration. In general, we show that partial enumeration could be useful for simplifying a wide class of complex (non-submodular or high-order) optimization problems without reducing them to a chain or a tree. For example (c), if high-order factors on the upper grid are covered by overlapping 2x2 patches, than the equivalent optimization problem on the lower graph needs only pairwise interactions enforcing consistency between the super-nodes representing the patches. Our approach can also be seen as special case of partial enumeration, even though non-overlapping "patches" are sufficient in their case. We study partial enumeration as a more general technique for simplifying complex (non-submodular or high-order) energies without necessarily reducing the problems to chains/trees, see Fig.1(c).

Our contributions can be summarized as follows:

• simple patch-based models for curvature
• integral geometry technique for evaluating curvature
• easy-to-implement partial enumeration technique reducing patch-based MRF models to a pairwise Constraint Satisfaction Problem with unary costs directly addressable with many approximation algorithms
• our uCSP modification of TRWS outperforms several alternatives producing near-optimal solutions with smaller optimality gap and shorter running times

The experiments in Sections 3 and 4 show that our patch-based technique obtains state-of-the-art results not only for curvature-based segmentation, but also for high-order stereo and deconvolution problems.

2. Curvature on patches and related work

We discuss approximation of curvature in the context of binary segmentation with regularization energy

$$E(S) = \int_{\text{int}(S)} f(x) \, dx + \int_{\partial S} \lambda |\kappa| \, d\sigma,$$

where \(\kappa\) is curvature, \(\lambda\) is a weighting parameter, and unary potential \(f(x)\) is a data term.

Our grid-patches in Fig.2(c) and our complex-patches in Fig.2(a) can be seen as "dual" methods for estimating curvature in exactly the same way as geo-cuts [2] and complex-based approach in [32] are "dual" methods for evaluating geometric length. Our grid-patch approach to curvature extends ideas in geo-cuts [2] that showed how discrete MRF-based regularization methods can use integral geometry to accurately approximate length via Cauchy-Crofton formula. We show how general integral geometry principles can also be used to evaluate curvature, see Fig.2(c). The complex-patch technique in Fig.2(a) uses an alternative method for approximating curvature based on standard geometry as in [28, 7, 31].

Our patch-based curvature models could be seen as extensions of functional lifting [4] or label elevation [23]. Analogously to the line processes in [9], these second-order regularization methods use variables describing both location and orientation of the boundary. Thus, their curvature is the first-order (pair-wise) energy. Our patch variables include enough information about the local boundary to reduce the curvature to unary terms.

Curvature is also reduced to unary terms in [28] using auxiliary variables for each pair of adjacent line processes. Their integer LP approach to curvature is formulated over a large number of binary variables defined on fine geometric primitives (vertexes, faces, edges, pairs of edges, etc).
Figure 2: Evaluating curvature of a segment on a complex (a,b) and on a grid (c,d) using standard and integral geometry. At sufficiently high resolution, any segment \( C \) is a polygon. Thus, to minimize curvature functionals like \( \int_C |\kappa| ds \) we need to evaluate all corners. We use (overlapping) patches created for each vertex on a complex (a) and for each pixel on a grid (c). A patch on a complex (a,b) consists of all cells adjacent to a vertex and a grid patch (c,d) is a square window centered at a pixel. For \( \pi/4 \) precision as on 8-complex (a), we use 3x3 windows on a grid (b). For finer \( \pi/8 \) precision as on 16-complexes, we use 5x5 windows. Note that each corner on a complex (a) can be directly evaluated from a configuration (labeling) of a single patch using standard geometry. However, each corner on a grid (c) should be evaluated using integral geometry by summing over multiple patches covering the corner. Patch configurations in black occur at straight boundaries and should contribute zero weights. Patch configurations in red correspond to curved boundaries. The weights \( A, \ldots, H \) for all such configurations (d) can be pre-computed from a system of linear equations for all types of corners. The accuracy of integral geometry approach to curvature on a grid is comparable to the standard basic geometry used on complexes, see (b) and (d).

which are tied by constraints. In contrast, our unary representation of curvature uses larger scale geometric primitives (overlapping patches) tied by consistency constraints. The number of corresponding variables is significantly smaller, but they have a much larger label space. Unlike [28] and us, [7, 31] represent curvature via high-order interactions/factors.

Despite technical differences in the underlying formulations and optimization algorithms, our patch-based approach for complexes in Fig.2(a) and [28, 31] use geometrically equivalent models for approximating curvature. That is, all of these models would produce the same solution, if there were exact global optimization algorithms for them. The optimization algorithms for these models do however vary, both in quality, memory, and run-time efficiency.

In practice, grid-patches are easier to implement than complex-patches because the grid’s regularity and symmetry. While integral geometry estimates curvature on a pixel grid as accurately as the standard geometry on a cell complex, see Figs.2(b,d), in practice, our proposed optimization algorithm for the corresponding uCSP problems works better (with near-zero optimality gap) for the grid version of our method. To keep the paper focused, the rest of the paper primarily concentrates on grid-based patches.

Grid patches were also recently used for curvature evaluation in [29]. Unlike our integral geometry in Fig.2(c), their method computes a minimum response over a number of affine filters encoding some learned “soft” patterns. The response to each filter combines deviation from the pattern and the cost of the pattern. The mathematical justification of this approach to curvature estimation is not fully explained and several presented plots indicate its limited accuracy. As stated in [29], “the plots do also reveal the fact that we consistently overestimate the true curvature cost.” The extreme “hard” case of this method may reduce to our technique if the cost of each pattern is assigned according to our integral geometry equations in Fig.2(c). However, this case makes redundant the filter response minimization and the pattern costs learning, which are the key technical ideas in [29].

3. Simple Patch-based Optimization

One way to optimize our patch-based curvature model is to formulate the optimization problem on the original image pixel grid \( \langle V, C \rangle \) in Figure 1(c, top grid) using pixel variables \( x = \{x_i | i \in V \} \), high-order factor \( \alpha \in C \), and
energy

\[ E(x) = \sum_{\alpha \in C} E_\alpha(x_\alpha) \]  

(2)

where \( x_\alpha = \{ x_i | i \in \alpha \} \) is the restriction of \( x \) to \( \alpha \). Optimization of such high-order energies is generally NP-hard, but a number of existing approximate algorithms for certain high-order MRF energies could be applied. Our experimental section includes the results of some generic methods [16, 12] that have publicly available code.

We propose a different approach for optimizing our high-order curvature models that equivalently reformulates the problem on a new graph, see Figure 1(c, bottom grid). The motivation is as follows. One naive approach applicable to NP-hard high-order energies on small images is exhaustive search that enumerates all possible labelings of the underlying pixel graph. On large problems one can use partial enumeration to simplify high-order problems. If some set of relatively small overlapping patches covers all high-order factors, we can build a new graph where nodes correspond to patches and their labels enumerate patch states, as in Figure 1(c, bottom grid). Note that high-order interactions reduce to unary potentials, but, due to patch overlap, hard pair-wise consistency constraints must be enforced.

Our general approach transforms a high-order optimization problem to a pair-wise Constraint Satisfaction Problem with unary costs (uCSP). Formally, the corresponding energy could be defined on graph \( (V, E) \) in Figure 1(c, bottom grid) where nodes correspond to a set of patches \( V \) with the following property: for every factor \( \alpha \in C \) there exists patch \( \beta \in V \) such that \( \alpha \subset \beta \). For example, \( V = C \) works, but, in general, patches in \( V \) can be bigger than factors in \( C \). We refer to nodes in \( V \) as super nodes. Clearly, (2) could be equivalently rewritten as an energy with unary and pairwise terms:

\[ E_{\text{super}}(X) = \sum_{\alpha \in V} U_\alpha(X_\alpha) + \sum_{(\alpha, \beta) \in E} P_{\alpha,\beta}(X_\alpha, X_\beta) \]  

(3)

The label \( X_\alpha \) of a super node \( \alpha \) corresponds to the state of all individual pixels \( x_\alpha \) within the patch. By enumerating all possible pixel states within the patch we can now encode the higher order factor \( E_\alpha(x_\alpha) \) into the unary term \( U_\alpha(x_\alpha) \) of (3). The pairwise consistency potential \( P_{\alpha,\beta}(X_\alpha, X_\beta) = 0 \) if variables \( X_\alpha \) and \( X_\beta \) agree on the overlap \( \alpha \cap \beta \), and \( P_{\alpha,\beta}(X_\alpha, X_\beta) = +\infty \) otherwise. The set of edges \( E \) may contain all pairs \( \{ \alpha, \beta \} \subset V \) such that \( \alpha \cap \beta \neq \emptyset \), but a smaller could be enough. For example, the graph in Figure 1(c, bottom grid) does not need diagonal edges. A formal procedure for selecting the set of edges is given in Appendix A.

Optimization of pairwise energy (3) can be addressed with standard methods like [15, 10] that can be modified for our specific consistency constraints to gain significant speed-up (see Sec.3.2).

\textbf{LP relaxations} When we apply method like TRW-S [15] to energy (3), we essentially solve a higher-order relaxation of the original energy (2). Many methods have been proposed in the literature for solving higher-order relaxations, e.g. [30, 17, 21, 36, 16] to name just a few. To understand the relation to these methods, in Appendix A we analyze which specific relaxation is solved by our approach. We then argue that the complexity of message passing in our scheme roughly matches that of other techniques that solve a similar relaxation. In practice, the choice of the optimization method is often motivated by the ease of implementation; we believe that our scheme has an advantage in this respect, and thus may be preferred by practitioners.

\textbf{Other related work} The closest analogue of our approach is perhaps the “hidden transformation” approach [1] that converts an arbitrary CSP into a pairwise CSP (also known as the “constraint satisfaction dual problem”). We provide a weighted version of this transformation; to our knowledge, this has not been studied yet, and the resulting relaxation has not been analyzed.

Our method bears some resemblance to the work [17] that also uses square patches. However, we believe that the relaxation solved in [17] is weaker than ours; details are discussed in the Appendix A.

Researchers also considered alternative techniques for converting a high-order energy of binary variables into a pairwise one. We will compare to one such technique, [12], which generalizes roof duality to factors of order 3 and 4.

\subsection*{3.1. Application to \( \pi/2 \)-precision curvature}

In this section we illustrate our approach on a very coarse approximation of curvature where we only allow boundary edges that are either horizontal or vertical. It is shown in [7] that the resulting energy can be formulated as in (2) where \( C \) contains the edges of an 8-connected neighborhood, see Fig. 6. In contrast we formulate the problem as (3) where \( V \) is the set of all \( 2 \times 2 \) patches. Consider the patches in Figure 4 and their curvature estimates. The patches have 4 pixel boundaries that intersect in the middle of the patch. To compute the curvature contribution of a patch we need to...
determine which of the 4 pixel boundaries also belong to the segmentation boundary. If two neighboring pixels (sharing a boundary) have different assignments then their common boundary belongs to the segmentation boundary.

Figure 5 shows the approach. We start by forming patches of size $2 \times 2$ into super nodes. This is done in a sliding window fashion, that is, super node $(r, c)$ consists of the nodes $(r, c), (r, c+1), (r+1, c)$ and $(r+1, c+1)$, where $r$ and $c$ are the row and column coordinates of the pixels.

Each super node label can take 16 values corresponding to states of the individual pixels. The curvature interaction and data terms of the original problem are now transformed to unary potentials. Note that since patches are overlapping pixels can be contained in up to four super nodes. In order not to change the energy we therefore weight the contribution from the original unary term, $f(x)$ in (1), to each patch such that the total contribution is 1. For simplicity we give pixels that occur $k$ times the weight $1/k$ in each super node.

Finally to ensure that each pixel takes the same value in all the super nodes where it is contained we add the "consistency" edges $E$ between neighboring super nodes (see Fig. 5). Note it is enough to use a 4-connected neighborhood.

Our two approaches from Figure 2 and [28, 7, 31] all assign the same curvature costs for the patches in Figure 4. Therefore, assuming that the global minimum can be found, they yield the same solution for $\pi/2$-precision curvature.

### 3.2. Efficient Message Passing

Since the number of labels can be very large when we have higher order factors it is essential to compute messages fast. The messages sent during optimization has the form

$$m^\lambda_{\alpha\beta}(X_\beta) = \min_{X_\alpha} (\alpha_{\beta}(X_\alpha, X_\beta) + h(X_\alpha)),$$

where $h$ is some function of super node label $X_\alpha$.

To compute the message we order the labels of both node $\alpha$ and $\beta$ into (disjoint) groups according to the assignments of the shared pixels. The message values $m^\lambda_{\alpha\beta}(X_\beta)$ for all the $X_\beta$ in the same group can now be found by searching for the smallest value of $h(X_\alpha)$ in the group consistent with the $X_\beta$. The label order depends on the direction of the edge between $\alpha$ and $\beta$, however it does not change during optimization and can therefore be precomputed at startup. The bottleneck is therefore searching the groups for the minimal value which can be done in linear time.

Note that this process does not require that all the possible patch assignments are allowed. For larger patches (see Section 3.4) some of the patch states may not be of interest to us and the corresponding labels can simply be removed.

Figure 3 compares our approach for $2 \times 2$ curvature to Generalized Roof Duality (GRD) [12]. We used TRW-S [15] with $2 \times 2$ patches and our efficient message passing scheme. Our approach gives no duality gap.

### 3.3. Lower Bounds using Trees

As observed in [7] the $2 \times 2$ curvature interaction reduces to pairwise interactions between all the pixels in the patch. In this discrete setting (1) reduces to (2) where $C$ consists of the edges of the underlying 8-connected graph, see Figure 6. Therefore it could in principle be solved using roof duality (RD) [26] or TRW-S [15]. (Note that this is only true for this particular neighborhood and the corresponding interaction penalty.) However, it may still be useful to form super nodes. Methods such as [15] work by decomposing...
the problem into subproblems on trees and combining the results into a lower bound on the optimal solution. Subtrees with super nodes are in general stronger than regular trees.

Consider for example the sub-tree $\mathcal{T}$ in Figure (6). We can form a similar sub-tree $\mathcal{T}_{2 \times 2}$ using the super nodes, see Figure 7. Note that the edges that occur twice within the super nodes have half the weight of the corresponding edges in Figure 6. Looking in the super nodes and considering the consistency edges we see that we can find two instances of $\mathcal{T}$ within $\mathcal{T}_{2 \times 2}$ (see Figure 7) both with weights 1/2 (here the edges that have weight 1 are allowed to belong to both trees). Hence if we view these two instances as independent and optimize them we get the same energy as optimization over $\mathcal{T}$ would give. In addition there are other edges present in $\mathcal{T}_{2 \times 2}$, and therefore this tree gives a stronger bound.

In a similar way, we can construct even stronger trees by increasing the patch size further (event though the interactions might already be contained in the patches). If we group super nodes in a sliding window approach we obtain a graph with $3 \times 3$ patches, see Figure 9. (We refer to the new nodes as super-duper nodes.) If we keep repeating this process we will eventually end up enumerating the entire graph, so it is clear that the resulting lower bound will eventually approach the optimum.

In Table 1 the same problem as in Figure 3 is solved using TRW-S without forming any super nodes.

### Table 1: Same as in Figure 3 without super nodes.

| $\lambda$ | Energy | Lower bound |
|----------|--------|-------------|
| $2.5 \cdot 10^{-5}$ | 4677 | 4677 |
| $2.5 \cdot 10^{-4}$ | 4680 | 4680 |
| $2.5 \cdot 10^{-3}$ | 4709 | 4705 |
| $2.5 \cdot 10^{-2}$ | 5441 | 4501 |
| $2.5 \cdot 10^{-1}$ | 16090 | -16039 |
| $2.5 \cdot 10^{0}$ | 15940 | -19990 |

### 3.4. Application to $\pi/4$ and $\pi/8$ precision curvature

For patches of size $2 \times 2$ it is only possible to encourage horizontal and vertical boundaries. Indeed, along a diagonal boundary edge all $2 \times 2$ patches look like the second patch in Figure 4. To make the model more accurate and include directions that are multiples of $\pi/4$ radians we will look at patches of a larger size, see Figure 2(c).

For multiples of $\pi/4$ radians it is enough to have $3 \times 3$ patches and for $\pi/8$ radians we use patches of size $5 \times 5$. However, the number of distinct patch-labels needed to encode the interactions (transitions between directions) is quite high. It is not feasible to determine their costs by hand.

To compute the specific label costs we generate representative windows of size slightly larger than the patch (for $3 \times 3$ patches we use $5 \times 5$ windows) that contain either a straight line or a transition between two directions of known angle difference. From this window we can determine which super node assignments occur in the vicinity of different transitions. We extract all the assignments and constrain their sum, as shown in Figure 2, to be the known curvature of the window. Furthermore, we require that the cost of each label is positive. If a certain label is not present in any of the windows we do not allow this assignment. This gives us a set of linear equalities and inequalities for which we can find a solution (using linear programming). The procedure gives 122 and 2422 labels for the $3 \times 3$ and $5 \times 5$ cases respectively. More details are given in Appendix B.

Figures 8 illustrates the properties of the different patch sizes. Here we took an image of a circle and segmented it using the 3 types of approximating patches. Note that there is no noise in the image, so simply truncating the data term would give the correct result. We segment this image using a very high regularization weight ($\lambda = 20$). In (b) horizontal and vertical boundaries are favored since these have zero regularization cost. In (b) and (c) the number of directions with zero cost is increased and therefore the approximation improved with the patch size. Figure 10 shows real segmentations with the different patch sizes (with $\lambda = 1$). Table 2 shows energies, lower bounds and execution times for a couple of methods. Note that all methods except GTRW-S use our super node construction, here we use the single separator implementation [16]. Thus, GTRW-S solves a
Figure 8: Segmentation results on a 81 × 81 pixel image using different patch sizes with same very high regularization weight (λ = 20). (a) - Data term, (b) - 2 × 2 patches clearly favors horizontal and vertical boundaries, (c) - 3 × 3 patches, favors directions that are multiples of π/4, (d) 5 × 5 patches, favors directions that are multiples of π/8.

Figure 10: Segmentation of the camera man using (from left to right) 2 × 2, 3 × 3 and 5 × 5 patches with λ = 1.

Figure 11: Logarithmic time plot for energy and lower bound over time for the 2 × 2 experiment in Table 2. For MPLP and GTRW-S we only show the final energy as a dot.

4. Other Applications

Our framework does not only work for curvature but applies to a general class of problems. In this section we will test our partial enumeration approach for other problems than curvature regularization.

4.1. Binary Deconvolution

Figure 12 (a) shows an image convolved with a 3 × 3 mean value kernel with additional noise added to it. The goal is to recover the original (binary) image. We formulate the energy as outlined in [25]. The resulting interactions are pairwise and Figure 12 (b) shows the solution obtained using RD, here the gray pixels are unlabeled. For comparison we also plotted the solution obtained when solving the same problem as RD but with [30] (c) and TRW-S (d). For these methods there are substantial duality gaps. In contrast (e) shows the solution obtained when forming super nodes with patches of size 3 × 3 and then applying TRW-S. Here there is no duality gap, so the obtained solution is optimal.

4.2. Stereo

In this section we optimize the energies occurring in Woodford et al. [37]. The goal is to find a dense disparity map for a given pair of images. The regularization of this method penalizes second order derivatives of the dis-
For \( \ell_1 \) methods independent of each other (not feeding solutions possibly due to the large number of unlabeled variables. For \( \ell_2 \) methods, we feed the solution from RD into our approach to ensure that each subproblem is identical for the two approaches, we feed the solution from RD into our approach when fusing "SegPln" proposals [37]. Starting from a randomized disparity map we fuse all the proposals. To compute the move [37] first reduces the interactions (using auxiliary nodes) and applies Roof duality (RD) [26]. In contrast, to compute the move [37] first reduces the interactions (using auxiliary nodes) and applies Roof duality (RD) [26]. In contrast, we decompose the problem into patches of size \( 3 \times 3 \), that contain entire triple interactions. Since the interactions will occur in as many as three super nodes we weight these so that the energy does not change.

Table 3 shows the results for the Cones dataset from [27] when fusing "SegPln" proposals [37]. Starting from a randomized disparity map we fuse all the proposals. To ensure that each subproblem is identical for the two approaches, we feed the solution from RD into our approach before running the next fusion. We also tested the "improve" heuristic [26] which gave a reduction in duality gap for RD. Running "probe" [26] instead of improve is not feasible due to excessive memory usage. (\( \dagger \)) Creating the problem instance not feasible due to excessive memory usage. (\( \ast \)) Inconsistent labeling.

We also compared the final energies when we ran the methods independent of each other (not feeding solutions into our approach). For \( \ell_1 \) regularization our solution has 0.82% lower energy than that of RD with "improve" and for \( \ell_2 \) regularization our solution is 7.07% lower than RD with "improve".
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Table 3: Averaged stereo results on Cones sequence. Relative gap is defined as (Energy-Lower bound)/Lower bound. (a) For $\ell_1$ regularization RD left 24% of the variables unlabeled. "Improve" lowered the average energy for RD to $1.4609 \cdot 10^{-10}$. (b) For $\ell_2$ regularization RD left 64% of the variables unlabeled. "Improve" lowered the average energy for RD to $1.4392 \cdot 10^{-10}$.

| Energy       | Lower bound | Relative gap | Time (s) |
|--------------|-------------|--------------|----------|
| Our          | $1.4558 \cdot 10^{10}$ | $1.4471 \cdot 10^{-14}$ | 315.3342 |
| RD           | $1.4637 \cdot 10^{10}$ | $9.3694 \cdot 10^{-3}$  | 1.9216   |
| Our/RD       | 0.9958      | 4.3825 \cdot 10^{-13} | 180.6839 |

| Energy       | Lower bound | Relative gap | Time (s) |
|--------------|-------------|--------------|----------|
| Our          | $1.3594 \cdot 10^{10}$ | $2.0394 \cdot 10^{-14}$ | 428.2557 |
| RD           | $1.5165 \cdot 10^{10}$ | $0.5756$       | 4.6479   |
| Our/RD       | 0.9092      | 6.0910 \cdot 10^{-15} | 111.8597 |

A. LP relaxation

In this appendix we relate our proposed partial enumeration approach to other methods, that optimize higher order energy factors, by analyzing the particular LP relaxation being solved.

A.1. Consistent Labelings

We consider energy functions of the form

$$E(x) = \sum_{\alpha \in \mathcal{C}} E_\alpha(x_\alpha)$$  \hspace{1cm}  (5)

where letter $\alpha$ denotes a cluster (i.e., a set of variables in $V$), $x_\alpha$ is the restriction of $x$ to $\alpha$, and $\mathcal{C}$ is some set of clusters. We assume that variable $x_i$ for $i \in V$ takes values in some discrete set of labels $\mathcal{L}_i$. Where appropriate, we will treat $\alpha$ as an ordered sequence of nodes (e.g., with respect to some total order on $V$). For a cluster $\alpha = (i_1, \ldots, i_k)$ we denote $\mathcal{L}_\alpha = \mathcal{L}_{i_1} \times \ldots \times \mathcal{L}_{i_k}$. We have, in particular, $x \in \mathcal{L}_V$.

Let us select another set of clusters $\mathcal{V}$ with the following property: for every $\alpha \in \mathcal{C}$ there exists $\beta \in \mathcal{V}$ such that $\alpha \subseteq \beta$. Clearly, we can equivalently rewrite energy (5) as an energy with unary and pairwise terms:

$$\hat{E}(X) = \sum_{\alpha \in \mathcal{V}} U_\alpha(x_\alpha) + \sum_{\{\alpha, \beta\} \in \mathcal{E}} P_{\alpha\beta}(X_\alpha, X_\beta)$$  \hspace{1cm}  (6)

Here $X_\alpha$ is a discrete variable that takes values in $\mathcal{L}_\alpha$. The pairwise potential $P_{\alpha\beta}$ is defined as follows: $P_{\alpha\beta}(X_\alpha, X_\beta) = 0$ if variables $X_\alpha$ and $X_\beta$ agree on the overlap $\alpha \cap \beta$, and $P_{\alpha\beta}(X_\alpha, X_\beta) = +\infty$ otherwise. It remains to specify how to choose the set of edges $\mathcal{E}$. One possibility would be to select all pairs $\{\alpha, \beta\}$ such that
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α, β ∈ V and α ∩ β ̸= ∅. However, in some cases we may be able to choose a smaller set.

Proposition A.1. Suppose that graph (V, E) satisfies the following property:

- For every pair of distinct clusters α, β ∈ V with γ = α ∩ β ̸= ∅ the subgraph (Vγ, Eγ) of (V, E) induced by the set of nodes Vγ = {α ∈ V | γ ⊆ α} is connected.

Then labeling X is consistent3 iff

\[ \sum_{(\alpha, \beta) \in E} P_{\alpha \beta}(X_\alpha, X_\beta) = 0. \]

Proof. One direction is trivial: if X is consistent then each pairwise term \( P_{\alpha \beta}(X_\alpha, X_\beta) \) is zero.

Suppose that \( P_{\alpha \beta}(X_\alpha, X_\beta) = 0 \) for all \( \alpha, \beta \in E \). Let us define labeling \( x \in L_V \) as follows: for a node \( p \in V \) select cluster \( \alpha \in V \) with \( p \in \alpha \) and set \( x_p := (X_\alpha)_p \).

We need to show that this definition does not depend on the exact choice of \( \alpha \). Consider two distinct clusters \( \alpha, \beta \in V \) with \( p \in \alpha \cap \beta \). By the assumption of the proposition, nodes \( \alpha, \beta \) are connected by a path \( \alpha_0, ..., \alpha_k \) in graph \( (V_\gamma, E_\gamma) \) where \( \gamma = \alpha \cap \beta \), \( p \in \gamma \). For each \( i \) we have \( P_{\alpha_i \alpha_{i+1}}(X_{\alpha_i}, X_{\alpha_{i+1}}) = 0 \), and so labelings \( X_\alpha \) and \( X_{\alpha_{i+1}} \) agree on \( p \in \alpha_i \cap \alpha_{i+1} \). An induction argument then shows that \( X_\alpha \) and \( X_\beta \) agree on \( p \), proving the claim.

Showing that the constructed labeling \( x \) is consistent with \( X_\alpha \) for each \( \alpha \in V \) is now straightforward. □

Figure 13: Example of proposition A.1 for the case of \( 2 \times 2 \) patches. The intersection \( \alpha \cap \beta \) is the red pixel which is also contained in \( \alpha_1 \). Therefore no diagonal consistency edge between \( \alpha \) and \( \beta \) is needed.

A.2. Analysis of LP relaxations

When we apply method like TRW-S to energy (6), we essentially solve a higher-order relaxation of the original energy (5). Many methods have been proposed in the literature for solving higher-order relaxations, e.g., [30, 17, 21, 36, 16] to name just a few. To understand the relation to these methods, we will analyze which specific relaxation is solved by our approach. We will then argue that the complexity of message passing in our scheme roughly matches that of other techniques that solve a similar relaxation. 4 In practice, the choice of the optimization method is often motivated by the ease of implementation; we believe that our scheme has an advantage in this respect, and thus may be preferred by practitioners.

Family of LP relaxations We use the framework of Werner [36] who described a large family of LP relaxations. Each relaxation is specified by two sets, \( F \) and \( J \). Set \( F \) contains clusters \( \alpha \subseteq V \), with \( C \subseteq F \). For each \( \alpha \in F \) and for each possible labeling \( x_\alpha \in L_\alpha \) an indicator variable \( \tau_\alpha(x_\alpha) \in \{0, 1\} \) is introduced; the integrality constraint is then relaxed to \( \tau_\alpha(x_\alpha) \in [0, 1] \). Set \( J \) contains pairs \( (\alpha, \beta) \) with \( \alpha, \beta \in F, \beta \subseteq \alpha; \) this means that \( (F, J) \) is a directed acyclic graph. For each edge \( (\alpha, \beta) \in J \) we add a consistency, or a marginalization constraint between \( \alpha \) and \( \beta \). The resulting relaxation is given by

\[
\begin{align*}
\min & \sum_{\alpha \in C} \sum_{x_\alpha} E_\alpha(x_\alpha) \tau_\alpha(x_\alpha) \quad (7a) \\
\text{s.t.} & \quad \sum_{x_\alpha} \tau_\alpha(x_\alpha) = 1 \quad \forall \alpha \in F \\
& \quad \sum_{x_\alpha : x_\alpha \sim x_\beta} \tau_\alpha(x_\alpha) = \tau_\beta(x_\beta) \quad \forall (\alpha, \beta) \in J, \forall x_\beta \\
& \quad \tau_\alpha(x_\alpha) \geq 0 \quad \forall \alpha \in F, \forall x_\alpha \quad (7d)
\end{align*}
\]

where notation \( x_\alpha \sim x_\beta \) means that labelings \( x_\alpha \) and \( x_\beta \) are consistent on the overlap area.

Adding more edges to \( J \) gives more constraints and thus leads to the same or tighter relaxation. The simplest choice is to set \( J = \{ (\alpha, \{i\}) | \alpha \in F, i \in \alpha \} \); in [16] this is called a relaxation with singleton separators. We will show next that our approach uses a larger set \( J \); experimental results in [16] and in our paper confirm that this gives a tighter relaxation.

Partial enumeration The main optimization technique studied in this paper is to convert energy (5) to energy (6) and then apply TRW-S algorithm [15] to the latter. It is known [34] that TRW techniques for pairwise energies attempt to solve a certain LP relaxation known as Schlesinger’s LP [35]. In order to understand the relation to previous techniques, we will formulate the resulting relaxation in terms of the original energy (5).

Definition A.2. Consider a high-order energy (5) with the set of factors \( C \). The maximal LP relaxation of (5) is the

\[ \sum \text{cardinality-based potentials} \]
relaxation (7) with \( \mathcal{F} = \{ \alpha \ | \ \alpha \subseteq \hat{\alpha} \text{ for some } \hat{\alpha} \in \mathcal{C} \} \) and \( J = \{ (\alpha, \beta) \ | \ \alpha, \beta \in \mathcal{F}, \beta \subset \alpha \} \).

**Theorem A.3.** Suppose that \( \mathcal{V} = \mathcal{C} \) and graph \((\mathcal{V}, \mathcal{E})\) satisfies the precondition of proposition A.1. Then Schlesinger’s LP relaxation for energy (6) is equivalent to the maximal LP relaxation of energy (5).

We will also prove the following result.

**Theorem A.4.** Suppose that graph \((\mathcal{F}, J)\) satisfies the following for any non-empty subset \( \beta \subseteq \alpha \) where \( \alpha \in \mathcal{F} \):

- The subgraph \((\mathcal{F}_\beta, J_\beta)\) of \((\mathcal{F}, J)\) induced by the set of clusters \( \mathcal{F}_\beta = \{ \alpha \in \mathcal{F} \ | \ \beta \subseteq \alpha \} \) is connected.

Then relaxation (7) with graph \((\mathcal{F}, J)\) is equivalent to the maximal LP relaxation of energy (5).

Proofs of these theorems are given in sections A.2.1 and A.2.2.

We say that graph \((\mathcal{F}, J)\) is maximal if it satisfies the following: (i) if \( \alpha \in \mathcal{F} \) then any non-empty subset of \( \alpha \) is also in \( \mathcal{F} \); (ii) if \( \alpha, \beta \in \mathcal{F} \) and \( \beta \subseteq \alpha \) then \( (\alpha, \beta) \in J \). We believe that using maximal graphs may often be beneficial in practice: they would give tighter relaxations compared to non-maximal graphs, and solving them should not be much more difficult. Indeed, if we use message passing algorithms then we need to send messages along edges \((\alpha, \beta) \in J\). A naive implementation of that takes \( O(|\mathcal{L}_\alpha|) \) time, and so the complexity of message passing is mainly determined by the size of maximal clusters in \( \mathcal{F} \). It remains to note that any non-maximal graph \((\mathcal{F}, J)\) can be extended to a maximal one without changing the set of maximal clusters.

Note that in our scheme sending a message from \( \alpha \) to \( \beta \) for \( (\alpha, \beta) \in \mathcal{E} \) takes \( O(|\mathcal{L}_\alpha| + |\mathcal{L}_\beta|) \) time, if we use the technique described in Section 3.2 of our main paper. Therefore, the complexity of applying TRW-S to energy (6) should roughly match the complexity of other message passing techniques that would solve an equivalent relaxation for the original energy (5). (One exception is when we have specialized high-order terms, as discussed in footnote 4).

**Approach in [17].** To conclude this section, we will discuss the relaxation solved in [17]. Their work also uses square patches, and thus bears some resemblance to our approach.

Eq. (2)-(5) in [17] say that they solve a relaxation with singleton separators for some set \( \mathcal{F} \), i.e. \( J = \{ \{ \alpha \}, \{ i \} \ | \ \alpha \in \mathcal{F}, i \in \alpha \} \). [17] proposes two ways for choosing set \( \mathcal{F} \) for a grid graph: (a) as patches of a fixed size \( K \times K \); (b) as horizontal and vertical stripes of sizes \( K \times N \) and \( M \times K \) respectively. In the first case set \( J \) is strictly smaller than in our relaxation (if we take \( \mathcal{V} \) as the set of patches \( K \times K \)), and the corresponding relaxation is weaker. The second case is more difficult to analyze, but we conjecture that the resulting relaxation would still weaker than ours. First, we believe that the relaxation would not change if we “break” stripes into patches while enforcing consistency between adjacent patches. Now for each patch \( \alpha \) of size \( K \times K \) we have two sets of indicator variables, \( \tau_{\alpha}^{\text{vert}}(\cdot, \cdot) \) and \( \tau_{\alpha}^{\text{hori}}(\cdot, \cdot) \). While these variables have strong connections to the appropriate neighbors of the same type (horizontal/vertical), the agreement between the two is enforced only loosely: they are just required to have the same unary marginals. Intuitively, we believe that this would be weaker than the relaxation described in Theorem A.3.

**A.2.1 Proof of Theorem A.3.**

First, let us write down the Schlesinger’s LP for energy (6). It uses variables \( \hat{\tau}_\alpha(x_\alpha) \) for \( \alpha \in \mathcal{V}, x_\alpha \in \mathcal{L}_\alpha \) and variables \( \hat{\tau}_{\alpha,\beta}(x_\alpha, x_\beta) \) for \( \{ \alpha, \beta \} \in \mathcal{E}, (x_\alpha, x_\beta) \in \mathcal{L}_\alpha \times \mathcal{L}_\beta \) where \( \hat{\tau}_{\alpha,\beta}(x_\alpha, x_\beta) \) and \( \hat{\tau}_{\beta,\alpha}(x_\beta, x_\alpha) \) are treated as the same variable. If \( x_\alpha \sim x_\beta \) then variable \( \hat{\tau}_{\alpha,\beta}(x_\alpha, x_\beta) \) will be zero at the optimum, since the associated cost is infinite. Thus, we can eliminate such variables from the formulation. We get the following LP:

\[
\begin{align}
\min & \sum_{\alpha \in \mathcal{V}} \sum_{x_\alpha} E_\alpha(x_\alpha) \hat{\tau}_\alpha(x_\alpha) \\
\text{s.t.} & \sum_{x_\alpha} \hat{\tau}_\alpha(x_\alpha) = 1 \quad \forall \alpha \in \mathcal{V} \\
& \sum_{x_\alpha} \hat{\tau}_{\alpha,\beta}(x_\alpha, x_\beta) = \hat{\tau}_\alpha(x_\alpha) \quad \forall \{ \alpha, \beta \} \in \mathcal{E}, \forall x_\alpha \\
& \hat{\tau}_\alpha(x_\alpha) \geq 0 \quad \forall \alpha \in \mathcal{V}, \forall x_\alpha \\
& \hat{\tau}_{\alpha,\beta}(x_\alpha, x_\beta) \geq 0 \quad \forall \{ \alpha, \beta \} \in \mathcal{E}, \forall x_\alpha, x_\beta \\
& \text{s.t. } x_\alpha \sim x_\beta
\end{align}
\]

Our goal is to show that this LP is equivalent to the LP (7) with the graph \((\mathcal{F}, J)\) defined in Theorem A.3. Let \( \hat{\Omega} \) and \( \Omega \) be the feasible sets of the two LPs. We will prove the claim by showing that there exist cost-preserving mappings \( \hat{\Omega} \to \Omega \) and \( \Omega \to \hat{\Omega} \).

**Mapping \( \hat{\Omega} \to \Omega \).** Given a vector \( \hat{\tau} \in \hat{\Omega} \), we define vector \( \tau \) as follows. Consider \( \gamma \in \mathcal{F} \). By the definition of \( \mathcal{F} \), there exists \( \alpha \in \mathcal{V} \) with \( \gamma \subseteq \alpha \). We set

\[
\tau_\gamma(x_\gamma) = \sum_{x_\alpha : x_\alpha \sim x_\gamma} \hat{\tau}_\alpha(x_\alpha)
\]

Let us show that this definition does not depend on the choice of \( \alpha \). Suppose there are two clusters \( \alpha, \beta \in \mathcal{V} \) with \( \gamma \subseteq \alpha \cap \beta \). We consider three cases:

**Case 1:** \( \gamma = \alpha \cap \beta, \{ \alpha, \beta \} \in \mathcal{E} \). Using condition (8c) for
pairs \((\alpha, \beta)\) and \((\beta, \alpha)\), we obtain the desired result:
\[
\sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_\alpha(x_{\alpha}) = \sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_{\alpha\beta}(x_{\alpha}, x_{\beta}) = \sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_\alpha(x_{\alpha})
\]
\[
= \sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_{\alpha\beta}(x_{\alpha}, x_{\beta}) = \sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \hat{\tau}_{\alpha\beta}(x_{\alpha}, x_{\beta}) = \sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \hat{\tau}_\beta(x_{\beta})
\]

Case 2: \(\gamma \in \alpha \cap \beta, \{\alpha, \beta\} \in \mathcal{E}\). Denote \(\gamma' = \alpha \cap \beta\). Using the result that we just proved we obtain
\[
\sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_\alpha(x_{\alpha}) = \sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_\beta(x_{\beta}) = \sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \hat{\tau}_\beta(x_{\beta})
\]

Case 3: \(\{\alpha, \beta\} \notin \mathcal{E}\). By the assumption of Proposition A.1, nodes \(\alpha\) and \(\beta\) are connected by a path \(\alpha_0, \ldots, \alpha_k\) in graph \((\mathcal{V}, \mathcal{E}, \mathcal{F})\). Note, \(\gamma \subseteq \alpha \cap \beta \subseteq \alpha\), for each \(i \in [0, k]\). As proved above, for each \(i \in [0, k - 1]\) there holds
\[
\sum_{x_{\alpha_i}, x_{\alpha_i} \sim x_{\gamma}} \hat{\tau}_{\alpha_i}(x_{\alpha_i}) = \sum_{x_{\alpha_{i+1}}, x_{\alpha_{i+1}} \sim x_{\gamma}} \hat{\tau}_{\alpha_{i+1}}(x_{\alpha_{i+1}})
\]

Using an induction argument, we obtain the desired result.

We proved that (9) is a valid definition that does not depend on the choice of \(\alpha\). Showing that obtained vector \(\tau\) satisfies (7c) for each \((\alpha, \beta) \in J\) is straightforward: in the definition (9) for \(\tau_\alpha(x_{\alpha})\) and \(\tau_\beta(x_{\beta})\) we need to select the same cluster \(\hat{\alpha} \in \mathcal{V}\) with \(\beta \subseteq \alpha \subseteq \hat{\alpha}\), then (7c) easily follows. Condition (8b) implies (7b) for all \(\alpha \in \mathcal{V}\); combining this with (7c) gives condition (7b) for all \(\alpha \in \mathcal{F}\). We proved that \(\tau \in \Omega\).

Mapping \(\Omega \to \hat{\Omega}\). Consider vector \(\tau \in \Omega\). We define \(\hat{\tau}_\alpha(x_{\alpha}) = \tau_\alpha(x_{\alpha})\) for clusters \(\alpha \in \mathcal{V}\) and labelings \(x_{\alpha}\). For each edge \(\{\alpha, \beta\} \in \mathcal{E}\) and labelings \(x_{\alpha} \sim x_{\beta}\) we define
\[
\hat{\tau}_{\alpha\beta}(x_{\alpha}, x_{\beta}) = \frac{\tau_{\alpha}(x_{\alpha}) \tau_{\beta}(x_{\beta})}{\tau_{\gamma}(x_{\gamma})}
\]
where \(\gamma = \alpha \cap \beta\); if \(\tau_{\gamma}(x_{\gamma}) = 0\) then we define \(\hat{\tau}_{\alpha\beta}(x_{\alpha}, x_{\beta}) = 0\).

Let us show that (8c) holds for a pair \(\{\alpha, \beta\} \in \mathcal{E}\) and a fixed labeling \(x_{\alpha}\). Denote \(\gamma = \alpha \cap \beta\), and let \(x_{\gamma}\) be the restriction of \(x_{\alpha}\) to \(\gamma\). If \(\tau_{\gamma}(x_{\gamma}) = 0\) then from (7c),(7d) we have \(\tau_{\gamma}(x_{\gamma}) = 0\), and so both sides of (8c) are zeros. Otherwise we can write
\[
\sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \hat{\tau}_{\beta}(x_{\beta}) = \frac{\tau_{\alpha}(x_{\alpha})}{\tau_{\gamma}(x_{\gamma})} \sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \hat{\tau}_{\beta}(x_{\beta}) = \frac{\tau_{\alpha}(x_{\alpha})}{\tau_{\gamma}(x_{\gamma})} \cdot \tau_{\gamma}(x_{\gamma}) = \hat{\tau}_\alpha(x_{\alpha})
\]
where we used condition (7c). We proved that \(\hat{\tau} \in \hat{\Omega}\).

We finished the construction of mappings \(\hat{\Omega} \to \Omega\) and \(\Omega \to \hat{\Omega}\). In both cases we have \(\hat{\tau}_\alpha(x_{\alpha}) = \tau_\alpha(x_{\alpha})\) for \(\alpha \in \mathcal{V}\), and therefore the mappings are cost-preserving.

A.2.2 Proof of Theorem A.4

Denote \(\hat{\mathcal{F}} = \{\alpha \mid \alpha \subseteq \hat{\alpha}\} \) for some \(\hat{\alpha} \in \mathcal{F}\) and \(\hat{J} = \{(\alpha, \beta) \mid \alpha, \beta \in \mathcal{F}, \beta \subseteq \alpha\}\). Let \(\tau\) be a feasible vector of relaxation (7) with the graph \((\mathcal{F}, J)\). It suffices to show that such vector can be extended to a feasible vector \(\hat{\tau}\) of relaxation (7) with the graph \((\hat{\mathcal{F}}, \hat{J})\).

Consider \(\gamma \in \hat{\mathcal{F}}\). By the definition of \(\hat{\mathcal{F}}\), there exists \(\alpha \in \mathcal{F}\) with \(\gamma \subseteq \alpha\). We set
\[
\hat{\tau}_\gamma(x_{\gamma}) = \sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_\alpha(x_{\alpha})
\]
(11)

Let us show that this definition does not depend on the choice of \(\alpha\). Suppose that there exist two clusters \(\alpha, \beta \in \mathcal{F}\) with \(\gamma \subseteq \alpha \cap \beta\). We need to show that
\[
\sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \hat{\tau}_\alpha(x_{\alpha}) = \sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \hat{\tau}_\beta(x_{\beta})
\]
(12)

By the assumption of the theorem, nodes \(\alpha\) and \(\beta\) are connected in graph \((\mathcal{F}_\gamma, J_\gamma)\). It suffices to prove the claim in the case when \(\alpha\) and \(\beta\) are connected by a single edge; the main claim will then follow by induction on the length of the path between \(\alpha\) and \(\beta\).

Assume that \((\alpha, \beta) \in J\) (the case \((\beta, \alpha) \in J\) is symmetric). By the choice of \(\alpha, \beta\) we have \(\gamma \subseteq \beta \subseteq \alpha\). Using that facts that \(\tau\) is feasible and \((\alpha, \beta) \in J\), we can write
\[
\sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \tau_\beta(x_{\beta}) = \sum_{x_{\beta}, x_{\beta} \sim x_{\gamma}} \sum_{x_{\alpha}, x_{\alpha} \sim x_{\beta}} \tau_\alpha(x_{\alpha}) = \sum_{x_{\alpha}, x_{\alpha} \sim x_{\gamma}} \tau_\alpha(x_{\alpha})
\]
We proved that eq. (11) gives a valid definition of vector \(\hat{\tau}\) that does not depend on the choice of \(\alpha\). From this definition we obtain that \(\hat{\tau}_\alpha = \tau_\alpha\) for all \(\alpha \in \mathcal{F}\). It is also straightforward to check that \(\hat{\tau}\) satisfies marginalization constraint (7c) for any \((\alpha, \beta) \in J\).

B. Patch Cost Assignments

In this appendix we describe our approach of determining patch costs for \(\pi/4\) precision curvature with patches of size \(3 \times 3\) (the case of \(\pi/8\) precision with \(5 \times 5\) patches is similar). Since patches are overlapping changes in boundary direction will be visible in the assignments of more than one super node. We need to make sure that the total contribution of the patch assignments equals the curvature of the segmentation boundary.
To determine the assignments in the case of $3\times 3$ patches, we generate windows of size $5\times 5$. These windows contain the binary assignments that would result from a segmentation boundary which transitions between two directions at the center of the window, see Figures 14 and 15. Note that all combinations of edges are obtained through symmetries (rotations, reflections and inversions) of these windows. By looking in these windows we can determine all super node assignments that are present in the vicinity of such a transition and constrain their sum to be the correct curvature penalty.

Consider for example the window in Figure 16. If we let the labels of the super nodes be $l_a$ where $a \in 0, ..., 511$ encodes the state of the individual pixels then the patch in Figure 16 gives us the linear constraint

$$l_{38} + l_{311} + l_{447} + l_{452} + l_{486} + l_{503} + l_{504} + l_{508} + l_{510} = \frac{3\pi}{4}. \quad (13)$$

In a similar way each window/boundary transition gives us a linear equality constraint. In addition we require that $l_a \geq 0, \forall a \in 0, ..., 511$ and that $l_a = 0$ for the labels that do not occur in any of the windows. This gives us a system of linear equalities and inequalities. To find a solution we randomly select a linear cost function (with positive entries) and solve the resulting linear program. Since the system is under determined the individual label costs can vary depending on the random objective function. However, the linear equalities ensure that the resulting curvature estimate obtained for each transition between boundary directions is correct when combining patch assignments.