Interval Cross Efficiency Measurement for General Two-Stage Systems
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The data envelopment analysis (DEA), which is based on mathematical programming, is employed to measure the relative efficiency of several homogeneous decision-making units (DMUs) with multiple inputs and outputs. There has been extensive research on developing the classical DEA models for various forms and conditions. For example, ranking models such as cross efficiency have been proposed to address the shortcomings of the self-evaluation and nonuniqueness of optimum weights in the classical models. The network models are provided to calculate the efficiency of component divisions with internal processes and operations. There are also several models for ranking inaccurate and uncertain data, including interval, fuzzy, probability, and stochastic data. But ranking the units for issues that have all these conditions is not possible with the available models because such issues need a single model in which all these conditions are included. One of the applications of the DEA approach is in the banking industry. The banking process is a general two-stage network system. This system displays a high level of matching with the banking industry because of two levels of production and financial intermediation in banking procedures.

There is often no accurate data for real-world problems. Our data in the case study of this paper are interval. In addition, given that our goal is to rank the units and that there is no distinction between the efficient units in the CCR and BCC models, we suggested using the cross efficiency model. In this study, we will offer several models for combining the cross efficiency and network with interval data. The proposed models are based on different approaches presented to calculate the efficiency of general two-stage systems. The scope of this paper on the DEA is shown in Figure 1.

1. Introduction

The efficiency measurement or the data envelopment analysis (DEA) can well assess the efficiency of homogeneous units with the same input and outputs. The classical models proposed by Charnes, Cooper, and Rhodes [1] (CCR) and Banker, Charnes, and Cooper [2] (BCC) were immediately enhanced by researchers. The cross efficiency approach is provided to rank and address the shortcomings of the self-evaluation and nonuniqueness of optimum weights in the classical models. The network models are provided to calculate the efficiency of component divisions with internal processes and operations. There are also several models for ranking inaccurate and uncertain data, including interval, fuzzy, probability, and stochastic data. But ranking the units for issues that have all these conditions is not possible with the available models because such issues need a single model in which all these conditions are included. One of the applications of the DEA approach is in the banking industry. The banking process is a general two-stage network system. This system displays a high level of matching with the banking industry because of two levels of production and financial intermediation in banking procedures.

There is often no accurate data for real-world problems. Our data in the case study of this paper are interval. In addition, given that our goal is to rank the units and that there is no distinction between the efficient units in the CCR and BCC models, we suggested using the cross efficiency model. In this study, we will offer several models for combining the cross efficiency and network with interval data. The proposed models are based on different approaches presented to calculate the efficiency of general two-stage systems. The scope of this paper on the DEA is shown in Figure 1.
The models provided in this study will be validated based on a case study for ranking 17 branches of an Iranian bank. The rest of this study is organized as follows: In Section 2, the related research on the DEA, cross efficiency, network efficiency, and interval deficiency are reviewed. In Section 3, several models are offered to calculate the cross efficiency of the interval network. Section 4 is devoted to discussing the applications of the provided models in the banking industry in a case study. Finally, conclusions and suggestions are provided in Section 5.

2. Literature Review

The data envelopment analysis is linear and nonparametric programming for measuring the relative efficiency of a set of decision-making units with multiple inputs and outputs. To make decisions on the efficiency of a unit, it should be compared with its counterpart homogeneous units. A homogeneous unit is a unit with inputs and outputs similar to those in the other units under evaluation. Mentioning the difficulties in measuring the efficiency of units with multiple inputs and outputs, Farrell [3] for the first time introduced a method for measuring the efficiency of the agricultural section in America based on economic theories. Because of the practical problems and limitations of his method regarding the constant returns to scale, it did not find any practical application, and practical methods for measuring efficiency were introduced over time. One of these methods was the DEA introduced by Charnes, Cooper, and Rhodes [1] for measuring the relative efficiency of the national schools in America. This model was developed based on Farrell’s definition of relative efficiency as the ratio of the sum of homogeneous outputs to inputs.

Consider $n$ units under homogeneous evaluation where $j$ indicates the number of units. Each unit has $m$ inputs and $s$ outputs. The inputs and outputs are represented by parameters $X_i$ and $Y_r$, respectively. For each input $X_{ij}$, there is a variable weight $v_i$, and for each output $Y_{rij}$, there is a variable weight $u_r$. The efficiency of $DMU_d$, $d \in j$, is denoted by $E_d$. Model (1) is a fractional CCR model with a constant return to scale, which can be transformed into linear model (2) through changing Charnes and Cooper’s [4] variable. In all the fractional models, the denominator variables must be greater than a very small number $\epsilon$ in order that the denominator not to be zero.

$$
E_d = \max \frac{\sum_{r=1}^{s} u_r Y_{rd}}{\sum_{i=1}^{m} v_i X_{id}}
$$

(1)

$$
\sum_{i=1}^{m} v_i X_{id} = 1,
$$

$$
\sum_{r=1}^{s} u_r Y_{rd} \leq 1 \quad \forall j = 1, \ldots, n,
$$

$$
u_r \geq 0 \quad \forall r = 1, \ldots, s,
$$

$$v_i \geq \epsilon \quad \forall i = 1, \ldots, m,
$$

$$
E_d = \max \frac{\sum_{r=1}^{s} u_r Y_{rd}}{\sum_{i=1}^{m} v_i X_{id}},
$$

(2)

$$
\sum_{r=1}^{s} u_r Y_{rd} - \sum_{i=1}^{m} v_i X_{id} \leq 0 \quad \forall j = 1, \ldots, n,
$$

$$
u_r \geq 0 \quad \forall r = 1, \ldots, s,
$$

$$v_i \geq \epsilon \quad \forall i = 1, \ldots, m.$$
The mentioned model can be solved for any decision-making unit separately. The resultant efficiency is a figure ranging from 0 to 1. If the unit is efficient, it means that it is present in the production possibility set and its efficiency is equal to 1. Otherwise, the score given to an independent unit is less than 1 and below the production possibility set.

The classical models assign varying weights to the inputs and outputs for each DMU and maximize the efficiency of that unit. There are several problems in this respect. Firstly, the weights assigned to the inputs and outputs are not unique across the DMUs. In addition, the weights of some inputs or outputs may be approximated to be 0, underestimating the inputs and outputs. Secondly, there is a lack of differentiation between the efficient units. The reason is the value of efficiency is equal to 1, obtained for all the efficient units. Various ranking models have been offered to solve these problems. Hosseinzadeh Lotfi et al. [5] investigated and categorized all of the ranking methods. The super efficiency offered by Andersen and Petersen [6] and Mehrabian et al. [7], the common weight offered by Jahanshahloo et al. [8], the benchmarking offered by Sueyoshi [9], and the multicriteria decision-making offered by Li and Reeves [10] are among the famous models.

2.1. Cross Efficiency. The efficiency calculated by the classical models is commonly known as self-evaluation, in which each DMU with a favorite weight evaluates itself. If the efficiency of each DMU is calculated according to the favorite weights of other DMUs, another evaluation has occurred. The cross efficiency approach evaluates both the self-evaluation and the other evaluation if it is more reasonable and valid than the self-evaluation. This approach was first introduced by Sexton [11]. We have defined the cross efficiency of $DMU_d$, as measured by $DMU_{ik}, k \neq j$, as the ratio of the weighted output to the weighted input obtained when we use the input and output levels of $DMU_d$ and the input and output weights derived for $DMU_k$. $E_{dk}$ is the entry in row $d$ and column $k$. Accordingly, the self-evaluations of the individual units are performed through model (2), and then each unit is evaluated considering the input and output weights of other units through equation (3). The matrix for the cross efficiency is formed and displayed in Table 1. Finally, the average linear efficiency of all the units is calculated, and the units are ranked from the highest value to the lowest one.

$$E_{dk} = \frac{\sum_{i=1}^{n} u_k^i Y_{id}}{\sum_{i=1}^{n} v_k^i X_{id}}$$

(3)

Although the cross efficiency approach has solved many problems of the earlier common DEA, it has its own drawbacks as well, including: (1) the weights obtained by the CCR model are not unique, and the model has multiple answers; therefore, using each of these efficient weight sets to calculate the elements of the cross efficiency matrix will lead to the emergence of different values, and consequently, the calculated rankings through the cross efficiency are not unitary. (2) This evaluation is contradictory and imbalanced because each DMU may determine a different total value (average value) in the other DMUs; that is, the DMUs with lower efficiencies than others have a more profound effect in the assessment of the cross efficiency, and vice versa. In other words, if we find the efficiencies of the DMUs based on the weights of a single inefficient DMU and sum them up, the calculated value will be larger than in the case where the efficiency of DMUs are calculated based on a single efficient DMU. Although we have adopted arithmetic average to calculate the cross efficiency based on the requirements of homogeneity of the DEA and have considered the same value for all the DMUs, not all of them have the same effect on the calculation of the final cross efficiency, that is, some DMUs are generous and some others are not. (3) Regarding the detachment of average weights [12], we can use range, median, variance, or other factors as well. (4) The average cross efficiency is not the same as the Pareto efficiency [13]. (5) The efficiency of self-evaluation, that is, the main diagonal of the matrix, is the major division of the assessment of cross efficiency [14], while the weights assigned to them are different across the DMUs. (6) The average cross efficiency does not represent the real performance of all the DMUs because it simply ignores the relative significance and sums them up equally [15]. (7) The self-evaluation efficiency cannot play an adequate role in the final and overall evaluations and rankings [16]. In the calculation of the linear average, we have considered equal values for all the elements, so that for the efficiency of self-evaluation, that is, the main diagonal of the matrix, we have considered $1/n$ of a unit, and for another evaluation efficiency, $n − 1/n$ of a unit, which does not seem logical.

There are various methods for addressing the shortcomings of the cross efficiency approach, the most prominent of which is the concept of a secondary goal. The introduction of a secondary goal can be regarded as an opportunity to discover a more appropriate strategy to choose the weights that are closer to more suitable conditions. Using the functions of the secondary goal can resolve the nonuniqueness of the optimum weights. According to this concept, model (2) is solved in the first stage to calculate the efficiency of the DMU under evaluation. In the second stage, through solving another model, the unique weights can be found to calculate the cross efficiency. The second model can optimize the secondary goal if the efficiency remains at the calculated efficiency level through model (2). There have been various secondary goals. Doyle and Green [17] for the first time proposed two models for calculating efficiency: aggressive and benevolent. The benevolent model calculates the maximum efficiency for all the DMUs except for the DMU under evaluation if the efficiency of the DMU

| Table 1: Cross efficiency matrix. |
|----------------------------------|
| **Rating** | 1 | 2 | $\cdots$ | $n$ |
| **DMU_d** | 1 | $E_{d1}$ | $E_{d2}$ | $\cdots$ | $E_{dn}$ |
| 2 | $E_{d1}$ | $E_{d2}$ | $\cdots$ | $E_{dn}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $n$ | $E_{n1}$ | $E_{n2}$ | $\cdots$ | $E_{nn}$ |
under evaluation remains at the CCR efficiency level. Another famous approach was introduced by Oral et al. [18]. They addressed optimizing the efficiency of DMU \(_k\) in the objective function if the DMU \(_d\) remains at the optimum value of \(E_{d}^{dd}\). This approach is represented by model (4):

\[
E_{d}^{kk} = \max \sum_{r=1}^{s} u_{r} Y_{rk} \over \sum_{i=1}^{m} v_{i} X_{ik} 
\]

\[
\sum_{r=1}^{s} u_{r} Y_{rd} = E_{d}^{dd},
\]

\[
\sum_{i=1}^{m} v_{i} X_{id} \leq 1 \forall j = 1, \ldots, n,
\]

\[
u_{r} \geq 0 \forall r = 1, \ldots, s,
\]

\[
v_{i} \geq \varepsilon \forall i = 1, \ldots, m.
\]

Carrillo and Jorge [19] offered a new approach to calculate cross efficiency. Their approach focuses on the calculation of the optimum weight for each DMU regardless of its effect on the evaluation of the other DMUs. They adopted the multicriteria decision analysis (MCDA) in some relationships to invest the concept of ideal and nonideal units. Li et al. [20] offered a balanced approach to calculate cross efficiency. Initially, they offered a corrective measure to change the results of the traditional cross efficiency to a common and consistent evaluation standard for all the DMUs. They then offered a game-like iterative approach to obtain the optimal value for the balanced cross efficiency. Hou et al. [21] categorized the methods of resolving the problems about the cross efficiency emphasized by the researchers into two categories. The first category deals with the selection of competition and corporation, and the second one deals with the aggregation of cross efficiency matrix. After finding the ideal and nonideal points, they incorporated these points into the cross efficiency model, suggesting two models, the cross efficiency matrices of which would be their outputs. Finally, they transform these two matrices into an equation giving the arithmetic mean, geometric mean, and variance to calculate the final efficiency of each DMU.

Ang et al. [22] introduced the concept of group cross efficiency by two definitions: the first is the average efficiency in which the group efficiency is calculated as the average of its members’ efficiencies; the second one is the weakest efficiency in which the members’ worst efficiency represents the group efficiency. Assuming that there is competition between the groups, their secondary goal minimizes the group efficiencies only if the efficiency of a specific group remains at the calculated value. The weights used in their model are common and show the uniform management of the central team. Consequently, they offered two group cross aggressive models. Kuang [23] investigated the efficiency of 18 railway bureaus using a combination of the super efficiency and cross efficiency approaches. Firstly, they obtained the ideal weight for each DMU through its super efficiency and then calculated the values of the cross efficiency matrix. Li et al. [24] offered a model for allocating the fixed cost to DMUs using a cooperative game and cross efficiency. In their approach, each DMU is considered as a player, and a superadditive characteristic function is defined for coalitions of the DMUs. All the DMUs have incentives to construct coalitions in order to increase their postallocation efficiencies. In a coalition, the inputs and outputs of the DMUs under evaluation are summed. Then, the Shapley value is calculated for each DMU, and accordingly, the associated common weights are optimized to determine the final allocation plan.

2.2 Network Data Envelopment Analysis. In the cross efficiency approach, many researchers regard the system as a whole unit despite the fact that many systems have internal structures and comprised interdependent components. Many studies such as Castelli et al. [25] and Kao and Hwang [26] have demonstrated that ignoring the operations of the component divisions can lead to misleading results. For example, a system may be efficient, while all the divisions are inefficient, or all the divisions in a DMU may have larger or equal efficiency to those of another, while the efficiency of the system is lower. Kao and Liu [27] offered a model for calculating the cross efficiency for the two series and parallel network systems.

Network systems can have different structures, including series, parallel, mixed, hierarchical, intermediate outputs, intermediate inputs, shared input, feedback, and so on, all of which are concepts with applications in the network data envelopment analysis (NDEA). Kao [28] has thoroughly covered the NDEA concepts. In section 11, he has addressed many approaches to calculating the efficiency in a general two-stage structure, which is employed in our models as well.

The general two-stage system discussed in this section has the structure shown in Figure 1, where stage 1 applies the exogenous inputs \(X_{i}^{(1)}, i = 1, \ldots, m(1)\) to produce the final outputs \(Y_{r}^{(1)}, r = 1, \ldots, s(1)\) and intermediate products \(Z_{g}^{(1)}, g = 1, \ldots, h\) and stage 2 applies the exogenous inputs \(X_{i}^{(2)}, i = m(1) + 1, \ldots, m\) and intermediate products \(Z_{g}^{(2)}, g = 1, \ldots, h\) to produce the final outputs \(Y_{r}^{(2)}, r = s(1) + 1, \ldots, s\). The efficiencies of stage 1, stage 2, and system are denoted by \(E_{d}^{(1)}, E_{d}^{(2)}\) and \(E_{d}^{(T)}\), respectively. Regarding the structure shown in Figure 2, Kao [28] introduces the following methods to calculate efficiency. The simplest method is to use the arithmetic average of two divisions as the efficiency of the system.

Liang et al. [29] introduced the game approach, where two divisions or two players increase the efficiency of the system. Their approach can have two modes of cooperative and noncooperative. In the noncooperative mode, one of the divisions is a leader, and the other one is a follower. Here, if division A is the leader, then division B is the follower. First, the efficiency of division A is calculated, and then the efficiency of division B is derived by adding the constraint that the efficiency of division A remains at the previously calculated value. The system efficiency is calculated as follows:

\[
E_{d}^{(T)} = \frac{1}{2} \left( E_{d}^{(1)} + E_{d}^{(2)} \right).
\]
Fathollah Bayati and Sadjadi [30] developed the generalized NDEA models to examine the efficiency of two-tier suppliers under cooperative and noncooperative strategies where each tier has its own inputs/outputs and some outputs of the first tier can be fed back to the second tier.

If the two players or the two divisions cooperate with each other, the efficiency of the system is calculated by the use of a model, the objective function of which is as follows. Accordingly, the (average) efficiency of the two divisions is maximized only if the efficiency of each division does not exceed 1.

$$E_d^{(T)} = \max \frac{1}{2} \left( \frac{\sum_{r=1}^{s(1)} u_r Y_{rd}^{(1)} + \sum_{g=1}^{h} w_g Z_{gd}}{\sum_{i=1}^{m(1)} \nu_i X_{id}^{(1)}} + \frac{\sum_{r=s(1)+1}^{s} u_r Y_{rd}^{(2)} + \sum_{g=1}^{h} w_g Z_{gd}}{\sum_{i=m(1)+1}^{m} \nu_i X_{id}^{(2)}} \right). \quad (6)$$

The objective function for a case where the efficiency of the system is obtained by multiplying the two divisions is presented by the following equation:

$$E_d^{(T)} = \max \sum_{r=1}^{s} u_r Y_{rd} + \sum_{g=1}^{h} w_g Z_{gd}. \quad (7)$$

Another approach considers the aggregation of efficiency, according to which, the system efficiency is calculated through the weighted average of the efficiencies of the divisions. The weight of each division is calculated using the ratio of the input of that division to the whole inputs of the system. After simplification and linearization, the objective function of the aggregation model is represented by the following equation:

$$E_d^{(T)} = \max \left( \frac{\sum_{r=1}^{s(1)} u_r Y_{rd}^{(1)} + \sum_{g=1}^{h} w_g Z_{gd}}{\sum_{i=1}^{m(1)} \nu_i X_{id}^{(1)}} \times \frac{\sum_{r=s(1)+1}^{s} u_r Y_{rd}^{(2)} + \sum_{g=1}^{h} w_g Z_{gd}}{\sum_{i=m(1)+1}^{m} \nu_i X_{id}^{(2)}} \right). \quad (8)$$

Khademi Zare et al. [31] presented a new robust two-stage DEA for efficiency evaluation of the electricity power production and distribution companies. The robust optimization technique has been introduced for entering perturbation in mathematical programming problems such as two-stage DEA.

### 2.3. Interval Data Envelopment Analysis

In reality, many issues encounter data uncertainty. Interval data are the simplest type of uncertainty among fuzzy, probable, grey, and other types of data. Assuming that the inputs and outputs of a DMU are intervals, we represent them by $(X_i^L, X_i^U)$ and $(Y_r^L, Y_r^U)$, where indices L and U represent the lower and upper bounds, respectively. Calculation of a lower bound and an upper bound for the efficiency of a given DMU is as follows: $(E_d^L, E_d^U)$. Despotis and Smirlis [32] offered models (9) and (10) for the lower and upper bounds of the efficiency, respectively, assuming that the lower bound for a DMU occurs when it is in the worst condition and the other DMUs are in best conditions, and vice versa. It should be noted that a unit is in the best condition when it has the most outputs and the least inputs.

**Stage 1**

- $X_i$ (1)
- $X_i$ (2)
- $Y_r$ (2)
- $Y_r$ (1)

**Stage 2**

- $Z_g$
- $g = 1, ..., h$
- $r = s(1) + 1, ..., s$

**Figure 2: General two-stage system.**
3. Methodology

In this section, several models are offered to calculate the network interval cross efficiency. We offer the models based on the combination of several approaches such as the approach of Oral et al. [18] for cross efficiency and that of Despotis and Smirlis [32] for interval efficiency. There are also other approaches including an approach to calculate the network efficiency for a general two-stage case such as calculating the system efficiency as the average of two divisions, the noncooperative game approach (leader and follower), the cooperative game approach, the efficiency aggregation approach for the additive form, and the efficiency aggregation approach for the multiplicative form mentioned in the previous section. Consider the network structure shown in Figure 2 and known as the general two-stage structure.

Initially, we need to calculate the lower and upper bounds of each division for all the DMUs. Table 2 represents the models needed to calculate the lower-bound efficiency of the two divisions in the fractional and linear modes. In the fractional mode, the goal can be achieved when DMU$_d$ is in the worst condition, that is, having the least output and the most input. The first constraint ensures that all the DMUs are in the best conditions and the maximum efficiency value is 1, and the second constraint ensures that the maximum efficiency value for DMU$_d$ is 1.

To prevent multiplicity of models, in all the models that are going to be presented in the rest of the paper, it suffices to offer the model for calculating the lower bound. Calculating the upper bound of the cross efficiency is possible by changing the upper bounds to the lower bounds, and vice versa.

3.1. Interval Cross Efficiency of a General Two-Stage Network System: Average of Two-Division Approach. In this case, the upper and lower bounds of the cross efficiency of the two divisions are calculated separately, and then the efficiency of the system is assessed using the arithmetic average. The models for calculating the lower bound of cross efficiency of both the divisions and system in both the fractional and linear modes are depicted in Table 3. In the fractional mode, the goal can be achieved only if DMU$_k$ is in the worst condition, that is, the least output and the most input. The first constraint ensures that optimal weights are achieved when the efficiency value of DMU$_d$ is the same as the calculated value as in Table 2. The second constraint ensures that the other DMUs except for indices $k$ and $d$ are in the best conditions and the maximum value of efficiency is 1. The third constraint ensures that the maximum efficiency value of DMU$_k$ is 1.

3.2. Cross Efficiency of a General Two-Stage Network System: Noncooperative Game Approach. Assuming that both the divisions are increasing the efficiency of the system without cooperation, one of them should initially calculate its own efficiency as the leader, and then the second division calculates its own efficiency as a follower only if the efficiency of the leader division remains the same throughout the calculations. Table 4 illustrates the models for calculating the lower bound of cross efficiency for the follower division in the fractional and linear modes as well as the efficiency of the system. The values for the lower bound of the cross efficiency for the leader division are computed as in Table 3. The description of the proposed model is similar to that of the other divisions, while three constraints are added to the model in order to keep constant the efficiency value of the leader division in the calculated value and prevent other DMUs in the leader division from exceeding 1.

3.3. Interval Cross Efficiency of the General Two-Stage Network System: Cooperative Game Approach. Assuming that the two divisions are increasing the efficiency of the system with cooperation; initially, the lower bounds of the efficiency values of all the DMUs are calculated using model (11), and then the lower bound of the cross efficiency is calculated using model (12). The purpose of model (12) is to maximize the arithmetic average of the efficiencies of DMU$_k$ only if the efficiency of DMU$_d$ remains the same as in model (11) and
Table 2: Lower-bound efficiency of the two divisions.

| Stage 2 | Stage 1 |
|---------|---------|
| $E_{dd}^{(2)} = \max \left( \sum_{r=1}^{s} u_r Y_{rd}^{(2)U} \sum_{i=m(1)+1}^{m} v_i X_{i,d}^{(2)U} + \sum_{g=1}^{h} w_g Z_{gd}^{U} \right)$ | $E_{dd}^{(1)} = \max \left( \sum_{r=1}^{s} u_r Y_{rd}^{(1)U} + \sum_{g=1}^{h} w_g Z_{gd}^{L} \sum_{i=1}^{m(1)} v_i X_{i,d}^{(1)U} \right)$ |
| $(\sum_{r=1}^{s} u_r Y_{rd}^{(2)U} / \sum_{i=m(1)+1}^{m} v_i X_{i,d}^{(2)U} + \sum_{g=1}^{h} w_g Z_{gd}^{U} ) \leq 1 \forall j = 1, \ldots, n, j \neq d$ | $(\sum_{r=1}^{s} u_r Y_{rd}^{(1)U} + \sum_{g=1}^{h} w_g Z_{gd}^{L} \sum_{i=1}^{m(1)} v_i X_{i,d}^{(1)U} ) \leq 1 \forall j = 1, \ldots, n, j \neq d$ |
| $(\sum_{r=1}^{s} u_r Y_{rd}^{(2)U} / \sum_{i=m(1)+1}^{m} v_i X_{i,d}^{(2)U} + \sum_{g=1}^{h} w_g Z_{gd}^{U} ) \leq 1$ | $(\sum_{r=1}^{s} u_r Y_{rd}^{(1)U} + \sum_{g=1}^{h} w_g Z_{gd}^{L} \sum_{i=1}^{m(1)} v_i X_{i,d}^{(1)U} ) \leq 1$ |
| $u_r \geq 0 \quad \forall r = s(1) + 1, \ldots, s$ | $u_r \geq 0 \quad \forall r = 1, \ldots, s(1)$ |
| $v_i \geq 0 \quad \forall i = m(1) + 1, \ldots, m$ | $v_i \geq 0 \quad \forall i = 1, \ldots, m(1)$ |
| $w_g \geq 0 \quad \forall g = 1, \ldots, h$ | $w_g \geq 0 \quad \forall g = 1, \ldots, h$ |

$E_{dk}^{(2)} = \max \sum_{r=1}^{s} u_r Y_{rd}^{(2)U} \sum_{i=m(1)+1}^{m} v_i X_{i,d}^{(2)U} + \sum_{g=1}^{h} w_g Z_{gd}^{U} = 1$

$E_{dk}^{(1)} = \max \sum_{r=1}^{s} u_r Y_{rd}^{(1)U} + \sum_{g=1}^{h} w_g Z_{gd}^{L} \sum_{i=1}^{m(1)} v_i X_{i,d}^{(1)U} = 1$

$\sum_{r=1}^{s} u_r Y_{rd}^{(2)U} - \sum_{g=1}^{h} w_g Z_{gd}^{U} - \sum_{i=m(1)+1}^{m} v_i X_{i,d}^{(2)U} \leq 0 \forall j = 1, \ldots, n, j \neq d$

$\sum_{r=1}^{s} u_r Y_{rd}^{(2)U} - \sum_{g=1}^{h} w_g Z_{gd}^{U} - \sum_{i=m(1)+1}^{m} v_i X_{i,d}^{(2)U} \leq 0$

$u_r \geq 0 \quad \forall r = s(1) + 1, \ldots, s$

$v_i \geq 0 \quad \forall i = m(1) + 1, \ldots, m$

$w_g \geq 0 \quad \forall g = 1, \ldots, h$
Table 3: Lower bound of the interval cross efficiency of a general two-stage network system: average of two-division approach.

| Stage 1 | Stage 2 |
|---------|---------|
| $E_{dd}^{(1)IL}$ = $\max \left( \sum_{r=1}^{s(1)} u_{r} Y_{rd}^{(1)IL}, \sum_{g=1}^{h} w_{g} Z_{gd}^{L}, \sum_{j=1}^{m(1)} v_{j} X_{jd}^{(1)IL} \right)$ | $E_{dk}^{(2)IL}$ = $\max \left( \sum_{r=s(1)+1}^{s} u_{r} Y_{rk}^{(2)IL}, \sum_{i=1}^{m} v_{i} X_{ik}^{(2)UL}, \sum_{g=1}^{h} w_{g} Z_{gd}^{L} \right)$ |
| $(\sum_{r=1}^{s} u_{r} Y_{r}^{(1)IL}) + \sum_{g=1}^{h} w_{g} Z_{gd}^{L} + \sum_{j=1}^{m(1)} v_{j} X_{jd}^{(1)IL} \leq 1$ $\forall j = 1, \ldots, n, j \neq d$ | $(\sum_{r=s(1)+1}^{s} u_{r} Y_{r}^{(2)IL}) + \sum_{i=1}^{m} v_{i} X_{ik}^{(2)UL} + \sum_{g=1}^{h} w_{g} Z_{gd}^{L} \leq 1$ $\forall j = 1, \ldots, n, j \neq d, k$ |
| $u_{r} \geq 0$ $\forall r = 1, \ldots, s(1)$ $v_{j} \geq \epsilon$ | $u_{r} \geq 0$ $\forall r = s(1)+1, \ldots, s(1) + m(1)$ |
| $v_{j} \geq 0$ $\forall j = 1, \ldots, m(1)$ | $w_{g} \geq 0$ $\forall g = 1, \ldots, h$ |

$E_{d}^{(1)UL} = 1/2 \left( E_{d}^{(1)IL} + E_{d}^{(2)IL} \right)$

$E_{d}^{(2)IL} = \max \left( \sum_{r=s(1)+1}^{s} u_{r} Y_{rk}^{(2)IL}, \sum_{i=1}^{m} v_{i} X_{ik}^{(2)UL}, \sum_{g=1}^{h} w_{g} Z_{gd}^{L} \right)$

$E_{d}^{(1)IL}$ = $\max \left( \sum_{r=1}^{s} u_{r} Y_{rd}^{(1)IL}, \sum_{g=1}^{h} w_{g} Z_{gd}^{L}, \sum_{j=1}^{m(1)} v_{j} X_{jd}^{(1)IL} \right)$
Table 4: Lower bound of the interval cross efficiency of a general two-stage network system: noncooperative game approach.

| Stage 1 (follower) when stage 2 is the leader | Stage 2 (follower) when stage 1 is the leader |
|-----------------------------------------------|-----------------------------------------------|

\[ E_{dk}^{(1)} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(1)\ell} + h \sum_{g=1}^{m} w_g Z_{gk}^{\ell} + \sum_{i=1}^{m(1)} v_i X_{ik}^{(1)U}) \]

\[ E_{dk}^{(2)} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(2)\ell} + m(1) \sum_{i=1}^{m(1)+1} v_i X_{ik}^{(2)U} + h \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(1)\ell} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(1)\ell} + \sum_{i=1}^{m(1)} v_i X_{ik}^{(1)U} + h \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(2)\ell} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(2)\ell} + \sum_{i=1}^{m(1)+1} v_i X_{ik}^{(2)U} + h \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(1)U} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(1)U} + \sum_{i=1}^{m(1)} v_i X_{ik}^{(1)U} + h \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(2)U} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(2)U} + \sum_{i=1}^{m(1)+1} v_i X_{ik}^{(2)U} + h \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(1)LL} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(1)LL} + \sum_{i=1}^{m(1)} v_i X_{ik}^{(1)LL} + \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(2)LL} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(2)LL} + \sum_{i=1}^{m(1)+1} v_i X_{ik}^{(2)LL} + \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(1)UL} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(1)UL} + \sum_{i=1}^{m(1)} v_i X_{ik}^{(1)UL} + \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(2)UL} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(2)UL} + \sum_{i=1}^{m(1)+1} v_i X_{ik}^{(2)UL} + \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(1)LU} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(1)LU} + \sum_{i=1}^{m(1)} v_i X_{ik}^{(1)LU} + \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

\[ E_{dk}^{(2)LU} = \max (\sum_{r=1}^{s} u_r Y_{rk}^{(2)LU} + \sum_{i=1}^{m(1)+1} v_i X_{ik}^{(2)LU} + \sum_{g=1}^{g} w_g Z_{gk}^{\ell}) \]

Fractional

Linear

System
the efficiencies of the individual divisions for all the DMUs do not exceed 1. Although some of the constraints of the model are linearized for simplifying the computations, the model is nonlinear.

\[
E_{dd}^{(T)L} = \max \frac{1}{2} \left( \frac{\sum_{r=1}^{s} u_r Y_{rd}^{(1)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(1)L}} + \frac{\sum_{r=1}^{s} u_r Y_{rd}^{(2)L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(2)L}} + \frac{\sum_{r=1}^{s} u_r Y_{rd}^{(2)L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(2)L}} + \frac{\sum_{r=1}^{s} u_r Y_{rd}^{(2)L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(2)L}} \right),
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(1)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L} - \sum_{i=1}^{m(1)} v_i X_{id}^{(1)L} \leq 0 \quad \forall j = 1, \ldots, n, j \neq d,
\]

\[
\sum_{r=1}^{s} r Y_{rd}^{(2)L} - \sum_{i=1}^{m(1)+1} v_i X_{id}^{(2)L} - \sum_{g=1}^{h} w_g Z_{gd}^{L} \leq 0 \quad \forall j = 1, \ldots, n, j \neq d,
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(1)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L} - \sum_{i=1}^{m(1)} v_i X_{id}^{(1)L} \leq 0,
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(2)L} - \sum_{i=1}^{m(1)+1} v_i X_{id}^{(2)L} - \sum_{g=1}^{h} w_g Z_{gd}^{L} \leq 0,
\]

\[
u_r \geq 0 \quad \forall r = 1, \ldots, s,
\]

\[
u_i \geq \varepsilon \quad \forall i = 1, \ldots, m,
\]

\[
w_g \geq \varepsilon \quad \forall g = 1, \ldots, h,
\]

\[
E_{dk}^{(T)L} = \max \frac{1}{2} \left( \frac{\sum_{r=1}^{s} u_r Y_{rk}^{(1)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(1)L}} + \sum_{i=1}^{m(1)} v_i X_{id}^{(1)L} + \sum_{r=1}^{s} u_r Y_{rd}^{(2)L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(2)L}} + \sum_{i=1}^{m(1)} v_i X_{id}^{(2)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L}}{\sum_{i=1}^{m(1)} v_i X_{id}^{(2)L}} + \sum_{i=1}^{m(1)} v_i X_{id}^{(2)L} \right),
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(1)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L} - \sum_{i=1}^{m(1)} v_i X_{id}^{(1)L} \leq 0 \quad \forall j = 1, \ldots, n, j \neq d, k,
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(2)L} - \sum_{i=1}^{m(1)+1} v_i X_{id}^{(2)L} - \sum_{g=1}^{h} w_g Z_{gd}^{L} \leq 0,
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(1)L} + \sum_{g=1}^{h} w_g Z_{gd}^{L} - \sum_{i=1}^{m(1)} v_i X_{id}^{(1)L} \leq 0,
\]

\[
\sum_{r=1}^{s} u_r Y_{rd}^{(2)L} - \sum_{i=1}^{m(1)+1} v_i X_{id}^{(2)L} - \sum_{g=1}^{h} w_g Z_{gd}^{L} \leq 0,
\]

\[
u_r \geq 0 \quad \forall r = 1, \ldots, s,
\]

\[
u_i \geq \varepsilon \quad \forall i = 1, \ldots, m,
\]

\[
w_g \geq \varepsilon \quad \forall g = 1, \ldots, h,
3.4. Interval Cross Efficiency of the General Two-Stage Network System: Aggregation Approach of Additive Form.

According to this approach, the efficiency of the system is maximized only if the efficiency of all the divisions does not exceed 1. Initially, the network interval efficiency is calculated as in Table 5, and then the cross efficiency is derived. The models for calculating the efficiency of the lower bound of cross efficiency in fractional and linear forms are illustrated in Table 6. Accordingly, the efficiency is considered as the ratio of the sum of all the outputs of the divisions to the sum of all the inputs of them. The purpose of the fractional model as in Table 6 is to increase the efficiency of DMU only if the efficiency of DMU remains the same as in the calculations in Table 5 and the efficiency of the individual divisions does not exceed 1 for all the DMUs.

3.5. Interval Cross Efficiency of the General Two-Stage Network System: Aggregation Approach of Multiplicative Form.

Similar to the last approach, in this approach, the efficiency of the system is maximized only if the efficiency of the divisions does not exceed 1, while the system efficiency is calculated by multiplying the efficiency of the divisions. Initially, the interval network efficiency is calculated based on model (13), and then the cross efficiency is derived by model (14). The purpose of model (14) is to increase the efficiency of DMU only if the efficiency of DMU remains the same as in model (13) and the efficiency of the individual divisions for all the DMUs does not exceed 1. Although some of the constraints are linearized for simplifying the computations, the model is nonlinear.

\[
E^{(T)L}_{dd} = \max \left( \frac{\sum_{r=1}^{s} u_r Y^{(1)L}_{rd} + \sum_{g=1}^{h} w_g Z^L_{gd}}{\sum_{i=1}^{m} v_i X^{(1)U}_{id} + \sum_{i=1}^{m} u_r Y^{(1)L}_{rd}} \times \frac{\sum_{r=1}^{s} u_r Y^{(2)L}_{rd} + \sum_{g=1}^{h} w_g Z^L_{gd}}{\sum_{i=1}^{m} v_i X^{(2)U}_{id} + \sum_{g=1}^{h} w_g Z^U_{gd}} \right),
\]

\[
E^{(T)L}_{dk} = \max \left( \frac{\sum_{r=1}^{s} u_r Y^{(1)L}_{rk} + \sum_{g=1}^{h} w_g Z^L_{rk}}{\sum_{i=1}^{m} v_i X^{(1)U}_{ik}} \times \frac{\sum_{r=1}^{s} u_r Y^{(2)L}_{rk} + \sum_{g=1}^{h} w_g Z^L_{rk}}{\sum_{i=1}^{m} v_i X^{(2)U}_{ik}} \right),
\]

\[
E^{(T)L}_{dd} = \max \left( \frac{\sum_{r=1}^{s} u_r Y^{(1)L}_{rd} + \sum_{g=1}^{h} w_g Z^L_{gd}}{\sum_{i=1}^{m} v_i X^{(1)U}_{id}} \times \frac{\sum_{r=1}^{s} u_r Y^{(2)L}_{rd} + \sum_{g=1}^{h} w_g Z^L_{gd}}{\sum_{i=1}^{m} v_i X^{(2)U}_{id}} \right).
\]
\begin{align*}
E^{(T)}_{LL} & = \max \sum_{r=1}^{s} u_r Y^{L}_{rk} + \sum_{g=1}^{h} w_g Z^{L}_{gk} \\
& = \sum_{i=1}^{m} v_i X^{(1)U}_{ik} + \sum_{g=1}^{h} w_g Z^{L}_{gk} = 1 \\
& = \sum_{r=1}^{s(1)} u_r X^{(1)L}_{r} + \sum_{g=1}^{h} w_g Z^{L}_{gk} - \sum_{i=1}^{m(1)} v_i X^{(1)U}_{ik} \leq 0 \\
& = \sum_{r=1}^{s(1)} u_r X^{(2)L}_{r} - \sum_{i=1}^{m(1)} v_i X^{(2)U}_{ik} - \sum_{g=1}^{h} w_g Z^{L}_{gk} \leq 0 \\
& = \sum_{i=1}^{m(1)} v_i X^{(1)L}_{i} - \sum_{g=1}^{h} w_g Z^{L}_{gk} \leq 0 \quad \forall j = 1, \ldots, n, j \neq d \\
& = \sum_{r=1}^{s(1)} u_r Y^{(2)L}_{r} + \sum_{i=1}^{m(1)} v_i X^{(2)U}_{ik} - \sum_{g=1}^{h} w_g Z^{L}_{gk} \leq 0 \quad \forall j = 1, \ldots, n, j \neq d \\
& \leq 0 \quad \forall r = 1, \ldots, s, v_i \geq 0 \quad \forall i = 1, \ldots, m, w_g \geq 0 \quad \forall g = 1, \ldots, h \\
\end{align*}

\begin{align*}
E^{(T)}_{FL} & = \max \left( \sum_{r=1}^{s} u_r Y^{L}_{rk} + \sum_{g=1}^{h} w_g Z^{L}_{gk} / \sum_{r=1}^{s} v_r X^{(1)L}_{rk} + \sum_{g=1}^{h} w_g Z^{U}_{gk} \right) \\
& \geq 0 \quad \forall r = 1, \ldots, s \\
v_i \geq \epsilon \quad \forall i = 1, \ldots, m \\
w_g \geq \epsilon \quad \forall g = 1, \ldots, h
\end{align*}
Table 6: Lower bound of the interval cross efficiency of the general two-stage network system: aggregation approach of additive form.

| Linear | Fractional |
|--------|------------|
| $E_{dk}^{(T)L} = \max_{r \in 1} \sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ | $E_{dd}^{(T)L} = \max_{r \in 1} \sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $\sum_{r=1}^{s} v_r X_{rk}^{L} + \sum_{g=1}^{h} w_g Z_{gk}^{L} = 1$ | $E_{dd}^{(T)L} = \max_{r \in 1} \sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L} - E_{dk}^{(T)L} = 0$ | $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L} - \sum_{r=1}^{s} v_r X_{rk}^{L} \leq 0$ | $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L} - \sum_{i=m(1)+1}^{(s)} v_i X_{i}^{L} \leq 0$ | $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L} - \sum_{i=m(1)+1}^{(s)} v_i X_{i}^{L} \leq 0$ | $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L} - \sum_{i=m(1)+1}^{(s)} v_i X_{i}^{L} \leq 0$ | $\sum_{r=1}^{s} u_r Y_{rk} + \sum_{g=1}^{h} w_g Z_{gk}^{L}$ |
| $u_r \geq 0 \ \forall r = 1, \ldots, s, v_i \geq 0 \ \forall i = 1, \ldots, m, w_g \geq 0 \ \forall g = 1, \ldots, h$ | $u_r \geq 0 \ \forall r = 1, \ldots, s$ |
4. Example

In this section, the models offered in the last sections are evaluated through a case study. The efficiency measurement is regarded as an application of the DEA approach in the banking industry. As stated in earlier research, the banking procedure is a two-stage process with two divisions of production and financial intermediation. In the production division, financial institutions absorb capital to allocate loans. Financial institutions are thought of as primarily producing services for account holders. They perform transactions and process documents for customers, including loan applications, credit reports, checks or other payment instruments, and insurance policy or claim forms [37]. The benefit gained through this stage is known as fee income. In the financial intermediation division, financial institutions absorb capital to allocate loans. The deferred loan of the bank, defined as the product of financial intermediation processes, decreasing the value of which is sought by the bank, is considered as the second-stage input. The amount of loans and net interest incomes are considered as the second-stage outputs, and the bank gains profit out of increasing their values. Expensive deposits are a source of loss to the bank because they receive interest from the bank. On the other hand, these deposits are a good source for loan payments, from which banks gain profits. Therefore, in some researches, they are considered as the input and, in some others, as the output. An advantage of network systems is parameter definition for both input and output nature. We have considered the expensive deposits as the first-stage output and the second-stage input. Overall, the banking procedure can be illustrated as a general two-stage process with middle inputs and outputs as in Figure 3.

Since the personnel, the automated teller machine (ATM), the point of sale (POS), the internet payment gateway (IPG), and internet banking demand their own costs and service revenues are earned through them, they are considered as the first-stage inputs. Because fee income, letter of guarantee, and inexpensive deposits are profitable for the bank, they are considered as first-stage outputs. The deferred loan of the bank, defined as the product of financial intermediation processes, decreasing the value of which is sought by the bank, is considered as the second-stage input. The amount of loans and net interest incomes are considered as the second-stage outputs, and the bank gains profit out of increasing their values. Expensive deposits are a source of loss to the bank because they receive interest from the bank. On the other hand, these deposits are a good source for loan payments, from which banks gain profits. Therefore, in some researches, they are considered as the input and, in some others, as the output. An advantage of network systems is parameter definition for both input and output nature. We have considered the expensive deposits as the first-stage output and the second-stage input. Overall, the banking procedure can be illustrated as a general two-stage process with middle inputs and outputs as in Figure 3.

The input and output values related to 17 branches of an Iranian bank in Tehran were investigated during a one-year period, and the minimum and maximum values were...
Table 7: Example data.

| Branch | Fee income | Letter of guarantee | Inexpensive deposit | Internet banking | POS and IPG | ATM Personnel | Second-stage input | Intermediate product | Second-stage outputs |
|--------|------------|---------------------|---------------------|------------------|------------|-------------|-------------------|---------------------|---------------------|
| 1      | 68,2452    | 17421               | [96912.144882]     | [12541.406]     | [255283]   | 1           | [67]              | 49861.67766         | 482519.542079       | [27131.7945]        | [155081.164402]    |
| 2      | 68,3908    | [7953,17523]        | 94066.151635       | 116713.121      | [191211]   | 1           | [67]              | [7483,8531]         | 380679.440673       | 9151.3174           | [83514.196574]     |
| 3      | [60,2275]  | 9946.14949          | 78151.115811       | 96198.121       | [178208]   | 1           | [74]              | 4663.5264           | 380208.422238       | [875191.1492]      | [55632.66851]      |
| 4      | 82,4381    | [3214,1471544]      | [123245,215791]    | [1453,1628]     | [321342]   | 3           | [67]              | [4261,6272]         | [1088940,1279756]   | [137215584]         | [875191.1492]      |
| 5      | [36,2783]  | [394,1097]          | [59239,7689]       | [738,860]       | [168194]   | [34]        | [6]               | [34556,51616]       | [276007,326725]     | [5078066]           | [76949,82581]      |
| 6      | [39,164]   | [275,3434]          | [67676,130304]     | [844,931]       | [136,152]  | 1           | [5]               | [5771,10507]        | [275531,316996]     | [524,7361]          | [431793,53215]     |
| 7      | [76,3787]  | [10874,20799]       | [89722,133588]     | [1363,1576]     | [323,362]  | 2           | [7]               | [18748,37628]       | [359586,434076]     | [1129,18880]        | [104765,127307]    |
| 8      | [74,2152]  | [2853,5042]         | [108943,186262]    | [1381,1537]     | [251,276]  | 1           | [6]               | [259,658]           | [425911,502253]     | [532993]            | [36909,43506]      |
| 9      | [116,5488] | [8333,28632]        | [344154,732232]    | [1535,1730]     | [282,309]  | 3           | [8]               | [85201,107499]      | [439482,515948]     | [6489,53634]        | [464993,494243]    |
| 10     | [74,2664]  | [364,1114]          | [86439,121081]     | [929,1064]      | [256,280]  | 2           | [7]               | [809,3636]          | [395238,472309]     | [10138778]          | [465811,58254]     |
| 11     | [96,5878]  | [4818,20601]        | [182715,298914]    | [2609,2920]     | [433,466]  | 3           | [9]               | [2573,9461]         | [863600,979631]     | [104712066]         | [77158,96243]      |
| 12     | [87,4124]  | [10712,21606]       | [123183,160409]    | [1699,1895]     | [356,419]  | 2           | [7]               | [2791,11467]        | [616077,686158]     | [11981545]          | [85736,95449]      |
| 13     | [39,3065]  | [4537,9494]         | [94666,109820]     | [1343,1494]     | [284,304]  | 2           | [7]               | [973,2476]          | [653713,734010]     | [76811421]          | [42190,82984]      |
| 14     | [71,366]   | [3440,9656]         | [171034,180917]    | [1568,1760]     | [322,340]  | 2           | [7]               | [2681,3912]         | [553077,630497]     | [81110867]          | [68345,73331]      |
| 15     | [106,5033] | [924,1724]          | [120863,174872]    | [1931,2211]     | [425,470]  | 3           | [7]               | [41753,65775]       | [605635,686557]     | [214835236]         | [164600,183457]    |
| 16     | [552,2334] | [4365,16509]        | [58137,101678]     | [790,880]       | [124,144]  | 4           | [5]               | [1593,2982]         | [234483,269298]     | [48066,38]          | [3888552624]      |
| 17     | [817,10801]| [47542,72658]       | [298002,112402]    | [2912,3317]     | [427,451]  | 5           | [17]              | [173583,188813]     | [1489548,4015278]   | [25026287262]       | [779405,3780483]   |
Table 8: Efficiency values and rankings calculated through different approaches.

| Branch | Interval network efficiency | Average of two-division approach | Noncooperative game approach. Stage 1 is the leader |
|--------|-----------------------------|----------------------------------|-----------------------------------------------|
| Rank   | System                      | Stage 1 [0.699,1]                | Stage 1 [0.342,1]                              |
| 1      | 6                            | 0.703 [0.113,1]                  | 0.604 [0.083,0.989]                           |
| 2      | 13                           | 0.654 [0.372,1]                  | 0.649 [0.285,0.980]                           |
| 3      | 5                            | 0.717 [0.361,1]                  | 0.656 [0.288,0.996]                           |
| 4      | 4                            | 0.747 [0.330,1]                  | 0.661 [0.285,1]                               |
| 5      | 17                           | 0.581 [0.093,1]                  | 0.590 [0.086,1]                               |
| 6      | 14                           | 0.629 [0.372,1]                  | 0.658 [0.281,1]                               |
| 7      | 16                           | 0.594 [0.126,1]                  | 0.650 [0.279,0.967]                           |
| 8      | 2                            | 0.793 [0.624,1]                  | 0.622 [0.133,1]                               |
| 9      | 3                            | 0.751 [0.355,1]                  | 0.621 [0.37,1]                                |
| 10     | 12                           | 0.663 [0.384,1]                  | 0.620 [0.289,0.988]                           |
| 11     | 10                           | 0.666 [0.257,1]                  | 0.619 [0.289,0.988]                           |
| 12     | 11                           | 0.665 [0.275,1]                  | 0.619 [0.289,0.988]                           |
| 13     | 8                            | 0.684 [0.328,1]                  | 0.619 [0.289,0.988]                           |
| 14     | 7                            | 0.702 [0.462,1]                  | 0.619 [0.289,0.988]                           |
| 15     | 15                           | 0.620 [0.114,1]                  | 0.619 [0.289,0.988]                           |
| 16     | 9                            | 0.669 [0.430,1]                  | 0.619 [0.289,0.988]                           |
| 17     | 1                            | 0.829 [0.464,1]                  | 0.619 [0.289,0.988]                           |

Table 9: Continuation of Table 8.

| Branch | Noncooperative game approach. Stage 2 is the leader | Aggregation approach of additive form | Cooperative game approach | Average efficiencies | Aggregation approach of multiplicative form |
|--------|------------------------------------------------------|--------------------------------------|---------------------------|----------------------|--------------------------------------------|
| Rank   | System [0.083,0.989]                                 | Stage 1 [1.011,9]                    | Stage 1 [1.015,4]         | Stage 1 [0.594]      | Stage 1 [1.019,8]                        |
| 1      | 0.548                                                | 13                                    | 0.637                    | 13                    | 0.637                                    |
| 2      | 0.605                                                | 7                                     | 0.646                    | 8                     | 0.633                                    |
| 3      | 0.607                                                | 8                                     | 0.644                    | 1                     | 0.674                                    |
| 4      | 0.608                                                | 2                                     | 0.649                    | 7                     | 0.648                                    |
| 5      | 0.559                                                | 16                                    | 0.610                    | 5                     | 0.664                                    |
| 6      | 0.607                                                | 11                                    | 0.639                    | 11                    | 0.609                                    |
| 7      | 0.603                                                | 10                                    | 0.642                    | 15                    | 0.576                                    |
| 8      | 0.575                                                | 17                                    | 0.657                    | 3                     | 0.670                                    |
| 9      | 0.580                                                | 12                                    | 0.638                    | 6                     | 0.659                                    |
| 10     | 0.780                                                | 14                                    | 0.633                    | 16                    | 0.575                                    |
| 11     | 0.788                                                | 5                                     | 0.646                    | 4                     | 0.661                                    |
| 12     | 0.781                                                | 9                                     | 0.644                    | 10                    | 0.612                                    |
| 13     | 0.781                                                | 3                                     | 0.648                    | 2                     | 0.672                                    |
| 14     | 0.788                                                | 4                                     | 0.647                    | 9                     | 0.629                                    |
| 15     | 0.777                                                | 15                                    | 0.632                    | 12                    | 0.595                                    |
| 16     | 0.636                                                | 6                                     | 0.646                    | 17                    | 0.551                                    |
| 17     | 0.580                                                | 1                                      | 0.733                    | 14                    | 0.578                                    |

considered as the interval for evaluation. Table 7 illustrates the data.

After solving the problem using the models presented in the previous section, the values obtained from the efficiency of the divisions and system as well as their rankings are displayed in Tables 8 and 9. In the first column, the efficiencies and rankings obtained by the CCR model are represented regardless of the cross deficiency and interval data. The last column shows the average efficiencies and rankings obtained through different approaches. Other columns are devoted to the models proposed in the last section.

Although the outputs of the models for each DMU render the minimum and maximum efficiencies, only the average value of the interval is represented in the table as the system efficiency. The end efficiencies of all the approaches are represented in Figure 4.

The results show that the methods of additive, an average of two divisions, cooperative, one-leader division, and multiplicative have the most results close to the noncross mode, respectively.

The farther the efficiencies of the units are, the higher the distinction between them is and the more accurate the final ranking will be. If we use the variance as a scattering index of the efficiencies of the units, the models of average, additive, leader division A, cooperative, multiplicative, and leader division B have the lowest to highest variance, respectively.
The choice of method should be made according to the type of problem. In the two-division average method, the efficiency of both divisions is calculated separately. This model is used for problems where the two divisions are independent of each other. The method in which a section is a leader is used for a situation in which one of the divisions is independent as the leader of the system and the other one is dependent on the leader division. The cooperative approach is used for systems where both divisions are interdependent. The methods cooperative and noncooperative are used more often for supply chain issues. The efficiency of the whole system can be considered as the sum or product of two divisions. For the additive-form method, the weight of each division is calculated as the ratio of the inputs of that division to the total inputs. For the multiplicative-form method, the total efficiency of the system is calculated by multiplying the efficiencies of the divisions. Since the result of multiplying two numbers will be smaller than both of them, the efficiency calculated by this method will be less than that by the other methods.

5. Conclusion

This study investigated the cross efficiency models in the NDEA for the interval data uncertainty. The network considered in this study is of general two-stage type. Four linear models and two non-linear models using different approaches of network efficiency were provided. The proposed models were adopted through a real example in the banking industry because of its high compatibility with the general two-stage network. The findings show the closeness of the values of the system efficiency and a wide gap between the rankings obtained through different approaches, making it harder for a decision maker to make final decision. A simple solution would be using the average ranking achieved through different approaches as the final ranking for the purpose of decision making. The calculated values are dependent on the case under investigation, and using a case with higher data dispersion will result in closer output rankings through different approaches and more distinguished efficiency values. The choice of method by the decision maker should be made according to the degree of dependence of the divisions to each other. It is suggested for future research to statistically calculate the division-dependencies.

There are various challenges in the banking industry which can be addressed by further investigations, including: development of these models for other network systems such as the parallel mode; using other cross efficiency approaches such as aggressive and benevolent; proposing a model for concepts of variable returns to scale or slack-based; as well as using other forms of uncertain data such as fuzzy and probable.
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