Open Solution for Humanoid Attitude Estimation through Sensory Integration and Extended Kalman Filtering

In this paper an Extended Kalman Filter (EKF) is used in order to estimate the real state of a humanoid robot (HRP-2 robot in our case study) using the combination of the information coming from the encoders (kinematics) and from the Inertial Measurement Unit (IMU). The integration of the kinematic information into the Kalman filtering process allows a good estimation of the attitude and reduces the complexity of the problem to the use of simple kinematic transformations, even considering the existence of accelerations and mechanical flexibilities in the robot. The EKF estimator presented here is an open solution directly applicable to any humanoid robot, which is the main contribution of our approach. Experimental results are given showing the good performance of the method.
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1 INTRODUCTION

One fundamental requisite for the control of a humanoid is having a good state estimation of the robot. Typically the states comprise positions, velocities and orientations. Unlike classical robotics, where position and orientation can be calculated using kinematic algorithms from a fixed base, in mobile robotics such a task is more complex. In particular, for the case of humanoid robots, the state estimation is important in order to detect the balance of the robot.

The robot’s orientation with respect to the gravity vector or with respect to the world frame is referred to as attitude. For the balance control the attitude can be described by the roll and pitch angles [1]. Normally, the attitude estimation is achieved by the integration of several sensors, such as gyroscopes, inclinometers and accelerometers onboard the robot. This allows self-contained methods to estimate the attitude [2], [3]. Other measurements from external references, such as fixed cameras or updates from Global Position System (GPS) satellites, may not be relied on due to the potential for occlusion, sensor eccentricities, and the extended ranges of operation needed for some types of faster locomotion robots, such as galloping ones [4].

The attitude may be calculated using only the gyro output and integrating it. The problem is that the gyros measurements have usually significant noise, which may entail a great drift. Consequently, an absolute reference of the attitude can be obtained through the use of accelerometers, which provide the orientation with respect to the gravity vector. However, these are also quite sensitive to noise and, in addition, to the translational acceleration, which is usually considered as an additional noise component.

Even if the attitude estimation is a classical problem in mobile wheeled robotics [5], [6] and unmanned aerial vehicles (UAV) [7], [8], [9], several researchers have extended
such techniques to legged locomotion [10], [11], [12], [13], [14].

On the other hand, it is a fact that the body motion for walking robots is inherently three-dimensional, making most kinematic representations nonlinear. Many researchers face this problem using Extended Kalman Filters [15], [16], [17]. For instance, Rehbinder and Hu have previously designed an algorithm [18] for fusing inclinometer and gyro data assuming low translational accelerations, which may not be very realistic for a walking robot. Successively, they have provided an algorithm consisting of two modes: one when accelerations are low and the other when these are high [13]. More recent works are [19], [20], where the approach is the use of extended Kalman filters for three-dimensional pose estimation.

In this paper an open solution based on the Extended Kalman Filter (EKF) is used in order to estimate the real state of the humanoid robot HRP-2 (Fig. 1) using the combination of the information coming from the encoders (kinematics) and from the Inertial Measurement Unit (IMU). The integration of the kinematic information into the Kalman filtering process is one of our main approaches, allowing a good estimation of the attitude and reducing the complexity of the problem to the use of simple kinematic transformations. The scheme for the robot’s state estimation is presented in Fig. 2, where:

- $\omega$ is the gyroscope measurement.
- $a$ is the accelerometer measurement.
- $q_a$ is the angles position vector read by encoders.
- $q_p$ is the estimation of passive degrees of freedom (DOF), representing the mechanical flexibility.
- $R_c$ is the orientation estimation provided by the kinematics.
- $\omega_c$ is the angular velocity estimation provided by the kinematics.
- $a_c$ is the linear acceleration estimation provided by the kinematics.
- $x$ is the vector containing information about the robot’s attitude and state estimations.

In order to validate our solution, the proposed scheme has been experimentally tested on the humanoid robot HRP-2 and a comparison of the results with those obtained using OpenHRP estimator and a motion capture system is presented.

Regarding OpenHRP [21], it is a virtual humanoid robot platform (simulator) with a compatible humanoid robot, in this case HRP-2. The software and hardware of this humanoid robot have been developed by Honda R&D and are provided to the OpenHRP architecture as a black box. The robot’s controllers can be developed on the simulator and migrated into the hardware without any modification.

It is not clearly known how OpenHRP estimates the robot’s attitude, since it is a closed system and not accessible for research, as can be seen from the short bibliography available on this specific topic. On the contrary, the EKF estimator presented in this work is a solution directly applicable to any humanoid robot. It is in that sense that we consider our proposal as ‘open’.

The rest of the paper is organized as follows. Section 2 introduces the attitude representation and the derivative of the rotation matrix. Section 3 presents a solution for the fusion of sensors estimations. Section 4 details the EKF approach for the attitude estimation. Estimations obtained without and with consideration of accelerations are presented in Sections 5 and 6, respectively. Finally, some concluding remarks are given in Section 7.
2 ROBOT’S MODEL

2.1 Attitude representation

For the attitude representation in our system, the reference frames shown in Fig. 3 are used, where:

- \( \mathcal{W} \) is an inertial world-fixed frame, with axis \( y_w \) pointing East and axis \( z_w \) pointing upward;
- \( \mathcal{B} \) is a body-fixed frame attached to the sensor system (IMU) in the chest of the robot, with axis \( x_b \) pointing at the forward direction of the robot and \( z_b \) pointing upward. See Fig. 4 and Fig. 5 to identify the IMU location in the chest, at a distance of 0.469 m from the robot’s waist, and note that the reference system \( \mathcal{B} \) in Fig. 3 is coincident with the reference system attached to the IMU in Fig. 4.

\[
\text{Fig. 3. Reference frames}
\]

We can define the rotation \( R \) as an orthogonal rotation matrix, element of the Spacial Orthogonal group \( SO(3) \subset \mathbb{R}^{3 \times 3} \)

\[
SO(3) = \{ R \in \mathbb{R}^{3 \times 3} : R^T R = I, \det(R) = 1 \} \tag{1}
\]

Therefore, \( {}^a R_b \) denotes the rotation matrix of frame \( b \) with respect to frame \( a \), that is, \( p'^b = {}^a R_b p^a \).

A minimal representation of the orientation of a frame with respect to another can be obtained by using a set of three angles (Euler angles). In this work we will use the Roll-Pitch-Yaw standard. In this case, the roll \( (\phi) \), pitch \( (\theta) \) and yaw \( (\psi) \) angles, expressed in frame \( \mathcal{W} \), represent rotations defined with respect to a fixed frame.

If \( R_x(\psi) \) is the rotation along axis \( z_w \), \( R_y(\theta) \) is the rotation along axis \( y_w \), and \( R_Y(\phi) \) is the rotation along axis \( x_w \), such orientation can be defined as [22]:

\[
R_{RPY} = R_x(\psi)R_y(\theta)R_Y(\phi) =
\begin{bmatrix}
c_\psi c_y & c_\psi s_y s_\phi - c_\phi s_\psi & c_\phi s_\psi + c_\phi s_\psi s_\phi s_\psi \\
c_\phi s_\psi + s_\phi c_\psi s_\phi & c_\psi c_y s_\phi + c_\phi s_\psi & c_\phi c_\psi s_\phi - s_\phi s_\psi \\
-s_\phi & c_\phi c_\psi & c_\phi c_\psi
\end{bmatrix} \tag{2}
\]

If we use such a matrix to describe the orientation of frame \( \mathcal{B} \) with respect to the reference frame \( \mathcal{W} \), this matrix will also be the transformation matrix of the vector coordinates from frame \( \mathcal{B} \) into the coordinates of the same vector in frame \( \mathcal{W} \), that is, \( {}^a R_b = R_{RPY} \).

Besides, for a rotation matrix \( R \), it is possible to define the matrix \( S \) as

\[
S(\omega(t)) = R(t)R(t) \tag{3}
\]

where the vector \( \omega(t) \) denotes the angular velocity of frame \( R(t) \) with respect to the reference frame at time \( t \).

It is possible to easily show that the following relations hold [22]:

\[
S(\omega) + S^T(\omega) = 0 \\
S(\omega^R) = R_0 S(\omega) R_0^T \tag{4}
\]

2.2 Kinematic model of the robot

The kinematic model of the humanoid robot HRP-2 is presented here, detailing the coordinates systems and joint variables for the robot’s torso and legs, and including the kinematics for the flexible ankle, whose effects will be considered later.

In Fig. 4, Fig. 5 and Fig. 6 the kinematics of the robot’s torso, its dimensions and its Denavit-Hartenberg (DH) parameters are shown, respectively (note that the IMU reference system is coincident with the body-fixed frame \( \mathcal{B} \)). As can be seen from Fig. 5, where the dimensions of the torso are given, the IMU system is placed at a distance of \( \text{Waist}_\text{Link2} + \text{Torso}_\text{Link2} = 0.469 \) m from the waist.

Kinematics and DH parameters for the floating and standing leg and for the flexible ankle are also presented from Fig. 7 to Fig. 12. The dimensions of legs are presented in Fig. 13.

Knowing these kinematic models and their DH parameters and taking the angular position measurements from the encoders as an input, and through the direct application of the direct kinematics theory, we can easily reach an estimation of the orientation of frame \( \mathcal{B} \) with respect to the reference frame \( \mathcal{W} \) (\( R \), in Fig. 2), an estimation of the angular velocities of the body frame relative to the inertial frame (\( \omega_c \), in Fig. 2) and an estimation of the linear acceleration of the body frame relative to the inertial frame (\( a_c \), in Fig. 2).

2.3 Fusion of sensors estimations

In this study we provide a solution to fusing data from a 3-axis rate gyro and a 3-axis accelerometer that will provide stable estimates of the robot’s attitude.

The 3-axis gyroscope provides the angular velocities of the body frame relative to the inertial frame, expressed in the body-fixed frame. If the measured angular rates were
perfect, it would be sufficient to integrate these measurements using equation (3) to provide the orientation matrix $\mathbf{R}$. However, due to openloop integrations, any bias on gyroscopic measurements lead to an error on the attitude prediction, which grows to infinity. This phenomena is known as gyroscopic drift.

To take into account on-line estimation of gyroscope bias, we consider the model of gyroscopic measurements given by

$$\omega_m = \omega + \omega_0 + \omega_n$$  \hspace{1cm} (5)

where $\omega$ is the real angular velocity and $\omega_0$ is the gyroscope bias, which depends on the temperature. Many low cost IMU are now internally compensated in temperature, and as a result, $\omega_0$ oscillates slowly around a constant average value [9], reason why we consider it to be constant with the time. The term $\omega_n$ is a Gaussian white noise.

The 3-axis accelerometer measures the difference between the inertial forces and gravity forces, expressed in frame $\mathcal{B}$. The model of the accelerometer is given by

$$a_m = b \mathbf{R}_w (a - g) + a_0 + a_n$$  \hspace{1cm} (6)
where $a$ is the acceleration in the frame $\mathcal{W}$, $g$ is the gravity vector, $a_0$ is a bias and $a_n$ is a Gaussian white noise.

If measurements were absolutely reliable, pitch and roll of the vehicle could be directly deduced from the accelerometers, working as inclinometers in that case. However, readings from accelerometers are very noisy and very sensitive to the vibratory environment surrounding the IMU. Furthermore, if for any reason the robot acquires a non negligible absolute acceleration in the inertial frame, the attitude provided by accelerometers will no more be reliable. Therefore, it is important in practice to correlate the attitude measured by the accelerometers and the attitude predicted by integrating the gyroscopic measurements to provide a correct attitude estimation.

If $p = (x, y, z)$ is an arbitrary point, we will denote $p^w$ when expressed in frame $\mathcal{W}$ and $p^b$ when expressed in frame $\mathcal{B}$, i.e.:

$$p^w = w_0^b + w^b R^T_b p^b \quad (7)$$

where $w_0^b$ is the vector describing the origin of frame $\mathcal{B}$ with respect to frame $\mathcal{W}$.

This equation can be rewritten as

$$p^b = w^b R^T_b (p^w - w_0^b) \quad (8)$$

Using equation (3), it is possible to write

$$w^b R^T_b = S(\omega^b) w^b R^T_b \quad (9)$$

which can be rewritten using equation (4) as

$$w^b R^T_b = -w^b R^T_b S(\omega^b) = -w^b R^T_b S(w^b \omega^b) = -S(\omega^b) w^b R^T_b \quad (10)$$

The kinematics of a rigid body is given by

$$\begin{cases} 
\dot{w}^b_0 = a \\
\dot{w}^b = -S(\omega^b) \dot{w}^b \\
\dot{w}^b T_b(t) = -S(\omega^b(t)) \dot{w}^b T_b(t)
\end{cases} \quad (11)$$
where \( S(\omega^b) \) is a skew-symmetric matrix defined as
\[
S(\omega^b) = \begin{pmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{pmatrix}
\] (12)

where \( \omega_b \) is the components of the angular velocity expressed in frame \( B \).

So, we can write the equation for the rotation as
\[
b\mathbf{R}_w = -S(\omega^b)^b\mathbf{R}_w
\] (13)

Taking the time-derivative of (2) and comparing with (13), for the roll and pitch angles we get
\[
\dot{x} = \begin{bmatrix}
\dot{\phi} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
1 & \sin(\phi)\tan(\theta) & \cos(\phi)\tan(\theta) \\
0 & \cos(\phi) & \sin(\phi)
\end{bmatrix} \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}
\] (14)

where \( \mathbf{x} \) is the state vector. If we consider the real acceleration as a disturbance and the gravity vector \( g \) as an entity to measure, we can use the accelerometer as an attitude sensor [6]. So, we have
\[
a_m \simeq -b\mathbf{R}_w g
\] (15)

3 EXTENDED KALMAN FILTERING APPROACH

The EKF evaluates the partial derivatives at the estimated state vector value and uses the full nonlinear functions on the estimate itself. The EKF assumes a model in the discrete form [14]:
\[
\begin{align*}
\mathbf{x}(k+1) &= f(\mathbf{x}(k), u(k)) + v_k \\
\mathbf{y}(k) &= h(\mathbf{x}(k)) + w_k
\end{align*}
\] (16)

The prediction phase will be
\[
\mathbf{x}_{k+1|k} = f(\mathbf{x}_k, \mathbf{u}_k)
\] (17)

The predicted covariance is
\[
\mathbf{P}_{k+1|k} = \mathbf{F}_k\mathbf{P}_{k|k}\mathbf{F}_k^T + \mathbf{F}_k\mathbf{Q}\mathbf{F}_k^T
\] (18)

where \( \mathbf{F} \) is the Jacobian matrix such that:
\[
\mathbf{F} = \frac{\partial f}{\partial \mathbf{x}}
\] (19)

The measurement update:
\[
\begin{align*}
\mathbf{x}_{k+1|k+1} &= \mathbf{x}_{k+1|k} + \mathbf{K}_{k+1|k}(h(\mathbf{x}_k) - \mathbf{y}_k) \\
\mathbf{P}_{k+1|k+1} &= \mathbf{P}_{k+1|k} + \mathbf{K}_{k+1|k}(h(\mathbf{x}_k) - \mathbf{y}_k)\mathbf{F}_k\mathbf{P}_{k|k}\mathbf{F}_k^T + \mathbf{Q}
\end{align*}
\] (20)

\[ (21) \]

4 ESTIMATION WITHOUT CONSIDERING REAL ACCELERATION

In the ideal case, when the accelerations are low enough to be considered zero, the results are presented in the following figures. The real pitch/roll angles (estimated by a motion capture system) are compared with the OpenHRP estimation and the EKF estimation.

The following video shows the real experiment with HRP-2 robot, carried out at the facilities of the LASS Laboratory in Toulouse, France:

youtube.com/watch?v=x8_G2YIapLI&feature=youtu.be

In Fig. 14 and Fig. 15 the accelerometer noise standard deviation has been fixed to 0.1 \( m/s^2 \), to 1 \( m/s^2 \) in Fig. 16 and Fig. 17, and to 10 \( m/s^2 \) in Fig. 18 and Fig. 19.

Figure 20 and Fig. 21 show the results of the estimations of the roll and pitch angles while the robot is on the crane and subjected to external pushing forces.
5 ESTIMATION USING REAL ACCELERATION AND MECHANICAL FLEXIBILITY

The flexibility in the ankle can be treated as a pair of passive joints: \( q_p \) is the position vector of the robot flexibility in the ankle (pitch and roll). The position vector, of dimension \( n \), of the active robot links (from the standing foot up to the IMU) is denoted as \( q_a \). As can be seen from Section 2, where the kinematics of the robot has been described, in our case \( n = 8 \) (see Fig. 4 and Fig. 9). In a compact form the position vector of the joints is

\[
q = \begin{bmatrix} q_p \\ q_a \end{bmatrix}
\tag{22}
\]

The size of such vector is \( n_p = n + 2 \). The robot’s state vector is selected to be

\[
x = \begin{bmatrix} q \\ \dot{q} \\ \ddot{q} \\ \omega_0 \end{bmatrix} = \begin{bmatrix} q_p \\ q_a \\ \dot{q}_p \\ \dot{q}_a \\ \ddot{q}_p \\ \ddot{q}_a \\ \omega_0 \\ \omega_0 \end{bmatrix}
\tag{23}
\]
its Jacobian matrix can be written as
\[
H = \frac{\partial h}{\partial x} = \begin{bmatrix}
H_q & H_{\dot{q}} & H_{\ddot{q}} & H_{\omega_0}
\end{bmatrix}
\]

where \( T_s \) is the sampling time.

The measurements will be defined by the nonlinear system
\[
y = \begin{bmatrix}
a_p \\
\omega_p \\
q_e \\
\dot{q}_e
\end{bmatrix} = \begin{bmatrix}
b^R_w (a - g) \\
\omega + \omega_0 \\
q_e \\
\dot{q}_e
\end{bmatrix} + \begin{bmatrix}
a_n \\
\omega_n \\
q_e \\
\dot{q}_e
\end{bmatrix}
\]

(25)

where \( q_e \) is the position read by the encoders.

Now, defining \( J_P \) as the \((3 \times n)\) matrix relating the contribution of the joint velocities \( \dot{q} \) to the linear velocity and \( J_O \) as the \((3 \times n)\) matrix relating the contribution of the joint velocities \( \dot{q} \) to the angular velocity, it is possible to write
\[
J(q) = \begin{bmatrix}
J_P(q) \\
J_O(q)
\end{bmatrix}
\]

(26)

For \( a \) being the linear acceleration, we can write
\[
a = J_P \dot{q} + J_P \dot{q} + \dot{q}^T H_P \dot{q}
\]

(27)

the Hessian matrix being denoted by \( H_P = \frac{\partial J_P}{\partial \dot{q}} \).

Finally, (25) can be rewritten as
\[
y = \begin{bmatrix}
a_p \\
\omega_p \\
q_e \\
\dot{q}_e
\end{bmatrix} = \begin{bmatrix}
b^R_w (q) (J_P(q) \dot{q} + \dot{q}^T H_P(q) \dot{q} - g) \\
J_O(q) \dot{q} + \omega_0 \\
\dot{q}_e \\
q_e
\end{bmatrix} + \begin{bmatrix}
a_n \\
\omega_n \\
q_e \\
\dot{q}_e
\end{bmatrix}
\]

(28)

For the sake of simplicity, matrix \( b^R_w \) will be denoted as \( R \). Writing the measurement function as
\[
h(x) = \begin{bmatrix}
R (J_P \dot{q} + \dot{q}^T H_P \dot{q} - g) \\
J_O \dot{q} + \omega_0 \\
q_e \\
\dot{q}_e
\end{bmatrix}
\]

(29)

its Jacobian matrix can be written as
\[
H = \frac{\partial h}{\partial x} = \begin{bmatrix}
H_q & H_{\dot{q}} & H_{\ddot{q}} & H_{\omega_0}
\end{bmatrix}
\]

(30)
where
\[
H_q = \begin{bmatrix}
\frac{\partial R}{\partial q} (J_P \ddot{q} + \ddot{q}^T H_P \dot{q} - g) + R (H_P \ddot{q} + \dot{q}^T K_P \dot{q}) \\
H_O \dot{q} \\
0_{2,n} \\
0_{n,n} \\
0_{2,n} \\
I_n
\end{bmatrix}
\] (31)

where \(K_P = \frac{\partial H_P}{\partial q}\) is the second-derivative of the Jacobian \(J_P\).

\[
H_{\ddot{q}} = \begin{bmatrix}
R (H_P \ddot{q} + \ddot{q}^T H_P) \\
J_O \\
0_{2,n} \\
I_n \\
0_{2,n} \\
0_{n,n}
\end{bmatrix}
\] (32)

\[
H_{\dot{q}} = \begin{bmatrix}
R J_P \\
0_{3,n+2} \\
0_{n+2,n+2} \\
0_{n+2,n+2}
\end{bmatrix}
\] (33)

\[
H_{\omega \dot{q}} = \begin{bmatrix}
0_{3,3} \\
I_3 \\
0_{n,3} \\
0_{n,3}
\end{bmatrix}
\] (34)

denoting \(O_{i,j}\) as the zero matrix of size \(i \times j\) and \(I_i\) as the identity matrix of size \(i \times i\).

The last part of the experimental test video referenced before shows the real experiment with HRP-2 robot during a standard forward walking. From Fig. 22 to Fig. 24 the results of the estimation during the walking are presented. The captured data is compared with the OpenHRP estimation and the EKF estimation. Finally, Fig. 25 presents an estimation of the flexibility in the robot’s ankle.

It is important to remark that the comparison between the EKF with kinematics information and the EKF running in OpenHRP is made considering that the real robot’s attitude is the one calculated through the Motion Capture System. Anyway, it is not clearly known how the OpenHRP estimates the robot’s attitude, since it is a closed system and not accessible for research. On the contrary, our EKF estimator is an open solution directly applicable to any humanoid robot, which is the main contribution of our approach.

6 CONCLUSIONS

This paper has studied a major problem when dealing with the control of humanoid platforms: the attitude estimation. While most authors estimate the robot’s attitude combining acceleration and gyroscope measurements through the use of EKF, in our approach the kinematics information is also integrated in order to improve the filtering. Using the information coming from the robot’s encoders and simple kinematic transformations, this method allows obtaining a good estimation of the robot’s attitude with respect to the world frame, even considering the existence of accelerations and mechanical flexibilities in the robot.

This method has been implemented on the humanoid robot HRP-2, comparing the results with the information obtained from the robot’s inner stabilizer and showing the better performance of the proposed approach.

Other algorithms must be explored next, such as the particle filtering. A better performance may lie on the use of an n-states estimator, in which a different estimator is
Fig. 24. Yaw angle estimation during a standard forward walking

Fig. 25. Estimation of roll and pitch angles considering mechanical flexibilities in the ankle

used for each robot walking phase (single and double support).
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