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Abstract. Logistic regression is one of the most fundamental methods for modeling the probability of a binary outcome based on a collection of covariates. However, the classical formulation of logistic regression relies on the independent sampling assumption, which is often violated when the outcomes interact through an underlying network structure, such as over a temporal/spatial domain or on a social network. This necessitates the development of models that can simultaneously handle both the network ‘peer-effect’ (arising from neighborhood interactions) and the effect of (possibly) high-dimensional covariates. In this paper, we develop a framework for incorporating such dependencies in a high-dimensional logistic regression model by introducing a quadratic interaction term, as in the Ising model, designed to capture the pairwise interactions from the underlying network. The resulting model can also be viewed as an Ising model, where the node-dependent external fields linearly encode the high-dimensional covariates. We propose a penalized maximum pseudo-likelihood method for estimating the network peer-effect and the effect of the covariates (the regression coefficients), which, in addition to handling the high-dimensionality of the parameters, conveniently avoids the computational intractability of the maximum likelihood approach. Under various standard regularity conditions, we show that the corresponding estimate attains the classical high-dimensional rate of consistency. In particular, our results imply that even under network dependence it is possible to consistently estimate the model parameters at the same rate as in classical (independent) logistic regression, when the true parameter is sparse and the underlying network is not too dense. Consequently, we derive the rates of consistency of our proposed estimator for various natural graph ensembles, such as bounded degree graphs, sparse Erdős-Rényi random graphs, and stochastic block models. We also develop an efficient algorithm for computing the estimates and validate our theoretical results in numerical experiments.

1. Introduction

Logistic regression [48, 61, 69] is a very popular and widely used method for modeling the probability of a binary response based on multiple features/predictor variables. It is a mainstay of modern multivariate statistics that has found widespread applications in various fields, including machine learning, biological and medical sciences, economics, marketing and finance industries, and social sciences. For example, in machine learning it is regularly used for image classification and in the medical sciences it is often used to predict the risk of developing a particular disease based on the patients’ observed characteristics, among others. To describe the model formally, denote the vector of predictor variables (covariates) by \( Z_1, \ldots, Z_N \in \mathbb{R}^d \) and the independent response variables by \( X_1, \ldots, X_N \in \{-1, 1\} \). Then, the logistic regression model for the probability of positive outcome conditional on the covariates is given by

\[
P(X_i = 1|Z_i) = \frac{e^{\theta^\top Z_i}}{e^{\theta^\top Z_i} + e^{-\theta^\top Z_i}}.
\]
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for \(1 \leq i \leq N\), where \(\theta = (\theta_1, \theta_2, \ldots, \theta_d)^T \in \mathbb{R}^d\) is the vector of regression coefficients. Using the independence of the response variables, the joint distribution of \(X := (X_1, \ldots, X_N)\) given \(Z := (Z_1, \ldots, Z_N) \in \mathbb{R}^{d \times N}\) can be written as:

\[
P(X|Z) = \prod_{i=1}^{N} \frac{e^{X_i^\top Z_i}}{e^{\theta^\top Z_i} + e^{-\theta^\top Z_i}} = \frac{1}{\mathcal{Z}_N(\theta, Z)} \exp \left\{ \sum_{i=1}^{N} X_i (\theta^\top Z_i) \right\},
\]

where \(\mathcal{Z}_N(\theta, Z) = \prod_{i=1}^{N} \frac{1}{e^{\theta^\top Z_i} + e^{-\theta^\top Z_i}}\) is the normalizing constant. It is well-known from the classical theory of generalized linear models that the parameter \(\theta\) in (1) can be estimated at rate \(O(1/\sqrt{N})\) for fixed dimensions, using the maximum likelihood (ML) method (see, for example, [56, 61, 88]).

The classical framework of logistic regression described above is, however, inadequate if the independence assumption on the response variables is violated, which is often the case if the observations are collected over a temporal or spatial domain or on a social network. The recent accumulation of dependent network data in modern applications has accentuated the need to develop realistic and mathematically tractable methods for modeling high-dimensional distributions with underlying network dependencies (network peer-effect). Towards this, the Ising model, initially proposed in statistical physics to model ferromagnetism [19], has turned out to be a useful primitive for modeling such datasets, which arise naturally in spatial statistics, social networks, epidemic modeling, computer vision, neural networks, and computational biology, among others (see [5, 37, 42, 47, 64] and references therein). This can be viewed as a discrete exponential family with binary outcomes, wherein the sufficient statistic is a quadratic form designed to capture correlations arising from pairwise interactions. Formally, given an interaction matrix \(A := ((a_{ij}))_{1 \leq i, j \leq N}\) and binary vector \(X = (X_1, X_2, \ldots, X_N) \in \mathcal{C}_N = \{-1, 1\}^N\), the Ising model with parameters \(\beta\) and \(h\) encodes the dependence among the coordinates of \(X\) as follows:

\[
P_{\beta, h}(X) = \frac{1}{2^N \mathcal{Z}_N(\beta, h)} \exp \left\{ \beta \sum_{1 \leq i, j \leq N} a_{ij} X_i X_j + h \sum_{i=1}^{N} X_i \right\},
\]

where the normalizing constant \(\mathcal{Z}_N(\beta, h)\) is determined by the condition \(\sum_{X \in \mathcal{C}_N} P_{\beta, h}(X) = 1\) (so that \(P_{\beta, h}\) is a probability measure). In statistical physics the parameters \(\beta\) and \(h\) are referred to as the inverse temperature and the magnetic field, respectively.

In this paper we are motivated by applications where in addition to peer effects, arising from an underlying network structure, there are other variables (covariates) associated with the nodes of the network, which affect the outcome of the response variables. For example, in the data collected by the National Longitudinal Study [46] students in grades 7–12 were asked to name up to 10 friends and answer many questions about age, gender, race, socio-economic background, personal and school life, and health, where it becomes imperative to model the peer-effect and the effect of the covariates simultaneously. Another example where high-dimensional covariates interact through an underlying network structure arises in spatial transcriptomics. This is a relatively new direction in biology made possible by technologies for massively parallelized measurement of cell transcriptomes/proteomes in situ that, unlike standard single cell sequencing methods, retains information regarding the spatial neighborhood of the cells. The spatial context of cells can be encoded into a Voronoi neighborhood graph, where the nodes are cells and edges link cells that are situated proximal to each other [35, 41, 71]. Each node has a high dimensional feature set, encoding

\footnote{Note that we are parameterizing the outcomes as \(\{-1, 1\}\) instead of the more standard \(\{0, 1\}\) to integrate this within the framework of the Ising model (defined in (2)), where the \(\{-1, 1\}\) notation is more common.}
the measurements made for that cell, be it gene expression or protein expression, depending on the experimental protocol. Here, the goal is to understand how the spatial niche of a cell contribute to its phenotype. For other examples of network peer-effect in the presence of covariates, see \[7\] [24] [44] [40] [77] [83] and references therein.

In the aforementioned examples, it is natural to envisage a model that combines the logistic model in (1) (which encodes the node-specific covariates) and the Ising model (2) (for capturing the network dependency). Towards this, Daskalakis et al. \[31\] recently proposed the following model: Suppose for each node \(1 \leq i \leq N\) of a network \(G_N\) on \(N\) vertices, one observes a \(d\)-dimensional covariate \(Z_i \in \mathbb{R}^d\). Then, the joint distribution of the binary outcomes \(X = (X_1, X_2, \ldots, X_N)\), conditioned on the network \(G_N\) and the observed covariates \(Z := (Z_1, Z_2, \ldots, Z_N)^\top\) is given by:

\[
P(X|Z) \propto \exp\left(\beta X^\top A X + \sum_{i=1}^N X_i (\theta^\top Z_i)\right)
\]

where \(A = ((a_{ij}))_{1 \leq i,j \leq N}\) is the (appropriately scaled) adjacency matrix of the network \(G_N\), the parameter \(\beta\) is a measure of the strength of dependence (the network ‘peer effect’), and the parameter \(\theta \in \mathbb{R}^d\) measures the individual effects of the \(d\)-covariates. Note that as in the classical Ising model (2), the quadratic term captures the overall dependency in the network arising from pairwise interactions, while the linear term \(\theta^\top Z_i\) encodes the strength of the covariates on the outcome at the \(i\)-th node, for \(1 \leq i \leq N\), as in the logistic model (1). Moreover, when \(\beta = 0\), which corresponds to the independent case, (3) reduces to (1), hence (3) can be viewed as a model for logistic regression with dependent observations.

The increasing relevance of models (2) and (3) for understanding covariate effects and nearest-neighbor interactions in network data, has made it imperative to develop computationally tractable methods for estimating the model parameters and understanding the statistical properties (rates of convergence) of the resulting estimates. A typical problem of interest is estimating the parameters of the model given a single sample of binary outcomes from an underlying network. For the classical Ising model as in (2), this problem has been extensively studied, beginning with the classical results on consistency and optimality of the maximum likelihood (ML) estimates for models where the underlying network is a spatial lattice \[26\] [39] [41] [73]. However, for general networks, parameter estimation using the ML method turns out to be notoriously hard due to the presence of an intractable normalizing constant in the likelihood. One approach to circumvent this issue that has turned out to be particularly useful, is the maximum pseudolikelihood (MPL) estimator \[12\] [13].

This provides a computationally efficient method for estimating the parameters of a Markov random field that avoids computing the normalizing constant, by maximizing an approximation to the likelihood function (a ‘pseudo-likelihood’), based on conditional distributions. This approach was originally explored in the seminal paper of Chatterjee \[21\], where general conditions for \(\sqrt{N}\)-consistency of the MPL estimate for the model (2) were derived. \(^2\) This result was subsequently extended to more general models in \[8\] [31] [32] [38] [65] [66] [67]. In particular, for model (3) Daskalakis et al. \[32\] showed that given a single sample of observations \((X_i, Z_i)_{1 \leq i \leq N}\) from (3), the MPL estimate of the parameters \((\beta, \theta)\) is \(\sqrt{N}\)-consistent, when the dimension \(d\) is fixed, under various regularity assumptions on the underlying network and the parameters. This result has been subsequently extended to models with higher-order interactions in \[32\]. The high-dimensional analogue of this problem under an \(\ell_1\) norm constraint on the regression parameter has been studied very recently in \[52\].

\(^2\)A sequence of estimators \(\{\hat{\beta}_N\}_{N \geq 1}\) is said to be \(\sqrt{N}\)-consistent at \(\beta\), if for every \(\delta > 0\), there exists \(M := M(\delta, \beta) > 0\) such that \(P(\sqrt{N}|\hat{\beta}_N(X) - \beta| \leq M) > 1 - \delta\), for all \(N\) large enough.
In this paper, we consider the problem of parameter estimation in model (3) in the high-dimensional regime with sparsity constraints, that is, the number of covariates \(d\) grows with the size of the network \(N\), but there are only a few non-zero regression coefficients. In other words, we assume that the parameter vector \(\theta\) is \(s\)-sparse, that is \(||\theta||_0 := \sum_{i=1}^{d} 1\{\theta_i \neq 0\} \leq s\), because, despite the fact that many covariates are available, we only expect a few of them to be relevant. Under this assumption, we want to estimate the parameters \((\beta, \theta)\) given a single sample of dependent observations \((X_i, Z_i)_{1 \leq i \leq N}\) from model (3). One of the main reasons this problem is especially delicate, is that we only have access to a single (dependent) sample from the underlying model. Consequently, classical results from the \(M\)-estimation framework, which require multiple independent samples, are inapplicable. To deal with this dependence (which leads to the intractable normalizing constant as mentioned before) and the high-dimensionality of the parameter space, we propose a penalized maximum pseudo-likelihood approach for estimating the parameters. To this end, note that the conditional distribution of \(X_i\) given \((X_j)_{j\neq i}\) is:

\[
P(X_i = 1|(X_j)_{j\neq i}, Z) = \frac{e^{X_i\theta^\top Z_i + \beta X_i m_i(X)}}{e^{\theta^\top Z_i + \beta m_i(X)} + e^{-\theta^\top Z_i - \beta m_i(X)}},
\]

where, as before, \(m_i(X) = \sum_{j=1}^{N} a_{ij} X_j\) is the local-effect at node \(i\), for \(1 \leq i \leq N\). Therefore, by multiplying (4) over \(1 \leq i \leq N\) and taking logarithms, we get the (negative) log-pseudolikelihood (LPL) function

\[
L_N(\beta, \theta) = -\frac{1}{N} \sum_{i=1}^{N} \log P(X_i = 1|(X_j)_{j\neq i}, Z)
\]

\[
= -\frac{1}{N} \sum_{i=1}^{N} \{X_i(\theta^\top Z_i + \beta m_i(X)) - \log \cosh(\theta^\top Z_i + \beta m_i(X))\} + \log 2.
\]

To encode the sparsity of the high-dimensional parameters, we propose a penalized maximum pseudo-likelihood (PMPL) estimator of \((\beta, \theta^\top)\), which, given a regularization (tuning) parameter \(\lambda\), is defined as:

\[
(\hat{\beta}, \hat{\theta}^\top) := \arg \min_{(\beta, \theta)} \{L_N(\beta, \theta) + \lambda||\theta||_1\},
\]

where \(||\theta||_1 := \sum_{i=1}^{d} |\theta_i|\). Under various regularity assumptions, we prove that if \(\lambda\) is chosen proportional to \(\sqrt{\log d/n}\), then with high probability,

\[
||\hat{\beta}, \hat{\theta}^\top) - (\beta, \theta^\top)|| \lesssim s \sqrt{\log d/N},
\]

whenever \(d \to \infty\) such that \(d = o(N)\) (Theorem 2.4). In particular, it follows from our results that for bounded degree networks, the PMPL estimate attains the same rate as in the independent logistic case [1], when \(d = o(N)\) and the sparsity is bounded. Our results are fundamentally different from existing results on parameter estimation in high-dimensional graphical models based on multiple i.i.d. samples (see Section 1.1 for a review). Here, we only have access to a single sample from the model (3), hence, unlike in the multiple samples case, one cannot treat the different neighborhoods in the network as independent, which renders classical techniques for proving consistency inapplicable. Consequently, to handle the dependencies among the different neighborhoods in the pseudo-likelihood function we need to use a different (non-classical) set of tools. Specifically, our proofs combine a conditioning technique introduced in [29], which transforms a general Ising model to a model satisfying the Dobrushin condition (where the dependence is sufficiently weak), and the
Next, we study the effect of dependence on estimating the regression parameters $\theta$. Specifically, we want to understand how the presence of dependence through the underlying network structure effects the rate of estimation of the high-dimensional regression coefficient under sparsity constraints. While there have been several recent attempts to understand the implications of dependence in high-dimensional inference, most of them have focused on Gaussian models. Going beyond Gaussian models Mukherjee, Mukherjee, and Yuan [65] and Deb et al. [33] considered the problem of testing the global null (that is, $\theta = 0$) against sparse alternatives in a special case of model (3) (where $d = N$ and the design matrix $Z = I_N$ is the identity). However, to the best of our knowledge the effect of dependence on parameter estimation in Ising models with covariates has not been explored before. Here, we show that the PMPL estimate for $\theta$ in model (3), given a dependence strength $\beta \geq 0$ and the sparsity constraint $\|\theta\|_0 = s$, attains the classical $O(\sqrt{s \log d/N})$ rate, despite the presence of dependence, in the entire high-dimensional regime (where $d$ can be much larger than $N$) and also recovers the correct dependence on the sparsity $s$ (see Theorem 2.7). As a consequence, we establish that the PMPL estimate is $O(1/\sqrt{N})$-consistent (up to logarithmic factors) for the model (3) in various natural sparse graph ensembles, such as Erdős-Rényi random graphs and inhomogeneous random graphs that include the popular stochastic block model (Theorem 3.1 and Corollary 3.3). We also develop a proximal gradient algorithm for efficiently computing the PMPL estimate and evaluate its performance in numerical experiments for Erdős-Rényi random graphs and stochastic block models (Section 4).

1.1. Related Work. The asymptotic properties of penalized likelihood methods for logistic regression and generalized linear models in high dimensional settings have been extensively studied (see, for example, [4, 16, 51, 62, 78, 84, 86] and references therein). These results allow $d$ to be much bigger than $N$ and provide rates of convergence for the high-dimensional parameters under various sparsity constraints. The performance of the ML estimate in the logistic regression model when the dimension $d$ scales proportionally with $N$ has also been studied in a series of recent papers [17, 80, 81]. However, as discussed earlier, ML estimation is both computationally and mathematically intractable in model (3), because of the dependency induced by the underlying network. That we are able to recover rates similar to those in the classical high-dimensional logistic regression, in spite of this underlying dependency, using the PMPL method, is one of the highlights of our results.

The problem of estimation and structure learning in graphical models and Markov random fields is another related area of active research. Here, the goal is to estimate the model parameters or learn the underlying graph structure given access to multiple i.i.d. samples from a graphical model. For more on these results refer to [3, 14, 15, 23, 43, 45, 54, 76, 79, 89] and the references therein. In particular, [76] and [92] use a regularized pseudo-likelihood approach to learn the structure of the interaction $A$ given multiple i.i.d. samples from an Ising model. In a related direction, Daskalakis et al. [30] studied the related problems of identity and independence testing, and Neykov et al. [19, 70] considered problems in graph property testing, given access to multiple samples from an Ising model.

All the aforementioned results, however, are in contrast with the present work, where the underlying graph structure is assumed to be known and the goal is to derive rates of estimation for the parameters given a single sample from the model. This is motivated by the applications mentioned above where it is often difficult, if not impossible, to generate many independent samples from the model within a reasonable amount of time. More closely related to the present work are results of
Li and Zhang [58] and Li et al. [59] on Bayesian methods for variable selection in high-dimensional covariate spaces with an underlying network structure, where an Ising prior is used on the model space for incorporating the structural information. Recently, Kim et al. [53] developed a variational Bayes procedure using the pseudo-likelihood for estimation based on a single sample in a two-parameter Ising model. Convergence of coordinate ascent algorithms for mean field variational inference in the Ising model has been recently analyzed in [74].

1.2. Notation. The following notation will be used throughout the remainder of the paper. For a vector \( \mathbf{a} := (a_1, \ldots, a_s) \in \mathbb{R}^s \) and \( 0 < p < \infty \), \( \| \mathbf{a} \|_p := (\sum_{i=1}^s |a_i|^p)^{\frac{1}{p}} \) denotes the \( p \)-th norm and \( \| \mathbf{a} \|_\infty := \max_{1 \leq i \leq s} |a_s| \) its maximum norm, respectively. Moreover, \( \| \mathbf{a} \|_0 := \sum_{i=1}^s 1\{a_i \neq 0\} \) denote the ‘zero-norm’ of \( \mathbf{a} \), which counts the number of non-zero coordinates of \( \mathbf{a} \).

For a matrix \( \mathbf{M} := ((M_{ij}))_{1 \leq i \leq s, 1 \leq j \leq t} \in \mathbb{R}^{s \times t} \) we define the following norms:

- \( \| \mathbf{M} \|_F := \sqrt{\sum_{i=1}^s \sum_{j=1}^t M_{ij}^2} \),
- \( \| \mathbf{M} \|_\infty := \max_{1 \leq i \leq s} \sum_{j=1}^t |M_{ij}| \),
- \( \| \mathbf{M} \|_1 := \max_{1 \leq j \leq t} \sum_{i=1}^s |M_{ij}| \),
- \( \| \mathbf{M} \|_2 := \sigma_{\max}(\mathbf{M}) \),

where \( \sigma_{\max}(\mathbf{M}) \) denotes the largest singular value of \( \mathbf{M} \).

Note that if \( \mathbf{M} \) is a square matrix, then \( \| \mathbf{M} \|_2 = \max\{\lambda_{\min}(\mathbf{M}), \lambda_{\max}(\mathbf{M})\} \), where \( \lambda_{\min}(\mathbf{M}) \) and \( \lambda_{\max}(\mathbf{M}) \) denote the maximum and minimum eigenvalues of \( \mathbf{M} \), respectively.

For positive sequences \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \), \( a_n = O(b_n) \) means \( a_n \leq C_1 b_n \), \( a_n = \Omega(b_n) \) means \( a_n \geq C_2 b_n \), and \( a_n = \Theta(b_n) \) means \( C_2 n \leq a_n \leq C_1 b_n \), for all \( n \) large enough and positive constants \( C_1, C_2 \). Similarly, \( a_n \preceq b_n \) means \( a_n = O(b_n) \), \( a_n \succeq b_n \) means \( a_n = \Omega(b_n) \). Moreover, subscripts in the above notations, for example \( \lesssim, \approx, \Omega \) and \( \Omega \) denote that the hidden constants may depend on the subscripted parameters \( \Box \). Finally, we say that \( a_n = \tilde{O}(b_n) \), if \( a_n \leq C_1 (\log n)^r b_n \) and \( a_n = \tilde{\Theta}(b_n) \), if \( C_2 (\log n)^r b_n \leq a_n \leq C_1 (\log n)^r b_n \), for all \( n \) large enough and some positive constants \( C_1, C_2, r_1, r_2 \).

1.3. Organization. The remainder of the paper is organized as follows. The rates of consistency of the estimates are described in Section 2. In Section 3 we apply our results in various common network models. The algorithm for computing the estimates and simulation results are presented in Section 4. The proofs of the results are given in the Appendix.

2. Rates of Consistency

Next, we present our results on rates of convergence of the PMPL estimator. In Section 2.1 we present the rates of convergence of the PMPL estimates \((\hat{\beta}, \hat{\Theta}^T)\). The rate for estimating the regression parameters is presented in Section 2.2.

2.1. Consistency of the PMPL Estimate. We begin by stating the relevant assumptions:

Assumption 2.1. The interaction matrix \( \mathbf{A} \) in (3) satisfies the following two conditions:

\[
\sup_{N \geq 1} \| \mathbf{A} \|_\infty < \infty \quad \text{and} \quad \liminf_{N \to \infty} \frac{1}{N} \| \mathbf{A} \|_F^2 > 0.
\]

Assumption 2.2. The design matrix \( \mathbf{Z} := (\mathbf{Z}_1, \ldots, \mathbf{Z}_N)^T \) satisfies

\[
\liminf_{N \to \infty} \lambda_{\min}\left(\frac{1}{N} \mathbf{Z}^T \mathbf{Z}\right) > 0.
\]
Assumption 2.3. The signal parameters $\theta$ and the covariates $\{Z_i\}_{1 \leq i \leq N}$ are uniformly bounded, that is, there exist positive constants $\Theta$ and $M$ such that $\|\theta\|_\infty < \Theta$ and $\|Z_i\|_\infty < M$, for all $1 \leq i \leq N$.

The above assumptions combined, aim to strike a balance between the signal from the peer-effects to that from the covariates, to ensure consistent estimation for all $\beta \geq 0$. In particular, a control on $\|A\|_\infty$ is required to ensure that the peer effects coming from the quadratic dependence term in the probability mass function (3) do not overpower the effect of the signal $\theta$ coming from the linear terms $\theta^\top Z_i$, thereby hindering joint recovery of the correlation term $\beta$ and the signal term $\theta$. At the same time, we also require the interaction matrix to be not too sparse, and its entries to be not too small, in order to ensure that the effect of the correlation parameter $\beta$ is not nullified. This is guaranteed by the condition $\|A\|_F^2 = \Omega(N)$. In fact, if this condition is violated, it may be impossible to estimate $(\beta, \theta)$ consistently. This phenomenon is observed in the Curie-Weiss Model (where the interaction matrix $a_{ij} = 1/N$, for $1 \leq i \neq j \leq N$) [27]. In this example, each entry of $A$ is $O(1/N)$, and hence, $\|A\|_F^2 = O(1)$, and even when $d = 1$ (and $Z_1 = \ldots = Z_N$) consistent estimation of the parameters $\beta$ and $\theta$ is impossible (see Theorem 1.13 [38]).

The minimum eigenvalue condition in Assumption 2.2 is standard in the high-dimensional literature (see [60, 76]), and is crucial for establishing the strong-concavity of the log-pseudolikelihood function. In particular, this condition holds with high probability, if the covariates $Z_1, \ldots, Z_N$ are i.i.d. realizations from a sub-Gaussian distribution on $\mathbb{R}^d$ (see Theorem 2.1 in [32]). Under the above assumptions we establish the rate of convergence of the PMPL estimate (6) given a single sample of observations from the model (3), when the parameter vector is sparse, that is, $\|\beta, \theta\|_0 = s$. For notational convenience, we henceforth denote the $(d+1)$-dimensional vector of parameters by $\gamma := (\beta, \theta^\top)^\top$ and the $(d+1)$-dimensional vector of PMPL estimates obtained from (6) by $\hat{\gamma} = (\hat{\beta}, \hat{\theta}^\top)^\top$.

Theorem 2.4. Suppose that Assumptions 2.1, 2.2, and 2.3 hold. Then, there exists a constant $\delta > 0$ such that by choosing $\lambda := \delta \sqrt{\log (d+1)/N}$ in the objective function in (21) we have,

$$
\|\hat{\gamma} - \gamma\|_2 = O_s \left( \sqrt{\frac{\log d}{N}} \right) \quad \text{and} \quad \|\hat{\gamma} - \gamma\|_1 = O_s \left( \sqrt{\frac{\log d}{N}} \right),
$$

with probability $1 - o(1)$, as $N \to \infty$ and $d \to \infty$ such that $d = o(N)$.

The proof of Theorem 2.4 is given in Section A. Broadly speaking, it involves the following two steps:

- Concentration of the gradient: The first step in the proof of Theorem 2.4 is to show that the gradient of the logarithm of the pseudo-likelihood function $L_N$ (recall (5)) is concentrated around zero in the $\ell_\infty$ norm. For this step, we use the conditioning trick introduced in [29], which reduces a general Ising model to an Ising model in the high-temperature regime, where exponential concentration inequalities for functionals of Ising models are available [20].

- Strong-concavity of the pseudo-likelihood: In the second step, we show that the logarithm of the pseudo-likelihood function is strongly concave with high probability. This entails showing that the lowest eigenvalue of the Hessian of $L_N$ is bounded away from zero with high probability. For this step, we invoke the lower bounds on the variance of linear projections of $X$ developed in [29] and more delicate concentration arguments from [1].

Remark 2.5. Note that the rate in (7) suppresses the dependence on the sparsity parameter $s$ in the order term. From the proof of Theorem 2.4, it will be seen that the dependence is, in general,
exponential in $s$. However, if one replaces Assumption \[2.3\] with the stronger assumption that the $\ell_2$ norms of the parameters and the covariates are bounded, that is, $\|\theta\|_2 < \Theta$ and $\|Z_i\|_2 < M$, for all $1 \leq i \leq N$, then our proof can be easily modified to recover the standard high-dimensional $O(\sqrt{s \log d/N})$ rate (see Remark A.9). In fact, this stronger assumption has been used recently in \[52\] to derive rates of the pseudo-likelihood estimate under $\ell_1$ sparsity. Specifically, \[52, Theorem 2\] showed that if $\|\gamma\|_1 \leq s$ and the parameters and the covariates are $\ell_2$ bounded, their estimate $\tilde{\gamma}$ under Assumption 2.1 satisfies:

$$
\|\tilde{\gamma} - \gamma\|_2 = O\left(\left(\frac{s \log d}{N}\right)^{\frac{1}{2}}\right),
$$

with high probability. Note that the dependence on $N$ in the RHS above is worse than the expected $1/\sqrt{N}$-rate. Moreover, the $\ell_2$-boundedness of the covariates is quite restrictive in the high-dimensional setup. We, on the other hand, derive rates under $\ell_0$ sparsity and a more realistic $\ell_\infty$-bounded condition (Assumption 2.3). Under this condition we are able to derive the correct dependence on $N$ and $d$ (and also on $s$, if the stronger $\ell_2$ boundedness is imposed as mentioned above) in the regime where $d = o(N)$. An exponential dependence on $d$ also appears in \[32\] (see footnote in page 4), where the convergence rate of the MPL estimate is derived in the fixed $d$ regime. This rate can be improved to $O(\sqrt{d/N})$ under the $\ell_2$ boundedness assumption (see, for example, \[31\]). Our results show that this can be further improved to $O(\sqrt{\log d/N})$ in the regime of constant sparsity.

### 2.2. Estimation of the Regression Coefficients

In this section, we consider the problem of estimating the regression coefficients $\theta$, for $\beta \geq 0$ fixed. The goal here is to understand how network dependence may affect our ability to estimate the high-dimensional regression coefficient under sparsity constraints. Towards this, we study the properties of the following PMPL estimator for the regression coefficients $\theta$:

$$
\hat{\theta} := \arg\min_{\theta} \left\{ L_{\beta,N}(\theta) + \lambda \|\theta\|_1 \right\},
$$

where $\lambda$ is a regularization parameter and (recalling \[5\])

$$
L_{\beta,N}(\theta) = -\frac{1}{N} \sum_{i=1}^{N} \left\{ X_i (\theta^T Z_i + \beta m_i(X)) - \log \cosh(\theta^T Z_i + \beta m_i(X)) \right\} + \log 2.
$$

To handle the high-dimensional regime, we need to make the following assumption on the design matrix $Z := (Z_1, \ldots, Z_N)^\top$. To this end, we define the Rademacher complexity of the $\{Z_i\}_{1 \leq i \leq N}$ as:

$$
\mathcal{R}_N := \mathbb{E}\left(\left\| \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i Z_i \right\|_{\infty}\right),
$$

where $\{\varepsilon_i\}_{1 \leq i \leq N}$ is a sequence of i.i.d. Rademacher random variables and the expectation in \[10\] is taken jointly over the randomness of $\{Z_i\}_{1 \leq i \leq N}$ and $\{\varepsilon_i\}_{1 \leq i \leq N}$.

**Assumption 2.6.** Suppose the covariates $Z_1, Z_2, \ldots, Z_N$ are drawn i.i.d. from a distribution with mean zero and satisfying the following conditions:

1. There exist positive constants $\kappa_1, \kappa_2$ such that

$$
\mathbb{E}\left(\langle \eta, Z_1 \rangle^2 \right) \geq \kappa_1 \quad \text{and} \quad \mathbb{E}\left(\langle \eta, Z_1 \rangle^4 \right) \leq \kappa_2,
$$

for all $\eta \in \mathbb{R}^d$ such that $\|\eta\|_2 = 1$. 
(2) $R_N = O(\sqrt{\log d/N})$.

(3) There exists a constant $C > 0$ such that $\max_{1 \leq i \leq d} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[Z_{ij}^2] \leq C$ holds with probability $1$.

These types of conditions are standard in the high-dimensional statistics literature (see \cite{09, 18, 63, 68, 175, 85} and references therein), which are known to hold for many natural classes of design matrices. For example, if $Z_1, Z_2, \ldots, Z_n$ are i.i.d. sub-Gaussian random variables with mean zero, then \cite[Exercise 9.8]{} implies that $R_N = O(\sqrt{\log d/N})$. Under this assumptions, we show in the following theorem that one can consistently estimate the regression parameters of the model (3) at the same rate as the classical (independent) logistic regression model (1).

**Theorem 2.7.** Fix $\beta \geq 0$. Suppose the interaction matrix $A$ in (3) satisfies Assumptions 2.1 and the covariates $Z_1, Z_2, \ldots, Z_N$ satisfy Assumption 2.6. Moreover, assume that there exists a positive constant $\Theta$ such that $\|\theta\|_2 \leq \Theta$. Then, there exists a constant $\delta > 0$ such that by choosing $\lambda := \delta \sqrt{\log d/N}$ in the objective function in (8) we have,

$$
\|\hat{\theta} - \theta\|_2 = O\left(\sqrt{\frac{s \log d}{N}}\right) \quad \text{and} \quad \|\hat{\theta} - \theta\|_1 = O\left(s \frac{\log d}{N}\right),
$$

with probability $1 - o(1)$, as $N, d \to \infty$ such that $s \sqrt{\log d/N} = o(1)$.

The proof of Theorem 2.7 is given in Section 13. We follow the strategy outlined in \cite[Chapter 9]{99} for showing rates of consistency for high-dimensional generalized linear models. In particular, we show that the pseudo-likelihood loss function satisfies the restricted strong concavity condition (Proposition 3.1) under Assumption 2.6. Consequently, we can establish the consistency of the PMPL estimate of the regression parameters in the entire high-dimensional regime (where $d$ can be much larger than $N$) and also recover the correct dependence on the sparsity $s$.

**Remark 2.8.** As mentioned before, when $Z_1, Z_2, \ldots, Z_n$ are i.i.d Gaussian with mean zero and covariance matrix $\Sigma$, then Assumption 2.6 (2) holds (by \cite[Exercise 9.8]{99}). To understand when Assumption 2.6 (1) holds note that, for $\eta \in \mathbb{R}^d$ such that $\|\eta\|_2 = 1$ we have

$$
\mathbb{E}\left((\langle \eta, Z \rangle)^2\right) = \mathbb{E}(N(0, \eta^\top \Sigma \eta)^2) = \eta^\top \Sigma \eta \geq \lambda_{\min}(\Sigma)
$$

and

$$
\mathbb{E}\left((\langle \eta, Z \rangle)^4\right) = \mathbb{E}(N(0, \eta^\top \Sigma \eta)^4) = 3(\eta^\top \Sigma \eta)^4 \leq 3\lambda_{\max}^2(\Sigma),
$$

where $\lambda_{\min}(\Sigma)$ and $\lambda_{\max}(\Sigma)$ are the minimum and maximum eigenvalues of $\Sigma$, respectively. Therefore, Assumption 2.6 (1) holds if we assume that there exists positive constants $c_*, c^*$ such that the covariance matrix $\Sigma$ satisfies $c_* \leq \lambda_{\min}(\Sigma) \leq \lambda_{\max}(\Sigma) \leq c^*$.

### 3. Application to Various Network Structures

In this section, we apply Theorem 2.4 to establish the consistency of the PMPL estimator (21) for various natural network models. To this end, let $G_N = (V(G_N), E(G_N))$ be a sequence of graphs with $V(G_N) = [N] := \{1, 2, \ldots, N\}$ and adjacency matrix $A(G_N) = ((a_{ij}))_{1 \leq i, j \leq N}$. We denote by $d_v$ the degree of the vertex $v \in V(G_N)$. To ensure that the model (3) has non-trivial scaling properties, one needs to chose the interaction matrix $A$ as the scaled adjacency matrix of $G_N$. In particular, define

$$
A_{G_N} := \frac{N}{2|E(G_N)|} \cdot A(G_N)
$$

(11)
Throughout this section we consider the model \( \{3\} \) with \( A = A_G \) as above. We also assume that the number of non-isolated vertices in \( G_N \) (that is, the number of vertices in \( G_N \) with degree at least 1) is \( \Omega(N) \). Note that this implies, \( |E(G_N)| \gtrsim N \). Finally, we also assume that the sparsity \( s = O(1) \) and consequently, absorb the dependence on \( s \) in the \( O \)-terms (recall Remark \( 2.5 \)).

3.1. Bounded Degree Graphs. A sequence of graphs \( \{G_N\}_{N \geq 1} \) is said to have bounded maximum degree if its maximum degree is uniformly bounded, that is, \( \sup_{N \geq 1} d_{\text{max}} < \infty \), where \( d_{\text{max}} := \max_{v \in V(G_n)} d_v \) is the maximum degree of \( G_N \). Note that if \( G_N \) has bounded maximum degree and has \( \Omega(N) \) non-isolated vertices, then \( |E(G_N)| = \Theta(N) \).

Networks arising in certain applications, especially those with an underlying spatial or lattice structure generally have bounded degree. These include planar maps which encode neighborhood relations [6, 50], lattice models for capturing nearest-neighbor interactions between image pixels, and demand-aware networks [2] among others. It is easy to check that the conditions in Assumption \( 2.1 \) are satisfied for bounded degree graphs. Towards this, note that, under the scaling in (11), the condition \( \lim \inf N^\alpha \) hold.

3.2. Sparse Inhomogeneous Random Graphs. Although the discussion above shows that the graph \( G_N \) has to have bounded maximum degree for Assumption \( 2.1 \) to hold, our proofs can be easily adapted to establish similar rates of consistency of the PMPL estimate (up to polylog factors), if the maximum degree \( G_N \) grows sufficiently slowly. This is summarized in the following result.

**Theorem 3.1.** Suppose \( \{G_N\}_{N \geq 1} \) is a sequence of graphs with \( |E(G_N)| = O(N) \), \( d_{\text{max}} = \tilde{O}(1) \), and \( \Omega(N) \) non-isolated vertices. Then for \( \lambda = \tilde{\Theta} \left( \sqrt{\log d/N} \right) \),

\[
\|\hat{\gamma} - \gamma\|_2 = \tilde{O} \left( \frac{1}{\sqrt{N}} \right)
\]

with probability \( 1 - o(1) \) as \( N, d \to \infty \) such that \( d = o(N) \).

Theorem 3.1 is proved in Section [C.1]. Note that Theorem 3.1 shows that the PMPL estimator is \( \sqrt{N} \)-consistent (up to polylog factors) whenever the maximum degree of \( G_N \) grows polylogarithmically with the number of vertices \( N \). In fact, from the proof of Theorem 3.1, it becomes evident that the PMPL estimator remains consistent even if the maximum degree grows at a slow polynomial rate (that is, \( d_{\text{max}} = O(N^\alpha) \) for \( \alpha > 0 \) sufficiently small), albeit with an additional polynomial (in \( N \)) factor in the rate of convergence.
Theorem 3.1 can be applied to obtain rates of convergence in sparse inhomogeneous random graph models.

**Definition 3.2.** [10] Given a symmetric matrix $P^{(N)} = ((p_{uv})) \in [0,1]^{N \times N}$ with zeroes on the diagonal, the inhomogeneous random graph $G(N, P^{(N)})$ is the graph with vertex set $[N] := \{1,2,\ldots,N\}$ where the edge $(u,v)$ is present with probability $p_{uv}$, independent of the other edges, for every $1 \leq u < v \leq N$.

The class of inhomogeneous random graph models defined above includes several popular network models, such as the Chung-Lu model [25], the $\beta$-model [22], random dot product graphs [82], and stochastic block models [57]. Here, we will consider the sparse regime where

$$\max_{1 \leq u,v \leq N} p_{uv} = O \left( \frac{1}{N} \right).$$

In this regime, the expected degree remains bounded, although the maximum degree can diverge at rate $O(\log N)$ [11, 55]. We will also assume that there exists $\varepsilon \in (0,1)$ and $\Omega(N)$ vertices $u \in G_N$, such that

$$\limsup_{N \to \infty} \prod_{v=1}^N (1 - p_{uv}) < \varepsilon.$$  (15)

This will ensure $G(N, P^{(N)})$ has $\Omega(N)$ non-isolated vertices. Under these assumptions we have the following result:

**Corollary 3.3.** Suppose $G_N$ is a realization of the inhomogeneous random graph $G(N, P^{(N)})$, where $P^{(N)}$ satisfies the conditions in (14) and (15). Then for $\lambda = \hat{\Theta} \left( \sqrt{\log(d+1)/N} \right)$,

$$\|\hat{\gamma} - \gamma\|_2 = \tilde{O} \left( \frac{1}{\sqrt{N}} \right),$$

with probability $1 - o(1)$ as $N, d \to \infty$ such that $d = o(N)$.

Corollary 3.3 is proved in Section C.2. In the following example we illustrate how it can be applied to the sparse stochastic block models, in particular, sparse Erdős-Rényi random graphs.

**Example 3.4** (Sparse stochastic block models). Fix $K \geq 1$, a vector of community proportions $\lambda := (\lambda_1, \ldots, \lambda_K) \in (0,1)^K$, such that $\sum_{j=1}^K \lambda_j = 1$, and a symmetric probability matrix $B := ((b_{ij}))_{1 \leq i,j \leq K}$, where $b_{ij} \in [0,1]$, for all $1 \leq i,j \leq K$ and $b_{ij} > 0$ for some $1 \leq i,j \leq K$. The (sparse) stochastic block model with proportion vector $\lambda$ and probability matrix $B$ is the inhomogeneous random graph $G(N, P^{(N)})$, with $P^{(N)} = ((p_{uv}))_{1 \leq u,v \leq N}$ where

$$p_{uv} = \frac{b_{ij}}{N} \quad \text{for} \quad (u,v) \in B_i \times B_j,$$

where $B_j := (N \sum_{i=1}^{j-1} \lambda_i, N \sum_{i=1}^{j} \lambda_i] \cap [N]$, for $j \in \{1,\ldots,K\}$. In other words, the set of vertices is divided into $K$ blocks (communities) $B_1, B_2, \ldots, B_K$, such that the edge between vertices $u \in B_i$ and $v \in B_j$ occurs independently with probability $b_{ij}/N$. Clearly, in this case (14) holds. Next, to check that (15) holds, choose $1 \leq i,j \leq K$ such that $b_{ij} > 0$. Then for all $u \in B_i$,

$$\limsup_{N \to \infty} \prod_{v=1}^N (1 - p_{uv}) \leq \limsup_{N \to \infty} \prod_{v \in B_j} \left( 1 - \frac{b_{ij}}{N} \right) = \exp(-\lambda_j b_{ij}) < 1,$$
which verifies \((15)\), since \(|B_j| = \Omega(N)\). Hence, by Corollary 3.3, the PMPL estimate \((6)\) is \(\tilde{O}(1/\sqrt{N})\)-consistent in this example. As a consequence, the PMPL estimate is \(\tilde{O}(1/\sqrt{N})\)-consistent for sparse Erdős-Rényi random graphs \(G(N, c/N)\), which corresponds to setting \(b_{ij} = c\), for all \(1 \leq i, j \leq K\) in \((16)\).

4. Computation and Experiments

In this section we discuss an algorithm for computing the PMPL estimates (Section 4.1) and evaluate its performance in numerical experiments (Section 4.2).

4.1. Computation of the PMPL Estimates. A classical method developed for solving sparse estimation problems is the proximal descent algorithm \([36]\). We will apply this algorithm to the optimization problem \((8)\). To describe the algorithm, denote

\[
f(z) := L_N(z) + \lambda \|z\|_1, \tag{17}
\]

for \(z \in \mathbb{R}^{d+1}\), with \(L_N(\cdot)\) as defined in \((5)\). Also, for \(t \in \mathbb{R}\) and \(x \in \mathbb{R}^{d+1}\) define

\[
G_t(x) = \frac{1}{t} (x - \text{prox}_t (x - t \nabla L_N(x))),
\]

where

\[
\text{prox}_t(x) := \arg \min_{z \in \mathbb{R}^{d+1}} \left\{ \frac{1}{2t} \|x - z\|^2 + \lambda \|z\|_1 \right\} = \left( \frac{x_i}{t} \left( 1 - \frac{\lambda}{|x_i|^2} \right) \right)_{1 \leq i \leq d+1},
\]

is minimized by the soft thresholding estimator. To chose the step size in the proximal descent algorithm, we employ a backtracking line search, which is commonly used in gradient-based as well as in lasso-type problems \([72]\). To justify this we invoke the following result applied to the function \(f\) defined in \((17)\):

**Proposition 4.1.** Fix \(s \geq 1\) and a step size \(t > 0\). Suppose at the \(s\)-th iteration the following bound holds:

\[
L_N(\gamma^{(s)} - tG_t(\gamma^{(s)})) \leq L_N(\gamma^{(s)}) - t\nabla L_N(\gamma^{(s)})^\top G_t(\gamma^{(s)}) + \frac{t}{2} \|G_t(\gamma^{(s)})\|^2. \tag{18}
\]

Then for all \(\gamma \in \mathbb{R}^{d+1}\),

\[
f(\gamma^{(s)} - tG_t(\gamma^{(s)})) \leq f(\gamma) + G_t(\gamma^{(s)})^\top (\gamma^{(s)} - \gamma) - \frac{t}{2} \|G_t(\gamma^{(s)})\|^2. \tag{19}
\]

Note that setting \(\gamma = \gamma^{(s)}\) in \((19)\) gives,

\[
f(\gamma^{(s)} - tG_t(\gamma^{(s)})) \leq f(\gamma^{(s)}) - \frac{t}{2} \|G_t(\gamma^{(s)})\|^2.
\]

This shows that whenever the line-search condition \((18)\) holds, the descent of the objective function is guaranteed by setting

\[
\gamma^{(s+1)} \leftarrow \gamma^{(s)} - tG_t(\gamma^{(s)}) = \text{prox}_t(\gamma^{(s)} - t\nabla L_N(\gamma^{(s)})).
\]

Therefore, the proximal gradient descent algorithm for optimization problem \((8)\), with step size chosen by backtracking line search, proceeds in the following two steps: We initialize with \(\gamma^{(0)} = 0 \in \mathbb{R}^{d+1}\) and \(t^{(0)} = 1\).
• If, at the $s$-th iteration $(\gamma^{(s)}, \ell^{(s)})$ satisfies the line-search condition \[18\], then we update the estimates

\[
\gamma^{(s+1)} \leftarrow \text{prox}_{\ell^{(s)}}(\gamma^{(s)} - \ell^{(s)}\nabla L_N(\gamma^{(s)})) = \left(\frac{\gamma^{(s)}}{\ell^{(s)}} - \nabla L_N(\gamma^{(s)})\right)
\left(1 - \frac{\lambda}{\ell^{(s)}} - \nabla L_N(\gamma^{(s)})\right),
\]

and keep the step size unchanged, that is, $t^{(s+1)} \leftarrow t^{(s)}$.

• If at the $s$-th iteration $(\gamma^{(s)}, \ell^{(s)})$ does not satisfy the line-search condition \[18\], we shrink the step size by a factor of $\tau \in (0, 1)$, that is, $t^{(s+1)} \leftarrow \tau t^{(s)}$, and keep the estimates unchanged, that is, $\gamma^{(s+1)} \leftarrow \gamma^{(s)}$.

The procedure is summarized in Algorithm \[1\].

Algorithm 1

```
Fix a value of $\tau \in (0, 1)$ and $\delta > 0$. Initialize with $\gamma^{(0)} = 0 \in \mathbb{R}^{d+1}$ and $t^{(0)} = 1$.

while $||\gamma^{(s+1)} - \gamma^{(s)}||_1 > \delta$ do
  if $L_N(\gamma^{(s)} - t^{(s)}G_{t^{(s)}}(\gamma^{(s)})) \leq L_N(\gamma^{(s)}) - t^{(s)}\nabla L_N(\gamma^{(s)})^\top G_{t^{(s)}}(\gamma^{(s)}) + \frac{t^{(s)}}{2}||G_{t^{(s)}}(\gamma^{(s)})||_2^2$ then
    $\gamma^{(s+1)} \leftarrow \text{prox}_{t^{(s)}}(\gamma^{(s)} - t^{(s)}\nabla L_N(\gamma^{(s)}))$ and $t^{(s+1)} \leftarrow t^{(s)}$.
  end if
  if $L_N(\gamma^{(s)} - t^{(s)}G_{t^{(s)}}(\gamma^{(s)})) > L_N(\gamma^{(s)}) - t^{(s)}\nabla L_N(\gamma^{(s)})^\top G_{t^{(s)}}(\gamma^{(s)}) + \frac{t^{(s)}}{2}||G_{t^{(s)}}(\gamma^{(s)})||_2^2$ then
    $\gamma^{(s+1)} \leftarrow \gamma^{(s)}$ and $t^{(s+1)} \leftarrow \tau t^{(s)}$.
  end if
end while
```

Note that the smooth part of the objective function $L_N$ is differentiable and its gradient $\nabla L_N$ is Lipschitz (by Lemma \[D.3\]). Hence, Algorithm \[1\], reaches $\varepsilon$-close to the optimum value in $O(1/\varepsilon)$ iterations \[57\].

4.2. Numerical Experiments. We evaluate the performance of the PMPL estimator using Algorithm \[1\] on synthetic data. The first step is to develop an algorithm to sample from model \[3\]. As mentioned before, direct sampling from the model \[3\] is computationally challenging due to the presence of an intractable normalizing constant. To circumvent this issue, we deploy a Gibbs sampling algorithm which iteratively updates each outcome variable $X_i$, for $1 \leq i \leq N$, based on the conditional distribution $P(X_i | X_{j \neq i}, Z)$ (recall \[4\]). Formally, the sampling algorithm can be described as follows:

- Start with an initial configuration $X^{(0)} := (X^{(0)}_{i})_{1 \leq i \leq N} \in \{-1, +1\}^N$.
- At the $(s + 1)$-th step, for $s \geq 1$, choose a vertex of $G_N$ uniformly at random. If the vertex $1 \leq i \leq N$ is selected, then update $X^{(s)}_i$ to

\[
X^{(s+1)}_i = \begin{cases} 
+1, & \text{with probability } P(X^{(s)}_i = 1 | (X^{(s)}_j)_{j \neq i}, Z) \\
-1, & \text{with probability } P(X^{(s)}_i = -1 | (X^{(s)}_j)_{j \neq i}, Z)
\end{cases},
\]

and keep $X^{(s+1)}_j = X^{(s)}_j$, for $j \neq i$. Define $X^{(s+1)} := (X^{(s+1)}_{i})_{1 \leq i \leq N}$.
The Markov chain \( \{X^{(s+1)}\}_{s \geq 0} \) has stationary distribution \( \text{(3)} \) and, hence, can be used to generate approximate samples from \( \text{(3)} \).

For the numerical experiments, we consider \( \beta = 0.3 \) and choose the first \( s \) regression coefficients \( \theta_1, \theta_2, \ldots, \theta_s \) independently from Uniform\(([-1, -\frac{1}{2}] \cup [\frac{1}{2}, 1])\), while the remaining \( d - s \) regression coefficients \( \theta_{s+1}, \theta_{s+2}, \ldots, \theta_d \) are set to zero. The covariates \( Z_1, Z_2, \ldots, Z_N \) are sampled i.i.d. from a \( d \)-dimensional multivariate Gaussian distribution with mean vector \( 0 \) and covariance matrix \( \Sigma = ((\sigma_{ij}))_{1 \leq i, j \leq d} \), with \( \sigma_{ij} = 0.2^{|i-j|} \). With the aforementioned choices of the parameters and the covariates, we generate a sample from the model \( \text{(3)} \) by running the Gibbs sampling algorithm described above for 30000 iterations. We then apply Algorithm 1 by setting \( \varepsilon = 0.001 \), \( \tau = 0.8 \), and consider the solution paths of the PMPL estimator as a function of \( \log(\lambda) \), when the network \( G_N \) is selected to be the Erdős-Rényi (ER) model and the stochastic block model (SBM). We set the range of \( \lambda \) to be a geometric sequence of length 100 from 0.001 to 0.1.

- Figure 1 depicts the solution paths of the PMPL estimate when \( G_N \) is a realization of the Erdős-Rényi random graph \( G(N, 5/N) \). In Figure 1 (a) we have \( N = 1200, d = 200, s = 5 \), and in Figure 1 (b) \( N = 1200, d = 600, s = 600 \).

- Figure 2 shows the solution paths of the PMPL estimate when \( G_N \) is a realization of a SBM with \( K = 2, \lambda_1 = \lambda_2 = \frac{1}{2}, p_{11} = p_{22} = 4/N \), and \( p_{12} = 8/N \) (that is, a SBM with 2 equal size blocks with within block connection probability \( 4/N \) and between block connection probability \( 8/N \) (recall Example 3.4)). In Figure 2 (a) we have \( N = 1200, d = 200, s = 5 \), and in Figure 2 (b) \( N = 1200, d = 600, s = 600 \).

From the plots in Figures 1 and 2, it is evident that the first 5 signal (non-zero) coefficients remain non-zero throughout the range of \( \lambda \) considered. Moreover, as expected, \( \lambda \) needs to be larger when \( d = 600 \) for the non-signal (zero) coefficients to shrink to zero exactly.
Next, we investigate the estimation errors by varying the size \( N \) of the network \( G_N \). To select the regularization parameter \( \lambda \), we use a Bayesian Information Criterion (BIC). Specifically, we define

\[
\text{BIC}(\lambda) = L_N(\hat{\beta}_\lambda, \hat{\theta}_\lambda) + \text{df}(\lambda) \log N,
\]

where \( \hat{\beta}_\lambda, \hat{\theta}_\lambda = (\hat{\theta}_{\lambda,i})_{1 \leq i \leq d} \) are the PMPL estimates obtained from (6) for a fixed value of \( \lambda \) and \( \text{df}(\lambda) = |\{1 \leq i \leq d : \theta_{\lambda,i} \neq 0\}| \). We choose \( \hat{\lambda} \) by minimizing \( \text{BIC}(\lambda) \) over a grid of values of \( \lambda \) and denote the corresponding PMPL estimates by \( \hat{\gamma} = (\hat{\beta}_\lambda, \hat{\theta}_\lambda^\top) \). Figure 3 shows the average \( \ell_1 \) and \( \ell_2 \) estimation errors \( \|\hat{\gamma} - \gamma\|_1 \) and \( \|\hat{\gamma} - \gamma\|_2 \) and their 1-standard deviation error bars (over 200 repetitions) for the Erdős-Rényi (ER) model and the SBM. We refer to these by IsingL1 and IsingL2 in Figure 3, respectively. For comparison purposes, we also show the \( \ell_1 \) and \( \ell_2 \) estimation errors for the classical penalized logistic regression (with no interaction term, that is, \( \beta = 0 \)), denoted by LogisticL1 and LogisticL2 in Figure 3, respectively. The parameters in the numerical experiment are set as follows: \( \beta = 0.3, d = 100, \) the first \( s = 5 \) regression coefficients \( \theta_1, \theta_2, \ldots, \theta_5 \) are independent samples from Uniform\([-1, -\frac{1}{2}] \cup [\frac{1}{2}, 1]\) and the remaining 95 regression coefficients \( \theta_6, \theta_7, \ldots, \theta_{100} \) are set to zero. As before, the covariates \( Z_1, Z_2, \ldots, Z_N \) are sampled i.i.d. from a 100-dimensional multivariate Gaussian distribution with mean vector \( \mathbf{0} \) and covariance matrix \( \Sigma = (\sigma_{ij})_{1 \leq i,j \leq 100} \), with \( \sigma_{ij} = 0.2|\lambda_i - \lambda_j| \).

- Figure 2 (a) shows the estimation errors when \( G_N \) is a realization of the Erdős-Rényi random graph \( G(N, 5/N) \), as \( N \) varies from 200 to 1200 over a grid of 6 values.
- Figure 3 (b) shows the estimation errors when \( G_N \) is a realization of a SBM with \( K = 2, \lambda_1 = \lambda_2 = \frac{1}{2}, p_{11} = p_{22} = 10/N, \) and \( p_{12} = 5/N, \) with \( N \) varying as before.
These plots show that the estimation errors of PMPL estimates exhibit a decreasing trend as $N$ increases, validating the consistency results established in Section 2. Although the $\ell_2$ errors of the PMPL and penalized logistic regression estimates are similar, the $\ell_1$ errors of the penalized logistic regression estimate are much higher. Moreover, as expected, the empirical variances of the $\ell_1$ and $\ell_2$ errors for the penalized logistic regression estimate are significantly larger than those for the PMPL estimate. These findings validate our theoretical results and showcase the effectiveness of the proposed method for modeling dependent network data.

![Error Comparison in the ER Model with $d=100$ and $s=5$](image1)
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**Figure 3.** Estimation errors of the PMPL and the penalized logistic regression estimates in the (a) Erdős-Rényi model and (b) the stochastic block model.

5. Conclusion

In this paper we develop a framework for efficient parameter estimation in a model for dependent network data with high-dimensional covariates. The model combines the classical high-dimensional logistic regression with the Ising model from statistical physics to simultaneously capture dependence from the underlying network and the effect of high-dimensional covariates. We develop an efficient algorithm for estimating the high-dimensional parameters using a penalized maximum pseudo-likelihood method, which attains the classical high-dimensional rate of consistency despite the presence of dependence. As a consequence we derive rates of consistency for the parameters in stochastic block models, among others.

Various questions remain and future directions emerge. Theoretically, it would be interesting to see if the conditions of the theorems can be relaxed and the rates of estimation can be extended to graphs with unbounded degrees. Computationally it would be interesting to explore more efficient sampling schemes for Ising models with covariates. Incorporating dependence in other generalized linear models and high-dimensional distributions, through the lens of the Ising and more general graphical models, is another direction for future research.
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Recall from (6) that our PMPL estimator is defined as:

\[
(\hat{\beta}, \hat{\theta}^\top) := \arg\min_{(\beta, \theta^\top) \in \mathbb{R}^{d+1}} L_N(\beta, \theta) + \lambda \|\theta\|_1
\]

where \(\lambda > 0\) is a tuning parameter and

\[
L_N(\beta, \theta) = \frac{1}{N} \sum_{i=1}^{N} \left[ \log \cosh \left( \beta \sum_{j=1}^{N} A_{ij} X_j + \theta^\top Z_i \right) - X_i \left( \beta \sum_{j=1}^{N} A_{ij} X_j + \theta^\top Z_i \right) \right],
\]

is as defined in (5) (where we have dropped the additive factor of \(\log 2\)). To begin, note that since Assumption 2.1 holds, by scaling the interaction matrix and the covariate vectors by \(\|A\|_\infty\) we can assume without loss of generality,

\[
\sup_{N \geq 1} \|A\|_\infty \leq 1,
\]

The first step towards the proof of Theorem 2.4 is to establish the concentration of the pseudo-likelihood gradient vector \(\nabla L_N(\hat{\gamma})\) in the \(\ell_\infty\) norm. This is formalized in the following lemma which is proved in Section A.1.

**Lemma A.1 (Concentration of the gradient).** For \(\hat{\gamma}\) and any \(\lambda > 0\),

\[
\|\nabla L_N(\hat{\gamma})\|_\infty \leq \lambda.
\]

Moreover, there exists \(\delta > 0\) such that with \(\lambda := \delta \sqrt{\log(d+1)/N}\) the following holds:

\[
P\left(\|\nabla L_N(\gamma)\|_\infty > \frac{\lambda}{2}\right) = o(1),
\]

where the \(o(1)\)-term goes to infinity as \(d \to \infty\).
Lemma A.2 (Strong concavity of pseudo-likelihood). Suppose the assumptions of Theorem 2.4 hold. Then, there exists a constant $\kappa := \kappa(s, M, \beta, \Theta) > 0$, such that

$$L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) \geq \kappa \|\hat{\gamma} - \gamma\|_2^2,$$

with probability $1 - o(1)$.

The proof of Theorem 2.4 can now be easily completed using the above lemmas. Towards this define:

$$S := \{1 \leq i \leq d : \theta_i \neq 0\}.$$

Moreover, for any vector $\mathbf{a} \in \mathbb{R}^p$ and any set $Q \subseteq \{1, \ldots, p\}$, we denote by $\mathbf{a}_Q$ the vector $(a_i)_{i \in Q}$. Now, for the constant $\kappa$ as in Lemma A.2, consider the event

$$\mathcal{E}_N := \left\{ \mathbf{X} \in C_N : \|\nabla L_N(\gamma)\|_\infty \leq \frac{1}{2} \right\} \text{ and } L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) \geq \kappa \|\hat{\gamma} - \gamma\|_2^2 \right\}.$$

Clearly, from Lemma A.1 and Lemma A.2, $\mathbb{P}(\mathcal{E}_N^c) = o(1)$.

Next, suppose $\mathbf{X} \in \mathcal{E}_N$. From the definition of $\hat{\gamma}$ it follows that

$$L_N(\hat{\gamma}) + \lambda \|\theta\|_1 \leq L_N(\gamma) + \lambda \|\theta\|_1. \quad (25)$$

Hence,

$$\lambda(\|\theta\|_1 - \|\hat{\theta}\|_1) \geq L_N(\hat{\gamma}) - L_N(\gamma)$$

$$= \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) + (L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma))$$

$$\geq -\|\nabla L_N(\gamma)\|_\infty \|\hat{\gamma} - \gamma\|_1 + (L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma))$$

$$\geq -\frac{\lambda \|\hat{\gamma} - \gamma\|_1}{2} + (L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma)) \quad (26)$$

where the last step uses $\|\nabla L_N(\gamma)\|_\infty \leq \frac{\lambda}{2}$, for $\mathbf{X} \in \mathcal{E}_N$. Next, note that

$$\|\hat{\theta}\|_1 = \|\theta_S + (\hat{\theta} - \theta)_S\|_1 + \|(\hat{\theta} - \theta)_{S^c}\|_1 \geq \|\theta_S\|_1 + \|(\hat{\theta} - \theta)_{S^c}\|_1 + 1 + \|(\hat{\theta} - \theta)_{S^c}\|_1$$

$$= \|\theta\|_1 - \|(\hat{\theta} - \theta)_{S^c}\|_1 + \|(\hat{\theta} - \theta)_{S^c}\|_1 \quad (27)$$

This implies,

$$\|(\hat{\theta} - \theta)_S\|_1 - \|(\hat{\theta} - \theta)_{S^c}\|_1 \geq \|\theta\|_1 - \|\hat{\theta}\|_1. \quad (27)$$

Combining (26) and (27) it follows that

$$\lambda \left( \|(\hat{\theta} - \theta)_S\|_1 - \|(\hat{\theta} - \theta)_{S^c}\|_1 + \frac{\|\hat{\gamma} - \gamma\|_1}{2} \right) \geq L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma)$$

$$\geq \kappa \|\hat{\gamma} - \gamma\|_2^2, \quad (28)$$

where the last inequality uses $L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) \geq \kappa \|\hat{\gamma} - \gamma\|_2^2$, for $\mathbf{X} \in \mathcal{E}_N$. Using $\|\hat{\gamma} - \gamma\|_1 = \|(\hat{\theta} - \theta)_S\|_1 + \|(\hat{\theta} - \theta)_{S^c}\|_1 + |\beta - \beta| \in$ the LHS of (28) now gives,

$$\|\hat{\gamma} - \gamma\|_2^2 \leq \frac{\lambda}{\kappa} \left( \frac{3\|(\hat{\theta} - \theta)_S\|_1 - \|(\hat{\theta} - \theta)_{S^c}\|_1 + |\beta - \beta|}{2} \right)$$

$$\lesssim \kappa \lambda \left( \|(\hat{\theta} - \theta)_S\|_1 + |\beta - \beta| \right)$$

$$\lesssim \kappa \lambda \sqrt{s + 1} \sqrt{\sum_{i \in S} (\hat{\theta}_i - \theta_i)^2 + (\beta - \beta)^2}$$

$$\lesssim \lambda \sqrt{s} \|\hat{\gamma} - \gamma\|_2.$$
This implies, for $X \in \mathcal{E}_N$, 

$$||\hat{\gamma} - \gamma||_2 = O_{\kappa,\delta} \left( \sqrt{\frac{s \log d}{N}} \right).$$

This completes the proof of the $\ell_2$ error rate in Theorem 2.4 since $P(\mathcal{E}_N) = 1 - o(1)$. The bound on the $\ell_1$ error $||\hat{\gamma} - \gamma||_1$ is shown in Lemma A.8.

### A.1. Proof of Lemma A.1

First, we establish that $||\nabla L_N(\hat{\gamma})||_\infty \leq \lambda$. Fix $1 \leq i \leq d$ and define the univariate function:

$$f(x) := L_N(\hat{\beta}, \hat{\theta}_1, \ldots, \hat{\theta}_{i-1}, x, \hat{\theta}_{i+1}, \ldots, \hat{\theta}_d).$$

Note that $f'(\hat{\theta}_i) = \frac{\partial}{\partial \theta_i} \nabla L_N(\gamma) \big|_{\gamma = \hat{\gamma}}$. Now, by the definition of $\hat{\gamma}$ we have, $f(\hat{\theta}_i) + \lambda |\hat{\theta}_i| \leq f(x) + \lambda |x|$, which implies,

$$f(x) - f(\hat{\theta}_i) \geq \lambda(|\hat{\theta}_i| - |x|).$$

Then consider the following cases:

- $\hat{\theta}_i > 0$: Then, for all $x > \hat{\theta}_i$,

$$\frac{f(x) - f(\hat{\theta}_i)}{x - \hat{\theta}_i} \geq \frac{\lambda |\hat{\theta}_i| - |x|}{x - \hat{\theta}_i} = -\lambda.$$

Similarly, for all $0 < x < \hat{\theta}_i$,

$$\frac{f(x) - f(\hat{\theta}_i)}{x - \hat{\theta}_i} \leq \frac{\lambda |\hat{\theta}_i| - |x|}{x - \hat{\theta}_i} = -\lambda.$$ This implies, $f'(\hat{\theta}_i) = -\lambda$.

- $\hat{\theta}_i < 0$: Then, for all $0 > x > \hat{\theta}_i$,

$$\frac{f(x) - f(\hat{\theta}_i)}{x - \hat{\theta}_i} \geq \frac{\lambda |\hat{\theta}_i| - |x|}{x - \hat{\theta}_i} = \lambda.$$

Similarly, $x < \hat{\theta}_i$,

$$\frac{f(x) - f(\hat{\theta}_i)}{x - \hat{\theta}_i} \leq \frac{\lambda |\hat{\theta}_i| - |x|}{x - \hat{\theta}_i} = \lambda.$$ Hence, in this case, $f'(\hat{\theta}_i) = \lambda$.

- $\hat{\theta}_i = 0$: In this case, for all $x > 0$,

$$\frac{f(x) - f(0)}{x} \geq -\lambda \frac{|x|}{x} = -\lambda$$

and for all $x < 0$,

$$\frac{f(x) - f(0)}{x} \leq -\lambda \frac{|x|}{x} = -\lambda.$$ Since $f'$ exists, this implies that $|f'(0)| \leq \lambda$.

Next, define

$$g(x) := L_N(x, \hat{\theta}_1, \ldots, \hat{\theta}_{i-1}, \hat{\theta}_i, \hat{\theta}_{i+1}, \ldots, \hat{\theta}_d).$$

Note that $g'(\hat{\beta}) = \frac{\partial}{\partial \beta} \nabla L_N(\gamma) \big|_{\gamma = \hat{\gamma}}$. By the definition of $\hat{\gamma}$ we have, $g(\hat{\beta}) \leq g(x)$. This implies that $g'(\hat{\beta}) = 0$. Combining the above, it follows that

$$||\nabla L_N(\hat{\gamma})||_\infty = \max_{j \in [d]} |f'(\hat{\theta}_j)| \leq \lambda,$$

completing the proof of (23).

Next, we establish the concentration of $||\nabla L_N(\gamma)||_\infty$ as in (24). For this step, we require the following definitions. For $1 \leq i \leq N$, denote

$$m_i(X) := \sum_{j=1}^N a_{ij}X_j.$$
Define functions $\phi_i : C_N \to \mathbb{R}$, for $1 \leq i \leq N$, as follows:

$$\phi_i(x) := -\frac{1}{N} \left\{ m_i(x) \left( X_i - \tanh(\beta m_i(x) + \theta^\top Z_i) \right) \right\},$$

(29)

for $x = (x_1, x_2, \ldots, x_n) \in C_N$. Similarly, define functions $\phi_{i,s} : C_N \to \mathbb{R}$, for $1 \leq i \leq N$ and $1 \leq s \leq d$, as follows:

$$\phi_{i,s}(x) := -\frac{1}{N} \left\{ Z_{i,s} \left( x_i - \tanh(\beta m_i(x) + \theta^\top Z_i) \right) \right\}.$$  

(30)

Note that $\nabla L_N = (\frac{\partial L_N}{\partial \beta}, \frac{\partial L_N}{\partial \theta_1}, \ldots, \frac{\partial L_N}{\partial \theta_d})^\top$, where

$$\frac{\partial L_N}{\partial \beta} = \sum_{i=1}^N \phi_i(X) \quad \text{and} \quad \frac{\partial L_N}{\partial \theta_s} = \sum_{i=1}^N \phi_{i,s}(X), \quad \text{for } 1 \leq s \leq d.$$  

To establish the concentration of $\|\nabla L_N(\gamma)\|_\infty$, we use the conditioning trick from [29], which allows to reduce the model (3) to an Ising model in the Dobrushin regime (where the correlations are sufficiently weak and the model approximately behaves like a product measure), by conditioning on a subset of the nodes. To describe this, we need the following definition:

**Definition A.3.** Suppose that $\sigma \in \{-1, 1\}^N$ is a sample from the Ising model:

$$\mathbb{P}_{\beta,h}(\sigma) \propto \exp \left( \sigma^\top D \sigma + \sum_{i=1}^N h_i \sigma_i \right),$$

(31)

where $h = (h_1, h_2, \ldots, h_n)^\top \in \mathbb{R}^n$ and $D$ is a symmetric matrix with zeros on the diagonal with $\sup_{N \geq 1} \|D\|_\infty \leq R$. Moreover, suppose that with probability 1,

$$\min_{1 \leq i \leq N} \text{Var}(\sigma_i | \sigma_{-i}) \geq \Upsilon,$$

for some $\Upsilon > 0$. Then, the model (31) is referred to as an $(R, \Upsilon)$-Ising model.

Recently, Dagan et al. [29] developed a technique for reducing an $(R, \Upsilon)$-Ising model to an $(\eta, \Upsilon)$-Ising model, for $0 < \eta < R$, by conditioning on a subset of vertices. As a consequence, by choosing $\eta$ one can ensure that the conditional model is in the Dobrushin high-temperature regime. Although the Ising model studied in [29] is different, the same proof extends to our model (3) as well. We formalize this in the following lemma, which is proved in Appendix D.2

**Lemma A.4.** Fix $R > 0$ and $\eta \in (0, R)$. Let $X \in \{-1, 1\}^N$ be a sample from an $(R, \Upsilon)$-Ising model. Then there exist subsets $I_1, \ldots, I_\ell \subseteq [N]$ with $\ell \leq 2\log N/\eta^2$ such that:

1. For all $1 \leq i \leq N$,

$$|\{j \in [\ell] : i \in I_j\}| = [\eta \ell / 8R]$$

2. For all $1 \leq j \leq \ell$, the conditional distribution of $X_{I_j}$ given $X_{I_j^c} := (X_u)_{u \in [N] \setminus I_j}$ is an $(\eta, \Upsilon)$-Ising model.

Furthermore, for any non-negative vector $a \in \mathbb{R}^N$, there exists $j \in [\ell]$ such that

$$\sum_{i \in I_j} a_i \geq \frac{\eta}{8R} \sum_{i=1}^N a_i.$$  

(32)

We will apply the above result to our model (3). Towards this, set $D = \beta A$ and $h_i = \theta^\top Z_i$, for $1 \leq i \leq N$ in (31). Under this parametrization, (3) is an $(R, \Upsilon)$-Ising model as shown below:

**Lemma A.5.** The model (3) is a $(R, \Upsilon)$-Ising model with $R = \beta$ and any $\Upsilon = e^{-4\Theta M \delta - 4\beta}$.  

Proof. Note that for every $j \in [N]$, 
\[
\text{Var}(X_j|X_{[N]\setminus\{j\}}) = 4p(1-p),
\]
where $p = \mathbb{P}(X_j = 1|X_{[N]\setminus\{j\}})$. Now, denoting the elements of of the matrix $D$ as $(d_{ij})_{1 \leq i,j \leq N}$, note that
\[
p = \frac{\exp\left(h_j + \sum_{v \in [N]\setminus\{j\}} d_{jv}X_v\right)}{2 \cosh\left(h_j + \sum_{v \in [N]\setminus\{j\}} D_{jv}X_v\right)}.
\]
Then using the inequality $\frac{e^x}{2 \cosh(x)} \geq \frac{1}{2} e^{-2|x|}$ gives,
\[
\min\{p, 1-p\} \geq \frac{1}{2} \exp\left(-2 \left|h_j + \sum_{v \in [N]\setminus\{j\}} d_{jv}X_v\right|\right).
\] (33)
Next, using
\[
\left|h_j + \sum_{v \in [N]\setminus\{j\}} d_{jv}X_v\right| = \theta^\top Z_j + \sum_{v \in [N]\setminus\{j\}} d_{jv}X_v \leq |\theta^\top Z_j| + \|D\|_\infty \leq \Theta M + \beta,
\]
it follows from (33) that
\[
\min\{p, 1-p\} \geq \frac{1}{2} e^{-2\Theta M - 2\beta}.
\]
Hence, we have:
\[
\text{Var}(X_j|X_{[N]\setminus\{j\}}) \geq e^{-4\Theta M - 4\beta}.
\]
This completes the proof of the lemma, since $\|D\|_\infty \leq \beta$ (since $\|A\|_\infty \leq 1$ by (22)).

By the above lemma, model (3) is an $(R, \Upsilon)$-Ising model, with $R := \beta$ and $\Upsilon = e^{-4\Theta M - 4\beta}$. Next, choose
\[
\eta := \min\left\{\frac{1}{16}, \beta\right\},
\]
and suppose $I_1, \ldots, I_\ell$ be subsets of $[N]$ as in Lemma A.4. Then, defining $\ell' := \lceil \eta \ell / R \rceil$ we get,
\[
\sum_{i=1}^N \phi_i(X) = \left|\frac{1}{\ell'} \sum_{r=1}^\ell \sum_{i \in I_r} \phi_i(X)\right| \leq \frac{1}{\ell'} \sum_{r=1}^\ell \sum_{i \in I_r} \phi_i(X) \leq \frac{\ell}{\ell'} \max_{r \in [\ell]} |Q_r(X)|,
\] (34)
where
\[
Q_r(X) := \sum_{i \in I_r} \phi_i(X),
\] (35)
for $r \in [\ell]$. Similarly, it follows that, for $s \in [d]$,
\[
\sum_{i=1}^N \phi_{i,s}(X) = \left|\frac{1}{\ell'} \sum_{r=1}^\ell \sum_{i \in I_r} \phi_{i,s}(X)\right| \leq \frac{1}{\ell'} \sum_{r=1}^\ell \sum_{i \in I_r} \phi_{i,s}(X) \leq \frac{\ell}{\ell'} \max_{r \in [\ell]} |Q_{r,s}(X)|,
\] (36)
where
\[
Q_{r,s}(X) := \sum_{i \in I_r} \phi_{i,s}(X).
\] (37)

The following lemma shows that the functions $Q_r$ and $Q_{r,s}$ are Lipschitz in the Hamming metric. The proof is given in Appendix D.1.
Lemma A.6. For $r \in [\ell]$ and $s \in [d]$, let $Q_r$ and $Q_{r,s}$ be as defined in (35) and (37), respectively. Then for any two vectors $X, X' \in C_N$ differing in just the $k$-th coordinate, the following hold:

1. For $r \in [\ell]$,
   \[ |Q_r(X) - Q_r(X')| \leq \frac{2\beta + 6}{N}. \]

2. Similarly, for $r \in [\ell]$ and $s \in [d]$,
   \[ |Q_{r,s}(X) - Q_{r,s}(X')| \leq \frac{2|Z_{k,s}|}{N} + \frac{2\beta}{N} \sum_{i=1}^{N} |Z_{i,s}a_{ik}| =: c_k. \]

Using the above result together with Lemma A.5 we can now establish the concentrations of $Q_r(X)$ and $Q_{r,s}(X)$, conditional on $X_{I^c}$. To this end, recalling the definition of $\phi_i(\cdot)$ from (29) note that $\mathbb{E}(Q_r(X)|X_{I^c}) = 0$, for $r \in [\ell]$. Moreover, by Lemma A.5, $X|X_{I^c}$ is an $(\eta, r)$-Ising model, where $\eta \leq \frac{1}{N}$. Therefore, since $Q_r$ is $O_\beta(1/N)$-Lipschitz (by Lemma A.6), applying Theorem 4.3 and Lemma 4.4 in [20] gives, for every $t > 0$,

\[ \mathbb{P}\left( |Q_r(X)| > t \mid X_{I^c} \right) \leq 2e^{-O_\beta(Nt^2)}. \]  

Similarly, recalling (30), it follows that for each $r \in [\ell]$ and $s \in [d]$, $\mathbb{E}(Q_{r,s}(X)|X_{I^c}) = 0$. Then, since $\sum_{k=1}^{N} c_k^2 = O_M(1)$ under Assumptions 2.1 and 2.6, Lemma A.6 together with Theorem 4.3 and Lemma 4.4 in [20] gives, for every $t > 0$,

\[ \mathbb{P}\left( |Q_{r,s}(X)| > t \mid X_{I^c} \right) \leq 2e^{-O_{BM}(Nt^2)}. \]  

Hence, combining (34), (38), (36), (39), and Lemma A.4 (which implies that $\ell = O(\log N)$) gives,

\[ \mathbb{P}\left( \left| \sum_{i=1}^{N} \phi_i(X) \right| > t \right) \leq 2e^{-O_\beta(Nt^2)} \quad \text{and} \quad \mathbb{P}\left( \left| \sum_{i=1}^{N} \phi_{i,s}(X) \right| > t \right) \leq 2e^{-O_{BM}(Nt^2)}, \]

for each $s \in [d]$. It thus follows from (40) and a union bound, that

\[ \mathbb{P}(\|\nabla L_N(\gamma)\|_\infty \geq t) \leq 2(d + 1)e^{-Kt} \]

for some constant $K > 0$, depending on $\beta$ and $M$. Now, choosing $t = \frac{\lambda}{2} = \frac{1}{2}\delta\sqrt{\log(d + 1)/N}$ in (41) above gives,

\[ \mathbb{P}(\|\nabla L_N(\gamma)\|_\infty \geq \frac{\lambda}{2}) \leq 2(d + 1)^{1-\frac{Kt^2}{2}} = o(1), \]

whenever $\delta^2 < 4/K$. This completes the proof of Lemma A.1.

A.2. Proof of Lemma A.2. Define the following $(d + 1) \times (d + 1)$ dimensional matrix,

\[ G := \frac{1}{N} \left( \begin{array}{ccc} m^\top m & m^\top Z & Z^\top m & Z^\top Z \end{array} \right) \]

The key step towards proving Lemma A.2 is to show that the lowest eigenvalue of $\nabla^2 L_N$ is bounded away from 0 with high probability.

Lemma A.7. There exists a constant $C > 0$ (depending only on $s, \Theta$ and $M$), such that

\[ \mathbb{P}(\lambda_{\min}(G) \geq C) \geq 1 - e^{-\Omega(N)}, \]

as $N, d \to \infty$, such that $d = o(N)$. 

The proof of Lemma A.7 is given in Section A.2.1. We first show it can be used to complete the proof of Lemma A.2. To this end, by a second order Taylor series expansion, we know that there exists \( \alpha \in (0, 1) \) and \( \gamma = (\beta, \theta)^\top = \alpha \gamma + (1 - \alpha) \hat{\gamma} \) such that

\[
L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) = \frac{1}{2} (\hat{\gamma} - \gamma)^\top \nabla^2 L_N(\gamma)(\hat{\gamma} - \gamma)
\]

where \( \gamma := (\beta, \theta)^\top \). Now, note that:

\[
| \beta m_i(X) | \leq | \beta ||m_i(X) || \leq | \beta || A ||_\infty \leq | \beta | + | \beta - \beta | \leq | \beta | + \| \hat{\gamma} - \gamma \|_1
\]

and

\[
| \theta^\top Z_i | \leq \| \theta \|_1 \| Z_i \|_\infty \leq M (\| \theta - \theta \|_1 + \| \theta \|_1) \leq M (\| \hat{\gamma} - \gamma \|_1 + s \Theta).
\]

Since \( \text{cosh} \) is an even function and increasing on the positive axis, we obtain

\[
\frac{1}{2N} \sum_{i=1}^N \frac{(\hat{\gamma} - \gamma)^\top U_i U_i^\top (\hat{\gamma} - \gamma)}{\cosh^2(\beta m_i(X) + \theta^\top Z_i)} \geq \frac{(\hat{\gamma} - \gamma)^\top G(\hat{\gamma} - \gamma)}{2 \cosh^2(|\beta| + (M + 1)(\| \hat{\gamma} - \gamma \|_1) + s \Theta)},
\]

where \( m := (m_1(X), \ldots, m_N(X))^\top \), \( Z = (Z_1, \ldots, Z_N)^\top \), and \( G \) is as defined in (42). Combining (44) and (47) gives,

\[
L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) \geq \frac{(\hat{\gamma} - \gamma)^\top G(\hat{\gamma} - \gamma)}{2 \cosh^2(|\beta| + (M + 1)(\| \hat{\gamma} - \gamma \|_1) + s \Theta)}.
\]

Next, we establish that \( \| \hat{\gamma} - \gamma \|_1 \) remains bounded with high probability whenever the conditions of Theorem 2.4 are satisfied.

**Lemma A.8.** Suppose (43) holds. Then, for \( \lambda := \delta \sqrt{\log (d + 1)/N} \) as in Lemma A.1,

\[
\| \hat{\gamma} - \gamma \|_1 = O_s \left( \sqrt{\frac{\log d}{N}} \right).
\]

with probability \( 1 - o(1) \), whenever \( N, d \to \infty \) such that \( \log d = o(N) \).

**Proof.** By the convexity of the function \( L_N \) it follows from (25) that

\[
\lambda (\| \theta \|_1 - \| \theta \|_1) \geq L_N(\hat{\gamma}) - L_N(\gamma)
\]

\[
\geq \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma)
\]

\[
\geq - \| \nabla L_N(\gamma) \|_\infty \| \hat{\gamma} - \gamma \|_1
\]

\[
\geq - \frac{\lambda \| \hat{\gamma} - \gamma \|_1}{2},
\]

where the last step uses \( \| \nabla L_N(\gamma) \|_\infty \leq \frac{1}{2} \), for \( X \in E_N \). Recall from (27) that \( \| \hat{\theta} - \theta \|_1 \geq \| (\hat{\theta} - \theta)_{S^c} \|_1 - \| (\hat{\theta} - \theta)_{S} \|_1 \). Therefore, from (49), we have:

\[
\| (\hat{\theta} - \theta)_{S^c} \|_1 - \| (\hat{\theta} - \theta)_{S} \|_1 \leq \| \hat{\theta} - \theta \|_1 - \| \theta \|_1 \leq \frac{\| \hat{\gamma} - \gamma \|_1}{2}
\]
This means, \( \| (\hat{\theta} - \theta)_{S^c} \|_1 \leq 3 \| (\hat{\theta} - \theta)_S \|_1 + |\hat{\beta} - \beta| , \) and hence, 

\[
\| (\hat{\gamma} - \gamma) \|_1 \leq 4 \| (\hat{\theta} - \theta)_S \|_1 + |\hat{\beta} - \beta| .
\]

(50)

Denote \( K := \| (\hat{\theta} - \theta)_S \|_1 + |\hat{\beta} - \beta| . \) By the Cauchy-Schwarz inequality,

\[
K \leq \sqrt{s + 1} \sqrt{\sum_{i \in S} (\hat{\theta}_i - \theta_i)^2 + (\hat{\beta} - \beta)^2} \leq \sqrt{s + 1} |\hat{\gamma} - \gamma|_2 .
\]

(51)

Next, for \( t \in [0, 1] , \) let \( \gamma_t := t \hat{\gamma} + (1 - t) \gamma , \) and \( g(t) := (\hat{\gamma} - \gamma)^\top \nabla L_N (\gamma_t) . \) Then

\[
| g(1) - g(0) | = | (\hat{\gamma} - \gamma)^\top (\nabla L_N (\hat{\gamma}) - \nabla L_N (\gamma)) | \leq |\hat{\gamma} - \gamma|_1 \cdot \| \nabla L_N (\hat{\gamma}) - \nabla L_N (\gamma) \|_\infty .
\]

(52)

Therefore,

\[
g'(t) = (\hat{\gamma} - \gamma)^\top \nabla^2 L_N (\gamma_t) (\hat{\gamma} - \gamma)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \frac{(\hat{\gamma} - \gamma)^\top U_i U_i^\top (\hat{\gamma} - \gamma)}{\cosh^2(\beta m_i(X) + \theta_i Z_i)} \quad \text{(where } U_i := (m_i(X), Z_i^\top)^\top \text{)}
\]

\[
\geq \frac{(\hat{\gamma} - \gamma)^\top G (\hat{\gamma} - \gamma)}{\cosh^2(|\beta| + (M + 1) |\gamma_t - \gamma|_1 + s M \Theta)} \quad \text{(by (45) and (46))}
\]

\[
\geq \frac{|\hat{\gamma} - \gamma|_2^2}{\min(|\gamma_t - \gamma|_1 + s M \Theta)}
\]

\[
\geq C \frac{|\hat{\gamma} - \gamma|_2^2}{\cosh^2(|\beta| + 4 t |(M + 1) K + M s \Theta|)} ,
\]

where the last step uses (43) (which holds with probability \( 1 - o(1) \)), \( C \) is as in Lemma A.7, and \( |\gamma_t - \gamma|_1 = |t|||\hat{\gamma} - \gamma|||_1 \leq 4 |t| K \) by (50). Hence,

\[
| g(1) - g(0) | \geq g(1) - g(0) = \int_{0}^{1} g'(t) \, dt 
\]

\[
\geq \int_{0}^{\min\{1, 1/K\}} g'(t) \, dt 
\]

\[
\geq_{s} |\hat{\gamma} - \gamma|_2^2 \min\{1, 1/K\} .
\]

(53)

Combining (52) and (53) gives,

\[
\min\{K, 1\} \leq_{s} \frac{K |\hat{\gamma} - \gamma|_1}{|\hat{\gamma} - \gamma|_2^2} \cdot \| \nabla L_N (\hat{\gamma}) - \nabla L_N (\gamma) \|_\infty
\]

\[
\leq \frac{K^2}{|\hat{\gamma} - \gamma|_2^2} \cdot \| \nabla L_N (\hat{\gamma}) - \nabla L_N (\gamma) \|_\infty \quad \text{(by (50))}
\]

\[
\leq s \| \nabla L_N (\hat{\gamma}) - \nabla L_N (\gamma) \|_\infty ,
\]

(54)

using (51). Now, recall that, by Lemma A.1, with probability \( 1 - o(1) \), \( \| \nabla L_N (\hat{\gamma}) \|_\infty \leq_{s} \sqrt{\log(d + 1)/N} \) and \( \| \nabla L_N (\gamma) \|_\infty \leq \sqrt{\log(d + 1)/N} \). Applying this in (54) shows that with probability \( 1 - o(1) \), \( \min\{K, 1\} = O_{s}(\sqrt{\log(d + 1)/N}) \). This implies, \( K = \| (\theta - \bar{\theta})_S \|_1 + |\hat{\beta} - \beta| = O_{s}(\sqrt{\log(d + 1)/N}) \) with probability \( 1 - o(1) \), whenever \( N, d \to \infty \) such that \( \log d = o(N) \). Therefore, by (50), 

\[
|\hat{\gamma} - \gamma|_1 = O_{s}(\sqrt{\log(d + 1)/N}) \text{ with probability } 1 - o(1).
\]
Using Lemma A.7 and Lemma A.8 in (48) it follows that, there exists \( \kappa \) (as the statement of Lemma A.2) such that

\[
L_N(\hat{\gamma}) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\hat{\gamma} - \gamma) \geq \frac{(\hat{\gamma} - \gamma)^\top G(\hat{\gamma} - \gamma)}{2 \cosh^2(\|\beta| + (M + 1)\|\hat{\gamma} - \gamma\|_1 + sM\Theta)} \\
\geq \beta, M, \kappa \|\hat{\gamma} - \gamma\|_2^2
\]

with probability \( 1 - o(1) \), as \( N, d \to \infty \) such that \( d = o(N) \). This completes the proof of Lemma A.2.

**Remark A.9.** Note that if one assumes \( \|Z_i\|_2 \leq M \), for all \( 1 \leq i \leq N \), and \( \|\theta\|_2 \leq \Theta \) (recall the discussion in Remark 2.5) then, for \( \theta \) as in (46), by the Cauchy-Schwarz inequality,

\[
|\theta^\top Z_i| \leq \|\theta\|_2 \|Z_i\|_2 \leq M (\|\theta - \theta\|_2 + \|\theta\|_2) \leq M (\|\hat{\gamma} - \gamma\|_1 + \Theta).
\]

Using this bound and (45) we get,

\[
\frac{1}{2N} \sum_{i=1}^N \frac{(\hat{\gamma} - \gamma)^\top U_i U_i^\top (\hat{\gamma} - \gamma)}{\cosh^2(\beta m_i(X) + \theta^\top Z_i)} \geq \frac{(\hat{\gamma} - \gamma)^\top G(\hat{\gamma} - \gamma)}{2 \cosh^2(\|\beta| + (M + 1)\|\hat{\gamma} - \gamma\|_1 + M\Theta)}.
\]

Note that the bound in the RHS above does not have any dependence on \( s \) in the cosh term (unlike in (47)). Hence, by the same arguments as before we can now get the following rate where the dependence on \( s \) matches that in the classical high-dimensional logistic regression:

\[
\|\hat{\theta} - \theta\|_2 = O\left(\sqrt{\frac{s \log d}{N}}\right),
\]

with probability \( 1 - o(1) \), as \( N, d \to \infty \) such that \( d = o(N) \).

**A.2.1. Proof of Lemma A.7.** The first step towards proving Lemma A.7 is to observe that:

\[
\det(G - \lambda I) = \left(\frac{1}{N} \|Fm\|_2^2 - \lambda\right) \cdot \det\left(\frac{1}{n} Z^\top Z - \lambda I\right),
\]

where \( F := I - Z(Z^\top Z)^{-1} Z^\top \). Hence,

\[
\lambda_{\min}(G) = \min \left\{ \lambda_{\min}\left(\frac{1}{N} Z^\top Z\right), \frac{1}{N} \|Fm\|_2^2 \right\}.
\]

In view of Assumption 2.2 to prove Lemma A.7 it suffices to show that there exists a constant \( C > 0 \) (depending only on \( s, \Theta \) and \( M \)), such that

\[
P\left(\frac{1}{N} \|Fm\|_2^2 \geq C\right) = 1 - e^{-\Omega(N)}. \tag{55}
\]

To this end, it suffices to prove the following conditional version of (55):

\[
P\left(\frac{1}{N} \|Fm\|_2^2 \geq C \mid X_{J^c}\right) = 1 - e^{-\Omega(N)} \tag{56}
\]

where \( J \) is a suitably chosen subset of \([N]\) and \( X_{J^c} := (X_i)_{i \in J^c} \). To this end, note that (3) is a \((R, \Upsilon)\)-Ising model (Lemma A.5). Now, applying Lemma A.4 with

\[
\eta := \min \left\{ \frac{1}{16}, \beta \|A\|_\infty \right\},
\]

and
gives subsets \( I_1, \ldots, I_\ell \subseteq [N] \) such that, for all \( 1 \leq j \leq \ell \), the conditional distribution of \( X_{I_j} \) given \( X_{I^c} := (X_u)_{u \in [N] \setminus I_j} \) is an \((\eta, \Theta)\)-Ising model. Furthermore, for any vector \( a \), there exists \( j \in [\ell] \) such that

\[
\|a_j\|_1 \geq \frac{\eta}{8\beta\|A\|_\infty}\|a\|_1. \tag{57}
\]

The proof of (56) now proceeds in the following two steps: First, we show that there exists \( j \in [\ell] \) such that the expectation of \( N^{-1}\|Fm\|^2_2 \) conditioned on \( X_{I_j} \) exists \( \Omega(1) \). Subsequently, we establish that conditioned on \( X_{I_j} \), \( N^{-1}\|Fm\|^2_2 \) concentrates around its conditional expectation. These steps are verified in Lemmas [A.10] and [A.11] respectively.

**Lemma A.10.** Under the assumptions of Theorem 2.4, there exists \( J \in \{I_1, I_2, \ldots, I_\ell\} \) such that for all \( N \geq 1 \),

\[
\mathbb{E}\left( \frac{1}{N}\|Fm\|^2_2 | X_{I^c} \right) \geq C,
\]

where \( C > 0 \) is a constant depending only on \( \Theta, M \) and \( s \).

**Proof.** For any \((d + 1) \times n \) dimensional matrix \( M \), we will denote the \( i \)-th row of \( M \) by \( M_i \) and the \( i \)-th largest singular value of \( M \) by \( \sigma_i(M) \), for \( 1 \leq i \leq d + 1 \). Also, for \( J \subseteq [N] \) denote \((FA)_{i,J} := ((FA)_{i,j})_{j \in J} \). Note that for any \( J \in \{I_1, I_2, \ldots, I_\ell\} \subseteq [N] \), since \( m = AX \),

\[
\mathbb{E}\left( \|Fm\|^2_2 | X_{I^c} \right) = \sum_{i=1}^{N} \mathbb{E}\left( \|(FA)_{i}X|^2 | X_{I^c} \right) \geq \sum_{i=1}^{N} \text{Var}\left( (FA)_{i}X | X_{I^c} \right)
\]

\[
= \sum_{i=1}^{N} \text{Var}\left((FA)_{i,J}X_{J} | X_{I^c} \right)
\]

\[
\geq \frac{\gamma^2}{\eta} \sum_{i=1}^{N} \|FA)_{i,J}\|^2_2, \tag{58}
\]

where the last step follows from Lemma D.2. Now define a vector \( a = (a_1, a_2, \ldots, a_N)^\top \), with \( a_i = \|(FA)_{i}X\|^2_2 \), where \((FA)_{i,J}\) denotes the \( i \)-th column of the matrix \( FA \). Then by (57) there exists \( J \in \{I_1, I_2, \ldots, I_\ell\} \subseteq [N] \) such that

\[
\sum_{i=1}^{N} \|(FA)_{i,J}\|^2_2 \geq \frac{\gamma^2}{\beta\|A\|_\infty} \sum_{i=1}^{N} \|FA)_{i,J}\|^2_2.
\]

Therefore, by (58),

\[
\mathbb{E}\left( \|Fm\|^2_2 | X_{I^c} \right) \geq \frac{\gamma^2}{\beta\|A\|_\infty} \|FA\|_F^2 \geq_{s,B,M} \|FA\|_F^2. \tag{59}
\]

By Theorem 2 in [91], we get

\[
\sum_{t=1}^{N} \sigma^2_t(F) \geq \sum_{t=1}^{N} \sigma^2_t(F) \sigma^2_{N-t+1}(A) \tag{60}
\]

Since \( F \) is idempotent with trace \( N - d \), it follows that \( \sigma_1(F) = \ldots = \sigma_{N-d}(F) = 1 \) and \( \sigma_{N-d+1}(F) = \ldots = \sigma_N(F) = 0 \). Hence, we have from (60),

\[
\|FA\|_F^2 = \sum_{t=1}^{N} \sigma^2_t(F) \geq \sum_{t=1}^{N} \sigma^2_{N-t+1}(A) = \|A\|_F^2 - \sum_{i=1}^{d} \sigma^2_i(A). \tag{61}
\]
where the last step uses \( \sigma^2_i(A) \leq 1 \) for all \( 1 \leq i \leq N \), since \( \|A\|_2 \leq \|A\|_\infty \leq 1 \). Applying the bound in (61) to (59) gives,

\[
\mathbb{E}\left( \|Fm\|_2^2 \right) X_{j^c} \geq \gamma^2 \left( \|A\|_2^2 - d \right).
\]

Lemma A.10 now follows from Assumption 2.1 and the hypothesis \( d = o(N) \). \( \Box \)

Next, we show that \( \|Fm\|_2^2 \) concentrates around its conditional expectation \( \mathbb{E}(\|Fm\|_2^2 | X_{j^c}) \), for the set \( J \) as defined above.

**Lemma A.11.** For any \( t > 0 \) and \( J \in \{I_1, I_2, \ldots, I_t\} \),

\[
\mathbb{P}\left( \|Fm\|_2^2 < \mathbb{E}(\|Fm\|_2^2 | X_{j^c}) - t \right | X_{j^c}) \\
\leq 2 \exp\left( -C \cdot \min\left\{ \frac{t^2}{8N}, \frac{t}{2} \right\} \right) + 2 \exp\left( -\frac{t^2}{128N} \right),
\]

where \( C \) is a constant depending only on \( \Theta, M \) and \( s \).

**Proof.** Denote \( W := FA \) and let \( H \) be the matrix obtained from \( W^\top W \) by zeroing out all its diagonal elements. Moreover, throughout the proof we will denote \( I := J^c \). Clearly,

\[
\|Fm\|_2^2 - \mathbb{E}(\|Fm\|_2^2 | X_I) = X^\top HX - \mathbb{E}\left( X^\top HX | X_I \right).
\]

By permuting the indices let us partition the vector \( X \) as \( (X_I^\top, X_{J^c}^\top) \) and the matrix \( H \) as:

\[
\begin{pmatrix}
H_{I,I} & H_{I,J} \\
H_{J,I} & H_{J,J}
\end{pmatrix}
\]

where for two subsets \( A, B \) of \([N]\), we define \( H_{A,B} := ((H_{ij}))_{i \in A, j \in B} \). Note that

\[
X^\top HX - \mathbb{E}\left( X^\top HX | X_I \right)
= X_{J^c}^\top H_{J,J}X_{J^c} - \mathbb{E}\left( X_{I^c}^\top H_{I,J}X_{J^c} | X_I \right) + 2X_{J^c}^\top H_{J,J}X_{J^c} - 2\mathbb{E}\left( X_{I^c}^\top H_{I,J}X_{J^c} | X_I \right).
\]

Since \( X | X_I \) is an \((\eta, \gamma)\)-Ising model, Example 2.5 in [1] implies (by taking the parameters \( \alpha \) and \( \rho \) in [1] to be \( \Theta M s + 1/16 \) and \( 7/8 \), respectively),

\[
\mathbb{P}\left( X_{J^c}^\top H_{J,J}X_{J^c} < \mathbb{E}\left( X_{J^c}^\top H_{J,J}X_{J^c} | X_I \right) - t \right | X_I)
\leq 2 \exp\left( -c \cdot \min\left\{ \frac{t^2}{\|H_{J,J}\|_2^2 + \mathbb{E}(H_{J,J}X_{J^c})_2^2}, \frac{t}{\|H_{J,J}\|_2} \right\} \right),
\]

where \( c \) is a constant depending only on \( \Theta, M \) and \( s \). Clearly, one has \( \|H_{J,J}\|_F^2 \leq \|H\|_F^2 \) and, since the spectral norm of a matrix is always greater than or equal to the spectral norm of any of its submatrices, \( \|H_{J,J}\|_2 \leq \|H\|_2 \). Moreover, if

\[
X_{0^T} := (0^\top, X_J^\top),
\]

then \( H_{J,J}X_J \) is a subvector of \( HX_0 \), and hence,

\[
\|\mathbb{E}(H_{J,J}X_J)\|_2^2 \leq \|\mathbb{E}(HX_0)\|_2^2.
\]

Combining all these, we have from (65)

\[
\mathbb{P}\left( X_{J^c}^\top H_{J,J}X_{J^c} < \mathbb{E}\left( X_{J^c}^\top H_{J,J}X_{J^c} | X_I \right) - t \right | X_I)
\]
\[
\leq 2 \exp \left( -c \cdot \min \left\{ \frac{t^2}{\|H\|_F^2 + \|E(HX_0)\|_2^2}, \frac{t}{\|H\|_2} \right\} \right)
\]

(66)

Next, note that, since \( H - W^T W \) is a diagonal matrix,
\[
\|H\|_F^2 + \|E(HX_0)\|_2^2 \leq \|H\|_F^2 + \left( \|E(W^T WX_0)\|_2 + \|E((H - W^T W)X_0)\|_2 \right)^2
\]
\[
\leq 2\|H\|_F^2 + 2\|E((H - W^T W)X_0)\|_2 + 2\|E(W^T WX_0)\|_2^2
\]
\[
= 2 \sum_{i \neq j} (W^T W)_{ij}^2 + 2 \sum_{i=1}^{N} (W^T W)_{ii}^2 + 2\|E(W^T WX_0)\|_2^2
\]
\[
= 2\|W^T W\|_F^2 + 2\|E(W^T WX_0)\|_2^2.
\]

(67)

We also have \( \|H\|_2 \leq \|W^T W\|_2 \), since for any vector \( a \in \mathbb{R}^N \),
\[
a^T H a = a^T W^T W a - \sum_{i=1}^{N} (W^T W)_{ii} a_i^2 \leq a^T W^T W a.
\]

Hence, it follows from (66) and (67) that
\[
\mathbb{P} \left( X_j^T H_{I,j} X_J < E \left( X_j^T H_{I,j} X_J | X_I \right) - t \mid X_I \right)
\]
\[
\leq 2 \exp \left( -c' \cdot \min \left\{ \frac{t^2}{\|W^T W\|_F^2 + \|E(W^T WX_0)\|_2^2}, \frac{t}{\|W^T W\|_2} \right\} \right)
\]

(68)

where \( c' := c/2 \). Next, recall that for any two matrices \( U \) and \( \hat{\gamma} - \gamma \) such that \( U(\hat{\gamma} - \gamma) \) exists, we have \( \|U(\hat{\gamma} - \gamma)\|_F \leq \|U\|_2 \|\hat{\gamma} - \gamma\|_F \). This implies,
\[
\|W^T W\|_F^2 \leq \|W\|_2^2 \|W\|_2,
\]

(69)

Moreover, by the submultiplicativity of the matrix \( \ell_2 \) norm,
\[
\|W^T W\|_2 \leq \|W^T\|_2 \|W\|_2 = \|W\|_2^2
\]

(70)

and
\[
\|E(W^T WX_0)\|_2^2 = \|W^T E(WX_0)\|_2^2 \leq \|W\|_2^2 \cdot \|E(WX_0)\|_2^2.
\]

(71)

It follows from (68), (69), (70) and (71), that:
\[
\mathbb{P} \left( X_j^T H_{I,j} X_J < E \left( X_j^T H_{I,j} X_J | X_I \right) - t \mid X_I \right)
\]
\[
\leq 2 \exp \left( -c' \cdot \min \left\{ \frac{t^2}{\|FA\|_F^2 + \|E[WX_0]\|_2^2}, \frac{t}{\|FA\|_2} \right\} \right).
\]

(72)

Since \( \|FA\|_F^2 \leq \|F\|_2^2 \|A\|_2^2 \leq 1 \), \( \|FA\|_F^2 \leq N \|FA\|_2^2 \leq N \), and \( \|E[WX_0]\|_2^2 \leq \|WX_0\|_2^2 \leq \|FA\|_2^2 \|X_0\|_2^2 \leq N \), we can conclude from (72) that:
\[
\mathbb{P} \left( X_j^T H_{I,j} X_J < E \left( X_j^T H_{I,j} X_J | X_I \right) - t \mid X_I \right) \leq 2 \exp \left( -c' \cdot \min \left\{ \frac{t^2}{2N}, \frac{t}{\|FA\|_2} \right\} \right).
\]

(73)

Next, let us define \( y := H_{I,j}^T X_I \). Then,
\[
X_j^T H_{I,j} X_J - E \left( X_j^T H_{I,j} X_J | X_I \right) = y^T X_j - E(y^T X_j | X_I).
\]
By Lemma 4.4 in [20], Dobrushin’s interdependence matrix for the model $X_J | X_I$ is given by $8D$, where $D$ denotes the interaction matrix for the Ising model $X_J | X_I$. Since $\|8D\|_2 \leq \frac{1}{2}$, by Theorem 4.3 in [20],

$$\Pr \left( y^T X_J < \mathbb{E}(y^T X_J | X_I) - t \mid X_I \right) \leq 2 \exp \left( -\frac{t^2}{8\|y\|_2^2} \right).$$

(74)

Using the submultiplicativity of the matrix $\ell_2$ norm and the fact that the spectral norm of a matrix is always greater than or equal to the spectral norm of any of its submatrices gives,

$$\|y\|_2 = \|H^T_{I,J} X_J\|_2 \leq \|H^T_{I,J}\|_2 \cdot \|X_J\|_2 \leq N\|H\|_2 \leq N\|W\|_2 = N\|FA\|_2 \leq N.$$  

(75)

Combining (74) and (75),

$$\Pr \left( y^T X_J < \mathbb{E}(y^T X_J | X_I) - t \mid X_I \right) \leq 2 \exp \left( -\frac{t^2}{8N} \right).$$

(76)

Finally, combining (73), (76), and (64) gives,

$$\Pr \left( X^T H X < \mathbb{E}(X^T H X | X_I) - t \mid X_I \right) \leq 2 \exp \left( -c' \cdot \min \left\{ \frac{t^2}{8N}, \frac{t}{2} \right\} \right) + 2 \exp \left( -\frac{t^2}{128N} \right).$$

This completes the proof of Lemma A.11.

To complete the proof of (56), we choose $J$ as in Lemma A.10 and apply Lemma A.11 with $t = \frac{1}{2} \mathbb{E}(\|Fm\|_2^2 | X_{J_c})$. This implies, there exists a constant $C$, depending only on $\Theta, M$ and $s$, such that

$$\Pr \left( \frac{1}{N}\|Fm\|_2^2 \geq C | X_{J_c} \right) = 1 - e^{-\Omega(N)}.$$  

This proves (56) and completes the proof of Lemma A.7.

**Appendix B. Proof of Theorem 2.7**

Recall the definition of the log-pseudo-likelihood function $L_{\beta,N}(\cdot)$ from (9). As before, the proof of Theorem 2.4 entails showing the following: (1) concentration of the gradient of $L_{\beta,N}$ and (2) restricted strong concavity of $L_{\beta,N}$.

The concentration of the gradient $\nabla L_{\beta,N}$ follows by arguments similar to Lemma A.1. Towards this, recall the definition of the functions $\phi_{i,s} : C_N \rightarrow \mathbb{R}$ for $1 \leq i \leq N$ and $1 \leq s \leq d$, from (30). Note that $\nabla L_{\beta,N} = \left( \frac{\partial L_{\beta,N}}{\partial r_1}, \ldots, \frac{\partial L_{\beta,N}}{\partial r_d} \right)^\top$, where $\frac{\partial L_{\beta,N}}{\partial r_s} = \sum_{i=1}^{N} \phi_{i,s}(X)$ for $1 \leq s \leq d$. For $k \in [N]$, recall from Lemma A.6 the definition of

$$c_k := \frac{2|Z_{k,s}|}{N} + \frac{2\beta}{N} \sum_{i=1}^{N} |Z_{i,s} a_{ik}|,$$

where $s \in [d]$. Therefore, for $s \in [d],

$$\sum_{k=1}^{N} c_k^2 \leq \frac{1}{N^2} \sum_{k=1}^{N} Z_{k,s}^2 + \frac{\beta^2}{N^2} \sum_{k=1}^{N} \left( \sum_{i=1}^{N} |Z_{i,s} a_{ik}| \right)^2 \leq \frac{1}{N} \max_{1 \leq s \leq d} \frac{1}{N} \sum_{k=1}^{N} Z_{k,s}^2 + \frac{\beta^2}{N^2} \sum_{k=1}^{N} \left( \sum_{i=1}^{N} Z_{i,s}^2 |a_{ik}| \sum_{i=1}^{N} |a_{ik}| \right)$$

(by the Cauchy-Schwarz inequality)
Proposition B.1. Suppose the assumptions of Theorem 2.7 hold. Then there exists positive constants \( \nu, c_0 \) (depending on \( \kappa_1, \kappa_2, \beta, \) and \( \Theta \)) such that for all \( t \in (0, 1) \),

\[
\frac{1}{N} \sum_{i=1}^{N} \langle \eta, Z_i \rangle^2 \psi\left(\langle \theta, Z_i \rangle + t \langle \eta, Z_i \rangle\right) \geq \nu \|\eta\|_2^2 - c_0 R_N \|\eta\|_1^2,
\]

with probability at least \( 1 - o(1) \), for all \( \eta \in \mathbb{R}^d \) with \( \|\eta\|_2 \leq 1 \).

The proof of Proposition B.1 is given in Section B.1. Here we use it to complete the proof of Theorem 2.7. Note that by (112) and Proposition B.1 for any \( \eta \in \mathbb{R}^d \) with \( \|\eta\|_2 \leq 1 \),

\[
L_{\beta,N}(\theta + \eta) - L_{\beta,N}(\theta) - \nabla L_{\beta,N}(\theta)^\top \eta \geq \nu \|\eta\|_2^2 - c_0 R_N \|\eta\|_1^2.
\]
This establishes the restricted strong convexity (RSC) property for pseudo-likelihood loss function \( L_{\beta,N}(\cdot) \). Therefore, by [90] Corollary 9.20, whenever \( R_Ns = s\sqrt{\log d/n} = o(1) \), then when the event \( \{\|\nabla L_N(\hat{\theta})\|_\infty \leq \frac{\lambda}{2}\} \) happens,

\[
\|\hat{\theta} - \theta\|_2 \lesssim s\lambda^2 \lesssim s \log d/n \quad \text{and} \quad \|\hat{\theta} - \theta\|_1 \lesssim s \lambda \lesssim s \sqrt{\frac{\log d}{n}}.
\]

Since the event \( \{\|\nabla L_N(\hat{\theta})\|_\infty \leq \frac{\lambda}{2}\} \) happens with probability \( 1 - o(1) \) by [77] (jointly over the randomness of the data and the covariates), the bounds in (79) hold with probability \( 1 - o(1) \), which completes the proof of Theorem 2.7.

### B.1. Proof of Proposition B.1

Consider a fixed vector \( \eta \in \mathbb{R}^d \) with \( \|\eta\|_2 = r \in (0,1] \) and set \( L = L(r) := Kr \), for a constant \( K > 0 \) to be chosen. Since the function \( \phi_L(u) := u^2I\{|u| \leq 2L\} \leq u^2 \) and \( \psi \) is positive,

\[
\frac{1}{N} \sum_{i=1}^{N} \langle \eta, Z_i \rangle^2 \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \geq \frac{1}{N} \sum_{i=1}^{N} \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \phi_L(\langle \eta, Z_i \rangle) 1 \{|\langle \eta, Z_i \rangle| \leq T\},
\]

where \( T \) is second truncation parameter to be chosen. Note that on the events \( \{|\langle \eta, Z_i \rangle| \leq 2L\} \) and \( \{|\langle \eta, Z_i \rangle| \leq T\} \) one has,

\[
|\langle \theta, Z_i \rangle + t(\eta, Z_i)| \leq T + 2L \leq T + 2K,
\]

since \( t, r \in [0,1] \). This implies,

\[
\frac{1}{N} \sum_{i=1}^{N} \langle \eta, Z_i \rangle^2 \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \geq \frac{1}{N} \sum_{i=1}^{N} \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \phi_L(\langle \eta, Z_i \rangle) 1 \{|\langle \theta, Z_i \rangle| \leq T\} \geq \gamma \sum_{i=1}^{N} \phi_L(\langle \eta, Z_i \rangle) 1 \{|\langle \theta, Z_i \rangle| \leq T\},
\]

\[
(80)
\]

where \( \gamma := \min_{|u| \leq T + 2K} \psi(u) > 0 \). Based on this lower bound, to prove Proposition B.1 it is sufficient to show that for all \( r \in (0,1] \) and for \( \eta \in \mathbb{R}^d \) with \( \|\eta\|_2 = r \),

\[
\frac{1}{N} \sum_{i=1}^{N} \phi_{L(r)}(\langle \eta, Z_i \rangle) 1 \{|\langle \theta, Z_i \rangle| \leq T\} \geq c_1 r^2 - c_2 R_N \|\eta\|_1 r,
\]

\[
(81)
\]

holds with probability \( 1 - o(1) \), where \( L(r) = Kr \) and some positive constants \( c_1, c_2 \). This is because when (81) holds by substituting \( \|\eta\|_2 = r \) and using (80) gives,

\[
\frac{1}{N} \sum_{i=1}^{N} \langle \eta, Z_i \rangle^2 \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \geq \nu \|\eta\|^2_2 - c_0 R_N \|\eta\|^2_1,
\]

where the constants \( (\nu, c_0) \) depend on \( (c_1, c_2, \gamma) \) and we use the inequality \( \|\eta\|^2_2 \leq \|\eta\|_1 \). In fact, it suffices to prove (81) for \( r = 1 \), that is,

\[
\frac{1}{N} \sum_{i=1}^{N} \phi_K(\langle \eta, Z_i \rangle) 1 \{|\langle \theta, Z_i \rangle| \leq T\} \geq c_1 - c_2 R_N \|\eta\|_1,
\]

\[
(82)
\]
Lemma B.2. Under the assumptions of Theorem 2.7 the following hold:

− This establishes the bound (84) with $c_1 = \kappa_1/4$ for all vectors $\eta \in \mathbb{R}^d$ with $\|\eta\|_2 = 1$ and $b/2 \leq \|\eta\|_1 \leq b$, with probability $1 - e^{-O(\kappa_1 \cdot \kappa_2(n))}$.

We first prove Lemma B.2. Then we will extend the bound in (84) for all vectors $\eta \in \mathbb{R}^d$ with $\|\eta\|_2 = 1$ using a peeling strategy to complete the proof.

Note this function is Lipschitz with parameter $2K$. Moreover, since $\phi_K \geq \bar{\phi}_K$, to prove (82) it suffices to show that for all vectors $\eta \in \mathbb{R}^d$ of unit norm,

$$ \frac{1}{N} \sum_{i=1}^{N} \bar{\phi}_K(\langle \eta, Z_i \rangle) 1 \{ |\langle \theta, Z_i \rangle| \leq T \} \geq c_1 - c_2 \mathcal{R}_N \|\eta\|_1, $$

holds with probability $1 - o(1)$. To this end, for a given $\ell_1$ radius $b \geq 1$, define the random variable

$$ Y_n(b) := \sup_{\|\eta\|_2 = 1} \left| \frac{1}{N} \sum_{i=1}^{N} \bar{\phi}_K(\langle \eta, Z_i \rangle) 1 \{ |\langle \theta, Z_i \rangle| \leq T \} - \mathbb{E} \left( \bar{\phi}_K(\langle \eta, Z \rangle) 1 \{ |\langle \theta, Z \rangle| \leq T \} \right) \right|. $$

Lemma B.2. Under the assumptions of Theorem 2.7 the following hold:

1. By choosing $K^2 = 8\kappa_2/\kappa_1$ and $T^2 = 8\kappa_2 \Theta^2/\kappa_1$,

$$ \mathbb{E} \left( \bar{\phi}_K(\langle \eta, Z \rangle) 1 \{ |\langle \theta, Z \rangle| \leq T \} \right) \geq \frac{3}{4} \kappa_1. $$

2. There exist a positive constant $c_2$ such that

$$ \mathbb{P} \left( \frac{1}{2} \kappa_1 + \frac{1}{2} c_2 \mathcal{R}_N b \right) \leq e^{-O(\kappa_1 \cdot \kappa_2(n))}. $$

This establishes the bound (84) with $c_1 = \kappa_1/4$ for all vectors $\eta \in \mathbb{R}^d$ with $\|\eta\|_2 = 1$ and $b/2 \leq \|\eta\|_1 \leq b$, with probability $1 - e^{-O(\kappa_1 \cdot \kappa_2(n))}$. Then we will extend the bound in (84) for all vectors $\eta \in \mathbb{R}^d$ with $\|\eta\|_2 = 1$ using a peeling strategy to complete the proof.
Proof of Lemma B.2 (1). To show Lemma B.2 (1) it suffices to show that
\[
\mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)) \geq \frac{7}{8}\kappa_1 \quad \text{and} \quad \mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)1 \{\|\theta\| > T\}) \leq \frac{1}{8}\kappa_1. \tag{86}
\]
Indeed, if these two inequalities hold, then
\[
\mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)1 \{\|\theta\| \leq T\}) = \mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)) - \mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)1 \{\|\theta\| > T\})
\geq \frac{7}{8}\kappa_1 - \frac{1}{8}\kappa_2 = \frac{3}{4}\kappa_1.
\]
To prove first inequality in (86), note that
\[
\mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)) \geq \mathbb{E}(\langle \eta, Z \rangle^2)1 \{\langle \eta, Z \rangle \leq K\}) = \mathbb{E}(\langle \eta, Z \rangle^2) - \mathbb{E}(\langle \eta, Z \rangle^2)1 \{\langle \eta, Z \rangle > K\})
\geq \kappa_1 - \mathbb{E}(\langle \eta, Z \rangle^2)1 \{\langle \eta, Z \rangle > K\}). \tag{87}
\]
To lower bound the second term, applying the Cauchy-Schwarz inequality yields,
\[
\mathbb{E}(\langle \eta, Z \rangle^2)1 \{\langle \eta, Z \rangle > K\}) \leq \sqrt{\mathbb{E}(\langle \eta, Z \rangle^4)}\sqrt{\mathbb{P}(\langle \eta, Z \rangle > K)}
\leq \frac{\mathbb{E}(\langle \eta, Z \rangle^4)}{K^2} \quad \text{(by Markov’s inequality)}
\leq \frac{\kappa_2}{K^2},
\]
using the assumption \(\mathbb{E}(\langle \eta, Z \rangle^4) \leq \kappa_2\), for all \(\eta\) such that \(\|\eta\|_2 \leq 1\). Therefore, setting \(K^2 = 8\kappa_2/\kappa_1\) and using (87) proves the first inequality in (86).

Now, we turn to prove the second inequality in (86). For this note that \(\tilde{\phi}_K(\langle \eta, Z \rangle) \leq \langle \eta, Z \rangle^2\) and by Markov’s inequality,
\[
\mathbb{P}(\|\theta\| > T) \leq \frac{\kappa_2\|\theta\|_2^4}{T^4}.
\]
Then the Cauchy-Schwarz inequality implies,
\[
\mathbb{E}(\tilde{\phi}_K(\langle \eta, Z \rangle)1 \{\|\theta\| > T\}) \leq \frac{\kappa_2\|\theta\|_2^2}{T^2} \leq \frac{\kappa_2\Theta^2}{T^2}
\]
Thus setting \(T^2 = 8\kappa_2\Theta^2/\kappa_1\) shows the second inequality in (86).

Proof of Lemma B.2 (2). We begin by recalling the functional Hoeffding’s inequality. Towards this, let \(\mathcal{F}\) be a symmetric collection of functions from \(\mathbb{R}^d\) to \(\mathbb{R}\), that is, if \(f \in \mathcal{F}\), then \(-f \in \mathcal{F}\). Suppose \(X_1, X_2, \ldots, X_N\) are i.i.d. from a distribution supported on \(X \subseteq \mathbb{R}^d\) and let
\[
Z := \sup_{f \in \mathcal{F}} \left\{ \frac{1}{N} \sum_{i=1}^{N} f(X_i) \right\}.
\]
Then we have the following result:

Lemma B.3 (\cite{30} Theorem 3.26). For each \(f \in \mathcal{F}\) assume that there are real numbers \(a_f \leq b_f\) such that \(f(x) \in [a_f, b_f]\) for all \(x \in X\). Then for all \(\delta > 0\),
\[
\mathbb{P}(Z - \mathbb{E}(Z) \geq \delta) \leq \exp \left( -\frac{n\delta^2}{4L^2} \right)
\]
where \(L^2 := \sup_{f \in \mathcal{F}} \{(b_f - a_f)^2\}\.\)
For $\eta \in \mathbb{R}^d$ such that $\|\eta\|_2 = 1$ and $\|\eta\|_1 \leq b$, define

$$f_{\eta}(Z) := \bar{\phi}_K(\langle \eta, Z \rangle)1 \{\|\theta, Z\| \leq T\} - \mathbb{E} \left( \bar{\phi}_K(\langle \eta, Z \rangle)1 \{\|\theta, Z\| \leq T\} \right)$$

Note that

$$Y_n(b) = \sup_{\frac{b}{2} \leq \|\eta\|_1 \leq b} \left\{ \frac{1}{N} \sum_{i=1}^{N} f_{\eta}(Z_i) \right\}.$$ 

Since $|f_{\eta}(z)| \leq K^2$, for any positive constant $c_3$ by Lemma B.3,

$$\mathbb{P} \left( Y_n(b) - \mathbb{E}(Y_n(b)) \geq c_3 R_N b + \frac{1}{2} \kappa_1 \right) \leq e^{-c_4 n R_N b^2 - c_5 n} \leq e^{-c_4 n}, \quad (88)$$

where $c_4$ is a positive constant depending on $K$ and $c_3$. Now, suppose $\{\varepsilon_i\}_{i=1}^{n}$ be a sequence of i.i.d. Rademacher variables. Then a symmetrization argument [90, Proposition 4.11] implies that

$$\mathbb{E}(Y_n(b)) \leq 2\mathbb{E}_{\theta, \varepsilon} \left( \sup_{\frac{b}{2} \leq \|\eta\|_1 \leq b} \left| \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i \bar{\phi}_K(\langle \eta, Z_i \rangle)1 \{\|\theta, Z_i\| \leq T\} \right| \right).$$

Since $1 \{\|\theta, Z_i\| \leq T\} \leq 1$ and $\bar{\phi}_K$ is Lipschitz with parameter $2K$, the contraction principle (see [?]) yields

$$\mathbb{E}(Y_n(b)) \leq 8K \mathbb{E}_{\theta, \varepsilon} \left( \sup_{\frac{b}{2} \leq \|\eta\|_1 \leq b} \left| \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i \langle \eta, Z_i \rangle \right| \right) \leq 8Kb \mathbb{E}_{\theta, \varepsilon} \left( \left| \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i Z_i \right|_\infty \right) = 8Kb R_N,$$

where the final step follows by applying Hölder’s inequality. Then choosing $c_2 = 32K$ gives,

$$\mathbb{P} \left( Y_n(b) > \frac{1}{2} \kappa_1 + \frac{1}{2} c_2 R_N b \right) \leq \mathbb{P} \left( Y_n(b) - \mathbb{E}(Y_n(b)) > \frac{1}{2} \kappa_1 + 8Kb R_N \right) \leq e^{-O_{\kappa_1, c_2}(n)},$$

using (88) with $c_3 = 8K$. This proves Lemma B.2 (2).

Final Details: Peeling Strategy. Recall from (85) that we have proved [84] holds for any fixed $b$ such that $\frac{b}{2} \leq \|\eta\|_1 \leq b$ and $\|\eta\|_2 \leq 1$. The final step in the proof of Proposition B.1 is to remove the restriction on the $\ell_1$ norm of $\eta$. For this, we apply a peeling strategy as in the proof of [90, Theorem 9.34]. To this end, consider the set

$$S_{\ell} := \left\{ \eta \in \mathbb{R}^d : 2^{\ell-1} \leq \|\eta\|_1 \leq 2^{\ell} \right\} \cap \left\{ \eta \in \mathbb{R}^d : \|\eta\|_2 \leq 1 \right\}.$$
for $\ell = 1, \ldots, \lceil \log_2(\sqrt{d}) \rceil$. Then for $\eta \in \mathbb{R}^d \cap S_\ell$ by \[85\],
\[
\frac{1}{N} \sum_{i=1}^{N} \langle \eta, Z_i \rangle^2 \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \geq \nu \|\eta\|_2^2 - c_0 R_N \|\eta\|_1^2,
\]
with probability at least $1 - e^{-O_{\alpha_1, \alpha_2}(n)}$. Then by a union bound,
\[
\frac{1}{N} \sum_{i=1}^{N} \langle \eta, Z_i \rangle^2 \psi(\langle \theta, Z_i \rangle + t(\eta, Z_i)) \geq \nu \|\eta\|_2^2 - c_0 R_N \|\eta\|_1^2,
\]
for all $\eta \in \mathbb{R}^d$ such that $\|\eta\|_2 \leq 1$, with probability at least $1 - \lceil \log_2(d) \rceil e^{-O_{\alpha_1, \alpha_2}(n)} = 1 - o(1)$. This completes the proof of Proposition B.1.

## Appendix C. Proofs from Section 3

In this section, we prove the results stated in Section 3. We begin with the proof of Theorem 3.1 in Section C.1. Corollary 3.3 is proved in Section C.2.

### C.1. Proof of Theorem 3.1

The proof of Theorem 3.1 follows along the same lines as in Theorem 2.4, so to avoid repetition we sketch the steps and highlight the relevant modifications. As in the proof of Theorem 3.1, the first step is to show the concentration of $\nabla L_N(\gamma)$. Towards this, following the proof of Lemma A.6 shows that $Q_r$ (as defined in (35)) is $O(\beta \text{poly}(d_{\max})/N)$-Lipschitz, for each $r \in [\ell]$. Therefore, as arguments by as in Lemma A.6

\[
\mathbb{P}\left(\sum_{i=1}^{N} \phi_i(X) \geq \ell t\right) \leq \mathbb{P}\left(\max_{r \in [\ell]} |Q_r(X)| \geq \frac{\ell t}{\ell}\right) \leq e^{-O_{\beta, M}(N t^2/\text{poly}(d_{\max}))},
\]

since $\ell = O(\log N)$ and $\ell' / \ell = \Theta(1)$. In this case, following the notations in the proof of Lemma A.1 we have $\ell' / \ell = \Theta(d_{\max})$. Similarly, for $s \in [d]$,

\[
\mathbb{P}\left(\sum_{i=1}^{N} \phi_{i,s}(X) \geq \ell t\right) \leq e^{-O_{\beta, M}(N t^2/\text{poly}(d_{\max}))},
\]

Hence, choosing $\lambda := \delta \text{poly}(d_{\max}) \sqrt{\log(d+1)/N}$ and $t := \lambda/2$ gives, for some constant $C$ depending only on $\beta$ and $M$,

\[
\mathbb{P}\left(\sum_{i=1}^{N} \phi_i(X) \geq \frac{\lambda}{2}\right) \leq (d+1)^{-C \delta^2/4} \quad \text{and} \quad \mathbb{P}\left(\sum_{i=1}^{N} \phi_{i,j}(X) \geq \frac{\lambda}{2}\right) \leq (d+1)^{-C \delta^2/4},
\]

for all $j \in [s]$. A final union bound over the $(d+1)$ coordinates now shows that

\[
\mathbb{P}\left(\|\nabla L_N(\gamma)\|_\infty > \frac{\lambda}{2}\right) = o(1),
\]

where $\lambda := \delta \text{poly}(d_{\max}) \sqrt{\log(d+1)/N}$ as above and the $o(1)$-term goes to infinity as $d \to \infty$. This establishes the concentration of the gradient.

Next, we need to show the strong concavity of the Hessian. To this end, first note that since $|E(G_N)| = O(N)$ and the number of non-isolated vertices of $G_N$ is $\Omega(N)$, there exist constants $L_1, L_2 > 0$, such that $|E(G_N)| \leq L_1 N$, and the number of non-isolated vertices of $G_N$ is larger than $L_2 N$, for all $N$ large enough. For $D \geq 1$ define,

\[
V_N(D) := \{v \in V(G_N) : d_v \in [1, D]\}.
\]
Note that
\[ |V_N(D)| \geq N(1 - (2L_1/D)) - N(1 - L_2) = N(L_2 - (2L_1/D)), \]
since \( G_N \) has at least \( N(1 - (2L_1/D)) \) vertices with degree not exceeding \( D \), among which at most \( N(1 - L_2) \) are isolated. Hereafter, we choose \( D := [4L_1/L_2] \), so that \( |V_N(D)| \geq L_2N/2 \). Then, with notations as in (44) we have,
\[
L_N(\gamma) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\gamma - \gamma) \\
= \frac{1}{2} (\gamma - \gamma)^\top \nabla^2 L_N(\gamma)(\gamma - \gamma) \\
= \frac{1}{2N} \sum_{i=1}^{N} (\gamma - \gamma)^\top U_i U_i^\top (\gamma - \gamma) \\
\geq \frac{1}{2N} \sum_{i \in V_N(D)} (\gamma - \gamma)^\top U_i U_i^\top (\gamma - \gamma) \\
\geq \frac{1}{2N} \sum_{i \in V_N(D)} \frac{(\gamma - \gamma)^\top U_i U_i^\top (\gamma - \gamma)}{\cosh^2(\beta m_i(X) + \theta^\top Z_i)},
\]
where the last step uses the bound in (46) and the bound \( |\beta m_i(X)| \leq |\beta||m_i(X)| \leq |\beta|D \leq |\beta|D + D|\gamma - \gamma|_1 \). Next, using the bound \( |V_N(D)| \geq L_2N/2 \) in (90) gives,
\[
L_N(\gamma) - L_N(\gamma) - \nabla L_N(\gamma)^\top (\gamma - \gamma) \\
\geq \frac{L_2}{4 \cosh^2(|\beta|D + (D + M)||\gamma - \gamma|_1 + sM\Theta)} \cdot \frac{1}{|V_N(D)|} \sum_{i \in V_N(D)} (\gamma - \gamma)^\top U_i U_i^\top (\gamma - \gamma) \\
= \frac{L_2}{4 \cosh^2(|\beta|D + (D + M)||\gamma - \gamma|_1 + sM\Theta)} (\gamma - \gamma)^\top \tilde{G}(\gamma - \gamma),
\]
where
\[
\tilde{G} := \frac{1}{|V_N(D)|} \left( \begin{array}{ccc}
\tilde{m}^\top & \tilde{m}^\top \tilde{Z} \\
\tilde{Z}^\top & \tilde{Z}^\top \tilde{Z} 
\end{array} \right),
\]
with \( \tilde{m} := (m_i(X))_{i \in V_N(D)} \) and \( \tilde{Z} = (Z_i)_{i \in V_N(D)} \). The calculation in (91) implies that in order to establish the strong concavity of the Hessian in the setting of Theorem 3.1, we need to show \( \lambda_{\min}(\tilde{G}) \geq 1 \) with probability going to 1, where \( \lambda_{\min}(\tilde{G}) \) denotes the minimum eigenvalue of \( \tilde{G} \). For this step, we follow the steps of Lemma A.7 with the matrix \( F \) replaced by \( \tilde{F} := I - \tilde{Z} (\tilde{Z}^\top \tilde{Z})^{-1} \tilde{Z}^\top \). Then, repeating the proof of (62) in Lemma A.10 with \( \tilde{A} := A|_{V_N(D) \times [N]} \), we can find a set \( J \subseteq [N] \) such that
\[
\mathbb{E} \left( \|\tilde{F} \tilde{m}\|_2^2 | X_{J^c} \right) \geq \gamma^2 \left( \|\tilde{A}\|_F^2 - d \cdot \text{polylog}(N) \right),
\]
since \( \|\tilde{A}\|_2 \leq \|A\|_\infty = O(\text{polylog}(N)) \). This implies,
\[
\mathbb{E} \left( \|\tilde{F} \tilde{m}\|_2^2 | X_{J^c} \right) \geq N,
\]
(92) since \( \|\tilde{A}\|_F^2 \geq |V_N(D)| \geq N \) (because every vertex in \( V_N(D) \) has degree at least 1) and \( d = o(N) \). The final step is to establish that \( \|\tilde{F} \tilde{m}\| \) concentrates around \( \|\tilde{F} \tilde{m}\|_2^2 \ X_{J^c} \), conditional on \( X_{J^c} \). This follows by repeating the proof of Lemma A.11 which introduces an extra \( 1/\text{polylog}(N) \) factor.
Similarly, it can be checked that \(\text{Var}(\mathbf{Y})\) where \(B\) is independent of \(\mathbf{A}\). Hence, by Chebyshev’s inequality,
\[
\Pr(\lambda_{\min}(\mathbf{G}) \geq C) \geq 1 - e^{-\Omega(N/\text{polylog}(N))},
\]
for some constant \(C > 0\). The proof of Theorem 3.1 can be now completed using (89) and (93), as in Theorem 2.4.

C.2. Proof of Corollary 3.3. To prove Corollary 3.3, we verify that the hypotheses of Theorem 3.1 are satisfied. Note that we can write
\[
|E(G_N)| = \sum_{1 \leq u < v \leq N} B_{uv},
\]
where \(B_{uv} \sim \text{Ber}(p_{uv})\), and \(\{B_{uv}\}_{1 \leq u < v \leq N}\) are independent. This implies, \(\mathbb{E}|E(G_N)| = O(N)\) and \(\text{Var}(|E(G_N)|) = O(N)\), since \(\sup_{1 \leq i, j \leq N} p_{ij} = O(1/N)\) by (14). Hence, by Chebyshev’s inequality,
\[
|E(G_N)| \leq \mathbb{E}|E(G_N)| + N = O(N),
\]
with probability \(1 - o(1)\).

Next, we will show that \(d_{\text{max}} = \tilde{O}(1)\) holds with high probability. To this end, define \(\eta_u = \sum_{v \neq u} p_{uv}\), for \(1 \leq u \leq N\). Clearly, by assumption (14), \(\max_{1 \leq u \leq N} \eta_u = O(1)\). Next, we establish that \(\max_{1 \leq u \leq N} \eta_u = \Omega(1)\). Towards this, note that by assumption (15) there exists \(\varepsilon \in (0,1)\) and \(u \in V(G_N)\) such that,
\[
\limsup_{N \to \infty} \sum_{v=1}^{N} \log (1 - p_{uv}) < \log \varepsilon.
\]
Next, using the inequality \(\log(1-x) \geq -x/(1-x)\), for all \(x < 1\), and taking \(N\) large enough such that \(\sup_{u,v} p_{uv} < 1/2\), gives
\[
\limsup_{N \to \infty} \left( -2 \sum_{u=1}^{N} p_{uv} \right) \leq \log \varepsilon \implies \liminf_{N \to \infty} \eta_u \geq \frac{1}{2} \log \left( \frac{1}{\varepsilon} \right).
\]
This shows that \(\max_{1 \leq u \leq N} \eta_u = \Omega(1)\). Therefore, by Proposition 1.11 in (11), \(d_{\text{max}} = O(\log N)\) with probability \(1 - o(1)\).

Finally, we show that the number of non-isolated vertices of \(G_N\) is \(\Omega(N)\) with high probability. To this end, for each \(v \in V(G_N)\), define \(Y_v := 1\{d_v = 0\}\). Then, \(I_N := \sum_{v=1}^{N} Y_v\) is the total number of isolated vertices of \(G_N\). Note that \(Y_v \sim \text{Ber}(\prod_{u=1}^{N} (1 - p_{uv}))\). Therefore, by (15),
\[
\mathbb{E}(I_N) = \sum_{u=1}^{N} \prod_{v=1}^{N} (1 - p_{uv}) \leq \alpha N,
\]
for some \(\alpha \in (0,1)\) and all large \(N\) enough. Next, note that for any two distinct vertices \(u,v \in V(G_N)\),
\[
\text{Cov}(Y_u, Y_v) = p_{uv} (1 - p_{uv}) \prod_{w \neq \{u,v\}} [(1 - p_{uw}) (1 - p_{vw})] \leq p_{uv} = O \left( \frac{1}{N} \right).
\]
Similarly, it can be checked that \(\text{Var}(Y_v) = O(1)\), for \(1 \leq v \leq N\). This implies, \(\text{Var}(I_N) = O(N)\). Hence, by Chebyshev’s inequality,
\[
\Pr \left( I_N \geq \left( \frac{1 + \alpha}{2} \right) N \right) \leq \Pr \left( I_N \geq \mathbb{E}(I_N) + \left( \frac{1 - \alpha}{2} \right) N \right) \leq \frac{\text{Var}(I_N)}{\left( \frac{1 - \alpha}{2} \right)^2 N^2} = O \left( \frac{1}{N} \right).
\]
This shows that the number of non-isolated vertices of $G_N$ is at least $(1 - \alpha)N/2$ with probability $1 - o(1)$. This completes the verification of the hypotheses of Theorem 3.1 and hence, Corollary 3.3 follows from Theorem 3.1.

Appendix D. Proofs of Technical Lemmas

In this section we collect the proofs of various technical lemmas. The section is organized as follows: in Appendix D.1 we prove Lemma A.6. The proof of Lemma A.4 is given in Appendix D.2. In Appendix D.3 we prove a variance lower bound for linear functions.

D.1. Proof of Lemma A.6. To begin with, recall from (35) that

$$Q_r(X) = -\frac{1}{N} \sum_{i \in I_r} m_i(X) \left[ X_i - \tanh(\beta m_i(X) + \theta^\top Z_i) \right].$$

Hence, for any two $X, X' \in \{-1, 1\}^N$,

$$|Q_r(X) - Q_r(X')| = T_1 + T_2,$$

(94)

where

$$T_1 = \frac{1}{N} \left| \sum_{i \in I_r} \{m_i(X)X_i - m_i(X')X_i'\} \right|$$

$$T_2 = \frac{1}{N} \left| \sum_{i \in I_r} \left\{ m_i(X) \tanh(\beta m_i(X) + \theta^\top Z_i) - m_i(X') \tanh(\beta m_i(X') + \theta^\top Z_i) \right\} \right|.\quad (95)$$

Now, assume that $X$ and $X'$ differ only in the $k$-th coordinate, for some $k \in [N]$. Then

$$T_1 = \left| \sum_{i \in I_r} \sum_{j=1}^N a_{ij} (X_i X_j - X'_i X'_j) \right|$$

$$\leq \left| \sum_{i \in I_r} a_{ik} (X_k X_k - X'_k X'_k) \right| + \left| \sum_{i \in I_r} a_{kj} (X_k X_j - X'_k X'_j) \right|$$

$$\leq 2 \sum_{i \in I_r} |a_{ik}| + 2 \sum_{j=1}^N |a_{kj}|$$

$$\leq 4 \sum_{i=1}^N |a_{ik}| \leq 4 \|A\|_1 \leq 4 \quad \text{by (22)}.\quad (96)$$

Next, we proceed to bound $T_2$. Towards this note that

$$T_2 \leq T_{21} + T_{22},\quad (97)$$

where

$$T_{21} := \left| \sum_{i \in I_r} m_i(X) \left\{ \tanh(\beta m_i(X) + \theta^\top Z_i) - \tanh(\beta m_i(X') + \theta^\top Z_i) \right\} \right|$$

$$T_{22} := \left| \sum_{i \in I_r} a_{ik} (X_k - X'_k) \tanh(\beta m_i(X') + \theta^\top Z_i) \right|,$$
since \( m_i(X) - m_i(X') = a_{ik}(X_k - X'_k) \). Hence, using \(|\tanh x - \tanh y| \leq |x - y|\) gives,
\[
T_{21} \leq \beta \sum_{i \in I_r} |m_i(X) - m_i(X')| \leq 2\beta \sum_{i \in I_r} |m_i(X)||a_{ik}| \leq 2\beta \|A\|_\infty \|A\|_1 \leq 1 \tag{98}
\]
and using \( \tanh x \leq 1 \) gives,
\[
T_{22} \leq 2 \sum_{i \in I_r} |a_{ir}| \leq 2 \|A\|_1 \leq 2. \tag{99}
\]
Combining (94), (95), (96), (97), (98), (99) the result in Lemma A.6 (1) follows.

Next, we prove (2). By Lemma 17 in [29], there exist subsets \( I_\eta \) such that for all \( \eta \),
\[
\|Q_{r,s}(X) - Q_{r,s}(X')\| \leq \frac{1}{N} \sum_{i \in I_r} Z_{i,s} \left[ X_i - \tanh(\beta m_i(X) + \theta^T Z_i) \right].
\]
Hence, for any two \( X, X' \in \{-1,1\}^N \) differing in the \( k \)-th coordinate only,
\[
|Q_{r,s}(X) - Q_{r,s}(X')| \leq \frac{1}{N} \sum_{i \in I_r} Z_{i,s} |X_i - X'_i| + \frac{1}{N} \left| \sum_{i \in I_r} Z_{i,s} \left[ \tanh(\beta m_i(X) + \theta^T Z_i) - \tanh(\beta m_i(X') + \theta^T Z_i) \right] \right|
\leq 2 \frac{|Z_{k,s}|}{N} + \frac{\beta}{N} \left| \sum_{i \in I_r} Z_{i,s} (m_i(X) - m_i(X')) \right|
\leq 2 \frac{|Z_{k,s}|}{N} + \frac{2\beta}{N} \sum_{i=1}^N |Z_{i,s} a_{ik}|,
\]
as desired.

D.2. Proof of the Lemma A.4. Suppose that \( X \) comes from the model:
\[
P_{\beta,h}(X) \propto \exp \left( \sum_{i=1}^N h_i X_i + X^T DX \right), \tag{100}
\]
which is assumed to be \((R, Y)\)-Ising. We will apply Lemma 17 in [29] on the matrix
\[
D := (d_{ij})_{1 \leq i,j \leq N} := A/R,
\]
where \( A \) is the interaction matrix corresponding to the distribution of \( X \). Note that \( D \) satisfies the hypotheses of Lemma 17 in [29]. For \( \eta \in (0, R) \), define \( \eta' := \eta/R \). This ensures that \( \eta' \in (0, 1) \).

By Lemma 17 in [29], there exist subsets \( I_1, \ldots, I_\ell \subseteq [N] \) with \( \ell \leq R^2 \log N/\eta^2 \), such that for all \( 1 \leq i \leq N \), \(|\{ j \in \ell : i \in I_j \}| = |\eta \ell /8R| \), and for all \( j \in \ell \),
\[
\|D|_{I_j \times I_j}\|_\infty \leq \eta' \implies \|A|_{I_j \times I_j}\|_\infty \leq \eta, \tag{101}
\]
where for a matrix \( M = ((m_{ij})) \in \mathbb{R}^{s \times t} \) and for sets \( S \subseteq \{1, \ldots, s\}, T \subseteq \{1, \ldots, t\} \), we define \( M|_{S \times T} := ((m_{ij}))_{i \in S, j \in T} \in \mathbb{R}^{s \times t} \).

Now, for \( j \in [\ell] \),
\[
\frac{P(X_{I_j} = y | X_{I_j} = x_{-I_j})}{P(X_{I_j} = y' | X_{I_j} = x_{-I_j})}
\]
Observe that the RHS of (102) is the probability mass function of an Ising model $\mu$ with interaction matrix $D_{|I_j \times I_j|$ and external magnetic field term at site $i$ given by

$$h'_i = \sum_{v \notin I_j} D_{iv} x_v + h_i.$$  

Recall from [101] that $\|A|_{I_j \times I_j}\|_\infty \leq \eta$. The next step is to show that if $Y \sim \mu$, then

$$\min_{1 \leq u \leq |I_j|} \text{Var}(Y_u | Y_{-u}) \geq \Upsilon.$$  

Towards this, note that for any $1 \leq u \leq |I_j|$,

$$\mathbb{P}(Y_u = 1 | Y_{-u} = y_{-u}) = \mathbb{P}(X^1_{I^u_j} = 1 | X_{I \setminus \{I^u_j\}} = y_{-u}, X_{-I_j} = x_{-I_j})$$  

where $I^u_j$ is the $u$-th smallest element of $I_j$. Hence,

$$\text{Var}(Y_u | Y_{-u} = y_{-u}) = \text{Var}(X^1_{I^u_j} | X_{I \setminus \{I^u_j\}} = y_{-u}, X_{-I_j} = x_{-I_j}) \geq \Upsilon,$$

since (100) is a $(R, \Upsilon)$-Ising model. This implies that $X_{I_j} | X_{-I_j}$ is $(\eta, \Upsilon)$-Ising model, for $j \in [\ell]$.

To prove (32), let us pick $j \in [\ell]$ uniformly at random, and note that for any vector $a$,

$$E \left( \sum_{i \in I_j} a_i \right) = \sum_{i=1}^{N} a_i \mathbb{P}(I_j \ni i) = \sum_{i=1}^{N} a_i \left[ \eta \ell / 8R \right] \geq \frac{\eta}{8R} \sum_{i=1}^{N} a_i.$$  

This means that there is a fixed sample point $j$, such that

$$\sum_{i \in I_j} a_i \geq \frac{\eta}{8R} \sum_{i=1}^{N} a_i.$$  

This completes the proof of Lemma A.4.

D.3. Variance Lower Bound for Linear Functions. In this section we derive a variance lower bound for linear functions in $(R, \Upsilon)$-Ising models. This follows the proof of Lemma 10 in [29] adapted to our setting. We begin with the following definition: For two probability measures $\mu$ and $\nu$, the $\ell_1$-Wasserstein distance is defined as:

$$W_1(\mu, \nu) := \min_{\pi \in \mathcal{C}_{\mu, \nu}} E_{(U, V) \sim \pi} \|U - V\|_1,$$

where $\mathcal{C}_{\mu, \nu}$ denotes the set of all couplings of the probability measures $\mu$ and $\nu$.

Lemma D.1. Let $X \in \{-1, 1\}^N$ be a sample from an $(R, \Upsilon)$-Ising model for some $R < 1/8$. Then, for each $i \in [N]$,

$$W_1 \left( \mathbb{P}_{X_{-i} | X_i = 1}, \ \mathbb{P}_{X_{-i} | X_i = -1} \right) \leq \frac{16R}{1 - 8R}.$$  

Proof. It follows from Lemma 4.9 in [28], that there exists a coupling $\pi$ of the conditional measures $\mathbb{P}_{X_{-i} | X_i = 1}$ and $\mathbb{P}_{X_{-i} | X_i = -1}$, such that:

$$E_{(U, V) \sim \pi} \left[ d_H(U, V) \right] \leq \frac{\alpha}{1 - \alpha},$$  

(103)
where $d_H$ denotes the Hamming distance and $\alpha$ the Dobrushin coefficient. By Lemma 4.4 in [20], we know that Dobrushin’s interdependence matrix is given by $8D$. Hence, it follows from (103) that (Dobrushin’s coefficient in Theorem 2.3 in [28] is given by $\alpha = 8\|D\|_2$, see Theorem 4.3 in [20]),

$$W_1\left(\mathbb{P}_{X_{-i}|X_i=1}, \mathbb{P}_{X_{-i}|X_i=-1}\right) \leq 2 \mathbb{E}(U,V|\pi) \parallel d_H(U,V) \parallel_2 \leq \frac{16 \|D\|_2}{1 - 8\|D\|_2} \leq \frac{16R}{1 - 8R},$$

which completes the proof of the lemma.

Using the above lemma, we now prove the desired variance lower bound:

**Lemma D.2.** Let $X$ be a sample from an $(R, \Upsilon)$-Ising model for some $R > 0$. Then for any vector $a \in \mathbb{R}^N$,

$$\text{Var}(a^\top X) \geq \frac{\|a\|^2 \Upsilon^2}{R}.$$  

**Proof.** First, consider the case $R \leq \Upsilon/32 \leq 1/32$. In this case, $1 - 8R \geq 3/4$, so

$$\frac{8R}{1 - 8R} \leq \frac{\Upsilon}{3} \tag{104}$$

Now, it follows from Lemma D.1 that for every $i$,

$$\sum_{j \in [N]\setminus\{i\}} |\mathbb{E}(X_j|X_i = 1) - \mathbb{E}(X_j|X_i = -1)| \leq \sum_{j \in [N]\setminus\{i\}} W_1\left(\mathbb{P}_{X_j|X_i=1}, \mathbb{P}_{X_j|X_i=-1}\right) \leq W_1\left(\mathbb{P}_{X_{-i}|X_i=1}, \mathbb{P}_{X_{-i}|X_i=-1}\right) \leq \frac{16R}{1 - 8R}. \tag{105}$$

Next, note that:

$$\text{Cov}(X_i, X_j) = \mathbb{E}[(X_i - \mathbb{E}X_i)X_j] = \mathbb{E}[(X_i - \mathbb{E}X_i)\mathbb{E}(X_j|X_i)] = \mathbb{P}(X_i = 1)(1 - \mathbb{E}X_i)\mathbb{E}(X_j|X_i = 1) - \mathbb{P}(X_i = -1)(1 + \mathbb{E}X_i)\mathbb{E}(X_j|X_i = -1) \leq \frac{1}{2} [\mathbb{E}(X_j|X_i = 1) - \mathbb{E}(X_j|X_i = -1)] \tag{106}$$

Combining (104), (105) and (106), we have for every $i$,

$$\sum_{j \in [N]\setminus\{i\}} |\text{Cov}(X_i, X_j)| \leq \frac{8R}{1 - 8R} \leq \frac{\Upsilon}{3} \tag{107}.$$

Hence, we have by (107),

$$\text{Var}(a^\top X) \geq \sum_{i=1}^N a_i^2 \text{Var}(X_i) - \sum_{i \neq j} |a_i a_j \text{Cov}(X_i, X_j)| \geq \sum_{i=1}^N a_i^2 \text{Var}(X_i) - \sum_{i \neq j} \frac{(a_i^2 + a_j^2)}{2} |\text{Cov}(X_i, X_j)|$$
Lemma D.3. Suppose the design matrix gradient of the pseudo-likelihood loss function \( L \) satisfies
\[
\nabla L(D) = \sum_{i=1}^{N} \frac{\text{Var}(X_i) - \sum_{j \in [N] \setminus \{i\}} |\text{Cov}(X_i, X_j)|}{\sqrt{3} \gamma} \geq \sum_{i=1}^{N} \frac{a_i^2}{\sqrt{3} \gamma} \left( \gamma - \frac{\gamma}{3} \right) \geq 2 \frac{\gamma}{3} \|a\|_2^2 \geq \frac{2 \gamma}{3} \frac{\gamma R^2}{\|a\|_2^2} \geq \frac{2 R}{3} \|a\|_2^2.
\]

(108)

Now consider the case \( R > \gamma/32 \). By Lemma A.4, we choose a subset \( I \) of \([N]\) such that conditioned on \( X_{I^c} \), \( X_I \) is a \((\gamma/32, \gamma)\)-Ising model, and
\[
\|a_i\|_2^2 \geq \frac{\gamma}{256R} \|a\|_2^2.
\]

Hence, we have from (108) and (109),
\[
\text{Var} \left( a^\top X | X_{I^c} \right) = \text{Var} \left( a_i^\top X_i | X_{I^c} \right) \geq \frac{2 \gamma \|a_i\|_2^2}{3} \geq \frac{Y^2 \|a\|_2^2}{384R}.
\]

(110)

Lemma D.2 now follows from (110) on observing that \( \text{Var}(a^\top X) \geq E \left[ \text{Var}(a^\top X | X_{I^c}) \right] \). □

D.4. Lipschitz Condition for the Gradient of \( L_N \). In this section we show that \( \nabla L_N \), the gradient of the pseudo-likelihood loss function \( L_N \) defined in (5), is Lipschitz.

Lemma D.3. Suppose the design matrix \( Z := (Z_1, \ldots, Z_N)^\top \) satisfies \( \lambda_{\max} \left( \frac{1}{N} Z^\top Z \right) = O(1) \). Then there exists a constant \( L > 0 \) such that for any two \( \gamma_1, \gamma_2 \in \mathbb{R}^{d+1} \),
\[
\|\nabla L_N(\gamma_1) - \nabla L_N(\gamma_2)\|_2 \leq L \|\gamma_1 - \gamma_2\|_2.
\]

Proof. For any two \( \gamma_1, \gamma_2 \in \mathbb{R}^{d+1} \), there exists \( \gamma^* \in \mathbb{R}^{d+1} \) such that
\[
\nabla L_N(\gamma_1) - \nabla L_N(\gamma_2) = (\gamma_1 - \gamma_2)^\top \nabla^2 L_N(\gamma^*).
\]

Therefore,
\[
\|\nabla L_N(\gamma_1) - \nabla L_N(\gamma_2)\|_2 \leq \sup_{\gamma^* \in \mathbb{R}^{d+1}} \lambda_{\max}(\nabla^2 L_N(\gamma^*)) \|\gamma_1 - \gamma_2\|_2,
\]

(111)

where \( \lambda_{\max}(\nabla^2 L_N(\gamma^*)) \) is the largest eigenvalue of the Hessian matrix \( \nabla^2 L_N(\gamma^*) \). Recall from (44) that
\[
\nabla^2 L_N(\gamma^*) = \frac{1}{N} \sum_{i=1}^{N} \frac{U_i U_i^\top}{\cosh^2(\beta^* m_i(X) + (\theta^*)^\top Z_i)},
\]

where \( \gamma^* = (\beta^*, (\theta^*)^\top)^\top \) and \( U_i := (m_i(X), Z_i^\top)^\top \), for \( 1 \leq i \leq N \). Using \( \text{sech}^2(x) \leq 1 \) it follows that
\[
\sup_{\gamma^* \in \mathbb{R}^{d+1}} \lambda_{\max}(\nabla^2 L_N(\gamma^*)) \leq \lambda_{\max} \left( \frac{1}{N} \sum_{i=1}^{N} U_i U_i^\top \right),
\]

(112)

Now, suppose \( w = (u, v^\top)^\top \in \mathbb{R}^{d+1} \) be such that \( \|w\|_2 = 1 \). Then
\[
\frac{1}{N} \sum_{i=1}^{N} U_i U_i^\top w = \frac{1}{N} \sum_{i=1}^{N} (w^\top U_i)^2 = \frac{1}{N} \sum_{i=1}^{N} (um_i(X) + v^\top Z_i)^2.
\]
\[
\leq \frac{1}{N} \sum_{i=1}^{N} \left\{ u^2(m_i(X))^2 + (v^\top Z_i)^2 \right\} \\
\leq \frac{1}{N} \sum_{i=1}^{N} m_i(X)^2 + \frac{1}{N} \sum_{i=1}^{N} v^\top Z_i Z_i^\top v.
\]

Note that, since \(|m_i(X)| \leq ||A||_\infty \leq 1\) (by (22)), for \(1 \leq i \leq N\), we have \(\frac{1}{N} \sum_{i=1}^{N} m_i(X)^2 \leq 1\).
Moreover, \(\frac{1}{N} \sum_{i=1}^{N} v^\top Z_i Z_i^\top v = \frac{1}{N} v^\top Z^\top Z v \leq \lambda_{\text{max}}(\frac{1}{N} Z^\top Z) = O(1)\). This implies
\[
\lambda_{\text{max}}\left(\frac{1}{N} \sum_{i=1}^{N} U_i U_i^\top \right) = O(1),
\]
hence by (111) and (112), there exists a constant \(L > 0\) such that
\[
||\nabla L_N(\gamma_1) - \nabla L_N(\gamma_2)||_2 \leq L ||\gamma_1 - \gamma_2||_2.
\]

This completes the proof of Lemma D.3. \(\square\)