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Abstract—Body posture influences human and robots performance in manipulation tasks, as appropriate poses facilitate motion or force exertion along different axes. In robotics, manipulability ellipsoids arise as a powerful descriptor to analyze, control and design the robot dexterity as a function of the articularutory joint configuration. This descriptor can be designed according to different task requirements, such as tracking a desired position or apply a specific force. In this context, this paper presents a novel manipulability transfer framework, a method that allows robots to learn and reproduce manipulability ellipsoids from expert demonstrations. The proposed learning scheme is built on a tensor-based formulation of a Gaussian mixture model that takes into account that manipulability ellipsoids lie on the manifold of symmetric positive definite matrices. Learning is coupled with a geometry-aware tracking controller allowing robots to follow a desired profile of manipulability ellipsoids. Extensive evaluations in simulation with redundant manipulators, a robotic hand and humanoids agents, as well as an experiment with two real dual-arm systems validate the feasibility of the approach.
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I. INTRODUCTION

When we perform a manipulation task, we naturally place our arms (and body) in a posture that is best suited to carry out the task at hand. Such posture variation is a means through which the motion and strength characteristics of the arms are made compatible with the task requirements. For example, human arm kinematics plays a central role when humans plan point-to-point reaching movements, where joint trajectory patterns arise as a function of the visual target [1], indicating that the task requirements influence the human arm posture. This insight was also identified in more complex situations, where not only kinematic but also other biomechanic factors affect the task planning [2]. For example, the human central nervous system plans arm movements considering its directional sensitivity, which is directly related to the arm posture [3]. This allows humans to be mechanically resistant to potential perturbations coming from obstacles occupying the workspace. Interestingly, directional preferences of human arm movements are characterized by a tendency to exploit interaction torques for movement production at the shoulder or elbow, indicating that the preferred directions are largely determined by biomechanical factors [4].

The robotics community has also been aware of the impact of robot posture on reaching movements and manipulation tasks (e.g., pushing, pulling, reaching). It is well known that by varying the posture of a robot, we can change the optimal directions for generating motion or applying specific forces. This has direct implications in hybrid control, since the controller capability can be fully realized when the optimal directions for controlling velocity and force coincide with those dictated by the task [5]. In this context, the so-called manipulability ellipsoid [6] serves as a geometric descriptor that indicates the ability to arbitrarily perform motion and exert a force along the different task directions in a given joint configuration.

Manipulability ellipsoids have been used to measure the compatibility of robot postures with respect to fine and coarse manipulation [5], and to improve minimum-time trajectory planning using a manipulability-aware inverse kinematics algorithm [7]. Vahrenkamp et al. [8] proposed a grasp selection process that favored high manipulability in the robot workspace. Other works have focused on maximizing the manipulability ellipsoid volume in trajectory generation algorithms [9], and task-level robot programming frameworks [10], to obtain singularity-free joint trajectories and high task-space dexterity. Nevertheless, as stated in [11], solely maximizing the ellipsoid volume to achieve high dexterity in motion may cause a reverse effect on the flexibility in force.

The aforementioned approaches do not specify a desired robot manipulability for the task. In contrast, Lee et al. [12] proposed an optimization method to find reaching postures for a humanoid robot that achieved desired (manually-specified) manipulability volumes. Similarly, a series of desired manipulability ellipsoids was predefined according to Cartesian velocity and force requirements in dual-arm manipulation tasks [11]. Note that both [11] and [12] predetermined the task-dependent robot manipulability, which required a meticulous and demanding analysis about the motion that the robot needed to perform, which becomes impractical when the robot is required to carry out a large set of different tasks. Furthermore, these approaches overlooked an important characteristic of manipulability ellipsoids, namely, the fact that they lie on the manifold of symmetric positive definite (SPD) matrices. This may influence the optimal robot joint configuration for the task at hand.

In this paper we introduce the novel idea that manipulability-based posture variation for task compatibility can be addressed from a robot learning from demonstration perspective. Specifically, we cast this problem as a manipulability transfer between a teacher and a learner. The former demonstrates how to perform a task with a
desired time-varying manipulability profile, while the latter reproduces the task by exploiting its own redundant kinematic structure so that its manipulability ellipsoid matches the demonstration. Unlike classical learning frameworks that encode reference position, velocity and force trajectories, our approach offers the possibility of transferring posture-dependent task requirements such as preferred directions for motion and force exertion in operational space, which are encapsulated in the demonstrated manipulability ellipsoids.

This idea opens two main challenges, namely, (i) how to encode and retrieve manipulability ellipsoids, and (ii) how to track a desired time-varying manipulability either as the main task of the robot or as a secondary objective. To address the former problem, we propose a tensor-based formulation of Gaussian mixture model (GMM) and Gaussian mixture regression (GMR) that takes into account that manipulability ellipsoids lie on the manifold of symmetric positive definite (SPD) matrices (see Section III for a full description of the model). The latter challenge is solved through a manipulability tracking formulation inspired by the classical inverse kinematics problem in robotics, where a first-order differential relationship between the robot manipulability ellipsoid and the robot joints is established, as explained in Section V. This relationship also demands to consider that manipulability ellipsoids lie on the SPD manifold, which is here tackled by exploiting tensor-based representations and differential geometry (see Section II). The geometry-awareness of our formulations is crucial for achieving successful manipulability transfer, as shown in Section V. Note that Riemannian geometry has also been successfully exploited in robot motion optimization [13] and manipulability analysis of closed chains [14]. For sake of clarity, different aspects of the proposed learning and tracking approaches are illustrated with simple examples using simulated planar robots throughout the paper.

The proposed approach can be straightforwardly applied to different types of kineto-static and dynamic manipulability measures. This opens the door to manipulability transfer scenarios with various types of robots where different task requirements at kinematic and dynamic levels can be learned and successfully transferred between agents of different embodiments. The functionality of the proposed approach is evaluated in different simulated manipulability tracking tasks involving a 16-DoF robotic hand and two legged robots. The full manipulability transfer is showcased in a bimanual setup where an unplugging task is kinesthetically demonstrated to a 14-DoF dual-arm robot, which then transfers the learned model to a different dual-arm system that reproduces the unplugging task successfully, as described in Section V.

Early contributions on our learning and tracking frameworks were presented in [15] and [16], respectively. In this paper, the proposed learning approach is brought one step further by analyzing the importance of its differential geometry formulation. Moreover, we adapt the proposed manipulability tracking control scheme initially designed for kineto-static manipulability measures to dynamic measures. The properties of the proposed controller are further discussed and novel types of manipulability controllers are presented. Finally, this paper combines the aforementioned techniques in a complete geometry-aware manipulability transfer framework to encode, retrieve and track manipulability ellipsoids profiles.

The contributions of this paper are three-fold: (i) we propose a geometry-aware tensor-based formulation of GMM and GMR adapted to manipulability ellipsoids; (ii) we develop a geometry-aware manipulability tracking formulation in the form of controllers adapted to various manipulability measures, with proved asymptotic stability; and (iii) we combine the proposed learning and tracking approaches to form a complete manipulability transfer framework allowing to transfer posture-dependent task requirements between agents of dissimilar kinematic structures. In particular, this framework also permits to transfer other velocity, force or impedance specifications with any priority order with respect to the manipulability tracking controller.

II. BACKGROUND

A. Manipulability ellipsoids

Velocity and force manipulability ellipsoids introduced in [6] are kinetostatic performance measures of robotic platforms. They indicate the preferred directions in which force or velocity control commands may be performed at a given joint configuration. More specifically, the velocity manipulability ellipsoid describes the characteristics of feasible motion in Cartesian space corresponding to all the unit norm joint velocities. The velocity manipulability of an n-DoF robot can be found by using the kinematic relationship between task velocities \( \dot{x} \) and joint velocities \( \dot{q} \),

\[
\dot{x} = J(q)\dot{q},
\]

where \( q \in \mathbb{R}^n \) and \( J \in \mathbb{R}^{6 \times n} \) are the joint position and Jacobian of the robot, respectively. Moreover, consider the set of joint velocities of constant (unit) norm \( \|\dot{q}\|^2 = 1 \) describing the points on the surface of a hypersphere in the joint velocity space, which is mapped into the Cartesian velocity space \( \mathbb{R}^6 \) with

\[
\|\dot{q}\|^2 = \dot{q}^T\dot{q} = \dot{x}^T(JJ^T)^{-1}\dot{x},
\]

by using the least-squares kinematics relation

\[
\hat{q} = J^T\dot{x} = JJ^T(JJ^T)^{-1}\dot{x}.
\]

Equation 2 represents the robot manipulability in terms of motion, indicating the flexibility of the manipulator in generating velocities in Cartesian space.

In the literature, the velocity manipulability ellipsoid is usually defined as \( (JJ^T)^{-1} \), where the principal axes of the ellipsoid coincide with the eigenvectors and their length is equal to the inverse of the square root of the corresponding eigenvalues (see e.g. [5]). For the sake of consistency, we here use an alternative definition of the velocity manipulability ellipsoid given by \( M^v = JJ^T \), which directly corresponds to the ellipsoid of end-effector velocities \( \dot{x}\dot{x}^T \). So, the major axis of this manipulability ellipsoid is aligned to the eigenvector corresponding to the maximum eigenvalue of the matrix \( JJ^T \) whose length equals the square root of the maximum

1Note that an additional scaling of the joint velocities may be included to consider actuator boundaries.

2Dually, the force manipulability ellipsoid can be computed from the static relationship between joint torques and Cartesian forces [5].
eigenvalue. Thus, the interpretation and representation of the manipulability ellipsoid from the corresponding matrix is facilitated. Note that the major axis of the velocity manipulability ellipsoid $M^\# = JJ^T$ indicates the direction in which the greater velocity can be generated, which is also the direction in which the robot is more sensitive to perturbations. This occurs due to the principal axes of the force manipulability being aligned with those of the velocity manipulability, with reciprocal lengths (eigenvalues) caused by the duality of velocity and force (see [5] for details).

Other forms of manipulability ellipsoids exist, such as the dynamic manipulability [17], which gives a measure of the ability of performing end-effector accelerations along each task-space direction for a given set of joint torques. This has shown to be useful when the robot dynamics cannot be neglected in highly dynamic manipulation tasks [18]. Recent works have extended this measure to analyze the robot capacity to accelerate its center of mass for locomotion stability [19] [20], showing the applicability of the aforementioned tools beyond robotic manipulation.

As mentioned previously, any manipulability ellipsoid $M$ belongs to the set of symmetric positive definite (SPD) matrices $\mathcal{S}^D _{++}$ which describe the interior of the convex cone. Consequently, our manipulability transfer formulation must consider this particular characteristic in order to properly encode, reproduce and track manipulability ellipsoids. To do so, we here propose geometry-aware formulations of both learning and tracking problems by exploiting Riemannian manifolds and tensor representations, which are introduced next.

B. Riemannian manifold of SPD matrices

The set of $D \times D$ SPD matrices $\mathcal{S}^D _{++}$ is not a vector space since it is not closed under addition and scalar product [21], and thus the use of classical Euclidean space methods for treating and analyzing these matrices is inadequate. A compelling solution is to endow these matrices with a Riemannian metric so that they form a Riemannian manifold [21]. This metric permits to define lengths of curves on the manifold. These curves, called geodesics, are the generalization of straight lines to Riemannian manifolds. Similarly to straight lines in Euclidean space, geodesics are the minimum length curves between two points on the manifold.

Intuitively, a Riemannian manifold $\mathcal{M}$ is a mathematical space for which each point locally resembles a Euclidean space. For each point $\Sigma \in \mathcal{M}$, there exists a tangent space $T_{\Sigma} \mathcal{M}$ equipped with a positive definite inner product. In the case of the SPD manifold, the tangent space at any point $\Sigma \in \mathcal{S}^D _{++}$ is identified by the space of symmetric matrices $\text{Sym}^D$ and the inner product between two matrices $T_1, T_2 \in T_{\Sigma} \mathcal{M}$ is

$$\langle T_1, T_2 \rangle_\Sigma = \text{tr}(\Sigma^{-\frac{1}{2}} T_1 \Sigma^{-1} T_2 \Sigma^{-\frac{1}{2}}).$$  \hspace{1cm} (3)$$

The space of SPD matrices can be represented as the interior of a convex cone embedded in its tangent space $\text{Sym}^D$. To utilize these tangent spaces, we need mappings back and forth between $T_{\mathcal{M}} \mathcal{M}$ and $\mathcal{M}$, which are known as exponential and logarithmic maps.

The exponential map $\text{Exp}_\Sigma : T_{\Sigma} \mathcal{M} \rightarrow \mathcal{M}$ maps a point $L$ in the tangent space to a point $\Lambda$ on the manifold, so that it lies on the geodesic starting at $\Sigma$ in the direction $L$ and such that the distance between $\Sigma$ and $\Lambda$ is equal to the distance between $\Sigma$ and $L$. The geodesic is the shortest path between $\Sigma$ and $\Lambda$. The inverse operation is called the logarithmic map $\text{Log}_\Sigma : \mathcal{M} \rightarrow T_{\Sigma} \mathcal{M}$. Both operations are illustrated in Fig. 1a.

Fig. 1: Representation of the SPD manifold $\mathcal{S}^D _{++}$ embedded in its tangent space $\text{Sym}^D$. One point on the graph corresponds to a matrix $(T_{12}, T_{21}) \in \text{Sym}^D$. Points inside the cone, such as $\Sigma$ and $\Lambda$, belong to the manifold. (a) $L$ lies on the tangent space of $\Sigma$ such that $L = \text{Log}_\Sigma(\Lambda)$. The shortest path between $\Sigma$ and $\Lambda$ is the geodesic represented as a red curve in the graph. Note that it does not correspond to the Euclidean path, depicted by the yellow line. (b) $T \in T_{\Lambda} \mathcal{M}$ is the results of the parallel transport of $T \in T_{\Sigma} \mathcal{M}$ from the tangent space of $\Sigma$ to the tangent space of $\Lambda$.

Specifically, the exponential and logarithmic maps on the SPD manifold corresponding to the affine-invariant distance

$$d(\Lambda, \Sigma) = \| \log(\Sigma^{-\frac{1}{2}} \Lambda \Sigma^{-\frac{1}{2}}) \|_F,$$  \hspace{1cm} (4)$$

are computed as (see [21] for details)

$$\Lambda = \text{Exp}_\Sigma(L) = \Sigma^{\frac{1}{2}} \exp(\Sigma^{-\frac{1}{2}} L \Sigma^{-\frac{1}{2}}) \Sigma^{\frac{1}{2}},  \hspace{1cm} (5)$$

$$L = \text{Log}_\Sigma(\Lambda) = \Sigma^{\frac{1}{2}} \log(\Sigma^{-\frac{1}{2}} \Lambda \Sigma^{-\frac{1}{2}}) \Sigma^{\frac{1}{2}},  \hspace{1cm} (6)$$

where $\exp()$ and $\log()$ are the matrix exponential and logarithm functions.

Another useful operation over manifolds is the parallel transport $\Gamma_{\Sigma \rightarrow \Lambda} : T_{\Sigma} \mathcal{M} \rightarrow T_{\Lambda} \mathcal{M}$, which moves elements between tangent spaces such that the angle between two elements in the tangent space remains constant (see Fig. 1b). The parallel transport of $T \in T_{\Sigma} \mathcal{S}^D _{++}$ to $T_{\Lambda} \mathcal{S}^D _{++}$ is given by

$$\tilde{T} = \Gamma_{\Sigma \rightarrow \Lambda}(T) = A_{\Sigma \rightarrow \Lambda} T A_{\Sigma \rightarrow \Lambda}^T,  \hspace{1cm} (7)$$

with $A_{\Sigma \rightarrow \Lambda} = \Lambda^{\frac{1}{2}} \Sigma^{-\frac{1}{2}}$ (see [22] for details). This operation is exploited when it is necessary to move SPD matrices along a curve on the nonlinear manifold.

In this paper, we first exploit the Riemannian manifold framework to propose a probabilistic learning model that encodes and retrieves manipulability ellipsoids considering that these belong to $\mathcal{S}^D _{++}$. Secondly, we take advantage of the Riemannian geometry to compute the difference between manipulability ellipsoids in the tracking problem, and consequently propose novel velocity- and acceleration-based controllers. This geometry-aware approach proves to be crucial.
for learning and tracking manipulability ellipsoids in terms of accuracy, stability and convergence, beyond providing an appropriate mathematical treatment of both problems.

C. Tensor representation

Tensors are generalization of matrices to arrays of higher dimensions \[\mathbb{R}^n\times\mathbb{R}^m\] where vectors and matrices may respectively be seen as 1st and 2nd-order tensors. Tensor representation permits to represent and exploit data structure of multidimensional arrays. In this paper, such representation is first used in the learning process to encode a distribution of manipulability ellipsoids (as explained in Section III). Then, tensor representation is also exploited in the proposed manipulability tracking formulation to find the first-order differential relationship between the robot joints and the robot manipulability ellipsoid (1st- and 2nd-order tensors, respectively), which results in a 3rd-order tensor (see Section IV). To do so, we first introduce the tensor operations needed for our mathematical treatment.

1) Tensor product: The tensor product is a multilinear generalization of the outer product of two vectors \(x \otimes y = xy^T\). The tensor product of two tensors \(X \in \mathbb{R}^{I_1 \times \ldots \times I_M}\), \(Y \in \mathbb{R}^{J_1 \times \ldots \times J_N}\) is \(X \otimes Y \in \mathbb{R}^{I_1 \times \ldots \times I_M \times J_1 \times \ldots \times J_N}\) with elements

\[
(X \otimes Y)_{i_1,\ldots,i_M,j_1,\ldots,j_N} = X_{i_1,\ldots,i_M} Y_{j_1,\ldots,j_N}.
\]

2) n-mode product: The multiplication of a tensor \(X \in \mathbb{R}^{I_1 \times \ldots \times I_M}\) by a matrix \(A \in \mathbb{R}^{J_1 \times I_1}\), known as the n-mode product is defined as

\[
Y = X \times_n A \iff Y_{(n)} = AX_{(n)},
\]

where \(X_{(n)} \in \mathbb{R}^{I_n \times I_1 \times \ldots \times I_M}\) is the n-mode matricization or unfolding of tensor \(X\). Element-wise, this n-mode product can be written as

\[
(X \times_n A)_{i_1,\ldots,i_n,i_{n+1},\ldots,i_M} = \sum_{a} A_{a,i_n} X_{i_1,\ldots,i_{n-1},a,i_{n+1},\ldots,i_M}.
\]

3) Tensor contraction: As described in [24], we denote the element \((i,j,k,l)\) of a 4th-order tensor \(S\) by \(S_{ijkl}^{kl}\) with two covariant indices \(i, j\) and two contravariant indices \(k, l\). The element \((k,l)\) of a matrix \(X\) is denoted by \(X_{kl}\) with two covariant indices \(k, l\). A tensor contraction between two tensors is performed when one or more contravariant and covariant indices are identical. For example, the tensor contraction of \(S \in \mathbb{R}^{D \times D \times D \times D}\) and \(X \in \mathbb{R}^{D \times D}\) is written as

\[
SX = \sum_{k=1}^D \sum_{l=1}^D S_{ijkl}^{kl} X_{kl}.
\]

4) Tensor covariance: Similarly to the covariance of vectors, the 2M-th-order covariance tensor \(S \in \mathbb{R}^{I_1 \times \ldots \times I_M \times I_1 \times \ldots \times I_M}\) of tensors \(X_n \in \mathbb{R}^{I_1 \times \ldots \times I_M}\) is given by

\[
S = \frac{1}{N-1} \sum_{n=1}^N X_n \otimes X_n,
\]

where \(N\) is the total number of datapoints. This definition is used in the formulation of tensor-variate normal distributions.

5) Normal distribution of symmetric matrices: The tensor-variate normal distribution of a random 2nd-order symmetric matrix \(X \in \text{Sym}^D\) with mean \(\Xi \in \text{Sym}^D\) and covariance \(S \in \mathbb{R}^{D \times D \times D \times D}\) is defined as [25]

\[
N(X|\Xi,S) = \frac{1}{\sqrt{(2\pi)^D|S|}} e^{-\frac{1}{2}(X-\Xi)S^{-1}(X-\Xi)},
\]

with \(D = D(D-1)/2\). The exponential scalar term is computed using the tensor contraction defined previously. This formulation is used in Section III to formulate a normal distribution of SPD matrices necessary to adapt the formulations of GMM and GMR to encode and retrieve manipulability ellipsoids.

6) Derivative of a matrix w.r.t. a vector: In the following identities, the matrix \(Y \in \mathbb{R}^{I \times J}\) is a function of \(x \in \mathbb{R}^K\), while \(A \in \mathbb{R}^{L \times I}\) and \(B \in \mathbb{R}^{J \times L}\) are constant matrices. The derivative of a matrix function \(Y\) with respect a vector variable \(x\) is a 3rd-order tensor \(\frac{\partial Y}{\partial x} \in \mathbb{R}^{J \times I \times K}\) such that

\[
\left(\frac{\partial Y}{\partial x}\right)_{ijk} = \frac{\partial y_{ij}}{\partial x_k},
\]

Note that when the matrix function \(Y\) is multiplied by a constant matrix, the partial derivatives of \(Y\) are given by:

a) Left multiplication by a constant matrix:

\[
\frac{\partial (AY)}{\partial x} = \frac{\partial Y}{\partial x} \times_1 A
\]

Proof. \[
\left(\frac{\partial (AY)}{\partial x}\right)_{ij} = \sum_i a_i \frac{\partial y_{ij}}{\partial x_k}
\]

b) Right multiplication by a constant matrix:

\[
\frac{\partial (YB)}{\partial x} = \frac{\partial Y}{\partial x} \times_2 B^T
\]

Proof. \[
\left(\frac{\partial (YB)}{\partial x}\right)_{ik} = \sum_j y_{ij} \frac{\partial b_{jl}}{\partial x_k}
\]

Finally, another useful operation for our manipulability tracking formulation is the derivative of the inverse of the matrix \(Y\) with respect to the vector \(x\), which results in a 3rd-order tensor, namely

\[
\frac{\partial Y^{-1}}{\partial x} = -\frac{\partial Y^T}{\partial x} \times_1 Y^{-1} \times_2 Y^{-T}
\]

Proof. We compute the derivative of the definition of the inverse \(Y^{-1}Y = I\) as

\[
\frac{\partial}{\partial x} (Y^{-1}Y) = \frac{\partial}{\partial x} (I),
\]

\[
\frac{\partial Y^{-1}}{\partial x} \times_2 Y^T + \frac{\partial Y}{\partial x} \times_1 Y^{-1} = 0.
\]
Then, by isolating $\frac{\partial Y^{-1}}{\partial x}$, we obtain

$$\frac{\partial Y^{-1}}{\partial x} = -\frac{\partial Y^T}{\partial x} \times_1 Y^{-1} \times_2 Y^{-T}. \tag{23}$$

Note that the proposed geometry-aware manipulability tracking, introduced in the section IV takes inspiration from the computation of the robot Jacobian, which is computed from the 1st-order time derivative of the robot forward kinematics. We use the tensor representation to similarly compute the 1st-order derivative of the function that describes the relationship between a manipulability ellipsoid $M$ and the robot joint configuration $q$.

### III. Learning Manipulability Ellipsoids

The first open problem in manipulability transfer is to appropriately encode and retrieve manipulability ellipsoids. In order to describe how we tackle this problem, we first introduce the mathematical formulation of a Gaussian mixture model that encodes a distribution of manipulability ellipsoids over the manifold of SPD matrices. After, we describe how desired manipulability ellipsoids can be retrieved via Gaussian mixture regression on the SPD manifold.

#### A. Gaussian Mixture Model on SPD manifolds

Similarly to multivariate distribution (see [26, 27, 28]), we can extend the normal distribution [12] to the SPD manifold. Thus, a tensor-variate distribution maximizing the entropy in the tangent space is approximated by

$$N_M(X|Ξ, S) = \frac{1}{\sqrt{(2\pi)^D |S|}} e^{-\frac{1}{2} \text{Log}_S(X) S^{-1} \text{Log}_S(X)}, \tag{17}$$

where $X \in M$, $Ξ \in M$ is the origin in the tangent space and $S \in \mathcal{T}_M$ is the covariance tensor.

Similarly to the Euclidean case, a GMM on the SPD manifold is defined by

$$p(X) = \sum_{k=1}^{K} \pi_k N_M(X|Ξ_k, S_k), \tag{18}$$

with $K$ being the number of components of the model, and $\pi_k$ representing the priors such that $\sum_k \pi_k = 1$. The parameters of the GMM on the manifold are estimated by Expectation-Maximization (EM) algorithm.

The responsibility of each component $k$ is computed in the E-step as:

$$p(k|X_i) = \frac{\pi_k N_M(X_i|Ξ_k, S_k)}{\sum_{j=1}^{K} \pi_j N_M(X_i|Ξ_j, S_j)}, \tag{19}$$

$$N_k = \sum_{i=1}^{N} p(k|X_i). \tag{20}$$

During the M-step, the mean $Ξ_k$ is first updated iteratively until convergence for each component. The covariance tensor $S_k$ and prior $π_k$ are then updated using the new mean:

$$Ξ_k \leftarrow \frac{1}{N_k} \text{Exp}_{Ξ_k} \left( \sum_{i=1}^{N} p(k|X_i) \text{Log}_{Ξ_k}(X_i) \right), \tag{21}$$

$$S_k \leftarrow \frac{1}{N_k} \sum_{i=1}^{N} p(k|X_i) \text{Log}_{Ξ_k}(X_i) \otimes \text{Log}_{Ξ_k}(X_i), \tag{22}$$

$$π_k \leftarrow \frac{N_k}{N}. \tag{23}$$

#### B. Gaussian Mixture Regression on SPD manifolds

GMR computes the conditional distribution $p(X_{OO}|X_{II})$ of the joint distribution $p(X)$, where the sub-indices $I$ and $O$ denote the sets of dimensions that span the input and output variables. We use the following block decomposition of the datapoints, means and covariances:

$$X = \begin{pmatrix} X_{II} & 0 \\ 0 & X_{OO} \end{pmatrix}, \quad Ξ = \begin{pmatrix} Ξ_{II} & 0 \\ 0 & Ξ_{OO} \end{pmatrix},$$

$$S = \begin{pmatrix} S_{II} & 0 & 0 \\ 0 & S_{OO} & 0 \\ 0 & 0 & S_{OO} \end{pmatrix}, \tag{24}$$

where we represent the 4th-order tensor by separating the components of the 3rd- and 4th-modes with horizontal and vertical bars, respectively. With this decomposition, manifold functions can be applied individually on input and output parts, for example the exponential map would be

$$\text{Exp}_{Ξ_k}(X) = \begin{pmatrix} \text{Exp}_{Ξ_k}(X_{II}) & 0 \\ 0 & \text{Exp}_{Ξ_k}(X_{OO}) \end{pmatrix}.$$

Similarly to GMR in Euclidean space [29] and in manifolds where data are represented by vectors [30], GMR on SPD manifold approximates the conditional distribution by a single Gaussian

$$p(X_{OO}|X_{II}) \sim N(Ξ_{OO}, S_{OO}), \tag{25}$$

where the mean $Ξ_{OO}$ is computed iteratively until convergence in its tangent space using

$$Δ_k = \text{Log}_{Ξ_{OO}}(Ξ_{OO,k}) - S_{OO,k}^{-1} \text{Log}_{X_{II}}(Ξ_{II,k}), \tag{26}$$

$$Ξ_{OO} \leftarrow \text{Exp}_{Ξ_{OO}} \left( \sum_{k} h_k Δ_k \right), \tag{27}$$

with $h_k$ describing the responsibilities of the GMM components in the regression, namely

$$h_k = \frac{\pi_k N(X_{II}|Ξ_{II,k}, S_{II,k})}{\sum_{j=1}^{K} \pi_j N(X_{II}|Ξ_{II,j}, S_{II,j})}. \tag{28}$$

The covariance $S_{OO}^{\cdot}$ is then computed in the tangent space of the mean

$$S_{OO}^{\cdot} = \sum_{k} h_k \left( S_{OO,k}^{\cdot} - S_{OO,k}^{\cdot} S_{II,k}^{-1} S_{II,k} S_{OO,k}^{\cdot} + Δ_k \otimes Δ_k \right) - Ξ_{OO} \otimes Ξ_{OO}, \tag{29}$$
The parallel transported 4th-order covariance tensor \( \tilde{\Sigma} \) between tangent spaces \( \Sigma \in \mathbb{R}^{D \times D \times D \times D} \), the covariance is first converted to a 2nd-order tensor \( \Sigma \in \mathbb{R}^{D \times D} \) with \( \tilde{D} = D + D(D - 1)/2 \), as proposed in \( \text{[25]} \). We can then compute its eigentensors \( V_k \), which are used to parallel transport the covariance matrix between tangent spaces \( \text{[30]} \). Let \( \tilde{V}_k = \Gamma_{\Xi \rightarrow \hat{X}}(V_k) \) be the \( k \)-th parallel transported eigentensor with \( \text{[7]} \) and \( \lambda_k \) the \( k \)-th eigenvalue. The parallel transported 4th-order covariance tensor is then obtained with (see \( \text{[31]} \) for more details)

\[
\Gamma_{\Xi \rightarrow \hat{X}}(\Sigma) = \sum_k \lambda_k \tilde{V}_k \otimes \tilde{V}_k.
\]

(31)

### C. Manipulability Learning Example with 2 Planar Robots

In order to illustrate the functionality of the proposed learning approach, we carried out an experiment using a couple of simulated planar robots with dissimilar embodiments and a different number of joints. The central idea is to teach a redundant robot to track a reference trajectory in Cartesian space with a desired time-varying manipulability ellipsoid. For the demonstration phase, a 3-DoF teacher robot follows a C-shape trajectory four times, from which we extracted both the end-effector position \( x_t \) and robot manipulability ellipsoid \( M_t(q) \), at each time step \( t \). The collected time-aligned data were split into two training datasets of time-driven trajectories, namely Cartesian position and manipulability. We trained a classical GMM over the time-driven Cartesian trajectories and a geometry-aware GMM over the time-driven manipulability ellipsoids, using models with five components, i.e. \( K = 5 \) (the number was selected by the experimenter).

During the reproduction phase, a 5-DoF student robot executed the time-driven task by following a desired Cartesian trajectory \( \hat{x}_t \) computed from a classical GMR as \( \hat{x}_t \sim \mathcal{P}(x_t | t) \). As secondary task, the robot was also required to vary its joint configuration for matching desired manipulability ellipsoids \( \tilde{M}_t \sim \mathcal{P}(M_t | t) \), estimated by GMR over the SPD manifold.

Figure \( \text{[26]} \) shows the four demonstrations carried out by the 3-DoF robot, where both the Cartesian trajectory and manipulability ellipsoids are displayed. Note that the recorded manipulability ellipsoids slightly change across demonstrations as a side effect of the variation observed in both the initial end-effector position and the generated trajectory. Figure \( \text{[26]} \) displays the demonstrated ellipsoids (in gray) along with the center \( \Xi_k \) of the five components of the GMM encoding...
\(X^M\). These are centered at the end-effector position recovered by the classical GMR for the corresponding time steps represented in the geometry-aware GMM. Figure 3 shows the desired Cartesian trajectory and the desired manipulability ellipsoids profile to be tracked by the student robot.

These results validate that the proposed learning framework permits to learn and plan the reproduction of reference trajectories, while fulfilling additional task requirements encapsulated in a profile of desired manipulability ellipsoids. In Section IV we develop a manipulability tracking formulation that will then be used by the 5-DoF student robot to track the desired manipulability profile obtained in the learning phase.

IV. Tracking Manipulability Ellipsoids

Several robotic manipulation tasks may demand the robot to track a desired trajectory with certain velocity specifications, or apply forces along different task-related axes. These requirements are more easily achieved if the robot adopts a posture that suits velocity or force control commands. In other tasks, the robot may be required to adopt a posture that complies several aligned velocity or force requirements. These problems can be viewed as matching a set of desired manipulability ellipsoids that are compatible with the task requirements. In this section, we introduce an approach that addresses this problem by exploiting the mathematical concepts presented in Section II.

A. Manipulability Jacobian

Given a desired profile of manipulability ellipsoids, the goal of the robot is to adapt its posture to match the desired manipulability, either as its main task or as a secondary objective. We here propose a formulation inspired by the classical inverse kinematics problem in robotics, which permits to compute the joint angle commands to track a desired manipulability ellipsoid.

First, the manipulability ellipsoid is expressed as a function of time

\[M(t) = f(J(q(t))),(32)\]

for which we can compute the first-order time derivative by applying the chain rule as

\[
\frac{\partial M(t)}{\partial t} = \frac{\partial f(J(q))}{\partial q} \times_3 \frac{\partial q(t)}{\partial t} = J(q) \times_3 \dot{q}^T, (33)
\]

where \(J \in \mathbb{R}^{6 \times 6 \times n}\) is the manipulability Jacobian of an n-DoF robot, representing the linear sensitivity of the changes in the robot manipulability ellipsoid \(\dot{M} = \frac{\partial M(t)}{\partial t}\) to the joint velocity \(\dot{q} = \frac{\partial q(t)}{\partial t}\). Note that the computation of the manipulability Jacobian depends on the type of manipulability ellipsoid that is used. We develop here the expressions for the force, velocity and dynamic manipulability ellipsoids.

The derivation of the manipulability Jacobian \(\mathcal{J}^F\) corresponding to the velocity manipulability ellipsoid \(M^V = JJ^T\) is straightforward by using (14) and (15).

\[
\mathcal{J}^F = \frac{\partial J}{\partial q} \times_2 J + \frac{\partial J^T}{\partial q} \times_1 J. (34)
\]

Similarly, the manipulability Jacobian \(\mathcal{J}^F\) corresponding to the force manipulability ellipsoid \(M^F = (JJ^T)^{-1}\) is obtained using (14), (15) and (16).

\[
\mathcal{J}^F = - \left( \frac{\partial J}{\partial q} \times_2 J + \frac{\partial J^T}{\partial q} \times_1 J \right) \times_1 M^F \times_2 M^F. (35)
\]

In a similar fashion, the manipulability Jacobian \(\mathcal{J}^E\) corresponding to the dynamic manipulability ellipsoid \(M^D = \mathbf{Y} \mathbf{Y}^T\) with \(\mathbf{Y} = J\Lambda(q)^{-1}\) (as defined in [17], where \(\Lambda(q)\) is the robot inertia matrix), is computed as follows

\[
\mathcal{J}^E = \frac{\partial \mathbf{Y}}{\partial q} \times_2 \mathbf{Y} + \frac{\partial \mathbf{Y}^T}{\partial q} \times_1 \mathbf{Y}, (36)
\]

where

\[
\frac{\partial \mathbf{Y}}{\partial q} = \frac{\partial J}{\partial q} \times_2 \Lambda^{-T} + \frac{\partial \Lambda^{-1}}{\partial q} \times_1 J
\]

\[
= \frac{\partial J}{\partial q} \times_2 \Lambda^{-T} - \frac{\partial \Lambda}{\partial q} \times_1 \mathbf{Y} \times_2 \Lambda^{-T}.
\]

B. Geometry-aware manipulability tracking formulation

1) Velocity-based controller: A solution to control a robot so that it tracks a desired end-effector trajectory is to compute the desired joint velocities using the inverse kinematics formulation derived from (1). We use here a similar approach to compute the joint velocities \(\dot{q}\) to track a desired manipulability profile. More specifically, by minimizing the \(\ell^2\) norm of the residuals

\[
\min_{\dot{q}} \| \dot{M} - \mathcal{J} \times_3 \dot{q}^T \| = \min_{\dot{q}} \| \text{vec}(\dot{M}) - \mathcal{J}^T \dot{q} \|,
\]

we can compute the required joint velocities of the robot to track a profile of desired manipulability ellipsoids as its main task with

\[
\dot{q} = (\mathcal{J}^T)^{-1} \text{vec}(\dot{M}), (37)
\]

where \(\text{vec}(\dot{M})\) is the vectorization of the matrix \(\dot{M}\).

Note that (37) allows us to define a controller to track a reference manipulability ellipsoid as main task, similarly as the classical velocity-based control that tracks a desired task-space velocity. To do so, we propose to use a geometry-aware similarity measure to compute the joint velocities necessary to move the robot towards a posture where the match between the current manipulability ellipsoid \(\dot{M}_t\) and the desired one \(\dot{M}_d\) is maximum. Specifically, the difference between manipulability ellipsoids is computed using the logarithmic map in the SPD manifold. Therefore, the corresponding controller is given by

\[
\dot{q}_t = (\mathcal{J}^T)^{-1} K_M \text{vec} \left( \text{Log}_{\Sigma} (\dot{M}_t) \right), (38)
\]

where \(K_M\) is a gain matrix.

Alternatively, for the case in which the main task of the robot is to track reference trajectories in the form of Cartesian positions or force profiles, the tracking of a profile of manipulability ellipsoids is assigned a secondary role. Thus, the robot task objectives are to track the reference trajectories while exploiting the kinematic redundancy to minimize the difference between current and desired manipulability ellipsoids. In this situation, a manipulability-based redundancy
resolution is carried out by computing a null-space velocity that similarly exploits the geometry of the SPD manifold. Thus, the corresponding controller is given by

\[
\dot{q}_t = J^\dagger K_x (\dot{x}_t - x_t) + (I - J^\dagger J) (\mathcal{J}_x)^T K_M \text{vec}(\text{Log}_{\mathcal{M}_t}(\hat{\mathcal{M}})),
\]

where \( F = \text{Log}_{\mathcal{M}}(M) \) is a vector field composed of the initial velocities of all geodesics departing from the origin \( \hat{\mathcal{M}} \), and \( \langle \cdot, \cdot \rangle_{\mathcal{M}} \) is the inner product \( 3 \). As proved in \( 32 \), the function \( \mathcal{L}_h V(M) = 2 \langle h, F \rangle_{\mathcal{M}} \) is negative everywhere except at the origin \( \hat{\mathcal{M}} \). To verify this condition, we first express the velocity of the dynamical system \( 41 \) in the tangent space of \( \hat{\mathcal{M}} \) using parallel transport as

\[
\Gamma_{\mathcal{M} \to \hat{\mathcal{M}}}(\hat{\mathcal{M}}) = -k_{\mathcal{M}} \text{Log}_{\mathcal{M}}(M).
\]

The Lie derivative \( \mathcal{L}_h V(M) \) of the proposed Lyapunov function for the dynamical system \( 43 \) is given by

\[
\mathcal{L}_h V(M) = 2 \langle -k_{\mathcal{M}} \text{Log}_{\mathcal{M}}(M), \text{Log}_{\mathcal{M}}(M) \rangle_{\hat{\mathcal{M}}}
= -2k_{\mathcal{M}} \langle \text{Log}_{\mathcal{M}}(M), \text{Log}_{\mathcal{M}}(M) \rangle_{\hat{\mathcal{M}}}
= -2k_{\mathcal{M}} V.
\]

Therefore, we have

\[
V(M) > 0, \quad \mathcal{L}_h V(M) < 0 \quad \forall \ M \neq \hat{\mathcal{M}},
\]

so that the function \( 42 \) is a valid Lyapunov function and the controller \( 38 \) is asymptotically stable.

Note that the Lyapunov function \( 42 \) is similar to the one usually defined to demonstrate the asymptotic stability of the classical inverse kinematic-based velocity controller

\[
\dot{q}_t = J^\dagger K_x (\dot{x}_t - x_t).
\]

In that case, the Lyapunov function is defined as \( V(x) = (\dot{x} - x)^T (\dot{x} - x) \), which is equivalent to the inner product \( \langle e, e \rangle \) with the error \( e = \dot{x} - x \). In the case of manipulability tracking, the inner product \( \langle \cdot, \cdot \rangle \) is defined in the SPD manifold and the error \( e \) is computed as \( \text{Log}_{\mathcal{M}}(M) \). Finally, it is worth highlighting that when the manipulability tracking is assigned a secondary role, the controller \( 39 \) does not influence the stability of the main task of the robot as the manipulability-based redundancy resolution is carried out in the corresponding nullspace.

2) Acceleration-based controller: Similarly to the velocity-based controller, we propose a geometry-aware acceleration-based controller that allows the computation of the joint accelerations \( \ddot{q} \) required to track a desired manipulability trajectory (i.e., desired manipulability and manipulability velocity profiles). The approach is inspired by the inverse kinematics formulation and its differential relationships used to compute the joint accelerations necessary to track desired end-effector positions and velocities.

Stability analysis: We here analyze the stability properties of the proposed manipulability tracking controller given the geometry of the underlying manifold. First of all, note that the dynamical system operated by the controller \( 38 \) corresponds to

\[
\dot{\mathcal{M}} = k_{\mathcal{M}} \text{Log}_{\mathcal{M}}(\hat{\mathcal{M}}),
\]

where the controller gain is assumed to be a positive scalar value for sake of simplicity. Then, we select the Lyapunov function \( V \) as

\[
V(M) = \langle F, F \rangle_{\hat{\mathcal{M}}},
\]

where

\[
\mathcal{L}_h V(M) = 2 \langle h, F \rangle_{\hat{\mathcal{M}}}
= -2k_{\mathcal{M}} \langle \text{Log}_{\mathcal{M}}(M), \text{Log}_{\mathcal{M}}(M) \rangle_{\hat{\mathcal{M}}}
= -2k_{\mathcal{M}} V.
\]

Therefore, we have

\[
V(M) > 0, \quad \mathcal{L}_h V(M) < 0 \quad \forall \ M \neq \hat{\mathcal{M}},
\]

so that the function \( 42 \) is a valid Lyapunov function and the controller \( 38 \) is asymptotically stable.

Note that the Lyapunov function \( 42 \) is similar to the one usually defined to demonstrate the asymptotic stability of the classical inverse kinematic-based velocity controller

\[
\dot{q}_t = J^\dagger K_x (\dot{x}_t - x_t).
\]

In that case, the Lyapunov function is defined as \( V(x) = (\dot{x} - x)^T (\dot{x} - x) \), which is equivalent to the inner product \( \langle e, e \rangle \) with the error \( e = \dot{x} - x \). In the case of manipulability tracking, the inner product \( \langle \cdot, \cdot \rangle \) is defined in the SPD manifold and the error \( e \) is computed as \( \text{Log}_{\mathcal{M}}(M) \). Finally, it is worth highlighting that when the manipulability tracking is assigned a secondary role, the controller \( 39 \) does not influence the stability of the main task of the robot as the manipulability-based redundancy resolution is carried out in the corresponding nullspace.

Fig. 4: Illustrations of the manipulability tracking as main task (left) and the manipulability-based redundancy resolution with Cartesian position control as main task (right). The robot color goes from light gray to black to show the evolution of the posture. Initial, final, and desired manipulability ellipsoids are respectively depicted in blue, red, and green. The top row shows close-up plots corresponding to the initial and final manipulability ellipsoids (left and right graphs, respectively).
To formalize the acceleration-based controller, let us first define the second-order time derivative of the manipulability ellipsoid computed from (33) by applying the product rule
\[
\frac{\partial^2 M(t)}{\partial t^2} = J(q) \times_3 \ddot{q}^T + \dot{J}(q) \times_3 \dot{q}^T.
\] (45)

So, by minimizing the \(l^2\)-norm of the residuals, we can compute the required joint accelerations of the robot to track a desired trajectory of manipulability ellipsoids as its main task with
\[
\ddot{q} = (\dot{J}(q))^T (\text{vec}(M) - \dot{J}(q) \dot{q}).
\] (46)

Similarly as in the classical acceleration-based controller that tracks a desired end-effector trajectory, we can define a controller to track a reference manipulability ellipsoid trajectory based on (46). To do so, we exploit the geometry of the SPD manifold to compute the difference between the current manipulability ellipsoid \(M_t\) and the desired one \(\hat{M}_t\), as previously specified for the velocity-based controller. Moreover, since the first-order time derivative of manipulability ellipsoids lies on the tangent space of the SPD manifold (i.e. the space of symmetric matrices \(\text{Sym}^D\)), the difference between the current manipulability velocity \(\dot{M}_t\) and the desired one \(\hat{M}_t\) is computed as a subtraction in the Euclidean space. Therefore, a reference manipulability acceleration command can be specified by
\[
\ddot{M}_t = K_p \text{Log}_M(\hat{M}_t) + K_d(\hat{M}_t - M_t),
\] (47)

which resembles a proportional-derivative controller where \(K_p\) and \(K_d\) are gain matrices. Then, the reference joint acceleration \(\ddot{q}\) can be computed using (46) and (47). Note that this reference joint acceleration can correspond to a main task of the robot or to a secondary tracking objective. In the latter case, a manipulability-based redundancy resolution can also be implemented in a similar way as (39).

**C. Actuators contribution**

In many practical applications, the joint velocities of the robot are limited. The definition of manipulability ellipsoid can then be extended to include these actuation constraints, as shown in (33). We here provide the definition of the force, velocity and dynamic manipulability ellipsoids and the corresponding manipulability Jacobians considering joint actuation constraints.

To include the joint velocity constraints of the robot in the definition of the velocity manipulability ellipsoid, we use the following weighted forward kinematics formulation
\[
\dot{x} = (JW^q)(W^q)^{-1} \dot{q},
\] (48)

where \(W^q = \text{diag}(q_1, \ldots, q_n)\) is a diagonal matrix whose elements correspond to the maximum joint velocities of the robot. Then, considering the set of joint velocities of constant unit norm \(\|\dot{q}\| = 1\) mapped into the Cartesian velocity space through
\[
\|\dot{q}\|^2 = \dot{q}^T \hat{q} = \dot{x}^T (\hat{J}J^T)^{-1} \dot{x},
\] (49)

the velocity manipulability ellipsoid is given by \(\hat{M}^k = \hat{J}\hat{J}^T = J(W^q)^{-1}W^q J^T\), which represents the flexibility of the manipulator in generating velocities in Cartesian space considering its maximum joint velocities as illustrated in Figure 5 (left). Note that the actuators contribution \(W^q J W^q\) also has a geometrical interpretation based on the fact that the robot joint position \(q\) lies on the flat \(n\)-torus manifold (34).

By following the methodology of Section IV-A the change in the robot manipulability ellipsoid is related to the joint velocity via
\[
\frac{\partial \hat{M}(t)}{\partial t} = \hat{J}(q) \times_3 \dot{q}^T.
\] (50)

Therefore, the velocity manipulability Jacobian including joint velocity limits is given by
\[
\hat{J}^\theta = \frac{\partial J}{\partial q} \times_2 JW^q W^q + \frac{\partial J^T}{\partial q} \times_1 JW^q W^q.
\] (51)

Figure 5 (right) shows the effect of including the actuator contribution when tracking a velocity manipulability ellipsoid. Notice that the robot joint \(q_1\) significantly moves when given the highest velocity limit. In contrast, its influence on the manipulability tracking task is minimal when given the lowest velocity limit. This demonstrates the importance of considering the robot actuator specifications when tracking manipulability ellipsoids in real platforms.

In a similar way, the force manipulability ellipsoid considering the maximum joint torques is defined as \(\hat{M}_F = (J\Omega^\tau J^T)^{-1}\), where \(\Omega^\tau = (W^q W^q)^{-1}\) and \(W^\tau = \text{diag}(\tau_{1,\text{max}}, \ldots, \tau_{n,\text{max}})\). Then, the corresponding manipulability Jacobian is given by
\[
\hat{J}^\tau = - \frac{\partial J}{\partial q} \times_2 JW^\tau + \frac{\partial J^T}{\partial q} \times_1 J\Omega^\tau \times_1 \hat{M}_F \times_2 \hat{M}_F.
\]

Finally, the dynamic manipulability ellipsoid considering the maximum joint torques is \(\hat{M}^\varepsilon = \hat{J}\hat{J}^\varepsilon = \hat{J}\hat{J}^\tau = \hat{J}\hat{J}^\tau\), with corresponding manipulability Jacobian defined as
\[
\hat{J}^\varepsilon = \frac{\partial \varepsilon}{\partial q} \times_2 \Omega^\tau \times_1 \Omega^\tau + \frac{\partial \varepsilon^T}{\partial q} \times_1 \Omega^\tau^T \times_1 \Omega^\tau^T.
\] (52)

**D. Exploiting 4th-order precision matrix as controller gain**

An open problem regarding the proposed tracking approach is how to specify the values of the gain matrix \(K_M\), which basically determines how the manipulability tracking error affects the resulting joint velocities. In this sense, we propose to define \(K_M\) as a precision matrix, which describes how accurately the robot should track a desired manipulability ellipsoid. In learning from demonstration applications, such gain matrix would typically be set as proportional to the inverse of the observed covariance \(S\) (see Section III-B). This encapsulates variability information of the task to be learned. Our goal here is to exploit this information to demand the robot a high precision tracking for directions in which low variability is observed, and vice-versa.

We therefore introduce the required precision \(S^{-1}\) for a given manipulability tracking task into the controllers defined in Section IV-B. To do so, we define the gain matrix \(K_M\) as
a function of the precision tensor. Specifically, we define the controller gain matrix as a full SPD matrix, which is computed from the matricization of the precision tensor $S^{-1}$ along its two first dimensions, with a proportion defined by

$$K_M \propto S_{(1,2)}^{-1}. \quad (53)$$

To show how precision matrices work as controller gains in our manipulability tracking problem, we tested different forms of $K_M$ aimed at reproducing a given manipulability ellipsoid as a main task with a simulated 4-DoF planar robot. The robot is required to move its joints to track a desired manipulability ellipsoid, where the controller gain matrix $K_M$ is a diagonal matrix with the diagonal elements of $S_{(1,2)}^{-1}$ to take into account the variation of each component of the manipulability ellipsoid. We tested four different precision tensors. First, equal variability for all components of the manipulability ellipsoid matrix is given. Then, the variability along the first or the second main axis of the manipulability ellipsoid, corresponding to the first and second diagonal elements of the gain matrix $K_M$, is reduced. This means that the robot needs to prioritize the tracking of one of the ellipsoid main axes over the other. In the fourth test, the variability of the correlation between the two main axes of the manipulability ellipsoid is lowered. In this last case, the manipulability controller prioritizes the tracking of the ellipsoid orientation over the shape.

Figure 6 shows how the manipulator posture is adapted to track the desired manipulability ellipsoid with a priority on the component with the lowest variability. Note that when high tracking precision is required for one of the main axes of the ellipsoid, the robot initially seeks to fit the shape of the ellipsoid along that specific axis, and subsequently it matches the whole manipulability ellipsoid. When high tracking precision is assigned to the correlation of the ellipsoid axes, the robot first tries to align its manipulability with the orientation of the desired ellipsoid, and afterwards the whole manipulability is matched. Notice that the precision tensor naturally affects the computed joint velocities required to track a given ellipsoid, which consequently influences the resulting motion of the end-effector as a function of the precision constraints, as shown in Fig. 7. After convergence, the desired manipulability ellipsoid is successfully matched for all experiments. These results show that our geometry-aware tracking permits to take into account the variability information of a task to define the manipulability tracking precision.

Therefore, our manipulability tracking approach may be readily combined with the manipulability learning framework introduced in Section III. In order to illustrate this, we show the reproduction phase of the experiment carried out in Section III-B. The 5-DoF student robot was requested to track a desired Cartesian trajectory as main task, while varying its joint configuration for matching desired manipulability ellipsoids as secondary task. The student robot used the geometry-aware controller defined by (59), where $K_M$ was defined either as a scalar value or as a diagonal matrix with the diagonal elements of $S_{(1,2)}^{-1}$ with the precision tensor being equal to the inverse of the covariance tensor $\hat{S}_{OO}^{-1}$ retrieved by GMR (29). Our goal here was to exploit the learned variability information of the task to demand the robot a high precision tracking where low variability was observed in the demonstrations, and vice-versa. Successful reproductions of the demonstrated task using our manipulability-based redundancy resolution controller with scalar and variability-based matrix gains are shown in Figures 8(a) and 8(b), respectively. Note that the variability-based matrix gain changes the required tracking precision, where higher precision is enforced only at the beginning and the end of the task, which results in lower control efforts in between. These results validate that the proposed approach allows the robot to reproduce reference profiles of desired manipulability ellipsoids while adapting the tracking precision according to the demonstrated requirements of the task.

### E. Nullspace of the manipulability Jacobian

As traditionally done when designing redundancy resolution controllers, the nullspace of the manipulability Jacobian can also be exploited to fulfill secondary objectives when manipulability tracking is the main task. More specifically, a joint velocity $\dot{q}_N$, aimed at fulfilling secondary objectives, can be projected into the null-space of our manipulability tracking controller (38) using the null-space operator $\left(I - (\mathcal{J}^\dagger_{(3)})^T \mathcal{J}^\dagger_{(3)}\right)$. Therefore, the resulting redundancy resolution controller is given by

$$\dot{q}_t = (\mathcal{J}^\dagger_{(3)})^T K_M \text{vec} \left(\log_{M_t}(\dot{M}_t)\right) + \left(I - (\mathcal{J}^\dagger_{(3)})^T \mathcal{J}^\dagger_{(3)}\right) \dot{q}_N. \quad (54)$$

In order to show the functionality of this nullspace operator, we carried out experiments with a simulated 6-DoF planar robot. The main task of the robot is to track a desired manipulability ellipsoid while keeping a desired pose for its first joint $q_0$, which is considered as secondary task. Thus, the null-space velocity is defined as a simple proportional controller $\dot{q}_N = K_q^P (\hat{q} - q_t)$ where $\dot{q}$ is the desired joint configuration and $K_q^P$ is a matrix gain defined so that only joint position
Fig. 6: Manipulability tracking as main task with diagonal gain matrices defined as a function of different precision tensors. Evolution of the robot configuration and corresponding manipulability ellipsoids are respectively shown at top and bottom plots. (a): all components are given equal tracking precision. (b) and (c): tracking precision is higher for $x_1$ and $x_2$, respectively. The precision ratio between the prioritized and the rest of components of the gain matrix is $10:1$. (d): correlation between $x_1$ and $x_2$ axes is assigned a high tracking accuracy. The precision ratio between the prioritized correlation and the other components of the gain matrix is $3:1$. Initial and desired manipulability ellipsoids are depicted in dark blue and green on all graphs. Time $t$ is given in seconds.

Fig. 7: Evolution of the robot manipulability and end-effector trajectory for different gain matrices when tracking a desired manipulability ellipsoid is the main task. Top: Trajectories of the end-effector for four different gain matrices along with the corresponding manipulability ellipsoids. The initial manipulability ellipsoid is depicted in dark blue. The gain matrices and manipulability ellipsoid colors correspond to those of Fig. 6. The position $x$ is given in centimeters.

Fig. 8: Reproductions of a learned C-shape tracking task with desired manipulability ellipsoids. The Cartesian trajectory followed by the end-effector is shown in black solid line, while the desired and reproduced manipulability ellipsoids are depicted in green and red, respectively. (a) $K_M$ is a scalar value, (b) $K_M$ is the diagonal of the precision tensor retrieved by GMR. The required manipulability tracking precision is higher at both the beginning and the end of the task as a consequence of the low variability observed during the demonstrations.

V. IMPORTANCE OF GEOMETRY-AWARENESS

In the previous sections we introduced a geometry-aware manipulability transfer framework composed of (1) a probabilistic model that encodes and retrieves manipulability ellipsoids, and (2) manipulability tracking controllers. In this section, we show that the geometry-awareness of our formulations is crucial for successfully learning and tracking manipulability ellipsoids in addition to providing an appropriate mathematical treatment of both problems.

A. Learning

We first evaluate the proposed learning formulation compared to a framework that ignores that manipulability ellipsoids belong to the SPD manifold. To do so, we encode a
distribution of manipulability ellipsoids with a GMM acting in the Euclidean space and we then retrieve desired manipulability ellipsoids via the corresponding GMR. To ensure the validity of the desired manipulability ellipsoids, GMM and GMR are performed on lower triangular matrices $L$ obtained via Cholesky decomposition. Thus, the positive-definiteness of the desired manipulability ellipsoids computed as $\hat{M} = \hat{L}\hat{L}^T$ is guaranteed, where $\hat{L}$ is the estimated GMR output. Note that this property is not guaranteed in the case where GMM and GMR acting in the Euclidean space is applied directly to the manipulability ellipsoids $M$. Therefore, we do not consider this approach in the comparison as the desired matrices $\hat{M}$ may not be manipulability ellipsoids in some cases.

Figure 10 compares the proposed approach (Section III) and the manipulability learning using GMM/GMR acting in Euclidean space. The demonstration consists of a time series of changing manipulability ellipsoids. For each approach, a 1-state GMM is trained and a reproduction is carried out for a longer time period than the demonstration using GMR. Both geometry-aware and Euclidean approaches obtain similar means of the GMM component (see Fig. 10, top). This is due to the fact that the Euclidean mean computed using the Cholesky decomposition is a good approximation of the mean computed on $S^+_n$ if the SPD data are close enough to each other. However, the covariances of the GMM components of both approaches are not equivalent. Indeed, the covariance of our geometry-aware approach is computed using the SPD data projected in the tangent space of the mean, while that of the Euclidean GMM corresponds to the covariance of the elements of the vectorized Cholesky decomposition, which ignores the geometry of the SPD manifold.

The manipulability ellipsoids profiles retrieved by the geometry-aware and Euclidean GMR are similar around the mean of the GMM component, but diverge when moving away from it (see Fig. 10, bottom). This is because the estimated output in Euclidean space is only a valid approximation for input data lying close to the mean. In contrast, our approach is able to extrapolate the rotating behavior of the demonstrated manipulability ellipsoids as the recovered trajectory follows a geodesic on the SPD manifold (see Fig. 10, top, right).

Note that this is the equivalent to following a straight line in Euclidean space, which is the expected result of a trajectory computed via Gaussian conditioning. This behavior is obtained by parallel transporting the GMM covariances to the tangent space of the mean of the estimated conditional distribution of GMR [30]. Therefore, the Euclidean GMR does not recover a trajectory following a geodesic on the manifold, leading to inconsistent extrapolated manipulability ellipsoids.

The reported results show that our geometry-aware approach accurately reproduces the behavior of the demonstrated data, and therefore provides a mathematically sound method for learning and retrieving manipulability ellipsoids in the SPD manifold. Note that similar behaviors are observed for GMM with any number of states, the number $K = 1$ was chosen here to facilitate the visualization of the results.

### B. Tracking

After showing the importance of geometry for learning manipulability ellipsoids, we compare the proposed tracking formulation against a controller ignoring the geometry of SPD matrices (i.e., treating the problem as Euclidean). Moreover, we evaluate our controller when the tracking of manipulability ellipsoids is assigned a secondary role. This evaluation compares our formulation against two Euclidean controllers,
and the gradient-based approach in [15]. For the case in which the manipulability tracking is the main objective, we consider a 4-DoF planar robot that is required to track a desired manipulability ellipsoid by minimizing the error between its current and desired manipulability ellipsoids $M$ and $\dot{M}$. We first compare the proposed approach \((38)\) with the following Euclidean manipulability tracking controller

$$\dot{q}_t = (\mathcal{J}_t^\dagger)^T K_M \text{vec}(\Delta L_t), \quad (55)$$

where the difference between two manipulability ellipsoids is computed in Euclidean space, i.e., ignoring that manipulability ellipsoids belong to the set of SPD matrices. Secondly, we compare the proposed approach to the Cholesky-based Euclidean manipulability controller

$$\dot{q}_t = (\mathcal{J}_t^\dagger)^T K_M \text{vec}(\Delta L_t \Delta L_t^T), \quad (56)$$

where $\Delta L = \ddot{L} - L$ and matrices $L$ are obtained from the Cholesky decomposition such that $M = LL^T$. This controller ensures that the difference between two manipulability ellipsoids is positive definite, but ignores that they belong to the SPD manifold. For all the following comparisons, the gain matrices $K_M$ are identity matrices.

Figure 11 shows the convergence rate for the proposed geometry-aware controller, the Euclidean-based approach and the Cholesky-based Euclidean formulation. Two tests were carried out by varying the initial configuration of the robot and the desired manipulability ellipsoid. In the first case, the Euclidean and geometry-aware formulations converge to similar robot joint configurations with a distance between the current and desired manipulability close to zero (see Fig. 11a top, middle). However, in the second test, the Euclidean formulation induces a sudden change in the joint configuration, resulting in an abrupt increase on the error measured between the current and desired manipulability ellipsoids (see Fig. 11b top, middle). In real scenarios, such unstable robot behavior would certainly be harmful and unsafe. This erroneous tracking performance can be explained by the fact that the Euclidean path between two SPD matrices is a valid approximation of the geodesic only if these are close enough to each other, as shown in Fig. 11a bottom. When this approximation is not valid (see Fig. 11b bottom), the Euclidean controller outputs inconsistent reference joint velocities that destabilize the robotic system, therefore failing to track the desired manipulability. Note that the Cholesky-based Euclidean formulation does not converge in both cases and induces a sudden change in joint configuration of the robot in the second scenario, similarly to the Euclidean formulation. This can be explained by the fact that the path induced by this method is not close to geodesics on the SPD manifold as shown by Fig. 11b bottom.

In the case in which the manipulability tracking task becomes a secondary objective, the 4-DoF planar robot is required to keep its end-effector at a fixed Cartesian position $\hat{x}$ while minimizing the distance between its current and desired manipulability ellipsoids $M$ and $\dot{M}$. The three following approaches are considered for comparison with the proposed formulation \((39)\). Firstly, we analyze the corresponding Euclidean manipulability-tracking controller

$$\dot{q}_t = J^\dagger K_x (\hat{x}_t - x_t) + (I - J^\dagger J)(\mathcal{J}_t^\dagger)^T K_M \text{vec}(\Delta L_t), \quad (57)$$

where the difference between two manipulability ellipsoids is computed in Euclidean space, i.e., ignoring that manipulability ellipsoids belong to the set of SPD matrices. Secondly, we implement the corresponding Cholesky-based Euclidean manipulability controller

$$\dot{q}_t = J^\dagger K_x (\hat{x}_t - x_t) + (I - J^\dagger J)(\mathcal{J}_t^\dagger)^T K_M \text{vec}(\Delta L_t \Delta L_t^T), \quad (58)$$

- **Fig. 11**: Tracking performance of different manipulability tracking formulations. Two cases are shown, which are characterized by different initial robot configurations and desired manipulability ellipsoids. The top graphs show the affine-invariant distance between the current and desired manipulability ellipsoids over time. The distances for the Euclidean, Cholesky-based Euclidean and geometry-aware approaches are respectively depicted in blue, yellow and red. The middle graphs display the initial and final robot postures along with the final manipulability ellipsoids. The initial posture is depicted in light gray, while the final posture and corresponding manipulability ellipsoids for the three methods are depicted in the same color as the distances. The desired manipulability ellipsoid is depicted in green. Middle-(b) also shows the sudden change in the robot joint configuration for both Euclidean methods \((55)\) and \((56)\). The robot posture before and after the abrupt change is shown in blue and light blue, respectively for \((55)\) and in yellow and olive, respectively for \((56)\). The bottom graphs depict the evolution of the manipulability ellipsoids in the SPD manifold. The colors correspond to those of the previous graphs with the green dot representing the desired manipulability. The isolated light blue and olive dots in the bottom-(b) graph represent the manipulability ellipsoids corresponding to the robot posture after the abrupt changes in the joint configuration.
Fig. 12: Performance comparison of the different manipulability-based redundancy resolution formulations. Two cases are shown with varying initial robot configuration and desired manipulability. The left graph shows the convergence of the affine invariant distance between the current and the desired manipulability ellipsoid over time. The distances for the Euclidean, geometry-aware and gradient-based approaches are respectively depicted in yellow, red, and purple. The right graph shows the initial and final posture of the robot along with the final manipulability ellipsoids. The initial posture of the robot is depicted in light gray. The final postures and the corresponding manipulability ellipsoids for the different methods are depicted in the same color as the distances. The desired manipulability ellipsoid is depicted in green.

which ignores that manipulability ellipsoids lie on the SPD manifold but ensure a positive definite difference between two ellipsoids. Thirdly, we evaluate the gradient-based approach of (15) that implements the controller

\[ q_t = J^T K_x (\hat{x}_t - x_t) - (I - J^T J) \alpha \nabla g_t(q), \]

where \( \alpha \) is a scalar gain and

\[ g_t(q) = \log \det \left( \frac{\hat{M}_t + M_t}{2} \right) - \frac{1}{2} \log \det \left( \hat{M}_t M_t \right) \]

is a cost function based on Stein divergence (a distance-like function on the SPD manifold (35)). The gain matrices \( K_M \) are fixed as identity matrices and the scalar gain is set to 1 for the comparison.

Figure 12 shows the convergence rate for the manipulability-based redundancy resolution of the aforementioned approaches. Two tests were carried out by varying the initial configuration of the robot and the desired manipulability ellipsoid. In both cases, both geometry-aware and gradient-based approaches converge to a similar final robot configuration (see Fig. 12a, 12b - top-right), with similar values of the affine-invariant distance between the final and desired manipulability ellipsoids (see Fig. 12a, 12b - top left). More importantly, the proposed geometry-aware manipulability tracking approach shows a faster convergence than the gradient-based method, with a lower computational cost (3.5 ms and 4.2 ms per time step, with non-optimized Matlab code on a laptop with 2.7GHz CPU and 32 GB of RAM). This notable difference may be attributed to the fact that despite both methods take into account the geometry of manipulability ellipsoids, our approach is more informative about the kinematics of the robot through the use of the manipulability Jacobian \( \mathcal{J}(q) \).

Note that for some specific initial robot configurations and desired manipulability ellipsoids, the Euclidean manipulability-tracking controller (57) shows a slightly faster convergence rate than our method (see Fig. 12a). However, this Euclidean formulation again leads to unstable behaviors in some configurations (see Fig. 12b), where the distance between the final and desired manipulability ellipsoids remains high compared to the two geometry-aware approaches. This poor tracking performance can be attributed to the fact that the Euclidean difference between two SPD matrices is an approximation that is only valid if the matrices are close enough to each other. Thus, similarly to Euclidean controller aimed at tracking manipulability ellipsoids as first task (35), the Euclidean manipulability-based redundancy resolution is only effective if the current and desired ellipsoids are very similar. Moreover, the distance between the final and desired manipulability ellipsoids remains higher than for the three other methods by using the Cholesky-based Euclidean manipulability-based redundancy resolution. This tendency is similar to the observations made for the tracking of manipulability ellipsoids as main objective and is due to the fact that the controller (58) induces paths on the manifold that are not close to geodesics.

The reported results supported our hypothesis that geometry-aware manipulability controllers result in good tracking performance while providing stable convergence regardless of the manipulability tracking error. This was observed when manipulability tracking was the main task and a secondary objective of the robot. Moreover, our manipulability-based redundancy resolution approach outperforms the gradient-based method. Furthermore, our controller permits to directly exploit the variability information of a task, given in the form of a 4th-order covariance tensor, through the gain matrix of the controller. This allows the robot to exploit the precision required while tracking a manipulability ellipsoid either as main or secondary objective. This operation is not available in the gradient-based method used for comparison, since the corresponding controller gain is a scalar.

VI. Experiments

In this section, we first test the proposed tracking formulation with different robots in simulation. The approach is evaluated to track a desired manipulability for grasping with an Allegro hand and to track a desired center of mass manipulability with NAO and Centauro robots. We then illustrate and evaluate the proposed manipulability transfer approach in a bimanual task using a Baxter robot and a couple of Franka Emika Panda robots. Source codes related to the experiments will be available after publication.
A. Manipulability tracking for a robotic hand

In the context of robotic hands, manipulability ellipsoids have been used to analyze their performances in grasping tasks [36]. In this experiment, we aim at modifying the posture of a robotic hand to match a desired manipulability ellipsoid while grasping an object.

For the case of multiple arm systems, the set of joint velocities of constant unit norm \( \| \dot{q}_a \| = \| (\dot{q}_1^T, \ldots, \dot{q}_C^T)^T \| = 1 \) is mapped to the Cartesian velocity space \( \dot{x}_a = (\dot{x}_1^T, \ldots, \dot{x}_C^T)^T \) through

\[
\| \dot{q}_a \|^2 = \dot{q}_a^T \dot{q}_a = \dot{x}_a^T (G_a^T J_a J_a^T G_a^T)^{-1} \dot{x}_a, \tag{61}
\]

with the Jacobian \( J_a = \text{diag}(J_1, \ldots, J_C) \), the grasp matrix \( G_a = (G_1, \ldots, G_C) \) and \( C \) the number of arms. Therefore, the velocity manipulability ellipsoid of the \( C \)-arms system is given by \( M \dot{x}_a = G_a^T J_a J_a^T G_a \) [37]. Note that the system is modeled under assumptions that the arms are holding a rigid object with a tight grasp.

In this first experiment, the Allegro hand was required to track a desired manipulability, while maintaining relative positions between the different fingers. This experiment aims at emulating how humans adapt their finger configuration to the task at hand while grasping an object. The fingers were controlled according to a leader-follower strategy [38]. Therefore the thumb joints were moved to track the desired manipulability ellipsoid using the controller [38] and the other fingers were required to maintain constant relative end-effector positions with respect to the thumb end-effector, while tracking the manipulability as secondary objective with the redundancy controller [39]. The center of the object was considered as the central position between the four fingers of the hand and the contact points were assumed to be at the finger tips.

Figure 13(a) shows an example of adaptation of the posture of the hand to track a desired velocity manipulability ellipsoid for a grasp defined by the user. As expected, the robot modified its joint configuration in order to match, as accurately as possible, the desired velocity manipulability (see Fig. 13b). Note that the manipulability tracking in this experiment can only be achieved partially, because the robotic hand is also required to maintain the initial grasp. Nevertheless, this tracking may be further improved if the dimensionality of the nullspace of the main task is higher (e.g. not all the finger tips are position-constrained), or using a higher DoF robotic hand.

B. Manipulability tracking for a humanoid center of mass

An interesting use of manipulability ellipsoids arises when these are defined at the center of mass (CoM) of humanoid robots, which permits to analyze their capabilities to accelerate the CoM in locomotion [19, 20], or to evaluate how resistant they can be to external perturbations using the force manipulability at a specific humanoid posture. With the goal of getting some insights on the role of CoM manipulability ellipsoids in legged robots, we designed manipulability tracking experiments using two different floating-base robots in simulation, namely, the humanoid NAO and the Centauro robot [39].

Specifically, we required the robots to track a desired manipulability ellipsoid defined at its CoM while keeping balance. We assumed a strict hierarchy of tasks that gave the highest priority to the task of maintaining the CoM position over the support polygon and zero velocity at all contact points with the floor, while the manipulability tracking was considered a secondary task. Under the aforementioned assumptions, we implemented the inverse kinematics-based controller for floating-base robots proposed in [40], which we briefly introduce here. First, let us define the Jacobian for the primary task as

\[
J_b = \begin{bmatrix} J_{\text{feet}} \end{bmatrix}, \tag{62}
\]

where \( J_{\text{feet}} \) represents the Jacobians for the position/orientation of the robot feet while \( J_{\text{CoM,xy}} \) is the Jacobian for the projection of the CoM onto the \( (x, y) \) plane (assuming the gravity vector is in the \( z \) direction). Next, we define the vector of primary desired velocities \( \dot{x}_b \) (i.e. velocities of the robot feet and CoM), noting that all the robot feet velocities must equal zero in order to maintain constraints, therefore

\[
\dot{x}_b = \begin{bmatrix} 0 \\ \dot{x}_{\text{CoM}} \end{bmatrix}, \tag{63}
\]

where \( \dot{x}_{\text{CoM}} \) is the velocity at the robot CoM so that it lies in the support polygon.

Regarding the secondary task, that is, the manipulability tracking at the robot CoM, we first compute the Jacobian at the CoM \( J_{\text{CoM}} \) for floating-base robots as in [40], which allows us to calculate manipulability ellipsoids of the types introduced in Section IV. Depending on which type of manipulability we require the robot to track, we can use any of the manipulability Jacobians [34], [35] or [36] to compute the desired joint velocities \( \dot{q} \) for the manipulability tracking task using [38]. So, the full joint velocity controller for legged robots required to keep balance while tracking a desired manipulability ellipsoid at their CoM is defined as

\[
\dot{q} = \left[ I_{n \times n} \right]^T \left( J_0^T \dot{\chi}_b + N_b (J_0^T)^T K M \text{vec} \left( \log_{M_b} (N_b) \right) \right), \tag{64}
\]

where the first term is included in order to account for the virtual joints of legged robots, \( n \) is the number of DoF of the robot, and \( N_b \) is the nullspace of the Jacobian [62].
We ran several experiments for testing the manipulability tracking at the CoM of the Centauro (Fig. 14) and NAO (Fig. 15) robots using the controller (64). The tests consisted of manually setting a desired manipulability ellipsoid to be tracked at the CoM of the robot, and running a joint velocity controller given the reference provided by (64). Notably, both Centauro and NAO tracked the desired manipulability as precisely as possible without compromising the balancing task. Figures 14b and 15b show the distance between the desired and current CoM manipulability, which decreases over time as the robot adapts its posture to carry out a good tracking while keeping its balance. An interesting aspect about defining and tracking CoM manipulability ellipsoids is the final posture that the robots achieve. Figure 14a shows the final posture achieved by Centauro when tracking a CoM manipulability whose projection on the $(x_1, x_2)$ plane is a tilted ellipse, which makes the robot adopt a posture where the front legs and torso rotate on the same plane (which corresponds to the floor in the virtual environment). The final posture of NAO displayed in Fig. 15a shows that both arms are completely extended along the humanoid frontal axis, in an attempt to align them with one of the main axis of the CoM manipulability ellipsoid. However, both the balancing task and the lower number of DoF constrain NAO to closely match the desired manipulability.

### C. Manipulability transfer between robots for a bimanual task

The performance of the proposed manipulability transfer framework was tested in a bimanual unplugging of an electric cable from a power socket. The central idea is to teach different dual-arm robots to execute a task requiring a specific manipulability profile via kinesthetic teaching provided only to one of the bimanual robots.

In the first part of the experiment, the two 7-DoF arms of a Baxter robot are kinesthetically guided to provide demonstrations (see Fig. 16a). The posture of the arms is modified by the user so that the main axis of the dual force manipulability ellipsoid of the system $M^F = (G^F_a J_a J_a^T G^F_a)^{-1}$ is aligned with the direction of extraction. Then, the arms are moved in opposite directions to unplug the electric cable from the socket. We extracted both the relative position $\Delta x_t$ between the end-effectors of both arms and the force manipulability ellipsoid of the system $M_{a,t}^F$. The collected data were time-aligned and split in two datasets of time-driven trajectories, namely relative Cartesian positions and manipulability. We trained a classical GMM over the time-driven relative positions and a geometry-aware GMM over the time-driven manipulability ellipsoids. The number of components of each model ($K = 4$) was selected by the experimenter.

In the second part of the experiment, the unplugging task is reproduced by both the Baxter robot and a pair of Franka Emika Panda robots (see Fig. 16b, 16c). For both reproductions, the relative position between the end-effectors and the desired manipulability of the system were computed at each time step by a classical GMR as $\Delta x_t \sim p(\Delta x_t | t)$ and a geometry-aware GMR as $\hat{M}^F_{a,t} \sim P(\hat{M}^F_{a,t} | t)$. In both cases, the left robotic arm was required to move its joints to track the desired manipulability ellipsoid (35), while the right arm was required to maintain the desired relative Cartesian position with respect to the left arm, while tracking the desired manipulability as secondary objective (39). Note that the actuation contribution of each robot was taken into account to compute the manipulability ellipsoids through the whole experiment.

Figure 17 displays the two demonstrations recorded by kinesthetically guiding the Baxter robot along with the components of the GMM encoding $\Delta x_t$ and the centers of the components of the geometry-aware GMM encoding $M^F_{a,t}$. The first and third dimensions of $\Delta x_t$ are not represented as they do not vary significantly during the experiment. Figure 18 shows the relative Cartesian position and manipulability ellipsoid profile to be tracked and the reproduction results when the Baxter robot executed the task. Baxter successfully tracked the desired manipulability ellipsoid while maintaining the required relative distance between its end-effectors.

Figure 19 shows the relative Cartesian position between the arms and the manipulability ellipsoid profile obtained during the reproduction of the task by the two Panda robots. These successfully achieved the required task and tracked the desired manipulability ellipsoid profile obtained from model trained with the data recorded on the Baxter robot. Note the
Fig. 16: Unplugging task. The pose of the robots at the beginning of the task, before and after the extraction of the electric cable from the socket are respectively shown in the left, middle and right column for (a) the demonstrations provided by the user on the Baxter robot, (b) the reproduction by the Baxter robot and (c) the reproduction by the two Franka Emika Panda robots.

Fig. 17: Demonstrations and GMM encoding the unplugging task. (a) Demonstrated relative Cartesian position between the end-effectors of the Baxter robot (in gray) and components of the 4-states GMM (in blue). Only the most representative dimension is displayed. The distance between the two arms increases from the moment when the electric cable is unplugged from the socket. (b) Demonstrated force manipulability profile (in gray) and centers of the 4-states GMM in the SPD manifold over time (in purple). The position $x$ and time $t$ are given in meters and seconds respectively.

Fig. 18: Reproduction of the unplugging task with Baxter. The desired and reproduced trajectories are represented in green and red respectively. (a) shows the desired and reproduced relative position between the end-effectors along the second dimension. (b) shows the desired and reproduced manipulability ellipsoids.

Fig. 19: Reproduction of the unplugging task with the two Panda robots. The desired and reproduced trajectories are represented in green and fuchsia respectively. (a) shows the desired and reproduced relative position between the end-effectors along the second dimension. (b) shows the desired and reproduced manipulability ellipsoids.

VII. DISCUSSION

Our tracking formulation enables robots to modify their posture in an asymptotically stable way so that desired manipulability ellipsoids are tracked, either as a main control task or as a redundancy resolution problem where the manipulability tracking is considered a secondary objective. The proposed tracking approach covers different manipulability ellipsoids proposed in the literature, such as velocity, force and dynamic manipulability ellipsoids [41]. A relevant aspect about our approach is their generic structure, which means that we can track manipulability ellipsoids for a large variety of robots, as reported in the previous section, where a robotic hand, a
Centauro robot, a humanoid and two different bimanual setups were used to test our tracking approach. This shows that our approach can be used in a large variety of contexts and that many further applications can be considered.

The manipulability transfer results reported in Section VI-C showed the effectiveness of the proposed approach for transferring manipulability ellipsoids between robots that differ in their kinematic structure, which has remained a challenge in the robot learning community. Our learning framework allows a robot to learn posture-dependent task requirements without explicitly encoding a model in the joint space of the demonstrator, which would require complex kinematic mapping algorithms and would make task analysis less interpretable at first sight. In addition, the proposed framework extends the robot learning capabilities beyond the transfer of trajectory, force and impedance.

It is important to emphasize the fact that the manipulability tracking precision strongly depends on the number of DoFs when the task is considered a secondary objective, as the higher it is, the more capable the robot is to perform more than one task simultaneously. Note that, in the case of legged robots (which are often characterized by a high number of DoFs), the manipulability tracking may still be slightly compromised because of the set of constraints imposed by the balancing task, as observed in Section VI-B. However, if these robots are provided with the possibility of modifying their feet position while keeping balance, then the manipulability tracking may be further improved. This clearly requires more sophisticated balancing controllers, but gives robots more freedom to adapt their posture and achieve better manipulability tracking. Notice that in the case of robotic hands, a similar behavior arises when the finger tips are constrained according to some grasping requirements, which might affect the manipulability tracking when projected into the nullspace of the primary task.

It is important to notice that the proposed manipulability tracking approach is a local method in the sense that the solution depends on the current configuration of the robot expressed through the Jacobian. This makes the tracking convergence dependent on the current configuration of the robot, which sometimes may limit the tracking performance. However, the robot may achieve a better tracking performance if it is allowed to look for other initial postures. As an example, the robot may not track precisely the desired manipulability ellipsoids for a given initial posture, due for instance to its joint limits. However, if the robot slightly modifies its initial posture, it may find a better starting configuration to subsequently minimize the error between the desired and current manipulability ellipsoids in a larger proportion, even if the new initial posture initially increases this error.

From a mathematical point of view, it is worth highlighting the importance of considering the structure of the data we work with. While alternative solutions to handle SPD matrices are present in literature (e.g. those using Cholesky decomposition), we showed that Euclidean manipulability-tracking controllers lead to unstable behaviors in contrast to the stable behavior displayed by our geometry-aware controller. Equally important, the manipulability ellipsoids profiles retrieved by the geometry-aware and Euclidean GMR were similar only around the mean of the GMM components, but diverged when moving away from it. This is because the estimated output in Euclidean space is only a valid approximation for input data lying close to the mean, as reported in Section V. Therefore, geometry-awareness is crucial for successful learning and tracking of manipulability ellipsoids.

VIII. Conclusions and Future Work

This paper presented a novel framework for transferring manipulability ellipsoids to robots. The proposed approach is built on a probabilistic learning model that allows the encoding and retrieval manipulability ellipsoids, and on the extension of the classical inverse kinematics problem to manipulability ellipsoids, by establishing a mapping between a change of manipulability ellipsoid and the robot joint velocity. We exploited tensor representation and Riemannian manifolds to build a geometry-aware learning framework and asymptotically stable tracking controllers and showed the importance of geometry-awareness for manipulability transfer. We then showed that our manipulability transfer framework allows the exploitation of task variations recovered by the learning approach to characterize the precision of the manipulability tracking problem. This approach enables the learning of posture-dependent task requirements. It provides a skill transfer strategy going beyond the imitation of trajectory, force or impedance behaviors. Furthermore, it allows manipulability transfer between agents of different embodiments, while taking into account their individual characteristics and is adapted to complex scenarios involving various types of robots.

Future work will explore manipulability transfer between humans and robots. We will also investigate manipulability transfer strategies where the desired manipulability would be optimized in function of the robot. The objective would be to adapt the manipulability ellipsoid to exploit the capabilities of the learner in situations in which this learner can reach a better manipulability than the teacher for the task at hand.

References

[1] P. Morasso, “Spatial control of arm movements,” Experimental Brain Research, vol. 42, pp. 223–227, 1981.
[2] I. Cos, N. Bélanger, and P. Cisek, “The influence of predicted arm biomechanics on decision making,” Journal of Neurophysiology, vol. 105, pp. 3022–3033, 2011.
[3] P. Sabes and M. Jordan, “Obstacle avoidance and a perturbation sensitivity model for motor planning,” Journal of Neuroscience, vol. 17, pp. 7119–7128, 1997.
[4] N. Dounskaia, W. Wang, R. L. Sainburg, and A. Przybyla, “Preferred directions of arm movements are independent of visual perception of spatial directions,” Experimental Brain Research, vol. 232, no. 2, pp. 575–586, 2014.
[5] S. Chiu, “Control of redundant manipulators for task compatibility,” in IEEE Intl. Conf. on Robotics and Automation (ICRA), 1987, pp. 1718–1724.
[6] T. Yoshikawa, “Manipulability of robotic mechanisms,” Intl. Journal of Robotics Research, vol. 4, no. 2, pp. 3–9, 1985.
[7] P. Chiacchio, “Exploiting redundancy in minimum-time path following robot control,” in *American Control Conference*, 1990, pp. 2313–2318.

[8] N. Vahrenkamp, T. Asfour, G. Metta, G. Sandini, and R. Dillmann, “Manipulability analysis,” in *IEEE/RSJ Intl. Conf. on Humanoid Robots (Humanoids)*, 2012, pp. 568–573.

[9] T. Yoshikawa, “Dynamic manipulability of robotic manipulators,” *IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems (IROS)*, 2006, pp. 2017–2022.

[10] L. Rozo, N. Jaquier, S. Calinon, and D. G. Caldwell, “Task level robot programming using prioritized non-linear inequality constraints,” in *IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems (IROS)*, 2016, pp. 430–437.

[11] S. Lee, “Dual redundant arm configuration optimization with task-oriented arm manipulability,” *IEEE Transactions on Robotics and Automation*, vol. 5, no. 1, pp. 78–97, 1989.

[12] I. Lee and J. Oh, “Humanoid posture selection for reaching motion and a cooperative balancing controller,” *Journal of Intelligent and Robotics Systems*, vol. 8, no. 3-4, pp. 301–316, 2016.

[13] N. Ratliff, M. Toussaint, and S. Schaal, “Understanding the geometry of workspace obstacles in motion optimization,” in *IEEE Intl. Conf. on Robotics and Automation (ICRA)*, 2015, pp. 4202–4209.

[14] F. C. Park and J. W. Kim, “Manipulability of closed kinematic chains,” *ASME Journal of Mechanical Design*, vol. 120, no. 4, pp. 542–548, 1998.

[15] L. Rozo, N. Jaquier, S. Calinon, and D. G. Caldwell, “Learning manipulability ellipsoids for task compatibility in robot manipulation,” in *IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems (IROS)*, 2017, pp. 3183–3189.

[16] N. Jaquier, L. Rozo, D. G. Caldwell, and S. Calinon, “Geometry-aware tracking of manipulability ellipsoids,” in *Robotics: Science and Systems (R:SS)*, Pittsburgh, USA, June 2018.

[17] T. Yoshikawa, “Dynamic manipulability of robotic manipulators,” *Journal of Robotic Systems*, vol. 2, pp. 113–124, 1985.

[18] P. Chiacchio, S. Chiaverini, L. Sciavicco, and B. Siciliano, “Reformulation of dynamic manipulability ellipsoid for robotic manipulators,” in *IEEE Intl. Conf. on Robotics and Automation (ICRA)*, 1991, pp. 2192–2197.

[19] M. Azad, J. Babić, and M. Mistry, “Dynamic manipulability of the center of mass: A tool to study, analyse and measure physical ability of robots,” in *IEEE Intl. Conf. on Robotics and Automation (ICRA)*, 2017, pp. 3484–3490.

[20] Y. Gu, G. Lee, and B. Yao, “Feasible center of mass dynamic manipulability of humanoid robots,” in *IEEE Intl. Conf. on Robotics and Automation (ICRA)*, 2015, pp. 5082–5087.

[21] X. Pennec, P. Fillard, and N. Ayache, “A Riemannian framework for tensor computing,” *Intl. Journal on Computer Vision*, vol. 66, no. 1, pp. 41–66, 2006.
iano, “Global Task Space Manipulability Ellipsoids for Multiple-Arm Systems,” *IEEE Trans. on Robotics and Automation*, vol. 7, no. 5, pp. 678–685, 1991.

[38] J. Y. S. Luh and Y. F. Zheng, “Constrained Relations Between Two Coordinated Industrial Robots for Motion Control,” *Intl. Journal of Robotics Research*, vol. 6, no. 3, pp. 60–70, 1987.

[39] L. Baccelliere, N. Kashiri, L. Muratore, A. Laurenzi, M. Kamedula, A. Margan, S. Cordasco, J. Malzahn, and N. G. Tsagarakis, “Development of a human size and strength compliant bi-manual platform for realistic heavy manipulation tasks,” in *IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems (IROS)*, Vancouver, Canada, September 2017, pp. 5594–5601.

[40] M. Mistry, J. Nakanishi, G. Cheng, and S. Schaal, “Inverse kinematics with floating base and constraints for full body humanoid robot control,” in *IEEE/RSAS Intl. Conf. on Humanoid Robots (Humanoids)*, Daejeon, South Korea, December 2008, pp. 22–27.

[41] K. Doty, E. Schwartz, C. Melchiorri, and C. Bonivento, “Robot manipulability,” *IEEE Transactions on Robotics and Automation*, vol. 11, no. 3, pp. 462–468, 1995.

Noémie Jaquier received the B.Sc on Microengineering and the M.Sc in Robotics with a Minor in Computational Neurosciences from the Ecole Polytechnique Federale de Lausanne (EPFL) in 2014 and 2016, respectively. She is a Ph.D student at the Idiap Research Institute. Her research interest cover human-robot interactions, machine learning and differential geometry in robotics. Personal webpage: http://njaquier.ch

Leonel Rozo received the B.Sc. degree in mechatronics engineering from the Nueva Granada Military University, Bogota, Colombia, in 2005, the M.Sc. degree in automatic control and robotics, and the Ph.D. degree in robotics from the Politecnical University of Catalonia, Barcelona, Spain, in 2007 and 2013, respectively. He is a Research Scientist at the Bosch Center for Artificial Intelligence (BCAI). He was a Team Leader with the Department of Advanced Robotics, Istituto Italiano di Tecnologia from 2016 to 2018. He was also a Postdoctoral Researcher from 2013 to 2016. From 2007 to 2012 he carried out his research on force-based manipulation tasks robot learning at the Institut de Robotica i Informatica Industrial (CSIC-UPC). His research interests include robot programming by demonstration, physical human-robot interaction, machine learning, and optimal control for robotics. Personal webpage: http://leonelrozo.weebly.com

Darwin G. Caldwell is a founding Director at the Italian Institute of Technology in Genoa, Italy, and a Honorary Professor at the Universities of Sheffield, Manchester, Bangor, Kings College, London and Tianjin University China. His research interests include innovative actuators, humanoid and quadrupedal robotics and locomotion (iCub, cCub, HyQ and COMAN), haptic feedback, force augmentation exoskeletons, dexterous manipulators, biomimetic systems, rehabilitation and surgical robotics, telepresence and teleoperation procedures. He is the author or co-author of over 450 academic papers, and 17 patents and has received awards and nominations from several international journals and conference including: IMechE Best Paper Award 2009, Ind. Robot Journal 2010, ICRA (2007, 2012, 2013), ICAR (2003), Humanoids (2008, 2012), CASE (2008), ICMA (2011), Robio (2013) IFAC IAV, MMVR (2011), ACHI (2010), WorldHaptics (2007) and Virtual Concepts (2006). He is Editor for Frontiers in Robotics and AI, secretary of the IEEE/ASME Trans. on Mechatronics and on the editorial board of the International Journal of Social Robotics and Industrial Robot.

Sylvain Calinon received the Ph.D. degree in robotics from Learning Algorithms and Systems Laboratory, Ecole Polytechnique Federale de Lausanne (EPFL), Lausanne, Switzerland, in 2007. He is a Senior Researcher at the Idiap Research Institute, and a Lecturer at the EPFL. From 2009 to 2014, he was a Team Leader at the Department of Advanced Robotics, Italian Institute of Technology. From 2007 to 2009, he was a Postdoc at EPFL. Dr Calinon is the author of 100+ publications in robot learning and human-robot interaction, with recognition including Best Paper Awards in the journal of Intelligent Service Robotics (2017) and at the IEEE Ro-Man2007, and Best Paper Award Finalist at ICRA2016, ICIRA2015, IROS2013 and Humanoids2009. He currently serves as an Associate Editor in IEEE Transactions on Robotics and IEEE Robotics and Automation Letters. Website: http://calinon.ch