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We investigate a majority-vote model on two-layer multiplex networks with community structure. In our majority-vote model, the edges on each layer encode one type of social relationship and an individual changes their opinion based on the majority opinions of their neighbors in each layer. To capture the fact that different relationships often have different levels of importance, we introduce a layer-preference parameter, which determines the probability of a node to adopt an opinion when the node’s neighborhoods on the two layers have different majority opinions. We construct our networks so that each node is a member of one community on each layer, and we consider situations in which nodes tend to have more connections with nodes from the same community than with nodes from different communities. We study the influence of the layer-preference parameter, the intralayer communities, and interlayer membership correlation on the steady-state behavior of our model using both direct numerical simulations and a mean-field approximation. We find three different types of steady-state behavior: a fully-mixed state, consensus states, and polarized states. We demonstrate that a stronger interlayer community correlation makes polarized steady states reachable for wider ranges of the other model parameters. We also show that different values of the layer-preference parameter result in qualitatively different phase diagrams for the mean opinions at steady states.

I. INTRODUCTION

The opinions of people who we know often influence our opinions and behavior, and people may change their opinions or behavior to conform to group behavior [1]. Researchers have proposed many mathematical models to study such social influence [2]. Many of these models take the form of dynamical processes on networks, where the networks encode contact patterns between individuals [3, 4]. The simplest type of network is a graph (i.e., a monolayer network), which has a set of nodes to represent individuals and a set of edges to encode pairwise interactions between individuals. In a model of opinion dynamics, the nodes are endowed with one or more opinions, which can change when nodes interact with each other. The modeling of opinion dynamics is subtle and requires many choices: much is unknown about how individuals change their opinions due to the influence of others. Choosing a specific dynamical process to model opinion dynamics entails making major assumptions about the “microscopic” behavior of individuals [5, 7]. These models inevitably oversimplify reality, but it is both interesting and relevant to study their population-level and community-level features and to hope that they capture important factors that contribute to trends that we observe in empirical data.

One opinion model is the majority-vote model. In the classical monolayer majority-vote model [5], each node has one of two opinions. At each time step, a node, which one chooses uniformly at random, adopts the majority opinion of its neighbors with probability $1 - f$ and adopts the minority opinion of its neighbors with probability $f$, where $f$ is called the noise parameter. Researchers have adapted the majority-vote model to study phenomena such as financial markets [9], tax evasion [10], and the effects of filter bubbles (where users on a social-media platform preferentially see content with opinions that are similar to theirs) [11].

The classical majority-vote model on a square lattice has a continuous phase transition at a critical value $f_c$ of the noise parameter $f$ [5]. When $f < f_c$, the mean opinion of the population on the lattice is close to 0 at steady states and (in expectation) the two opinions are distributed uniformly in the population. This regime is called a “disordered” regime in the physics literature. When $f > f_c$, the system is in an “ordered” regime in which the absolute value of the expected mean opinion is positive and increases with $f$. Researchers have studied the classical majority-vote model on various networks, including Erdős–Rényi (ER) networks [12, 13], Watts–Strogatz (WS) networks [14, 16], Barabási–Albert (BA) networks [17], networks with community structure [18], and several types of lattices [19, 22].

In our extension of the majority-vote model, we consider networks with community structure. Community structure is a common feature of social networks [23, 24], as individuals tend to have more connections with individuals from the same community than with individuals from different communities. A stochastic block model (SBM) [25, 26] is a common generative model for incorporating modules (such as communities) into networks. The simplest type of SBM assigns nodes to disjoint groups (e.g., communities) and samples edges based on group labels. To do this, one defines a matrix $P$, where $P_{i,j}$ represents the probability that a node in group $i$ is adjacent to a node in group $j$. The planted-partition model is
a special type of SBM with $P_{i,j} = P_{in}$ and $P_{i,j} = P_{out}$ for $i \neq j$.

A large body of research has examined the influence of community structure on a variety of dynamical processes, including the majority-vote model [18], the majority-rule model [27, 28], the Ising model [29, 30], the Sznajd model [31], the spread of infectious diseases [32–34], a susceptible–infected–recovered (SIR) model [35], and the Watts threshold model [36]. Huang et al. [18] showed that, at a critical value $f_{c_1}$, the majority-vote model on networks with planted community structure undergoes the same continuous disorder–order transition as the majority-vote model does on a square lattice. When $f$ is smaller than and close to $f_{c_1}$, all nodes of a network favor one opinion and the distribution of opinions is independent of the community memberships of the nodes. When the noise parameter decreases further, the system in Ref. [18] undergoes a discontinuous phase transition at a second critical value $f_{c_2}$ under certain conditions. When $f < f_{c_2}$, the mean opinions of the different communities can have different signs, which means that the different communities favor different opinions. Researchers have also observed the presence of clusters of nodes with different opinions when studying the Ising model [29, 30, 37] and the majority-rule model [27, 28] on networks with community structure.

Social relationships in real life are multifaceted [38], and it is important to account for this complexity in the study of opinion dynamics. One approach is to consider opinion dynamics on multilayer networks [38–40]. A multilayer network has layers in addition to nodes and edges. A node can exist in one or multiple layers, and one can use different layers to encode different types of interactions. The instantiation of an entity in a layer is called a state node. The set of all state nodes of the same entity is a physical node. In the most general form, any two state nodes can be adjacent to each other. The interlayer edges (i.e., edges that connect nodes from different layers) introduce the possibility of structural correlations between the layers. This cannot occur in monolayer networks. In our paper, we focus on a special type of multilayer network, called a multiplex network, in which interlayer edges can only connect state nodes that correspond to the same physical node. Edges in different layers (i.e., intralayer edges) can have different connectivity patterns.

Each layer in a multiplex network can encode a different type of relationship. In this scenario, it is reasonable to assume that all nodes that correspond to a physical node share the same opinion. Different relationships differ in how they are formed and maintained, and they have different levels of importance to an individual. Consequently, the opinions from disparate sources may spread following different rules. Another possibility is that the layers of a multiplex network represent different topics. In this case, the state nodes that correspond to the same physical node can have distinct opinions. Many dynamical processes on multilayer networks cannot be reduced to equivalent processes on monolayer networks that one obtains by aggregating multiplex networks [41]. Researchers have studied several types of opinion dynamics on multilayer networks. Examples include the majority-vote model [42, 43], the voter model [41], the $q$-voter model [44], the Watts threshold model [46], and the Deffuant–Weisbuch (DW) model [47].

In the present paper, we study steady-state behavior in a majority-vote model on multiplex networks with community structure. For simplicity, we consider two-layer networks. To incorporate community structure into our multiplex networks, we construct each layer using an SBM. We assume that each layer represents one social relationship and that each physical node holds one opinion. When the two layers have the same majority opinion, the update rules are the same as in the monolayer majority-vote model. Previous extensions of the majority-vote model to multiplex networks [42, 43] (which also considered two-layer networks) treated all layers equally, so that when the majority opinions differ in different layers, a focal node either uniformly randomly adopts an opinion or maintains its current opinion. However, in real life, individuals can attach different levels of importance to different relationships or favor some social relationships over others. We model this situation by introducing a layer-preference parameter that controls the probability of adopting each opinion when the two layers in a network do not have a common majority opinion. We study the influence of the layer-preference parameter, the intralayer communities, and interlayer membership correlations on the steady-state behavior of our model with both direct numerical simulations and a mean-field approximation.

Our paper proceeds as follows. In Section II, we introduce our majority-vote model and discuss the structure of the multiplex networks on which we consider its dynamics. We derive a mean-field approximation of our model in Section III; this yields a coupled system of ODEs. In Section IV, we conduct linear stability analysis of three steady-state behaviors that we observe in our mean-field system. In Section V, we compare the results of direct numerical simulations with those of our mean-field approximation and explore the influence of the model parameters on the locations of our model’s phase transitions. We conclude in Section VI.

II. OUR MODEL

We consider a two-layer multiplex network of $N$ physical nodes, and we suppose that all physical nodes are present in both layers. Each physical node is associated with one of two opinions, which we label as 1 and $-1$. The two layers encode different types of relationships, which can be online and offline relationships, LinkedIn and Facebook friendship relationships, or something else. We label the two layers as layer 1 and layer 2. We introduce our majority-vote model in Section II A and discuss the network structure in Section II B.
TABLE I. The probability that a focal node changes its opinion. We denote the original opinion of the focal node by \( O_A \) and denote the other opinion by \( O_B \). The first column indicates the majority opinion in each layer. We use \( O_A \) to indicate that \( O_A \) is not the majority opinion in a layer. The second column gives the probability that the focal node adopts opinion \( O_B \).

| Majority opinions | Opinion-flip probability |
|-------------------|--------------------------|
| Layer 1           | Layer 2                  |
| \( O_A \)         | \( O_A \)                | \( f_1 \) |
| \( O_A \)         | \( O_A \)                | \( f_2 \) |
| \( O_A \)         | \( O_A \)                | \( 1 - f_2 \) |
| \( O_A \)         | \( O_A \)                | \( 1 - f_1 \) |

A. Majority-vote dynamics on multiplex networks

Our extension of the majority-vote model emphasizes layer heterogeneity. Suppose that our system updates at discrete time steps. At each time step, we choose a physical node uniformly at random. We denote its opinion by \( O_A \) and denote the other opinion by \( O_B \). This focal node conducts a local survey of its neighbors’ opinions on each layer. There are four possible situations, which we summarize in Table I. If the opinion \( O_A \) is the common majority opinion in both layers, the chosen node flips its opinion with probability \( f_1 \). If \( O_A \) is the majority opinion in layer 1 but not layer 2, the node changes its majority opinion and adopts opinion \( O_B \) with probability \( f_2 \). If \( O_A \) is the majority opinion in layer 2 but not in layer 1, it changes its opinion with probability \( 1 - f_2 \). Finally, if \( O_A \) is not the majority opinion in either layer, the focal node changes its opinion with probability \( 1 - f_1 \). The parameter \( f_1 \) is a natural extension of the noise parameter in the classical majority-vote model, so we refer to it as the “noisy parameter” in this paper. We only consider \( f_1 \leq 0.5 \), as nodes are more likely to follow the majority opinion. We introduce the parameter \( f_2 \) to model the situation that neighbors in one layer are more influential than neighbors in the other layer. We refer to this parameter as the “layer-preference parameter”. Without loss of generality, we assume that \( f_2 \leq 0.5 \), which implies that neighbors in layer 2 are at least as persuasive as neighbors in layer 2. When \( f_2 = 0.5 \), our model is similar to the model that was studied in Ref. [42]; when \( f_2 = 0 \), our model is similar to the “AND” model that was studied in Ref. [43]. We also assume that \( f_2 > f_1 \), so a node is more likely to adopt an opinion that is the common majority opinion in both layers than an opinion that is the majority opinion in only one of the layers.

B. Multiplex networks with community structure

To incorporate community structure into our multiplex networks, we construct each layer using an undirected SBM. For simplicity, we assume that each layer has two communities and that each community consists of \( N/2 \) nodes (and that \( N \) is even). For physical nodes, there are 4 different community labels, which we denote by \( g = (g_1, g_2) \), where \( g_i \in \{1, 2\} \) is the label in layer \( l \). To control the correlation of community assignments across layers, we consider the probability \( \nu \) that a physical node belongs to community \( g \) (with \( g \in \{1, 2\} \)) in both layers. We calculate that \( \mathbb{E}[|C_{(1,1)}|] = \mathbb{E}[|C_{(2,2)}|] = \nu N/2 \) and \( \mathbb{E}[|C_{(1,2)}|] = \mathbb{E}[|C_{(2,1)}|] = (1 - \nu)N/2 \), where \( C_{(g_1, g_2)} \) denotes the set of physical nodes with community label \( (g_1, g_2) \) and \( \mathbb{E}[\ | \ ] \) denotes the expected cardinality of a set. In our simulations, we independently assign each physical node to community \( C_g \) with probability \( \mathbb{E}|C_g|/N \). Without loss of generality, we assume that \( \nu \geq 0.5 \). One can exchange community labels in one of the two layers to obtain an equivalent model with \( \nu < 0.5 \). After we determine community assignments, we generate intralayer edges independently in each layer using an SBM. To do this, in each layer \( l \), we connect two state nodes that belong to the same community with probability \( p_{in,l} \) and we connect two state nodes that belong to different communities with probability \( p_{out,l} \), where \( 0 < p_{out,l} < p_{in,l} \). We measure the strength of intralayer communities with the parameter \( \mu_l = p_{out,l}/(p_{out,l} + p_{in,l}) \in (0, 0.5) \). A smaller value of \( \mu_l \) means that a larger fraction of edges connect nodes that are in the same community. We use a simplistic network structure for convenience. More realistic network structures can include more layers and more communities; each layer can have different numbers of communities of different sizes and different edge densities. To use such a general setting, one can impose interlayer community correlations and construct intralayer communities following Ref. [48]. One can also study the influence of more sophisticated community structures, such as ones with overlapping communities.

III. A MEAN-FIELD APPROXIMATION

In this section, we derive a mean-field approximation of our majority-vote model and study the dynamics of the approximation. We group nodes with the same degrees. We denote the degree of a physical node by \( k \) and denote the node’s degree in layer \( l \). We also group nodes based on their community assignments. Let \( q_{k,g} \) denote the probability that a uniformly randomly chosen node with degree \( k \) in community \( C_g \) holds opinion 1. The probability \( q_{k,g} \) satisfies

\[
\frac{d}{dt} q_{k,g} = (1 - q_{k,g}) P_{k,g}^{O \rightarrow -O} - q_{k,g} P_{k,g}^{1 \rightarrow -1} ,
\]

where \( P_{k,g}^{O \rightarrow -O} \) is the probability that a node changes its opinion to \(-O\) from opinion \( O \in \{-1, 1\}\). The probability \( P_{k,g}^{O \rightarrow -O} \) depends on the opinion distribution of a focal node’s neighbors, and this opinion distribution depends implicitly on the opinion of the focal node. However, as a simplification, we assume that the states of the neighbors...
and the state of the focal node are independent when updating the state of the focal node. This assumption was called “absence of dynamical correlations” in Ref. [9]. Additionally, we only consider the case that both layers have majority opinions; we ignore all other situations. In our simulations, we examine several opinion-update probabilities for when one or both layers do not have a majority opinion, but we do not observe meaningful differences between the steady-state behaviors of these different choices. Therefore, we do not present these results in the present paper and we claim that ignoring the case of an equal number of neighbors supporting each opinion in a layer has minimal influence on our mean-field expressions. With these simplifications, we define $P_{k,g}^{-1}$ as the probability that the focal node adopts opinion $\hat{O}$ regardless of its current state. The probability $P_{k,g}^{-1}$ satisfies $P_{k,g}^{-1} = 1 - P_{k,g}^{-1}$. Let $q_g = \sum_k P(k) q_{k,g}$, where $P(k)$ denotes the degree distribution of the physical nodes. Based on equation [4], we have

$$\frac{d}{dt} q_g = -q_g + \sum_k P(k) P_{k,g}^{-1}.$$  \hspace{1cm} (2)

Equations $\{2\} - \{5\}$ are a closed system that approximates the time evolution of $q_g$.

The binomial distribution in equation $\{4\}$ is expensive to compute for large values of $k$. Therefore, we approximate it with a normal distribution using the central limit theorem. In our subsequent analysis and experiments, we use the following approximation:

$$\xi_{k,g}^{(l)} \approx \frac{1}{2} + \frac{1}{2} \text{erf} \left( \sqrt{2k} \left( Q_g^{(l)} - \frac{1}{2} \right) \right),$$  \hspace{1cm} (6)

where $\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt$ is the error function.

### IV. STEADY STATES

By numerically solving the ODE system $\{2\} - \{5\}$, we find that there are three types of steady states; these states depend on the choices of parameters and on the initial conditions. In this section, we derive expressions for the steady-state solutions and conditions for the linear stability of these solutions using our mean-field approximation $\{2\} - \{5\}$. In our linear-stability calculations, we use the Perron–Frobenius theorem and consider the largest positive eigenvalue of the Jacobian matrix.

Let $\bar{m}_{(g_1,g_2)} = \frac{2}{2}\tilde{q}_{(g_1,g_2)} - 1$ denote the expected mean opinion of community $C_{(g_1,g_2)}$, and let $\bar{m} = \sum_{g_1,g_2} \mathbb{E}[C_{(g_1,g_2)}] \bar{m}_{(g_1,g_2)}/N$ denote the expected mean opinion of the entire population. One steady-state solution is $\tilde{q}_{(g_1,g_2)} = \frac{1}{2}$ for all $g_1$ and $g_2$. In this solution, the two opinions are uniformly randomly distributed in the population and the mean opinion $\bar{m}_{(g_1,g_2)}$ of each community is 0. We refer to this solution as the “fully-mixed steady state”. The four communities in the other two types of steady-state solutions have preferences either for the same opinion or for different opinions. In one case, the solution $\tilde{q}_{(g_1,g_2)}$ deviates from $\frac{1}{2}$ and has equal values for $g_1$ and $g_2$; such states are “consensus steady states”. In the other case, $\tilde{q}_{(g_1,g_2)} - \frac{1}{2}$ do not all have the same sign; these are “polarized steady states”.

#### A. The fully-mixed steady state

We start with the fully-mixed steady-state solution. The Jacobian matrix of equation $\{2\}$ at $\tilde{q}_{(g_1,g_2)} = \frac{1}{2}$ for
Therefore, the fully-mixed steady state $\bar{q}$ and there exists a symmetric structure. Let $f_1$ be the majority preference for layer 1. When $f_1$ has fewer (respectively, more) edges, which is equivalent to the condition that layer 1 has a smaller (respectively, larger) value of $\langle k \rangle$, decreasing (respectively, increasing) $f_2$ helps stabilize the fully-mixed state.

B. Consensus steady states

We suppose that each community has the same mean opinion. To do this, we examine steady-state solutions of the system \[ \bar{q}_g = \frac{1}{2} + \epsilon \] of the form \[ \bar{q}_g = \frac{1}{2} + \epsilon \] for some $\epsilon \in [-\frac{1}{2}, 0] \cup (0, \frac{1}{2}]$. Consequently, the mean opinions $\bar{m}_g = \bar{m} = 2\epsilon \neq 0$. We set the right-hand sides of equations (2) to 0 and insert the ansatz (9). The parameter $\epsilon$ satisfies \[ \epsilon = \frac{1}{2} (1 - f_2 - f_1) (\sum_{k_1} \mathbb{P}^{(1)}(k_1) \text{erf}(\sqrt{2K_1} \epsilon)) + \frac{1}{2} (f_2 - f_1) (\sum_{k_2} \mathbb{P}^{(2)}(k_2) \text{erf}(\sqrt{2K_2} \epsilon)), \] all $g_1, g_2$ is

\[ \mathcal{J}_{\text{full}} = \frac{\sqrt{2}}{\sqrt{\pi}} (1 - f_2 - f_1) \langle \sqrt{K} \rangle^{(1)} + \frac{\sqrt{2}}{\sqrt{\pi}} (f_2 - f_1) \langle \sqrt{K} \rangle^{(2)} \times \frac{1}{\sqrt{\pi}} (1 - f_2 - f_1) \langle \sqrt{K} \rangle^{(1)} + \frac{\sqrt{2}}{\sqrt{\pi}} (f_2 - f_1) \langle \sqrt{K} \rangle^{(2)} \times \begin{bmatrix} (1 - \mu_1) \nu & (1 - \mu_1)(1 - \nu) & \mu_1(1 - \nu) & \mu_1 \nu \\ (1 - \mu_1) \nu & (1 - \mu_1)(1 - \nu) & \mu_1(1 - \nu) & \mu_1 \nu \\ \mu_1 \nu & \mu_1(1 - \nu) & \mu_1(1 - \nu) & \mu_1 \nu \\ \mu_1 \nu & \mu_1(1 - \nu) & \mu_1(1 - \nu) & \mu_1 \nu \end{bmatrix} - I, \]

where $\langle \sqrt{K} \rangle^{(l)}$ denotes the mean of the square root of the degree in layer $l$. Because $0.5 \geq f_2 > f_1$, the largest eigenvalue of $\mathcal{J}_{\text{full}}$ is

\[ \lambda_{\text{full}} = -1 + \frac{\sqrt{2}}{\sqrt{\pi}} (1 - f_2 - f_1) \langle \sqrt{K} \rangle^{(1)} + \frac{\sqrt{2}}{\sqrt{\pi}} (f_2 - f_1) \langle \sqrt{K} \rangle^{(2)} \] (8)

Therefore, the fully-mixed steady state $\bar{q}_{(g_1, g_2)} = \frac{1}{2}$ (with $g_1, g_2 \in \{1, 2\}$) is linearly stable if $\lambda_{\text{full}} < 0$. This condition is independent of $\mu_1, \mu_2,$ and $\nu$. This result matches what the result that Huang et al. (13) obtained for the majority-vote model on monolayer networks with community structure. Increasing $f_1$ always decreases $\lambda_{\text{full}}$; this helps stabilize the fully-mixed solution. By contrast, the effect of $f_2$ depends on the difference between the edge densities of the two layers. Recall that $f_2$ measures the tendency for nodes to favor the majority opinion in layer 1 over that in layer 2 when their majority opinions differ. A smaller value of $f_2$ implies that nodes have a larger preference for layer 1. When layer 1 has fewer (respectively, more) edges, which is equivalent to the condition that layer 1 has a smaller (respectively, larger) value of $\langle k \rangle$, decreasing (respectively, increasing) $f_2$ helps stabilize the fully-mixed state.

C. Polarized steady states

Suppose that the two communities in one layer have different mean opinions at steady state. Because of the symmetry between the two opinions and the symmetry between the two communities, we expect that the steady-state solutions also have a symmetric structure. Let

\[ \bar{q}_{(1,1)} = \frac{1}{2} + \epsilon_1, \quad \bar{q}_{(1,2)} = \frac{1}{2} + \epsilon_2, \]

\[ \bar{q}_{(2,1)} = \frac{1}{2} - \epsilon_2, \quad \bar{q}_{(2,2)} = \frac{1}{2} - \epsilon_1. \]
Inserting this ansatz into the steady state of the system (2, 3, 5, 6) yields

\[ \begin{align*}
\epsilon_1 &= \frac{1}{2} \left( 1 - f_2 - f_1 \right) \left( \sum_k \mathbb{P}^{(1)}(k_1) \text{erf}(\sqrt{2k_1}y_1) \right) \\
&\quad + \frac{1}{2} \left( f_2 - f_1 \right) \left( \sum_k \mathbb{P}^{(2)}(k_2) \text{erf}(\sqrt{2k_2}y_2) \right), \\
\epsilon_2 &= \frac{1}{2} \left( 1 - f_2 - f_1 \right) \left( \sum_k \mathbb{P}^{(1)}(k_1) \text{erf}(\sqrt{2k_1}y_1) \right) \\
&\quad - \frac{1}{2} \left( f_2 - f_1 \right) \left( \sum_k \mathbb{P}^{(2)}(k_2) \text{erf}(\sqrt{2k_2}y_2) \right),
\end{align*} \]

where

\[ \begin{align*}
y_1 &= (1 - 2\mu_1)\nu\epsilon_1 + (1 - 2\mu_1)(1 - \nu)\epsilon_2, \\
y_2 &= (1 - 2\mu_2)\nu\epsilon_1 - (1 - 2\mu_2)(1 - \nu)\epsilon_2.
\end{align*} \]

One can solve equations (12)–(13) for \( \epsilon_1 \) and \( \epsilon_2 \) using fixed-point iterations and then determine the linear stability of the polarized steady states by evaluating the largest eigenvalue of the Jacobian matrix. This eigenvalue is

\[ \lambda_{\text{polarized}} = \frac{\sqrt{\pi}}{\sqrt{k}} \left( 1 - f_2 - f_1 \right) \left( \sum_k \mathbb{P}(k) \text{erf}(\sqrt{2k}y) \right) \\
+ \frac{\sqrt{\pi}}{\sqrt{k}} \left( f_2 - f_1 \right) \left( \sum_k \mathbb{P}(k) \text{erf}(\sqrt{2k}y) \right) - 1. \]

Consider the special case in which we construct the two layers of a multiplex network from the same random-network ensemble. Specifically, we take \( \mu_1 = \mu_2 = \mu \) and \( \mathbb{P}^{(1)}(k) = \mathbb{P}^{(2)}(k) = \mathbb{P}(k) \). Additionally, we let \( f_2 = 0.5 \). Because of the symmetry between the two layers, \( \epsilon_2 = 0 \) and

\[ \epsilon_1 = \left( \frac{1}{2} - f_1 \right) \sum_k \mathbb{P}(k) \text{erf}\left( \sqrt{2k}(1 - 2\mu)\nu\epsilon_1 \right). \]

As we discussed in Section IVB, equation (15) has a nontrivial solution if the derivative of its right-hand side at \( \epsilon_1 = 0 \) is larger than 1. Equivalently, there is a nontrivial solution if

\[ f_1 < \frac{1}{2} - \frac{\sqrt{\pi}}{2\sqrt{2}(1 - 2\mu)\nu\langle k^{1/2} \rangle}. \]

Suppose that condition (16) is satisfied, We denote the solution of (15) by \( \epsilon_1^* \). The largest eigenvalue of the Jacobian matrix is \( -1 + \frac{2\sqrt{2}}{\sqrt{\pi}} \left( \frac{1}{2} - f \right) \sum_k \mathbb{P}(k) \text{erf}\left( -\sqrt{2k}(1 - 2\mu)\nu\epsilon_1^* \right)^2 \). Therefore, the steady-state solution is linearly stable if and only if

\[ \begin{align*}
\epsilon_1 &= \left( \frac{1}{2} - f_1 \right) \sum_k \mathbb{P}(k) \text{erf}\left( \sqrt{2k}(1 - 2\mu)\nu\epsilon_1 \right), \\
1 &> \frac{2\sqrt{2}}{\sqrt{\pi}} \left( \frac{1}{2} - f_1 \right) \sum_k \mathbb{P}(k) \sqrt{e}^{-\left( \sqrt{2k}(1 - 2\mu)\nu\epsilon_1 \right)^2}.
\end{align*} \]

In this special case, consensus steady states are linearly stable if and only if \( f_1 < \frac{1}{2} - \frac{\sqrt{\pi}}{2\sqrt{2}(k^{1/2})} \), which is larger than the right-hand side of equation (16) because \( \mu \in (0, 0.5) \) and \( \nu \in [0.5, 1] \). Importantly, because equation (16) is only a necessary condition for polarized steady states to be linearly stable, the stability region of the polarized steady states is a subset of the stability region of the consensus steady states. This result is consistent with and generalizes previous results for the monolayer majority-vote model [18].

V. NUMERICAL EXPERIMENTS

We now compare the results of computational simulations with our analytical results (see our code at [50]). In all of our simulations, we generate multiplex networks using the network model in Section IIIB. We sample the two layers from the same network ensemble. We set the mean degrees to \( \langle k \rangle = 60 \) in each layer and let \( \mu_1 = \mu_2 = \mu = 0.25 \). Consequently, the degree distribution of state nodes in each layer approximately follows a Poisson distribution with mean 60 and \( (p_{\text{in}}, p_{\text{out}}) = \left( \frac{2(1 - \mu)(k)}{N}, \frac{2\mu(k)}{N} \right) \). We run each simulation for 200 N time steps. We consider a steady state to be stable (and use the word “stable” on its own) if we observe it in our simulations. In our simulations, when we assign the initial opinions uniformly at random, the system can reach either consensus steady states or polarized steady states if the system is in the regime in which both types of steady states are stable. However, because (1) the linear-stability region of the consensus steady states contains the linear-stability region of polarized steady states in our mean-field model and (2) we are more interested in locating the boundary at which polarized steady states lose stability, we want more simulations to reach polarized steady states. To achieve this, we assign the initial opinions based on the community assignments of the nodes. We assign opinion 1 to all physical nodes in community 1 in layer 1 and assign opinion \( m(k) \) to each node. We find that the steady state obtained in this way is closer to a consensus steady state than towards a polarized steady state. Consequently, we expect that it is more difficult for stochasticity in our numerical simulations to pull the system towards a consensus steady state than towards a polarized steady state. In our simulations, this choice of initial opinions always
yields polarized steady states when the parameters are inside the polarized regime and are sufficiently far away from its stability boundary. We initialize the opinions of the nodes based on their community assignments in all subsequent simulations.

For both our simulations and our mean-field approximation, we calculate the overall mean opinion $\bar{m}$ and the single-community mean opinion $\bar{m}_{(1,1)}$ to see which steady state the system reaches. At the fully-mixed steady state, we expect that both $\bar{m}$ and $\bar{m}_{(1,1)}$ are close to 0. At a consensus steady state, neither $\bar{m}$ nor $\bar{m}_{(1,1)}$ is close to 0. At a polarized steady state, we expect that $\bar{m}$ is close to 0 but that $\bar{m}_{(1,1)}$ is not. For each set of parameters, we run our model on 10 networks. To calculate the mean opinions in our simulations, we first calculate the mean opinion of each node over the last 30 time steps. We then calculate the mean of these time-averaged opinions in the entire population and in community $C_{(1,1)}$. We take absolute values of these means because there is an equal probability for the population or a community to favor each opinion. Finally, we report the means of these absolute values (the population-scale and the community-scale time-averaged opinions) of the simulations. When we refer to “mean opinions” from simulations in the rest of this section, we refer to the means that we calculate using this procedure.

A. Experiment 1

We set $f_2 = 0.5$ so that a node treats neighbors in the two layers equally when the majority opinions of the node’s neighborhoods are different in the two layers. With this choice of $f_2$, our majority-vote model is the same as the model that was studied in Ref. [12] if one ignores the case that an equal number of neighbors hold each opinion in a layer.

In Figure 1 we compare our simulation results and our mean-field results for different values of $f_1$ and $\nu$. We consider networks with $N = 15000$ physical nodes. For each set of parameters, we sample 10 networks from the SBM and run our model once on each network. We show the results of our simulations as heat maps. In this figure (and all subsequent similar figures), the left panel shows the mean opinions of the whole population and the right panel shows the mean opinions of community $C_{(1,1)}$. The heat maps in both panels have three regions. In the left panel, the middle region with values that are far away from 0 separates the bottom-right and the top regions, which have values that are close to 0. In the right panel, the top region has values that are close to 0. The middle and the bottom-right regions both have values that are far away from 0. The colors undergo sharper changes at locations where the two regions meet than inside the regions. The fully-mixed steady state is stable in the top region, and the consensus steady states are stable in the middle region. In the bottom-right region, both the consensus steady states and the polarized steady states are stable. Because of our choice of initial opinion distributions, the system reaches polarized steady states for almost every simulation except when the parameters are close to the boundary of the bottom-right region. Based on our numerical simulations, it seems that the mean opinions undergo a smooth transition between the fully-mixed region and the consensus region but that there is an abrupt transition between the consensus region and the polarized region.

We mark the boundaries of the stability regions in the left panel of Figure 1. For the transition between the fully-mixed regime and the consensus regime, we calculate an approximate 0 level set of the mean opinions from our simulation results. Because we take absolute values when calculating the mean opinions, the values are larger than 0. We use MATLAB’s contour function [51] to find the parameter values at which the mean opinion equals 0.01. (See the green curve with triangles.) We plot the linear-stability boundaries using [14]. (See the yellow dashed curves.) These two curves are close to each other. For the transition between the consensus regime and the polarized regime, we observe a rapid decrease of the mean opinions when we decrease $f_1$, so we do not try to plot an approximate 0 level set. Instead, we determine the values of $f_1$ that yield the maximum mean opinions for each $\nu$. (See the blue curve with triangles.) From our linear-stability condition [17], for each pair of values of $f$ and $\nu$, we solve for $\epsilon_1$ using fixed-point iterations and calculate the value of the largest eigenvalue. We collect the largest eigenvalues and obtain a matrix of eigenvalues. We calculate an approximate 0 level set of this matrix using the contour function. (See the purple dashed curve.) We obtain a matrix of mean opinions by numerically solving the ODE system [2, 3, 5, 6] for each pair of values of $f$ and $\nu$. The light-blue curve with asterisks indicates the approximate 0 level set of this mean-opinion matrix. We set the initial condition to be compatible with the initial opinion distributions in our direct numerical simulations; this entails that $(\bar{q}_{(1,1)}, \bar{q}_{(1,2)}, \bar{q}_{(2,1)}, \bar{q}_{(2,2)}) = (1, 1, 0, 0)$. The three curves are close to each other, but they are not very close to the approximate 0 level set of the mean opinions from our simulation results. As the parameters approach the boundary of the stability region of the polarized steady states, it seems that the polarized steady states become less stable and the stochasticity of our numerical simulations makes it easier for the system to reach a consensus steady state. We also expect that the stochasticity has more influence for progressively smaller $N$ and that the gaps between the three curves and the actual 0 level set decreases as $N$ increases. To examine this, we run the same simulations for $N = 5000$ and plot our results in Figure 2. The gaps widen, as expected. Finally, we plot the condition [16] (see the red curve with circles) to verify that condition [16] is a necessary but not sufficient condition for polarized steady states to be linearly stable.

Overall, we observe that the phase-transition patterns for $f_2 = 0.5$ are qualitatively the same as what was ob-
FIG. 1. Heat maps of (left) the mean opinions of the entire population and (right) the mean opinions of community $C_{(1,1)}$ from means of 10 direct numerical simulations. The horizontal axis is the parameter $\nu$ that controls the correlation of community assignments across layers and the vertical axis is the noise parameter $f_1$. In the left panel, we mark the boundaries of the stability regions of each steady state that we obtain from direct numerical simulations and from our mean-field approximation. We set $f_2 = 0.5$, $N = 15000$, and $\mu = 0.25$.

FIG. 2. Heat maps of (left) the mean opinions of the entire population and (right) the mean opinions of community $C_{(1,1)}$ from means of 10 direct numerical simulations. In the left panel, we mark the boundaries of the stability regions of each steady state that we obtain from direct simulations and from our mean-field approximation. We set $f_2 = 0.5$, $N = 5000$, and $\mu = 0.25$.

tained for the monolayer majority-vote model in Ref. [18]. For a fixed $\nu$, the system undergoes two transitions as $f_1$ decreases. The smaller critical value is independent of $\nu$ (as we see in our mean-field description) and the larger critical value increases with $\nu$.

B. Experiment 2

In this experiment, we explore the influence of the layer-preference parameter $f_2$ on the steady-state results. In Figures 3 and 4, we show heat maps of the mean opinions for a range of $f_1$ and $\nu$ values when $f_2 = 0.32$ and $f_2 = 0.26$, respectively. These two figures show two typical heat maps. In the left panels of both figures, the dark-blue regions indicate regimes in which both consensus steady states and polarized steady states are stable; in the yellow regions, only consensus steady states are stable. At locations where the two regions meet, both figures have jagged boundaries, which one can smoothen by running simulations with more finely-grained values of $f_1$ and $\nu$. Figure 3 has a similar pattern as Figure 1.
Figure 1, however, the polarized steady states are stable in a much larger region than in Figures 1 and 3. This indicates that it is easier for different communities to favor different opinions when the nodes have a stronger preference for opinions in one layer than for those in the other. Additionally, when \( \nu \) is small, polarized steady states are stable for large values of \( f_1 \) but not for small values of \( f_1 \). We do not know the reason that small values of \( f_1 \) appear to lead to unstable polarized steady states.

### C. Experiment 3

In this experiment, we fix the interlayer community correlation \( \nu \) and examine our model for different values of \( f_1 \) and \( f_2 \) with \( 0.5 \geq f_2 > f_1 > 0 \). We show heat maps of the mean opinions in Figure 5 for different values of \( \nu \). The dark-blue regions in the lower part of the triangles are areas where regions polarized steady states are stable. From our linear stability analysis, we obtain the boundaries of linear-stability regions of polarized steady states by setting \( \lambda_{\text{polarized}} = 0 \) in equation (14). We mark the boundaries with dashed curves. The area of this region increases as we increase \( \nu \), so it is easier for different communities in a layer to develop preferences for different opinions when the communities in the two layers are more strongly correlated with each other. We also observe some other interesting features. Let \( f_1^* \) denote the maximum value of \( f_1 \) for which there exists some \( f_2 \) such that polarized steady states are stable. When \( f_1 > f_1^* \), polarized steady states are not stable for any value of \( f_2 \). The value of \( f_1^* \) is the same in Figures 5 and 7. Let \( f_2^* \) denote the value of \( f_2 \) such that \((f_1^*, f_2^*)\) is on the boundary of the stability region. When \( \nu \) is small (see Figure 5), there exists \( f_2 < f_2^* \) such that polarized steady states are stable for some \( f_1 \). Otherwise, \( f_2^* \) is the minimum value of \( f_2 \) such that polarized steady states are stable. (See Figures 6 and 7).

### VI. CONCLUSIONS AND DISCUSSION

We proposed a multiplex majority-vote model in which each layer represents one relationship and each physical node holds one opinion. Our model considers situations in which different relationships have different propensities to influence an individual’s opinion. This feature cannot exist in monolayer opinion models and (to the best of our knowledge) was neglected in the multiplex majority-vote models that were studied in previous works.

We examined the steady-state opinion distributions of our majority-vote model on networks with community structure with both a mean-field approximation and direct numerical simulations. We observed the same three regimes — fully-mixed, consensus, and polarized steady states — as those that have been observed in majority-vote models on monolayer networks with community structure. When neighbors in different layers are equally influential (i.e., \( f_2 = 0.5 \)), we found that the phase-transition patterns are qualitatively the same as what was obtained in Ref. [18]. For a fixed interlayer community correlation \( \nu \), the system undergoes two transitions as we decrease \( f_1 \). The smaller critical value is independent of \( \nu \), but the larger critical value increases with \( \nu \). When \( f_2 \neq 0.5 \), we showed that the heterogeneous influence abilities of different layers can qualitatively affect the regions in which polarized steady states are stable. We also found that a stronger interlayer community correlation results in polarized steady states being reachable for wider ranges of the parameter \( f_1 \) and \( f_2 \).

There are many ways to generalize our model. First, one can consider more complicated network structures. For example, one can examine more realistic community structures (e.g., by considering degree-corrected SBMs or overlapping communities), and one can also study the influence of interlayer degree correlations and interlayer edge overlaps on opinion spread. Second, one can consider more general opinion-update rules. For example, when the two layers have the same majority opinion, the probability that a node flips its opinion when the common majority opinion is the same as its opinion and the probability that it flips when the common majority opinion is different from its opinion do not have to sum to 1. Third, in our model, each node has the same propensity of conforming to one of the two layers when the two layers have different majority opinions (i.e., they have the same value of \( f_2 \)). A natural extension is to consider a model in which the nodes have heterogeneous propensities. This is typically relevant when the different layers represent different online social platforms: different people often do prefer different social platforms in real life. Moreover, because individuals who belong to the same communities often share common traits, it seems sensible to study situations in which individuals’ preferred relationships are correlated with their community memberships.
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