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ABSTRACT

Nowadays, the development of technology and the growing need for dense and complex chips have led chip industries to increase their attention on the circuit testability. Also, using the electronic chips in certain industries, such as the space industry, makes the design of fault-tolerant circuits a challenging issue. Coding is one of the most suitable methods for error detection and correction. The residue code, as one of the best choices for error detection aims, is widely used in large arithmetic circuits such as multiplier and also finds a wide range of applications in processors and digital filters. The modulus value in this technique directly effects on the area overhead parameter. A large area overhead is one of the most important disadvantages especially for testing the small circuits. The purpose of this paper is to study and investigate the best choice for residue code check base that is used for simple and small circuits such as a simple ripple carry adder. The performances are evaluated by applying stuck-at-faults and transition-faults by simulators. The efficiency is defined based on fault coverage and normalized area overhead. The results show that the modulus 3 with 95% efficiency provided the best result. Residue code with this modulus for checking a ripple carry adder, in comparison with a duplex circuit, 30% improves the efficiency.
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1. INTRODUCTION

Nowadays the soft errors are the main threat for reliability in the special propose designs such as military and space applications. In these fields, the fault-tolerant design is set to become a vital factor for electronic systems. Since the 1950s, failures of digital circuits have been reported from space tests\(^1\). For many years, it was considered to be a monitoring error but since the mid-1970s the cause of this phenomena has been reported by researchers. In the 1980s, the fault masking methods have become a central issue in the design of electronic systems\(^2\). In the past, this issue was an insignificant problem but nowadays the procedure of technology developments such as System-on-Chip architectures, transistor down-scaling, and decrease of the supply voltage, increase the system sensitivity against the soft errors\(^3, 4\). As an initial hardening technique, the packing and shielding are used for the reduction of the environment effects but these methods are ineffective in some cases like in aerospace because high energetic particles can penetrate through the shield packages and causes the unwanted single event effects (SEE)\(^5\). As mentioned, by technology developments, the error of digital circuits became more important related to the past\(^6\). Although, the new methods are used for energy reduction especially in microprocessors not only do not seem to significantly impact SEE rate but also exaggerate the problem\(^7\). There are several solutions for fault detection in logic and arithmetic circuits. In\(^8\) a healing mechanism has been investigated for retaining the true output in presence of stuck at fault...
interconnect levels of combinational circuit. Meanwhile, in [9] reported a prototype processor with a residue checker that can detect up to 98.0% and 98.8% of the unmasked transient and permanent errors respectively.

Experimental analysis on microprocessor units in Ref. [10] shows that the arithmetic and logic unit (ALU) is the most sensitive unit in the microprocessor against the SEE effects. An ALU consist of the arithmetic and logic operations so that the arithmetic operations are the most complex operations in ALU, so it is necessary to pay more attention to the hardening techniques used for this issue. Coding methods are the most investigated methods to detect a fault in arithmetic units.

There are a lot of codes for error detection such as Parity code, Hamming code, Cyclic Redundancy Check (CRC) code, AN code, Berger code, and Residue code. In the past decade, various techniques based on residue code have been used and these codes are one of the well-known schemes for fault-tolerant arithmetic. A key problem with much of the literature regarding RNS based checker is that these methods impose an unacceptable area penalty. It is obvious that the modulus choice directly affects on overhead and delay. As we know the majority of prior researches in the residue numbers are carried with modulo 3. A residue code with A = 3 requires only two extra bits and is the least expensive of the low-cost residue codes able to detect all single errors. Area overhead of residue generators makes it unsuitable for testing small circuits, in [11] a new implementation method based on Current Mode Multi-Valued Logic CMMVL has been proposed that can be used for different values of check base.

In this paper, we aim to investigate the best choice for modulus value. This paper provides an extensive analysis to study the modulus effect in the area and fault coverage factor. Although mod 3 residue checker is a straightforward way for checking arithmetic circuits but residue checkers with bigger moduli have their attractive properties such as their ability in the detection of multiple faults and their better fault coverage. So the selection of a suitable check base for residue checker circuit is very important but we can not find a comprehensive comparison between different check base values. So in this article, we compare the efficiency of residue code with different check bases by two parameters the first parameter is area overhead of circuit and the second one is fault coverage. For validation, a ripple-carry adder is used as Circuit Under Test (CUT) then fault is injected to the circuit to achieve fault coverage for different test circuits and finally efficiency is derived by division of fault coverage by area overhead.

The remainder of this paper is organized as follows. Section 2 briefly summarizes the error detection codes. Section 3 is mainly focusing on the residue codes operation and its challenges in practical works. In section 4, the setup structure and results are provided. This section provides a figure of merit to compare efficiency and discuss the results. Conclusions are drawn in Section 5.

2. ERROR DETECTION CODES

The encoding algorithms are based on computing the check bits from input data and then compare them with output data check bits by some check bits that are smaller than input data [12]. Different coding methods are introduced and studied in various literature. It is better to mention that just some of these coding approaches support Arithmetic operations, as the main concern of this paper. Some of the most important methods are listed in the following.

One type of the most popular codes are Error-Correcting Codes (ECCs) that are developed from Hamming codes [13]. In the 1960s IBM used Error correction coding (ECC) in computers. In the 1980’s ECC codes prospered for masking the occurrence of SER faults in SRAMs [2]. Mostly Error Correction Codes (ECC) are based on Hamming and Hsiao codes that can correct single-bit and detect double-bit-errors and for increasing reliability Double-bit Error Correction Triple-bit Error Detection codes (DEC-TED) are introduced [14]. Cyclic Redundancy Check (CRC) codes are used for Error detection. The simplicity of CRC codes has already caused it to be a friendly code for error detection applications. CRC codes are used in data transmission. When input data polynomial is divided by CRC polynomial, that is a fixed polynomial, the reminder coefficients will be CRC bits. CRC code adds parity bits to data and sends them to channel. In the receiver, received data is divided by the CRC polynomial again. If computed CRC code is not equal to the received CRC bits, an error is occurred in the channel during the transmission of data [15]. Another code for error detection is AN code. AN code is a non-separate and non-systematic code so data and codeword are processed together and are unlike to residue code, data cannot be extracted from code word directly. AN-encoder is a multiplier that multiplies it’s input data with a constant A that is suitable for error detection (the values of A are discussed in [16]).

\[ X_c = A \times x, \quad 1 \leq A. \]  

(1)

In AN coding a data is true if and only if code word be multiples of A and other situations are faulty. So, for checking data modulus with A is computed if it is zero, code word is valid. (Xc mod A = 0.) Finally, to extract the data from code word an integer division is needed. x = x/A [16]. Berger code is the least redundant systematic code that can detect multi and single bit unidirectional errors [17]. Berger codes use the number of 0’s (or the number of 1’s) of data as check symbols (Xc, Yc, Sc) [18]. For a given Arithmetic...
operation $S = X \text{ op } Y$, $Sc$ can be calculated by a function of $X$, $Y$, $Xc$, and $Yc$, $Sc = F(X, Y, Xc, Yc)$ So if the calculated $Sc$ is equal to the check bits that are generated by $S$, code word is fault free [19]. Parity prediction code calculates the output's parity from input operand's parity and parity of internal carry. One drawback of parity code is that if an error causes several bits of output operand to be changed it is possible that the output operand's parity stays unchanged, so in this situation parity code is unable to detect the error. In [20] a circuit design has been proposed that resolves this problem. Another drawback of parity prediction is that the area overhead of parity prediction is proportional to the square of its operand's [20]. Residue code is a separable code that is suitable for digital circuits because it covers arithmetic and logic operations [21]. The separability of residue code enables designers to use residue code just for one part of the circuit also extraction of data from codeword can be done without any decoder. Residue code is suitable for operations such as add, subtract, etc. also residue code can be extended for logic operation although it is not as straightforward as using residue code for arithmetic operations [22].

In table1 that is derived from Ref. [14], a summary of explained error coding techniques are presented. As shown in the table1 ECC and CRC codes are suitable for data error detection applications such as memories and are not a good choice for error detection in logic and Arithmetic circuits. Although AN code is a suitable code for error detection in arithmetic operations, it is not a concurrent error detection code and it can't be used as a separable code. Berger code and residue codes are suitable for error detection in arithmetic operations but Berger codes don't cover some arithmetic operations such as multiply or division. This paper shows the history of Residue codes and several simulations that are performed to find out the efficient check base for residue code. Simulations for Fault coverage are performed by Tetra-Max program.

### Table 1. Summary of error coding methods (derived from ref. [14])

| Codes    | Separable | Domain      | HW Cost  | Concurrent Error Detection | Supported Operators |
|----------|-----------|-------------|----------|----------------------------|---------------------|
| ECC      | Yes       | Data        | Low-medium | Yes                        | --                  |
| CRC      | Yes       | Data        | Very low | Yes                        | --                  |
| AN code  | No        | Logic & Data| Low      | No                         | (+), (-), (f)       |
| Berger code | Yes     | Logic & Data| Low     | Yes                        | (+), (-), (logic op) |
| Parity Prediction | Yes | Logic & Data | Low | No                         | (+), (-), (f), (*)  |
| Residue code | Yes   | Logic & Data| Low      | Yes                        | (+), (-), (f), (s), (SQRT) |

### 3. RESIDUE CODE OVERVIEW AND APPLICATION

The residue code as one of the most attractive techniques for arithmetic operation is categorized in self-checking designs that can concurrently detect errors in design. Residue generators are the most expensive part of the residue check circuit. Residue generators are used in many different applications for example residue generators are the major unit of Residue-Number-Systems (RNS). RNS is used in many application areas involving digital filters and cryptography [23, 24]. In 1958 Peterson performs a study about self-checking adders. He designed a circuit to handle overflow bit in self-check adders [25]. Basically, the residue codes are suitable for Arithmetic circuits but in [22] a method has been suggested for extension of residue code for logic operations (such as XOR, OR, etc.), although it is not a straightforward method in comparison with using residue code for arithmetic operations, because the nature of residue code is arithmetic [22]. ALU consists of arithmetic and logic operations, in [21] an architecture for fault-tolerant ALU has been suggested that it uses residue code for arithmetic operations and it uses duplex circuits for the logic units because, for logic circuits, duplication is more efficient than residue code [21]. As mentioned residue code is unsuitable for all applications because of its hardware complexity. Low [26], proposed a new Architecture for residue generators that their modulus is not in well-known types such as $mod$. In [26], it's mentioned that residue generation for an arbitrary modulus is a complex arithmetic operation and its complexity is related to the word length ratio of data to modulus [26]. according to the equation and (that $r$, $i$ are not negative integers) residue codes by check bases in form of are generated parallel by using a tree of full adders [27, 28], so it causes residue generator to work in higher speed with no extra hardware overhead [28]. For the implementation of residue generators by this type of modulus, the $n$-bit data input ($w$) is partitioned to $a$-bit parts from the least significant bits, then the residue is calculated by modulo addition of $a$-bit parts. So it needs 14 FAs for a 16-bit mod 3 residue generator [29]. In [29] it has been mentioned that the complexity of residue check system is increased by increasing the check base-A [29]. Most of the residue checkers by odd check bases can detect single faults in faulty data because the difference of faulty data and fault free data is equal by and is not divisible by odd numbers [29]. In [30] two circuit diagrams are suggested for implementation of mod 3 residue generators. The first implementation is based on tree of full adders by end-around-carry technique and the second
implementation is based on tree of 4-bit residue generators. The result of comparison for these circuits has shown that although the area of the second circuit is 1.7 times more than full-adder based implementation and its delay is lower.

In [31] an architecture has been used for fault detection in fast adders and it has been named as “long residue checking” (LRC), this architecture can be used as a separable checking circuit. The most important advantage of LRC in spite of other residue checkers is its ability in checking Residue codes by large checking moduli because by increasing checking modulus of residue code, error coverage of residue code will increase [31]. So the best modulus selection for Long Residue Checker is the maximum modulus width because maximum modulus causes maximum error coverage, also power consumption and latency is lower [31]. In other methods residue checking for adder was based on equation but in LRC method this equation is changed to another equation that is based on subtraction, ( ) so the main idea of LRC is the cancelation of sum and carry by their own. Implementation of the cancelation check circuit is as simple as conventional circuits for large modulus and doesn't need carry propagation [31].

Langdon and Tang [32], compared residue code and parity prediction concurrent error detection methods for group look-ahead adder. Their comparison showed that area overhead of residue mode 3 check adder prediction is not high in comparison with parity if and if only if the check bits of residue code be provided by input operands [32]. Gaddess [33] proposed a sequential hardware shared architecture that checks the adder by itself, in this circuit result of addition is done in one sequence and result checking is done in several sequences after that [33]. In [34] several methods for concurrent error detection are investigated and their ability in detection of multiple faults is compared. Also, it is mentioned that logic area overhead of Berger-code and Bose-Lin code is very high [34]. One advantage of Duplex circuits in comparison with Berger and Bose-Lin codes is its ability in the detection of multiple faults but the area overhead of parity prediction method is lower than duplication [34]. Area overhead of residue code by check base b = 3 or 7 is acceptable for circuits such as multipliers and adders but its area overhead for logic circuits is very high [34]. So the drawback of residue code is its area overhead, especially for small circuits.

4. THE MODULUS EVALUATION AND RESULTS

For simulation of Residue code, a VHDL code for ripple carry adder as a functional unit and also a VHDL code for residue codes are implemented. Also, it is assumed that residue check bits of input operands are presented by input Data. So, we just implement one Residue generator for data output of Adder. We use a ripple carry adder (simplest adder) to evaluate the capability of residue codes for small circuits compared with DMR circuit.

4.1. Area overhead of checking codes

DMR technique is not suitable for complex circuits because duplication of a big circuit needs unacceptable Area overhead. But for a small circuit, it can be used as a useful technique. So, for complex circuits, another technique such as coding is used and, in this article, we used residue code. A block diagram of residue checking circuit has been shown in figure 1. As shown in figure 1 for checking functional unit three units (Residue checker, residue calculator, and comparator) are needed. Also for DMR circuit two functional units and one comparator are needed. Area overhead of the Residue calculator unit relates to the number of bits that are needed for representation of residue code.

In figure 2 Area overhead for units of residue check circuit for different values of modulus are reported. Note that for better comparison area overhead of Residue checker units are normalized by area overhead of functional unit. As shown in figure 2 Residue generator area overhead for moduli of the forms 2n ±1 is approximately zero, because, for this form of modulus, the residue can be obtained by separation of n bits of LSB and doesn’t need any hardware for computation of residue. Also residue calculator by this type of modulus, and adder as a functional unit is an n-bit adder so we name this type of modulus as Partial Duplex.

Residue code by modulus of the forms 2n ±1 related to other modulus (expected 2n ) has lower area overhead. For residue codes by even modulus by a form of (2n ±1,2n) for example 6, 10, 12, and 14, k-bits of residue that are the least significant bits are calculated by methods similar to Partial Duplex and other bits of residue are calculated by a modulo 2n ±1 residue generator. So area overhead is near to circuits that use modulo 2n ±1 residue generator, but in this type of modulus, the residue is a (k+n)-bit word so the area overhead of residue calculator and comparator for this modulus is more than moduli. Also as shown in figure 2(a) 2n ±1 for small circuits such as 8 bit Adder and for some moduli such as 9, 10, 11, and 13, residue code is not a good choice in comparison with DMR circuits, because we use a simple circuit (Ripple Adder) for functional unit and for simple circuits area overhead of residue code is more than DMR but for complex circuits residue code is better than DMR (for example 64 bit adder). (modulo 11 and 13 residue generators are designed by methods that are suggested by low [26].)
4.2. Fault Coverage

Fault coverage is an important meter for specification of digital circuits. The fault coverage factor is defined as the percentage of detected faults out of all faults [35, 36].

\[
\text{Fault coverage} = \frac{\text{Number of detected faults}}{\text{Total number of faults}}
\]  

(2)
Figure 3. Fault coverage of adder circuit for different values of check base and data width

For validation of the test circuit, we check the output of residue code checker (Fault Flag) by Tetramax program to obtain fault coverage for under test unit. The total number of stuck at faults that are reported by Tetramax, for 64, 32, 16, and 8-bit adders, respectively, are 1280, 640, 320, and 160. The values of fault coverage for different values of modulus are shown in Figure 3. As shown in this figure, for "Partial duplex" residue codes, fault coverage is related to the number of residue check bits. In other words, for moduli of the forms $2^n$ the amount of fault coverage is depended on the ratio of duplex part to the total of the functional unit. Also, partial duplex circuits have the least values of fault coverage in comparison with other moduli.

4.3. Efficiency validation

Area overhead of residue code is related to modulus, so for comparison of residue codes, an efficiency function is needed. In this article to achieve the best modulus for residue code, we defined a function for efficiency as bellow.

$$\text{Efficiency} = \frac{\text{Fault coverage}}{\text{Normalized area overhead}}$$

(3)

According to equation 3, the efficiency of residue codes is calculated and is shown in the figure 4. As shown in figure the efficiency of Partial Duplex circuits is limited and the best form of Dualism is full duplex or DMR circuit. In Partial Duplex circuits, low fault coverage causes low efficiency and for the full Duplex circuit, high area overhead is the problem of efficiency. Also, this problem is worse in large circuits.

Figure 4. Efficiency of residue code for different values of check base and data width

A simple comparison shows that implementation of residue checkers by moduli in form of $2^n - 1$ (Low Cost Residue code [28]) is the more efficient among other residue codes and DMR circuit, it is because of lower area overhead and higher fault coverage of these circuits. Modulo 11, 12, and 13 residue codes for
simple circuits are not a good choice compared to DMR although for complex circuits (functional unit) Residue code will be better than DMR.

5. CONCLUSION

In this paper, we present a comparison between residue code with different moduli and DMR fault detection methods. Residue codes are suitable for increasing the reliability of arithmetic circuits. The purpose of this paper is to study the best modulus for residue code to obtain the best Fault coverage with less Area overhead, with an aim to the validation of Fault coverage by Tetramax program. In this paper, we performed the simulations of Residue codes for different moduli for a simple ripple carry adder. According to results, area overhead of residue code for unusual check bases such as 11, 12, and 13 is not acceptable in comparison with duplex circuits. Also, the area overhead of residue generators with check bases in the form of $2^n$ is slight but their fault coverage is not suitable. Mod 3 residue code is the best selection for check base although other check bases in the form of $2^n \pm 1$ are efficient. Some check bases are composed of two types $(2^n \pm 1, 2^k)$ of check base. Although their efficiency is near to low-cost codes, but their check word length is some bigger and it caused unacceptable increases in the residue calculator unit in complex circuits.
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