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ABSTRACT

Reviewing source code from a security perspective has proven to be a difficult task. Indeed, previous research has shown that developers often miss even popular and easy-to-detect vulnerabilities during code review. Initial evidence suggests that a significant cause may lie in the reviewers’ mental attitude and common practices.

In this study, we investigate whether and how explicitly asking developers to focus on security during a code review affects the detection of vulnerabilities. Furthermore, we evaluate the effect of providing a security checklist to guide the security review. To this aim, we conduct an online experiment with 150 participants, of which 71% report to have three or more years of professional development experience. Our results show that simply asking reviewers to focus on security during the code review increases eight times the probability of vulnerability detection. The presence of a security checklist does not significantly improve the outcome further, even when the checklist is tailored to the change under review and the existing vulnerabilities in the change. These results provide evidence supporting the mental attitude hypothesis and call for further work on security checklists’ effectiveness and design.
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1 INTRODUCTION

A vulnerability is a “flaw or weakness in a system’s design, implementation, or operation and management that could be exploited to violate the system’s security policy” [71]. The later vulnerabilities are discovered in the software development cycle, the higher the associated fixing costs are [56]. Therefore, to avoid vulnerabilities, organizations are shifting security to earlier stages of software development [2]. However, security experts have to moti-vate and convince developers of the importance of finding vulnerabilities [80]. Yet, where to locate security within an organization remains a challenge [79]. For instance, a programmer working solo is likely to create avoidable security problems because they can naturally have only one point of view [86]. A solution to avoid these issues can be adopting security practices during code review.

Code review is a widely agreed-on practice [15] recognized as a valuable tool for reducing software defects and improving the quality of software projects [3, 4, 10]. Previous studies show that code review is also an important practice for detecting and fixing security bugs earlier [46, 81] and has positive effects on secure software development [48, 49, 70]. However, adopting security practices requires a large amount of knowledge which takes time to learn, and it can be hard to motivate [57, 83]. In fact, security issues (even popular ones, such asSensitive Data Exposure [65]) still often reach production code, despite code review practices. So, how can we better support code reviewers in detecting vulnerabilities?

In the study we present in this paper, we investigate three interventions that aim to tackle the problem by guiding the focus of the reviewer. One is based on the developer’s mental attitude hypothesis and two are based on an additional security checklists hypothesis.

Studies in the literature indicate developers’ mental attitude as a leading cause for the introduction of vulnerabilities in the code [50, 88, 91]. Specifically, vulnerabilities may be introduced because developers do not consider security as their responsibility [50] or strongly rely on other project members, processes, and technologies [88]. A potential solution to resolve issues related to developers’ mental attitude is giving explicit instructions regarding security. Indeed, Naiaikshina et al. [51, 52] showed positive effects when explicitly instructing computer science students and freelance developers to implement secure password storage during coding. Nevertheless, writing and reviewing code are different activities [41], with even cultural differences among teams [10], therefore evidence about the former may not translate to the latter. Some preliminary yet promising evidence exists that the developers’ mental attitude could play a role in the context of code review too [17]. Using a one-group pretest-posttest experimental design [24], Braz et al. [17] found that a significant number of developers who missed a popular vulnerability during a code review could find it when explicitly warned about its presence.

In the context of code inspections [30], the use of checklists to support developers has been extensively studied [44, 54, 58, 68] with positive results [26]. The OWASP foundation [33] proposes a popular code review guide that contains a security checklist [63]. It comprises items that guide the developers in finding security issues during a review. Despite the positive results of using checklists during code inspection and the efforts by the OWASP foundation, the effectiveness of checklists in contemporary code review practices and to support vulnerability detection has not been established yet.

In our study, we set up three interventions (treatments) that we compare among themselves and to a review baseline (control). The baseline (No security Instructions–NI) consists of asking developers to perform a code review without giving special instructions. The first treatment (Security Instructions–SI), based on the mental attitude hypothesis, explicitly instructs developers to perform the review from a security perspective. The second (Security Checklist–SC) and third (Tailored security Checklist–TC) treatments additionally ask developers to use a security checklist in their review. The
SC checklist is derived from OWASP’s Code Review Checklist [63], while the TC one is a shorter version tailored to the change and security issues at hand, which we created to remove confounding factors caused by the length of the normal checklist.

We implement our study as an online experiment. A total of 150 valid participants completed it. Among our participants, 62% (93) reported being software engineers, 71% (106) reported three years or more of professional development experience, and 65% (97) reported performing code reviews daily.

Our results support the mental attitude hypothesis: Participants instructed to focus on security issues were eight times more likely to detect vulnerabilities. Our results also call for further work on security checklists’ effectiveness and design as they do not increase the detection of vulnerabilities in a security-focused review.

2 BACKGROUND AND RELATED WORK

In this section, we briefly introduce the concepts of code inspections and modern code review (the context of our study). Then, we review the literature on explicitly asking developers to use secure coding practices as a way to overcome issues due to the mental attitude and on checklists for secure software development and inspections/reviews. We also provide background on the two security vulnerabilities we focus on in our online experiment.

Software developers and security. Security often fails because of the lack of usability: users either misunderstand the security implications of their actions or turn off security features to workaround usability problems [11]. Software developers need to design systems that are both usable and secure. Yet, they still need support to create secure applications before addressing usable security [79].

Existing findings about developers’ attitude towards security are not conclusive. On the one hand, a number of studies [7, 57, 90] found that developers prioritize more-visible functional requirements or even easy-to-measure activities, such as closing bug tracking tickets, over security. On the other hand, Christakis and Bird [21] reported that developers care more about security issues than other reliability issues. Smith et al. [75] advocate that static analysis tools detect vulnerabilities and help developers resolve those vulnerabilities. Previous studies have proposed and improved tooling support according to developers’ needs [8, 9, 74], but tools are still generally poorly adopted by developers [79] as they are confusing for developers to use [75].

Developer-Centred Security (DCS). DCS studies have addressed some of developers’ needs and attempted to apply existing methodologies from Human Computer Interaction and to adopt well-established usable security measures to software development [39, 55, 89]. The systematic literature review by Tahaei and Vaniea [79] points out the lack of research on several aspects of DCS. For instance, they reported only one study in the context of code review [28].

Code inspections and modern code review. Peer code review is a manual inspection of source code by developers other than the author. In 1976, Fagan [29] formalized a highly structured process for code reviewing, which includes a synchronous inspection meeting—code inspections. Over the years, researchers conducted several empirical studies on code inspections [42].

Nowadays, most organizations adopt a more lightweight code review process to limit the inefficiencies of inspections: modern code review [22]. This form of review is the focus of our study. Modern code review is asynchronous, tool- and change-based [12], and widely used in practice nowadays across companies [10, 69] and community-driven projects [66, 67].

Contemporary code review mitigates several issues of code inspections but also removes the structure and checks devised to keep the reliability of the process and its outcome. Researchers provided strong evidence that, as a result of this different approach to inspection, the outcome of contemporary code review is less predictable and past theories from code inspections do not transfer seamlessly [10, 12, 45]. Therefore, it is important to conduct studies specific to this different context.

Explicitly asking for secure coding practices. Naiakshina et al. [51, 52] conducted two studies with 40 computer science students. Half the participants received a task description that did not mention security, while the other half were explicitly tasked with implementing a secure solution. None of the participants in the first group stored passwords securely; while twelve participants in the group asked to create a secure solution implemented some level of security. Moreover, Naiakshina et al. [50] performed a similar study with freelance developers and found significant positive effect of security prompting on the secure storage of passwords.

Weir et al. [85] interviewed twelve industry experts to investigate how to improve the security skills of mobile app developers. They found that many of the most effective techniques for finding security issues are dialectic, i.e., the discovery of knowledge through one person questioning another. Some of the techniques recommended were penetration testing, code review, pair programming, and a variety of code analysis tools. On the contrary, Edmundson et al. [28] stated that manual code review could be expensive and impractical due to the need for several reviewers to inspect at a piece of code to find a vulnerability. Later, Braz et al. [17] conducted a one-group pretest-posttest code review experiment with software developers. They found that several developers often miss a popular and easy-to-detect vulnerability when reviewing code (pretest); yet, when explicitly informed about the presence of a vulnerability in the change, a significant portion of the additional developers could identify it (posttest). These studies provide initial evidence that a specific, focused instruction on security could steer the developers’ attention, thus overcoming their common mental attitude to not consider security aspects in review.

Checklist-supported inspections and review. Checklists have been mostly investigated for code inspections. Ad Hoc Reading (AHR) and Checklist-Based Reading (CBR) are the standard reading techniques adopted by during code inspections [43]. In a study with undergraduate students, Oladele and Adedayo [54] found that CBR is effective in finding more issues during inspections with a 50% decrease in false positives compared to AHR. On the other hand, Akinola and Ososifan [5] did not find any significant differences in the efficiency of AHR and CBR in their study conducted with students in a distributed environment. Similarly, the findings of Lamibile and Visaggio [44] and Porter et al. [58] showed no significant differences between AHR and CBR in terms of the number of defects detected during software requirements inspections.
Studies on checklists for contemporary code review are fewer. Rong et al. [68] conducted a semi-controlled experiment with students and found evidence that checklists can help in guiding them during code reviews. In the context of education, Chong et al. [20] found that students are able to anticipate potential defects and create a relatively good code review checklist, which can be used to find defects. Finally, Gonçalves et al. [38] registered an experiment report with the goal of investigating whether review checklists and guidance improve code review performance.

**Checklists in software security.** Previous studies have addressed the design of checklists for security-related aspects, such as software security requirements and security life-cycle [6, 34, 37]. Gilliam et al. [37] provided guidelines for creating a software security checklist, emphasizing the importance of verifying security requirements beforehand to create a viable checklist. Garrison and Posey [34] suggested that security checklists are particularly useful in guiding non-security professionals through a security-oriented software development process. OWASP [33] stated that organizations with a proper code review process integrated into the software development life-cycle produced remarkably better code from a security standpoint [63]. To help businesses strengthen their security, such organizations developed different secure coding practices, which are widely adopted globally [73]. In fact, they proposed a code review guide containing a security checklist [63].

Cruzes et al. [25] investigated secure coding checklists’ usage. However, the authors disagree that developers should adopt this practice. Smarjov [73] assessed the OWASP checklist’s effectiveness on the number of vulnerabilities reported to the HackerOne platform [40]. They found a moderate connection between filling out the checklist during the development phase and the distribution of the vulnerabilities reported in HackerOne. The likelihood of HackerOne participants finding a new vulnerability is 2.92 times higher if they do not follow the checklist during the code development. To best of our knowledge, no study has been conducted to investigate the impact of security checklists for security-focused software development. We address this question by analyzing whether a security checklist supports developers in this task.

**Software Vulnerabilities.** OWASP [33] and the Common Weakness Enumeration Project (CWE) [1] are well-established projects that provide guidance and best practices for organizations to avoid security issues. Our study investigates whether security checklists support developers in vulnerability detection during code reviews. Therefore, among the OWASP’s Top 10 Web Application Security Risks list [64], we focus on the Sensitive Data Exposure (SDE – CWE 1029) [59] group, which can be mapped to items in our checklist. SDE occurrences have increased significantly over the last few years [72], leading to damaging leaks. For instance, the largest instance of SDE to date impacted 3 billion Yahoo!’s user accounts, leaking their credentials (i.e., email addresses, passwords, and security questions and answers). Security experts noted that the majority of the passwords used a strong hashing algorithm, but many used the MD5 algorithm, which can be broken rather quickly [87].

There are many reasons for SDE, such as the Missing Encryption of Sensitive Data (CWE-311) [61] and the ones covered in our experiments, namely Generation of Error Message Containing Sensitive Information (MSI – CWE 209) [60] and Use of a Broken or Risky Cryptographic Algorithm (BRA – CWE 327) [62]. The former refers to software that generates an error message including sensitive information about its environment, users, or associated data; while the latter refers to the use of a not recommended algorithm that may allow attackers to compromise data that has been protected.

3 RESEARCH METHODOLOGY

In this section, we introduce our research questions and detail our experimental design.

3.1 Research Questions

We structure our study around two research questions. We aim to understand the impact of (1) instructing developers to focus on security issues and (2) providing an additional checklist on vulnerability detection.

We formulate our first research question as follows:

**RQ1.** Does explicitly asking developers to focus on security issues facilitate vulnerability detection during code review?

We hypothesize that explicitly asking developers to focus on security issues increases vulnerability detection during code review, because it would steer developers’ mental attitude. Our formal hypothesis for RQ1 is:

**H01:** The presence of security instructions does not facilitate vulnerability detection during code review.

Evidence shows that generic checklists aid developers during code inspections and can improve the inspections’ outcome [54, 68]. We explore the hypothesis that providing developers with a security checklist (in addition to instructing them to do a security review) further increases the vulnerability detection during code review because it would guide the review tasks on relevant security aspects. We formulate our second research question as follows:

**RQ2.** How does the presence of a security checklist affect vulnerability detection during a security-focused code review?

We organize RQ2, in two sub-questions. First, we ask:

**RQ2.1.** To what extent does the presence of a security checklist affect vulnerability detection during a security-focused code review?

The presence of items irrelevant to the change might deteriorate developers’ code review performance. Bryczynski [18] suggests that users are less likely to read through a multitude of checklist items. To mitigate this problem, one could imagine that future automation techniques will be able to generate a checklist tailored to the code change to review. We manually create such an ideal checklist to measure its effect and ask:

**RQ2.2.** To what extent does the presence of a tailored security checklist affect vulnerability detection during a security-focused code review?

Our formal hypotheses for RQ2.1 and RQ2.2 are as follows:

**H02.1:** The presence of a security checklist does not affect vulnerability detection during a security-focused code review compared to providing security instructions.
H02.2: The presence of a tailored security checklist does not affect vulnerability detection during a security-focused code review compared to providing security instructions or a more generic checklist.

3.2 Experimental Design

Figure 1 presents the flow of our online experiment, which consists of five steps. Each step corresponds to one or two different web pages, and our experimental design does not allow the participants to return to previous pages or redo the experiment.

(1) **Welcome page:** We provide the participants with general information about our study. We indicate that our goal, in general, is to improve code review practices and that they are going to do a code review. We also present our data handling policy to the participants and ask for their consent to use their data.

(2) **Code review task:** We first ask the participants to take the review task as seriously as possible and to assume that the code they are going to see compiles and all tests pass. Depending on the treatment, participants may receive further instructions:
- **No security Instructions (NI):** Participants are provided no additional instruction.
- **Security Instructions (SI):** Participants are informed that we are interested in security issues in this review. We also provide them with a definition of software vulnerability.
- **Security Checklist (SC):** Participants receive the same instructions as in SI. In addition, they are informed that they will have access to a vulnerability checklist to assist them in the review and explain that each checklist item can be answered as yes/no/irrelevant with a specific checkbox. We ask them to work through every item in the checklist.
- **Tailored security Checklist (TC):** Participants receive the same instructions as in SC but with a strictly tailored security checklist. Finally, we provide all participants detailed instructions on how to add/edit/delete review comments.

When ready, the participants can press a button confirming that they have read all instructions and want to start the review. Figure 2 shows a snapshot of the code review task that the participants assigned to SC received after pressing the aforementioned button.

When the participants are done, they press a complete button. We warn participants assigned to SC and TC about any unresolved checklist items, to ensure as high as possible checklist interaction. In addition, we ask participants of all four treatments whether they were interrupted during the code review and for how long.

(3) **Disclosure of vulnerabilities and inquiry on performance:** After they submit their review, we inform participants that the source code contained two vulnerabilities (MSI and BRA) and show their location, types, definitions, and effects. Then, for each vulnerability we ask whether they found it. We ask participants to reason on why they could or could not detect it. In addition, we ask the participants assigned to the treatments SC and TC whether the checklist helped them detect the vulnerabilities. We also ask their general feedback about the checklist, including whether and why they skipped any items. This step helps us better understand the impact of the security checklist on vulnerability detection and collect qualitative data for triangulating our quantitative findings.

(4) **Security knowledge and demographics:** We ask a series of questions designed to gather information about factors that may affect the participants’ detection of the vulnerabilities. Questions are mainly about the participants’ security knowledge, checklist experience, and team culture. Most questions are in Likert scale format [84]. All questions are in the enclosed material [16]. Finally, we ask a series of demographics questions about the participants’ gender, highest education level, employment status, and years of experience in professional software development, Java programming, code reviewing, web application development, and databases. These questions are mandatory to fill in as collecting such data helps us identify which portion of the developer population our study participants represent [31]. We also ask about the frequency with which they designed, developed, and reviewed code in the last year; this helps us investigate possible confounding factors.

3.3 Experimental Objects

The experimental objects consist of the code change to review, the injected vulnerabilities (MSI and BRA), and the digital checklists provided to participants assigned to the treatments Security Checklist (SC) and Tailored security Checklist (TC). All the material is available in our replication package [16].

**Code Change.** The code change is implemented in Java: being Java one of the most popular programming languages [82], this allows us to reach a broader population of developers. The change comprises a feature implemented to manage users’ online registration to a web service, consisting of two classes, five methods, and 160 lines. To avoid giving some participants advantages over others due to familiarity with the code, our code change does not belong to any existing codebase. Instead, we implemented a code change that is...
supportive for injecting both vulnerabilities. The code change is self-contained and suitable for being part of an existing software (e.g., not a toy example to teach beginners Java programming). Finally, the code change is sufficient to consider possible attack scenarios, thus detecting the two vulnerabilities.

We implemented the first version of the code change, after several brainstorming sessions. Later, we interviewed two security engineers with five and two years of professional security experience. They performed the experiment with treatment SC. We asked them to read the code change before reading the checklist. Both security engineers pointed out the vulnerabilities. We also asked them to provide feedback on the checklist. Finally, we conducted a pilot study (Section 3.5). Based on the feedback we received from the security engineers and the participants of the pilot study, we iteratively modified the code change to ensure its realism and remove any confounding implementation or design-related issues other than the two vulnerabilities.

Security Vulnerabilities. The code change contains two vulnerabilities. The first one is a Generation of Error Message Containing Sensitive Information (MSI - CWE 209) [60]. When an SQLException is raised, the error log contains an unencrypted plain text password and the user’s email address is output to a log file. The error log message may contain sensitive information. The second vulnerability is the Use of a Broken or Risky Cryptographic Algorithm (BRA - CWE 327) [62]. The MD5 cryptographic hash function has been shown to be vulnerable to collision attacks. Different messages may have the same MD5 hash, making forgery attacks possible [76]. Figure 3 shows the MSI and the BRA we used in our study.

We based our choice of vulnerabilities on the following criteria: prevalence, recognition, and discoverability using the selected checklist. Therefore, we selected vulnerabilities from the OWASP’s “Top 10 Web Application Security Risks” list [64] and we selected vulnerabilities that one could detect through the popular OWASP checklist [63] we employed (see more details below). After the selection, we asked the two security experts to perform the review (we did not disclose the vulnerabilities). They were able to identify both vulnerabilities and pointed out which items in the checklist can help developers to detect these vulnerabilities. They further confirmed that these vulnerabilities are known and prevalent.

Security Checklists. The official checklist available in the OWASP Code Review Guideline has 78 items covering the most critical security controls and vulnerability areas (including MSI and BRA). We prepared the checklists for the SC and TC treatments using

![Figure 2: Example of the code review task with a security checklist using the tool.](image-url)

![Figure 3: Object vulnerabilities used in our experiment.](image-url)

Vulnerability checklist

| Input Handling |
|--------------|
| Is user-supplied input properly validated, sanitized, and filtered? | x |
| Is untrusted input data constrained for type, length, format, and range? | x |

| Authorization |
|--------------|
| Are minimum and maximum password lengths enforced? | x |
| Is the set of allowed characters for passwords enforced? | x |

| Password Management |
|---------------------|
| Are passwords hidden from the user, administrator, or system? | x |
| Does the password expire over time? | x |

| Session handling |
|------------------|
| Does the session ID length have a minimum of 128 bits (2^32)? | x |
| Are session IDs generated uniquely and provide at least the bits of entropy? | x |
| Is at session data validated? | x |
| Are session IDs of newly generated sessions linked to a user only after encryption or hashing? | x |
| Does session destruction after log-out or timeout happen on both the server and client? | x |

| Cookies |
|---------|
| Do session cookies have a short expiration time? | x |
| Are non-essential cookies used for session management purposes? | x |

**CWE-209: Generation of Error Message Containing Sensitive Information:** The log message may contain sensitive information when the prepared statement (PreparedStatement) is executed. If the query is not encrypted, this sensitive information is subject to a log injection attack, such as SQL injection. Furthermore, if password fail is separated from the password hash, it can be exploited using rainbow tables.

**CWE-327: Use of a Broken or Risky Cryptographic Algorithm:** The MD5 algorithm has been designed for speed and has been subject to several security breaches, as it became computationally possible to generate collisions, meaning different messages have the same MD5 hash, making forgery attacks possible. 

**MSI:** The MD5 algorithm has been designed for speed and has been subject to several security breaches, as it became computationally possible to generate collisions, meaning different messages have the same MD5 hash, making forgery attacks possible.

**BRA:** The MD5 cryptographic hash function has been shown to be vulnerable to collision attacks. Different messages may have the same MD5 hash, making forgery attacks possible.
3.4 Variables, Measurements, and Analyses

Table 1 presents all the variables we consider in our experiment. The independent variable (VulnFound) measures whether the participants found the vulnerability. The main independent variable is Treatment (NI, SI, SC or TC). We consider the other variables as control variables, which also include the time spent on the review, the participant’s role, years of experience in java, code review, and using checklists during code reviews. Details about interruptions (Interruptions) and the duration (DurationExp) of each review is computed from the experiment's log. To answer RQ1, we build two multiple logistic regression models, one for each vulnerability (MSI and BRA) as dependent variable. The models are similar to the one used by Mcintosh et al. [47], Spadini et al. [77], and Braz et al. [17].

To ensure that the selected logistic regression models are appropriate for the data we collect, we (i) reduced the number of variables by removing those with Spearman’s correlation higher than 0.5 using the VARCLUS procedure; (ii) ran a multilevel regression model to check whether there is a significant variance among reviewers, but we found little to none, thus indicating that a single level regression model is appropriate; and (iii) we added the independent variables into the model step-by-step and found the coefficients remained stable.

Analysis of code review outcome. To give a value to our dependent variables (i.e., VulnFound, whether the participants found the vulnerabilities), we do the following: (i) the first and last authors together inspect a subset of the remarks and checklist items interactions made by the participants during the review task and classify each vulnerability as detected or not; then, (ii) the first author classifies the remaining remarks and checklist items interactions; the first and last authors discuss the classification, especially unclear cases. The final decision is taken by cross-checking our classification with the answers participants gave when indicating whether they found the vulnerabilities (Step 3 in Figure 1).

Analysis of open answers on performance. We use open card-sorting [78] to analyze the the open answers participants’ gave on their review performance (step 3, Figure 1). It allowed us to identify factors that might affect the detection of vulnerabilities during a review. From the open-text answers, the first and second author separately created self-contained units, then sorted them into themes. To ensure the themes’ integrity, the authors iteratively sorted the units several times. Then, both authors compared and discussed their results to reach the final themes. The discussion helped to evaluate controversial answers, reduce bias caused by

| Variable | Description |
|----------|-------------|
| Dependents Variables |
| VulnFound | The participant found the vulnerability in the code review |
| Independent Variables |
| Treatment | The treatment to which the participant was assigned |
| Control Variables (Review) |
| Interruptions | For how long the participant was interrupted during the review |
| DurationReview | Duration of the code review |
| Control Variables (Security Knowledge) |
| Familiarity | Familiarity to vulnerabilities |
| Courses | The participant has participated in security courses and/or training |
| Update | The participant keeps themselves up to date with security information |
| Responsibility | The participant looks for vulnerabilities and reviews as part of their job responsibility |
| Control Variables (Security Practice) |
| Incidents | The participant has experience with security incidents |
| Responsibility | The participant actively considers vulnerabilities when designing software, coding, reviewing code |
| Control Variables (Demographics) |
| LevelOfEducation | Highest achieved level of education |
| EmploymentStatus | Employment status |
| Role | Role of the participant |
| OSSDev | The experience in OSS development |
| ProfDevExp | Years of experience as professional developer |
| Java | In java |
| WebDevExp | In web programming |
| DBDevExp | In database applications |
| ChecklistExp | Using checklists during reviews |
| DesignFreq | How often they design software |
| DevFreq | Program review code |

| Variable | Description |
|----------|-------------|
Figure 4: Job distribution among employed participants.

wrong interpretations of participants’ comments, and strengthen the confidence in the outcome. We also use the card sorting output to triangulate our results and form new hypotheses, which we challenged with experimental data (e.g., end of Section 4.2).

3.5 Pilot Runs

We conducted 13 pilot runs to verify (1) the absence of technical errors in the experiment platform, (2) the ratio with which participants were able to find the injected vulnerabilities, (3) the understandability of the instructions and UI, (4) the absence of design/implementation issues beyond the injected vulnerabilities, and (5) the usability of the security checklist. We also gathered qualitative feedback from the participants.

We conducted each run with a different participant. We recruited the participants through our professional network to ensure that they would take the task seriously and provide feedback on their experience. The participants’ data and qualitative feedback during the pilot runs were discussed iteratively among the authors every few pilot runs. We continued with our pilot iterations until the required changes were minimal. No data gathered from the pilot is considered in the final experiment.

3.6 Recruiting Participants

To recruit participants, the study authors spread the experiment through direct contacts from their professional network as well as their social media accounts, such as Twitter. In addition, the experiment was spread through practitioners blogs, web forums, and open source mailing lists. The actual aim of the experiment was not revealed. We introduced a donation-based incentive of 5 USD to a charity per complete and valid participant.

4 RESULTS

In this section, we report the results of our investigation.

4.1 Validation of participants data

A total of 522 people accessed our online experiment through the provided link. Of these, 357 did not finish all experiment steps; thus, we removed their entries from the results dataset. We considered the 165 people who completed all steps as potentially valid. Then, we manually analyzed cases of participants whose code review duration was 1.5 times the interquartile range above the upper quartile or below the lower quartile. We removed participants who did not leave any remarks and did not interact with the qualitative questions of the performance inquiry. We also verified the checklist interactions (e.g., if they skipped all items of the checklist) of participants assigned to TC and SC. We removed 15 participants during this step. After applying these exclusion criteria, data from 150 participants could be used for the analyses.

The valid participants were assigned to the treatments as follows: 33 received NI, 41 received SI, 41 received TC, and 35 received SC. Figure 4 shows the current positions of participants with part-/full-time employment, and Figure 5 presents the participants’ experience and practice. Most participants currently have an engineering role (62%), have more than two years of professional development experience (82%), and design, program, and review code daily (37%, 65%, and 65%, respectively). 121 participants self-described as male, 7 as female, and 22 preferred not to disclose.

4.2 RQ1. Security instructions in review

Table 2 presents the results of the review in terms of vulnerability finding: 92 participants found at least one of the vulnerabilities; 37% (55) of the participants found the MSI, while 53% (80) found the BRA. Among the control participants (NI), 3% found the MSI and 21% found the BRA; among the 117 participants in the treatments approximately 46% found the MSI and 62% the BRA. When
Table 3: Logistic regression models for RQ1 (N=150).

| Dep. Var. = MSI | Dep. Var. = BRA |
|----------------|----------------|
| **Intercept**  | **Intercept**  |
| -6.080         | -5.893         |
| S.E.           | S.E.           |
| 2.089          | 1.741          |
| Sig.           | Sig.           |
| **           | **           |
| **SC**         | **SC**         |
| 3.809          | 1.686          |
| S.E.           | S.E.           |
| 1.165          | 0.617          |
| Sig.           | Sig.           |
| **           | **           |
| **SI**         | **SI**         |
| 4.047          | 1.627          |
| S.E.           | S.E.           |
| 1.152          | 0.617          |
| Sig.           | Sig.           |
| **           | **           |
| **TC**         | **TC**         |
| 3.984          | 1.933          |
| S.E.           | S.E.           |
| 1.160          | 0.631          |
| Sig.           | Sig.           |
| **           | **           |
| **DurationCR** | **DurationCR** |
| 0.040          | 0.017          |
| S.E.           | S.E.           |
| 0.013          | 0.011          |
| Sig.           | Sig.           |
| **           | **           |
| **Interruptions** | **Interruptions** |
| -0.403         | -0.143         |
| S.E.           | S.E.           |
| 0.177          | 0.166          |
| Sig.           | Sig.           |
| **           | **           |
| **Familiarity** | **Familiarity** |
| 1.575          | 0.477          |
| S.E.           | S.E.           |
| 0.827          | 0.692          |
| Sig.           | Sig.           |
| **           | **           |
| **Incidents**  | **Incidents**  |
| -0.703         | 0.332          |
| S.E.           | S.E.           |
| 0.602          | 0.504          |
| Sig.           | Sig.           |
| **           | **           |
| **Practice**   | **Practice**   |
| 0.566          | 0.672          |
| S.E.           | S.E.           |
| 0.498          | 0.462          |
| Sig.           | Sig.           |
| **           | **           |
| **Update**     | **Update**     |
| -0.464         | 0.058          |
| S.E.           | S.E.           |
| 0.302          | 0.263          |
| Sig.           | Sig.           |
| **           | **           |
| **Responsibility** | **Responsibility** |
| 0.226          | 0.068          |
| S.E.           | S.E.           |
| 0.234          | 0.201          |
| Sig.           | Sig.           |
| **           | **           |
| **Coding**     | **Coding**     |
| 0.815          | 0.192          |
| S.E.           | S.E.           |
| 0.326          | 0.223          |
| Sig.           | Sig.           |
| **           | **           |
| **Reviewing**  | **Reviewing**  |
| -0.159         | 0.176          |
| S.E.           | S.E.           |
| 0.240          | 0.207          |
| Sig.           | Sig.           |
| **           | **           |
| **ProDevExp**  | **ProDevExp**  |
| -0.017         | 0.176          |
| S.E.           | S.E.           |
| 0.186          | 0.207          |
| Sig.           | Sig.           |
| **           | **           |
| **JavaExp**    | **JavaExp**    |
| 0.110          | 0.173          |
| S.E.           | S.E.           |
| 0.194          | 0.169          |
| Sig.           | Sig.           |
| **           | **           |
| **OfemDesign** | **OfemDesign** |
| -0.195         | -0.180         |
| S.E.           | S.E.           |
| 0.248          | 0.254          |
| Sig.           | Sig.           |
| **           | **           |
| **DevFreq**    | **DevFreq**    |
| -0.132         | -0.106         |
| S.E.           | S.E.           |
| 0.342          | 0.198          |
| Sig.           | Sig.           |
| **           | **           |
| **CRFreq**     | **CRFreq**     |
| 0.173          | -0.106         |
| S.E.           | S.E.           |
| 0.222          | 0.198          |
| Sig.           | Sig.           |
| **           | **           |

Sig. codes: "**" $p < 0.001$, "***" $p < 0.01$, "**" $p < 0.05$

expressed in odds ratio, these results show that participants assigned to any of SI, SC, and TC are eight times more likely to find a vulnerability than those assigned to NI ($p < 0.001$).

In our logistic regression models, we set NI as the reference level to better see the significance of the treatments (SI, SC, and TC) in our Instructions variable. We used the same starting variables in both models (see Section 3.4), but the final ones differ due to removals during the multicollinearity analysis. Table 3 shows the results of the logistic regression models considering as dependent variables whether the participants found MSI and BRA, respectively. The models confirm the result shown in Table 2: instructing developers to focus on security and providing checklists is significant, thus, we can reject $H_0$.

Finding 1. Developers who are instructed to focus on security issues during code review are eight times more likely to detect a vulnerability than participants who are not.

Qualitative Analysis – NI participants. By analyzing the answers NI participants gave on why they did (not) identify the vulnerability, we find recurring themes. Considering the case of MSI, only one participant found it and explained: “I work in a bank and in my company they send warning emails about this kind of sensitive information being logged (like card numbers being logged etc). So it caught my attention that what is being logged.” The top-three reasons participants gave for not detecting MSI are they (i) focused on aspects unrelated to security (nine mentions), overlooked the vulnerable code (six), or lacked the necessary knowledge (four). For instance, a participant reported: “To be honest, I was optimizing for code structure/readability/architecture instead of security. Even so, I would probably have missed that one anyways.”

Concerning BRA, No security Instructions (NI) participants reported finding it due to prior knowledge (four mentions) or the explicit use of the MD5 algorithm (one). For instance, a participant wrote: “It’s very obvious that MD5 is being used to hash the password and MD5 being broken has been known for a long time now.” Yet, 79% of the NI participants did not find this vulnerability; the top-three reported reasons are: (i) lack of knowledge and experience (ten mentions); (ii) focus on aspects unrelated to security (five); and (iii) wrong assumptions about the code (four). Three participants reported that detecting the vulnerability was not part of their responsibility; as one put it: “I am not very familiar with cryptography and I would assume there would be some separate security assessment.”

Qualitative Analysis – SI participants. The SI participants received instructions to focus on security issues during the code review. Concerning MSI they stated they found it because (i) the code involves user or sensitive information that is valuable to hackers and raises security warning (eight mentions); (ii) of previous knowledge (one); and (iii) of first-hand experience (one). For example, a stated: “It contains personal information which is to be protected according to the GDPR. The leak of the password hash could be a [vulnerability] depending on how [the access] to the logs differs from access to the database.” The SI who did not detect the MSI explained that they missed it because they: (i) overlooked the vulnerability (six mentions), (ii) lacked knowledge or experience (four), and focused on factors unrelated to security (one).

Regarding BRA, the SI participants mostly reported reasons related to previous knowledge as to why they found it: (i) prior knowledge or experience (seven mentions); the vulnerability is well-known (two); MD5 can be hacked and quickly broken (two); and, MD5 is an old vulnerability. A participant pointed out: “It’s rather well known that MD5 isn’t secure anymore so I immediately noticed.” Among the SI participants who did not find BRA most (seven mentions) reported that they did not detect this vulnerability due to a lack of knowledge or experience. In addition, a participant stated to have made a wrong assumption: “I was expecting that this could be configured in another part of the software.”

We challenged these qualitative reasons using data collected in step 5 (Figure 1). We used the variables described in Section 3.4 to map the reasons. We used Chi-Square test for the first two variables of Knowledge (Familiarity and Courses) and Mann-Whitney U test for KnowledgeUpdate and all variables of Practice. Regarding MSI, only Coding was significantly related to detecting this vulnerability ($p < 0.01$). On the other hand, all variables of Practice (incidents, responsibility, design, coding, reviewing) were significantly related to detecting BRA (all with $p < 0.01$). Additionally, design from the practice variables group was also significantly related ($p = 0.02$).

Finding 2. Most developers perceive that security knowledge and practice influence their ability to detect vulnerabilities.

4.3 RQ2. Security checklists in reviews

In RQ2 we investigate the effect of providing a security checklist in addition to asking developers to focus on security issues. In this analysis, we thus remove the participants of No security
Table 4: Logistic regression models for RQ2 (N=117).

| Dep. Var. = MSI | Dep. Var. = BRA |
|----------------|----------------|
|                |                |
| Intercept      | -1.948         | -6.007         |
|                | 1.832          | 2.102          |
| SC             | 0.244          | -0.016         |
|                | 0.557          | 0.571          |
| TC             | 0.167          | 0.288          |
|                | 0.546          | 0.569          |
| DurationCR     | 0.0425         | 0.023          |
|                | 0.014          | 0.013          |
| Interruptions  | -0.402         | -0.291         |
|                | 0.181          | 0.190          |
| Familiarity    | 1.636          | 0.619          |
|                | 0.843          | 0.777          |
| Incidents      | -0.535         | 0.441          |
|                | 0.629          | 0.635          |
| Practice       | 0.681          | 0.817          |
|                | 0.519          | 0.545          |
| Update         | -0.505         | 0.005          |
|                | 0.309          | 0.304          |
| Responsibility | 0.186          | 0.078          |
|                | 0.241          | 0.244          |
| Designing      | -0.344         | -0.033         |
|                | 0.330          | 0.324          |
| Coding         | 0.829          | 0.190          |
|                | 0.335          | 0.262          |
| Reviewing      | -0.124         | 0.234          |
|                | 0.244          | 0.245          |
| ProfDevExp     | -0.055         | 0.082          |
|                | 0.195          | 0.185          |
| JavaExp        | 0.122          | 0.182          |
|                | 0.206          |                |
| OftenDesign    | -0.130         | 0.022          |
|                | 0.251          | 0.254          |
| DevFreq        | -0.189         | 0.630          |
|                | 0.355          | 0.365          |
| CRFreq         | 0.147          | -0.083         |
|                | 0.230          | 0.230          |

Sig. codes: **** p < 0.001, *** p < 0.01, ** p < 0.05

Instructions (NI) and set treatment Security Instructions (SI) as the reference level for our logistic regression models. Table 4 shows the results. While Duration and Interruptions are still significant for the detection of MSI, neither TC nor SC treatments are significant. Therefore, we cannot reject H02. The presence of a security checklist does not affect the detection of software vulnerabilities during code review compared to only asking developers to look for security issues.

Finding 3. Developers receiving a checklist (even if tailored to the code change) did not find more vulnerabilities than developers only instructed to focus on security issues.

Qualitative Analysis – TC and SC participants. We asked TC and SC participants whether the checklist helped them detecting the vulnerabilities.

Checklist was helpful: Concerning MSI, the top-three reasons given by participants about why the checklist helped them finding it are: the checklist (i) marked the participants recheck the code (eight mentions), (ii) pointed out specific areas (seven), and (iii) primed the participants to look for vulnerabilities (three). A participant explained: “Did not see the data passed in the logger at first. But after seeing that item in the checklist I went back to check again.” Two participants stated to not need the checklist to find the vulnerability but they still reported it as helpful; one stated: “Even though I found this vulnerability before looking at the checklist, it made me specifically look for that again which is probably a good thing.”

Regarding BRA, the top-three reported reasons for the checklist being helpful are that the checklist: (i) helped participants to look for vulnerabilities (five mentions), the checklist pointed out specific areas (five), and led them search for further information (external sources) regarding the vulnerability (three). A participant explained: “Did not notice which algorithm was used at first. After seeing the checklist I remembered the issue about the md5 algorithm.” Another stated: “While review, I search[ed on] Google how strong MD5 is.”

Checklist was not helpful: Some TC and SC participants who identified the vulnerabilities stated that the checklist did not help. Regarding the MSI, the top-four reported answers are: (i) the participant noticed the vulnerability before using the checklist (five mentions); (ii) the participant already looks for this vulnerability (one); and (iii) the vulnerability was easy to spot (one). For instance, a participant reported: “I was already on the lookout for that kind of mistake, because in a past job part of my responsibility was making sure that didn’t happen.” Regarding the BRA, the top-four reported answers are: (i) the participant already knew about this vulnerability (15 mentions), (ii) the checklist was not specific enough (four), (iii) the participant did not pay attention to the checklist (two), and this vulnerability requires explicit security knowledge (two).

Participants in TC and SC who did not find the vulnerabilities also explained why the checklist did not help. Regarding MSI, the top-four answers are: (i) lack of attention (three mentions); (ii) they focused on something unrelated to security (three); and (iii) they overlooked the vulnerability (two). For instance, a participant reported: “I wasn’t focused on the exception part, hence I missed the vulnerability.” Regarding the BRA, most participants reported lack of knowledge (six mentions) as the reason the checklist did not help them detect the vulnerability. A participant explained: “I wasn’t aware that MD5 was this vulnerable: I estimated during the review that it was a good choice.”

4.4 Robustness Testing

We employ robustness testing [53] to further challenge the validity of our findings.

Finding the first vulnerability distracted the participants. Participants who did not receive security instructions (treatment: No Security Instructions–NI) might have stopped looking for the second vulnerability after they found the first one assuming they found the only problem. To challenge our results against this hypothesis, we re-run the analyses and checked the new results. Our logistic regression models achieved the same results as for the original data: the presence of security instructions (as well as the security checklists) is significant to the detection of both vulnerabilities. Additionally, Coding also remains significant. Therefore, even if finding the first vulnerability distracted the participants, this did not impact the final results.

Participants have different levels of experience/practices. One factor that may impact the participants’ performance in the review task is their experience and practice (e.g., developers with fewer years of experience might find it more challenging to identify the
vulnerability). It is important that the treatment groups are balanced in this aspect. In addition to adding experience and practice as control factors in our regression models, we also performed multiple pairwise-comparison between the means of the treatments using the Tukey HSD test and correcting for multiple tests with the Holm approach. We found no statistically significant difference.

The number participants is too low. To calculate the minimum size sample of our experiment (i.e., number of participants with valid responses), we performed a preliminary power analysis using the G*Power [32], using Two-tail test with odds ratio = 1.5, α = 0.05, Power = 1 − β = 0.95, and \( R^2 = 0.3 \). We used a manual distribution. After running the analysis, we found that our experiment needed a minimum of 143 participants. As our experiment reached 150 valid participants (bigger than necessary), we believe that our sample is representative. However, this sample size is valid only for the first logistic regression model that we built to answer the research question RQ1. To build the second logistic regression model for RQ2, we exclude the participants assigned to NI. Therefore, for this analysis, we reduced our participants’ number to 117, which is still a quite large sample compared to many experiments in software engineering [13]. However, we also conducted other statistical tests to verify the effect of single variables on the expected outcome and reported the results as the sample size could have affected the significativity of the multivariate statistics.

The vulnerabilities are too easy/hard to detect. The vulnerabilities injected in the changes might have affected the validity of our results. Reviewers might not find a too hard to detect vulnerability and get discouraged to continue the experiment, while participants might detect a too easy vulnerability regardless of any other influencing factor, even without paying too much attention to the review. We measure that 37% and 53% of the participants found the MSI and the BRA, respectively, suggesting that these vulnerabilities were neither too trivial nor too difficult to find.

5 THREATS TO VALIDITY

Internal Validity. As our experiment was online, participants conducted it in different environments (e.g., noise level and web searches), which could have influenced the results; yet it is expected that developers in real world settings also work with various tools and environments. Interruptions could have also influenced the results, so we asked participants about interruptions and their duration and included this information in our statistical analyses. To mitigate the possible threat from missing control over subjects, we included some questions to characterize our sample, such as experience and role (Step 4 in Figure 1). We conducted statistical tests to investigate how these factors affect the results. Participants were allowed to take the experiment only once to prevent duplicate participation. We removed participants who did not complete the experiment and manually analyzed outliers in terms of duration.

We acknowledge that developers’ background, knowledge, and practice may impact the experiment’s results. However, we could only register a statistically significant (positive) effect for the variable ‘coding’ (i.e., “the participant considers vulnerabilities when coding” – see table 1) when finding the MSI vulnerability (Tables 3 and 4). In their open-text responses, developers indicated that they perceive these aspects (especially knowledge) to play a substantial role. In addition, we performed multiple pairwise comparisons between the means of the treatments using the Tukey HSD test and correcting for multiple tests with the Holm approach (section 4.4). We believe the impact of background knowledge and practice should be investigated with further studies.

Construct Validity. The vulnerabilities were based on the examples of their CWE description [60, 62] and the security checklists were based on the OWASP code review checklist [63]. To mitigate the risk that the code changes and security checklists could have unanticipated characteristics that biased the results (e.g., due to inappropriate quality), we validated them with two security experts (Section 3.3) and through 13 pilot runs (Section 3.5).

The online platform showed all code on the same page, and participants had to scroll down to proceed to the next page of the online experiment. In this way, we aimed to ensure that subjects saw the complete code change. To mitigate the fact that the online reviewing platform may differ from what participants are used to, the experiment tool’s interface is designed to be identical to the popular review tool Gerrit [35]. Documentation was also added to make the experiment closer to a real world scenario.

We used different measurement techniques to mitigate mono-method bias [23]; we obtained qualitative results by employing card sorting on participants’ responses to their performance inquiry (Step 3 in Figure 1). We also used this technique on the feedback of TC and SC participants on the helpfulness of the security checklist. We ran statistical analyses on variables from participants’ answers (Step 4 in Figure 1) and triangulated the qualitative and statistical findings. To mitigate mono-operation bias [23], we used more than one variable to measure each construct (e.g., security knowledge, practice). Each of variable (see Table 1) corresponds to a question in the survey on vulnerabilities (Step 4 in Figure 1). To mitigate interaction of different treatments [23]; participants were randomly assigned to one of the treatments (NI, SI, TC or SC). To test \( H_0 \) (i.e., the effect of a security instructions on vulnerabilities detection), we analyzed responses of all participants. To test \( H_{0.1} \) (i.e., the effect of a security checklist on vulnerability detection) and \( H_{0.2} \) (i.e., the effect of a tailored security checklist on vulnerability detection), we considered responses of participants assigned to SI, TC and SC.

We used the qualitative data–collected from SC and TC (\( N = 76 \))–to understand developers’ perceptions of the checklist’s effect. We used the qualitative data from NI and SI participants (\( N = 74 \)) to get insights into their perceived reasons for (not) finding the vulnerabilities. Therefore, qualitative answers in these two groups (SC-TC, NI-SI) refer to two different contexts. We used this design to limit the number of questions (especially those with open-text answers) to prevent overloading our participants and to ensure broader participation in the experiment.

External Validity. To have a diverse sample of participants, we invited software developers from several countries, organizations, education levels, and background; yet, our sample is not representative of all developers. Moreover, further studies should be designed and run to establish the generalizability of our findings with different changes and vulnerabilities.
6 DISCUSSION

We investigated the effects of instructing developers to focus on security issues and of two security checklists on vulnerability detection during code review. We now discuss the main implications and results of our study.

Mental attitude matters. Vulnerabilities can lead to strong negative consequences when they go undetected. Almost every day the media publishes news about successful cyberattacks, showing more and more the urgency and need for advances in the secure software engineering field. Previous studies reported mental attitude as one leading cause of why vulnerabilities are introduced in the code [50, 88, 91] and initial evidence suggests that it may be one of the reasons for not being detected during code review [17].

In line with previous findings [17, 50, 88], our results suggest that developers’ mental attitude plays an important role in the detection of software vulnerabilities during code reviews. These results strengthen the questions on the effectiveness of the current development process, including coding and reviewing activities. Organizations may consider incorporating Secure Code Review (SCR) into their development process to create a different approach. SCR is an enhancement to the standard code review practice where the structure of the review process places security considerations, such as company security standards, at the forefront of the decision-making [63]. Further studies need to be designed and carried out to determine how to better design SCR and evaluate its effectiveness.

Interestingly, our results show that security instructions are helpful but the detection of vulnerabilities does not increase when a security checklist is added to the code review. Thus, a less is more approach can be adopted to improve the code review process: keeping it as simple as possible with security instructions rather than incorporating advanced or complicated solutions, such as security checklists. Studies can be carried out to investigate how to effectively address security instructions during SCR.

Security checklists are no silver bullets. Checklists are a well-established reading support mechanism often used by individual inspectors for the purpose of preparation [27]. Previous studies [54, 68] found that Checklist-Based Reading effectively finds more issues during code reviews than Ad Hoc Reading. Braz et al. [17] suggested security checklists as a way to improve the code review process. Surprisingly, we found that they do not facilitate the detection of software vulnerabilities compared to just instructing the developers to focus on security issues during the code review, even when the checklist is strictly tailored to the code change.

Our findings provide initial evidence that reviewers may make wrong assumptions, such as assuming that the developer already implemented the change considering the application’s security. In fact, checklists may not always be helpful. For example, it can remind the developer to use hashing to protect passwords. However, in practice, hashed passwords cannot be used for challenge-response authentication, negotiating a shared cryptographic session key, or for other such things [14]. Thus, the developer must decide between protecting against a stolen password file or being able to generate a shared session key. Although well-intentioned, a checklist cannot answer this question and, without proper knowledge, developers may take the wrong decision. In our study, developers reported lack of knowledge as one of the main reasons why the checklists did not help in detecting the vulnerabilities. A security checklist could be used as a reminder but not as a substitute for analysis [14].

A possible problem of checklists is that they are often too general and do not sufficiently tailored to a particular development environment [43]. However, our results indicate that a security checklist strictly tailored to the code change does not increase the vulnerability detection in code reviews. This finding raises questions on whether the problem is not the security checklists but how developers perceive them. In fact, a few developers reported to have read the checklist after the review or to not consider it at all. Further studies could investigate how to effectively integrate security checklist in tools and processes to support review.

7 CONCLUSION

We investigated whether and to what extent instructing developers to focus on security issues and providing security checklists during code reviews can support the detection of software vulnerabilities. Specifically, we designed and conducted an experiment with 150 participants, which included a code review task and a survey. The code change to review contained two vulnerabilities: Generation of Error Message Containing Sensitive Information (MSI) and Use of a Broken or Risky Cryptographic Algorithm (BRA). The participants were randomly assigned to one of the following treatments: No security Instructions (NI), Security Instructions (SI), Security Checklist (SC), or Tailored security Checklist (TC). The latter two groups received a security checklist; SI received instructions to focus on security issues during the review; and NI received neither.

In total, 92 participants found at least one of the vulnerabilities. Those who received the instructions to focus on security issues were at least eight times more likely to detect vulnerabilities. However—surprisingly—adding security checklists did not increase further the vulnerabilities detection during code review compared to only receiving security instructions.

Our findings provide evidence that developers’ mental attitude plays a role in detecting software vulnerabilities during code reviews. The effect of the security instructions provides evidence that vulnerability detection could be triggered with proper security considerations, such as security standards for code reviews. Moreover, the role and design of security checklists should be investigated further to establish and improve their effectiveness.
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