Abstract

In this paper we study the relationship between Lyapunov exponents and the induced map on cohomology for $C^1$–diffeomorphisms on compact manifolds. We show that if the induced map on cohomology has spectral radius strictly larger than 1, then the diffeomorphism has an invariant ergodic measure with at least one positive Lyapunov exponent. Furthermore, if the diffeomorphism also preserves a continuous volume form then it has an invariant ergodic measure with at least one positive and one negative Lyapunov exponent, in agreement with Shub’s entropy conjecture. We also consider diffeomorphisms preserving a measure equivalent to volume. In this case we show that if the Lyapunov metric satisfies an integrability condition then volume must be a measure of maximal entropy.

1 Introduction

The Lyapunov exponents of a general linear cocycle are difficult to evaluate. One reason for this difficulty is that calculating the Lyapunov exponents of a linear cocycle requires knowledge of the values of the cocycle for all future times, and this information is in general not available. Besides, even when it is available, the calculations involved are not tractable. On the other hand, in the special case of the derivative cocycle, the existence of non-zero Lyapunov exponents can have strong implications for the dynamics of a diffeomorphism, see for example [6] for hyperbolic measure. This motivates the search for estimates of the Lyapunov exponents with quantities that are easier to evaluate.
It follows from the Ruelle inequality, see [12], that a lower bound for the sum of positive Lyapunov exponents is given by the metric entropy. More explicitly, let \( f \in \text{Diff}^1(X) \) be a \( C^1 \)-diffeomorphism of a compact smooth manifold \( X \). Given some \( f \)-invariant ergodic Borel probability measure \( \mu \in \mathcal{M}(X) \) we have the inequality

\[
h_\mu(f) \leq \sum_{\lambda_i(x, Df, \mu) > 0} \lambda_i(x, Df, \mu), \quad \mu \text{-a.e}
\]

where \( h_\mu(f) \) is the metric entropy of \( f \) with respect to \( \mu \) and \( \lambda_i(x, Df, \mu) \) are the Lyapunov exponents of the derivative cocycle of \( f \) with respect to \( \mu \). It follows in particular that if \( h_\mu(f) > 0 \) then there must exist at least one positive Lyapunov exponent. Moreover, using the fact that \( h_\mu(f^{-1}) = h_\mu(f) \) the existence of one negative Lyapunov exponent also follows. By the variational principle, see [7], there is a sufficient condition for the existence of a measure with positive metric entropy. If \( h_{\text{top}}(f) \) denotes the topological entropy of \( f \in \text{Diff}^1(X) \) then the variational principle states

\[
h_{\text{top}}(f) = \sup_\mu h_\mu(f)
\]

where the supremum is over all ergodic measures. It follows that if \( h_{\text{top}}(f) > 0 \) then there has to exist at least one ergodic measure \( \mu \) such that \( h_\mu(f) > 0 \) and hence there exists a measure with at least one positive and one negative Lyapunov exponent. So to find a sufficient condition for the existence of non-zero Lyapunov exponents it suffices to find a sufficient condition for the topological entropy to be positive.

There has been a lot of work on finding lower bounds of the topological entropy. Notably, it was shown by Misiurewicz and Przytycki, [11], that for a \( C^1 \)-map the logarithm of the degree is a lower bound for the topological entropy. That is, let \( f \in \text{End}^1(X) \) be orientation preserving, then

\[
\log(\deg(f)) \leq h_{\text{top}}(f)
\]

where \( \deg(f) \) is the topological degree of \( f \). It should be noted that since \( \deg(f) \) is the eigenvalue of the induced map of \( f \) on the top homology group, one can interpret the result as follows: the topological entropy is an upper bound for the homological growth. It was shown by Manning, [9], that for \( f \in \text{Diff}^1(X) \) the topological entropy is an upper bound for the logarithm of the spectral radius of the induced map on the first homology. That is, if \( f_{\ast, 1} : H_1(X; \mathbb{R}) \to H_1(X; \mathbb{R}) \) is the induced map on the first homology group and \( \text{sp}(f_{\ast, 1}) \) is the spectral radius, then

\[
\log(\text{sp}(f_{\ast, 1})) \leq h_{\text{top}}(f)
\]
where again this result can be interpreted as the topological entropy being an upper bound for the homological growth. The result of Manning has also been generalized by Bowen to the induced map on the fundamental group, see [2]. It was conjectured by Shub, see [14], that the results in [11] and [9] was part of a more general principle. Namely, the topological entropy is a upper bound for homological growth. More concretely, let $f : X \to X$ be a $C^1$-map and let $f_*$ be the induced map on the real homology groups of $X$, that is

$$f_* : \bigoplus_{k=0}^n H_k(X; \mathbb{R}) \to \bigoplus_{k=0}^n H_k(X; \mathbb{R}),$$

$$f_*|_{H_k(X; \mathbb{R})} = f_{*,k} : H_k(X; \mathbb{R}) \to H_k(X; \mathbb{R})$$

where $\dim(X) = n$. Then Shub conjectured that the bound

$$\log \text{sp}(f_*) \leq h_{\text{top}}(f)$$

should hold. This conjecture is commonly known as Shub’s entropy conjecture or simply the entropy conjecture. The entropy conjecture is sharp in the sense that there exist Lipschitz homeomorphisms $f \in \text{Homeo}(X)$ such that $f$ does not satisfy the entropy conjecture, see [14]. It follows that the differentiability should be crucial in a proof of the entropy conjecture. There are partial results on the entropy conjecture. Notably, the result of Manning [9] combined with Poincaré duality proves the entropy conjecture for all manifolds of dimension at most 3. In [15] Yomdin shows that the entropy conjecture holds for $C^\infty$-maps. Actually, Yomdin’s result is stronger than the entropy conjecture in that he shows that the topological entropy is an upper bound for the volume growth. And the volume growth, in turn, is larger than the homological growth. There also exist partial results on the entropy conjecture by restricting the type of manifold considered. In [10] it is shown that the entropy conjecture holds for every continuous map on a nilmanifold.

The main result of this paper is that some of the consequences of the entropy conjecture still hold without the full conjecture. In particular, we apply a variational principle from [13] to show that any diffeomorphism $f : X \to X$ with spectral radius larger than one has at least one ergodic measure with a positive Lyapunov exponent, see Corollary C. More precisely, we show that there is some ergodic measure $\mu$ such that the following inequality holds

$$\log \text{sp}(f_*) \leq \Sigma(x, Df, \mu), \quad \mu - a.e$$

where $\Sigma(x, Df, \mu)$ is the sum of positive Lyapunov exponents with respect to $\mu$. We can, however, not guarantee the existence of an ergodic measure with at least one positive and one negative exponent. On the other hand, if the
diffeomorphism $f$ also preserves a continuous volume form, then the sequence of determinants $\det(Df^n)$ is uniformly bounded, therefore by Oseledec’s theorem the Lyapunov exponents of every ergodic measure must sum to zero. It follows from our results that if a diffeomorphism has spectral radius larger then 1 and preserves a continuous volume, then there is an ergodic measure with at least one positive and one negative Lyapunov exponent.

A natural question in light of (1.1) is for what measures do we obtain the inequality (1.1). In particular, if $f$ preserves a volume $dV$, under what conditions can we obtain the inequality

$$\log sp(f_\ast) \leq \Sigma(x, Df, \mu)$$

for $d\mu = dV$? We show that this is possible provided that the Lyapunov metric satisfies an integrability condition, see Corollary D. Using Pesin’s entropy formula this also gives a positive answer to the entropy conjecture for conservative diffeomorphisms where the Lyapunov metric satisfies an integrability condition. Actually combining our results with the results of [8] we also show that in the $C^\infty$—setting the integrability condition from Corollary D also implies that the volume is a measure of maximal entropy for $C^\infty$—diffeomorphisms.

**Structure of paper:** In section 2 we formulate the main result of the paper and briefly discuss the proofs. In section 3 we go through some background from smooth ergodic theory, differential topology and Hodge theory and simultaneously fix notation. In section 4 we prove some technical results which are used to prove the obtain the main results of the paper. In section 5 we prove corollaries of the results of section 4.
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## 2 Main results

In this section we state the main results of the paper. The aim is to obtain bounds for the spectral radius in terms of Lyapunov exponents.

Let $(X, g)$ be a smooth, oriented, compact Riemannian manifold without boundary and metric $g$. We denote by $V_g$ the volume form induced by the metric $g$, we shall always assume that $g$ is chosen such that $V_g(X) = 1$. Let $f : X \to X$ be a $C^1$—map. We denote by $H^k(f) : H^k(X) \to H^k(X)$ the induced map on
the $k$'th real cohomology group, or equivalently the $k$'th de Rahm cohomology group. Let $\Omega^k_c(X)$ be the space of complex smooth $k$—forms over $X$ and let

$$d : \Omega^k_c(X) \to \Omega^{k+1}_c(X)$$

denote the exterior derivative. If $[\omega] \in H^k(X) \otimes \mathbb{C}$ is an eigenvector for $H^k(f)$ with eigenvalue $e^\lambda \in \mathbb{C}$ then there is a harmonic $k$—form $\omega$ and a continuous $k$—form $\alpha \in \text{Im}(d)$ such that

$$f^*\omega = e^\lambda \omega + \alpha \quad \text{(Eq.$\lambda,k$)}$$

from Lemma 3.1. We define

**Definition 2.1.** We say that $\omega, \alpha \in L^2\Omega^k_c(X)$ is a solution of (Eq.$\lambda,k$) if $\omega$ and $\alpha$ satisfy the equation in (Eq.$\lambda,k$) and if $\omega \in H^k, \alpha \in \text{Im}(d)$.

with this definition there is a bijective correspondence of the non-trivial solutions to (Eq.$\lambda,k$) and the eigenvalues of $H^k(f)$, see Lemma 3.1.

We define

$$\lambda^+(Df^\wedge k) = \lim_{n \to \infty} \sup_{x \in X} \frac{1}{n} \log \left\| D_x (f^n)^\wedge k \right\|$$

Our first result concerning the spectral radius is essentially the elementary bound of the volume growth, but we state it as a theorem since it will be important in the remainder.

**Theorem A.** Let $f : X \to X$ be a $C^1$—diffeomorphism and let $k$ be an integer between 1 and $\dim(X)$. If $\omega, \alpha \in L^2\Omega^k_c(X)$ is a non-trivial solution of (Eq.$\lambda,k$), then $\Re(\lambda) \leq \lambda^+(Df^\wedge k)$.

As an immediate consequence of Theorem A we can consider the case of uniformly subexponential maps $f : X \to X$. We say that a $C^1$—diffeomorphism $f : X \to X$ is uniformly subexponential if every Lyapunov exponent with respect to every invariant measure is 0. Equivalently $f$ is uniformly subexponential if $\lambda^+(Df^\wedge k) = 0$ for every $k$. So we obtain the following

**Corollary A.** If $f : X \to X$ is a uniformly subexponential $C^1$—diffeomorphism then

$$\log sp(f_*) = 0.$$ 

Let $\lambda^+(Df^\wedge k), \mu$ be the average maximal Lyapunov exponent of $Df^\wedge k$ with respect to an invariant measure $\mu$ defined by

$$\lambda^+(Df^\wedge k, \mu) = \lim_{n \to \infty} \frac{1}{n} \int_X \log \left\| (D_x f^n)^\wedge k \right\| \, d\mu.$$
and let $\Lambda_k(Df, \mu)$ be the sum of the $k$ largest Lyapunov exponents (counting with multiplicity) with respect to the measure $\mu$. Using the results of [13],

$$
\lambda^+(x, Df^k, \mu) = \Lambda_k(x, Df, \mu)
$$

and the fact that $\mu \Rightarrow \lambda^+_{(Df^k, \mu)}$ is upper semi-continuous we obtain the following corollary

**Corollary B.** Let $f : X \to X$ be a $C^1$–diffeomorphism and let $k$ be an integer between 1 and $\dim(X)$. If $\omega, \alpha \in L^2\Omega^k_c(X)$ is a non-trivial solution to (Eq $\Lambda_k$),

or equivalently if $e^\lambda$ is an eigenvalue for $H^k(f)$, then there exist some invariant measure $\nu_k \in \mathcal{M}_{erg}(X)$ such that

$$
\text{Re}(\lambda) \leq \Lambda_k(Df, \nu_k)
$$

in particular it holds that

$$
\log \text{sp}(f_x) = \log \text{sp}(H^k(f)) \leq \Sigma(Df, \nu)
$$

for some $\nu \in \mathcal{M}_{erg}(X)$.

As a consequence of Corollary B we have that if $\text{sp}(f_x) > 1$ then there is some measure $\nu \in \mathcal{M}_{erg}(X)$ with at least one positive Lyapunov exponent. If we add the assumption that $f : X \to X$ preserves a continuous volume form then for every ergodic measure $\mu$ we have

$$
\sum_{i=1}^{\dim(X)} \lambda_i(Df, \mu) = 0, \quad \lambda_i(Df, \mu) := \int_X \lambda_i(x, Df, \mu)d\mu(x)
$$

that is, the sum of Lyapunov exponents vanishes and we obtain the following Corollary

**Corollary C.** If $f : X \to X$ is a $C^1$–diffeomorphism with $\text{sp}(f_x) > 1$ then $f$ has an invariant ergodic measure with at least one positive Lyapunov exponent. Furthermore, if $f$ also preserves a continuous volume form then $f$ has an invariant ergodic measure with at least one positive and one negative Lyapunov exponent.

For any metric vector bundle $\mathcal{E} \to X$ with metric $h$ we can define the space of $L^p$–sections as the sections $\sigma : X \to \mathcal{E}$ such that

$$
\|\sigma\|_{L^p} = \int_X \|\sigma(x)\|^p_h dV_g(x) < \infty
$$

where $\|\cdot\|^p_h$ is the norm induced by $h$. We also allow $p < 1$, even though in this case the integral above does not necessarily define norm. In particular any bundle

$$
\mathcal{T}^*_xX = (TX)^{\otimes r} \otimes (T^*X)^{\otimes s}, \quad \Lambda^k(TX), \quad \Lambda^k(T^*X)
$$
can naturally be given an $L^p$–structure by the Riemannian metric on $X$. Any metric $h$ on $X$ defines a section $h : X \to \mathcal{E}_X = T^*_X \otimes T^*_X$. We say that $h$ is a $L^p$–metric if $\|h\|_{L^p} < \infty$. Let $f : X \to X$ be a $C^1$–diffeomorphism preserving a measure $V$ equivalent to $V_g$. We denote by $\lambda_i(x,Df,V)$ the $i$'th Lyapunov exponent of $Df$ with respect to $V$ counted with multiplicity. Let $\tilde{\lambda}_i(x,Df,V)$ be the $i$'th Lyapunov exponent counted without multiplicity. For $V$–almost every $x \in X$ we define the Lyapunov splitting $H_i(x) \subset T_xX$ defined by

$$\lim_{n \to \infty} \frac{1}{n} \log \|D_x f^n(v)\| = \tilde{\lambda}_i(x,Df,V), \quad v \in H_i(x) \setminus \{0\}.$$ 

We define the (family of) Lyapunov metrics, see [7], on $H_i(x)$ by

$$h^\varepsilon := \sum_{n \in \mathbb{Z}} e^{-2|n|\varepsilon} e^{-2n\tilde{\lambda}_i(x,Df,V)} (f^n)^* g$$

where $(f^n)^* g$ is the pullback of $g$

$$(f^n)^* g_x(u,v) = g_{f^n x} (D_x f^n(u),D_x f^n(v)).$$

We can extend this to a metric on all of $T_x X$ by defining the inner product between $u \in H_i(x)$ and $v \in H_j(x)$ to be 0 for $i \neq j$. That is we define

$$h^\varepsilon := \sum_i h_i^\varepsilon$$

This defines a measurable $V_g$–almost everywhere defined metric. We can now state our second main result

**Theorem B.** Let $k$ be an integer between 1 and $\dim(X)$ and let $f : X \to X$ be a $C^1$–diffeomorphism preserving a measure $V$ equivalent to the Riemannian volume. If $h^\varepsilon$ is $L^{k\varepsilon}$ and $\omega, \alpha \in L^2 \Omega^k_c(X)$ is a non-trivial solution to $[\mathcal{L}_{\partial \lambda,k}]$ then

$$\text{Re}(\lambda) \leq \|\Lambda_k(x,Df,V)\|_{L^{\varepsilon}} + k\varepsilon.$$ 

Here $\|\sigma\|_{L^{\infty}}$ is the essential supremum of the function $\sigma : X \to \mathbb{C}$ with respect to volume. By using the universal coefficients theorem we obtain the following corollary

**Corollary D.** Let $f : X \to X$ be a $C^1$–diffeomorphism preserving a measure $V$ equivalent to the Riemannian volume. If $h^\varepsilon$ is $L^{\dim(X)/2}$ then

$$\log sp(f_\varepsilon) \leq \|\Sigma(x,Df,V)\|_{L^{\varepsilon}} + \dim(X)\varepsilon.$$ 

So in particular if $sp(f_\varepsilon) > 1$ and $\varepsilon$ is sufficiently small then there exists a set of positive volume where $f$ has at least one positive Lyapunov exponent and one negative Lyapunov exponent.
In the extreme case where $h^\varepsilon$ is $L^{\dim(X)/2}$ for every $\varepsilon > 0$ and $f$ is ergodic we can use Pesin’s entropy formula to prove Shub’s entropy conjecture in this case.

**Corollary E.** If $f : X \to X$ is a conservative and ergodic $C^{1+\alpha}$-diffeomorphism with $h^\varepsilon$ in $L^{\dim(X)/2}$ for every $\varepsilon > 0$ then $f$ satisfies Shub’s entropy conjecture.

**Remark 1.** We note that the conclusion of the Corollary is stronger than Shub’s entropy conjecture since we actually prove

$$\log sp(f_*) \leq \Sigma(Df) = h_V(f) \leq h_{\text{top}}(f)$$

where the last equality use Pesin’s entropy formula. We also note that we only need the $C^{1+\alpha}$ assumption to be able to apply Pesin’s entropy formula, so the corollary holds whenever the system satisfies Pesin’s entropy formula.

Actually by analysing the proof of Theorem B we have

$$\liminf_{n \to \infty} \frac{1}{n} \log \int_X \|(D_x f^n)^\wedge\|_g \, dV_g \leq \Sigma(x; Df)\|_{L^\infty} + \dim(X)\varepsilon$$

if $h^\varepsilon$ is $L^{\dim(X)/2}$. Using the main result from [8] we have

$$h_{\text{top}}(f) = \lim_{n \to \infty} \frac{1}{n} \log \int_X \|(D_x f^n)^\wedge\| \, dV_g(x)$$

for $C^{\infty}$-diffeomorphisms. So in particular, if $f : X \to X$ is a conservative ergodic $C^{\infty}$-diffeomorphism (or more generally, we only need the Lyapunov exponents to be constant almost everywhere) such that $h^\varepsilon$ is $L^{\dim(X)/2}$ for every $\varepsilon > 0$ then

$$h_{\text{top}}(f) = \lim_{n \to \infty} \frac{1}{n} \log \int_X \|(D_x f^n)^\wedge\| \, dV_g(x) \leq \Sigma(Df) = h_V(f) \leq h_{\text{top}}(f)$$

where we’ve used Pesin’s entropy formula and the variational principle. So under these assumptions the volume $V$ must be a measure of maximal entropy.

**Corollary F.** If $f : X \to X$ is a conservative, ergodic $C^{\infty}$-diffeomorphism with $h^\varepsilon \in L^{\dim(X)/2}$ for every $\varepsilon > 0$, then $V$ is a measure of maximal entropy for $f$.

### 3 Preliminaries and notation

Let $(X, g)$ be a smooth, compact, oriented Riemannian manifold without boundary. We will consider a $C^1$-diffeomorphism

$$f : X \to X$$
which will be assumed fixed for the remainder of this section. We denote by $\mathcal{M}(X)$ the space of $f$–invariant Borel probability measures on $X$. We denote by $\mathcal{M}_{\text{erg}}(X)$ the space of $f$–invariant ergodic Borel probability measures on $X$.

Let $\pi_\mathcal{E} : \mathcal{E} \to X$ be a continuous metric (possibly complex, in which case the metric on $\mathcal{E}$ is assumed to be hermitian) finite rank vector bundle over $X$. We say that a map $\Phi : \mathbb{Z} \times \mathcal{E} \to \mathcal{E}$, denoted $\Phi(n, x)v$, $x \in X$, $v \in \mathcal{E}_x$, $n \in \mathbb{Z}$ is a linear cocycle over $f : X \to X$ if it holds that

$$\pi_\mathcal{E}\Phi(n, x)v = f^n x, \quad x \in X, \quad v \in \mathcal{E}_x, \quad n \in \mathbb{Z}$$

and if $\Phi(n, x) : \mathcal{E}_x \to \mathcal{E}_{f^n x}$ is linear and satisfy the cocycle equation

$$\Phi(n + m, x)v = \Phi(n, f^m x)\Phi(m, x)v, \quad x \in X, \quad v \in \mathcal{E}_x, \quad n, m \in \mathbb{Z}.$$ 

If $\mathcal{E}$ is a complex vector bundle we also require that $\Phi(x, n)$ is complex linear.

Let $h : X \to \mathcal{E}^* \otimes \mathcal{E}^*$ denote the metric on $\mathcal{E}$. We can define a norm of a cocycle $\Phi$ at $x \in X$ as the operator norm of $\Phi(1, x)$

$$\|\Phi\|_x = \sup_{0 \neq \nu \in \mathcal{E}_x} \frac{\|\Phi(1, x)\nu\|}{\|\nu\|}$$

where the norm on $\mathcal{E}_x$ and $\mathcal{E}_{fx}$ is the norm induced by $h$. We note that if $\Phi$ is a continuous cocycle then the map $x \mapsto \|\Phi\|_x$ is continuous and we can define

$$\|\Phi\| := \sup_x \|\Phi\|_x < \infty.$$ 

If $\pi_{\mathcal{E}}^* : \mathcal{E}^* \to X$ denotes the dual bundle of $\mathcal{E}$, then any cocycle $\Phi$ in $\mathcal{E}$ over $f$ induces a cocycle $\Phi^*$ in $\mathcal{E}^*$ over $f^{-1}$. We define this dual cocycle

$$\Phi^*(n, f^n x) : \mathcal{E}_{f^n x}^* \to \mathcal{E}_x^*$$

as the dual map of the map $\Phi(n, x) : \mathcal{E}_x \to \mathcal{E}_{f^n x}$. We note that if $\Phi$ is a continuous cocycle then so is $\Phi^*$.

We have two natural norms on the vector bundle $\pi_{\mathcal{E}}^* : \mathcal{E}^* \to X$. On the one hand we have the operator norm

$$\|u\| := \sup_{0 \neq \nu \in \mathcal{E}_x} \frac{|u(\nu)|}{\|\nu\|}, \quad u \in \mathcal{E}^*_x$$
where \( \| \nu \| \) is the norm of \( \nu \in \mathcal{E}_x \) with respect to the norm induced by the metric \( h \). On the other hand we have a (anti-)isomorphism \( \mathcal{E}^* \to \mathcal{E} \) defined as the inverse of the map
\[
\nu \mapsto h(\cdot, \nu).
\]
We denote this map by
\[
\mathcal{E}_x^* \ni u \mapsto u^\# \in \mathcal{E}_x
\]
and define a metric on \( \mathcal{E}^* \) by
\[
h^*(u, v) = \overline{h(u^\#, v^\#)}
\]
where \( \overline{z} \) is the complex conjugate of \( z \in \mathbb{Z} \). This metric also induces a norm on \( \mathcal{E}^* \). However by standard Hilbert spaces theory these norms coincide, so we can change between them whenever it is convenient.

### 3.1 Lyapunov exponents

For a cocycle \( \Phi : \mathbb{Z} \times \mathcal{E} \to \mathcal{E} \) and some \( f \)-invariant measure \( \mu \in \mathcal{M}(X) \) we can define the \textit{Lyapunov exponent} by
\[
\lambda(x, \nu, \Phi, \mu) := \lim_{n \to \infty} \frac{1}{n} \log \| \Phi(n, x)\nu \|, \quad x \in X, \ \nu \in \mathcal{E}_x
\]
where the limit exists for \( \mu \)-almost every \( x \) and every \( \nu \in \mathcal{E}_x \). By Oseledec’s theorem we have a measurable splitting at \( \mu \)-almost every \( x \in X \)
\[
\mathcal{E}_x = \bigoplus_{i=1}^{k(x)} H_i(x)
\]
such that for \( \nu \in H_i(x) \) we have
\[
\lambda(x, \nu, \Phi, \mu) = \lambda_i(x, \Phi, \mu).
\]
We denote by \( k(x) \) the number of distinct Lyapunov exponents at \( x \) and \( u_i(x) = \dim(H_i(x)) \), then \( k \) and \( u_i \) are \( f \)-invariant measurable functions. In particular \( k(x) \) and \( u_i(x) \) are constant \( \mu \)-almost everywhere if \( \mu \) is ergodic. If the rank of the vector bundle \( \mathcal{E} \) is \( r \), then counting with multiplicity we define a decreasing sequence of Lyapunov exponents \( \lambda_1(x, \Phi, \mu) \geq \ldots \geq \lambda_r(x, \Phi, \mu) \). We define the \textit{averaged Lyapunov exponents} by
\[
\lambda_i(\Phi, \mu) := \int_X \lambda_i(x, \Phi, \mu) \, d\mu(x).
\]
If the measure \( \mu \) is ergodic then \( \lambda_i(x, \Phi, \mu) = \lambda_i(\Phi, \mu) \) \( \mu \)-almost everywhere, since the Lyapunov exponents of an ergodic measure are constant.

We define the **maximal Lyapunov exponent** of \( \Phi \), with respect to \( \mu \), as the limit

\[
\lambda^+(x, \Phi, \mu) := \lim_{n \to \infty} \frac{1}{n} \log \| \Phi(n, x) \|
\]

which exists \( \mu \)-almost everywhere by the subadditive ergodic theorem. To get a Lyapunov exponent independent of \( x \) we also define the **averaged maximal Lyapunov exponent** by

\[
\lambda^+(\Phi, \mu) = \int_X \lambda^+(x, \Phi, \mu) d\mu(x)
\]

If \( \mu \) is ergodic \( \lambda^+(x, \Phi, \mu) = \lambda^+(\Phi, \mu) \) \( \mu \)-almost everywhere. It can be shown that we have \( \lambda^+(x, \Phi, \mu) = \lambda_1(x, \Phi, \mu) \), see for example [12].

Given a cocycle \( \Phi \) on the vector bundle \( \pi : \mathcal{E} \to X \) we can define a cocycle on the vector bundle of \( k \)-vectors

\[
\Lambda_k^\Phi(x, \mathcal{E}) = \mathcal{E} \wedge \ldots \wedge \mathcal{E}
\]

by the formula

\[
\Phi^{\wedge k}(n, x)(v_1 \wedge \ldots \wedge v_k) = (\Phi(n, x)v_1) \wedge \ldots \wedge (\Phi(n, x)v_k).
\]

Furthermore, see [1], we have the following equalities

\[
\lambda^+(x, \Phi^{\wedge k}, \mu) = \sum_{i=1}^k \lambda_i(x, \Phi, \mu)
\]

That is \( \lambda^+(x, \Phi^{\wedge k}, \mu) \) is given by the sum of the \( k \) largest Lyapunov exponents of \( \Phi \). We define

\[
\Lambda_k(x, \Phi, \mu) := \sum_{i=1}^k \lambda_i(x, \Phi, \mu),
\]

and obtain the equality

\[
\lambda^+(x, \Phi^{\wedge k}, \mu) = \Lambda_k(x, \Phi, \mu).
\]

Similarly as above we define

\[
\Lambda_k(\Phi, \mu) = \int_X \Lambda_k(x, \Phi, \mu) d\mu(x),
\]
and also get the equality $\Lambda_k(\Phi, \mu) = \lambda^+(\Phi^k, \mu)$. We define the sum of positive Lyapunov exponents by
\[
\Sigma(x, \Phi, \mu) := \sum_{\lambda_i(x, \Phi, \mu) > 0} \lambda_i(x, \Phi, \mu), \quad \Sigma(\Phi, \mu) := \int_X \Sigma(x, \Phi, \mu) d\mu(x)
\]
which satisfy the inequalities $\Sigma(x, \Phi, \mu) \geq \Lambda_k(x, \Phi, \mu)$ and $\Sigma(\Phi, \mu) \geq \Lambda_k(\Phi, \mu)$ for all $k$.

Finally to get exponents that are independent of the measure, we make the following definition
\[
\lambda^+(\Phi) := \lim_{n \to \infty} \frac{1}{n} \sup_{x \in X} \log \|\Phi(n, x)\|.
\]
For every ergodic $\mu$ it’s clear that we have the inequality
\[
\lambda^+(\Phi, \mu) \leq \lambda^+(\Phi).
\]
In the converse direction we have from [13, Theorem 1] the equalities
\[
\sup_x \limsup_{n \to \infty} \frac{1}{n} \log \|\Phi(n, x)\| = \lambda^+(\Phi) = \sup_\mu \lambda^+(\Phi, \mu)
\]
where the supremum in the last equality is over all ergodic $\mu$. We phrase this as a theorem

**Theorem 3.1.** We have the equality
\[
\lambda^+(\Phi) = \sup_\mu \lambda^+(\Phi, \mu)
\]
where the supremum is over $\mu \in \mathcal{M}_{\text{erg}}^\phi(X)$.

### 3.2 Cohomology and Hodge decomposition

Let $H^k(X)$ denote the $k$’th singular cohomology group of $X$. Given a continuous map
\[
f : X \to Y
\]
we denote the induced map on cohomology by $H^k(f) : H^k(Y) \to H^k(X)$. For any $k$ we also denote by $\Omega^k(X) := \Gamma(\Lambda^k(T^*X))$ the space of smooth $k$—forms. Given some smooth $f : X \to Y$ we define the pullback $f^* : \Omega^k(Y) \to \Omega^k(X)$ of differential forms by the formula
\[
f^* \omega_x(x_1, \ldots, x_k) := \omega_{fx}(D_{x_1}f(X_1), \ldots, D_{x_k}f(X_k)).
\]
We note that this formula makes sense for $C^{1}$–maps as well. Let  
\[ d : \Omega^{k}(X) \rightarrow \Omega^{k+1}(X) \]
denote the exterior derivative. We obtain the de Rham cohomology groups as  
\[ H^{k}_{\text{dR}}(X) = \frac{\ker(d : \Omega^{k}(X) \rightarrow \Omega^{k+1}(X))}{\text{Im}(d : \Omega^{k-1}(X) \rightarrow \Omega^{k}(X))}. \]
The pullback commutes with the differential, so given some smooth map \( f : X \rightarrow Y \) we obtain a map on cohomology \( f^{*} : H^{k}_{\text{dR}}(Y) \rightarrow H^{k}_{\text{dR}}(X) \). By de Rahm’s theorem we have isomorphisms \( H^{k}(X) \rightarrow H^{k}_{\text{dR}}(X) \) such that the following diagram commute  
\[
\begin{array}{ccc}
H^{k}(Y) & \xrightarrow{f^{*}} & H^{k}(X) \\
\downarrow & & \downarrow \\
H^{k}_{\text{dR}}(Y) & \xrightarrow{f^{*}} & H^{k}_{\text{dR}}(X)
\end{array}
\]
for some smooth \( f : X \rightarrow Y \). For the remainder we shall drop the index dR and simply consider the de Rham cohomology groups.

Let \( (X, g) \) be a smooth, compact and orientable Riemannian manifold. Furthermore let \( f : X \rightarrow X \) be a \( C^{1} \)–diffeomorphism. The Riemannian metric \( g \) induces a metric, denoted \( g^{k} \), on every bundle \( \Lambda^{k}(T^{*}X) \) by defining  
\[ g^{k}(v_{1} \wedge ... \wedge v_{k}, w_{1} \wedge ... \wedge w_{k}) = \det(g(v_{i}, w_{j})), \quad v_{i}, w_{j} \in T_{x}X. \]
Since \( g \) induces an isomorphism between \( T^{*}X \) and \( T^{*}X \) we can also use \( g \) to define a metric on \( T^{*}X \) and by the same construction as above we get an inner product, also denoted \( g^{k} \), on \( \Lambda^{k}(T^{*}X) \). This induces an inner product on the space \( \Omega^{k}(X) \) of \( k \)–forms by integrating the inner products of two \( k \)–forms against the Riemannian volume \( V_{g} \)  
\[ \langle \omega, \eta \rangle = \int_{X} g^{k}_{x}(\omega_{x}, \eta_{x}) \, dV_{g}(x), \quad \omega, \eta \in \Omega^{k}(X) \]
where \( g^{k}_{x}(\omega_{x}, \eta_{x}) \) is the inner product between \( \omega_{x} \) and \( \eta_{x} \). We denote by \( d^{*} : \Omega^{k+1}(X) \rightarrow \Omega^{k}(X) \) the dual of the exterior derivative with respect to this inner product on \( \Omega^{k}(X) \). We define the laplacian on \( \Omega^{k}(X) \) to be the map defined by  
\[ \Delta := d^{*}d + dd^{*}, \]
for more about the Laplacian see for example [5]. We denote by \( \mathcal{H}^{k} := \ker(\Delta : \Omega^{k}(X) \rightarrow \Omega^{k}(X)) \) the space of harmonic \( k \)–forms. A calculation shows that if \( \omega \in \mathcal{H}^{k} \) then  
\[ 0 = \langle \omega, \Delta \omega \rangle = \langle d\omega, d\omega \rangle + \langle d^{*}\omega, d^{*}\omega \rangle = \|d\omega\|^{2} + \|d^{*}\omega\|^{2} \]
so in particular we have \( d\omega = 0 \) for \( \omega \in \mathcal{H}^k \), and we can define the quotient map \( \mathcal{H}^k \to H^k(X) \). The Hodge theorem says that the map \( \mathcal{H}^k \to H^k(X) \) is an isomorphism. Furthermore we have the Hodge decomposition

\[
\Omega^k(X) = \mathcal{H}^k \oplus \text{Im}(d) \oplus \text{Im}(d^*).
\]

Let \( L^2\Omega^k(X) \) be the closure of \( \Omega^k(X) \) with respect to the inner product induced by \( g \). The Hodge decomposition extends to an orthogonal decomposition

\[
L^2\Omega^k(X) = \mathcal{H}^k \oplus \text{Im}(d) \oplus \text{Im}(d^*).
\]

We note that given a \( C^\infty \)-map \( h : X \to X \) we can decompose the map \( H^k(h) : H^k(X) \to H^k(X) \) as

\[
H^k(X) \to \mathcal{H}^k \xrightarrow{h^*} L^2\Omega^k(X) \xrightarrow{P} \mathcal{H}^k \to H^k(X)
\]

where \( P : L^2\Omega^k(X) \to \mathcal{H}^k \) is the projection map. By approximating a \( C^1 \)-map with \( C^\infty \)-maps it follows that this holds for \( C^1 \)-maps as well. We have the following lemma

**Lemma 3.1.** Let \( f : X \to X \) be a \( C^1 \)-map. Then \( H^k(f) : H^k(X) \to H^k(X) \) is given by

\[
H^k(X) \to \mathcal{H}^k \xrightarrow{f^*} L^2\Omega^k(X) \xrightarrow{P} \mathcal{H}^k \to H^k(X)
\]

and if \( \omega, \eta \in \mathcal{H}^k \) are such that \( H^k(f)([\omega]) = [\eta] \) then

\[
f^*\omega = \eta + \alpha
\]

where \( \alpha \in \text{Im}(d) \) is a continuous section. Furthermore \( f^* \) preserve \( \ker(d) \) and \( \text{Im}(d) \).

**Proof.** We note that the first claim follows from the second since \( P(\eta + \alpha) = \eta \).

So it suffices to show the formula

\[
f^*\omega = \eta + \alpha
\]

for \( \omega, \eta \in \mathcal{H}^k \) such that \( H^k(f)([\omega]) = [\eta] \) and \( \alpha \in \text{Im}(d) \) continuous.

Let \( f_n \) be a sequence of \( C^\infty \)-maps such that \( f_n \to f \) in the \( C^1 \)-topology, see [4, Theorem 2.6]. If \( f_n \) is in the same path component as \( f \) then \( f_n \) and \( f \) are homotopic so they induce the same map on cohomology. So we may assume without loss of generality that \( H^k(f_n) = H^k(f) \). Let \( \omega, \eta \in \mathcal{H}^k \) be such that

\[
H^k(f)([\omega]) = [\eta]
\]
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or since $H^k(f) = H^k(f_n)$

$$H^k(f_n)([\omega]) = [\eta].$$

Since the lemma holds for $C^\infty$-maps we have

$$P f^*_n \omega = \eta$$
or since $f^*_n$ preserve $\ker d = H^k \oplus \text{Im}(d)$ we have

$$f^*_n \omega = \eta + \alpha_n, \quad \alpha_n \in \text{Im}(d).$$

If it holds that $f^*_n \omega \to f^* \omega$ uniformly then it follows that $\alpha_n$ converges to a continuous element in $\text{Im}(d)$ since

$$\alpha_n = f^*_n \omega - \eta \in \text{Im}(d)$$
so we’re done. So it suffices to show that $f^*_n \omega \to f^* \omega$ uniformly. Since $X$ is compact it suffices to show that $f^*_n \omega \to f^* \omega$ uniformly in some chart about every point $x \in X$. Now, let

$$\psi_i : X \ni U_i \to B \subset \mathbb{R}^n, \quad i = 1, 2$$
be charts about $x \in X$ and $fx \in X$ where $B$ is the open unit ball in $\mathbb{R}^n$. By possibly making $U_1$ smaller and $n$ larger we may assume that $f_n(U_1), f(U_1) \subset U_2$ and that $\psi_i, \psi_i^{-1}$ are uniformly bounded with uniformly bounded derivatives. Since $f_n \to f$ in $C^1$ we have

$$\psi_2 f_n \psi_i^{-1} \to \psi_2 f \psi_i^{-1}, \quad D(\psi_2 f_n \psi_i^{-1}) \to D(\psi_2 f \psi_i^{-1})$$

where we may assume that this convergence is uniform by possibly letting $U_1$ be smaller. Let $h_n, h : B \to B$ denote

$$h = \psi_2 f \psi_1^{-1}, \quad h_n = \psi_2 f_n \psi_1^{-1}.$$

Then it holds that $h_n \to h$ and $Dh_n \to Dh$ uniformly. Let $I = (i_1, \ldots, i_k)$ be multiindex $1 \leq i_1 < \ldots < i_k \leq n$ and define

$$e_I^* = e_{i_1}^* \wedge \ldots \wedge e_{i_k}^*$$
where $e_i = (0, \ldots, 1, \ldots, 0)$ is a unit vector. We note that

$$|(h^* e_I^* - h_n^* e_I^*)(\nu_1, \ldots, \nu_k)| =
= |e_{i_1}^* ((Dx h - Dx h_n) \nu_1) | \cdot \ldots \cdot |e_{i_k}^* ((Dx h - Dx h_n) \nu_k) | \leq
\leq \sup_x \|Dx h - Dx h_n\| \sum_{i=1}^k \|\nu_i\| \to 0, \quad n \to \infty$$

where the convergence is uniform if $\|\nu_j\| = 1$. Since $e_I^*$, for all $I$, form a frame for $\Lambda^k(T^*B)$ it follows that $h_n^* \eta \to h^* \eta$ uniformly for every bounded $k$-form $\eta$.
$B \to \Lambda^k(T^*B)$. In particular it holds for the section $(\psi_2^{-1})^* \omega : B \to \Lambda^k(T^*B)$ that

$$h_n^* (\psi_2^{-1})^* \omega \to h_n^* (\psi_2^{-1})^* \omega$$

uniformly, but

$$h_n^* (\psi_2^{-1})^* \omega = (\psi_1^{-1})^* f_n^* \psi_2^* (\psi_2^{-1})^* \omega = (\psi_1^{-1})^* f_n^* \omega,$$

$$h^* (\psi_2^{-1})^* \omega = (\psi_1^{-1})^* f^* \psi_2^* (\psi_2^{-1})^* f^* \omega = (\psi_1^{-1})^* f^* \omega$$

or since $\psi_1^* : \Omega^k(B) \to \Omega^k(U_1)$ is an isomorphism we have that $f_n^* \omega \to f^* \omega$ uniformly on $U_1$.

Similarly we see that $f^*$ preserve $\ker(d)$ and $\text{Im}(d)$ since this holds for $f_n^*$. ■

Let $T^C X$ be the complexification of the tangent bundle with hermitian metric induced by the Riemannian metric. We define the space of complex $k-$forms, denoted $\Omega^C_k(X)$, by the same construction as for real $k-$forms but using $T^C X$. As in the real case we define $L^2\Omega^C_k(X)$. We can define the pullback on complex $k-$forms by extending it from real $k-$forms and defining it to be complex linear. The laplacian on $\Omega^C_k(X)$ is defined by extending the real laplacian to be complex linear. The space of complex harmonic forms, denoted $\mathcal{H}^C_k$, is given by

$$\mathcal{H}^C_k = \mathcal{H}^k \oplus i\mathcal{H}^k = \mathcal{H}^k \otimes \mathbb{C}.$$ 

We note that if $\omega^\lambda \in \mathbb{C}$ is an eigenvalue of $H^k(f) : H^k(X) \to H^k(X)$ then we have a $\omega \in \mathcal{H}^C_k$ such that $f^* \omega = \lambda \omega + \alpha$ where $\alpha \in \text{Im}(d) \subset L^2\Omega^C_k(X)$ is a continuous complex $k-$form. That is, when we complexify every eigenvalue of $H^k(f)$ has an eigenvector.

4 Proof of main results

In this section we prove the main result of the paper. We begin by framing the problem of finding bounds for the spectral radius as an equivalent question about finding non-trivial solutions to an equation, see (Eq Eq1,k). We then study the solutions of equation (Eq Eq1,k).

For the remainder of this section, let $(X, g)$ be a compact, oriented $n-$dimensional Riemannian manifold without boundary and let $f : X \to X$ be a $C^1-$map. We denote by $H^k(f) : H^k(X) \to H^k(X)$ the induced map on the $k'$th cohomology group.
If $e^\lambda \in \mathbb{C}$ is an eigenvalue for $H^k(f)$ then we can find some harmonic $\omega \in \mathcal{H}^k_C$ such that

$$f^* \omega = e^\lambda \omega + \alpha$$

(\text{Eq}_{\lambda,k})

for some continuous $\alpha \in \Im(d)$. It follows that any eigenvalue of $H^k(f)$ implies a non-trivial solution of (\text{Eq}_{\lambda,k}). On the other hand we recall Definition 2.1.

**Definition.** We say that $\omega, \alpha \in L^2 \Omega^k_C(X)$ is a solution of (\text{Eq}_{\lambda,k}) if $\omega \in \mathcal{H}^k_C$, $\alpha \in \Im(d)$ and $\omega, \alpha$ satisfy (\text{Eq}_{\lambda,k}).

**Remark 2.** Since $\mathcal{H}^k_C$ only contains smooth $k$–forms it follows that any solution $\omega, \alpha \in L^2 \Omega^k(X)$ of (\text{Eq}_{\lambda,k}) satisfies that $\alpha$ is continuous.

With this definition there is a one-to-one correspondence between the eigenvalues of $H^k(f)$ and the non-trivial solutions of (\text{Eq}_{\lambda,k}). It follows that we can bound the spectral radius of $H^k(f)$ by bounding the non-trivial solutions of (\text{Eq}_{\lambda,k}).

**Lemma 4.1.** Let $\omega, \alpha \in L^2 \Omega^k_C(X)$ be a solution of (\text{Eq}_{\lambda,k}). Then there exists a continuous sequence $\alpha_n \in \Im(d)$ such that

$$(f^n)^* \omega = e^{n\lambda} \omega + \alpha_n$$

where $\alpha_n$ is given by

$$\alpha_n = e^{(n-1)\lambda} \sum_{j=0}^{n-1} e^{-j\lambda} (f^j)^* \alpha$$

**Proof.** We define $\alpha_n$ by

$$\alpha_n := (f^n)^* \omega - e^{n\lambda} \omega.$$ 

Since $f^*$ preserve $\Im(d)$ by Lemma 3.1 the lemma follows by showing that $\alpha_n$ satisfy the formula from the lemma. We note that for $n = 1$ the formula holds since $\omega, \alpha$ is a solution of (\text{Eq}_{\lambda,k}). So, we assume that the formula holds for
some \( n \geq 1 \) and have
\[
\alpha_{n+1} = (f^{n+1})^* \omega - e^{(n+1)\lambda} \omega = f^* \left( e^{n\lambda} \omega + e^{(n-1)\lambda} \sum_{j=0}^{n-1} e^{-j\lambda} (f^j)^* \alpha \right) - e^{(n+1)\lambda} \omega = \\
e^{n\lambda} \left( f^* \omega - e^{\lambda} \omega + e^{-\lambda} \sum_{j=0}^{n-1} e^{-j\lambda} (f^{j+1})^* \alpha \right) = \\
e^{n\lambda} \left( \alpha + e^{-\lambda} \sum_{j=1}^{n} e^{-(j-1)\lambda} (f^j)^* \alpha \right) = \\
e^{n\lambda} \sum_{j=0}^{n} e^{-j\lambda} (f^j)^* \alpha
\]
and the formula for \( \alpha_n \) follows for all \( n \geq 1 \) by induction. 

From this we immediately obtain estimates of \( \text{Re}(\lambda) \) in terms of the growth rate, which is essentially contained in [15] [8]

**Lemma 4.2.** Let \( \omega, \alpha \in L^2(\Omega^k(X)) \) be solutions of (Eq \( \lambda,k \)). If \( \omega \neq 0 \) then
\[
\text{Re}(\lambda) \leq \liminf_{n \to \infty} \frac{1}{n} \log \left( \int_X \| (D_x f^n)^* \| \, dV_g(x) \right)
\]

**Proof.** From Lemma 4.1 we have
\[
e^{n\lambda} = \langle (f^n)^* \omega, \omega \rangle = \int_X \langle (f^n)^* \omega_x, \omega_x \rangle \, dV_g(x)
\]
so by the Cauchy-Schwartz inequality
\[
e^{n\text{Re}(\lambda)} \leq \int_X \| (f^n)^* \omega_x \| \| \omega_x \| \, dV_g(x) \leq \| \omega \|_{C^0} \int_X \| (f^n)^* \omega_x \| \, dV_g(x).
\]
Let \( \nu \in T_x X \wedge ... \wedge T_x X \) be a \( k \)-vector then
\[
\| (f^n)^* \omega_x \| = \sup_{\| \nu \| = 1} | (f^n)^* \omega_x(\nu) | = \sup_{\| \nu \| = 1} \omega_f^n \left( (D_x f^n)^* \nu \right) \leq \left\| (D_x f^n)^* \nu \right\| \| \omega \|_{C^0}.
\]
Combining these formulas we have
\[
\text{Re}(\lambda) \leq \frac{2 \log \| \omega \|_{C^0}}{n} + \frac{1}{n} \text{log} \left( \int_X \| (D_x f^n)^* \| \, dV_g(x) \right)
\]
and by taking the \( \liminf \) on both side the lemma follows.

---
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4.1 Proof of Theorem A

In this section we prove Theorem A and Corollary A. We begin by proving Theorem A, which follows from Lemma 4.2 and the fact that

\[
\lim_{n \to \infty} \frac{1}{n} \sup_x \log \|(D_x f^n)^\wedge k\| = \lambda^+(Df^\wedge k) = \sup_{\mu} \lambda^+(Df^\wedge k, \mu) = \sup_{\mu} \Lambda_k(Df, \mu).
\]

Indeed, for any \(\varepsilon > 0\) and \(n \geq n_0(\varepsilon)\) we have

\[
\|(D_x f^n)^\wedge k\| = e^{n(\frac{1}{n} \log \|(D_x f^n)^\wedge k\|)} \leq e^{n(\lambda^+(Df^\wedge k) + \varepsilon)}
\]

so it follows that

\[
\liminf_{n \to \infty} \frac{1}{n} \log \int_X \|(D_x f^n)^\wedge k\| dV_g(x) \leq \liminf_{n \to \infty} \frac{1}{n} \log \int_X e^{n(\lambda^+(Df^\wedge k) + \varepsilon)} dV_g(x) = \lambda^+(Df^\wedge k) + \varepsilon
\]

so letting \(\varepsilon \to 0\) Theorem A follows from Lemma 4.2.

4.2 Proof of Theorem B

In this section we prove Theorem B and Corollary B. In the remainder of this section we shall assume that \(f : X \to X\) preserves a probability measure equivalent to volume. To simplify notation we shall denote the Lyapunov exponents with respect to the invariant volume by \(\lambda_i(x) := \lambda_i(x, Df, V)\). So we have

\[
\lambda_1(x) \geq \lambda_2(x) \geq ... \geq \lambda_{\dim(X)}(x)
\]

and

\[
\Lambda_k(x) = \sum_{i=1}^k \lambda_i(x).
\]

We begin by giving a equivalent condition for integrability of a metric \(h : X \to T^*X \otimes T^*X\). Let \(\mathcal{E} \to X\) be a continuous metric vector bundle over \(X\) of rank \(r\) and with metric \(g\). Furthermore let \(F : \mathcal{E} \to \mathcal{E}\) be a cocycle over \(f : X \to X\). We note that there always exists a measurable global \(g\)-orthonormal frame of \(\mathcal{E}\), which can be defined in charts and then glued together with discontinuities where the different charts meet. For a \(g\)-orthonormal frame \(e_1, ..., e_r \in \Gamma(\mathcal{E})\) and a metric \(h : X \to \mathcal{E}^* \otimes \mathcal{E}^*\) we define

\[
h_{ij}(x) := h_{ij}(e_1(x), e_j(x)) : X \to \mathbb{R}.
\]
Using Einsteins summation convention we can calculate the norm of $h_x \in \mathcal{E}^*_x \otimes \mathcal{E}^*_x$ in terms of $h_{ij}$

$$\|h_x\|^2 = \left\| h_{ij}(x) e^i(x) \otimes e^j(x) \right\|^2 = \sum_{i,j} |h_{ij}(x)|^2 g(e^i(x), e^i(x)) g(e^j(x), e^j(x)) = \sum_{i,j} |h_{ij}(x)|^2$$

where $e^i$ is the dual element of $e_i$. Before stating the next lemma, we say that a function (or more generally a section of some metric vector bundle) $\sigma$ is $L^p$ with $p \leq 1$ if

$$\int_X \|\sigma\|^p dV_g < \infty.$$ 

For $p < 1$ the integral above is not a norm.

**Lemma 4.3.** The metric $h$ is $L^p$ if and only if each $h_{ij}$ is $L^p$ (where we allow $p < 1$).

**Proof.** Let $1 \leq i, j \leq r$ then we can bound the $L^p$–norm of $h_{ij}$ as

$$\|h_{ij}\|_{L^p}^p = \int_X |h_{ij}|^p dV_g \leq \int_X \left( \sum_{i,j} |h_{ij}|^2 \right)^{p/2} dV_g = \int_X \|h_x\|^p dV_g = \|h\|_{L^p}^p$$

so $h_{ij} \in L^p(X)$ if $h \in L^p(\mathcal{E}^* \otimes \mathcal{E}^*)$. On the other hand, if each $h_{ij} \in L^p(X)$ then

$$\|h\|_{L^p}^p = \int_X \|h_x\|^p dV_g(x) = \int_X \left( \sum_{i,j} |h_{ij}(x)|^2 \right)^{p/2} dV_g(x) = \int_X \max_{i,j} |h_{ij}(x)|^p dV_g(x)$$

since each $h_{ij}$ is in $L^p$ then $\max_{i,j} |h_{ij}|$ is also in $L^p$, and it follows that $h$ is $L^p$. 

**Lemma 4.4.** If $h$ is a $L^p$–metric on $T^C X$, then $h$ induces a $L^{p/k}$–metric on $\Lambda^k(T^C X)$.

**Proof.** The induced metric on $\Lambda^k(T^C X)$ is given by

$$h_x(v_1 \wedge ... \wedge v_k, w_1 \wedge ... \wedge w_k) = \det(h(v_i,w_j))$$
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for decomposable vectors \( v_1 \wedge \ldots \wedge v_k, w_1 \wedge \ldots \wedge w_k \in \Lambda^k(T_x^*X) \). We recall that if \( e_i \in T_xX \) is a \( g \)-orthonormal basis then
\[
\{ e_I = e_{i_1} \wedge \ldots \wedge e_{i_k} : I = (i_1, \ldots, i_k), \ 1 \leq i_1 < \ldots < i_k \leq n \}
\]
is a orthonormal basis of \( \Lambda^k(TX) \). Let \( e_i : X \to TX \) be a (not necessarily continuous) \( g \)-orthonormal frame and let \( e_I : X \to \Lambda^k(TX) \) be the corresponding orthonormal frame of \( \Lambda^k(TX) \). By Lemma 4.3 it suffices to show that each \( h_{IJ} = \det(h(e_{i_k}(x), e_{j_l}(x))) \) is \( L^{p/k}_p \). But \( \det(h(e_{i_k}(x), e_{j_l}(x))) \) is a homogeneous polynomial of degree \( k \) in the variables \( h_{ij}, \ 1 \leq i, j \leq n \). Since each \( h_{ij} \) is in \( L^p \) by Lemma 4.3, it suffices to show that if \( f_1, \ldots, f_k \in L^p(X) \) then \( f_1 \cdot \ldots \cdot f_k \in L^{p/k}(X) \). This follows from Hölder’s inequality
\[
\left( \int_X |f_1|^p \cdots |f_k|^p \right)^{1/k} \leq \left( \prod_{I \in \mathcal{I}} \left( \int_X |f_I|^p \right)^{1/k} \right)^{1/k}.
\]

**Lemma 4.5.** If \( g \) and \( h \) are inner products on some finite dimensional vector space \( V \) and \( g(u, u) \leq C \cdot h(u, u), \ C > 0, \) for all \( u \in V, \) then the induced inner products, \( g^k, h^k, \) on \( \Lambda^k(V) \) also satisfy \( g^k(w, w) \leq C^k \cdot h^k(w, w) \) for \( w \in \Lambda^k(V). \)

**Proof.** After possibly changing \( g \) to \( g/C \) we may assume without loss of generality that \( C = 1. \)

Let \( e_i \in V \) be a \( g \)-orthonormal basis and a \( h \)-orthogonal basis. Such a basis always exists since \( h(u, v) = g(Qu, v) \) for some positive and \( g \)-self-adjoint \( Q : V \to V, \) so there exists a \( g \)-orthonormal basis of eigenvectors for \( Q. \) This basis is then also orthogonal for \( h. \) Let
\[
S_k := \{ I = (i_1, \ldots, i_k) : 1 \leq i_1 < \ldots < i_k \leq \dim(V) \}
\]
and for \( I \in S_k \) we define \( e_I = e_{i_1} \wedge \ldots \wedge e_{i_k}. \) Then \( \{ e_I : I \in S_k \} \) forms a basis for \( \Lambda^k(V). \) This basis is orthonormal with respect to \( g^k \) and orthogonal with respect to \( h^k, \) which follows since \( e_i \) is a orthonormal basis for \( g \) and a orthogonal basis for \( h \). It follows from the Pythagorean theorem that
\[
\|u\|_{h^k}^2 = \|u^I e_I\|_{h^k}^2 = \left( \frac{e_I}{\|e_I\|} \right) \frac{e_I}{\|e_I\|} = \sum_{I \in S_k} |u_I|^2 \|e_I\|_{h^k}^2
\]
but since \( g(u, u) \leq h(u, u) \) for \( u \in V \) and the basis \( e_i \) is \( h \)-orthogonal we have
\[
\|e_I\|_{h^k}^2 = \det(h(e_i, e_j)) = \|e_{i_1}\|_{h^k}^2 \cdots \|e_{i_k}\|_{h}^2 \geq \|e_i\|_{g}^2 \cdots \|e_i\|_{g}^2 = 1
\]
so we have
\[
\|u\|_{h^k}^2 \geq \sum_{I \in S_k} |u^I|^2 = \|u\|_{g^k}^2.
\]
Let $h^\varepsilon : X \to T^*X \otimes T^*X$ be the Lyapunov metric defined by

$$h^\varepsilon(u,v) := \sum_{i} h^\varepsilon_i(u,v)$$

where $h^\varepsilon_i$ is the inner product defined on $H_i(x)$ by

$$h^\varepsilon_i(u,v) := \sum_{n \in \mathbb{Z}} e^{-2n|\varepsilon|} e^{-2n\tilde{\lambda}_i(x)} (f^n)^* g(u,v)$$

where $\tilde{\lambda}_i(x)$ is the Lyapunov exponent associated to $H_i(x)$. We note that $h^\varepsilon$ is measurable and $V_\varepsilon^0$-almost everywhere defined. Let $h^\varepsilon,k$ be the metric on $\Lambda^k(TX)$ induced by $h^\varepsilon$. We recall the standard fact, see for example [7], that for $u \in H_1(x)$ the Lyapunov metric $h^\varepsilon$ satisfy

$$\|u\|^{2}_{h^\varepsilon} e^{2n(\tilde{\lambda}(x)-\varepsilon)} \leq h^\varepsilon(Df^n(u), Df^n(u)) \leq \|u\|^{2}_{h^\varepsilon} e^{2n(\tilde{\lambda}(x)+\varepsilon)}.$$

We want to extend this to the metric $h^\varepsilon,k$.

**Lemma 4.6.** The metric $h^\varepsilon,k$ satisfies

$$\|(D_x f^n)^\wedge k\|^2_{h^\varepsilon,k} \leq C e^{2n(\tilde{\lambda}(x)+k\varepsilon)}$$

where $C$ is a constant that only depends on the manifold $X$.

**Proof.** Let $e_{i_1,\ldots,i_*} \in H_i(x)$, $\dim H_i(x) = u_i(x)$, be a $h^\varepsilon$-orthonormal basis. We note that for any $1 \leq i_1 < \ldots < i_\ell \leq u_i(x)$ we have

$$\|(D_x f^n)^\wedge \ell e_{i_1,\ldots,i_*}\|^2_{h^\varepsilon,k} = \det(h^\varepsilon(D_x f^n(e_{i_1,\ldots,i_*}), D_x f^n(e_{i_1,\ldots,i_*}))) =$$

$$= \sum_{\sigma \in S_\ell} \text{sgn}(\sigma) \prod_{j=1}^{\ell} h^\varepsilon(D_x f^n(e_{i_{\sigma(j)}}, D_x f^n(e_{i_{\sigma(j)}}))) \leq$$

$$\leq \sum_{\sigma \in S_\ell} \prod_{j=1}^{\ell} \left\|D_x f^n(e_{i_{\sigma(j)}})\right\|_{h^\varepsilon} \left\|D_x f^n(e_{i_{\sigma(j)}})\right\|_{h^\varepsilon} \leq$$

$$\leq (\ell!) e^{n(\tilde{\lambda}(x)+\varepsilon)} e^{n(\tilde{\lambda}(x)+\varepsilon)} = (\ell!) e^{2n(\tilde{\lambda}(x)+\varepsilon)}$$

where $S_n$ is the permutation group of $n$ elements. Now let $\ell_1,\ldots,\ell_k(x) \geq 0$ be such that $\ell_1 + \ldots + \ell_k(x) = \ell$. Consider $E_1 = e_{i_1,q_1,1} \wedge \ldots \wedge e_{i_\ell,q_\ell,1}$, or $E_1 = 1$ if $\ell_1 = 0$, and $E = E_1 \wedge \ldots \wedge E_k(x)$. We denote by $d_1 = e_{i_1,q_1,1}$, $d_2 = e_{i_1,q_1,2}$, $d_{\ell_1+1} = e_{i_\ell,q_\ell,1}$, and so forth until $d_{\ell_1+\ell_2+\ldots+\ell_k(x)-1} = e_{i_\ell,q_\ell,2}$. That is, $d_i$ are chosen such that

$$d_1,\ldots,d_{\ell_1} \in H_1(x)$$

are orthonormal, $d_{\ell_1+1},\ldots,d_{\ell_1+\ell_2} \in H_2(x)$ and so forth until $d_{\ell_1+\ldots+\ell_k(x)-1+1},\ldots,d_{\ell_k(x)} \in H_k(x)$ are orthonormal. So we can write $E = d_1 \wedge \ldots \wedge d_{\ell_k(x)}$. Since the spaces $H_i(x)$ are orthogonal and since $D_x f^n(H_i(x)) = H_i(f^n x)$ we have that the matrix

$$A_{ij} := h^\varepsilon(D_x f^n(d_i), D_x f^n(d_j))$$
is a block matrix such that
\[
A = \begin{pmatrix}
A_1 & A_2 & \cdots & A_k(z)
\end{pmatrix}
\]
where each \(A_j\) is a \(\ell_j \times \ell_j\) matrix given by
\[
(A_j)_{ab} = h^\xi \left( D_x f^n(d_{e_1+\ldots+e_{j-1}+a}), D_x f^n(d_{e_1+\ldots+e_{j-1}+b}) \right)
\]
so in particular we have from the calculation above that
\[
\det(A_j) = \left\| (D_x f^n)^{\wedge \ell_j} E_{\ell_j} \right\|_{h^{\epsilon,k}}^2 \leq (\ell_j)! e^{2n\ell_j(\lambda_j(x)+\epsilon)}.
\]
Now we can calculate the norm of \((D_x f^n)^{\wedge \ell} E\) as
\[
\left\| (D_x f^n)^{\wedge \ell} E \right\|_{h^{\epsilon,k}}^2 = \det(A) = \prod_{j=1}^{k(x)} \det(A_j) \leq \prod_{j=1}^{k(x)} (\ell_j)! e^{2n\ell_j(\lambda_j(x)+\epsilon)} = \left( \prod_{j=1}^{k(x)} \ell_j! \right) e^{2n\left( \sum_{j=1}^{k(x)} \ell_j(\lambda_j(x)+\epsilon) \right)} \leq \left( (\dim X)! \right)^{\dim X} e^{2n(\Lambda(x)+\epsilon)}
\]
where the last inequality follows since \(\ell_1 \lambda_1(x) + \ldots + \ell_k \lambda_k(x)\) is a sum of \(\ell\) Lyapunov exponents which is in particular smaller than the sum of the \(\ell\) largest Lyapunov exponents. So let \(C^2 = (\dim X)!^{\dim X}\). Since \(e_{i,\ell} \in T_x X\), where \(i = 1, \ldots, k(x)\) and \(\ell = 1, \ldots, u_i(x)\), forms a orthonormal basis of \(T_x X\). If we order the elements \(e_{i,\ell}\) as \(d_1, \ldots, d_{\dim(X)} \in T_x X\) then
\[
\{d_I = d_{i_1} \wedge \ldots \wedge d_{i_{\ell}} : I = (i_1, \ldots, i_{\ell}), 1 \leq i_1 < \ldots < i_{\ell} \leq \dim(X)\}
\]
forms a \(h^{\epsilon,k}\)-orthonormal basis of \(\Lambda'(T_x X)\), and from the calculation above it satisfy
\[
\left\| (D_x f^n)^{\wedge \ell} d_I \right\|_{h^{\epsilon,k}} \leq C e^{n(\Lambda(x)+\epsilon)}.
\]
Since for any \(u \in \Lambda'(T_x X)\) with \(\|u\|_{h^\epsilon} = 1\) we have
\[
\|u\|_{h^{\epsilon,k}}^2 = \sum_{I} |u_I| \leq 1 \quad \text{so each } |u_I| \leq 1
\]
and we have
\[
\left\| (D_x f^n)^{\wedge \ell} u \right\|_{h^{\epsilon,k}} \leq \sum_{I} |u_I| \left\| (D_x f^n)^{\wedge \ell} d_I \right\|_{h^{\epsilon,k}} \leq C \dim \left( \Lambda'(T_x X) \right) e^{n(\Lambda(x)+\epsilon)} \leq C' e^{n(\Lambda(x)+\epsilon)}
\]
and the Lemma follows.
We can now prove Theorem B. Let $h : X \to \mathcal{E}^* \otimes \mathcal{E}^*$ be a metric on a metric vector bundle $\mathcal{E} \to X$ with metric $g$ and rank $r$. Let $e_i \in \mathcal{E}_x$ be a $g$–orthonormal basis and $u \in \mathcal{E}_x$ a unit vector. If we denote by $e^i$ the dual basis of $e_i$ we have

$$h = \sum_{i,j} h_{ij} e^i \otimes e^j, \quad h_{ij} = h(e_i, e_j)$$

and we can calculate

$$\|h\|^2_g = \sum_{i,j,k,\ell} h_{ij} \overline{T}_{k\ell} g (e^j \otimes e^\ell, e^k \otimes e^\ell) = \sum_{i,j,k,\ell} h_{ij} \overline{T}_{k\ell} \delta^{jk} \delta^{\ell \ell} = \sum_{i,j} h_{ij} = \sum_{i,j} |h_{ij}|^2$$

where $\delta^{ab}$ is the Kronecker delta defined by $\delta^{ab} = 1$ if $a = b$ and $\delta^{ab} = 0$ if $a \neq b$. Then we have

$$\|u\|_h^2 = \left( \sum_{i=1}^r u_i e_i \right)^2_h = \sum_{i,j} u_i u_j h(e_i, e_j) \leq \sum_{i,j} \max_j |u_j|^2 |h_{ij}| \leq \sum_{i,j} r^2 |u_j|^2 |h_{ij}| \leq r^2 \|u\|^2_g \left( \max_{i,j} |h_{ij}|^2 \right)^{1/2} \leq r^4 \|u\|^2_g \|h\|^4_g$$

so $\|u\|_h \leq C \|u\|_g \|h\|_g^{1/2}$ for some constant $C$ that only depends on the rank of $\mathcal{E}$. Let $g$ on $X$, and let $\hat{g}^k$ be the Lyapunov metric, and let $g^k$, $\hat{g}^{\varepsilon,k}$ be the induced metrics on $\Lambda^k(\mathbb{T}X)$. It’s clear that $\hat{g}^k(u, u) \geq g(u, u)$ for $u \in H_i(x)$ when $H_i(x)$ and $\hat{g}^k$ is defined. For $u \in \mathbb{T}_x X$ let $u_i$ be the projection onto $H_i(x)$.

Using the Cauchy-Schwarz inequality we obtain

$$g(u, u) = \sum_{i,j} g(u_i, u_j) \leq \sum_{i,j} \|u_i\|_g \|u_j\|_g \leq (k(x))^2 \sum_i g(u_i, u_i) \leq (\dim(X))^2 \hat{g}^{\varepsilon}(u, u)$$

so we have $g(u, u) \leq C \cdot \hat{g}^k(u, u)$ where $C$ is a constant that only depends on the manifold. It follows from Lemma 4.5

$$\left\| (D_x f^n)^\wedge k \right\|_{g^k} = \sup_{\|u\|_{g^k} = 1} \left\| (D_x f^n)^\wedge k (u) \right\|_{g^k} \leq C^k \sup_{\|u\|_{g^k} = 1} \left\| (D_x f^n)^\wedge k (u) \right\|_{\hat{g}^{\varepsilon,k}} = C^k \sup_{\|u\|_{g^k} = 1} \|u\|_{\hat{g}^{\varepsilon,k}} \left\| (D_x f^n)^\wedge k \left( \frac{u}{\|u\|_{\hat{g}^{\varepsilon,k}}} \right) \right\|_{\hat{g}^{\varepsilon,k}}$$
using Lemma 4.6 and the calculation above we have a constant $L$ such that
\[
\left\|(D_x f^n)^\wedge k\right\|_g \leq L \sup_{\|u\|_{g^k}=1} \|u\|_{h^{\varepsilon,k}} e^{\|\Lambda_k(x)\|/k} \leq \sup_{\|u\|_{g^k}=1} LC'' \|u\|_{g^k} \left\|h^{\varepsilon,k}\right\|_{g^k}^{1/2} e^{\|\Lambda_k(x)\|/k} = C'' \|h^{\varepsilon,k}\|_{g^k}^{1/2} e^{\|\Lambda_k(x)\|/k}.
\]
If we denote by $\|\Lambda_k(x)\|_{L^\infty}$ the essential supremum of $\Lambda_k(x)$ then it follows that
\[
\frac{1}{n} \log \int_X \left\|(D_x f^n)^\wedge k\right\|_g \, dV_g(x) \leq \frac{1}{n} \log C'' \int_X \left\|h^{\varepsilon,k}\right\|_{g^k}^{1/2} e^{\|\Lambda_k(x)\|/k} \, dV_g(x) \leq \frac{\log C''}{n} + \|\Lambda_k(x)\|_{L^\infty} + k\varepsilon + \frac{1}{n} \log \int_X \left\|h^{\varepsilon,k}\right\|_{g^k}^{1/2} \, dV_g(x).
\]
If $h^\varepsilon$ is $L^{2/k}$ then it follows from Lemma 4.4 that $h^{\varepsilon,k}$ is in $L^{1/2}$ and it follows by letting $n \to \infty$ that
\[
\liminf_{n \to \infty} \frac{1}{n} \log \int_X \left\|(D_x f^n)^\wedge k\right\|_g \, dV_g(x) \leq \|\Lambda_k(x)\|_{L^\infty} + k\varepsilon
\]
which proves Theorem B.

5 Proof of Corollaries

In this section we prove all corollaries stated in section 2. Corollary A follows immediately from Theorem A and the definition of uniform subexponential growth combined with the universal coefficients theorem. Indeed, by the universal coefficients theorem, see [3], we have a natural isomorphism
\[
H^k(X) = \text{Hom}(H_k(X), \mathbb{R})
\]
so $H^*(f)$ can be interpreted as the dual map of $f_*$, so the maps share spectrum.

The first part of Corollary B follows from Theorem A since the map $\mu \mapsto \Lambda_k(Df, \mu) = \lambda^+(Df^{\wedge k}, \mu)$ is an upper semi-continuous, see [4], and therefore attains it’s maximum. The second part of Corollary B follows by to passing from cohomology to homology and noting that $\Lambda_k(x) \leq \Sigma(x)$ for every $k$.

Corollary C follows from Corollary B. Indeed the first part is clear. The second part follows since if $f$ preserves a continuous volume form, then $\det(D_x f^n)$ is
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uniformly bounded in $x$ and $n$ so we have
\[
0 = \lim_{n \to \infty} \frac{1}{n} \log \det(D_x f^n) = \sum_{i=1}^{\dim(X)} \lambda_i(x, Df, \mu)
\]
for every $f$–invariant measure $\mu$ by Oseledec’s theorem. The first part of Corollary D follows from Theorem B and the universal coefficient theorem. The second part follows since $f$ preserves a volume, so the sum of Lyapunov exponents vanish. Corollary E follows from Pesin’s entropy formula
\[
\inf_{\nu} \frac{1}{n} \log \int_X \|D_x f^n\|^k \, d\nu(x) \leq \|\Sigma(x; Df, V)\|_{L^\infty} + \dim(X) \varepsilon
\]
for every $\varepsilon > 0$ (under the assumptions of Corollary F). Letting $\varepsilon \to 0$ and using that the Lyapunov exponents are constant almost everywhere we have
\[
\inf_{\nu} \frac{1}{n} \log \int_X \|D_x f^n\|^k \, d\nu(x) \leq \Sigma(Df, V)
\]
for every $k$. Let $(Df^n)^\wedge$ be the exterior map of $f$ defined on the exterior algebra by
\[
(D_x f^n)^\wedge : \Lambda(T_x X) = \bigoplus_{k=0}^{\dim(X)} \Lambda^k(T_x X) \to \Lambda(T_{f^n} x X)
\]
Since $f$ is assumed to be a $C^{\infty}$–diffeomorphism we can use the main result from [5] and the Pesin formula to obtain
\[
h_{\text{top}}(f) = \lim_{n \to \infty} \frac{1}{n} \log \int_X \|D_x f^n\|^k \, dV_g(x) = \\
= \inf_{\nu} \frac{1}{n} \log \int_X \|D_x f^n\|^k \, d\nu(x) \leq \\
\leq \Sigma(Df, V) = h_V(f) \leq h_{\text{top}}(f)
\]
and the Corollary follows from the variational principle.
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