On a canonical distributed controller in the behavioral framework
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A B S T R A C T

Control in a classical transfer function or state-space setting typically views a controller as a signal processor: sensor outputs are mapped to actuator inputs. In behavioral system theory, control is simply viewed as interconnection; the interconnection of a plant with a controller. In this paper we consider the problem of control of interconnected systems in a behavioral setting. The behavioral setting is especially fit for modeling interconnected systems, because it allows for the interconnection of subsystems without imposing inputs and outputs. We introduce a so-called canonical distributed controller that implements a given interconnected behavior that is desired, provided that necessary and sufficient conditions hold true. The controller design can be performed in a decentralized manner, in the sense that a local controller only depends on the local system behavior. Regularity of interconnections is an important property in behavioral control that yields feedback interconnections. We provide conditions under which the interconnection of this distributed controller with the plant is regular. Furthermore, we show that the interconnections of subsystems of the canonical distributed controller are regular if and only if the interconnections of the plant and desired behavior are regular.
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1. Introduction

When physical systems are interconnected, no distinction between inputs and outputs is made. Think for example of the interconnection of two RLC-circuits through their terminals or the interconnection of two mass–spring-damper systems. Typical transfer-function and input-state-output representations inherently impose an input–output partition of system variables. One of the main features of the behavioral approach to system theory, is that it does not take an input–output structure as a starting point to describe systems: a mathematical model is simply the relation between system variables. In the case of dynamical systems, the set of all time trajectories that are compatible with the model is called the behavior. The behavioral approach has been advocated as a convenient starting point in several applications, among which in the context of interconnected systems [1] and the context of control [2].

In the context of interconnected systems, modeling can be performed through tearing (viewing the interconnected system as an interconnection of subsystems), zooming (modeling the subsystems), and linking (modeling the interconnections) [1].

Interconnection of systems in a behavioral setting means variable sharing. When two masses are physically interconnected, the laws of motion for the first mass involve the position of the second mass and vice versa; the laws of motion of both masses together dictate the behavior of the interconnected system. Thinking of system interconnections makes the modeling of interconnected systems remarkably simple. Partitioning variables into input and output variables is appropriate in signal processing, feedback control based on sensor outputs and other unilateral systems, but often unnecessary for physical system variables [1].

Feedback control based on sensor outputs to generate actuator inputs, where the controller is viewed as a signal processor [3], holds an important place in control theory. It has been argued that many practical control devices cannot be interpreted as feedback controllers, however, such as passive-vibration control systems, passive suspension systems or operational amplifiers [2]. Indeed, such control systems do not inherit a signal flow, but can be interpreted as an interconnection in a behavioral setting. Control by interconnection allows the control design to take place without distinguishing between control inputs and measured outputs, a priori [2], and can be performed for, e.g., stabilization [4], $\mathcal{H}_\infty$ control [5] and robust control [6].

Control by interconnection in a behavioral setting means restricting the behavior of the system that is to be controlled, by interconnecting it with a controller. By specifying a behavior that is desired for the controlled system, an important control problem is to determine the existence of a controller such that the controlled system’s behavior is equal to the desired behavior.
This is called the implementability problem [3]. The canonical controller plays a major role in the implementability problem: the canonical controller implements the desired behavior if and only if the desired behavior is implementable [7,8].

In this paper, we will consider distributed control in a behavioral setting. In particular, we will consider distributed control of interconnected linear time-invariant systems. As a natural consequence of behavioral interconnections, we consider a distributed controller to be an interconnected system itself, i.e., we consider it to consist of subsystems that are interconnected without imposing signal flows between subsystems. Several types of interconnections become of interest in this problem: interconnections between subsystems of the to-be-controlled interconnected system (plant), interconnections between subsystems of the distributed controller, and interconnections between subsystems of the distributed controller. Given a desired behavior for the controlled interconnected system that has the same interconnection structure as the plant, the considered distributed control problem is to determine the existence of a distributed controller that implements the desired behavior.

We introduce a canonical distributed controller which implements the desired interconnected behavior under necessary and sufficient implementability conditions on the manifest plant and desired behavior. The distributed canonical controller has an attractive interconnection structure, in the sense that two of its subsystems are interconnected only if two subsystems of the plant or desired behavior are interconnected.

Distributed control with input–output partitioning and communication between subsystems of the distributed controller follows as an important special case of distributed control in a behavioral setting. An important question is: when can the canonical distributed controller be implemented with feedback interconnections? Following up on this question: When can the interconnections between controller subsystems be implemented as communication channels? The main concept in the solution to these problems is regularity of the corresponding interconnections. We will analyze regularity of the canonical distributed controller. In particular, we show that the connections between subsystems of this distributed controller are regular if and only if connections between subsystems of the plant and desired behavior are regular.

2. Preliminaries

Behavioral notions

For the notions of systems in the behavioral setting, we will follow the notation in [3]. A dynamical system is defined as a triple $\Sigma = (T, W, \mathcal{B})$, where $T \subseteq \mathbb{R}$ is the time axis, $W$ is the signal space and $\mathcal{B} \subseteq W^T$ is the behavior. Consider two dynamical systems $\Sigma_1 = (T, W_1 \times W_1, \mathcal{B}_1)$ and $\Sigma_2 = (T, W_2 \times W_2, \mathcal{B}_2)$ with the same time axis, and trajectories $(w_1, w_2) \in \mathcal{B}_1$ and $(w_2, w_3) \in \mathcal{B}_2$, respectively. The interconnection of $\Sigma_1$ and $\Sigma_2$ through $w_2$ yields the dynamical system

$$\Sigma_1 \wedge w_3 \Sigma_2 := (T, W_1 \times W_2 \times W_2, \mathcal{B}),$$

with $\mathcal{B} := \{(w_1, w_2, w_3) \mid (w_1, w_3) \in \mathcal{B}_1 \text{ and } (w_2, w_3) \in \mathcal{B}_2\}$.

The manifest behavior of $\Sigma_1$ with respect to $w_1$ is

$$(\mathcal{B}_1)_w := \{w_1 : T \rightarrow W_1 \mid \exists w_3 \text{ so that } (w_1, w_3) \in \mathcal{B}_1\}.$$

The set $\mathcal{L}_w$ denotes the set of all linear differential systems $\Sigma = ([R], \mathcal{B}, \mathcal{W})$, with $\mathcal{W} \subseteq \mathbb{N}$ variables, where the behavior is

$$\mathcal{B} := \{w \in \mathcal{C}^{\infty}(\mathbb{R}, \mathbb{R}^w) \mid R \frac{d}{dt}w = 0\},$$

with a polynomial matrix $R \in \mathbb{R}^{w \times w}[x]$, $g \in \mathbb{N} \cup \{0\}$, and $\mathcal{C}^{\infty}(\mathbb{R}, \mathbb{R}^w)$ denotes the set of infinitely often differentiable functions from $\mathbb{R}$ to $\mathbb{R}^w$.

Consider a behavior $\mathcal{B} \in \mathcal{L}_w$. The components of $w \in \mathcal{B}$ allow for a component-wise partition such that $w = (u, y)$, with $u$ input and $y$ output. The partition $w = (u, y)$ is called an input–output partition if $u$ is free, i.e., for all $u$ there exists a $y$ so that $(u, y) \in \mathcal{B}$, and $y$ does not contain any further free components, i.e., $u$ is maximally free [9, Definition 3.3.11], cf. [10, Definition 2.9.2]. The number of components in the input and output, called the input and output cardinality, is invariant, i.e., independent of the input–output partition. Henceforth, $m(\mathcal{B})$ denotes the input cardinality and $p(\mathcal{B})$ denotes the output cardinality, which implies that $p(\mathcal{B}) + m(\mathcal{B}) = w$. For a kernel representation $K(\frac{d}{dt})w = 0$ of $\mathcal{B}$, the output cardinality is $p(\mathcal{B}) = \text{rank } R$.

Control by interconnection

A controlled interconnection is the interconnection of a plant $\Sigma_p = (T, W \times C, P)$ and a controller $\Sigma_c = (T, C, C)$, with the same time axis, and trajectories $(w, c) \in \mathcal{P}$ and $c \in \mathbb{R}$, respectively. The plant has two types of variables: $w$ is the to-be-controlled variable and $c$ is the control variable. The controlled interconnection is thus $\mathcal{P} \wedge c$. A general control problem can now be formulated as: Given the plant behavior $P$ and a desired behavior $K \subseteq \mathbb{R}^T$, does there exist a controller $C$ so that $K = (P \wedge c)_w$ i.e., is $K$ implementable? The implementability problem has been extensively studied in [3,11]. Necessary and sufficient conditions for implementability are recalled in the following theorem.

Theorem 1 ([11]). Let $P \in \mathcal{L}_w^{n \times c}$ be a plant with $(P)_w \in \mathcal{L}_w^n$ its manifest behavior and $N := \{w \in \mathcal{P} \mid (w, \emptyset) \in \mathcal{P}\}$ its hidden behavior. Then $K \subseteq \mathcal{L}_w^c$ is implementable by a controller $C \in \mathcal{L}_w^c$ if and only if

$$N \subseteq K \subseteq (P)_w.$$

3. Control of interconnected systems

3.1. Plant interconnections

For the design of a distributed controller, we consider $L$ systems (plants) $\Sigma_p^i = (T, W_i \times S_i \times C_i, P_i)$, $i \in \mathbb{Z} \cap [1, L]$, having trajectories $(w_i, s_i, c_i) \in \mathcal{P}_i$, with $w_i$ the to-be-controlled variable, $s_i$ the inter-plant connection variable and $c_i$ the control variable. Partition the inter-plant connection variable $s_i$ into $s_{ij}$, the variable that $P_i$ shares with $P_j$. The variable sharing is symmetric in the sense that if $P_i$ shares variable $s_j$ with $P_j$, then $P_j$ shares variable $s_i$ with $P_i$ and hence $s_i = s_j$. The interconnection of $P_i$ and $P_j$ is given by

$$P_i \wedge s_{ij} P_j := \{(w_i, w_j, s_i, c_i, c_j) \mid (w_i, s_i, c_i) \in \mathcal{P}_i \text{ and } (w_j, s_j, c_j) \in \mathcal{P}_j\}.$$

We denote the straightforward generalization of the interconnection of $P_i$, $i \in \mathbb{Z} \cap [1, L]$, by $P_{\Sigma} := \bigwedge_{i \in \mathbb{Z} \cap [1, L]} P_i$, such that

$$P_{\Sigma} := \{(w, s, c) \mid (w_i, s_i, c_i) \in \mathcal{P}_i \text{ for all } i \in \mathbb{Z} \cap [1, L]\}.$$

Fig. 1(a) depicts an interconnection example of three behaviors $P_1, P_2$ and $P_3$, through $s_{12}$ and $s_{23}$, i.e., $P_1 \wedge s_{12} P_2 \wedge s_{23} P_3$. When we eliminate the interconnection variables $(s_i)_{i \in \mathbb{Z} \cap [1, L]}$ from the behavior of the interconnected system, $P_{\Sigma}$, we obtain the manifest behavior of $P_{\Sigma}$ with respect to $(w, c)$ is

$$P_{\Sigma}(\cdot, \cdot, w) := \{(w, c) \mid s_{ij} \in \mathcal{E}^{\infty}([\mathbb{R}, \mathbb{R}^w]), i \in \mathbb{Z} \cap [1, L] \}.$$

so that $(w_i, s_i, c_i) \in \mathcal{P}_i$ for all $i \in \mathbb{Z} \cap [1, L]$.

---

1 Up to re-ordering of the components in $w$. 
i.e., the manifest behavior with respect to the to-be-controlled variable interconnection of the plant with the controller yields the desired for another interconnected behavior, the controller, such that the interconnected system behavior equals the desired interconnected behavior, i.e., if there exist $c_i$, $i \in \mathbb{Z}_{[1,1]}$, such that
\[(\wedge_{k_i, i \in \mathbb{Z}_{[1,1]}} K_i)_w = (\wedge_{p_i, i \in \mathbb{Z}_{[1,1]}} P_i)_w \land (\wedge_{p_i, i \in \mathbb{Z}_{[1,1]}} C_i)_w\] then $K_i$ is called implementable via distributed control.

Consequently, a distributed controller with controller behaviors $c_i$, $i \in \mathbb{Z}_{[1,1]}$, is said to implement $K$ if (1) holds.

Remark 3. A natural question that comes to mind is: what prevents a desired behavior from being implementable? The necessary conditions of the controller implementability theorem for ‘centralized’ control, recalled in Theorem 1, reveal that there are two restrictions: (i) since control means that the behavior of the plant is restricted, the desired behavior must be a subset of the (manifest) behavior of the plant and (ii) since the hidden behavior of the plant (for $c = 0$) should remain possible, the hidden behavior of the plant must be subset of the desired behavior [11].

4. Canonical distributed controller

4.1. Synthesis of a canonical distributed controller

Let $K_i \in \mathbb{L}^{q+w+k}$, $i \in \mathbb{Z}_{[1,1]}$, and consider its interconnected manifest behavior $(K_i)_w \in \mathbb{L}^{q+kw}$. We define the controller
\[c^\text{can}_1 := (P_i \land_{w_i} K_i)_{(c_i, s_i, k_i)} \quad (2)\]
\[= (\langle c_i, s_i, k_i \rangle) \cup \{u_i \mid \exists w_i \text{ so that } (w_i, s_i, c_i) \in P_i \text{ and } (w_i, k_i) \in K_i\},\]

i.e., the manifest behavior with respect to $(c_i, s_i, k_i)$ of the interconnection of the local plant behavior $P_i$ and desired behavior $K_i$ through $w_i$. This interconnection is depicted in Fig. 3. We call $c^\text{can}_1$ a local canonical controller. By the elimination theorem [9, Theorem 6.2.6], we have that $c^\text{can}_1 \in \mathbb{L}^{q+w+k}$.

Notice that by construction of the plant interconnection and interconnection defining the desired behavior, we can interconnect two canonical controllers $c^\text{can}_1$ and $c^\text{can}_2$ through the variables $(s_j, k_j)$, i.e., $c^\text{can}_1 \land_{(s_j,k_j)} c^\text{can}_2$. In order to construct a distributed controller, we interconnect the local canonical controllers $c^\text{can}_1$, $i \in \mathbb{Z}_{[1,1]}$, through $(s_i, k_i)$. The behavior of the interconnection of the local canonical controllers is
\[c^\text{can}_2 := (c^\text{can}_1)_{(c^\text{can}_1, s^\text{can}_1, k^\text{can}_1)}, \quad (3)\]

which is called the canonical distributed controller.
4.2. Implementability via distributed control

We will now provide conditions on the interconnected system and desired interconnected behavior under which the canonical distributed controller implements \( K_{\text{can}} \). The hidden behavior of \( P_{\text{can}} \) is defined as 

\[
N(P_{\text{can}}) := \{ w \mid (w, 0) \in (P_{\text{can}})_{w, c} \}.
\]

**Proposition 4.** The canonical distributed controller \( C_{\text{can}} \) implements the desired behavior \( K_{\text{can}} \) if and only if 

\[
N(P_{\text{can}}) \subseteq (K_{\text{can}})_w \subseteq (P_{\text{can}})_w.
\]

**Proof.** \((\Leftarrow)\) The sufficiency proof can be separated in two parts: (i) show that the distributed canonical controller satisfies \((C_{\text{can}})_w = ((P_{\text{can}})_{w, c} \land (K_{\text{can}})_w)_w\), and (ii) application of the implementability proof for the centralised canonical controller \([8,11]\).

We will prove both parts (i) and (ii) for completeness.

We will first show that \((\land_{\text{can}})_{w} = ((P_{\text{can}})_{w, c} \land (K_{\text{can}})_w)_w\), i.e., that \((C_{\text{can}})_w = ((P_{\text{can}})_{w, c} \land (K_{\text{can}})_w)_w\). The manifest behavior of \(\land_{\text{can}}\) with respect to \(w_i\) is

\[
(\land_{\text{can}})_{w} = \{(w_1, \ldots, w_n) \mid \exists k_i, i \in \mathbb{Z}_{\{1, 
\}
\}
\]

and the manifest behavior of \(\land_{\text{can}}\) with respect to \((w, c)\) is 

\[
(\land_{\text{can}})_{w, c} = \{(w_1, \ldots, w_n, c) \mid \exists k_i, i \in \mathbb{Z}_{\{1, 
\}
\}
\]

Hence, we have 

\[
(\land_{\text{can}})_{w} \land (\land_{\text{can}})_{w} = ((P_{\text{can}})_{w, c} \land (K_{\text{can}})_w)_w,
\]

Furthermore, the manifest behavior of \(C_{\text{can}}\) with respect to the control variable \(c\) is 

\[
(C_{\text{can}})_c = ((\land_{\text{can}})_{w, c, k_i})_c = \{c_1, \ldots, c_i \} \in \{s, k_i\}, i \in \mathbb{Z}_{\{1, 
\}
\}
\]

and the manifest behavior of \(C_{\text{can}}\) with respect to the control variable \(c\) is 

\[
(C_{\text{can}})_c = (P_{\text{can}})_{w, c} \land (K_{\text{can}})_w,
\]

With this expression for the behavior of the canonical distributed controller, we find that the behavior of the interconnection of the manifest behavior of the canonical distributed controller and the manifest behavior of the plant is equal to 

\[
(L(P_{\text{can}}))_{w, c} \land (L(K_{\text{can}})_w)_w = ((P_{\text{can}})_{w, c} \land (P_{\text{can}})_{w, c})_{w, c} \land (K_{\text{can}})_w.
\]

We will now show that this behavior is in fact equal to \((K_{\text{can}})_w\).

Consider minimal kernel representations for \((P_{\text{can}})_{w, c}\) and \((K_{\text{can}})_w\), respectively,

\[
R \left( \frac{d}{dt} \right) w + M \left( \frac{d}{dt} \right) c = 0, \quad K \left( \frac{d}{dt} \right) w = 0.
\]

We therefore have that 

\[
\exists w \text{ so that } \begin{bmatrix} R \left( \frac{d}{dt} \right) & M \left( \frac{d}{dt} \right) \end{bmatrix} \begin{bmatrix} w \cr c \end{bmatrix} = 0
\]

is a latent variable representation for \((C_{\text{can}})_w\). Since \(N(P_{\text{can}}) \subseteq (K_{\text{can}})_w\), there exists a polynomial matrix \(F(\xi)\) so that \(K(\xi) = F(\xi)R(\xi)\). Consider the polynomial matrix \(U(\xi) := \begin{bmatrix} F(\xi) & 0 \end{bmatrix} \begin{bmatrix} R(\xi) & -I \end{bmatrix}^{-1}\). Post-multiplication of \(U(\xi)\) with \(c(M(\xi), 0)\) yields

\[
U(\xi) \begin{bmatrix} M(\xi) \cr 0 \end{bmatrix} = \begin{bmatrix} F(\xi)M(\xi) \cr M(\xi) \end{bmatrix}
\]

and post-multiplication of \(U(\xi)\) with \(col(-R(\xi), R(\xi))\) yields

\[
U(\xi) \begin{bmatrix} -R(\xi) \cr K(\xi) \end{bmatrix} = \begin{bmatrix} -F(\xi)R(\xi) + K(\xi) \cr -R(\xi) \end{bmatrix} = \begin{bmatrix} 0 \cr -R(\xi) \end{bmatrix}.
\]

Since \(U(\xi)\) is a unimodular matrix, the manifest behavior of \((C_{\text{can}})_w\) with respect to \(c\) consists of the \(C_{\infty}\) solutions of \(F \left( \frac{d}{dt} \right) M \left( \frac{d}{dt} \right) c = 0\), by the elimination theorem \([8, \text{Theorem 6.2.6}]\). We thus have 

\[
(C_{\text{can}})_w = \{c \mid F \left( \frac{d}{dt} \right) M \left( \frac{d}{dt} \right) c = 0\}
\]

So that 

\[
(P_{\text{can}})_{w, c} \land (C_{\text{can}})_w = \{(w, c) \mid \begin{bmatrix} R \left( \frac{d}{dt} \right) M \left( \frac{d}{dt} \right) \end{bmatrix} \begin{bmatrix} w \cr c \end{bmatrix} = 0 \}
\]

\[
= \{(w, c) \mid \begin{bmatrix} R \left( \frac{d}{dt} \right) M \left( \frac{d}{dt} \right) \end{bmatrix} \begin{bmatrix} w \cr c \end{bmatrix} = 0 \}
\]

Now, since 

\[
U(\xi) \begin{bmatrix} R(\xi) \cr 0 \end{bmatrix} = \begin{bmatrix} M(\xi) \cr -R(\xi) \end{bmatrix}
\]

and 

\[
U(\xi) \begin{bmatrix} -M(\xi) \cr -F(\xi)M(\xi) \end{bmatrix} = \begin{bmatrix} 0 \cr -M(\xi) \end{bmatrix},
\]

we have 

\[
((P_{\text{can}})_{w, c} \land \begin{bmatrix} c \end{bmatrix})_w = \{w \mid FR \left( \frac{d}{dt} \right) w = 0\} = \{w \mid K \left( \frac{d}{dt} \right) w = 0\} = (K_{\text{can}})_w.
\]

Thus, let the canonical distributed controller \(C_{\text{can}}\) implement \(K_{\text{can}}\). Then it holds that 

\[
(K_{\text{can}})_w = (P_{\text{can}})_{w, c} \land \begin{bmatrix} c \end{bmatrix}
\]

\[
= \{w \mid \exists c \in (C_{\text{can}})_w \text{ so that } (w, c) \in (P_{\text{can}})_{w, c}\}.
\]

By definition, the manifest plant behavior with respect to the variable \(w\) is given by 

\[
(P_{\text{can}})_w = \{w \mid \exists c \in C(\mathbb{R}, \mathbb{R}^{c}) \text{ so that } (w, c) \in (P_{\text{can}})_{w, c}\}.
\]

Hence, it follows that \((K_{\text{can}})_w \subseteq (P_{\text{can}})_w\). Further, the hidden behavior of \(P_{\text{can}}\) is \(N(P_{\text{can}}) = \{w \mid (w, 0) \in (P_{\text{can}})_{w, c}\}\), which implies that \(N(P_{\text{can}}) \subseteq (K_{\text{can}})_w\) and the proof is complete. \(\square\)

**Remark 5.** The manifest behavior of the controller \((3)\) with respect to the control variable \(c\) is equal to the behavior of the “central” canonical controller for the desired interconnected behavior, cf. \([8]\). Intuitively, this is sensible, see e.g. the controlled interconnection for the example with three subsystems in Fig. 4. The controllers \(C_{\text{can}}\) are based on “local” behavior \(P_i\), while the central canonical controller is based on \((P_{\text{can}})_{w, c}\). From a synthesis point of view, the control design is decentralized in the sense that only the subsystem \(P_i\) of the interconnected system is required to
There are controllers that exist. 

**Proof.** \( C \)

There is relevance of the developed canonical distributed controller, as defined in Definition 2. 

Remark 6. The relevance of the developed canonical distributed controller reaches beyond the behavioral framework. An instance of the canonical distributed controller has been utilized for data-driven distributed control in [19–21], as a generalization of the ideal controller in model-reference control [22,23]. The canonical distributed controller presented here is a generalization of the ideal distributed controller in [19] in the sense that it is representation free and does not distinguish between inputs and outputs of the interconnected system, both for the interplant connecting variables, as well as the control variables and inter-controller connecting variables. It is of future interest to determine how the canonical distributed controller can be further utilized in data-driven control, especially within the data-informativity framework [24,25] and e.g. data-driven distributed predictive control [26], which currently relies on artificial state-space representations.

Implementability of a desired interconnected system behavior by the canonical distributed controller is clearly sufficient for implementability via distributed control as defined in Definition 2. It is also necessary, by the following corollary.

**Corollary 7.** The desired interconnected system behavior \( K_X \) is implementable via distributed control if and only if the canonical distributed controller \( c^\text{can}_w \) implements \( K_X \).

**Proof.** (\( \Leftarrow \)) If the canonical distributed controller \( c^\text{can}_w \) implements \( K_X \), then (1) holds true for \( c_i = c^\text{can}_w, i \in Z_{1(1)}, \) and hence \( K_X \) is implementable via distributed control.

(\( \Rightarrow \)) Let \( K_X \) be implementable via distributed control. Then there exist controllers \( c_i, i \in Z_{1(1)}, \) such that \( (K_X)_w = \left( \bigwedge_{h \in Z_{1(1)}} C_h \right)_w \). Following an analogous reasoning as in the necessity part of the proof for Proposition 4, we have by definition that

\[
(K_X)_w = \{ w \mid \exists c \in (C_w) \}, \text{ so that } (w, c) \in (P_X)_w. \]

which implies \( (K_X)_w \subseteq (P_X)_w \). Indeed, by definition, the manifest plant behavior with respect to the variable \( w \) is given by

\[
(P_X)_w = \{ x \mid \exists c \in \mathbb{R}^n \}, \text{ so that } (w, c) \in (P_X)_w. \]

Hence, it follows that \( (K_X)_w \subseteq (P_X)_w \). Further, the hidden behavior of \( P_X \) is \( \mathcal{N}(P_X) = \{ w \mid (w, 0) \in (P_X)_w \}, \) which implies that \( \mathcal{N}(P_X) \subseteq (K_X)_w \). Therefore, the canonical distributed controller \( c^\text{can}_w \) implements \( K_X \) by **Proposition 4**. \( \square \)

**Remark 8.** The controller implementability conditions for a “single” system in **Theorem 1** now follow as a special case from **Proposition 4** and **Corollary 7**. Indeed, for a single system without inter-plant connection variables, i.e., \( L = 1, s_1 = 0 \) and \( k_1 = 0 \), we have that \( c^\text{can}_w \) implements the desired behavior \( K_X = K_1 \) if and only if \( \mathcal{N}(P) = (K_1)_w \), where we used \( (K_1)_w = K_1 \). Thus \( K_1 \) is implementable by a controller \( c_1 \) if and only if \( \mathcal{N}(P) \subseteq (K_1)_w \).

4.3. **Example:** interconnected mass–spring system

Consider an interconnected mass–spring system, with unity masses and spring constants, described by

\[
\begin{align*}
\frac{d^2}{dt^2}x_1 + (x_1 - x_2) + x_1 &= f_1 + d_1, \\
\frac{d^2}{dt^2}x_2 + (x_2 - x_1) + x_2 &= f_2 + d_2,
\end{align*}
\]

where \( x_i, i = 1, 2 \), are the mass positions and \( f_i, d_i \) are external forces acting on the masses. We describe the interconnected system by behaviors \( P_1, P_2 \) with variables \( w_1 := \text{col}(x_1, d_1), c_1 := \text{col}(x_1, f_1) \) and \( s = \text{col}(x_1, x_2) \), admitting kernel representations \( P_1(\frac{d}{dt}) \text{col}(w_1, s, c_1) = 0, \) with \( P_1(\xi) := \left[ \begin{array}{cccc} \xi^2 + 2 & -1 & 0 & 1 \\
-1 & 0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1 & 0 \end{array} \right] \) and \( P_2(\xi) := \left[ \begin{array}{cccc} \xi^2 + 2 & -1 & 0 & 0 \\
-1 & 0 & 0 & 1 & 0 \end{array} \right] \).

The desired interconnected behavior is the interconnection of \( K_1, K_2 \), through \( k := \text{col}(x_1, x_2) \), admitting kernel representations \( K(\frac{d}{dt}) \text{col}(w_1, k) = 0, \) with

\[
K_1(\xi) := \left[ \begin{array}{cccc} 2\xi^2 + \xi + 3 & -1 & -2 & -1 \\
-1 & 0 & 1 & 0 \end{array} \right] \text{ and } K_2(\xi) := \left[ \begin{array}{cccc} 2\xi^2 + \xi + 3 & -1 & -2 \\
-1 & 0 & 1 & 0 \end{array} \right].
\]

The desired interconnected system satisfies the condition in **Proposition 4**, thus the canonical distributed controller implements the desired behavior. The local canonical controllers in (2) admit the kernel representations \( C^\text{can}_{1} \left( \frac{d}{dt} \right) \text{col}(c_1, s, k) = 0, \) with

\[
C^\text{can}_{1}(\xi) := \left[ \begin{array}{cccc} \xi^2 + \xi + 1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 \\
1 & 0 & -1 & 0 & 0 \end{array} \right] \text{ and } C^\text{can}_{2}(\xi) := \left[ \begin{array}{cccc} \xi^2 + \xi + 1 & 1 & 0 & -2 \\
0 & 0 & -1 & 1 & 0 \\
1 & 0 & -1 & 0 & 0 \end{array} \right].
\]

The desired interconnected system satisfies the condition in **Proposition 4**, thus the canonical distributed controller implements the desired behavior. The local canonical controllers in (2) admit the kernel representations \( C^\text{can}_{1} \left( \frac{d}{dt} \right) \text{col}(c_1, s, k) = 0, \) with

\[
C^\text{can}_{1}(\xi) := \left[ \begin{array}{cccc} \xi^2 + \xi + 1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 \\
1 & 0 & -1 & 0 & 0 \end{array} \right] \text{ and } C^\text{can}_{2}(\xi) := \left[ \begin{array}{cccc} \xi^2 + \xi + 1 & 1 & 0 & -2 \\
0 & 0 & -1 & 1 & 0 \\
1 & 0 & -1 & 0 & 0 \end{array} \right].
\]
From the interconnection $c_{12}^{\text{can}} = c_{12}^{\text{can}} \wedge (s, k) c_{2}^{\text{can}}$, we observe that $k = 5$, $[1 \ 0] c_{1} = [1 \ 0] k$, $[0 \ 1] c_{2} = [0 \ 1] k$ and
\[
\frac{d^2}{dt^2} [c_{11}] + \frac{d}{dt} [c_{11}] + [c_{11}] + [c_{12}] + [0 \ -1] k = 0, \quad (4)
\]
\[
\frac{d^2}{dt^2} [c_{21}] + \frac{d}{dt} [c_{21}] + [c_{21}] + [c_{22}] + [-1 \ 0] k = 0. \quad (5)
\]
The canonical distributed controller behavior thus has a clear physical interpretation. Indeed, the distributed controller can be represented by a mass–spring-damper system with unity masses, unity damping coefficients and a spring between the masses with a unity stiffness. The physical interpretation of the canonical distributed controller and its interconnection with the plants is visualized in Fig. 5. A remark on the necessity of the interconnection between the local canonical controllers: In the case that the stiffness interconnecting the masses is required to be the same for the plant and desired system, then Eqs. (4) and (5) become decoupled in the sense that there is no dependency on $k$, i.e., the last term in (4) and (5) becomes $[0 \ 0] k$. Therefore, the orange spring in the physical interpretation in Fig. 5 is not present and the local canonical controllers are thus not necessarily coupled.

5. Regularity of the canonical distributed controller

An important type of system interconnections is a regular interconnection, introduced by Willems in [2]. Formally, a regular interconnection of two systems is defined as follows.

Definition 9. Consider two behaviors $\mathcal{B}_1 \in \mathcal{L}^{p_1+q_1}_2$ and $\mathcal{B}_2 \in \mathcal{L}^{p_2+q_2}_2$. The interconnection of $\mathcal{B}_1$ and $\mathcal{B}_2$ is said to be regular if $p(\mathcal{B}_1 \wedge w_2 \mathcal{B}_2) = p(\mathcal{B}_1) + p(\mathcal{B}_2)$, where $\mathcal{B}_1 \wedge w_2 \mathcal{B}_2 = \{(w_1, w_2, w_3) | (w_1, w_2) \in \mathcal{B}_1 \text{ and } (w_2, w_3) \in \mathcal{B}_2\}$.

Regularity of the interconnection of two systems has multiple interpretations. First, regularity means in a sense that the equations describing the dynamics of $\mathcal{B}_1$ and $\mathcal{B}_2$ are independent of each other [27]. For the second interpretation, consider a plant $P \in \mathcal{L}^{p_1}_0$, a controller $c \in \mathcal{L}^c$ and their interconnection $K := \{(w, c) \in P \mid c \in c\}$. According to Definition 9, the plant-controller interconnection is regular if $p(K) = p(P) + p(c)$.

This interconnection is regular if and only if the controller $c$ can be realized as a transfer function from an output variable to an input variable of $P$ for an input/output partitioning of the control variable $c$ [27]. From a control-point-of-view, regularity of the plant-controller interconnection therefore means that the controller acts as a feedback controller, i.e., it can process sensor outputs to actuator inputs. Notice that this typical assumption in classical and modern control theory is not assumed a priori in control in a behavioral setting [2,8,27]. A special type of regular interconnections is a regular feedback interconnection for which, in addition to being regular, the sum of the McMillan degrees of $P$ and $c$ is equal to the McMillan degree of the interconnection of $P$ and $c$ [28, Definition 2.5]. In practice, regular feedback interconnections avoid ‘impulsive’ behavior when two systems are interconnected, such as sparks in electrical switching and jerk behavior in mechanical interconnections [28].

Let us now consider regularity of the interconnections related to the canonical distributed controller, which was introduced in Section 4. There are two types of interconnections that are of interest: (i) the interconnection between the canonical distributed controller $c_{12}^{\text{can}}$ and the interconnected system $P_i$, i.e., the plant-controller interconnection and (ii) the interconnection between $c_{12}^{\text{can}}$ and $c_{i}^{\text{can}}$ such that $p(i, j) \in Z^2_{[1 \ 1]}$ and $i \neq j$, i.e., the interconnection of local controllers. The interpretation of regularity of the plant-controller interconnection has been considered in the previous paragraph. Regularity of the interconnection of local canonical controllers can be interpreted as follows. If the interconnection between controllers is regular, then the interconnection variable $p_{ij}$ can always be partitioned to achieve a regular feedback interconnection, i.e., such that the transfers from inputs in the partitioning to outputs are proper. Regularity of the interconnection between local controllers thus means that the controllers can communicate by processing received signals (input) into sent signals (output).

5.1. Regularity of the plant-controller interconnection

Regularity of the interconnection of the interconnected system $P_{K}$ and a distributed controller $c_{2}$ follows from the regularity of the behaviors with the interconnection variables $(s_1, \ldots, s_l)$ and $(p_1, \ldots, p_l)$ eliminated, i.e., from $(P_{K})_{w,e}$ and $(c_{2})_{e}$. By definition, the interconnection of $(P_{K})_{w,e}$ and $(c_{2})_{e}$ is regular if
\[
p((P_{K})_{w,e}) + p((c_{2})_{e}) = p((P_{K})_{w,e}) \wedge (c_{2})_{e}. \quad (6)
\]
If (6) holds, then the distributed controller is called regular with respect to the variable $c$. A sufficient condition for regularity with respect to the variable $c$ of all distributed controllers that implement $K_{x}$ follows from [8, Theorem 12].

Proposition 10. Let $P_{i} \in \mathcal{L}^{p_i+q_i+q_{i1}}_1$ and $c_{i} \in \mathcal{L}^{c_i+q_{i1}}_1$, $i \in Z^1_{[1 \ 1]}$, and consider the interconnected system $P_{x} = \bigwedge_{i \in Z^1_{[1 \ 1]}} P_{i}$ and distributed controller $c_{x} = \bigwedge_{i \in Z^1_{[1 \ 1]}} c_{i}$. Let $(K_{x})_{w,e}$ be the desired behavior, with $K_{x} = \bigwedge_{i \in Z^1_{[1 \ 1]}} K_{i}$, where $K_{i} \in \mathcal{L}^{p_i+q_i+q_{i1}}, i \in Z^1_{[1 \ 1]}$.

Every distributed controller $c_{x}$ that implements $K_{x}$, i.e., (1) holds, is regular with respect to the variable $c$ if $(P_{x})_{w,c} = \mathcal{C}^{\infty}(\mathbb{R}^+ \times \mathbb{R}^+)$, where $(P_{x})_{w,c}$ is the manifest behavior of the interconnected system with respect to the variable $c$, i.e.,
\[
(P_{x})_{w,c} = \{c \mid \exists (w, s) \text{ such that } (w, s, c) \in P_{x}\}. \quad \text{(7)}
\]

Proof. First, notice that $(P_{x})_{w,c} = \bigwedge_{i \in Z^1_{[1 \ 1]}} P_{i} \in \mathcal{L}^{p_i+q_i+q_{i1}}_1$ and that $(P_{x})_{w,e} \in \mathcal{L}^{p_i+c_i}$. Hence, there exists a minimal kernel representation for $(P_{x})_{w,e}$:
\[
R \left( \frac{d}{dt} w + M \frac{d}{dt} c \right) = 0.
\]
Assume that $(P_{x})_{w,c} = \mathcal{C}^{\infty}(\mathbb{R}^+ \times \mathbb{R}^+)$, then $R$ has full row rank. Now, take any distributed controller $c_{x} = \bigwedge_{i \in Z^1_{[1 \ 1]}} c_{i} \in \mathcal{L}^{c_i+q_{i1}}_1$ that implements $K_{x}$. The manifest behavior of $c_{x}$ with respect to the variable $c$, i.e., $(c_{x})_{w,c}$, satisfies $(c_{x})_{w,c} \in \mathcal{L}^{c_i}$ and therefore has a
minimal kernel representation $C \left( \frac{d}{dt} \right) c = 0$. Since $R$ has full row rank, we find that

$$
\begin{bmatrix}
R \left( \frac{d}{dt} \right) & M \left( \frac{d}{dt} \right) & \frac{d}{dt} \\
0 & C \left( \frac{d}{dt} \right) & \frac{d}{dt} \\
\end{bmatrix}
\begin{bmatrix}
w \\
c \\
\end{bmatrix}
= 0
$$

is a minimal kernel representation of $(K_Z|w,c)$. We find that $p(K_Z|w,c) = \text{rank } R + \text{rank } C = p(P_Z|w,c) + p(C_Z|c)$.

which was to be proven. □

Corollary 11. Consider an interconnected system $P_Z = \bigwedge_{i,j \in \mathbb{Z}_1^{14}} P_{ij}$, $P_{ij} \in \mathbb{L}^{q^i + s^j}$, and the desired behavior $(K_Z|w,c)$ with $K_Z = \bigwedge_{i,j \in \mathbb{Z}_1^{14}} K_{ij}$, $K_{ij} \in \mathbb{L}^{q^i + s^j}$, $i, j \in \mathbb{Z}_1^{14}$. Assume that $\mathcal{N}(P_Z) \subseteq (K_Z)_{w,c} \subseteq (P_Z)_w$.

If $(P_Z)_w = \mathbb{C}^{\infty}(R, R^c)$, then the canonical distributed controller implements $K_Z$ and is regular with respect to the variable $c$.

5.2. Regularity of the interconnection of local canonical controllers

Let us now consider the regularity of the interconnection of local canonical controllers, i.e., the regularity of $C_{c_1} \wedge (K_{c_1}, K_{c_2}, K_{c_2})$, $(i, j) \in \mathbb{Z}_1^{14}$ and $i \neq j$. Without loss of generality, we will consider that $L = 2$ in this subsection. The interconnection of $C_{c_1}$ and $C_{c_2}$ is regular if

$$
p(C_{c_1} \wedge (K_{c_1}, K_{c_2}), C_{c_2}) = p(C_{c_1}) + p(C_{c_2}).
$$

The behaviors $P_i \in \mathbb{L}^{q^i + s^j}$, $i = 1, 2$, admit kernel representations

$$
R_i \left( \frac{d}{dt} \right) w_i + S_i \left( \frac{d}{dt} \right) s + M_i \left( \frac{d}{dt} \right) c_i = 0, \quad i = 1, 2. \tag{7}
$$

Similarly, the behaviors $K_i \in \mathbb{L}^{q^i + s^j}$, $i = 1, 2$, admit kernel representations

$$
W_i \left( \frac{d}{dt} \right) w_i + K_i \left( \frac{d}{dt} \right) k = 0, \quad i = 1, 2. \tag{8}
$$

Define the partitioned matrix

$$
\begin{bmatrix}
M_1 & 0 & S_1 & 0 & R_1 & 0 \\
0 & M_2 & 0 & S_2 & 0 & R_2 \\
0 & 0 & K_1 & 0 & 0 & 0 \\
0 & 0 & 0 & K_2 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
S_1 \\
S_2 \\
0 \\
0 \\
\end{bmatrix}
= \begin{bmatrix}
L_1 & N_1 \\
L_2 & N_2 \\
\end{bmatrix}. \tag{9}
$$

Proposition 12. Consider the behaviors $P_i \in \mathbb{L}^{q^i + s^j}$ and $K_i \in \mathbb{L}^{q^i + s^j}$, $i = 1, 2$, and the kernel representations (7) and (8), respectively. The interconnection of $C_{c_1}$ and $C_{c_2}$ is regular if and only if

$$
\text{rank } [L_1 N_1] + \text{rank } [L_2 N_2] = \text{rank } [L_1 N_1 L_2 N_2]. \tag{10}
$$

Proof. By (7) and (8), the local canonical controller behavior is represented by the latent variable representation

$$
C_{c_1} = \{(c_1, s, k) : \exists w_i\text{ so that} \quad \begin{bmatrix}
R_i \left( \frac{d}{dt} \right) & 0 & M_i \left( \frac{d}{dt} \right) \frac{d}{dt} \\
W_i \left( \frac{d}{dt} \right) & 0 & K_i \left( \frac{d}{dt} \right) \frac{d}{dt} \\
\end{bmatrix}
\begin{bmatrix}
w_i \\
c_1 \\
\end{bmatrix} = 0\},
$$

Hence, the interconnection of $C_{c_1} \wedge (K_{c_1}, K_{c_2})$ is

$$
C_{c_1} \wedge (K_{c_1}, K_{c_2}) = \{(c_1, s, k) \mid (c_1, s, k) \in C_{c_1}\text{ and } (c_2, s, k) \in C_{c_2}\}
$$

which is a latent variable representation for the canonical distributed controller (with latent variable $(w_1, w_2)$). By Lemma 8 in [29], the output cardinality of $C_{c_1} \wedge (K_{c_1}, K_{c_2})$ can be determined from its latent variable representation as

$$
p(C_{c_1} \wedge (K_{c_1}, K_{c_2}), C_{c_2}) = \text{rank } [L_1 N_1 L_2 N_2]. \tag{11}
$$

Similarly, the output cardinality of $C_{c_2}$ is given by

$$
p(C_{c_2}) = \text{rank } [M_i S_i 0 R_i] - \text{rank } [R_i W_i]. \quad i = 1, 2.
$$

It follows by (9) that $p(C_{c_1} \wedge (K_{c_1}, K_{c_2}), C_{c_2})$ is equal to

$$
\text{rank } [L_1 N_1 L_2 N_2] - \text{rank } [R_1 W_1] - \text{rank } [R_2 W_2]. \tag{11}
$$

Hence, by (11) and (9), we find that

$$
p(C_{c_1} \wedge (K_{c_1}, K_{c_2}), C_{c_2}) = p(C_{c_1} \wedge (K_{c_1}, K_{c_2}), C_{c_2}) = \text{rank } [L_1 N_1 L_2 N_2] + p(C_{c_2}).
$$

Therefore, $p(C_{c_1} \wedge (K_{c_1}, K_{c_2}), C_{c_2}) = p(C_{c_1}) + p(C_{c_2})$ if and only if (10) holds. This concludes the proof. □

Regularity of the interconnection of $C_{c_1}$ and $C_{c_2}$ turns out to be easily verifiable through regularity of the interconnections of subsystems $P_1$ and $P_2$ of the interconnected system that has to be controlled and of the interconnection of $K_1$ and $K_2$. We have the following result.

Proposition 13. The interconnection of $C_{c_1}$ and $C_{c_2}$ is regular if and only if the interconnection of $P_1$ and $P_2$ is regular and the interconnection of $K_1$ and $K_2$ is regular. That is, the interconnection of $C_{c_1}$ and $C_{c_2}$ is regular if and only if $p(P_1 \wedge P_2) = p(P_1) + p(P_2)$ and $p(K_1 \wedge K_2) = p(K_1) + p(K_2)$.

Proof. Let $R_i \left( \frac{d}{dt} \right) w_i + S_i \left( \frac{d}{dt} \right) s + M_i \left( \frac{d}{dt} \right) c_i = 0$ be a minimal kernel representation for $P_i$ and let $W_i \left( \frac{d}{dt} \right) w_i + K_i \left( \frac{d}{dt} \right) k = 0$ be a minimal kernel representation for $K_i$, $i = 1, 2$.

$(\Rightarrow)$ Assume that $p(P_1 \wedge P_2) = p(P_1) + p(P_2)$ and that $p(K_1 \wedge K_2) = p(K_1) + p(K_2)$. We then have that

$$
\begin{aligned}
\text{rank } [R_1 M_1 0 0 S_1] &= p(P_1) + p(P_2) \\
&= \text{rank } [R_1 M_1 S_1] + \text{rank } [R_2 M_2 S_2], \tag{12}
\end{aligned}
$$

$$
\begin{aligned}
\text{rank } [W_1 0 0 K_1] &= p(K_1) + p(K_2) \\
&= \text{rank } [W_1 0 K_1] + \text{rank } [W_2 K_2]. \tag{13}
\end{aligned}
$$

By Proposition 12, $C_{c_1} \wedge (K_{c_1}, K_{c_2})$ is regular if and only if (10) holds, i.e., if and only if

$$
\begin{aligned}
\text{rank } [A_1 B_1] &= \text{rank } [A_1] + \text{rank } [A_2 B_2], \tag{14}
\end{aligned}
$$

with the sub-matrices $A_1 := [M_1 S_1 0 R_1 0]$, $A_2 := [M_2 S_2 0 R_2 0]$, $B_1 := [0 0 0 0 K_1 W_1 0]$ and $B_2 := [0 0 0 0 K_2 W_2]$. Now, by (12), $A_1$ and $A_2$ do not have rows that are linearly dependent. Similarly, by (13), $B_1$ and $B_2$ do not have rows that are linearly dependent. Furthermore, $B_1$ and $B_2$ do
not have rows that are linearly dependent and \( A_1 \) and \( B_2 \) do not have rows that are linearly dependent, by construction. Hence, \( A_1 \) and \( B_2 \) do not have rows that are linearly dependent. Therefore, (14) holds true and it follows that \( c_{1,2}^{\text{can}} \wedge (s, k) \) is regular.

\( \left(\Rightarrow\right) \) Let \( c_{1,2}^{\text{can}} \wedge (s, k) \) be regular. Then (14) holds true. But then \( A_1 \) and \( A_2 \) cannot contain dependent rows. Hence, \( p(P_1 \wedge (s, k) P_2) = p(P_1) + p(P_2) \). Moreover, by (14), \( B_1 \) and \( B_2 \) cannot contain dependent rows. Hence, \( p(K_1 \wedge (s, k) K_2) = p(K_1) + p(K_2) \). This completes the proof. \( \square \)

6. Conclusions

In this paper, we have considered the distributed control problem for linear interconnected systems in a behavioral setting. This setting allows to view distributed control from a more general perspective, where controllers are not intrinsically viewed as signal processors. Given a desired behavior represented by a linear interconnected system, the canonical distributed controller implements it, provided that necessary and sufficient conditions on the manifest behavior of the plant and desired behavior are satisfied. We have shown that regularity of the interconnections between subsystems in the plant and desired behavior are necessary and sufficient for regularity of the interconnections between subsystems in the canonical distributed controller.
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