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On a large class of lattices (such as the sawtooth chain, the kagome and the pyrochlore lattices) the quantum Heisenberg and the repulsive Hubbard models may host a completely dispersionless (flat) energy band in the single-particle spectrum. The flat-band states can be viewed as completely localized within a finite volume (trap) of the lattice and allow for construction of many-particle states, roughly speaking, by occupying the traps with particles. If the flat band happens to be the lowest-energy one the manifold of such many-body states will often determine the ground-state and low-temperature physics of the models at hand even in the presence of strong interactions. The localized
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nature of these many-body states makes possible the mapping of this subset of eigenstates onto a corresponding classical hard-core system. As a result, the ground-state and low-temperature properties of the strongly correlated flat-band systems can be analyzed in detail using concepts and tools of classical statistical mechanics (e.g., classical lattice-gas approach or percolation approach), in contrast to more challenging quantum many-body techniques usually necessary to examine strongly correlated quantum systems.

In this review we recapitulate the basic features of the flat-band spin systems and briefly summarize earlier studies in the field. Main emphasis is made on recent developments which include results for both spin and electron flat-band models. In particular, for flat-band spin systems we highlight field-driven phase transitions for frustrated quantum Heisenberg antiferromagnets at low temperatures, chiral flat-band states, as well as the effect of a slight dispersion of a previously strictly flat band due to nonideal lattice geometry. For electronic systems, we discuss the universal low-temperature behavior of several flat-band Hubbard models, the emergence of ground-state ferromagnetism in the square-lattice Tasaki-Hubbard model and the related Pauli-correlated percolation problem, as well as the dispersion-driven ground-state ferromagnetism in flat-band Hubbard systems. Closely related studies and possible experimental realizations of the flat-band physics are also described briefly.
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1. Introduction and Outline

Flat-band physics attracts increasing attention nowadays. A good evidence for this is a number of reviews which have been published recently, mainly with a special focus on topological flat-band models. However, the interest in strongly correlated flat-band systems came up long ago. For example, it was known since early 1990s that linear spin-wave theory for the antiferromagnetic Heisenberg model on the kagome lattice leads to flat modes. This flat mode of the kagome antiferromagnet corresponds to a coherent motion of spins on a hexagon while the spins surrounding the hexagon are ordered ferromagnetically. However, these calculations were approximate (linear spin-wave theory, i.e., large-$s$ limit) and refer to the zero-field case. Several years later new prominent features of quantum Heisenberg antiferromagnets on a class of highly frustrated lattices were observed around the saturation field. These are the ground-state magnetization jump at the saturation field, a magnetic-field driven spin-Peierls instability, a finite residual entropy at the saturation field, and an unconventional low-temperature thermodynamics. A crucial feature leading to these effects is the fact that the lowest band of one-magnon excitations above the fully polarized ferromagnetic state (which becomes the ground state for magnetic fields above the saturation field) is completely dispersionless (flat). In many cases the flat-band states can be visualized as the states located within a small part of the lattice (trap) and this localization in turn is a consequence of destructive quantum interference which occurs due to a special ge-

---

*Magnetic interactions are frustrated, if a spin cannot arrange its orientation such that it profits from the interaction with its neighbors as, for instance, in the case of antiferromagnetic interactions on the triangular lattice. For a more in-depth discussion we refer to Refs. 6, 7.*
ometry of the lattice. The very existence of localized magnons as the lowest-energy one-particle states opens an interesting perspective to construct and fully characterize many-magnon ground states of the considered frustrated quantum Heisenberg antiferromagnets. Moreover, the set of relevant low-energy many-magnon states of the quantum spin systems can be mapped onto corresponding (highly non-trivial) classical systems and as a result one may use completely different methods from the toolbox of classical statistical mechanics to study the spin systems at hand. The striking difference to the previous linear spin-wave studies of flat-band antiferromagnets at zero field is that there are flat-band many-body states at high magnetic fields which are exact ground states for arbitrary spin quantum number $S$ and that the abovementioned features are true quantum effects which disappear in the classical limit $S \to \infty$.

Later on it was recognized that the flat-band quantum spin systems are covertly related to another class of strongly correlated electron models, the so-called flat-band Hubbard ferromagnets, which were discussed even earlier. While the seminal papers by A. Mielke and H. Tasaki are focused mainly on rigorous proofs of the ferromagnetic ground states for the flat-band Hubbard model and their stability, similarities to localized-magnon systems lead to the discussion of the ground-state degeneracy and universal low-temperature behavior of flat-band Hubbard systems. Furthermore, a percolation representation for the ground-state ferromagnetism suggested by A. Mielke and H. Tasaki has been recognized to present a new class of classical percolation problems – the so-called Pauli-correlated percolation.

In the theory of frustrated magnetism, the localized-magnon systems represent a special class of models which in a special regime (high fields, low temperatures) admit a rather detailed study of their properties which is based on the rigorous knowledge of the many-body localized-magnon states. In the broad field of the theory of the Hubbard model and, in particular, of ferromagnetism of the Hubbard model, the Mielke-Tasaki flat-band ferromagnetism provides one specific root to ferromagnetism which also allows rather rigorous analysis. Both fields appear to be related: From the mathematical point of view the description of spin and electron systems has many similarities, since a key property of both flat-band systems is that relevant quantum many-body degrees of freedom can be mapped on classical ones.

Earlier studies on localized magnons were reviewed some years ago, see Refs. In the present paper we intend to provide a snapshot of the state of art in the field presenting new directions with larger focus on electron systems. Naturally, the main attention is paid to summarizing studies in which the authors are involved or closely related ones. We also provide a detailed introduction to the basic concepts.

The outline of this review is as follows. We begin with a short introduction to localized-magnon and localized-electron systems focusing on lattices, Hamiltonians, concepts etc. and recall the main results which were reviewed earlier (mag-
netization jump, lattice instability, residual entropy, low-temperature peak of specific heat), see Sec. 2. Concerning new results for spin systems, we illustrate the emergence of Ising degrees of freedom in frustrated ladder and bilayer Heisenberg antiferromagnets in Sec. 3, chiral localized magnons (and localized electrons) in Sec. 4, and discuss the effect of small deviations from the flat-band geometry in Sec. 5. Next we discuss some studies stimulated by the localized-magnon picture (Sec. 6) discussing in particular flat-band systems at densities slightly above the localized-magnon-crystal density and the magnetization plateaus in the spin-1/2 Heisenberg antiferromagnet on the kagome lattice. Very recently it has been found that localized-magnon states can be the relevant low-energy states even in zero magnetic field for a sawtooth chain with ferro- and antiferromagnetic interactions. We will briefly discuss this very new example for localized-magnon states in Sec. 6. Next, in Sec. 7 we deal with solid-state systems which should exhibit localized-magnon physics. The natural mineral azurite Cu₃(CO₃)₂(OH)₂ is the most promising example for experimental solid-state observation of flat-band physics. We illustrate the theoretical predictions based on a diamond-chain Heisenberg model. Another localized-magnon compound has been synthesized recently, Ba₂CoSi₂O₆Cl₂. We also briefly discuss this system in Sec. 7. Note, however, that these compounds do not fulfill the strict flat-band criteria, but show some characteristic features such as the magnetization jump.

In the second part of this review we move to electron systems. In Sec. 8 we consider two different classes of the flat-band Hubbard model and discuss their universal behavior at low electron densities and low temperatures. Section 9 reviews recent work on the existence of the ground-state ferromagnetism in a particular two-dimensional flat-band Hubbard model which can be described by a new type of percolation called Pauli-correlated percolation. In Sec. 10 we consider Hubbard systems for which a flat band does not lead to ground-state ferromagnetism, but the ground state becomes ferromagnetic, if the flat band acquires small dispersion and the on-site Coulomb repulsion is sufficiently large (dispersion-driven ferromagnetism). Furthermore, we discuss several related topics (Sec. 11). First we give in Sec. 11 a brief account on a general construction scheme of a class of exact ground states of specific strongly correlated electron systems. Then we discuss some recent results on flat-band systems with randomness as well as the transport properties of flat-band two-terminal nanodevices. In Sec. 12 we discuss possible experimental realization of theoretical scenarios for flat-band Hubbard models. Finally, in Sec. 13 we close by a summary and sketch a perspective for future work.
2. Flat Band and Localized Eigenstates

2.1. One- and many-particle localized eigenstates in frustrated Heisenberg antiferromagnets

We begin with a brief account of the concepts used to discuss the localized-magnon states. We consider the Heisenberg model in an external magnetic field

\[ H = \sum_{(ij)} J_{ij} \mathbf{s}_i \cdot \mathbf{s}_j - h S_z, \quad S^z = \sum_{i=1}^{N} s^z_i. \]  

Here \( s_i = (s^x_i, s^y_i, s^z_i) \) is the spin-1/2 operator attached to the site \( i \), \( J_{ij} > 0 \) denotes the antiferromagnetic exchange interaction between nearest-neighboring sites, \( h \) is the dimensionless external magnetic field, the first sum in Eq. (1) runs over all neighboring sites of the \( N \)-site lattice. \( S^z \) commutes with the Hamiltonian \( H \) and hence the \( z \)-component of the total spin is a good quantum number. In the subspace with \( S^z = \frac{N}{2} \) there is only one state, that is the fully polarized state \( |\text{FM}\rangle = |\uparrow \ldots \uparrow\rangle \) which plays the role of the vacuum state for magnons. In the subspace with \( S^z = \frac{N}{2} - 1 \) we have \( N \) one-magnon states, and their explicit form and their energy can be found exactly. The one-magnon energies crucially depend on the lattice geometry.

Let us mention here that the concept of localized-magnon states is not restricted to spin quantum number \( s = \frac{1}{2} \) and isotropic Heisenberg systems, see, e.g., Refs. 8, 71. However, the related physical effects (see below) are most pronounced in the extreme quantum case \( s = \frac{1}{2} \) and vanish in the classical limit \( s \rightarrow \infty \).

We consider lattices which support a completely dispersionless lowest-energy magnon band. There is quite a lot of lattices having flat bands. In Figs. 1 and 2 we show some of them: The sawtooth lattice, the kagome chain, the frustrated diamond chain, the frustrated two-leg ladder, the double-tetrahedra chain, and the frustrated (cylindrical) three-leg ladder (one-dimensional lattices) and the Tasaki lattice, the kagome lattice, the square-kagome lattice, and the frustrated bilayer (two-dimensional lattices). Other lattices which were also discussed in the localized-magnon context are: The dimer-plaquette chain, the star lattice, the checkerboard lattice, the sorrel net, the pyrochlore lattice. There are also lattices which where not considered in the localized-magnon context so far, although, they belong to this class, e.g., the triangulated kagome lattice. Traces of a flat band can be observed also for magnetic molecules, see, e.g., Refs. 88, 89. We mention, that most of the flat-band lattices were considered also in the general context of frustrated quantum magnetism. For example, the spin-1/2 Heisenberg antiferromagnets on the kagome, the star and the square-kagome lattices are known as examples of two-dimensional quantum spin systems with a magnetically disordered ground state.

To construct more flat-band lattices one may use Mielke’s line-graph prescription or Tasaki’s decoration procedure. In this sense we can define two...
Fig. 1. (Color online) One-dimensional lattices which have a flat lowest-energy one-particle band: The sawtooth lattice, the kagome chain, the frustrated diamond chain, the frustrated two-leg ladder, the double-tetrahedra chain, and the frustrated (cylindrical) three-leg ladder. The sites are enumerated by two indices, where the first one enumerates the cells and the second one enumerates the sites within a cell. Alternatively, a one-index numbering of sites is also possible; e.g., for the sawtooth chain by \( m, 1 \rightarrow 2j, m, 2 \rightarrow 2j + 1 \) etc. and \( j = 0, \ldots, N - 1 \) or for the kagome chain by \( m, 1 \rightarrow 3j, m, 2 \rightarrow 3j + 1, m, 3 \rightarrow 3j + 2 \) etc. and \( j = 0, \ldots, N - 1 \). While for the kagome chain all exchange (hopping) parameters \( J \) are identical, there are two different bond strengths, \( J_1 \) and \( J_2 \), in the other lattices. For the sawtooth chain a special flat-band condition is required, namely the exchange (hopping) parameter along the zigzag path \( J_2 \) has to be \( 2\sqrt{2} \) times larger than the exchange (hopping) parameter \( J_1 \) along the basal straight line. For the frustrated diamond chain, the frustrated two-leg ladder, the double-tetrahedra chain, and the frustrated three-leg ladder the exchange (hopping) parameter \( J_2 \) marked by the bold red lines must exceed a threshold value to have the flat band as the lowest one (note that for these lattices the bold red lines at the same time denote the trapping cells). For the diamond chain we also distinguish blue and green lines. For the distorted diamond chain also considered here both bond strengths are different, where blue lines indicate exchange (hopping) parameters \( J_1 \) and green lines exchange (hopping) parameters \( J_3 \). In case of \( J_1 \neq J_3 \) the lowest band becomes dispersive. The lowest band is flat (flat-band geometry) if blue and green bonds mark identical bond strengths, i.e., \( J_1 = J_3 \).

classes of flat-band lattices: One class is given by Mielke’s line graphs (e.g., the kagome chain, the kagome lattice or the checkerboard lattice) whereas another one can be constructed by Tasaki’s decoration procedure (e.g., the sawtooth chain or the two-dimensional Tasaki lattice). Note further, that some of the flat-band lattices belong to the class of models with local conservation laws (e.g., the diamond chain, the dimer-plaquette chain, the frustrated ladder, and the frustrated bilayer). In Refs. [8] and [20] the construction starts from isolated cells which are further arranged in an infinite lattice. An important feature of flat-band lattices considered here is that the trapping cell is surrounded by triangles, see Figs. 1 and 2. Just this triangular geometry of antiferromagnetic bonds prohibits the magnon to escape from the trap.
Fig. 2. (Color online) Two-dimensional lattices which have a flat lowest-energy one-particle band: The Tasaki lattice, the kagome lattice, the square-kagome lattice, and the frustrated bilayer. The sites are enumerated by two indices, where the first vector index enumerates the cells and the second one enumerates the sites within a cell. While for the kagome lattice all exchange (hopping) parameters $J(t)$ are identical, there are two different bond strengths in the other lattices. For the Tasaki lattice (two-dimensional counterpart of the sawtooth chain) a special flat-band condition is required, namely, the exchange (hopping) parameter along the zigzag path $J_2(t_2)$ has to be 4 (2) times larger than the exchange (hopping) parameter $J_1(t_1)$ along the basal lines. For the square-kagome lattice and the frustrated bilayer the exchange (hopping) parameter $J_2(t_2)$ marked by the bold red lines must exceed a threshold value to have the flat band as the lowest one (note that for these lattices the bold red lines at the same time denote the trapping cells). For the square-kagome lattice we also distinguish blue and green lines. For the flat-band geometry blue and green bonds mark identical bond strengths. For the distorted square-kagome lattice also considered here both bond strengths are different, where blue lines indicate exchange (hopping) parameters $J_1(t_1)$ and green lines exchange (hopping) parameters $J_3(t_3)$. In case of $J_1 \neq J_3 (t_1 \neq t_3)$ the lowest band becomes dispersive.

due to destructive quantum interference. Obviously, antiferromagnetic couplings on a triangle are frustrated, i.e., frustration is a common feature of all lattices discussed in this paper. Interestingly, the same mechanism can lead to a complete localization of electrons in a magnetic field (“Aharonov-Bohm cage”). One more scheme for generating flat-band lattices has been suggested very recently. It starts from a lattice with dispersive bands, then a set of Fano defects is added, and finally by an appropriate transformations of the Fano lattice a corresponding flat-band lattice can be obtained, see Sec. 11.2.

\textsuperscript{b}The presence of two types of states, the localized (dispersionless) ones and the extended (dispersive) ones, allows to use the universal language of the Fano-resonance phenomenon, known from atomic physics, see Ref. [53].
often associated with symmetries, see Sec. VII in Ref. 94.

The localized-magnon state can be written as follows

$$|\text{l.m.}\rangle = \sum_{i \in C} a_i s_i^- |\uparrow \ldots \uparrow\rangle.$$  

Here the sum runs over the sites belonging to one trapping cell $C$ (e.g., the vertical bond for the diamond chain, the frustrated two-leg ladder or bilayer or the hexagon/square for the kagome/square-kagome lattice). We denote the energy of this state by $\varepsilon_1$ (the flat-band energy). To cage the magnon in the trap $C$ we have to fulfill two conditions, namely,$\sum_{i \in C} J_{li} a_i = 0$ for $\forall l \notin C$ and $\sum_{l \notin C} J_{li} = \text{constant}$ for $\forall i \in C$, see Ref. 8.

Localized magnons are building blocks for constructing exact many-magnon states. Clearly, a state consisting of many localized magnons is an exact many-magnon state, if the localized magnons are sufficiently separated of each other, such that they do not interact. In case that neighboring trapping cells share a common site (e.g., the sawtooth chain or the kagome lattice) the occupation of neighboring cells is forbidden (hard-core rule), whereas for lattices with isolated trapping cells (e.g., the diamond chain but not the frustrated two-leg ladder or the frustrated bilayer) neighboring cells can be occupied (no hard-core rule or more precisely only a hard-monomer rule). According to the number of trapping cells $N = aN$, where the proportionality factor $a$ depends on the lattice, there is a maximum number of localized magnons $n_{\text{max}} \propto N$ that corresponds to the complete occupation of the trapping cells (according to possible hard-core rules).

It can be shown that the multi-magnon eigenstates built by $n$ localized magnons under some conditions are the lowest-energy states in the subspaces with corresponding $S^z = N - n$. Moreover, it can be shown almost in all cases rigorously that the localized-magnon states are linearly independent (but not necessarily orthogonal).

The multi-magnon state with maximum $n = n_{\text{max}}$ is an exceptional state called magnon crystal (complete ordered occupation of traps). It resembles a Wigner crystal and it is typically protected by an excitation gap. As a result it corresponds to a magnetization plateau state preceding the magnetization jump associated with the localized-magnon states, cf. also Sec. 6.2.

An important step to analyze the physics related to localized-magnon states consists in the possibility to map the complete manifold of the localized-magnon states on classical hard-core lattice gases. For instance, for the sawtooth chain with $N = 2N$ trapping cells the mapping is onto the hard-dimer problem on a simple linear chain of $N$ sites, and for the frustrated bilayer the corresponding hard-core problem is that of hard squares on a square lattice (see also Sec. 3). Using then well-elaborated statistical mechanics of hard-core lattice gases one easily calculates the low-temperature thermodynamics of the initial quantum spin system, see, e.g., Refs. 10, 12, 13.

In the case of electron systems, the one-particle problem is quite similar. More
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precisely, the one-electron problem corresponds to one-magnon problem with XY interaction in the Hamiltonian \[ H = -J \sum_{i} (s_i^x s_j^x + s_i^y s_j^y) \] instead of \( s_i \cdot s_j \) in Eq. (1). However, the construction of many-particle states (i.e., the occupation rule of the trapping cells) is different. While for the Heisenberg spin system we have to avoid the interactions between trapping cells to remain in the ground-state manifold, in the case of the Hubbard system we have to avoid the on-site Hubbard repulsion between electrons with different spins in order not to run out of the set of ground states. We discuss the one-electron and many-electron states of flat-band Hubbard systems in Secs. 8 and 9.

2.2. Thermodynamics of flat-band antiferromagnets

Localized-magnon states constitute a substantial part of all \( 2^N \) states of \( N \)-site spin-\( \frac{1}{2} \) flat-band spin systems. Moreover, in the presence of a high magnetic field around the saturation value \( h_{\text{sat}} \), they are the low-energy ones and in many cases separated from the other states by an energy gap. Therefore they dominate the properties of the flat-band spin system in the low-temperature high-field regime.

The main observable effects at \( T = 0 \) are: A magnetization jump at the saturation field, a magnetic-field driven lattice instability, and a residual entropy. The ground-state magnetization jump between the values \( M = \frac{N}{2} \) and \( M = \frac{N}{2} - n_{\text{max}} \) (here \( n_{\text{max}} \) is the maximal possible number of localized magnons) is in an obvious manner related to the structure of the energy spectrum of the spin system at hand. Namely, the energy of the \( n \)-localized-magnon state in the presence of a magnetic field, \( E_{\text{FM}} - n\varepsilon_1 - h \left( \frac{N}{2} - n \right) \), becomes \( n \)-independent at the saturation field \( h_{\text{sat}} = \varepsilon_1 \) and hence the magnetization \( S^z = \frac{N}{2} - n \) acquires any value between \( \frac{N}{2} \) and \( \frac{N}{2} - n_{\text{max}} \). A state with \( n \) localized magnons has a huge degeneracy, since the \( n \) localized magnons can be placed over the lattice in many ways. At the saturation field the ground-state degeneracy dramatically increases and corresponds to the grand-canonical partition function of an auxiliary classical gas of hard-core objects at zero value of the chemical potential. This quantity grows exponentially with lattice size \( N \) that leads to a residual entropy.

Moreover, an appropriate lattice distortion fitting to the structure of the localized magnons and thus preserving the localization condition leads to a lowering of magnetic energy that is proportional to the displacement of sites. By calculating the total energy which consists of the magnetic and elastic parts, one can check whether the lattice distortion is favorable or not. It appears that, e.g., the kagome lattice exhibits a field-driven lattice deformation (spin-Peierls transition) in the vicinity of the saturation field which is accompanied by a hysteresis phenomenon.

At nonzero but low temperatures in the vicinity of the saturation field an extra low-temperature maximum of the specific heat occurs, indicating that the manifold of localized eigenstates sets an additional low-energy scale. Importantly, if the lattice dimension is two (or three) an order-disorder phase transition occurs at low temperatures just below the saturation field. The phase transition is related
to the ordering of the hard-core objects on an auxiliary lattice, which mimics the ordering of the localized magnons.

Further details can be found in the original papers or review articles on localized-magnon systems. As will be shown below some of these features appear also in flat-band Hubbard systems demonstrating that the construction and characterization of many-particle localized states is precisely at the heart of the fact that, to some extent, a unified consideration of spin and electron models is possible. However, there are also important differences owing to the spin degree of freedom of electrons, the Pauli principle, and the on-site repulsion which may lead to a coherent spin state at $T = 0$, i.e., to the flat-band ferromagnetism of Mielke and Tasaki.

3. Emergent Ising Degrees of Freedom

As it has been discussed already, the manifold of localized-magnon states can be completely characterized, i.e., their energies are obtained trivially from the flat-band energy $\varepsilon_1$ and their degeneracies can be obtained as a canonical partition function of a certain hard-core lattice-gas model. In many cases the energy levels above the localized-magnon manifold are unknown. However, in some cases one can construct the lowest-energy excited states, too. By including these lowest-energy excited states into a lattice-gas approach one can substantially extend the localized-magnon description. Instead of a lattice gas with infinite repulsion (hard-core rule) we then arrive at a lattice gas with finite repulsion.

To be specific, we consider the spin-$1/2$ Heisenberg antiferromagnet on the frustrated two-leg ladder (see Fig. 1) and the frustrated bilayer (see Fig. 2). For these models one can introduce the total spin on a vertical $J_2$-bond $t_m = s_{m,1} + s_{m,2}$, where $m = 1, \ldots, \mathcal{N}$ runs either over the sites of a simple chain (in case of the ladder) or the sites of square lattice (bilayer case). Then the Hamiltonian of the models becomes

$$H = \sum_m \left[ \frac{J_2}{2} \left( t_m^2 - \frac{3}{2} \right) - h t_m^z \right] + J_1 \sum_{(ml)} t_m \cdot t_l,$$

where the second sum runs over the nearest-neighbor bonds of the linear chain or the square lattice, respectively. As it is evident from Eq. (3), $t_m^2 = t_m(t_m + 1)$, $m = 1, \ldots, \mathcal{N}$ are good quantum numbers and the Hamiltonian of the models depends on the set of quantum numbers $\{t_m\}$, $t_m = 0, 1$. As a result, a subset of $2^\mathcal{N}$ low-lying eigenstates can be calculated exactly and their contribution to thermodynamics can be estimated using a classical lattice-gas model.

Let us consider the relevant eigenstates in more detail. First we consider states which consist of $n$ singlets on the vertical bonds $m_1, \ldots, m_n$ (i.e., $t_m^2 = 0$) and $\mathcal{N} - n$ fully polarized triplets (i.e., $t_m^2 = 2, t_m^z = 1$) on the remaining vertical bonds. If we forbid the occupation of neighboring vertical bonds by singlets (hard-core rule) we are faced with independent localized-magnon states and the singlet on a
vertical bond is the localized magnon. The energy of the independent localized-magnon states is $E_{nm} = E_{FM} - n\varepsilon_1$, $\varepsilon_1 = h_1 = h_{sat}$ with $E_{FM} = N\varepsilon_1 + N\varepsilon_2$, $\varepsilon_1 = J_2 + 2J_1$ (ladder) and $E_{FM} = 2N\varepsilon_1 + N\varepsilon_2$, $\varepsilon_1 = J_2 + 4J_1$ (bilayer). The degeneracy of the independent localized-magnon states $g_N(n)$ is given by the canonical partition function $Z_{hc}(n,N)$ of $n$ hard-core objects (hard dimers or hard squares) on the lattice (simple chain or square lattice) of $N$ sites. The independent-localized magnons are linearly independent and constitute the ground-state manifold for $S^z = N - 1, \ldots, \frac{N}{2}$ if $J_2 \geq 2J_1$ (ladder) or $J_2 \geq 4J_1$ (bilayer).

Allowing the localized magnons to be nearest neighbors, we arrive at another set of eigenstates, the interacting localized-magnon states. For magnetization values $S^z = N - n, n = 2, \ldots, \frac{N}{2}$, the energies of the interacting localized-magnon excited states are: $E'_n = E_n + \nu J_1$, where $\nu$ is the number of pairs of neighboring localized magnons. The interacting localized-magnon states are the low-lying excited states for these values of $S^z$ if $J_2$ is large enough, i.e., $J_2 > J_2^c$ (strong-coupling regime).

From exact-diagonalization data for finite systems we have found for $J_2^c$ above which the strong-coupling regime holds the values $J_2^c \approx 3.00J_1$ (ladder) and $J_2^c \approx 4.65J_1$ (bilayer). Obviously, for the models at hand the localized-magnon ground states are separated by a gap from excitations in the strong-coupling regime, i.e., for $J_2 > J_2^c$. Note, however, that the existence of an excitation gap is not necessarily a common feature of localized-magnon systems.

For lower values of the magnetization, $S^z = \frac{N}{2} - r, r = 1, \ldots, \frac{N}{2}$, where no independent localized-magnon states exist, the class of interacting localized-magnon states contains the ground-state manifold as well as low-lying excited states in the strong-coupling regime. The ground-state manifold is built by $n = \frac{N}{2} + r (r = 1, \ldots, \frac{N}{2})$ localized magnons, where, e.g., $\frac{N}{2}$ magnons occupy one sublattice of the underlying lattice (simple chain or the square lattice) completely, and the remaining $r$ localized magnons sit on the other sublattice. The energy of this state is $E_{\frac{N}{2} + r} = -N\varepsilon_1 - J_2r, J_2 = h_2$. The low-lying excited states are constructed from the ground state by rearranging the localized magnons to increase the number of neighboring magnons. Then each new pair of neighboring localized magnons increases the energy by $J_1$.

Note that the interacting localized-magnon states can be visualized as partially overlapping hard-core objects in contrast to the independent localized-magnon states which can be visualized as non-overlapping hard-core objects. We are interested in the partition function $Z(T, h, N)$ of the frustrated quantum spin system which, after taking into account that in the strong-coupling regime the independent and interacting localized-magnon states dominate at low temperatures and high fields, can be written within the frames of a lattice-gas model of classical particles with finite nearest-neighbor repulsion $V = J_1$.

$$Z(T, h, N) \approx \sum_{n_1=0,1} \ldots \sum_{n_N=0,1} e^{-\frac{E_{FM} - hN + (h - h_1)\sum_{m=1}^n m + J_1 \sum_{m=1}^n m \cdot n_1}{T}} = e^{-\frac{E_{FM} - hN}{T} Z_{lg}(T, \mu, N)},$$

(4)
Introducing the Ising variables

The grand-canonical partition function of the classical lattice-gas model with the Hamiltonian
\[ H = \sum_{\langle i,j \rangle} J_{ij} \sigma_i \sigma_j + H_1 \sum_i \sigma_i \]  
[i.e., the (non-frustrated) Ising model] can reproduce the thermodynamic properties of the frustrated quantum spin models and the classical lattice-gas models for finite systems (up to \( N = 32 \)) show that the effective description [i.e., the (non-frustrated) Ising model] can reproduce the thermodynamic properties of the initial frustrated quantum spin model in the strong-coupling regime.\(^{37}\)

Since the emergent classical models may be easily studied either analytically (ladder) or using classical Monte Carlo simulations (bilayer), a lot of results for these models are available (see, e.g., Refs. 97, 98). Hence we can discuss the properties of the frustrated quantum antiferromagnets at hand on the basis of this knowledge. In Figs. 3 and 4 we report the phase diagram of both models in the half plane “field–temperature”, the low-temperature magnetization curves and the temperature dependence of the specific heat below the saturation field for the bilayer. An interesting low-temperature behavior in the magnetic-field region \( h_2 < h < h_1 \) is related to an ordering of localized magnons. Indeed, both auxiliary lattices are bipartite ones and in the two-dimensional case (i.e., for the square lattice) the occupation of the two sublattices exhibits a finite-temperature order-disorder phase transition corresponding to that one which is present in the square-lattice Ising

\[ \Xi_{\text{lg}}(T, \mu, N) = \sum_{n_1=0}^{1} \cdots \sum_{n_N=0}^{1} e^{-\beta H(\{n_m\})} \]  

where \( \Xi_{\text{lg}}(T, \mu, N) = \sum_{n_1=0}^{1} \cdots \sum_{n_N=0}^{1} e^{-\beta H(\{n_m\})} \) is the grand-canonical partition function of the classical lattice-gas model with the Hamiltonian
\[ H(\{n_m\}) = -\mu \sum_m n_m + J_1 \sum_{\langle i,j \rangle} n_i n_j, \mu = h_1 - h, \text{ and } h_1 = \varepsilon_1 \]  

is the saturation field \( h_{\text{sat}} \).

Introducing the Ising variables \( \sigma_m = 2n_m - 1 \) (i.e., \( n_m = \frac{1+\sigma_m}{2} \)) one arrives at a classical antiferromagnetic Ising model in a uniform magnetic field. Extensive studies of the relation between the frustrated quantum spin models and the classical lattice-gas models for finite systems (up to \( N = 32 \)) show that the effective description [i.e., the (non-frustrated) Ising model] can reproduce the thermodynamic properties of the initial frustrated quantum spin model in the strong-coupling regime.\(^{37}\)

Fig. 3. (Color online) Phase diagrams as they follow from the lattice-gas description of the \( s = \frac{1}{2} \) Heisenberg antiferromagnet in a magnetic field on the frustrated two-leg ladder with \( J_1 = 1, J_2 = 4 \) (left) and on the frustrated bilayer with \( J_1 = 1, J_2 = 5 \) (right). A staggered occupation of vertical bonds by localized magnons (a kind of “antiferromagnetic” long-range order) occurs along the red line between \( h_2 = J_2 = 4 \) and \( h_1 = J_2 + 2J_1 = 6 \) at \( T = 0 \) (ladder) or below the red critical line \( T_c(h) \) with starting point \( h_2 = J_2 = 5, T = 0 \) and endpoint \( h_1 = J_2 + 4J_1 = 9, T = 0 \) (bilayer), whereas a uniform occupation of vertical bonds (a kind of “ferromagnetic” long-range order) occurs along the green lines \( h < h_2 \) at \( T = 0 \) and \( h < h_1 \) at \( T = 0 \). The remaining part of the phase diagrams corresponds to a disordered phase. Moreover, we show the lines below which the exact-diagonalization data and the lattice-gas predictions for the specific heat of the finite system of \( N = 16 \) sites coincide with the accuracy up to 5%, 2%, and 1% (blue dashed lines from top to bottom).
Fig. 4. (Color online) Zero-temperature magnetization curves for the ladder ($J_1 = 1$, $J_2 = 4$) and bilayer ($J_1 = 1$, $J_2 = 5$) models (left) and specific heat as a function of temperature for the bilayer model for various magnetic fields below the saturation field (right). The plateau at $M/N = 1/4$ is between $h_2 = J_2$ and the saturation field $h_1$. The specific-heat data were obtained by Monte Carlo simulations of the classical lattice-gas model with finite repulsion $V = J_1$ for systems of up to $800 \times 800$ sites exploiting usual Metropolis algorithm with up to $3000000$ Monte Carlo steps.

antiferromagnet in a uniform magnetic field\cite{35} Crossing the critical line $T_c(h)$ the thermodynamic quantities for the frustrated bilayer exhibit singularities: The specific heat shows a logarithmic singularity, the staggered magnetization (order parameter) within the (“antiferromagnetically”) ordered phase decays to zero with the critical exponent $\beta = \frac{1}{8}$, and the staggered susceptibility diverges with the exponent $\gamma = \frac{7}{4}$. These field and temperature dependences of various thermodynamic quantities clearly indicate the ordering of the localized magnons on vertical bonds of the frustrated bilayer which may occur for $T < T_{\text{Onsager}} = \frac{1}{2\ln(\sqrt{2}+1)} J_1 \approx 0.567296 J_1$. The investigations presented in Ref. \cite{37} can be obviously extended to other two-dimensional lattices, for example, frustrated bilayers consisting of two triangular, honeycomb, kagome etc. layers. Furthermore, these findings may be of relevance to understand the physical properties of the recently synthesized spin dimer magnet Ba$_2$CoSi$_2$O$_6$Cl$_2$\cite{35}. Although, this compound has a pronounced XY anisotropy of the antiferromagnetic Heisenberg interactions and certainly also a deviation from ideal flat-band geometry remnant features of the discussed bilayer system could be present, cf. also Sec. 7.2.

4. Chiral Localized Magnons

Most of the investigations of localized-magnon systems consider the case of a bipartite trapping cell, e.g., a single bond, a square or a hexagon. Such cells have a non-degenerate one-magnon ground state which remains the ground state of the whole lattice after suitable connection of the cells into the infinite lattice. However, one can also consider a non-bipartite trapping cell, e.g., a triangular trap. The triangular trap has a twofold degenerate ground state that leads to new effects\cite{35,39,77}.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{(Color online) Zero-temperature magnetization curves for the ladder ($J_1 = 1$, $J_2 = 4$) and bilayer ($J_1 = 1$, $J_2 = 5$) models (left) and specific heat as a function of temperature for the bilayer model for various magnetic fields below the saturation field (right). The plateau at $M/N = 1/4$ is between $h_2 = J_2$ and the saturation field $h_1$. The specific-heat data were obtained by Monte Carlo simulations of the classical lattice-gas model with finite repulsion $V = J_1$ for systems of up to $800 \times 800$ sites exploiting usual Metropolis algorithm with up to $3000000$ Monte Carlo steps.}
\end{figure}
This degeneracy is associated to the chirality. The chirality operator for the triangle may be introduced as follows:

\[ \chi = \frac{4}{\sqrt{3}} (s_1 \cdot [s_2 \times s_3]) \]

(see the corresponding triangular cells in Fig. 1). As a result, the lowest-energy magnon band having the energy \( \varepsilon_{1,2}(\kappa) = -\frac{3}{2} J_2 - J_1 = -\varepsilon_{1,2} \) (double-tetrahedra chain, see Fig. 1) or \( \varepsilon_{1,2}(\kappa) = -\frac{3}{2} J_2 - 3 J_1 = -\varepsilon_{1,2} \) (frustrated triangular tube, see Fig. 1) is twofold degenerate, i.e., the one-magnon flat-band states are \( 2N \)-fold degenerate. The flat-band states are located within triangles and can be written explicitly as follows:

\[
|+\rangle_m = \frac{1}{\sqrt{3}} \left( s_{m,1}^- + \omega s_{m,2}^- + \omega^2 s_{m,3}^- \right) |\uparrow\ldots\uparrow\rangle,
\]

\[
|-\rangle_m = \frac{1}{\sqrt{3}} \left( s_{m,1}^- + \omega^2 s_{m,2}^- + \omega s_{m,3}^- \right) |\uparrow\ldots\downarrow\rangle,
\]

where \( \omega = e^{i2\pi/3} \). Using Eqs. (5) and (6) one can check that \( \chi_m |\pm\rangle_m = \pm |\pm\rangle_m \). Moreover, the flat-band states become the lowest-energy ones if \( J_2 > 2J_1 \).

We pass to the low-temperature high-field thermodynamics which is conditioned by the set of independent localized-magnon states. The formula for the (dominating) contribution of the localized-magnon states to the partition function reads

\[
Z(T, h, N) \approx \sum_{n=0}^{n_{\max}} g_N(n) e^{-\frac{E_{FM} - n(h_1 - h)}{T}},
\]

where \( h_1 = h_{sat} = \varepsilon_{1,2} \) is the saturation field and \( g_N(n) \) is the number of localized states of \( n \) magnons on a lattice of \( N \) cells. For \( g_N(n) \) now we have to take into account also the chiral degrees of freedom. That yields \( g_N(n) = 2^n C_n^N \) for the double-tetrahedra chain and \( g_N(n) = 2^n Z_{hd}(n, N) \) for the frustrated triangular tube, where \( C_n^N = \binom{N}{n} \) is the binomial coefficient and \( Z_{hd}(n, N) \) denotes the canonical partition function of \( n \) hard dimers on a \( N \)-site linear chain. Here the factor \( 2^n \) stems from the chirality. The sum in Eq. (7) can be easily calculated and, as a result, one gets the thermodynamics of the models at hand in the low-temperature high-field regime. The considered spin systems exhibit the typical features of localized-magnon systems: The magnetization jump, the residual entropy, and the extra low-temperature peak in the specific heat. Furthermore, similar to the case of the frustrated two-leg ladder (see the previous section), one can elaborate for the frustrated three-leg ladder a soft lattice-gas model instead of the hard-dimer model to take into account the low-energy excitations. Based on finite-size calculations the critical value of \( J_2 \) above which the strong-coupling regime holds was estimated as \( J_2^c \approx 2.68 J_1 \). Note that in contrast to the two-leg ladder, the lattice-gas model for the three-leg ladder does not possess the symmetry around \( h_1 \) and \( h_2 \), because of the chirality.

The degeneracy owing to the chirality can be lifted, e.g., by a Dzyaloshinskii-Moriya interaction. If we add a small perturbation in form of a Dzyaloshinskii-Moriya interaction \( D = De_2 = (0, 0, D) \) between neighboring spins of each
triangular trap, the partition function is again given by Eq. (7), however, with 
\[ g_n(n) = (2 \cosh \sqrt{3} D) \frac{n^2}{2} C_n^N \] for the double-tetrahedra chain and 
\[ g_n(n) = (2 \cosh \sqrt{3} D) \frac{n^2}{2} Z_{\text{hd}}(n, N) \] for the frustrated triangular tube. The introduced perturbation leads to a splitting of the ground-state levels and, therefore, one more low-energy scale arises. As a result, the low-temperature features close to the saturation field \( h_{\text{sat}} = h_1 \) are more subtle. For example, the temperature profiles of the specific heat show more tiny features which can be seen in Fig. 5. For a special set of parameters the temperature dependence of the specific heat may exhibit three (four) maxima for the double-tetrahedra chain (frustrated triangular tube). The low-temperature maxima are excellently described within the presented effective low-energy theory.

The considerations of this section refer to the antiferromagnetic Heisenberg model. Later on in Sec. 8.1 we will discuss how they can be straightforwardly applied to the Hubbard model. 38, 39, 76

5. Beyond the Ideal Flat-Band Geometry

The localized-magnon picture emerges only in the case of strict localization of magnons or, in other words, when the lowest magnon band is strictly flat. Of course, this requires certain relations between exchange couplings which hardly can be satisfied in a real-life case. Among the reasons for that one may mention nonideal geometry or some extra exchange couplings which lead to a violation of the localization condition. However, one may expect to find a magnetic compound which is quite close to the localized-magnon prototype. Therefore it is important to consider spin models with a small deviation from the strictly dispersionless case, i.e., the former flat band acquires a slight dispersion, and to figure out how the localized-magnon features are modified by (weak) dispersion.

In what follows we discuss the effect of small deviations from the conditions for localization considering three models which belong to the so-called monomer universality class 13, namely, the diamond chain (see Fig. 1), the dimer-plaquette chain, and the square-kagome lattice (see Fig. 2). 40 For large exchange bonds on the trapping cell, \( J_2 \), an appropriate approach is the strong-coupling
which, in fact, was elaborated for a distorted frustrated diamond spin chain in Refs. [51] and [100]. Let us discuss this approach in some detail considering as an example a distorted frustrated diamond chain, see Fig. 1. Inspired by the azurite geometry, we assume that $J_1 \neq J_3$ and set $J_1 + J_3 = 2J < J_2$ (for a more general nonideal geometry see Ref. [41]). The starting point of the strong-coupling approximation is the simple problem of two spins interacting via a $J_2$ bond. In a high magnetic field the state $|u\rangle = |\uparrow_1\uparrow_2\rangle$ has the lowest energy $\frac{J_2}{2} - h$ whereas just below the “bare” saturation field $h_0 = J_2$ the state $|d\rangle = \frac{1}{\sqrt{2}}(|\uparrow_1\downarrow_2\rangle - |\downarrow_1\uparrow_2\rangle)$ (localized magnon) becomes the lowest-energy one with the energy $-\frac{3J_2}{4}$. The collection of spin dimers on $J_2$-bonds and the isolated spins at the site $m, 3$, see Fig. 1 at $h = h_0$ constitutes the “main” Hamiltonian $H_{\text{main}}$ whereas the remaining $J_1$ and $J_3$ interactions represent the perturbation $V = H - H_{\text{main}}$. We introduce the model space which is spanned by the ground states of the main Hamiltonian $|\varphi_0\rangle$ and the projector onto this space $P = |\varphi_0\rangle\langle\varphi_0|$

$$P = \otimes_m P_m, \quad P_m = P_m \otimes (|\uparrow_1\rangle\langle\uparrow_1|)_m, \quad P_m = (|u\rangle\langle u| + |d\rangle\langle d|)_m.$$  

We are interested in an effective Hamiltonian $H_{\text{eff}}$ which acts in the model space only but gives the ground-state energy of the Hamiltonian $H$. The effective Hamiltonian can be found within perturbation theory [101-103]

$$H_{\text{eff}} = PHP + PV \sum_{\alpha \neq 0} \frac{|\varphi_0\rangle\langle \varphi_0|}{E_0 - E_\alpha} V P + \ldots,$$

where $|\varphi_\alpha\rangle, \alpha \neq 0$, denotes the excited states of $H_{\text{main}}$. Moreover, it is convenient to introduce (pseudo)spin-$\frac{1}{2}$ operators

$$T^z = \frac{1}{2} (|u\rangle\langle u| - |d\rangle\langle d|), \quad T^+ = |u\rangle\langle d|, \quad T^- = |d\rangle\langle u|$$

for each cell $m$. As a result, one arrives at the spin-$\frac{1}{2}$ isotropic $XY$ model in a $z$-aligned field with the Hamiltonian

$$H_{\text{eff}} = N C - h \sum_m T^z_m + J \sum_{(mn)} (T^x_m T^x_n + T^y_m T^y_n),$$

where the last sum runs over all nearest-neighbor bonds on a simple chain. The parameters of the effective Hamiltonian are given by $h = h - h_1 - \frac{(J_3 - J_1)^2}{4J_2}, J = \frac{(J_3 - J_1)^2}{4J_2}$, and $h_1 = J_2 + J, J = \frac{J_3 + J_1}{2}$, see Refs. [100-103]. For the dimer-plaquette chain and the square-kagome lattice the effective model is again given by the Hamiltonian in Eq. (11), however, with specific values of parameters, see Ref. [41].

In Fig. 3 we illustrate the quality of the strong-coupling predictions (long-dashed green lines). For this purpose we compare strong-coupling-approach predictions with exact-diagonalization data for the initial model. The comparison of data for the magnetization and the specific heat reported in Fig. 3 shows that the strong-coupling theory gives correct qualitative predictions but it does not provide quantitative
details. That is not astonishing after all, since we start from the limit of small \( J_1 \) and \( J_3 \) in comparison to \( J_2 \) and consider only the second-order term in Eq. \( \text{[9]} \).

The strong-coupling calculation does not use the special features of localized-magnon picture, where we assume \( J_1 = J_3 = J < \frac{J_2}{2} \). Starting from the localized-magnon description we need only \( |J_3 - J_1| \) to be small. Hence, one may expect that such an approach would contain more relevant physics than the strong-coupling one already in the “main” (i.e., unperturbed) problem. To follow this idea we may apply Eq. \( \text{[3]} \) for the following splitting of the Hamiltonian \( H \): \( H_{\text{main}} \) corresponds to the ideal geometry (i.e., with \( J = J_2 \)) and \( V = H - H_{\text{main}} \). However, we are immediately faced with a difficulty in calculating the second term in the r.h.s. of Eq. \( \text{[9]} \), since only the ground states of \( H_{\text{main}} \) (i.e., the set of localized-magnon states) are known, whereas the excited states \( |\phi_\alpha\rangle, \alpha \neq 0 \), remain unknown. To overcome this obstacle we start from the Hamiltonian

\[
\mathcal{H} = \mathcal{P}H\mathcal{P}, \quad \mathcal{P} = \otimes_m \mathcal{P}_m. \tag{12}
\]

Here the projector \( \mathcal{P}_m \) [see Eq. \( \text{[8]} \)] restricts the states of the cell \( m \) to only two states \( |u\rangle \) and \( |d\rangle \). After this approximation we can split the Hamiltonian \( \mathcal{H} \) into the main part \( \mathcal{H}_{\text{main}} \) which corresponds to the ideal geometry and the perturbation \( V = \mathcal{H} - \mathcal{H}_{\text{main}} \). Now all eigenstates of \( \mathcal{H}_{\text{main}} \) are known and we can easily calculate the second term in the r.h.s. of Eq. \( \text{[9]} \). As a result, for the considered frustrated quantum antiferromagnets we arrive at the spin-\( \frac{1}{2} \) XXZ Heisenberg model

\[
\mathcal{H}_{\text{eff}} = N\mathcal{C} - h \sum_m T_m^z + \sum_{(mn)} [J (T_m^x T_n^x + T_m^y T_n^y) + J^z T_m^z T_n^z]. \tag{13}
\]
The parameters of $\mathcal{H}_{\text{eff}}$ for the distorted diamond chain are given by

\[ C = -h - \frac{J_2}{4} + J \frac{1}{2} - \frac{(J_3 - J_1)^2}{16J_2} \left( \frac{1}{1 - \frac{J}{J_2}} + 1 \right) \]

\[ = -h - \frac{J_2}{4} + J \frac{1}{2} - \frac{(J_3 - J_1)^2}{16J_2} \left( 2 + \frac{J}{J_2} + \ldots \right), \]

\[ h = h - h_1 - \frac{(J_3 - J_1)^2}{4J_2}, \quad h_1 = J_2 + J, \quad J = J_2 + \frac{1}{2} \]

\[ J = \frac{(J_3 - J_1)^2}{4J_2} \left( \frac{1}{1 - \frac{J}{J_2}} - 1 \right) = \frac{(J_3 - J_1)^2}{4J_2} \left( \frac{J}{J_2} + \ldots \right). \]

(14)

To compare with the strong-coupling approach we give in Eq. (14) except the full expressions also the leading terms of an expansion in $\frac{1}{J}$. Obviously, the lowest-order terms agree with the strong-coupling approximation (11). Note that the next-order terms in Eq. (14) correspond to the next-order terms within the strong-coupling scheme obtained in Ref. 100. The effective Hamiltonian parameters for the dimer-plaquette chain and the square-kagome lattice (even for a more general nonideal geometry) can be found in Ref. 41. From Fig. 6 one can clearly see that the perturbation-theory approach based on the localized-magnon picture yields much better results than the strong-coupling approach, and it can provide even a quantitative description of the initial model. We mention, that the ideal-geometry limit of the effective model gives an alternative (but identical) description of the thermodynamics previously discussed, e.g., in the reviews 35, 36.

We conclude that the nonideal geometry leads to new effective (unfrustrated) quantum spin models which are well known in statistical mechanics. Hence, we may use the broad knowledge on their properties to understand the low-temperature high-field behavior of the frustrated quantum antiferromagnets at hand. The most interesting model is the two-dimensional square-kagome lattice, since the effective models exhibit the famous Berezinskii-Kosterlitz-Thouless (BKT) transition 104.

Let us briefly outline the relevant results concerning the BKT transition. Since the early 1970ies it is known that the classical two-dimensional isotropic $XY$ model undergoes a transition from bound vortex-antivortex pairs at low temperatures to unpaired vortices and antivortices at some critical temperature $T_{\text{BKT}}$.114 Below $T_{\text{BKT}}$ (superfluid phase) the system is characterized by quasi-long-range order, i.e., correlations decay algebraically at large distances without emerging of a nonvanishing order parameter. Above $T_{\text{BKT}}$ (normal phase) the system is disordered with an exponential increase of the correlation length $\xi$ as $T \to T_{\text{BKT}} + 0$, $\xi \propto e^{\sqrt{\tau}}$ with $\tau = \frac{T - T_{\text{BKT}}}{T_{\text{BKT}}}$. The critical temperature for the classical square-lattice isotropic $XY$ model (without magnetic field) is $T_{\text{BKT}} \approx 0.893|J|$.105 In the quantum spin-$\frac{1}{2}$ case the BKT critical behavior also occurs, however, the critical temperature
is lower, $T_{BKT} \approx 0.34|J|^{106}$ The quantum model is gapless with an excitation spectrum which is linear in the momentum. The specific heat $c(T)$ shows $T^2$ behavior as $T \to 0$, increases very rapidly around $T_{BKT}$, and exhibits a finite peak at temperature $T^*$ somewhat above $T_{BKT}$. This kind of the low-temperature thermodynamics survives for not too large $z$-aligned magnetic field $|h| < 2|J|$ $^{106}$ Also for spin-$\frac{1}{2}$ square-lattice $XXZ$ model with dominating isotropic $XY$ interaction in a $z$-aligned magnetic field the BKT transition appears $^{107}$

Now we transfer this knowledge to the distorted square-kagome Heisenberg antiferromagnet. We use the position of the maximum $T^*$ in the specific heat as an indicator of the BKT transition to construct a sketch of the phase diagram of the model, see Fig. 7. From the temperature dependence of the specific heat (see left panel of Fig. 7) calculated by exact diagonalizations and quantum Monte Carlo simulations for the effective model $^{113}$ one observes an agreement with the expected $T^2$ behavior for $T \to 0$ in a small region below the saturation field (and an exponential decay outside this region). For gapped systems there is a broad maximum in the specific heat. In the gapless field region the maximum occurs at lower temperatures and it is more pronounced becoming peak-like. Furthermore, in the gapless field region the temperature profiles show noticeable finite-size effects. A tentative BKT-transition line $T_{BKT}(h)$ (green short-dashed curve in the right panel of Fig. 7) drawn on the basis of the specific heat data provides a generic phase diagram of the distorted square-kagome Heisenberg antiferromagnet at low temperatures and high fields. The largest transition temperature appears for zero effective field $h$, which corresponds to $h = h_1 + \left(\frac{J_3-J_1}{8J_2}\right)^2 \frac{1}{1-\frac{1}{2}}$, $h_1 = 2J_2 + J$, $J = J_3+J_1$ of the initial frustrated model. A deviation from this field yields a decrease of $T_{BKT}$, and finally $T_{BKT}$ becomes zero. Thus, in the highly frustrated quantum Heisenberg antiferromagnet on the square-kagome lattice with deviations from ideal flat-band geometry the BKT transition may appear in a certain region of finite magnetic-field values, i.e., the model exhibits a magnetic-field-driven BKT transition.

Interestingly, recent experimental and theoretical studies of the complex spin-dimer material $C_{36}H_{48}Cu_2F_6N_8O_{12}S_2$ (having a spin interaction network corresponding to a two-dimensional distorted honeycomb lattice) have given evidence of a field-induced BKT physics in this system $^{108}$

6. Closely Related Studies on Spin Systems

6.1. Bose condensation in flat bands

One interesting study related to localized-magnon physics that has been recently presented by S. D. Huber and E. Altman in Ref. $^{42}$ deals with Bose condensation in flat bands. The authors of Ref. $^{42}$ consider a Hamiltonian of the form

$$H = \sum_{\langle ij \rangle} |t_{ij}| \left( b_i^\dagger b_j + H.c. \right) + \frac{U}{2} \sum_i b_i^\dagger b_i^\dagger b_i b_i, \quad (15)$$
where $b_i^\dagger$ ($b_i$) is a bosonic creation (annihilation) operator on lattice site $i$. Usually weakly interacting bosons form a condensate in the lowest eigenstate of the kinetic-energy operator. However, if the hopping parameters $|t_{ij}|$ provide a flat lowest band, the nature of the ground state will be determined by the interaction $U$ acting within the hugely degenerate flat-band-states manifold. S. D. Huber and E. Altman consider the one-dimensional sawtooth lattice and the two-dimensional kagome lattice. Both lattices have a lowest flat band in the one-particle spectrum. Such bosonic models with flat bands are of direct relevance for ultracold atoms in optical lattice or diluted frustrated spin-1 magnets with fully polarized spins. Exact many-body ground states can be constructed by occupying some subsets of spatially non-overlapping trapping cells, i.e., at sufficiently low lattice fillings (densities of bosons) $\nu$. Again, the multiple possibilities to put the bosons into the non-overlapping localized states lead to a massive degeneracy of the ground state. There is a critical density, $\nu_{\text{max}} = \frac{2\nu_{\text{max}}}{N} = \frac{1}{4}$ ($N$ is the number of lattice sites) for the sawtooth chain and $\nu_{\text{max}} = \frac{1}{5}$ for the kagome lattice at which a close-packed crystal state is formed. So far, there is a close correspondence to the spin systems discussed in the preceding sections. S. D. Huber and E. Altman now consider lattice fillings slightly above close-packed filling $\nu_{\text{max}}$. The wave function of any additional boson must overlap spatially with those of other bosons and then an exact construction of eigenstates is not possible. The question addressed in Ref. 42 is: What is the structure of the ground states at lattice fillings slightly above $\nu_{\text{max}}$? In particular, do the added bosons condense to form a superfluid on top of the close-packed crystal state? We will briefly discuss this question now. The strategy to attack the problem follows a previous study of the quantum Hall effect. The authors project the Hamiltonian onto the flat band and obtain this way an effective low-energy
Hamiltonian which depends only on the (weak) on-site interaction \( U \). The resulting low-energy model is defined on a new lattice, it is free of frustration and can be analyzed further using standard methods.

We start with the sawtooth-chain model. On the one-particle level the Hamiltonian \( (15) \) corresponds to the spin-\( \frac{1}{2} \) isotropic XY Hamiltonian, since the commutation relations are not important. One easily finds that the localized states exist if \( t_2 = \sqrt{2}t_1 \). They have the form \( |V_j \rangle = -\frac{1}{2}(b_{A,j-1}^\dagger - \sqrt{2}b_{B,j}^\dagger + b_{A,j}^\dagger)|\text{vac}\rangle \) and their energy is \(-2t_1 = -2t\). To achieve a better comparison with the original paper of S. D. Huber and E. Altman we use here the indices of Ref. 42. These indices \( A,j \) and \( B,j \) correspond to \( m = 2 \) and \( m = 1 \), respectively, in Fig. 1 and the lattice has \( 2N \) sites. On the many-particle level the particle statistics becomes important. One can construct many-boson ground states of the interacting Hamiltonian by occupying only non-overlapping \( |V_j \rangle \) states. In particular, the crystal state [charge-density wave (CDW)] state, all non-overlapping trapping cells are occupied] is given by

\[
|\text{CDW}_+\rangle = \prod_{j=1}^N |V_j^\dagger \rangle |\text{vac}\rangle.
\]

The states \( |V_j \rangle \) are linearly independent and complete in the flat-band subspace, however, they are not orthogonal. It is convenient to introduce an alternative set of localized states within the flat-band subspace which form an orthonormal basis

\[
W_j^\dagger |\text{vac}\rangle = \sum_j \left[ w_A(r_j - r_i) b_{A,j}^\dagger + w_B(r_j - r_i) b_{B,j}^\dagger \right] |\text{vac}\rangle,
\]

\[
w_A(r_j) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\kappa \cos \frac{\theta}{2} e^{i\kappa r_j} \frac{1}{2}, \quad w_B(r_j) = -\frac{1}{2\pi} \int_{-\pi}^{\pi} d\kappa \sin \frac{\theta}{2} e^{i\kappa r_j} \tag{16}
\]

[for explicit expression for \( \theta_a \) see Eq. (4) in Ref. 42]. Although these Wannier states (or \( W \)-states) locally have the structure of the \( V \)-states, the \( W \)-states decay exponentially with a localization length of \( \xi \approx \log(2.15)d \tag{42} \) where \( a \) is the lattice constant.

Now additional particles are introduced into the system and a small interaction \( U < \Delta \) is assumed (for the opposite limit \( U > \Delta \), see Ref. 112), where \( \Delta = 2t \) is the energy gap from the flat band to the next band. To implement the projection onto the flat band, we express the bosonic operators in terms of the Wannier basis, \( b_{A,B,j}^\dagger = \sum_m^N w_{A,B}^\dagger (r_j - r_m) W_m^\dagger + \text{higher bands} \), and neglect the contribution from the higher bands. The resulting Hamiltonian contains a renormalized on-site interaction \( \tilde{U} \approx 0.40U \), further-range interactions as well as assisted-hopping terms, where all effective parameters are proportional to \( U \). Since the renormalized on-site interaction \( \tilde{U} \) is the largest parameter, S. D. Huber and E. Altman replace the on-site repulsion by a hard-core constraint and arrive at a spin-\( \frac{1}{2} \) chain model

\[
H_{\text{eff}} = \sum_i \left[ I^z \sigma_i^z \sigma_{i+1}^z + \frac{I^{dw}}{2} \left( \sigma_i^+ + \frac{1}{2} \right) \left( \sigma_{i+1}^- \sigma_{i+2}^- + \text{H.c.} \right) + I^{wp} \left( \sigma_i^+ + \frac{1}{2} \right) \left( \sigma_{i+1}^+ \sigma_{i+1}^- + \text{H.c.} \right) \right] \tag{17}
\]
with the set of parameters
\[ \hat{U} \approx 0.40U (\rightarrow \infty), \quad I^z \approx 0.112U, \quad I^{dw} \approx -0.025U, \quad I^{sp} \approx -0.011U. \] (18)

We turn to the kagome-lattice model. Diagonalizing the tight-binding part of Hamiltonian we get three bands, \( \varepsilon_0(k) = -2t, \varepsilon_{\pm}(k) = t\{1 \pm \sqrt{3 + 2[\cos k_1 + \cos(k_1 - k_2) + \cos k_2]}\}. \) Localized states are located within single hexagons. Importantly, there is a band touching at the \( \Gamma \) point, i.e., the flat band is not gapped. As a result, the Wannier states are not exponentially localized but have power-law tails (the slowest decay is \( \sim \frac{1}{|r|^3} \)). Projecting onto the flat band we are faced with a further complication, because of the vanishing gap in the one-boson spectrum between the flat band and the second band: In the case of the kagome lattice we do not have the small parameter \( \frac{U}{\Delta} \). However, the authors of Ref. \[42\] argue that for fillings \( \nu \gtrsim \frac{1}{3} \) the interactions open an effective band gap which finally controls the projection onto the flat band. Again a hard-core constraint is supposed, and, finally an effective Hamiltonian in terms of spin-\( \frac{1}{2} \) operators on the triangular lattice is derived:

\[
H_{\text{eff}} \approx \sum_{i, \alpha} \left\{ \left( \frac{I^z}{2} \sigma^z_{r_i} \sigma^z_{r_{i+1}+a_{\alpha}} \sigma^z_{r_{i+2}+a_{\alpha}} \alpha + \left( \sigma^z_{r_i} + \frac{1}{2} \right) \left[ I^{xy}_{1,2} \sigma^+_{r_{i+1}+a_{\alpha}, \alpha} \sigma^-_{r_{i+2}+a_{\alpha}} \right] \right) \right\} \ldots \] (19)

with the set of parameters
\[ \hat{U} = 0.14U (\rightarrow \infty), \quad I^z \approx 0.028U, \quad \frac{I^{xy}_{1,2}}{I^z} \approx -\frac{1}{3}, \quad \frac{I^{xy}_{1,2}}{I^z} \approx \frac{1}{6}, \quad \frac{I^{xy}_{3,4}}{I^z} \approx -\frac{1}{8}, \quad \frac{I^{xy}_{3,4}}{I^z} \approx \frac{1}{16}. \] (20)

Here the vectors \( a_{\alpha}, \alpha = 1, \ldots, 6 \), connect the nearest neighbors on the triangular lattice, see Ref. \[42\].

The effective spin-\( \frac{1}{2} \) Hamiltonians (17) (one-dimensional case) and (19) (two-dimensional case) are much easier to study compared to the initial models. In the one-dimensional case a bosonization technique can be applied whereas in the two-dimensional case a mean-field treatment can be elaborated. The results of the investigation of the fate of the CDW state at lattice filling above \( \nu_{\text{max}} \) are different for the sawtooth chain and the kagome lattice. For the sawtooth chain the long-range order of the CDW state will be immediately destroyed by proliferation of free domain walls upon increasing the density of bosons, i.e., the exact ground state \( |\text{CDW}_\frac{1}{4}\rangle \) melts due to delocalization of domain walls. The universal low-energy properties at filling \( \nu = \frac{1}{4} + \delta \nu \) are described by a commensurate-incommensurate transition. For the kagome lattice the doping of bosons into interstitial sites of the CDW is energetically favorable versus adding bosons as domain walls. Since the interstitial bosons do not destroy the CDW, the long-range order of the CDW state is expected to survive and to coexist with a condensate formed by mobile interstitial bosons, i.e., one deals with a supersolid phase. In Ref. \[42\] one can find further details concerning the sawtooth chain and the kagome lattice above \( \nu_{\text{max}} \) obtained on the
basis of effective Hamiltonians (17) and (19), as well as discussions about possible realizations of the kagome system using ultracold atoms and frustrated quantum magnets in high magnetic fields. A similar study for the frustrated two-leg ladder is reported in Ref. 113 (see also Ref. 114).

6.2. Valence-bond plateau states of the antiferromagnetic kagome spin-lattice

The spin-\(\frac{1}{2}\) Heisenberg antiferromagnet on the kagome lattice is one of the most interesting and challenging problems in highly frustrated magnetism. Although numerous studies of the kagome-lattice antiferromagnet exist, the physics of the model in zero field is still not fully understood, see, e.g., Refs. 4, 5, 78, 79. The application of a magnetic field probes the low-energy states of subspaces with various values of \(S^z\) and leads to new intriguing features, see Fig. 8. Thus, the model exhibits a well-pronounced plateau in the (ground-state) magnetization curve at \(\frac{1}{3}\) of the saturation magnetization. \([8, 27, 115, 116, 117]\) Note, however, that quite recently the existence of this \(\frac{1}{3}\)-plateau was questioned. \([45]\) It is noteworthy that recent experiments on two kagome compounds \([118]\) have found indications for a plateau close to (but not exactly at) magnetization \(m = \frac{1}{3}\).

In Ref. 117 it was argued that the states of the \(\frac{1}{3}\)-plateau in the Heisenberg model and the corresponding one in the Ising limit belong to the same phase. In particular, a quantum valence-bond-crystal state was proposed as a candidate for the \(\frac{1}{3}\)-plateau ground state. On the other hand, it is known that there is a \(\frac{7}{9}\)-plateau preceding the jump to saturation due to localized-magnon states. \([8, 9]\) The \(\frac{7}{9}\)-plateau ground state can be rigorously constructed: It is a threefold degenerate close-packed magnon-crystal state \([8, 9, 44]\) that is also of quantum valence-bond nature. Its structure is sketched in Fig. 8 (left panel): In the background of polarized (“up”) spins, on every third hexagon marked by a dashed circle one flipped (“down”) spin is distributed over the sites of the hexagon. The width of the \(\frac{7}{9}\)-plateau is about 0.11. \([8, 9, 44, 114]\) Furthermore, the numerical data for the magnetization curve shown in Fig. 8 (right panel) give evidence for another plateau at \(m = \frac{5}{9}\). Having the valence-bond picture of the \(m = \frac{1}{3} = \frac{7}{9}\) and \(m = \frac{5}{9}\) plateau states in mind, in Ref. 44 a unified description of the magnetization-plateau states at \(m = \frac{1}{3}, \frac{7}{9}\) and \(\frac{5}{9}\) was proposed, that also provides a clarification of earlier controversial proposals concerning kagome plateaus. \([117, 45]\)

For the unified description of plateau states the exact wave function for the \(m = \frac{1}{3}\) plateau is generalized to corresponding valence-bond-crystal wave functions for the candidate plateaux at \(m = \frac{5}{9}\) and \(\frac{7}{9}\). As mentioned above the independent localized-magnon state for \(m = \frac{7}{9}\) is the so-called magnon-crystal state (see Fig. 8)

\[
|\Psi^{\frac{7}{9}}_{\text{VBC}}\rangle = \prod_j |L, \downarrow\rangle_j \prod_l |\uparrow\rangle_l .
\]

(21)

Here the first product runs over an ordered pattern of all non-overlapping trapping
cells (hexagons) denoted by the dashed circles and the second product runs over the remaining sites. The localized-magnon state of a hexagon is

\[ |L, \downarrow\rangle = || \downarrow\uparrow\uparrow\uparrow\rangle \pi. \tag{22} \]

We have introduced here the momentum eigenstates for a hexagon \( || \sigma_0 \ldots \sigma_5 \rangle \rangle_k = \frac{1}{\sqrt{N}} \sum_{r=0}^{5} e^{i k r} |\sigma_r \ldots \sigma_{5+r}\rangle\), where \( \sigma_n = \uparrow, \downarrow \), \( n + r \) has to be read modulo 6, and \( N \) is a normalization factor ensuring \( k(\langle \sigma_0 \ldots \sigma_5 || \sigma_0 \ldots \sigma_5 \rangle \rangle_k = 1 \) (\( N = 6 \) unless the state repeats under less than 6 translations). The magnon-crystal state is the threefold degenerate ground state in the subspace with \( S^z = \frac{7}{9} N^2 \) and its energy per site at \( h = 0 \) is

\[ e_{VBC}^+ = J \frac{7}{9}. \]

Note that the quantum valence-bond crystal state proposed in Ref. \[117\] for the \( \frac{1}{3} \)-plateau is described by a similar wave function: The global pattern is again as sketched in Fig. 8, but the dashed circles were supposed to represent a combination of the two Néel states of a hexagon. This picture works well approaching the Ising limit of the model, but for the Heisenberg model it is favorable to consider the true ground state of the Heisenberg model on the hexagon, \( |L, \downarrow\downarrow\downarrow\rangle \), instead of the combination of the two Néel states. The corresponding threefold-degenerate valence-bond-crystal state reads

\[ |\Psi_{VBC}^+\rangle = \prod_j |L, \downarrow\downarrow\downarrow\rangle_j \prod_l |\uparrow\rangle_l \tag{23} \]

with

\[
\begin{align*}
|L, \downarrow\downarrow\downarrow\rangle &= \frac{1}{\sqrt{195 + 51\sqrt{13}}} \left[ 3(\downarrow\downarrow\uparrow\uparrow\rangle \rangle_{\pi} - (\downarrow\uparrow\downarrow\uparrow\rangle \rangle_{\pi} + \sqrt{3}(4 + \sqrt{13})(\uparrow\downarrow\downarrow\uparrow\rangle \rangle_{\pi} \right]. \tag{24}
\end{align*}
\]

Although this state is not an exact eigenstate of the Hamiltonian it is a good representation of the true ground state in the subspace with \( S^z = \frac{3}{9} N^2 \). Its energy per site at \( h = 0 \) is

\[ e_{VBC}^+ = -J \frac{4}{9} - \frac{\sqrt{13} J}{18} \approx -0.3114195153 J. \]
Inspired by the valence-bond-crystal states for the plateaus at $m = \frac{7}{9}$ and $\frac{4}{9}$, it is natural to consider a corresponding valence-bond state at $m = \frac{5}{9}$:

$$|\Psi_{\text{VBC}}^{\frac{5}{9}}\rangle = \prod_j |L, \downarrow\downarrow\rangle_j \prod_l |\uparrow\rangle_l$$

with

$$|L, \downarrow\downarrow\rangle = \frac{1}{2\sqrt{5}} \left[ (\sqrt{5} - 1) |\uparrow\uparrow\uparrow\downarrow\downarrow\rangle_0 - (\sqrt{5} + 1) |\uparrow\uparrow\downarrow\uparrow\downarrow\rangle_0 + 2\sqrt{2} |\uparrow\downarrow\uparrow\downarrow\rangle_0 \right].$$

Its energy per site at $\hbar = 0$ is $e_{\text{VBC}}^{\frac{5}{9}} = -\frac{\sqrt{5}J}{18} \approx -0.1242259987J$. Again, this is not the true ground state although it is not far from it.

In Ref. 44 large-scale exact-diagonalization studies are compared with theoretical predictions based on the variational wave functions for the plateau states. This comparison demonstrates that the introduced model states provide a good description of the physics within the plateau regimes. In particular, the comparison of the (connected) spin and dimer correlation function, $\langle s_i^z s_j^z \rangle_c = \langle s_i^z s_j^z \rangle - \langle s_i^z \rangle \langle s_j^z \rangle$ and $\langle (s_i \cdot s_j) (s_k \cdot s_l) \rangle_c = \langle (s_i \cdot s_j) (s_k \cdot s_l) \rangle - \langle (s_i \cdot s_j) \rangle \langle (s_k \cdot s_l) \rangle$, calculated using exact diagonalizations and the introduced valence-bond-crystal picture as well as the analysis of the low-lying excitations above the plateau ground states, yield clear evidence that the valence-bond-crystal picture holds also for the $\frac{3}{9}$- and the $\frac{5}{9}$-plateau states. To support this conclusion we present in Fig. 9 exact-diagonalization data for the overlaps $\langle \Psi_{\text{exact}}^m | \Psi_{\text{VBC}}^m \rangle$ of the valence-bond-crystal states with the exact ground states for $m = \frac{5}{9}$ and $m = \frac{3}{9}$ as function of ratio of bond strengths $\frac{J'}{J}$ for
a finite lattice of \( N = 36 \) sites. Here \( J \) is the bond strength of the trapping cells corresponding to the valence-bond-crystal state and \( J' \) is the bond strength of all other bonds. Indeed the overlap is large in almost the whole region \( 0 \leq \frac{J'}{J} \ll 1 \). Only in the close vicinity of the uniform kagome limit \((J' = J)\) it drops down to \( \langle \Psi_{\text{exact}}^5 | \Psi_{\text{VBC}}^5 \rangle \approx 0.418 \) and \( \langle \Psi_{\text{exact}}^3 | \Psi_{\text{VBC}}^3 \rangle \approx 0.357 \). Taking at \( J' = J \) instead of only one valence-bond-crystal state a symmetric linear combination of the three degenerate valence-bond-crystal states gives even a large overlap \( \langle \Psi_{\text{exact}}^5 | \Psi_{\text{symVBC}}^5 \rangle \approx 0.724 \) and \( \langle \Psi_{\text{exact}}^3 | \Psi_{\text{symVBC}}^3 \rangle \approx 0.616 \). Note that for \( m = \frac{7}{9} \) the overlap is always unity, since \( |\Psi_{\text{VBC}}^7\rangle \) is an exact eigenstate. We may compare the calculated overlaps with corresponding data for the Néel-long-range ordered \( s = \frac{1}{2} \) square-lattice Heisenberg antiferromagnet. For a finite lattice with \( N = 32 \) sites the overlap of a symmetric linear combination of the two Néel states is \( \langle \Psi_{\text{exact}} | \Psi_{\text{symNeel}} \rangle \approx 0.203 \), i.e., it is even lower than those for the valence-bond-crystal model states. Thus the obtained large overlaps may serve as another indication of valence-bond crystalline order in the plateaus of the kagome antiferromagnet.

6.3. Localized-magnon ground states in zero magnetic field: The sawtooth chain with ferro- and antiferromagnetic interactions

The sawtooth-chain (also dubbed as delta-chain or one-dimensional Tasaki-lattice) Heisenberg antiferromagnet is a well studied example exhibiting localized-magnon physics. If the exchange coupling along the zigzag path \( J_2 \) is two times larger than the exchange coupling along the basal straight line \( J_1 \), see Fig. 1, the lower one-magnon band is dispersionless and localized-magnon physics emerges at low temperatures around the saturation field \( h_{\text{sat}} = 2J_2 = 4J_1 \). Interestingly, very recently it has been found that the spin-\( \frac{1}{2} \) Heisenberg model on this lattice with ferromagnetic zigzag \( J_2 < 0 \) and antiferromagnetic basal \( J_1 = \frac{1}{4}|J_2| > 0 \) interactions has a close relation to localized-magnon physics. (We notice here that in Ref. \textsuperscript{[115]} the ferromagnetic zigzag interaction is denoted by \( J_1 < 0 \) and the antiferromagnetic basal interaction is denoted by \( J_2 = \frac{1}{4}|J_1| > 0 \).) Note that a \( s = \frac{1}{2} \) ferro-antiferromagnetic sawtooth-chain Heisenberg system may be used for the description of the compound \([\text{Cu}(\text{bpy})(\text{H}_2\text{O})]([\text{Cu}(\text{bpy})(\text{mal})-(\text{H}_2\text{O})])(\text{ClO}_4)_2\text{[119]}\).

Since the results of Ref. \textsuperscript{[116]} may open a new window to find exact localized many-body ground states in quantum spin systems, we will illustrate here the main findings for the ferromagnetic-antiferromagnetic sawtooth chain in some detail. We
consider the Hamiltonian of the spin-$\frac{1}{2}$ sawtooth-chain Heisenberg model
\[
H = J_2 \sum_{n=1}^N \left( \mathbf{s}_{2n-1} \cdot \mathbf{s}_{2n} + \mathbf{s}_{2n} \cdot \mathbf{s}_{2n+1} - \frac{1}{2} \right) + J_1 \sum_{n=1}^{N-1} \left( \mathbf{s}_{2n-1} \cdot \mathbf{s}_{2n+1} - \frac{1}{4} \right). \tag{27}
\]
(Following Ref. [40] we use here the one-index numbering of sites, see Fig. 1, i.e., \(m, 1 \rightarrow 2n - 1, m, 2 \rightarrow 2n \) and \(n = 1, \ldots, \frac{N}{2} \).) For dominating ferromagnetic exchange \(J_2\) the ground state is the fully polarized ferromagnetic state. At a critical point \(\alpha = \frac{J_1}{J_2} = \frac{1}{2}\) a transition to a partly polarized ferrimagnetic ground state takes place. Just at the critical point the ground-state manifold of the model is given by a macroscopically degenerate set of localized-magnon-like eigenstates, where the ground-state degeneracy is even larger than that for the antiferromagnetic sawtooth chain, where the latter one was calculated in Ref. 10. A striking difference between the ferromagnetic-antiferromagnetic and the purely antiferromagnetic sawtooth chain is the appearance of the localized ground states at zero field for the ferromagnetic-antiferromagnetic case.

To construct the ground states at the critical point \(\alpha = \frac{1}{2}\) it is convenient to put \(J_2 = -1\) and to represent the Hamiltonian (27) as a sum of local Hamiltonians:
\[
H = \sum_{i=1}^N H_i, \quad H_i = - (\mathbf{s}_{i1} + \mathbf{s}_{13}) \cdot \mathbf{s}_{i2} + \frac{1}{2} \mathbf{s}_{i1} \cdot \mathbf{s}_{i3} + \frac{3}{8}. \tag{28}
\]
Here \(i\) enumerates up-triangles which constitute the sawtooth-chain lattice whereas \(i_1\) and \(i_3\) are the (left and right) basal sites and \(i_2\) is the apical site in the \(i\)th triangle. The eigenvalues of \(H_i\) are: 0 \((S = \frac{3}{2})\), 0 \((S = \frac{1}{2})\), and \(\frac{3}{8}\) \((S = \frac{1}{2})\), and, therefore, the ground-state energy of \(H\) (28) is bounded from below by \(\sum_0 0 = 0\). Since the ferromagnetic state with maximal total spin \(S_{\text{max}} = \frac{N}{2}\) is an eigenstate of \(H\) [see Eq. (27)] with zero energy, the ground-state energy of \(H\) equals this lower bound, i.e., it is zero.

Let us now illustrate how the complete (and linearly independent) ground-state manifold can be constructed [40]. It is convenient to consider the sawtooth chain with both open and periodic boundary conditions. First we consider the one-magnon subspace with \(S^z = \frac{N}{2} - 1\). There are \(\frac{N}{2}\) linear independent localized states of the form \(\varphi \uparrow \ldots \uparrow \) with
\[
\varphi_i = s_{2i} + 2s_{2i+1} + s_{2(i+1)}, \quad i = 1, \ldots, N, \quad N = \frac{N}{2}
\]
(periodic boundary conditions). Note here that similar states exist for the antiferromagnetic sawtooth chain, however, with the important difference, that the corresponding operator, \(\varphi_i^{\text{afm}} = s_{2i} - 2s_{2i+1} + s_{2(i+1)}\), contains a minus sign. For open boundary conditions (and odd \(N\)) the first and the last states in this sequence are generated by the operators \(\varphi_1 = 2s_1 + s_2\) and \(\varphi_N = s_{N-1} + 2s_N\), respectively, where \(N = \frac{N-1}{2}\). It is easy to prove that \(H_i \varphi \uparrow \ldots \uparrow \) = 0 and \(H_{i+1} \varphi \uparrow \ldots \uparrow \) = 0 hold. For all other \(i\) we can use the commutation to find
\[ H|\psi_i\rangle \uparrow \ldots \uparrow \rangle = \varphi_i H|\psi_i\rangle \uparrow \ldots \uparrow \rangle = 0. \] Hence \( |\psi_i\rangle \uparrow \ldots \uparrow \rangle \) is an eigenstate of \( H \) with zero energy. The states created by operators \( \varphi_i \) are eigenstates of \( H \) and \( S^2 \), but not of \( S^z \). Rather a state \( |\psi_i\rangle \uparrow \ldots \uparrow \rangle \) is a mixture of eigenstates of \( S^2 \) with \( S = \frac{N}{2} \) and \( S = \frac{N}{2} - 1 \). On the other hand, states created by \( \varphi_i^{\text{fin}} \) are eigenstates of \( S^2 \). Note, that the symmetric linear combination \( \sum_i |\psi_i\rangle \uparrow \ldots \uparrow \rangle = 2S^-|\uparrow \ldots \uparrow \rangle \) belongs to the subspace with \( S = \frac{N}{2} \). There are \( \frac{N}{2} - 1 \) other linear combinations of \( |\psi_i\rangle \uparrow \ldots \uparrow \rangle \) (but not the states themselves) which belong to the subspace with \( S = \frac{N}{2} - 1 \). It is convenient to introduce another set of linearly independent operator functions (instead of \( \varphi_i \) defined above), namely

\[ \Phi(m) = \sum_{i=1}^{m} \varphi_i, \quad m = 1, \ldots, N. \] (30)

The function \( \Phi(N)|\uparrow \ldots \uparrow \rangle \) belongs to the subspace with \( S = \frac{N}{2} \), while the remaining \( \frac{N}{2} - 1 \) functions yield contributions to the subspace with \( S = \frac{N}{2} - 1 \).

Next we consider the two-magnon subspace with \( S^z = \frac{N}{2} - 2 \) and imply for simplicity open boundary conditions. Bearing in mind the two-magnon localized states of the antiferromagnetic sawtooth chain, one immediately finds that \( |\varphi_i \varphi_j\rangle \uparrow \ldots \uparrow \rangle \) with \( j \geq i + 1 \) are exact ground states of the Hamiltonian \( H \) with zero energy, since they are exact eigenstates of each local Hamiltonian \( H_i \) with zero energy. The number of such hard-dimer states is given by the binomial coefficient \( C^2_{N-1} = \binom{N}{2}(N-1)(N-2) \) (this is the canonical partition function of two dimers on the open chain of \( N \) sites). Another choice for the two-magnon ground states with zero energy is given by \( \Phi(m_1)\Phi(m_2)|\uparrow \ldots \uparrow \rangle \) with \( 1 \leq m_1 < m_2 \leq N - 1 \) (there are also \( C^2_{N-1} \) states of this kind). There are additional zero-energy ground states in the subspace with \( S^z = \frac{N}{2} - 2 \) which belong to the subspace with \( S = \frac{N}{2} - 1 \) and \( S = \frac{N}{2} \): The operator function \( \Phi(N) \) and \( m_1 \leq N - 1 \) yield the state \( \Phi(m_1)\Phi(N)|\uparrow \ldots \uparrow \rangle = 2S^-\Phi(m_1)|\uparrow \ldots \uparrow \rangle \) which belongs to the subspace with \( S = \frac{N}{2} - 1 \) and \( S = \frac{N}{2} \). The number of such states is \( C^1_{N-1} \). One more state in the two-magnon subspace is given by \( \Phi(N)\Phi(N)|\uparrow \ldots \uparrow \rangle = (2S^-)^2|\uparrow \ldots \uparrow \rangle \) which belongs to the subspace with \( S = \frac{N}{2} \). In summary, the total number of the exact ground states in the two-magnon subspace is \( C^0_{N-1} + C^1_{N-1} + C^2_{N-1} > C^2_{N-1} \).

We pass to the \( k \)-magnon subspace. We choose the \( k \)-magnon states in the form

\[ \Phi(m_1)\Phi(m_2)\ldots\Phi(m_{k-1})\Phi(m_k)|\uparrow \ldots \uparrow \rangle, \]

\[ 1 \leq m_1 < m_2 < \ldots < m_{k-2} < m_{k-1} < m_k \leq N - 1 \] (31)

(this set belongs to the subspaces \( S \geq \frac{N}{2} - k \), i.e., these states carry components of \( S^2 \) eigenstates with \( S = \frac{N}{2} - k \) and also components of \( S^2 \) eigenstates with higher \( S \));

\[ \Phi(m_1)\Phi(m_2)\ldots\Phi(m_{k-1})\Phi(N)|\uparrow \ldots \uparrow \rangle, \]

\[ 1 \leq m_1 < m_2 < \ldots < m_{k-2} < m_{k-1} \leq N - 1 \] (32)
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(this set belongs to the subspaces \( S \geq \frac{N}{2} - k + 1 \));

\[
\Phi(m_1)\Phi(m_2)\ldots\Phi(N)\Phi(N)\uparrow\ldots\uparrow, \\
1 \leq m_1 < m_2 < \ldots < m_{k-2} \leq N - 1 \tag{33}
\]

(this set belongs to the subspaces \( S \geq \frac{N}{2} - k + 2 \)); etc. and finally

\[
\Phi(N)\Phi(N)\ldots\Phi(N)\Phi(N)\uparrow\ldots\uparrow \tag{34}
\]

(this set belongs to the subspace \( S = \frac{N}{2} \)). All the states are eigenstates of the Hamiltonian with the zero-energy eigenvalue. The total number of these states is

\[
g_{OBC N}^{OBC}(k) = C_{N-1}^0 + \ldots + C_{N-1}^{k-2} + C_{N-1}^{k-1} + C_{N-1}^k, \tag{35}
\]

see Table 1. It is important to note that the degeneracy \( g_{OBC N}^{OBC}(k) \) calculated for states of the form (31) – (34) is larger than that of the hard-dimer states constructed by the operators \( \varphi_i \) defined above. The total number of degenerated ground states of the chain with open boundary conditions is

\[
W_{OBC} = 2 \sum_{k=0}^{N-1} g_{OBC N}^{OBC}(k) = 2 \sum_{k=0}^{N-1} (N-k) C_{N-1}^k
\]

\[= 2 \left[ N2^{N-1} - (N-1)2^{N-2} \right] = (N+1)2^{N-1} \xrightarrow{N\to\infty} e^{N\ln 2} \xrightarrow{N\to\infty} e^{\frac{N^2}{2} \ln 2}. \tag{36}
\]

The resulting residual entropy (per site) at zero magnetic field for open boundary conditions is \( \lim_{N\to\infty} s_{OBC N}^{OBC} = \lim_{N\to\infty} \frac{\ln W_{OBC N}}{N} = \frac{1}{2} \ln 2 \).

Table 1. Exact-diagonalization data for degeneracies:

Open chain of \( N = 17 \) sites (i.e., \( N = 9 \)).

| \( S^z = S \) | 17 | 15 | 13 | 11 | 9 | 7 | 5 | 3 | 1 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| \( k \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| \( g_{17}^{OBC} \) | 1 | 8 | 28 | 56 | 70 | 56 | 28 | 8 | 1 |

Let us also briefly consider the case of periodic boundary conditions. Now instead of \( N = \frac{N+1}{2} \) we have \( N = \frac{N}{2} \). Using operators (29) we can construct the ground states in the subspace \( S^z = \frac{N}{2} - k \) in the form \( \varphi_i \ldots \varphi_i \uparrow \ldots \uparrow \). The number of these hard-dimer localized-magnon states equals to \( \frac{N^{-k}}{N^{-k}} C_{N-k}^k \) (i.e., equals to the canonical partition function of \( k \) hard dimers on a simple periodic chain of \( N \) sites).

As for open boundary conditions, again the hard-dimer states do not exhaust all possible ground-state eigenstates in the subspace with \( S^z = \frac{N}{2} - k, k \geq 2 \). For example, for \( k = 2 \) we can check by inspection that \( \varphi_i(\varphi_{i+1} + \varphi_{i+1}) \uparrow \ldots \uparrow \) is a zero-energy eigenstate of the local Hamiltonians \( H_i, H_{i+1}, H_{i-1} \), and of all other ones. The authors of Ref. [45] conjecture (and check by exact diagonalizations for
finite chains up to \( N = 28 \) that the number of the ground states in the subspace with \( S^z = \frac{N}{2} - k \) for \( k = 0, 1, 2, \ldots, \frac{N}{4}, \ldots, \frac{N}{2} \) is given by the formula

\[
g_{PBC}^N(k) = \begin{cases} 
C_k^N, & 0 \leq k \leq \frac{N}{4}, \\
C_{\frac{N}{2}}^k + \delta_{k,N}, & \frac{N}{2} \leq k \leq N
\end{cases}
\]

(37)

(the Kronecker delta corresponds to the resonating-valence-bond singlet eigenstate\(^{120}\), see Table 2. From Eq. (37) we get the residual entropy (per site) at zero magnetic field \( s_0 = \ln \frac{W}{N} \) for periodic boundary conditions

\[
W_{PBC} = 2 \sum_{k=0}^{N-1} g_{PBC}^N(k) + g_{PBC}^N(N) \rightarrow e^{\frac{N}{2} \ln 2},
\]

\[
\lim_{N \rightarrow \infty} s_{PBC}^0 = \frac{1}{2} \ln 2 = \lim_{N \rightarrow \infty} s_{OBC}^0.
\]

Although, on first glance Eqs. (35) and (37) look quite different the y yield finally for \( N \rightarrow \infty \) the same result for the residual entropy.

| \( S^z = S \) | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |
|---|---|---|---|---|---|---|---|---|---|---|---|
| \( k \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| \( g_{PBC}^N \) | 1 | 9 | 35 | 75 | 90 | 42 | 0 | 0 | 0 | 0 | 1 |

In Ref.\(^{46}\) analytical arguments are supported by extensive exact-diagonalization studies. In particular, the gaps in \( k \)-magnon subspaces were calculated. It was found that the gaps for the \( k \)-magnon states with \( k \geq 2 \) decrease rapidly with increasing \( k \). As a result (and by contrast to the antiferromagnetic sawtooth chain) the contribution of the excited states to the partition function cannot be neglected even for very low temperatures.

The thermodynamics of the ferro-antiferromagnetic sawtooth Heisenberg chain at the critical point exhibits some interesting low-temperature features. There are additional low-temperature maxima in the specific heat, see Fig. 10. The susceptibility diverges for \( T \rightarrow 0 \) according to \( \chi \sim c_\chi T^{\alpha} \) with \( c_\chi = 0.317 \) and \( \alpha \approx 1.09 \). This divergence is naturally related to the ground states with finite magnetic moment. However, the exponent \( \alpha \) is significantly lower than that for the one-dimensional Heisenberg ferromagnet \( \alpha_{FM} = 2 \) that is valid on the left side of the critical point, i.e., for \( J_1 < \frac{1}{2} | J_2 | \) (see, e.g., Ref.\(^{121}\)). The low-temperature behavior of the entropy per spin is given by \( \frac{S(T)}{N} = \frac{1}{2} \ln 2 + c_s T^\lambda \) with \( c_s \approx 0.245 \) and \( \lambda \approx 0.12 \). The existence of a residual entropy leads also to an enhanced magnetocaloric effect.

It is useful to summarize the differences in localized-magnon physics in the ferro-antiferromagnetic sawtooth chain\(^{46}\) and the antiferromagnetic sawtooth chain\(^{10}\).
Fig. 10. (Color online) Exact-diagonalization data for the specific heat per site of the ferro-
antiferromagnetic sawtooth Heisenberg chain at the critical point ($J_1 = \frac{1}{2}$, $J_2 = -1$). The
inset shows the low-temperature part in logarithmic scale. In the main panel the curves for
$N = 14, \ldots, 22$ practically coincide indicating small finite-size effects down to $T \approx 0.001$.

Most importantly, the localized-magnon states are ground states in zero magnetic
field, but not at the (typically large) saturation field. All the effects related to the
localized-magnon states are therefore better accessible in experiment, in particular,
the enhanced magnetocaloric effect is observed when switching off the applied mag-
netic field. The excitation gaps above the degenerate ground-state manifold are very
small. These low-lying excitations together with the ground-state manifold lead to
characteristic power-law dependences for several thermodynamic quantities at low

\section{Solid-State Localized-Magnon Systems}

The properties of localized-magnon systems are useful for explaining the low-
temperature physics of frustrated quantum antiferromagnetic compounds at high
magnetic fields. Most promising hitherto known candidates to show localized-
magnon physics are the spin-$\frac{1}{2}$ (distorted) diamond-chain compound azurite
Cu$_3$(CO$_3$)$_2$(OH)$_2$ \cite{47} and the spin-$\frac{1}{2}$ XY-like two-dimensional dimer magnet
Ba$_2$CoSi$_2$O$_6$Cl$_2$ \cite{53}. The recent experiments on these systems raise hopes for di-
rect comparison with theoretical models elaborated within the localized-magnon context.

\subsection{Azurite}

The natural mineral azurite Cu$_3$(CO$_3$)$_2$(OH)$_2$ is a frustrated magnet displaying
interesting magnetic behavior. \cite{47} In particular, H. Kikuchi et al. \cite{47}
discovered a magnetization plateau at $\frac{1}{3}$ of the saturation value followed by a
steep (jumpwise) increase to the saturation value in the low-temperature magnetization curve. For the magnetic properties, the most important feature of azurite are diamond-like chains which are formed by spin-$\frac{1}{2}$ copper ions. There have been several attempts to derive a microscopic model for magnetic properties of azurite. In the Letter by H. Jeschke et al. the authors performed first-principle density-functional-theory calculations as well as model computations using the density-matrix-renormalization-group and exact-diagonalization methods and obtained a microscopic model for the frustrated quantum magnet azurite. As a result, they proposed an effective generalized spin-$\frac{1}{2}$ diamond-chain model which provides a consistent description of a wide range of experiments. The Hamiltonian for the generalized diamond chain shown in Fig. is as follows

$$ H = \sum_{m=1}^{N} \left[ J_2 s_{m,1} \cdot s_{m,2} + J_1 (s_{m,2} + s_{m+1,1}) \cdot s_{m,3} + J_3 (s_{m,1} + s_{m+1,2}) \cdot s_{m,3} \right. $$

$$ + J_m s_{m,3} \cdot s_{m+1,3} - g \mu_B H \left( s_{m,1}^z + s_{m,2}^z + s_{m,3}^z \right) \right], \quad (s_{m,i})^2 = \frac{3}{4}. \tag{39} $$

Here the sum runs over all $N$ cells and the total number of spins is $N = 3N$. $H$ is the external magnetic field and $\mu_B$ is the Bohr magneton. The exchange constants and the $g$-factor are as follows:

$$ J_1 = 15.51 \text{ K}, \quad J_2 = 33 \text{ K}, \quad J_3 = 6.93 \text{ K}, \quad J_m = 4.62 \text{ K}, \quad g = 2.06. \tag{40} $$

This model does not take into account a magnetic anisotropy which is clearly present in azurite and interchain couplings which are responsible for the low-temperature magnetic ordering of azurite. Nevertheless, the proposed model is a convenient starting point for state-of-the-art numerical many-body calculations and derivations of effective low-energy theories.

The set of parameters for the spin model of azurite does not fit exactly to the localized-magnon conditions, since $J_1 \neq J_3$ and $J_m \neq 0$. However, we are not far from the localized-magnon (i.e., flat-band) point in the parameter space and one may expect to see some remnant features of the localized magnons at low temperatures and high fields. Starting from Eq. (39) it is possible to derive a simpler spin model in the low-temperature high-field regime which mimics the properties of azurite. By means of perturbation theory, see Sec. 5 we arrive at the (pseudo)spin-$\frac{1}{2}$ XXZ Heisenberg chain with the Hamiltonian

$$ \mathcal{H}_{\text{eff}} = \sum_{m=1}^{N} \left[ C - \hbar T_m^z + J (T_m^x T_{m+1}^x + T_m^y T_{m+1}^y) + J^z T_m^z T_{m+1}^z \right], \tag{41} $$

cf. Eq. (13). Using the strong-coupling approach supplemented by an analysis of the exact-diagonalization data of the initial full model for excitations on the $\frac{1}{4}$-plateau and the other experimentally accessible features of the magnetization curve, one may find

$$ h = (1.384H - 44.860) \text{ K}, \quad J = 1.249 \text{ K}, \quad J^z = 0.565 \text{ K}. \tag{42} $$
Here $H$ is the experimentally applied magnetic field measured in teslas. On the other hand, within the localized-magnon perturbation theory (and neglecting $J_m = 0$) one may find\(^{41}\)

$$h = (1.384H - 44.778) \text{ K}, \quad J = 0.845 \text{ K}, \quad J^z = 0.287 \text{ K}, \quad (43)$$

cf. Eqs. \(^{13}\) and \(^{14}\). The effective low-energy Hamiltonian \(^{41}\) may be useful for making theoretical predictions for low-temperature high-field properties of azurite.

Among the observable properties of azurite which are related to localized-magnon physics there are the plateau at \(\frac{1}{3}\) of the saturation magnetization and the further steep increase to saturation reached at about 32.5 T\(^{47,48}\) as well as the inelastic neutron scattering spectra on the \(\frac{1}{3}\)-plateau (\(H \approx 14\) T), see Ref. \(^{49}\), illustrating a band of dimer excitations whose dispersion is strongly suppressed by the competition of $J_1$ and $J_2$. As it was predicted in Ref. \(^{51}\) (but not measured yet) azurite should also exhibit a large magnetocaloric effect in the high-field region.

The successful description of available experimental data for azurite requires further theoretical studies. In particular, an accurate treatment of a magnetic anisotropy (magnetization curve depends on the direction of the external magnetic field) and interchain couplings (azurite orders below about 2 K) is clearly necessary. These issues are not accounted within the discussed above models and remain to be explored.

### 7.2. Spin dimer magnet $\text{Ba}_2\text{CoSi}_2\text{O}_6\text{Cl}_2$

Very recently\(^{53}\) $\text{Ba}_2\text{CoSi}_2\text{O}_6\text{Cl}_2$ single crystals have been synthesized, their crystal structure has been determined, and the magnetic properties have been investigated. The magnetism of this compound is determined by the Co\(^{2+}\) ions. Structural studies show that $\text{Ba}_2\text{CoSi}_2\text{O}_6\text{Cl}_2$ is a two-dimensional coupled spin dimer system with an exchange network corresponding to the frustrated bilayer shown in Fig. 2. Furthermore, the Co\(^{2+}\) ion is in an octahedral environment, and for temperatures much lower than 250 K its effective magnetic moment is represented by fictitious spin-$\frac{1}{2}$ operators. When the octahedral environment exhibits tetragonal symmetry the effective interaction between fictitious spins is described by the spin-$\frac{1}{2}$ $XXZ$ Heisenberg model with a strong easy-plane anisotropy, i.e., the effective exchange interaction is $XY$-like. In Ref. \(^{53}\) it was argued that the interaction of $z$-components is only about of 15% of the isotropic $XY$ interaction. Importantly, the interdimer exchange interactions are strongly frustrated and satisfy the relations $J_{11} = J_{22}$, $J_{11} + J_{22} = J_{12} + J_{21}$, see Fig. 2. The authors of Ref. \(^{53}\) estimate that the intradimer exchange interaction $J_2$ is about 4.6 times larger than the interdimer interactions, i.e., $J_2 \geq 4J$ which is required to realize the localized-magnon scenario. Certainly, one has to expect (small) deviations from the ideal frustrated-bilayer geometry; however, the main peculiarity is a strong $XY$-like magnetic anisotropy.

Let us briefly discuss some of the experimental results reported in Ref. \(^{53}\). The performed electron-spin-resonance measurements on $\text{Ba}_2\text{CoSi}_2\text{O}_6\text{Cl}_2$ at low tem-
temperatures allow to obtain the $g$-factors. The magnetization process was measured at $T = 1.3$ K up to a magnetic field of $H = 70$ T. The saturation of the Co$^{2+}$ spin occurs at $H_{\text{sat}} \simeq 57$ and 41 T for $H || c^*$ (i.e., parallel to the $c^*$ axis) and $H || ab$ (i.e., parallel to the $ab$ plane), respectively; $g_{c^*} \simeq 2.0$ and $g_{ab} \simeq 3.86$. For both field directions, there is a wide zero-magnetization plateau indicating a gapped non-magnetic ground state. The authors argue that two Co$^{2+}$ spins located on the bases of neighboring CoO$_4$Cl pyramids are coupled to form an antiferromagnetic dimer singlet. The plateau at zero magnetization is followed by a jumpwise change of the magnetization to a next plateau at half of the saturation magnetization. Then again a jumpwise change to the saturation magnetization is found. The transition fields where the jumps take place are $H_c^\parallel = 46.8$ T and $H_{\text{sat}}^\parallel = 56.7$ T for $H || c^*$ and $H_c^\perp = 32.0$ T and $H_{\text{sat}}^\perp = 41.0$ T for $H || ab$. The singlet ground state is stabilized in a wide field range below $H_c$. Thus the measured magnetization curves for Ba$_2$CoSi$_2$O$_6$Cl$_2$ reported in Ref. 53 strongly resemble the theoretically predicted magnetization curve for the frustrated bilayer, see the left panel in Fig. 4.

Summarizing their experimental findings, the authors of Ref. 53 come to the conclusion that Ba$_2$CoSi$_2$O$_6$Cl$_2$ is a two-dimensional coupled spin-dimer system with $XY$-like exchange interactions. A stepwise magnetization process with plateaus at zero magnetization and at $\frac{1}{2}$ of the saturation, irrespective of the magnetic field directions, together with the absence of a structural phase transition, show that the frustration for the interdimer exchange interactions is almost perfect. The $\frac{1}{2}$-plateau state is almost exactly given by the alternate product of singlet and triplet dimers, which is called in Ref. 53 a “Wigner crystal of triplons” or a “Wigner crystal of magnons”. Obviously this Wigner crystal is just the magnon-crystal state, i.e., the state where the trapping cells are completely occupied by localized magnons in accordance with the hard-core rule, cf. Sec. 2.1 and Sec. 6.2.

The above illustrated experimental results lead to the exciting suggestion that Ba$_2$CoSi$_2$O$_6$Cl$_2$ is a solid-state realization of the quantum Heisenberg antiferromagnet on a frustrated bilayer lattice discussed in Sec. 3 (see also Ref. 37). Certainly, some differences are also evident: The model discussed in Sec. 3 has isotropic exchange interactions and ideal flat-band geometry. An extension of the localized-magnon picture for nonideal geometry has been discussed in Sec. 4 and apparently can be done for the frustrated bilayer too (at least within the strong-coupling approach). Within the framework of the strong-coupling approach it is straightforward to take into account also the anisotropy of the exchange interactions.

The most intriguing feature of the frustrated bilayer is a phase transition which occurs if the magnetic field is in the range $h_2 < h < h_1$ (see Sec. 3). In the terminology of the Ref. 53 that is the range $H_c < H < H_{\text{sat}}$. Therefore it would be very interesting to explore the magnetic field versus temperature phase diagram of Ba$_2$CoSi$_2$O$_6$Cl$_2$ performing, for example, precise measurements of the specific heat and seeking for traces of the phase transition. However, it might be that the required

cThe $s^z = 1$ component of the spin triplet is called the triplon.
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critical field $H^\parallel_c = 46.8$ T is too high to perform the corresponding thermodynamic measurements, whereas for the other field direction, when $H^\perp_c = 32.0$ T, theoretical predictions should be elaborated yet. [For the isotropic (i.e., $XXX$) Heisenberg interaction the field orientation is irrelevant.] One may also expect that the critical fields of Ba$_2$CoSi$_2$O$_6$Cl$_2$ may vary under pressure, this way putting them into a better accessible region.

8. Flat-Band Hubbard Model at Low Temperatures and Low Electron Densities

We consider now electronic flat-band Hubbard models. Initially the Hubbard model was introduced to understand the origin of metallic ferromagnetism.\(^{29}\) Indeed, to avoid the repulsive on-site interaction $U$ a parallel alignment of electron spins is favorable. On the other hand, typically the kinetic energy prevents the emergence of ferromagnetism. The suppression of the kinetic energy may open the route to ferromagnetism in the Hubbard model. Flat bands may lead to a fascinating example of ferromagnetism in electronic systems due to complete quenching of the kinetic energy. For the class of such models A. Mielke\(^{15}\) and H. Tasaki\(^{16}\) proved rigorously the existence of a fully polarized ferromagnetic ground state at certain electron numbers.

To be specific, we consider the standard repulsive one-orbital Hubbard model with the Hamiltonian

$$H = \sum_{\sigma=\uparrow,\downarrow} H_{0,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow},$$

$$H_{0,\sigma} = \sum_{(ij)} t_{ij} \left( c_{i,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{i,\sigma} \right) + \mu \sum_i n_{i,\sigma},$$

$$n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}, \quad \{c_{i,\sigma}, c_{j,\sigma}^\dagger\} = \delta_{\sigma,\sigma'} \delta_{i,j}, \quad \{c_{i,\sigma}, c_{j,\sigma'}\} = 0$$

with $t_{ij} > 0$. We have chosen in Eq. (44) nonstandard sign conventions for the hopping integrals $t_{ij}$ and the chemical potential $\mu$ to have closer analogy to the Heisenberg antiferromagnets in a magnetic field considered in the previous sections. Thus, hopping integrals $t_{ij}$ correspond to the antiferromagnetic exchange bonds $J_{ij}$ and chemical potential $\mu$ corresponds to the applied magnetic field $h$. There are several reviews on Mielke-Tasaki Hubbard models\(^{31,32,33}\) and, therefore, we touch below only some aspects which were less emphasized previously. Our basic strategy is to look for the correspondence between localized-magnon and localized-electron systems stressing the similarities and contrasting the differences.

We begin with lattices, which, although having lowest-energy flat bands, do not show ferromagnetism in the ground state. Then we pass to some one-dimensional chains which exhibit Mielke-Tasaki ground-state ferromagnetism. In all cases we completely characterized the many-electron ground states up to a macroscopic number of electrons $n = n_{\text{max}} \propto N$ corresponding to half filling of the flat band. They constitute a set of independent ferromagnetic clusters. Furthermore, we calculate
their degeneracy. As a result, we obtain the thermodynamics of the standard Hubbard model on these lattices at low temperatures and low electron densities.

8.1. Frustrated diamond chain, frustrated ladder etc.

In this section we summarize some results of Refs. 20, 38, 39. There is a class of lattices which have a lowest-energy flat band, but do not belong to the class of Mielke’s or Tasaki’s flat-band ferromagnets. Examples are the frustrated diamond chain, the frustrated two-leg ladder, the double-tetrahedra chain, the frustrated three-leg ladder (see Fig. 1), the dimer-plaquette chain etc. in one dimension or the square-kagome lattice (see Fig. 2), the modified checkerboard lattice etc. in higher dimensions. The localized states which represent the flat-band states are located within traps, which, in contrast to Mielke’s or Tasaki’s lattices, do not have common sites, i.e., the traps are isolated from each other.

We consider as an example the frustrated diamond Hubbard chain, see Fig. 1. The one-electron spectrum consists of three bands:

$$
\varepsilon_1 = -t_2 + \mu, \quad \varepsilon_{2,3}(\kappa) = \frac{t_2}{2} \pm \sqrt{\frac{t_2^2}{4} + 4t_1^2(1 + \cos \kappa) + \mu}.
$$

(45)

If \( t_2 > 2t_1 \) the flat band with energy \( \varepsilon_1 \) is the lowest one. The corresponding eigenstates can be localized on the vertical bonds. Explicitly they can be written as

$$
|l_{m,\sigma}^\dagger|_{\text{vac}}\rangle = \frac{1}{\sqrt{2}} \left( c_{m,1,\sigma}^\dagger - c_{m,2,\sigma}^\dagger \right) |_{\text{vac}}\rangle
$$

(46)

with \( m \) running over all \( N = \frac{N}{2} \) trapping cells, see Fig. 1. The application of \( n \) distinct operators \( l_{m,\sigma}^\dagger \) to the vacuum state \( |_{\text{vac}}\rangle \) yields \( n \)-electron eigenstates with the energy \( n\varepsilon_1 \) which are the ground states in the \( n \)-electron subspace. For \( U > 0 \) their degeneracy is easily calculated as \( g_N(n) = 2^n C_N^n \), where \( C_N^n = \binom{N}{n} \) is the binomial coefficient. Obviously, the traps (vertical bonds) are disconnected and therefore each traps can be occupied by an electron with arbitrary spin \( \uparrow \) or \( \downarrow \).

Surely, within the ground-state manifold there is the fully polarized ferromagnetic state, but non-magnetic states are predominant and averaging over all \( n \)-electron ground states yields \( \langle S_z^2 \rangle_N \to 0 \) as \( N \to \infty \). These arguments can be repeated for the other lattices mentioned above. We only have to change accordingly the flat-band energy and the critical value of \( t_2 \) above which the described localized-electron picture holds. In the case of the systems having triangular traps we have to take into account the additional chiral degrees of freedom to determine the degeneracy, see Sec. 4. As a result, each cell may be either empty, or occupied by an electron with spin \( \sigma = \uparrow, \downarrow \) and one of two values of the chirality \( \chi = \pm \), or occupied by two electrons with different chiralities which belong to a spin-triplet state, that is,

\( g_1(0) = 1, g_1(1) = 4, g_1(2) = 3 \). This circumstance will manifest itself in the explicit formula for the grand-canonical partition function, see Eq. 18 below.

The thermodynamic properties of all considered systems are similar. At low temperatures and for the chemical potential around \( \mu_0 = \mu - \varepsilon_1 \) they are dominated
by the huge number of localized-electron states. Their contribution to the grand-canonical partition function is given by

$$\Xi(T, \mu, N) = \sum_{n=0}^{N} g_N(n) e^{-n\frac{\epsilon_1}{T}} = (1 + 2z)^N, \quad z = e^{-\frac{\epsilon_1}{T}}. \quad (47)$$

For the double-tetrahedra chain or the triangular tube due to the chiral degrees of freedom we get

$$\Xi(T, \mu, N) = \sum_{n_1=0,1,2} \ldots \sum_{n_N=0,1,2} g_1(n_1) \ldots g_1(n_N) z^{n_1+\ldots+n_N} = (1 + 4z + 3z^2)^N. \quad (48)$$

Knowing the grand-thermodynamical potential $\Omega(T, \mu, N) = -T \ln \Xi(T, \mu, N)$ one can easily obtain all thermodynamic quantities. For example, the entropy per cell is given by $s(T, \mu) = -\frac{\partial \Omega(T, \mu, N)}{\partial T}$, the specific heat per cell is given by $c(T, \mu) = T \frac{\partial s(T, \mu)}{\partial T}$, the average number of electrons is given by $n(T, \mu) = \frac{\partial \Omega(T, \mu, N)}{\partial \mu}$. We can also obtain thermodynamic quantities in the canonical ensemble such as $s(T,n)$ or $c(T,n)$. The thermodynamic quantities for the electron system show many similarities to the corresponding ones of the spin system. Thus, the entropy $s(T, \mu_0)$ remains finite as $T \to 0$ (residual entropy), the grand-canonical specific heat $c(T, \mu)$ exhibits an extra low-temperature peak if $\mu$ is below or above $\mu_0$, and the ground-state dependence of the average electron density versus the chemical potential exhibits a jump at $\mu = \mu_0$. More usual canonical quantities also provide fingerprints of localized-electron states. Thus, the entropy as a function of the electron density at low temperatures is especially interesting in the case of chiral localized-electron states, see Fig. 11. In the left panel of Fig. 11 we show the residual ground-state entropy $\frac{s(T=0,n,N)}{N}$ versus electron density $\frac{n}{N}$ for the Hubbard model on the double-tetrahedra chain as well as on the frustrated three-leg ladder with $t_2 > 2t_1$ (the data for both systems are identical). If the hopping integral between neighboring sites along the triangular traps acquires a small pure imaginary component $ig$ (e.g., due to a magnetic field perpendicular to the triangular trap) the degeneracy due to the chirality is lifted and as a result the perturbed model exhibits a different dependence of the residual ground-state entropy on the electron density, see the right panel of Fig. 11.

Let us stress again that the considered lattices, although they have flat bands, do not show ferromagnetic ground-state order. However, ferromagnetic ground states may appear if the flat band acquires small dispersion provided the Hubbard interaction is strong enough \cite{54} see Sec. 10 below.

### 8.2. Sawtooth and kagome chains

In this section we summarize some results of Refs. 19, 21, 23. The ground-state manifold discussed in the previous subsection belongs to lattices with only disconnected trapping cells. As a result a trap may represent an isolated one-cell ferromagnetic cluster where the associated $s = \frac{1}{2}$ spin can be flipped irrespective of the other cells.
For sites of the triangular traps $g^3$, i.e., disconnected) traps. They are ground states in the one-electron subspace with a set of $N$ cells of hexagon shape, see Ref. 21.
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Now we consider examples of Mielke’s line graphs and Tasaki’s decorated lattices in one dimension, where neighboring trapping cells share a common site, i.e., they are connected. We will consider here in some detail the sawtooth chain (one-dimensional Tasaki lattice) and a kagome chain (linegraph of an unfrustrated two-leg ladder), see Fig. 11. Again we will construct many-electron eigenstates and calculate their degeneracy.

The sawtooth chain consists of $N = \frac{N}{2}$ cells (see Fig. 11) and there are two branches of the one-electron energies:

$$\varepsilon_{1,2}(\kappa) = t_1 \cos \kappa \pm \sqrt{t_1^2 \cos^2 \kappa + 2t_2^2(1 + \cos \kappa) + \mu}. \quad (49)$$

For $t_2 = \sqrt{2}t_1 > 0$ the lowest one-electron band is flat, $\varepsilon_1(\kappa) = \varepsilon_1 = -2t_1 + \mu = -2t + \mu$. The flat-band eigenstates may be taken as the ones localized in $V$-shaped valleys, i.e., $|l_{2j}|_{\text{vac}} = (c_{2j-1}^\dagger - \sqrt{2}c_{2j}^\dagger + c_{2j+1}^\dagger)|\text{vac}\rangle$.

The kagome chain consists of $N = \frac{N}{3}$ cells of diamond shape (see Fig. 11) and there are three branches of the one-electron energies:

$$\varepsilon_1(\kappa) = \varepsilon_1 = -2t + \mu, \quad \varepsilon_2(\kappa) = 2t \cos \kappa + \mu, \quad \varepsilon_3(\kappa) = 2t(1 + \cos \kappa) + \mu. \quad (50)$$

The localized states $|l_{3j}|_{\text{vac}}\rangle$ are created by the operators $l_{3j}^\dagger = c_{3j}^\dagger - c_{3j+1}^\dagger - c_{3j+2}^\dagger + c_{3j+3}^\dagger$. Note, however, that for even $N$, in contrast to the case of the sawtooth chain, a state with $\kappa = \pi$ from the dispersive band $\varepsilon_2(\kappa)$ has the flat-band energy. This eigenstate has the form $\alpha_{2,\pi}^j|\text{vac}\rangle = \frac{1}{\sqrt{2N}} \sum_{j=0}^{N-1} (-1)^j (c_{3j+1}^\dagger - c_{3j+2}^\dagger)|\text{vac}\rangle$. Being in this state the electron is trapped on the two legs (two-leg state). Thus we are faced with a set of $N + 1$ one-electron states having the energy $-2t + \mu$. Note that a similar construction can be elaborated for another version of a kagome chain with $\frac{N}{3}$ cells of hexagon shape, see Ref. 21.

We pass to the many-electron states for Hubbard repulsion $U > 0$ and begin with the sawtooth chain in analogy to the last subsection, Sec. 8.1, we first consider those $n$-electron states where the electrons are located in non-contiguous (i.e., disconnected) traps. They are ground states in the $n$-electron subspace with energy $n\varepsilon_1$. As long as we consider the occupation of disconnected traps only, the
spin of the electrons is again irrelevant and we have a \(2^n\)-fold degeneracy of such a state, if we fix the location of the trapped electrons (\(n\) independent ferromagnetic clusters, each consists of one cell). However, these states are not the only ground states in the \(n\)-electron subspace. An example of another type of states is given by \(|l_1 \uparrow \ldots l_j \uparrow \ldots l_{2(n-1)} \uparrow \rangle_{\text{vac}}\); this state corresponds to \(n\) electrons, all with spin \(\uparrow\), sitting within \(n\) contiguous valleys, i.e., it represents a fully polarized ferromagnetic cluster of \(n\) connected cells, cf. Fig. 12 (left) for \(n = 2\). If only \(\uparrow\)-electrons are considered, the difference to the previously discussed localized multi-magnon states becomes particularly evident, since for the magnon states the occupation of neighboring trapping cells was not allowed. Although the traps have common sites, the Hubbard repulsion is inactive, since the electrons have the same spin, i.e., due to the Pauli principle the simultaneous occupation of a common site is ruled out. Clearly, because of the SU(2) invariance of the Hubbard model this state is \((n+1)\)-fold degenerate, i.e., it is one component of a SU(2)-multiplet. Let us emphasize, that the occupation of neighboring cells with electrons of different spin is forbidden, i.e., such states are not the eigenstates, cf. Fig. 12 (right). To find all ground states in the \(n\)-electron subspace we must consider all possible splittings of \(n\) into a sum \(n = n_1 + n_2 + \ldots\) such that clusters of \(n_i\) contiguous occupied valleys are separated. Furthermore, we have to include into the consideration the \((n_i+1)\)-fold degeneracy of each connected cluster which gives an \([((n_1+1)(n_2+1)\ldots)]\)-fold degeneracy of a state with fixed position of the occupied traps.

Next we consider the total degeneracy of the ground-state manifold in the \(n\)-electron subspace \(g_{\mathcal{N}}(n)\). There are two ways to calculate \(g_{\mathcal{N}}(n)\). The first approach was presented in Ref. [19]. Interestingly, the localized-electron states can also be mapped onto a hard-dimer problem on an auxiliary simple chain. This mapping is similar (but not identical) and more sophisticated than the mapping for localized-magnon states mentioned in Secs. 2.1 and 3. Thus, in contrast to the mapping for Heisenberg spins each valley of the sawtooth chain is assigned to two sites of the simple chain, i.e., the auxiliary simple chain has \(2\mathcal{N}\) sites. Again, each state from the \(n\)-electron ground-state manifold corresponds to a spatial configuration of \(n\) hard-dimers on the simple chain. Only the easy case of maximum filling of \(n = n_{\text{max}} = \mathcal{N}\) electrons (half filling of the flat band) has to be treated separately. Finally we get [19]

\[
g_{\mathcal{N}}(n) = Z_{\text{bd}}(n, 2\mathcal{N}) + (\mathcal{N} - 1)\delta_{n, \mathcal{N}},
\]

where \(Z_{\text{bd}}(n, 2\mathcal{N})\) denotes the canonical partition function of \(n\) hard dimers on the \(2\mathcal{N}\)-site simple chain. Using the classical transfer-matrix approach we calculate the
grand-canonical partition function

\[ \Xi_{\text{hd}}(z, 2N) = \sum_{n=0}^{N} z^n \Xi_{\text{hd}}(n, 2N) = \lambda_+^{2N} + \lambda_-^{2N}, \]

\[ \lambda_\pm = \frac{1}{2} \pm \sqrt{\frac{1}{4} + z}, \quad z = e^{\frac{\mu_0 - \mu}{T}}, \quad \mu_0 = 2t. \]  

(52)

The canonical partition function can be determined through the relation

\[ Z_{\text{hd}}(n, 2N) = \frac{1}{n!} \left. \frac{d^n \Xi_{\text{hd}}(z, 2N)}{dz^n} \right|_{z=0}. \]

An alternative way to compute the contribution of the localized states to the partition function, \( Z(n, N) = Z_{\text{hd}}(n, 2N) \), for the initial \( N \)-cell Hubbard chain was used in Refs. [21, 23]. Let us illustrate this alternative approach in some detail.

Within this approach we take into account not only the geometrical degeneracy related to various possibilities of occupying \( n \) cells of the \( N \)-cell chain but also the components of the SU(2)-multiplets. Instead of the true component of the multiplet, one may choose, for counting purposes, a representative state, e.g., the one where all spins ↑ are in the left of each \( n \) contiguously occupied valleys and the spins ↓ are on the right side. Then the counting problem becomes as follows: We have to count the number of configurations \( Z(n, N) \) of three states in the trapping cells, namely, empty and occupied with \( \sigma = \uparrow \) or \( \sigma = \downarrow \), subject to the constraint that no states \( \uparrow \) is allowed to appear as the right neighbor of a \( \downarrow \). This problem can be solved with the help of a \( 3 \times 3 \) transfer matrix in the grand-canonical-ensemble setup, namely,

\[ \Xi(z, N) = \sum_{n=0}^{N} z^n Z(n, N) = \text{Tr} T^N = \xi_+^N + \xi_-^N + \xi_0^N, \]

\[ \xi_\pm = \frac{1}{2} + z \pm \sqrt{\frac{1}{4} + z}, \quad \xi_0 = 0. \]  

(53)

We have used a transfer matrix

\[ T = \begin{pmatrix} T(0, 0) & T(0, \uparrow) & T(0, \downarrow) \\ T(\uparrow, 0) & T(\uparrow, \uparrow) & T(\uparrow, \downarrow) \\ T(\downarrow, 0) & T(\downarrow, \uparrow) & T(\downarrow, \downarrow) \end{pmatrix} = \begin{pmatrix} 1 & 1 & 1 \\ z & z & z \\ z & 0 & z \end{pmatrix}, \]  

(54)

where \( z \) denotes the activity defined in Eq. (52). Comparing Eqs. (52) and (53) we find that both expressions for \( \Xi(z, N) = \Xi_{\text{hd}}(z, 2N) \) are equivalent, since \( \xi_\pm = \lambda_\pm^N \).

Now let us consider the kagome chain for electron numbers \( n > 1 \). There is a difference to the sawtooth chain, since in addition to the hard-dimer states (relevant for both systems) there are additional leg states. First we consider the case \( n = 2 \). In addition to the \( Z(2, N) \) hard-dimer states (electrons sit in the diamond-shaped trapping cells only) we can put one electron into one of \( N \) diamond cells and the other electron in a two-leg state. Taking into account the SU(2) symmetry we obtain \( 3N \) extra states in the subspace with \( n = 2 \) electrons compared to the sawtooth chain. Similarly, there are extra states for \( n > 2 \). In particular, localized states exist up to maximum filling \( n = n_{\text{max}} = N + 1 \), where all the \( N \) diamonds and the
Fig. 13. (Color online) The Hubbard model on the sawtooth chain of \( N = 12, 16, 20 \) sites: Specific heat per site for \( n = \frac{N}{2} \) and \( U \to \infty \). The results for ideal flat-band geometry \((t_2 = \sqrt{2}t_1, \text{dashed curves})\) are compared to the ones for slightly violated flat-band condition \((t_2 = 1.3t_1, \text{solid curves})\).

legs are occupied. Note, however that these extra states become irrelevant for the thermodynamics in the limit \( N \to \infty \), see below. The degeneracy of the ground states for the periodic kagome chain is given by \[ g_{\text{kagome}}^N(n) = (1 - \delta_{n,N+1})g_{\text{sawtooth}}^N(n) + (1 - \delta_{n,0}) [(n + 1)C_{N}^{n-1} + \delta_{n,2}] . \] (55)

Knowing the ground-state energies and degeneracies for \( n = 0, \ldots, n_{\text{max}}, n_{\text{max}} = N \) for the sawtooth chain or \( n_{\text{max}} = N + 1 \) for the kagome chain, we can calculate the contribution of these states to the grand-canonical partition function \( \Xi(T, \mu, N) = \sum_{n=0}^{n_{\text{max}}} g_{N}(n)z^{n} \). This contribution dominates the thermodynamics at low temperatures for a chemical potential around the value \( \mu_{0} = 2t \). Although \( \Xi(T, \mu, N) \) is different for finite sawtooth and kagome chains, it approaches the same function in the thermodynamic limit \[ \Xi(T, \mu, N) = \left( \frac{1}{2} + \sqrt{\frac{1}{4} + e^{2\mu/T}} \right) 2^{N} . \] (56)

Thus the sawtooth and the kagome chains exhibit identical behavior for \( N \to \infty \) with a difference only in the relation between \( N \) and \( N' \).

A detailed discussion of the thermodynamic properties and a comparison to exact-diagonalization data can be found in Refs. 19 and 21. Here we focus only on the low-temperature dependence of the specific heat, 19, 21, 123 see Fig. 13, and on the ground-state magnetic moment, see Fig. 14. The specific heat in the grand-canonical ensemble shows an extra low temperature maximum if \( \mu \) is around \( \mu_{0} \). The specific heat of the localized states in the canonical ensemble vanishes, since the localized-electron energies depend only on the number of electrons [in fact, they constitute the (degenerate) ground-state manifold]. This is illustrated by exact-diagonalization results for the Hubbard sawtooth chain for \( n = \frac{N}{2} = \frac{N}{4} \) in Fig. 13, where obviously \( \frac{C(T)}{N} \) (dashed curves) remains very small up to about \( \frac{T}{t} \simeq 0.05 \).
However, a deviation from the flat-band condition, i.e., in case of $t_2 \neq \sqrt{2}t_1$, produces a splitting of the ground-state manifold and an additional low-temperature maximum of the specific heat emerges as demonstrated in Fig. 13 for $t_2 = 1.3t_1$.

The study of the integrated number of states above the degenerate ground state in the subspaces with different $n < N$ and $U > 0$ shows a noticeable density of states at rather low energies for small and even for rather large values of $U$. One may conclude that these low-lying excitations originate from states which belong to the ground-state manifold for $U = 0$. The question whether the density of low-energy excitations increases with increase of $N$ leading to a vanishing excitation gap for $N \to \infty$ remains open and requires further studies.

For the sawtooth chain the separation of the ground-state manifold (for $t_2 = \sqrt{2}t_1$) within the grand-canonical setup is controlled by the charge gap $\Delta \mu = |E(N+1) - E(N)| - |E(N) - E(N-1)|$. Exact-diagonalization calculations show that it opens linearly in $U$ and reaches a saturation value as $U \to \infty$ showing no visible finite-size effects.

Next, we consider the ground-state magnetic properties of the sawtooth chain and the kagome chain. Since both chains belong to the class of Mielke’s or Tasaki’s flat-band ferromagnets, there is an exact proof of a fully polarized ferromagnetic ground state for $n = n_{\text{max}}$, see Refs. 15, 16, 17. Based on our discussion given above there is a simple geometrical explanation: For $n = n_{\text{max}}$ all cells are occupied and we are faced with a fully polarized ferromagnetic connected cluster that includes all cells. Hence no independent spin flips of disconnected clusters are possible. Lowering $n < n_{\text{max}}$ just the possibility of independent spin flips of disconnected clusters leads to a decreasing averaged total magnetic moment. The mapping of the localized-electron states onto a classical transfer-matrix problem is the crucial step to calculate the averaged total magnetic moment. For that we consider the operator $S^2$ and perform the equal-weight average of $S^2$ over all degenerate ground states for the given number of electrons $n$. Then we consider the quantity

$$0 \leq \frac{\langle S^2 \rangle_n}{N^2} \leq \frac{S_{\text{max}}(S_{\text{max}} + 1)}{N^2}, \quad S_{\text{max}} = \frac{n}{2}. \quad (57)$$

It achieves its maximal value, if the ground state in the subspace with $n$ electrons is the saturated ferromagnetic state. If it has a nonzero value less than the maximal value (nonsaturated ferromagnetism) the ground-state manifold in the subspace with $n$ electrons contains a substantial part of ferromagnetic ground states. Again both transfer-matrix techniques (see above) are suitable to calculate $\langle S^2 \rangle_n$. We illustrate here briefly the approach based on the $3 \times 3$ transfer-matrix technique, see Eqs. (53) and (54), to calculate this quantity. The average over all degenerate ground states for a given number of electrons is $\langle S^2 \rangle_n = N \sum_{j=0}^{N-1} \langle S^0_j S^0_j \rangle_n$, where $S^0_j$ is the $z$-component of the spin operator of the trap $j$. Within the grand-canonical ensemble we may find $\langle S^0_j S^0_j \rangle_\zeta = \sum_{n=2}^{N} \zeta^n Z(n,N) \langle S^0_0 S^0_j \rangle_n$ [note that here $\zeta = e^{\frac{\mu_0 - \mu}{T}}$ is the activity which was de-
Fig. 14. (Color online) The sawtooth chain (left) and the kagome chain (right): The averaged ground-state magnetic moment per cell $\langle S^z \rangle_{n/N}$ as a function the electron density $n/N$ for $N = 16, 32, 64, 128, 256$.

noted by $z$ in Eq. (52) which yields the required canonical $zz$ correlation function $\langle S_0^z S_j^z \rangle_n$ via the relation $Z(n,N)\langle S_0^z S_j^z \rangle_n = \frac{1}{n!}\frac{d^n\langle S_0^z S_j^z \rangle_\zeta}{d\zeta^n}|_{\zeta=0}$. Finally, within the $3 \times 3$ transfer matrix technique $\langle S_0^z S_j^z \rangle_\zeta$ is obtained by

$$\langle S_0^z S_j^z \rangle_\zeta = \text{Tr}(S^j T^N S^{-j}), \quad S = \begin{pmatrix} 0 & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & -\frac{1}{2} \end{pmatrix},$$

(58)

where $T$ is the transfer matrix given in Eq. (54).

Based on Eq. (58) in Ref. [21] the averaged magnetic moment $\langle S^z \rangle_{N}$ was calculated up to $N = 256$, i.e., up to $N = 512$ ($N = 768$) for the sawtooth (kagome) chain (cf. Fig. 14). While for the sawtooth chain (left panel) only hard-dimer states exist, for the kagome chain (right panel) also the ferromagnetic states related to the existence of leg states have to be taken into account. However, their contribution vanishes in the thermodynamic limit, cf. also the discussion of thermodynamics. Obviously, the averaged magnetic moment becomes smaller with increasing of $N$ for any fixed $0 < \frac{n}{N} < 1$. In fact $\langle S^z \rangle_{N}$ decreases linearly with $\frac{1}{N}$, cf. Ref. [23] and also Eq. (70) in Sec. 9 where we discuss the flat-band ferromagnetism in one dimension using a percolation representation. Finally, the region of ground-state ferromagnetism shrinks to one particular electron density $\frac{n}{N} = 1$ in the thermodynamic limit. In the next section we will illustrate that the existence of ground-state ferromagnetism in a finite region of electron density $\frac{n}{N}$ can be observed when going from dimension one to dimension two.

9. Flat-Band Ferromagnetism as a Pauli-Correlated Percolation Problem

A recently elaborated percolation representation of localized electrons in flat bands[23] provides an important step in understanding of flat-band ferromagnetism
and the corresponding para–ferromagnetic transition. Some ideas on the percolation representation were introduced in the early papers by A. Mielke and H. Tasaki without presenting a detailed analysis. Here we report on the percolation analogy published in Refs. in some detail. As discussed in the previous section the emergence of ground-state ferromagnetism is related to ferromagnetic clusters of connected cells occupied by electrons. Due to the Pauli principle the occupation of neighboring cells (sharing common sites) by electrons, and therefore the occupation of a cluster built by connected cells, is possible only if such electrons form a symmetric (i.e., ferromagnetic) spin state. As the density of electrons increases, ferromagnetic clusters of increasing size appear. The ferromagnetic transition corresponds to the emergence of a ferromagnetic cluster of connected cells containing a nonzero fraction of the electrons, i.e., we face a percolation problem. The special features of this percolation problem are related to the degeneracy, \( m + 1 \), of a ferromagnetic cluster \( C \) of \( |C| \) cells (\( |C| \) sites of the auxiliary lattice) containing \( m = |C| \) electrons. This degeneracy gives differing weights to different clustering of electrons. This unusual percolation problem is called Pauli-correlated percolation or Pauli percolation.

Within the canonical ensemble (i.e., for fixed electron density \( \frac{n}{N} \)) the percolation problem deals with all possible geometric configurations \( q \) of \( n \) particles distributed over \( N \) sites of the auxiliary lattice with a nontrivial weight of each configuration \( q \)

\[
W(q) = \prod_{i=1}^{M_q} (|C_i| + 1).
\]

(59)

Here the weight \( W(q) \) arises from the above mentioned spin degeneracy of a ferromagnetic cluster of size \( |C_i| \) in the configuration \( q \). \( M_q \) denotes the number of clusters in the configuration \( q \), \( \sum_{i=1}^{M_q} |C_i| = n \). The expectation value of a quantity \( A \) is given by the usual expression \( \langle A \rangle = \frac{1}{Z} \sum q A(q)W(q) \), where the canonical partition function is \( Z = \sum q W(q) \). Here the sum over \( q \) runs over all configurations for a given number of electrons \( n \). As mentioned already above, the appearance of ferromagnetism is related to the emergence of a cluster containing a nonzero fraction of electrons. Thus it can be pinned down using standard tools of the percolation theory. To detect ferromagnetism the relevant observable is the square of the total spin \( S^2 \), see also the last section. For \( n \) particles distributed over the lattice with a particular geometric configuration \( q \) it can be written as

\[
S^2_q = \sum_{i=1}^{M_q} \frac{|C_i|}{2} \left( \frac{|C_i|}{2} + 1 \right) = \sum_{l=1}^{n} N n_q(l) \left( \frac{l}{2} + 1 \right).
\]

(60)

In the first form the contribution from each cluster \( C_i, i = 1, \ldots, M_q \), of the configuration \( q \) is taken into account, while the second form contains the normalized number of cluster of size \( l \) in the configuration \( q \) denoted by \( n_q(l) \). Such quantities [i.e., \( n_q(l) \)] are typical ones in percolation studies. The crucial differences is owing to the nontrivial weight factor \( W(q) \) (which reflects \( m + 1 \) possible orientations
of the total spin of a ferromagnetic cluster of \( m \) electrons) since for the standard percolation all geometric configurations have the same weight and \( W(q) = 1 \).

Instead of the canonical ensemble with fixed number of occupied sites \( n \) (or electron density \( \frac{n}{N} \)), one may consider the grand-canonical ensemble letting each site of the lattice to be occupied with an a priori probability \( p \) or left empty with an a priori probability \( 1 - p \). Eq. (59) now becomes

\[
W(q) = \prod_{i=1}^{M_q} e^{\mu |C_i|} (|C_i| + 1) = \prod_{i=1}^{M_q} \left( \frac{p}{1 - p} \right)^{|C_i|} (|C_i| + 1),
\]

where \( e^{\mu} = \frac{1 - p}{p} \) is the fugacity which is used to tune the number of electrons. Eq. (60) leads to the same formula for the expectation value, \( \langle A \rangle = \frac{1}{Z} \sum_{q} A(q) W(q) \), and the grand-canonical partition function, \( Z = \sum_{q} W(q) \), where, however, now the sum over \( q \) runs over all configurations of \( n = 0, 1, \ldots, N \) particles (electrons).

Pauli percolation exhibits a number of characteristic features. First, it corresponds to an effective (entropic) repulsion between particles which, although is long-range, saturates, is range free and does not depend on the shape of the cluster, and is many-body. Therefore it should not be astonishing that such quantities as the percolation threshold or the cluster-size distribution differ from the corresponding quantities for the standard percolation.

Pauli percolation is interesting in its own right as a rare example of a discontinuous (first-order) percolation transition with qualitatively more local interactions than in all currently considered examples, see Ref. 25 and references therein. It has a simple representation as a particular classical two-color, or contagion, percolation problem.\(^{25}\) Indeed Pauli percolation corresponds to the following variation of the standard one: (i) sites can come in two colors, say, green (uninfected) or red (infected), (ii) each site of a lattice is occupied and colored either green or red or left empty, (iii) only configurations where every cluster contains no more than one red site are taken into account. Since merging two clusters of size \( m \) and \( n \) reduces their overall weight from \((m + 1)(n + 1)\) to \((m + n + 1)\), it closely resembles the “product rule” in the famous explosive percolation,\(^{127}\) but, unlike the latter, it does not require the elevated degree of non-locality in the configuration-update process as the new site in the system gets occupied, see Ref. 25.

Although the initial studies of Pauli percolation were performed on one and two-dimensional lattices, see below, in the recent study concerning infinite dimensions,\(^{25}\) the analytical and numerical calculations refer to a regular random graph of \( N \) sites.\(^{128}\) Such graphs have a vanishing density of short cycles and mostly contain loops of size \( \ln N \); hence they are locally tree-like. A rigorous analytical solution of Pauli percolation reported in Ref. 25 gives an explicit example of a rather rare discontinuous percolation transition in a random graph. A sketch of this solution is as follows. First the Pauli percolation is considered on a Cayley tree (setting for

\(^{*}\)The distinction between a Bethe lattice and a Cayley tree is that the latter contains a root site
concreteness the coordination number $z = 3$) by solving the corresponding recursive
relations in the two-color representation described above. Examining the probability
$P_\infty$ that the root site of an infinitely large tree is connected to its boundary one
finds that it is zero (i.e., there is no percolation) until $p < \frac{4}{5}$. For $p \geq \frac{4}{5}$ the nonzero
(i.e., percolating) solutions emerge. Next, individual Cayley trees could be merged
into the uniform Bethe lattice via the central site or bond addition. The value
of $p$ at which the percolation solution in the Bethe lattice $P_\infty \neq 0$ first emerges
remains unchanged, $p = \frac{4}{5}$, although the new percolation probability itself changes,
$P_\infty \neq P_\infty$. The rigorous analysis in Ref. 25 illustrates the discontinuous nature of
the percolation transition. The value of $p$ at which it takes place is determined from
the behavior of the central-site free energy. It has been found that $P_\infty(p)$
at $p_c = 0.823506 \ldots$ has a discontinuous jump between zero and nonzero values.

The study of Pauli percolation on a 3-regular random graph leads to an
interesting conclusion for understanding ferromagnetism. Namely, it implies that for
the standard repulsive Hubbard model on the Tasaki-decorated 3-regular random
graph the ferromagnetic ground state emerges as the electron density $n/N$ exceeds
0.208176 \ldots (see the red line in Fig. 3 of Ref. 25) and its magnetization increases
until it reaches a saturation value at $\frac{n}{N} = \frac{1}{3}$. Interestingly, since the Bethe lattice is
an example of the expander graph it intrinsically possesses a gap in the excitation
spectra, which in turn can protect the ferromagnetism in such structures.

The rest of this section on Pauli percolation contains a brief discussion of the ex-
act solution on a simple chain and Monte Carlo simulations on a square lattice.

9.1. Pauli percolation on a simple chain

Alternatively to the approaches used in Sec. 8.2 for the investigation of the one-
dimensional sawtooth-chain or kagome-chain Hubbard model we present here the
percolation approach to consider these models, see Refs. 17, 23. The treatment of
the strongly correlated electron problem in one dimension as a Pauli percolation
problem is useful (i) as a preparation for the treatment of the two-dimensional
problem, see Sec. 9.2 (ii) to provide one-dimensional data to compare with two-
dimensional ones, and (iii) as comparison with standard percolation. Moreover, it is
valuable in its own right, since an exact solution of this unconventional percolation
problem is possible.

We analyze one-dimensional Pauli percolation using a transfer-matrix method.
To illustrate the percolation approach and to provide results for comparison we first
consider the standard percolation in one dimension which is exactly solvable.

with a coordination number $z - 1$ while the bulk of a Bethe lattice is fully homogeneous
(see also Ref. 129). The standard percolation transition on the Bethe lattice is the continuous one
with the percolation threshold $p_c = \frac{1}{z - 1}$, i.e., $p_c = \frac{1}{4}$ for $z = 3$.

In the Ref. 25 all the calculations are performed using $\tilde{p}$ as an a priori probability of site to be
occupied and colored green or red; it is connected to $p$ in Eq. (61) by the relations:
$\tilde{p} = \frac{p}{1 - p}$ and $p = \frac{\tilde{p}}{1 - \tilde{p}}$. 

$\frac{1}{4}$.
We work in the grand-canonical ensemble and seek for the grand-canonical partition function \( Z = Z(z, N) \) of a percolating system as a sum of probabilities of all possible random realizations. \( Z(z, N) \) can be written in terms of a \( 2 \times 2 \) transfer matrix \( T \) as

\[
Z(z, N) = \text{Tr}(T^N), \quad T = \begin{pmatrix} 1 & 1 \\ z & z \end{pmatrix}.
\]

The matrix element \( T(n_i, n_{i+1}) \) corresponds to the pair of neighboring sites \( i \) and \( i+1 \) on a simple (periodic) chain and acquires the value 1 if the site \( i \) is empty or \( z \) if the site \( i \) is occupied independently of the occupation number of site \( i+1 \). The \( 2^N \) terms of \( \text{Tr}(T^N) \) correspond to all possible realizations of the percolating system.

To determine the fugacity \( z \) let us calculate the average occupation number of the site \( i \):

\[
\langle n_i \rangle = \frac{\text{Tr}(T^N N)}{Z}, \quad N = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]

The matrix elements of the matrix \( N^T \) acquire the value 0 if the site \( i \) is empty or \( z \) if the site \( i \) is occupied this way counting only those realizations (among \( 2^N \) ones) of the percolating system that have an occupied site \( i \). Diagonalizing the transfer matrix \( T \) one easily finds in the thermodynamic limit \( N \to \infty \) that

\[
\langle n_i \rangle = \frac{1}{1+z}.
\]

On the other hand, the average site-occupation number should be equal to \( p \), \( \langle n_i \rangle = p \). This yields the relation between \( z \) and \( p \):

\[
z = \frac{1}{1+p}.
\]

We consider now the calculation of the average number of clusters of size \( l \) (normalized by the lattice size \( N \)) to be denoted by \( n(l) \). Simple arguments immediately yield \( n(l) = (1-p)^2 p^l \). To fix the cluster of length \( l \), within the transfer-matrix method we start with an empty site, then we have a string (cluster) of \( l \) occupied sites, and the last site of the string is followed by an empty one. This has to be written in terms of matrices. Let us introduce the matrix \( S \) with only one nonzero element 1 if the site \( i \) is empty and the site \( i+1 \) is occupied, the matrix \( C \) with only one nonzero element \( z \) if both sites \( i \) and \( i+1 \) are occupied, and the matrix \( F \) with only one nonzero element \( z \) if the site \( i \) is occupied and the site \( i+1 \) is empty.

To calculate \( n(l) \) we have to replace in Eq. (62) the product of a sequence of \( l+1 \) \( T \)-matrices by the product \( SC^{l-1}F \), i.e.,

\[
n(l) = \frac{\text{Tr}(T^N^{N-l-1}SC^{l-1}F)}{Z}, \quad S = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} 0 & 0 \\ 0 & z \end{pmatrix}, \quad F = \begin{pmatrix} 0 & 0 \\ z & 0 \end{pmatrix}.
\]

Straightforward calculations in Eq. (64) in the thermodynamic limit \( N \to \infty \) reproduce the cited above formula \( n(l) = (1-p)^2 p^l \). Similarly we get the pair (site-occupation) correlation function

\[
g(l) = \langle n_in_{i+l} \rangle - \langle n_i \rangle \langle n_{i+l} \rangle = \frac{\text{Tr}(T^N^{N-l-1}N^lN)}{Z} - p^2 = p(1-p) \delta_{l,0},
\]

and the pair connectivity (the probability that two sites \( n \) and \( n+l \) are both
occupied and belong to the same cluster

\[ \Gamma(n, n + l) = \frac{\text{Tr}(T^{N-l}NC^l)}{Z} = p \cdot p^l, \tag{66} \]

which were obtained by more elementary means in textbooks on percolation\cite{125}.

Advantages of the transfer-matrix approach become undoubted while applying it to the Pauli percolation\cite{23}. We have simply to introduce the transfer-matrix for the Pauli percolation in one dimension

\[ T = \begin{pmatrix}
T(0, 0) & T(0, \uparrow) & T(0, \downarrow) \\
T(\uparrow, 0) & T(\uparrow, \uparrow) & T(\uparrow, \downarrow) \\
T(\downarrow, 0) & T(\downarrow, \uparrow) & T(\downarrow, \downarrow)
\end{pmatrix} = \begin{pmatrix}
1 & 1 & 1 \\
z & z & z \\
z & 0 & z
\end{pmatrix}, \tag{67} \]

as well as the other matrices emerging in the transfer-matrix calculations

\[ N = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad S = \begin{pmatrix}
0 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad C = \begin{pmatrix}
0 & 0 & 0 \\
0 & z & z \\
0 & 0 & z
\end{pmatrix}, \quad F = \begin{pmatrix}
0 & 0 & 0 \\
z & 0 & 0 \\
z & 0 & 0
\end{pmatrix}. \tag{68} \]

These are now 3 \times 3 matrices, cf. Sec. 8.2, because of the two spin values of an electron: The site can be empty, occupied by the electron with spin \( \uparrow \), or occupied by the electron with spin \( \downarrow \). The zero in the third row of the transfer matrix \( T \) in Eq. (67) appears, since the configuration \( \downarrow \uparrow \downarrow +1 \) is forbidden. After straightforward although lengthy calculations one gets in the thermodynamic limit

\[ p(z) = 1 + 4z - \frac{\sqrt{1 + 4z}}{1 + 4z}, \quad z(p) = \frac{p(2 - p)}{4(1 - p)^2}, \]

\[ n(l) = \frac{4(1 - p)^3}{(2 - p)^2} (l + 1) \alpha^l, \quad \alpha = \frac{p}{2 - p}, \]

\[ g(l) = -(1 - p)^2 \alpha^{2l}, \]

\[ \Gamma(n, n + l) = p \cdot \left(1 + \frac{1 - p}{2 - p} l \right) \alpha^l. \tag{69} \]

The Pauli percolation shows a number of striking differences from the standard percolation. The most obvious differences can be seen in the average number of clusters of size \( l \), \( n(l) \), and in the pair correlation function \( g(l) \), see Fig. 13. Although the percolation threshold remains unchanged, \( p_c = 1 \), the quantity \( n(l) \) for Pauli percolation has a maximum \( l^* > 1 \) for \( p > 0.8 \) moving along \( l^* \approx -(1 + \frac{1}{m^2}) \) for \( p \to 1 \). For the standard percolation \( n(l) \) decays monotonically with \( l \). The pair correlation function \( g(l) \) decays with a correlation length \( \xi = -\frac{1}{2 \ln \alpha} \) that diverges as \( (p_c - p)^{-1} \) when \( p \to p_c = 1 \). Since the pair correlation function \( g(l) \) is negative, the interaction is repulsive, i.e., particle (electron) positions anticorrelate. (For the standard percolation there are no nontrivial pair correlations.)

From the point of view of magnetism, Eqs. (60) and (69) allow to calculate the macroscopic magnetic moment (in the thermodynamic limit)

\[ \langle S^2 \rangle = \frac{3p(2 - p)}{8(1 - p)} N, \quad p < 1. \tag{70} \]
Fig. 15. (Color online) The average number of clusters $n(l)$ (left) and the pair correlation function $g(l)$ (right) for $p = 0.95$ and $p = 0.975$ for standard (dotted red lines) and Pauli (solid blue lines) percolation in one dimension, see Eqs. (64), (65) and Eq. (69).

This formula provides an extension to $N \to \infty$ of the finite-size results reported in Fig. 14. Clearly Eq. (70) implies that $\langle S^2 \rangle_{N^2} \to 0$ if $0 \leq p < 1$, as already discussed in Sec. 8.2. Only at $p = 1$ we have $\lim_{N \to \infty} \langle S^2 \rangle_{N^2} > 0$.

### 9.2. Flat-band ferromagnetism and Pauli percolation in two dimensions

To study flat-band ferromagnetism of Hubbard electrons in two dimensions we consider the Tasaki lattice (Fig. 2) which is the two-dimensional counterpart of the sawtooth chain. The trapping cells, where the electrons can be localized, contain five sites, namely one site of the underlying square lattice [label $(m, 1)$ in Fig. 2] and the four sites connected to site $(m, 1)$ by the hopping integral $t_2$ (red zigzag paths in Fig. 2). Since every cell of the initial Tasaki lattice of $N$ sites contains precisely one site of the underlying square lattice, the corresponding lattice of the related Pauli percolation problem is just the underlying square lattice of $N = \frac{N}{3}$ sites.

The two-dimensional percolation problem is more complicated and it can be studied numerically, only. However, having in mind that the initial model is a strongly correlated quantum many-body model the treatment of the relevant degrees of freedom by a classical percolation description provides a significant simplification of the initial problem. In contrast to the standard percolation, simple random sampling of geometrical configurations is not sufficient for averaging in the Pauli-percolation case, since various geometrical configurations $q$ have different weights $W(q)$. Going beyond standard numerical schemes to take into account efficiently various geometrical configurations $q$ according to their weights $W(q)$, one has to implement importance sampling choosing samples according to the distribution of $W(q)$. In the canonical ensemble for a fixed number of electrons, a new configuration $q_2$ is generated from the given one $q_1$ by a random permutation of two sites in order to ensure the fixed number of electrons. In the grand-canonical...
ensemble, a site is simply chosen and if it is empty (occupied), a particle is proposed to be inserted (removed). The new configuration is accepted with the Metropolis probability \( \min[1, \frac{W(q_2)}{W(q_1)}] \). In addition, for the grand-canonical simulations exchange Monte Carlo steps have been employed\(^\text{138}\) As a result, the numerical investigation of the Pauli percolation becomes more challenging, since it suffers from critical slowing down (that does not occur in standard-percolation simulations). Labeling of clusters is done in two different ways: (i) using a modified Newman-Ziff algorithm\(^\text{137}\) which locally updates cluster labeling for fixed number of occupied sites and (ii) using the Hoshen-Kopelman algorithm\(^\text{136}\) which makes a global update. Central results of numerical simulations concern \( \langle S^2 \rangle \) and the average number \( n(l) \) of clusters of size \( l \) normalized by the size of the lattice \( N \). For the numerical simulations lattice sizes \( N = L \times L \) up to \( L = 270 \) were used, where periodic or open boundary conditions were imposed.

The average square of the magnetic moment \( \langle S^2 \rangle \) is the quantity which directly signalizes the appearance of the ground-state ferromagnetism. In canonical simulations, one can obtain the square of the magnetic moment of the largest cluster \( M^2 = \langle S^2_{\text{max,cluster}} \rangle \), where \( S^2_{\text{max}} = \frac{n}{2}(\frac{n}{2} + 1) \), or the square of the magnetic moment \( \langle S^2 \rangle \) as a function of electron density \( p = \frac{n}{N} = 3\frac{n}{N} \). Furthermore, one can perform a finite-size scaling of the square of the magnetic moment to get \( \lim_{N \to \infty} M^2 \), see Fig. 16 (left panel). We find that the scaling behavior changes from \( M^2 = a + bL^{-2} + \cdots \) for low electron densities \( p \) to \( M^2 = a + bL^{-1} + \cdots \) at higher \( p \). While for \( p = 0.62 \) the macroscopic moment scales to zero with system size, for \( p = 0.70 \) it approaches a nonzero value of about 0.40. Further increasing of the electron density, i.e., to \( p = 0.78 \), yields an almost size-independent magnetic moment of about 0.98. Additionally, the cluster-size distribution \( n(l) \) indicates the emergence of a large component for \( p > 0.62 \), see right panel of Fig. 16. The average square of the magnetic moment \( M^2 \) is presented in Fig. 17 for finite systems along with the extrapolated values.

Altogether, from these findings one may conclude, that the critical density for the Pauli percolation exceeds that of the standard counterpart \( p_c = 0.592746 \ldots \), see, e.g., Ref.\(^\text{124}\) For higher densities, there appears a regime of unsaturated ferromagnetism, which is characterized by \( 0 < \langle S^2 \rangle_{\text{max}} < 1 \). Canonical simulations of the Pauli percolation exhibit some features arising in a phase-coexistence regime. The high-density phase appears to form first as a compact nonpercolating object with a macroscopic magnetic moment. For higher densities, including \( p = 0.7 \), the ferromagnetic phase spans across the system. Therefore, the phase-separated regime is drastically different from standard percolation. Grand-canonical simulations exhibit a jump at a certain chemical potential between densities \( \langle \frac{n}{N} \rangle_{-} \) around 0.63(1) and \( \langle \frac{n}{N} \rangle_{+} \approx 0.75(2) \). All findings are consistent with the visual analysis of typical snapshots of configurations for the standard and Pauli percolation, see Fig. 18. For electron densities below the threshold the system tends to form many small clusters which increase the weight. Slightly above the threshold the larger cluster is
still suppressed by the existence of many small clusters which help to increase the weight of a configuration.

In summary, the simulations of the Pauli percolation in two dimensions show the following. Effective repulsive interaction leads to a breaking up of the clusters, and thus to a first-order grand-canonical transition in two dimensions. The critical density is higher than that of standard (site) percolation. For the underlying two-dimensional Tasaki-Hubbard model these findings imply ground-state ferromagnetism in a range of electron density \( \frac{n}{N} \) from 0.21(1) to \( \frac{2}{3} \).
Fig. 18. (Color online) Snapshots of configurations for standard (upper row) and Pauli-correlated percolation (middle and bottom rows) on a square lattice of size $L \times L$, $L = 200$, for small deviations from the critical concentration $p_c$. The pink color corresponds to the largest cluster for the given concentration. The concentrations (from left to right) are $p_1 = 0.574$ and $p_2 = 0.6$ for standard percolation, where $p_c = 0.592746 \ldots$, and $p_3 = 0.62$ (paramagnetic), $p_4 = 0.65$ (phase-separated), $p_5 = 0.7$ (phase-separated), and $p_6 = 0.78$ (ferromagnetic) for Pauli percolation.
10. Dispersion-Driven Ferromagnetism in a Flat-Band Hubbard System

Introducing dispersion (violation of the flat-band geometry) typically modifies the balance of interaction and kinetic energy and tends to destabilize ferromagnetism in the Hubbard model. However, it was demonstrated by several studies that the flat-band ferromagnetic ground states are robust if the flat band becomes (slightly) dispersive and the Hubbard repulsion $U$ is larger than a threshold $U_c > 0$, where $U_c$ depends on the degree of the deviation from the flat-band geometry. By contrast, recently it has been found in Ref. 54 that unexpectedly for the class of flat-band Hubbard systems without ground-state ferromagnetism, see Sec. 8.1, just the dispersion, i.e., the kinetic energy, will open the route to ferromagnetic ground states. This dispersion-driven ferromagnetism resembles the famous order-from-disorder mechanism, i.e., due to distortions an ordered ground state is selected from the degenerate flat-band ground-state manifold, where paramagnetic states dominate.

To this end we investigate the frustrated diamond chain, where for ideal geometry the lowest one-electron band is flat. However, the ground state even for full occupation of all trapping cells is nonmagnetic for arbitrary on-site repulsion $U$, since the trapping cells for the frustrated diamond chain are isolated from each other and the resulting huge set of paramagnetic states prevails against the ferromagnetic eigenstate, cf. Sec. 8.1. Below we will illustrate how a dispersion of the former flat band leads to ground-state ferromagnetism.

We consider the Hubbard model on a distorted frustrated diamond-chain lattice, see Fig. 1 i.e., we assume $t_1 \neq t_3$ but fix their average $t_1 + t_3 = 2t$. The electron density is fixed to $n = N$, i.e., for ideal geometry all trapping cells are occupied and the flat band is half filled. For the sake of comparison we first give the bandwidth $w_d$ of the dispersive band above the flat band for $t_1 = t_3$: $w_d = \sqrt{t_2^2 + 8t^2 - \frac{t_1}{4}} \approx 2\frac{(t_2 + t_1)}{t_2} (\frac{t_1}{t_2} \ll 1)$. The bandwidth $W_f$ of the former flat band due to distortion $t_1 \neq t_3$ is $W_f \approx 2\frac{(t_2 - t_1)}{t_2}$. We introduce the dimensionless parameter $\Omega = \frac{t_2 - t_1}{t_2 + t_1}$. Then $\Omega^2 \approx \frac{W_f}{w_d}$ is a appropriate measure of the strength of deviation from the ideal flat-band geometry.

To determine the ground-state properties, in Ref. 54 exact diagonalization and fourth-order perturbation theory are used. The main result, namely the ground-state phase diagram, is illustrated in Fig. 19. For not too large deviations from ideal geometry controlled by $\Omega^2 < 1$ and for sufficiently large on-site repulsion $U > U_c$, the ground state of the Hubbard diamond chain with half-filled lowest band is ferromagnetic (the region denoted as “FM”).

The Lanczos exact diagonalization for distorted chains were performed up to $N = 30$ to determine the critical value $U_c$ above which the ground state is the ferromagnetic SU(2)-multiplet with $\langle S^2 \rangle = \frac{N}{2}(\frac{N}{2} + 1)$. Note that for the largest system $N = 30$, $U = \infty$ was assumed to find the maximal dispersion $\Omega^2 \approx 0.884$.
Fig. 19. (Color online) Phase diagram of the distorted Hubbard diamond chain with electron density \( n = \frac{1}{3} \) (half-filled lowest band). Ferromagnetism (denoted by “FM”) appears for on-site repulsions \( U \) above a critical value \( U_c \). \( U_c \) is shown as a function of the dimensionless bandwidth parameter \( \Omega^2 \). The various critical lines \( U_c(\Omega^2) \) are obtained by fourth-order perturbation theory (symbol “PT”), see Eq. (74), and by exact diagonalization for finite systems of \( N = 5 \) (open boundary conditions) and \( N = 12, 18, 24 \) (periodic boundary conditions) for hopping parameter sets with \( t_3 + t_1 = 2 \) and \( t_2 = 3 \) and \( t_2 = 6 \).

above which ground-state ferromagnetism does not exist. There is an obvious finite-size dependence of \( U_c(\Omega^2) \), but the general shape of the curve is the same for all \( N \), cf. Fig. 19. Interestingly the region of ferromagnetism increases with growing system size \( N \). That provides evidence that the dispersion-driven ferromagnetism does not disappear for \( N \to \infty \). The influence of the vertical hopping integral \( t_2 \) on the phase boundary \( U_c(\Omega^2) \) is visible from the corresponding curves for \( N = 18 \). For small bandwidth \( \Omega^2 \) the region of ferromagnetism slightly shrinks with increasing of \( t_2 \), whereas \( U_c \) decreases with increasing \( t_2 \) for \( \Omega^2 \gtrsim 0.25 \).

Complementary to the exact-diagonalization study the fourth-order perturbation theory was used. All essential features of the perturbation approach are already provided by a 5-site cluster that contains two trapping cells (the sites \( m, 1, m, 2, m, 3, m + 1, 1, \) and \( m + 1, 2 \) connected by six bonds, see Fig. 1) in the subspace of \( n = 2 \) electrons. The unperturbed Hamiltonian contains the \( t_2 \)- and \( U \)-terms, the \( t_1 \)- and the \( t_3 \)-terms constitute the perturbation. The ground-state energy of the unperturbed Hamiltonian is \( -2t_2 \), it is fourfold degenerate (one singlet, and threefold degenerate triplet). The perturbation theory up to fourth order gives for the triplet state

\[
E_t = -2t_2 - \frac{(t_3 - t_1)^2}{t_2} - \frac{(t_3 + t_1)^2(t_4 - t_1)^2}{2t_2^3} + \frac{(t_3 - t_1)^4}{t_2^3} + \ldots ,
\]

i.e., \( E_t \) is independent of \( U \). In contrast, the energy of the singlet state, \( E_s \), depends on \( U \). The fourth-order result can be found in Ref. [54] In the small-\( U \) limit the dominating term in \( E_s(U) \) is

\[
E_s(U \to 0) = -\frac{2(t_3 - t_1)^4}{U t_2^2} ,
\]
whereas in the limit $U \to \infty$ it is given by

$$E_s(U \to \infty) = -2t_2 - \frac{(t_3 - t_1)^2}{t_2} - \frac{(t_3 + t_1)^2(t_3 - t_1)^2}{4t_2^3} + \frac{3(t_3 - t_1)^4}{4t_2^3} + \ldots (73)$$

Obviously, we have $E_s < E_t$ for small $U$, but $E_s > E_t$ for large $U$, i.e., there is a critical value $U_c$ above which ferromagnetism emerges. Moreover, Eqs. (71) – (73) show that the appearance of ground-state ferromagnetism for deviations from ideal geometry is a result of fourth-order processes. From $E_t = E_s(U_c)$ one gets a compact analytical formula

$$\frac{U_c}{t_2} = \sqrt{\frac{16 + 65\Omega^2 + 9\Omega}{1 - \Omega^2}} \Omega. \quad (74)$$

From Fig. 19 one can conclude, the perturbation theory confirms the exact-diagonalization results for the existence of ferromagnetism. The quantitative agreement between perturbation theory and exact diagonalization is the better the smaller $\Omega^2$ and the larger $t_2$. Higher-order perturbation theory naturally would enlarge the region of quantitative agreement with exact-diagonalization data.

In summary, the exact-diagonalization data and the perturbation theory show a dispersion-driven appearance of ground-state ferromagnetism of the Hubbard model on a frustrated lattice. For a half-filled lowest one-electron band, the ground state for the ideal flat-band case has perfect charge order [$n = N$ electrons are localized in $N$ trapping cells (vertical dimers) thus avoiding the on-site Hubbard repulsion] but no spin order (spins of electrons in different cells are uncorrelated leading to $2^N$-fold degeneracy of the ground state). A small deviation from the ideal flat-band geometry removes the localization of the electrons and they (i) either form a complicate many-electron ground state with a $U$-dependent energy which increases as $U$ increases (when $U$ is small) (ii) or form a symmetric (i.e., ferromagnetic) spin multiplet ground state with a $U$-independent energy thus avoiding $U$ (when $U$ is large enough). We mention finally that such a scenario is not restricted to the specific geometry of the frustrated diamond chain and may be expected for other lattices with isolated cells discussed in Sec. 8.1 such as the frustrated ladder or some two-dimensional lattices.

11. Closely Related Studies on Electron Systems

11.1. Construction of exact ground states of the Hubbard model using positive semidefinite operator properties

Alternatively to Mielke’s or Tasaki’s description of the flat-band scenario and to the route to ferromagnetism described in the previous section, Z. Gulácsi, A. Kampf, D. Vollhardt and coworkers use a technique to construct exact ground states (including ferromagnetic ones) of the Hubbard model that is based on positive semidefinite operator properties. In what follows we will illustrate some basic features of this method. For more details on the method and more applications to strongly correlated electron systems we refer the interested reader to Refs. Instead
of dealing with an (arbitrary) Hamiltonian $H$ we may always consider the operator
\[ O_p = H - E_0, \]
where $E_0$ is the ground-state energy, which is a positive semidefinite operator with only non-negative eigenvalues. Therefore we can start by an exact rewriting of the initial Hamiltonian in the form
\[ H = \sum_i O_{p,i} + C_{g,H}, \quad (75) \]
where the c-number $C_{g,H}$ is a function of the Hamiltonian parameters and $O_{p,i}$ are positive semidefinite operators. It is reasonable to introduce block operators $A_{n,\sigma}$ which are composed of operators acting on the sites of a finite block $n$. Then the operators $O_{p,i}$ contain types of expressions of the form $A_{n,\sigma}^\dagger A_{n,\sigma}$ which preserve the positive semidefinite form of $O_{p,i}$. To get a valid transformation to the form
\[ H = \sum_i O_{p,i} + C_{g,H} \]
a specific relationship between the parameters of the initial Hamiltonian and those contained in the expressions of the $O_{p,i}$ in terms of the block operators $A_{n,\sigma}$ (the so-called matching equations) must be fulfilled. The reason why Eq. (75) merits attention is that the deduction of the ground state $|GS\rangle$ can be performed by constructing the most general state which satisfies the equation $O_p|GS\rangle = 0$. Solving this equation opens a route for deducing exact results for non-integrable systems independent of dimensionality. The construction of exact ground states is then performed in four steps: (i) the transformation of the Hamiltonian in a positive semidefinite form, (ii) the solution of the matching equations, (iii) the construction of the ground states, (iv) the proof of the uniqueness. In a final step then the physical properties are deduced from the obtained ground state.

As an illustrative example we consider a diamond Hubbard chain with the Hamiltonian
\[ H = H_0 + H_U, \]
\[ H_0 = \sum_{\sigma = \uparrow, \downarrow} \sum_m \left\{ te^{\frac{\imath}{2}} \left( c_{m,1,\sigma}^\dagger c_{m-1,3,\sigma} + c_{m,3,\sigma}^\dagger c_{m,1,\sigma} \right) 
+ c_{m,2,\sigma}^\dagger c_{m-1,3,\sigma} + c_{m,3,\sigma}^\dagger c_{m,2,\sigma} \right\} 
+ t_\perp c_{m,1,\sigma}^\dagger c_{m,2,\sigma} + t_\parallel c_{m,1,\sigma}^\dagger c_{m,2,\sigma} + H.c. 
+ \epsilon \left( c_{m,1,\sigma}^\dagger c_{m,1,\sigma} + c_{m,2,\sigma}^\dagger c_{m,2,\sigma} \right) \right\}, \]
\[ H_U = U \sum_m \left( n_{m,1,\uparrow} n_{m,1,\downarrow} + n_{m,2,\uparrow} n_{m,2,\downarrow} + n_{m,3,\uparrow} n_{m,3,\downarrow} \right). \quad (76) \]
For the case $t_\perp = t_\parallel = 0$ and $\delta = \frac{\pi}{2}$ the one-electron spectrum consists of three flat bands ("Aharonov-Bohm cage" limit). The exact ground states for electron densities $\frac{n}{N} = \frac{1}{3}$ and $\frac{n}{N} < \frac{1}{3}$ represent then simply an example of Mielke’s and Tasaki’s flat-band ferromagnetism, see Ref. [55]. This example, to some extent, can be understood without introducing the positive-semidefinite-operators technique: The $O_p$ operator is simply a diagonalized $H_0$ and the ground states $|GS\rangle$ are trivially constructed from the localized-Wannier-eigenstate operators.
One can obtain exact many-electron ground states also for other special cases which do not belong to the scenario of Mielke’s and Tasaki’s flat-band ferromagnetism. We illustrate as an example the case $t_\parallel > 0$, $\epsilon = - t_\perp + \frac{2}{t_\parallel}$, and $\delta = \pi$; then the one-electron spectrum consists of a dispersive lowest band and two upper flat bands. In order to rewrite $H_0$ as a positive semidefinite form one defines the noncanonical fermionic block operators

$$A_{m,\sigma} = a_1 c_{m-1,3,\sigma} + a_2 c_{m,1,\sigma} + a_3 c_{m,3,\sigma} + a_4 c_{m,2,\sigma},$$

which fulfill $(A_{m,\sigma})^2 = 0$ and $\{A_{m_1,\sigma}, A_{m_2,\sigma}\} \neq \delta_{m_1,m_2}$. Using Eq. (77) one gets the expression for $A_{m,\sigma}$ and with the requirement $- \sum_{m,\sigma} A_{m,\sigma}^\dagger A_{m,\sigma} = H_0$ one arrives at the matching conditions

$$a_2^* a_1 = a_3^* a_2 = a_4^* a_3 = a_1^* a_4 = - t e^{i \frac{\pi}{2}},$$

$$a_2^* a_4 = - t_\parallel, \quad a_3^* a_1 = - t_\parallel, \quad |a_1|^2 + |a_3|^2 = \epsilon + |a_2|^2 = \epsilon + |a_4|^2.$$

As a result, Eq. (77) becomes

$$A_{m,\sigma} = \sqrt{t_\parallel} \left[ c_{m-1,3,\sigma} - c_{m,3,\sigma} - t_\perp e^{i \frac{\pi}{2}} (c_{m,2,\sigma} - c_{m,1,\sigma}) \right].$$

Consequently, the Hamiltonian has been transformed into the positive semidefinite form

$$H = \sum_{m,\sigma} A_{m,\sigma}^\dagger A_{m,\sigma} + UP + E_{GS},$$

$$P = \sum_m (n_{m,\uparrow} - 1) (n_{m,\downarrow} - 1),$$

$$E_{GS} = (\epsilon + U + t_\parallel) n - \left(3U + 4t_\perp + \frac{1}{t_\parallel}\right) N; \quad N = \frac{N}{3}.$$

For electron number $n = 4N$ the ground state is

$$|GS\rangle = C \left( \prod_m A_{m,-\sigma}^\dagger A_{m,\sigma}^\dagger \right) F_\sigma^\dagger |\text{vac}\rangle, \quad F_\sigma^\dagger = \prod_m c_{m,i_\downarrow,\sigma}^\dagger c_{m,i_\uparrow,\sigma}^\dagger,$$  

where $C$ is a normalization constant, $m$ runs over all $N$ cells, and $i_1 \neq i_2$ are two arbitrary sites in each cell. The ground state can be also found for higher electron densities $\frac{n}{N} > \frac{4}{3}$. The physical properties of these ground-state solutions correspond to a correlated half-metal.

Let us mention that the procedure described above is not restricted to the case when only flat one-electron bands are present. For instance in Ref. [56] the authors provide a solution for a model, where all one-electron bands are dispersive.

### 11.2. Flat bands and randomness

In flat-band systems with perfect geometry the electrons are localized due to destructive quantum interference. On the other hand, the standard Anderson localization of electrons in a dispersive band is caused by disorder. The interplay between flat-band localization and disorder may lead to unusual features. A spectacular effect is a “inverse Anderson transition” found in three-dimensional
flat-band systems, i.e., a disorder-driven delocalization of electrons. To demonstrate this effect, the authors of Ref. 57 consider a system with only flat bands—a diamond lattice with fourfold-degenerated orbitals on each site. The system is described by the standard tight-binding Hamiltonian and the disorder is introduced via mutually independent random on-site energies. The random variables are uniformly distributed over the range from $-\frac{W}{2}$ to $\frac{W}{2}$. To study the transition of the one-electron states the authors examine the level statistics. They found a disorder-induced localization-delocalization-localization transition which in this specific model is characterized by the two critical values of the disorder strength, $W_{c1} \approx 13.5$ and $W_{c2} \approx 37.0$. While at $W_{c2}$ the well-known Anderson transition takes place, the first transition at $W_{c1} < W_{c2}$ is an unknown new transition from localized states to extended states driven by disorder. The localization for $W < W_{c1}$ is not due to the strength of disorder but to the flat-band localization which survives under a certain strength of disorder.

A further analysis of tight-binding flat-band systems in the presence of disorder was reported in Ref. 58. The authors of Ref. 58 focus on the weak-disorder limit and consider the two-dimensional checkerboard lattice (also called the planar pyrochlore lattice or the square lattice with crossings). For the random on-site potential a Gaussian distribution is assumed, periodic systems of size $L \times L$, $34 \leq L \leq 80$, are examined numerically. To study localization they use the probability distribution of the spacing between adjacent eigenvalues: Extended and localized phases are identified by Wigner-Dyson and Poisson distributions, respectively, while the critical point corresponds to a distinct, universal distribution. The numerical results for the probability distribution of the spacing between adjacent levels is intermediate between those for Wigner-Dyson and Poisson distributions, which indicates that the system is at a critical point. Thus, weak disorder in a two-dimensional tight-binding model with a flat band gives rise to eigenstates that are critical, i.e., they are neither Anderson localized nor spatially extended.

In a series of recent papers the interplay of flat-band geometry and randomness has been studied for several lattices in detail. As already mentioned in Sec. 2.1 the authors also give a scheme for generating flat-band lattices by adding Fano defects to an initial lattice with dispersive bands and performing appropriate transformations of the Fano lattice to a corresponding flat-band lattice, see Ref. 59.

In what follows we will illustrate some results of Ref. 59. Let us consider as an example a tight-binding diamond chain (with zero “frustrating” vertical bond $t_2$, see Fig. 1). The corresponding one-electron band energies are $\{0, \pm 2\sqrt{1 + \cos \kappa}\}$. Note that $t_1 = t_3 = 1$ and $t_2 = 0$; then the flat band has zero energy. We consider the eigenstate of the Hamiltonian of the form $|\Psi\rangle = \sum_m (a_m c_{m,a}^\dagger + b_m c_{m,b}^\dagger + \ldots)$.
The basic equations to be discussed further are as follows:

\[\begin{align*}
i\dot{a}_n + \epsilon_{n,a}a_n &= -\nabla^2 b_{n+1}, \\
i\dot{b}_n + \epsilon_{n,b}b_n &= -\nabla^2 (a_n + c_n), \\
i\dot{c}_n + \epsilon_{n,c}c_n &= -\nabla^2 b_{n+1}. \end{align*}\]

(81)

Here \(\nabla^2 f_n = f_n + f_n - 1\) and \(\epsilon_{n,\alpha}, \alpha = a, b, c\), is the random potential. The tight-binding model described by Eq. (81) contains intersecting dispersive and flat bands at zero energy. The disorder is introduced as usual by uniformly distributed random on-site energies \(\epsilon_{n,\alpha} \in [-W^2, W^2]\).

Various standard quantities such as the participation ratio, the compactness index, the localization length \(\xi\) (asymptotic decay rate of the eigenmode tails) etc. were calculated numerically by diagonalization of Eq. (81). The authors of Ref. 59 found different behavior for the low-energy \(|E| < W^2\) and high-energy \(|E| > W^2\) regimes. In particular, for the correlation length at the flat-band energy \(E = 0\) \(\xi(W) \sim W^{-\gamma}\) with the unusual exponent \(\gamma = 1.30 \pm 0.01\) was found in contrast to the exponent \(\gamma = 2\) for a dispersive band, i.e., the flat-band states are more delocalized. Moving slightly away from the flat-band energy the anomalous exponent persists as long as \(|E| \lesssim W\). As \(E\) increases further, there is a rapid crossover to the conventional \(\gamma = 2\) exponent. Comparing the behavior of other measures of localization, the authors conclude that the flat-band states display criticality in the weak-disorder regime.

As mentioned above, the authors of Ref. 59 found a relation between flat-band lattices and lattices with Fano defects. Using the example of the frustrated two-leg ladder (see Fig. 1 note that in Ref. 59 the notation “cross-stitch lattice” is used instead of “frustrated two-leg ladder”) they discuss the connection between the existence of flat-band states and the appearance of Fano resonances\(^{92}\) for wave propagation. This relationship between the representations allows to relate flat-band physics to features of Fano resonances.\(^{92}\) For the frustrated two-leg ladder with \(t_1 = 1\) the one-electron eigenstates can be written as \(|\Psi\rangle = \sum_m (a_m c_{m,a}^\dagger + b_m c_{m,b}^\dagger)|\text{vac}\rangle\)

To find the coefficients \(a_m\) and \(b_m\) one has to solve the equations

\[\begin{align*}
Ea_n &= \epsilon_n a_n - a_{n+1} - a_{n-1} - b_{n+1} - b_{n-1} - t_2 b_n, \\
Eb_n &= \epsilon_n b_n - a_{n+1} - a_{n-1} - b_{n+1} - b_{n-1} - t_2 a_n. \end{align*}\]

(82)

In the absence of a potential \(\epsilon_{n,b} = \epsilon_{n,b} = 0\) the resulting energy bands read \(E_{\text{FB}} = t_2, E(\kappa) = -4 \cos \kappa - t_2\).\(^6\)

\(^6\)We use here the notations (indices) of Ref. 59 To make the relationship to the notations (indices) used throughout our paper (see Fig. 1 one has to use the relations \(n, a \rightarrow n, 1\) and \(n, b \rightarrow n, 1\).

\(^7\)Again we use here the notations (indices) of Ref. 59 To make the relationship to the notations (indices) used throughout our paper (see Fig. 1 one has to use the relations \(n, a \rightarrow n, 1\) and \(n, b \rightarrow n, 2\).
By using the transformation
\[ p_n = \frac{1}{\sqrt{2}} (a_n + b_n), \quad f_n = \frac{1}{\sqrt{2}} (a_n - b_n), \]
\[ \epsilon_{n,+} = \frac{1}{2} (\epsilon_{n,a} + \epsilon_{n,b}), \quad \epsilon_{n,-} = \frac{1}{2} (\epsilon_{n,a} - \epsilon_{n,b}) \]  
(83)
one obtains a new representation of the initial problem that corresponds to a lattice with dispersive degrees of freedom \( p_n \) and side-coupled Fano states \( f_n \).

In Ref. 59 such a lattice with side-coupling defects is called “Fano lattice”. This procedure can be inverted: Choose a dispersive chain, add a set of uncoupled Fano states \( f_n \) with energies \( E_{f_n} \), assign locally each \( f_n \) to a site with \( p_n \), and perform local rotations (transformations) in the space \( \{ p_n, f_n \} \). As a result, one obtains the original frustrated two-leg ladder lattice. This construction can be generalized and it yields complex lattices having flat-band localized states.

The above described Fano-lattice representation of the frustrated two-leg ladder allows to discuss the impact of perturbations of the initial model from a completely different viewpoint. We consider a site-dependent on-site potential \( \epsilon_n \). For \( \epsilon_{n,-} = \frac{1}{2} (\epsilon_{n,a} - \epsilon_{n,b}) = 0 \) the Fano states will remain decoupled, but their degeneracy is lifted, since \( \epsilon_{n,+} \neq 0 \), see Eq. (84). A particular case corresponds to uncorrelated random numbers \( \epsilon_{n,a} = \epsilon_{n,b} = \epsilon_n \) with uniformly distributed random variables \( \epsilon_n \in [-W^2, W^2] \). The Fano states stay decoupled, however, acquire an energy spread of the order of \( W \) around \( E_{FB} = t_2 \). The dispersive lattice becomes Anderson localized with a localization length \( \xi \sim W^{-2} \) for weak disorder \( W \leq 4 \). If the symmetry constraint is relaxed, i.e., \( \epsilon_{n,-} \neq 0 \), the Fano states are locally coupled to the dispersive chain. Because of the pure local coupling, they can be eliminated resulting in an equation for the dispersive lattice with a Lorentzian (Cauchy) disorder if \( |E - E_{FB}| \leq W \). If \( |E - E_{FB}| \geq W \) the Lorentzian disorder does not appear and the correlation-length exponent is \( \gamma = 2 \). These analytical arguments are in excellent agreement with numerical findings. However, at \( E_{FB} = 0 \) the localization-length exponent is found to be \( \gamma = 1.30 \pm 0.01 \) for the diamond chain, by contrast to \( \gamma = 1 \) as expected for the Lorentzian distribution. On the other hand, for other models, e.g., for the frustrated two-leg ladder (or “cross-stitch lattice”), the expected exponent \( \gamma = 1 \) is found. This unexpected finding for the diamond chain remains a puzzle to be explained.

### 11.3. Conductance through flat-band clusters

The conductance through various nanosystems such as molecular devices or nanowires has been extensively studied both theoretically and experimentally in recent years. The main nanotransport phenomena (e.g., Coulomb blockade, conductance quantization, resonant tunneling etc.) are meanwhile well studied and...
understood. For nanoclusters with flat-band geometry the existence of localized states may lead to distinct features, i.e., localized states may manifest themselves in an intriguing way in the conductance.

We follow Ref. 60 and consider as an example a finite periodic diamond chain (i.e., a diamond ring) without frustration (the vertical bond is zero, cf. Fig. 1) which is connected to left and right semi-infinite leads, see Fig. 20. The Hamiltonian of the two-terminal device is as follows:

$$H = H_{\text{ leads}} + H_{\text{cluster}} + H_{\text{int}},$$

$$H_{\text{leads}} = -t \sum_{j=-\infty}^{0} (|j-1\rangle\langle j| + \text{H.c.}) - t \sum_{j=N+1}^{\infty} (|j\rangle\langle j+1| + \text{H.c.}),$$

$$H_{\text{cluster}} = -t \sum_{m=1}^{N} \left[ e^{\phi \Phi_{o}/2 \pi} (|m,3\rangle\langle m,1| + |m,1\rangle\langle m-1,3|) + e^{-i \Phi_{i} / 2 \pi} (|m,2\rangle\langle m,3| + |m-1,3\rangle\langle m,2| + \text{H.c.}) \right],$$

$$H_{\text{int}} = -t_{L} (|0\rangle\langle 1| + \text{H.c.}) - t_{R} (|N\rangle\langle N+1| + \text{H.c.}).$$

The phase factors in $H_{\text{cluster}}$ are related to fluxes, where the fluxes $\Phi$ and $\Phi_{i}$ are threading the plaquettes and the inner ring, respectively, and $\Phi_{o} = \Phi_{i} + N\Phi$. Furthermore, $|j\rangle = c_{j}^{\dagger}\text{vac}$ (respectively $|m,\alpha\rangle = c_{m,\alpha}^{\dagger}\text{vac}$, $\alpha = 1, 2, 3$) is a state, where the fermion is located at the lattice site $j$ of the lead (at the lattice site $m,\alpha$ of the diamond ring). The pairs of indices labeling the sites of the diamond ring enumerate the cells $m = 1, \ldots, N$ and the position $\alpha = 1, 2, 3$ of the site within a cell, see Fig. 1.

The connecting hopping amplitudes $t_{L}$ and $t_{R}$ are assumed to be small compared to the hopping integrals $t$. The site 1 ($N$) stands for the left (right) contact site of the cluster, cf. the left and right panel in Fig. 20. The spin variable $\sigma = \uparrow, \downarrow$ is omitted, since it is irrelevant in this tight-binding treatment, i.e., for $U = 0$.

Within the Landauer picture which treats the electric current as a consequence of the injection of a carrier at a contact and its probability to reach the other end, the conductance is determined by the formula

$$G = G_{0}|t(E)|^{2},$$
where \( G_0 = \frac{e^2}{2\hbar} \) is the conductance quantum and \( |t(E)|^2 \) is the transmission probability of a propagating electron with the energy \( E \). For the two-terminal device the propagating electron comes from the left lead with the energy \( E = -2t \cos \kappa, \) \( -\pi \leq \kappa < \pi \). Going along standard reasoning of quantum scattering theory, one seeks for a solution of the stationary Schrödinger equation, \( H|\psi\rangle = E|\psi\rangle \), where \( |\psi\rangle = \sum_n \psi_n |n\rangle \) \( (n = j \text{ or } n = m, \alpha) \). In the left and right lead the amplitudes have the form:

\[
\psi_j = \begin{cases} 
  e^{i\kappa j} + re^{-i\kappa j}, & j \leq 0, \\
  te^{i\kappa j}, & N + 1 \leq j, 
\end{cases}
\]

i.e., it is a linear combination of the incoming and the reflected waves in the left lead and the transmitted wave in the right lead. There are \( 3N + 2 \) equations for \( 3N + 2 \) unknown quantities \( r, t \) and \( \psi_i \), where \( i = m, \alpha \) runs over the \( 3N \) sites of the diamond ring. Solving these equations we determine \( t \) which is, in fact, the required amplitude of the transmission probability, \( t = t(E) \). [Note that instead of the standard approach to calculate \( t(E) \) via Eq. (87) the authors of Ref. 60 use a Green’s function representation of the scattering problem.]

Let us briefly describe some interesting findings reported in Ref. 60. We begin with the case of zero flux. If the leads are connected to a site \( m, 3 \) of the diamond ring (left panel in Fig. 20) one gets an expected dependence of the conductance on the gate voltage \( V_{\text{gate}} \). It exhibits three Breit-Wigner-shaped peaks at energies \(-2t, 0, 2t\). The latter values correspond to the eigenvalues of the cluster which follows from the band energies, \( \{0, \pm 2t\sqrt{1 + \cos \kappa}\} \) (the flat band has zero energy), after substitution \( \kappa = -\pi, -\frac{\pi}{2}, 0, \frac{\pi}{2} \). By contrast to this usual conductance behavior, the situation is changed, if the left lead is connected to a site \( m, 1 \) (right panel in Fig. 20): Then the \( E = 0 \)-peak in the conductance profile is absent, i.e., there is no conductance, if \( E \) corresponds to the flat-band value. The authors of Ref. 60 explain this as follows. The hopping term to a site \( m, 1 \) of the diamond ring describes a hopping to an itinerant state of the ring as well as to a localized state. Since the localized state is decoupled from all other states of the ring, it leads only to a reflected wave back into the left lead. For \( E = 0 \) this reflected wave interferes destructively with the incident wave resulting in the absence of the zero-energy peak in the conductance.

In the presence of finite fluxes the behavior at \( E = 0 \) may be different in case of the connection of the left lead to a site \( m, 1 \) and the right lead to site \( m, 2, m-1, 2 \) etc. Due to fluxes a gap between the flat-band states with zero energy and itinerant states opens. The conductance behavior for \( E \) in a small region around \( E = 0 \) is again unusual: The conductance is still zero precisely at \( E = 0 \), but in close vicinity on both sides of \( E = 0 \) two well-pronounced peaks emerge, i.e., the conductance exhibits a double peak symmetric to zero energy. This is unexpected, since the energies of the itinerant states of the ring are far from this zero-energy peak region and this is related to variable extensions of localized states in the presence of fluxes. For further details we refer the interested reader to Ref. 60.
In summary, localized states in a flat-band tight-binding cluster generate a striking behavior in the two-terminal electronic conductance. The positions of the contact sites are extremely important. The localized states may act as a filter of the zero-energy conductance peak in absence of a flux or may lead to the appearance of a conductance double peak around zero energy. Although the tight-binding calculations described above do not take into account the interelectron interactions, one may expect that the peculiarities will survive when interactions are present, see Refs. 60, 148, 149, 150.

12. Experiments

The existence of ferromagnetism in a basic model of strongly correlated electrons, the one-band repulsive Hubbard model, requires a particular pattern of hopping integrals, i.e., a special lattice topology. The search for this kind of ferromagnetism is an attractive goal for many researches and it is an ambitious task to find its traces in specific materials. In particular, flat-band ferromagnetism opens the window to ferromagnets consisting entirely of nonmagnetic elements such as organic molecules. There are various directions of ongoing experimental search for flat-band ferromagnetism.

The realization of flat-band ferromagnetism in quantum dot arrays and in quantum atomic wires formed on solid surfaces was discussed in Ref. 61. While in real materials a lattice distortion may destabilize the ferromagnetism when the flat band is half filled, artificial materials such as dot lattices do not have such disadvantages. H. Tamura et al. 61 demonstrated that flat-band ferromagnetism should be observable at reasonable temperatures in semiconductor dot arrays using existing fabrication technology. They performed calculations for GaAs, InAs, and Si dot arrays of Lieb- and kagome-lattice structures of typical interdot spacing of 5, 10, 50, and 100 nm and dot diameter two times smaller than the interdot spacing. The designed structures, however, may require an ultra-low-temperature technique to detect flat-band ferromagnetism, see the paper by K. Shiraishi et al. in Ref. 61.

Other examples for flat-band ferromagnets are related to polymers,63 where the search for purely organic ferromagnets is known as a challenging target. R. Arita et al. 63 found that a chain of five-membered rings (polyaminotriazole) should be ferromagnetic with an appropriate doping. Furthermore, the authors demonstrated that the predicted flat-band ferromagnetism of a single chain may occur as a bulk property, i.e., in a three-dimensional crystal of the polymer.

Another experimental realization of flat-band ferromagnetism has been discussed recently in Ref. 65. Specific organic molecules [tetracyano-p-quinodimethane (TCNQ) molecules] deposited on graphene epitaxially grown on Ru(0001) acquire a charge from the substrate and develop a magnetic moment which survives when the molecules form a monolayer. The authors of Ref. 65 claim that the intermolecular bands are almost flat and half-filled and that the TCNQ/graphene/Ru(0001) system might be a realization of a flat-band Hubbard ferromagnet.
Just recently, the electronic structure of silicene has been examined and flat bands have been found\cite{151}. The authors claim that if we can shift the chemical potential close to the flat band (e.g., by chemical doping) flat-band ferromagnetism may be expected.

Although, so far no unambiguous example of an experimental realization of a flat-band ferromagnet was found this field of experimental research is very promising not only for fundamental physics but also for applied physics (having, e.g., in mind the possible realization of organic ferromagnets). Within this context it seems to be important that (small) deviations from the ideal flat-band geometry are not necessarily contraindicative for the realization of flat-band ferromagnetism.

13. Summary and Outlook

In this review we offer a unifying view on spin and electron systems possessing flat bands. The existence of flat bands implies similarities in mathematical description, although the statistics of particles and the interactions lead to differences in properties. A study of strongly correlated flat-band systems leads to some surprises. First of all, and contrary to what one may expect, it appears that in spite of complicated (often frustrated) lattices which are usually required to get flat bands, the theoretical description may be simpler and it involves specific methods of classical statistical mechanics. Second, there are a number of intriguing properties of strongly correlated flat-band systems with important potential applications. For example, flat-band ferromagnetism offers a route to ferromagnets without magnetic atoms. Other promising examples are the application for magnetic cooling using the magnetocaloric effect in frustrated quantum antiferromagnets or for the control of the charge transport through flat-band nanodevices.

We mention again that flat-band physics is a much broader field than it was discussed in this review; examples are topological flat-band models,\cite{152,153} superconductivity/superfluidity in flat-band systems,\cite{154,155} flat dispersion of phonons,\cite{154} flat bands in an extended Falicov-Kimball model,\cite{155} flat-band-like states in fractal networks,\cite{156} “flat-band” (i.e., localized-state) effects in magnetic molecules,\cite{88,89} or nonequilibrium flat-band phenomena.\cite{157} From a general point of view it might be interesting to examine systematically other flat-band systems and to find more traces of flat-band physics in experiments. We hope this review will encourage further exploration of strongly correlated flat-band systems along the described lines.
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