Topological edge state engineering with high-frequency electromagnetic radiation
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We outline here how strong light-matter interaction can be used to induce quantum phase transition between normal and topological phases in two-dimensional topological insulators. We consider the case of a HgTe quantum well, in which band inversion occurs above a critical value of the well thickness, and demonstrate that coupling between electron states and the \( E \) field from an off-resonant linearly polarized laser provides a powerful tool to control topological transitions, even for a thickness of the quantum well that is below the critical value. We also show that topological phase properties of the edge states, including their group velocity, can be tuned in a controllable way by changing the intensity of the laser field. These findings open up the possibility for new experimental means with which to investigate topological insulators and shed new light on topological-insulator-based technologies that are under active discussion.

I. INTRODUCTION

Over the last few decades, the study of topological properties of matter and emergent phenomena has evolved into a mature field: topological ideas are widely used in condensed-matter physics, photonics, ultracold quantum gases, and polaritons. It turns out that the nontrivial topology of the bulk band structure results in the formation of gapless edge modes, which makes the surface or interface of the material conducting while leaving the interior insulating. Being robust against smooth variations of the material parameters that are relevant for the Hamiltonian, these edge modes are topologically protected and can be destroyed only by closing the bulk gap. Well-known examples of these topologically protected states are the edge states emerging in the quantum Hall phase\(^{5,6}\) and topological insulators\(^{7,8}\).

Soon after the theoretical prediction\(^{11}\), a \( \mathbb{Z}_2 \) topological insulator was realized in a HgTe/CdTe quantum well\(^{12,13}\) where the existence of edge states has been clearly demonstrated experimentally by measuring quantized resistance. The parameter which conventionally governs the transition to the topological state is the thickness of the HgTe layer: below a certain critical value (approximately 6.1 nm) the system is in the normal state, while above it, band inversion occurs and the transition to a topological state takes place\(^{11}\). Clearly, once the structure is grown, the thickness of the layer cannot be changed, and thus, transitions between topological and normal states in the same sample are irreversible. It will be demonstrated later in this paper that this transition can be realized in a reversible manner if one exploits an additional element of control, namely, coupling of the system with an external electromagnetic wave.

In the most general case, the problem of a quantum structure interacting with an external time-dependent field has no analytic solution and cannot be characterized by well-defined quantum numbers, such as particle energy. Nevertheless, the case of a time-periodic external field can be addressed by means of the so-called Floquet expansion\(^{14,15}\), which allows the description of the system in terms of quasistationary Floquet states characterized by Floquet quasienergies. The topological classification of periodically driven systems has been proposed in Ref.\(^{15}\), where it was shown that the dynamical character of a driving field gives rise to a variety of topological phases akin to time-independent ones. For the topological state created with an external time-periodic perturbation, the term Floquet topological insulator has been coined, as it exhibits edge states in the gap of its quasienergy spectrum. In these systems, the periodic field drives the system into a nonequilibrium topological state, and topological properties can be induced even in conventional band insulators\(^{16,17}\).

Meanwhile, the model of the Floquet topological insulator has been considered since the seminal work\(^{19}\) and it exhibits a single pair of helical edge modes due to the on-resonant light-induced band inversion. When irradiating with an on-resonant external light, the bands in HgTe/CdTe are reshuffled. Thus, the effective Hamiltonian undergoes band inversion, subsequently allowing for the topological insulator to be realized in a broad range of photon frequencies. For on-resonant light, in the bulk spectrum there is an anticrossing separating the reshuffled valence band from the conduction band.

In contrast to what has been considered so far in the context of the Floquet topological insulator, in this paper we demonstrate how the coupling to off-resonant, linearly polarized electromagnetic radiation modifies the electronic properties of a \( \mathbb{Z}_2 \) topological insulator in a nonintuitive, yet useful, way. For light with off-resonant frequency, the real process of photon absorption or emission cannot occur because of the constraints imposed by the energy conservation. However, the off-resonant light can affect the electron system via virtual processes\(^{19}\). We show here that the light-matter coupling in a \( \mathbb{Z}_2 \) topological insulator leads to a significant renormalization of the parameters of the Hamiltonian that describe the electronic structure while preserving time-reversal symmetry (\( T \) symmetry). In the most interesting scenario, this renormalization is demonstrated to drive a transition between normal and topological phases, which strongly modifies the properties of the edge states, in a controllable and reversible manner. The rest of the paper is organized as follows: in Sec.\(^{11}\) we apply high-frequency expansion in the form of the Brillouin-Wigner...
perturbation theory to the Hamiltonian of the HgTe quantum well. We further discuss the results of our numerical simulations, revealing the formation of edge states owing to light-matter interaction and the possibility to tune their properties by adjusting parameters of the driving, in Sec. [III]. Finally, we summarize our findings in Sec. [IV].

II. HIGH-FREQUENCY EXPANSION

In the following, we develop a theoretical description of a Floquet topological insulator in the zinc-blende structure, where we consider the Hamiltonian, appropriate for a HgTe quantum well coupled to a linearly polarized electromagnetic wave that propagates perpendicular to the quantum well interface, as shown in Fig. 1 schematically. We assume a negligible time dependence of the amplitude of the field, which allows us to work in the paradigm of the adiabatic approximation.

![Figure 1: Geometry of the system under consideration. A HgTe quantum well is sandwiched between CdTe layers and is pumped with high-intensity off-resonant electromagnetic field (the purple beam) normal to its interface. The coupling between electrons and electromagnetic field modifies the parameters of the Hamiltonian in Eq. (1), and this leads to the transition between normal and topological phases, and the control of edge-state properties.](image)

The effective electronic Hamiltonian of a HgTe quantum well sandwiched between CdTe layers can be derived from the group-theoretic method of invariants or obtained by fitting parameters of the Hamiltonian to results of \textit{ab initio} calculations. In the vicinity of the $\Gamma$ point it can be written as

\[
H = -dk^2 + \left( \begin{array}{cc}
-\hbar k & i\gamma\sigma_x \\
-i\gamma\sigma_x & \hbar k
\end{array} \right),
\]

where $\hbar k = (\delta_0 - bk^2)\sigma_z - a(k_x\sigma_x + k_y\sigma_y)$, $\sigma$ is a vector of Pauli matrices, and a two-dimensional wave vector $k = (k_x, k_y)$ specifies electron states. In general, $\delta_0$ corresponds to the gap, while the parameters $a$, $b$, and $d$ describe the band dispersion, and as mentioned above, their numerical values may be obtained from first-principles calculations or from experimental data. The parameter $\gamma$ is purely determined by the interface asymmetry of the quantum well, and in the special case when $\gamma = 0$, the Hamiltonian in Eq. (1) coincides with that of Bernevig, Hughes, and Zhan. However, $\gamma$ has recently been shown to have a dramatic impact on the properties of quantum wells, as it drives a rather strong level repulsion which drastically modifies the electron states and dispersion. Hence, a nonvanishing value should be kept to make theoretical predictions that are relevant for experimental observations.

The geometry we consider throughout the calculations is schematically depicted in Fig. 1. A linearly polarized electromagnetic wave irradiates the quantum well and is assumed to be uniform in the plane of the well. The time dependence is induced via minimal coupling of electron states to the electromagnetic vector potential: $\hbar \mathbf{A}(t) = \mathbf{A}_0 \cos \omega t / \omega$, where $\mathbf{A}_0 = E_0 e_y$ (the choice of coordinate system is shown in Fig. 1). To observe tangible effects in experiments, the frequency $\omega$ of the external driving field has to be tuned to avoid optical excitations. In this situation, no real absorption or emission of photons by the electronic subsystem can happen. However, virtual processes may drastically modify the corresponding band structure, as shown below. For the sake of simplicity, we put $d = 0$, which corresponds to a case with particle-hole symmetry. This choice simplifies the analytical calculation while still being realistic.

In the high-frequency regime of external pumping, Floquet bands become almost uncoupled, thus making the Hamiltonian block diagonal in Fourier space. The latter permits us to fill the bands akin to the time-independent systems without any need to estimate the electronic occupancy of Floquet sidebands. The rigorous derivation of the effective time-independent Hamiltonian of quantum systems driven by a high-frequency pumping basically represents a perturbative expansion with respect to $1/\omega$. A formal mathematical routine may be based on one of three alternatives: (i) Floquet-Magnus expansion, which attempts to write down a spectroscopic evolution operator for a time-independent effective Hamiltonian, (ii) the van Vleck perturbative series, employing a special ansatz for the time-evolution operator, and (iii) Brillouin-Wigner perturbation theory, which was recently proposed for this class of problems within which one projects an extended Hilbert to a zero-photon subspace. The advantage of utilizing the Brillouin-Wigner perturbation theory, which we use in the following, is that in contrast to Floquet-Magnus expansion, which explicitly depends on the phase of a driving field, and the van Vleck approach, which generates an unlimited number of terms already in the lowest orders of perturbative expansion, it is computationally efficient and correctly reproduces well-known results of the energy spectrum. The first nonvanishing correction to Eq. (1), stemming from the terms proportional to $1/\omega^2$, leads to

\[
\tilde{H} = \left( \begin{array}{cc}
\hbar k & i\gamma\sigma_x \\
-i\gamma\sigma_x & \hbar k
\end{array} \right),
\]

where $\hbar k = (\delta_0 - B_x k_x^2 - B_y k_y^2)\sigma_z - (A_x k_x\sigma_x + A_y k_y\sigma_y)$. Thus, placing the quantum well in a strong electromagnetic field results in a renormalization of $\delta_0$, $\gamma$, $a$, $b$, and $d$ (the corresponding expressions of $\delta_0$, $\gamma$, $a$, $b$, and $d$) and $\mathbf{A}_0$ are listed in Appendix A in such a way that the final Hamiltonian [Eq. (2)] becomes highly anisotropic in $k$ space. It is noteworthy that
the effective Hamiltonian in Eq. \(2\) still respects \(T\) symmetry, thus guaranteeing the existence of topologically protected edge states. This is in sharp contrast to the topological transitions induced by circularly polarized light (see, e.g., \(19\)), as the latter serves as an effective magnetic field: it breaks \(T\) symmetry, thus leading to the gap opening and destroying topological protection (the explicit expression for the effective Hamiltonian for the circularly polarized radiation is derived in Appendix \(B\)).

The topologically nontrivial state corresponds to negative values of \(b\) and \(\delta_0\) of the original Hamiltonian \(1\) while the influence of external pumping on the gap is determined by its renormalized value \(\tilde{\delta}_0\).

\[
\tilde{\delta}_0 = \delta_0 - \frac{a^2 \delta_0}{2 \hbar^2 \omega^2} + \frac{b}{2} \left( \frac{aE_0}{\hbar \omega} \right)^2 + \frac{(b \delta_0 + 8a^2) b}{32 \hbar^2 \omega^2} \left( \frac{aE_0}{\hbar \omega} \right)^4.
\]

It is clear therefrom that by tuning the intensity \(\sim E_0^2\) and frequency of the electromagnetic radiation, one can change the sign of \(\tilde{\delta}_0\), something which allows us to drive topological transitions in the system solely by optical means. This is the central result we would like to convey in this paper: dressing by an off-resonant linearly polarized electromagnetic field renormalizes the parameters of the Hamiltonian in such a way that phase transitions between topologically trivial and nontrivial states can be realized, in an easily controllable and reversible manner.

### III. RESULTS AND DISCUSSION

To illustrate our analytical findings we present in Fig. 2(a) a phase diagram that describes the transition between topological and band-insulating phases depending on quantum well thickness and light intensity. The increase of the intensity of the electromagnetic radiation exposing the quantum system on the topologically trivial side (marked by a circle) leads to a change of the sign of \(\tilde{\delta}_0\) (the dashed black line). The system undergoes the phase transition to the topologically insulating state [top left corner of Fig. 2(a)]. However, as shown in Fig. 2(b), the group velocity \(v\) (orange curve, right axis) is positive at the onset of the topological phase-transition point \(E_0^c\), and it changes sign as the intensity is increased. This suggests that the group velocity of opposite-propagating spins will flip each of their propagation directions (Appendix \(C\)). On the other hand, for a system originally on the topologically nontrivial side (marked by a star) the increase of the intensity of external pumping drives the transition to normal at the point \(E_0^b\) and then back to the topological phase at \(E_0^c\) [see Fig. 2(c)]. In the latter case the spin currents propagate in opposite directions for the two different topological phases. Throughout the calculations in Fig. 2 we work with the frequency \(\omega = 60\) THz, and other parameters relevant for the calculation are listed in the caption of Fig. 2.

The effect of external pumping turns out to have a profound impact on the properties of the edge states of the renormal-
ized Hamiltonian \( \mathcal{H} \). Results of our numerical simulations reveal their formation in a finite strip of the material (see Appendix [4] for a description of the numerical calculations). For a band insulator [Fig. 3(a)] the increase in the laser intensity gives rise to the closing of the gap at the critical value of the field, \( E_0 = E_0^c \) [Fig. 3(b)], while the subsequent increase of \( E_0 \) is found to cause band inversion and a transition to the topological phase in which edge states appear [Fig. 3(c)].

Otherwise, for a structure initially in a topological phase, edge states are present [Fig. 3(d)], and an increase in the field strength to a value \( E_0 = E_0^c \) drives the system first into a normal phase, where edge states are absent [Fig. 3(e)], and then back to the topological state, where they reappear [Fig. 3(f)]. Note that the sign of the group velocity is different in the two topological phases, which physically corresponds to the opposite directions of the propagation of edge spin currents.

To summarize, in this work we have analyzed how the interaction between electrons and an external electromagnetic field modifies strongly the electronic properties of a \( \mathbb{Z}_2 \) topological insulator. We considered the classical example of the CdTe/HgTe/CdTe heterostructure and demonstrated that coupling between electrons in this quasi-two-dimensional material and an external electromagnetic field can drive transitions between normal and topological phases in a reversible manner. Depending on the thickness of the quantum well, i.e., the initial state of the system, we find transitions from a normal state to a topological state or transitions from a topological state to a normal state and back to a topological state as the intensity of the electromagnetic radiation increases. We have further shown that the light-matter interaction modifies the properties of the edge states in a quite controllable fashion. In particular, this leads to the creation and control over the magnitude and directions of the edge spin currents.

To discuss the possible verification of our theoretical findings, we provide a simple quantitative estimate of the parameters of an experimental setup. The off-resonant character of light-matter coupling is dictated by the frequency of the field to be tuned to avoid optical excitations of electrons, i.e., \( \omega \sim \max\{a/\Delta, b/\Delta^2\} \) (where \( \Delta \sim 10 \, \text{Å} \) is the corresponding lattice spacing). The latter can be achieved for \( \omega \sim 10^3 \, \text{THz} \); meanwhile, the results of our numerical simulations reveal that qualitative behavior does not change even for lower frequencies (see Appendix [5] for further details). We expect that recent experimental progress [6] in time-resolved angle-resolved photoemission spectroscopy would enable direct verification of our results, while complementary transport measurements (e.g., Hall conductivity) would provide a versatile tool for testing the validity of the static Hamiltonian approximation.

Our findings open up new experimental means to investigate topological insulators. Importantly, all the topological effects discussed here can be realized in a controllable and reversible manner. This has an impact on the development of nanotechnological devices, concerning both prospective spin-optical and electron-optical devices, for instance, in the form of transistors, where the electromagnetic field would act as a gate that turns “off” or “on” the conducting edge states shown in Fig. 1. Other technologies that may evolve from our findings relate to the predicted, controllable group velocity of the edge states. As Fig. 2(b) shows, by tuning the intensity of the electromagnetic radiation, the electrons at the edge can be made to move forwards or backwards or to be conducting but with an essentially vanishing speed.

### Acknowledgements

Valuable discussions with Dr. P. Belov are acknowledged. We acknowledge the support from the Russian Academic Excellence Project “5-100”, from Projects No. 3.1365.2017/4.6, No. 3.8884.2017/8.9, No. 3.4424.2017/HM, and No. 3.2614.2017/4.6 of the Ministry of Education and Science of the Russian Federation, from Megagrant 14.Y26.31.0015, and from the Icelandic research fund (Rannis) under Projects No. 163082-051. D.Y. acknowledges the support from RFBR Project No. 16-32-60040. I.I. acknowledges support from...
RFBR Project No. 16-32-60123. O.E. acknowledges support from the Swedish Research Council, the KAW foundation (Grants No. 2012.0031 and No. 2013.0020), and eSSENCE. I.S. acknowledges the support from Horizon2020 projects NOTEDEV and CoExAN.

Appendix A: Derivation for linearly polarized pumping

It was mentioned in the main text that in the vicinity of the $\Gamma$ point, specified by a two-dimensional wave vector $k = (k_x, k_y)$, the Hamiltonian of a HgTe quantum well reads

$$H = \begin{pmatrix} \hbar k_x & i\gamma \sigma_y & \hbar k_y^T \sigma_x \\ -i\gamma \sigma_x & \hbar k_x^T \sigma_y & \hbar k_y \end{pmatrix}$$ (A1)

where we have defined $\sigma = (\sigma_0, \sigma)$ as a set of Pauli matrices equipped with a $2 \times 2$ unity matrix. The $2 \times 2$ blocks of the Hamiltonian $h_k$ and $h_k^*$ act on the subspace spanned by the states with total momentum $J_z = 1/2, 3/2$ and $J_z = -1/2, -3/2$, respectively, and they are related to each other by time-reversal symmetry. An explicit expression for $h_k$ is

$$h_k = \begin{pmatrix} \bar{\delta}_0 - (b + d)k^2 & iak_x - ik_y \\ -iak_x + ik_y & -\bar{\delta}_0 + (b + d)k^2 \end{pmatrix}.$$ (A2)

The time-dependence $H(t) = \sum H_e e^{i\omega t}$ is added to the initial Hamiltonian $H$ via the electromagnetic vector potential of the external driving field, $E(t) = E_0 \sin \omega t$, with frequency $\omega$ (this is assumed to be the dominant energy scale) and with a polarization along the $y$ axis: $E_0 = E_0 e_y$. Next, we define

$$H_0 = H - b \frac{eE_0}{\hbar \omega} \left( \begin{array}{cc} \sigma_x & 0 \\ 0 & \sigma_y \end{array} \right),$$ (A3)

$$H_1 = H_{-1} = \left( \frac{eE_0}{\hbar \omega} \right) \left( \begin{array}{ccc} bk_x\sigma_y + \frac{a}{2}\sigma_y \\ bk_y\sigma_x + \frac{a}{2}\sigma_x \\ 0 \end{array} \right),$$ (A4)

$$H_2 = H_{-2} = \frac{b}{4} \left( \frac{eE_0}{\hbar \omega} \right)^2 \left( \begin{array}{cc} \sigma_x & 0 \\ 0 & \sigma_y \end{array} \right).$$ (A5)

For the sake of simplicity, and as mentioned in the main text, we put $d = 0$, which corresponds to electron-hole symmetry. The effective renormalized Hamiltonian can be derived within the paradigm of high-frequency expansion in the form of Brillouin-Wigner theory. Up to the terms in $1/\omega^2$ we obtain

$$\tilde{H} = H + \frac{1}{(\omega t)^2} \left\{ [H_1, [H_1, H_2]] + 2 \sum_{n=1,2} \frac{H_n H_{0} H_n}{n} \right\}.$$ (A6)

After straightforward algebra we derive

$$\tilde{H} = \begin{pmatrix} \tilde{h}_k & i\gamma' \sigma_y & \tilde{h}_k^T \sigma_x \\ -i\gamma' \sigma_x & \tilde{h}_k^T \sigma_y & \tilde{h}_k \end{pmatrix}$$ (A7)

where the $2 \times 2$ block

$$\tilde{h}_k = \begin{pmatrix} \bar{\delta}_0 - B_x k_x^2 - B_y k_y^2 & i(A_x k_x - iA_y k_y) \\ -i(A_x k_x + iA_y k_y) & -\bar{\delta}_0 + B_x k_x^2 + B_y k_y^2 \end{pmatrix}.$$ (A8)

is formally analogous to $h_k$ with renormalized parameters. In formula $\tilde{H}$ we have defined renormalized parameters:

$$\bar{\gamma} = 1 + \frac{a^2}{2\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^2 - \frac{b^2}{32\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^4.$$ (A9)

It is worthwhile to note that such a procedure generates $\gamma' = \frac{2\hbar^2 \omega^2}{h^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^2$, which is present in any realistic quantum well structure owing to interface mixing asymmetry. The rest correspond to

$$\bar{\delta}_0 = \tilde{\delta}_0 - \left( \frac{a^2 \delta_0}{2\hbar^2 \omega^2} + \frac{b}{2} \right) \left( \frac{eE_0}{\hbar \omega} \right)^2 + \frac{(b\bar{\delta}_0 + 8a^2) b}{32\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^4,$$ (A10)

i.e., a renormalized gap, and

$$\frac{A_s}{a} = 1 + \frac{a^2 - 4b\bar{\delta}_0}{2\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^2 - \frac{b^2}{32\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^4,$$ (A11)

$$\frac{A_y}{a} = 1 - \frac{a^2}{2\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^2 + \frac{15b^2}{32\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^4,$$ (A12)

$$\frac{B_s}{b} = 1 - \frac{a^2}{2\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^2 + \frac{b^2}{32\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^4,$$ (A13)

$$\frac{B_y}{b} = 1 - \frac{4b\bar{\delta}_0 - 3a^2}{2\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^2 + \frac{33b^2}{32\hbar^2 \omega^2} \left( \frac{eE_0}{\hbar \omega} \right)^4.$$ (A14)

Appendix B: $T$ symmetry and circularly polarized light

It is clear that $h^\ast = h_k^T$ in (A1), and one can easily show that $H$ respects time-reversal symmetry. In fact, in this case $t \rightarrow -t, k \rightarrow -k$, and the transformed Hamiltonian

$$\tilde{H} = [U_T H_{-k} U_T^{-1}], \quad U_T = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix},$$ (B1)

where the asterisk stands for complex conjugation and $I$ is a $2 \times 2$ unity matrix. In the previous appendix we explicitly showed that the presence of off-resonant linearly polarized light results in the parameters of the Hamiltonian (A1) being renormalized, such that $T$ symmetry is preserved for (A7). The latter no longer holds if a system is driven by a circularly polarized laser, e.g.,

$$E(t) = E_0 [e_y \cos(\omega t) - e_x \sin(\omega t)],$$ (B2)

with amplitude $E_0$ and frequency $\omega$. Remarkably, doing the Peierls substitution selects only zeroth and first harmonics in the Hamiltonian (A1),

$$H(t) = \sum_{n=0,\pm 1} \left( \frac{h_k^{(n)}}{n} \right) \left( i\gamma \delta_0 \right)^n e^{i\omega t} = \sum_{n=0,\pm 1} H^{(n)} e^{i\omega t},$$ (B3)
with

$$h^{(0)}_k = \begin{pmatrix} \delta_0 - b \left( \frac{e_{\nu_0}}{\hbar \omega} \right)^2 - b k^2 & ia(k_x - ik_y) \\ -ia(k_x + ik_y) & -\delta_0 + b \left( \frac{e_{\nu_0}}{\hbar \omega} \right)^2 + bk^2 \end{pmatrix},$$

and

$$h^{(1)}_k = \frac{eE_0}{\hbar \omega} \begin{pmatrix} -b(k_x - ik_y) & 0 \\ -ia & b(k_x + ik_y) \end{pmatrix} = [h^{(-1)}_k]^\dagger. \quad (B5)$$

In the framework of high-frequency expansion the effective Hamiltonian up to $1/\omega$ becomes

$$H_{\text{eff}} = H^{(0)} + [H^{(1)}, H^{(-1)}]/(\hbar \omega) + \ldots. \quad (B6)$$

One can easily verify that

$$[H^{(1)}, H^{(-1)}] = \begin{pmatrix} [h^{(1)}_k, h^{(1)}_k]^\dagger & 0 \\ 0 & -([h^{(1)}_k, h^{(1)}_k]^\dagger)^T \end{pmatrix} \quad (B7)$$

and

$$[h^{(1)}_k, h^{(1)}_k]^\dagger = a \left( \frac{eE_0}{\hbar \omega} \right)^2 \begin{pmatrix} 0 & -a & -2ib(k_x - ik_y) \\ 2ib(k_x + ik_y) & a & 0 \end{pmatrix}. \quad (B8)$$

In contrast to linearly polarized radiation that has been considered in this paper the appearance of the nonzero contribution due to (B7) results in an effective Hamiltonian that explicitly breaks time-reversal symmetry (TRS) by violating (B1). In particular, for a three-dimensional topological insulator breaking TRS results in the gap opening in the spectrum of the surface states, thus destroying their topological protection.

### Appendix C: Analytical results for edge states

We consider a half-infinite plane $x > 0$ occupied by the topological material. Taking into account the fact that the edge state in the presence of electron-hole symmetry is a zero mode, we can write the following equation for the states with $k_y = 0$

$$H(-i\partial_x, 0) \Psi_{\text{edge}}(x) = 0. \quad (C1)$$

The solution to (C1) results in edge states, which are known to decay exponentially in the bulk, i.e., as $x \to \infty$. These edge states are given by

$$\Psi^{(1)}_{\text{edge}}(x) = \frac{C}{\sqrt{L_y}} \begin{pmatrix} e^{-\lambda_+ x} - e^{\lambda_- x} \\ 1 \\ 1 \\ 1 \end{pmatrix}, \quad (C2)$$

and

$$\Psi^{(2)}_{\text{edge}}(x) = \frac{C}{\sqrt{L_y}} \begin{pmatrix} e^{-\lambda_+ x} - e^{\lambda_- x} \\ 1 \\ 1 \end{pmatrix}, \quad (C3)$$

where we have defined normalization factor

$$C = \left[ \frac{1}{2 \Re \lambda_+} + \frac{1}{2 \Re \lambda_-} \right]^{-1/2} \quad \text{and}$$

$$\lambda_{\pm} = \frac{A_x \pm \sqrt{A_x^2 - 4B_x \left( \delta_0 + i\gamma \right)}}{2B_x}. \quad (C4)$$

For experimentally relevant parameters of the quantum well two effective length scales can be defined, $\ell_1 = -B_x/A_x$, and $\ell_2 = -A_x/\delta_0$, as well as $k_0 = \gamma/\lambda_1$, so that $\lambda_1 = -1/\ell_1$ and $\lambda_2 = -1/\ell_2 + ik_0$. If $k_y$ is nonzero yet small, the wave function of the edge states can be approximated by Eqs. (C2) multiplied by complex phases $e^{ik_y y}$ corresponding to the propagation along the edges. The high-frequency Hamiltonian can be projected onto these states $\Psi^{(1)}_{\text{edge}}(x)e^{ik_y y}$ and $\Psi^{(2)}_{\text{edge}}(x)e^{ik_y y}$.

Keeping only the linear terms in $k_y$, we derive an effective Hamiltonian of the edge states in the following form:

$$H_{\text{edge}}(k_y) = -\frac{A_x \delta_0 k_y}{\delta^2 + \gamma^2} \begin{pmatrix} 0 & \delta_0 + i\gamma \\ \delta_0 - i\gamma & 0 \end{pmatrix}. \quad (C5)$$

This expression is valid in the regime when $\ell_1 \ll \ell_2, 1/k_0$. The Hamiltonian (C5) corresponds to massless Dirac particles with effective group velocity equal to

$$v = -\frac{A_x \delta_0 / \hbar}{\sqrt{\delta^2 + \gamma^2}}. \quad (C6)$$

We note here that there exists the possibility to change the group velocity as a function of pump intensity, and it opens a unique way to manipulate the direction of the propagation of edge spin currents in the system optically, which could enable several new technologies.

### Appendix D: Details of numerical calculations

Equation (2) in the main text corresponds to the bulk Hamiltonian dressed with an off-resonant linearly polarized electromagnetic radiation. To find the edge states for a finite strip in full agreement with [61] the following steps must be performed:

1. Extend the calculation to the whole Brillouin zone according to $k_i \to \sin(k_i \Delta) / \Delta$, and $k_i^2 \to 2[1 - \cos(k_i \Delta)] / \Delta^2$, where $\Delta$ is the lattice spacing and $i = x, y$.

2. Perform the Fourier transformation along the finite axis (we call it the $v$-axis), so that $\sin(k_i a) \to i\epsilon_{j+1} \hat{e}_j / 2$ and $\cos(k_i a) \to \epsilon_i \hat{e}_j / 2$, where $k_y$ is not a good quantum number due to the finite size of the strip and $j$ runs over the lattice sites. For the terms in the Hamiltonian that are free from $k_y$, i.e., associated with the periodic directions, the substitution results in $g(k_y) \to g(k_y) \epsilon_j \hat{e}_j$, where $g$ is an arbitrary function that has no terms related to the wave vector along the direction of the finite strip.
3. The tight-binding equation, at a particular lattice point, can be written as follows:

\[ [\Gamma^\dagger \Phi_{j-1} + \mathcal{F}_k \Phi_j + \Gamma \Phi_{j+1} = E \Phi_j, \quad \text{(D1)} \]

where \( \Phi \) is the full spinor. Electron and hole bands are designated with subscripts \( e \) and \( h \), respectively, while up and down arrows represent spin direction,

\[ \Phi_j = \begin{pmatrix} \Phi_{i,e,j} \\ \Phi_{i,h,j} \\ \Phi_{i,e,j} \\ \Phi_{i,h,j} \end{pmatrix}. \quad \text{(D2)} \]

4. Finally, terms from step 2 are equated accordingly to find the functions \( \mathcal{F}_k, \Gamma, \) and \( \Gamma^\dagger \), comparing the terms with step 3. The Hamiltonian for a finite system with four points along the finite dimension reads

\[ H_{16 \times 16} = \begin{pmatrix} \mathcal{F}_k & \Gamma & 0 & 0 \\ \Gamma^\dagger & \mathcal{F}_k & \Gamma & 0 \\ 0 & \Gamma^\dagger & \mathcal{F}_k & \Gamma \\ 0 & 0 & \Gamma^\dagger & \mathcal{F}_k \end{pmatrix}. \quad \text{(D3)} \]

Note that the Dirichlet boundary condition has been employed in the above matrix.

For all of our calculations, we have used 100 lattice points along the finite axis of the strip, and convergence for the number of lattice points has been checked.

---

**Appendix E: Range of validity of high-frequency expansion**

In this appendix we provide a physically motivated qualitative estimate on how large the frequency of a driving field should be to observe the predicted effects and present a rigorous mathematical formula. If we extend the original Hamiltonian \( (A1) \), written in the vicinity of the \( \Gamma \) point, to the whole Brillouin zone according to \( k_i \to \sin(k_i \Delta)/\Delta \) and \( k^2_i \to 2[1 - \cos(k_i \Delta)]/\Delta^2 \), where \( i = x, y \) and \( \Delta \) stands for the lattice spacing, we can immediately see that the bandwidth of the system is determined by \( \max\{a/\Delta, b/\Delta^2\} \). Putting \( \Delta \sim 10 \text{ Å} \), we find the bandwidth of the system to be of the order \( 0.1 - 1 \text{ eV} \), which means that the frequency of an external driving \( \omega \sim 10^2 - 10^3 \text{ THz} \), as pointed out in the main text. Meanwhile, our simulations reveal that the frequency \( \omega \) may be lowered: in particular, we did not observe a qualitative discrepancy when raising the frequency up to 200 THz, whereas the approach in question becomes unreliable for lower frequencies, as shown in Fig. 4, where two different frequencies (10 and 200 THz) of the dressing electromagnetic field are considered.

It is also instructive to derive a rigorous mathematical criterion to validate the use of high-frequency expansion. Consider the original Hamiltonian given by formula \( (A1) \), and for simplicity neglect the contribution due to \( \gamma \) as it has a rather small impact on the estimation of the valid frequency regime of the dressing electromagnetic field. Let us focus our attention on the block

\[ G = \begin{pmatrix} A + B \cos(\omega t) + C \cos(2\omega t) \\ D^* + E \cos(\omega t) \end{pmatrix}, \quad \text{(E1)} \]

where \( \sigma_z \) is the corresponding Pauli matrix, the matrix \( G \) transforms according to

\[ G \rightarrow G' = \begin{pmatrix} A \\ f(t)e^{i(2b \sin(\omega t) + \epsilon \sin(2\omega t))/(\hbar \omega)} \end{pmatrix} \begin{pmatrix} A \\ -A \end{pmatrix}, \quad \text{(E2)} \]

where \( f(t) = D + E \cos(\omega t) = \sum_m f_m e^{im\omega t} \), provided that

\[ f_m = \sum_{n=-\infty}^{\infty} \left[ DJ_{m-2n} \left( \frac{2b}{\hbar \omega} \right) + EJ_{m-2n+1} \left( \frac{2b}{\hbar \omega} \right) \right] J_n \left( \frac{c}{\hbar \omega} \right), \quad \text{(E3)} \]

where \( J_n(z) \) is the \( n \)th-order Bessel function of the first kind.

For a dynamical problem the solution can be tried as \( \Phi' = e^{-i\epsilon t/\hbar} \sum_n \Phi_n e^{in\omega t} \), with the quasiparticle energy \( \epsilon \). Thus, the dynamical problem is equivalent to the stationary one in an
extended Hilbert space,
\[ e^{-\Phi_m} = \sum_n G'_{mn} e^{\Phi'_n}, \quad \text{(E5a)} \]

\[ G'_{mn} = \left( \frac{f_m}{A + m\hbar \omega} \delta_{mn} - \frac{f_{m-n}}{-A + m\hbar \omega} \delta_{mn} \right). \quad \text{(E5b)} \]

Interestingly, the projection to zero-photon subspace is equivalent to neglecting off-diagonal terms in \( G'_{mn} \); the latter is achieved for any \( m \) as long as
\[ \left| \frac{f_m}{2A - m\hbar \omega} \right| \sim \max \{|D|, |E|\} \left| \frac{f_m}{2A - m\hbar \omega} \right| \ll 1. \quad \text{(E6)} \]

If one uses the parameters of the original Hamiltonian the latter can be rewritten as follows:
\[ \max \{ak, a\lambda\} \ll 1, \quad \text{(E7)} \]

where \( \lambda = eE_0/(\hbar \omega) \) and we made allowance for the fact that \( |f_m| \leq 1 \), thus providing the rigorous criterion for high-frequency expansion to be carried out.
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