**Abstract**—The central idea of contrastive learning is to discriminate between different instances and force different views from the same instance to share the same representation. To avoid trivial solutions, augmentation plays an important role in generating different views, among which random cropping is shown to be effective for the model to learn a generalized and robust representation. Commonly used random crop operation keeps the distribution of the difference between two views unchanged along the training process. In this work, we show that adaptively controlling the disparity between two augmented views along the training process enhances the quality of the learned representations. Specifically, we present a parametric cubic cropping operation, ParamCrop, for video contrastive learning, which automatically crops a 3D cubic by differentiable 3D affine transformations. ParamCrop is trained simultaneously with the video backbone using an adversarial objective, so that it learns to increase the contrastive loss and thus gradually reduces the shared contents between two cropped views. Experiments show that this adaptive and gradual increase in the disparity yielded by ParamCrop is beneficial to learning a strong and generalized representation for downstream tasks, which is shown to be effective on multiple contrastive learning frameworks and video backbones.

**Index Terms**—Parametric cropping, contrastive learning, video representation learning.

### I. INTRODUCTION

Learning representations from massive unlabeled data is a prominent research topic in computer vision for reducing the need for laborious and time-consuming manual annotations [1], [2], [3], [4], [5]. In the video analysis paradigm, which is the focus of our work, such unsupervised learning strategies are more crucial because of their increased labeling difficulty caused by the ambiguous association between videos and their labels. Early works manually design proxy tasks for learning videos, either by generalizing methods from the image domain [6], [7] or by exploiting temporal properties of videos [8], [9], [10], [11], [12], [13], [14], where visual structures and contents are learned through solving these proxy tasks. Inspired by the instance discrimination task [15], contrastive based self-supervised approaches have achieved impressive performances [16], [17], [18], [19], [20], [21], which shows its potential to learn advanced semantic information from unlabelled videos. One of the key factors in the success of the contrastive learning framework is data augmentation [1], [20], [21] for different views of the same instance, which prevents the model from trivial solutions, and leads to robust visual representations. Among common data augmentation strategies, it is shown in [1] that random cropping is one of the most effective operations.

Most current approaches for contrastive learning use random cropping with completely random spatio-temporal location selections. It keeps the distribution of the difference between two cropped views unchanged along the training process, as showcased in grey (i.e., RC) in Fig. 1(b). Inspired by curriculum
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*Fig. 1.* (a) Comparison between our proposed ParamCrop framework and the traditional random cropping in the contrastive framework. ‘g’ is normal gradient, and ‘−g’ indicates reversed gradient. The parametric cubic crop in ParamCrop is connected after other random transformations. (b) (c) Preliminary experiments show that increasing the mean center distance (i.e., RC, RC++, and RC+++ between two cropping regions in the later stage of contrastive training can benefit the learned representations.
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learning [22], we slightly increase the difficulty in the later stage of contrastive training by increasing the central distance between two cropped views (Fig. 1(b)). Fig. 1(c) shows that this yields a stronger representation for the downstream action recognition task.

Motivated by this, we propose to adaptively control the disparity between two views for contrastive learning. Specifically, we present a parametric cubic cropping dubbed ParamCrop, where cubic cropping refers to cropping a 3D cube from the input video. The central component of ParamCrop is a differentiable spatio-temporal cropping operation. This enables ParamCrop to be trained simultaneously with the video backbone and adjust the cropping strategy on the fly. The objective of ParamCrop is adversarial to the video backbone, i.e., to increase the contrastive loss. Hence, initialized with the simplest setting where two cropped views largely overlap, ParamCrop gradually increases the disparity between two views. Further, we introduce an early stopping strategy for ParamCrop to control the maximum disparity, since there exists a sweet spot in the intensity of augmentations for contrastive learning [23]. Compared to the auto augmentation approaches in the supervised setting [24], [25], [26], [27], our objective is radically different. The auto augmentation methods aim to increase the data diversity, while ParamCrop sets out to discover an adaptive cropping strategy to reasonably control the differences between two views along the training process.

We quantitatively evaluate the representations trained by ParamCrop on two downstream tasks, i.e., video action recognition and video retrieval. Notable improvements are observed on multiple mainstream contrastive learning frameworks and video backbones, which shows that the idea of adaptively increasing the disparity between two views along the training process is crucial to learning generalized representations.

Contributions: (a) We propose a cropping strategy that adaptively controls the disparity between two cropped views for self-supervised video contrastive learning; (b) We propose a differentiable cropping method that can be trained end-to-end together with the video backbone; (c) Extensive experiments on multiple downstream tasks and datasets demonstrate that the adaptive disparity controlled by ParamCrop can effectively improve video representations.

II. RELATED WORK

Self-supervised video representation learning: To avoid the laborious and time-consuming annotation process, a wide range of prior works have proposed different approaches for leveraging unlabelled data. Recent endeavors can be mainly divided into two categories, that is pretext task based approaches [6], [8], [9], [10], [11], [19], [28], [29], [30] and contrastive learning based ones [16], [17], [20], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43]. The former ones usually introduce a proxy task for the model to solve. Besides the simple generalization from the image domain [44], [45] such as rotation prediction [6] and solving puzzles [7], [9], other tasks include predictions on the temporal dimension such as speed prediction [11], frame/clip order prediction [8], [13], [19], [46], spatio-temporal overlap rate prediction [47], and predicting future frames [10], etc. Closely related to our work is contrastive learning based approaches, which were inspired by the instance discrimination task [15]. It requires the model to discriminate augmented samples from the same instance from other instances and map different views of the same instance to the same representation. Based on the formulation in [48], [16], [17] contrast between the representation of the predicted future frames and that of the real ones. Some works exploit video pace variation as augmentation and contrast between representations with different paces [28], [30], [49]. VideoMoCo [35] learns a sub network that adaptively discards frames to increase the difficulty of contrastive learning. TeG [38] and CARL [37] propose learning a fine-grained (e.g., frame-wise) temporal feature alignment to explore temporal granularity. Furthermore, ConST-CL [33] designs a region-based self-supervised pretext task to learn spatio-temporally fine-grained representations. Whether it is in the video paradigm, which is the focus of this paper, or in the image domain, augmentations are all shown to be critical to learning a strong representation. Yet all of them apply random cropping with completely random spatio-temporal location and uniform scale variation parameters along the whole training process. We build our approach for video contrastive learning upon the simplest contrastive framework [1], [2] and show that parameterized cubic cropping controlling the change process is conducive to the improvement of learned representations.

Data Augmentation: The importance of the data augmentation has already been discovered in the supervised learning. The main objective of data augmentation in supervised settings is to enhance the diversity of the training data so that the model can learn generalized representations. The hand-craft data augmentations confuse the network by erasing information [50] or mixing difference samples [51], [52]. To reduce the dependence on human expertise, automatic data augmentations are proposed to search the combination of augmentation policies by undifferentiable methods [24], [25], [26] or online learnable strategy [53]. The aim of ParamCrop is radically different from these works, in that they aim to learn an augmentation strategy for it to be used later in supervised training, while ParamCrop aims to generate cropped views to adaptively adjust the training difficulty in contrastive pre-training, which is achieved by being optimized together with the backbone during the pre-training process. In unsupervised learning, a learnable color transformation is proposed in [54] to improve the robustness of the representation. Concurrently, a semantic-aware spatial sampling module is proposed in [55], while our ParamCrop focuses more on the adaptive disparity between views with respect to the training process.

III. METHOD

This section introduces the proposed parametric cubic cropping framework, ParamCrop, based on contrastive learning. The objective of ParamCrop is to adaptively control the cropping disparity between two generated views during the contrastive training process. To this end, we propose a differentiable spatio-temporal cropping operation, which can utilize the cropping parameters regressed by the cropping networks (i.e., an
MLP for regressing the cropping parameters) to realize the 3D cropping operation. This enables the cropping operation to be jointly optimized with the video backbone. Two identical but independent cropping modules are connected respectively to each of the views. To gradually increase the disparity between views in training, we first initialize the cropping networks so that two crops share a similar space-time location, and then train the networks adversarially along with the video backbone using a gradient reversal strategy. The overall framework, as well as the detailed workflow, is visualized in Fig. 2.

A. Contrastive Learning

Our ParamCrop framework is built upon recent simplified contrastive learning frameworks [1], [2], where the model is trained to maximize the agreement between two augmented views of the same instance and minimize that from different instances. Suppose there are \( N \) different samples, we can generate \( 2N \) augmented views and the contrastive loss can be written as:

\[
\mathcal{L} = \frac{1}{2N} \sum_{k=1}^{N} [\ell(2k-1, 2k) + \ell(2k, 2k-1)]
\]

(1)

where \( \ell(i, j) \) defines the loss between two paired samples:

\[
\ell(i, j) = \log \frac{\exp(c_{i,j}/\tau)}{\sum_{k=1}^{2N} \mathbb{I}_{[i \neq j]} \exp(c_{i,k}/\tau)},
\]

(2)

where \( c_{i,j} \) is the cosine similarity between the representation view \( i, j \), and \( \tau \) is the temperature parameter. Typically, the two views are generated by the same set of augmentation, usually consisting of random cropping, color jittering, etc. In standard contrastive methods, the augmentation strategy keeps unchanged along the training process. Hence, the distribution of the view difference is consistent along the training process.

B. Differentiable 3D Affine Cropping

For the proposed ParamCrop to control the cropping disparity during the training process, the cropping operation is firstly required to be trainable. Inspired by Spatial Transformer Network (STN) [56], we extend the image affine transformations to video 3D affine transformations for cropping cubes from original videos in a differentiable way.

Cubic cropping with 3D affine transformations: Before introducing the 3D affine transformation, we first define mathematical notations \( x^a, x^c \) as the original videos and the cropped videos, respectively. Then we further define the original video width \( w_o \), the cropped video width \( w_c \), the temporal length of the original video \( t_o \) and the cropped video \( t_c \). Fig. 3 illustrates their meanings intuitively.

With these notations, a 3D affine transformation matrix \( A_\phi \) for calculating the transformation relationship from the homogeneous coordinate in the cropped video to the original video can be defined as follows:

\[
A_\phi = \begin{bmatrix}
               s_p \cos(\theta) & -s_p \cos(\theta) & 0 & \Delta x \\
               s_p \sin(\theta) & s_p \sin(\theta) & 0 & \Delta y \\
               0 & 0 & s_t & \Delta t 
             \end{bmatrix}
\]

(3)

where \( s_p = w_c/w_o \) is the region scale, \( \theta \) refers to the spatial rotation angle, \( (\Delta x, \Delta y) \) indicates the spatial center position offsets, \( s_t = t_c/t_o \) is the temporal scale and \( \Delta t \) means the temporal offset. Since we only implement cropping operations, irrelevant parameters in \( A_\phi \) are set to 0 by default. Therefore, there are altogether six parameters that can be learned in the affine matrix for 3D cropping operation.

With the six parameters, the 3D affine matrix \( A_\phi \) is essentially a coordinate transformation function that maps the coordinate system from the cropped video \( x^c \) to the original video \( x^o \) with scaling, rotation, and translation in the spatial dimensions as well as scaling and translation in the temporal dimension. Given the
homogeneous coordinate \((x_i^c, y_i^c, t_i^c, 1)\) in the cropped videos \(x^c\), its corresponding coordinate \((x_i^o, y_i^o, t_i^o)\) in the original video \(x^o\) can be calculated as follows:

\[
\begin{pmatrix}
  x_i^o \\
  y_i^o \\
  t_i^o \\
  1
\end{pmatrix} = A_\phi \begin{pmatrix}
  x_i^c \\
  y_i^c \\
  t_i^c \\
  1
\end{pmatrix}
\]  

(4)

where all the coordinates in both original and cropped videos are normalized, i.e., \(\{x_i^o, y_i^o, t_i^o, x_i^c, y_i^c, t_i^c\} \in [-1, 1]\). The coordinates in \(x^c\) are known, which are uniformly distributed between \([-1, 1]\) according to the resolution of \(x^o\). For example, to crop a video \(x^o\) with a spatio-temporal resolution of \(16 \times 112^2\), we first generate 16 uniform points between \([-1, 1]\) in the temporal axis and 112 points in two spatial axes. Then the obtained 3D grids with \(16 \times 112^2\) coordinates in \(x^c\) are transformed to \(x^o\) by (4). Because the transformed coordinates in \(x^o\) may not accurately correspond to the pixel, the pixel values for \((x_i^o, y_i^o, t_i^o)\) are sampled by bilinear interpolation. This cropping process is visualized in Fig. 4 for intuitive understanding. Please refer to Appendix for more details.

Generating transformation parameters: To enable this cropping process to be learnable, we employ a multi-layer perceptron to predict the aforementioned six 3D affine transformation parameters by:

\[
v = \sigma(W_2 \delta(W_1 n))
\]  

(5)

where \(n \in \mathbb{R}^n\) is a random vector, which can provide diversities for different cropped regions. \(W_1 \in \mathbb{R}^{d \times m}, W_2 \in \mathbb{R}^{6 \times d}\) are parameters of the multi-layer perceptron and \(\delta\) denotes ReLU activation between two linear layers. The elements in \(v\) corresponds to \([s_p, s_t, \theta, \Delta x, \Delta y, \Delta t]^\top\), which is a vector composed by the six controlling parameters in the 3D affine matrix \(A_\phi\). The sigmoid function \(\sigma\) is employed to constrain the range of output values to avoid generating meaningless views. Moreover, for the cropped region scale \(s_p\) and temporal scale \(s_t\), a near-zero or zero value indicates that an extremely small cube is cropped, which is meaningless as well and degenerate the learned representation. Therefore, we set a limited interval for each transformation parameter in \(v\):

\[
v = \begin{bmatrix}
  s_p \\
  s_t \\
  \theta \\
  \Delta x \\
  \Delta y \\
  \Delta t
\end{bmatrix} + v \odot \begin{bmatrix}
  s_p \\
  s_t \\
  \theta \\
  \Delta x \\
  \Delta y \\
  \Delta t
\end{bmatrix}
\]  

(6)

where \(\odot\) indicates the element-wise multiplication and \(\hat{s}_p\) and \(\hat{s}_t\) represent the minimum and maximum value allowed during training, respectively. To ensure that the cropped region will always fall within the cube of the original video, the offsets in spatial and temporal need be constrained by: \(\Delta x = \Delta y = s_p - 1\), \(\Delta x = \Delta y = 1 - s_p\), \(\Delta t = s_t - 1\) and \(\Delta t = 1 - s_t\). This avoids exceeding the boundary of the original video and yielding invalid views.

Temporal sampling strategy: In our 3D affine cropping, especially in the spatial dimensions, pixel values in the output video are obtained by bilinear interpolation. For input 3D video tubes, we should theoretically use trilinear interpolation for cropping. However, simply performing trilinear interpolation on the temporal axis will fuse the visual cues between two consecutive frames, which is physically meaningless. Therefore, we employ a differentiable way to round down the transformed temporal coordinates \(t_i^c\) in the original video \(x^o\):

\[
t_i^c = t_i^o - \text{StopGradient}(t_i^o - \text{Round}(t_i^o)).
\]  

(7)

In this way, we essentially perform bilinear interpolation on frame \(t_i^c\).
shows the code of our two diagonal regions in the space-time cube. Blindly maximizing the con-
trols the optimization approach, and some constraints when optimizing for the objective.

Objective: gradual increase of view disparity: Recall that the objective of the ParamCrop framework is to control the cropping strategy adaptively. Inspired by curriculum learning [22], we aim to crop two views based on the differentiable 3D affine transformation such that the disparity between two cropped views gradually increases along the training process. Because the weights of the multi-layer perceptron for generating transformation parameters are randomly initialized, which usually contains small values, it generally maps the random noise vector \( \mathbf{n} \) to values around 0. This means that the initially cropped cubes has a substantial overlap and thus a high similarity. With this initialization condition, we set the goal to be in the opposite direction of the video optimization direction, that is, to be adversarial to the contrastive loss, i.e., \( \varphi^* = \text{argmax}_\varphi \mathcal{L} \), where \( \varphi^* \) denotes the optimal solution to the cropping module. This achieves a gradual increase in the disparity of two augmented views. The rationale behind this training objective is that two identical views for the same video naturally give the lowest contrastive loss. Therefore, to gradually generate distinct views, ParamCrop needs to gradually increase the contrastive loss.

Optimization: gradient reversal: To optimize this goal, we apply a simple gradient reversal for the multi-layer perceptron during the back propagation. As the backbone aims to learn representations by minimizing the contrastive loss, this reversal operation forces the cropping module to maximize the contrastive loss, so that the disparity between two augmented views can be gradually increased. Although the parameters in two cropping modules are not shared, their gradients are derived from the same contrastive learning loss. Therefore, the updates of their parameters are highly correlated, which means that the two cropping views are also related.

Constraints: early stopping: Blindly maximizing the contrastive loss without any constraint may cause the cropping module to rapidly converge into an extreme position to fulfill the training goal, e.g., two diagonal regions in the space-time cube. Since it keeps to maximize the contrastive loss, it further yields views with no shared contents until the end of training. This makes the disparity of two views too large, which is difficult for the model to learn robust representations. As recent research shows that a sweet spot exists in the intensity of augmentations for a generalized representation [23], we propose to apply an early stopping strategy to avoid the extreme solutions:

\[
    v_i = \begin{cases} 
    v_i & |v_i - 0.5| \leq 0.5 - b_{\text{stop}} \\
    \text{StopGradient}(v_i) & \text{else}
    \end{cases}
\]  

(8)

where \( v_i \) is the \( i \)-th entry of \( v \), and \( b_{\text{stop}} \in [0, 0.5] \) is the bound of gradient stopping. \( b_{\text{stop}} = 0 \) is equivalent to disabling the early stopping, while \( b_{\text{stop}} = 0.5 \) disables the training for the cropping module. With the early stopping strategy, the video backbone can provide the augmented views with more diversities by avoiding
Fig. 5. The curve of IoU (dashed) and center Manhattan distance (solid) between two cropping regions by ParamCrop along the training process. The red/blue curve indicates the training process with/without Early Stopping. The yellow curve is a smooth center distance curve simulated manually. (a1, a2, b1, b2, c1, c2) show the relative position between the two cropping regions at different stages in training. (a2, b2, c2) employs early stopping while (a1, b1, c1) does not.

Fig. 6. Sensitivity analysis for the detach bound $b_{stop}$ in early stopping on both HMDB51 and UCF101. The default value of $b_{stop}$ is 0.2.

Fig. 7. Sensitivity analysis for minimum cropping region scale $\hat{s}$ in (6). Both $s_p$ and $s_t$ are equal to $\hat{s}$. The minimum region scale $\hat{s}$ is set to 0.5 by default.

Fig. 8. Sensitivity analysis for maximum cropping region scale $\hat{s}$ in (6). Both $s_p$ and $s_t$ are equal to $\hat{s}$. The maximum region scale $\hat{s}$ is set to 1.0 by default.

Fig. 9. Comparisons between ParamCrop and random cropping. We perform fully fine-tuning on HMDB51 and UCF101 with different training periods.

Fig. 10. Comparisons between ParamCrop and random cropping. Linear evaluations are performed on HMDB51 and UCF101 with different training periods.

IV. EXPERIMENTS

Training dataset: We pre-train the models on the training set of Kinetics-400 [57], containing 240 k training videos with each lasting about 10 seconds.

Pre-training settings: We adopt S3D-G [58] and R2D3D [59] as our backbone, and employ SimCLR [11] and MoCo [2] as our contrastive learning frameworks. The 3D affine cropping module takes 64 frames with $128^2$ resolution as inputs, and outputs the augmented views with spatial-temporal size $16 \times 112^2$ to the video backbone. LARS [60] is employed as optimizer. The batch size, learning rate, and weight decay are set to 1024, 0.3, and 1e-6, respectively. Color jittering and random horizontal flip are employed before our cropping module. Unless otherwise specified, we set the minimum scales $s_p$ and $s_t$ to 0.5 and the maximum scales $s_p$ and $s_t$ to 1.0. The detach bound $b_{stop}$ for early stopping are set to 0.2. When compared with other methods, the models are pre-trained with 100 epochs. For ablation studies, if not specific, we employ S3D-G networks with SimCLR for pre-training, and network are pre-trained with 20 epochs for efficiency.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Evaluations: The evaluations of the trained representations are performed on two downstream tasks, i.e., action recognition and video retrieval, on two public datasets: (i) UCF101 [61] dataset with 13320 videos from 101 action categories; (ii) HMDB51 [62] dataset contains 6849 videos from 51 action classes.

Fully fine-tuning (FT) and Linear fine-tuning (LFT) settings: We use Adam [63] with batch size of 128 and weight decay $1e^{-3}$. The learning rate for fully fine-tuning is set to 0.0002, while 0.002 for linear fine-tuning. In the fine-tuning phase, the common data augmentation strategies are adopted, such as color jittering, random cropping and random horizontal flip.

Note: In ablation studies, unless otherwise specified, our default settings are marked gray in tables and figures.

A. Understanding ParamCrop

In this section, we first visualize the curve of spatio-temporal IoU and 3D center Manhattan distance between two cropped regions along with the contrastive training in Fig. 5 and show two properties of ParamCrop, before we analyze the source of improvement of ParamCrop in Table I.

Property 1: ParamCrop gradually increases the disparity between views: For random cropping, the average distance between two views does not change much with the training process, which indicates the distribution of disparity between views keeps almost unchanged. For ParamCrop, the disparity gradually increases: at the initialization stage, the cropped cubes share a large portion of common visual contents (Fig. 5(a1), (a2)); with the gradual increase in the center distance and decrease in the IoU, the amount of shared content gradually decreases, indicating the increase of disparity.

Property 2: Early stopping ensures reasonable overlap between views: Without the early stopping strategy, the maximum distance is quickly reached after a short training (diagonal locations for two views in Fig. 5(b1)), before the distance reduces to 0.75 and oscillates around it. This is probably because the learning process without early stopping has a strong momentum, but a distance around 0.75 is sufficiently large to generate two views with no overlap at late stage of training, as in Fig. 5(c1). However, ParamCrop with early stopping can prevent the extreme locations and box sizes, which ensures enough shared semantic information between the two views, as in Fig. 5(b2), (c2).

Source of improvement analysis: To investigate the improvement brought by ParamCrop, we compare the performance of the cropping strategies without and with curriculum learning in Tables I and II, respectively.
In Table I, ‘AutoAugment’ means the augmentation strategy found by [25]; ‘Simple’ indicates much shared contents as in Fig. 5(a1); ‘Hard’ refers to less shared contents as in Fig. 5(b1) and (c1). Please note that the training difficulty of these strategies will not change with the training process. One can observe that AutoAugment seems to be not more beneficial than random cropping to the contrastive representation learning, as its strategy is suited specifically for supervised classification. Fixed disparity (i.e., Simple and Hard) between views decreases the quality of learned representation, regardless of its difficulty.

When combining ParamCrop with other augmentations, the heavily biased augmentations (e.g., AutoAugment and Hard) still show poor performances. Since the biased augmentations may generate two cropped views with less shared contents, further applying ParamCrop cannot introduce more shared contents. However, the two cropped views generated by ‘Simple’ and ‘RandomCrop’ usually share more contents. Therefore, ParamCrop can attempt to increase the learning difficulty by gradually reducing the overlaps between two cropped views. Further, the ‘RandomCrop’ can provide some additional uniform randomness, which enriches the diversity of the views generated by ParamCrop. Therefore, ParamCrop with RandomCrop achieves best accuracy and surpasses ParamCrop with AutoAugment by 3.2% on HMDB51 under linear evaluation. The results demonstrate that ParamCrop shows notable advantages over the existing data augmentations.

We next compare ParamCrop with various curriculum-based cropping strategies in Table II, which can be divided into four groups:

1) Increasing the cropping difficulty in the latter training stage, such as ‘Random Crop+++,’ etc;
2) Three different curriculum learning functions (i.e., $x$, $x^2$, and $\sqrt{T}$) to control the cropping from easy to hard;
3) Manual simulation: We define a MSigmoid($x$) function to approximate the red curve in Fig. 5, which can be written as:

$$\text{MSigmoid}(x) = \frac{\alpha}{1 + e^{-(x-\beta)\gamma}} + \tau, \quad (9)$$

where $\alpha$, $\beta$, $\gamma$ and $\tau$ control the vertical scale, horizontal position, slope and the minimal value of MSigmoid($x$), respectively. By simply adjusting these parameters, we can obtain a curriculum learning curve close to ParamCrop. In training, we replace the MLP in ParamCrop with MSigmoid($x$) to generate cropping parameters.

4) We replace the MLP in ParamCrop with a lightweight ResNet-18. In this way, ParamCrop can receive the frames as input to generate input-dependent cropping parameters.

As in Table II, training easy samples first and then difficult samples (such as ‘Random Crop++’) can improve representations to a certain extent on HMDB51, but the performances are still much weaker than ParamCrop. Furthermore, the curriculum function, i.e., $\sqrt{T}$, achieves better performances, which implies that a reasonable curriculum cropping strategy is crucial for video representations. Next, if we manually simulate the cropping process of ParamCrop with a near-sigmoid function, we can observe a notable improvement from Random Crop in both fully (∼1% on average) and linear finetuning (∼1.5% on average). This shows the benefit of gradually increasing the disparity between cropped views. The manual simulation with Early Stopping is the closest to our ParamCrop and achieves considerable improvements. However, the manual simulation is still unable to perceive the training state of the backbone, therefore, the performance is slightly weaker than ParamCrop around 1% on both datasets. Over the above variants, ParamCrop can achieve better performances, mainly because the training process not only increases the disparity gradually for curriculum learning, but is also controlled adaptively by the training process indicated by the contrastive loss, thus leading to a better adaptive path than hand-crafted ones.

Finally, comparing input-independent ParamCrop with input-dependent ParamCrop, the latter damages the performances up to 3.6% and 3.1% on HMDB51 and UCF101, respectively. By observing the training curve, it can be seen that the training curve of input-dependent ParamCrop is more unstable than input-independent ParamCrop, which indicates that the video backbone struggles to adapt to unstable cropping areas, resulting in unsatisfactory representation quality.

### B. Ablation Studies

**Spatial cropping and temporal cropping:** We decompose ParamCrop into the parametric spatial cropping and the parametric temporal cropping, and evaluate them independently by fixing the other to central crop. The results are shown in Table III. First, the parametric temporal cropping yields a slightly lower performance than random cropping under FT and LFT. Since only temporal variants with more shared contents may mislead the video contrastive learning to overfit simple backgrounds, while the introduction of random cropping into spatial dimension can alleviate this. The parametric temporal cropping yields gains of 1.5% and 0.4% on HMDB51 and UCF101, respectively. Second, the parametric spatial cropping shows better performance than random cropping under FT, which indicates that spatial cropping can guide the models to learn better initialization. However, the linear evaluation of the only-spatial ParamCrop is still poor due to the inability to benefit from various temporal variants in videos. Intriguingly, the additional temporal random cropping can also alleviate this problem and demonstrate the effectiveness of the spatial parametric cropping. The

| TABLE III | DECOMPOSING PARAMCROP (PC.) INTO SPATIAL (SPAT.) AND TEMPORAL CROPPING (TEMP.) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Temp. | Spat. | R.C. | P.C. | R.C. | P.C. | FT | LFT | FT | LFT |
|                |       |       |      |      |      |      |     |     |     |     |
|                | ✓     | ✓     | ✓    | ✓    | ✓    | ✓    | ✓   | ✓   | ✓   | ✓   |
|                | ✓     | ✓     | ✓    | ⨁   | ✓    | ✓    | ✓   | ⨁   | ✓   | ✓   |
|                | ✓     | ✓     | ⨁   | ⨁   | ✓    | ✓    | ✓   | ⨁   | ✓   | ✓   |
|                | ✓     | ✓     | ⨁   | ⨁   | ✓    | ✓    | ✓   | ⨁   | ✓   | ✓   |

*R.C.* indicates the usage of random cropping in $R_1$, $R_2$, for the combination of random cropping and paramcrop, we insert random cropping before paramcrop.
Spatial aspect ratio and rotation: Adjusting spatial aspect ratio and rotation angle can be realized by affine transformation, which are controlled by the region scale $s_p$ and rotation angle $\theta$ in transformation matrix. However, as shown in Table IV, introducing aspect ratio and rotation to ParamCrop has an adverse effect on the representation. Since there is less abnormal scaling and rotation in natural videos. This is in line with previous research findings [1]. Hence, we disable aspect ratio learning and set the rotation angle $\theta$ and $\tilde{\theta}$ both to 0.0 in other experiments.

Gradient reversal: Table V shows the importance of gradient reversal for ParamCrop. Removing gradient reversal makes the objective of ParamCrop identical to the backbone, i.e., to minimize the contrastive loss. Hence, in this case, ParamCrop tries to increase the amount of shared visual contents between two spatio-temporal cubes cropped by the cropping module, which encourages the model to find shortcuts, yielding sub-optimal representations.

Early stopping: Qualitatively, it is observed in Fig. 5(a2-b2-c2) that early stopping avoids extreme locations (compared to Fig. 5(a1-b1-c1) with no early stopping), which ensures shared contents for cropped regions. Quantitatively, the results in Table V shows that early stopping notably increases the linear separability of the learned representation, while it has less effect on the fully fine-tuning.

Sensitivity analysis of the detach bound $b_{\text{stop}}$: As in Fig. 6, for fully fine-tuning (FT), when $b_{\text{stop}} \leq 0.2$, the performances of FT on HMDB51 and UCF101 fluctuate slightly by 0.1% and 0.5%, respectively. Then because of the decreased disparity, the performance of FT gradually drops with the increase of the detach bound. For LFT, since there exists a sweet spot of the intensity of the augmentations in contrastive learning for the representation quality [23], the performance of linear evaluation gradually increases before it drops. To strike the balance between linear and full evaluations, we choose 0.2 as our detach bound.

Sensitivity analysis for cropping scale: To study how the hyper-parameters $s_p$, $s_t$, $\tilde{s}_p$ and $\tilde{s}_t$ in (6) affect the performance of ParamCrop, sensitivity tests are performed for both HMDB51 and UCF101 in Figs. 7 and 8. In these experiments, we use the equal spatial and temporal scale for cropping, i.e., $s_p = s_t = \hat{s}$ and $\tilde{s}_p = \tilde{s}_t = \hat{s}$. It can be observed that the representations learned by ParamCrop achieves best generalization ability with $\hat{s} = 0.5$ and $\hat{s} = 1.0$. From the impact of FT, the change of $\hat{s}$ and $\hat{s}$ near the default values only brings around 0.5% fluctuation on HMDB51 and UCF101. In fact, decreasing cropping scales will significantly reduce the shared visual cues between two cropped views, which is too difficult for the network to map them to a shared feature embedding. Conversely, increasing $\hat{s}$ may make the network find the shortcuts easier since the two cropped regions tend to be similar. Therefore, for LFT, $\hat{s}$ can achieve the best performance with $\hat{s} = 0.5$ on both HMDB51 and UCF101. In addition, $\hat{s}$ is positively correlated with $\hat{s}$ on the two down-stream datasets. We can summarize that the effects of $\hat{s}$ and $\hat{s}$ are clear and significant on both FT and LFT.

Different frameworks and backbones: To evaluate the applicability of the proposed approach, ParamCrop is integrated to two mainstream contrastive learning frameworks SimCLR [1] and MoCo [2] and two common video backbones 3D-G [58] and R-2D3D [59]. The results in Table VI demonstrate that ParamCrop can be generalized to multiple contrastive frameworks and video backbones.

### Table IV
Ablation on the Aspect Ratio (A.R.) and Rotation (Rot.) in ParamCrop

| Method    | A. R. | Rot. | HMDB51 FT | LFT | UCF101 FT | LFT |
|-----------|-------|------|-----------|-----|-----------|-----|
| RandomCrop | ✓     | ✗    | 56.0      | 33.5 | 85.3      | 57.9 |
| ParamCrop | ✓     | ✓    | 55.7      | 34.7 | 84.5      | 53.6 |
| ParamCrop | ✗     | ✓    | 55.8      | 29.5 | 86.2      | 48.6 |
| ParamCrop | ✗     | ✗    | 59.9      | 37.3 | 86.9      | 59.3 |

### Table V
Ablation on the Early Stopping (E.S.) Strategy and Gradient Reversal (G.R.) in ParamCrop

| Method    | E.S. | G.R. | HMDB51 FT | LFT | UCF101 FT | LFT |
|-----------|------|------|-----------|-----|-----------|-----|
| RandomCrop | -    | -    | 56.0      | 33.5 | 85.3      | 57.9 |
| ParamCrop | ✓    | ✓    | 56.0      | 33.2 | 84.3      | 55.2 |
| ParamCrop | ✗    | ✓    | 59.9      | 32.6 | 87.0      | 55.8 |
| ParamCrop | ✓    | ✗    | 59.9      | 37.3 | 86.9      | 59.3 |

### Table VI
Integrating ParamCrop (P.C.) with Different Contrastive Frameworks and Video Backbones. The Fully Fine-Tuning Performances are Reported Here.

| Framework | Backbone | ParamCrop | HMDB51 | UCF101 |
|-----------|----------|-----------|--------|--------|
| SimCLR    | S3D-G    | ✗         | 56.0   | 85.3   |
| SimCLR    | S3D-G    | ✓         | 59.9   | 86.9   |
| SimCLR    | R-2D3D   | ✗         | 50.4   | 77.2   |
| SimCLR    | R-2D3D   | ✓         | 53.0   | 79.4   |
| MoCo      | S3D-G    | ✗         | 52.4   | 84.1   |
| MoCo      | S3D-G    | ✓         | 54.3   | 85.1   |
| MoCo      | R-2D3D   | ✗         | 45.4   | 72.8   |
| MoCo      | R-2D3D   | ✓         | 48.2   | 73.8   |

### Table VII
Evaluating Random Cropping (RandomC.) and ParamCrop (ParamC.) by Fully Fine-Tuning Pre-Trained Models With Less Labelled Data on HMDB51 and UCF101

| Backbone | Label | HMDB51 RandomC. | ParamC. | UCF101 RandomC. | ParamC. |
|----------|-------|-----------------|---------|-----------------|---------|
| S3D-G    | 50%   | 51.5            | 52.8    | 82.4            | 83.3    |
|          | 30%   | 44.9            | 46.0    | 76.9            | 78.5    |
|          | 10%   | 33.3            | 34.6    | 57.6            | 60.1    |
**TABLE VIII**

| Backbone | CroppingMethod | 10% Label | 50% Label |
|----------|----------------|-----------|-----------|
| S3D-G    | RandomCrop    | 13.9      | 29.9      |
|          | ParamCrop     | 14.4      | 31.6      |

All experiments are based on the mean teacher [64] framework on hmdb51 dataset, and the models are initialized randomly.

**TABLE IX**

| Backbone | Layers | P.S. | C.C.(Flops) | HMDB51 | UCF101 |
|----------|--------|------|-------------|--------|--------|
| S3D-G    | 0      | 10.3M | 71.9G       | 56.0   | 85.3   |
|          | 1      | +396  | +0.002G     | 57.7   | 86.6   |
|          | 2      | 0.005M| +0.002G     | 59.9   | 86.9   |
|          | 3      | 0.014M| +0.002G     | 58.0   | 86.8   |

+" means the absolute increase from baseline. The fully fine-tuning accuracy is reported here.

**Data efficiency:** Table VII shows that as we reduce the number of labelled training data during fine-tuning, ParamCrop consistently outperforms random cropping under variant label ratios, which shows that the representation yielded by ParamCrop has a higher data efficiency.

**Semi-supervised learning:** As a popular method in the semi-supervised task, Mean Teacher [64] also contains a contrastive learning branch similar to MoCo [2]. Table VIII shows ParamCrop can also replace the random cropping in the semi-supervised settings to enhance the performance.

**Parameters and computations:** The additional parameters and calculation overhead introduced by ParamCrop are shown in Table IX. The ParamCrop only contains an MLP, which can be negligible for S3D-G both parameters and computations. Notably, the ablations for the layers of MLP show that a two-layer MLP achieves best performance compared with other settings. Since the one-layer MLP can result in poor nonlinear ability and the MLP with more layers may involve optimization difficulties.

**Training epochs:** The ablation studies are pre-trained only 20 epochs. To verify whether ParamCrop will fail after long-term training, we provide performance comparisons between ParamCrop and random crop counterpart with different training periods in Figs. 9 and 10. Overall, a longer training period gives a better classification accuracy in the downstream tasks under both fully fine-tuning and linear evaluation. In comparison with random cropping, with the extension of training time, ParamCrop achieves consistent improvements on both HMDB51 and UCF101.

**Visualizations:** To better comprehend what views are generated by ParamCrop, we visualize four cases comparing random cropping and different variants of ParamCrop in Fig. 11, i.e., (a) random cropping, (b) ParamCrop without gradient reversal, (c) ParamCrop without early stopping, and (d) ParamCrop. Figures show that: (a) Random crop generates views that are uniform distributed in the spatial and temporal dimension, and the visual content in both cropped views are shared to a large extent. (b) ParamCrop without gradient reversal always outputs all spatial contents for two views, as this variant aims to minimize contrastive loss by preserving more visual cues shared by two augmented views. (c) ParamCrop without early stopping convergences to extreme regions and generates completely different views. Although this strategy can learn a good initialization for backbone, it will hurt the performance of linear evaluation. (d) The two cropped views generated by ParamCrop are different, but the ratio of the shared content between two views is relatively increased compared to no early stopping and decreased compared to no gradient reversal and random cropping.

C. Comparison With the Existing Approaches

**Video Retrieval:** In the video retrieval task, we mainly follow the settings in previous works [8], [9], [17]. The models pre-trained by ParamCrop on Kinetics400 using SimCLR are employed as the feature extractor without fine-tuning. We conduct experiments on both HMDB51 and UCF101, and compare with other approaches in Tables X and XI respectively. Results show that ParamCrop exceeds the MemDPC [17] by 6.4% and 2.8% with the same backbone on HMDB51 and UCF101, respectively, which indicates that our learned representation is more generalized.

**Action Recognition:** Table XII compares ParamCrop existing methods under linear fine-tuning and fully fine-tuning on HMDB51 and UCF101. In these experiments, we choose SimCLR [1] as the base contrastive learning framework. From linear evaluation results, we can observe that compared with MemDPC [17], ParamCrop respectively gains 6.1% and 8.3% on HMDB51 and UCF101 using R-2D3D, demonstrating ParamCrop can learn powerful video representations. For fully fine-tuning results, we have the following observations: (i) ParamCrop achieves competitive performance on the two datasets with
existing approaches. Specifically, we outperform most existing approaches with the same pre-training resolution. Compared to CVRL [21], ParamCrop has a slightly lower performance, which may due to the deeper backbone (i.e., R3D-50) and larger pre-training resolution (i.e., $16 \times 224^2$ compared to our $16 \times 112^2$) used by CVRL. Still, our performance is competitive with CVRL on UCF101; (ii) ParamCrop can be trained on less data but achieve remarkable performance. DynamoNet [10] is trained with 8 M videos on Youtube8 M, while ParamCrop just uses 240 K videos but still obtains 2.4% and 0.8% gains.

V. CONCLUSION

In this work, we propose a parametric cubic cropping for adaptively controlling the disparity between two cropped views along the training process. Specifically, we enable online training by first extending the affine transformation matrix to the 3D affine transformation and learn to regress the transformation parameters such that the cropping operation is fully differentiable. For the optimization, the parametric cubic cropping operation is trained with an adversarial objective to the video backbone, and optimized using a simple gradient reversal operation. We additionally show that an early stopping strategy in the optimization process is beneficial for the video backbone to learn more robust representations. Empirical results demonstrate that the adaptively controlled disparity between views is indeed effective for improving the representation quality. Extensive ablation studies validate the effectiveness of each proposed component and evaluations are performed on both action recognition and video retrieval.
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