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Abstract

**Background:** The aim of this study was to construct a robust stemness-related gene signature for predicting prognosis of cervical squamous cell carcinoma (CSCC).

**Methods:** Expression data for the PCBC database-derived pluripotent stem cell (PSC) samples were collected using the one-class logistic regression (OCLR) method to calculate stemness indexes (mRNAsi) of samples derived from the TCGA dataset. Functions of possible mRNAsi-related stemness genes extracted through WGCNA were then examined by enrichment analysis. Most representative stemness genes for prognosis prediction were screened to construct a stemness-related gene signature by shrinkage estimate and univariate analysis. Next, the TCGA dataset and the GSE44001 external dataset were incorporated into that model and classified to evaluate the model efficiency and stability in patient prognosis prediction and classification according to the Riskscore. The associations between the Riskscore and clinical characteristics as well as relevant signaling pathways were also explored. Moreover, the prognosis predicting efficiency of the stemness-related gene signature was compared with those of CSCC prognostic signatures reported in other studies.

**Results:** According to the findings, mRNAsi showed significant correlation with key oncogene mutation degrees (including DMD, KMT2C, EP300 and MUC4), infiltrating stroma cells and the CIMP classification for CSCC cases. The 8-stemness gene signature in this study achieved high stability and accuracy in prognosis prediction for CSCC cases. In the meanwhile, the model provided diverse therapeutic targets to precisely treat CSCC in clinical practice based on various subtype-specific stemness genes.

**Conclusion:** Our present study suggested that the 8 stemness gene signature can help to screen out novel stem-related diagnostic indicators, therapeutic targets and prognostic predictors in CSCC.

**Background**

Cervical squamous cell carcinoma (CSCC) has been identified as a highly aggressive malignant tumor in the reproductive system of women, and it has greatly threatened the health and quality of life of women(1). CSCC has a high morbidity among the developing countries, which takes up 60–90% of the total cases in the world. At present, radical hysterectomy has been recognized to be the preferred treatment among early cervical cancer patients(2–4). Meanwhile, cervical cancer screening is becoming more and more popular, which substantially improves the efficacy and prognosis for patients at the early stage of disease(5, 6).

Postoperative CSCC metastasis and recurrence are still the primary factors causing death in clinic(7, 8). The middle-advanced CSCC patients usually receive chemotherapy and/or radiotherapy, but no satisfactory efficacy is achieved(9). Currently, the International Federation of Gynecology and Obstetrics (FIGO) classification system has been used as the primary criterion to predict the prognosis for cervical cancer patients(10). However, there may be diverse prognostic results for
CSCC patients at close clinical stages. As a result, hierarchical processing for the high-risk subgroups is necessary to optimize postoperative treatment and achieve individualized monitoring, making it urgently needed to discover the new prognostic markers.

Stemness is the ability to differentiate and self-renew from original cells, and this is mainly because that normal stem cells can differentiate to different cell types in the adult organisms\(^\text{(11)}\). Tumor progression is related to the loss of differentiation phenotypes and the gradual acquisition of progenitors- and stem cells-like characteristics. Cancer cell distant metastasis is quite commonly seen in the non-differentiated primary tumors, which results in disease progression and poor prognosis, and this is especially because of resistance to existing treatments\(^\text{(12–14)}\). Some studies indicate that, CSCC cells constituted by the highly heterogeneous cancer cells are not the same. Only a small portion of different tumor cells display the stemness features in the self-replication and maintenance of tumor maintenance. Such cells are the cell bank of CSCC, which have great influence on cancer metastasis and relapse\(^\text{(15, 16)}\).

An increasing number of genomic, epigenomic, transcriptomic and proteomic signatures have been discovered to be related to cancer stemness. Such signatures show correlation with some tumorigenesis-related signaling pathways, thus modulating transcriptional networks and maintaining cancer cell growth and proliferation. The dysregulated transcription of cancer cells frequently leads to the acquisition of stemness characteristics as well as de-differentiation of oncogenes through altering key signaling pathways that regulate the phenotypes of normal stem cells\(^\text{(17–19)}\). Over the last one decade, The Cancer Genome Atlas (TCGA) and the GEO databases have displayed the landscapes of primary cancers through generating the comprehensive molecular profiles comprised of histopathological and clinical annotations, together with the genomic, epigenomic, transcriptomic and post-translational proteomic characteristics\(^\text{(20, 21)}\). The Progenitor Cell Biology Consortium (PCBC) database\(^\text{(22)}\) covers the expression profiles of the embryonic stem cells (ESCs) and the induced pluripotent stem cells (iPSCs), which can be used for identifying the CSCC stemness genes in later analysis.

In this work, we constructed a model based on the PCBC database-derived stem cell sequencing data for estimating the stemness index (mRNAsi) values for CSCC samples obtained via TCGA and the GEO databases, examining the relationships with patient clinicopathological features and prognosis, and identifying the mRNAsi-related stemness genes extracted through WGCNA. Besides, those most representative stemness genes were extracted for constructing the model to predict the prognosis for CSCC by Lasso and stepwise regression analysis. Notably, our model will assist the clinicians in accurately predicting the prognosis for CSCC patients and selecting individualized treatments.

**Methods**

**Database sources and pre-processing**
The overall flow diagram of present study was summarized in Fig 1. We acquired the level 3 standardized data for the RNA sequences from TCGA via the GDC Data Portal using the TCGAbiolinks functions of R package, namely, GDCdownload, GDCquery, and GDCCreate (http://www.r-project.org). A total of 304 samples were collected in this work for analysis. At the same time, GSE44001 dataset enrolling 97 CSCC samples was obtained from the GEO database(23). Moreover, the RNA sequencing profiles were acquired from the PCBC database through the PCBC Synapse Portal (https://www.synapse.org/pcbc), including 16 ESC and 77 iPSC samples.

We processed the TCGA-derived CSCC RNA-Seq data by the following steps: First of all, we retained primary solid tumor samples with available expression data. Secondly, we converted the Ensembl ID into the gene symbol, and retained protein-encoding genes. For samples having several gene symbols, we used the average expression value for further analysis. For survival analysis, we removed samples with survival time < 0 day.

GEO data were preprocessed according to the following steps: Firstly, we retained samples that had complete expression data, then, converted information on the survival time of samples in the unit of day. Later, we transformed the probe to gene symbol, but eliminated probes related to several genes. The average expression value was used in the situation that having several gene symbols. Table 1 presents the clinical statistics of both TCGA and GSE44001 datasets after preprocessing.

**Calculation of OCLR-derived mRNAsi**

To calculate mRNAsi based on the mRNA expression data, we constructed a prediction model using the PCBC-derived pluripotent stem cell samples (ESC and iPSC) through the one-class logistic regression (OCLR) method(24). In order to make sure that the TCGA cohort was comparable, gene names in the form of Ensembl IDs were mapped to the Human Genome Organization (HUGO) (25), and genes with no mapping were removed. As for the training matrix obtained, altogether 12998 mRNA expression profiles were collected, which were obtained on the basis of every available PCBC sample. For all samples, the respective average expression values were determined and used in centralization. Finally, we used the R package gelnet (v1.2.1) OCLR function to calculate the gene weight vector based on those processed data.

For all CSCC samples, their respective expression profiles were determined by respective Spearman correlation coefficient and model gene weight vector. Then, all coefficients of Spearman correlation were transformed linearly, while the minimal coefficient of samples was eliminated, and then the value acquired was divided by maximum for calculating mRNAsi of each respective sample, yielding the range of distribution of [0,1].

TCGA data were utilized to compare diverse mRNAsi values among samples with different ages, genders, tumor grades and stages. To investigate the relationship of mRNAsi with mutations related to CSCC in the key oncogenes, the R package TCGAbiolinks(26) (V2.14.0) was utilized to detect the mutations in
TCGA-CSCC, while the R package maftools (V2.0.16) (27) was adopted for plotting the mutation frequency diagram. To explore the associations between mRNAsi and molecular subtypes of CSCC samples, TCGA-CSCC samples were clustered in accordance with gene expression profiles collected by the R package TCGAbiolinks (v2.14.0). Later, R package estimate was used to calculate the immune and stromal scores of each sample, so as to further explore the correlations of immune and stromal scores with the sample miRNAsi.

The construction of mRNAsi-related gene modules through WGCNA

First of all, transcripts with median absolute deviation (MAD) of >median and over 75% TPM>1 were selected based on the sample expression profiles, while hierarchical clustering was also conducted for sample clustering analysis. Then, samples with distance >80000 were taken as the outlier samples for screening. The coefficient of Pearson correlation was used to determine the inter-transcript distance, the R software package Weighted Gene Co-expression Network Analysis (WGCNA) was utilized to establish distance between any two transcripts, whereas 8 was set as the soft threshold to screen co-expression modules. Notably, the co-expression network is suggested to be consistent with scale-free network. For a node with a connectivity k, its logarithm (log(k)) must show negative correlation negatively correlated with the logarithm of specific node occurrence probability (log(P(k)), with a correlation coefficient of >0.9. Proper $\beta$ value was adopted for guaranteeing that the network was a scale-free one. Later, the expression matrix was transformed to an adjacent one, which was then additionally transformed to a topological one for gene clustering based on Topological Overlap Matrix (TOM) by using the average-linkage hierarchical clustering approach according to the mixed dynamic shear tree standard. Besides, in every gene network module, the gene number was set as 80 at least. Then, gene module was determined by the dynamic shear approach, and eigengene values were calculated for all modules successively. Afterwards, clustering analysis were performed on all modules, and adjacent modules were merged into a new one, with reset appropriate height, deepSplit and minModuleSize values. The correlations of the obtained gene modules with mRNAsi were calculated to search for the gene modules with high correlation for further research. Moreover, Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Ontology (GO) enrichment analysis was performed by utilizing the WebGestaltR (v0.4.2) R package to examine the signaling pathways affected by the genes involved in these modules.

Survival analysis

Samples containing survival data from TCGA dataset were divided into training and test sets at a 6:4 ratio. For the sake of eliminating the influence of random allocation bias on model stability, each sample was randomly grouped for 100 times with replacement. Univariate analysis was carried out by using the Cox proportional hazards regression model, and survival data was analyzed through the survival coxph function of R package(28). A p-value <0.05 suggested that the difference was statistically significant.
Construction and validation of the prognostic stemness-related gene model

Lasso regression analysis was conducted using the R package glmnet\(^{(29)}\) function. Besides, stepwise regression analysis was carried out by R package MASS function according to the Akaike data criteria. Finally, a risk model was established with genes selected. Thereafter, related gene expression data were selected based on TCGA and GEO datasets, respectively, which were later used in the model to calculate Riskscore values of all samples. Later, Riskscore values were transformed into the zscore, and the Riskscore of 0 was utilized as a threshold to classify samples to high (Risk-H) or low (Risk-L) risk group. In addition, we determined the accuracy, stability and efficiency of the model to classify CSCC prognosis through KM and receiving operating characteristic (ROC) analyses using TCGA test dataset as well as GSE44001 dataset.

Function analysis of Riskscore in CSCC patients

The R package GSVA\(^{(30)}\) ssGSEA function was employed to assess the score of KEGG enrichment analysis. At the same time, we determined the relationships between Riskscore values and ssGSEA scores, and conducted clustering analysis for all samples.

Relationships between Riskscore and clinicopathological features in CSCC patients

We used relevant Riskscore values and clinical characteristics to plot the forest plot and construct the nomogram. Moreover, the relationships between patient survival and Riskscore values as well as clinical characteristics were examined through the univariate and multivariate Cox proportional hazards regression models.

Results

Relationships between mRNAsi and clinicopathological features, molecular classification, immune status and gene mutations in CSCC patients

First of all, mRNAsi of each TCGA-CSCC sample was calculated by OCLR method. Further analysis found that there was no significant difference in mRNAsi across samples with diverse ages, genders, grades and stages (Fig.S1). Then, we screened out 10 most frequent mutations and revealed that samples carrying DMD, KMT2C, EP300 and MUC4 mutations (Fig.S2, \(p < 0.05\) showed markedly elevated mRNAsi
values compared with samples having no mutation. MUC4 and KMT2C have been recognized as the promoter genes of CSCC, which modulate CSCC occurrence, development and malignant transformation, and their mutations are markedly correlated with tumor metastasis, relapse, and poor patient prognosis(31, 32).

Then, we compared the difference in mRNAsi across various samples. As a result, difference in mRNAsi was not significant across different CSCC subtypes on the basis of gene expression profiles and iCluster subgroups (Fig.S3A, 3C). Subsequently, we compared the difference in mRNAsi among CSCC samples with different CIMP subtypes. Our results indicated that there was significant difference between groups (Fig.S3B). According to our results, mRNAsi was significantly negatively correlated with the stromal cell infiltration (StromalScore and ESTIMATEScore) in TCGA-CSCC tumor samples, but it showed weak correlation with immune cell infiltration (ImmuneScore) (Fig.S4).

In conclusion, mRNAsi showed tight correlation with gene mutations and infiltration of stroma cells, and it was a creditable molecular marker for CSCC.

**Selection of possible stemness-related genes and functional enrichment analysis**

According to Fig.2A, some outlier samples were observed, samples that had >80000 distance were identified to be outlier samples in screening, and 303 samples were obtained at last (Table S1). Then, WGCNA was used to construct the weight co-expression network for guaranteeing the scale-free network (Fig.2B). Subsequently, gene modules were determined by dynamic shear approach, which were then conducted clustering analysis. Additionally, modules with close distance were further merged into the new module, having height, deepSplit and minModuleSize set to 0.25, 2 and 80, respectively. Altogether 16 modules were obtained at last (Fig.2C). It should be noted that, grey module represented gene set that was not clustered to any one of the rest modules. Based on Fig.2D, the relationships between the 16 module eigenvectors and mRNAsi as well as clinical features were then determined, separately. Clearly, the pink module showed the most significant positive correlation with mRNAsi, while green and cyan modules showed significant negative correlations, among which, the pink module contained 286 genes, the green module covered 493 modules, and the cyan module had 114 gene, yielding a total of 893 genes(Table S1). Notably, these genes were identified as the possible stemness-related genes.

Subsequently, we carried out functional enrichment analysis on genes in the pink (Figure 3 and Table S2), green and cyan modules (Figure 4 and Table S3). As a result, these genes were mainly enriched to the pathways that were significantly correlated with cervical cancer genesis and development, including ECM-receptor interaction, the cGMP-PKG signaling pathway, the PI3K-Akt signaling pathway, and Human papillomavirus infection(33-35).
Prognostic risk prediction model establishment on the basis of possible stemness-related genes and accuracy validation

The detailed information of Training (n=175) and test (n=116) set samples are displayed in Table S4. Differences in the clinical factors showed no statistical significance between the training and test sets, with the only exception of tumor grade, indicating reasonable sample grouping (Table 2).

Straight after univariate survival analysis, the prognosis-specific stemness-related genes were narrowed through lasso regression to reduce the gene number for the risk model. A stemness-related 8 gene risk model was finally constructed: RiskScore=0.6457*MRPS24-0.9248*RHOH+0.5665*TNFRSF11B+0.2637*PPP1R14A+0.4230*CPQ-1.7806*KCNMA1+0.3068*DPYSL4+0.7492*AOC3

As shown in Fig 5, all of these 8 genes can be able to classify samples in the TCGA training set to two groups that had distinct OS (P<0.05).

Then, samples in the training set were divided into Risk-L and -H groups based on the Riskscore. Fig.6A shows survival distributions in Risk-L and Risk-H groups, and the 8 stemness gene expression in samples. According to the figure, samples in training set that had greater Riskscore values had significantly reduced OS compared with those that had lower Riskscore values, which revealed that samples that had higher Riskscore values showed more dismal prognosis. In addition, the high expression levels of PPP1R14A, TNFRSF11B, CPQ, AOC3 and DPYSL4 were associated with dismal prognosis for samples in training set, and they might serve as risk factors. Moreover, the increased KCNMA1 and RHOH expression was associated with the better prognosis for samples in training set and were thus the protective factors. Also, we carried out ROC analysis to classify the prognosis for samples in training set based on Riskscore value. The efficiency of our model in predicting the OS at 1-5 years for training set samples was examined, with the mean AUC of up to 0.87 (Fig.6B). At last, we drew the KM curve on the basis of OS for samples in Risk-L and Risk-H groups, thus comparing the difference in survival between both groups. As observed from Fig.6C, Risk-H group of the training set had remarkably shorter OS than that of Risk-L group (P<0.0001).

To validate the reliability of our model, the expression data of the above-mentioned 8 stemness-related genes of TCGA-CSCC samples in test set were collected, and the Riskscore values for all test set samples were measured. Similar to previous analysis results, samples in test set with greater Riskscore values had markedly reduced OS than those with lower Riskscore values, with the mean average AUC of up to 0.8 (Fig.S5). At last, an external data set was used to validate our model accuracy in the prediction of CSCC prognosis and similar findings were obtained (Fig.S6).

In conclusion, our risk model constructed on the basis of sample survival and possible stemness genes using Lasso and stepwise regression analysis was efficient in predicting CSCC prognosis.
Signaling pathways associated with Riskscore

As shown in Fig.7A, there were 22 related KEGG pathways obtained, all of which had correlation coefficient $>0.3$. Next, above-mentioned 22 pathways were chosen for clustering analysis on the basis of sample enrichment scores. 21 out of those 22 pathways showed negative correlation with Riskscore, which were mainly associated with cellular metabolism and immunity (Fig.7B).

The 8-stemness gene signature was an independent factor for predicting CSCC prognosis

Nomogram has been identified as an approach to effectively and intuitively present risk model results, and it is used conveniently to predict the prognosis for patients. To be specific, the length of straight line in nomogram represents the influences of different parameters together with their significance on prognosis. In this study, a nomogram was constructed using Riskscore, age, tumor grade and T stage. As displayed in Fig.8, Riskscore most significantly affected the prediction of survival rate. Furthermore, both Riskscore and patient clinical characteristics were utilized for plotting the forest plot. According to Fig.9, Riskscore had the HR of around 2.43 ($P<0.001$), which indicated that the stemness-related gene signature might serve as a vital risk factor in predicting CSCC prognosis. Afterward, univariate and multivariate COX regression analyses were conducted to assess the independence of 8-stemness gene signature on survival prediction. As a result, only 8-stemness gene signature showed significant correlation with the prognosis for CSCC patients, both upon univariate (HR=2.3410, $p=8.3E-12$) and multivariate (HR=2.6570, $p=1.9E-12$) analyses (Table 3). Thus, our 8-stemness gene signature might be used to be an independent prognostic factor for CSCC.

Comparison between our 8-stemness gene signature risk model and other reported prognostic models

Three CSCC prognostic models (namely, the 8-, 5- and 3-gene signature) (36-38) reported in literature were selected, which were then compared with the 8-stemness gene signature constructed in our study. The corresponding Riskscore values of each prognostic model were calculated based on gene expression profiles for samples derived from TCGA-CSCC dataset, which were further converted to zscore values. Then, samples were divided into high- (Riskscore $>0$) and low-risk (Riskscore $>0$) groups, and OS difference were compared. Fig.10 displays the ROC and overall survival KM curves for those three models. Obviously, the 8-stemness gene signature constructed in this study had higher ROC value than other three models, with statistically significant difference in OS between low and high risk subgroups.

Discussion
In current study, expression data for the PCBC database-derived pluripotent stem cell samples were obtained using the OCLR method to calculate stemness indexes (mRNAsi) of samples derived from the TCGA dataset. Meanwhile, corresponding clinicopathological features, gene mutation status and survival data were retrieved. Further analysis results revealed that mRNAsi having significant correlation with key oncogene mutation status, stroma cells infiltrating and CIMP classifications among CSCC cases. Additionally, functions of the 893 potential mRNAsi-related stemness genes within the gene modules were analyzed by enrichment analysis and WGCNA. Besides, we conducted shrinkage estimate and univariate analysis to screen the most representative stemness genes for prognosis to construct the 8-stemness gene signature for CSCC. Then, samples obtained based on the TCGA-CSCC dataset and GSE44001 external dataset were incorporated into the model and classified according to the Riskscore value to evaluate the model efficiency and stability in the prediction of patient prognosis. Subsequently, we examined the associations between Riskscore and relevant clinicopathological characteristics as well as signal transduction pathways. At last, our 8-stemness gene signature was compared with three CSCC prognostic signatures reported in literature.

As a result, one (KCNMA1) in the eight genes was suggested previously to be involved in the progression of CSCC, pathogenesis and malignant transformation, indicating that our bioinformatic mining results were highly reliable and accurate. (39). However, the relationships of the remaining 7 genes with CSCC are not validated in clinical or basic study. Typically, RHOH participates in the migration of prostate cancer cells(40). PPP1R14A has been demonstrated to evaluate the prognostic risk of gastric cancer(41). DPYSL4, which is associated with mitochondrial supercomplexes, can regulate energy metabolism in tumor cells and be involved in cancer invasion and progression(42). Dysregulation of TNFRSF11B is shown to be involved in breast cancer genesis and development and correlates with poor prognosis in patients(43). Nonetheless the associations of genes with CSCC are not examined yet which should be further investigated.

Nowadays, with the rapid development of high-throughput genome-wide sequencing techniques, the bioinformatic big data for the large-scale CSCC samples can be easily obtained to explore the hidden information. Despite the superiority of our stemness-related gene signature, there are certain limitations in the present work like other bioinformatic studies. First of all, the experimental verification is lacking, and further experimental validation should be performed on the potential mechanisms underlying the signature genes. In addition, we have limited TCGA-CSCC samples and relevant clinical data. Therefore, a larger sample size is needed for identifying the key prognostic stemness gene functions for predicting CSCC progression.

**Conclusion**

To sum up, this study established a novel stemness-related gene signature which was validated as a new and significant prognostic marker for CSCC. Notably, our stemness-related gene signature connected the molecular features of CSCC stem cells and clinical outcomes, which will help to find novel predictors for
therapeutic effect and prognosis. Besides, the methods of our study had general applicability and provided some references value for other cancer types.
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Tables

Table 1 Clinical statistics of both TCGA and GSE44001 datasets after preprocessing
| Clinical features | TCGA | GSE44001 |
|------------------|------|----------|
| PFS              |      |          |
| 0                | 220  | 262      |
| 1                | 71   | 38       |
| Grade            |      |          |
| G1               | 18   |          |
| G2               | 129  |          |
| G3               | 116  |          |
| G4               | 1    |          |
| GX               | 27   |          |
| T-stage          |      |          |
| T1               | 137  |          |
| T2               | 67   |          |
| T3               | 16   |          |
| T4               | 10   |          |
| TX               | 61   |          |
| N-stage          |      |          |
| N0               | 128  |          |
| N1               | 55   |          |
| NX               | 108  |          |
| M-stage          |      |          |
| M0               | 107  |          |
| M1               | 10   |          |
| MX               | 174  |          |
| Stage            |      |          |
| I                | 159  |          |
| II               | 64   |          |
| III              | 41   |          |
| IV               | 21   |          |
| Age |       |
|-----|-------|
| ≤45 | 139   |
| >45 | 152   |

Table_2 Differences in the clinical factors between the training and test sets
| Clinical features | Training set | Test set | $P$  |
|-------------------|--------------|----------|------|
| **PFS**           |              |          |      |
| 0                 | 135          | 85       | 0.5401 |
| 1                 | 40           | 31       |      |
| **Grade**         |              |          |      |
| G1                | 12           | 6        | 0.02948 |
| G2                | 70           | 59       |      |
| G3                | 70           | 46       |      |
| G4                | 0            | 1        |      |
| GX                | 23           | 4        |      |
| **T-stage**       |              |          |      |
| T1                | 77           | 60       | 0.7002 |
| T2                | 43           | 24       |      |
| T3                | 9            | 7        |      |
| T4                | 6            | 4        |      |
| TX                | 40           | 21       |      |
| **N-stage**       |              |          |      |
| N0                | 74           | 54       | 0.723 |
| N1                | 33           | 22       |      |
| NX                | 68           | 40       |      |
| **M-stage**       |              |          |      |
| M0                | 60           | 47       | 0.3957 |
| M1                | 5            | 5        |      |
| MX                | 110          | 64       |      |
| **Stage**         |              |          |      |
| I                 | 87           | 72       | 0.1634 |
| II                | 46           | 18       |      |
| III               | 27           | 14       |      |
| IV                | 12           | 9        |      |
Table_3: Relationships between patient survival and Riskscore values as well as clinical characteristics

| Variables   | Univariable analysis |                       |                     |   | Multivariable analysis |                       |                     |
|-------------|----------------------|-----------------------|---------------------|---|------------------------|-----------------------|---------------------|
|             | HR                   | 95% CI of HR          | P                   |   | HR                     | 95% CI of HR          | P                   |
|             | lower                | upper                 |                     |   | lower                  | upper                 |                     |
| Age         | 1.016                | 0.9987                | 1.034               | 0.0691 | 1.023                  | 1.0026                | 1.043               | 0.0265 |
| Grade       | 1.229                | 0.9983                | 1.528               | 0.0637 | 1.044                  | 0.836                 | 1.304               | 0.7032 |
| T           | 1.347                | 1.068                 | 1.699               | 0.012 | 1.222                  | 0.9478                | 1.577               | 0.1219 |
| N           | 0.6984               | 0.4946                | 0.9861              | 0.0414 | 1.039                  | 0.7245                | 1.489               | 0.8364 |
| M           | 0.9783               | 0.6409                | 1.493               | 0.919 | 1.031                  | 0.6812                | 1.559               | 0.8864 |
| Stage       | 1.414                | 1.136                 | 1.76                | 0.0019 | 1.235                  | 0.9298                | 1.64                | 0.1451 |
| RiskScore   | 2.341                | 1.834                 | 2.989               | 8.30E-12 | 2.657                  | 2.0243                | 3.487               | 1.90E-12 |

Figures
Figure 1

Flow diagram of methods for establishing of prognostic stemness-related gene signature in CSCC
Figure 2

Stemness-related gene modules mined through WGCNA (A) Sample clustering analysis. (B) Analysis of network topology for various soft-thresholding powers. (C) Gene dendrogram and module colors. (D) Correlation between each module and clinicopathological features.
Figure 3

The KEGG pathway and GO enrichment analysis of the genes in pink module (A) Top10 BP terms enriched by the genes in pink module. (B) Top10 CC terms enriched by the genes in pink module. (C) Top10 MF terms enriched by the genes in pink module. (D) Top10 GO KEGG pathways enriched by the genes in pink module. BP: biological process; CC: cellular component; MF: molecular function; KEGG: Kyoto Encyclopedia of Genes and Genomes
Figure 4

The KEGG pathway and GO enrichment analysis of the genes in green and cyan modules (A) Top10 BP terms enriched by the genes in green and cyan modules. (B) Top10 CC terms enriched by the genes in green and cyan modules. (C) Top10 MF terms enriched by the genes in green and cyan modules. (D) Top10 GO KEGG pathways enriched by the genes in green and cyan modules. BP: biological process; CC: cellular component; MF: molecular function; KEGG: Kyoto Encyclopedia of Genes and Genomes
Figure 5

The KM curve on the basis of expression level of each 8 gene in the risk model
Figure 6

The ROC curves of risk model and KM curve on the basis of OS in the training set (A) Survival distributions in Risk-L and Risk-H groups, and the 8 stemness gene expression in samples. (B) The ROC curves and corresponding AUC in predicting the OS at 1-5 years of the risk model. (C) The KM curve on the basis of OS for samples in Risk-L and Risk-H groups.
Figure 7

Signaling pathways associated with Riskscore (A) 22 related KEGG pathways with correlation coefficient >0.3. (B) Clustering analysis results of 22 KEGG pathways on the basis of sample enrichment scores.
Figure 8

The stemness-related gene signature had more impacts than other clinicopathological features on survival prediction for CSCC (A) Nomogram constructed with Riskscore, age, tumor grade and T stage. (B) Adjusted 1-, 3- and 5 years overall survival based on nomogram data.
Figure 9

Forest plot constructed with Riskscore, age, tumor grade and T stage
Figure 10

The ROC and overall survival KM curves for those three models: The ROC and prognosis KM curves of 8-gene signature (A, B, PMID: 31432147), 5-gene signature (C, D, PMID: 31041817) and 3-gene signature (E, F, PMID: 31612001) in predicting the Risk-H and Risk-L groups on the TCGA dataset.
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