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Abstract

In this paper we look at the asymptotic number of \( r \)-caterpillars for \( \Lambda \)-coalescents which come down from infinity, under a regularly varying assumption. An \( r \)-caterpillar is a functional of the coalescent process started from \( n \) individuals which, roughly speaking, is a block of the coalescent at some time, formed by one line of descend to which \( r-1 \) singletons have merged one by one. We show that the number of \( r \)-caterpillars, suitably scaled, converge to an explicit constant as the sample size \( n \) goes to \( \infty \).

1 Introduction and results

A coalescent process is a particle system in which particles merge into blocks. Coalescent processes have found a variety of applications in physics, chemistry and most notably in genetics where the coalescent process models ancestral relationships as time runs backwards. The work on coalescent theory dates back to the seminal paper [10] where Kingman considered coalescent processes with pairwise mergers. This was extended by Pitman [13], Sagitov [15] and Donnelly and Kurtz [8], to the case where multiple mergers are allowed to happen.

Let \( \Lambda \) be a finite measure on \([0,1]\). The \( \Lambda \)-coalescent \( \Pi = (\Pi(t) : t \geq 0) \) is a Markov process which takes values in the set of partitions of \( \mathbb{N} \), which starts from \((\{1\},\ldots)\) and evolves forwards in time by merging together several blocks into one block. Such processes are characterised by the rates \( \lambda_{b,k} \) at which \( k \) fixed blocks coalesce into one block when the current state has \( b \) blocks in total, that are given by

\[
\lambda_{b,k} = \int_0^1 p^{k-2} (1-p)^{b-k} \Lambda(dp).
\]

We refer to Berestycki [3] and Bertoin [4] for an overview of the field.

A finite measure \( \Lambda \) is said to be strongly regularly varying, SRV(\( \alpha \)), with index \( \alpha \in (0,2) \) if \( \Lambda(dp) = f(p) \, dp \) and there exists a constant \( A_\Lambda > 0 \) such that

\[
\lim_{p \downarrow 0} \frac{f(p)}{p^{1-\alpha}} = A_\Lambda. \tag{1}
\]

We extend the definition to include \( \alpha = 2 \) by saying that \( \Lambda \) is SRV(2) when \( \Lambda = \delta_{\{0\}} \). \( \Lambda \)-coalescents, when \( \Lambda \) is SRV(\( \alpha \)), cover many important classes of coalescent processes such as Kingman’s coalescent (\( \alpha = 2 \)), Bolthausen-Sznitman coalescent and Beta\((2-\alpha,\alpha)\)-coalescents. In this paper, we
Figure 1: On the left is a coalescent tree with one 2-caterpillar \( \{1, 2\} \), one 3-caterpillar \( \{1, 2, 3\} \) and one 4-caterpillar \( \{1, 2, 3, 4\} \). The picture on the right consists of two 2-caterpillars, \( \{1, 2\} \) and \( \{3, 4\} \), note however that \( \{1, 2, 3, 4\} \) in this picture is not a 4-caterpillar.

shall additionally restrict ourselves to the case when \( \alpha \in (1, 2] \) which is the case when the coalescent comes down from infinity.

In evolutionary biology, an important task is to determine which coalescent process underlies a given data set. To do this, it is useful to compute functionals of coalescent processes that are easy to check against a data set. In this paper we study the functional known in the biology literature as \( r \)-caterpillars (in the case \( r = 2 \), this is sometimes referred to as cherries). Loosely speaking, an \( r \)-caterpillar is a block of the coalescent at some time, formed by one line of descend to which \( r - 1 \) singletons have merged with one by one, see Figure 1 for an illustration. To make this definition rigorous, we first introduce some notation. For \( n \in \mathbb{N} \), let \( \Pi_n \) be the restriction of \( \Pi \) to \( \{1, \ldots, n\} \).

We order the blocks of a partition by infimum and for \( i \leq n \) and \( t \geq 0 \), let \( c_t(i) \) be the number of the block of \( \Pi_n(t) \) which contains \( i \), so that for every \( t \geq 0 \), \( i \in \Pi_n(t) \).

Definition 1.1. For \( r \in \{1, \ldots, n\} \), a set \( B \subset \{1, \ldots, n\} \) is called an \( r \)-caterpillar if \( |B| = r \) and there exists a \( t \geq 0 \) such that

- \( B \) is a block of \( \Pi_n(t) \),
- there exists an \( i \in B \) such that the function \( s \mapsto |\Pi_n(c_t(i))(s)| \), for \( s \in [0, t] \), has jumps of size one.

In the case \( r = 1 \), the 1-caterpillars are precisely \( \{1\}, \ldots, \{n\} \). Notice that the number of \( r \)-caterpillars only depends on the shape of the coalescent and are invariant under time-changes.

The main result of this paper gives asymptotic number of \( r \)-caterpillars of SRV(\( \alpha \)) coalescent processes, as \( n \) tends to \( \infty \).

Theorem 1.2. Let \( \Lambda \) be a finite SRV(\( \alpha \)) measure with \( \alpha \in (1, 2] \) and let \( \Pi_n \) be the restriction to \( \{1, \ldots, n\} \) of the \( \Lambda \)-coalescent \( \Pi \). For \( r \in \{2, \ldots\} \) let \( \xi(n)_r \) denote the number of \( r \)-caterpillars associated to \( \Pi_n \), then almost surely

\[
\lim_{n \to \infty} \frac{1}{n} \xi(n)_r = \frac{\alpha^{r-1} \Gamma\left(1 + \frac{r}{\alpha-1}\right)}{2 \Gamma\left(r + \frac{r}{\alpha-1}\right)} .
\]

In the case of Kingman’s coalescent (\( \alpha = 2 \)), Theorem 1.2 states that \( \lim_{n \to \infty} \xi(n)_r / n = 2^{r-1}/(r + 1)! \) almost surely. This agrees with the results in the literature [11, 7, 14] where exact formulas of the
expectation and variance for finite \( n \) are known. In the case of the Beta-coalescents, several related statistics have appeared in the literature, see for example [1, 6, 9, 12, 17].

Let us briefly discuss the case when the index of regular variation lies in \((0,1]\). In the case when \( \alpha = 1 \) we suspect that similar arguments in this paper can be used to show that

\[
\lim_{n \to \infty} \frac{(\log n)^r}{n^{\xi_r(n)}} = \frac{1}{r(r-1)(r-2)}
\]

almost surely. The case when \( \alpha \in (0,1) \) our methods fail because the limiting objects are no longer deterministic. In this case we suspect that the number of \( r \)-caterpillars, when properly scaled, converge to an exponential integral of a subordinator and in future work we hope to explore this.

2 Outline of the proof and the paper

We will reveal the \( r \)-caterpillars associated to \( \Pi^{(n)} \) by exploring these thought time. A caterpillar seen up to time \( t \) is a caterpillar \( B \subset \{1, \ldots, n\} \) which appears as a block of \( \Pi^{(n)}(s) \) for some \( s \leq t \).

The number of \( r \)-caterpillars seen up to time \( t \) is increasing in \( t \) and converges to \( \xi_r(n) \) as \( t \to \infty \). A caterpillar seen at time \( t \) is a caterpillar \( B \) which is a block of \( \Pi^{(n)}(t) \). The number of \( r \)-caterpillars up to time \( t \) increases, if a singleton (1-caterpillar) at time \( t \) merges with an \( (r-1) \)-caterpillar at time \( t \). We look at a process which records the number of \( \ell \)-caterpillars at time \( t \), for all \( \ell \leq r-1 \), and show that when suitably scaled, this process converges to the solution of a series of simultaneous ODEs (which we can solve). After establishing this convergence, we use a simple argument to then show the convergence of the number of \( r \)-caterpillars up to time \( t \) and then take \( t \uparrow \infty \) to show Theorem 4.1.

The paper is organised as follows. Then in Section 3 we use the regularly varying assumption to prove some lemmas about the rate of mergers. In Section 4, using the estimates we have obtained in the previous section, we show an auxiliary theorem about the convergence of the number of caterpillars at height \( t \). Finally in Section 5 we prove Theorem 1.2 by using the auxiliary theorem.

3 Estimates on the rates

In this section we provide some estimates on the rates which will prove useful throughout the paper. The limiting results for various rates have appeared in the literature, for example in [2, equation(10)], [5, Lemma 4]. The aim of this section is to obtain these convergences in a uniform way.

Thoughout this section suppose that \( \Lambda \) is a finite SRV(\( \alpha \)) measure with \( \alpha \in (0,2) \). Although later on we only use the case when \( \alpha \in (1,2) \), we nevertheless show the identities in generality. Note that when \( \alpha = 2 \), we have that \( \lambda_{b,k} = 1_{\{k=2\}} \) and similar results to those given here follow easily.

We begin with the following estimate on the rates.

**Lemma 3.1.** Suppose that \( \alpha \in (0,2) \). Then for each \( \varepsilon > 0 \), there exists a \( p \in (0,1) \) such that for each \( k \in \{2, \ldots, b\} \),

\[
\left| \frac{b}{k} \lambda_{b,k}^\alpha - A \frac{\Gamma(k-\alpha)}{\Gamma(k+1)} \right| \leq C (\varepsilon + b^{-1}) \frac{\Gamma(k-\alpha)}{\Gamma(k+1)} + C' b^{p-k-2} b^\alpha,
\]

where the constant \( C > 0 \) depends only on the measure \( \Lambda \).
Proof. Fix $\alpha \in (0, 2)$ and $\varepsilon > 0$. It follows from simple computations (see equation (23) in [16]) that there exists a $p \in (0, 1)$ such that
\[
\left| b - \frac{\lambda_{b,k}}{\beta} - A \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} \right| \leq \varepsilon A \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} + p^{b-k-1}(A[0,1] + A \Lambda^{1-\alpha}).
\]

On the other hand by Striling’s approximation there exists a constant $C > 0$ such that
\[
\left| b - \frac{\lambda_{b,k}}{\beta} - A \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} \right| \leq C b^{-1}.
\]

Thus by the triangle inequality
\[
\left| b - \frac{\lambda_{b,k}}{\beta} - A \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} \right| \leq \varepsilon A b^{-\alpha} \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} + b^{-\alpha} p^{b-k-1}(A[0,1] + A \Lambda^{1-\alpha})
\]
\[
+ C A b^{-\alpha} \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} \leq C_1 \varepsilon b^{-\alpha} \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)} + C_2 b^{-k} \gamma + C_3 b - 1 \frac{\Gamma(k - \alpha) \Gamma(b + 1)}{\Gamma(k + 1) \Gamma(b + 1 - \alpha)}
\]
for some constants $C_1, C_2, C_3 > 0$, where we have used the fact that $p^{b-k-1}(A[0,1] + A \Lambda^{1-\alpha}) \leq C_2 b^{-k-2}$.

Lemma 3.1 immediately implies the following lemma.

Lemma 3.2. For every $\alpha \in (0, 2)$ and $k \in \mathbb{N}$ fixed,
\[
\lim_{b \to \infty} \max_{x \in \{2/b, \ldots, b/b\}} \left| b^{k-\alpha} \lambda_{b,x} - A \lambda_{b,k} \frac{\Gamma(k - \alpha) x^{\alpha-k}}{k} \right| = 0.
\]

Next we show a result about the total rate of coalescence. For this let
\[
\lambda_b := \sum_{k=2}^{b} \binom{b}{k} \lambda_{b,k}
\]
be the total rate of coalescence when there are $b$ blocks present.

Lemma 3.3. For $\alpha \in (0, 2),
\[
\lim_{b \to \infty} \max_{x \in \{2/b, \ldots, b/b\}} \left| \frac{1}{\alpha} \lambda_{b,x} - A \lambda_{b,k} \frac{\Gamma(2 - \alpha) x^{\alpha}}{\alpha} \right| = 0.
\]

Proof. It is easy to verify by induction that for each $b \geq 2$,
\[
\sum_{k=2}^{b} \frac{\Gamma(k - \alpha)}{\Gamma(k + 1)} = \frac{\Gamma(2 - \alpha)}{\alpha} - \frac{\Gamma(b + 1 - \alpha)}{\alpha \Gamma(b + 1)}.
\]
Thus by Lemma 3.1, for any \( \varepsilon > 0 \),
\[
\left| \frac{x^\alpha}{b^\alpha} \sum_{k=2}^{b-x} \binom{bx}{k} \lambda_{bx,k} - A_\alpha \frac{\Gamma(2 - \alpha)}{\alpha} x^\alpha \right| \leq \frac{x^\alpha}{b^\alpha} \sum_{k=2}^{b-x} \binom{bx}{k} \lambda_{bx,k} - A_\alpha \frac{\Gamma(k + 1)}{\Gamma(k + 1)} + x^\alpha \frac{\Gamma(b + 1 - \alpha)}{\alpha \Gamma(b + 1)} \\
\leq Cx^\alpha (\varepsilon + x^{-1} b^{-1}) \frac{\Gamma(2 - \alpha)}{\alpha} + x^\alpha \frac{\Gamma(b + 1 - \alpha)}{\alpha \Gamma(b + 1)} + C \sum_{k=2}^{b-x} b^{k-2} \frac{p^{b-x-k-2}}{b^\alpha}
\]
\[
\leq Cx^\alpha (\varepsilon + x^{-1} b^{-1}) \frac{\Gamma(2 - \alpha)}{\alpha} + x^\alpha \frac{\Gamma(b + 1 - \alpha)}{\alpha \Gamma(b + 1)} + \frac{C}{b^\alpha}. \tag{2}
\]

Next we obtain uniform bounds on (2) over \( x \in \{2/b, \ldots, b/b\} \). For this, notice first that \( x^{\alpha-1} b^{-1} \leq b^{-1} \lor b^{\alpha-2} \). Next we have by Stirling’s approximation that there exists a constant \( C > 0 \) such that
\[
x^\alpha \frac{\Gamma(bx + 1 - \alpha)}{\alpha \Gamma(bx + 1)} \leq Cx^\alpha (bx)^{-\alpha} = Cb^{-\alpha}.
\]
Hence in conclusion we see that there exists a constant \( C' > 0 \) such that
\[
\max_{x \in \{2/b, \ldots, b/b\}} \left| \frac{x^\alpha}{b^\alpha} \sum_{k=2}^{b-x} \binom{bx}{k} \lambda_{bx,k} - A_\alpha \frac{\Gamma(2 - \alpha)}{\alpha} x^\alpha \right| \leq C' (\varepsilon + b^{-1} \lor b^{\alpha-2}) \frac{\Gamma(2 - \alpha)}{\alpha} + \frac{C'}{(1 - p)b^\alpha}.
\]
Taking limits and using the fact that \( \varepsilon > 0 \) is arbitrary gives the desired result.

Now we show convergence of the rate of the number of blocks involved in a merger.

**Lemma 3.4.** For \( b \geq 2 \) and \( x \in [0, 1] \) define
\[
g(b) := \begin{cases} 
\frac{1}{b} & \text{if } \alpha \in (0, 1), \\
\frac{1}{b \log b} & \text{if } \alpha = 1 \\
\frac{1}{b^2} & \text{if } \alpha \in (1, 2)
\end{cases} \quad \kappa(x) := A_\alpha \times \begin{cases} 
\frac{x}{\Gamma(x)} & \text{if } \alpha \in (0, 1), \\
x & \text{if } \alpha = 1 \\
\frac{\Gamma(2 - \alpha)}{\alpha - 1} x^\alpha & \text{if } \alpha \in (1, 2).
\end{cases}
\]
Then for \( \alpha \in (0, 2) \),
\[
\lim_{b \to \infty} \sup_{x \in \{2/b, \ldots, b/b\}} \left| g(b) \sum_{k=2}^{b-x} \binom{bx}{k} \lambda_{bx,k} - \kappa(x) \right| = 0.
\]

**Proof.** Fix \( \alpha \in (0, 2) \setminus \{1\} \). One can verify by induction on \( b \) that
\[
\sum_{k=2}^{b} k \frac{\Gamma(k - \alpha)}{\Gamma(k + 1)} = \frac{\Gamma(2 - \alpha)}{\alpha - 1} - \frac{\Gamma(b - \alpha + 1) b(b + 1)}{(\alpha - 1) \Gamma(b + 2)}.
\]
In the case when \( \alpha \in (1, 2) \), the second term converges to 0 as \( b \to \infty \) and in the case when \( \alpha \in (0, 1) \), the second term behaves like \( b^{1-\alpha}/(\alpha - 1) \) as \( b \to \infty \). Thus we see that for every \( \alpha \in (0, 2) \setminus \{1\} \),
\[
\lim_{b \to \infty} b^\alpha g(b) \sum_{k=2}^{b} \frac{k \Gamma(k - \alpha)}{\Gamma(k + 1)} = \kappa(1).
\]
On the other hand when $\alpha = 1$ we have that
\[
\lim_{b \to \infty} b^\alpha g(n) \sum_{k=2}^{b} k (k-\alpha) = \lim_{b \to \infty} \frac{1}{\log b} \sum_{k=2}^{b} \frac{1}{k-1} = 1.
\]
The lemma now follows from similar estimates to those in the proof of Lemma 3.3.

We finish this section with the following result, which follows from similar computations as before and we leave the proof out.

**Lemma 3.5.** For $b \geq 2$ and $x \in [0, 1]$ define
\[
\tilde{g}(b) := \begin{cases} 
\frac{1}{b^\alpha} & \text{if } \alpha \in (0, 1) \\
\frac{1}{b^2(\alpha-1)} & \text{if } \alpha \in (1, 2)
\end{cases}
\]
and
\[
\tilde{\kappa}(x) := A_{\Lambda} \times \begin{cases} 
x^2 & \text{if } \alpha \in (0, 1) \\
x^2(\alpha-1) & \text{if } \alpha = 1 \\
x^{2(\alpha-1)} & \text{if } \alpha \in (1, 2).
\end{cases}
\]
Then for $\alpha \in (0, 2)$,
\[
\lim_{b \to \infty} \sup_{x \in \{2/b, \ldots, b/b\}} \left| \tilde{g}(b) \sum_{k=2}^{bx} k (k-1) \binom{bx}{k} \lambda_{bx,k} - \tilde{\kappa}(x) \right| = 0.
\]

### 4 Convergence of the caterpillars at a given time

Suppose now that $\Lambda$ is a finite SRV($\alpha$) measure with index $\alpha \in (1, 2]$. Notice that the number of $r$-caterpillars is invariant under time-changes, hence we can assume that without a loss of generality $\Lambda$ is normalised so that $A_{\Lambda} = 1$. We also drop $n$ from the notation and let $\Pi$ be a $\Lambda$-coalescent restricted to $\{1, \ldots, n\}$.

For $r \in \mathbb{N}$ and $t \geq 0$ we let $Y_r(t)$ denote the number of $r$-caterpillars at time $t$, that is, $Y_r(t)$ is the number of blocks of $\Pi(t)$ that are $r$-caterpillars. Then $Y_1(t)$ is simply the number of singletons of $\Pi(t)$ and we let $Y_0(t)$ denote the number of blocks of $\Pi(t)$.

Next, for each $r \geq 0$ and $t \geq 0$, let
\[
X_r(t) = \begin{cases} 
\frac{1}{n} Y_r \left( \frac{t}{n^{\alpha-1}} \right) & \text{if } \alpha \in (1, 2) \\
\frac{1}{n} Y_r (tn^{-1}) & \text{if } \alpha = 2
\end{cases}
\]
and let $(\mathcal{F}_t : t \geq 0)$ denote the natural filtration of $(X_0, \ldots, X_n)$.

Now present the main theorem of the section which we will then prove.

**Theorem 4.1.** For each $T > 0$ and $r \geq 0$,
\[
\lim_{n \to \infty} \sup_{t \leq T} |X_r(t) - x_r(t)| = 0
\]
in almost surely, where
\[
x_r(t) = \begin{cases} 
(1+t)^{-\frac{1}{\alpha-1}} & \text{if } r = 0 \\
(1+t)^{-\frac{r}{\alpha-1}} & \text{if } r = 1 \\
\frac{1}{2(r-1)!} (1+t)^{-\frac{\alpha}{\alpha-1}} \left( \frac{\alpha t}{1+t} \right)^{r-1} & \text{if } r \geq 2.
\end{cases}
\]
Remark 4.2. At the time of writing this paper, [12] appeared, which shows Theorem 4.1 for \( r = 0, 1 \) for Beta-distributions.

We now focus on showing Theorem 4.1. For a continuous time Feller process \( Z = (Z_t : t \geq 0) \) adapted to a filtration \( (\mathcal{H}_t : t \geq 0) \) define

\[
\mathbb{E}[dZ_t|\mathcal{H}_t] := \frac{1}{\delta_t} \mathbb{E}[Z_{t+\delta} - Z_t|\mathcal{H}_t] \quad \text{and} \quad \mathbb{E}[(dZ_t)^2|\mathcal{H}_t] := \frac{1}{\delta_t} \mathbb{E}[(Z_{t+\delta} - Z_t)^2|\mathcal{H}_t] \quad t \geq 0.
\]

Lemma 4.3. For \( r \geq 0 \) and \( t \geq 0 \) define

\[
\xi_r(t) := \begin{cases} 
-\frac{X_0(t)^n}{\alpha - 1} & \text{if } r = 0 \\
-\frac{\alpha}{\alpha - 1}X_1(t)X_0(t)^{\alpha - 1} & \text{if } r = 1 \\
\frac{\alpha}{\alpha - 1}X_1(t)^{2-\alpha} - \frac{\alpha}{\alpha - 1}X_2(t)X_0(t)^{\alpha - 1} & \text{if } r = 2 \\
\frac{\alpha}{\alpha - 1}X_{r-1}(t)X_1(t)^{\alpha - 1} - \frac{\alpha}{\alpha - 1}X_r(t)X_0(t)^{\alpha - 1} & \text{if } r \geq 3.
\end{cases}
\]

Then, almost surely

\[
\lim_{n \to \infty} \sup_{t \geq 0} \left| \mathbb{E}[dX_r(t)|\mathcal{F}_t] - \xi_r(t) \right| = 0.
\]

Proof. Notice that \( Y_0(t) \) decreases by \((k - 1)\) at rate \((Y_0(t))\lambda Y_0(t),k\). Thus we see that

\[
\mathbb{E}[dX_0(t)|\mathcal{F}_t] = -\frac{1}{n} nX_0(t) \sum_{k=1}^{nX_0(t)} (k-1) \binom{nX_0(t)}{k} \lambda_{nX_0(t),k}
\]

The result for \( r = 0 \) now follows from Lemma 3.3 and Lemma 3.4.

Now suppose that \( r \geq 1 \). Imagine an urn with \( nX_0(t) \) many balls and for each \( r \geq 1 \), there are \( nX_r(t) \) balls with the label \( r \). Let us write \( \chi_{1}^r(t), \ldots, \chi_{nX_r(t)}^r(t) \) for the balls with label \( r \). For \( r \geq 1 \) and \( i \leq nX_r(t) \), let \( A_{r}^i(k,t) \) be the event that when \( k \) balls are chosen from the urn, uniformly at random without replacement, the ball \( \chi_{i}^r(t) \) is chosen. Then at rate

\[
n^{1-\alpha} \frac{\alpha - 1}{\Gamma(2-\alpha)} \binom{nX_0(t)}{k} \lambda_{nX_0(t),k}
\]

we have that \( X_r(t) \) changes by

\[
\frac{1}{n} \left( \mathbb{1}_{\{k=2,r \geq 2\}} \sum_{i=1}^{nX_{r-1}(t)} \sum_{j=1}^{nX_1(t)} \mathbb{1}_{A_{r-1}^i(k,t)} \mathbb{1}_{A_{r}^j(k,t)} - \sum_{i=1}^{nX_r(t)} \mathbb{1}_{A_{r}^i(k,t)} \right).
\]

Indeed, at rate (3) we select \( k \) blocks uniformly without replacement, and merge these together. Merging together an \((r-1)\)-caterpillar with a 1-caterpillar (singleton) results in a new \( r \)-caterpillar and thus an increase. The number of \( r \)-caterpillars decrease whenever they are involved in the merger.

Now, for each \( k \geq 2, r, r' \geq 1 \) and \( i, j \),

\[
\mathbb{P}(A_{r}^i(k,t)|\mathcal{F}_t) = \frac{k}{nX_0(t)} \quad \text{and} \quad \mathbb{P}(A_{r}^i(k,t); A_{r'}^j(k,t)|\mathcal{F}_t) = \frac{k(k-1)}{nX_0(t)(nX_0(t)-1)} \mathbb{1}_{\{i \neq j \text{ or } r \neq r'\}}.
\]
Thus by taking the conditional expectation of (4), multiplying by (3) and summing over \( k \) we get that
\[
\mathbb{E}[dX_1|\mathcal{F}_t] = \frac{X_1(t)}{X_0(t)} n^{-\alpha} \frac{\alpha - 1}{\Gamma(2 - \alpha)} \sum_{k=2}^{nX_0(t)} k \left( \frac{nX_0(t)}{k} \right) \lambda_{nX_0(t),k}
\]
and
\[
\mathbb{E}[dX_2(t)|\mathcal{F}_t] = \frac{1}{2} \frac{X_1(t)(X_1(t) - 1/n)n^{2-\alpha}}{\Gamma(2 - \alpha)} \frac{\alpha - 1}{\Gamma(2 - \alpha)} \lambda_{nX_0(t),2}
\]
and finally for \( r \geq 3 \),
\[
\mathbb{E}[dX_r(t)|\mathcal{F}_t] = X_{r-1}(t) \frac{X_1(t)n^{2-\alpha}}{\Gamma(2 - \alpha)} \frac{\alpha - 1}{\Gamma(2 - \alpha)} \lambda_{nX_0(t),2}
\]
\[
- \frac{X_2(t)}{X_0(t)} n^{-\alpha} \frac{\alpha - 1}{\Gamma(2 - \alpha)} \sum_{k=2}^{nX_0(t)} k \left( \frac{nX_0(t)}{k} \right) \lambda_{nX_0(t),k}
\]
The result now follows from applying Lemma 3.2 and Lemma 3.4 when \( \alpha \in (1, 2) \), and direct computations when \( \alpha = 2 \).

Next we show that the infinitesimal variance converges to 0 uniformly in \( t \) and \( r \).

**Lemma 4.4.** There exists a constant \( C > 0 \), possibly depending on \( \alpha \in (1, 2) \), such that
\[
\sup_{t \geq 0, r \geq 0} \mathbb{E}[(dX_r(t))^2|\mathcal{F}_t] \leq C n^{3-\alpha}.
\]

**Proof.** Note that for each \( t \geq 0, \varepsilon > 0 \) and \( r \geq 0 \),
\[
|(X_r(t + \varepsilon) - X_r(t))| \leq |X_0(t + \varepsilon) - X_0(t)|
\]
since the change in the number of \( r \)-caterpillars is at most the change in the number of blocks. Hence we see that
\[
\sup_{t \geq 0, r \geq 0} \mathbb{E}[(dX_r(t))^2|\mathcal{F}_t] \leq \sup_{t \geq 0} \mathbb{E}[(dX_0(t))^2|\mathcal{F}_t].
\]

Now, \( X_0(t) \) decreases by \( (k - 1)/n \) at rate given by (3). Hence by Lemma 3.5 in the case when \( \alpha \in (1, 2) \), and trivially when \( \alpha = 2 \), there exists a constant \( C > 0 \), which is independent of \( t \), such that
\[
\mathbb{E}[(dX_0(t))^2|\mathcal{F}_t] = \frac{1}{n^{1+\alpha}} \sum_{k=2}^{nX_0(t)} (k - 1)^2 \left( \frac{nX_0(t)}{k} \right) \lambda_{nX_0(t),k} \leq C n^{3-\alpha}.
\]
Plugging this into (6) finishes the proof.

Now we begin to show Theorem 4.1 by using the preceding two lemmas. It is important to observe that for each \( r \geq 0 \), Doob–Mayer decomposition gives that
\[
M_r(t) := X_r(t) - \int_0^t \mathbb{E}[dX_r(s)|\mathcal{F}_s]ds \quad t \geq 0
\]
is a martingale with quadratic variation

\[ [M_r(t)]_s = \int_0^t \mathbb{E}[(dX_r(s))^2 | \mathcal{F}_s] ds. \]

We will show Theorem 4.1 by induction on \( r \). We begin by proving the base case \( r = 0 \).

**Lemma 4.5.** For each \( T > 0 \) we have that almost surely,

\[ \lim_{n \to \infty} \sup_{t \leq T} \left| X_0(t) - (1 + t)^{-\frac{1}{\alpha-1}} \right| = 0. \]

**Proof.** Fix \( T > 0 \) and for \( t \in [0, T] \) let \( f(t) = |X_0(t) - x_0(t)| \) where \( x_0(t) = (1 + t)^{-\frac{1}{\alpha-1}} \). Now, \( x_0(t) \) solves the integral equation

\[ x_0(t) = \int_0^t \frac{x_0(s)^\alpha}{\alpha - 1} ds \quad t > 0 \]

with the initial condition \( x_0(0) = 1 \). Thus we see that

\[
\begin{align*}
  f(t) &\leq |M_0(t)| + \int_0^t \frac{x_0(s)^\alpha}{\alpha - 1} - \mathbb{E}[dX_0(s) | \mathcal{F}_s] \, ds \\
  &\leq |M_0(t)| + \int_0^t \frac{X_0(s)^\alpha}{\alpha - 1} - \mathbb{E}[dX_0(s) | \mathcal{F}_s] \, ds + \frac{1}{\alpha - 1} \int_0^t |x_0(t)^\alpha - X_0(t)^\alpha| \, ds \\
  &\leq |M_0(t)| + \int_0^t \frac{X_0(s)^\alpha}{\alpha - 1} - \mathbb{E}[dX_0(s) | \mathcal{F}_s] \, ds + \frac{1}{\alpha - 1} \int_0^t f(s) \, ds \quad (7)
\end{align*}
\]

where in the final inequality we have used the fact that for \( \alpha > 1 \) and \( x, y \in [0, 1], |x^\alpha - y^\alpha| \leq 2|x - y| \).

Using Gronwall’s inequality and taking suprema we see that

\[
\sup_{t \leq T} |X_0(t) - x_0(t)| \leq \left( \sup_{t \leq T} |M_0(t)| + T \sup_{t \leq T} \left| \frac{X_0(s)^\alpha}{\alpha - 1} - \mathbb{E}[dX_0(s) | \mathcal{F}_s] \right| \right) e^{\frac{T}{\alpha - 1}}
\]

Applying Doob’s \( L^2 \)-inequality and Burkholder-Davis-Grunsky inequality we see that

\[ \lim_{n \to \infty} \sup_{t \leq T} |M_0(t)| = 0 \]

in probability. Using this, together with Lemma 4.3 shows convergence in probability and using bounded convergence finishes the result.

Now we can show Theorem 4.1.

**Proof of Theorem 4.1.** Notice first that \( x_r(t) \) given in the statement of Theorem 4.1 satisfies

\[
\frac{d}{dt} x_r(t) = \begin{cases}
  -\frac{x_0(t)}{\alpha-1} & \text{if } r = 0 \\
  -\frac{\alpha}{\alpha-1} x_1(t) x_0(t)^{\alpha-1} & \text{if } r = 1 \\
  \frac{\alpha}{x_0(t)^{2-\alpha}} - \frac{\alpha}{\alpha-1} x_2(t) x_0(t)^{\alpha-1} & \text{if } r = 2 \\
  \frac{x_{r-1}(t) x_1(t)}{x_0(t)^{r-\alpha}} - \frac{\alpha}{\alpha-1} x_r(t) x_0(t)^{\alpha-1} & \text{if } r \geq 3
\end{cases}
\]
with the iniital condition \(x_0(0) = x_1(0) = 1\) and \(x_r(0) = 0\) for \(r \geq 2\).

We proceed by induction on \(r\). Lemma 4.5 shows the case \(r = 0\). Fix \(T > 0\) and suppose that there exists an \(r \geq 0\) such that for every \(r' \leq r\),

\[
\lim_{n \to \infty} \sup_{t \leq T} |X_{r'}(t) - x_{r'}(t)| = 0
\]

in almost surely.

Let us consider the case when \(r \geq 2\), the other cases follow similarly. For \(t \in [0, T]\) let \(f(t) = |X_{r+1}(t) - x_{r+1}(t)|\), then similarly to (7),

\[
f(t) \leq |M_{r+1}(t)| + \int_0^t |\xi_{r+1}(s) - E[dX_{r+1}(s) | \mathcal{F}_s]| \, ds + \alpha \int_0^t \frac{X_r(s)X_1(s)}{X_0(s)^{2-\alpha}} - \frac{x_r(s)x_1(s)}{x_0(s)^{2-\alpha}} \, ds
\]

\[
+ \frac{\alpha}{\alpha - 1} \int_0^t |X_{r+1}(s)X_0(s)^{\alpha - 1} - x_{r+1}(s)x_0(s)^{\alpha - 1}| \, ds.
\]

Now since \(x_0(s), X_{r+1}(s) \leq 1\) we have that

\[
|X_{r+1}(s)X_0(s)^{\alpha - 1} - x_{r+1}(s)x_0(s)^{\alpha - 1}| \leq x_0(s)^{\alpha - 1}|X_{r+1}(s) - x_{r+1}(s)| + X_{r+1}(s)|X_0(s)^{\alpha - 1} - x_0(s)^{\alpha - 1}|
\]

\[
\leq |X_{r+1}(s) - x_{r+1}(s)| + |X_0(s)^{\alpha - 1} - x_0(s)^{\alpha - 1}|.
\]

Plugging this into (8), applying Gronwall’s inequality and taking supremums, we see that

\[
\sup_{t \leq T} |X_{r+1}(t) - x_{r+1}(t)| \leq \sup_{t \leq T} \left( |M_{r+1}(t)| + T |\xi_{r+1}(t) - E[dX_{r+1}(t) | \mathcal{F}_t]| + \frac{\alpha T}{\alpha - 1} |X_0(t)^{\alpha - 1} - x_0(t)^{\alpha - 1}| \right)
\]

\[
+ \frac{\alpha}{\alpha - 1} \int_0^t \frac{X_r(t)X_1(t)}{X_0(t)^{2-\alpha}} - \frac{x_r(t)x_1(t)}{x_0(t)^{2-\alpha}} \, ds e^{\frac{\alpha T}{\alpha - 1} t},
\]

Applying Doob’s \(L^2\)-inequality and Burkholder-Davis-Grundy inequality we see that

\[
\lim_{n \to \infty} \sup_{t \leq T} |M_{r+1}(t)| = 0
\]

in probability. Using Lemma 4.3 we have

\[
\lim_{n \to \infty} \sup_{t \leq T} |\xi_{r+1}(t) - E[dX_{r+1}(t) | \mathcal{F}_t]| = 0
\]

in probability. The rest of the terms converge by the induction hypothesis and we see that

\[
\lim_{n \to \infty} \sup_{t \leq T} |X_{r+1}(t) - x_{r+1}(t)| = 0
\]

in probability. Using bounded convergence gives that the above holds almost surely which concludes the proof.

\[\square\]
5 Proof of Theorem 1.2

For \( t \geq 0 \) and \( r \in \{2, \ldots \} \) let \( Y_r^+(t) \) be the number of \( r \)-caterpillars seen up to time \( t \), that is, the number of \( r \)-caterpillars \( B \subset \{1, \ldots, n\} \) such that \( B \) is a block of \( \Pi(s) \) for some \( s \leq t \). Notice that \( t \mapsto Y_r^+(t) \) is increasing and \( Y_r^+(\infty) \) is the total number of \( r \)-caterpillars.

Similar to before, for each \( r \geq 0 \) and \( t \geq 0 \), let

\[
X_r^+(t) = \begin{cases}
\frac{1}{n} Y_r \left( \frac{t}{\alpha} \right) & \text{if } \alpha \in (1, 2) \\
\frac{1}{n} Y_r (tn^{-1}) & \text{if } \alpha = 2.
\end{cases}
\]

Now, \( Y_r^+(t) \) increases by 1 whenever an \((r - 1)\)-caterpillar at time \( t \) with a singleton which happens at rate \( \lambda_{Y_0(t)} Y_r(t) Y_1(t) \).

Thus we see that

\[
\mathbb{E}[dX_r^+(t) | \mathcal{F}_t] = \begin{cases}
2^{-\alpha} X_1(t) X_1(t)-1/n \lambda_{nX_0(t)}, & \text{if } r = 2 \\
2^{-\alpha} X_{r-1}(t) X_1(t) \lambda_{nX_0(t)}, & \text{if } r \geq 3
\end{cases}
\]

and

\[
\mathbb{E}[dX_r^+(t)^2 | \mathcal{F}_t] = n^{-1} \mathbb{E}[dX_r^+(t) | \mathcal{F}_t].
\]

Hence by Lemma 3.2 and Theorem 4.1, we see that for \( r = 2 \)

\[
\lim_{n \to \infty} \sup_{t \leq T} \left| \mathbb{E}[dX_r^+(t) | \mathcal{F}_t] - \frac{x_1(t)^2}{\xi_0(t)^{2-\alpha}} \right| = 0
\]

in probability, and for \( r \geq 3 \),

\[
\lim_{n \to \infty} \sup_{t \leq T} \left| \mathbb{E}[dX_r^+(t) | \mathcal{F}_t] - \frac{x_{r-1}(t) x_1(t)}{\xi_0(t)^{2-\alpha}} \right| = 0
\]

in probability. Using a similar argument as in the proof of Theorem 4.1 we see that

\[
\lim_{n \to \infty} \sup_{t \leq T} \left| X_r^+(t) - x_r^+(t) \right| = 0
\]

almost surely where \( x_r^+(t) \) is the solution to

\[
\frac{d}{dt} x_r^+(t) = \begin{cases}
\frac{\alpha x_1(t)^2}{\xi_0(t)^{2-\alpha}} & \text{if } r = 2 \\
\frac{\alpha x_{r-1}(t) x_1(t)}{\xi_0(t)^{2-\alpha}} & \text{if } r \geq 3
\end{cases}
\]

with the initial condition \( x_r^+(0) = 0 \). Using the explicit formula for \( x_r(t) \) in Theorem 4.1,

\[
x_r^+(\infty) = \frac{\alpha}{2(r-2)!} \int_0^{\infty} (1 + t)^{-\alpha/(\alpha-1)} \left( \frac{\alpha t}{1 + t} \right)^{r-2} (1 + t)^{(2-\alpha)(\alpha-1)} (1 + t)^{-\alpha/(\alpha-1)} dt
\]

\[
= \frac{\alpha^{r-1}}{2(r-2)!} \int_0^{\infty} \frac{u^{r-2}}{(1 + t)^{r+\alpha/(\alpha-1)}} dt
\]

\[
= \frac{\alpha^{r-1}}{2(r-2)!} \int_0^1 u^{r-2} (1 + u)^{\alpha/(\alpha-1)} du
\]

\[
= \frac{\alpha^{r-1} \Gamma(1 + \alpha/(\alpha-1))}{2 \Gamma(r + \alpha/(\alpha-1))}
\]
where in the third equality we have used the substitution \( u = t/(1 + t) \) and in the final equality we have used the definition of a Beta function.

Now recall that \( \xi_r^{(n)} \) denotes the total number of \( r \)-caterpillars and so \( \xi_r^{(n)}/n = X_r^{\uparrow}(\infty) \). Since \( t \mapsto X_r^{\uparrow}(t) \) and \( t \mapsto x_r^{\uparrow}(t) \) are monotonic, we see that
\[
\lim_{n \to \infty} \frac{1}{n} \xi_r^{(n)} \geq \lim_{t \to \infty} \lim_{n \to \infty} X_r^{\uparrow}(t) = x_r^{\uparrow}(\infty).
\]

Now let \( T_{\varepsilon} := \inf \{ t \geq 0 : X_0(t) < \varepsilon \} \) and let \( t_{\varepsilon} := \inf \{ t \geq 0 : (1 + t)^{-\frac{1}{r-1}} < \varepsilon \} \). By Theorem 4.1, for \( n \) large enough, \( T_{\varepsilon} \leq t_{\varepsilon} + \varepsilon \) almost surely. Further we have that \( X_r^{\uparrow}(\infty) - X_r^{\uparrow}(T_{\varepsilon}) \leq X_0(T_{\varepsilon}) < \varepsilon \) and so for large \( n \),
\[
X_r^{\uparrow}(\infty) \leq \varepsilon + X_r^{\uparrow}(T_{\varepsilon}) \leq \varepsilon + X_r^{\uparrow}(t_{\varepsilon} + \varepsilon)
\]
where again we have used the fact that \( t \mapsto X_r^{\uparrow}(t) \) is increasing. Taking limits on both sides we see that
\[
\limsup_{n \to \infty} \frac{1}{n} \xi_r^{(n)} \leq \varepsilon + x_r^{\uparrow}(t_{\varepsilon} + \varepsilon)
\]
almost surely. Taking the limit as \( \varepsilon \downarrow 0 \) shows that \( \limsup_{n \to \infty} \xi_r^{(n)} \leq x_r^{\uparrow}(\infty) \) which concludes the proof.

Acknowledgements

I would like to thank Andreas Kyprianou and Caroline Colijn for suggesting this problem to me, and discussing it with me at various stages. This work was supported by EPSRC grants EP/L002442/1 and EP/P003818/1.

References

[1] J. Berestycki, N. Berestycki, and V. Limic. “Asymptotic sampling formulae for \( \Lambda \)-coalescents”. *Ann. Inst. Henri Poincaré Probab. Stat.* 50.3 (2014), pp. 715–731.

[2] J. Berestycki, N. Berestycki, and J. Schweinsberg. “Small-time behavior of beta coalescents”. *Ann. Inst. Henri Poincaré Probab. Stat.* 44.2 (2008), pp. 214–238.

[3] N. Berestycki. *Recent progress in coalescent theory*. Vol. 16. Ensaios Matemáticos [Mathematical Surveys]. Rio de Janeiro: Sociedade Brasileira de Matemática, 2009, p. 193.

[4] J. Bertoin. *Random fragmentation and coagulation processes*. Vol. 102. Cambridge Studies in Advanced Mathematics. Cambridge: Cambridge University Press, 2006, pp. viii+280.

[5] J. Bertoin and J.-F. Le Gall. “Stochastic flows associated to coalescent processes. III. Limit theorems”. *Illinois J. Math.* 50.1-4 (2006), 147–181 (electronic).

[6] J.-S. Dhersin, F. Freund, A. Siri-Jégousse, and L. Yuan. “On the length of an external branch in the beta-coalescent”. *Stochastic Process. Appl.* 123.5 (2013), pp. 1691–1715.

[7] F. Disanto and T. Wiehe. “Exact enumeration of cherries and pitchforks in ranked trees under the coalescent model”. *Math. Biosci.* 242.2 (2013), pp. 195–200.

[8] P. Donnelly and T. G. Kurtz. “Particle representations for measure-valued population models”. *Ann. Probab.* 27.1 (1999), pp. 166–205.
[9] G. Kersting. “The asymptotic distribution of the length of beta-coalescent trees”. *Ann. Appl. Probab.* 22.5 (2012), pp. 2086–2107.

[10] J. F. C. Kingman. “The coalescent”. *Stochastic Process. Appl.* 13.3 (1982), pp. 235–248.

[11] A. McKenzie and M. Steel. “Distributions of cherries for two models of trees”. *Math. Biosci.* 164.1 (2000), pp. 81–92.

[12] L. Miller and H. H. Pitters. “The hydrodynamic limit of beta coalescents that come down from infinity”. *arXiv preprint arXiv:1611.06280* (2016).

[13] J. Pitman. “Coalescents with multiple collisions”. *Ann. Probab.* 27.4 (1999), pp. 1870–1902.

[14] N. A. Rosenberg. “The mean and variance of the numbers of r-pronged nodes and r-caterpillars in Yule-generated genealogical trees”. *Ann. Comb.* 10.1 (2006), pp. 129–146.

[15] S. Sagitov. “The general coalescent with asynchronous mergers of ancestral lines”. *J. Appl. Probab.* 36.4 (1999), pp. 1116–1125.

[16] B. Şengül. “Scaling Limits of Coalescent Processes Near Time Zero”. *Ann. Inst. Henri Poincaré Probab. Stat.* (to appear).

[17] A. Siri-Jegousse and L. Yuan. “Asymptotics of the minimal clade size and related functionals of certain beta-coalescents”. *Acta Appl. Math.* 142 (2016), pp. 127–148.