Quality Correction for Songs of the War of Resistance Based on Computer Audio Technology
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Abstract. In audio coding, the use of audio signals with the minimum quality to perceive distortion and express them at the lowest possible coding rate are studied to facilitate the transmission or storage of the audio signals. In this paper, the VBR (VBR) audio coding algorithm for sound quality control is designed based on computer audio technology. Audio signals are quantized and encoded according to the requirements for different levels of sound quality. The songs of the War of Resistance are used for testing. The test results suggest that the proposed algorithm can minimize the coding rate at the set sound quality.
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1. Introduction

With the development of network technology and audio compression algorithms, various network digital music services, such as Internet webcast and online record stores, have been welcomed by more and more people. So far, the most widely used audio compression method is MP3 [1-2]. However, MP3 is not open. It is protected by copyright. For MP3 encoders and public release of music works in MP3 format; a certain royalty is charged for each product copy. The problem of audio coding (Audio Coding) research is to express audio signals at the lowest possible coding rate with the lowest quality distortion, so as to facilitate the transmission or storage of audio signals. Hence, the low rates are used to express audio signals digitally to design an audio coding or audio compression algorithm, which can minimize the signal distortion in the sense of hearing, rather than just minimize the mean square error of the traditional input and output waveforms [3]. Audio compression (Audio Compression) and audio encoding generally have the same meaning. Although audio coding and speech coding (Speech Coding) belong to the same source of compression coding, the coding algorithms of the two are different. The source of the speech signal is only one, that is, the human speech organ, and the basis of speech coding is the speech generation model, i.e., source model [4]. In contrast, the source of the audio signal includes all the sounds that the human ear can feel. There are many sound sources, and the signal is complex, and it cannot be processed with a unified sound source model. Nevertheless, various audio signals are finally accepted by the human ear. Hence, the features of the human auditory perception system can be used to study the method of audio coding, so the basis of audio coding is the auditory model or the sink model [5-6].

This paper relies on computer technology to design an audio coding algorithm that can reduce the coding rate as much as possible in the sense of auditory perception according to the desired audio
quality, thereby maximizing the coding compression ratio. The basis of the algorithm is wavelet transform, sound quality model, and adaptive bit allocation for sound quality control.

2. Perceptual Coding Algorithm for Audio Signals

Figure 1 describes the complete working process diagram of the audio coding system. Given the diversity of audio signal sources, the main factor to consider when designing audio encoding/decoding algorithms is the perceptual features of the human ear, i.e., auditory features. The primary means of low-rate high-fidelity audio coding is distortion masking or noise masking. Based on the method, the inevitable introduction of distortion or noise in the sound coding process can be shaped appropriately and redistributed to be masked by the original input signal. Masking can be partial or full. In this way, compared with the system without masking technology, the audio coding quality can be improved.

![Diagram of the audio coding and transmission system](image-url)

**Figure 1.** Schematic diagram of the audio coding and transmission system

The main problem with audio encoding is that the compression ratio is not high.

In general, relatively high rate of audio coding algorithms generally aim to maintain the original signal waveform and use the time-domain waveform of the decoded signal to approximate the time-domain waveform of the original signal. The audio codec design is based on the principle of the minimum mean square error of the signal waveform before and after encoding. In the low-rate audio coding algorithm, the number of allocated bits is limited, the time-domain waveform distortion is large, and the waveform mean square error distortion criterion can no longer reflect the perceptual features of the auditory system. The selection of the distortion criterion should be conducive to the high quality of hearing for thousands of people Reception, instead of simply requiring to approximate the original waveform, is not blindly pursuing a better signal-to-noise ratio. The final and highest criterion of audio signal quality is the human auditory system, and the audio signal encoding algorithm based on the least distortion of auditory perception is called perceptual encoding algorithm. The reason why the perceptual coding algorithm can complete the slot coding with high quality and high efficiency is that it can do:

1. The use of short-term stationary features of audio signals, such as the correlation between samples, the periodicity of the audio signal, the formant of the spectrum, etc., to separate the redundant components in the source signal, that is, the redundancy (Redundancy).

2. The use of auditory features to eliminate components inconsistent with the subjective perception of the auditory system, i.e., irrelevance. Irrelevance is shown as the useless high resolution of amplitude or frequency, i.e., the signals can be masked by the hearing part.

The VBR (VBR) audio coding algorithm for sound quality control mainly refers to the input audio signal is a two-channel stereo high-fidelity audio signal, its amplitude resolution is 16bit, the sampling frequency is 44.1kHz, and its PCM coding rate is 1411.2kbit/s/Decoding algorithm is carried out in frames, the frame length is taken as 512 points, which is equivalent to 11.61ms. After the original audio signal enters the audio encoder, each channel audio signal is divided into two channels, one channel signal is first sent to the positive The cross-wavelet transform filter bank performs wavelet transformation and decomposition to decompose the audio signal with a bandwidth of 22.05kHz into 22 wavelet sub-bands with different bandwidths continuously distributed in the frequency domain according to the in-ear hearing features. These 22 bandwidths are different The wavelet sub-band has a higher frequency resolution in the low frequency band and a higher time resolution in the high-frequency band. This aspect reflects the features of the audio signal and is also the requirement of the auditory features of the human ear. The dynamic range of the audio signal components decomposed from thousand to each wavelet subband is very large. To effectively quantize and encode, the scale factor of each wavelet subband must be measured first, and it is used to reduce the sample.
points of each subband One-time processing, so that the dynamically allocated bits can quantize and encode each sub-band auspicious point on a uniform scale. While time-frequency analysis, another audio signal is used to estimate the sound quality model, and the output of the sound quality model is to reflect hearing Signal masking ratio (SMR) of the masking feature. The final operation of the audio encoder is to assemble the encoded value and bit allocation information into a data packet, and add the frame header information to form the encoded data frame and send it to the channel or storage medium.

Different from other audio encoding algorithms, two input control parameters are set in the audio encoder, i.e., rate control and sound quality control. The rate control parameter can be feedback information from the channel, indicating the current channel capacity; it can also be audio encoding. The information of the device itself is used to control the maximum output rate. The sound quality control parameters can be used to control the desired subjective quality of the audio encoding. In this way, the signal masking ratio, rate control, and sound quality control of the sound quality model are three parameters together to determine the rate and quality of audio encoding.

The audio decoder algorithm does not need to calculate the sound quality model, so it is much simpler than the audio encoder algorithm. The audio decoder receives the audio coded bitstream from the channel or storage medium, decodes the scale factor and wavelet subband auspices based on the bit allocation information after frame synchronization, and then performs scale transformation to restore its dynamic range before encoding. Finally, after the wavelet inverse transform of the wavelet synthesis filter bank, the two-channel stereo audio signal with a reconstruction rate of 1411.2kbit/s is output.

The masking effect is a frequency-domain auditory phenomenon, which is manifested as a sound signal with a large energy that can make another sound signal with a lower energy that cannot be heard by the human ear as long as the frequency difference between the two signals is sufficiently small. The signal with higher energy is known as the masked signal, and the signal with lower energy is known as the masked signal. The masked signal may include lower energy audio signals, quantization noise, overlap distortion, or distortion due to transmission errors, etc.. The masking effect plays a more significant role in the critical frequency band where the masking signal is located, while it rapidly decreases in its adjacent critical frequency band. The critical frequency band is a frequency-domain psychoacoustic or sound quality measurement, which reflects the frequency selectivity of the human ear. The unit of the critical band is bark, which represents a non-linear frequency scale, which is related to a physical distance in the cochlear basement membrane and expresses the minimum bandwidth that can distinguish the masked audio signal.

In the critical band, the audio signal below the masking threshold (shaded area) will be masked. The difference between the sound pressure level of the masking signal and the masking threshold is called the signal masking ratio (SMR), and its maximum value is in the critical band On the left boundary (point A in Figure 3), the minimum value is near the frequency of the masked signal. Assuming that the audio signal is quantized in m bits, as long as the signal-to-noise ratio (SNR) in the critical band is greater than the signal masking ratio (SMR), the quantization noise will be unheard.

If SNR (m) is used to represent the SNR during mbit quantization, then the subjectively perceptible distortion in a given frequency band can be measured by the noise masking ratio (NMR)

\[ NMR(m) = SNR(m) - SMR(dB) \]  

NMR (m) describes the ratio between SNR and SMR determined by m-bit quantization, and also shows the difference between the level of distortion that will be perceived by hearing and the amount of quantization noise in a given frequency band. m) The larger the NMR(m), the less subjective perception of quantization coding noise. When NMR (m) is sufficiently large, the quantization noise will not be perceived by the auditory system.

The sound quality model is based on the short-term frequency spectrum of the input audio signal and uses the masking features to calculate the signal masking ratio. It is the foundation of low-rate high-fidelity audio coding. In the sound quality model designed in this paper (as shown in Figure 1),
high-resolution spectrum analysis is first conducted. Subsequently, the modulated (similar to a thousand periodic sine wave) and unmodulated (similar to noise) components are extracted. The masking threshold of each single masking signal is determined according to the frequency band, amplitude and modulated or unmodulated type of each signal component as follows:

\[
M_{\text{tonal}}(z_j, z_i) = X_{\text{tonal}}(z_j) + V_{\text{tonal}}(z_j) + V_j(z_j, z_i) (dB)
\]

\[
M_{\text{non-tonal}}(z_j, z_i) = X_{\text{non-tonal}}(z_j) + V_{\text{non-tonal}}(z_j) + V_j(z_j, z_i) (dB)
\]

Where \( M_{\text{tonal}}(z_j, z_i) \) is the separately generated masking threshold at \( z_i \) (unit is bark) with a modulated component frequency of \( X_{\text{tonal}}(z_j) \) (unit is dB) and frequency \( z_j \) (unit is bark); \( M_{\text{non-tonal}}(z_j, z_i) \) is \( X_{\text{non-tonal}}(z_j) \) A separately generated masking threshold at the frequency of the unmodulated component of frequency \( z_j \) at \( z_i \). In (2) and (3), \( V_{\text{tonal}}(z_j) \) and \( V_{\text{non-tonal}}(z_j) \) represent the masking index of the modulated component and the unmodulated component with frequency \( z_j \), that is, the degree of the masking effect changing with frequency \( z_j \).

3. Sound quality control for songs of the war of resistance
The primary purpose of audio coding is to resolve the contradiction between sound quality and rate. Low-rate audio coding inevitably produces coding errors or quantization noise. To achieve high-fidelity quality, we have to keep the quantization error within the range that subjective hearing cannot perceive. The coding rate sound quality control algorithm designed in this paper is to control the coding rate with sound quality. In other works, under the given sound quality conditions (even if the global noise-mask ratio in the frame is not less than a certain set value NMRset), the perceptual adaptive dynamic bit allocation algorithm is used to reduce the audio coding rate as much as possible, and make the quantization coding distortion audible. The increase is minimal. Under this condition, the coding rate generally changes with time.

The VBR bit allocation of sound quality control is a process of minimizing the number of bit allocations. The result of bit allocation \( B(t) \), \( i = 0, 1, \ldots, M - 1 \) defines the word length or resolution of the transmitted samples or parameters of the ith frequency band at time t. The operation process shall meet the constraint condition \( \sum_{i=0}^{M-1} b_i(t) = B_{\text{total}}(t) \). The process of variable-rate bit allocation is an iterative process, and the resolution of the auspicious point in the wavelet sub-band with the minimum noise-mask ratio (NMR) will increase by 1 bit for each iteration completed. The specific steps are as follows:

(1) Initialization. If \( B_{\text{header}} \) is used to indicate the number of bits required to encode the frame header information, \( B_{\text{error}} \) is used to indicate the number of error control words, and \( B_{\text{bit-allocate}} \) is used to indicate the number of bits required for bit allocation information. The encoding quality threshold or quality level is set.

Let \( B_{\text{sample}} \) and \( B_{\text{scale}} \) represent the number of bits allocated to the wavelet subband auspicious point and scale factor, respectively. During initialization, the bits assigned to each wavelet subband sample vector and each scale factor are all zero. Calculate the noise masking ratio NMR of each wavelet sub-band.

(2) The wavelet subband with the smallest noise-mask ratio NMR is determined;

(3) If the noise mask of the wavelet subband is larger than NMR by a thousand \( NMR_{\text{set}} \), the total number of bits that have been allocated is calculated, and the iteration ends. Otherwise, the iteration continues.

(4) For the wavelet subband with the smallest noise-mask ratio NMR, the sting resolution of
each auspicious point is increased by 1 bit.

(5) Cumulative subband auspicious points and scale factor bit allocation numbers.

If a wavelet subband auspicious point is assigned to a non-zero bit number for the first time, it is because the scale factor of the vector is quantized and encoded with 6 bits.

(6) The noise-mask ratio NMR of each wavelet sub-band is re-calculated. Subsequently, turn to step (2).

To test the relationship between coding rate, encoding quality and sound quality control settings, and audio encoding quality, this paper selects a form for the songs of the War of Resistance signal-to-noise ratio that is in good agreement with the subjective quality test results, the so-called segment signal Noise ratio (SegSNR) to objectively evaluate the audio coding quality. The audio signal used is a PCM signal with a sampling frequency of 44.1kHz, 16bit quantization accuracy, two-channel stereo, and a rate of 1411.2kbit/s. The relationship between the coding rate and the segment signal-to-noise ratio and the audio coding quality setting value NMR set is provided in Figure 2, which suggests that the average coding rate and the segment signal-to-noise ratio both increase with the increase of the quality setting value NMR set.

Figure 2. Relationship between the average coding rate and the segment signal-to-noise ratio and the set audio coding quality

From the Segment SNR calculation formula of the segment signal-to-noise ratio, it does not reflect the factors related to the auditory features. Therefore, it is difficult to determine to what extent the segment signal-to-noise ratio and the subjective sound quality test results can be consistent. Therefore, in addition to the SNR and other objective observation calculations, the audio coding quality ultimately needs to be measured by subjective perception. Subjective audition results suggest that for a two-channel stereo audio signal with the raw rate of 1411.2 kbit/s, the audio coding algorithm designed in this paper can achieve transparent high-fidelity quality when the average coding rate is above 180 kbit/s; where the average coding rate is about 120kbit/s, high-fidelity quality can also be obtained for most audio signals. Where the average coding rate is below 90kbit/s, as the average quantization coding accuracy is further reduced, the subjectively perceptible audio distortion will increase rapidly.

4. Conclusion

With the increasing popularity of audio compression, the requirement to ensure that the loss of sound quality should not be excessively large while ensuring the compression at the same time has become more and more clear. In this paper, the audio coding algorithm designed based on computer technology can minimize the coding rate in the sense of auditory perception based on the desired audio quality, thereby maximizing the coding compression ratio. The basis of the algorithm is wavelet transform, sound quality model, and adaptive bit allocation for sound quality control.
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