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Abstract. We investigate the well-posedness of the radiative transfer equation with polarization and varying refractive index. The well-posedness analysis includes non-homogeneous boundary value problems on bounded spatial domains, which requires the analysis of suitable trace spaces. Additionally, we discuss positivity, Hermiticity, and norm-preservation of the matrix-valued solution. As auxiliary results, we derive new trace inequalities for products of matrices.
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1. Introduction. In this paper, we study the well-posedness of the radiative transfer equation (RTE) describing the evolution of polarized radiation:

\[ \frac{\partial W}{\partial t} + \nabla_k H \cdot \nabla_x W - \nabla_x H \cdot \nabla_k W + \Sigma W = N(W) + S(W) + F. \]  

This equation was first derived using phenomenological arguments by Chandrasekhar [9], but has also been derived from the high-frequency limit of Maxwell’s equations [14,22,25]. It is used in many applications, such as in medical imaging [2], neutron transport [8], atmospheric science [16], oceanography [1], pharmaceutical powders [6] or solid state lightning [21], see also [3,7].

In (1.1), the coherence matrix \( W = W(x,k,t) \), with \( x \in X \subseteq \mathbb{R}^3 \), \( k \in K = \mathbb{R}^3 \backslash \{0\} \) and \( t \geq 0 \), is a Hermitian \( 2 \times 2 \) matrix-valued function and the quantity \( H \) refers to a dispersion relation given by \( H(x,k) = \nu(x)|k| \), with the velocity function \( \nu(x) \). The coupling operator \( N \) is defined as

\[ N(W) := n(JW - WJ), \]

where the function \( n = n(x,k) \) is a scalar-valued coupling function related to the rate of change in polarization, and the symplectic matrix \( J \) is defined as

\[ J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]

The scattering rate, which is associated to scattering by random perturbations in the background medium, is described by the function \( \Sigma = \Sigma(x,k) \), while a redistribution of propagation direction is described by the integral operator

\[ (SW)(x,k,t) := \int_{\mathbb{S}^2} \sigma(x,k \cdot k') T(k,k') W(x,k',t) T(k,k')^* \, d\lambda(k'). \]
Here, $S_{|k|}$ is the sphere in $\mathbb{R}^3$ of radius $|k|$, $\sigma: \mathbb{X} \times \mathbb{R} \to \mathbb{R}$ is a positive function and $T(k, k')$ is a real $2 \times 2$ matrix-valued function satisfying $T(k, k') = T(k', k)^*$, with the $^*$ operator denoting the conjugate transpose. Furthermore, the $2 \times 2$ matrix-valued function $F = F(x, k, t)$ denotes an internal source term. For more details on the parameters $T$ and $n$ we refer the reader to [25].

In this manuscript we prove well-posedness of the radiative transfer equation with polarization. Moreover, we study additional properties of the matrix-valued solution, such as positivity and dissipation of energy. To do so, we first show that without coupling and scattering the radiative transfer equation can be written in terms of the Liouville equation for the real-valued Stokes parameters $I, Q, U, V$ [5], which are related to the coherence matrix by

$$W = \frac{1}{2} \begin{pmatrix} I + Q & U + iV \\ U - iV & I - Q \end{pmatrix}.$$  

(1.4)

We show that under mild assumptions the Liouville equation for our Hamiltonian $H$ is well-posed in $L^p$, $p \in [1, \infty)$, on general domains. The cases $p = 1$ and $p = 2$ have been investigated before on $\mathbb{R}^2$, see [24] and [18]. Secondly, we prove that the coupling and scattering terms define bounded perturbations in the semigroup formalism, leading to the existence and uniqueness of a solution to the full radiative transfer equation (1.1) in Theorem 4.8. This analysis requires a careful choice of the norm for the matrix-valued function $W$. By using Schatten norms [4] and proving inequalities for the traces of matrices, which seem to be novel and of interest in their own right, we can show that the term $S(W) - \Sigma W$ is not only related to a bounded, but also to a dissipative operator. Additionally, we show that the term $N(W)$ does not change the norm of $W$ along the flow. The combination of the latter statements is then used to show that the norm of $W$ is decaying in time. Using the mapping properties of the operators associated to (1.1) and Trotter’s formula, we are able to prove that $W(x, k, t)$ remains positive matrix provided the data terms are positive. In addition, we also investigate the case of a bounded spatial domain and non-homogeneous boundary conditions.

On a very simplified level, our approach can be seen as similar to the program outlined in Dautray & Lions, see [12, Chapter XXI], where the constant velocity case $\nu(x) = \text{const}$ is treated. However, since $H$ is spatially dependent and due to the fact that Equation (1.1) is matrix-valued, one encounters significant challenges when trying to apply known techniques. For instance, the scattering operator $S$ requires a more refined a study due to the interplay of Schatten and $L^p$ norms. Furthermore, we will prove new trace theorems for the case of variable velocity $\nu(x)$, enabling us to employ the usual homogenization of boundary conditions argument to verify well-posedness of the radiative transfer equation on bounded domains. To show that this solution is positive pointwise in $(x, k, t)$, we combine Trotter’s formula with a positivity result for inhomogeneous boundary conditions. The latter is proven by considering the evolution equations satisfied by the trace and the determinant of $W$.

The outline of this paper is as follows: After introducing relevant functions spaces and a list of standing assumptions in Section 2, we rewrite the radiative transfer equation without the coupling, scattering and source terms as a system Liouville equations for the Stokes parameters in Section 3. The equations on the full space are solved and related to the theory of semigroups by standard arguments. In Section 4 we show the well-posedness of the full radiative transfer equation with polarization by treating the coupling and scattering terms as bounded perturbations of the semigroup derived in the previous section. We also state and prove novel inequalities for traces of matrices, which might be interesting on their own. In Section 5 we extend our for
the Liouville equation to the case of a bounded spatial domain with non-homogeneous inflow boundary conditions by defining a suitable trace space and lifting operator. The analysis of (1.1) on bounded domains is done in Section 6. Section 7 contains statements and proofs regarding positivity of the solution and dissipation of energy. We end with a conclusion and discussion of our work in Section 8.

2. Preliminaries.

2.1. Function spaces. We denote by $|U| := (U^*U)^{1/2}$ the modulus of a complex matrix $U \in \mathbb{C}^{n \times n}$. The trace of $U$ is denoted by $\text{Tr}(U)$, and we write $U \geq 0$ if $U$ is Hermitian and positive. Furthermore, denote by $\mathbb{H}$ the space of $2 \times 2$ Hermitian matrices. We equip $\mathbb{H}$ with the Schatten $p$-norm [4], which, for $U \in \mathbb{H}$ and $1 \leq p < \infty$, is defined as

$$\|U\|_{S^p} := \left( \sum_{i=1}^{2} \sigma_i^p(U) \right)^{1/p},$$

with $\sigma_i(U)$ denoting the singular values of $U$ with $\sigma_1(U) \geq \sigma_2(U)$. For $p = \infty$, we set

$$\|U\|_{S^\infty} := \sigma_1(U).$$

(2.2)

For a domain $\mathbb{D} \subset \mathbb{R}^n$, $1 \leq p < \infty$ and a (finite-dimensional) complex normed space $V$, let $L^p(\mathbb{D}, V)$ denote the common Lebesgue-Bochner spaces of $p$-integrable functions from $\mathbb{D}$ to $V$. The space $L^p(\mathbb{D}, \mathbb{H})$ is thus equipped with the norm

$$\|U\|_{L^p(\mathbb{D}, \mathbb{H})} := \left( \int_{\mathbb{D}} \|U\|_{S^p}^p \, dx \, dk \right)^{1/p}.$$ 

(2.3)

Similarly, $L^\infty(\mathbb{D}, V)$ refers to the Lebesgue space of essentially bounded functions. The norm $\|U\|_{L^\infty(\mathbb{D}, \mathbb{H})}$ is defined accordingly. We write $U \geq 0$ for $U \in L^p(\mathbb{D}, \mathbb{H})$, if $U(x, k) \geq 0$ for a.e. $(x, k) \in \mathbb{D}$. Any $U \in L^p(\mathbb{D}, \mathbb{H})$ can be written in terms of the Stokes parameters as

$$U = \frac{1}{2} \begin{pmatrix} I + Q & U + iV \\ U - iV & I - Q \end{pmatrix}.$$ 

A straightforward calculation of the singular values of $U$ shows that the Schatten norm of $U$ can then be expressed as

$$\|U\|_{S^p}^p = \left( \frac{1}{4} [I^2 + Q^2 + U^2 + V^2] + \frac{1}{2} I [Q^2 + U^2 + V^2]^{1/2} \right)^{p/2} + \left( \frac{1}{4} [I^2 + Q^2 + U^2 + V^2] - \frac{1}{2} I [Q^2 + U^2 + V^2]^{1/2} \right)^{p/2}.$$ 

(2.4)

This expression shows that the $L^p(\mathbb{D}, \mathbb{H})$-norm is equivalent to the $L^p(\mathbb{D})^4$-norm on the Stokes parameters.

2.2. Assumptions on the parameters. Let $\mathbb{D} = \mathbb{R}^3 \times \mathbb{R}^3 \setminus \{0\}$. Throughout this paper we will make the following assumptions on the parameters in Equation (1.1):

The velocity function $\nu \in C^{1,1}(\mathbb{R}^3)$ has a Lipschitz continuous and uniformly bounded gradient $\nabla_x \nu$, and there exist constants $\nu_{\text{min}}, \nu_{\text{max}} > 0$ such that $\nu_{\text{min}} \leq \nu(x) \leq \nu_{\text{max}}$ for all $x \in \mathbb{R}^3$. 

...
The functions \( n : \mathbb{D} \to \mathbb{R} \) and \( \Sigma : \mathbb{D} \to \mathbb{R} \) satisfy
\[
n, \Sigma \in L^\infty(\mathbb{D}), \quad \Sigma \geq 0.
\]
The function \( \Sigma(x, k) \) is related to \( \sigma(x, k \cdot k') \) and \( T(k, k') \) via the normalization condition
\[
(2.5) \quad \Sigma(x, k) I_2 = \int_{S(|k|)} \sigma(x, k \cdot k') T(k, k') T(k, k')^* \, d\lambda(k'),
\]
with \( I_2 \) the \( 2 \times 2 \) identity matrix. Note that (2.5) implies that \( \Sigma(x, k) \) is radially symmetric in \( k \).

3. Radiative transfer as a system of Liouville equations. In this section we consider the unbounded domain \( \mathbb{D} = X \times K \) with \( X = \mathbb{R}^3 \), \( K = \mathbb{R}^3 \setminus \{0\} \). The point \( k = 0 \) is left out of the domain to avoid singularities in \( \nabla_k H \). The case of a bounded spatial domain \( X_b \) is treated in Section 5.

We first consider the radiative transfer equation (1.1) without the scattering terms \( S(W) \) and \( \Sigma W \) and the source term \( F \). In this situation, (1.1) can be written into a coupled system of equations for the Stokes parameters \( (I, Q, U, V) \) of the coherence matrix \( W \), see (1.4), as follows
\[
(3.1) \quad \frac{\partial I}{\partial t} = [I, H],
\]
\[
(3.2) \quad \frac{\partial Q}{\partial t} = [Q, H] + 2nU,
\]
\[
(3.3) \quad \frac{\partial U}{\partial t} = [U, H] - 2nQ,
\]
\[
(3.4) \quad \frac{\partial V}{\partial t} = [V, H].
\]
Here, we use the Poisson bracket \( [f, g] = \nabla_k f \cdot \nabla_x g - \nabla_x f \cdot \nabla_k g \). Since the coupling only acts on \( U \) and \( Q \) through \( n \) via a rotation, this system of equations has the following useful property. Also recall that \( H(x, k) = \nu(x)|k| \).

**Proposition 3.1.** Let the functions \( I, Q, U, V \) satisfy (3.1)-(3.4), then
\[
\frac{\partial}{\partial t} f(I, Q^2 + U^2, V) = [f(I, Q^2 + U^2, V), H]
\]
for any differentiable functions \( f : \mathbb{R}^3 \to \mathbb{R} \).

**Proof.** Since \( I, Q, U, V \) are solutions to (3.1)-(3.4), the chain rule implies that
\[
\frac{\partial}{\partial t} f(I, Q^2 + U^2, V) = f_1 \frac{\partial I}{\partial t} + 2f_2 \left( Q \frac{\partial Q}{\partial t} + U \frac{\partial U}{\partial t} \right) + f_3 \frac{\partial V}{\partial t}
\]
\[
= f_1 [I, H] + 2f_2 (Q[H, Q] + U[H, U]) + f_3 [V, H],
\]
where \( f_i \) denotes the partial derivative of \( f \) with respect to the \( i \)-th component. Since the canonical Poisson bracket contains derivatives, it satisfies the chain rule in its first argument and we have
\[
f_1 [I, H] + 2f_2 (Q[H, Q] + U[H, U]) + f_3 [V, H] = [f(I, Q^2 + U^2, V), H]. \quad \square
\]
It can be seen that for \( n = 0 \), Equations (3.1)-(3.4) decouple and the time evolution of each Stokes parameter is governed by a Liouville equation. For convenience of the reader and for later reference, we give a proof of the unique solvability of (3.1)-(3.4).
3.1. Method of characteristics. We proceed to solve the Liouville equation (3.1) using the method of characteristics. For this purpose we consider the characteristic equations

\[ \frac{\partial X}{\partial t}(t) = \nabla_x H(X(t), K(t)), \tag{3.5} \]
\[ \frac{\partial K}{\partial t}(t) = -\nabla_x H(X(t), K(t)). \tag{3.6} \]

Note that \( \nabla H(x, k) = \nu(x)k/|k| \) and \( \nabla_x H(x, k) = |k|\nabla_x \nu(x) \). The well-posedness of the characteristic equations is proven by the following lemma.

**Lemma 3.2.** For any \( x_0 \in X, k_0 \in K \) and \( T \geq 0 \), the characteristic equations (3.5)–(3.6) have a unique solution \( X, K \in C^1([0, T], \mathbb{R}^3) \) satisfying \( X(0) = x_0 \) and \( K(0) = k_0 \). Moreover, it holds that

\[ \frac{\nu_{\min}}{\nu_{\max}} |k_0| \leq |K(t)| \leq \frac{\nu_{\max}}{\nu_{\min}} |k_0| \quad \text{for } 0 \leq t \leq T. \tag{3.7} \]

**Proof.** **Step 1.** By assumption, \( \nabla_x \nu \) is Lipschitz continuous, and it follows that \( \nabla_x H \) and \( \nabla_x H \) are locally Lipschitz continuous for \( (x, k) \in \mathbb{D} \). Hence, the right-hand side of (3.5)–(3.6) is locally Lipschitz in \( \mathbb{D} \), and the Picard-Lindelöf theorem, see e.g. [15, Theorem 3.1] ensures the existence and uniqueness of a continuously differentiable local solution \( (X, K) \) that depends continuously on the initial data \( (x_0, k_0) \in \mathbb{D} \).

**Step 2.** Observe that \( H(x, k) = \nu(x)|k| \) is preserved in time, i.e., \( \nu(x_0)|k_0| = H(x_0, k_0) = H(X(t), K(t)) = \nu(X(t))|K(t)| \) for all \( s \) for which the solution exists (from Step 1.). Thus, by the assumption that \( 0 < \nu_{\min} \leq \nu(x) \leq \nu_{\max} < \infty \) for all \( x \in \mathbb{R}^3 \), we obtain (3.7) for all \( t \) in the local existence interval. Therefore, we can extend the local solution from Step 1. to a global solution, cf. [15, p. 18].

In view of Lemma 3.2, we can define the flow map

\[ \phi_t: (x_0, k_0) \mapsto (X(t), K(t)) \tag{3.8} \]

for each \( t > 0 \), and, similarly by reversing the flow, its inverse \( \phi_{-t} \). In fact \( \phi_{-t}(x, k) = \phi_t(x, -k) \). We note that \( \phi_{t+s} = \phi_t \circ \phi_s \) for all \( s, t \in \mathbb{R} \). By integration of (3.5)–(3.6) the flow map can be written as

\[ \phi_t(x_0, k_0) = \left( x_0 + \int_0^t \nu(X(s)) \frac{K(s)}{|K(s)|} \, ds, \quad k_0 - \int_0^t \nabla_x \nu(X(s)) |K(s)| \, ds \right). \tag{3.9} \]

Because the characteristic curves are governed by a Hamiltonian system of equations, this flow map preserves phase-space volume.

**Lemma 3.3** (Liouville’s theorem, [13, Theorem 8.3]). For all \( t \in \mathbb{R} \), the flow map \( \phi_t: \mathbb{D} \to \mathbb{D} \) defined in (3.8) preserves phase-space volume, i.e.,

\[ |\det D\phi_t| = 1, \]

where \( D\phi_t \) denotes the Jacobian of the mapping \( (x, k) \mapsto \phi_t(x, k) \).
3.2. Well-posedness of the Liouville equation. Using the characteristic curves, we are able to solve equations (3.1)–(3.4) if \( n = 0 \). In this case the system of equations is completely decoupled and it suffices to consider the prototypical Liouville equation

\[
\begin{align*}
\frac{\partial u}{\partial t} &= |u, H| \quad \text{on } \mathbb{D} \times (0, T), \\
u(0) &= u_0 \quad \text{on } \mathbb{D},
\end{align*}
\]

with \( u = u(x, k, t) \) and for some fixed \( T > 0 \). Here, \( u(0) \) denotes the function \( u(\cdot, \cdot, 0) \). First we discuss how the characteristic curves relate to operator semigroups.

**Lemma 3.4.** For \( 1 \leq p < \infty \) the flow map \( \phi_t \), given in (3.9), define a strongly continuous group of contractions \( \{G(t)\}_{t \in \mathbb{R}} \) on \( L^p(\mathbb{D}) \) via

\[
(G(t)v)(x, k) := v(\phi_{-t}(x, k)), \quad v \in L^p(\mathbb{D}).
\]

Furthermore, \( G(t) \) preserves positivity; i.e., if \( v \) is non-negative, then so is \( G(t)v \).

**Proof.** Fix \( v \in C_c(\mathbb{D}) \). By Lemma 3.2, for all \( (x, k) \in \mathbb{D}, t \in \mathbb{R} \), there exists a unique solution \( X, K \in C^1([0, T], \mathbb{R}^3) \) of the characteristic equations (3.5)–(3.6) with \( X(t) = x, K(t) = k \). Setting \( \phi_{-t}(x, k) = (X(0), K(0)) \), we deduce that

\[
(G(t)v)(x, k) = v(\phi_{-t}(x, k))
\]

is defined for all \( t \in \mathbb{R} \) and satisfies the group properties \( G(0)v = v \) and \( G(t + s)v = G(t)G(s)v \) for all \( s, t \in \mathbb{R} \). Furthermore, since \( v \in C_c(\mathbb{D}) \), it holds that

\[
\lim_{t \to 0} \|G(t)v - v\|_{L^p(\mathbb{D})} = \lim_{t \to 0} \|v(\phi_{-t}(\cdot, k)) - v\|_{L^p(\mathbb{D})} = 0.
\]

Liouville’s theorem implies the contraction property as follows. Since \( |\det D\phi_t| = 1 \) by Lemma 3.3, it follows that

\[
\|G(t)v\|_{L^p(\mathbb{D})} = \|v(\phi_{-t}(\cdot, k))\|_{L^p(\mathbb{D})} = \|v\|_{L^p(\mathbb{D})}.
\]

By density of \( C_c(\mathbb{D}) \) in \( L^p(\mathbb{D}) \) these results carry over to functions \( v \in L^p(\mathbb{D}) \). Furthermore, since the action of \( G(t) \) is a translation of the function \( v \), preservation of positivity is clear.

Now define the space

\[
W^p(\mathbb{D}) := \{ v \in L^p(\mathbb{D}) : [v, H] \in L^p(\mathbb{D}) \}.
\]

Before proceeding we state some density results for \( W^p(\mathbb{D}) \). We begin by arguing that neighborhoods of \( k = 0 \) can be neglected, which uses the special form of \( H \).

**Lemma 3.5.** The space \( W^p(\mathbb{D}) \) of functions in \( W^p(\mathbb{D}) \) with compact support in \( \mathbb{K} \) is dense in \( W^p(\mathbb{D}) \).

**Proof.** Let \( B_r \) denote the open ball in \( \mathbb{R}^3 \) of radius \( r \) centred at \( 0 \). Let \( \eta \in C_c^\infty(\mathbb{R}^3) \) be a cutoff function, i.e., \( \supp \eta \subseteq B_2, \eta = 1 \) in \( B_1 \) and \( 0 \leq \varphi \leq 1 \). For \( n \in \mathbb{N} \), define

\[
u_n(x, k) := \eta_n(k)\psi_n(k)u(x, k), \quad \eta_n(k) := \eta(k/n), \quad \psi_n(k) := 1 - \eta(nk).
\]

Then it holds that \( \supp u_n \subseteq \Omega_n = \mathbb{X} \times (B_{2n} \setminus B_{\frac{1}{2}n}) \). Hence,

\[
u_n \to u \quad \text{and} \quad [\nu_n, H] \to [u, H] \quad \text{almost everywhere as } n \to \infty.
\]
Since $0 \leq \eta \leq 1$, we infer that $\{ |u_n|^p \}_n$ is uniformly integrable. It remains to show uniform integrability of $[u_n, H]$, which, in turn, implies $u_n \to u$ in $W^p(D)$ by dominated convergence. To that end, using the triangle inequality, one verifies that

$$\|[u_n, H]^p \| \leq g_n := 3^{p-1} \left( \|[u, H]^p \| + |u|^p \|\eta_n, H\| \right)^p + |u|^p \|\eta_n, H\|^p).$$

Observe that $\psi_n$ is constant for $|k| \leq 1/n$ or $|k| \geq 2/n$. Hence $[\psi_n, H]$ is supported on an annulus $A_n := \{ 1/n \leq |k| \leq 2/n \}$. On $A_n$, we compute

$$\|\psi_n, H\| = n\|\eta, H\| = n|k|\|\nabla_k \eta \cdot \nabla_x \nu\| \leq 2|\nabla_k \eta \cdot \nabla_x \nu|,$$

which is uniformly bounded by the assumptions on $\nu$. Thus, the term $|u|^p \|\psi_n, H\|^p$ is uniformly integrable. Since $[\eta_n, H] = [\eta, H]/n$ is uniformly bounded in $n$, we conclude that $g_n$ is uniformly integrable, which proves the assertion.

**Lemma 3.6.** The space $C_c^\infty(D)$ of smooth functions with compact support in $D$ is dense in $W^p(D)$.

**Proof.** Using Lemma 3.5, we can approximate any function in $v \in W^p(D)$ by functions $\nu_n$ that vanish for $|k| < 1/n$ and whose support have a smooth boundary. Given the assumed regularity on $H$, we can approximate any $\nu_n$ by a function in $C_c^\infty(D)$ by employing [17, Theorem 4, p. 21], and we obtain the assertion.

We now proceed with characterizing the infinitesimal generator of the group $\{ G(t) \}_{t \in \mathbb{R}}$.

**Proposition 3.7.** Let $1 \leq p < \infty$. The infinitesimal generator $A: D(A) \subset L^p(D) \to L^p(D)$ of the strongly continuous group $\{ G(t) \}_{t \in \mathbb{R}}$ is given by

$$A v := [v, H], \quad v \in D(A) := W^p(D).$$

**Proof.** Let $v \in L^p(D)$ and $\psi \in C_c^\infty(D)$. Upon change of variables, we have that

$$\lim_{h \to 0} \int_D \frac{(G(h)v)(x, k) - v(x, k)}{h} \psi(x, k) \, dx \, dk = \lim_{h \to 0} \int_D \frac{v(\phi_h(x, k)) - v(x, k)}{h} \psi(x, k) \, dx \, dk = \lim_{h \to 0} \int_D v(x, k) \frac{\psi(\phi_h(x, k)) - \psi(x, k)}{h} \, dx \, dk = - \int_D v(x, k)[\psi, H] \, dx \, dk.$$

Hence, if $\lim_{h \to 0} (G(h)v - v)/h$ exists in $L^p(D)$, then

$$\lim_{h \to 0} \frac{1}{h} (G(h)v - v) = [v, H] \quad \text{in } L^p(D).$$

Conversely, assume that $v \in C_c^\infty(D) \cap W^p(D)$. Then the identity

$$v(\phi_h(x, k)) - v(x, k) = h \int_0^1 [v, H](\phi_{-th}(x, k)) \, dt$$

implies that

$$\| \frac{G(h)v - v}{h} - [v, H] \|_{L^p(D)} \leq \| G(-th)[v, H] - [v, H] \|_{L^p(D)} \to 0$$

as $h \to 0$ by strong continuity of the group $G$, which concludes the proof using a density argument, Lemma 3.6.
Using the semigroup $G(t)$ we can establish solvability of the Cauchy problem (3.10)–(3.11), and, more generally, of the inhomogeneous Cauchy problem

\begin{align}
\partial u \frac{dt}{dt} &= [u, H] + q & \text{on } D \times (0, T), \\
u(0) &= u_0 & \text{on } D.
\end{align}

Firstly, for $q \in L^1((0, T), L^p(D))$ and $u_0 \in L^p(D_0)$, the function $u \in C^0([0, T], L^p(D))$ defined by

\begin{equation}
\tag{3.16}
u(t) := G(t)u_0 + \int_0^t G(t - s)q(s) \, ds
\end{equation}
is a mild solution of the inhomogeneous Cauchy problem (3.14)–(3.15). Secondly, if $u \in C^1((0, T), L^p(D)) \cap C^0([0, T], W^p(D))$ satisfies (3.14)–(3.15), the $u$ is a classical solution.

The next result is a consequence of Proposition 3.7 and semigroup theory [23, p. 106].

**Corollary 3.8.** For any $T > 0$, the abstract Cauchy problem (3.10)–(3.11) has a unique mild solution $u \in C([0, T], L^p(D))$ for every $u_0 \in L^p(D)$ given by

$$u(x, k, t) = (G(t)u_0)(x, k).$$

Furthermore if $u_0 \in W^p(D)$ then $u$ is a classical solution.

4. Well-posedness of the radiative transfer equation on full space. Corollary 3.8 shows that, for $n = 0$, the uncoupled system (3.1)–(3.4) has a unique solution given through a group of isometries $G(t)$ with an infinitesimal generator defined in Proposition 3.7. We now turn our attention to the full matrix-valued transport equation (1.1). Furthermore, via the representation of Hermitian matrices $H$ in terms of the Stokes parameters, see (1.4), we can identify elements of $L^p(D, H)$ with elements of $L^p(D)^3$. This identification motivates the definition of the operator $\mathcal{A}: D(\mathcal{A}) \subset L^p(D, H) \to L^p(D, H)$,

$$\mathcal{A}W := [W, H] = \begin{pmatrix}
W_{1,1}, H & W_{1,2}, H \\
W_{1,2}^*, H & W_{2,2}, H
\end{pmatrix}$$
for $W = \begin{pmatrix}
W_{1,1} & W_{1,2} \\
W_{1,2}^* & W_{2,2}
\end{pmatrix}$, with domain

\begin{equation}
\tag{4.1}
D(\mathcal{A}) := \{W \in L^p(D, H) : W_{i,j} \in W^p(D) \text{ for } 1 \leq i \leq j \leq 2\}.
\end{equation}

Therefore, by extension of Proposition 3.7, $\mathcal{A}$ is the infinitesimal generator of a strongly-continuous group of contractions in $L^p(D, H)$. To show the existence of a unique solution to (1.1) we are thus left with proving that the remaining terms in (1.1) can be treated as bounded perturbations of the infinitesimal generator $\mathcal{A}$.

4.1. Analysis of the coupling and scattering operators. We start with the analysis of the coupling operator $N(\mathcal{U})$ defined in (1.2).

**Lemma 4.1.** For $1 \leq p < \infty$, the coupling operator $N: L^p(D, H) \to L^p(D, H)$ defined by $N(\mathcal{U}) := n(J\mathcal{U} - UJ)$ is linear and bounded with

$$\|N(\mathcal{U})\|_{L^p(D, H)} \leq 2\|n\|_{L^\infty(D)}\|\mathcal{U}\|_{L^p(D, H)}.$$
Proof. Linearity is obvious. To see boundedness, first note that

$$
\|N(U)\|_{L^p(D,H)} \leq \|n\|_{L^\infty(D)} \|JU - UJ\|_{L^p(D,H)}.
$$

Since $J^*J = I_2$, the singular values of $JU$ and $UJ$ coincide with those of $U$, whence the assertion follows by the triangle inequality. □

For the analysis of the scattering operators $S(U)$ and $\Sigma$ we require the following results, which might be interesting in their own rights.

Lemma 4.2. For $U, S \in \mathbb{C}^{n \times n}$, with $S$ invertible, and for $1 \leq p \leq \infty$ it holds that

$$
\|SU[S]_p \leq \|S[U]S\|_{Sp}.
$$

Proof. We can rewrite $U$ in terms of its polar decomposition [4, p. 6],

$$
\mathcal{U} = \mathcal{V}|\mathcal{U}|,
$$

with $\mathcal{V} \in \mathbb{C}^{n \times n}$ a unitary matrix. Then we can write

$$
SU[S]_p = \mathcal{S}V|\mathcal{U}|S = \mathcal{S}V[S^{-1}]_p|\mathcal{U}|S.
$$

Using Hölder’s inequality for Schatten norms [4, p. 95] it then holds that

$$
\|\mathcal{S}V[S^{-1}]_p|\mathcal{U}|S\|_{Sp} \leq \|\mathcal{S}V[S^{-1}]\|_{Sp} = \|S[U]S\|_{Sp}.
$$

For the last inequality, we used that the matrix $\mathcal{S}V[S^{-1}]$ can be diagonalized with eigenvalues on the unit circle in the complex plane, because $\mathcal{V}$ is unitary, and that the singular values of a diagonalizable matrix equal the moduli of its eigenvalues. □

Lemma 4.3. For Hermitian matrices $U, V \in \mathbb{C}^{n \times n}$, and an arbitrary matrix $T \in \mathbb{C}^{n \times n}$, and $1 < p, q < \infty$ satisfying $1/p + 1/q = 1$, it holds that

$$
\text{Tr}[TT^*|V|^2] \leq \text{Tr}[T^*T|U|^p]^2 \text{Tr}[TT^*|V|^q]^2.
$$

Proof. Consider the singular value decomposition $T = U_T S_T V_T^*$ with a real non-negative diagonal matrix $S_T$ and unitary matrices $U_T$ and $V_T$. Then, since the trace is invariant under cyclic permutations, and by using Hölder’s inequality for Schatten norms it holds that

$$
\text{Tr}[TT^*|V|] = \text{Tr}[(U_T V_T S_T U_T^*) V] = \text{Tr}[S_T V_T U_T S_T U_T^* V U_T]
$$

$$
= \text{Tr}\left[(S_T^{1/p} U T S_T^{1/p}) \left(S_T^{1/q} V T S_T^{1/q}\right)\right] \leq \|S_T^{1/p} U T S_T^{1/p}\|_{Sp} \|S_T^{1/q} V T S_T^{1/q}\|_{Sn},
$$

with $\mathcal{U} = V_T^* U_T V_T$ and $\mathcal{V} = U_T^* V_T V_T$. By applying Lemma 4.2, and subsequently using the Lieb-Thirring inequality [19] we obtain

$$
\|S_T^{1/p} \mathcal{U} S_T^{1/p}\|_{Sp} = \text{Tr}\left[(S_T^{1/p} \mathcal{U} S_T^{1/p})^p\right]^{1/p} \leq \text{Tr}\left[(S_T^{1/p} \mathcal{U} S_T^{1/p})^{p}\right]^{1/p} \leq \text{Tr}\left[S_T \mathcal{U}^{p} S_T^{p}\right].
$$

Since $V_T$ is unitary, it holds that

$$
\|\mathcal{U}\|^2 = V_T^* |\mathcal{U}|^2 V_T = (V_T^* |\mathcal{U}| V_T)^2,
$$

i.e., $|\mathcal{U}| = V_T^* |\mathcal{U}| V_T$. By the spectral theorem it then holds that $|\mathcal{U}|^p = V_T^* |\mathcal{U}|^p V_T$ and we can write

$$
\text{Tr}\left[S_T \mathcal{U}^{p} S_T^{p}\right]^{1/2} = \text{Tr}\left[S_T \mathcal{U}^{p} V_T^* |\mathcal{U}|^p V_T S_T^{p}\right]^{1/2} = \text{Tr}\left[T^* T |\mathcal{U}|^p\right]^{1/2}.
$$

The term containing $\mathcal{V}$ follows similarly, from which we obtain the required result. □
The \( p = 1 \) and \( p = \infty \) cases have to be treated separately as is done in the following Lemma 4.4. For Hermitian matrices \( U, V \in \mathbb{C}^{n \times n} \), and an arbitrary matrix \( T \in \mathbb{C}^{n \times n} \), it holds that

\[
| \text{Tr} [T U T^* V] | \leq \| S_T U S_T \|_{S^1} \| \tilde{V} \|_{S^\infty} \\
= \text{Tr} [S_T V_T^* U S_T V_T] \sigma_1(U_T V_T) \\
= \text{Tr} [T^* T |U|] \sigma_1(V).
\]

Proof. As in the proof of Lemma 4.3 we use the singular value decomposition of \( T \) and Hölder’s inequality for Schatten norm to obtain

\[
| \text{Tr} [T U T^* V] | \leq \| S_T U S_T \|_{S^1} \| \tilde{V} \|_{S^\infty} \\
= \text{Tr} [S_T V_T^* U S_T V_T] \sigma_1(U_T V_T) \\
= \text{Tr} [T^* T |U|] \sigma_1(V).
\]

The second inequality follows in a similar fashion.

Using Lemma 4.3 and Lemma 4.4, we obtain the following key inequality for the scattering operator.

**Proposition 4.5.** Let \( U \in L^p(D, \mathbb{H}), V \in L^q(D, \mathbb{H}), 1 \leq p, q \leq \infty \), such that \( 1/p + 1/q = 1 \). Then the following inequality holds,

\[
\int_D | \text{Tr} [S(U)V] | \, dx \, dk \leq \| \Sigma^{1/p} |U| \|_{L^p(D, \mathbb{H})} \| \Sigma^{1/q} |V| \|_{L^q(D, \mathbb{H})}.
\]

Proof. Let \( 1 < p < \infty \). By definition of \( S \), we have that

\[
\int_D | \text{Tr} [S(U)V] | \, dx \, dk \\
= \int_D \int_\mathbb{R} \left| \text{Tr} \left[ \int_{S(k)} \sigma(x, k \cdot k') T(k, k') U(x, k') V(x, k) \, dk' \right] \right| \, dx \, dk
\]

Taking the trace into the inner integral and using Lemma 4.3, i.e.,

\[
\text{Tr} \left[ T(k, k') U(x, k') V(x, k) \right] \leq \text{Tr} \left[ T'(k') T(k, k') |U|^p(x, k') \right]^{1/p} \\
\text{Tr} \left[ T(k, k') |V|^q(x, k) \right]^{1/q}.
\]

Hölder’s inequality and Fubini’s theorem yield that

\[
\int_D | \text{Tr} [S(U)V] | \, dx \, dk \leq \\
\left( \int_D \int_\mathbb{R} \left| \text{Tr} \left[ \int_{S(k)} \sigma(x, k \cdot k') T(k', k) T(k, k') |U|^p(x, k') \, dk' \right] \, dk' \, dx \right|^{1/p} \right)^{p} \\
\left( \int_D \int_\mathbb{R} \left| \text{Tr} \left[ \int_{S(k)} \sigma(x, k \cdot k') T(k', k) T(k, k) |V|^q(x, k) \, dk' \right] \, dk' \, dx \right|^{1/q} \right)^{p}.
\]
In view of the normalization condition (2.5), we further deduce that

\[
\int_{\mathbb{D}} |\text{Tr} [S(\mathcal{U}) \mathcal{V}]| \, dx \, dk \leq \\
\left( \int_{\mathbb{X}} \int_{\mathcal{K}} |\text{Tr} \left[ \Sigma(x, k') |\mathcal{U}|^p(x, k') \right]| \, dk' \, dx \right)^{\frac{1}{p}} \left( \int_{\mathbb{X}} \int_{\mathcal{K}} |\text{Tr} \left[ \Sigma(x, k) |\mathcal{V}|^q(x, k) \right]| \, dk \, dx \right)^{\frac{1}{q}} \\
= \|\Sigma^{1/p} \mathcal{U}\|_{L^p(\mathbb{D}, \mathbb{H})} \cdot \|\Sigma^{1/q} \mathcal{V}\|_{L^q(\mathbb{D}, \mathbb{H})}.
\]

For the case \( p = 1 \), we use Lemma 4.4 to obtain the estimate

\[
\int_{\mathbb{D}} |\text{Tr} [S(\mathcal{U}) \mathcal{V}]| \, dx \, dk \leq \\
\int_{\mathbb{X}} \int_{\mathcal{K}} \sigma(x, k \cdot k') \text{Tr} \left[ T(k', k) T(k, k') |\mathcal{U}|(x, k') \right] \sigma_1(\mathcal{V}(x, k)) \, dk' \, dx \, dk.
\]

By then applying Hölder, Fubini and the normalization condition (2.5) just as for the case \( p > 1 \) we obtain

\[
\int_{\mathbb{D}} |\text{Tr} [S(\mathcal{U}) \mathcal{V}]| \, dx \, dk \leq \|\Sigma \mathcal{U}\|_{L^1(\mathbb{D}, \mathbb{H})} \|\mathcal{V}\|_{L^\infty(\mathbb{D}, \mathbb{H})}.
\]

The case \( p = \infty \) follows by interchanging the roles of \( \mathcal{U} \) and \( \mathcal{V} \) from the case \( p = 1 \).

Combining the previous result with a duality argument shows that the scattering operator is bounded.

**Proposition 4.6.** For \( \mathcal{U} \in L^p(\mathbb{D}, \mathbb{H}), 1 \leq p \leq \infty \), it holds that

\[
\|S(\mathcal{U})\|_{L^p(\mathbb{D}, \mathbb{H})} \leq \|\Sigma\|_{L^\infty(\mathbb{D})} \|\mathcal{U}\|_{L^p(\mathbb{D}, \mathbb{H})}.
\]

**Proof.** Let \( q \) be such that \( 1/p + 1/q = 1 \). By duality, it holds that

\[
\|S(\mathcal{U})\|_{L^p(\mathbb{D}, \mathbb{H})} = \sup \int_{\mathbb{D}} |\text{Tr} [S(\mathcal{U}) \mathcal{V}]| \, dk \, dx,
\]

where the supremum is taken over all \( \mathcal{V} \in L^q(\mathbb{D}, \mathbb{H}) \) satisfying \( \|\mathcal{V}\|_{L^q(\mathbb{D}, \mathbb{H})} = 1 \). By Proposition 4.5, it then follows for \( 1 < p < \infty \) that

\[
\|S(\mathcal{U})\|_{L^p(\mathbb{D}, \mathbb{H})} \leq \sup\limits_{\|\mathcal{V}\|_{L^q(\mathbb{D}, \mathbb{H})}=1} \|\Sigma^{1/p} \mathcal{U}\|_{L^p(\mathbb{D}, \mathbb{H})} \|\Sigma^{1/q} \mathcal{V}\|_{L^q(\mathbb{D}, \mathbb{H})}
\]

\[
\leq \|\Sigma\|_{L^\infty(\mathbb{D})} \|\mathcal{U}\|_{L^p(\mathbb{D}, \mathbb{H})}.
\]

The cases \( p = 1 \) and \( p = \infty \) follow with slight modifications.

**4.2. Well-posedness of the radiative transfer equation.** According to the previous section, the scattering and coupling operators are bounded linear operators on \( L^p(\mathbb{D}, \mathbb{H}) \). Thus, the sum of these operators and \( \mathcal{A} \), defined in (4.1), generate a semigroup [23, p. 76], which, in turn, establishes well-posedness of (1.1). In order to show that this semigroup acts on the cone of positive functions in \( L^p(\mathbb{D}, \mathbb{H}) \) we require the following result before stating an existence result.

**Lemma 4.7.** The scattering operator \( S: L^p(\mathbb{D}, \mathbb{H}) \to L^p(\mathbb{D}, \mathbb{H}) \) defined in (1.3) preserves positivity; i.e., \( S(\mathcal{U}) \geq 0 \) for all \( \mathcal{U} \in L^p(\mathbb{D}, \mathbb{H}) \) with \( \mathcal{U} \geq 0 \).
Proof. Let $U \in L^p(\mathbb{D}, \mathbb{H})$ such that $U \geq 0$ and define
\[ \tilde{U}(x, k, k') := \sigma(x, k \cdot k') T(k, k') U(x, k') T^*(k, k'), \]
with $\sigma$ and $T$ as given in (1.3). Since $T^*(k, k') = T(k, k')$ and $\sigma \geq 0$, we have that $\tilde{U}(x, k, k') \geq 0$. The assertion $S(U) \geq 0$ then follows from
\[ \zeta^* S(U)(x, k) \zeta = \int_{S(k)} \zeta^* \tilde{U}(x, k, k') \zeta \, d\lambda(k') \geq 0 \quad \text{for any } \zeta \in \mathbb{C}^2. \]

Theorem 4.8. Let $1 \leq p < \infty$, and let $T > 0$, $W_0 \in L^p(\mathbb{D}, \mathbb{H})$, and $F \in C([0, T], L^p(\mathbb{D}, \mathbb{H}))$, then the radiative transfer equation (1.1) has a unique mild solution $W \in C([0, T], L^p(\mathbb{D}, \mathbb{H}))$, satisfying
\[ W(0) = W_0. \]
Furthermore, if $W_0$ and $F$ are positive, then so is $W$. If $W_0 \in D(A)$ and $F \in C^1([0, T], L^p(\mathbb{D}, \mathbb{H}))$ then $W$ is a classical solution.

Proof. Existence. In view of Lemma 4.1 and Proposition 4.6 the operators $N, S$ and $\Sigma$ are bounded linear operators on $L^p(\mathbb{D}, \mathbb{H})$. Using semigroup theory, cf. [23, p. 76] or [11, p. 348], the perturbed operator $A + N + S - \Sigma$ with domain $D(A)$ generates a strongly continuous semigroup $L(t)$. Thus, there exists a unique mild solution of (1.1) for every initial condition $W_0 \in L^p(\mathbb{D}, \mathbb{H})$, which becomes a classical solution if $W_0 \in D(A)$ and $F \in C^1([0, T], L^p(\mathbb{D}, \mathbb{H}))$ [23, pp. 106-107].

Positivity. Trotters product formula, see, e.g., [11, p. 464], implies that
\[ L(t)U = \lim_{m \to \infty} \left( e^{\frac{t}{m}A} e^{\frac{t}{m}N} e^{\frac{t}{m}S} e^{-\frac{t}{m}\Sigma} \right)^m U \]
for all $U \in L^p(\mathbb{D}, \mathbb{H})$. To show positivity of $L(t)$, it thus suffices to show positivity of $e^{tA}, e^{tN}, e^{tS}$ and $e^{-t\Sigma}$ separately. Positivity of $e^{tA}$ follows from Lemma 3.4. Furthermore, since $\Sigma$ is a function, positivity of $e^{-t\Sigma}$ follows from the identity
\[ (e^{-t\Sigma}U)(x, k) = e^{-t\Sigma(x, k)}U(x, k). \]
By Lemma 4.7, $S(U) \geq 0$ if $U \geq 0$, and positivity of $e^{tS}$ then follows from the exponential formula
\[ e^{tS}U = \sum_{m=0}^{\infty} \frac{t^m}{m!} S^m U. \]
By decomposition of elements in $L^p(\mathbb{D}, \mathbb{H})$ into the Stokes parameters, the coupling operator $N$ can be identified with the mapping
\[ \begin{pmatrix} I \\ Q \\ U \\ V \end{pmatrix} \mapsto \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 2n & 0 \\ 0 & -2n & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} I \\ Q \\ U \\ V \end{pmatrix}. \]
Denoting $c(t) := \cos(2tn)$ and $s(t) := \sin(2tn)$, the exponential of $N$ is then identified by the rotation
\[ \begin{pmatrix} I \\ Q \\ U \\ V \end{pmatrix} \mapsto \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & c(t) & s(t) & 0 \\ 0 & -s(t) & c(t) & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} I \\ Q \\ U \\ V \end{pmatrix}. \]
or, equivalently, by rewriting the Stokes parameters into a matrix,
\[ e^{iN} : \begin{pmatrix} I + Q & U + iV \\ U - iV & I - Q \end{pmatrix} \Rightarrow \begin{pmatrix} I + c(t)Q + s(t)U & c(t)U - s(t)Q + iV \\ c(t)U - s(t)Q - iV & I - c(t)Q - s(t)U \end{pmatrix} \, . \]

From this representation, we observe that \( e^{iN} \) preserves the eigenvalues and thus positivity. From Trotter's formula it can then be concluded that the semigroup \( L(t) \) operates in the cone of positive function in \( L^p(\mathbb{D}, \mathbb{H}) \). The assertion then follows from the variations of constants formula, cf. (3.16).

\[ \square \]

5. **Liouville equation on a bounded domain.** We consider the existence and uniqueness of solutions to Liouville's equation on domains \( \mathbb{D}_b = \mathcal{X}_b \times \mathbb{K} \) with a bounded spatial component \( \mathcal{X}_b \), which is the counterpart of (3.10)–(3.11). Let us fix some notation. We assume that \( \partial \mathcal{X}_b \) is of class \( C^1 \). Since \( \mathbb{K} = \mathbb{R}^3 \setminus \{0\} \), the boundary of \( \mathbb{D}_b \) is given by \( \partial \mathbb{D}_b = (\partial \mathcal{X}_b \times \mathbb{K}) \cup (\mathcal{X}_b \times \{0\}) \). Since \( (\mathcal{X}_b \times \{0\}) \) is a set of measure zero, we will from this point on write, in slight abuse of notation, \( \partial \mathcal{D}_b := \partial \mathcal{X}_b \times \mathbb{K} \).

Denoting by \( \vec{n} \) the continuous unit outward normal on \( \mathcal{X}_b \), we then define the in- and outflow boundary, denoted by \( \Gamma_- \) and \( \Gamma_+ \), respectively, as

\[ \Gamma_\pm := \{ (x, k) \in \partial \mathbb{D}_b : \pm \nabla_k H(x, k) \cdot \vec{n}(x) > 0 \} \, . \]

Since \( \nabla_k H(x, k) = \nu(x)k/|k| \) and \( \nu(x) \geq \nu_{\text{min}} > 0 \), we note that the tangential part of the boundary,

\[ \Gamma_0 := \{ (x, k) \in \partial \mathbb{D}_b : \nabla_k H(x, k) \cdot \vec{n}(x) = 0 \} \, , \]

has measure zero.

Having fixed the notation, we study the following following boundary value problem in the forthcoming subsections,

\[ \begin{align*}
\frac{\partial u}{\partial t} + [H, u] &= q & \text{on } \mathbb{D}_b \times (0, T], \\
u &= g & \text{on } \Gamma_+ \times (0, T], \\
\phi(0) &= 0 & \text{on } \mathbb{D}_b.
\end{align*} \]

Here \( T > 0 \) is fixed, \( g \) is an inflow boundary condition and \( q \) is an internal source term. We will first consider homogeneous boundary conditions \( g = 0 \), and later deal with the case \( g \neq 0 \) by using a suitable extension.

5.1. **Auxiliary tools.** We define for any point \( (x, k) \in \mathbb{D}_b \) the travel times \( \tau_-(x, k) \) and \( \tau_+(x, k) \) as

\[ \tau_{\pm}(x, k) := \sup \{ t > 0 : \phi_{\pm s}(x, k) \in \mathbb{D}_b , 0 \leq s < t \} , \]

with \( \phi_t \) the flow map as defined in (3.9). This generalizes the usual notion of travel times in \([12, p. 221]\). The travel time \( \tau_-(x, k) \) is the time a particle at \( (x, k) \) needs to reach the inflow boundary \( \Gamma_- \) along the flow \( \phi_{-t} \), and \( \tau_+(x, k) \) denotes the time a particle at \( (x, k) \) needs to reach the outflow boundary \( \Gamma_+ \) along the flow \( \phi_t \).

The characteristic curves defined by the flow map \( \phi_t \) can be used to parametrize integrals over \( \mathbb{D}_b \) by integration over the inflow boundary. We do not aim to prove that the characteristics cover \( \mathbb{D}_b \), but consider

\[ U := \{ (x, k) \in \mathbb{D}_b : (x, k) = \phi_t(x_0, k_0), (x_0, k_0) \in \Gamma_-, 0 \leq t \leq \tau_+(x_0, k_0) \} . \]

Using a change of variables and that phase-space volume is preserved by \( \phi_t \), we prove the next statement, cf. \([10, Lemma 2.1]\) for the case of constant \( \nu \), for which \( U = \mathbb{D}_b \).
Proposition 5.1. Let $\mathcal{U}$ be defined in (5.6). Then, for all integrable functions $f : \mathcal{U} \to \mathbb{R}$ it holds that

\begin{align}
(5.7) \quad \int_{\mathcal{U}} f(x, k) \, dx \, dk &= \int_{\Gamma_-}^{\tau_+(x_0, k_0)} \int_0^{\tau(x_0, k_0)} f(\phi_t(x_0, k_0)) |\nabla_k H(x_0, k_0) \cdot \vec{n}(x_0)| \, dt \, d\Gamma.
\end{align}

Proof. Every point $(x, k) \in \mathcal{U}$ can be expressed as $(x, k) = \psi(t, x_0, k_0) = \phi_t(x_0, k_0)$ with $(x_0, k_0) \in \Gamma$ and $0 < t < \tau_+(x_0, k_0)$. Using that $\partial \mathcal{X}_b$ is of class $C^1$, and using (3.9), we can parametrize $\partial \mathcal{X}_b$ such that the derivative of $\psi$ with respect to $x_0$ along $\Gamma_-$ satisfies

\[
(D_{x_0} \psi)|_{t=0} = \begin{pmatrix} \bar{\tau}_1 & 0 \\ \bar{\tau}_2 & 0 \end{pmatrix},
\]

with $\bar{\tau}_1, \bar{\tau}_2$ denoting the unit tangent vector field on $\partial \mathcal{X}_b$ oriented such that $\bar{\tau}_1 \times \bar{\tau}_2 = \vec{n}$, and $0$ a zero row of length three. Denoting $D\psi$ the Jacobian of $\psi$, a change of variables implies that

\[
\int_{\mathcal{U}} f(x, k) \, dx \, dk = \int_{\Gamma_-}^{\tau_+(x_0, k_0)} \int_0^{\tau(x_0, k_0)} f(\phi_t(x_0, k_0)) |\det(D\psi)| \, dt \, d\Gamma.
\]

To evaluate $\det(D\psi)$, we first compute $\det(D\psi)$ for $t = 0$. Using (3.9), we obtain that

\[
\det(D\psi)|_{t=0} = \det \begin{pmatrix} (\nabla_k H)^* & -(\nabla_x H)^* \\ \bar{\tau}_1 & 0 \\ \bar{\tau}_2 & 0 \\ 0 & I_3 \end{pmatrix} = \det \begin{pmatrix} \nabla_k H & \bar{\tau}_1 & \bar{\tau}_2 \end{pmatrix} = \nabla_k H \cdot (\bar{\tau}_1 \times \bar{\tau}_2).
\]

To compute the determinant for $t > 0$, we rewrite the characteristic equations (3.5)-(3.6) in terms of the flow map,

\[
\frac{d}{dt} \phi_t(x_0, k_0) = F(\phi_t(x_0, k_0)),
\]

with divergence free vector field $F(x, k) = (\nabla_k H(x, k), -\nabla_x H(x, k))$. It then follows from the chain rule that

\[
\frac{d}{dt} D\psi(t, x_0, k_0) = DF(\psi(t, x_0, k_0)) D\psi(t, x_0, k_0).
\]

Because $\text{Tr}(DF) = \text{div}(F) = 0$, Liouville’s formula [27, Lemma 3.11] implies that

\[
\frac{d}{dt} \det(D\psi) = \text{div}(F) D\psi = 0,
\]

which concludes the proof.

The next result asserts that almost all characteristic curves that cross the inflow boundary are of finite length, i.e., cross the outflow boundary.

Lemma 5.2. The set $\Gamma_{\infty} := \{(x_0, k_0) \in \Gamma_- : \tau_+(x_0, k_0) = \infty\}$ has measure zero.

Proof. Suppose the set $\Gamma_{\infty}$ has nonzero measure. Then there exists a compact subset $\Gamma' \subset \Gamma_{\infty}$ with finite positive measure. Now we define the set $\mathcal{U}' \subset \mathcal{U}$ as

\[
\mathcal{U}' := \{(x, k) \in \mathcal{U} : (x, k) = \phi_t(x_0, k_0), (x_0, k_0) \in \Gamma', 0 \leq t \leq \infty\}.
\]
By compactness of $\Gamma'$ there exist constants $k_{\min}, k_{\max} > 0$ such that $k_{\min} \leq |k| \leq k_{\max}$ for all $k \in \Gamma'$. By boundedness of $X_b$ and by the bounds on the $k$ variable from the flow in (3.7) we deduce that $U'$ has finite measure.

Since $|\nabla_k H \cdot \vec{n}|$ is continuous and strictly positive on $\Gamma_-$, there exists $\varepsilon > 0$ such that $|\nabla_k H \cdot \vec{n}| \geq \varepsilon$ on $\Gamma'$. Then we have by (5.7)

$$\text{meas}(U') = \int_{\Gamma'} \int_0^\infty |\nabla_k H \cdot \vec{n}| \, dt \, d\Gamma \geq \varepsilon \int_{\Gamma'} \int_0^\infty dt \, d\Gamma = \infty.$$  

This leads to a contradiction and the set $\Gamma_\infty$ thus has measure zero.  

**Proposition 5.1** and **Lemma 5.2** can also be stated for the outflow boundary $\Gamma_+$ by considering the inverse flow map $\phi_{-t}$.

### 5.2. Traces
To treat nonhomogeneous boundary conditions in (5.2)–(5.3), we introduce the space

$$\mathbb{T}_p^p := L_p(\Gamma_-; \tau_\kappa |\nabla_k H \cdot \vec{n}| \, d\sigma \, dk), \quad \tau_\kappa := \min(\tau_+, \kappa),$$

for some $\kappa > 0$ fixed.

** Remark 5.3.** The norms of the trace space $\mathbb{T}_p^p$ depend on $\kappa$, but are equivalent for different choices of this parameter. In fact, let $0 < \kappa_1 \leq \kappa_2$. Then one can show that for integrable functions $f : \Gamma_- \to \mathbb{R}$

$$\frac{\kappa_1}{\kappa_2} \int_{\Gamma_-} |f| \tau_{\kappa_2} \, d\Gamma \leq \int_{\Gamma_-} |f| \tau_{\kappa_1} \, d\Gamma \leq \int_{\Gamma_-} |f| \tau_{\kappa_2} \, d\Gamma.$$

We will denote by $\|f\|_{\mathbb{T}_p^p}$ the norm induced by $\kappa = 1$. It can be shown that every function in $W^p(\mathbb{D}_b)$ has a trace in $\mathbb{T}_p^p$. To show this, we require the following density results, which are proven as in **Lemma 3.5** and **Lemma 3.6**.

**Lemma 5.4.** The space $W^p_b(\mathbb{D}_b)$ of functions in $W^p(\mathbb{D}_b)$ with compact support in $\mathbb{K}$ is dense in $W^p(\mathbb{D}_b)$.

**Lemma 5.5.** The space $C_\infty_c(\overline{\mathbb{X}_b} \times \mathbb{K})$ of functions that are smooth up to the boundary of $\mathbb{X}_b$ and that have compact support in $\mathbb{K}$ is dense in $W^p(\mathbb{D}_b)$.

Using density of smooth functions and adapting the proof of [20, Theorem 2.2] to our situation, one can prove the following trace lemma.

**Lemma 5.6.** There exists a surjective, bounded linear operator $\gamma_- : W^p(\mathbb{D}_b) \to \mathbb{T}_p^p$ that satisfies $\gamma_- u = u|_{\Gamma_-}$ for functions $u \in W^p(\mathbb{D}_b)$ that are continuous up to the boundary of $\mathbb{X}_b$.

**Proof.** By **Lemma 5.5** it suffices to consider functions $v \in C_\infty(\overline{\mathbb{X}_b} \times \mathbb{K})$. For an arbitrary point $(x, k) \in \Gamma_-$, let $(\tilde{x}, \tilde{k}) = \phi_s(x, k)$ denote a point where $|v(\phi_s(x, k))|$ is minimal for $0 \leq s \leq \tau_1(x, k)$. Then we have

$$(5.8) \quad |v(\tilde{x}, \tilde{k})|^p \tau_1 \leq \int_0^{\tau_1(x, k)} |v(\phi_s(x, k))|^p \, ds \leq \int_0^{\tau_+(x, k)} |v(\phi_s(x, k))|^p \, ds.$$

By applying the fundamental theorem of calculus, and noting that the derivative of $v(\phi_s(x, k))$ with respect to $s$ equals $[v, H]$ evaluated in $\phi_s(x, k)$, it also holds that

$$|v(x, k)|^p \leq |v(\tilde{x}, \tilde{k})|^p + p \int_0^{\tau_+(x, k)} |[v, H]v(\phi_s(x, k))|^{p-1} \, ds.$$
Multiplying this inequality by $\tau_1$, integrating over $\Gamma_-$, and using (5.8), we obtain that

$$
\|v\|_{\mathcal{T}_-}^p = \int_{\Gamma_-} \|v(x,k)|^{p}\tau_1|\nabla_k H \cdot \vec{n}(x)| \, d\Gamma
\leq \int_{\Gamma_-} \|v(\hat{x}, \hat{k})|^{p}\tau_1|\nabla_k H \cdot \vec{n}(x)| \, d\Gamma
+ p \int_{\Gamma_-} \int_0^{\tau_+(x,k)} |(v, H)v(\phi_s(x,k))|^{p-1}|\tau_1|\nabla_k H \cdot \vec{n}(x)| \, ds \, d\Gamma.
$$

By applying Young's inequality to the last term and using that $\tau_1 \leq 1$, we obtain

$$
\|v\|_{\mathcal{T}_-}^p \leq p\|v\|_{L^p(\mathbb{D}_b)}^p + \|v\|_{W^p(\mathbb{D}_b)}^p,
$$

which shows existence of a bounded trace operator $\gamma_-$. To show that $\gamma_-$ is surjective, consider a function $g \in \mathcal{T}_-^p$, and define its extension into $W^p(\mathbb{D}_b)$ as

$$
(5.9) \quad \mathcal{E}g(\phi_s(x,k)) = e^{-s}g(x,k), \quad 0 \leq s \leq \tau_+(x,k),
$$

which defines $\mathcal{E}$ on $\mathbb{U}$, defined in (5.6). On the complement of $\mathbb{U}$, we set $\mathcal{E}g = 0$. Differentiation with respect to $s$ shows that $[\mathcal{E}g, H] = -\mathcal{E}g$. It remains to estimate the $L^p(\mathbb{D}_b)$-norm of $\mathcal{E}g$ in terms of the $\mathcal{T}_-^p$-norm of $g$. Using (5.7), we obtain that

$$
\|\mathcal{E}g\|_{L^p(\mathbb{D}_b)} \leq \int_{\Gamma_-} \int_0^{\tau_+(x,k)} e^{-p} ds |g(x,k)|^{p-1}|\nabla_k H \cdot \vec{n}| \, d\Gamma.
$$

Since $1 - e^{-t} \leq t$ for all $t \geq 0$, we deduce that

$$
\int_0^{\tau_+(x,k)} e^{-ps} ds = \frac{1}{p} (1 - e^{-p\tau_-(x,k)}) \leq \tau_1(x,k),
$$

which concludes the proof. \hfill \Box

In some situations we require functions that have traces with more regularity than merely $\mathcal{T}_-^p$. For this purpose we define the spaces

$$
\mathcal{T}_-^{p, \pm} := L^p(\Gamma_{\pm}; |\nabla_k H \cdot \vec{n}|) \, d\Gamma,
\bar{W}^p(\mathbb{D}_b) := \{ u \in W^p(\mathbb{D}_b) : u|_{\Gamma_{\pm}} \in \mathcal{T}_-^{p, \pm} \},
$$

which we endow with the norms

$$
\|w\|_{\mathcal{T}_-^{p, \pm}} := \int_{\Gamma_{\pm}} |w|^{p}|\nabla_k H \cdot \vec{n}| \, d\Gamma, \quad \|w\|_{\bar{W}^p(\mathbb{D}_b)} := \|w\|_{W^p(\mathbb{D}_b)} + \|w\|_{\mathcal{T}_-^{p, \pm}}.
$$

For $w \in \bar{W}^{1, 2}(\mathbb{D}_b)$ we have the following divergence theorem

$$
(5.10) \quad \int_{\mathbb{D}_b} [w, H] \, dx \, dk = \int_{\Gamma_+} w|\nabla_k H \cdot \vec{n}| \, d\Gamma - \int_{\Gamma_-} w|\nabla_k H \cdot \vec{n}| \, d\Gamma,
$$

which follows from Lemma 5.5. It can be shown that functions in this space only require this additional regularity on one part of the domain boundary. See also [12, p. 224] for the case of constant $\nu$. 

Proposition 5.7. It holds that
\[ \tilde{W}^p(D_b) = \tilde{W}^p(D_b) := \{ u \in W^p(D_b) : u|_{\Gamma_-} \in L^p(\Gamma_-; |\nabla_k H \cdot \vec{n}|) \}. \]

Proof. Let \( u \in \tilde{W}^p(D_b) \cap C_c^\infty(\bar{\mathcal{X}} \times \mathbb{R}) \). Since \( u \in W^p(D_b) \), the integral
\[ \int_{D_b} ||u|^p, H| \, dx \, dk = p \int_{D_b} ||u|^{p-2}u| \, dx \, dk \]
is well-defined by Hölder’s inequality. By (5.10) it holds that
\[ \int_{D_b} ||u|^p, H| \, dx \, dk = \int_{\Gamma_-} |u|^p|\nabla_k H \cdot \vec{n}| \, d\Gamma - \int_{\Gamma_-} |u|^p|\nabla_k H \cdot \vec{n}| \, d\Gamma. \]

Using a density argument and that the integrals over \( \Gamma_- \) and \( \mathbb{D}_b \) are well-defined by assumption, we conclude that the integral over \( \Gamma_- \) exists for \( u \in \tilde{W}^p(D_b) \). \( \square \)

5.3. Well-posedness of the Liouville equation on bounded domains. We can now establish the existence of a unique solution to the Liouville equation on \( \mathbb{D}_b \). We start by suitably adapting the definition of the group in (5.12) employed for unbounded domain \( \mathcal{X} \). Since for times exceeding the travel time \( \tau_- \) the characteristic curves trace back to points outside \( \mathbb{D}_b \), we now define
\[ (G(t)v)(x,k) := v(\phi_{-t}(x,k))Y(\tau_-(x,k) - t). \]
for functions \( v \in L^p(D_b) \) extended by zero on the complement of \( D_b \), and with \( Y \) denoting the Heaviside step function, with \( Y(0) = 1/2 \). It can be shown that this family of operators defines a semigroup on \( L^p(D_b) \) as follows.

Proposition 5.8. The family of operators \( \{G(t)\}_{t \geq 0} \) defined in (5.12) constitutes a strongly continuous semigroup of contractions in \( L^p(D_b) \), for \( 1 \leq p < \infty \). Furthermore, the infinitesimal generator \( A \) of this semigroup is defined by
\[ Av := [v,H], \quad D(A) := \{ v \in W^p(D_b) : v|_{\Gamma_-} = 0 \}. \]

Proof. The proof of this proposition is along the lines of that of [12, Chapter XXI §2 Theorem 2], with replacement of their flow map for the constant velocity case with our more general one. \( \square \)

In view of Proposition 5.7, we observe that \( D(A) \subset \tilde{W}^p(D_b) \), and (5.11) holds for elements in \( D(A) \).

Next, we treat the case of homogeneous boundary conditions, and, subsequently, we discuss nonhomogeneous boundary conditions by suitable liftings. The general case is then treated by superposition.

Lemma 5.9. Suppose that the data for problem (5.2)–(5.4) satisfies
\[ g = 0, \quad q \in L^p((0,T), L^p(\mathbb{D}_b)), \quad u_0 \in L^p(D_b), \quad p \in [1, \infty). \]
Then problem (5.2)–(5.4) has a unique mild solution \( u \in C^0([0,T], L^p(\mathbb{D}_b)) \) given by
\[ u(x,k,t) = (G(t)u_0)(x,k) + \int_0^t (G(t-s)q)(x,k,s) \, ds, \quad 0 \leq t \leq T, \]
with G defined in (5.12). Furthermore, if the data additionally satisfies
\[ q \in C^1([0, T], L^p(\mathbb{D}_b)), \quad u_0 \in D(A). \]
Then u is a unique classical solution, i.e., \( u \in C^1((0, T), L^p(\mathbb{D}_b)) \cap C^0([0, T], D(A)). \)

Proof. Using the infinitesimal generator A defined in Proposition 5.8 we can rewrite (5.2)–(5.4) with \( g = 0 \) as abstract Cauchy problem
\[
\frac{\partial u}{\partial t} = Au + q, \quad 0 < t \leq T, \\
u(0) = u_0.
\]

The assertion then follows from standard results in semigroup theory, see, e.g., [23, pp. 106-107].

We next discuss the case \( q = 0, u_0 = 0 \).

Lemma 5.10. Let \( g \in C^1([0, T], \mathbb{T}^p) \) for \( 1 \leq p < \infty \), and suppose \( g(x_0, k_0, 0) = 0 \) for a.e. \( (x_0, k_0) \in \Gamma_- \). Then the function
\[
(5.14) \quad \tilde{E}g(x, k, t) := g(\phi_{\tau_-(x, k)}(x, k), t - \tau_(x, k)) \chi \psi(x, k) \psi(t - \tau_(x, k))
\]
is in \( C^0([0, T], W^p(\mathbb{D}_b)) \cap C^1([0, T], \mathbb{L}^p(\mathbb{D}_b)) \) and is a solution to (5.2)–(5.4) with \( q = 0 \) and \( u_0 = 0 \).

Proof. We start by observing that \( \tilde{E}g \) can be written as follows
\[
\tilde{E}g(\phi_s(x_0, k_0), t + s) = g(x_0, k_0, t)
\]
for \( 0 \leq s \leq \min(t, \tau_+(x_0, k_0)) \) and \( (x_0, k_0) \in \Gamma_- \), and \( \tilde{E}g = 0 \) for points not reached by the curves \( (\phi_s(x_0, k_0), t + s) \). Hence, \( \tilde{E}g \) is constant along the curves \( s \mapsto (\phi_s(x_0, k_0), t + s) \), and, therefore
\[
\frac{\partial \tilde{E}g}{\partial t} + [H, \tilde{E}g] = 0 \quad \text{on} \ \mathbb{D}_b \times (0, T).
\]
Moreover, \( \tilde{E}g = g \) on \( \Gamma_- \times (0, T) \) and \( \tilde{E}g = 0 \) on \( \mathbb{D}_b \times \{0\} \), and, therefore, \( \tilde{E}g \) satisfies (5.2)–(5.4) with \( u_0 = 0 \) and \( q = 0 \).

It remains to show the claimed regularity properties of \( \tilde{E}g \). Recalling that \( \tau_t(x, k) = \min(\tau_+(x, k), t) \) and using (5.7) and (5.14), a change of variables \( \hat{s} = s/\tau_t \) yields that
\[
\|\tilde{E}g(t)\|_{L^p(\mathbb{D}_b)}^p = \int_{\Gamma_-} \int_0^{\tau_+(x,k)} |g(x, k, t - s)|^p \psi(t - s) \, ds |\nabla_k H \cdot \vec{n}| \, d\Gamma
\]
\[
= \int_{\Gamma_-} \int_0^{\min(t, \tau_+(x,k))} |g(x, k, s)|^p \, ds |\nabla_k H \cdot \vec{n}| \, d\Gamma
\]
\[
= \int_{\Gamma_-} \int_0^1 |g(x, k, \hat{s})|^p \, d\hat{s} \tau_t(x, k) |\nabla_k H \cdot \vec{n}| \, d\Gamma
\]
\[
= \int_0^1 \int_{\Gamma_-} |g(x, k, \hat{s})|^p \psi(x, k) |\nabla_k H \cdot \vec{n}| \, d\Gamma \, d\hat{s}
\]
\[
\leq \min(1, T) \sup_{0 \leq t \leq T} \|g(t)\|_{L^p(\mathbb{D}_b)},
\]
Then the function $u$ constructed in the proof of the trace lemma, see [26] for a proper introduction of $g$ even for less regular data.

Inhomogeneous problem (5.2)

Combining the results of Lemma 5.9 and Lemma 5.10, we obtain the following well-posedness result for (5.2)–(5.4).

Theorem 5.11. Let $1 \leq p < \infty$, and assume that

$$q \in C^1([0,T], L^p(D_b)), \quad u_0 \in D(A), \quad g \in C^0([0,T], \mathbb{T}_-^p), \quad g(0) = 0.$$  

Then the function $u \in C^1((0,T), L^p(D_b)) \cap C^0([0,T], W^p(D_b))$ given by

\[(5.15)\]

\[u(x,k,t) = (G(t)u_0)(x,k) + \int_0^t (G(t-s)q)(x,k,s) \, ds + g(\phi_{-\tau_-(x,k)} (x,k), t - \tau_-(x,k)) \chi_U(x,k)Y(t - \tau_-(x,k))\]

is the unique solution to (5.2)–(5.4).

Proof. Uniqueness of a solution follows from Lemma 5.9 with $g = 0$, $q = 0$ and $u_0 = 0$. To obtain existence of a solution, we use superposition. Let $w \in C^1((0,T), L^p(D_b)) \cap C^0([0,T], W^p(D(A)))$ denote the solution constructed in Lemma 5.9. Then $u = w + \tilde{E}g$, with $\tilde{E}g$ defined in (5.14), has the claimed properties.

Remark 5.12. We note that (5.15) is well-defined even for less regular data; for instance, $q \in L^p((0,T), L^p(D_b))$, $u_0 \in L^p(D_b)$ and $g \in C^0([0,T], \mathbb{T}_-^p)$, gives $u \in C^0([0,T], L^p(D_b))$. Therefore, (5.15) can be used to define mild solutions for the inhomogeneous problem (5.2)–(5.4). In fact, (5.15) can also be derived from (5.13) and the usual argument of homogenization of the boundary conditions using the lifting (5.9) constructed in the proof of the trace lemma, see [26] for a proper introduction of such concepts ensuring that the formula (5.15) is independent of the employed lifting even for less regular data.

6. Well-posedness of the full RTE on bounded domains. We now consider the full matrix radiative transfer equation in (1.1) on $D_b$. Our approach follows that of Section 4. In the case of a bounded domain $D_b$ the results on the coupling and scattering operator obtained in Section 4 remain true. In particular Lemma 4.1 and Proposition 4.6 are still valid on $L^p(D_b, \mathbb{H})$. Thus, the operator $\Sigma - S - N$ is bounded on $L^p(D_b, \mathbb{H})$. It remains to define a suitable generator.

Recall that $[H, \mathcal{V}]$ denotes the matrix-valued function obtained from applying the Poisson bracket to each entry of $\mathcal{V}$. Similar to Section 4, we define the space

$$W^p(D_b, \mathbb{H}) := \{ \mathcal{V} \in L^p(D_b, \mathbb{H}) : [H, \mathcal{V}] \in L^p(D_b, \mathbb{H}) \}.$$
The infinitesimal generator $A$ defined in Proposition 5.8 for the scalar case can then be naturally extended to a generator $\mathcal{A}$ for the matrix case as in Section 4, with domain

$$D(\mathcal{A}) := \{ V \in W^p(\mathbb{D}_b, \mathbb{H}) : V|_{\Gamma_-} = 0 \}.$$ 

We denote, in slight abuse of notation, also the trace spaces for functions in $W^p(\mathbb{D}_b, \mathbb{H})$ with $\mathbb{T}^p_+$ and $\tilde{\mathbb{T}}^p_-$. With this setting, well-posedness for the full matrix equation is established next.

**Theorem 6.1.** Let $1 \leq p < \infty$ and suppose that

$$\mathcal{F} \in C^1((0, T), L^p(\mathbb{D}_b, \mathbb{H})), \quad W_0 \in D(\mathcal{A}),$$

$$\mathcal{G} \in C^1((0, T), \mathbb{T}^p_-), \quad \mathcal{G}(0) = 0.$$ 

Then the problem

\begin{align*}
(6.1) \quad \frac{\partial W}{\partial t} + [H, W] - N(W) + \Sigma W &= S(W) + \mathcal{F} \quad \text{on } \mathbb{D}_b \times (0, T), \\
(6.2) \quad W &= \mathcal{G} \quad \text{on } \Gamma_- \times (0, T), \\
(6.3) \quad W(0) &= W_0 \quad \text{on } \mathbb{D}_b,
\end{align*}

has a unique classical solution $W \in C^0([0, T], L^p(\mathbb{D}_b, \mathbb{H})) \cap C^1((0, T), W^p(\mathbb{D}_b, \mathbb{H}))$.

**Proof.** By extending Lemma 5.10 to the matrix case, we can construct a matrix-valued lifting $V \in C^0([0, T], W^p(\mathbb{D}_b, \mathbb{H})) \cap C^1([0, T], L^p(\mathbb{D}_b, \mathbb{H}))$ such that

$$\frac{\partial V}{\partial t} + [H, V(t)] = 0 \quad \text{on } \mathbb{D}_b \times (0, T),$$

$$V = \mathcal{G} \quad \text{on } \Gamma_- \times (0, T),$$

$$V(0) = 0 \quad \text{on } \mathbb{D}_b.$$ 

Next, consider the following problem with homogeneous boundary conditions,

$$\frac{\partial U}{\partial t} + [H, U] - N(U) + \Sigma U = S(U) + \tilde{\mathcal{F}} \quad \text{on } \mathbb{D}_b \times (0, T),$$

$$U = 0 \quad \text{on } \Gamma_- \times (0, T),$$

$$U(0) = W_0 \quad \text{on } \mathbb{D}_b,$$

with $\tilde{\mathcal{F}} = \mathcal{F} + \Sigma V + N(V) - S(V) \in C^1((0, T), L^p(\mathbb{D}_b, \mathbb{H}))$. Since the statements of Lemma 4.1 and Proposition 4.5 remain true for the bounded domain $\mathbb{D}_b$, the operator $\Sigma - S + N$ is a bounded perturbation of $\mathcal{A}$ on $L^p(\mathbb{D}_b, \mathbb{H})$. Thus, there exists a unique classical solution $U \in C^0([0, T], D(\mathcal{A})) \cap C^1((0, T), L^p(\mathbb{D}_b, \mathbb{H}))$ to this problem [23, p. 106]. Consequently, $W = U + V$ is a classical solution to (6.1)–(6.3) as claimed. Uniqueness of the solution can be shown in the same manner as in Theorem 5.11. \[\square\]

7. **Properties of the coherence matrix.** With the well-posedness of the radiative transfer equation established, we here derive some additional properties of the solution. In the first subsection we derive an explicit representation of the time evolution of the solution norm and in the second subsection we show positivity of the solution.
7.1. Conservation and dissipation of the norm of the solution. We start by considering the radiative transfer equation without interaction with the background medium \((S = \Sigma = F = 0)\). In this setting it can be shown that the solution norm is conserved up to in- and outflow over the boundary of the domain.

**Theorem 7.1.** In addition to the assumptions of Theorem 6.1 suppose that \(G \in C^0([0,T], \mathbb{T}^p)\), \(F = 0\), and \(\Sigma = 0\). The solution \(W\) of (6.1)–(6.3) then satisfies

\[
\|W(t)\|_{L^p(D_b,H)}^p + \int_0^t \|W(s)\|_{L^p(D_b,H)}^p \, ds = \|W(0)\|_{L^p(D_b,H)}^p + \int_0^t \|\tilde{W}(s)\|_{L^p}^p \, ds.
\]

**Proof.** Note that \(\Sigma = 0\) implies \(S = 0\) by (2.5). To compute the change of \(\|W(t)\|_{L^p}^p\) over time, we express \(W\) in terms of the Stokes parameters \((I, Q, U, V)\), and recall that, cf. (2.4),

\[
\|W\|_{L^p(D_b,H)}^p = \int_{D_b} \left( \frac{1}{4} \left[ I^2 + Q^2 + U^2 + V^2 \right] + \frac{1}{2} I \left[ Q^2 + U^2 + V^2 \right]^{1/2} \right)^{p/2} \, dx \, dk.
\]

The integrand is a function of the form \(f(I, Q^2 + U^2 + V^2)\). Since, without the scattering and source terms, the components \(I, Q, U\) and \(V\) of the matrix \(W\) are solutions to (3.1)–(3.4), Proposition 3.1 implies

\[
d \frac{d}{dt} \|W\|_{L^p(D_b,H)}^p = \int_{D_b} [\|W\|_{S^p, H}^p] \, dx \, dk.
\]

Since \(W(t)|_{\Gamma} = G(t)|_{\Gamma} \in \mathbb{T}^p\), Proposition 5.7 allows to use formula (5.10), which yields

\[
d \frac{d}{dt} \|W\|_{L^p(D_b,H)}^p = - \int_{\Gamma} \|W\|_{S^p}|\nabla_k H \cdot \vec{n}| \, d\Gamma + \int_{\Gamma} \|W\|_{S^p}|\nabla_k H \cdot \vec{n}| \, d\Gamma,
\]

from which we obtain the assertion upon integration over \(t\). \(\square\)

**Lemma 7.2.** In addition to the assumptions of Theorem 6.1 suppose that \(G \in C^0([0,T], \mathbb{T}^p)\). The solution \(W\) of (6.1)–(6.3) then satisfies

\[
\|W(t)\|_{L^p(D_b,H)}^p + \int_0^t \|W(s)\|_{L^p(D_b,H)}^p \, ds \leq \|W(0)\|_{L^p(D_b,H)}^p + \int_0^t \|G(s)\|_{L^p(D_b,H)}^p \, ds + \int_0^t \|F(s)\|_{L^p(D_b,H)} \|W(s)\|_{L^p(D_b,H)}^{p-1} \, ds.
\]

**Proof.** Observe that \(\|W\|_{L^p}^p = \text{Tr}(WW|W|^{p-2})\). We multiply (1.1) by \(W|W|^{p-2}\) and take traces. The terms involving the Poisson bracket \([H, W]\) and \(N(W)\) can be treated as in the proof of Theorem 7.1. Using Proposition 4.5 with \(V = W|W|^{p-2}\), we further obtain that

\[
\int_{D_b} \text{Tr} \left[ (S(W) - \Sigma W)W|W|^{p-2} \right] \, dx \, dk \leq 0.
\]
By applying Hölder’s inequality, the integral over the source term can be written as
\[
\int_{\mathbb{D}_b} \text{Tr} \left[ F W |W|^{p-2} \right] \, dx \, dk \leq \int_{\mathbb{D}_b} \| F \|_{L^p(\mathbb{D}_b, \mathbb{H})} \| W \|_{L^p(\mathbb{D}_b, \mathbb{H})}^{p-1} \, dx \, dk \leq \| F \|_{L^p(\mathbb{D}_b, \mathbb{H})} \| W \|_{L^p(\mathbb{D}_b, \mathbb{H})}^{p-1}.
\]

Combining these inequalities and integrating over time then yields the assertion.

Remark 7.3. Inequality (7.1) shows that \( S - \Sigma \) defines a dissipative operator on \( L^p(\mathbb{D}_b, \mathbb{H}) \). In view of Proposition 4.5, a corresponding dissipativity result for \( S - \Sigma \) holds true on \( L^p(\mathbb{D}, \mathbb{H}) \), i.e., for unbounded spatial domains. Inspecting the proof of Theorem 7.1, we also have shown that \( S - \Sigma + N \) is dissipative.

7.2. Positivity of the coherence matrix. To show positivity of the solution to problem (6.1)–(6.3) we first prove the following auxiliary result needed to deal with nonhomogeneous boundary conditions.

Lemma 7.4. Let \( G \) satisfy the assumptions in Theorem 6.1, and additionally suppose that \( G \geq 0 \). Then the problem
\[
\begin{align*}
\frac{\partial V}{\partial t} + [H, V] - N(V) + \Sigma V &= 0 \quad \text{on} \quad \mathbb{D}_b \times (0, T), \\
V &= G \quad \text{on} \quad \Gamma_- \times (0, T), \\
V(0) &= 0 \quad \text{on} \quad \mathbb{D}_b,
\end{align*}
\]
\( (7.2) \)
\( (7.3) \)
\( (7.4) \)
has a unique positive solution \( V \in C^0([0, T], L^p(\mathbb{D}_b, \mathbb{H})) \cap C^1((0, T), W^p(\mathbb{D}_b, \mathbb{H})) \).

Proof. The existence of a unique solution to problem (7.2)–(7.4) is guaranteed by Theorem 6.1. To show positivity of \( V \), it suffices to show positivity of its trace and determinant. The time evolution of the trace \( tV \) of \( V \) is obtained by taking the trace of (7.2)–(7.4) and using that \( \text{Tr} \left[ N(V) \right] = 0 \),
\[
\frac{\partial}{\partial t} tV + [H, tV] = -\Sigma tV \quad \text{on} \quad \mathbb{D}_b \times (0, T),
\]
\[
tV = tG \quad \text{on} \quad \Gamma_- \times (0, T),
\]
\[
tV(0) = 0 \quad \text{on} \quad \mathbb{D}_b,
\]
where \( tG \geq 0 \) denotes the trace of \( G \). Reasoning as in Lemma 5.10, we hence obtain
\[
tV(x, k, t) = E(x, k) \tilde{E} tG(x, k, t),
\]
with \( E(x, k) = \exp \left( -\int_0^t \Sigma(\phi^{-}(x, k)) \, ds \right) \), which shows \( tV(x, k, t) \geq 0 \).

Positivity of the determinant of \( V \) can be shown in a similar way, as explained next. Recall Jacobi’s formula,
\[
\frac{\partial}{\partial t} \det(V) = \text{Tr} \left[ \text{adj}(V) \frac{\partial V}{\partial t} \right],
\]
with adjunct matrix \( \text{adj}(V) = J^* V J \). By multiplying (7.2) with \( \text{adj}(V) \), taking traces, and using Jacobi’s formula, the problem (7.2)–(7.4) is transformed to the following boundary value problem for the determinant \( dV \) of \( V \),
\[
\frac{\partial}{\partial t} dV + [H, dV] = -2 \Sigma dV \quad \text{on} \quad \mathbb{D}_b \times (0, T),
\]
\[
dV = dG \quad \text{on} \quad \Gamma_- \times (0, T),
\]
\[
dV(0) = 0 \quad \text{on} \quad \mathbb{D}_b,
\]
where \( d_G \geq 0 \) denotes the determinant of \( G \). With similar arguments used to discuss \( t_V \), we conclude that \( d_V(x, k, t) \geq 0 \).

We are now in the position to show positivity of the coherence matrix \( \mathcal{W} \), which involves also the discussion of the scattering term \( S(V) \).

**Theorem 7.5.** Let \( \mathcal{F}, \mathcal{W}_0 \) and \( \mathcal{G} \) satisfy the assumption made in Theorem 6.1 and suppose that \( \mathcal{F}, \mathcal{W}_0 \) and \( \mathcal{G} \) are positive. Furthermore, denote by \( \mathcal{W} \) the solution to problem (6.1)–(6.3). Then \( \mathcal{W}(t) \) is positive for all \( t \geq 0 \).

**Proof.** Denote \( \mathcal{V} \) the positive solution to (7.2)–(7.4) constructed in Lemma 7.4. The function \( \mathcal{U} = \mathcal{W} - \mathcal{V} \) then satisfies

\[
\frac{\partial \mathcal{U}}{\partial t} + [H, \mathcal{U}] - N(\mathcal{U}) + \Sigma \mathcal{U} = S(\mathcal{U}) + \tilde{\mathcal{F}} \quad \text{on} \quad \mathbb{D}_b \times (0, T),
\]

\[
\mathcal{U} = 0 \quad \text{on} \quad \Gamma_- \times (0, T),
\]

\[
\mathcal{U}(0) = \mathcal{W}_0 \quad \text{on} \quad \mathbb{D}_b,
\]

with \( \tilde{\mathcal{F}} = \mathcal{F} + S(\mathcal{V}) \). Since \( \mathcal{F} \) is positive and \( S(\mathcal{V}) \) is positive by Lemma 4.7, we have that \( \tilde{\mathcal{F}} \) is positive. By using Trotter’s formula as in the proof of Theorem 4.8, it follows that \( \mathcal{U} \) is positive for \( \mathcal{W}_0 \geq 0 \). Thus, \( \mathcal{W} = \mathcal{U} + \mathcal{V} \) is also positive. \( \square \)

**8. Conclusions.** In this paper we have studied the properties of the general radiative transfer equation with polarization and varying refractive index. We established well-posedness under mild assumptions on the parameters via semigroup theory.

In order to be able to handle bounded domains, which is the typical case considered in applications, we identified suitable trace spaces, and proved well-posedness of the radiative transfer equation on bounded spatial domains. Moreover, we have shown that the solution satisfies certain physical properties. For instance, the coherence matrix is Hermitian and positive pointwise in phase-space and for all times if the initial and boundary conditions are. Moreover, for unbounded domains we showed that energy is dissipated only through interaction with the background medium, i.e., scattering; while for bounded domains, energy is additionally dissipated over the outflow boundary.
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