QUALITATIVE AND NUMERICAL STUDY OF THE STABILITY OF A
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Abstract. This paper deals with the stability analysis of a nonlinear time-delayed dispersive equation of order four. First, we prove the well-posedness of the system and give some regularity results. Then, we show that the zero solution of the system exponentially converges to zero when the time tends to infinity provided that the time-delay is small and the damping term satisfies reasonable conditions. Lastly, an intensive numerical study is put forward and numerical illustrations of the stability result are provided.

1. Introduction

The qualitative and numerical analysis of nonlinear dispersive equations has attracted the attention of a huge number of authors from various disciplines. This is due to the fact that such equations describe miscellaneous physical phenomena, such as surface water waves in shallow water [20, 34], turbulent states in a distributed chemical reaction system and plane flame propagation [36, 48], propagation of ion-acoustic waves in plasma, and pressure waves in liquid-gas bubble mixture [25, 28, 33, 59, 60, 61].

It is worth noting that the nonlinearity in the equations governing the models mentioned above makes the mathematical problem more challenging, and its analysis often requires elaborate techniques. The situation is even more complicated when a time-delay occurs in the equation (see for instance [3, 4, 1, 8, 9, 10, 7, 26, 42, 62] for other types of physical systems).

One particular dispersive equation is the nonlinear partial differential equation (PDE) known in literature as the Korteweg-de Vries-Burgers (KdVB) equation in a bounded interval

$$u_t(x, t) - \nu u_{xx}(x, t) + u(x, t)u_x(x, t) + \mu [u_{xxx}(x, t) + u_x + b(x)u] = 0, \quad (x, t) \in Q,$$

where $Q = (0, \ell) \times (0, +\infty)$, $\nu$ and $\mu$ are positive physical parameters, while $b(x)$ is a given nonnegative function. The above equation exhibits the properties of dispersion and dissipation, and has been widely used to describe a number of physical parameters such as unidimensional propagation of small waves in nonlinear dispersive mediums and long waves in shallow water (for instance, see [5, 6, 38, 43, 44] for the stability, [23, 24, 30, 29, 45, 46] for the control problem, and [2] for numerical analysis). The reader can also find in [22, 23, 17] the statement of the main results related to the stabilization and control problems of the KdV equation in a bounded interval. In turn, one can find in the books [31, 39] and the references therein numerous discussions on the case of the KdV on the whole real line, the half-line, or with periodic boundary conditions.
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In the case when $\mu = 0$, the above (KdVB) equation is called the Burger’s equation and has been the subject of many studies \cite{11, 12, 13, 35, 40, 49, 50}. In turn, the following time-delayed Burgers equation has been considered in \cite{41, 56, 58}:

$$u_t(x, t) - \nu u_{xx}(x, t) + u(t - \tau, x)u_x(x, t) = 0, \quad (x, t) \in Q.$$  

In fact, homogeneous Dirichlet boundary conditions were used \cite{41}, whereas periodic boundary conditions were considered in \cite{56}. The Lyapunov function technique has been utilized in order to establish the exponential stability of the solutions provided that the time-delay $\tau$ is sufficiently small. This outcome has been obtained in \cite{58} by using another method, namely, the fixed point theorem and the comparison principle.

The control problem of the generalized Korteweg-de Vries Burgers (GKdVB) equation (without delay)  

$$u_t(x, t) - \nu u_{xx}(x, t) + \mu u_{xxxx}(t, x) + u(x, t - \tau)u_x(x, t) + u_x + b(x)u = 0, \quad (x, t) \in Q, \quad \alpha \in \mathbb{N},$$  

has also been extensively investigated by many researchers in finite and infinite domains (see for example \cite{14, 15, 16, 17, 18, 19, 27, 51, 52, 53, 54, 55, 57}).

Inspired by the paper \cite{41}, the present article is devoted to the qualitative and numerical analysis of the following delayed dispersive equation in a bounded domain $[0, \ell]$, with initial and boundary conditions:

$$\begin{cases} 
    u_t(x, t) - \nu u_{xx}(x, t) + \mu u_{xxxx}(t, x) + u(x, t - \tau)u_x(x, t) + a(x)u(x, t) = 0, & (x, t) \in Q, \\
    u(0, t) = u(\ell, t) = u_x(0, t) = u_x(\ell, t) = 0, & t > 0, \\
    u(x, s) = v(x, s), & (x, s) \in \tilde{Q},
\end{cases}$$

where $\tau$ is the time-delay, whereas $\nu$ and $\mu$ are positive physical parameters. Furthermore, $\tilde{Q} = (0, \ell) \times [-\tau, 0]$ and $a(x) \in L^\infty((0, \ell))$ is a non-negative function. Note that the above PDE can be viewed as a perturbation (by a fourth order derivative term and the damping term $a(x)u$) of the delayed Burger’s equation studied in \cite{41} (see \cite{19} for the case of a damping in the generalized KdV equation on whole the real line and without delay).

The main results of this paper are twofold: first, we show that the problem \eqref{eq:1.1} is well-posedness in the integral sense in a functional space. Second, the solutions are shown to be exponentially stable as long as the delay is small. These findings complement the results in \cite{41}, where the considered equation is Burger’s equation of order two. In order to accomplish these outcomes, we shall proceed as in \cite{41} with of course a number of changes born out of necessity due to the higher order derivative in our case.

Last but not least, a numerical comparative study will be provided by conducting numerical simulations of the solutions of the system under different values of the time-delay $\tau$ and the physical parameters $\nu$ and $\mu$.

The remainder of the paper is organized as follows: In Section 2, we set the problem in its natural functional space and the global well-posedness of the problem is established. Section 3 is consecrated to the exponential stability of the solution by means of the Lyapunov method and under a smallness condition of the time-delay. Our results are ascertained and illustrated through numerical simulations. Finally, the article ends with concluding remarks.
2. Well-posedness of the problem

In this section, we will provide a well-posedness result for the delayed problem \((1.1)\).

First of all, let us introduce, on one hand, a number of notations that will be systematically used in the sequel. \(I\) denotes the interval \((0, \ell)\), \(H_0^0(I)\) the usual Sobolev space. The norm of \(L^2(I)\) will be denoted by \(\| \cdot \|\), whereas \(\| \cdot \|_\infty\) represents the norm of \(L^\infty(I)\). The space \(C(J; H^2_0(I))\) denotes the space of continuous functions on a closed bounded interval \(J\) with values in \(H^2_0(I)\) and will be endowed with the supremum norm \(\| \cdot \|_c = \sup_{s \in [-\tau, 0]} \| \cdot \|_{H^2_0(I)}\). On the other hand, the following Wirtinger’s inequalities \((2.1)-(2.2)\) will be frequently used:

\[
\int_0^\ell f^2(x) \, dx \leq \frac{\ell^2}{\pi^2} \int_0^\ell f_x^2(x) \, dx, \quad \forall f \in H^1_0(I);
\]

\[
\int_0^\ell f_x^2(x) \, dx \leq \frac{\ell^2}{\pi^2} \int_0^\ell f_{xx}(x) \, dx, \quad \forall f \in H^1_0(I) \cap H^2(I).
\]

In view of \((2.1)-(2.2)\), we shall equip \(H^2_0(I)\) with an equivalent norm defined by: \(\| u \|_{H^2_0(I)} = \| u_{xx} \|\). The well-known Young’s inequality will be also applied throughout this article:

\[
2ab \leq \frac{a^2}{2\varepsilon} + 2\varepsilon b^2, \quad a, b \in \mathbb{R}, \varepsilon > 0.
\]

Thereafter, the problem \((1.1)\) can be written as follows:

\[
\begin{aligned}
\left\{ \begin{array}{l}
 u_t = Au + Bu, \\
 u(\cdot,s) = v(\cdot,s), \quad s \in [-\tau,0],
\end{array}\right.
\end{aligned}
\]

where the linear operator \(A\) is defined by

\[
D(A) = H^4(I) \cap H^2_0(I),
\]

\[
Au = \nu u_{xx} - \mu u_{xxx} - a u, \quad \forall u \in D(A).
\]

In turn, \(u^r(\theta) = u(r + \theta)\), where \(r > 0\) and \(\theta \in [-\tau,0]\) and the operator \(B\) is nonlinear defined by:

\[
\begin{aligned}
D(B) &= C([-\tau, 0]; H^2_0(I)), \\
B(z) &= -z_x(0)z(-\tau), \quad \forall z \in D(B).
\end{aligned}
\]

Next, recalling that \(a \in L^\infty(I)\) is a non-negative function, one can readily check that the linear operator \(A\) defined by \((2.5)\) generates an exponentially stable \(C_0\)-semigroup \(S(t)\) on \(L^2(I)\). Then, the problem \((2.4)\) can be rewritten as an integral equation

\[
\begin{aligned}
\left\{ \begin{array}{l}
 u(t) = S(t)u_0(0) + \int_0^t S(t-s)B(u^r) \, dr, \quad t > 0, \\
 u(t) = v(t), \quad t \in [-\tau,0].
\end{array}\right.
\end{aligned}
\]

In the sequel, any continuous solution of \((2.7)\) is called a mild solution of \((2.4)\).

Our well-posedness result is stated below

**Theorem 2.1.** Given an initial condition \(v = v(x,s) \in C([-\tau,0]; H^2_0(I))\), the system \((1.1)\), or equivalently \((2.4)\), has a unique global mild solution \(u \in C([-\tau,\infty]; H^2_0(I))\).
Proof. First, we claim that the nonlinear operator $B$ defined by (2.6) is locally Lipschitz. Indeed, given $v \in D(B) = C([-\tau, 0]; H_0^2(I))$, we have:

$$
\|B(z) - B(\hat{z})\| = \|\hat{z}_x(0)\hat{z}(-\tau) - z_x(0)z(-\tau)\|
$$

(2.8)

\begin{align*}
&\leq \sqrt{T} \left(\|\hat{z}(-\tau) - z(-\tau)\|_{\infty} \|z_x(0)\| + \|\hat{z}(-\tau)\|_{\infty} \|\hat{z}_x(0) - z_x(0)\|\right).
\end{align*}

Applying the interpolation inequalities of Gagliardo-Nirenberg [21] as well as Wirtinger’s inequalities (2.1)-(2.2), one can deduce the existence of a positive constant $K$ such that (2.8) gives

$$
\|B(v) - B(\hat{z})\| \leq K \left(\|\hat{z}(-\tau) - z(-\tau)\|_{H_0^0(I)} \|z_x(0)\| + \|\hat{z}(-\tau)\|_{H_0^0(I)} \|\hat{z}_x(0) - z_x(0)\|\right)
$$

(2.9)

\begin{align*}
&\leq K \left(\|\hat{z}(-\tau) - z(-\tau)\|_{H_0^0(I)} \|z\| + \|\hat{z}(-\tau)\|_{H_0^0(I)} \|\hat{\hat{z}}(0) - z(0)\|_{H_0^0(I)}\right),
\end{align*}

where $\tilde{K} = K (\|z\| + \|\hat{z}\|).

Whereupon, for each initial datum $v = v(x, s) \in C([-\tau, 0]; H_0^2(I))$, there exists a positive constant $T = T(u_0)$ such that the system (2.1) has a unique local mild solution $u \in C([-\tau, T]; H_0^2(I))$ given by the variations of constant formula (2.7).

It remains to show that the solution $u$ is global. To do so, the space variable $x$ will be omitted in the sequel whenever it is unnecessary. Then, taking the inner product of (1.1) in $L^2(I)$ with $u_{xxxx}$, integrating by parts, and using the boundary conditions, we have for any $t \in [-\tau, 0]$

$$
\frac{1}{2} \frac{d}{dt} \|u_{xx}(t)\|^2 - \nu \int_0^t u_{xx}(t)u_{xxxx}(t) \, dx + \int_0^t u(t - \tau)u_x(t)u_{xxxx}(t) \, dx + \mu \|u_{xxxx}(t)\|^2 = 0
$$

(2.10)

$$
- \int_0^t a(x)u(t)u_{xxxx}(t) \, dx.
$$

Recalling that $|u(t - \tau)| \leq \|v\|_c$ and using Young’s inequality (2.3), the latter becomes:

$$
\frac{d}{dt} \|u_{xx}(t)\|^2 \leq \frac{\nu^2}{2\varepsilon_1} \|u_{xx}(t)\|^2 + \frac{\|v\|_c^2}{2\varepsilon_2} \|u_{xx}(t)\|^2 + 2(\varepsilon_1 + \varepsilon_2 + \varepsilon_3 - \mu) \|u_{xxxx}(t)\|^2
$$

(2.11)

$$
+ \frac{\|a\|_{\infty}}{2\varepsilon_3} \|u(t)\|^2,
$$

for any positive constant $\varepsilon_i$, $i = 1, 2, 3$. It suffices now to choose $\varepsilon_i$ so that the coefficient of $\|u_{xxxx}(t)\|$ vanishes (for instance $\varepsilon_1 = \varepsilon_2 = \mu/3$) and then invoke (2.1)-(2.2) to get:

$$
\frac{d}{dt} \|u_{xx}(t)\|^2 \leq \frac{3}{2\mu} \left(\nu^2 + \frac{\ell^2}{\pi^2} \|v\|_c^2 + \frac{\ell^4}{\pi^4} \|a\|_{\infty}^2\right) \|u_{xx}(t)\|^2,
$$

which yields

$$
\|u_{xx}(t)\| \leq L(\|v\|_c),
$$

where $L$ is a positive constant depending on $\|v\|_c$ and the system parameters. Finally, it amounts to repeating the above argument to show that $\|u_{xx}(t)\| \leq L(n, \|v\|_c)$, for $t \in [n\tau, (n + 1)\tau]$, $n \in \mathbb{N}$.  

**Remark 2.2.** The reader can easily check that the well-posedness result stated in Theorem 2.1 remains valid even if $a(x)$ is identically zero. In turn, the exponential stability result requires a positive function as it will be shown in the next section.
3. Exponential stability

This section is devoted to the exponential stability result of solutions to (1.1).

The following lemma will play an important role in the proof of stability result:

**Lemma 3.1.** Let $g$, $h$ and $y$ be three positive integrable functions on $(0,T)$. If $y'$ is integrable on $(0,T)$ such that:

$$ y'(t) \leq g(t)y(t) + h(t), \quad \forall t \in [0,T], $$

$$ \int_0^T g(r) \, dr \leq c_1, \quad \int_0^T e^{m_2}g(r) \, dr \leq c_2, \quad \int_0^T e^{m_2}y(r) \, dr \leq c_3, $$

for some positive constants $m$, $c_1$, $c_2$ and $c_3$, then

$$ y(t) \leq (c_2 + mc_3 + y(0))e^{c_1-nt}, \quad \forall t \in [0,T]. $$

Our stability result is

**Theorem 3.2.** Let $v = v(x,s) \in C([-\tau,0]; H^2_0)$ be an initial condition. Then, there exist positive constants $M$, $\hat{\tau}$ and $\hat{\omega}$ such that for any time-delay $\tau < \hat{\tau}$, the unique mild solution of the problem (1.4) satisfies

$$ \|u_{xx}\|^2 \leq \frac{M^2}{4} e^{-\hat{\omega}t}, \quad \forall t > 0, $$

provided that $v$ is sufficiently small and $a(\cdot) \in C^4(I)$ such that for some positive constant $a_0$ and for all $x \in [0,\ell]$, we have: $a(x) > a_0$, $a''(x) \leq 0$, $a^{(4)}(x) \geq 0$.

**Proof.** For sake of clarity, we shall proceed by steps. First, we define

$$ T_0 = \sup\{\kappa; \|u_{xx}(t)\| \leq M, \text{ for all } t \in [0,\kappa]\}. $$

The main objective is to show that $T_0 = \infty$. If this claim were not true, then

$$ \|u_{xx}(t)\| \leq M, \text{ for all } t \in [-\tau,T_0] \text{ and } \|u_{xx}(T_0)\| = M. $$

**Step 1:** First, take the inner product of (1.1) in $L^2(I)$ with $u$ and integrate by parts. Then, use the boundary conditions to obtain for any $t \in [-\tau,0]$:

$$ \frac{1}{2} \frac{d}{dt} \|u(t)\|^2 + \nu \|u_x(t)\|^2 + \mu \|u_{xx}(t)\|^2 + \sqrt{a(x)} \|u(t)\|^2 + \int_0^\ell (u(t-\tau) - u(t)) u(t)u_x(t) \, dx = 0. $$

In turn, we have thanks to the estimate $u(x,t) \leq \sqrt{\ell} \|u_x(t)\|$ and Cauchy-Schwarz inequality

$$ \int_0^\ell (u(t-\tau) - u(t)) u(t)u_x(t) \, dx \leq \sqrt{\ell} \|u_x(t)\|^2 \|u(t-\tau) - u(t)\| $$

$$ \leq \sqrt{\ell} \|u_x(t)\|^2 \left( \int_{t-\tau}^t \|u_x(r)\|^2 \, dr \right)^{1/2}. $$

Inserting (3.3) into (3.2) yields

$$ \frac{1}{2} \frac{d}{dt} \|u(t)\|^2 + \nu \|u_x(t)\|^2 + \mu \|u_{xx}(t)\|^2 + \sqrt{a(x)} \|u(t)\|^2 \leq \sqrt{\ell} \|u_x(t)\|^2 \left( \int_{t-\tau}^t \|u_x(r)\|^2 \, dr \right)^{1/2}. $$
Step 2: The task ahead is to estimate $\int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr$. To do so, integrating by parts and using (1.11), we have:

$$\frac{\mu}{2} \frac{d}{dt} \|u_{xx}(t)\|^2 + \|u_t(t)\|^2 = - \int_{0}^{\ell} u(t)u(t-\tau)u_x(t) \, dx + \nu \int_{0}^{\ell} u(t)u_{xx}(t) \, dx - \int_{0}^{\ell} a(x)u_t(t)u(t) \, dx,$$

which implies that

$$\frac{\mu}{2} \|u_{xx}(t)\|^2 - \frac{\mu}{2} \|u_{xx}(t-\tau)\|^2 + \int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr = - \int_{t-\tau}^{t} \int_{0}^{\ell} u_r(r)u(r-\tau)u_x(r) \, dxdr$$

\[(3.5)\]

$$+ \nu \int_{t-\tau}^{t} \int_{0}^{\ell} u_r(r)u_{xx}(r) \, dxdr - \nu \int_{t-\tau}^{t} \int_{0}^{\ell} a(x)u_r(r)u(r) \, dxdr.$$

In light of Cauchy-Schwarz inequality as well as Young’s inequality (2.3), and the fact that $\|u_{xx}(t)\| \leq M$, for any $t \in [-\tau, T_0]$, we obtain

$$\int_{t-\tau}^{t} \int_{0}^{\ell} u_r(r)u(r-\tau)u_x(r) \, dxdr \leq \frac{\ell M^2}{4\delta_1} \int_{t-\tau}^{t} \|u_x(r)\|^2 \, dr + \delta_1 \int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr,$$

for any $\delta_1 > 0$. This, together with (2.2) and the boundedness of $\|u_{xx}(t)\|$, implies that

$$- \int_{t-\tau}^{t} \int_{0}^{\ell} u_r(r)u(r-\tau)u_x(r) \, dxdr \leq \frac{\ell^3 M^4}{4\delta_1 \pi^2} + \delta_1 \int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr.$$  

Arguing as before, we also get:

$$\nu \int_{t-\tau}^{t} \int_{0}^{\ell} u_r(r)u_{xx}(r) \, dxdr \leq \frac{\nu^2 M^2}{4\delta_2} + \delta_2 \int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr, \quad \forall \delta_2 > 0,$$  

\[(3.7)\]

$$\int_{t-\tau}^{t} \int_{0}^{\ell} a(x)u_r(r)u(r) \, dxdr \leq \|a\|_{\infty} \frac{\ell^4 M^2}{4\delta_3 \pi^4} + \|a\|_{\infty} \delta_3 \int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr, \quad \forall \delta_3 > 0.$$  

\[(3.8)\]

Amalgamating (3.5)-(3.8), we have

$$2(1 - \delta_1 - \delta_2 - \delta_3\|a\|_{\infty}) \int_{t-\tau}^{t} \|u_r(r)\|^2 \, dr \leq \frac{\ell^3 \tau}{2\delta_1 \pi^2} M^4 + \left( \mu + \frac{\nu^2 \tau}{2\delta_2} + \|a\|_{\infty} \frac{\ell^4 M^2}{2\delta_3 \pi^4} \right) M^2 - \mu \|u_{xx}(t)\|^2,$$

for any $\delta_i > 0, \ i = 1, 2, 3$.

Step 3: Inserting (3.9) into (3.4) gives

$$\frac{d}{dt} \|u(t)\|^2 + 2\mu \|u_{xx}(t)\|^2 + \|\sqrt{a(x)}u(t)\|^2 \leq$$

\[(3.10)\] \[-2\nu + \sqrt{\frac{2\tau \ell}{1 - \delta_1 - \delta_2 - \delta_3\|a\|_{\infty}} \left( \frac{\ell^3 \tau}{2\delta_1 \pi^2} M^4 + \left( \mu + \frac{\nu^2 \tau}{2\delta_2} + \|a\|_{\infty} \frac{\ell^4 M^2}{2\delta_3 \pi^4} \right) M^2 \right)} \|u_x(t)\|^2,\]

where the positive constants $\delta_1, \delta_2$ must satisfy $\delta_1 + \delta_2 + \delta_3\|a\|_{\infty} < 1$. For instance, one can pick up $\delta_1 = \delta_2 = 1/6$ and $\delta_3 = 1/(6\|a\|_{\infty})$, which transforms (3.10) as follows

$$\frac{d}{dt} \|u(t)\|^2 \leq -2\omega \|u_x(t)\|^2 - 2\mu \|u_{xx}(t)\|^2,$$

\[(3.11)\]
in which \( \omega = \nu - \sqrt{\tau \ell \left( \frac{3\ell^3}{\pi^2} M^4 + \left[ \mu + 3\nu^2\tau + 3\|a\|_\infty^2 \frac{\ell^4}{\pi^4} \right] M^2 \right)} > 0 \) provided that \( \tau \in (\tau_1, \tau_2) \), where

\[
\begin{align*}
\tau_1 &= -\mu\ell M^2 - \sqrt{\mu^2\ell^2 M^4 + 12\nu^2 \left( \frac{\ell^4}{\pi^2} M^4 + \left[ \nu^2\ell + \|a\|_\infty^2 \frac{\ell^5}{\pi^4} \right] M^2 \right)} < 0, \\
\tau_2 &= -\mu\ell M^2 + \sqrt{\mu^2\ell^2 M^4 + 12\nu^2 \left( \frac{\ell^4}{\pi^2} M^4 + \left[ \nu^2\ell + \|a\|_\infty^2 \frac{\ell^5}{\pi^4} \right] M^2 \right)} > 0.
\end{align*}
\]

**(Step 4):** Going back to (3.11) and using (2.1), we obtain:

\[
\frac{d}{dt} \|u(t)\|^2 \leq -2\tilde{\omega}\|u(t)\|^2 - 2\tilde{\omega}\|u_{xx}(t)\|^2,
\]

where \( \tilde{\omega} = \min\{\omega(\pi/\ell)^2, \mu\} \), which, on one hand, implies that

\[
\|u(t)\| \leq e^{-\tilde{\omega}t}\|v(0)\|, \quad t \in [0, T_0].
\]

On the other hand, (3.13) yields

\[
\frac{d}{dt} (e^{\tilde{\omega}t}\|u(t)\|^2) \leq \tilde{\omega}e^{\tilde{\omega}t}\|u(t)\|^2 - 2\tilde{\omega}e^{\tilde{\omega}t}\|u_{xx}(t)\|^2.
\]

Combining (3.14) and (3.15), we get

\[
\frac{d}{dt} (e^{\tilde{\omega}t}\|u(t)\|^2) + 2\tilde{\omega}e^{\tilde{\omega}t}\|u_{xx}(t)\|^2 \leq \tilde{\omega}e^{\tilde{\omega}t}\|v(0)\|^2.
\]

A simple integration of (3.16) over \([0, T_0]\) and the utilization of (3.14) gives the following estimate:

\[
\int_0^{T_0} e^{\tilde{\omega}t}\|u_{xx}(t)\|^2 \, dt \leq (\tilde{\omega})^{-1}\|v(0)\|^2,
\]

which also gives by means of (2.2)

\[
\frac{\pi^2}{\ell^2} \int_0^{T_0} e^{\tilde{\omega}t}\|u_x(t)\|^2 \, dt \leq (\tilde{\omega})^{-1}\|v(0)\|^2.
\]

The ultimate outcome is to estimate \( \int_0^{T_0} e^{\tilde{\omega}t}\|u_x(t - \tau)\|^2 \, dt \). To proceed, we have:

\[
\int_0^{T_0} e^{\tilde{\omega}t}\|u_x(t - \tau)\|^2 \, dt = \int_{-\tau}^{0} e^{\tilde{\omega}(r+\tau)}\|u_x(r)\|^2 \, dr + \int_{0}^{T_0} e^{\tilde{\omega}(r+\tau)}\|u_x(r)\|^2 \, dr
\]

\[
+ \int_{T_0-\tau}^{T_0} e^{\tilde{\omega}(r+\tau)}\|u_x(r)\|^2 \, dr
\]

\[
\leq \int_{-\tau}^{0} e^{\tilde{\omega}(r+\tau)}\|u_x(r)\|^2 \, dr + \int_{0}^{T_0} e^{\tilde{\omega}(r+\tau)}\|u_x(r)\|^2 \, dr.
\]
In light of (3.18), the last estimate gives the desired result:

\[(3.19)\] \[\int_0^T e^{\tnu t} \|u_x(t-t)\|^2 dt \leq e^{\tnu T} \|v_x\|^2_T + \ell^2 \left( \frac{\pi^2 \tnu}{2} \right)^{-1} e^{\tnu T} \|v(0)\|^2.\]

where \(\|v_x\|^2_T = \int_0^T \|v_x(r)\|^2 \, dr.\)

**Step 5:** The main concern now is to show that

\[(3.20)\] \[\frac{d}{dt} \|u_{xx}(t)\|^2 \leq \gamma \|u_x(t-t)\|^2 \|u_{xx}(t)\|^2,\]

for some positive constant \(\gamma.\) To do so, we first rewrite (3.10) as follows:

\[(3.21)\] \[\frac{d}{dt} \|u_{xx}(t)\|^2 = 2\nu \int_0^\ell u_x(t)u_{xxxx}(t) \, dx - 2 \int_0^\ell u(t-t)u_x(t)u_{xxxx}(t) \, dx - 2\mu \|u_{xxxx}(t)\|^2 - 2 \int_0^\ell a(x)u(t)u_{xxxx}(t) \, dx.\]

Next, it follows from Cauchy-Schwarz inequality that \(|u(t-t)| \leq \sqrt{\ell} \|u_x(t-t)\|.\) This, together with (2.12), (2.13) and (3.21), yields

\[\frac{d}{dt} \|u_{xx}(t)\|^2 \leq \left( \frac{\nu^2}{2\epsilon_1} + \frac{\ell}{2\epsilon_2} - 2\mu \right) \|u_{xxxx}(t)\|^2 + 2 \frac{\epsilon_2 \pi^2}{\ell^2} \|u_x(t-t)\|^2 \|u_{xx}(t)\|^2 + 2\epsilon_1 \|u_{xx}(t)\|^2 - 2 \int_0^\ell a(x)u(t)u_{xxxx}(t) \, dx,\]

for any positive constants \(\epsilon_1\) and \(\epsilon_2.\) In view of the properties of \(a(x)\) and simple integration by parts, the latter gives

\[(3.22)\] \[\frac{d}{dt} \|u_{xx}(t)\|^2 \leq \left( \frac{\nu^2}{2\epsilon_1} + \frac{\ell}{2\epsilon_2} - 2\mu \right) \|u_{xxxx}(t)\|^2 + 2 \frac{\epsilon_2 \pi^2}{\ell^2} \|u_x(t-t)\|^2 \|u_{xx}(t)\|^2 + 2(\epsilon_1 - \sqrt{a_0}) \|u_{xx}(t)\|^2 + 4 \int_0^\ell a''(x)u^2_x(t) \, dx - \int_0^\ell a^{(4)}(x)u^2(t) \, dx.\]

Lastly, one can choose \(\epsilon_1 = p\sqrt{a_0}\), where \(p\) is an arbitrary number in \((0,1]\) and then choose \(\epsilon_2 = \frac{\nu^2}{4p\sqrt{a_0}}\) so that (3.22) leads to the desired inequality (3.20) with \(\gamma = \frac{4p\nu^2\sqrt{a_0}}{\ell(3p\mu\sqrt{a_0} - \nu^2)}\) provided that \(\nu^2 < 4p\mu\sqrt{a_0}.\)

**Step 6:** Now, recalling (3.17), (3.19), (3.20) and using Lemma 3.1 with \(y(t) = \|u_{xx}(t)\|^2, g(t) = \gamma \|u_x(t-t)\|^2, h(t) = 0, m = \tnu, c_1 = \gamma e^{\tnu T} \|v_x\|^2_T + \gamma \ell^2 \left( \frac{\pi^2 \tnu}{2} \right)^{-1} e^{\tnu T} \|v(0)\|^2, c_2 = 0\) and \(c_3 = (\tnu)^{-1} \|v(0)\|^2\), we reach that for any \(t \in [0, T]\):

\[\|u_{xx}(t)\|^2 \leq (\|v(0)\|^2 + \|v_{xx}(0)\|^2) \exp \left[ \gamma e^{\tnu T} \|v_x\|^2_T + \gamma \ell^2 \left( \frac{\pi^2 \tnu}{2} \right)^{-1} e^{\tnu T} \|v(0)\|^2 \right] e^{-\tnu t}\]

which gives

\[(3.23)\] \[\|u_{xx}(t)\|^2 \leq (M^2/4) e^{-\tnu t}, \quad \forall t \in [0, T],\]

as long as

\[M = \sup_{-\tau \leq s \leq 0} \|v_x(s)\| + 4 \left( \|v(0)\|^2 + \|v_{xx}(0)\|^2 \right) \exp \left( \gamma \|v_x\|^2_T + \gamma \ell^2 \left( \frac{\pi^2 \tnu}{2} \right)^{-1} e^{\tnu T} \|v(0)\|^2 \right)^{1/2},\]
and \( \tau < \hat{\tau} = \min\{\sigma, \tau_2\} \), where \( \tau_2 \) is given by (3.12) and

\[
\sigma = \sup \left\{ \kappa; \left[ \|v(0)\|^2 + \|v_{xx}(0)\|^2 \right] \exp \left[ \gamma e^{\tilde{\omega} \tau} \left( \|v_x\|^2 + \ell^2 (\pi^2 \tilde{\omega})^{-1} \|v(0)\|^2 \right) \right] \leq \frac{M^2}{4}, \forall \tau \in [0, \kappa] \right\}.
\]

Taking \( t = T \) in (3.23) and recalling that \( \|u_{xx}(T)\| = M \), we finally reach the contradiction. Thereby, \( T = \infty \) and also the conclusion of the theorem follows from (3.23). \( \square \)

**Remark 3.3.** (i) There are many functions \( a(x) \) satisfying the conditions of Theorem 3.2. For instance, one can take \( a(x) = c_0 \) (\( c_0 \) being any positive constant), which obviously satisfy the assumptions of Theorem 3.2. Furthermore, given a positive real number \( b_0 \), one can also choose \( a(x) = b_0 + x \) or \( a(x) = b_0 + \sin(\pi x/\ell) \), for \( x \in [0, \ell] \). Then, it is easy to check that the assumptions of Theorem 3.2 are fulfilled for such functions.

(ii) A careful look at the decay rate \( \tilde{\omega} \) obtained in Theorem 3.2 leads us to notice that the role of \( a(x) \) is to accelerate the convergence of the zero solution. Indeed, the role of the damping term will be illustrated later in the numerical simulations section.

4. Numerical results

The aim of this section is to illustrate via numerical simulations the stability results of the time-delayed dispersive equation (1.1) with and without a presence of a time-delay. The main numerical simulation tool used in this section is COMSOL Multiphysics software 5.4 which is based on the finite element method (FEM). Due to the sensitivity of the equation, an extra fine element mesh size is used, and the backward differentiation formula (BDF) as a numerical integrator with \( dt=0.001 \) is selected. The numerical solutions are computed for \( \ell = 1 \) and for different values of \( \nu \) and \( \mu \), and for different functions \( a(x) \).

4.1. The dispersive equation without a time-delay. In this subsection, we consider the dispersive equation without a time-delay, i.e., when \( \tau = 0 \). In this case, the system (1.1) reduces to the following:

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t(x, t) - \nu u_{xx}(x, t) + \mu u_{xxxx}(t, x) + u(x, t)u_x(x, t) + a(x)u(x, t) = 0, & (x, t) \in Q, \\
u(0, t) = u(1, t) = u_x(0, t) = u_x(1, t) = 0, & t > 0, \\
u(x, 0) = u_0(x), & x \in (0, 1),
\end{array} \right.
\]

(4.1)

where \( Q = (0, 1) \times (0, +\infty) \), \( \nu \) and \( \mu \) are positive physical parameters, and \( a(x) \in L^\infty(0, 1) \). We study two cases: i) \( a(x) \) is a non-positive function; ii) \( a(x) \) is a positive function.

**Case 1: \( a(x) \) is a non-positive function:** let us take \( \nu = 0.01 \) and \( \mu = 0.001 \) and \( u_0(x) = \sin(\pi x) \), and consider the following four different functions for \( a(x) \), namely, \( a(x) = 0; a(x) = -1; a(x) = -2; \) and \( a(x) = -3 \). Figure 1 presents a 3-dimensional plot of the dynamics of the dispersive equation (4.1) for these four functions of \( a(x) \). Figure (1a) indicates that the dynamics of the dispersive equation (4.1) is exponential stable for the case \( a(x) = 0 \). This is verified by plotting the \( L^2 \)-norms of the solutions \( u(x, t) \) and \( u_{xx}(x, t) \), \( \|u(x, t)\| \) and \( \|u_{xx}(x, t)\| \), respectively, versus time (see Figures (2a) and (2b)). The figures show that these norms converge exponentially to zero as \( t \to \infty \). However, when \( a(x) \) is negative, the zero solution is unstable, and the dynamics of \( u(x, t) \) converges
to a nonzero steady-state solution (see Figures (1b)-(1d) and (2a)-(2b)). A careful look at the figures indicates that as the value of \( a(x) \) decreases, the value of the nonzero steady state increases.

**Case 2: \( a(x) \) is a positive function:** In this case, we choose \( \nu = 0.01 \) and \( \mu = 0.001 \) and \( u_0(x) = \sin(\pi x) \). Figure 3 presents a 3-dimensional plot of the dynamics of the dispersive equation (4.1) for four different functions: \( a(x) = 1; a(x) = 1 + x; a(x) = 1 + \sin(\pi x); a(x) = 1 + 2x + \sin(2\pi x) \). The figures indicate that for each of the chosen function \( a(x) \), the dynamics of \( u(x,t) \) is exponentially stable. This is verified by plotting the \( L^2 \)-norms of the solutions: \( ||u(x,t)|| \) and \( ||u_{xx}(x,t)|| \), respectively, versus time (see Figures (4a) and (4c)). The figures show that these norms converge exponentially to zero as \( t \to \infty \). Furthermore, Figures (4b) and (4d) depict semi-log plots of the \( L^2 \)-norms, \( ||u(x,t)|| \) and \( ||u_{xx}(x,t)|| \) versus time. A careful look at the figures indicates that the curves of these norms are indeed straight lines with different negative slopes. In addition, among the four selected functions of \( a(x) \), the dynamics corresponding to the case when \( a(x) = 1 + 2x + \sin(2\pi x) \) has the fastest convergence rate; whereas, the dynamics corresponding to the case when \( a(x) = 1 \) has the slowest convergence rate. This of course is due to the fact that the function \( a(x) = 1 + 2x + \sin(2\pi x) \) is the largest; whereas, \( a(x) = 1 \) is the smallest among the other three function for \( x \in (0,1) \).
Figure 1. A 3-d landscape of the dynamics of the dispersive equation without delay (i.e., $\tau = 0$) when $\nu = 0.01$, $\mu = 0.001$ and $u(x, 0) = \sin(\pi x)$ for different functions $a(x)$; (a) $a(x) = 0$; (b) $a(x) = -1$; (c) $a(x) = -2$; (d) $a(x) = -3$. 
Figure 2. The $L^2$-norms $||u(x,t)||$ and $||u_{xx}(x,t)||$ without time-delay (i.e., $\tau = 0$); (a) $||u(x,t)||$ vs. time for different function $a(x)$; (b) $||u_{xx}(x,t)||$ vs. time for different function $a(x)$. 
Figure 3. A 3-d landscape of the dynamics of the dispersive equation \[ \frac{\partial^2 u(x,t)}{\partial x^2} + \frac{\partial u(x,t)}{\partial t} = \mu \frac{\partial u(x,t)}{\partial x} + a(x) u(x,t) \] without delay (i.e., \( \tau = 0 \)) when \( \nu = 0.01, \mu = 0.001 \) and \( u(x,0) = \sin(\pi x) \) for different functions \( a(x) \); (a) \( a(x) = 1 \); (b) \( a(x) = 1 + x \); (c) \( a(x) = 1 + \sin(\pi x) \); (d) \( a(x) = 1 + 2x + \sin(2\pi x) \).
Figure 4. The $L^2$-norms $||u(x,t)||$ and $||u_{xx}(x,t)||$ without time-delay (i.e., $\tau = 0$); (a) $||u(x,t)||$ vs. time for different $a(x)$; (b) A semi-log plot of $||u(x,t)||$ vs. time for different $a(x)$; (c) $||u_{xx}(x,t)||$ vs. time for different $a(x)$; (d) A semi-log plot of $||u_{xx}(x,t)||$ vs. time for different $a(x)$. 
4.2. The dispersive equation with a time-delay. In this subsection, we revisit the dispersive equation with time-delay.

Throughout this section, we take the physical parameters \( \nu = 0.01 \) and \( \mu = 0.001 \), the initial condition \( v(x,s) = \sin(\pi x) \), and we consider the following two cases:

**Case 1: \( a(x) \) is a non-positive function:** We consider the same four non-positive functions treated in Section 4.1, and simulate the system when the time-delay \( \tau = 1 \). Figure 5 presents the time evolution of the solution \( u(x,t) \) for these four functions. Figure (5a) depicts that the dynamics is still stable when \( a(x) = 0 \). In turn, the dynamics for each of the other selected negative functions is unstable. Furthermore, in each case, the \( L^2 \)-norm \( ||u(x,t)|| \) versus time is plotted (see Figure 6). In this case, it is shown that the time-delay \( \tau = 1 \) destabilizes a stable dynamics when \( a(x) \) is negative. On the other hand, when \( a(x) = 0 \), the dynamics of the dispersive equation with a time-delay \( \tau = 1 \) is exponentially stable.

**Case 2: \( a(x) \) is a positive function:** We consider the following four positive functions of \( a(x) \): i) \( a(x) = 1 \); ii) \( a(x) = 1 + x \); iii) \( a(x) = 1 + \sin(\pi x) \); and iv) \( a(x) = 1 + 2x + \sin(2\pi x) \), and simulate system when the time-delay \( \tau = 1 \). Figure 7 presents the time evolution of the solution \( u(x,t) \) for these four cases. The figure indicates that in each case the solution converges to the zero solution. Furthermore, in each case the \( L^2 \)-norms \( ||u(x,t)|| \) and \( ||u_{xx}(x,t)|| \) versus time are plotted in Figures (8a) and (8c), respectively, where it is shown that the two norms converge exponentially to zero as \( t \to \infty \). The exponential convergence is validated by plotting the semi-log plots of these two norms versus time (see Figures (8b) and (8d)). A careful look at these figures reveals that because of the effect of the time-delay, the curves of these norms become straight line with negative slopes around \( t = 1.25 \). The exponential results are in accordance with the analytical results presented in Section 3. In addition, among the four chosen functions of \( a(x) \), the dynamics of the dispersive equation when the time-delay \( \tau = 1 \) corresponding to \( a(x) = 1 + 2x + \sin(2\pi x) \) has the fastest convergence rate; whereas, the dynamics corresponding to \( a(x) = 1 \) has the slowest convergence rate. This is because \( a(x) = 1 + 2x + \sin(2\pi x) \) is the largest, while \( a(x) = 1 \) is the smallest. This observation is similar to the one noted in Section 4.1 when the time-delay \( \tau = 0 \).

Next, we shall study the effect of the choice of the time-delay \( \tau \) on the stability of the system. To do so, we vary the time-delay \( \tau \) and simulate the dynamics of the system. Figures (9a)-(12a) and (9c)-(12c) show that each of the \( L^2 \)-norms \( ||u(x,t)|| \) and \( ||u_{xx}(x,t)|| \) converges exponentially to zero for each of the four cases. The rate of convergence of these norms increases slowly as the value of \( \tau \) increases. Again, the exponential decay can be confirmed by plotting semi-log plots of these norms versus time revealing that the curves of these norms are straight lines with negative slopes (see Figures (9b)-(12b) and (9d)-(12d)).
Figure 5. A 3-d landscape of the dynamics of the dispersive equation (1.1) with time-delay, $\tau = 1$, when $\nu = 0.01$, $\mu = 0.001$ and $u(x,0) = \sin(\pi x)$ for different functions $a(x)$; (a) $a(x) = 0$; (b) $a(x) = -1$; (c) $a(x) = -2$; (d) $a(x) = -3$. 
Figure 6. The $L^2$-norms $\|u(x,t)\|$ when the time-delay $\tau = 1$; (a) $a(x) = 0$; $a(x) = -1$; (c) $a(x) = -2$; (d) $a(x) = -3$. 
Figure 7. A 3-d landscape of the dynamics of the dispersive equation (1.1) with time-delay, $\tau = 1$, when $\nu = 0.01$, $\mu = 0.001$ and $u(x,0) = \sin(\pi x)$ for different functions $a(x)$; (a) $a(x) = 1$; (b) $a(x) = 1+x$; (c) $a(x) = 1+\sin(\pi x)$; (d) $a(x) = 1+2x+\sin(2\pi x)$. 
Figure 8. The $L^2$-norms $||u(x,t)||$ and $||u_{xx}(x,t)||$ when the time-delay $\tau = 1$; (a) $||u(x,t)||$ vs. time for different $a(x)$; (b) A semi-log plot of $||u(x,t)||$ vs. time for different $a(x)$; (c) $||u_{xx}(x,t)||$ vs. time for different $a(x)$; (d) A semi-log plot of $||u_{xx}(x,t)||$ vs. time for different $a(x)$. 

$u(x,t)$
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$a(x) = 1 + 2x + \sin(2\pi x)$
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Figure 9. The $L^2$-norms $||u(x,t)||$ and $||u_{xx}(x,t)||$ when $a(x) = 1$; (a) $||u(x,t)||$ vs. time for different $\tau$; (b) A semi-log plot of $||u(x,t)||$ vs. time for different $\tau$; (c) $||u_{xx}(x,t)||$ vs. time for different $\tau$; (d) A semi-log plot of $||u_{xx}(x,t)||$ vs. time for different $\tau$. 
Figure 10. The $L^2$-norms $|u(x,t)|$ and $|u_{xx}(x,t)|$ when $a(x) = 1 + x$; (a) $|u(x,t)|$ vs. time for different $\tau$; (b) A semi-log plot of $|u(x,t)|$ vs. time for different $\tau$; (c) $|u_{xx}(x,t)|$ vs. time for different $\tau$; (d) A semi-log plot of $|u_{xx}(x,t)|$ vs. time for different $\tau$. 
Figure 11. The $L^2$-norms $||u(x,t)||$ and $||u_{xx}(x,t)||$ when $a(x) = 1 + \sin(\pi x)$; (a) $||u(x,t)||$ vs. time for different $\tau$; (b) A semi-log plot of $||u(x,t)||$ vs. time for different $\tau$; (c) $||u_{xx}(x,t)||$ vs. time for different $\tau$; (d) A semi-log plot of $||u_{xx}(x,t)||$ vs. time for different $\tau$. 
Figure 12. The $L^2$-norms $||u(x,t)||$ and $||u_{xx}(x,t)||$ when $a(x) = 1 + 2x + \sin(2\pi x)$; (a) $||u(x,t)||$ vs. time for different $\tau$; (b) A semi-log plot of $||u(x,t)||$ vs. time for different $\tau$; (c) $||u_{xx}(x,t)||$ vs. time for different $\tau$; (d) A semi-log plot of $||u_{xx}(x,t)||$ vs. time for different $\tau$. 
5. Conclusion

In this paper, a nonlinear dispersive equation with time-delay has been considered in a bounded interval. A well-posedness result has been established in an appropriate functional space. Moreover, the exponential stability of the solutions are shown provided that the delay is small enough. Finally, the theoretical results are illustrated through numerical simulations.

In future works, we aspire to investigate the well-posedness and stability of the same equation but with higher nonlinearity $u^\alpha(x, t - \tau)u_x(x, t)$, where $\alpha > 1$.
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