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Abstract

In this paper, we propose a new framework to study the generalization property of classifier chains trained over observations associated with multiple and interdependent class labels. The results are based on large deviation inequalities for Lipschitz functions of weakly dependent sequences proposed by Rio (2000). We believe that the resulting generalization error bound brings many advantages and could be adapted to other frameworks that consider interdependent outputs. First, it explicitly exhibits the dependencies between class labels. Secondly, it provides insights of the effect of the order of the chain on the algorithm generalization performances. Finally, the two dependency coefficients that appear in the bound could also be used to design new strategies to decide the order of the chain.

1 Introduction

Multi-label classification consists in associating observations, described in some input space $X \subseteq \mathbb{R}^d$ to a subset of class labels $Y_x \subseteq Y$, $\forall x \in X$. The framework has received increased interest from industry and academic research communities during the past years, as it encompasses many domain applications, such as text classification (Godbole and Sarawagi, 2004; Rubin et al., 2012) or medical diagnosis (Vens et al., 2008; Zhang and Zhou, 2006). Various classification techniques have been proposed for the learning of efficient prediction models in the multi-label learning case. The baseline approach, referred as Binary Relevance (BR) (Luaces et al., 2012; Read and Hollmén, 2014), consists in transforming the original problem into $|Y|$ binary problems and to train one independent classifier per problem. The inherent assumption in BR is that class labels are independent which may not always hold in practice. However, different studies have provided empirical evidence that taking into account the dependencies between classes may lead to a substantial increase of the overall test performance (Montaños et al., 2014; Rauber et al., 2014; Li and Zhang, 2014). The classifier chain algorithm is a popular approach that take advantage of the class dependencies (Read et al., 2011). It consists in learning $|Y|$ binary classifiers sequentially over the expanded feature space, formed by the concatenation of the initial input space with the previous classifiers predictions. Although the dependencies introduced between the original input space and the expanded space is not defined explicitly, many studies have shown the efficiency of CC over BR even with a random choice of the
classifiers considered in the chain [Read et al. (2011)]. Up to our knowledge all these works have not yet considered the consistency of the Empirical Risk Minimization (ERM) principle [Vapnik (1991)] with interdependent observations for the training of a new classifier at each step of the algorithm.

Contributions. In this paper, we propose a theoretical study that tackles this problem. Our approach is based on large deviation inequalities of Rio (2000), that extend McDiarmid inequalities [McDiarmid (1989)] to the case of dependently distributed observations, characterized by Lipschitz functions of some weakly dependent sequences. We provide generalization error bounds for each classifier in the chain trained on observations where the feature vector representations are expanded with the previous classifier predictions. The sequence of classes may be deduced by a Markov chain of order one which links the class labels by class transition probabilities estimated over a training set. The resulting bounds involve a Rademacher type of complexity term defined over training samples where examples are not independently distributed, as well as dependency coefficients that measure the variational distance between the probability measure of the current class conditionally to the whole training examples and the previous class labels in the chain.

Organization. The remainder of the paper is organized as follows: Section 2 introduces the framework used throughout this paper. In Section 3 we present the Rademacher complexity bounds for CC. Finally, we conclude this study in Section 4.

2 General Framework and Definitions

In this section we define the CC framework that will be investigated in this paper. Throughout this paper, we suppose that for any positive integer , denotes the set , and for any vector . The objective consists in learning sequentially binary classifiers over the augmented input spaces, in a way that at each iteration , the association between observations represented in is the same as for some fixed . Furthermore, we consider a labeled sample , drawn i.i.d. according to , and a fixed class of functions , linked along a fixed chain where each classifier is defined over the input space augmented by the predictions of the previous classifiers in the chain: . By convention, we set .

2.1 CC Algorithm and Learning Objective

The objective consists in learning sequentially binary classifiers over the augmented input spaces, in a way that at each iteration , the association between observations represented in is found with a low generalization error defined as

where is a probability distribution over , the indicator function that is equal to 1 if the predicate is true and 0 otherwise, and for any fixed , is the associated pair, with the vector formed by the previous classifiers.

Following the Empirical Risk Minimization (ERM) principle [Vapnik (1991)], the learning of the chain classifiers is carried out sequentially. At each iteration , the learner receives a labeled sample and predicts the class label.

| CC Algorithm |
|---|
| **Input:** A training set \( S = \left( x_i, y_i \right)_{i \in [m]} \)  |
| **Initialization:** Set \( z_i^{(1)} = x_i; \forall i \in [m] \)  |
| **for** \( k = 1, \ldots, K \) **do**  |
| **Train** \( \hat{f}_k = \arg \min_{f_k \in F_k} \bar{L}_n(f_k) \);  |
| **Set** \( z_i^{(k+1)} = (z_i^{(k)}, \hat{f}_k(z_i^{(k)})); \forall i \in [m] \)  |
| **end**  |
| **Test:** For a new example \( x^{(1)} = x \);  |
| predict \( \left( \hat{f}_k(z_i^{(k)}) \right)_{k \in [K]} \)  |
We now consider an important framework for CCs and give explicit expressions of these dependence measures in this case.

The Markovian setting. Here, we consider the case where the chaining in the CC is defined over a Markov Chain. Let us assume that for any subsets $I \subseteq I' \subseteq [m]$

$$
P \left( \gamma_{I'}^{(k)} \mid \left( x_I, \gamma_{I'}^{(k)} \right)_{1 \leq k \leq K-1} \right) = P \left( \gamma_{I'}^{(k)} \mid \gamma_{I'}^{(k-1)} \right).$$

(3)

Then for any $k \geq 2$, we get

$$\rho^{(k)} = \gamma_{1}^{(k)},$$

and for any $\ell \in [m]$ and $I_{\ell} = \{ \ell + 1, \ldots, m \}$

$$\gamma_{\ell}^{(k)} \sup_{I_{\ell}} \sum_{I_{\ell}} \left[ P \left( \gamma_{\ell}^{(k)} \mid \left( x_{I_{\ell}}, \gamma_{\ell}^{(k-1)} \right) \right) - \prod_{j \in I_{\ell}} P \left( \gamma_{j}^{(k)} \mid \gamma_{j}^{(k-1)} \right) \right].$$

The initial training set $S$ where $\forall i \in [m], x_i^{(1)} = x_i$; and find the target labeling function $f_k \in F_k$ by minimizing the empirical error defined by

$$\hat{L}_m(f_k) = \frac{1}{m} \sum_{i=1}^{m} \mathbb{I}_{f_k(x_i) \neq y_i^{(1)}}.$$

At the next iteration, the feature representation of observations is augmented by the predictions of the current classifier: $\forall i, x_i^{(2)} = \left( x_i^{(1)}, f_k(x_i^{(1)}) \right)$. For a new example $x \in X$, the prediction is made using the learned sequence of predictors $\left( \hat{f}_k(z_i^{(k)}) \right)_{k \in [K]}$.

2.2 Dependency measures

Note that after the first iteration, $k \geq 2$, the observations in $S_k$ are no longer independently distributed with respect to $\hat{D}_k$. Indeed, the predictors $\hat{f}_k$ are found using all the training samples making the new representation of observations to be interdependent. In other words, for each example $(x_i, y_i) \in S$, the corresponding instance $x_i^{(k)}$ is deduced from the vector $\left( x_i, (x_i, y_i^{(1)}, \ldots, y_i^{(k-1)}) \right)_{j \in [m]}$.

In this work, we study the generalization ability of the above ERM principle that outputs a predictor $\hat{f}_k \in F_k$ at each iteration $k \in [K]$ of the algorithm by considering two measures of dependency based on the total variation distance between the following probability measures [Dudley, 2010].

Definition 1. For any $k \in \{2, \ldots, K\}$ and for any $\ell \in [m]$; we define the following global and local dependency measures

$$\rho^{(k)} = \sup_{(x_m, \gamma_{[m]}^{(k)}) \in I_{\ell}} \sum_{y_m^{(k)}} \left| P \left( \gamma_{[m]}^{(k)} \mid \left( x_m^{(k)}, \gamma_{[m]}^{(k)} \right) \right) - P \left( \gamma_{[m]}^{(k)} \right) \right|,$$

(1)

and

$$\gamma_{\ell}^{(k)} = \sup_{(x_i, \gamma_i^{(k)}) \in I_{\ell}} \sum_{y_i^{(k)}} \left| P \left( \gamma_i^{(k)} \mid \left( x_i, \gamma_i^{(k)} \right) \right) - P \left( \gamma_i^{(k)} \right) \right|,$$

(2)

where, $I_{\ell} = \{ \ell + 1, \ldots, m \} \subseteq [m]$ is a set of $m - \ell + 1$ indexes.

Hence at each iteration $k \in \{2, \ldots, K\}$ of the CC algorithm, the coefficient $\rho^{(k)}$ measures the varia-
tional distance between the probability measure of the $k$th class conditionally to the whole training examples and their previous class labels in the chain and the distribution of the $k$th class; while the coefficient $\gamma_{\ell}^{(k)}$ is the variational distance between the same probability measures but over any subset of the training samples of size $m - \ell + 1$. Note that if at each step, the $k$-th label ($y_i^{(k)}$) is independent from the whole set of augmented inputs ($z_i^{(k)}$) at step $k$ these measures are all equal to zero.
Note, that replacing all the probabilities above with empirical one, allows to propose an estimation procedure for these coefficients from the data.

From this definition we have the following proposition which controls the deviation of \( \sup_{f_k \in \mathcal{F}_i} (\mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k)) \).

**Proposition 1** Let \((X, Y) = (Y^{(k)})_{k \in [K]} \in \mathcal{X} \times \mathcal{Y}\) random pairs of examples drawn i.i.d with respect to a probability distribution \(D\). For any \(k \in \{2, \ldots, K\}\), let \(D_k\) be the probability distribution of the vector \((Z^{(k)}, Y^{(k)}) \in \mathcal{X} \times [-1, +1]^m\) with \(Z^{(k)}\) the vector formed by \(X\) augmented by predictions provided by the \(k - 1\) previous classifiers of the CC algorithm. Let \(S_k = (Z^{(k)}_i, y^{(k)}_i)_{1 \leq i \leq m} \in (\mathcal{X}_k \rightarrow [-1, +1]^m)\) be a dataset of \(m\) examples drawn from \(D_k\) and obtained by extending the feature representations of an original training set \(S\), then for any \(\epsilon > 0\) we have:

\[
\mathbb{P} \left( \sup_{f_k \in \mathcal{F}_i} (\mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k)) - \mathbb{E}_{S_k} \left[ \sup_{f_k \in \mathcal{F}_i} (\mathcal{L}(f_k)) - \hat{\mathcal{L}}_m(f_k) \right] \geq \epsilon \right) \leq \exp \left( -\frac{2m^2 \epsilon^2}{\sum_{\ell=1}^{m} (1 + 2m^2 \nu^{(k)}_{\ell})^2} \right).
\]

The proof is based on the following concentration inequality of [Rio (2000)] which states that:

**Theorem 1** ([Rio (2000)]) Let \(T_1, \ldots, T_m\) be random variables (not necessarily independent) with values in some metric spaces \(\mathbb{R}^m, E_\epsilon\) and assume that \(\Phi\) is a real-valued function defined on \(E_1 \times E_2 \times \cdots \times E_m\). Furthermore, for \(\ell \in \{1, \ldots, m\}\), let \(f_\ell\) be a finite real-valued function defined on \(E_1 \times \cdots \times E_{\ell-1}\), by

\[f_\ell(t_1, \ldots, t_\ell) = \mathbb{E} [\Phi(T_1, \ldots, T_m)|T_1 = t_1, \ldots, T_\ell = t_\ell],\]

for any \((t_1, \ldots, t_\ell) \in E_1 \times \cdots \times E_\ell\). Suppose that, for each \(\ell \in \{1, \ldots, m\}\), there exist two positive constants \(\eta_\ell\) and \(\xi_\ell\) and two real-valued functions \(h_\ell\) and \(g_\ell\) defined on \(E_1 \times \cdots \times E_{\ell-1}\) such that, almost surely,

\[g_\ell(T_1, \ldots, T_{\ell-1}) - \eta_\ell \leq f_\ell(T_1, \ldots, T_\ell) \leq h_\ell(T_1, \ldots, T_{\ell-1}) + \eta_\ell\]

with

\[h_\ell(T_1, \ldots, T_{\ell-1}) - g_\ell(T_1, \ldots, T_{\ell-1}) \leq \xi_\ell.\]

Then for \(\epsilon > 0\)

\[
\mathbb{P} (\Phi(T_1, \ldots, T_m) - \mathbb{E} [\Phi(T_1, \ldots, T_m)] \geq \epsilon) \leq \exp \left( -\frac{2\epsilon^2}{\sum_{\ell=1}^{m} (\xi_\ell + 2\eta_\ell)^2} \right).
\]

**Proof of Proposition** Let \(\Phi : \mathbb{R}^m \rightarrow \mathbb{R}\) be the following multivariate function

\[
\Phi(t^{(k)}_1, \ldots, t^{(k)}_m) = \sup_{f_k \in \mathcal{F}_k} (\mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k)) = \sup_{f_k \in \mathcal{F}_k} \frac{1}{m} \sum_{i=1}^{m} (\mathbb{E}[T^{(k)}_i] - t^{(k)}_i),
\]

where for any \(f_k \in \mathcal{F}_k\), \(T^{(k)}_i = \mathbb{I}_{f_k(x^{(k)}_i) \neq y^{(k)}_i}\) is the 0/1 loss of the random variable \((Z^{(k)}, y^{(k)})\) generated from the distribution \(D_k\) and \(\forall i \in [m], t^{(k)}_i = \mathbb{I}_{f_k(x^{(k)}_i) \neq y^{(k)}_i}\) is the 0/1 loss of a training example \((z^{(k)}_i, y^{(k)}_i) \in S_k\). As \((X_i, Y^{(1)}_i, \ldots, Y^{(k)}_i)_{i \in [l]}\) is independent of the couple of vectors \((Y^{(k)}_i)_{i \in [l]}\) and \((X_i, Y^{(1)}_i, \ldots, Y^{(k-1)}_i)_{i \in [l]}\), and since \((T^{(k)}_1, \ldots, T^{(k)}_l)\) belongs to the sigma-algebra formed by the set \(((X_i, Y^{(1)}_i, \ldots, Y^{(k-1)}_i)_{i \in [l]}, (X_i, Y^{(1)}_i, \ldots, Y^{(k-1)}_i)_{i > l} \in \mathcal{E}\) we have

\[
\mathbb{E}_{(Y^{(k)}_i)_{i \in [l+1:m]}} \left[ \Phi(T^{(k)}_1, \ldots, T^{(k)}_m) | T^{(k)}_1 = t^{(k)}_1, \ldots, T^{(k)}_l = t^{(k)}_l \right] = \sum_{(y^{(k)}_i)_{i \in [l+1:m]}} \mathbb{E}_{(y^{(k)}_i)_{i \in [l+1:m]}} \mathbb{P} (y^{(k)}_i | y^{(k)}_l, \mathcal{E}) \mathbb{P}(y^{(k)}_l)_{l+1 \leq j \leq m},
\]

where \(\mathcal{E}\) is the event \((x_j, (y^{(k)}_j)_{i \in [l-1:k-1]})_{l \leq j \leq m}\). Similarly,

\[
\mathbb{E}_{(y^{(k)}_i)_{i \in [l+1:m]}} \left[ \Phi(t^{(k)}_1, \ldots, t^{(k)}_l, T^{(k)}_1, \ldots, T^{(k)}_m) \right] = \sum_{(y^{(k)}_i)_{i \in [l+1:m]}} \mathbb{E}_{(y^{(k)}_i)_{i \in [l+1:m]}} \mathbb{P}(y^{(k)}_l)_{l+1 \leq j \leq m}.
\]
From the equations above it comes
\[
\mathbb{E} \left[ \Phi(T_1^{(k)}, \ldots, T_m^{(k)}) \left| T_1^{(k)} = t_1^{(k)}, \ldots, T_t^{(k)} = t_t^{(k)} \right. \right] = \sum_{(y_j^{(k)})_{t+1 \leq j \leq m}} \Phi(t_1^{(k)}, \ldots, t_t^{(k)} \Delta ((y_j^{(k)})_{t+1 \leq j \leq m})
\]
where
\[
\Delta ((y_j^{(k)})_{t+1 \leq j \leq m}) = \mathbb{P}(y_j^{(k)}_{t+1 \leq j \leq m} | (x_j, y_j^{(k)})_{t \leq j \leq (t+1)}), \mathbb{P}(y_j^{(k)}_{t+1 \leq j \leq m}) - \mathbb{P}(y_j^{(k)}_{t+1 \leq j \leq m}).
\]
Consequently, using equations (2), (3), the triangle inequality and the fact that the function $\Phi$ is always bounded by 1, we get
\[
\left| \mathbb{E} \left[ \Phi(T_1^{(k)}, \ldots, T_m^{(k)}) \left| T_1^{(k)} = t_1^{(k)}, \ldots, T_t^{(k)} = t_t^{(k)} \right. \right] - \mathbb{E} \left[ \Phi(t_1^{(k)}, \ldots, t_t^{(k)}, T_{t+1}^{(k)}, \ldots, T_m^{(k)}) \right] \right| \leq \gamma_{t+1}^{(k)}.
\] (7)

The above inequality ensures the validity of conditions (4) and (5) of Theorem 1 [Rio 2000]. Indeed, let
\[
f_t(t_1, \ldots, t_t) = \mathbb{E} \left[ \Phi(T_1^{(k)}, \ldots, T_m^{(k)}) | T_1^{(k)} = t_1^{(k)}, \ldots, T_t^{(k)} = t_t^{(k)} \right], \quad \forall \ell \in [m].
\]
We have from equation (7),
\[
\mathbb{E} \left[ \Phi(t_1^{(k)}, \ldots, t_t^{(k)}, T_{t+1}^{(k)}, \ldots, T_m^{(k)}) \right] - \gamma_{t+1}^{(k)} \leq f_t(t_1, \ldots, t_t) \leq \mathbb{E} \left[ \Phi(t_1^{(k)}, \ldots, t_t^{(k)}, T_{t+1}^{(k)}, \ldots, T_m^{(k)}) + \gamma_{t+1}^{(k)} \right] + \gamma_{t+1}^{(k)}
\]
which satisfies condition (4), and since
\[
g_t(t_1, \ldots, t_{t-1}) - \gamma_{t+1}^{(k)} \leq f_t(t_1, \ldots, t_t) \leq h_t(t_1, \ldots, t_{t-1}) + \gamma_{t+1}^{(k)},
\]
where
\[
h_t(t_1, \ldots, t_{t-1}) = \sup_{z \in [0,1]} \mathbb{E} \left[ \Phi \left( t_1, \ldots, t_{t-1}, z, T_{t+1}^{(k)}, \ldots, T_m^{(k)} \right) \right]
\]
\[
gr(t_1, \ldots, t_{t-1}) = \inf_{z \in [0,1]} \mathbb{E} \left[ \Phi \left( t_1, \ldots, t_{t-1}, z, T_{t+1}^{(k)}, \ldots, T_m^{(k)} \right) \right].
\]
The condition (5) is also satisfied with $\xi_\ell = 1/m$. □

3 Generalization Error Analyses

Based on the previous proposition, we can show that at each iteration $k \in [K]$ of the CC algorithm, the Empirical Risk Minimization principle which outputs the classifier $f_k \in \mathcal{F}_k$ is consistent. This result is stated in Theorem [2] which provides bounds on the generalization error of $f_k \in \mathcal{F}_k$, $\forall k \in [K]$. The notion of function class capacity used in the bounds, is the Rademacher complexity of the class of functions $\mathcal{F}_k$ defined as
\[
\mathcal{R}_m(\mathcal{F}_k) = \mathbb{E}_{\mathcal{S}_k} \mathbb{E}_{\sigma} \left[ \sup_{f_k \in \mathcal{F}_k} \frac{2}{m} \left| \sum_{i=1}^{m} \sigma_i f_k (t_i^{(k)}) \right| \right],
\]
(8)
where $\sigma = (\sigma_i)_{i \in [m]}$, called Rademacher variables are independent uniform random variables taking values in $[-1, +1]$; $\forall i \in [m]$; $\mathbb{P}(\sigma_i = -1) = \mathbb{P}(\sigma_i = +1) = 1/2$.

The proof of the theorem is based on the following lemma which bounds $\mathbb{E}_{\mathcal{S}_k} \left[ \sup_{f_k \in \mathcal{F}_k} \left( \mathcal{L}(f_k) - \mathcal{L}(f_k) \right) \right]$ with respect to the Rademacher complexity of the class of functions $\mathcal{F}_k$, described in Equation (8), and the dependency measure $\gamma^{(k)}$ of Definition [1].

**Proposition 2** For any random pair of example $(X, Y = (Y^{(k)})_{k \in [K]} \in X \times \mathcal{Y}$ drawn i.i.d with respect to a probability distribution $\mathcal{D}$, $(Z^{(k)}, Y^{(k)}) \in \mathcal{X}_k \times [-1, +1]$ the associated pair; with $Z^{(k)}$ the vector formed by $X$ augmented by predictions provided by the $k - 1$ previous classifiers of the CC algorithm. Let us denote $Z^{(k)}$ an independent copy of $Z^{(k)}$. Under the previous notations, we have
\[
\mathbb{E}_{\mathcal{S}_k} \left[ \sup_{f_k \in \mathcal{F}_k} \left( \mathcal{L}(f_k) - \mathcal{L}(f_k) \right) \right] \leq \mathcal{R}_m(\ell_{0/1} \circ \mathcal{F}_k) + \Pi_k + \gamma^{(k)}_1,
\]
where $\ell_{0/1} : (y, \hat{y}) \mapsto \mathbb{1}_{y \neq \hat{y}}$ is the 0–1 loss, and
\[
\Pi_k = \sup_{f_k \in \mathcal{F}_k} \frac{1}{m} \left| \sum_{i=1}^{m} \mathbb{E}_{\mathcal{S}_k} \mathbb{E}_{\gamma^{(k)}} \left[ \ell_{0/1} \left( f_k(Z^{(k)}), Y^{(k)} \right) \right] - \mathbb{E}_{\mathcal{S}_k} \mathbb{E}_{\gamma^{(k)}} \left[ \ell_{0/1} \left( f_k(Z^{(k)}), Y^{(k)} \right) \right] \right|.
\]
Proof. Let \((X_i, (Y_i^{(s)})_{s \in [k]})_{e[m]} \in (\mathcal{X} \times Y)^m\) be \(m\) i.i.d. random variables generated from the distribution \(\mathcal{D}\). We have,

\[
\mathbb{E}_{\mathcal{S}} \left[ \sup_{f_i \in F_i} \left( \mathcal{L}(f_i) - \mathcal{L}_m(f_i) \right) \right] = \int \mathbb{E}_{(Y_i^{(s)})_{s \in [k]}} \left[ \Phi \left( T^{(k)}_{1}, \ldots, T^{(k)}_{m} \right) \left( x_j, (y_j^{(s)})_{s \in [k-1]} \right) \right] \ d\mathbb{P}(x_0, (y_0^{(s)})_{s \in [k-1], e[m]}),
\]

where \(\mathbb{P}\) is the distribution of \((X_i, (Y_i^{(s)})_{s \in [k-1]}, 1 \leq i \leq m)\). Now, consider \((X_i', (Y_i^{(s)})_{s \in [k-1], e[m]})\), an independent copy of \((X_i, (Y_i^{(s)})_{s \in [k-1], e[m]})\), which is also independent from \((y_i^{(k)})_{e[m]}\). Following the steps of the proof of Proposition 1 it comes,

\[
\mathbb{E}_{(Y_i^{(s)})_{s \in [k]}} \left[ \Phi \left( T^{(k)}_{1}, \ldots, T^{(k)}_{m} \right)(x_i, (y_i^{(s)})_{s \leq k-1}) \right] - \mathbb{E}_{(Y_i^{(s)})_{s \in [k]}} \left[ \Phi \left( T^{(k)}_{1}, \ldots, T^{(k)}_{m} \right) \right] \leq \gamma_1^k.
\]

Consequently, we get

\[
\mathbb{E}_{\mathcal{S}} \left[ \sup_{f_i \in F_i} \left( \mathcal{L}(f_i) - \mathcal{L}_m(f_i) \right) \right] \leq \gamma_1^k + \int \mathbb{E}_{(Y_i^{(s)})_{s \in [k-1], e[m]}} \left[ \Phi \left( T^{(k)}_{1}, \ldots, T^{(k)}_{m} \right) \right] \ d\mathbb{P}(x_i, (y_i^{(s)})_{s \in [k-1], e[m]}), \tag{9}
\]

where \(\forall i \in [m], T^{(k)}_i = \ell_{0/1}(f_i(z_i^{(k)}), Y_i)\), and each \(z_i^{(k)}, i \in [m]\) is obtained from \((X_i, (Y_i^{(s)})_{s \in [k-1], e[m]})\) and the predictions of the \(k - 1\) previous classifiers resulted by the CC algorithm. Now if we look at the second term of equation (9), we have

\[
\mathbb{E}_{(Y_i^{(s)})_{s \in [k-1], e[m]}} \left[ \sup_{f_i \in F_i} \frac{1}{m} \sum_{i=1}^{m} \left( \mathbb{E}_{(Z_i^{(s)})_{s \in [1], e[m]}} \left[ \ell_{0/1}(f_i(Z_i^{(s)}), Y_i) \right] - \mathbb{E}_{(Z_i^{(s)})_{s \in [1], e[m]}} \left[ \ell_{0/1}(f_i(Z_i^{(s)}), Y_i) \right] \right) \right] \ d\mathbb{P}(x_i, (y_i^{(s)})_{s \in [k-1], e[m]}). \tag{10}
\]

By adding and subtracting \(\mathbb{E}_{Y_i^{(s)}} \left[ \ell_{0/1}(f_i(z_i^{(k)}), Y_i^{(k)}) \right]\) in the second term of equation (10), and using the triangle inequality for the \(\ell_{\infty}\) norm it comes,

\[
\int \mathbb{E}_{(Y_i^{(s)})_{s \in [k-1], e[m]}} \left[ \Phi \left( T^{(k)}_{1}, \ldots, T^{(k)}_{m} \right) \right] \ d\mathbb{P}(x_i, (y_i^{(s)})_{s \in [k-1], e[m]}) \tag{11}
\]

Recall that \((X_i', (Y_i^{(s)})_{s \in [k-1], e[m]})\) is an independent copy of \((X_i, (Y_i^{(s)})_{s \in [k-1], e[m]})\) and is independent of \((Y_i^{(k)})_{e[m]}\). Hence, \((\ell_{0/1}(f_i(z_i^{(k)}), Y_i^{(k)}) - \mathbb{E}_{Y_i^{(s)}} \left[ \ell_{0/1}(f_i(z_i^{(k)}), Y_i^{(k)}) \right])\) are also independent and centered. The symmetrization lemma [de la Peña and Giné, 1999, p. 12], (Mohri et al. 2012, p. 36), applied to those random variables bounds in the first term of the above inequality gives,

\[
\mathbb{E}_{(Y_i^{(s)})_{s \in [k-1], e[m]}} \left[ \sup_{f_i \in F_i} \frac{1}{m} \sum_{i=1}^{m} \left( \ell_{0/1}(f_i(z_i^{(k)}), Y_i^{(k)}) - \mathbb{E}_{Y_i^{(s)}} \left[ \ell_{0/1}(f_i(z_i^{(k)}), Y_i^{(k)}) \right] \right) \right] \leq 2 \mathbb{E}_{(Y_i^{(s)})_{s \in [k-1], e[m]}} \left[ \sup_{f_i \in F_i} \frac{1}{m} \sum_{i=1}^{m} \sigma_i \ell_{0/1}(f_i(z_i^{(k)}), Y_i^{(k)}) \right]. \tag{12}
\]

The result of the lemma follows from equations (9), (11), (12), and by integrating with respect to the distribution of \((X_i, (Y_i^{(s)})_{s \in [k-1], e[m]})\). □

From Propositions 1 and 2 we can derive a Rademacher generalization bound for any prediction function found at each step \(k \in [K]\) of the CC algorithm as stated below.
Theorem 2  Based on the notations of Proposition[1] for any $1 > \delta > 0$ and any $f_k \in \mathcal{F}_k$ found by the CC algorithm at step $k$, the following generalization bound holds with probability at least $1 - \delta$:

$$
\mathcal{L}(f_k) \leq \hat{\mathcal{L}}_m(f_k) + \gamma_1^{(k)} + \rho_k + \Re_m(\ell_{0/1} \circ \mathcal{F}_k) + \sqrt{\frac{s^{(k)} \log \frac{1}{\delta}}{2m^2}},
$$

where $s^{(k)} = \sum_{\ell=1}^{m} \left(1 + 2m\gamma_1^{(\ell+1)}\right)$.

Proof. Resolving $\delta = \exp\left(-\frac{2m^2\epsilon^2}{\sum_{\ell=1}^{m} (1 + 2m\gamma_1^{(\ell)})^2}\right)$ for $\epsilon$, we have from Proposition[1] that with probability at least $1 - \delta$,

$$
\forall f_k \in \mathcal{F}_k, \mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k) \leq \sup_{f_k \in \mathcal{F}_k} \left(\mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k)\right) \leq \mathbb{E}_\mathcal{S}_k \left[\sup_{f_k \in \mathcal{F}_k} (\mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k)) + \sqrt{\frac{s^{(k)} \log \frac{1}{\delta}}{2m^2}}\right].
$$

From Proposition[2] it then comes that with probability at least $1 - \delta$,

$$
\forall f_k \in \mathcal{F}_k, \mathcal{L}(f_k) - \hat{\mathcal{L}}_m(f_k) \leq \Re_m(\ell_{0/1} \circ \mathcal{F}_k) + \Pi_k + \gamma_1^{(k)} + \sqrt{\frac{s^{(k)} \log \frac{1}{\delta}}{2m^2}},
$$

where

$$
\Pi_k = \sup_{f_k \in \mathcal{F}_k} \frac{1}{m} \sum_{i=1}^{m} \left[\mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right].
$$

The purpose now is to control $\Pi_k$, by bounding the term $\left[\mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right]$, we observe that

$$
\mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] = \sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right].
$$

We have, by the independence of $Y_i^{(0)}$ and $f_k(Z_i^{(0)})$,

$$
\sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} \mathbb{E}_{Y_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right] = \sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right].
$$

and since $f_k(Z_i^{(0)})$ and $f_k(Z_i^{(0)})$ are identically distributed

$$
\sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right] = \sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right].
$$

Now since $f_k(Z_i^{(0)})$ is $(X_i, (Y_i^{(s)})_{s \in \{k-1\}})_{i \in [m]}$-measurable,

$$
\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] = \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)}) | (X_i, (Y_i^{(s)})_{s \in \{k-1\}})_{i \in [m]}],
$$

From the last two inequalities, it comes

$$
\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] = \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)}) | (X_i, (Y_i^{(s)})_{s \in \{k-1\}})_{i \in [m]}],
$$

$$
\sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})]\right] = \sum_{y_i^{(0)}} \left[\mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] - \mathbb{E}_{Z_i^{(0)}} [\ell_{0/1}(f_k(Z_i^{(0)}), Y_i^{(0)})] | (X_i, (Y_i^{(s)})_{s \in \{k-1\}})_{i \in [m]}]\right].
$$
Since $\forall Z_{i}^{(k)}, \ell_{0}/1 \left(f_{k}(Z_{i}^{(k)}), y_{i}^{(k)}\right) \leq 1$, it finally comes

$$\Pi_{k} \leq \sup_{1 \leq s \leq m} \left|\mathbb{E}_{Y} \left[\mathbb{1}_{Y_{i}^{(s)}=y_{i}^{(s)}} \right] - \mathbb{E}_{Y} \left(\mathbb{1}_{Y_{i}^{(s)}=y_{i}^{(s)}} \mid (X_{i}, (Y_{i}^{(t)})_{t \in[k-1], t \in[m]})\right)\right| \leq \rho_{k}. \quad (15)$$

The last bound together with Eq. (14) completes the proof of Theorem 2 □

**Comments.** We now give explicit bounds in two important cases: the independent and the Markovian framework.

We first assume that we have only one label and that the training examples are identically and independently distributed. Then, we have $\rho_{k} = \gamma_{1}^{(k)} = 0$, and then $s^{(k)} = m, \forall k \in [K]$ and recover the classical Rademacher bounds. Our result is then an extension of generalization bounds in the independent setting. Here we added a novel term related to dependence between the successive classifiers of the chain.

In the Markovian case, the coefficients $\rho^{(k)}$ and $\gamma_{1}^{(k)}$ involved in the bound are equal. Since they can be estimated empirically from the data, our result paves the way to practical applications, allowing for example to compare chaining strategies.

## 4 Conclusion and perspectives

In this paper we proposed Rademacher generalization bounds for classifiers found at each iteration of the CC algorithm. In this framework, the learning is carried out by first defining an order on the labels and then learning classifiers sequentially, following the chain. At each iteration, the learner receives a labeled sample based on the initial training set, augmented by the previous classifiers predictions, and trains a classifier following the ERM principle.

Many empirical studies have shown the benefits of this approach for multi-label classification. In particular, different strategies have been proposed to define the best chaining of classifiers, or to combine efficiently different classifier chains. However, to the best of our knowledge there is no theoretical study related to the generalization ability of classifiers produced by the CC algorithm. The main challenge is that, at each iteration of the algorithm, a new classifier is found using all the training samples, making the augmented feature representation of observations to be interdependent. In this case, usual techniques developed to derive generalization error bounds under the i.i.d. assumption cannot be deployed to measure the deviation between the generalization error and the empirical risk of the learned classifiers.

The contribution of this paper is a new framework, that provides a new insight on the generalization ability of classifiers produced by the CC algorithm. Our analysis is based on large deviation inequalities proposed by [Ri] (2000) that extends McDiarmid inequality [McDiarmid (1989)] to the case of dependently distributed random variables. It involves two dependency coefficients, where the first one evaluates, the variational distance between the probability measure of the current class in the chain conditionally to the whole training examples and their previous class labels in the chain, and the distribution of the current class. The second coefficient estimates the variational distance between the same probability measures over any subset of the training samples of different sizes. Based on these coefficients, we derive a generalization bound which involves a Rademacher type of complexity term defined over interdependent training samples where the vector representations of observations are augmented at each iteration of the CC algorithm. The proposed bound extends Rademacher complexity bounds for the binary classification where the training examples are identically and independently distributed.

In the Markovian case, these coefficients can be estimated from the data. Future works will be devoted to a comparison of chaining strategies and design of new ones, to decide the order of the chain.
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