Tunnelling statistics for analysis of spin readout fidelity
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We investigate spin and charge dynamics of a quantum dot of phosphorus atoms coupled to a radio-frequency single-electron transistor (rf-SET) using full counting statistics. We show how the magnetic field plays a role in determining the bunching or anti-bunching tunnelling statistics of the donor dot and SET system. Using the counting statistics we show how to determine the lowest magnetic field where spin-readout is possible. We then show how such a measurement can be used to investigate and optimise single electron spin-readout fidelity.

I. INTRODUCTION

Single shot electron spin-readout is crucial for scalable quantum computation in silicon [1, 2]. The single electron transistor (SET) has proven to be a highly sensitive electron charge detector in recent years [3–5] and is routinely used to perform high fidelity electron spin-readout when operated in DC mode [6–9]. The SET can also be operated in AC mode using rf-reflectometry, which has been shown to increase detection bandwidths and give larger signal-to-noise ratios (SNR) [10–13]. However, it is not known how a rf-driving field will affect the fidelity of electron spin-readout or if electron spin-readout is even possible in devices where the electron is tunnel coupled to a rf-SET. To investigate the combined rf-SET and electron system for single shot spin-readout, we examine the statistical properties of electrons tunnelling between a single donor dot (DD) comprised of ~5 P atoms and a rf-SET.

Electron spin-readout is governed by spin-selective tunnelling processes of an electron from a DD to an electron reservoir [14]. In particular, the tunnel out rates of the electron spin-up and spin-down states from the DD to the reservoir need to be vastly different to ensure high-fidelity spin-to-charge conversion [5]. If the tunnel rates are too similar they cannot be attributed to the correct qubit state. Importantly, in such a system the tunnelling statistics of electrons to and from a reservoir can provide a vast amount of information about the underlying physical processes for the coupled DD-SET system [15–18]. This information can in turn be used to optimise the spin-readout fidelity using full counting statistics (FCS) [19–21]. In addition, FCS can be used to investigate shot noise [22, 23], non-Markovian effects [24–26] and electron-electron interactions [27, 28] that are difficult to obtain from transport measurements alone.

Full counting statistics involves counting the number of tunnel events, $n$ of an electron typically between a reservoir and electronic state such as a quantum dot within a time window, $\tau$ [29]. By repeatedly counting the tunnel events over many multiples of $\tau$ a number distribution of tunnel events, $p(n)$ can be obtained [22]. The resulting distribution can be completely described by a set of cumulants, $\kappa_i$ derived from the natural logarithm of the moment-generating function of $p(n)$. The cumulants represent different statistical properties about the number distribution, in which, $\kappa_1$, $\kappa_2$, and $\kappa_3$ are the mean, variance, and skewness, respectively [17, 30]. Knowledge of the tunnelling statistics can then be used to optimise the time and energy detuning for electron spin-readout since they rely on the tunnelling of electrons from the DD to the reservoir.

In this work, we show by analysing the random telegraph signal (RTS) produced from the DD electron tunnel events, how the system varies under different magnetic field and rf-power conditions. The paper is laid out in the following sections. In Sec. II we describe the operation of the device and outline the measurement of RTS traces. We then derive the first few cumulants in terms of the electronic tunnel rates in the system in Sec. II A. We investigate the dependence of FCS on magnetic field and rf-power in Sec. III and in more detail, the low, high and intermediate magnetic field regimes in Sec. III A–III C. In Sec. IV we present a short overview of fidelity analysis of spin-readout and discuss how to optimise the readout time in Sec. IV A as well as the rf-power of the rf-SET in Sec. IV B. Finally, in Sec. V we summarise the results and describe potential future extensions to this work.

II. DEVICE CHARACTERISATION

The device was patterned using scanning tunnelling microscopy (STM) - hydrogen lithography to selectively remove a hydrogen mask and subsequently dosed with phosphine to incorporate phosphorus donors [31], see Fig. 1. The device was mounted on a printed circuit board with a rf-tank circuit that had a resonant frequency of 228.6 MHz ($L=1200 \text{nH}$ and parasitic capacitance, $C_p \approx 0.4 \text{pF}$), a matching capacitor of $C_m = 39 \text{pF}$ and Q-factor $\sim 150$ attached to the source contact, while the drain contact was grounded [22]. The amplitude of the reflected signal was monitored throughout the experiment and a variable attenuator was used to adjust the input rf-power driving the SET. Whilst two ~5 P DDs were patterned in the device, we concentrate on the right DD in this paper since we are only interested in the
single electron dynamics between the DD and rf-SET. Figure 1 shows a charge transition between the DD and rf-SET with the detuning, \( \epsilon \) between the DD and SET along the white arrow.

To acquire the RTS traces we position the chemical potential of the DD such that an electron can tunnel to the rf-SET. We then monitor the rf-SET for 100 s before shifting the chemical potential along the detuning direction shown by the white arrow in Fig. 1b (see Appendix A for details of the FCS analysis). The reflected rf-amplitude RTS traces are digitised with a 500 kHz sample rate with an example trace shown in Fig. 1c. The low level (blue) of the RTS trace corresponds to the DD having an extra electron, whereas the high level (yellow) indicates when an electron has tunnelled off the DD to the SET reservoir. We set a threshold level, shown as a red dashed line in Fig. 1c that distinguishes between the DD charge states, ‘0’ (yellow) and ‘1’ (blue). The number of electrons on the SET and DD is given by \((N_{\text{SET}}, N_{\text{DD}})\) in the figure and do not represent absolute numbers since we have not depleted the DD for this experiment.

### A. Random telegraph signal analysis

To encapsulate the complete dynamics of the system, we consider the system evolving under the Liouville equation, assuming the Born-Markov approximation,

\[
\frac{d\rho}{dt} = \mathcal{L}\rho, \tag{1}
\]

where \( \rho \) is the density operator and \( \mathcal{L} \) is the generator of the system, which includes both coherent and incoherent tunnelling processes. The cumulants for a given generator \( \mathcal{L} \) can be found by using FCS to analyse the RTS.

Here, we use the recently proposed characteristic polynomial approach [30] which links the generator to the cumulants of the number distribution of tunnel events, \( p(n) \), see Fig. 1 where the tunnel out events are used to generate the distribution. In addition, we extract the distribution of waiting times of the ‘0’ and ‘1’ states from which we can determine the tunnel rates as a function of detuning as shown in Fig. 1c at \( B=0 \) T.

For degenerate spin states \((B=0 \text{ T}, \text{see Fig. 2a})\), the system has only two distinguishable states, \(|0\rangle\) when there is no electron on the DD and \(|1\rangle\) when there is one electron on the DD. The generator, \( \mathcal{L} \) in the basis \(|0\rangle,|1\rangle\), contains the tunnel rates of the electron between the DD and reservoir,

\[
\mathcal{L}_0 = \begin{pmatrix} -\Gamma_{\text{IN}} & \Gamma_{\text{OUT}} \\ \Gamma_{\text{IN}} & -\Gamma_{\text{OUT}} \end{pmatrix}, \tag{2}
\]

where \( \Gamma_{\text{IN}} \) (\( \Gamma_{\text{OUT}} \)) is the tunnel rate from the SET to DD (DD to SET) shown in the distribution of waiting times in Fig. 2a. To perform FCS, we introduce a counting field, \( \xi \) over the transition that is measured by examining the RTS traces, see Fig. 2b. This transforms \( \mathcal{L}_0 \to \mathcal{L}_0^\xi \), which

is given by

\[
\mathcal{L}_0^\xi = \begin{pmatrix} -\Gamma_{\text{IN}} & e^\xi\Gamma_{\text{OUT}} \\ \Gamma_{\text{IN}} & -\Gamma_{\text{OUT}} \end{pmatrix}, \tag{3}
\]

where the counting is performed over the tunnel out events of the DD to the rf-SET (\(|1\rangle\to|0\rangle\)). The choice

![FIG. 1: Full counting statistics of a few donor quantum dot coupled to an in-plane rf-SET.](image-url)
of tunnel in or out events does not affect the FCS analysis and the same \( p(n) \) can be obtained by counting over the tunnel in events from the rf-SET to the DD.

To calculate the cumulants of \( \mathcal{L}_S^z \) we use the recently proposed characteristic polynomial approach to counting statistics [30]. This method uses the characteristic polynomial, \( P^c(z) = \det[zI - \mathcal{L}^z] \) of the generator (where \( z \) is a placeholder variable and \( I \) is the identity matrix) to find the cumulants rather than finding the smallest eigenvalue of the generator [19]. The notable benefit of the characteristic polynomial approach is that analytical expressions for the cumulants can always be obtained since it is not necessary to find the eigenvalues of the generator (the roots of \( P^c(z) \) [30]. In addition, statistical tests of the system dimension can be derived and the measured cumulants can be inverted to determine an unknown generator [30]. Therefore, the characteristic polynomial allows for more information to be gained from the counting statistics compared to the standard approach [19].

In general, the characteristic polynomial, \( P^c(z) \) is related to the cumulants of the generator through the total derivative of \( P^c[\lambda(\xi)] \) with respect to the counting field, \( \xi \) [30],

\[
\frac{d^l P^c[\lambda(\xi)]}{d\xi^l} \bigg|_{\xi=0} = 0 \quad l \geq 1, \quad (4)
\]

where \( \lambda(\xi) \) is the smallest eigenvalue of the generator. Evaluating Eq. (4) for \( l = \{1, 2, 3\} \) and taking into account the relations,

\[
\kappa_l = \frac{\partial^l I(\xi)}{\partial \xi^l} \bigg|_{\xi=0} \quad \text{and} \quad \lambda(\xi) \bigg|_{\xi=0} = 0,
\]

we can solve for the cumulants, \( \kappa_1, \kappa_2, \text{ and } \kappa_3 \) [30],

\[
\kappa_1 = -\frac{a_0'}{a_1}, \quad (5)
\]

\[
\kappa_2 = -\frac{1}{a_1} (a_0' + 2a_1' \kappa_1 + 2a_2 \kappa_1^2), \quad (6)
\]

\[
\kappa_3 = -\frac{1}{a_1} (a_0' + 3a_1' \kappa_1 + 6a_2 \kappa_1^2 + 6a_3 \kappa_1^3 \\
+ 3a_2' \kappa_2 + 6a_2 \kappa_1 \kappa_2), \quad (7)
\]

where \( a_n \) is the \( n^{th} \) coefficient of \( z \) in the characteristic polynomial. Similarly, \( a'_n \) is the derivative of the \( n^{th} \) coefficient of \( z \) with respect to \( \xi \) in the limit that \( \xi \rightarrow 0 \). Using Eq. (5) and (6) and (7) we can readily find the analytical expressions for the first three cumulants from the coefficients of the characteristic polynomial.

The characteristic polynomial of the \( \mathcal{L}_S^z \) in the case of degenerate spin states has the form,

\[
P^c_0(z) = z^2 + (\Gamma_{\text{IN}} + \Gamma_{\text{OUT}})z + \Gamma_{\text{OUT}} \Gamma_{\text{IN}} (1 - e^\xi), \quad (8)
\]

Substituting in the coefficients of \( P^c_0(z) \) gives,

\[
\kappa_1 = \frac{\Gamma_{\text{IN}} \Gamma_{\text{OUT}}}{\Gamma_{\text{IN}} + \Gamma_{\text{OUT}}}, \quad (9)
\]

![FIG. 2: The effect of an applied magnetic field to the distribution of waiting times. A schematic of the detuning and spin states, \(|\uparrow\rangle \text{ and } |\downarrow\rangle\) at (a) \( B=0 \) T and (b) \( B>0 \) T showing the individual tunnel rates between the DD and SET with thermal broadening. (c) At \( B=0 \) T the spin states are degenerate and only a single exponential decay in the distribution of waiting times is observed. (d) At \( B>0 \) T the spin states are split by the Zeeman energy causing two distinct tunnel out rates of the DD to the rf-SET. As a result, the distribution of waiting times shows a double exponential decay for \( \Gamma_{\text{OUT}}^\downarrow \text{ and } \Gamma_{\text{OUT}}^\uparrow \).](image)
well as inter-spin relaxation rates, $W_{↑↓}$ and $W_{↓↑}$. This added complexity significantly changes the cumulants of the system and hence six tunnel rates are now required to describe the DD-SET tunnelling. This is clearly demonstrated by examining the distribution of waiting times in Fig. 2 where two exponential decays are observed corresponding to the individual spin tunnel rates. In the limit that the inter-spin relaxation rates are much smaller than the DD-SET tunnel rate, $\kappa_1$ is given by,

$$\kappa_1 = \frac{\Gamma^↑_\text{IN} \Gamma^↓_\text{OUT} (\Gamma^↑_\text{IN} + \Gamma^↓_\text{IN})}{\Gamma^↑_\text{IN} \Gamma^↓_\text{OUT} + \Gamma^↑_\text{OUT} (\Gamma^↓_\text{IN} + \Gamma^↓_\text{OUT})},$$

(12)

This is the case for most donor systems with long spin relaxation times, $T_1 > 1\ s$ at $B=2.5\ T$. The higher order cumulants can be calculated in an equivalent manner to the $\kappa_1$ term or by calculating the second-order correlation function, $g^{(2)}(t)$

$$g^{(2)}(t) = \frac{\langle \langle J \rangle \rangle e^{\xi t} \langle J \rangle \rangle}{\langle \langle J \rangle \rangle^2},$$

(13)

where $J = \frac{d}{dt} \mathcal{L}(\xi)|_{\xi=0}$ is the jump operator for the counting field, $\xi$ and $\langle \langle \ldots \rangle \rangle$ indicates the steady state average. The $g^{(2)}(t)$ can be used to distinguish between anti-bunching ($g^{(2)}(t)<1$) and bunching ($g^{(2)}(t)>1$) tunnel events. Experimentally, $g^{(2)}(t)$ is calculated by building a histogram of the times, $t$ between every pair of tunnel out events in the RTS trace. We note by definition, $g^{(2)}(0)=0$ since electrons are Fermions, that is, we cannot detect individual tunnel events that are not separated in time.

The shaded bands in Fig. 3 show the $g^{(2)}$ of the tunnel events of the DD to the SET ($\kappa_1$ are cumulants determined from the experimental data, see Appendix A as a function of detuning, $\epsilon$ between the DD and rf-SET (see arrow in Fig.1 b). There is a single dip near $\epsilon=0$ (position 2) that has a minimum of $\sim 0.55$. This is an indication of electron anti-bunching [22], in which the electron tunnel out events are evenly spaced out in time. This is due to the Fermionic nature of the electron such that only one can occupy a specific DD energy level at a time. It is worth noting that the $FF$ does not reach 0.5 since the tunnel rates are extremely sensitive at $\epsilon=0$ and small electrical noise fluctuations can change them significantly. As a result, on average the tunnel rates are not exactly equal at $\epsilon=0$ and there is some additional variance in the counting statistics introduced from the noise in the system. The FF then approaches 1 for $\epsilon<0$ (position 1) and $\epsilon>0$ (position 3) where the electron becomes Coulomb blockaded and cannot tunnel between the DD and SET. The FF agrees very well with theoretical calculations (solid lines) where only an effective temperature is assumed, as is standard practice for a DC SET. For example, at -100 dBm, the effective power-broadened temperature is $\sim 1.4\ K$ (see Appendix B for details on the temperature calculation).

The tunnelling statistics can be described by a simple effective temperature broadening, in the same manner as a DC SET, we conclude that the rf-SET is suitable for single shot electron spin-readout. Note that below we perform the same experiment with much lower rf-driving powers, and hence a lower power broadened temperature.

Although the $FF$ can distinguish between the overall behaviour of the tunnelling dynamics, to examine the temporal correlations of tunnel events we make use of the second-order correlation function, $g^{(2)}(t)$

$$g^{(2)}(t)=\frac{\langle \langle J e^{\xi t} J \rangle \rangle}{\langle \langle J \rangle \rangle^2},$$

(13)

where $J = \frac{d}{dt} \mathcal{L}(\xi)|_{\xi=0}$ is the jump operator for the counting field, $\xi$ and $\langle \langle \ldots \rangle \rangle$ indicates the steady state average. The $g^{(2)}(t)$ can be used to distinguish between anti-bunching ($g^{(2)}(t)<1$) and bunching ($g^{(2)}(t)>1$) tunnel events. Experimentally, $g^{(2)}(t)$ is calculated by building a histogram of the times, $t$ between every pair of tunnel out events in the RTS trace. We note by definition, $g^{(2)}(0)=0$ since electrons are Fermions, that is, we cannot detect individual tunnel events that are not separated in time.

The second-order correlation function is shown in Fig. 3 at the 3 different detuning positions, marked 1, 2, 3 in Fig.2a. At $\epsilon=0$ (point 2) $g^{(2)}(t)<1$ for $t<0.1\ ms$ indicating that electron anti-bunching is observed at these short timescales. For large detuning 1 and 3 where the DD is in Coulomb blockade, $g^{(2)}(t)=1$ since the tunnel events are not correlated in time. This confirms the observation of the $FF$ dip in Fig. 2a.

Finally, in this low field regime we investigate the counting statistics as a function of the applied rf-power...
to examine the effect of any artificial broadening due to rf-driving of the SET. Any broadening due to excessive rf-power is relevant when considering electron spin-readout fidelities, which are strongly reduced at high electron temperatures. Figure 3 shows the FF as a function of detuning for three rf-powers. We observe that increased rf-power broadens the FF dip, indicating that the higher power causes a higher effective temperature of the SET. However, it does not significantly effect the counting statistics since the tunnelling dynamics can still be explained by the simple DC reservoir model (solid lines). Therefore, although the rf-driving of the SET does not change the tunnelling dynamics, the rf-power needs to be chosen carefully as not to power broaden the SET which will ultimately decrease the electron spin-readout fidelity, in particular as $k_B T \rightarrow g \mu_B B$.

### B. High magnetic field

We now examine the high magnetic field case where the electron spin state can be read out since the spin split levels are sufficiently distinct to allow spin-to-charge conversion [33]. Therefore, it is important to characterise the dynamics of the non-degenerate spin states using the rf-SET to determine any detrimental effects that may affect single shot spin-readout.

At large magnetic fields $g \mu_B B > k_B T$ the dynamics can no longer be explained by a two level system. The Zeeman split levels now have their own dynamics and the
generator must describe a three-state system. The generator, \( L_B \) in the basis \( \{ |0\rangle, |\downarrow\rangle, |\uparrow\rangle \} \) of the DD electron is given by,

\[
L_B = \begin{pmatrix}
-\Gamma_{\uparrow\downarrow} - \Gamma_{\downarrow\uparrow} & \Gamma_{\downarrow\downarrow} & \Gamma_{\downarrow\uparrow} \\
\Gamma_{\uparrow\downarrow} & -\Gamma_{\downarrow\downarrow} - W_{\uparrow\uparrow} & W_{\uparrow\uparrow} \\
\Gamma_{\uparrow\downarrow} & W_{\uparrow\uparrow} & -\Gamma_{\downarrow\uparrow} - W_{\downarrow\downarrow}
\end{pmatrix},
\]

where \( \Gamma_n^i \) are the tunnel rates for the individual spin states in and out of the DD and \( W_{\uparrow\uparrow} \) (\( W_{\downarrow\downarrow} \)) is the relaxation rate from \( |\uparrow\rangle \rightarrow |\downarrow\rangle \) (\( |\downarrow\rangle \rightarrow |\uparrow\rangle \)).

The measured \( FF \) as a function of detuning at \( B=2 \) T is shown in Fig. 3a. There is a dip near \( \epsilon=0 \) (position 2) as seen in the low magnetic field case, indicative of anti-bunching. The \( FF \) then rises above 1 (\( \epsilon>0 \)) for a length of detuning before returning to 1. This arises due to the bunching of the electron tunnel events due to the different tunnel rates of the Zeeman split states. The width in detuning for which \( FF>1 \), shown by the dashed lines, is related to the temperature of the system and Zeeman splitting of the spin states. The discrepancy between the theoretical curve and data at far positive detuning is due to the finite window size, \( \tau \) in our analysis. If \( \tau \sim 1/\Gamma_n^i \) then FCS breaks down and the number distribution cannot be described accurately. As a result, the distribution becomes Poissonian, \( \kappa_{\uparrow\downarrow}=\kappa_{\downarrow\uparrow} \) and hence \( FF\rightarrow 1 \).

The detuning for which the \( FF \) rises above 1 shows where bunching of the \( |\uparrow\rangle \) tunnelling to the SET occurs. Here, the electron can tunnel back and forth to the SET; however, if \( |\downarrow\rangle \) is loaded onto the DD then the tunnel out rate to the SET is much slower (this is schematically shown in Fig. 1c). This results in periods of fast tunnelling (\( |\uparrow\rangle \leftrightarrow |\downarrow\rangle \)) interspersed with periods of slow tunnelling (\( |\downarrow\rangle \leftrightarrow |\downarrow\rangle \)). This extra spin state gives rise to the observed super-Poissonian (\( FF>1 \)) statistics in the counting statistics as it acts as a blocking state. We can confirm the presence of a blocking state by looking at the second-order correlation function of the RTS trace, shown in Fig. 3b for three different detuning positions. Near position 2 where \( FF\approx 0.6 \), two-state dynamics and anti-bunching of tunnel events are observed, confirmed by \( g^{(2)}(t)<1 \). At the peak of the \( FF\approx 1.5 \) (position 3), there is clear evidence of the bunching of the electrons for \( t<0.2 \) ms since \( g^{(2)}(t)>1 \).

We again examine the rf-power dependence on the FCS at high magnetic field in Fig. 3c. The region where \( FF>1 \) widens in detuning and decreases in amplitude at larger powers since the effective temperature of the system increases, causing the tunnel rates of the two spin states to become more similar. As before, the dynamics of the system can be described by considering only an effective temperature broadening, indicating that the rf-driving does not give rise to any new dynamics in the system. This is most likely due to the much slower tunnel rates (\( \sim 50 \) kHz) compared to the rf-driving frequency (228.6 MHz).

C. Intermediate magnetic fields

The condition \( FF>1 \) gives an indication of where the two-state (degenerate spin) model cannot be used to describe the system. This is where the effective temperature of the system is too low to resolve the Zeeman split spin states. In Fig. 4a, we plot the \( FF \) as a function of magnetic field and detuning. The \( FF \) peak increases in magnitude and width as the magnetic field is increased showing that the magnetic field has a direct effect on the system dynamics. To investigate the transition from a two-state to a three-state system, we measure the nor-
To examine the magnetic field dependence, we take a cut through the SF at $\epsilon=1.5$ mV shown in Fig. 4. The transition from the two-state to three-state system, that is, where $\kappa_3\neq\hat{\kappa}_3$ occurs around $B_{\text{tran}}=0.4\pm0.1$ T. This magnetic field strength, $B_{\text{tran}}$ represents the point where the thermal/power broadening of the rf-SET causes the individual spin state, $|\uparrow \rangle$ and $|\downarrow \rangle$ tunnel rates to become indistinguishable [33].

Finally, we plot $g^{(3)}(t)$ in Fig. 4 for various magnetic field strengths along the same detuning as in Fig. 4. As the magnetic field is increased the bunching of tunnelling out events ($g^{(3)}(t)>1$) becomes more prominent as the difference in energy between the spin-up and spin-down states increases. This is because the blocking spin-down state causes larger periods of no tunnelling. Below $B_{\text{tran}}$ the signature of bunching, that is $g^{(3)}(t)>1$ disappears and only anti-bunching of electrons can be observed, $g^{(3)}(t)<1$.

**IV. DETERMINING OPTIMAL SINGLE SPIN-READOUT**

For optimal spin-readout, the electron temperature should be as low as possible to maximise spin-to-charge conversion, which relies on sufficiently different $\Gamma_{\text{OUT}}$ for spin-up and -down. The next step is to examine what effect the rf-driving field has on the fidelity of single shot electron spin-readout.

Electron spin-readout fidelities are separated into two processes: electrical visibility and spin-to-charge conversion visibility. Electrical visibility represents the probability of registering a tunnel event (a blip in the detector response) and is governed predominately by the SNR, readout time, and measurement bandwidth of the detector. The spin-to-charge conversion visibility indicates how well the detector is able to distinguish between a tunnel event that is $|\uparrow \rangle$ or $|\downarrow \rangle$ and depends on the relative tunnel out times of the individual spin states [33]. We want the tunnel rate of $|\uparrow \rangle\rightarrow|0 \rangle$ to be much greater than $|\downarrow \rangle\rightarrow|0 \rangle$. Therefore, the spin states are positioned such that the $|\uparrow \rangle$ chemical potential is above the Fermi level of the SET and that $|\downarrow \rangle$ is below the Fermi level. Since we measure the tunnel rates as a function of detuning, we can optimise the readout fidelity over the detuning range and rf-power for a given magnetic field value. An explanation of the various parameters involved in the spin readout fidelity calculation is given in Appendix C.

**A. Optimisation of readout time**

In Fig. 5, we plot the measured tunnel rates obtained from the waiting time distribution of the RTS trace by fitting a double exponential function which gives distinct tunnel out rates (Appendix B) for $|\uparrow \rangle$ (higher tunnel rate, red squares) and $|\downarrow \rangle$ (lower tunnel rate, blue circles). The tunnel in time corresponds to $\Gamma_{\text{IN}}=\Gamma_{\text{IN}}^\uparrow+\Gamma_{\text{IN}}^\downarrow$ and shows
only the sum of the two times and therefore only a single exponential can be fit to the data (green triangles). The solid lines are fits to the data using a Fermi-Dirac distribution \[F_{\text{M}} = 91.0\%\).

FIG. 6: The effect of rf-power on spin-readout fidelity. (a) The edge of the SET rf-amplitude response across the DD anti-crossing line. As the rf-power is increased the density of states in the SET broadens in detuning. (b) The calculated electrical visibility (blue) and tunnel rate ratio, $\Gamma_{\text{OUT}}/\Gamma_{\text{IN}}$ (red) as a function of rf-power to the SET. The data points show the measured values in the experiment and the solid lines are theoretical calculations using parameters obtained from the experiment. There is an optimum rf-power for electron spin-readout, which we calculate here to be $V_E = 84.2\%$, which, when combined with the spin-to-charge conversion analysis, gives a predicted measurement fidelity, $F_M = 91.0\%$ at -110 dBm.

B. Optimisation of rf-power

Using the data from Fig. 5a, we calculate the spin-to-charge conversion visibility ($V_{\text{STC}} = \alpha + \beta - 1$) and the electrical visibility ($V_E = \gamma + \delta - 1$) in Fig. 6a and c which are used to obtain the electron spin-readout fidelity. This type of analysis has been reported before \[35\] and can used to directly obtain the optimum readout time (Fig. 5b) and the optimal threshold for the tunnel event (Fig. 5c). We now use the same methods to find the optimum spin-readout fidelity for different rf-powers.

At higher rf-powers the effective temperature of the system increases. This is confirmed in Fig. 6a, where we show the structure of the rf-SET response across the charge transition with the DD. The higher effective temperature reduces the spin-to-charge conversion fidelity since the $|\uparrow\rangle$ and $|\downarrow\rangle$ tunnel events become less distinguishable. In Fig. 5b, we show that as the applied rf-power increases the SNR also increases which gives better electrical fidelity. However, there is a trade off since the tunnel out times of spin-up and -down become more similar as the effective temperature increases. The electrical visibility has three distinct regimes. For small rf-power the SNR becomes too small to accurately register any tunnel event (red region). In the intermediate regime (green), the visibility reaches a maximum and slowly decreases as more rf-power is applied to the rf-SET. The decrease is due to the tunnel out rates becoming too similar. This means the optimum readout time (calculated from spin-to-charge conversion) becomes much shorter and a large number of $|\uparrow\rangle$ tunnel events are missed \[35\]. When the ratio of the tunnel rates become 1 (large rf-power) then spin-readout becomes impossible since the tunnel events are indistinguishable between $|\uparrow\rangle$ and $|\downarrow\rangle$ (white region). Therefore, there is an optimum power for spin-readout, which for the device measured here is -110 dBm (effective temperature of $\sim 0.8$ K), which gives a predicted measurement fidelity of $F_M = (\alpha\gamma + \beta\delta)/2 = 91.0\%$ \[35\].

The electrical fidelity in this device is limited by the fast $\Gamma_{\text{IN}} \approx 250$ kHz which approaches the measurement bandwidth of our data acquisition device. This means some current blips go undetected by the charge sensor. In this work the SNR is large enough to clearly distinguish between the two states ($\sim 40$ at -90 dBm) and in the future the tunnel rates can be easily decreased by having the DD slightly further away from the rf-SET.

V. DISCUSSION

We have investigated the full counting statistics of a single DD coupled to a rf-SET for single shot electron spin-readout. FCS can be used as a tool for probing the system dynamics and elucidating the optimal conditions to maximise electron spin-readout fidelities. We have shown by studying the tunnelling statistics of electrons that the rf-SET can be used to perform single shot spin readout of electrons.

We examined the spin-readout fidelities by varying the rf-power of the SET and show that there is a clear optimal power that is a compromise between power broadening and SNR. We show that by simply measuring the $FF$ as a function of the detuning between the DD and SET the optimal readout position can be easily found from $\max[FF]$. The electrical fidelity in this device is limited by the fast $\Gamma_{\text{IN}} \approx 250$ kHz which approaches the measurement bandwidth of our data acquisition device. This means some current blips go undetected by the charge sensor. In this work the SNR is large enough to clearly distinguish between the two states ($\sim 40$ at -90 dBm) and in the future the tunnel rates can be easily decreased by having the DD slightly further away from the rf-SET.
rf-SET are increased. In summary, we have shown that by directly coupling a DD to a rf-SET and measuring the tunnelling statistics we can optimise the readout fidelities to allow for fault-tolerant single shot spin-readout.
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Appendix A: Calculation of cumulants from RTS traces

In this section, we describe how the RTS traces can be analysed to obtain the cumulants of the distribution, \( p(n) \) using FCS. We position the voltage levels on the gates such that the electron can tunnel between the rf-SET and DD. We then wait at this position for \( \tau_M=100 \text{ s} \) while monitoring the reflected amplitude of the SET. The RTS traces are then sectioned into consecutive windows of a length, \( \tau=10 \text{ ms} \) for a total of 10,000 windows. The number of tunnel outs, that is the number of times the RTS traces goes from a low value to a high value (see Fig. 1c) per window is then binned into a histogram over the whole RTS trace. An example of the resulting histogram of \( p(n) \) is shown in Fig. 1d.

The cumulants of the \( p(n) \) can be calculated by first calculating the moments of the distribution. The moments, \( \mu_i \) of \( p(n) \) are found using,

\[
\mu_i = E[p(n)^i],
\]

(A1)

where \( E[\cdot] \) represents the expectation value (mean) of the distribution. The cumulants can then be found from the recursion formula,

\[
\kappa_i = \mu_i - \sum_{j=1}^{i-1} \frac{(i-1)!}{(j-1)!(i-j)!} \kappa_j \mu_{i-j}.
\]

(A2)

The next RTS trace was then taken by shifting the voltages on the gates along the detuning line, shown by the white line in Fig. 1b and performing the same analysis as above. The distribution of waiting times was calculated from each measured \( t_{IN} \) and \( t_{OUT} \) in Fig. 1c: and then binned into a histogram.

Appendix B: Temperature estimations

The temperature estimations in the main text were found by fitting both the individual cumulants from the FCS analysis and the relative magnitude of the spin tunnel out rates as a function of detuning. The temperature can be found by using the relative magnitude of the tunnel rates if the Zeeman energy, \( E_z=gy\mu_B B \) of the electron spin states are known. The tunnel out rates, \( \Gamma_{OUT}^\dagger \) and \( \Gamma_{OUT} \) follow Fermi distributions about the Fermi level of the reservoir,

\[
\Gamma_{OUT}^\dagger = [1 - f(\epsilon - E_z/2)] \Gamma_{OUT}, \quad \Gamma_{OUT} = [1 - f(\epsilon + E_z/2)] \Gamma_{OUT},
\]

(B1)

(B2)

where \( \Gamma_{OUT} \) is the maximum tunnel rate. Therefore, the relative magnitude between the two tunnel out rates is,

\[
\frac{\Gamma_{OUT}^\dagger}{\Gamma_{OUT}} = \frac{1 - f(\epsilon + E_z/2)}{1 - f(\epsilon - E_z/2)}.
\]

(B3)

At far positive detuning when \( f(\epsilon + E_z/2)<1 \), Eq. (B3) is approximately independent of detuning and is given by the ratio \( E_z \) to \( k_B T \). That is,

\[
\lim_{\epsilon \to \infty} \frac{\Gamma_{OUT}^\dagger}{\Gamma_{OUT}} = \exp \left( \frac{E_z}{k_B T} \right),
\]

(B4)

such that, after inverting,

\[
T \approx \frac{E_z}{k_B (\ln \Gamma_{OUT}^\dagger - \ln \Gamma_{OUT})}.
\]

(B5)

The temperature obtained using this method showed good agreement to the cumulants obtained using FCS and as such was used to estimate the temperature of the system. At far positive detuning, \( \Gamma_{OUT}^\dagger/\Gamma_{OUT} \approx 7 \), which gives \( T=1.4 \pm 0.2 \) K for -100 dBm (-95 dBm is \( T=2.3 \pm 0.3 \) K and -90 dBm is \( T=3.1 \pm 0.4 \) K).

Appendix C: Single spin readout parameters

The electrical visibility is how well the blip in the detector response can be resolved. It is parameterised by two fidelities, \( \gamma \) and \( \delta \) that correspond to the distributions of the spin-down, \( N_\downarrow \) and spin-up state, \( N_\uparrow \),

\[
\gamma = 1 - \int_{-\infty}^{v} N_\downarrow dV, \quad \delta = 1 - \int_{v}^{\infty} N_\uparrow dV.
\]

(C1)

(C2)

Here, \( N_i \) is the distribution of the readout trace when there was no blip and \( N_\uparrow \) when there is a blip present and \( V \) is the reflected rf-amplitude. The optimal threshold voltage, \( v_{\text{optimum}} \) is the value that maximises the separation between the two distributions. This can be
conveniently calculated by maximising the electrical visibility,
\[ V_E = \gamma + \delta - 1. \]  
\[ \text{(C3)} \]

The state-to-charge conversion visibility is calculated by considering a rate equation model of the single electron tunneling to the SET. The two parameters that are used to maximise the probability that the electron tunneling to the SET is a spin-up are \( \alpha \) and \( \beta \),
\[ \alpha = e^{-\frac{1}{T_{\text{OUT}}}} \],  
\[ \beta = \frac{1}{T_{\text{OUT}}} \left(1 - e^{-\frac{1}{T_{\text{OUT}}}}\right)T_1^0T_1^{\text{OUT}} \]
\[ + (e^{-\frac{T_1+t_{\text{OUT}}}{T_{\text{OUT}}}} - 1)T_1(t_{\text{OUT}} - t_{\text{OUT}}^0) \].  
\[ \text{(C5)} \]

where \( T_{\text{OUT}} = T_1(t_{\text{OUT}}^0 - t_{\text{OUT}}^1) + t_{\text{OUT}}^1T_1^{\text{OUT}} \). The fidelity \( \alpha \) is the probability that the spin-down electron has not tunneled to the SET and \( \beta \) is the probability that the spin-up electron has tunneled to the SET \[ 35 \]. The optimal readout time, \( t_{\text{optimum}} \), is that time that maximises these two fidelities. This can be found by maximising the state-to-charge conversion visibility,
\[ V_{\text{STC}} = \alpha + \beta - 1. \]  
\[ \text{(C6)} \]

Finally, we define the measurement fidelity as the average probability of correctly identifying the spin-down and spin-up states. This is given by,
\[ F_M = \frac{F_0 + F_1}{2} = \frac{\alpha \gamma + \beta \delta}{2} \],  
\[ \text{(C7)} \]

to take into account the effect of the state-to-charge conversion and electrical visibility.
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