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Abstract: Shore zone information is essential for coastal habitat assessment, environmental hazard monitoring, and resource conservation. However, traditional coastal zone classification mainly relies on in situ measurements and expert knowledge interpretation, which are costly and inefficient. This study classifies a shore zone area using satellite remote sensing data only and investigates the effect of the statistical indicators from Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) information with the Sentinel-2 data-derived spectral variables on the prediction results. Google Earth Engine was used to synthesize long time-series Sentinel-2 images, and different features were calculated for this synthetic image. Then, statistical indicators reflecting the characteristics of the shore zone profile were extracted from ICESat-2. Finally, a random forest algorithm was used to develop characteristics and shore zone classification. Comparing the results with the data measured shows that the proposed method can effectively classify the shore zone; it has an accuracy of 83.61% and a kappa coefficient of 0.81.
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1. Introduction

As the interaction zone between sea and land or islands and their surroundings, the marine–terrestrial interface (shore zone) provides a fundamental physical environment for sustainability and biodiversity, particularly in conditions of global warming and sea-level rise [1,2]. Detailed mapping of coastal morphology and sedimentation is necessary to understand these areas [3]. As a primary reference for coastal applications, identifying the type of shore zone can assist in evaluating the effects of environmental hazards and provide crucial baseline information on habitat conditions for human activities. Meanwhile, coastal areas are often areas of resource and population concentration as some of the most economically prosperous sites of frequent human activity, in the world. There are many ways to obtain shoreline data. Traditionally, shoreline data acquisition has relied mainly on manual acquisition using GNSS, which is an accurate but low-efficiency method. Unmanned aerial vehicle remote sensing, such as photogrammetry or light detection and ranging (LiDAR), can efficiently capture the spectral and topographic information of coastal areas [4]. However, these approaches have some limitations in terms of accessibility.

With the development of satellite technology, an increased number of satellite sensor images has made it easier to obtain data for large coastal areas [5,6]. Multispectral/hyperspectral satellites and synthetic aperture radar (SAR) satellites have been widely used to acquire observation information of Earth, over large areas [7]. Multispectral imagery can obtain rich spectral information and indices, which is essential for extracting water, land, and vegetation information [8]. However, accurate surface elevation cannot be
derived from the data and the images are susceptible to clouds or tall features. Although SAR may exhibit the advantage of wider coverage and provide continuous elevation information in some areas, other characteristics, such as low spatial resolution and a single band, may limit its application [9]. The Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) carries the Advanced Topographic Laser Altimeter System (ATLAS), which is a spaceborne photon-counting LiDAR. Benefiting from sensitive detectors, ATLAS can obtain detailed and accurate surface elevation data [10,11]. Slope and sediment are the main indicators for determining shore zone types, which require detailed spectral and accurate elevation information. In this paper, we use Sentinel-2 multispectral imagery and ICESat-2 LiDAR data.

Recently, machine learning algorithms emerged as more accurate and efficient alternatives to conventional parametric algorithms when faced with large dimensional and complex data spaces, and they have been used for mapping large areas [12]. However, some machine learning algorithms, such as neural networks, decision trees, and support vector machines, tend to over-fit and require that many parameters are adjusted before they are used [12–14]. The new ensemble learning algorithm obtains a stronger classifier with a greater generalization ability than a single learner by combining multiple weak learners, which is a good solution to the problem. Bagging and boosting are two common ensemble learning methods [15–17]. Bagging methods have no dependencies between learners and can be generated simultaneously. A typical algorithm is a random forest algorithm, based on decision trees. Random forest algorithms solve the bottleneck problem in decision trees and they have a good tolerance for noise and outliers, as well as good scalability for high-dimensional data classification problems. Additionally, random forests can estimate the variable importance by analyzing the increase in prediction error caused by sequence changes because the prediction error is related to the variable importance [15,18,19].

Based on the studies mentioned above, conducting coastal classification using a random forest classifier and features extracted from Sentinel-2 and ICESat-2 data, seems to be a good solution. However, the following issues need to be considered. First, coastal regions are environmentally and dynamically complex. They change rapidly and are subject to tidal, wind, and wave activity over long periods [2]. Even spectral data from the same area can vary significantly depending on the acquisition time, directly affecting further processing. Google Earth Engine was used to synthesize time-series Sentinel-2 images to reduce the data and smooth out the tidal effects [20]. Second, appropriate features are necessary for accurate classification. Several attempts have been made to find appropriate features for information extraction using remote sensing data [19,21–23]. Rodriguez–Galiano et al. [19] used multiseasonal Landsat-5 multispectral data and random forest algorithms for land cover classification. Feng et al. [24] reported that texture features can improve the accuracy of urban vegetation mapping. Specifically, overall accuracy increased by 9.6% after including texture features, indicating that texture plays a significant role in improving classification accuracy. Xie et al. [23] employed the ICESat-2 satellite data to extract statistical indicators related to substrate and sediment classification. They successfully exploited the potential of ICESat-2 data in coastal zone classification. Nijland et al. [22] conducted a similar study using airborne LiDAR data on Calvert Island, Canada. Specifically, Nijland et al. [22] investigated how rich shore morphological metrics can be derived from airborne LiDAR and evaluated the application of LiDAR to coastal area classification. However, the above studies have some limitations, especially in shore zone areas where features are often characterized by multiple aspects, such as sedimentation type and coastal morphology, which require that multiple data sources are well-represented [3]. Therefore, an integrated approach to coastal zone classification, using heterogeneous data, is essential.

In this study, combining the new ICESat-2 LiDAR datasets and synthetic Sentinel-2 imagery, shore zone types were produced with only satellite remotely sensed data using random forest algorithms. We used statistical indicators derived from ICESat-2 photons and spectral information derived from the multispectral imagery to classify shore zones.
First, we synthesized the Sentinel-2 images using the Google Earth Engine to reduce the data and smooth the tidal effects. Second, we proposed statistical characteristics to extract valid information on the shore zone from the raw photons of ICESat-2 data. Third, this method was used to classify a coastal zone of Nunivak Island and to estimate variable importance. Finally, the result performance (accuracy and consistency) was evaluated and compared with the reference data. This method is promising for rapid coastal zone classification due to its wide coverage and low-cost data acquisition.

The content and structure of this paper are organized as follows. Section 2 presents the study area and materials. Section 3 presents the relevant methods. The principles of sample selection are introduced. Then, the data processing and calculation methods of variables are shown. Consequently, a control experiment is designed. Section 4 focuses on the experimental results, showing the variable importance and the relative performance of different experiments. The discussion is presented in Section 5, which analyzes the causes of misclassification and the advantages and limitations of the proposed method.

2. Study Area and Materials
2.1. Study Area

Nunivak Island, the second largest island in the Bering Sea, is part of the territory of the state of Alaska (USA). It is also a volcanic island located off the mouth of the Yukon River. As shown in Figure 1, covered by coniferous forests, the island’s area is 4220 km², and its width is 100 km. The northern and eastern parts of the island have ponds and some marshlands. On the south coast are lagoons; on the west side are cliffs, where many sea birds nest. The sea around the island is shallow, making boat approaches to the shore very dangerous. The study area is dominated by rocky ramps, sandy beaches, gravelly beaches, mudflats, and other coastal types, covering most coastal classification types. The sediment-dominated coastal type has the largest proportion and the coastal zone types are predominantly inclined but are flat and steep [25].

Figure 1. Map of the Nunivak Island, which is near mainland Alaska. The background is a true-color image obtained using the Google Earth Engine and composed using the Sentinel-2 satellite during the summers of 2018 to 2020. The gray lines represent the ICESat-2 trajectory, and ICESat-2 passed through the region starting from 22 October 2018. The yellow areas represent shore zones, which contain ICESat-2 and multispectral data.
2.2. Materials

We used Sentinel-2 multispectral images and ICESat-2 data in the experiments. Launched by the European Space Agency (ESA), Sentinel-2 has 13 spectral bands with 10, 20, and 60 m ground resolutions, with a revisit period of 5 days [26]. Compared with the top of atmosphere reflectance data of level-1C, the level-2A data are preprocessed through radiometric calibration and atmospheric correction and directly represent the surface reflectance.

ICESat-2, launched by the National Aeronautics and Space Administration (NASA) in 2018, carries an ATLAS sensor that can acquire photon points of about 0.7 m in the along-track direction. ATLAS emits six laser beams arranged in three parallel groups; each group contains one strong and one weak signal, with an energy ratio of 4:1 [10,11]. The data are divided into three levels, with 21 standard data products stored in h5 hierarchical files. ICESat-2 Level-2 ATL03 geolocated photons are used in this paper, including raw photons (signal and noise photons); each photon has a unique latitude, longitude, and altitude based on the WGS84 ellipsoid benchmark [27].

We used ShoreZone data to verify our results. ShoreZone is a standardized coastal habitat mapping system that images and characterizes the biophysical attributes of discrete coastal units in a searchable, spatially explicit database, with the same standard protocols for acquiring, analyzing, and publishing coastal habitat information. For coastal zone areas, the ShoreZone classification is established by substrate (rock, gravel, sand, and different coastal substrate types), intertidal zone width, and slope [25]. Nunivak Island has a broad cross-section of coastal habitats, making it an ideal test area for the shore zone classification study.

3. Methods

3.1. Sentinel-2 Data Processing

Sentinel-2 image selection and processing should be performed before feature selection. The coastal zone is where land and water interface; it has a complex, dynamic environment affected by tides, sedimentation, and wave erosion [1,28]. Since the tidal action is long and periodic, the data obtained from satellites, such as multispectral or microwave radar, only reflect the situation of the coastal zone at the moment of transit and they are not universally available [28,29]. Additionally, errors caused by transient environmental factors, such as glint or cloud cover, can affect the quality of single multispectral image data and influence the final classification results. Therefore, we choose Google Earth Engine for data synthesis.

Google Earth Engine is a computing platform for global scale online processing analysis and visualization of geoscience datasets, especially remote sensing image data. The platform specializes in processing long time-series remote sensing data. It has been widely used in data fusion, multi-temporal image classification, change detection, land cover, and land use dynamics monitoring and modeling [20].

Nunivak Island is located at high latitude. There is no significant area of snow coverage in summer. Therefore, to align the data acquisition time with ICESat-2 as much as possible, we selected Sentinel-2 images for the summers of 2018 to 2020 for processing (1 June to 31 August of each year). Through operations such as de-clouding and median smoothing, the synthetic images to be used as the next classification step were obtained using the Google Earth Engine platform.

Next, we present the variables used as random forest classification characteristics. Spectra are important features in remote sensing images. We selected eight spectral bands of Sentinel-2 synthetic images as classification characteristics. Additionally, index features, such as normalized difference vegetation index (NDVI), normalized difference water index (NDWI), and normalized difference red edge index (NDRE), can contain richer content, more vivid ground attributes, and effectively improve the accuracy of feature classification. NDVI is a simple, effective, and empirical measure of surface vegetation conditions. It can be used to assess the vegetation distribution in the coastal zone region. NDWI is based on the principle of spectral difference between water bodies and terrestrial features in the red and infrared bands. NDRE calculated using the red-edge band of Sentinel-2 has obvious
advantages for vegetation canopy chlorophyll detection. As such, it can be used to indicate the coastal zone environment. The specific information is shown in Table 1.

Table 1. Sentinel-2 characteristic variables and description.

| Variable Name                     | Characteristic Description | References |
|-----------------------------------|-----------------------------|------------|
| Band                              | B2 B3 B4 B5 B6 B8a B11 B12 |            |
| Difference Vegetation Index (DVI) | B8a – B4                   | [30]       |
| Normalized Difference Vegetation Index (NDVI) | (B8a – B4)/(B8a + B4) | [31] |
| Normalized Difference Water Index (NDWI) | (B3 – B8a)/(B3 + B8a) | [32] |
| Modified Normalized Difference Water Index (MNDWI) | (B3 – B11)/(B3 + B11) | [33] |
| Normalized Difference Red Edge Index (NDRE) | (B6 – B5)/(B6 + B5) | [34] |
| Ratio Vegetation Index (RVI)      | B8a – B4                   | [35]       |

3.2. ICESat-2 Data Processing

The Geoscience Laser Altimeter System (GLAS) carried by ICESat is a full-waveform LiDAR. It responds to echo signals in a linear model and can detect the magnitude of echo signals. GLAS illuminates spots (footprints) 70 m in diameter, spaced at 170 m intervals along the Earth’s surface using laser pulses at 40 times per second [36]. The ATLAS on ICESat-2 is a new photon-counting LiDAR. It improves the detection efficiency significantly compared to GLAS, and its data do not contain the intensity of the echo signal and are more suitable for processing using statistical methods [10,11]. Based on the new characteristics of the ICESat-2 data, we selected a number of features that can be divided into two categories. First, statistical metrics are used: standard deviation (STD), relative standard deviation (Rstd), mean absolute deviation (MAD), quartile deviation (QD), relative average deviation (RAD), mean absolute error (MAE), median, and kurtosis and skewness. Second, the other indicators used are the coastal slope (Slope), signal-to-noise ratio (SNR), number of signal photons (Numbers), and the ratio of the number of photons between the upper and lower quartiles to the total number of photons (Ratio). The Slope is calculated from the upper and lower quartiles which reflects the morphological characteristics; the SNR represents the percentage of medium and high confidence photons. The specific information is shown in Table 2.

Table 2. ICESat-2 characteristic variables and description.

| Variable Name | Characteristic Description | Variable Name | Characteristic Description |
|---------------|-----------------------------|---------------|-----------------------------|
| STD           | \( \text{STD} = \sqrt{\frac{\sum_{i=1}^{n}(h_i-\bar{h})^2}{n-1}} \) | Kurtosis      | \( K = \frac{1}{n} \sum_{i=1}^{n} \left(\frac{h_i-\mu}{\sigma}\right)^4 \) |
| Rstd          | \( \text{Rstd} = \frac{\text{STD}}{\bar{h}} \times 100 \) | Skewness      | \( S = \frac{1}{n} \sum_{i=1}^{n} \left(\frac{h_i-\mu}{\sigma}\right)^3 \) |
| MAD           | \( \text{MAD} = \frac{1}{n} \sum_{i=1}^{n}|h_i - \text{median}(H)| \) | Slope         |                              |
| QD            | \( \text{QD} = Q_3 - Q_1 \)         | SNR           |                              |
| RAD           | \( \text{RAD} = \frac{1}{n} \sum_{i=1}^{n} \left|\frac{h_i-\bar{h}}{\bar{h}}\right| \) | Numbers       |                              |
| MAE           | \( \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} \left|h_i - \bar{h}\right| \) | Ratio         | |
| Median        |                              |               | |

In Table 2: \( h_i \) is the elevation of each photon; \( \bar{h} \) is the average elevation of photons; the third quartile (Q3) is the upper or 75th empirical quartile, as 75% of the data lies below this point; the first quartile (Q1) is the middle number between the smallest number (minimum) and median of the dataset; \( \mu \) is the mean; and \( \sigma \) is the standard deviation. Therefore, to achieve high classification results, statistical indices related to the classification of coastal zone areas are calculated using medium and high confidence photons only, which are substituted into the calculation as characteristics for the random forest algorithms.
3.3. Sample Data Selection

Coastal zones reflect the interaction between land, atmosphere, and ocean, whose sediments and morphology contain information on sea-level change and coastal environmental evolution [1]. The concept of a shore zone is fundamental to delineating and classifying the mapping area. There are different ways to delineate the coastal zone. The narrow zone between high and low tides is delineated as a shore zone, which is obtained from elevation data and the astronomical tide. Additionally, coastal zones can be classified using bio bands or flood markers [22,37]. We chose the buffer method to delineate the coastal zone, given that the images used are synthetic, and the tides and seawater are smoothed out. In this paper, we define the coastal zone as a narrow area at a certain distance from the waterline to the landside in the image. The surface characteristics of the coastline splash zone on the high tide line are influenced by the shoreline type and can be considered as part of the characteristics of the shore type [37]. For this reason, the above distance is set to 100 m.

The quality of the samples directly affects the final classification results, and a representative and typical area should be selected as the sample. ICESat-2 makes passes over Nunivak Island 184 times. There are 1104 trajectories in the region as six beams are formed on the ground each time. In this study, photon trajectories with poor signal quality were excluded to ensure the accuracy of coastal feature extraction as much as possible (at least 50 photons). Finally, a total of 611 effective shore zones were selected. Several typical shore zone types are shown in Figure 2.

![ShoreZone classification. The red line corresponds to the ICESat-2 track.](image)

**Figure 2.** The typical coastline of Nunivak Island. Different coastal zones are represented in a row: (1) (A–C) are the platform with a gravel beach, (2) (D–F) are ramps with a gravel beach, and (3) (H–J) are cliffs with a gravel beach. The left column is photons distribution from ICESat-2, and the middle column represents a true-color image. The right column corresponds to digital images from ShoreZone classification. The red line corresponds to the ICESat-2 track.
3.4. Random Forests and Feature Optimization

Random forest is an ensemble learning model based on decision tree classifiers. It is trained using the bagging method, and its final classification result is determined by the output vote of a single decision tree [18]. The steps of random forest establishment are as follows. First, training samples are selected from the original sample using the bootstrap method, which amounted to about 63% of the overall samples. Additionally, decision trees are built based on the training samples to form a random forest. In the training process, features are randomly selected at each tree node (usually less than the total number of features). Then, a feature with the most classification ability is selected for node splitting inside the decision tree according to the principle of minimum Gini coefficient or entropy. Finally, the random forest classifier formed by multiple decision trees can classify the data and decide the class by decision trees’ voting. In this process, the selection of training samples and feature subsets is random and independent. The philosophy behind random forest algorithms is based on the basic premise that a set of classifiers performs better classifications than a single classifier [18]. Random forests present many advantages, such as providing estimates of what variables are important in the classification, being robust to outliers, and noise [38]. The random forest algorithm estimates the importance of variables based on the principle that randomly rearranging the order of the features to be evaluated affects a change in prediction error. The importance of a variable can be derived from the predicted value and standard deviation [17,18].

In this paper, we randomly selected 80% of the total samples for training and designed four protocols for comparative study (Table 3). The two main purposes for setting different solutions are as follows. The first is to investigate the influence of different variables on the accuracy of shore zone classification and determine the variable importance. The second is to explore the best method for coastal zone classification through comparison.

Table 3. Information of experimental protocols.

| Experimental Protocols | Features Combination                  | Prediction Targets |
|------------------------|--------------------------------------|--------------------|
| 1                      | Sentinel-2 features                  | Shore type         |
| 2                      | ICESat-2 features                    | Shore type         |
| 3                      | ICESat-2 and Sentinel-2 features     | Shore type         |
| 4                      | Optimal features                     | Shore type         |

4. Results

In this section, we demonstrate the variable importance and classification results using the methods and data described above.

4.1. Importance of Variables

We obtained the importance of each feature variable using the random forest algorithm. Figure 3 shows the results in detail. As shown in the figure, band 4 (red band), band 12 (SWIR 2 band), band 2 (blue band), and band 3 (green band) are more important than others in the Sentinel-2 features, which are all key spectral variables. Additionally, index features, such as NDVI and NDWI, are of high importance. For the variables obtained from ICESat-2 data, the Slope, STD, and median variables are of high importance, and these features can adequately characterize the shoreline morphology. Generally, the Sentinel-2 features are more important than the ICESat-2 features. This means that multispectral satellites can obtain richer surface information, important data for land use, and coastal zone classification. Meanwhile, the addition of ICESat-2 data can improve classification accuracy.

We rearranged the features according to variable importance. Then, we added them sequentially to the random forest model for training to observe the changes in classification accuracy and the kappa coefficient to find the optimal combination model. Figure 4 shows that the classification accuracy increases sharply from 34.14% to 76.29% as the features increase from 2 to 9. The accuracy rises slowly when the number of variables is between 9 and 21 and reaches the highest classification accuracy of 83.61% at 21. The
accuracy gradually decreases when the number of features exceeds 21. Similarly, the kappa coefficient reaches the highest value of 0.81 when the number of features is 21. Therefore, the number of features was set to 21, which achieves relatively higher accuracy whilst simultaneously reducing the calculation amount.

![Relative importances](image)

**Figure 3.** Distribution of characteristic importance. The feature importance is normalized to highlight the percentage of each variable. The blue column is the characteristic variable of Sentinel-2, whereas the yellow column corresponds to ICESat-2.

![Relationship between the number of characteristic variables and classification accuracy](image)

**Figure 4.** Relationship between the number of characteristic variables and classification accuracy and the kappa coefficient. The blue line represents the classification accuracy, whereas the red line corresponds to the kappa coefficient.
Table 4 presents the classification accuracies and kappa coefficients for each experimental scheme. As presented in the table, for the shoreline classification results obtained using the four methods, the kappa coefficients ranged from 0.31 to 0.81, with an average of 0.63. The overall classification accuracies ranged from 42.63% to 83.61%, with an average of 68.02%. The feature parameters obtained from Sentinel-2 prediction results are better than ICESat-2, and the optimal solution has better performance in terms of classification accuracy and consistency.

Table 4. Results of experimental protocols.

| Experimental Protocols | Accuracy   | Kappa |
|------------------------|------------|-------|
| 1                      | 68.03%     | 0.62  |
| 2                      | 42.63%     | 0.31  |
| 3                      | 77.80%     | 0.75  |
| 4                      | 83.61%     | 0.81  |

4.2. Classification Results of Shore Zone

Next, using the trained random forest model and the preferred feature parameters, the classification results for the coastline of Nunivak Island were generated (Figures 5 and 6). Figure 5 demonstrates the classification results for the whole of Nunivak Island, and Figure 6 shows details for the southeastern part of the island. We can evaluate the performance of each model by comparing the predicted results with the in situ data.

Figure 5. Shore zone type results for Nunivak Island using different methods. (I) Sentinel-2 imagery of Nunivak Island before classification; (II) shore zone types from the ShoreZone classification; (III–VI) coastline classification results derived from the optimal features, all features, Sentinel-2 features, and ICESat-2 features, respectively. The colors represent the coastal types according to sediment and substrate: (A) rock, (B) rock & gravel, (C) rock & gravel & sand, (D) gravel, (E) sand & gravel, and (F) sand & mud. The line shapes represent the type of shore zone by slope: (1) flat, (2) inclined, and (3) steep. The red box corresponds to the area (to illustrate the detailed classification results) in Figure 6.
The coastal zone area of the island is relatively developed and has a wide variety of coastal zone types. Therefore, to present the classification results in a more reasonable way, we distinguished the shoreline types according to the coastal morphology (flat, inclined, and steep) and substrate sediments (rock, rock & gravel, rock & gravel & sand, gravel, sand & gravel, and sand & mud). This is consistent with the classification principles of the validation dataset ShoreZone classification, which we used to validate the prediction results (Appendix A, Table A1).

In terms of coastal morphology, the coasts of Nunivak Island are mostly flat and inclined. Steep coasts are relatively rare and distributed mostly in the western and northern parts of the island. Figure 6 reveals detailed results of the coastal zone classification by comparing it with the validation data. The optimal combination model performed better in the morphological classification of the coast compared with other schemes.

5. Discussions

5.1. Misclassification Analysis

Our method classifies shore type from the sedimentary and morphological parameters with an overall accuracy of 83.61% on the test datasets. Table 5 presents the confusion matrix of the model prediction results based on ShoreZone datasets. The producer’s and user’s accuracies of the model prediction results are satisfactory; however, there are still misclassification cases. Based on the confusion matrix, we analyze the reasons for the misclassification as follows.

First, there are more commission errors in the sample of category 9 (ramp with gravel beach) and more omission errors in the sample of category 7 (platform with gravel beach, wide); they are both sedimentary beaches with gravel morphology [25]. Nunivak Island has long gravel beaches with well-developed coastal zones around the island; gravel beaches have high intra-class variability and are easily confused with other similar beach cate-
With manual discrimination, gravel beaches can be difficult to distinguish accurately from gravelly semi-depositional beaches. Furthermore, our study area is delineated based on the shore-water interface line, which is different from the coastal zone classification of the reference data. In the current ShoreZone classification systems, the extent of the coastal zone is usually derived from visible clues, such as tide marks and water level at the time of the photo collection [22]. In this paper, the multispectral data were synthesized using the Google Earth Engine. Although this effectively suppresses the chance of error, smoothed out tidal signs result in the tides in the synthesized images being only the adjusted mean values. We applied a buffer zone approach to determine the extent of the study area. This is because the intertidal delineation using tidal features is impossible on synthetic imagery. This approach differs from the traditional way of describing the coastal zone, which affects the accuracy of coastal zone feature extraction. Additionally, tides, wind, and waves can affect the ICESat-2 satellite measurements. The potential reasons for this are as follows. In the flat and shallow coastline, high confidence photons are obtained from the sea surface and seafloor. Due to the shallow water depth, the photon signals are mixed, and the signal types cannot be effectively distinguished to extract the underwater shoreline. On the steep and deep coast, rising tides can mask the shore morphology, resulting in photons acquiring only surface information [9,39,40].

Table 5. Confusion matrix of test samples using optimal features predicted, overall accuracy: 83.61%.

| Prediction                              | Reference | 2 | 3 | 7 | 8 | 9 | 12 | 14 | 22 | 24 | 25 | 26 | 28 | 30 | Total |
|----------------------------------------|-----------|---|---|---|---|---|----|----|----|----|----|----|----|----|-------|
| Rock Platform, wide 2                  |           | 1 |   |   |   |   |    |    |    |    |    |    |    | 1    |
| Rock Cliff 3                           |           |   |   |   |   |   |    |    |    |    |    |    |    | 1    |
| Platform with gravel beach, wide 7     |           |   |   |   |   |   |    | 13 |    | 1  |    | 1  |    | 14   |
| Cliff with gravel beach 8              |           | 1 |   |   |   |   |    |    |    |    | 1  |    |    |     |
| Ramp with gravel beach 9               |           | 1 |   | 7 | 1 | 1 | 1  | 2  | 13 |    |    |    |    |     |
| Platform with gravel/sand beach, wide 12|         | 1 |   | 2 | 1 |    | 2  |    |    |    |    |    |    | 3    |
| Ramp with gravel/sand beach 14         |           |   |   |   |   |   | 7  |    |    |    |    |    |    |     |
| Gravel beach, narrow 22                |           | 2 |   | 7 | 22|    |    |    |    |    |    |    |    | 24   |
| Sand/Gravel flat or fan 24             |           | 1 |   | 1 | 8 | 1 |    |    |    |    |    |    |    | 11   |
| Sand/Gravel beach, narrow 25           |           |   |   |   |   |   |    |    |    | 11 |    |    |    | 11   |
| Sand/Gravel flat or fan 26             |           | 1 |   |   |   |   |    |    |    |    | 3  | 3  |    | 3    |
| Sand flat 28                           |           | 1 | 1 | 1 | 1 | 1  |    |    | 27 |    |    |    |    | 31   |
| Sand beach 30                          |           | 1 |   |   |   |   | 1  | 1  |    |    | 2  |    |    | 2    |
| Total                                  |           | 1 | 1 | 4 | 16| 8 | 4  | 9  | 23 | 9  | 14 | 3  | 30  | 0    | 122  |

5.2. Analysis of Important Variables

We used a random forest algorithm to obtain the variable importance for shore zone classification, using the Sentinel-2 and ICESat-2 variables. First, the most important variables derived from Sentinel-2 are band values (B4, B12, B2, and B3) and NDVI. Visible and short-wave infrared bands are good for detecting coastal zone areas. The visible band is susceptible to thin clouds in a single image, leading to limited usability; however, this problem does not seem to exist in synthetic images [41]. NDVI facilitates the detection of terrestrial vegetation, which marks a transition from ocean processes to terrestrial processes, and vegetation can provide a natural and process-based shore zone boundary [8]. Second, the statistical features calculated from the medium and high confidence photons are related to shore zone type, and their importance can be assessed using the random forest model. The important variables, other than those derived from Sentinel-2, consist of the Slope, STD, median, MAE, and MAD. Statistical feature information derived from airborne LiDAR and ICESat-2 are good predictors of coastal area [21]. Xie et al. [23] used ICESat-2 metrics and a SoftMax regression model for shore zone classification. Nijland et al. [22] estimated coastal information on Calvert Island using LiDAR data and compared it to the ShoreZone classification. Third, and overall, most of the important variables are obtained from multispectral data. This emphasizes the efficacy of Sentinel-2 data in coastal zone classification.
Although precise elevation information cannot be obtained as with ICESat-2, Sentinel-2 data have multiband spectral information and can reveal environmental changes.

5.3. Contributions of ICESat-2

ICESat-2 is an ideal data source for detailed coastal zone morphological metrics. The contributions and advantages of the ICESat-2 on the shore zone study are as follows. (1) ATLAS features the ability to acquire land–water interaction zone information because of its improved along-track sampling interval (0.7 m) and blue–green laser pulses (532 nm) [10,11]. Traditional LiDAR data applied terrestrially often have a limited spatial application on the marine side of the coastal zone. Due to its inability to penetrate the water column, the information obtained is limited to tide elevations at the time of data acquisition [22,42]. ICESat-2 and airborne LiDAR bathymetry (ALB) make it suitable for detecting shallow water bathymetry, expanding the elevation data beyond the sea surface, where traditional methods do not provide data. (2) ICESat-2 has the advantage of higher resolution, rich terrain information, and is an ideal method for monitoring change in the coastal environments. Elevation data provide important information about shore metrics and coastline position; it can be used for analysis or change detection purposes [37]. The elevation-based morphological data can be used to predict vegetation patterns, soil properties, and mapping of habitat types on the seabed, which can reduce coordinate system conversion errors compared with those of traditional land–water separation measurements [22,37]. (3) LiDAR can provide vertical forest structure information that can be effectively used for forest height and biomass estimation in coastal zone areas, which are difficult to reach using traditional measurement methods. Additionally, ICESat-2, the satellite photon-counting LiDAR, can be followed for mapping and monitoring forest biomass or carbon stock at local to global levels, if it became necessary to consider the seasonal behavior of deciduous forests [8,43].

5.4. Superiority, Limitations, and Suggestions

The superiority of the method presented in this paper is as follows. (1) The study explored the potential to include information obtained from satellite data directly into the coastal classification. ICESat-2 and Sentinel-2 data are freely available. Therefore, this method is cost-effective, reducing the need for manual photo interpretations. (2) The proposed method, combined with multispectral and ICESat-2 data, can be applied to shore zone and areas around islands; it is also essential for hard-to-reach inland waters, such as plateau lakes [44]. Utilizing free satellite data, we can quickly and efficiently obtain detailed information about water–land interface regions on a global scale.

The proposed method has a few limitations. First, the method is less precise than classification results that rely heavily on oblique photography and expert interpretation. For applications that need accurate information on the coastal zone, the proposed method should be used with caution. Second, in our method, the delineation of the shore boundaries cannot be defined by visual cues due to the use of synthetic images, leading to a poor delineation of the shore zone.

In this study, the innovation attempted was the incorporation of ICESat-2 derived morphological metrics into the spectral variables of shore zone classification. Additionally, the ICESat-2 data do not provide a wall-to-wall spatial coverage [27]. Integrating ICESat-2, multispectral, and SAR with other forms of data, and using machine learning algorithms to monitor and classify the shore area, may have significant potential in the future.

6. Conclusions

This paper proposed a classification coastline method using random forest algorithms based on multispectral and ICESat-2 data remote sensing. First, remote sensing images of Sentinel-2 data for Nunivak Island in the summer were composed using Google Earth Engine, a method that can effectively suppress the chance of errors. We calculated data features based on the integrated multispectral data. Second, statistical indicators related to
the slope and sediment classification were extracted based on ICESat-2 high confidence photons. Third, the characteristics extracted from the multispectral image and ICESat-2 were used to train the random forest model separately. The results were compared with the optimized features. The experimental results show that the overall accuracy and kappa coefficient for optimizing features is 83.61% and 0.81, respectively, which were superior to others. Additionally, the variable importance was analyzed. The misclassification cases were also carefully analyzed, and the reasons were summarized. In future studies, ICESat-2 can provide various accurate along-track photons when used alongside the multispectral satellite. Using this method, accurate coastline information can be obtained for coastal areas, the area surrounding islands, and reefs, on a global scale, especially in remote and sensitive areas.
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Appendix A

Table A1. Summary of shore zone types.

| Substrate      | Sediment            | With  | Slope           | Coastal Class                  |
|----------------|---------------------|-------|-----------------|--------------------------------|
| Rock           | n/a                 | Wide  | Steep (>20 degree) | Rock Ramp, wide (1)             |
|                |                     |       | Inclined (5–20 degree) | Rock Platform, wide (2)         |
|                |                     |       | Flat (<5 degree)  | Rock Cliff (3)                  |
|                |                     | Narrow| Steep (>20 degree) | Rock Ramp, narrow (4)            |
|                |                     |       | Inclined (5–20 degree) | Rock Platform, narrow (5)       |
|                |                     |       | Flat (<5 degree)  | n/a                            |
|                |                     |       | Steep (>20 degree) |                                  |
| Gravel         | n/a                 | Wide  | Inclined (5–20 degree) | Ramp with gravel beach, wide (6) |
|                |                     |       | Flat (<5 degree)  | Platform with gravel beach, wide (7) |
|                |                     |       | Steep (>20 degree) | Cliff with gravel beach (8)     |
|                |                     | Narrow| Inclined (5–20 degree) | Ramp with gravel beach (9)      |
|                |                     |       | Flat (<5 degree)  | Platform with gravel beach (10) |
|                |                     |       | Steep (>20 degree) | n/a                            |
| Rock & Sediment| Gravel & Sand       | Wide  | Inclined (5–20 degree) | Ramp with gravel/sand beach, wide (11) |
|                |                     |       | Flat (<5 degree)  | Platform with gravel/sand beach, wide (12) |
|                |                     |       | Steep (>20 degree) | Cliff with gravel/sand beach (13) |
|                |                     | Narrow| Inclined (5–20 degree) | Ramp with gravel/sand beach (14) |
|                |                     |       | Flat (<5 degree)  | Platform with gravel/sand beach (15) |
|                |                     |       | Steep (>20 degree) | n/a                            |
| Sand           |                     | Wide  | Inclined (5–20 degree) | Ramp with sand beach, wide (16) |
|                |                     |       | Flat (<5 degree)  | Platform with sand beach, wide (17) |
|                |                     |       | Steep (>20 degree) | Cliff with sand beach (18)      |
|                |                     | Narrow| Inclined (5–20 degree) | Ramp with sand beach (19)      |
|                |                     |       | Flat (<5 degree)  | Platform with sand beach (20)   |
Table A1. Cont.

| Substrate | Sediment | With       | Slope       | Coastal Class                           |
|-----------|----------|------------|-------------|-----------------------------------------|
|           |          | Wide (>30 m) | Flat (<20 degree) | Gravel flat, wide (21) |
| Gravel    |          | Steep (>20 degree) | n/a          |                                        |
|           | Narrow (<30 m) | Inclined (5–20 degree) | Gravel beach, narrow (22) |
|           |          | Flat (<5 degree) | n/a          |                                        |
|           |          | Steep (>20 degree) | n/a          |                                        |
| Gravel & Sand |          | Wide (>30 m) | Inclined (5–20 degree) | Sand/Gravel flat or fan (24) |
|           |          | Flat (<5 degree) | n/a          |                                        |
| Sediment  |          | N/a        | Flat (<5 degree) | Sand/Gravel beach, narrow (25) |
| Sand & Mud |          | Wide (>30 m) | Inclined (5–20 degree) | Sand/Gravel beach, narrow (26) |
|           |          | Flat (<5 degree) | n/a          |                                        |
|           |          | Steep (>20 degree) | n/a          |                                        |
|           | Narrow (<30 m) | Inclined (5–20 degree) | Sand flat (27) |
|           |          | Flat (<5 degree) | Sand flat (28) |
|           |          | Steep (>20 degree) | Mudflat (29) |
|           |          | n/a        | Flat (<5 degree) | n/a                                    |
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