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ABSTRACT
Measuring personal head-related transfer functions (HRTFs) is essential in binaural audio. Personal HRTFs are not only required for binaural rendering and for loudspeaker-based binaural reproduction using crosstalk cancellation, but they also serve as a basis for data-driven HRTF individualization techniques and psychoacoustic experiments. Although many attempts have been made to expedite HRTF measurements, the rotational velocities in today’s measurement systems remain lower than those in natural head movements. To cope with faster rotations, we present a novel continuous HRTF measurement method. This method estimates the HRTFs offline using a Kalman smoother and learns state-space parameters, including the system model, on short signal segments, utilizing the expectation maximization algorithm. We evaluated our method in simulated single-channel and multi-channel measurements using a rigid sphere HRTF model. Comparing with conventional methods, we found that the system distances are improved by up to 30 dB.

Index Terms— expectation maximization, head-related transfer functions, spatial audio, system identification

1. INTRODUCTION
Head-related transfer functions (HRTFs) have several applications in spatial audio. An HRTF describes the (normalized) transfer function from a sound source at a given direction to the listener’s ear [1]. HRTFs are essential to render virtual sound sources and virtual acoustic scenes for headphone reproduction [2, 3]. In addition, loudspeaker-based binaural reproduction with a crosstalk cancellation system requires HRTFs to compute the crosstalk cancellation filters [4, 5]. It was found that using non-individualized HRTFs can degrade the localization performance in both headphone-based [6] and loudspeaker-based [7] reproduction, which highlights the importance of HRTF individualization techniques (cf. [8, 9] for overviews). These techniques aim at providing individualized HRTFs, for example, based on anthropometric data. Although the interest in these HRTF individualization techniques grows, acoustic measurements represent the standard way to obtain reference data for individualization techniques and for psychoacoustic experiments.

Measuring HRTFs quickly and precisely has been studied for many years (cf. [10, 11] for reviews). Two main approaches can be distinguished: stop-and-go measurements and continuous measurements. In the former approach, a transfer function is identified separately for each direction. In this case, exponential-sweep excitation and deconvolution are commonly used. This allows to cope with weak loudspeaker nonlinearities [12, 13]. To reduce the measurement duration it has been proposed to interleave the sweeps from multiple loudspeakers [14]. In the latter approach, the subject rotates continuously during the measurement. Here, noise signals or perfect sequences (PSEQs) serve as excitation signals while adaptive filters continuously estimate the transfer function(s) from one or more loudspeakers to the ear [15–17]. Typically, the normalized least-mean-square (NLMS) algorithm is employed to obtain time-domain representations of the HRTFs, i.e., head-related impulse responses (HRIRs). Recently, exponential-sweep measurements with slow continuous subject rotations were investigated [18]. Moreover, it was shown that deconvolution and NLMS-based system identification are algorithmically equivalent for a single-loudspeaker setup [19].

Over the past few years, the interest in continuous HRTF measurements has grown. For instance, they were used to measure the HRTF database in [20]. Besides, continuous measurements are attractive for measurements with unconstrained subject movement, such as in [21, 22]. While the NLMS algorithm and its variants in [21] are easy to implement, more powerful adaptive filtering algorithms exist. Specifically, one drawback of the NLMS algorithm is that it lacks a model which describes how the impulse response evolves over time. This might be a reason why the rotational velocities at which a precise measurement result can be achieved remain low. Ideally, a measurement system would be able to identify HRTFs at natural head rotation velocities, which can reach almost $600 \text{s}^{-1}$ [23].

The HRTF measurement problem is a system identification problem for time-variant systems, which is similarly encountered in acoustic echo control (AEC). In AEC, it has been suggested to employ a Kalman filter to estimate the impulse response or transfer function, which is, in the state-space approach, described by the state vector [24, 25]. In these works, the system model comprises a first-order Markov model with a scalar fading factor to model the time-variation. Performance bounds resulting from this assumption were studied in [26] for the time-domain Kalman filter. In [27], online estimates for the process noise and measurement noise covariance matrix of the diagonalized frequency-domain Kalman filter were derived assuming a first-order Markov model with scalar fading factor.

The main idea of this paper is to learn a state-space system model to accurately describe the evolution of the HRIRs over time during a continuous rotation. Therefore, the scalar fading factor is replaced by a generic state transition matrix. We suggest to learn the system model parameters, i.e., the generic state transition matrix and the process noise covariance matrix, using the expectation maximization (EM) algorithm for linear dynamical systems (LDSs) [28, 29]. The measurement noise covariance can also be learned this way. Using the LDS-EM algorithm has two consequences. Firstly, the more general state-transition model increases the computational burden compared to the model with a scalar fading factor. Secondly, the LDS-EM algorithm requires offline processing as future samples must be accessible. While these two restrictions prohibit low-latency real-time processing, as required e.g., in AEC, they do not pose a restriction for continuous HRTF measurements. Here, the processing can be conducted in an offline manner after recording the signals.
2. SIGNAL MODEL

To formalize the HRTF measurement problem, we consider, without loss of generality, a multiple-input single-output (MISO) system with a single microphone at the left ear. Let \( x_s(k) \) denote the length-\( N \) excitation signal at loudspeaker \( s \) and time sample \( k \). Furthermore, \( h_{k,s}(\kappa) \) denotes the \( \kappa \)-th sample of the time-variant impulse response at sample \( k \) between the \( s \)-th source and the microphone. Then, the clean output signal is given by

\[
d(k) = \sum_{s=1}^{S} \sum_{\kappa=0}^{L-1} x_s(k-\kappa) h_{k,s}(\kappa) .
\]

(1)

Here, \( S \) is the number of loudspeakers and \( L \) denotes the impulse response length. Moreover, it is assumed that the observable microphone signal \( y(k) \) is noisy, i.e., it is superimposed by white Gaussian noise to model the microphone self-noise: \( y(k) = d(k) + n(k) \).

The goal of continuous HRTF measurements is to obtain HRTF or HRIR estimates \( \hat{h}_{k,s}(\kappa) \) at each time \( k \) from each loudspeaker, which are potentially placed at different elevation angles, as in [16]. Then, the HRIRs can be mapped to the relative loudspeaker-subject orientations, recorded with a head tracker in parallel to the measurement sequence, i.e., from \( k = N, \ldots, 1 \).

Before proceeding with the proposed processing scheme in Section 3.3, we first present the required components, namely, the Kalman smoother and the EM algorithm for learning parameters in state-space systems.

3. PROPOSED MODELING METHOD

3.1. Kalman Filter and Kalman Smoother

Given the state equation (2) and the observation equation (3), the Kalman filter constitutes the best linear minimum-mean-squared-error (MMSE) estimator of the state \( \mathbf{x}_k \) at any time step \( k \) when only observations up to and including this time step \( k \) are accessible [29, 31]. The following update equations for the \( a \ priori \) state covariance matrix \( \mathbf{P}_k \), the Kalman gain \( \mathbf{K}_k \), the (forward) state estimate \( \hat{\mathbf{x}}_k \), and the \( a \ posteriori \) state covariance matrix \( \mathbf{V}_k \) need to be conducted recursively for \( k = 1, \ldots, N \) to obtain HRIR estimates in \( \mu_k \) at each time step:

\[
\mathbf{P}_{k-1} = \begin{cases} \mathbf{P}_0 & \text{if } k = 1, \\ \mathbf{A} \mathbf{P}_{k-1} \mathbf{A}^T + \mathbf{\Gamma} & \text{else,} \end{cases}
\]

(4a)

\[
\mathbf{K}_k = \mathbf{P}_{k-1} \mathbf{C}_k^T (\mathbf{C}_k \mathbf{P}_{k-1} \mathbf{C}_k^T + \mathbf{\Sigma})^{-1},
\]

(4b)

\[
\hat{\mu}_k = \begin{cases} \mu_0 & \text{if } k = 1, \\ \mathbf{A} \hat{\mu}_{k-1} + \mathbf{K}_k (y_k - \mathbf{C}_k \hat{\mu}_{k-1}) & \text{else,} \end{cases}
\]

(4c)

\[
\mathbf{V}_k = (\mathbf{I} - \mathbf{K}_k \mathbf{C}_k) \mathbf{P}_{k-1} ,
\]

(4d)

Here, \( \mathbf{I} \) is the identity matrix. An initial mean state vector \( \mu_0 \) and an associated initial \( a \ priori \) covariance matrix \( \mathbf{P}_0 \) are required.

After Kalman filtering, Kalman smoothing is conducted to obtain improved (backward) state estimates \( \hat{\mu}_k \) and improved (smoothed) state covariance matrices \( \hat{\mathbf{V}}_k \) since future samples are accessible in offline processing. So, the recursion, including the Kalman smoother gain \( \mathbf{J}_k \), with the below update equations [29], starts from the end of the sequence, i.e., from \( k = N, \ldots, 1 \):

\[
\mathbf{J}_k = \mathbf{V}_k \mathbf{A}^T \mathbf{P}_k^{-1},
\]

(5a)

\[
\hat{\mu}_k = \begin{cases} \mu_k & \text{if } k = N, \\ \mu_k + \mathbf{J}_k (\hat{\mu}_{k+1} - \mathbf{A} \hat{\mu}_k) & \text{else,} \end{cases}
\]

(5b)

\[
\hat{\mathbf{V}}_k = \begin{cases} \mathbf{V}_k & \text{if } k = N, \\ \mathbf{V}_k + \mathbf{J}_k (\hat{\mathbf{V}}_{k+1} - \mathbf{P}_k) \mathbf{J}_k^T & \text{else.} \end{cases}
\]

(5c)

Finally, the HRIR estimates \( \hat{h}_{k,s} \) are extracted from \( \hat{\mu}_k \) for all \( k \).

3.2. Parameter Learning Using Expectation Maximization (EM)

Implementing the Kalman filter and Kalman smoother necessitates assumptions about \( \mathbf{A}, \mathbf{\Gamma}, \) and \( \mathbf{\Sigma} \). Traditionally, the process noise covariance matrix \( \mathbf{\Gamma} \) is approximated as a diagonal matrix, and it is computed via recursive averaging, e.g., in [32] and [33]. As a result, \( \mathbf{\Gamma} \) becomes a time-dependent matrix \( \mathbf{\Gamma}_k \). Similarly, the scalar fading factor in the Markov model is either simply set to one or set heuristically, e.g., in [32] and [24, 25], respectively. The measurement noise \( \sigma^2_n \) could be estimated online [34] and then also becomes time dependent. In contrast to these approaches, we suggest to learn all the unknown parameters \( \mathbf{A}, \mathbf{\Gamma}, \mathbf{\Sigma}, \) and the initial values \( \mu_0, \mathbf{P}_0 \) utilizing the LDS-EM algorithm [28, 29].

Given sequences of the input signals \( x_s(k), s = 1, \ldots, S \) and the microphone signal \( y(k) \), both for \( k = 1, \ldots, N \), the EM algorithm provides parameter estimates by maximizing the log-likelihood of these parameters for the given input sequence \( x_k \) and the observation sequence \( y_k \). One iteration of the EM algorithm consists of the following two steps. In the E-step, the Kalman smoother estimates are evaluated for a given set of parameters \( \theta = \{ \mathbf{A}, \mathbf{\Gamma}, \mathbf{\Sigma}, \mu_0, \mathbf{P}_0 \} \).

Whereas in the M-step, the parameters in the set are updated using the quantities highlighted by the * symbol below, i.e.,

\[
\mathbf{A}^* = \left( \sum_{k=2}^{N} \mathbf{E} \left\{ z_k z_{k-1}^T \right\} \right)^{-1} \left( \sum_{k=2}^{N} \mathbf{E} \left( \mathbf{z}_{k-1} \mathbf{z}_{k-1}^T \right) \right),
\]

(6)

\[
\mathbf{\Gamma}^* = \frac{1}{N-1} \sum_{k=2}^{N} \mathbf{E} \left( z_k z_k^T \right) - \mathbf{E} \left( \mathbf{z}_{k-1} \mathbf{z}_{k-1}^T \right) \mathbf{A}^* \mathbf{A}^T ,
\]

(7)
We carried out various experiments to analyze the system model.

### 3.1. Setup and Metrics

In order to obtain one set of parameters for the entire sequence, the loudspeaker-sphere distance is denoted as segments in the following. Each segment shall consist of length-$N_t$ input signals and the microphone signal recorded during a continuous HRTF measurement, respectively. In theory, we could conduct the Kalman smoothing and parameter learning steps independently, for instance in the horizontal plane or three loudspeakers, for head rotations of different but constant velocities. We consider either one loudspeaker in the horizontal plane or three loudspeakers at elevations $0^\circ$, $15^\circ$, and $30^\circ$ in an anechoic environment.

The loudspeaker-sphere distance is $1.5$ m, and the sampling rate is set to $24$ kHz. White Gaussian noise is added to the microphone signal to achieve an SNR of $60$ dB to simulate a typical measurement noise setting [12]. The estimated HRIRs are $8$ ms long, i.e., $L = 192$.

Comparisons of the following combinations of excitation signal and identification algorithm were conducted. Firstly, the NLMS algorithm with stepsize one was considered for the HRIR estimation and white noise (WN) was used as the excitation signal, similarly to [16]. Secondly, the white noise was replaced by a periodically repeated perfect sequence. The period length was set to $L_S$. This way, initial convergences to the true impulse response within $2L_S$ samples is guaranteed for a time-invariant system [37], and hence a good tracking performance for a time-varying system is expected, similarly to [17]. Thirdly, the NLMS algorithm was replaced by a Kalman filter (KF) with $A = I$, as in [32]. The process noise was estimated by exponential smoothing with a time constant of $50$ ms, similarly to [33]. The measurement noise variance was set to $\Sigma = \sigma_n^2 = 10^{-6}$ to match the true SNR. Lastly, the proposed method was considered in combination with PSEQ excitation. For initialization, we chose $A = I$, $\Gamma = 10^{-7}$, $\sigma_n^2 = 0.01$, $\mu_0 = 0$, and $P_0 = I$. We set frame length, lookback and lookahead to $N_t = N_b = N_0 = 1200$ ($50$ ms), resulting in $150$ ms segments, a compromise for the rotational velocities considered here.

4. EVALUATION AND RESULTS

We carried out various experiments to analyze the system model parameters learned by the proposed method and to compare against state-of-the-art continuous HRTF measurement methods.

#### 4.1. Setup and Metrics

To assess the performance of a system identification algorithm for time-variant systems, it seems infeasible to measure thousands of HRTFs corresponding to different source positions. Moreover, a truly time-invariant measurement environment is difficult to realize. Thus, we decided to simulate the measurements as follows. To avoid any kind of HRTF interpolation, which might introduce additional errors, we consider the "HRTF" of a rigid sphere. Its transfer functions are structurally similar to human HRTFs with its deep notches, but the rigid sphere transfer functions can be calculated analytically for any angle of incidence [35]. Therefore, they provide a ground truth to compute a metric at each sample to evaluate the system identification algorithm—not the imperfections of hardly reproducible real acoustic measurements. The time-variant HRIRs are modeled according to [36] for head rotations of different but constant velocities. We consider either one loudspeaker in the horizontal plane or three loudspeakers at elevations $0^\circ$, $15^\circ$, and $30^\circ$ in an anechoic environment.

The loudspeaker-sphere distance is $1.5$ m, and the sampling rate is set to $24$ kHz. White Gaussian noise is added to the microphone signal to achieve an SNR of $60$ dB to simulate a typical measurement noise setting [12]. The estimated HRIRs are $8$ ms long, i.e., $L = 192$.

Comparisons of the following combinations of excitation signal and identification algorithm were conducted. Firstly, the NLMS algorithm with stepsize one was considered for the HRIR estimation and white noise (WN) was used as the excitation signal, similarly to [16]. Secondly, the white noise was replaced by a periodically repeated perfect sequence. The period length was set to $L_S$. This way, initial convergences to the true impulse response within $2L_S$ samples is guaranteed for a time-invariant system [37], and hence a good tracking performance for a time-varying system is expected, similarly to [17]. Thirdly, the NLMS algorithm was replaced by a Kalman filter (KF) with $A = I$, as in [32]. The process noise was estimated by exponential smoothing with a time constant of $50$ ms, similarly to [33]. The measurement noise variance was set to $\Sigma = \sigma_n^2 = 10^{-6}$ to match the true SNR. Lastly, the proposed method was considered in combination with PSEQ excitation. For initialization, we chose $A = I$, $\Gamma = 10^{-7}$, $\sigma_n^2 = 0.01$, $\mu_0 = 0$, and $P_0 = I$. We set frame length, lookback and lookahead to $N_t = N_b = N_0 = 1200$ ($50$ ms), resulting in $150$ ms segments, a compromise for the rotational velocities considered here.

To quantify the quality of the HRIR estimates, the relative system distance, or normalized misalignment, is computed per loudspeaker, i.e., $D_s(k) = 10 \log_{10} \left( \frac{\|h_{k,s} - \hat{h}_{k,s}\|^2}{\|h_{k,s}\|^2} \right)$.

#### 4.2. Experiments and Results

Fig. 1 visualizes the two learned parameters $A$ and $\Gamma$ after $I_z = 10$ iterations of the LDS-EM algorithm for a single-channel experiment. Note that warped color scales are used to improve the visibility of small values. In the state transition matrix, the diagonal values are large and many off-diagonal values are nonzero. This implies that one HRIR coefficient at the next time step is well modeled as a weighted...
version of the same coefficient at the previous time step—with a weight close to one on the main diagonal—and a linear combination of other HRIR coefficients with smaller weights. These weights are larger around the direct-path samples near the base delay of 4.4 ms, corresponding to the loudspeaker-microphone distance of 1.5 m. Conversely, the direct-path samples do not contribute to the weights of the samples before 4 ms and after 5 ms. In Φ nonzero cross-covariances appear, indicating that the impulse response coefficients do not change independently of each other. Structurally, both matrices look diagonally dominant—similar to their initial values. This seems plausible since the EM algorithm is likely to have converged, after 10 iterations, to somewhere close to a local maximum not too far from the initialization.

Fig. 2 displays the system distances for a single-channel experiment. As expected from [37], the system identification using PSEQ excitation yields lower system distances than using white-noise excitation. In [38] it was analyzed that the estimated coefficients, compared to the true coefficients, appear to be systematically shifted by half the period length. To take this systematic shift of $LS/2$ samples into account, we compute a modified system distance (---) comparing $\hat{h}_k - LS/2, s$ to $\hat{h}_k, s$. This can be considered when mapping HRIRs to specific orientations and effectively reduces the system distance by about 6 dB. The KF performance is on par with the NLMS performance. In contrast, the proposed method achieves system distances about 20 dB to 30 dB lower than the conventional methods in many parts of the signal. At the boundary frames, every 50 ms, discontinuities are observed due to the hard transitions between segments and the parameters learned. Additionally, the time-variance index (TVI) is depicted in Fig. 3 as a measure of time-variance between consecutive HRIRs [39], i.e., $TVI(k) = 10 \log_{10} \left( \| \hat{h}_{k, s} - \hat{h}_{k-1, s} \|^2 / \| \hat{h}_{k-1, s} \|^2 \right)$. Near the so-called bright spot [35], the changes between adjacent HRIRs are minor, and the TVI falls steeply below −60 dB. For the conventional methods this lower variation seems to be beneficial, and the proposed method seems inferior here. The parameters learned cannot predict the system change at this specific angle, where the system remains more constant. This might be due to learning the parameters on comparably long segments (150 ms) which contain more variation.

Fig. 3 shows the average system distances for different rotational velocities for $S = 1$. The ranking of the conventional methods is similar to the one in Fig. 2. As expected, the faster the subject rotation is, the worse the methods perform. The proposed method yields increased performance, which increases with the number of iterations conducted. For $I = 10$, the average system distance is about 7 dB to 22 dB lower than in the NLMS-based methods. Further modest improvements are expected for higher numbers of iterations, but a comprehensive analysis exceeds the scope of this contribution. The largest improvements are observed at the rotational velocities 90° s⁻¹ and 180° s⁻¹. However, the improvements decrease for both lower and higher rotational velocities. We believe that the improvements depend on the segment length $N$. Better results at the lower and at the higher rotational velocities might be obtained with different segment lengths. The preliminary results in Fig. 4 for $S = 3$, with $I = 1$ iteration to limit the computing time, show similar improvements by up to 20 dB. This underlines the potential of the proposed method for multi-channel measurements. All in all, we conclude that learning the system models is advantageous, and we expect this advantage to persist, to some degree, in real-world measurements.

If we assume that $D = −35$ dB was sufficient for a given application, a maximum rotational velocity of $10^4$ s⁻¹ was possible for the NLMS with white-noise excitation in the single-channel case (cf. Fig. 3). Using PSEQs and considering the systematic shift would allow to increase the velocity to $45°$ s⁻¹. However, with $I = 10$ in the proposed method, the same quality could be obtained at $300°$ s⁻¹—a speedup by a factor of 8 to 36. As a result, the measurement duration can be reduced considerably. Notice that the proposed method can also be applied to continuous measurements recorded already.

5. CONCLUSION

In this paper, we have presented a novel method for continuous HRTF measurements. It is based on learning state-space model parameters on short signal segments using the LDS-EM algorithm. Compared to established methods, our method allows to measure HRTFs with considerably lower errors or to significantly reduce the measurement duration. This method paves the way for measuring HRTFs at natural head rotation velocities. Future work will investigate how to optimally choose the segment lengths depending on the rotational velocity. Furthermore, measurements in reverberant rooms and with unconstrained subject movement will be investigated.
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