Noise-induced Statistical Periodicity in Random Lasota-Mackey Maps
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Noise-induced statistical periodicity in a class of one-dimensional maps is studied. We show the existence of statistical periodicity in a modified Lasota-Mackey map and describe the phenomenon in terms of almost cyclic sets. A transition from a stable state to a periodic state of the density depending on the noise level is observed in numerical investigations based on trajectory averages and by means of a transfer operator approach. We conclude that the statistical periodicity is the origin of the almost periodicity in noise-induced order.
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Interaction between deterministic chaos and stochastic noise has been an important problem of statistical/nonlinear physics. Studies on deterministic dynamical systems subjected to noise has been motivated by studies on stochastic dynamics, dynamical systems with a large degrees of freedom, non-autonomous dynamical systems, and applications in prediction and control of those systems. The central problem is to determine in which way the asymptotic behaviour of the system is affected by noise, and how much the original behaviour is altered. The simplest class of examples to treat this problem is that of one-dimensional maps stochastically perturbed by noise. In general, addition of noise to strongly chaotic hyperbolic dynamical systems will not result in any significant alternation of the statistical properties of the system \cite{1}. However, in other cases, even in one-dimensional maps, various noise-induced phenomena, such as noise-induced chaos \cite{2, 3} or noise-induced order \cite{4} have been observed at the trajectory scale. The physical measures may be drastically altered by a small perturbation to those systems. They have been studied in terms of the stability of invariant densities, and of the motion of invariant densities, which is on a measure for trajectories at a fixed time averaged over all possible noise realisations \cite{5}. Such statistical behaviour can be characterised by investigating not only the fixed point of perturbed Perron-Frobenius operators, but also dynamical solutions of them. In this paper, we give a spectral decomposition analysis of highly non-trivial statistical periodicity with an example as a modified model given by Lasota and Mackey \cite{5}. The stochastic phenomena exhibited here, which are bifurcation-like phenomena in density space, have not been previously reported in low-dimensional random dynamical systems.

An example of affine random dynamical systems which shows a non-trivial noise-induced phenomenon in the density scale is given as the following random affine map \cite{5–7}:

\begin{equation}
\begin{align*}
x_{n+1} &= \alpha x_n + \lambda + \theta \xi_n \quad \text{(mod 1),}
\end{align*}
\end{equation}

where $\alpha < 1$, and $\lambda, \theta \in [0, 1]$. $\xi_n$ are random numbers uniformly distributed on $[0, 1]$. This map is also known as the Nagumo-Sato map, a model of neurons \cite{8} when the stochastic term vanishes. In this deterministic case, it is known that there exists an uncountable set $\Lambda$ such that for any $\lambda \in \Lambda$, the orbit $\{x_n\}$ is aperiodic \cite{6}. For the perturbed and unperturbed Lasota-Mackey map, the transfer operator describing the time evolution of densities allows us to apply the spectral decomposition theorem. As a result, the operator may have multiple spectra, and the densities may exhibit periodic limiting behaviour. In summary, adding noise to a deterministic map including aperiodic limiting solutions leads to periodic limiting behaviour of densities \cite{5}. This phenomenon is called asymptotic periodicity. However, in these studies, with respect to the physical measure, and with the given parameters $\alpha = 1/2,$ $\lambda = 17/30$, the observed dynamics is a limit cycle with period 3, and the limiting behaviour of the density shows period 3, as well. Thus, this asymptotic periodicity describes simply a noisy limit cycle without qualitative structural change of dynamics.

We extend \cite{1} to a nonlinear random dynamical systems in the following nonlinear form:

\begin{equation}
\begin{align*}
x_{n+1} &= \alpha x_n + \lambda - \frac{1}{1 + e^{-\beta(\alpha x_n + \lambda - 1)}} + \theta \xi_n \equiv S(x_n) + \theta \xi_n.
\end{align*}
\end{equation}
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The parameter $\beta \in [0, \infty)$ introduces a non-affine structure to the Nagumo-Sato map, and this extension is known as a nonlinear model of neurons in the deterministic limit [9]. The original model by Lasota-Mackey [1] is recovered when $\beta \to \infty$. We call this class of random dynamical systems random Lasota-Mackey map.

To investigate the limiting behaviour of the random Lasota-Mackey map (2), we numerically observe the time-evolution of the densities based on an ensemble of underlying trajectories with many initial conditions and many noise realisations. In our numerical computation, densities are approximated as histograms with intervals with width $10^{-3}$ made from $10^6$ sample trajectories. We then numerically compute eigenfunctions and eigenvalues of the perturbed Perron-Frobenius operators [10] and study these phenomena theoretically. For all numerical experiments, the parameters of the map are chosen to be $\alpha = 1/2, \lambda = 17/30, \beta = 120$, and the amplitude of noise $\theta$ is varied independently. $\xi_n$ are random numbers uniformly distributed on $[0, 1]$. The initial density $f_0$ is fixed to the uniform distribution on $[0, 1]$. Our numerical experiments suggest that the modified Lasota-Mackey map, with parameters $\alpha = 1/2, \lambda = 17/30, \beta = 120$, and $\theta \to 0$, is chaotic and has a stable invariant density. Adding noise, we observe clear statistical periodicity with $0.001 < \theta < 0.15$. Thus, we can say that there exists a deterministic chaotic map with an asymptotically stable invariant density, such that the addition of noise results in periodic behaviour of the densities on the sample measure in average. We can also say that we present a more natural and non-trivial example of noise-induced statistical periodicity, compared to the one originally given by Lasota and Mackey [3]. Varying the noise amplitude $\theta$, noise-induced statistical periodicity is observed in the random Lasota-Mackey map, which we will describe below.

Any linear operator $P : L^1(\mathbb{R}) \to L^1(\mathbb{R})$ that satisfies

$$P^n f(x) \geq 0, \text{ and } \int_{\mathbb{R}} P^n f(x)dx = \int_{\mathbb{R}} f(x)dx \quad (3)$$

for a function $f(x) \geq 0$, is called Markov operator. The evolution of densities for a dynamical system $S$ can be described by a Markov operator $P$. We assume that $f(x)$ is a probability density whose integral can be normalised to 1, and that the orbit $\{f_n\} = \{P^n f_0\}$ starts with an initial density $f_0$. For a deterministic dynamical system
where $g_1(x), g_2(x), \ldots, g_r(x)$ are the eigenfunctions of $P$, satisfying $g_i(x)g_j(x) = 0$ if $i \neq j$ and $P g_i = g_{\sigma(i)}$, where $\sigma(i)$ is a permutation on $\{1, \ldots, r\}$. The absolute values of the corresponding eigenvalues $\gamma_1, \gamma_2, \ldots, \gamma_r$ are all 1, and the support of $g_i$ is disjointed. The normalisation coefficients $\mu_i$ are determined depending on the initial density $f_0$ and satisfy $\sum_i \mu_i = 1$. The operator $Q$ is called transient operator which satisfies $\|Q^n f_0\| \to 0$ as $n \to \infty$. For the limiting behaviour, as the transient operator term vanishes, we have

$$P^n f_0(x) \sim \sum_{i=1}^r \mu_i g_{\sigma^n(i)}(x), \quad (n \to \infty)$$

When $r \geq 2$, the limiting behaviour of the density $f$ is called asymptotically periodic with period up to $r!$. For the special case of $r = 1$, the density approaches the fixed point $f^*$ with iterated application of $P$, and we have the invariant density,

$$P^n f_0(x) \sim 1 \cdot g_1(x) \equiv f^*(x), \quad (n \to \infty).$$

In this case, we call $f$ is asymptotically stable.

As for our random Lasota-Mackey map $S$, the limiting behaviour of the density can be asymptotically periodic if $h(x) \geq 0$, and is asymptotically stable if $h(x) > 0$ a.e. The proof is given by the inequality $|S(x)| \leq \alpha|x| + \lambda + 1$, similarly to theorem 1 and 2 in [5]. When $\theta$ is near 0, the dynamics (2) is almost deterministic. The density is close to the invariant density of the deterministic chaotic dynamical system $x_{n+1} = S(x_n)$, and is asymptotically stable. Varying $\theta$ large, the dynamics becomes stochastic chaos [12, 13] and the density can be asymptotically periodic. When $\theta$ is very large, the dynamics is almost stochastic as it is dominated by the stochastic dynamics $x_{n+1} = \theta \xi_n$. The density $f$ follows the external noise density $h(x)$, and is asymptotically stable again. It is easy to see that when $\theta$ is very large, the limiting behaviour of the density is asymptotically stable.

If the asymptotic dynamics of our map $S$ is considerably restricted in the bounded region $[b, c]$ ($b \leq 0, 1 \leq c$), and the support of $h(x)$ is included in $[b, c]$, then we have that

$$g_i \leq P^n f(x) \leq \frac{1}{\theta} \int_{[b,c]} P^{n-1} f(y) dy \leq \frac{1}{\theta}$$

for $x \in [b, c]$, where $\theta$ is the amplitude of the uniform distribution of the additive noise. When $P^n f$ is asymptotically periodic, since each $g_i$ has disjoint support, we have

$$r = \int_{[b,c]} \sum_{i=1}^r g_i(x) dx \leq \int_{[b,c]} \frac{1}{\theta} dx = \frac{c - b}{\theta}.$$
clearly show, it is expected to be robustly and dominantly observed in a broad class of random dynamical systems, and it is an evident noise-induced ordered phenomenon having emerged from a stable chaotic attractor. We claim that this mechanism underlies the origin of the order in noise-induced order \[4\], which is a noise-induced behaviour in a noised chaotic attractor with the negative Lyapunov exponent and the associated almost periodicity.

To characterise the observed periodic behaviour in finite time, we use a mathematical concept termed \textit{almost cyclic sets} \[10\]. We say that a set $A$ is $\delta$-almost invariant with respect to a probability measure $\rho$ if

$$\frac{\rho(S^{-1}(A) \cap A)}{\rho(A)} = \delta$$

(10)

Thus, $\delta$ can be viewed as the probability that points in $A$ are mapped into $A$ under $S$. In particular, if $A$ is an invariant set ($S^{-1}(A) = A$), then $\delta = 1$. If $S$ shows asymptotic periodicity, the notion of $\delta$-almost cyclic sets with period $r$ describes this nearly periodic behaviour:

$$\frac{\rho(S^{-r}(A) \cap A)}{\rho(A)} = \delta$$

(11)

In particular, for almost cyclic sets $A_0, \ldots, A_{r-1}$ it holds that

$$\frac{\rho(S^{-1}(A_{k+1 \mod r} \cap A_k)}{\rho(A_k)} \geq \delta,$$

(12)

i.e. the different sets are approximately mapped into each other. Almost-cyclic behaviour can be extracted from leading eigenfunctions $g_i, i = 1, \ldots, r$ of the transfer operator corresponding to eigenvalues close to the $r$th roots of unity. In particular, the resulting $r$ almost cyclic sets are described by the supports of the $g_i$’s \[10\].

When the system has a stable invariant set and $\delta$-almost cyclic sets with perturbation size $\theta$, we observed \textit{noise-induced statistical periodicity} in finite time. The average probability flow rate through narrow channels among the clusters are characterised by $\delta$.

Without noise, the system has an asymptotically stable invariant density and trajectories are chaotic. The density shows period 6 and 3 at the given coarse-grained scales $10^{-3}$ in our numerical experiments (Fig. 3), while the original Lasota-Mackey random map shows only period 3 with the same parameter. The supports of the leading eigenfunctions $g_i(x) (i = 1, 2, 3, \ldots)$ of the transfer operator corresponding to eigenvalues $\gamma_i (i = 1, 2, 3, \ldots)$ that are very close to the third roots of unity and whose absolute values are 1 or very close to 1 describe the almost cyclic sets and thus the almost periodic behaviour of the density in finite time.

In Fig. 4 (top) the modulus of the top eigenvalues of the transfer operator is plotted in dependence of the noise intensity $\theta$. The dashed line corresponds to the family of eigenvalues close to the sixth roots of unity corresponding to the almost six-cyclic behaviour. This dynamics is only observable only for a small range of small $\theta$, when the absolute value of these eigenvalues is very close to one. The three-cyclic dynamics is taking over at about $\theta = 0.02$ (see also inset) and then dominates until the corresponding eigenvalues go down (at about $\theta = 0.17$) and the asymptotic stability of the invariant density is also observed in finite time.

Noise-induced statistical periodicity relates to noise-induced order, which is known as a noise-induced phenomenon emerging from chaotic attractor under presence of external noise. Starting with chaotic behaviour with positive Lyapunov exponents, adding small noise induces ordered behaviour with negative Lyapunov exponents. In our model in statistically periodic region, we typically observe the localisation of the density in excitable dynamics, which consists of narrow steep expanding parts and wide gently-sloping contracting parts. When statistical periodicity occurs, the physical measure in the expanding area substantially decreases and becomes less contributing to the Lyapunov exponents. The net effects results in the transition of positivity to negativity of the top Lyapunov exponents, see Fig. 3 (bottom). It is reported that there are multiple characteristic frequencies emerging in noise-induced order \[4\], which correspond to the multiple characteristic periods in terms of statistical periodicity as described above (see also Fig. 3 (top)).

With smaller noise, more complex multiple transitions of periodicity of density have been observed in our model. They can be analysed by a combination of spectral analysis of the perturbed transfer operators, stability analysis with Lyapunov exponents, and finite time/space Lyapunov exponents, which are left to future works.

We have suggested a class of random dynamical systems which shows noise-induced statistical periodicity, and analyse it in terms of spectral decomposition and with the concept of almost-cyclic sets. Relationship between noise-induced periodicity and noise-induced order is also explained in this framework. A more precise transition point analysis of noise-induced statistical periodicity in this model can be studied by means of validated numerics \[14\], which will be done elsewhere.
FIG. 3: Eigenvalues and eigenfunctions of the perturbed Perron-Frobenius operator: The parameters are $\alpha = 1/2, \lambda = 17/30, \beta = 120$. The noise amplitude $\theta$ is varied $\theta = 0.012$ (top) and $\theta = 0.04$ (bottom). In the figures, densities are approximated as histograms with intervals with width $10^{-3}$ made from $10^6$ sample trajectories (left). Statistical periodicity of period 6 is observed for $\theta = 0.012$ (top). The supports of six almost cyclic sets are described by the leading eigenfunctions $g_i(x)$ ($i = 1, 2, 3, 4, 5, 6$) (top right) of the transfer operator as discussed in [10]. The corresponding top 6 eigenvalues are given by $\gamma_1 = 1, \gamma_2 = -0.4959 + 0.8611i, \gamma_3 = -0.4959 - 0.8611i, \gamma_4 = -1, \gamma_5 = 0.4956 + 0.8537i, \gamma_6 = 0.4956 - 0.8537i$, whose values are very close to the sixth roots of unity (top middle). Statistical periodicity of period 3 is observed for $\theta = 0.04$ (bottom) with $g_i(x)$ ($i = 1, 2, 3$) (bottom right) and the corresponding top 3 eigenvalues, $\gamma_1 = 1, \gamma_2 = -0.4995 + 0.8655i, \gamma_3 = -0.4995 - 0.8655i$, whose values are very close the third roots of unity (bottom middle). When $\theta = 0$ and $\theta = 0.4$, we have an asymptotically stable invariant densities with the unique top eigenvalue 1.

FIG. 4: Modulus of the eigenvalues of the transfer operator (top) and Lyapunov exponent (bottom) as a function of the noise intensity $\theta$. 
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