Decision Criteria During Joint Modelling of Efficacy and Safety With MCP-Mod
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Abstract

MCP-Mod has been established as analysis method for investigating the dose-response (DR) relationship and dose finding in clinical Phase II trials. While most work on MCP-Mod focusses on the efficacy DR relationship, in 2015, Tao, Lin, Pinheiro and Shih (2015) extended MCP-Mod to the joint modelling of efficacy and safety endpoints in “Dose Finding Method in Joint Modeling of Efficacy and Safety Endpoints in Phase II Studies”. Their proposed algorithm defines several decision criteria, which majorly impact results or even terminate the algorithm. This viewpoint investigates the robustness of two of these decision criteria. While the criterion on the relationship between the maximum safety dose and minimum effective dose is reasonable and robust, there exist some advantages applying a more generous criterion to establish proof of concept for safety. Increasing the proposed significance level in establishing proof of concept for the safety DR relationship, helps to identify non-flat safety DR relationships which ultimately improves final estimation of the optimal dose.
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1. Introduction

The aim of Phase II clinical trials in pharmaceutical development is establishing maximum information about the dose-response (DR) relationship. Traditionally multiple comparison procedures (MCP) or modelling techniques (Mod) were applied to derive information on the DR relationship. In 2005, Bretz, Pinheiro and Branson (2005) introduced a novel dose-finding method, MCP-Mod, combining these two traditional approaches. The main idea is to apply the modelling approach under model uncertainty by using a pre-defined candidate set of potential functional DR relationships. Since then, MCP-Mod is gaining increasing popularity and is nowadays applied in various industry settings (Verrier, Sivapregassam, & Solente, 2014); (Mercier, Bornkamp, Ohlssen, & Wallstroem, 2015); (Kennes, Volkers, & Kralidis, 2019). A Qualification Opinion of the European Medicines Agency on MCP-Mod (European Medicines Agency (EMA); Committee for Medicinal Products for Human use (CHMP), 2014) acknowledged MCP-Mod to be an “efficient statistical methodology for model-based design and analysis of Phase II dose finding studies under model uncertainty.” The US Food and Drug Administration communicates MCP-Mod as a Fit-for-Purpose statistical approach for dose-finding (Food and Drug Administration, 2016) aiming to facilitate greater utilization of this method in drug development programs.

The scientific literature on MCP-Mod mainly focusses on efficacy endpoints, establishing a dose-efficacy-relationship. However, to obtain full knowledge of the benefit-risk profile, a simultaneous functional relationship including both components, efficacy and safety, is desirable. Combining efficacy and safety in dose-finding studies is not new outside the framework of MCP-Mod, e.g. by using copula models (Tao, et al., 2013); (Deldossi, Osmetti, & Tommasi, 2016). However, while more than 300 papers address MCP-Mod, only Tao, Lin, Pinheiro and Shih (2015) extended the MCP-Mod approach to select the best joint model based on two correlated outcomes, efficacy and safety. Due to the efficiency of MCP-Mod and the advantages of simultaneously deriving information on efficacy and safety, the proposed procedure is very promising. Aim of this research is to investigate the proposed procedure in greater depth. The original algorithm of Tao, Lin, Pinheiro and Shih (2015) defines several stopping criteria, which directly impact the results or even terminate the algorithm. Two of these stopping criteria will be investigated in an extensive simulation study, in particular regarding their impact on study results.

2. Theoretical Background

To simultaneously obtain knowledge of the efficacy and safety profiles, Tao, Lin, Pinheiro and Shih (2015) proposed a
bivariate joint model with two different functional DR relationships for the efficacy and safety component and a potentially correlated bivariate normal error term. The functional DR relationship for efficacy and for safety is derived via MCP-Mod, either by separate model fitting or joint model fitting. At this point, for the efficacy DR relationship, the minimum effective dose (MED) and for the safety DR relationship the maximum safety dose (MSD) can be derived. The resulting bivariate joint model is then studied further to determine the optimal dose. Either the difference between the standardized versions of the efficacy and safety functions, in the following called utility function, is maximized or the joint success probability for Phase III is maximized based on success-parameters pre-defined for Phase III. The resulting dose is the final optimal target dose for the subsequent Phase III study. For details on the above steps we refer to the original paper (Tao, Lin, Pinheiro, & Shih, 2015). For the research of this manuscript, we chose to maximize the utility function to obtain the final optimal dose, thus their approach can be summarized by four steps:

1) MCP-Mod is performed on the efficacy endpoint at a significance level of $\alpha_1 = 0.05$. If proof of concept (PoC) is not established, the algorithm terminates as the efficacy DR relationship appears to be flat and there is no therapeutic potential.

2) If PoC is established in 1), MCP-Mod is performed on the safety endpoint at a “significance level” of $\alpha_2 = 0.2$.

3) If no PoC is established in 2), the safety profile appears to be flat and only the dose-efficacy relationship is studied further to identify the best dose for Phase III. If PoC is established in 2) and the MSD is larger than or equal to the MED, joint modeling for efficacy and safety is performed.

4) The optimal dose (target dose) is selected maximizing a utility function, i.e. maximizing the differences between the standardized versions of the efficacy and safety functions determined in 3).

Each step, including their stopping criteria is sensible. However, MED and MSD may vary based on the formula applied to derive them. Already in the original MCP-Mod Paper (Bretz, Pinheiro, & Branson, 2005), three different sensible formulas of MED are proposed. The stopping criteria $MSD < MED$ might be affected by the choice of the formula or simply by the precision of the estimates. In a first investigation, the robustness of this stopping criteria is investigated. Second, the choice of $\alpha_2 = 0.2$ of the above mentioned step 2) appears to some extent arbitrary and different choices of $\alpha_2$ and their impact on final results are investigated.

3. Simulation Model

In an extensive simulation study, both criteria, the stopping criteria $MSD < MED$ and the choice of $\alpha_2$, are investigated, in particular regarding their consequences on final results. Phase II clinical trials including 240 subjects were repeatedly simulated under different scenarios. Subjects were divided equally among four dose levels. For the purpose of this investigation we chose equidistant dose levels between 0 (Placebo) and 600 based on a recent real world MCP-Mod investigation (Kennes, Volkers, & Kralidis, 2019). The dose level is denoted by $d_j \in \{0, 200, 400, 600\}$, $j = 1, \ldots, 4$. Patient data for efficacy and safety was generated for each subject based on the following e-max and exponential model (resp.):

1.) E-max DR-relationship for the efficacy endpoint:

$$f(d, \theta_F) = \theta_0 + \theta_1 \frac{d}{(\theta_2 + d)}, \quad \theta_0 = 2, \theta_1 = 1.2, \theta_2 = 160 \tag{1}$$

2.) Exponential DR-relationship for the safety endpoint:

$$g(d, \theta_S) = \theta_0 + \theta_1 \exp(d/\delta), \quad \theta_0 = 0, \theta_1 = 0.8/\exp(3), \delta = 200 \tag{2}$$

The parameters $\theta_0, \theta_1, \theta_2$ and $\delta$ are chosen to reflect sensible outcome values of a recent real world MCP-Mod investigation in the therapeutic area of chronic pain (Kennes, Volkers, & Kralidis, 2019). The two mathematical functions in (1) and (2) constitute the true, underlying DR relationships for efficacy and safety, MCP-Mod is aiming to detect. However, to model heterogeneity in individual patient response, the above function value is modified by an additive random normal noise component. To investigate different magnitudes of noise, in scenario 1, the standard deviation of the random error component for efficacy and safety is 0.87, 0.9, respectively, while in scenario 2 it is 2.6, 2.7, respectively.

To detect the efficacy and safety DR relationship under model uncertainty, the MCP-Mod candidate set consists of four models: E-max, exponential, logistic and linear. Thus in both cases the correct functional relationship is included. The parameters of the standardized version of the DR-models of the candidate set are 160 (e-max), 204.57 (exponential) and 215.08, 52.66 (logistic) (Bretz, Pinheiro, & Branson, 2005). The best model is selected by Akaike’s Information Criterion (AIC). Target doses of interest are MED and MSD, calculated by

$$MED = \arg\min\{f(d, \theta_F) > f(d_1, \theta_F) + 0.7\} \tag{3}$$

and
The Method to determine the optimal dose is based on the utility function \( F(d) = eff(d) - k \times saf(d) \), where \( k = 0.9 \) is a weight to discount safety for efficacy. The functions \( eff(d) \) and \( saf(d) \) are standardized mean responses according to Tao, Lin, Pinheiro and Shih page 38 (2015). The true optimal dose maximizing the above utility function is 354 for scenario 1 (low variance) and 355 for scenario 2 (high variance), respectively. For each scenario, 10,000 trials were simulated.

4. Results

First we investigated whether a trial in our simulation study exists where \( MSD \) is just below \( MED \), thus the algorithm in Tao, Lin, Pinheiro and Shih (2015) would terminate, however due to the specific dose-response-profiles, a certain dose level might yield only a small loss of efficacy compared to the \( MED \) but a large improvement in safety compared to the \( MSD \). Figure 1 illustrates such a theoretical scenario. \( MSD < MED \), but a large difference between efficacy and safety might yield a desirable benefit-risk-ratio for the optimal dose, while efficacy is obtained at a similar and only slightly lower level compared to \( MED \). A slightly lower level of \( MED \) is accepted in this investigation due to the above described variation in formulas and the potential deviation from the true value due to unsystematic estimation errors.

For both scenarios, all trials with \( 0.7 \times MED < \text{optimal dose} < MSD < MED \) were extracted and investigated. The value 0.7 was chosen in the inequation to only obtain doses that are somewhat near the \( MED \). In scenario 1, only 6 trials (0.06%) fulfilled the above criterion. For these trials, in fact the \( MSD \) is only slightly below \( MED \) (mean: -17.1, range: [-33.1, -2.8]) and the difference in efficacy between the optimal dose and \( MED \) is low (mean: -0.1122) while the difference in safety between the optimal dose and \( MSD \) is large (mean on smaller scale: -0.2926). The estimated optimal dose is 363.83 on average (range [355-371]), and thus always in close proximity to its true parameter 354. One notes that in all these trials, a linear instead of the true exponential dose-response profiles, a certain certain model combination was chosen in none of the 24 trials. The choices were dominated by the combination linear/logistic (58.33%), followed by exponential/logarithmic (25%) and lastly linear/exponential, exponential/exponential (each 8.33%). The right graph of Figure 2 illustrates the DR-curves of one of these 6 trials as an example. For efficacy a linear model, for safety a logistic model was selected, thus in both choices being incorrect. \( MSD \) is only slightly below \( MED \), but due to the steep slope of the fitted logistic safety function just prior to these two dose estimates, a large difference between efficacy and safety is established at a dose level of approx. 375. For this dose level efficacy is established only slightly below the response value of the \( MED \).

In scenario 2, 24 trials (0.24%) fulfilled the above criterion. The difference between \( MSD \) and \( MED \) is larger on average (mean: -26.36, range: [-67.0324, -0.0028]), however the differences in efficacy (mean: -0.1115) and safety (mean: -0.2871) is comparable to scenario 1. The estimated optimal dose was 281.58±89.55, and thus in scenario 2 not always in close proximity to its true parameter 355. The correct model combination was chosen in none of the 24 trials. The choices were dominated by the combination linear/logistic (58.33 %), followed by exponential/logarithmic (25%) and lastly linear/exponential, exponential/exponential (each 8.33 %). The right graph of Figure 2 illustrates the DR-curves...
of one of these 24 trials as an example. For efficacy a linear model (incorrect choice), for safety an exponential model (correct choice) was selected. \(\hat{MSD}\) is only slightly below \(\hat{MED}\) and due to the exponential course of the safety model, a large difference between efficacy and safety is established at a dose level of approx. 450. For this dose level efficacy is established only slightly below the response value of the \(\hat{MED}\).

In summary, for a low and a high value of noise, the relative frequency of potential meaningful cases outside the stopping criterion \(\hat{MSD} < \hat{MED}\) is low. The sensible stopping criterion is found to be robust against the above described deviation.
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**Figure 2.** DR-profiles for efficacy and safety. Left: Scenario 1. Right: Scenario 2

The second investigation focused on the significance level \(\alpha_2 = 0.2\), chosen to establish PoC for the safety-profile. The choice of \(\alpha_2\) appears to some extent arbitrary and different values of \(\alpha_2\) between 0.1 and 0.6 were investigated, to gain insight in a broad range of values for \(\alpha_2\). According to the original proposal by Tao, Lin, Pinheiro and Shih (2015), p-values larger than 0.2 would yield an optimal dose of 600 due to the conclusion of a flat safety DR profile and the monotonicity of the efficacy DR profile. In a first step the number of trials with safety p-values larger than 0.2 were determined for both scenarios. In scenario 1, only two of the 10 000 simulated trials, yielded a p-value larger than 0.2 (\(p \in \{0.24,0.27\}\)). The model selection was e-max/linear in both cases and the optimal dose determined as 285 and 600. Due to this low number of occurrences, the choice of the \(\alpha_2\)-value has no noteworthy impact on results in scenario 1 in terms of overlooking non-flat DR profiles.

In scenario 2, 2932 trials yielded a p-value larger than 0.2, thus about 30% of simulated trials. As the true safety DR relationship is in fact not flat, a value of \(\alpha_2 = 0.2\) appears to be too restrictive. Table 1 compares certain performance measures for different values of \(\alpha_2\). For example, setting \(\alpha_2 = 0.5\), 1640 additional trials fulfilled the modified PoC-criterion (p-value lower than 0.5) and thus did not automatically yield an optimal dose of 600. However only 983 of these trials completed the whole algorithm. Additionally, 27 trials with a safety p-value below 0.2 which were previously not successful, now complete the whole algorithm, while 142 trials that completed the whole algorithm for \(\alpha_2 = 0.2\), did not fully complete it for \(\alpha_2 = 0.5\). Concerning the optimal dose estimation, a less strict value for \(\alpha_2\) heavily improves the average estimate yielding at least on average a very small difference to its true parameter value 355. The number of correct model selection for both models (efficacy and safety) is maximized at \(\alpha_2 = 0.5\) (Table 1).

Table 1. Performance of the algorithm to determine the optimal dose for different values of \(\alpha_2\) in Scenario 2

| \(\alpha_2\) | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 |
|---------|-----|-----|-----|-----|-----|-----|
| Number of trials with fully completed algorithm | 2142 | 2716 | 3076 | 3306 | 3584 | 3860 |
| Number of trials with incompleted algorithm | 7858 | 7284 | 6924 | 6694 | 6416 | 6140 |
| - \(\hat{MSD}\) < \(\hat{MED}\) | 1032 | 1124 | 1160 | 1166 | 1140 | 1130 |
| - \(\hat{MSD}\) not available | 9 | 26 | 59 | 116 | 203 | 292 |
| - optimal dose outside \([\hat{MED},\ \hat{MSD}]\) | 564 | 932 | 1223 | 1439 | 1511 | 1500 |
| - effpVal > 0.05(\(=\alpha_1\)) or MED > 600 | 2270 | 2270 | 2270 | 2270 | 2270 | 2270 |
Two decision criteria of the algorithm proposed by Tao, Lin, Pinheiro and Shih (2015) were investigated. If the first criterion, \( \hat{MED} < \hat{MSD} \) is not fulfilled, only few cases might yield a to some extent useful therapeutic dose-response profile despite \( \hat{MSD} < \hat{MED} \) due to specific functional relationships. However, in none of these cases both models (efficacy and safety) were chosen correctly, indicating deviance from the actual relationship. From our experience, in a specific, real word trial, the obtained single result is anyhow investigated closely and such a finding would be discussed explicitly. Especially due to the low number of occurrences, this first investigated stopping criterion appears to be robust. Regarding the significance level to establish PoC of the safety profile, our simulation study shows, that choosing a less strict value for \( \alpha_2 \) performs superior on average, especially for data with higher variation. A higher percentage of correct model selections is observed and more trials complete the algorithm. The actual non-flat safety profile is detected more often and thus those trials did not automatically receive the upper dose range value as optimal dose due to the monotonicity of the efficacy DR relationship. These intermediate findings ultimately result in a more accurate estimation of the final optimal dose, while unfortunately a large standard deviation of the estimates persist. Altogether a higher value for \( \alpha_2 \), e.g. \( \alpha_2 = 0.5 \), is advocated. Such a choice will more likely prevent overlooking an actual increase in toxicity and is in line with the usual conservative approach in pharmaceutical development.

6. Conclusion

Tao, Lin, Pinheiro and Shih (2015) developed a meaningful extension of the MCP-Mod methodology to simultaneously derive information on the DR relationship regarding efficacy and safety. Information on both DR relationships enable better decision making for selecting the target dose in subsequent Phase III trials. Their proposed procedure appears to be robust regarding the stopping criterion, \( \hat{MSD} < \hat{MED} \), however would profit to some extent from choosing a larger value of \( \alpha_2 \) to prevent overlooking an actual increase in toxicity and ultimately improve final estimation of the optimal dose.
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