Using Transfer Learning to Automatically Mark L2 Writing Texts

Tim Elks
Research Institute of Information and Language Processing, University of Wolverhampton
Oxford University Press
t.j.elks@wlv.ac.uk, tim.elks@oup.com

Abstract

The use of transfer learning in Natural Language Processing (NLP) has grown over the last few years. Large, pre-trained neural networks based on the Transformer architecture are one example of this, achieving state-of-the-art performance on several commonly used performance benchmarks, often when fine-tuned on a downstream task. Another form of transfer learning, Multitask Learning, has also been shown to improve performance in Natural Language Processing tasks and increase model robustness.

This paper outlines preliminary findings of investigations into the impact of using pre-trained language models alongside multitask fine-tuning to create an automated marking system of second language learners’ written English. Using multiple transformer models and multiple datasets, this study compares different combinations of models and tasks and evaluates their impact on the performance of an automated marking system.

1 Introduction and related work

Human marking of learner productive skills is a costly part of the test development process both in terms of direct financial outlay to external markers and internal resource. Assessors are paid for marking candidates’ written test responses and attending training while managing the marking process requires recruiting, training, and monitoring assessors, along with ensuring they are paid for the correct number of responses marked. This cost also increases linearly, meaning that as more candidates enrol to take the test, the number of assessors required to manage this increased pool of assessors. It therefore does not scale effectively. Further to this, there are also issues regarding reliability of assessors. Despite efforts by test developers to ensure their assessors mark consistently to the given criteria, human markers often demonstrate inconsistencies as shown by research conducted into inter-rater and intra-rater reliability (Coniam and Falvey, 1999).

One way of attempting to address this issue is to implement an automated marking system. This would make a significant difference to test developers who would be able to save significant resource while improving the reliability of their written assessments. Many test developers already use automated marking in their assessment products, such as Linguaskill (Cheung et al., 2017) from Cambridge Assessment, e-rater (Chen et al., 2017) from ETS, and PTE Academic (ins, 2019) from Pearson. It is also an area which has attracted much research (Chen et al., 2010; Briscoe et al., 2010; Phandi et al., 2015; Nguyen and Dery, 2016; Dong and Zhang, 2016; Farag, 2016; Cummins et al., 2016; Cummins and Rei, 2018; Farag and Yannakoudakis, 2019). This has meant different approaches have been used for automated essay marking and have employed a range of different algorithms.

1.1 Traditional methods

Rudner and Liang (2002) conceptualised automated marking as a classification problem, employing Naive Bayes; Chen et al. (2010) adopted an unsupervised clustering approach; and Briscoe et al. (2010) used a linear batch perceptron classifier. This approach could be well suited to classifying test takers on the CEFR (North, 2006), given the discreet categories, although they are ordinal in nature.

Conversely, regression has been used in several studies. Phandi et al. (2015) employed linear regression, as did Yannakoudakis et al. (2018), who did so with as a ranking regression task, though the authors also suggest using other regression algorithms, and Chen et al. (2016) used support vector machines and decision tree regression models.
1.2 Neural network methods and pre-trained language models

More recently, Neural Network methods have been widely applied to the problem. Nguyen and Dery (2016) and Boulanger and Kumar (2018) both applied deep learning to essay grading and found initial results to be highly competitive with state-of-the-art results using manually extracted features. Both studies used LSTMs (Hochreiter and Schmidhuber, 1997) to achieve this performance, whereas Farag (2016) and Dong and Zhang (2016) adopted CNNs (LeCun et al., 1989) to achieve high performance.

The advent of the Transformer architecture (Vaswani et al., 2017) and pre-trained language models, such as BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019) and ELECTRA (Clark et al., 2020), has opened up a new avenue of research in Automated Essay Scoring (AES). Results, however, have been mixed and the field has not seen the large performance increases that appeared in other areas of NLP. Rodriguez et al. (2019) investigated the use of pre-trained models in AES and found that they outperformed traditional machine learning techniques. They also narrowly performed better than an LSTM model, when not as an ensemble of LSTMs – but as a single model. However, the LSTM performed better when combined with others to form an ensemble. Ormerod et al. (2021) found BERT base to outperform LSTMs on an AES task, though not as well as a combined LSTM and CNN model with attention. The author, however, found that the optimum combination was when BERT was combined with manually extracted features. Mayfield and Black (2020), in contrast, found that pre-trained models did not provide any increased performance to n-gram based models but were much more computationally expensive.

1.3 Multitask Learning

Another form of transfer learning, Multitask Learning (MTL), has also been used to tackle the problem of AES, though has received less focus as a research area than pre-trained language models. MTL attempts to improve performance on a given objective by simultaneously training the model to complete a related auxiliary task – the idea being that the model will learn useful information while training on the auxiliary task which will then transfer to the principal task, improving the model’s performance (Ruder, 2019). Cummins et al. (2016) took a constrained MTL approach in order to mitigate the need for large volumes of task specific training data. The authors showed that a high performance model was obtainable with very little or no task-specific training data. Further to this, Cummins and Rei (2018) found that by training an automated marker alongside an error detection objective, the automated marker’s performance was improved significantly. Farag and Yannakoudakis (2019) applied an MTL approach to coherence modelling and found that by training the model to predict coherence scores for a document while training the same model to predict token level grammatical roles, the model achieved a new state-of-the-art.

One aspect of the MTL literature worth noting is that in researching this paper, only Craighead et al. (2020) used a multitask learning approach which utilized more than a single sub-task. This study took spoken word transcriptions of a speaking test to predict a learners score.

2 Research Questions

The questions that this paper sets out to investigate are:

- Does the use of pre-trained language models improve the performance of an automated marking system of L2 written English?
- Does the use of MTL with pre-trained language models improve the performance of an automated marking system of L2 written English?

3 Task definition

To address the first research question, several models were created in order to achieve suitable comparison. The first model provided a baseline against which the more sophisticated and computationally expensive techniques could be compared. This model was created from manually extracted features, and aimed to be a simplification of the model features described by Yannakoudakis et al. (2011) by using 1-3 grams of tokens, POS and dependency tags, and distances to other grammatical relations. These features were extracted using SpaCy (Honibling et al., 2020). The task was defined as a standard regression task unlike Yannakoudakis et al. (2011) which used a rank preference approach. These features were then used to train a Random Forest (Breiman, 2001). The second model used the BERT
base architecture (Devlin et al., 2018), but with all
the model’s weights randomly initialized. The third
and fourth used BERT base (Devlin et al., 2018)
and RoBERTa base (Liu et al., 2019) pretrained
models. It was decided not to include an untrained
version of RoBERTa because of its architectural
similarity to BERT. The Transformers library im-
plementations of the models were used (Wolf et al.,
2020). All BERT models used its *uncased* variant.

Each model was trained on a dataset of human-
marked written responses to test questions. See
below for further information on the dataset used.

### 3.1 Automated marking task

The primary task in this study is predicting a mark
for a written text provided by a learner of English.
The data used for this task were taken from the
response database of the Oxford Test of English –
an English proficiency test developed by the Ox-
ford University Press for learners of English. A
subset of responses was sampled so as to achieve
an even number of responses as possible across the
marking scale, first language groups, gender, and
assessor providing the mark. This resulted in a final
dataset of 7,596 responses. From this, training, de-
development and test sets were produced. The results
reported here were those obtained from predictions
on the test set.

The dependent variable, or ground truth, was a
score on a scale from 0-21. This is the sum of three
marking criteria used on the Oxford Test of English,
*Organization*, *Grammar* and *Lexis*. The test uses
four criteria in total but *Task Fulfilment*, which rates
the extent to which the learner has answered the
prompt, was not used because only responses were
used for model training.

### 3.2 Auxiliary tasks

In order to address the second research question,
several other tasks were required as subtasks. For
this paper, three subtasks were defined:

- an error detection task which required the
  model to classify tokens by type of error
  (correct, lexical, grammatical, lexico-
  grammatical, form, style or missing). This
task used a corpus of responses from the Ox-
ford Test of English which had been expertly
tagged for their linguistic appropriateness ac-
ccording to a simplified version of the Louvain
tagset (Dagneaux et al., 1996).

- a lexis prediction task which required the
  model to predict the CEFR level of each token.
  This was chosen in order to train the network
to become sensitive to the differences between
less and more advanced lexis with regards to
learners’ linguistic development. This task
used the responses from the automated marker
task and tagged each token by its CEFR level
according to the Oxford 3,000 and Oxford
5,000 word lists. The task was to predict the
CEFR level of each token in the response.

Due to the lack of research in training multiple
auxiliary tasks as part of an automated marking
system, all combinations of the above tasks were
trained and the results presented here.

### 4 Results

#### 4.1 Training and evaluation approach

For each neural model, the same training scheme
and training configurations were applied. Each was
trained for 5 epochs and was evaluated against the
test set at the end of each epoch (the development
set was used for preliminary testing and whose
results are not reported here). The model which
obtained the best RMSE was chosen as the best
performing model and whose results are presented
here. The metrics presented are the Mean Absolute
Error (MAE), Root Mean Square Error (RMSE),
and Spearman’s rank correlation. Default model
training hyper-parameters were used because no
search had been conducted at this stage of the study
due to time and processing constraints. The hyper-
parameters used are shown in table 1.

#### 4.2 Task results

Table 2 shows the results of the models trained
only on the automated marking task to compare the
effectiveness of using pre-trained language models
for automated marking.

Table 3 shows the results of the models trained
with the multitask approach. The RoBERTa pre-
| Hyperparameter       | Value  |
|---------------------|--------|
| Learning rate       | 1e-5   |
| Epochs              | 5      |
| Batch size          | 16     |
| Gradient accum. steps | 1     |
| Weight decay        | 0      |
| Learning scheduler  | linear |
| Warmup steps        | 0      |

Table 1: Comparison of model performance

| Model                | MAE   | RMSE  | Sp. r |
|----------------------|-------|-------|-------|
| Manual features      | 2.79  | 3.70  | .788  |
| BERT not pre         | 2.82  | 3.64  | .827  |
| BERT pre             | 2.41  | 3.35  | .892  |
| RoBERTa pre          | 2.39  | 3.28  | .893  |

Table 2: Comparison of model performance

The trained model was fine-tuned on the primary automarking task alongside the sub-tasks mentioned above. All combinations of tasks were tested in order to verify the impact of each task on the automated marker’s performance. **Sent. err** refers to the first auxiliary task which predicts errors at sentence level, **Token. err** refers to the task which predicts error type at the token level, and **CEFR** refers to the task which predicts the associated CEFR level of a particular token.

| Tasks                | MAE   | RMSE  | Sp. r |
|----------------------|-------|-------|-------|
| Sent. err.           | 2.32  | 3.18  | .892  |
| Token err.           | 2.31  | 3.12  | .892  |
| CEFR                 | **2.29** | **3.03** | **.893** |
| Sent. err. + CEFR    | 2.31  | 3.09  | .889  |
| Token err. + CEFR    | 2.56  | 3.49  | **.893** |
| Sent. err. + token err. | 2.31  | 3.09  | .889  |
| All tasks            | 2.38  | 3.16  | .887  |

Table 3: Comparison of task performance

5 Discussion

The Transformer-based language models performed better than that which used manually extracted features across all the reported metrics. Also, the two models which used pre-trained weights reported superior metrics to those which had not. These results sit in contrast to those found by Mayfield and Black (2020) who reported no performance improvement when using pretrained transformer models. One explanation for this might be the difference in domains. Mayfield and Black (2020) was fine-tuned and tested on five datasets from the ASAP competition (Shermis, 2014) which, though similar in approach, did not mark language learners for their competence in English. This point highlights a critical difference in standard AES and marking the quality of a learners’ English. Marking discursive essays requires the assessor to focus on much higher-level textual features compared to that of marking an essay written as part of and ESOL exam. For example, the scoring rubric for ASAP question 1 asks the assessor to focus on whether the main idea(s) ... stand out, the text makes connections and shares insights, or whether it is clear, focused or interesting. This can be contrasted with the Oxford Test of English scoring rubric (OUP, 2019) which focuses on lower-level aspects of the text, requiring responses to demonstrate a high degree of grammatical accuracy and a wide range of cohesive devices. Understanding such high-level and potentially subjective aspects are likely to be more problematic for language models than issues of grammatical accuracy.

One reason for the increased performance of RoBERTa compared to that of BERT is likely to be the most obvious differences between the two pre-training approaches. RoBERTa (Liu et al., 2019) is a similar model to BERT but with several key differences: the authors used more training data, they removed the next sentence prediction task, the token sequence length was increased, and the masking pattern applied was dynamically changed during training. This meant that the authors reported improved performance on BERT across the same tasks, mirroring these preliminary results.

Regarding the performance of the MTL models, the vast majority of those which used MTL performed better than those trained only on the score prediction task. However, the models trained on a single auxiliary task produced higher correlations more consistently than those trained on more than one task, though this trend was not true for the MAE and RMSE metrics, which, showed no obvious trend.

Figures 1 and 2 show scatter plots of the human mark against the automated marker. Although the model shown in figure 1 performed better across the selected evaluation metrics, the model trained on all tasks produced predictions that were much...
more centralized and less erratic. This effect can also be seen in the average standard deviation of predictions for each true score (2.48 for all tasks and 2.56 for the CEFR task alone).

Furthermore, when looking at the RMSE for the predictions split by each human mark, the model trained on all tasks was more accurate for all true scores 10-19 but the model trained with only the CEFR auxiliary task was more accurate for all true scores 0-9 and 20-21. This effect can also be seen in figures 1 and 2 where the CEFR trained model made several predictions at the top end of the scale but the model trained on all tasks never predicted the highest possible score.

One potential explanation for this effect is that the model trained on all tasks is not able to differentiate effectively between the higher scores and so clusters many predictions just below the top end of the grade scale in order to be close to the true score most frequently. Another explanation might be that as the number of tasks increases, more responsibility is being placed on the model to find a single representation that can be used to predict multiple outputs with only a single transformation in the task specific layer. By increasing the depth of the task specific heads with more transformer layers, this issue might improve, though would not remove the model’s dependence on a single representation.

6 Conclusion

Preliminary findings in this research project have shown that pre-trained language models can perform better at automatically grading a learner’s English than both traditional methods and the same models without pre-training. The picture regarding the MTL approach is less clear, with the impact of multiple tasks included in training producing opaque results when looking beyond the reported metrics. However, The study has shown that an MTL approach can benefit model performance, but that the impact of using multiple tasks can be unpredictable.

There are several limitations with the study in its current form. Firstly, no model hyperparameter search was conducted to produce the results presented here. This means that some models might perform much better if trained with other hyperparameter values. Another limitation is that it has not explored other prediction methods. For example, as part of the multitask approach, a separate head could be trained to predict each of the three marking criteria as opposed to a total mark. Another limitation and perhaps the most important, is that because the dataset is not available to the wider community, comparison of this approach over others is not possible. One solution to this would be to apply this approach to a freely available dataset such as the Cambridge FCE dataset (Yannakoudakis et al., 2011).

7 Further research

Several issues to be investigated come directly out of the presented findings. Firstly, a more detailed analysis of the predictions made by models trained on multiple tasks compared to those trained on a single task is needed. This could be approached by
looking more closely at the distributions of predictions made by the models to see if they do concentrate a much higher rate of predictions just below the top end of the scoring scale in order minimise error without being able to effectively distinguish between texts at those levels. Another way to better understand the performance of the models would be to use another metric, such as a weighted quadratic kappa, which is a more commonly used metric for AES than those presented here and would improve the comparability of results.

Another area of further research would be to introduce manually extracted features and use these alongside MTL training. This approach was demonstrated by Ormerod et al. (2021) to be greatly beneficial for AES systems and would be interesting to introduce with an MTL approach.

Although improvements to automated scoring were seen when trained alongside related tasks, there are other potential benefits from taking such an approach not mentioned in this paper. One such area is providing automated feedback to the learner. Rather than discarding the classification heads for the auxiliary tasks after training, the output predictions of these heads could be used to provide learners with information that could help them improve. For example, the output of the classification head used for the sentence-level error correction task could be used to indicate to the learner which sentences were more likely to contain an error, which they could then address and focus on to improve their writing. Although it would not necessarily be prudent to offer this kind of feedback in a high-stakes proficiency test, this could be very useful as part of a placement test or progress test.

Another benefit of this approach with regards providing learners feedback is that it would simplify the complexity of such a system as it would not require re-training a separate system specifically to perform the feedback task. It would be more simple to replace the final layer of the automarker with a classification head trained on a feedback relevant task. One problem, however, might be that because including more tasks appears to degrade the performance of the model, the more varied forms of feedback the model might give, the greater the reduction in performance of the scoring might be.
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