Path integral calculation for emergence of rapid evolution from demographic stochasticity
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Genetic variation in a population can sometimes arise so fast as to modify ecosystem dynamics. Such phenomena have been observed in natural predator-prey systems, and characterized in the laboratory as showing unusual phase relationships in population dynamics, including a π phase shift between predator and prey (evolutionary cycles) and even undetectable prey oscillations compared to those of the predator (cryptic cycles). Here we present a generic individual-level stochastic model of interacting populations that includes a subpopulation of low nutritional value to the predator. Using a master equation formalism, and by mapping to a coherent state path integral solved by a system-size expansion, we show that evolutionary and cryptic quasi-cycles can emerge generically from the combination of intrinsic demographic fluctuations and clonal mutations alone, without additional biological mechanisms.

PACS numbers: 87.23.-n, 87.18.Tt, 05.40.-a, 02.50.Ey

Predator-prey ecosystems exhibit noisy population oscillations whose origin is intuitively quite clear. The predator population number is activated by the prey, and so increases. This in turn inhibits the growth of the prey population, but the decline of the prey leads to a corresponding decline in the predator number too. As a result the prey population begins to rise, and the cycle begins again. The simplicity of this narrative belies the difficulty of making a quantitative model of ecosystems. Strong demographic fluctuations degrade the utility of population-level modeling, rendering it problematic to assess the appropriate scales for ecological modeling [1–6]. For example, observations of noisy periodicity in time series [7], slowly-decaying correlations [8] and spatiotemporal patterns [9] clearly reflect the stochastic nature of populations [10, 11] and their spatial organization. Moreover, even the simplest predator-prey systems exhibit complex spatial structure. This can arise through a variety of pattern formation processes that include recent results on deterministic [12–16] and fluctuation-induced Turing instabilities [9, 19, 20], traveling waves [16, 21–22] and even analogies to the processes of phase separation in binary alloys [23]. In short, collective and stochastic many-body phenomena are ubiquitous in biology, and perhaps nowhere more so than in ecology.

A major conceptual advance was the development of individual-level models (ILM), which used statistical mechanics to capture demographic stochasticity and derive population-level dynamics from a microscopic description of organismal interactions for both well-mixed [23, 24] and spatially-extended predator-prey ecosystems [19, 20, 26, 27]. This advance takes explicit account of the discrete nature of individuals in a population, and uses a system-size expansion [28] of the master equation to show how demographic noise acts as a driver of number fluctuations: in a sense, the shot noise persistently drives decaying population fluctuations, whose overall effect is to produce noisy but periodic population dynamics and spatial patterns. A natural way to formulate these phenomena, especially in a spatially-extended context, is to adapt the annihilation and creation operators of field theory to this classical context [29–32] (for a review and history, see Ref. [33]), and thence to derive a path-integral formulation that is especially convenient for calculation [20, 27, 34].

The classical literature on predator-prey systems [35] assumes that evolution occurs on such long time scales that it can be neglected, but it is not obvious that this is always valid [36]. Recent work using rotifers (predator) and algae (prey) in a chemostat shows that dramatic changes in the population structure of the rotifer-algae predator-prey system can arise from rapid responses to intense selection among induced genetically distinct strains [37–44]. In these studies, so-called subpopulations with different traits emerge from evolution and lead to new trophic structures, accompanied by anomalous ecological dynamics. These anomalies include ‘evolutionary cycles’ with long oscillation periods in population dynamics and predator-prey phase shifts near π (and definitely distinct from the canonical value of π/2), and ‘cryptic cycles’, in which prey populations remain almost constant while the predator population oscillates. Such phenomena have been modeled with deterministic differential equations containing empirical descriptions of functional response with a variety of detailed hypotheses on the mechanism of species interactions [38, 40, 43, 45–48]. It has also been proposed that non-heritable phenotypic plasticity of prey and predator could generate the observed anomalous phase relationships due to rapid adaptation [49, 50]. Such explanations are not only very complex, with many adjustable parameters, but also cannot address the stochasticity evident in the observations.

The purpose of this Letter is to study the effect of demographic stochasticity for rapid evolution in well-mixed systems. We propose a minimal stochastic individual-
level model (SILM) for rapid evolution which we solve analytically and by Gillespie simulation [51]. We show that this simple stochastic model can predict rapid evolution phenomena, yielding phase diagrams that are similar to those of more complex deterministic models and in qualitative agreement with available data. Our results imply that rapid evolution can be explained by subpopulation dynamics driven simply by intrinsic demographic stochasticity, without additional biological mechanisms.

**ILM for rapid evolution:** First consider a model for a system composed of nutrients for the prey (N), the vulnerable (wild-type) prey (W), the so-called ‘defended’ (mutant) prey (D), and the predator (P). The basic individual processes for them are regrowth of nutrients, reproduction of prey, predation by predator and death for all species:

\[
\begin{align*}
\phi & \rightarrow N, \quad N + W \xrightarrow{\phi} W + W, \quad N + D \xrightarrow{c_D} D + D, \\
W + P & \xrightarrow{p_W} P + P, \quad D + P \xrightarrow{p_D} P + P, \\
W & \xrightarrow{d_W} \phi, \quad D \xrightarrow{d_D} \phi, \quad P \xrightarrow{d_P} \phi,
\end{align*}
\]

(1)

where \(\phi\) denotes the vacuum state, and \(V\) is an effective coarse-grained volume in which the dynamics can be regarded as well-mixed. In ecology, this is called the patch size. Later we will examine the dynamics in the limit \(V \to \infty\). Because of defense, the defended prey has a smaller predation rate than the wild-type prey, i.e. \(p_D < p_W\), and also has a smaller reproduction rate due to the metabolic cost for defense, i.e. \(c_W < c_D\). The corresponding master equation that defines the time evolution of the probability distribution of population states is:

\[
\partial_t P_{\{n_i\}} = \left[ b(E_N^{-1} - 1)(n_{N,max} - n_N) \\
+ \frac{c_j}{V}(E_N E_j^{-1} - 1)n_N n_j + \frac{p_j}{V}(E_j E_P^{-1} - 1)n_j n_P \\
d_j(E_j - 1)n_j + d_P(E_D - 1)n_P \right] P_{\{n_i\}},
\]

(2)

where the prey index \(j = W, D\) and \(E_i^{\dagger}\) are the raising and lowering operators of population \(n_i\) for species \(i = N, W, D, P\).

**Coherent-state path integral formalism:** In this section we apply the Doi formalism [29] to map Eq. (2) to a second quantized Hamiltonian and a path integral. By introducing the probability state vector

\[
|\psi\rangle = \sum_{\{n_i\}} P_{\{n_i\}} |\{n_i\}\rangle,
\]

(3)

the master equation automatically satisfies

\[
\partial_t |\psi\rangle = -\hat{H}|\psi\rangle,
\]

(4)

where

\[
\hat{H} = b \left(1 - \hat{a}_N^{\dagger} \hat{a}_N\right)(n_{N,max} - \hat{a}_N^{\dagger} \hat{a}_N) \\
+ \frac{c_j}{V} \left[\hat{a}_N^{\dagger} \hat{a}_N \hat{a}_j^{\dagger} \hat{a}_j\right] \\
- \hat{a}_N\left(\hat{a}_j^{\dagger}\right)^2 \hat{a}_j \\
+ \frac{p_j}{V} \left[\hat{a}_j^{\dagger} \hat{a}_j \hat{a}_P^{\dagger} \hat{a}_P - \hat{a}_j^{\dagger} \hat{a}_j \hat{a}_P - \hat{a}_j^{\dagger} \hat{a}_j \hat{a}_P \right] \\
+ d_j \left(\hat{a}_j^{\dagger} \hat{a}_j - \hat{a}_j^{\dagger} \hat{a}_j\right) + d_P \left(\hat{a}_P^{\dagger} \hat{a}_P - \hat{a}_P\right)
\]

By using the coherent-state representation, the Hamiltonian can be mapped onto the basis of coherent states and becomes a function of \(\alpha_i^*\) and \(\alpha_i\) which are the eigenstates of \(\hat{a}_i^{\dagger}\) and \(\hat{a}_i\) respectively. The corresponding Lagrangian density in the path integral form becomes

\[
\mathcal{L} = \sum_i \alpha_i^* \partial_t \alpha_i + H_{\{\alpha_i^*\}, \{\alpha_i\}}
\]

(5)

It is convenient to map the system onto the physical basis by applying the semicanonical Cole-Hopf transformation [22]

\[
\alpha_i^* = e^{\beta_i}, \quad \alpha_i = \rho_i e^{-\beta_i}
\]

(6)
where $\rho_i$ and $\tilde{\rho}_i$ are the mean-field population variables and fluctuation variables for species $i$. The Hamiltonian density under the transformation is obtained as

$$H = b (1 - d \tilde{\rho}^N) (n_{N,\text{max}} - \rho_N) + c_j \tilde{\phi}_j \left( 1 - e^{\tilde{\phi}_j} - \tilde{\rho}_N \right) + \frac{p_j}{V} (1 - e^{\tilde{\phi}_j} - \tilde{\rho}_j) + d_j \tilde{\phi}_j \left( 1 - e^{-\tilde{\phi}_j} \right) + d_p \rho_p \left( 1 - e^{-\tilde{\rho}_p} \right). \tag{7}$$

Further we apply the ansatz that assumes the dominating noise is Gaussian [27]

$$\tilde{\rho}_i \to \frac{\tilde{\rho}_i}{\sqrt{V}}, \quad \rho_i = V \phi_i + \sqrt{V} \xi_i, \tag{8}$$

where $\langle \tilde{\rho}_i \rangle$ are the mean-field population density variables and the fluctuations around them, $\phi_i$, are of order $1/\sqrt{V}$. However, it is important to emphasize that the Gaussian noise here should not be additive but is multiplicative because these fluctuations originate from the demographic stochasticity of the population at each time step, resulting quasicycles induced by a resonant amplification of intrinsic fluctuations [24] and leading to a longer tail in distribution distinct from the limit cycles [20]. After applying the expansion in Eq. (8), the Lagrangian in Eq. (5) can be separated into different orders of $\sqrt{V}$

$$\mathcal{L} = \sqrt{V} \mathcal{L}_1 + \mathcal{L}_2 + ... \tag{9}$$

Here

$$\mathcal{L}_1 = \sum_i \tilde{\rho}_i \partial_t \phi_i + b \phi_N \tilde{\rho}_N + c_j \phi_N \phi_j \left( \tilde{\rho}_N - \tilde{\phi}_j \right) + p_j \phi_j \phi_p \left( \tilde{\rho}_j - \tilde{\phi}_p \right) + d_j \phi_j \tilde{\phi}_j + d_p \phi_p \tilde{\phi}_p \tag{10}$$

which gives the mean-field dynamics:

$$\frac{\delta \mathcal{L}_1}{\delta \tilde{\rho}_N} = \partial_t \phi_N - b (\phi_N - \phi_N) + c_j \phi_N \phi_j = 0, \tag{11}$$

$$\frac{\delta \mathcal{L}_1}{\delta \tilde{\phi}_j} = \partial_t \phi_j - c_j \phi_N \phi_j + p_j \phi_j \phi_p - d_j \phi_j = 0, \tag{12}$$

$$\frac{\delta \mathcal{L}_1}{\delta \tilde{\phi}_p} = \partial_t \phi_p - p_j \phi_j \phi_p + d_p \phi_p = 0. \tag{13}$$

The leading fluctuation dynamics is described by

$$\mathcal{L}_2 = \tilde{\rho}^T \partial_t \xi - \tilde{\rho}^T A \xi - \frac{1}{2} \tilde{\rho}^T B \xi \tag{14}$$

where $f = (f_N, f_W, f_D, f_P)$ for $f = \rho, \xi$, and $A_{NN} = -b - c_j \phi_j A_{jj} = 0$, $A_{nj} = -c_j \phi_N A_{jN} = A_{PN} = A_{WD} = A_{Dj} = 0$, $A_{jj} = c_j \phi_j - p_j \phi_p - d_j$, $A_{jP} = -A_{Pj} = -A_{jN} = -c_j \phi_N A_{PN} = A_{PN} = B_{NN} = b (\phi_N - \phi_N) + c_j \phi_N \phi_j A_{jn} = B_{nj} = -c_j \phi_N \phi_j, B_{PN} = B_{PN} = B_{WD} = B_{DW} = 0, B_{jj} = c_j \phi_N \phi_j + p_j \phi_p \phi_p - d_j \phi_j, B_{jP} = -p_j \phi_p \phi_p, B_{PP} = p_j \phi_p \phi_p - d_p \phi_p$.

Eq. (14) is equivalent to the Langevin equations

$$\frac{d \xi(t)}{dt} = A \xi(t) + \gamma(t), \quad \langle \gamma_i(t) \gamma_i(t') \rangle = 2 \pi B_{ij} \delta(t - t'), \tag{15}$$

which describe the dynamics of demographic noise. Since the matrix $A$ is governed by the macroscopic densities, the demographic noise is multiplicative. Also, the Langevin equations in Eq. (15) are linear without the white noise $\gamma$, and thus the solutions for $\xi$ contributed by the linear terms are expected to decay exponentially and converge to mean-field densities $\phi$.

However, the multiplicative white noise plays an important role: whenever it can cancel out the contribution of the eigenvalues of $A$, the dynamics of $\xi$ will be driven away from convergent mean-field densities, i.e. white noise can select the frequency in the deterministic equations. This is interpreted as a resonant effect induced by stochastic noise [24].

Power spectrum, phase relationship and phase diagram:
The power spectrum of demographic noise has a resonant frequency corresponding to the deterministic eigenvalue. The power spectrum of species $i$, $P_i(\omega)$, can be calculated by taking the Fourier transform of the Langevin equations Eq. (15):

$$P_i(\omega) = \langle \xi_i(\omega) \xi_i(-\omega) \rangle \tag{16}$$

with $i' = i$, and its Fourier transform gives the autocorrelation function. The phase difference between the fluctuation fields is defined as

$$\theta_{ii}(\omega) = \tan^{-1} \frac{\text{Im}[P_i(\omega)]}{\text{Re}[P_i(\omega)]}. \tag{17}$$

For example, the phase difference between total prey and the predator, $\theta_{(W+D)}P$, can be calculated from $P_{(W+D)}P(\omega) = \langle \xi_W(\omega) + \xi_D(\omega) \xi_D(-\omega) \rangle = P_{WP}(\omega) + P_{DP}(\omega)$, which has the form

$$P_{(W+D)}P(\omega) = \frac{\beta_i \omega^6 + \beta_4 \omega^4 + \beta_2 \omega^2 + \beta_0 \omega^0}{\omega^8 + \alpha_6 \omega^6 + \alpha_4 \omega^4 + \alpha_2 \omega^2 + \alpha_0} \tag{18}$$

with a tail proportional to $\omega^{-2}$. The spectrum of phase difference between the predator and the total prey can be calculated from Eq. (17).

The autocorrelation function, $P_{ii}(\omega)$, peaks at the resonant frequency which is smaller than the oscillation frequency of the deterministic solution because of the renormalization by the white noise in Eq. (15) [24]. The longer period is the result of existence of the defended prey that causes the delay of the regrowth of the wild-type prey and the predator.

Results of analytic calculations and simulations based on ILM in Eq. (1) are shown in Fig. 1. We use the Gillespie algorithm [31] for stochastic simulations and introduce random mutation between prey sub-populations. We tried to simulate the experimental results of the rotifer-algae system done in a chemostat environment, where the control parameters are the nutrient concentration in flow media, $\phi_{N,\text{max}}$, and the dilution rate, $b$. The natural degradation rates of the wild-type prey and predator are assumed to be much slower than the dilution rate, and therefore $b \approx d_R \approx d_W < d_D$ (the defended
prey is less healthy). In Fig. 1(a), at first there are only the wild-type prey and the predator in the system, and the dynamics exhibits normal cycles where the predator lags behind the prey by \( \pi/2 \). When predation pressure is high, around \( t \sim 400 \), a mutation has given rise to a defended prey population which subsequently adapts to dominate the population and cause additional delay in growth of the wild-type prey and the predator, leading to evolutionary cycles with \( \pi \) phase shift between the total prey and the predator. Fig. 1(b) shows an example of cryptic cycles, where the defended prey has similar reproduction rate as that of the wild-type prey, i.e. \( c_D \lesssim c_W \), and the defended prey can advance the wild-type prey by nearly \( \pi \) and thus the total prey population is suppressed. The quasicycle calculations in Fig. 1(f)-(h) for power spectrum and phase spectrum in Eq. (16) with \( i = i' \) and Eq. (18) well predict the simulation results in Fig. 1(c)-(e).

The phase diagram is usually studied by linear stability analysis of the mean field equations in Eq. (11). To reduce the dimension of parameter space, variables are rescaled to be dimensionless: \( \tilde{t} = bt, \tilde{d}_i = d_i/b, \tilde{\phi}_i = \phi_{N,max}/\sqrt{\phi_{N,max}}, \tilde{\xi}_i = c_i\phi_{N,max}/b \) and \( \tilde{p}_i = p_i\phi_{N,max}/b \). However, this rescaling is rather subtle in stochastic calculations. For example, matrix \( A \) and \( B \) from Eq. (15) scale with \( 1/\phi_{N,max} \) as mean-fields \( \phi_i \), but \( \gamma \) in Eq. (15) rescales with \( 1/\sqrt{\phi_{N,max}} \), resulting in

\[
\frac{\xi_i}{\phi_i} \sim \frac{1}{\sqrt{\phi_{N,max} \phi_i}}
\]

with \( \tilde{\xi}_i \) the rescaled demographic noise fields. Therefore, for two stochastic individual-level models with same mean-field limit after rescaling, demographic fluctuations are more important in the model with smaller nutrient carrying capacity \( V\phi_{N,max} \). Thus neglecting fluctuations as in the conventional rescaling for mean-field equations can cause unphysical predictions for the phase diagram. To avoid such situation, we examine the stability of solutions by comparing the amplitude of population fluctuations, which is approximated by their auto-correlation functions, with their mean fields.

Fig. 2 shows the calculated phase diagrams of SILM in Eq. (1). In Fig. 2(a), due to the cost for defense, the defended prey have inferior reproduction rate (\( c_D < c_W \)) and are unhealthier than the wild-type prey (\( d_D > d_W \)), leading to evolutionary cycles (EC). When the cost of reproduction is low, cryptic cycles (CC) can occur, where \( \theta_WD \approx \pi \). If the defended prey has a moderate reproduction rate, it is possible to have a correspondingly high death rate, and thus the fluctuations of prey are suppressed relative to the wild-type prey, causing the dynamics to be cryptic. In Fig. 2(b), under high concentration of nutrient (\( \phi_{N,max} \)), the defended prey are more likely to grow and dominate the system, which causes the wild-type prey to experience a greater phase lag than the defended prey, and the dynamics tends towards a completely cryptic cycle. In Fig. 2(c), if the predation rate of the defended prey being hunted by the predator \( p_D \) is low, then the higher reproduction rate \( c_D \) can lead to more phase delay and thus gives cryptic cycles. When \( p_D \) increases, the predator has greater food resource available from the defended prey, yielding a larger population, which then consumes more of the wild-type prey; this in turn reduces the wild-type prey population and leads to the dominance of the defended prey. In such a situation, the wild-type prey experiences a greater phase delay (nearly \( \pi \)) behind the defended prey, but the wild-type prey population is too small to cancel out the fluctuations of the defended prey population, and thus the dynamics cannot be characterized as cryptic. Thus, by considering the amplitude of stochastic fluctuations, our result in Fig. 2(c) predicts a similar but slightly different phase diagram to Fig. 3 in [39]. In Fig. 2(d), under small dilution rate \( b \), i.e. slow supplement of the nutrient and low reduce rate from dilution, although both subpopulations of the prey have low reproduction, the wild-type prey population decreases more due to predation while the defended prey has a greater chance to compete for nutrient, and thus the system is more likely to show cryptic cycles.

In summary, we have shown that a generic stochastic individual-level model can yield rapid evolution phenomena. We expect this description to be especially useful.
to study the transition to rapid evolution from normal cycles, since before the transition the mutant prey have extreme low population and are highly localized, amplifying the effects of demographic stochasticity and the role of spatiotemporal patterns.
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