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Abstract

We consider Kähler quantized models whose underlying classical phase space has a stratified structure induced from the Hamiltonian action of a compact Lie group. We show how to implement the classical stratification on the level of the $C^*$-algebra of observables and discuss the relation to the costratification (in the sense of Huebschmann) of the physical Hilbert space. Our analysis is based on the $T$-procedure as developed by Grundling and Hurst. We apply the general theory to Yang-Mills theory on a finite lattice, where the stratification is given by the classical gauge orbit types.
1 Introduction

This paper is part of our research programme which aims at constructing Hamiltonian quantum gauge theory on a rigorous level. As we will explain below, it fills a certain gap in our understanding of the implementation of the classical gauge orbit type stratification at the quantum level.

Our starting point is a finite-dimensional Hamiltonian lattice approximation of the gauge theory under consideration. On the classical level, this is a finite-dimensional Hamiltonian system with a symmetry. The corresponding quantum theory is obtained via canonical quantization. It is best described in the language of $C^*$-algebras with a field algebra which (for a pure gauge theory) may be identified with the algebra of compact operators on the Hilbert space of square-integrable functions over the product $G^N$ of a number of
copies of the gauge group manifold $G$. Accordingly, the observable algebra is obtained via gauge symmetry reduction. We refer to [30, 31, 27, 11] for the study of this algebra, including its superselection structure. For the construction of the thermodynamical limit, see [16, 17].

If the gauge group is non-Abelian, then the action of the symmetry group in the corresponding classical Hamiltonian system necessarily has more than one orbit type. Accordingly, the reduced phase space obtained by symplectic reduction is a stratified symplectic space [47, 37] rather than a symplectic manifold as in the case with one orbit type [1]. The stratification is given by the orbit type strata. It consists of an open and dense principal stratum and several secondary strata. Each of these strata is invariant under the dynamics with respect to any invariant Hamiltonian. For case studies we refer to [5, 6, 9].

To study the influence of the classical orbit type stratification at the quantum level, we use the concept of costratification of the quantum Hilbert space as developed by Huebschmann [25]. A costratification is given by a family of closed subspaces, one for each stratum. Loosely speaking, the closed subspace associated with a certain classical stratum consists of the wave functions which are optimally localized at that stratum in the sense that they are orthogonal to all states vanishing at that stratum. The vanishing condition can be given sense in the framework of holomorphic quantization, where wave functions are true functions and not just classes of functions. In [26] we have constructed this costratification for a toy model with gauge group SU(2) on a single lattice plaquette. As physical effects, we found a non-trivial overlap between distant strata and, for a certain range of the coupling, a very large transition probability between the ground state of the lattice Hamiltonian and one of the two secondary strata. In [10, 12, 24], we made first steps towards extending this study to arbitrary finite lattices and arbitrary compact gauge group.

It has been unclear to us for many years how the above costratified structure manifests itself on the dual level, that is, on the level of the observable algebra. This problem is solved in the present paper. The key ingredient is the $T$-procedure for quantum systems with constraints as developed by Grundling and Hurst [13, 14], combined with a fundamental theorem on hereditary $C^*$-subalgebras of $C^*$-algebras which is often referred to as the Open Projection Theorem, see [38]. Using this tool, one finds that for every quantum system with constraints $(\mathfrak{F}, \mathcal{C})$ in the sense of Grundling and Hurst, there exists a projection in the strong closure of the algebra $\mathfrak{F}$ in the universal representation such that the hereditary subalgebra $\mathfrak{D}$, generated by the constraint set $\mathcal{C}$, is completely given by this projection. The arguments used apply to the general case of Kähler quantized models whose underlying
classical phase space has a stratified structure induced from the Hamiltonian action of a compact Lie group. Thus, in Section 4 we deal with this general situation. We show how to implement the classical stratification on the level of the \( C^\infty \)-algebra of observables and discuss the relation to the costratification of the physical Hilbert space. Then, in Section 5 we apply the general theory to Hamiltonian quantum gauge theory on a finite lattice.

2 Background and motivation. An example

In the first part of this section, we explain the differential geometric background for the class of classical models we are interested in. We refer to [42] for details. In the second part, we outline the canonical quantization procedure and the implementation of the classical gauge orbit stratification at the quantum level. All that is illustrated in terms of a toy model. In particular, we point out the physical significance of the gauge orbit stratification in quantum theory.

2.1 The classical picture

The mathematical model for a phase space endowed with a symmetry is a Hamiltonian \( G \)-manifold, that is, a triple \((M, \omega, G)\), where \((M, \omega)\) is a symplectic manifold and \(G\) is a Lie group acting symplectically on \(M\) and admitting a momentum mapping \(\mu : M \rightarrow g^*\), that is, a mapping from the phase space to the dual space of the Lie algebra \(g\) of \(G\). Here, we are only interested in the case where \(M\) and \(G\) are finite-dimensional and \(G\) is compact. The latter implies that the \(G\)-action is proper. If zero is a regular value of \(\mu\) and \(G\) acts freely on the level set \(\mu^{-1}(0)\), then the reduced phase space

\[
\hat{M} := \mu^{-1}(0)/G
\]

is a symplectic manifold. This classical reduction is referred to as Marsden-Weinstein reduction [1]. If the above regularity assumptions do not hold, then \(M\) is not a manifold, but a stratified symplectic space. That is, \(\hat{M}\) is endowed with a smooth structure \(C^\infty(\hat{M})\) such that the following hold.

1. Each stratum is a symplectic manifold.
2. \(C^\infty(\hat{M})\) carries the structure of a Poisson algebra.
3. The embeddings of the strata into \(\hat{M}\) are Poisson.
This fundamental result has been proven in [47], see also [37] for the extension to the case of non-zero level sets. For the general notion of a stratified space, see e.g. [40]. The strata of $\tilde{M}$ are obtained as follows: for a subgroup $H \subset G$, let $M(H)$ be the subset of all points whose stabilizer is conjugate to $H$, the subset of $M$ of orbit type $(H)$. The connected components of the orbit type subsets are called the strata of $M$. By standard arguments, the strata are embedded submanifolds and their union clearly coincides with $M$. Accordingly, one takes the orbit type subsets of $\tilde{M}$ as

$$\tilde{M}(H) = (M(H) \cap \mu^{-1}(0)) / G.$$ 

The corresponding connected components constitute the strata of $\tilde{M}$. The orbit types carry a natural partial ordering given by reverse subconjugacy. The smooth structure of $\tilde{M}$ is provided by taking for $C^\infty(M)$ the space $C^\infty(M)^G$ of smooth $G$-invariant functions on $M$. By $G$-invariance of $\omega$, $C^\infty(M)^G$ is a Poisson subalgebra of $C^\infty(M)$. This way, $C^\infty(\tilde{M})$ may be endowed with the structure of a Poisson space. Now, the proof of the Singular Reduction Theorem essentially rests on the local normal form of the momentum mapping as constructed by Marle and Guillemin and Sternberg. We refer to [47, 37] for the study of the above stratified structure. In particular, it is important to note that it always contains a connected open and dense principal stratum. The remaining strata are referred to as secondary, or singular, or non-generic. Moreover, every stratum is invariant under the dynamics with respect to any invariant Hamiltonian.

As an example, let us consider the simplest non-trivial case provided by putting $N = 1$ in the lattice gauge model described in Subsection 5.1. As explained in this subsection, the gauge symmetry reduction goes in two stages, first comes a harmless regular reduction implied by the choice of a lattice tree and thereafter one faces a singular reduction problem. The latter is discussed here for the case $N = 1$. After the regular reduction stage, the configuration space $Q$ coincides with the group manifold $G$ and the group of local gauge transformations is reduced to $G$. The action of $G$ on $Q$ is given by conjugation. Thus, the partially reduced phase space is $T^*G$ and the action of $G$ by conjugation on itself naturally lifts to a symplectic action on $T^*G$. The lifted action admits the standard momentum mapping

$$\mu : T^*G \to g^*,$$ 

where $p \in T^*G$, $X \in g$ and $X_*$ denotes the Killing vector field defined by $X$. A simple calculation shows that under the global trivialization $T^*G \cong G \times g$ induced by left-invariant vector fields and an invariant scalar product on $g$. 
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the lifted action is given by diagonal conjugation,
\[ g \cdot (a, A) = (g a g^{-1}, \text{Ad}(g) A) \]
and the associated momentum mapping is given by
\[ \mu(a, A) = \text{Ad}(a) A - A, \tag{1} \]
see e.g. \cite{42} Section 10.7. The (fully) reduced phase space \( \mathcal{P} \) is obtained from \( T^* G \) by singular symplectic reduction at \( \mu = 0 \). This condition corresponds to the Gauß law constraint.
Let us determine the orbit type strata of \( \mathcal{P} \) for the special case \( G = \text{SU}(2) \). Let \( Z \) denote the center of \( G \) and let \( T \subset G \) denote the subgroup of diagonal matrices. Clearly, \( T \) is a maximal toral subgroup, isomorphic to \( \text{U}(1) \). Let \( t \subseteq \mathfrak{g} \) be the Lie subalgebra associated with \( T \). By (1), the vanishing of \( \mu(a, A) \) implies that \( a \) and \( A \) commute. Hence, the pair \( (a, A) \) is conjugate to an element of \( T \times t \) and the injection \( T \times t \hookrightarrow G \times \mathfrak{g} \) induces a homeomorphism of \( \mathcal{P} \) onto the quotient \( (T \times t) / W \), where \( W \) is the Weyl group acting simultaneously on \( T \) and \( t \) by permutation of the entries. If we identify \( T \) with the complex unit circle and \( t \) with the imaginary axis, then \( W \) acts on \( T \) by complex conjugation and on \( t \) by reflection. Hence, the reduced configuration space \( \mathcal{X} \cong T / W \) is homeomorphic to a closed interval and the reduced phase space \( \mathcal{P} \cong (T \times t) / W \) is homeomorphic to the well-known canoe, see Figure 1. Corresponding to the partitions \( 2 = 2 \) and \( 2 = 1 + 1 \),

\[ \mathcal{P} = (T \times t) / W \]

Figure 1: Reduced phase space \( \mathcal{P} \)

there are two orbit types, which we denote by 0 and 1, respectively. The orbit type subset \( \mathcal{X}_0 \) consists of the classes of \( \pm 1 \), i.e., of the endpoints of the interval; it decomposes into the connected components \( \mathcal{X}_+ \), consisting of the class of \( 1 \), and \( \mathcal{X}_- \), consisting of the class of \(-1 \). The orbit type subset \( \mathcal{X}_1 \) is connected and consists of the interior of the interval. The (secondary) orbit type subset \( \mathcal{P}_0 \) consists of the classes of \( (\pm 1, 0) \), i.e., of the vertices of
the canoe; it decomposes into the connected components \( P_+ \), consisting of the class of \((1,0)\), and \( P_- \), consisting of the class of \((-1,0)\). The (principal) orbit type subset \( P_1 \) consists of the remaining classes, has dimension 2 and is connected. It is worthwhile to notice that the secondary strata constitute singularities of the natural Poisson structure on \( P \), see [26].

### 2.2 The quantum picture

The quantum theory is obtained via canonical quantization, see [30, 31, 16, 17]. The quantum reduction also goes in two stages. For the quantum reduction corresponding to the classical regular reduction stage we refer to [31]. By Theorem 5.2 of this paper, for the model at hand canonical quantization commutes with regular reduction. Thus, we may assume that the classical regular reduction is done and the canonical quantization starts at that stage, see Subsection 5.2. For the quantum theory so obtained the reduction of the residual gauge symmetry at the quantum level is performed (reduction after quantization). Finally, the quantum counterpart of the classical gauge orbit stratification is constructed. Let us illustrate all that for the case \( N = 1 \).

The physical Hilbert space is

\[
\mathcal{H} := L^2(G) .
\]

It carries the generalized Schrödinger representation \( \pi = (U,T) \), where \( T_f \) and \( U_g \) are the multiplication and translation operators representing the gauge connection and the colour electric field, respectively. The (residual) gauge transformation law at the quantum level is given by the following unitary representation of \( G \) on \( L^2(G) \):

\[
(V_g \varphi)(h) := \varphi(g^{-1} h g) , \quad \varphi \in L^2(G) .
\]

Via \( V_g \), we obtain the local gauge transformations of the quantum fields, see formulae (31) and (32). Next, one observes that \( \pi \) is a covariant representation of a certain \( C^* \)-dynamical system. The associated crossed product \( C^* \)-algebra coincides under \( \pi \) with the algebra of compact operators \( \mathcal{R}(L^2(G)) \). The latter serves as the field algebra of the model. Finally, we have a natural action by automorphism of the (residual) group of local gauge transformations \( G \) on \( \mathcal{R}(L^2(G)) \). In the representation \( \pi \) it is given by \( g \to \text{Ad}(V_g) \) via (31) and (32). Thus, we can perform the reduction of the residual gauge symmetry at the quantum level. Under the representation \( \pi \), this yields as the algebra of observables the algebra of compact operators \( \mathcal{R}(\hat{\mathcal{H}}) \) on the subspace \( \hat{\mathcal{H}} = \{ \Phi \in \mathcal{H} \mid V_g(\Phi) = \Phi \text{ for all } g \in G \} \) of \( G \)-invariant elements of \( \mathcal{H} \).
Now, we wish to construct a quantum counterpart of the classical gauge orbit stratification. For that purpose, we need a notion of localization of quantum states on a given stratum. This can be accomplished by using the concept of costratification of the quantum Hilbert space as developed by Huebschmann [25], combined with a localization concept taken from the theory of coherent states. The latter only works in the context of holomorphic (Kähler) quantization, where wave functions are true functions (and not just classes of functions). Thus, we have to limit our attention to cases, where the unreduced phase space is a (positive quantizable) Kähler manifold. The details will be presented in Subsection 4.1 for the application to the lattice gauge model see Subsections 5.3 and 5.6. We stress that, here, Kähler quantization and reduction with respect to the pointed gauge group also commute, see [50, Thm. 5.3.1] and [25] for a general statement. Thus, like in the case of canonical quantization, we may restrict attention to the second stage, that is, reduction with respect to the residual gauge symmetry. Let us briefly outline the case \( N = 1, G = \text{SU}(2) \) as studied in [26]. By composing the inverse polar mapping

\[
G \times \mathfrak{g} \to G_\mathbb{C}, \quad (a, A) \mapsto a \exp(iA),
\]

with the left global cotangent bundle trivialization, we obtain an equivariant diffeomorphism \( T^*G \to G_\mathbb{C} \). Via this diffeomorphism, the complex structure of \( G_\mathbb{C} \) and the symplectic structure of \( T^*G \) combine to a Kähler structure. Then, half-form Kähler quantization on \( G_\mathbb{C} \) yields the Hilbert space

\[
\mathcal{K} := HL^2(G_\mathbb{C}, d\nu_\hbar)
\]

of holomorphic functions on \( G_\mathbb{C} \) which are square-integrable with respect to the measure defined by (41). Reduction then yields the closed subspace

\[
\hat{\mathcal{K}} := \mathcal{K}^G \equiv HL^2(G_\mathbb{C}, d\nu_\hbar)^G
\]

of \( G \)-invariants as the Hilbert space of the reduced system. In fact, \( \hat{\mathcal{K}} \) is the image of the canonical representation space \( \hat{\mathcal{K}} = L^2(G)^G \) of the observable algebra \( \mathfrak{F}(\mathcal{H}) \) under the Segal-Bargmann transformation. This fact guarantees that all structures and statements obtained in the Kähler quantized context may be carried over to the standard canonical quantization context and vice versa. Being \( G \)-invariant, the elements of \( \hat{\mathcal{K}} \) are continuous functions on \( \mathcal{P} \cong (T \times \mathfrak{t})/W \). Now, to construct the quantum counterpart of the classical stratification, to every stratum \( \tau \) we associate the subspace \( \hat{\mathcal{K}}_\tau \) of elements of \( \hat{\mathcal{K}} \) which are localized on \( \mathcal{P}_\tau \) in the following sense. Consider the vanishing subspace \( \mathcal{V}_\tau \) of \( \mathcal{P}_\tau \) in \( \hat{\mathcal{K}} \), defined by

\[
\mathcal{V}_\tau := \left\{ \xi \in \hat{\mathcal{K}} \mid |\xi|_{\mathcal{P}_\tau} = 0 \right\},
\]
and take $\hat{\mathcal{K}}_\tau$ as its orthogonal complement in $\hat{\mathcal{K}}$, that is
\[
\hat{\mathcal{K}} = \mathcal{V}_\tau \oplus \hat{\mathcal{K}}_\tau.
\]
By construction, the subspace associated with the principal stratum coincides with $\hat{\mathcal{K}}$. The subspaces $\hat{\mathcal{K}}_\pm$ associated with the secondary strata $\mathcal{P}_\pm$ turn out to be one-dimensional. In terms of the orthonormal basis of normalized complex irreducible characters of $G_C = \text{SL}(2, \mathbb{C})$, provided by the holomorphic Peter-Weyl Theorem and given by
\[
(h\pi)^{-\frac{3}{4}} e^{-\hbar \beta (n+1)^2/2} \chi_n^C, \quad n = 0, 1, 2, \ldots,
\]
the subspaces $\hat{\mathcal{K}}_\pm$ are spanned by the vectors
\[
\psi_\pm = \sum_{n=0}^{\infty} (\pm 1)^n (n+1) e^{-\hbar \beta (n+1)^2/2} \chi_n^C,
\]
respectively. See Remark 5.12 for further details. Using this explicit description, we have found the following [26].

1. There is an overlap between $\psi_+$ and $\psi_-$, which vanishes in the classical limit and which can be interpreted as a tunneling probability between the secondary strata.

2. The ground state of the Kogut-Susskind lattice Hamiltonian, which can be calculated rigorously for the model at hand, is localized almost completely at $\mathcal{P}_+$. More precisely, the expectation value of the projector to $\hat{\mathcal{K}}_+$ in that state is almost equal to 1.

The second point supports the conjecture that the gauge orbit stratification carries information about the spectral properties of the quantum Hamiltonian. The first case study (Schrödinger quantum mechanics on a double cone) pointing this out was provided by Emmerich and Römer [8]. For a further discussion of the possible physical relevance of the singular gauge orbit strata we refer to section 8.1 in [43]. Here, we only add that the singular strata lead to additional anomalies, see [22], and that they can carry a magnetic charge. The impact of the latter fact was studied in the context of 4-dimensional Yang-Mills theory with a $\theta$-term [3] and of topological Chern-Simons theory [2, 44] (leading to kinematical quantum nodes and providing arguments for quark confinement).

It should be clear from the above discussion that we are not presenting a new quantization procedure here. What we are constructing is an additional structure of standard quantum theory taking into account the stratified structure of the classical phase space. On the level of quantum states,
this additional structure (the costratification) was constructed already before [26, 12, 10]. Here, we present its counterpart on the level of the observable algebra. Effectively, it results in some additional projection operators, which will allow us to address various issues on the level of observables. Of particular importance will be the study of the spectral properties of the (finite-lattice) quantum Hamiltonian. In [10] we already have constructed important tools, which will enable us to study the above mentioned projectors.

3 Quantum Systems with Constraints

3.1 The T-procedure

Here, we present a summary of the T-procedure as developed by Grundling and Hurst, see [13, 14, 15]. This procedure provides a way to implement quantum constraints in the language of C*-algebras. Heuristically, a set of quantum constraints is given by a set \( C = \{ C_i : i \in I \} \) of operators \( C_i \) on a Hilbert space \( \mathcal{H} \) and the physical Hilbert space is then taken as the subspace of \( \mathcal{H} \) consisting of vectors which are annihilated by all the operators \( C_i \). In this paper, we limit our attention to the case that all operators \( C_i \) are bounded. Note that without loss of generality we may assume \( \mathcal{C} = \mathcal{C}^* \).

Below, the reader will see three subsequent assumptions. They ensure that the general procedure presented here produces meaningful physics.

**Definition 3.1.** A quantum system with constraints is a pair \( (\mathcal{F}, \mathcal{C}) \) consisting of a unital C*-algebra \( \mathcal{F} \), called the field algebra, and a self-adjoint subset \( \mathcal{C} \subset \mathcal{F} \), called the constraint set. Given \( (\mathcal{F}, \mathcal{C}) \), the physical state space is defined by

\[
\mathcal{S}_D := \{ \omega \in \mathcal{S}(\mathcal{F}) \mid \pi_\omega(C)\Omega_\omega = 0 \ \forall \ C \in \mathcal{C} \}.
\]

Here \( \mathcal{S}(\mathcal{F}) \) stands for the state space of \( \mathcal{F} \) and \( (\pi_\omega, \mathcal{H}_\omega, \Omega_\omega) \) denote the GNS-data of \( \omega \). The elements of \( \mathcal{S}_D \) are called Dirac states.

**Assumption 1:** All physical information is contained in the pair \( (\mathcal{F}, \mathcal{S}_D) \).

Let \( N_\omega := \{ F \in \mathcal{F} : \omega(F^*F) = 0 \} \) be the left kernel of \( \omega \in \mathcal{S}(\mathcal{F}) \). Define

\[
\mathfrak{N} := \bigcap \{ N_\omega : \omega \in \mathcal{S}_D \}.
\]

By direct inspection, we have

\[
\mathcal{S}_D = \mathfrak{N}^0 \cap \mathcal{S}(\mathcal{F}),
\]
where $\mathfrak{N}^0$ denotes the annihilator of $\mathfrak{N}$ in the dual of $\mathfrak{F}$. By Lemma 3.13.5 in [38], $\mathfrak{N}$ coincides with the norm-closure $[\mathfrak{F}\mathfrak{C}]$ of the left ideal generated by $\mathfrak{C}$ in $\mathfrak{F}$. This yields the following equivalent characterization of the set of Dirac states.

**Proposition 3.2.** Let $(\mathfrak{F}, \mathfrak{C})$ be a quantum system with constraints. Then,

$$
\mathcal{S}_D = [\mathfrak{F}\mathfrak{C}]^0 \cap \mathcal{S}(\mathfrak{F}).
$$

Next, recall that, as a closed left ideal, $\mathfrak{N}$ defines a hereditary $C^*$-subalgebra $\mathfrak{D}$ of $\mathfrak{F}$ by

$$
\mathfrak{D} := \mathfrak{N} \cap \mathfrak{N}^* \equiv [\mathfrak{F}\mathfrak{C}] \cap [\mathfrak{C}\mathfrak{F}].
$$

Moreover, the assignment

$$
\mathfrak{N} \mapsto \mathfrak{N} \cap \mathfrak{N}^* \quad (4)
$$

defines a bijection from the set of closed left ideals of $\mathfrak{F}$ onto the set of hereditary $C^*$-subalgebras of $\mathfrak{F}$, see [35] 3.2.1. From self-adjointness of $\mathfrak{C}$ and from the fact that $\mathfrak{C}$ is contained in $\mathfrak{N}$, we obtain

$$
\mathfrak{C} \subset C^*(\mathfrak{C}) \subset \mathfrak{D},
$$

where $C^*(\mathfrak{C})$ denotes the $C^*$-algebra generated by $\mathfrak{C}$. The following theorem provides a criterion for the non-triviality of the $T$-procedure, see Theorem 2.2 in [15] for the proof.

**Theorem 3.3.** Let $(\mathfrak{F}, \mathfrak{C})$ be a quantum system with constraints. Then,

1. $\mathcal{S}_D \neq \emptyset \iff 1 \notin C^*(\mathfrak{C}) \iff 1 \notin \mathfrak{D},$
2. $\omega \in \mathcal{S}_D \iff \pi_\omega(\mathfrak{D})\Omega_\omega = 0.$

A constraint set $\mathfrak{C}$ is called first class if $1 \notin C^*(\mathfrak{C})$. Thus, if the set of constraints is first class, then the set of Dirac states is non-trivial. Note that point 1 of Theorem 3.3 is equivalent to the assumption that $\mathfrak{N}$ is a proper left ideal in $\mathfrak{F}$.

**Assumption 2:** The constraint set is first class.

Next, we define the $C^*$-subalgebra

$$
\mathfrak{D} := \{ F \in \mathfrak{F} \mid [F, D] := FD - DF \in \mathfrak{D} \ \forall \ D \in \mathfrak{D} \}.
$$

Grundling and Hurst call $\mathfrak{D}$ the weak commutant of the constraint set and observe that $\mathfrak{D}$ is the $C^*$-algebraic counterpart of Dirac’s observables.
Theorem 3.4. Let $(\mathcal{F}, \mathcal{C})$ be a quantum system with constraints. Then the following hold.

1. $\mathcal{D}$ is the unique maximal $C^*$-algebra in $\bigcap_{\omega \in \mathcal{S}_\mathcal{D}} \ker \omega$,

2. $\mathcal{D}$ coincides with the restricted multiplier algebra of $\mathcal{D}$ in $\mathcal{F}$, that is,
   $$\mathcal{D} = M_\mathcal{F}(\mathcal{D}) = \{ F \in \mathcal{F} : FD \in \mathcal{D}, DF \in \mathcal{D} \forall D \in \mathcal{D} \},$$

3. $\mathcal{O} = \{ F \in \mathcal{F} : [F, \mathcal{C}] \subset \mathcal{D} \}$,

4. $\mathcal{D} = [\mathcal{D} \mathcal{C}] = [\mathcal{C} \mathcal{D}]$.

For the proof we refer to [15], Theorem 2.3.

Remark 3.5. By point 3 of the above theorem, we have $\mathcal{C}' \subset \mathcal{O}$, where $\mathcal{C}'$ denotes the relative commutant of the constraint set in $\mathcal{F}$. Grundling and Hurst call $\mathcal{C}'$ the traditional observables. We will comment on the terminology in Example 3.19 below. By point 4, $\mathcal{D}$ is a closed two-sided ideal in $\mathcal{O}$, which is proper iff $\mathcal{S}_\mathcal{D} \neq \emptyset$, that is, iff the constraints are first class.

The final step in the $T$-procedure consists in imposing the constraints described by $\mathcal{D}$. According to point 2 of Theorem 3.4, $\mathcal{D}$ is an ideal in $\mathcal{O}$.

Definition 3.6. Let $(\mathcal{F}, \mathcal{C})$ be a quantum system with constraints. The maximal $C^*$-algebra respecting the constraints is defined as

$$\mathcal{R} := \mathcal{D}/\mathcal{D}.$$  (6)

Grundling and Hurst call $\mathcal{R}$ the algebra of physical observables.

Assumption 3: All physical information is contained in the pair $(\mathcal{R}, \mathcal{S}(\mathcal{R}))$.

Remark 3.7. Here, we comment on the meaning of the above assumptions. To start with, Assumption 1 simply says that given the field algebra $\mathcal{F}$ provided by the model under consideration, only those states may be considered as physically admissible that fulfill the quantum constraint. Concerning the heuristics behind the implementation of the constraints via state conditions as provided by Definition 3.1, we have already made some remarks in the text above. This strategy clearly dates back to Dirac.

Let us come to Assumption 2. A typical (quite generic [46]) example of a classical second class constraint is provided by a pair of canonically conjugate momenta $(q, p)$. If we merely implement the constraints by putting $q|\psi\rangle = 0 = p|\psi\rangle$, we obviously arrive at a contradiction: at one hand we obtain...
\[ \langle \psi | [q,p] | \psi \rangle = 0 \] and on the other hand we have \([q,p] = i\). In particular, the latter tells us that \(1 \in C^*(\mathcal{C})\). So, the above assumption that \(1 \notin C^*(\mathcal{C})\) is needed to guarantee that we obtain a non-trivial set of Dirac states and the terminology “first class” on quantum level seems to be justified. (A direct adaptation of the notion of “first class” in the sense of Dirac to the quantum level has not been found up until now.) In [14], the authors have developed a procedure how to get rid of second class constraints on quantum level. Moreover, the reader may find a number of interesting examples there.

Next, let us briefly discuss Assumption 3. In the study of concrete models it may, for instance, happen that the field algebra \(\mathfrak{A}\) is not unital, see our gauge model in Section 5. Then, one needs to enlarge \(\mathfrak{A}\) by passing to a unital algebra \(\mathfrak{A}\) to get the \(T\)-procedure started. Clearly, thereafter one has to intersect the algebra \(\mathfrak{A}\) so obtained with \(\mathfrak{A}\) to obtain the correct algebra of observables. So, Assumption 3 is rather weak. It says that all physical information is contained in the pair \((\mathfrak{A}, \mathcal{G}(\mathfrak{A}))\), but it may well happen that \(\mathfrak{A}\) can and must be further reduced by physical arguments.

### 3.2 Open Projections

In this subsection, we discuss a useful tool which yields nice and more explicit presentations of the algebras introduced in the previous subsection. This was first observed in [15]. Recall that a projection in a \(C^*\)-algebra is an element \(q\) satisfying \(q^2 = q\) and \(q^* = q\). Thus, let there be given a constraint system \((\mathfrak{F}, \mathcal{C})\). Recall that \(\mathfrak{D}\) obtained by the \(T\)-procedure is a hereditary \(C^*\)-subalgebra of \(\mathfrak{F}\). This property will be basic in the sequel. It turns out that any hereditary \(C^*\)-subalgebra of a \(C^*\)-algebra \(\mathfrak{B}\) is determined by a unique projection in the strong closure of \(\mathfrak{B}\) in the universal representation. To understand this fact, start with the following simple observation: if \(q\) is a projection in a \(C^*\)-algebra \(\mathfrak{B}\), then the \(C^*\)-subalgebra \(q\mathfrak{B}q\) is hereditary. Likewise, if \(q\) is a projection in a von Neumann algebra \(\mathfrak{M}\), then \(q\mathfrak{M}q\) is a strongly closed hereditary \(C^*\)-subalgebra of \(\mathfrak{M}\). For von Neumann algebras, the converse statement is also true, see Theorem 4.1.8 in [35] or Proposition 2.5.4 in [38]. For the convenience of the reader, we include the proof.

**Proposition 3.8.** Let \(\mathfrak{M}\) be a von Neumann algebra. Then, the following hold.

1. For each strongly closed hereditary \(C^*\)-subalgebra \(\mathfrak{F}\) of \(\mathfrak{M}\), there exists a unique projection \(q\) in \(\mathfrak{M}\) such that \(\mathfrak{F} = q\mathfrak{M}q\). In fact, \(q\) is a unit in \(\mathfrak{F}\).
2. For each strongly closed left ideal \( J \) in \( M \) there exists a unique projection \( q \) in \( M \) such that \( J = Mq \).

Proof. \( ^1 \) Being strongly closed, \( H \) is a von Neumann algebra and hence possesses a unit \( q \). This unit is a projection in \( M \). Then, \( H = qHq \subset Mq \). Conversely, for any positive \( a \in M \), we have \( a \leq ||a||1_{\mathcal{K}} \) and hence \( qaq \leq ||a||q \in H \). Since \( H \) is hereditary, then \( qaq \in H \). To prove uniqueness of \( q \), let \( q \in M \) be a projection such that \( H = qMq \). Being von Neumann, \( M \) has a unit. Hence, \( q \in H \). Since \( q(qaq) = qa = (qaq)q \), the projection \( q \) is a unit in \( H \). It is thus unique.

\( ^2 \) \( J \cap J^* \) is a strongly closed hereditary \( \mathcal{C}^* \)-subalgebra of \( M \). Hence, by point \( ^1 \) there exists a unique projection \( q \) in \( M \) such that \( J \cap J^* = qMq \). Then, \( J = M(q(qMq) = MqMq \). Now, \( MqMq \subset Mq \). This proposition can be extended to arbitrary hereditary \( \mathcal{C}^* \)-subalgebras of \( \mathcal{C} \)-algebras as follows. Let \( \pi^u : B \to B(H^u) \) be the universal representation of \( B \) \( ^{[38, \text{Sec. 3.7}]} \). Since \( \pi^u \) is faithful, we may identify \( B \) with its image under \( \pi^u \). Let \( B'' \) be the enveloping von Neumann algebra, ie. the double commutant of \( B \) in \( B(H^u) \). Thus, \( B \subset B'' \). The subsequent theorem is part of a set of statements in \( ^{[38, \text{3.11.10}]} \), see also Appendix 1 in \( ^{[15]} \).

**Theorem 3.9** (Open Projection Theorem). Let \( H \) be a hereditary \( \mathcal{C}^* \)-subalgebra of a \( \mathcal{C} \)-algebra \( B \) in \( B(H) \). Then, there exists a projection \( q^u \) in \( B'' \subset B(H^u) \) such that

\[
H = (q^uB''q^u) \cap B \ .
\] (7)

We take up the following notion from \( ^{[38, \text{3.11.10}]} \).

**Definition 3.10.** Let \( B \) be a \( \mathcal{C} \)-algebra. A projection \( q^u \) in \( B'' \) is called open if \( q^u \) belongs to the strong closure in \( B'' \) of the hereditary \( \mathcal{C}^* \)-subalgebra \( (q''B''q'') \cap B \) of \( B \).

**Remark 3.11.** By the above discussion, the open projections are in bijection with the hereditary \( \mathcal{C}^* \)-subalgebras of \( B \) via the mapping

\[
q^u \to (q''B''q'') \cap B \ .
\]

Analogously, by point 2 of Proposition \( ^{[38]} \) the open projections are in bijection with the closed left ideals via the mapping

\[
q^u \to (B''q^u) \cap B \ .
\]
and, by [38, 3.11.10], with the weak *-closed faces containing 0 of the quasi-state space \( \mathcal{Q}(\mathfrak{B}) \) via the mapping
\[
q^u \rightarrow \{ \omega \in \mathcal{Q}(\mathfrak{B}) : \omega(q^u) = 0 \}.
\] (8)

For the latter, recall that every state \( \omega \in \mathcal{S}(\mathfrak{F}) \) has a unique continuation onto \( \mathfrak{F}'' \), which we denote by the same symbol.

Applying Theorem 3.9 to a quantum system with constraints, we obtain the following.

**Corollary 3.12.** For every quantum system with constraints \((\mathfrak{F}, \mathcal{C})\) there exists a unique projection \( q^u \) in \( \mathfrak{F}'' \) such that
\[
\mathcal{D} = (q''\mathfrak{F}'') \cap \mathfrak{F} = (q''q^u) \cap \mathfrak{F}. \]

Analogously, the algebras \( \mathcal{D} \) and \( \mathcal{R} \) as well as the set of Dirac states \( \mathcal{S}_D \) may be characterized in terms of \( q^u \), see Appendix 1 in [15].

**Proposition 3.13.** Let \((\mathfrak{F}, \mathcal{C})\) be a quantum system with constraints and let \( q^u \) be the projection provided by Corollary 3.12. Then, the following hold.

1. \( \mathcal{S}_D = \{ \omega \in \mathcal{S}(\mathfrak{F}) | \omega(q^u) = 0 \} \),
2. \( \mathcal{O} = \{ a \in \mathfrak{F} | q^ua(1 - q^u) = 0 = (1 - q^u)aq^u \} = (q^u)' \cap \mathfrak{F} \),
3. \( \mathcal{R} \cong (1 - q^u)((q^u)' \cap \mathfrak{F}) \).

*Here, \((q^u)'\) denotes the commutant of \( q^u \) in \( \mathfrak{F}'' \).*

Consider the orthogonal decomposition of the universal Hilbert space \( \mathcal{H}^u \):
\[
\mathcal{H}^u = q^u\mathcal{H}^u \oplus (1 - q^u)\mathcal{H}^u. \] (9)

**Corollary 3.14.** Let \((\mathfrak{F}, \mathcal{C})\) be a quantum system with constraints. Relative to the decomposition (9), we have the following presentations of the C*-algebras \( \mathcal{D}, \mathcal{O} \) and \( \mathcal{R} \).

\[
\mathcal{D} = \left\{ F \in \mathfrak{F} \mid F = \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix}, \; D \in q^u\mathfrak{F}^u \right\},
\]
\[
\mathcal{O} = \left\{ F \in \mathfrak{F} \mid F = \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}, \; A \in q^u\mathfrak{F}^u, \; B \in (1 - q^u)(1 - q^u) \right\},
\]
\[
\mathcal{R} \cong \left\{ \tilde{F} \in (1 - q^u)\mathfrak{F} \mid \tilde{F} = \begin{bmatrix} 0 & 0 \\ 0 & R \end{bmatrix}, \; R \in (1 - q^u)(1 - q^u) \right\} \subset \mathfrak{F}''.
\]
Proof. The block presentation for $D$ follows directly from Corollary 3.12. To find that of $O$, according to Proposition 3.13, we have to intersect the commutant of $q^u$ in $\mathfrak{F}''$ with $\mathfrak{F}$. This yields the subalgebra of $\mathfrak{F}$ consisting of the elements of the form

$$F = \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix},$$

where $A \in q^u \mathfrak{F}'' q^u$ and $B \in (1 - q^u)\mathfrak{F}''(1 - q^u)$. Since $F \in \mathfrak{F}$, we have in fact

$$A = q^u F q^u \in q^u \mathfrak{F} q^u, \quad B = (1 - q^u)F(1 - q^u) \in (1 - q^u)\mathfrak{F}(1 - q^u).$$

Finally, according to point 3 of Proposition 3.13, to obtain a subalgebra of $\mathfrak{F}''$ isomorphic to $\mathfrak{R}$, we have to multiply the block representation of $O$ from the left by $(1 - q^u)$. This yields the assertion.

Remark 3.15. Consider the block presentation of $O$ given in Corollary 3.14. While for the elements of $(q^u)' \subset \mathfrak{F}''$, the blocks $A$ and $B$ can be chosen independently from one another, the requirement that $F = A + B$ be in $\mathfrak{F}$ puts them into correlation to one another, so that in the block presentation of $O$, they can not be chosen independently. ♦

Next, we consider a faithful cyclic representation $(\pi, \mathcal{H})$ of $\mathfrak{F}$. Let $\tilde{\pi}$ denote the strong operator continuous extension of $\pi$ from $\mathfrak{F}$ to $\mathfrak{F}''$. By III.5.2.10 in [4], $\tilde{\pi}$ is faithful, too. Define

$$q := \tilde{\pi}(q^u), \quad p := (1_{\mathcal{H}} - q).$$

We obtain the following orthogonal decomposition of the Hilbert space $\mathcal{H}$:

$$\mathcal{H} = q \mathcal{H} \oplus p \mathcal{H}.$$  

(11)

Proposition 3.16. Let $(\mathfrak{F}, \mathcal{C})$ be a quantum system with constraints and let $(\pi, \mathcal{H})$ be a faithful cyclic representation of $\mathfrak{F}$. Then, the following hold.

1. $\pi(D) = (q \pi(\mathfrak{F}) q) \cap \pi(\mathfrak{F})$,

2. $\pi(O) = q' \cap \pi(\mathfrak{F})$,

3. $\mathfrak{R} \cong p(q' \cap \pi(\mathfrak{F}))$.

Here, $q'$ denotes the commutant of $q$ in $\mathfrak{B}(\mathcal{H})$.

Proof. According to Corollary 3.12, $\pi(D) = \tilde{\pi}(D) = \tilde{\pi}((q^u \mathfrak{F} q^u) \cap \mathfrak{F})$. By injectivity of $\tilde{\pi}$, this equals $\tilde{\pi}(q^u \mathfrak{F} q^u) \cap \tilde{\pi}(\mathfrak{F})$. Since $\tilde{\pi}$ is an algebra homomorphism, this yields the assertion.
According to point 2 of Proposition 3.13 and by injectivity of $\hat{\pi}$,

$$\pi(O) = \hat{\pi}(O) = \hat{\pi}((q^u) \cap \mathfrak{F}) = \hat{\pi}((q^u)') \cap \pi(\mathfrak{F}).$$

If $A \in (q^u)'$, then $[\hat{\pi}(A), q] = \hat{\pi}([A, q^u]) = 0$. This shows that $\hat{\pi}((q^u)') \subset q'$ and hence $\pi(O) \subset q' \cap \pi(\mathfrak{F})$. Conversely, if $F \in \mathfrak{F}$ so that $\pi(F) \in q'$, then $\hat{\pi}([F, q^u]) = [\pi(F), q] = 0$. Then, injectivity of $\hat{\pi}$ implies $F \in (q^u)'$ and hence $\pi(F) \in \pi(O)$. Consequently, $q' \cap \pi(\mathfrak{F}) \subset \pi(O)$.

Since $\hat{\pi}$ is injective, composition of the isomorphism of point 3 of Proposition 3.13 with $\hat{\pi}$ yields an isomorphism of $\mathfrak{R}$ with $\hat{\pi}((1 - q^u)((q^u)' \cap \mathfrak{F}))$. By the homomorphism property of $\hat{\pi}$ and point 2 this yields the assertion.

The following is now proved by analogy with Corollary 3.14, with $\mathfrak{F}'$ replaced by $B(H)$.

**Corollary 3.17.** Let $(\mathfrak{F}, \mathcal{C})$ be a quantum system with constraints and let $(\pi, \mathcal{H})$ be a faithful cyclic representation of $\mathfrak{F}$. Then, relative to the decomposition (11), we have the following presentations of the $C^*$-algebras $\mathfrak{D}$, $\mathfrak{O}$ and $\mathfrak{R}$.

$$\pi(\mathfrak{D}) = \left\{ f \in \pi(\mathfrak{F}) \middle| f = \begin{bmatrix} d & 0 \\ 0 & 0 \end{bmatrix}, \ d \in q\pi(\mathfrak{F})q \right\},$$

$$\pi(\mathfrak{O}) = \left\{ f \in \pi(\mathfrak{F}) \middle| f = \begin{bmatrix} a & 0 \\ 0 & b \end{bmatrix}, \ a \in q\pi(\mathfrak{F})q, \ b \in p\pi(\mathfrak{F})p \right\},$$

$$\mathfrak{R} \cong \left\{ \tilde{f} \in p\pi(\mathfrak{F}) \middle| \tilde{f} = \begin{bmatrix} 0 & 0 \\ 0 & r \end{bmatrix}, \ r \in p\pi(\mathfrak{F})p \right\}.$$

**Remark 3.18.** While it is convenient and practical to identify $\mathfrak{F}$ with its image under the universal representation, at times it may be puzzling, in particular when further identifications enter the game. Let us distinguish between them here to give a clear definition of the extension $\tilde{\pi}$ to $\mathfrak{F}''$ of the representation $\pi$ of $\mathfrak{F}$. Since $\pi^u$ is faithful, there exists a unique $*$-homomorphism $\hat{\pi} : \pi^u(\mathfrak{F}) \to \mathfrak{B}(\mathcal{H})$ satisfying $\hat{\pi} \circ \pi^u = \pi$. It is $\hat{\pi}$ which defines the representation $\tilde{\pi}$ of $\mathfrak{F}''$ via extension. That is, we have the following commuting diagram.

$$\begin{array}{ccc}
\pi^u(\mathfrak{F}) & \xrightarrow{\subseteq} & \mathfrak{F}'' \\
\uparrow \pi^u & \searrow \hat{\pi} & \uparrow \hat{\pi} \\
\mathfrak{F} & \xrightarrow{\pi} & \mathfrak{B}(\mathcal{H})
\end{array}$$
Example 3.19 (Observable algebra of lattice gauge theory). In the forthcoming subsection 5.2.1 the field and observable algebras of Hamiltonian quantum gauge theory on a finite lattice is discussed. In [16] it has been shown that the observable algebra of this model may be obtained via the $T$-procedure. Let us briefly recall this application. As explained in Subsection 5.2 for a given gauge group $G$, under the generalized Schrödinger representation, the field algebra $\mathfrak{A}_0$ of the model is given as the algebra of compact operators $\mathcal{K}(\mathcal{H})$ on the Hilbert space $\mathcal{H} \cong L^2(G^N)$, see formulae (28) and (35) below. Clearly, $\mathfrak{A}_0$ is not unital. So, to get the $T$-procedure started, we extend $\mathfrak{A}_0$ to the unital crossed product $C^*$-algebra $\mathfrak{F} := (\mathfrak{A}_0 \oplus \mathbb{C}) \rtimes_{\alpha} \mathcal{G}_d$, where $\mathcal{G}_d$ is the group of local gauge transformations (a product of copies of $G$ over all lattice sites), endowed with the discrete topology, and $\alpha$ represents the (strongly continuous) action of $\mathcal{G}$ on $\mathfrak{A}_0$. Next, consider the unitary constraint $\mathfrak{C} = U_{\mathcal{G}_d} - 1$, where $U_{\mathcal{G}_d}$ denotes the unitary representation of the group of local gauge transformations on $\mathcal{H}$. Starting from the pair $(\mathfrak{F}, \mathfrak{C})$ so defined and using the above open projection method, one obtains that $\mathfrak{R}$ defined by (6) coincides with the algebra of observables $\mathcal{K}(\mathcal{H}^G)$ given by Theorem 5.5 below, which is denoted by $\mathfrak{A}$ there. Note the slight difference in terminology: in the above cited original papers [30, 31] and in the notation used in this subsection, $\mathfrak{O}$ is called the algebra of gauge invariant elements and $\mathfrak{R}$ is referred to as the observable algebra. ♦

In the subsequent sections, we will see another application of the $T$-procedure in lattice gauge theory.

4 Stratified Quantum Systems

In this section we consider a physical system with finite-dimensional classical phase space $\mathcal{P}$. We assume that $\mathcal{P}$ has a non-trivial stratified structure. A typical example of that type is the reduced phase space of Hamiltonian quantum gauge theory on a finite lattice as will be discussed in Section 5. We implement the classical stratification at the quantum level by using the general concept of costratification of the quantum Hilbert space as developed by Huebschmann [25]. In [26] we have constructed such a costratification for a toy model of Hamiltonian lattice gauge theory with gauge group $\text{SU}(2)$ by combining the abstract concept of costratification with a localization concept for quantum systems taken from the theory of coherent states. This localization concept only works in the context of holomorphic (Kähler) quantization,
where wave functions are true functions (and not just classes of functions). Thus, in this section we will always assume that the unreduced phase space is a (positive quantizable) Kähler manifold.

Up until now, it has been unclear how to implement the stratified structure on the level of the observable algebra of the quantum system. This problem will be solved below. We will construct a stratified structure on the observable algebra which, in a sense, is dual to the costratification of the physical Hilbert space.

4.1 Costratified Hilbert Space

Let us start with the definition of the abstract notion of costratification [25]. Let $N$ be a stratified space and let $\mathcal{C}_N$ be the category whose objects are the strata of $N$ and whose morphisms are the inclusions $Y' \subset Y$, where $Y$ and $Y'$ are strata such that $Y' \cap Y \neq \emptyset$.

**Definition 4.1.** A costratified Hilbert space relative to $N$ is a contravariant functor from $\mathcal{C}_N$ to the category of Hilbert spaces, with bounded linear maps as morphisms.

This means that a costratified Hilbert space relative to $N$ assigns a Hilbert space $\mathcal{H}_Y$ to every stratum $Y$, together with a bounded linear map $\mathcal{H}_{Y_2} \to \mathcal{H}_{Y_1}$ for each inclusion $Y_1 \subset Y_2$. Whenever $Y_1 \subset Y_2$ and $Y_2 \subset Y_3$, the composition of $\mathcal{H}_{Y_3} \to \mathcal{H}_{Y_2}$ with $\mathcal{H}_{Y_2} \to \mathcal{H}_{Y_1}$ coincides with the bounded linear map $\mathcal{H}_{Y_3} \to \mathcal{H}_{Y_1}$ associated with the inclusion $Y_1 \subset Y_3$.

Let us apply this concept to Kähler quantization with symmetries. Thus, assume that we are given a (positive quantizable) Kähler manifold $(M, J, \omega)$ endowed with the Hamiltonian action of a compact Lie group $G$ and let $\mathcal{P}$ be the stratified symplectic space obtained by zero level symplectic reduction. That is, $\mathcal{P}$ decomposes into disjoint symplectic manifolds,$$
abla = \bigcup_{\tau \in T} \mathcal{P}_\tau$$fulfilling the frontier condition:

$$\mathcal{P}_\tau \cap \overline{\mathcal{P}_{\tau'}} \neq \emptyset \quad \text{implies} \quad \mathcal{P}_\tau \subset \overline{\mathcal{P}_{\tau'}}; \quad (12)$$

for all $\tau, \tau' \in T$. Note that the stratification carries a natural partial ordering defined by

$$\tau \leq \tau' :\iff \mathcal{P}_\tau \subset \overline{\mathcal{P}_{\tau'}}.$$

We will loosely refer to $T$ as the set of strata.
For simplicity, in what follows, we restrict attention to the situation where the complex Hermitian line bundle obtained by Kähler quantization is trivial. Then, the Hilbert space $\mathcal{K}$ consists of holomorphic functions on $M$ which are square-integrable wrt. a certain measure obtained by the quantization procedure. An example of that type is provided by the lattice gauge model discussed in Section 5, see (41) for the measure. We define

$$\hat{\mathcal{K}} := \mathcal{K}^G$$

to be the subspace of $G$-invariant functions. We assume that the elements of $\hat{\mathcal{K}}$ can be identified with functions on $\mathcal{P}$. This assumption is fulfilled in Hamiltonian lattice gauge theory. These functions are then continuous.

As explained in Subsection 2.2, for the example discussed there, to construct a costratified Hilbert space for $\mathcal{P}$, to each $\tau \in T$ we associate the subspace $\hat{\mathcal{K}}_\tau$ of $\hat{\mathcal{K}}$ of elements which are localized on $\mathcal{P}_\tau$ in the sense that they are orthogonal to the vanishing subspace

$$\mathcal{V}_\tau := \left\{ \xi \in \hat{\mathcal{K}} \mid \xi|_{\mathcal{P}_\tau} = 0 \right\}$$

of $\mathcal{P}$ in $\hat{\mathcal{K}}$, ie.,

$$\hat{\mathcal{K}} = \mathcal{V}_\tau \oplus \hat{\mathcal{K}}_\tau.$$

By construction, if $\mathcal{P}_\tau \subseteq \overline{\mathcal{P}_\tau}$, then $\mathcal{V}_\tau \supseteq \mathcal{V}_\tau'$ by continuity and, thus, $\hat{\mathcal{K}}_\tau \subseteq \hat{\mathcal{K}}_\tau'$. The system $\{\hat{\mathcal{K}}_\tau\}$, together with the orthogonal projections $\hat{\mathcal{K}}_{\tau_2} \to \hat{\mathcal{K}}_{\tau_1}$ whenever $\mathcal{P}_\tau \subseteq \overline{\mathcal{P}_\tau'}$, constitute a costratified Hilbert space relative to $\mathcal{P}$. As the construction is based on the chosen Hilbert space $\hat{\mathcal{K}}$, we call the above structure a costratification of $\hat{\mathcal{K}}$ relative to $\mathcal{P}$.

**Remark 4.2.**

1. In physical applications, $M$ is usually given by the cotangent bundle $T^*Q$ of some configuration space $Q$. For example, this is the case in Hamiltonian lattice gauge theory, to be discussed below. For that model, there is an obvious Kähler structure on $T^*Q$ induced by the polar mapping of the gauge group, see [39]. However, combining embedding arguments taken from real algebraic geometry [11] and appropriate deformation arguments, one can diffeomorphically identify any $T^*Q$ with a neighbourhood of a real algebraic variety in its complexification. Via this diffeomorphism, one obtains a Kähler structure on $T^*Q$. Clearly, the symplectic structure underlying this Kähler structure may differ from the canonical cotangent bundle symplectic structure. This argument is taken from a contribution by Tim Perutz to an online
discussion, see [39]. Moreover, there are many special situations, where a Kähler structure of $T^*Q$ may be constructed directly, see e.g. [36] for the case where $Q$ is a rank one symmetric space of the compact type and [49] for the case where $Q$ is a compact real analytic Riemannian manifold.

2. As we have seen above, Kähler quantization is useful for implementing the classical stratification on the level of pure states. On the other hand, it has the drawback that most of the relevant quantum observables cannot be obtained by this method. Therefore, it is desirable to have a Segal-Bargmann transformation between the Hilbert spaces obtained by Kähler quantization and by canonical quantization. In the case of Hamiltonian lattice gauge theory, a Segal-Bargmann transformation exists, because the unreduced phase space is given by the cotangent bundle of a Lie group and, thus, the theory developed by Hall applies [19, 20], see Remark 5.4. This theory has been generalized to the case of symmetric spaces of both compact [48] and noncompact complex type [21].

4.2 Stratified Observable Algebra

In this subsection, we show how to implement the stratification of the classical reduced phase space on the level of quantum observables. For that purpose, we introduce the following $C^*$-algebraic counterpart of the notion of costratified Hilbert space.

**Definition 4.3.** A stratified $C^*$-algebra relative to the stratified space $N$ is a covariant functor from $\mathcal{C}_N$ to the category of $C^*$-algebras, with $*$-morphisms as morphisms.

This means that a stratified $C^*$-algebra relative to $N$ assigns a $C^*$-algebra $\mathfrak{A}_Y$ to every stratum $Y$, together with a $C^*$-morphism $\mathfrak{A}_{Y_1} \to \mathfrak{A}_{Y_2}$ for each inclusion $Y_1 \subset Y_2$. Whenever $Y_1 \subset Y_2$ and $Y_2 \subset Y_3$, the composition of $\mathfrak{A}_{Y_1} \to \mathfrak{A}_{Y_2}$ with $\mathfrak{A}_{Y_2} \to \mathfrak{A}_{Y_3}$ coincides with the morphism $\mathfrak{A}_{Y_1} \to \mathfrak{A}_{Y_3}$ associated with the inclusion $Y_1 \subset Y_3$.

While the definition of stratified $C^*$-algebra (the observables) given here seems natural to us in that it is dual to the definition of costratified Hilbert space (the pure states), at the present stage it is just a working definition. Clearly, to the notion of stratified $C^*$-algebra there should correspond a notion of costratification for the corresponding full state space, and not only for the subset of pure states. This might require a sharpening of the conditions.
to be imposed on a stratified $C^*$-algebra. As this is work in progress, we do not discuss it here.

Let $A$ be the field algebra of the quantum system under consideration, realized as a $C^*$-subalgebra of $\mathcal{B}(\hat{K})$. In general, $A$ need not be unital, like in the case of the gauge model studied in Section 5. To construct from $A$ a stratified $C^*$-algebra of observables relative to $P$, we assume that there exists a dense linear subspace $\mathcal{R} \subset \hat{K}$ which forms an algebra under pointwise multiplication of functions and which satisfies the following two natural conditions.

1. For every stratum $P_\tau$, the vanishing ideal of $P_\tau$ in $\mathcal{R}$ is dense in the vanishing subspace $V_\tau$ of $P_\tau$ in $\hat{K}$ (the denseness condition).

2. For every stratum $P_\tau$, there exist finitely many relations $r_{\tau,1}, \ldots, r_{\tau,n_\tau} \in \mathcal{R}$ generating the vanishing ideal of $P_\tau$ in $\mathcal{R}$. That is,

2.1 $P_\tau = \{ x \in P : r_{\tau,i}(x) = 0 \ \forall i \}$ (the zero locus condition).

2.2 If $\psi \in \mathcal{R}$ vanishes on $P_\tau$, then $\psi = \sum_i \psi_i r_{\tau,i}$ for some $\psi_i \in \hat{K}$ (the radical ideal condition).

The denseness condition means that $\mathcal{R}$ contains all the information about the stratification that is carried by $\hat{K}$. Condition 2 ensures that the (closures of) strata can be treated as zero loci in the sense of algebraic geometry. In Hamiltonian lattice gauge theory, both conditions are satisfied, see Subsection 5.6. Here, the unreduced phase space is a product of copies of the complexified gauge group $G_C$ and thus it is an affine variety acted upon by the reductive algebraic group $G_C$. Its coordinate ring is given by the corresponding ring of representative functions. Accordingly, $\mathcal{R}$ may be chosen to be the subring of invariant representative functions. It is likely that the above conditions hold in more general situations, for example in some cases of affine Kähler manifolds acted upon by reductive algebraic groups. Another class of interest is provided by compact quantizable Kähler manifolds which are in fact projective algebraic manifolds by Kodaira embedding, see eg. [45]. Their symplectic quotients correspond to categorical quotients in the sense of geometric invariant theory [18, 25, 28, 29, 34].

In the sequel, we apply the $T$-procedure. We take

$$\mathfrak{F} := \mathcal{B}(\hat{K})$$

To define the constraint set, we choose an orthonormal basis $\{\psi_\alpha : \alpha \in A\}$ spanning $\mathcal{R}$ by finite linear combinations and put

$$g_{\tau,i,\alpha} := \frac{\langle r_{\tau,i} \psi_\alpha \rangle \langle r_{\tau,i} \psi_\alpha \rangle}{\|r_{\tau,i} \psi_\alpha\|^2}, \quad i = 1, \ldots, n_\tau; \ \alpha \in A.$$
These are the orthogonal projections onto the one-dimensional subspaces spanned by the functions $r_{\tau,i}\psi_\alpha$. We define

$$C_\tau := \{q_{\tau,i,\alpha} : i = 1, \ldots, n_\tau; \ \alpha \in A\}.$$ 

Clearly, $C_\tau$ is self-adjoint. Application of the $T$-procedure to the quantum system with constraints given by $(\mathfrak{F}, C_\tau)$ yields a hereditary $C^*$-subalgebra $D_\tau$, its weak commutant $O_\tau$ and the corresponding algebra of physical observables $R_\tau$. By Corollary 3.12, there exists a unique projection $q^u_\tau$ in $\mathfrak{F}''$ so that $D_\tau = (q^u_\tau\mathfrak{F}q^u_\tau) \cap \mathfrak{F}$. Consider the identical representation $\pi$ of $\mathfrak{F} = \mathcal{B}(\hat{K})$ on $\hat{K}$ and let $q_\tau$ and $p_\tau$ be the complementary projections on $\hat{K}$ defined via (10). Since $\pi$ is faithful and cyclic, the algebras $D_\tau$, $O_\tau$ and $R_\tau$ may be identified with a subalgebra of $\mathfrak{F}$. Using this identification, we define

$$A_\tau := R_\tau \cap \mathfrak{A} \equiv (p_\tau\mathfrak{F}p_\tau) \cap \mathfrak{A}.$$ 

Note that, in general, the projectors $q_\tau$ and $p_\tau$ need not belong to $A_\tau$.

**Remark 4.4.** Writing down the definition of $q_\tau$ under the identification of $\mathfrak{F}$ with its image under the universal representation $\pi^u$ might be puzzling, because, in effect, this produces the equation $q_\tau = q^u_\tau$ which does not seem to make sense, because it equates operators on different spaces. However, this comes as no surprise, because in the special situation at hand, if we identify $\mathfrak{F}$ with its image under $\pi^u$, we do identify operators on $\hat{K}$ with operators on the universal Hilbert space $\mathcal{H}^u$. Thus, the equation we get just tells us that $q_\tau$ is the operator on $\hat{K}$ which corresponds to the operator $q^u_\tau$ on $\mathcal{H}^u$ under the identification of $\mathfrak{F}$ with $\pi^u(\mathfrak{F})$, and so it makes perfect sense. The situation can be unravelled also formally along the lines of Remark 3.18. In the notation introduced there, we have $\pi^u(\mathfrak{F}) = \mathfrak{F}''$ and hence $\hat{\pi} = \hat{\pi}$, so that the defining equation for $q^u_\tau$ reads $q^u_\tau = \hat{\pi}(q^u_\tau)$. In addition, since $\pi$ is the identical mapping, $\hat{\pi}$ inverts $\pi^u$, and the diagram given in Remark 3.18 shrinks to

$$\mathcal{B}(\hat{K}) = \mathfrak{F} \xrightarrow{\pi^u} \pi^u(\mathfrak{F}) \subset \mathcal{B}(\mathcal{H}^u)$$

**Proposition 4.5.**
1. If $\mathcal{P}_\tau \subset \overline{\mathcal{P}}_{\tau'}$, then $\mathfrak{A}_\tau \subset \mathfrak{A}_{\tau'}$.

2. The system $\{\mathfrak{A}_\tau\}$, together with the natural inclusion mappings $\mathfrak{A}_\tau \to \mathfrak{A}_{\tau'}$ whenever $\mathcal{P}_\tau \subset \overline{\mathcal{P}}_{\tau'}$, constitute a stratified $C^*$-algebra relative to $\mathcal{P}$.

Proof. It suffices to prove point 1. If $\mathcal{P}_\tau \subset \overline{\mathcal{P}}_{\tau'}$, by continuity, the zero locus condition yields $(r_{\tau',i'})|_{\mathcal{P}_\tau} = 0$ for all $i' = 1, \ldots, n_{\tau'}$. Then, the radical ideal condition implies that $r_{\tau',i'} = \sum_i \varphi_i r_{\tau,i}$ with $\varphi_i \in \mathfrak{R}$. Expanding

$$\varphi_i \psi_\alpha = \sum_\beta C_{i,\alpha,\beta} \psi_\beta,$$

we obtain

$$q_{\tau',i'},\alpha = \left( \sum_{i,\beta} C_{i,\alpha,\beta} r_{\tau,i} \psi_\beta \right) \left( \sum_{j,\gamma} C_{j,\alpha,\gamma} r_{\tau,j} \psi_\gamma \right) \frac{||r_{\tau',i'} \psi_\alpha||^2}{\|r_{\tau',i'} \psi_\alpha\|^2} = \sum_{i,j,\beta,\gamma} \frac{C_{i,\alpha,\beta} C_{j,\alpha,\gamma}}{||r_{\tau',i'} \psi_\alpha||^2} q_{\tau,i,\beta} \left( |r_{\tau,i} \psi_\beta\rangle\langle r_{\tau,j} \psi_\gamma| \right) q_{\tau,j,\gamma}.$$

This shows that $q_{\tau',i',\alpha} \in \mathfrak{D}_\tau$ for all $i', \alpha$. Hence, $\mathfrak{D}_{\tau'} \subset \mathfrak{D}_\tau$. Since $q_\tau$ is a unit in $\mathfrak{D}_\tau$,

$$q_{\tau'} q_\tau = q_\tau = q_\tau q_{\tau'}.$$

This implies

$$p_{\tau'} p_\tau = p_\tau = p_\tau p_{\tau'}$$

and hence $p_{\tau'} \hat{\mathfrak{F}} p_\tau = p_{\tau'} p_\tau p_{\tau'} \in p_{\tau'} \hat{\mathfrak{F}} p_{\tau'}$. \qed

Next, we relate the projection $p_\tau$ to the closed subspace $\hat{\mathcal{K}}_\tau$ associated with $\mathcal{P}_\tau$.

**Proposition 4.6.** For every $\tau \in \mathcal{T}$, we have $q_\tau \hat{\mathcal{K}} = \mathcal{V}_\tau$ and $p_\tau \hat{\mathcal{K}} = \hat{\mathcal{K}}_\tau$.

Thus, the subalgebra $\mathfrak{A}_\tau$ associated with the stratum $\mathcal{P}_\tau$ is given by the same projection as the closed subspace $\hat{\mathcal{K}}_\tau$ associated with $\mathcal{P}_\tau$. First, this implies that $\mathfrak{A}_\tau$ is independent of the choice of the basis used in the construction. Second, in view of Corollary 3.17, this implies that $\mathfrak{A}_\tau$ may be identified with a $C^*$-subalgebra of $\mathfrak{B}(\hat{\mathcal{K}}_\tau)$.

Proof. It suffices to show $q_\tau \hat{\mathcal{K}} = \mathcal{V}_\tau$.

(\subset) Let $\xi \in \hat{\mathcal{K}}$ be given. We have to show that $(q_\tau \xi)|_{\mathcal{P}_\tau} = 0$. Since $q_\tau \in \mathfrak{D}_\tau$, and since $\mathfrak{D}_\tau$ is contained in the norm-closed left ideal in $\hat{\mathfrak{F}}$ generated by $\mathfrak{C}_\tau$,
$q_\tau$ is the norm-limit of some sequence $(a_k)$ in $\mathfrak{F}$ whose members are of the form

$$a_k = \sum_{i,\alpha} q_{\tau,i,\alpha} a_{k,i,\alpha}$$

with $a_{k,i,\alpha} \in \mathfrak{F}$ and with $a_{k,i,\alpha} \neq 0$ for only finitely many $\alpha$. Since $(r_{\tau,i} \psi_\alpha)_{|\mathcal{V}_\tau} = 0$ for all $i,\alpha$, we have $(a_k \xi)_{|\mathcal{V}_\tau} = 0$ for all $k$. Since $a_k \to q_\tau$ in norm, $a_k \xi \to q_\tau \xi$ in the $L^2$-norm. Since for holomorphic $L^2$-functions, $L^2$-norm convergence implies pointwise convergence, see e.g. Lemma 1.4.1 in [33], we obtain $(q_\tau \xi)_{|\mathcal{P}_\tau} = 0$, as was to be shown.

$(\supset)$ In view of the denseness condition, it suffices to show that $\varphi \in q_\tau(\hat{K})$ for every $\varphi \in \mathcal{R}$ vanishing on $\mathcal{P}_\tau$. Given such $\varphi$, the radical ideal condition implies that $\varphi = \sum_i \varphi_i r_{\tau,i}$ for some $\varphi_i \in \hat{K}$. Expanding $\varphi_i = \sum_\alpha C_{i,\alpha} \psi_\alpha$, we see that

$$\varphi = \sum_{i,\alpha} C_{i,\alpha} r_{\tau,i} \psi_\alpha = \sum_{i,\alpha} C_{i,\alpha} q_{\tau,i,\alpha} (r_{\tau,i} \psi_\alpha).$$

This shows that $\varphi$ belongs to the closed subspace spanned by the images of the projections $q_{\tau,i,\alpha}$. Since the latter belong to $\mathfrak{D}_\tau$, Corollary 3.17 implies that their images are contained in $q_\tau(\hat{K})$.

We introduce the following terminology.

**Definition 4.7.** We say that an operator $a \in \mathcal{B}(\hat{K})$ is

1. annihilating for $\mathcal{P}_\tau$ if $\text{im}(a) \subset \mathcal{V}_\tau$,

2. localized on $\mathcal{P}_\tau$ if $\ker(a) \supset \mathcal{V}_\tau$.

In addition, we say that a set of annihilating operators for $\mathcal{P}_\tau$ is generating if the hereditary $C^*$-subalgebra of $\mathcal{B}(\hat{K})$ generated by this set contains all one-dimensional projections which project onto subspaces spanned by elements of $\mathcal{R}$ vanishing on $\mathcal{P}_\tau$.

**Proposition 4.8.** For every $\tau \in T$, the following holds.

1. The elements of $\mathfrak{D}_\tau$ are annihilating for $\mathcal{P}_\tau$.

2. The elements of $\mathfrak{R}_\tau$, and thus in particular the elements of $\mathfrak{A}_\tau$, are localized on $\mathcal{P}_\tau$.

3. The constraint set $\mathfrak{C}_\tau$ is generating.
Proof. Points 1 and 2 follow instantly from Proposition 4.6 and Corollary 3.17. To prove point 3, let $q$ be a one-dimensional projection onto a subspace spanned by some $\varphi \in R$ such that $\varphi|_{P_\tau} = 0$. Assuming $\varphi$ to be normalized, we have $q = |\varphi\rangle\langle\varphi|$. By an argument given in the proof of Proposition 4.6, $\varphi$ can be written in the form (14). Then,

$$q = \sum_{i,j,\alpha,\beta} C_{i,\alpha} C_{j,\beta} |r_{\tau,i}\psi_\alpha\rangle\langle r_{\tau,j}\psi_\beta|$$

and thus $q \in D_\tau$.

In the $T$-procedure, instead of $C_\tau$, we may take any countable generating set of annihilating operators for $P_\tau$.

**Proposition 4.9.** Let $\tau \in T$. If $\mathcal{C} \subset \mathcal{F}$ is a countable generating set of operators which are annihilating for $P_\tau$, then the $T$-procedure applied to the quantum system with constraints $(\mathcal{F}, \mathcal{C})$ yields $D_\tau, O_\tau$ and $R_\tau$.

As a consequence, the observable algebra $A_\tau$ associated with the stratum $P_\tau$ can be obtained from any countable generating set of annihilating operators for $P_\tau$.

Proof. Let $\mathcal{D}$ denote the hereditary $C^*$-subalgebra of $\mathcal{F}$ generated by $\mathcal{C}$. By the same argument as for $D_\tau$, we find a unique projection $q$ in $\mathcal{F}$ such that $\mathcal{D} = q\mathcal{F}q$. In particular, $\mathcal{D}$ is strongly closed, and Proposition 3.8 yields that $q$ is a unit in $\mathcal{D}$. It suffices to show that $q = q_\tau$. For that purpose, in view of Proposition 4.6, it suffices to show that $q\hat{K} = V_\tau$.

(⊂) This follows by the same argument as in the proof of Proposition 4.6.

(⊃) We show that $((1 - q)\hat{K}) \cap V_\tau = \{0\}$. Assume, on the contrary, that there exists $\xi \in \hat{K}$ such that

$$\begin{align*}
(1 - q)\xi &\neq 0, \\
((1 - q)\xi)|_{P_\tau} &\neq 0.
\end{align*}
$$

Denote $\varphi := (1 - q)\xi$. By the denseness condition, $\varphi$ is the limit of a sequence $(\varphi_n)$ in $R$ whose members vanish on $P_\tau$. We may assume $\varphi$ and all $\varphi_n$ to be normalized. Then, the sequence of projections $(|\varphi_n\rangle\langle\varphi_n|)$ converges in norm to $|\varphi\rangle\langle\varphi|$. Since $|\varphi_n\rangle\langle\varphi_n|$ is annihilating for $P_\tau$, by the generating property of $\mathcal{C}$, we have $|\varphi_n\rangle\langle\varphi_n| \in \mathcal{D}$ for all $n$. Since $\mathcal{D}$ is closed, then $|\varphi\rangle\langle\varphi| \in \mathcal{D}$. Since $q$ is a unit in $\mathcal{D}$, we have $q|\varphi\rangle\langle\varphi| = |\varphi\rangle\langle\varphi|$. On the other hand, $q\varphi = 0$ and hence $q|\varphi\rangle\langle\varphi| = 0$ (contradiction). Hence, an element $\xi \in \hat{K}$ satisfying (15) does not exist. 

$\square$
5 Application to Hamiltonian lattice gauge theory

5.1 The model

Let $G$ be a compact Lie group and let $\mathfrak{g}$ be its Lie algebra. Later on, we will specify $G = SU(2)$, but for the time being, this is not necessary. Let $\Lambda$ be a finite spatial lattice and let $\Lambda^0$, $\Lambda^1$ and $\Lambda^2$ denote, respectively, the sets of lattice sites, lattice links and lattice plaquettes. For the links and plaquettes, let there be chosen an arbitrary orientation. In lattice gauge theory with gauge group $G$ in the Hamiltonian approach, gauge fields (the variables) are approximated by their parallel transporters along links and gauge transformations (the symmetries) are approximated by their values at the lattice sites. Thus, the classical configuration space is the space $G^{\Lambda^1}$ of mappings $\Lambda^1 \to G$, the classical symmetry group is the group $G^{\Lambda^0}$ of mappings $\Lambda^0 \to G$ with pointwise multiplication and the action of $g \in G^{\Lambda^0}$ on $a \in G^{\Lambda^1}$ is given by

$$(g \cdot a)(\ell) := g(x)a(\ell)g(y)^{-1},$$

where $\ell \in \Lambda^1$ and $x$, $y$ denote the starting point and the endpoint of $\ell$, respectively. The classical phase space is given by the associated Hamiltonian $G$-manifold [1, 42] and the reduced classical phase space is obtained from that by symplectic reduction [37, 42, 47]. We do not need the details here. Dynamics is ruled by the classical counterpart of the Kogut-Susskind lattice Hamiltonian, see [32]. When identifying $T^*G$ with $G \times \mathfrak{g}$, and thus $T^*G^{\Lambda^1}$ with $G^{\Lambda^1} \times \mathfrak{g}^{\Lambda^1}$, by means of left-invariant vector fields, the classical Hamiltonian is given by

$$H(a, E) = \frac{\lambda^2}{2\delta} \sum_{\ell \in \Lambda^1} \|E(\ell)\|^2 - \frac{1}{\lambda^2\delta} \sum_{p \in \Lambda^2} \left( \text{tr} \, a(p) + \text{tr} \, a(p) \right),$$

where $a \in G^{\Lambda^1}$, $\lambda$ denotes the coupling constant, $\delta$ denotes the lattice spacing and $a(p)$ denotes the product of $a(\ell)$ along the boundary of the plaquette $p \in \Lambda^2$ in the induced orientation. The trace is taken in some chosen unitary representation. Unitarity ensures that the Hamiltonian does not depend on the choice of plaquette orientations. Finally, $\Lambda^1 \ni \ell \mapsto E(\ell) \in \mathfrak{g}^{\Lambda^1}$ is the classical colour electric field (canonically conjugate momentum).

When discussing orbit types in gauge theory, it is convenient to perform symplectic reduction in two stages. First, one factorizes with respect to the free action of pointed gauge transformations by applying regular symplectic
reduction. Thereafter, one is left with an action of the compact gauge group $G$ on the quotient manifold which is not free (for a nonabelian $G$). That is, in the second stage one deals with singular symplectic reduction. Let us describe the first stage for the model under consideration. Given a lattice site $x_0$, it is not hard to see that the normal subgroup

$$\{ g \in G^{\Lambda^0} : g(x_0) = \mathbb{1} \},$$

where $\mathbb{1}$ denotes the unit element of $G$, acts freely on $G^{\Lambda^1}$. Hence, one may pass to the quotient manifold and the residual action by the quotient Lie group of $G^{\Lambda^0}$ with respect to this normal subgroup. Clearly, the quotient Lie group is naturally isomorphic to $G$. The quotient manifold can be identified with a direct product of copies of $G$ and the quotient action can be identified with the action of $G$ by diagonal conjugation as follows. Choose a maximal tree $T$ in the graph $\Lambda^1$ and define the tree gauge of $T$ to be the subset

$$\{ a \in G^{\Lambda^1} : a(\ell) = \mathbb{1} \text{ for all } \ell \in T \}$$

of $G^{\Lambda^1}$. One can readily see that every element of $G^{\Lambda^1}$ is conjugate under $G^{\Lambda^0}$ to an element in the tree gauge of $T$ and that two elements in the tree gauge of $T$ are conjugate under $G^{\Lambda^0}$ if they are conjugate under the action of $G$ via constant gauge transformations. This implies that the natural inclusion mapping of the tree gauge into $G^{\Lambda^1}$ descends to a $G$-equivariant diffeomorphism from that tree gauge onto the quotient manifold of $G^{\Lambda^1}$ with respect to the action of the subgroup (18). Finally, by choosing a numbering of the off-tree links in $\Lambda^1$, we can identify the tree gauge of $T$ with the direct product of $N$ copies of $G$, where $N$ denotes the number of off-tree links. This number does not depend on the choice of $T$. Then, the action of $G$ on the tree gauge via constant gauge transformations translates into the action of $G$ on $G^N$ by diagonal conjugation,

$$g \cdot \underline{a} = g a g^{-1},$$

where $\underline{a} = (a_1, \ldots, a_N) \in G^N$ and $g \in G$. As a consequence, for the discussion of the role of orbit types we may pass in the first stage from the original Hamiltonian system with symmetries, given by the configuration space $G^{\Lambda^1}$, the symmetry group $G^{\Lambda^0}$ and the action (16), to the partially reduced Hamiltonian system with symmetries given by the configuration space

$$Q := G^N,$$

the symmetry group $G$ and the action of $G$ on $Q$ given by diagonal conjugation (19). This is the system we will discuss here. As before, the classical
phase space is given by the associated Hamiltonian $G$-manifold, whose underlying symplectic manifold is $T^*Q$ endowed with its canonical cotangent bundle projection

$$\pi : T^*Q \to Q.$$ 

The action of $G$ on $Q$ naturally lifts to a symplectic action on $T^*Q$ and the lifted action admits the standard momentum mapping

$$\mu : T^*Q \to g^*, \quad \mu(p)(X) := p(X_\ast),$$

where $p \in T^*Q$, $X \in g$ and $X_\ast$ denotes the Killing vector field defined by $X$. An easy calculation shows that under the global trivialization

$$T^*Q \equiv T^*G^N \equiv G^N \times g^N$$

induced by left-invariant vector fields and an invariant scalar product on $g$, the lifted action is given by diagonal conjugation,

$$g \cdot (a, A) = (ga_1g^{-1}, \ldots, ga_Ng^{-1}, \text{Ad}(g)A_1, \ldots, \text{Ad}(g)A_N)$$

and the associated momentum mapping is given by

$$\mu(a, A) = \sum_{i=1}^N \text{Ad}(a_i)A_i - A_i,$$

see e.g. [42, Section 10.7]. The (fully) reduced phase space $\mathcal{P}$ is obtained from $T^*Q$ by singular symplectic reduction at $\mu = 0$, see Section 2. That is, $\mathcal{P}$ is the set of orbits of the lifted action of $G$ on the invariant subset $\mu^{-1}(0) \subseteq T^*Q$, endowed with the quotient topology induced from the relative topology on this subset. In gauge theory, the condition $\mu = 0$ corresponds to the Gauß law constraint. It can be shown that the action of $G$ on $\mu^{-1}(0)$ has the same orbit types as that on $Q$. As already explained in Subsection 2, the orbit type strata of $\mathcal{P}$ are the connected components of the subsets of $\mathcal{P}$ of elements with a fixed orbit type. By singular symplectic reduction, they are endowed with symplectic manifold structures. The bundle projection $\pi : T^*Q \to Q$ induces a mapping $\mathcal{P} \to Q/G$. This mapping is surjective, because $\mu$ is linear on the fibres of $T^*Q$ and hence $\mu^{-1}(0)$ contains the zero section of $T^*Q$. It need not preserve the orbit type though. For the study of various aspects of the above classical stratification we refer to [5, 6, 9], for a theory of singular (continuum) phase space reduction in the Fréchet context see [7] and further references therein.

In subsection 5.5 we will present the orbit types for $G = SU(2)$.  

29
5.2 Canonical quantization. The observable algebra

The quantum theory is obtained via canonical quantization, see [30, 31, 16, 17]. As already explained in Subsection 2.2, the quantum reduction also goes in two stages. Using the fact that for the model at hand canonical quantization commutes with regular reduction [31], we may limit our attention to the reduction after quantization of the model corresponding to the singular reduction stage.

By (20), the classical partially reduced phase space will be identified with $T^*G^N \cong G^N \times \mathfrak{g}^N$ and the action of the group of local gauge transformations is reduced to the diagonal action of $G$ via (21). To quantize the classical gauge connections, we generalize the Schrödinger representation for a particle on the real line acting on the Hilbert space $L^2(\mathbb{R})$ as follows: for any $\varphi \in L^2(G)$, we define the bounded operators

$$
(U_g \varphi)(h) := \varphi(g^{-1}h), \quad (T_f \varphi)(h) := f(h)\varphi(h),
$$

(23)

where $g, h \in G$ and $f \in L^\infty(G)$. Here, $U$ is the left regular unitary representation of $G$ and $T$ is the natural representation of $L^\infty(G)$ given by left multiplication. Clearly, $T$ and $U$ represent the position and momentum operator analogues, respectively. The pair $\pi_0 := (U, T)$ is referred to as the generalized Schrödinger representation. Below, it will be interpreted in the language of $C^*$-algebras. Note that $\pi_0$ is irreducible in the sense that the commutant of $U \cup T L^\infty(G)$ consists of the scalars. Also note that there is a natural ground state unit vector $\varphi_0 \in L^2(G)$ which under the assumption that the Haar measure of $G$ is normalized is given by the constant function $\varphi_0(h) = 1$ for all $h \in G$. Then, $U_g \varphi_0 = \varphi_0$, and, by irreducibility, $\varphi_0$ is cyclic with respect to the $*$-algebra generated by $U \cup T L^\infty(G)$. By construction, $\pi_0$ fulfils the intertwining relation

$$
U_g \circ T_f \circ U_g^* = T_{\lambda_g(f)},
$$

(24)

where

$$
\lambda : G \rightarrow \text{Aut}(C(G)), \quad \lambda_g(f)(h) := f(g^{-1}h),
$$

(25)

for any $g, h \in G$. This relation implies generalized commutation relations as follows. By (20), the classical canonically conjugate momenta, also referred to as the colour electric fields, are given by elements of $\mathfrak{g}$. For $X \in \mathfrak{g}$, we define the associated momentum operator by

$$
P_X : C^\infty(G) \rightarrow C^\infty(G), \quad P_X \varphi := i \left. \frac{d}{dt} \right|_{t=0} U(e^{tX}) \varphi.
$$

(26)
Then, for any \( f, \varphi \in C^\infty(G) \) and \( X \in \mathfrak{g} \),
\[
\left[ P_X, T_f \right] \varphi = i \frac{d}{dt} \bigg|_{t=0} U(e^{tX}) T_f U(e^{-tX}) \varphi = i \frac{d}{dt} \bigg|_{t=0} T_{\lambda \exp(tX)(f)} \varphi .
\]

Denoting the right invariant vector field on \( G \) by \( X^R \), we obtain
\[
\left[ P_X, T_f \right] = iT_X R(f) .
\] (27)

For \( G = \mathbb{R} \), this yields the standard Heisenberg commutation relations. Since \( P_X = dU(X) \), we obtain a representation of the Lie algebra \( \mathfrak{g} \) on \( L^2(G) \) which obviously fulfils \( P_X \varphi_0 = 0 \).

Now, the physical Hilbert space of the lattice quantum system is obtained by taking the tensor product of copies of \( L^2(G) \) over all off-tree links, that is,
\[
\mathcal{H} := \bigotimes L^2(G) \cong L^2(G^N) .
\] (28)

Clearly, \( \pi_0 = (U, T) \) induces a representation on \( \mathcal{H} \) denoted by \( \pi := (\hat{U}, \hat{T}) \).

In detail, for every off-tree link \( \ell \), we define
\[
\hat{T}_f^{(\ell)} := \otimes \cdots \otimes T_f^{(\ell)} \otimes \cdots ,
\] (29)
and
\[
\hat{U}_g^{(\ell)} := \otimes \cdots \otimes U_g^{(\ell)} \otimes \cdots ,
\] (30)
where \( T_f^{(\ell)} \) and \( U_g^{(\ell)} \) are the multiplication and translation operators acting on the \( \ell \)-th tensor product factor of \( \mathcal{H} \), respectively.

Next, recall that in the tree gauge the group of local gauge transformations simply coincides with \( G \). We implement the gauge transformations law \( (21) \) at the quantum level as follows. We take the unitary representation \( V \) of \( G \) on \( L^2(G) \) given by
\[
(V_g \varphi)(h) := \varphi(g^{-1} h g) , \quad \varphi \in L^2(G) ,
\]

and take the tensor product of this representation over all off-tree links to obtain a unitary representation on \( \mathcal{H} \), which we denote by the same letter. Clearly, \( V_g \varphi_0 = \varphi_0 \) for all \( g \in G \). Using \( V \), we define the local gauge transformations of the quantum fields from \( U_G \cup T_{L^\infty(G)} \) by
\[
T_f \mapsto V_g \circ T_f \circ V_g^{-1} = T_{V_g f} ,
\] (31)
where \( f \in L^\infty(G) \subseteq L^2(G) \), and
\[
U_h \mapsto V_g \circ U_h \circ V_g^{-1} = U_{g h g^{-1}} ,
\] (32)
for any \( g \in G \). Moreover, since every operator \( V_g \) preserves the space \( C^\infty(G) \), (32) implies

\[
V_g \circ P_X \circ V_g^{-1} = P_{\text{Ad}(g)X},
\]

for any \( X \in \mathfrak{g} \).

Next, we construct the field algebra and the observable algebra of our model. For functional analytic basics used below we refer to [38] or [4]. By (24), the generalized Schrödinger representation \( \pi_0 = (U,T) \) is a covariant representation of the \( C^* \)-dynamical system \((C(G),G,\lambda)\) with \( \lambda : G \to \text{Aut}(C(G)) \) defined by (25). Associated with this \( C^* \)-dynamical system, there is a natural crossed product \( C^*(G) \rtimes^\lambda G \). Its representations are exactly the covariant representations of the \( C^* \)-dynamical system defined by \( \lambda \). It is well known that \( C^*(G) \rtimes^\lambda G \) is isomorphic to the algebra of compact operators on \( L^2(G) \),

\[
C(G) \rtimes^\lambda G \cong \mathcal{R}(L^2(G)),
\]

see Theorem II.10.4.3 in [4]. In fact,

\[
\pi_0(C(G) \rtimes^\lambda G) = \mathcal{R}(L^2(G)).
\]

Since \( \mathcal{R}(L^2(G)) \) has a unique irreducible representation up to unitary equivalence, it follows that \( \pi_0 \) is the unique irreducible covariant representation of \((C(G),G,\lambda)\) (up to equivalence). Moreover, as \( \varphi_0 \) is cyclic for \( \mathcal{R}(L^2(G)) \), \( \pi_0 \) is unitarily equivalent to the GNS-representation of the vector state \( \omega_0 \) given by \( \omega_0(A) := (\varphi_0, \pi_0(A) \varphi_0) \) for \( A \in C(G) \rtimes^\lambda G \). By taking the tensor product of copies of \( C(G) \rtimes^\lambda G \) over all off-tree links, we obtain the following field algebra:

\[
\mathfrak{A}_0 := \bigotimes (C(G) \rtimes^\lambda G) \cong \bigotimes \mathcal{R}(L^2(G)).
\]

Since \( \mathfrak{A}_0 \) is simple, there is only one irreducible representation, up to unitary equivalence. Moreover, all representations are faithful. This implies the following.

**Proposition 5.1.** The field algebra \( \mathfrak{A}_0 \) is faithfully and irreducibly represented by \((\mathcal{H}, \pi)\), that is,

\[
\pi(\mathfrak{A}_0) = \mathcal{R}(\mathcal{H}).
\]

Finally, we note that we have a natural action \( \alpha \) of the (reduced) group of local gauge transformations \( G \) on \( \mathfrak{A}_0 \) by automorphisms. In the representation \( \pi \) it is given by \( g \to \text{Ad}(V_g) \) via (31) and (32). This action clearly preserves \( \pi(\mathfrak{A}_0) = \mathcal{R}(\mathcal{H}) \) and, since \( g \to V_g \) is strongly operator continuous, it defines a strongly continuous action \( \alpha \) of \( G \) on \( \pi(\mathfrak{A}_0) \) and, thus, on \( \mathfrak{A}_0 \). For a detailed discussion of this action we refer to [17], [43].

Now, we can define the observable algebra of the system; see [17], [43] for the details.
Definition 5.2 (Observable algebra). The observable algebra of the lattice gauge theory is defined by

\[ \mathfrak{A} := \mathfrak{A}_0^G / (\mathfrak{I} \cap \mathfrak{A}_0^G) , \]

where \( \mathfrak{A}_0^G \subseteq \mathfrak{A}_0 \) is the subalgebra of gauge invariant elements and \( \mathfrak{I} \subseteq \mathfrak{A}_0 \) is the ideal generated by the local Gauss laws.

Recall that, under the representation \( \pi \), the field algebra \( \mathfrak{A}_0 \) gets identified with \( K(\mathcal{H}) \). Under this identification, the subalgebra \( \mathfrak{A}_0^G \) can be viewed as the commutant of the unitary representation \( V \) in \( \mathcal{H} \). Consider the closed subspace \( \hat{\mathcal{H}} := \mathcal{H}^G \subseteq \mathcal{H} \) consisting of \( G \)-invariant vectors,

\[ \hat{\mathcal{H}} := \{ \Phi \in \mathcal{H} \mid V_g(\Phi) = \Phi \text{ for all } g \in G \} . \quad (37) \]

Theorem 5.3. The observable algebra \( \mathfrak{A} \) is isomorphic to the algebra of compact operators on \( \hat{\mathcal{H}} \),

\[ \mathfrak{A} \cong \mathcal{K}(\hat{\mathcal{H}}) . \quad (38) \]

For the proof, see [31]. Observe that by passing from the field algebra \( \mathfrak{A}_0 \) to the observable algebra \( \mathfrak{A} \) we reduce the remaining gauge symmetry implemented by the diagonal action of \( G \) at the quantum level. Finally, we recall that in Example 3.19 we have outlined that \( \mathfrak{A} \) may be obtained via the \( T \)-procedure.

5.3 Kähler quantization and reduction

In the next step, we wish to implement the classical gauge orbit stratification at the quantum level. Recall the general procedure from Subsection 4.1. Here, the construction will be accomplished by using the (generalized) polar mapping. For that purpose, let \( \mathfrak{g}_C \) denote the complexification of \( \mathfrak{g} \) and let \( G_C \) denote the complexification of \( G \). This is a complex Lie group having \( G \) as its maximal compact subgroup. It is unique up to isomorphisms. For \( G = SU(n) \), we have \( G_C = SL(n, \mathbb{C}) \). By restriction, the exponential mapping

\[ \exp : \mathfrak{g}_C \to G_C \]

of \( G_C \) and multiplication in \( G_C \) induce a diffeomorphism

\[ G \times \mathfrak{g} \to G_C , \quad (a, A) \mapsto a \exp(iA) , \quad (39) \]

which is equivariant with respect to the action of \( G \) on \( G \times \mathfrak{g} \) by

\[ g \cdot (a, A) := (gag^{-1}, \text{Ad}(g)A) \]
and the action of $G$ on $G_C$ by conjugation. For $G = \text{SU}(n)$, this diffeomorphism amounts to the inverse of the polar mapping. By composing this diffeomorphism with the left global cotangent bundle trivialization, we obtain a diffeomorphism
\[ T^*G^N \rightarrow G_C^N, \] (40)
which is equivariant with respect to the lifted action of $G$ on $T^*G^N$ and the action of $G$ on $G_C^N$ by diagonal conjugation. Via this diffeomorphism, the complex structure of $G_C^N$ and the symplectic structure of $T^*G^N$ combine to a Kähler structure. Now, half-form Kähler quantization on $G_C^N$ yields the Hilbert space
\[ \mathcal{K} := \mathcal{H}L^2(G_C^N, d\nu) \]
of holomorphic functions on $G_C^N$ which are square-integrable with respect to the measure
\[ d\nu_h = e^{-\kappa/\hbar} \eta \varepsilon, \] (41)
where $\kappa$ is the Kähler potential on $G_C^N$, $\eta$ is the half-form correction and $\varepsilon$ is the Liouville measure on $T^*G^N$. See [20] for details. Reduction then yields the closed subspace
\[ \hat{\mathcal{K}} := \mathcal{K}^G \equiv \mathcal{H}L^2(G_C^N, d\nu_h)^G \] (42)
of $G$-invariants as the Hilbert space of the reduced system.

Remark 5.4. The above result belongs to Hall [20]. Alternatively, as also observed by Hall, the Hilbert space $\mathcal{H}L^2(G_C^N, d\nu)$ is obtained via the Segal-Bargmann transformation for compact Lie groups [19]. In more detail, the Segal-Bargmann transformation
\[ \Phi : L^2(G^N) \rightarrow \mathcal{H}L^2(G_C^N, d\nu_h) \]
is a unitary isomorphism, which restricts to a unitary isomorphism of the subspaces of invariants. That is, under this isomorphism, the canonical representation space $\hat{\mathcal{H}} \equiv L^2(G^N)^G$ of the observable algebra $\mathfrak{A}$ gets identified with the Hilbert space $\hat{\mathcal{K}} \equiv \mathcal{H}L^2(G_C^N, d\nu_h)^G$.  

5.4 Orbit type costratification

According to Remark 5.4, the Hilbert space $\hat{\mathcal{K}}$ given by (42) may be identified with the canonical representation space of the observable algebra $\mathfrak{A}$. Here, we adopt this point of view. By the construction presented in Subsection 4.1, the subspaces associated with the orbit type strata of $\mathcal{P}$ are, by definition, the orthogonal complements of the subspaces of functions vanishing on those strata. We first have to clarify how to interpret elements of $\hat{\mathcal{K}}$ as functions
on \( \mathcal{P} \). In the case \( N = 1 \) discussed in [26], this is readily done by observing that \( \mathcal{P} \cong T_C/W \), where \( T \) is a maximal torus in \( G \) and \( W \) the corresponding Weyl group, and by using the isomorphism

\[
HL^2(G_C, d\nu)^G \cong HL^2(T_C, d\nu_T)^W.
\]

Here, the measure \( d\nu_T \) is obtained from \( d\nu \) by integration over the conjugation orbits in \( G_C \), thus yielding an analogue of Weyl’s integration formula for \( HL^2(G_C, d\nu) \). In the general case, the argument is as follows.

Consider the action of \( G_C \) on \( G^*_N \) by diagonal conjugation. For \( a \in G^*_N \), let \( G_C \cdot \bar{a} \) denote the corresponding orbit. Since \( G_C \) is not compact, \( G_C \cdot \bar{a} \) need not be closed. If a holomorphic function on \( G^*_N \) is invariant under the action of \( G_C \) by diagonal conjugation, then it is also invariant under the action of \( G_C \) by diagonal conjugation, i.e., it is constant on the orbit \( G_C \cdot \bar{a} \) for every \( a \in G^*_N \). Being continuous, it is then constant on the closure \( G_C \cdot \bar{a} \). As a consequence, it takes the same value on two orbits whenever their closures intersect. We may therefore pass to orbit closure equivalence classes: two elements \( \bar{a}, \bar{b} \in G^*_N \) are said to be orbit closure equivalent if there exist \( \bar{c}_1, \ldots, \bar{c}_r \in G^*_N \) such that

\[
G_C \cdot \bar{a} \cap G_C \cdot \bar{c}_1 \neq \emptyset, \quad G_C \cdot \bar{c}_1 \cap G_C \cdot \bar{c}_2 \neq \emptyset, \ldots, \quad G_C \cdot \bar{c}_r \cap G_C \cdot \bar{b} \neq \emptyset.
\]

Let \( G^*_N // G_C \) denote the topological quotient. This notation is motivated by the fact that the quotient provides a categorical quotient of \( G^*_N \) by \( G_C \) in the sense of geometric invariant theory [34]. By construction, the elements of \( \hat{\mathcal{K}} \) descend to continuous functions on \( G^*_N // G_C \).

**Theorem 5.5.** The natural inclusion mapping \( \mu^{-1}(0) \to G^*_C \) induces a homeomorphism

\[
\mathcal{P} \to G^*_N // G_C.
\]

(43)

For the general arguments, see [23]. For details in the context of our model, see [12].

As a result, via the homeomorphism (13), the elements of \( \hat{\mathcal{K}} \) can be interpreted as functions on \( \mathcal{P} \). Now, according to the construction presented in Section 4.1, to a given orbit type stratum \( \mathcal{P}_\tau \subseteq \mathcal{P} \), there corresponds the closed subspace

\[
\mathcal{V}_\tau := \{ \psi \in \hat{\mathcal{K}} : \psi|_{\mathcal{P}_\tau} = 0 \}
\]

and the subspace \( \hat{\mathcal{K}}_\tau \) associated with \( \mathcal{P}_\tau \) is given by the orthogonal complement of \( \mathcal{V}_\tau \) in \( \hat{\mathcal{K}} \). Thus, we have the orthogonal decomposition

\[
\hat{\mathcal{K}} = \hat{\mathcal{K}}_\tau \oplus \mathcal{V}_\tau.
\]

In the remainder we apply the general theory of Section 4 to the model discussed here for the case \( G = SU(2) \).
5.5 Orbit type strata for $G = \text{SU}(2)$

We start with deriving the orbit type strata for $G = \text{SU}(2)$. For details, see \cite{12}. Let $Z$ denote the center of $G$ and let $T \subseteq G$ denote the subgroup of diagonal matrices. Clearly, $T$ is a maximal toral subgroup, isomorphic to $\text{U}(1)$. Let $t \subseteq \mathfrak{g}$ be the Lie subalgebra associated with $T$.

First, the case $N = 1$ has been discussed already in Subsection 2. Thus, let us consider the case $N > 1$. The stabilizer of an element $(a, A) \in G^N \times \mathfrak{g}^N$ is given by

$$C_G(a_1) \cap \cdots \cap C_G(a_N) \cap C_G(A_1) \cap \cdots \cap C_G(A_N),$$

where $C_G(\cdot)$ denotes the respective centralizer in $G$, i.e.,

$$C_G(a_i) = \{ g \in G : ga_i g^{-1} = a_i \}, \quad C_G(A_i) = \{ g \in G : \text{Ad}(g)A_i = A_i \}.$$ 

The centralizer $C_G(a_i)$ is conjugate to $T$ unless $a_i = \pm 1$, where $C_G(\pm 1) = G$. Similarly, the centralizer $C_G(A_i)$ is conjugate to $T$ unless $A_i = 0$, where $C_G(0) = G$. Since two distinct subgroups which both are conjugate to $T$ intersect in the center $Z$, by taking intersections, we see that the stabilizer can be $G$, conjugate to $T$, or $Z$, where $Z$ is the generic situation. Accordingly, there are three orbit types and these can be labeled by $G$, $T$ and $Z$, where $Z$ is the principal orbit type. The corresponding orbit type subsets of $G^N \times \mathfrak{g}^N$ are as follows:

(G) Here, $C_G(a_i) = C_G(A_i) = G$ for all $i$. Hence, $(a, A)$ has orbit type $G$ iff

$$(a, A) \in Z^N \times \{0\}^N.$$ 

(T) Up to conjugacy, one of the centralizers $C_G(a_i)$ or $C_G(A_i)$ equals $T$ and all the other centralizers contain $T$. If $C_G(a_j)$ contains $T$, then $a_j \in T$. If $C_G(A_j)$ contains $T$, then $A_j \in t$. Hence, $(a, A)$ has orbit type $T$ iff it is conjugate to an element of the subset

$$(T^N \times t^N) \setminus (Z^N \times \{0\}^N).$$ 

(Z) The point $(a, A)$ has orbit type $Z$ iff it does not have orbit type $T$ or $G$, i.e., iff it is not conjugate to an element of $T^N \times t^N$.

To find the corresponding orbit type subsets of $\mathcal{P}$, we have to intersect the orbit type subsets with the momentum level set $\mu^{-1}(0)$ and pass to $G$-orbits. According to (22),

$$T^N \times t^N \subset \mu^{-1}(0).$$
Since $\mu^{-1}(0)$ is $G$-invariant, this implies that the subsets of orbit type $T$ and orbit type $G$ are contained in $\mu^{-1}(0)$. Since they do not exhaust $\mu^{-1}(0)$, all three orbit types survive the reduction procedure, thus yielding three orbit type subsets of $\mathcal{P}$. Finally, to find the orbit type strata, we have to decompose these orbit type subsets into connected components:

\( (G) \) Since the elements of $Z^N \times \{0\}^N$ are invariant under the action of $G$, each of them projects to a single point in $\mathcal{P}$. Therefore, there exist $2^N$ orbit type strata of orbit type $G$, each of which consists of a single point representing the (trivial) orbit of an element of $Z^N \times \{0\}^N$. Since such an element is of the form $(\nu_1, \ldots, \nu_N, 0, \ldots, 0)$ for some sequence of signs $\nu = (\nu_1, \ldots, \nu_N)$, we denote the corresponding stratum by $P_{\nu}$.\n
\( (T) \) Since $Z^N \times \{0\}^N$ consists of finitely many points and $T^N \times t^N$ has dimension at least 2, the complement $(T^N \times t^N) \setminus (Z^N \times \{0\}^N)$ is connected. Since the subset of $\mathcal{P}$ of orbit type $T$ is the image of $(T^N \times t^N) \setminus (Z^N \times \{0\}^N)$ under the natural projection $\mu^{-1}(0) \rightarrow \mathcal{P}$, it is connected, too. Hence, it forms an orbit type stratum, $P_T$.\n
\( (Z) \) Since $g^+$ has dimension 3, the level set $\mu^{-1}(0)$ generically has dimension $2N \cdot 3 - 3 = 3(2N - 1)$. On the other hand, since $T$ has dimension 1 and the elements of $T^N \times t^N$ have stabilizer $T$ under the action of $G$, the subset of $G^N \times g^N$ of orbit type $T$ has dimension $2N \cdot 1 + (3 - 1) = 2(N + 1)$. Hence, if the orbit type $Z$ occurs in $\mathcal{P}$, i.e., if $N \geq 2$, then the subset of $\mu^{-1}(0)$ generated from $T^N \times t^N$ by the action of $G$ has codimension\n
$$3(2N - 1) - 2(N + 1) = 4N - 5 \geq 3.$$\n
Therefore, its complement is connected. Since the complement coincides with the subset of $\mu^{-1}(0)$ of orbit type $Z$, the subset of $\mathcal{P}$ of this orbit type is connected. Hence, it forms an orbit type stratum, $P_Z$. ♦

5.6 Costratified Hilbert space and stratified observable algebra for $G = SU(2)$

In this section, we construct the closed subspaces $\hat{K}_\tau \subset \hat{K}$ and the $C^*$-subalgebras $\mathcal{A}_\tau \subset \mathcal{A}$ associated with the classical phase space strata $\mathcal{P}_\tau$ for $G = SU(2)$. As discussed in subsection 5.5, here $\tau = \underline{\nu} T$. According to
Sections 5.2 and 5.3, the Hilbert space is given by $\hat{K} = H L^2(G^N_C, d\nu_h)G$ and the observable algebra is given by $\mathfrak{A} = \mathfrak{R}(\hat{K})$. The invariant representative functions form a dense subspace of $\hat{K}$ which is closed under pointwise multiplication of functions and which satisfies the denseness condition for every $\tau$, see Proposition 3.4 in [12]. Hence, we may take them as the dense algebra $\mathfrak{R}$ needed in the construction presented in Section 4.2.

Since the elements of $\hat{K}$ are given by functions on $G^N_C$, vanishing of $\xi \in \hat{K}$ on the stratum $P_{\tau}$ in fact means that $\xi|_{(G^N_C)_{\tau}} = 0$, where $(G^N_C)_{\tau} \subset G^N_C$ is the subset which under the natural projection $G^N_C \to G^N_C//G_C$ and the homeomorphism (43) corresponds to the orbit type stratum $P_{\tau} \subset P$. Thus, relations defining $P_{\tau}$ are given by relations defining the subsets $(G^N_C)_{\tau}$. Since the subspaces $\hat{K}_{\tau}$ and the subalgebras $\mathfrak{A}_{\tau}$ can most conveniently be described in terms of the associated orthogonal projections $p_{\tau} : \hat{K} \to \hat{K}_{\tau}$, it is these projections which have to be found.

First, consider the case $\tau = T$.

**Theorem 5.6.**

The $G$-invariant representative functions

$$r^T_{ij}(a) := \text{tr}\left( [a_i, a_j]^2 \right), \quad 1 \leq i < j \leq N$$

$$r^T_{ijk}(a) := \text{tr}\left( [a_i, a_j a_k] \right), \quad 1 \leq i < j < k \leq N$$

satisfy the zero locus condition wrt. the topological closure of $(G^N_C)_T$ and the radical ideal condition.

**Proof.** See [12], Theorems 5.2 and 6.1.

The associated projection $p_T : \hat{K} \to \hat{K}_T$ can be obtained by a perturbative analysis of the relations given in the theorem. This is work in progress and will be discussed elsewhere. As a first step, in [10] we have determined the expansion coefficients of the products $r^T_{ij}\psi_{\alpha}$ and $r^T_{ijk}\psi_{\alpha}$ for $\{\psi_{\alpha}\}$ being the orthonormal basis of quasi-characters.

Now, consider the case $\tau = \nu$.

**Theorem 5.7.** For every sequence of signs $\nu$, the $G$-invariant representative functions given in Theorem 5.6, together with

$$r^\nu_i(a) := \text{tr}(a_i) - 2\nu_i, \quad 1 \leq i \leq N,$$

$$r^\nu_{ij}(a) := \text{tr}(a_i a_j) - 2\nu_i\nu_j, \quad 1 \leq i < j \leq N,$$

satisfy the zero locus condition wrt. $(G^N_C)_\nu$ and the radical ideal condition.
Proof. Let \( \nu \) be given. In [12], Theorem 5.3, it was shown that the zero locus condition holds without the functions \( r^\nu_{ij} \). In the proof of that theorem it has furthermore been shown that the conditions
\[
0 = r^T_{ij}(a), \quad 0 = r^T_{ijk}(a), \quad \text{and} \quad 0 = r^\nu_i(a)
\]
imply that
\[
a_i = \begin{bmatrix} \nu_i & \beta_i \\ 0 & \nu_i \end{bmatrix}
\]
with some \( \beta_i \in \mathbb{C} \) for all \( i \). Hence, the functions \( r^\nu_{ij} \) vanish on \( \mathcal{P}_\nu \), so that adding them does not destroy the zero locus condition.

To check the radical ideal condition, it suffices to show that the ideal \( I \) generated in \( \mathcal{R} \) by the functions given in the theorem coincides with the vanishing ideal \( \mathcal{N} \) of the point \((\nu_1, \ldots, \nu_N)\). By the zero locus condition, \( \mathcal{J} \subset \mathcal{N} \). To prove the converse inclusion, let \( I_0 \) denote the ideal in \( \mathcal{R} \) generated by the \( r^T_{ij} \) and the \( r^T_{ijk} \). For \( 1 \leq i, j \leq N \), define \( G \)-invariant representative functions \( t_i, t_{ij} \) by
\[
t_i(a) := \text{tr}(a_i), \quad t_{ij}(a) := \text{tr}(a_ia_j).
\]

It has been shown in the proof of Lemma 6.3 in [12] that the functions
\[
t_{i_1} \cdots t_{i_r}t_{k_{11},k_{12}} \cdots t_{k_{s1},k_{s2}}
\]
with \( i_1 \leq \cdots \leq i_r \) and \((k_{11},k_{12}) < \cdots < (k_{s1},k_{s2})\) (lexicographic ordering), and where \( r, s = 0, 1, 2, \ldots \), form a basis in a vector space complement of \( I_0 \) in \( \mathcal{R} \). Here, in case \( r = 0 \) or \( s = 0 \), the corresponding factor collapses to 1. Resolving
\[
t_i = r^\nu_i + 2\nu_i, \quad t_{ij} = r^\nu_{ij} + 2\nu_i\nu_j
\]
and plugging this into (44), we see that every such basis element can be written as a linear combination of the constant function 1 and an element of \( \mathcal{J} \). It follows that 1 spans a vector space complement of \( \mathcal{J} \) in \( \mathcal{R} \) and hence that \( \mathcal{N} \subset \mathcal{J} \).

Since each of the strata \( \mathcal{P}_\nu \) consists of a single point, the closed subspaces \( \hat{\mathcal{K}}_\nu \) and thus the associated projections \( p_\nu : \hat{\mathcal{K}} \to \hat{\mathcal{K}}_\nu \) can be determined explicitly without using the relations by the following direct argument.

Let \( \{ \psi_\alpha : \alpha \in A \} \) be an orthonormal basis of \( \mathcal{K} \) consisting of invariant representative function which contains a constant function \( \psi_0 \). Such a basis exists, because the constant functions are invariant representative functions and they belong to \( HL^2(G_\nu^N, d\nu) \). For example, one may use the orthonormal basis of quasi-characters presented in [10].
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Theorem 5.8. For every sequence $\nu$ of signs, the subspace $\hat{K}_\nu$ is spanned by the single element

$$\psi_\nu = \sum_{\beta \in A} \psi_\beta(\nu_1 1, \ldots, \nu_N 1) \psi_\beta.$$ 

Proof. Since for an invariant function $\psi$, the condition to vanish on $(G^N)_\nu$ is equivalent to the condition $\psi(\nu_1 1, \ldots, \nu_N 1) = 0$, the vanishing subspace $\mathcal{V}_\nu$ is spanned by

$$\varphi_\alpha := \psi_\alpha - \psi_\alpha(\nu_1 1, \ldots, \nu_N 1) 1, \quad \alpha \in A, \quad \alpha \neq 0,$$

where 1 denotes the constant function with value 1. Since this function complements the functions (45) to a basis in $\hat{K}$, the subspace $\hat{K}_\nu$ has dimension 1. Hence, it suffices to show that $\psi_\nu$ is orthogonal to the functions (45).

Denoting the scalar product in $\hat{K}$ by $\langle \cdot, \cdot \rangle$ and writing $b = (\nu_1 1, \ldots, \nu_N 1)$, for given $\alpha \in A$ we compute

$$\langle \psi_\nu, \varphi_\alpha \rangle = \sum_{\beta \in A} \psi_\beta(b) \langle \psi_\beta, \psi_\alpha \rangle - \sum_{\beta \in A} \psi_\beta(b) \psi_\alpha(b) \langle \psi_\beta, 1 \rangle.$$

Since the basis is orthonormal, the first sum yields $\psi_\alpha(b)$. Moreover, since $\psi_0$ is constant, $\langle \psi_\beta, 1 \rangle = 0$ unless $\beta = 0$. Hence, the second sum reduces to

$$\psi_0(b) \psi_\alpha(b) \langle \psi_0, 1 \rangle = \psi_\alpha(b) \langle \psi_0, \psi_0(b) 1 \rangle.$$

Since $\psi_0(b) 1 = \psi_0$, the scalar product gives 1. Hence, $\langle \psi_\nu, \varphi_\alpha \rangle = 0$ for all $\alpha \in A$, indeed.

Corollary 5.9. For every sequence $\nu$ of signs, the projection associated with the stratum $P_\nu$ is given by

$$p_\nu = \frac{\langle \psi_\nu \rangle \langle \psi_\nu \rangle}{\| \psi_\nu \|^2}.$$ 

□

Corollary 5.10. For every sequence $\nu$ of signs, the observable algebra associated with the stratum $P_\nu$ is given by $\mathfrak{A}_\nu = \mathbb{C}p_\nu$.

Proof. Since $p_\nu$ has finite rank, it belongs to $\mathfrak{A} \equiv \hat{K}$. Hence,

$$\mathfrak{A}_\nu = p_\nu \mathfrak{A} p_\nu,$$

and every element of $\mathfrak{A}_\nu$ is of the form

$$p_\nu a p_\nu = \frac{\langle \psi_\nu | a \psi_\nu \rangle \psi_\nu}{\| \psi_\nu \|^4} = \langle a \rangle_{\psi_\nu} p_\nu,$$

where $\langle a \rangle_{\psi_\nu}$ denotes the expectation value of the observable $a$ in the state $\psi_\nu$. □
Remark 5.11. The complementary projection \( q_\nu = 1 - q_\nu \) defining the hereditary \( C^*\)-subalgebra \( D_\nu = (q_\tau | A | q_\tau) \cap A \) has infinite rank and thus does not belong to \( A \equiv \hat{\mathcal{K}} \).

Remark 5.12. Here, we take up the case \( N = 1 \), which was already discussed in Section 2. According to subsection 5.5, there are two secondary strata \( P_\pm \) which under the homeomorphism with \( G_\mathbb{C}/G_\mathbb{C} \) correspond to (the orbit closure equivalence classes of) the isolated points \( \pm \). Hence, we may apply Theorem 5.8. As an orthonormal basis, we may choose the normalized characters of \( G_\mathbb{C} \),

\[
(\hbar \pi)^{-\frac{3}{4}} e^{-\hbar \beta (n+1)^2/2} \lambda_n^C, \quad n = 0, 1, 2, \ldots .
\]

Here, \( n \) is twice the spin and \( \beta \) is a scaling parameter for the invariant scalar product on \( su(2) \). Clearly, \( \lambda_n^C (\pm \) \( = (\pm 1)^n (n + 1) \). Hence, \( \mathcal{K}_\pm \) is spanned by the vector

\[
\psi_\pm = \sum_{n=0}^{\infty} (\pm 1)^n (n + 1) e^{-\hbar \beta^2 (n+1)^2/2} \lambda_n^C .
\]

One can check that

\[
\|\psi_\pm\|^2 = \sum_{n=1}^{\infty} n^2 e^{-\hbar \beta^2 n^2} .
\]

Thus, according to Corollary 5.9 the projection associated with the stratum \( P_\pm \) is given by

\[
p_\pm = \sum_{n,m=0}^{\infty} (\pm 1)^{n+m} (n + 1)(m + 1) e^{-\hbar \beta^2 ((n+1)^2+(m+1)^2)} \frac{\langle \lambda_n^C | \lambda_m^C \rangle}{\sum_{n=1}^{\infty} n^2 e^{-\hbar \beta^2 n^2}} .
\]

Since \( P_\pm \) are the only secondary strata, according to Corollary 5.10 the stratification of the observable algebra \( A \) consists of the two one-dimensional subalgebras \( A_+ = \mathbb{C} p_+ \) and \( A_- = \mathbb{C} p_- \).

Remark 5.13. For \( \alpha \in A \), \( \alpha \neq 0 \), let \( \varphi_\alpha \) denote the function defined by (45) and put

\[
\tilde{\varphi}_\alpha := \frac{\varphi_\alpha}{\|\varphi_\alpha\|}, \quad q_\alpha := |\tilde{\varphi}_\alpha\rangle \langle \tilde{\varphi}_\alpha| .
\]

We show that

\[
\mathcal{C} := \{ q_\alpha : \alpha \in A, \alpha \neq 0 \}
\]

is a self-adjoint generating set of annihilating operators for \( P_- \) and can thus be taken as the constraint set for the \( T \)-procedure. Self-adjointness is obvious and the annihilation property holds by construction. To check the generation
property, let $q$ be a one-dimensional projection onto a subspace spanned by an element $\xi$ of $\mathcal{R}$ vanishing on $\mathcal{P}_\tau$. Assuming $\xi$ to be normalized, we have $q = |\xi\rangle \langle \xi|$. Expanding $\xi$ wrt. the basis made up by $\psi_0$ and the $\varphi_\alpha, \alpha \neq 0$, we see that

$$\xi = \sum_{\alpha \neq 0} C_\alpha \varphi_\alpha$$

for certain $C_\alpha \in \mathbb{C}$. Therefore,

$$q = \sum_{\alpha, \alpha' \neq 0} C_\alpha \overline{C}_{\alpha'} |\varphi_\alpha\rangle \langle \varphi_{\alpha'}| = \sum_{\alpha, \alpha' \neq 0} C_\alpha \overline{C}_{\alpha'} q_{\alpha'} \left( |\varphi_\alpha\rangle \langle \varphi_{\alpha'}| \right) q_{\alpha'} ,$$

and hence $q$ belongs to the hereditary $C^*$-subalgebra of $\mathfrak{F}$ generated by $\mathfrak{C}$. ♦
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