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Abstract 
We consider biased random walk on regular tree and we obtain the spectral radius, first return probability and n-step transition probability. 
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1 Introduction 
Let $G = (V(G), E(G))$ be a locally finite, connected infinite graph, where $V(G)$ is the set of its vertices and $E(G)$ is the set of its edges. Fix a vertex $o$ of $G$ as the root, we assume that $o$ has at least one neighbor. For any vertex $x$ of $G$ let $|x|$ denote the graph distance between $x$ and $o$. Let $\mathbb{N} := \{1, 2, \ldots\}$ and $\mathbb{Z}_+ = \mathbb{N} \cup \{0\}$. For any $n \in \mathbb{Z}_+$:

$$B_G(n) = \{x \in V(G) : |x| \leq n\}, \quad \partial B_G(n) = \{x \in V(G) : |x| = n\}.$$

Let $d \in \mathbb{N}$, $d \geq 2$, $\mathbb{T}_d$ denotes $d$-regular trees. Fix a vertex $o$ of $\mathbb{T}_d$ as the root. For $\lambda > 0$, if an edge $e = \{x, y\}$ is at distance $n$ from $o$, its conductance is defined as $\lambda^{-n}$. Denote by $\text{RW}_\lambda$ the nearest-neighbour random walk $(X_n)_{n=0}^\infty$ among such conductances and call it the $\lambda$-biased random walk. In other words, $\text{RW}_\lambda$ on $\mathbb{T}_d$ has the following transition probabilities:
for \( v \sim u \) (i.e., if \( u \) and \( v \) are adjacent on \( \mathbb{T}_d \)),

\[
p(v, u) := p^\lambda_\mathbb{T}_d = \begin{cases} 
\frac{\lambda}{d} & \text{if } v = o, \\
\frac{\lambda}{d+\lambda} & \text{if } u \in \partial B_\mathbb{T}_d(|v| - 1) \text{ and } v \neq o, \\
\frac{1}{d+\lambda} & \text{otherwise.}
\end{cases} \tag{1.1}
\]

Notice \( RW_1 \) is just the simple random walk on \( \mathbb{T}_d \). By Rayleigh’s monotonicity principle (see [1], p. 35), there is a critical parameter \( \lambda_c(G) \in (0, \infty) \) such that \( RW_\lambda \) is transient for \( \lambda < \lambda_c(G) \) and is recurrent for \( \lambda > \lambda_c(G) \). In the following we will introduce some basic notations. Write

\[
p^{(n)}(x, y) := p^{(n)}_\lambda(x, y) = \mathbb{P}_x(X_n = y),
\]

where \( \mathbb{P}_x := \mathbb{P}^G_x \) is the law of \( RW_\lambda \) starting at \( x \). The Green function is given by

\[
\mathbb{G}(x, y | z) := \mathbb{G}_\lambda(x, y | z) = \sum_{n=0}^{\infty} p^{(n)}(x, y) z^n, \quad x, y \in V(G), \quad z \in \mathbb{C}, \quad |z| < R_G,
\]

where \( R_G = R_G(\lambda) = R_G(\lambda, x, y) \) is its convergence radius. Recall [1] Exercise 1.2,

\[
R_G = R_G(\lambda) = \frac{1}{\limsup_{n \to \infty} \sqrt[n]{p^{(n)}(x, y)}}
\]

is independent of \( x, y \) when \( RW_\lambda \) is irreducible, i.e., \( \lambda > 0 \). Call

\[
\rho_\lambda = \rho(\lambda) = \frac{1}{R_G} = \limsup_{n \to \infty} p^{(n)}(x, x)^{1/n} = \limsup_{n \to \infty} p^{(n)}(o, o)^{1/n}
\]

the spectral radius of \( RW_\lambda \). Let \( M_n = |\partial B_G(n)| \) be the cardinality of \( \partial B_G(n) \) for any \( n \in \mathbb{Z}_+ \). Define the growth rate of \( G \) as

\[
gr(G) = \liminf_{n \to \infty} \sqrt[n]{M_n}.
\]

Since the sequence \( \{M_n\}_{n=0}^\infty \) is submultiplicative, the limit \( \lim_{n \to \infty} \sqrt[n]{M_n} \) exists indeed.
The motivation for introducing RW\textsubscript{λ} was to design a Monte-Carlo algorithm for self-avoiding walks by Berretti and Sokal \[2\]. See [3–5] for refinements of this idea. Due to interesting phenomenology and similarities to concrete physical systems (\[6–10\]), biased random walks and biased diffusions in disordered media have attracted much attention in mathematical and physics communities since the 1980s.

In the 1990s, Lyons (\[11–13\]), and Lyons, Pemantle and Peres (\[14,15\]) made series of achievements in the study of RW\textsubscript{λ}'s. RW\textsubscript{λ} has also received attention recently, see \[16–19\] and the references therein. Ben Arous and Fribergh publish a survey on biased random walks on random graphs see \[20\]. For spectral radius, R. Lyons \[12\] showed that the critical parameter for RW\textsubscript{λ} on a general tree is exactly the exponential of the Hausdorff dimension of the tree boundary. And R. Lyons \[13\] proved that for Cayley graphs and degree bounded transitive graphs, the growth rate is exactly the critical parameter of the RW\textsubscript{λ}. This paper focuses on a specific properties of spectral radius of RW\textsubscript{λ}'s on non-random infinite graphs.

We are ready to state our main results. The proofs will be presented in Section 2.

**Theorem 1.1** For the \(d\)-regular tree \(T_d\), the following holds:

\[
\rho_{T_d}(\lambda) = \frac{2\sqrt{(d-1)\lambda}}{d-1 + \lambda}, \quad \lambda \in (0, \lambda_c(T_d)] = (0, d-1],
\]

and for \(\lambda \in (0, \infty)\) and \(n \to \infty\),

\[
f^{(2n)}_\lambda(o, o) \sim \frac{1}{\sqrt{\pi}} \left( \frac{2\sqrt{(d-1)\lambda}}{d-1 + \lambda} \right)^{2n} n^{-3/2}. \tag{1.2}
\]

Moreover,

\[
p^{(2n)}_\lambda(o, o) \sim \begin{cases} 
\frac{(d-1-\lambda)^2}{16(\pi \lambda)^{1/2}(d-1)^{1/2}} \rho_{T_d}(\lambda)^{2n} n^{-3/2} & \text{if } \lambda \in (0, d-1), \\
\frac{1}{\sqrt{\pi n}} & \text{if } \lambda = d-1.
\end{cases} \tag{1.3}
\]

**Remark 1.2** Since for the case \(\lambda > \lambda_c(T_d) = d-1\), RW\textsubscript{λ} is recurrence, it means that \(\rho_\lambda = 1\). Hence, the spectral radius \(\rho_\lambda\) is continuous in \(\lambda \in (0, \infty)\), and \(\rho(\lambda_c(T_d)) = 1\).
Remark 1.3 For $\lambda \in (0, d-1)$, the derivative of $\rho_{\tau_d}(\lambda)$:

$$\rho'_{\tau_d}(\lambda) = \frac{\sqrt{(d-1)/\lambda(d-1+\lambda)}}{(d-1-\lambda)^2} > 0.$$ 

It means that $\rho_{\tau_d}(\lambda)$ is strictly increasing for $\lambda \in (0, d-1)$.

2 Proof of Theorem 1.1

Proof of Theorem 1.1 Assume $\lambda > 0$. Notice that $\text{RW}_\lambda (X_n)_{n=0}^\infty$ must return to $o$ in even steps, and that $\{|X_n|\}_{n=0}^\infty$ with $|X_0| = 0$ is a Markov chain on $\mathbb{Z}_+$ with transition probabilities given by

$$p(x, y) = \begin{cases} 
1 & \text{if } x = 0, y = 1 \\
\frac{\lambda}{d-1+\lambda} & \text{if } y = x - 1 \text{ and } x \neq 0, \\
\frac{d-1}{d-1+\lambda} & \text{otherwise}.
\end{cases}$$

Recall for any $n \in \mathbb{N}$ and $k \in \mathbb{Z}_+$,

$$f_{\lambda}^{(2n)}(o, o) = \mathbb{P}_o (\tau_o^+ = 2n), \quad f_{\lambda}^{(2n-1)}(o, o) = 0, \quad \lambda \in (0, \infty),$$

and the $k$th Catalan number given by $c_k = \frac{1}{k+1} \binom{2k}{k}$, with the associated related generating function

$$C(x) := \sum_{k=0}^\infty c_k x^k = \frac{1 - \sqrt{1 - 4x}}{2x}, \quad x \in \left[\frac{1}{4}, \frac{1}{4}\right]. \quad (2.1)$$

Note the number of all $2n$-length nearest-neighbour paths $\gamma = w_0 w_1 \cdots w_{2n}$ on $\mathbb{Z}_+$ such that

$$w_0 = w_{2n} = 0, \quad w_j \geq 1, \quad 1 \leq j \leq 2n - 1$$

is precisely $c_{n-1}$. Hence for any $\lambda > 0$, 

$$f_{\lambda}^{(2n)}(o, o) = c_{n-1} \left( \frac{d-1}{d-1+\lambda} \right)^{n-1} \left( \frac{\lambda}{d-1+\lambda} \right)^n, \quad n \in \mathbb{N},$$
which readily yields (1.2) by means of Stirling’s formula.

By definition, for $\lambda > 0$,

$$U_{\lambda}(o, o | z) = \sum_{n=1}^{\infty} f^{(2n)}_{\lambda}(o, o) z^{2n} = \sum_{n=1}^{\infty} c_{n-1} \left( \frac{d - 1}{d - 1 + \lambda} \right)^{n-1} \left( \frac{\lambda}{d - 1 + \lambda} \right)^n z^{2n}$$

$$= \frac{\lambda}{d - 1 + \lambda} z^2 C \left( \frac{\lambda(d - 1)z^2}{(d - 1 + \lambda)^2} \right),$$

which, in view of (2.1), implies that for $|z| \leq \frac{d - 1 + \lambda}{2\sqrt{\lambda(d - 1)}}$,

$$U_{\lambda}(o, o | z) = \frac{(d - 1 + \lambda) - \sqrt{(d - 1 + \lambda)^2 - 4\lambda(d - 1)z^2}}{2(d - 1)}. \quad (2.2)$$

Taking $z = 1$ gives that

$$P_o (\tau^+_o < \infty) = U_{\lambda}(o, o | 1) = \frac{\lambda \wedge (d - 1)}{d - 1}. \quad (2.3)$$

Notice from (2.2) that when $0 < \lambda \leq d - 1$,

$$U_{\lambda} \left( o, o \left| \frac{d - 1 + \lambda}{2\sqrt{\lambda(d - 1)}} \right. \right) = \frac{d - 1 + \lambda}{2(d - 1)} \leq 1.$$

Hence, for $|z| < \frac{d - 1 + \lambda}{2\sqrt{\lambda(d - 1)}}$ and $0 < \lambda \leq d - 1$,

$$G_{\lambda}(o, o | z) = \frac{1}{1 - U_{\lambda}(o, o | z)} = \frac{2(d - 1)}{2(d - 1) - (d - 1 + \lambda) + \sqrt{(d - 1 + \lambda)^2 - 4\lambda(d - 1)z^2}}. \quad (2.3)$$

This implies that the convergence radius for $G_{\lambda}(o, o | z)$ is $\frac{d - 1 + \lambda}{2\sqrt{\lambda(d - 1)}}$. In other words,

$$\rho(\lambda) := \rho_{\tau_d}(\lambda) = \frac{2\sqrt{\lambda(d - 1)}}{d - 1 + \lambda}, \quad 0 < \lambda \leq d - 1.$$

It remains to show (1.3) for $\lambda \in (0, d - 1)$. Write $a(\lambda) = \frac{2(d - 1)}{d - 1 + \lambda}$ and $b(\lambda) = \frac{d - 1 - \lambda}{d - 1 + \lambda}$. Then
for any \(|z| \leq R_G(\lambda) = \frac{1}{\rho(\lambda)}\),

\[
G_\lambda(o, o | z) = \frac{2(d-1)}{d-1 + \lambda \frac{d-1-\lambda}{d-1+\lambda} + \sqrt{1 - \rho(\lambda)^2 z^2}} = \frac{a(\lambda)}{b(\lambda) + \sqrt{1 - \rho(\lambda)^2 z^2}}.
\]

Let

\[
\Phi(t) := \Phi(\lambda) = \frac{-a(\lambda)b(\lambda) + \sqrt{a(\lambda)^2 + \rho(\lambda)^2 (1 - b(\lambda)^2) t^2}}{1 - b(\lambda)^2}, \quad t \in \mathbb{R}.
\]

Then for any \(|z| \leq R_G(\lambda)\),

\[
G_\lambda(o, o | z) = \Phi(z G_\lambda(o, o | z)).
\]

Define

\[
\Psi(u, v) := \Phi(uv) - v, \quad u, v \in \mathbb{R}.
\]

Then

\[
\frac{\partial \Psi(u, v)}{\partial v} \bigg|_{(u, v) = (\frac{1}{\rho(\lambda)}, G_\lambda(o, o | \frac{1}{\rho(\lambda)})}) = 0,
\]

\[
c_1(\lambda) := \frac{\partial^2 \Psi(u, v)}{\partial v^2} \bigg|_{(u, v) = (\frac{1}{\rho(\lambda)}, G_\lambda(o, o | \frac{1}{\rho(\lambda)})}) = \frac{(d-1-\lambda)^3}{2(d-1)(d-1+\lambda)^2} \neq 0,
\]

\[
c_2(\lambda) := \frac{\partial \Psi(u, v)}{\partial u} \bigg|_{(u, v) = (\frac{1}{\rho(\lambda)}, G_\lambda(o, o | \frac{1}{\rho(\lambda)})}) = \frac{2\rho(\lambda)(d-1)}{d-1-\lambda} \neq 0.
\]

Applying the method of Darboux (see [21] Theorem 5), we obtain that

\[
p^{(2n)}(\lambda) \sim \left(\frac{c_1(\lambda)}{2\pi \rho(\lambda)c_2(\lambda)}\right)^{1/2} \rho(\lambda)^2 n^{3/2} \left(\frac{(d-1-\lambda)^2}{16(\pi \lambda)^{1/2}(d-1)^{3/2}\rho(\lambda)^2 n^{-3/2}}.
\]

The idea of using the method of Darboux to establish the asymptotics for \(p^{(2n)}(\lambda, o, o)\) is not new. For example, in Woess [22] Chapter III Section 17 pp. 181–189, examples of random walk on groups are given such that \(p^{(n)}(\lambda, o, o) \sim c\rho^n n^{-3/2}\) for some constant \(c > 0\). The exact
value of $c$ is not known in general.

For $z \in (-1, 1)$, $G_{d-1}(o, o \mid z) = \frac{1}{\sqrt{1-z^2}} = \sum_{n=0}^{\infty} \frac{(2n)!}{2^n (n!)^2} z^{2n}$. Thus

$$p^{(2n)}_{d-1}(o, o) = \frac{(2n)!}{2^{2n} (n!)^2} \sim \frac{1}{\sqrt{\pi n}}$$
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