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ABSTRACT In this tutorial paper, we systematically present the fundamental operating principles and analytical details of the discrete Fourier transform based signal processing techniques for the TDM MIMO FMCW millimeter-wave (mmWave) automotive radars. The mmWave radars provide a key sensing capability to support safety features of the conventional and autonomous vehicles. Automotive radar sensors are used to detect presence and location of the objects of interest to derive comprehensive and accurate knowledge of road conditions and surrounding environments. Automotive radars are subjected to an increasing demand to provide high-resolution measurements in the range-Doppler-azimuth-elevation domains. Therefore, the current state-of-the-art automotive radars commonly employ MIMO technologies, resulting in a large block of multidimensional data to process in real time through a long chain of signal processing algorithms. Detailed coverage on the fundamental radar signal processing techniques are scattered in a large body of literature for classical radar systems. Currently, there is no tutorial available that covers the technical details of the latest TDM MIMO FMCW radar technology, making it extremely hard for new researchers in the field of automotive mmWave radars. This paper contains sufficient technical details to serve as a tutorial. It can help lay a solid analytical foundation to facilitate exploration and development of advanced radar signal processing techniques for automotive applications. The algorithmic details and analytical results presented in this paper can be readily applied to both real-time implementation and post-processing. Simulation and experimental results are presented in this paper to validate analytical derivations and to demonstrate the capabilities of the TDM MIMO radar sensor in practical implementations.
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I. INTRODUCTION

AUTOMOTIVE radar sensors are becoming a key component of autonomous vehicles and the advanced driver assistant system (ADAS) of conventional vehicles. Safety features that can be supported by such sensors include automatic emergency braking (AEB), autonomous emergency steering (AES), adaptive cruise control (ACC), forward collision warning (FCW), and lane change assistance (LCA), among many others [1]–[8]. Automotive radar sensors can be used to detect presence and location of the objects of interest by estimating their range, velocity, and angle. The objectives of automotive radar sensors are to derive comprehensive and accurate knowledge of road conditions and surrounding environments to effectively protect the safety of vehicle occupants and vulnerable road users. Radar sensors are insensitive to lighting variations and weather conditions, can provide accurate measurements of range and velocity, and can be packaged behind optically nontransparent fascia. Therefore, radar sensors can fit nicely in the automotive safety sensor suite to complement the capabilities of other types of sensors such as camera and lidar [5]–[7].

Recently, extensive research and development efforts have been focused on millimeter wave (mmWave) radar technologies for automotive and industrial applications. The current state-of-the-art automotive radars employ linear frequency-modulated continuous-wave (FMCW) signals, the mmWave frequency band at 76 - 81 GHz, and multiple-input multiple-output (MIMO) technologies [5]. The mmWave radars transmit signals with a wavelength in the millimeter range. Thus, it is possible to reduce the size of components, antennas, and the system, while providing millimeter-level accuracy in movement detection. MIMO radars with colo-
cated transmit and receive antennas can provide large virtual aperture to improve angle estimation performance. MIMO radars achieve waveform orthogonality by using a multiplexing technique such as time-division multiplexing (TDM), frequency-division multiplexing (FDM), and code-division multiplexing (CDM) [6]–[11]. TDM is often used in automotive radars for its simplicity and low cost in practical implementations [11]. Significant advances in mmWave semiconductor devices and RF CMOS technologies have enabled high-level radar-on-chip integrations [3]–[6], [12], [13]. Single-chip radar solutions are now available from several semiconductor manufacturers such as Texas Instruments [3] and NXP [4].

Signal processing has always been a critical component of radar technology [14], [15]. The uniqueness of automotive radar applications require formulation and derivation of new signal processing approaches beyond the classical radar concepts [5]. As a result, in the past few years, there has been a steady increase in research and development efforts focused on various aspects of automotive radar signal processing. Several review papers exist in the recent literature that cover briefly many signal processing aspects of automotive radars [5]–[7]. However, currently there is no comprehensive tutorial paper available in the literature that covers the technical details of the latest TDM MIMO FMCW radar technology. A number of brief tutorials are available from the manufacturers of the mmWave radar devices in the forms of whitepapers and application notes such as [12], [16], [18]. These tutorials only contain limited introductory materials and selected results without sufficient analytical details or in-depth analysis. On the other hand, detailed coverage on the fundamental radar signal processing techniques are scattered in a large body of literature for classical radar technologies (see for example [14], [15] and a large number of references therein). Often times, significant efforts are required to generalize the classical techniques to the new automotive applications, making it extremely hard for new researchers and practitioners in the field.

Automotive radars are subjected to an increasing demand to provide high-resolution multidimensional measurements in the range-Doppler-azimuth-elevation domains [5]–[7]. Therefore, state-of-the-art automotive radars commonly employ the MIMO technologies. As compared to the conventional radars, MIMO radars result in an even larger block of multidimensional data that need to be processed through a long chain of signal processing algorithms [5]–[7], [12], [15]. The goal of this tutorial paper is to systematically present the fundamental operating principles and analytical details of the discrete Fourier transform (DFT) based signal processing techniques for the latest TDM MIMO FMCW mmWave radars. This paper contains sufficient technical details to serve as a tutorial. Thus, this paper fills a gap in the current literature. It can help lay a solid analytical foundation to facilitate exploration and development of advanced radar signal processing techniques for automotive applications. Since the derivations and analysis are based on the fundamental DFT theories, the algorithmic details and analytical results presented in this paper can be readily applied to both real-time implementation and post-processing. Simulation and experimental results are also presented to validate analytical derivations and to demonstrate the capabilities of the TDM MIMO radar sensors.

The rest of the paper is organized as follows. The signal and system models of the FMCW mmWave radars are presented in Section II. Then, range processing, Doppler processing, and angle processing are discussed in details in the next three sections. The state-of-the-art TDM MIMO radar technique is presented in Section VII. A brief description of radar signal processing flow is presented in Section VII. Some simulation and experimental results are presented in Sections VIII and IX respectively, to validate analytical derivations and to demonstrate the capabilities of the TDM MIMO radar. A number of related works are reviewed in Section X. Finally, the paper is closed with a summary and conclusions in Section XI.

II. SIGNAL AND SYSTEM MODELS

A radar system transmits a signal \( x_T(t) \) from its transmitter antenna (Tx) as shown in Fig. 1. When the signal strikes an object, part of the signal energy (i.e., radar returns or echoes) is reflected back to the radar receiver antenna (Rx), where it is received as the signal \( x_R(t) \). Radar system processes the received signal \( x_R(t) \) to extract range, velocity, and angle as well as other target characteristics to detect, locate, track, and identify target objects [14], [15].

![FIGURE 1: Block diagram of the radar system.](image)

In this paper, we focus on a particular type of radar system that employs the linear FMCW signal. The linear FMCW signal can provide a large time-bandwidth product, which makes it possible to achieve high range resolution and signal-to-noise ratio (SNR) simultaneously [15]. The FMCW signal is characterized by the start frequency \( f_c \), the bandwidth \( B \), and the time duration \( T_c \) as shown in Fig. 2. The FMCW signal over the time duration \( T_c \) is known as a chirp. The frequency of the chirp signal increases linearly at the rate \( S \) over time. A sinusoidal FMCW signal can be represented as [16], [17]

\[
x_T(t) = \cos(2\pi f_c t + \pi St^2),
\]
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while the instantaneous frequency is determined as

\[ f(t) = \frac{1}{2\pi} \frac{d}{dt} (2\pi f_c t + \pi S t^2) = f_c + St. \]  

(2)

For an object at the range (i.e., distance) \( r \) from the radar, the transmitted signal is reflected back by the object, and it arrives at the receiver antenna after a delay

\[ \tau = 2r/c, \]

(5)

where \( c \) is the speed of light. As illustrated in Fig. 3, the IF signal frequency (i.e., beat frequency) remains a constant over the valid reception period when the transmitted and received chirp signals overlap in time. That is,

\[ f_{IF} = f_T(t) - f_R(t) = S\tau, \]

(6)

where \( S \) is the slope of the linearly increasing frequency of the chirp signal as defined in [2]. The phase of the IF signal in [4] can be determined at the start time instant of the IF signal when the reflected chirp signal arrives at the receiver antenna. Thus, given the chirp signal model in [1],

\[ \phi_{IF} = 2\pi f_c \tau + \pi S\tau^2 \approx 2\pi f_c \tau, \]

(7)

since for typical mmWave radar systems, the start frequency \( f_c \) of the chirp signal is much larger than \( S\tau/2 \).

In summary, the IF signal corresponding to an object at the range \( r \) from the radar is a complex exponential signal

\[ x_{IF}(t) = Ae^{j(2\pi f_{IF} t + \phi_{IF})}, \]

(8)

with the frequency and phase

\[ f_{IF} = S\tau = 2Sr/c, \]

(9)

\[ \phi_{IF} = 2\pi f_c \tau = 4\pi r/\lambda. \]

(10)

The parameter \( \lambda = c/f_c \) is the wavelength of the chirp signal at the start frequency \( f_c \). When multiple objects reflect the chirp signal back to radar, the received IF signal is a linear combination of multiple complex exponential signals, each of which has the frequency and phase corresponding to the range of each object. The rest of this paper is focused on the IF signal model in (8)-(10).

III. RANGE PROCESSING

A. RANGE-DFT

To perform further digital signal processing, the IF signal \( x_{IF}(t) \) in (8) is sampled \( N_s \) times with the sampling frequency \( F_s \). The resulting discrete-time complex exponential signal can be expressed as

\[ x[n] = Ae^{j\phi_{IF}} e^{j\omega_{IF} n} \]

(11)

for \( 0 \leq n < N_s \), where the discrete-time angular frequency

\[ \omega_{IF} = 2\pi f_{IF}/F_s. \]

(12)

The Fourier transform of the finite-duration discrete-time signal \( x[n] \) in (11) can be derived as [19]

\[
X(\omega) = \mathcal{F}\{x[n]\} = \sum_{n=0}^{N_s-1} x[n]e^{-j\omega n} \\
= Ae^{j\phi_{IF}} P_{N_s}(\omega - \omega_{IF}),
\]

(13)
where

\[ P_N(\omega) = \frac{N-1}{\sum_{n=0}^{N-1} e^{-jn\omega} = \frac{\sin(\omega N/2)}{\sin(\omega/2)} e^{-j\omega(N-1)/2}. \] \tag{14}

Apparently, \( P_N(\omega) \) is the Fourier transform of the length-\( N \) square window function. Then, the discrete Fourier transform (DFT) of \( x[n] \) can be expressed as

\[
X[k] = \text{DFT}\{x[n]\} = X(\omega)\big|_{\omega = 2\pi k/N_s} = Ae^{j\phi_P} P_N(\omega) = \frac{2\pi}{N_s} k = \omega_{IF}
\] \tag{15}

for \( 0 \leq k < N_s \). According to the Fourier transform theory, the index \( k \) of the DFT \( X[k] \) corresponds to the frequency \( f_k = kF_s/N_s \). Therefore, based on the frequency-range relation in (9), the index axis of \( X[k] \) can be converted to the range unit with

\[ r_k = f_k = \frac{c}{2S} = k\frac{cF_s}{2SN_s} = \frac{c}{2ST_c} \tag{16} \]

for \( 0 \leq k < N_s \). In (16), \( T_c = N_s/F_s \) is the length of the sampled IF signal in time (i.e., ADC sampling window length) and \( B = ST_c \) is the sweep bandwidth of chirp signal. Thus, \( r_k \) in (16) is referred to as range axis while \( X[k] \) in (15) is referred to as range-DFT (or range-FFT). When plotted against the range axis, the magnitude spectrum \( |X[k]| \) shows a sharp peak at the range corresponding to the object that reflects the chirp signal back to the radar receiver.

According to the Nyquist sampling theorem, the highest frequency component in the signal \( x[n] \) should be at most \( F_s/2 \). However, when the quadrature receiver is used, for \( 0 < f_{IF} \leq F_s/2 \), the complex exponential IF signal in (8) has one-sided power spectrum over the positive frequency with no power on the negative frequency. For \( F_s/2 < f_{IF} \leq F_s \), the spectrum corresponding to \( f_{IF} \) appears at the negative frequency \( f_{IF} - F_s \) as alias as \( f_{IF} \) is higher than the Nyquist sampling frequency \( F_s/2 \). Since \( f_{IF} \) is always positive due to the operating principles of the FMCW radar, the highest IF frequency that can be detected through the range-DFT in (15) can be extended to \( F_s \) by interpreting the spectrum over negative frequency between \( -F_s/2 \) and 0 as the spectrum over positive frequency between \( F_s/2 \) and 0. Consequently, based on the frequency-range relation in (9), the range of the object that can be detected through the range-DFT is limited to

\[ r < \frac{cF_s}{2S}, \tag{17} \]

and the range axis in (16) is valid for \( 0 \leq k < N_s \). In practice, radar systems have a limited IF bandwidth. Thus, the maximum detectable range is determined by the maximum IF bandwidth \( B_{IF} \) if it is smaller than the sampling frequency \( F_s \). That is, \( r < \frac{cB_{IF}}{2S} \), if \( B_{IF} < F_s \).

### B. RANGE RESOLUTION

When multiple objects reflect the chirp signal back to radar, the time-domain received IF signal is a linear combination of individual IF signals that are resulted from each of the reflecting objects. Since the DFT is a linear transformation, the overall range spectrum of multiple objects is a linear combination of the spectra of the individual reflecting objects. Consequently, the objects with different ranges can be detected from the peaks in the range spectrum.

According to the Fourier transform theory, the frequency resolution of the signal of length \( T_c \) in time is given by \( f_{res} = 1/T_c [19] \). As a result, based on (9), the range resolution of the IF signal can be determined as [14, 15]

\[ r_{res} = \frac{c}{2S} f_{res} = \frac{c}{2ST_c} = \frac{c}{2B}. \tag{18} \]

The sweep bandwidth \( B \) is the same as in (16). Thus, with the range-DFT, it is possible to distinguish two objects that are separated by more than \( c/(2B) \) in range. In practice, a window function such as Hamming, Hanning, or Blackman window is applied to the time-domain signal \( x[n] \) before performing DFT (i.e., FFT) to reduce side lobes [19]. The use of a window function helps improve the accuracy of object detection. However, the use of window function also degrades range resolution. For example, with the Hamming or Hanning window, the range resolution doubles as compared to (18), i.e., \( r_{res} = c/B \), because the width of the main lobe of the Hamming or Hanning window is twice as large as the rectangular window [19].

### IV. DOPPLER PROCESSING

#### A. DOPPLER-DFT

To measure the velocity of an object, radar can transmit two chirp signals that are separated by \( T_c \) in time. If the velocity of the object is \( v \), over the time duration of \( T_c \), the object travels a distance of \( \Delta r = vT_c \). Based on the IF signal model in (3) and (10), the differences in frequency and phase between the IF signals derived from the two chirps are

\[ \Delta f = 2\pi vT_c/c = 2\pi vT_c/c, \tag{19} \]

\[ \Delta \phi = 4\pi \Delta r/\lambda = 4\pi vT_c/\lambda. \tag{20} \]

When the time \( T_c \) is small, \( \Delta f \) is negligible as compared to the frequency of the IF signal. However, the phase difference can be detected even when the movement \( \Delta r \) is in the order of millimeter, i.e., in the order of the wavelength \( \lambda \) of the mmWave chirp signals.

\[
\begin{align*}
\text{FIGURE 4: A frame of } N_c \text{ chirps equally spaced by } T_c \text{ in time.}
\end{align*}
\]

In practice, as shown in Fig. 3, radar transmits a set of \( N_c \) chirps equally spaced by \( T_c \) in time. The set of chirps is...
known as a chirp frame and $T_c$ is the chirp cycle time\[16\]. Define $x_m[n]$, $0 \leq n < N_s$, to be the sampled IF signal of the $m$th chirp. Then, the range-DFT of the $m$th chirp becomes

$$X_m[k] = |X_m[k]|e^{j \phi_m[k]} = \text{DFT}\{x_m[n]\}$$

for $0 \leq m < N_c$ and $0 \leq k < N_s$, where $|X_m[k]|$ and $\phi_m[k]$ are the magnitude and phase of $X_m[k]$, respectively.

For one single moving object, since $\Delta f$ in \[19\] is negligible when $T_c$ is small, we can observe from \[15\] that along the $m$-axis for a given $k$, the angular frequency $\omega_F$ and the magnitude of $X_m[k]$ remain constant. However, based on \[20\], the phase of $X_m[k]$ changes linearly due to the equal spacing of the chirps in the frame. Then, we can derive that

$$|X_m[k]| = |X_0[k]|,\quad \phi_m[k] = \phi_0[k] + \frac{4\pi v T_c}{\lambda} m,$$

for $0 \leq m < N_c$ and $0 \leq k < N_s$. Furthermore, define

$$y_k[m] = X_m[k] = X_0[k]e^{j m \omega_v},\quad \omega_v = 4\pi v T_c/\lambda.$$ 

Then, we can observe that for a given $k$, $y_k[m]$ is a finite-duration discrete-time complex exponential signal with the discrete-time angular frequency $\omega_v$ defined in \[25\].

Similar to the discussion for the range-DFT, a second DFT can now be applied to the finite-duration discrete-time sequence $y_k[m]$ to extract the object velocity. It is often referred to as Doppler-DFT (or Doppler-FFT),

$$Y_k[l] = \text{DFT}\{y_k[m]\} = X_0[k]P_N\left(\frac{2\pi}{N_c} l - \omega_v\right)$$

for $0 \leq l < N_c$ and $0 \leq k < N_s$. The function $P_N(\omega)$ is defined in \[14\].

According to the Fourier transform theory, the DFT $Y_k[l]$ is a periodic sequence with a period of $N_c$ for $-\infty < l < \infty$. The index $l$ corresponds to the discrete-time angular frequency $\omega_l = 2\pi l/N_c$. For unambiguous measurement of the velocity $v$, the angular frequency is limited to the range $-\pi \leq \omega < \pi$, or equivalently, $-N_c/2 \leq l < N_c/2$, assuming $N_c$ is an even number as in the case where the FFT is used. Therefore, based on the angular frequency-velocity relation in \[25\], the index axis of $Y_k[l]$ can be converted to the velocity unit with

$$v_l = \omega_l = \frac{\lambda}{4\pi T_c} = \frac{l}{2N_c T_c} = \frac{l}{2T_F},$$

for $-N_c/2 \leq l < N_c/2$. The parameter $T_F = N_c T_c$ is the frame duration in time, and it is traditionally known as the time on target (TOT)\[5\], \[13\].

The Doppler-DFT spectrum $Y_k[l]$ for a given $k$ can now be plotted against the velocity axis. Thus, the velocity that is detectable through the Doppler-DFT is limited to

$$-\frac{\lambda}{4T_c} \leq v < \frac{\lambda}{4T_c},$$

A positive velocity indicates the object moving away from the radar and a negative velocity indicates the object moving towards the radar. The Doppler-DFT spectrum $Y_k[l]$ given in \[26\] is often visualized with the 2D heatmap or 3D mesh plots. The object reflecting the chirp signals back to the radar can be distinguished with a sharp peak in the range-velocity (i.e., range-Doppler) spectrum at the coordinate corresponding to the object’s range and velocity values.

**B. VELOCITY RESOLUTION**

When multiple objects reflect the chirp signals back to the radar, the time-domain received IF signal is a linear combination of individual IF signals that are resulted from each of the reflecting objects. Since the DFT is a linear transformation, the overall range-velocity spectrum of multiple objects is a linear combination of the spectra of the individual reflecting objects. Consequently, the objects with different range and/or velocity can be detected from the peaks in the range-velocity spectrum.

The angular frequency resolution of a discrete-time signal of length $N_c$ is given by $\omega_{\text{res}} = 2\pi/N_c$\[19\]. Thus, based on \[25\], the velocity resolution can be determined as

$$v_{\text{res}} = \frac{\lambda}{4\pi T_c} \omega_{\text{res}} = \frac{\lambda}{2N_c T_c} = \frac{\lambda}{2T_F},$$

where the frame duration $T_F$ is the same as in \[27\]. With the Doppler-DFT, it is possible to distinguish two objects at the same range but with a velocity difference that is larger than $\lambda/(2T_F)$. In addition, similar to our earlier discussion for the range processing, when the Hamming or Hanning window is applied before the Doppler-DFT to reduce the sidelobes, the velocity resolution degrades to $v_{\text{res}} = \lambda/T_F$.

**V. ANGLE PROCESSING**

**A. ANGLE-DFT**

The arriving direction of the radar chirp signal reflected by an object can be estimated using a receiver antenna array. Fig. 5 illustrates the direction estimation scenario using a uniform linear array of four equally spaced receiver antennas. Assume the object is in the far field of the radar system. That is, assume the range between the object and the radar is much larger than the dimension (or, more accurately, the aperture) of the antenna array. Then, the signals arriving at the receiver antennas as well as the signal reaching the object from the transmitter antenna can all be assumed to be in parallel. As shown in Fig.5, define the angle of arrival (AOA) or direction of arrival (DOA) $\theta$ of the received signal relative to the antenna array boresight direction that is perpendicular to the axis of the linear receiver antenna array.

As illustrated in Fig.5 due to the spacing between receiver antennas, the relative delay experienced by the signals arriving at two adjacent receiver antennas can be determined as

$$\Delta \tau = d \sin(\theta)/c.$$  \(\text{(30)}\)

In this equation, $d$ is the antenna spacing, $\theta$ is the AOA of the received radar signal, and $c$ is the speed of light. Then,
Based on (26) and (36), we can also derive that the Doppler-DFT derived for the \( i \)th receiver antenna

\[
Y_k^{(i)}(l) = X_0^{(i)}[k]P_{N_e}\left(\frac{2\pi}{N_c}l - \omega_v\right)
\]

\[
= X_0^{(i)}[k]P_{N_e}\left(\frac{2\pi}{N_c}l - \omega_v\right)e^{j\omega_\theta}
\]

(38)

for \( 0 \leq k < N_s \), \( 0 \leq l < N_c \), and \( 0 \leq i < N_R \). \( X_0^{(i)}[k] \) is the range-DFT of the \( m \)th chirp at the \( i \)th receiver antenna. Furthermore, define

\[
z_{k,l}[i] = Y_k^{(i)}[l]
\]

(39)

for \( 0 \leq k < N_s \), \( 0 \leq l < N_c \), and \( 0 \leq i < N_R \). Then, we can observe that for the given values of \( k \) and \( l \), \( z_{k,l}[i] \) is a finite-duration discrete-time complex exponential signal with the discrete-time angular frequency \( \omega_\theta \) defined in (37).

Similar to the discussions for the range-DFT and Doppler-DFT, a third DFT can now be applied to the finite-duration discrete-time sequence \( z_{k,l}[i] \) to extract the AOA. The third DFT is referred to as angle-DFT (or angle-FFT),

\[
Z_{k,l}[\eta] = DFT\{z_{k,l}[i]\}
\]

\[
= X_0^{(i)}[k]P_{N_e}\left(\frac{2\pi}{N_c}l - \omega_v\right)P_{N_R}\left(\frac{2\pi}{N_R}\eta - \omega_\theta\right)
\]

(40)

for \( 0 \leq \eta < N_R, 0 \leq k < N_s, \) and \( 0 \leq l < N_c \). The function \( P_{N_R}(\omega) \) is defined in (14).

In practical implementations, the number of receiver antennas in the uniform linear array is typically small, resulting in a sparse-looking angle-DFT spectrum that is difficult to visualize and interpret. To address this issue, \( z_{k,l}[i] \) is often padded with \( N - N_R \) zeros at the end of the sequence to achieve a better display of the spectrum \( Z_{k,l}[\eta] \) by using a much longer \( N \)-point DFT. According to the Fourier transform theory, with zero padding, the DFT \( Z_{k,l}[\eta] \) is a periodic sequence with a period of \( N \) for \(-\infty < \eta < \infty \), and the index \( \eta \) corresponds to the discrete-time angular frequency \( \omega_\eta = 2\pi\eta/N \). For unambiguous measurement of the angle \( \theta \), the angular frequency is limited to the range \(-\pi \leq \omega < \pi \), or equivalently, \(-N/2 \leq \eta < N/2\), assuming \( N \) is an even number as in the case where FFT is used. Therefore, based on the angular frequency-angle relation in (37), the index axis of \( Z_{k,l}[\eta] \) can be converted to the angle unit with

\[
\theta_\eta = \sin^{-1}\left(\frac{\omega_\eta \lambda}{2\pi d}\right) = \sin^{-1}\left(\frac{\lambda \eta}{N d}\right)
\]

(41)

for \(-N/2 \leq \eta < N/2\). Thus, the angular field of view (FOV) of the linear antenna array can be determined as

\[
-\sin^{-1}\left(\frac{\lambda}{2d}\right) \leq \theta < \sin^{-1}\left(\frac{\lambda}{2d}\right).
\]

(42)

When the receiver antenna spacing \( d = \lambda/2 \), the FOV is the largest, that is, \(-90^\circ \leq \theta < 90^\circ\).
B. ANGULAR RESOLUTION

When multiple objects reflect the chirp signals back to the radar, the time-domain received IF signal is a linear combination of individual IF signals that are resulted from each of the reflecting objects. Since DFT is a linear transformation, the angle-DFT spectrum is a linear combination of the spectra of individual reflecting objects. Consequently, the objects with different range, velocity, and/or angle can be clearly detected from the peaks in the 3D range-velocity-angle spectrum.

With zero padding, the angular frequency resolution of the DFT $Z_{k,l}[\eta]$ is still determined by $N_R$, that is, $\omega_{\text{res}} = 2\pi/N_R$, since zero padding does not improve the frequency resolution of DFT \[19\]. Because of the nonlinear relation between $\omega_\theta$ and $\theta$ in \[37\], it is more complicated to derive the angular resolution than the velocity resolution in \[29\]. To derive the angular resolution, we define

$$\omega_{\theta_1} = 2\pi d \sin(\theta_1)/\lambda,$$
$$\omega_{\theta_2} = 2\pi d \sin(\theta_1 + \Delta \theta)/\lambda.$$  

Then, it is straightforward to determine that

$$\omega_{\theta_2} - \omega_{\theta_1} = \frac{4\pi d}{\lambda} \cos(\bar{\theta}) \sin(\Delta \theta/2),$$
where $\bar{\theta} = \theta_1 + \Delta \theta/2$. By setting $|\omega_{\theta_2} - \omega_{\theta_1}| = \omega_{\text{res}} = 2\pi/N_R$, we can derive that

$$\theta_{\text{res}} = |\Delta \theta| = 2 \sin(\frac{\lambda}{2N_Rd \cos(\theta)}).$$  \[43\]

Therefore, with the angle-DFT, it is possible to distinguish two objects at the same range, with the same velocity, but with an angle difference that is larger than the $\theta_{\text{res}}$ given in \[43\]. In addition, similar to our earlier discussions for range processing, when the Hamming or Hanning window is applied before the angle-DFT to reduce sidelobes, the angular resolution degrades.

It is important to note that the angular resolution in \[43\] depends on the value of $\theta$, which is the midpoint between the two angles of interest. The angular resolution $\theta_{\text{res}}$ is the smallest when $\bar{\theta} = 0$, and it increases as $\bar{\theta}$ moves towards ±90°. The small-angle approximation is often used to simplify the angular resolution formula in \[43\]. That is, when $\Delta \theta/2$ is small and measured in radians, $\sin(\Delta \theta/2) \approx \Delta \theta/2$, which can be used to derive that

$$\theta_{\text{res}} = |\Delta \theta| = \frac{\lambda}{N_Rd \cos(\theta)},$$  \[44\]

The angular resolution of linear antenna array is usually quoted for the boresight view (i.e., $\bar{\theta} = 0$) and the antenna spacing of $d = \lambda/2$, which leads to the angular resolution of

$$\theta_{\text{res}} = 2/N_R$$  \[45\]

in the unit of radians. For example, when the number of receiver antennas $N_R = 4$, the angular resolution of the linear receiver antenna array can be determined as $\theta_{\text{res}} = 29\degree$.

VI. TDM MIMO RADAR FOR IMPROVED ANGULAR RESOLUTION

A. TDM MIMO RADAR

As shown in \[43\] and \[44\], the angular resolution of the uniform linear array directly depends on the number of receiver antennas. Increasing the number of receiver antennas can improve the angular resolution of the radar. However, each additional receiver antenna requires separate receiver processing chain on the device, which will increase the complexity and the cost of the radar receiver. In contrast, MIMO technology provides a cost-effective way to improve the angular resolution of radars \[5\], \[12\].

![FIGURE 6: Angle estimation with linear transmitter and receiver antenna arrays.](image)

The MIMO radar has multiple transmitter and multiple receiver antennas. As illustrated in Fig. 6 when four receiver antennas form a uniform linear array with the spacing $d$, the transmitter antennas are arranged on the same receiver array axis but with the spacing $4d$. Similar to the discussions in the previous section, at each of the receiver antennas, the reflected chirp signal from the transmitter antenna $Tx_1$ travels an additional distance of $4d\sin(\theta)$ as compared to the signal from the antenna $Tx_0$. The additional travel distance results in a phase shift of

$$\Delta \phi = 8\pi d \sin(\theta) / \lambda = \omega_\theta N_R,$$  \[47\]

in addition to that in \[35\], where $\omega_\theta$ is defined \[37\] and $N_R$ is the number of the receiver antennas. For the ease of presentation, define a row vector based on \[39\] for the 2-Tx-4-Rx TDM MIMO configuration (i.e., $N_T = 2$ and $N_R = 4$) as shown in Fig. 6 that is,

$$z_{k,l}^{(i)} = [z_{k,l}^{(i)}[0], z_{k,l}^{(i)}[1], ..., z_{k,l}^{(i)}[N_R - 1]],$$  \[48\]

where

$$z_{k,l}^{(i)}[l] = Y_{k,l}^{(i)}[l]$$  \[49\]

for $0 \leq k < N_s$, $0 \leq l < N_c$, $0 \leq i < N_R$, and $0 \leq \omega_\theta < N_T$. $Y_{k,l}^{(i)}[l]$ is the Doppler-DFT derived for the $i$th receiver antenna using the signal from the $l$th transmitter antenna. Then, from \[38\] and \[47\], we can derive that

$$z_{k,l}^{(i)}[l] = X_{0}^{(0,0)}[k] P_{N_T} \frac{2\pi}{N_c} \left(1 - e^{j(\omega_\theta N_R)\omega_\theta}\right),$$  \[50\]

for $0 \leq k < N_s$, $0 \leq l < N_c$, $0 \leq i < N_R$, and $0 \leq \omega_\theta < N_T$, where $N_T = 2$, $N_R = 4$. $X_{m}^{(i)}[k]$ is the range-DFT of the
mth chirp signal received at the ith receiver antenna from the ith transmitter antenna.

We can observe from (50) that the Doppler-DFT data obtained using the signals from the two transmitter antennas can be concatenated together as the following,

$$z_{k,l}^{(i)} = [z_{k,l}^{(0)}, z_{k,l}^{(1)}, ..., z_{k,l}^{(N_T-1)}],$$

where $z_{k,l}^{(i)}$ is the Doppler-DFT data obtained using the signal from the ith transmitter antenna as defined in (48). Then, for the given values of $k$ and $l$, $z_{k,l}$ in (51) is a discrete-time complex exponential signal of length $N_T \times N_R$ with the discrete-time angular frequency $\omega_\phi$ defined in (37). Consequently, the concatenation strategy in (51) is equivalent to using a linear receiver array of $N_T \times N_R$ antennas. In general, with a MIMO radar of $N_T$ transmitter and $N_R$ receiver antennas, we can synthesize a virtual uniform linear array of $N_T \times N_R$ receiver antennas. As can be seen from (43) and (44), the increased number of antennas in the virtual linear receiver array can effectively improve the angular resolution.

In practical implementation of MIMO radars, multiple transmitter antennas can operate in the time division multiplexing (TDM) mode as shown in Fig. [7] [12]. In the TDM mode, the transmitter antennas take turn to transmit the chirp signal. The time duration $T_a = T_c/N_T$ is the time taken by each transmitter antenna to transmit one chirp signal and $T_c$ is the time for one round of transmission by all transmitter antennas. From (28), we can observe that improved angular resolution of the TDM MIMO radar is achieved at the cost of reduced maximum velocity that can be detected through Doppler processing.

$$f(t)$$

*FIGURE 7: A frame of chirp signals with two TDM transmitter antennas.*

The principle of MIMO radar can also be extended to multidimensional arrays. With a 2D MIMO array, it is possible to measure both azimuth and elevation angles of arrival, which is often necessary for automotive radar applications. Based on the derivations presented in this paper, extension to 2D TDM MIMO array is straightforward although quite tedious. Interested readers may find some useful details in [12].

**B. COMPENSATION OF THE VELOCITY-INDUCED PHASE SHIFT**

When the transmitter antennas of the MIMO radar operate in the TDM mode, as shown in Fig. [7] the chirp signals transmitted by two adjacent transmitter antennas are separated by $T_a$ in time, while $T_a = T_c/N_T$ and $N_T$ is the number of transmitter antennas. Similar to the discussions for the Doppler processing, if the velocity of the object is $v$, over the time duration of $T_a$, the object travels a distance of $\Delta r = vT_a$. Thus, the IF signal derived using the transmitter antenna Tx1 encounters additional shifts in frequency and phase, i.e.,

$$\Delta f = 2S\Delta r/c = 2SvT_a/c = 2SvT_c/(cN_T),$$

$$\Delta \phi = 4\pi \Delta r/\lambda = 4\pi vT_a/\lambda = \omega_v/N_T,$$

relative to the signal derived using the antenna Tx0, in addition to that in (47). In these equations, $\omega_v$ is defined in (25) and $N_T$ is the number of transmitter antennas in the MIMO radar. Again, the velocity-induced frequency shift in (52) is negligible as compared to the IF signal frequency. However, for proper angle estimation using the TDM MIMO radar, the velocity-induced phase shift given in (53) needs to be removed before applying the angle-DFT to the virtual receiver array data defined in (51). Specifically, with the velocity-induced phase shift, the Doppler-DFT data given in (50) now becomes

$$z_{k,l}[i] = X_{D}(0,0)[k] P_{N_c} \left( \frac{2\pi}{N_c} l - \omega_\phi \right) e^{j(i+N_R)\omega_\phi} e^{j\omega_v/N_T}$$

for $0 \leq k < N_s, 0 \leq l < N_c, 0 \leq i < N_R$, and $0 \leq \omega_v \leq N_T$.

To compensate the velocity-induced phase shift between the signals derived using different transmitter antennas, we apply a phase correction to $z_{k,l}[i]$ in (54) as the following,

$$z_{k,l}^{(i)}[i] = z_{k,l}[i] e^{-j2\pi i l/(N_N R)},$$

for $0 \leq k < N_s, -N_c/2 \leq l \leq N_c/2, 0 \leq i < N_R$, and $0 \leq \omega_v \leq N_T$. Then, define

$$\tilde{z}_{k,l}^{(i)} = \left[ \tilde{z}_{k,l}^{(i)}[0], \tilde{z}_{k,l}^{(i)}[1], ..., \tilde{z}_{k,l}^{(i)}[N_R-1] \right],$$

$$\tilde{z}_{k,l} = \left[ \tilde{z}_{k,l}^{(0)}, \tilde{z}_{k,l}^{(1)}, ..., \tilde{z}_{k,l}^{(N_T-1)} \right].$$

From (55), we can observe that the velocity-induced phase shift is completely removed from the virtual receiver antenna array data defined (57) when $\omega_v = 2\pi/N_c$. Thus, in practice, the range-DFT and Doppler-DFT are applied first to detect objects in the range-velocity domain. Then, the angle-DFT is applied across virtual receiver antennas at the specific range-velocity cells where objects are detected. An implication of such a processing flow is that angle estimation performance directly depends on that of velocity estimation.

**VII. RADAR SIGNAL PROCESSING FLOW**

As discussed in the previous sections, radar transmits a frame of $N_c$ chirps and use $N_R$ receivers (or, $N_R \times N_T$ virtual receivers in the TDM MIMO mode) to receive the reflected chirp signals. Each received chirp signal results in a discrete-time IF signal of $N_s$ samples. The data generated from one frame of chirps are organized in a 3D data block as shown in Fig. [8] which is referred to as radar data cube.
The basic radar signal processing flow is shown in Fig. 9. Once the radar data cube is available, the range-DFT is first applied to each of the sampled chirp IF signals (along the columns as shown in Fig. 8) for all chirps in the frame and for all virtual receivers. The Doppler-DFT is then applied along each of the rows across the $N_c$ chirps to derive range-velocity spectrum for each of the virtual receivers. The constant false-alarm rate (CFAR) detector is typically applied to the range-velocity spectrum for object detection [5], [14]. The angle-DFT is then applied to each of the range-velocity cell containing the detected objects across all virtual receivers. FFT is always used for DFT. However, zoom-FFT and Chirp-Z transform can also be used when a portion of the spectrum needs to be analyzed with higher resolution [19].

In simulations, the IF signal is first generated for each object by using the signal model in [8] and the frequency and phase shift models for the scenarios of multiple chirps, multiple receiver antennas, and the TDM MIMO radar configuration. The overall received IF signal is simply linear combination of the signals generated for each of the simulated objects.

The simulated IF signal is organized similar to the radar data cube structure shown in Fig. 8. Then, the range-DFT, Doppler-DFT, and angle-DFT are applied in sequence as described in this paper. FFT and Hanning window are used for all three DFTs. The linear and power spectra of range-DFT is shown in Fig. 10 following the definitions in [20]. The range power spectrum is averaged noncoherently across all chirps and virtual receivers. We can clearly observe spectrum spikes at the correct range coordinates corresponding to each of the simulated objects, which can be easily detected using the CFAR detector for object detection.

### TABLE 1: Radar parameter values used in simulations.

| $N_T$ | $f_c$ | $N_R$ | $f_R$ | $N_c$ | $S$ | $N_s$ | $T_c$ | $N_T \times T_c$ |
|-------|-------|-------|-------|-------|-----|-------|-------|-----------------|
| 2     | 77 GHz| 4     | 5 MHz | 64    | 15.015 MHz/µs | 250   | $\times 60.17 \mu$s |

### TABLE 2: Object parameter values used in simulations.

| $A$ (V) | $r$ (m) | $v$ (m/s) | $\theta$ (degree) |
|---------|---------|-----------|-------------------|
| 1       | 10      | 0         | 0                 |
| 2       | 0.7     | 20        | -1.4              | 45     |
| 3       | 0.5     | 30        | 0.5               | -15    |
| 4       | 0.5     | 35        | 0.2               | -60    |
| 5       | 0.9     | 40        | -1                | -30    |

FIGURE 8: Illustration of the radar data cube and the 3D-DFT on the data.

FIGURE 9: Block diagram of the radar signal processing flow.

FIGURE 10: Linear and power spectra of the range-DFT in the range domain.

VIII. SIMULATION RESULTS

To validate the analytical derivations presented in this paper, we have developed computer simulations in Python. In our implementation, NumPy is used for the FFT computation. The radar parameter values used in simulations are summarized in Table 1. The parameter values are determined to match the typical short-range radar requirements in the automotive application context [18]. The same parameter values are used in both simulations and experimental studies that are presented in this section and the next, respectively. In the results presented in this section, we have simulated five objects with various received signal amplitude ($A$), range ($r$), velocity ($v$), and angle ($\theta$) configurations as listed in Table 2.

The range-velocity (i.e., range-Doppler) power spectrum is shown in Fig. 11 with a heatmap plot. From the figure, we can observe that the five simulated objects are clearly separated in the range-velocity domain. The range-velocity power spectrum is averaged noncoherently across all virtual...
receivers. Object detection algorithms can be easily applied to estimate the range and velocity of the objects.

FIGURE 11: Power spectrum of the Doppler-DFT in the range-velocity domain.

The range-angle power spectrum is shown in Fig. [12] in the range-angle domain and in Fig. [13] in the 2D Cartesian spatial domain, both for the 2-Tx-4-Rx TDM MIMO configuration. For comparison, we have also included range-angle power spectrum for the 4-Tx-4-Rx TDM MIMO configuration in Fig. [14]. To demonstrate the effectiveness of the compensation method for the velocity-induced phase shift as presented in Section VI-B the range-angle power spectra derived with and without phase compensation are shown in Figs. [14a] and [14b], respectively. We can observe the angle offsets of spectrum peaks as well as much higher spectrum side lobes when the velocity-induced phase shifts are not compensated.

FIGURE 12: Power spectrum of the angle-DFT for the 2-Tx-4-Rx TDM MIMO configuration in the range-angle domain.

FIGURE 13: Power spectrum of the angle-DFT for the 2-Tx-4-Rx TDM MIMO configuration in the 2D spatial domain.

FIGURE 14: Power spectrum of the angle-DFT for the 4-Tx-4-Rx TDM MIMO configuration with and without compensation of the velocity-induced phase shift.

With proper phase compensation, spectrum peaks provide accurate estimates of the object angles as shown in Figs. [12], [13] and [14a]. However, it is important to note that the simulations do not include any noise or interference effects, and objects are well separated in the range-velocity domain. In practice, angle estimation accuracy is highly affected by noise and interference, and object resolving capability is quite low in the angle domain for a small number of virtual receivers. Angular resolution improves as the number of virtual receivers increases as can be seen by comparing Figs. [13] and [14a]. In addition, with a small number of virtual receivers, at wide angles (such as Object 4 with $-60^\circ$ angle), we can clearly observe the aliasing of spectrum from negative angle to positive angle as a result of the periodicity of the DFT. Such aliasing in spectrum introduces further challenges in object detection and angle estimation.

IX. EXPERIMENTAL RESULTS

The experimental platform that we have used in this study is the AWR2243BOOST from Texas Instruments (TI), which is the second-generation 76 GHz to 81 GHz single-chip automotive mmWave radar sensor evaluation module. It can be configured to operate in the TDM MIMO mode with up to 3 transmitter antennas and 4 receiver antennas to estimate both azimuth and elevation angles [12], [18]. The FMCW
chirp signal characteristics and the chirp frame structure are also configurable to meet the range and velocity estimation requirements of different application scenarios [18].

FIGURE 15: Experimental study of the TDM MIMO FMCW mmWave radar using the TI AWR2243BOOST module.

The experimental measurement system is used to collect data at the parking lot of the UNT Discovery Park as shown in Fig. [15]. The radar system is configured using the same parameter values as the ones used in simulations shown in Table [1]. The parameter values are determined to match the typical short-range radar requirements in the automotive application context [18]. The signal processing techniques presented in this paper have been implemented in Python and applied to the signals acquired using the AWR2243BOOST module. The raw radar data cube acquired using the AWR2243BOOST module is post-processed with the range-DFT, Doppler-DFT, and angle-DFT in sequence as illustrated in the block diagram in Fig. [9]. The object detection step is omitted in processing in order to derive and visualize the power spectrum of the angle-DFT over the entire angular domain as shown in Fig. [16].

To demonstrate the effectiveness of the TDM MIMO configuration and the phase compensation method presented in this paper, we collected radar measurement data for a stationary car located at 10 m distance from the radar (i.e., the same scenario as shown in Fig. [15] using the 1-Tx-4-Rx and 2-Tx-4-Rx TDM MIMO configurations. The power spectra of the angle-DFT are presented in Fig. [16]. From the results, we can clearly observe that the angular resolution of the 2-Tx-4-Rx configuration is much better than the 1-Tx-4-Rx configuration. With the 2-Tx-4-Rx TDM MIMO configuration, angular positions (i.e., AOA) of the car and the light pole at 40 m distance can be more accurately detected.

To validate the velocity estimation capability of the radar sensor, we introduced a person riding a bicycle to the measurement scenario shown in Fig. [15]. Specifically, a car is parked stationary at 10 m distance right in front of the radar while a person riding a bicycle is situated on the right side of the car and the person/bicycle is at around 15 m distance from the radar. Fig. [17] shows the power spectrum of the Doppler-DFT of the data collected using the 2-Tx-4-Rx TDM MIMO configuration. The moving person/bicycle is observable from the power spectrum of the Doppler-DFT at around the coordinate (1.8 m/s, 15 m) in the range-velocity domain. In practice, the CFAR detector can be applied to the power spectrum as briefly discussed in Section VII. Then, the outputs of the object detection algorithm can be used for further application-specific processing for object detection, classification, localization, and tracking, etc.

X. RELATED WORKS
Radar was initially developed for military applications, and it has a long history of research and development. To date, it has been successfully employed in a diverse range of
applications. A number of radar-focused textbooks are available in the literature, including for example [14] and [15]. These textbooks contain comprehensive coverage on common terminologies, fundamental principles and processing algorithms, and various frameworks and taxonomy of many types of radar technologies and systems. However, such textbooks do not have detailed coverage on the latest developments of automotive radar technologies such as the TDM MIMO FMCW mmWave radar.

Reviews of the current state-of-the-art and future research directions of automotive radar technologies are available in more recent publications such as [5]–[7]. Different from our paper, such review papers focus more on the breadth of coverage, but not on the detailed derivations of any particular aspects of radar signal processing techniques. Brief tutorials focused on implementation details and practical aspects are now becoming available from the manufacturers of the mmWave radar devices in the forms of whitepapers and application notes, including for example [12]. Different from typical research papers from academia, such tutorials from industry often only contain limited introductory materials and selected results without sufficient analytical details or in-depth analysis. Thus, our paper well complements the existing tutorials in the literature.

Automotive radar technologies are currently under active research and development in both academia and industry. For related topics beyond the scope of this paper, interested readers may refer to [5]–[7], which have provided comprehensive reviews of the current research topics and future directions. The literature on automotive radars has been expanding dramatically in recent years. In addition to adapting classical radar technologies to automotive applications, there are also increasing interests in leveraging new advances in sensor fusion, machine learning, artificial intelligence, and computer vision to address a wide range of design challenges in automotive radars. For example, some recent studies include MIMO techniques [6]–[11], antenna array configurations [21], [22], radar point cloud [27]–[32], radar-related sensor fusion [38]–[41], parameter estimation [26], angle estimation [23]–[25], and micro-Doppler-based machine learning [5], [33]–[37], among many others.

It is important to note that joint radar and communication design has attracted great attention from research community in recent years [48], [49]. Driven by various design and application requirements, there has been increasing demand for radar and communication systems to coexist by sharing the spectrum. Interested readers may refer to [49] for a comprehensive review of the state-of-the-art and future research directions in the areas of radar-communication coexistence and dual-functional radar-communication systems. In addition to automotive applications, mmWave radars have been actively studied for many other applications such as occupancy estimation and human activity recognition [37], [42]–[46]. Different types of sensors have already been applied to this application domain, including visual, infrared, acoustic, pressure, and wearable sensors [43], [47]. However, it is expected that radar could provide unique sensing capabilities to complement other types of sensors.

For experimental studies, there are a few mmWave radar devices available from TI, NXP and other companies [3], [4]. Implementations and reference materials for various radar signal processing algorithms are available from radar device manufacturers as well as the MATLAB Radar Toolbox [50] and the open-source OpenRadar Python package [51].

### XI. SUMMARY AND CONCLUSIONS

This paper presents a systematic review of the fundamental operating principles and the DFT-based signal processing techniques for the state-of-the-art TDM MIMO FMCW mmWave radars. The 3D Fourier transform methods for range processing, Doppler processing, and angle processing are presented in details using a consistent analytical framework. We have also included detailed derivations and explanations of the resolution and unambiguous estimation limits for range, velocity, and angle. Implementation and processing techniques for the TDM MIMO radars have been presented in details, including compensation of the velocity-induced phase shift that is unique to the TDM MIMO radars. Both simulation and experimental results are presented to validate the analytical derivations and analysis. The effects of the number of virtual receivers and the phase compensation technique are demonstrated through various simulation and experimental results. We have also presented a brief review of the related works to help guide readers in further exploration of the latest automotive radar technologies.
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