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Steric or attractive interactions among reactants or between reactants and inert crowders can substantially influence the total rate of a diffusion-influenced reaction in the liquid phase. However, the role of the product species, that has typically different physical properties than the reactant species, has been disregarded so far. Here we study the effects of reactant–product and product–product interactions as well as asymmetric diffusion properties on the rate of diffusion-controlled reactions in the classical Smoluchowski-setup for chemical transformations at a perfect catalytic sphere. For this we solve the diffusion equation with appropriate boundary conditions coupled by a mean-field approach on the second virial level to account for the particle interactions. We find that all particle spatial distributions and the total rate can change significantly, depending on the diffusion and interaction properties of the accumulated products. Complex competing and self-regulating (homeostatic) or self-amplifying effects are observed for the system, leading to both decrease and increase of the rates, as the presence of interacting products feeds back to the reactant flux and thus the rate with which the products are generated.

I. INTRODUCTION

Diffusion-controlled or diffusion-influenced reactions in the liquid phase constitute fundamental processes in physical (bio)chemistry, such as colloidal coagulation, protein association, and enzyme or nanoparticle-based catalysis, just to name a few. Since the pioneering works of Smoluchowski, Debye and Collins and Kimball, a number of milestone papers have substantially extended and improved the theory of diffusion-influenced reactions in various directions, as summarized in seminal reviews. Triggered by the more recent developments in our understanding of the biophysics of the cell as well as the modern synthesis of complex nanoscale systems for catalysis, a stronger focus has been targeted in the last years on interaction and crowding effects in molecular reactions. Reaction rates as well as the availability of reactants near catalytic sites are significantly modified by molecular crowding, which can be induced either by ‘inert’ macromolecules in the surrounding or by the reaction partners themselves. Simulations and more recent theoretical advances have shown that details are complex and depend on the type of reaction, size and packing fraction of crowders, and in particular the interaction types between crowders and reactants, see for instance some of the recent representative works in this direction.

In that respect an important factor that has been little considered so far is that in the case of chemical molecular reactions product species are generated, usually right at the immediate vicinity of an enzyme or a nanoparticle that catalyzes the reaction. If the transformation rate is large, naturally products will locally accumulate and may interfere with the reactants’ approach for simple steric interaction reasons. This effect will be amplified in crowded environments such as the biological cell where the products’ diffusion away from the catalyst is hindered by nearby macromolecules. This may be additionally enhanced for enzymes or related synthetic catalysts where the catalytic sites are often highly local or even buried, leading to strong confinement of the products. That such a product accumulation might lead to a ‘product inhibition’, that is, a negative feedback on the reaction due to steric hindrance of the reactants by crowding products, has been realized already decades ago. However, the investigation and theoretical description of these effects has been unfortunately stopped already on a very phenomenological level within the standard macroscopic Michaelis–Menten framework without specifying any molecular mechanism modes for the inhibition.

Regarding molecular interactions between reactants and products one has to realize that in general the physical properties of those can be very different. Consider, for instance, the redox reaction of a couple R and P, where R − ne− → P, with n electrons transferred between the redox couple. In that case reactant (R) and product (P) have different electrostatic charge states and therefore different diffusion and interaction properties. In particular, the cross-interaction may be highly non-additive, for instance, while the interaction may be repulsive between (say like-charged) particles of the same kind, it would be attractive for different particles carrying the opposite sign of charge. Other examples of many are splitting or substitution reactions changing significantly the size or polarity of a transformed molecule. In fact this asymmetry between reactants and products has led to substantial works in the field of scanning electrochemical microscope and voltammetry. Here, experiments and theoretical treatment on the Poisson–Nernst–Planck level...
of the diffusion-limited transport in planar confinement driven by potential gradients showed that redox couples with unequal diffusion coefficients have dramatic effects in the transient and steady-state behavior of the currents, especially for electrochemical detections at strongly confining nanoelectrodes.\textsuperscript{13}

Our work is mostly motivated by the current rapid developments in the catalysis by nanoparticles in the liquid phase.\textsuperscript{55,56} Nanoparticles of various metals and metal oxides can be now well shaped and engineered, e.g., by controlled etching or the inclusion of defects, for an optimized desired function. Furthermore they can be functionalized, e.g., by organic molecules and polymers to capture reactants and increase their local densities for the reaction. In particular, in an important line of developments stimuli-responsive shells synthesized by thermosensitive polymer architectures (brushes, networks or hydrogels) are employed, which surround the nanoparticles or embed them.\textsuperscript{55,56,11,12,23,24} The physicochemical properties of these polymeric shells can be controlled by external stimuli, such as temperature, pH, or cosolvent addition, and with that the partitioning and mass transport of the reactants to the catalytic sites are highly selective and tunable. Polymers, reactants, and products present a quite crowded environment in the vicinity of the catalyst, and highly cooperative, even feedback-induced phenomena due to interactions are expected. A better understanding of these effects towards more rational design of those ‘nanoreactor’ systems might allow in future the development of programmable nanocatalysts or adaptive ‘colloidal enzymes’.

The simplest models of diffusion-controlled reactions are typically described by the classical Debye–Smoluchowski setup where a central spherical catalyst of radius $R$ catalyzes the conversion from reactants to products, cf. the sketch in Fig. 1.\textsuperscript{11} The governing equations for the dynamics of the particle densities can be derived by a popular form of classical dynamic density functional theory (DDFT)\textsuperscript{10,14}
\[
\frac{\partial \rho_i}{\partial t} = \nabla \cdot \left[ D_i(r) \rho_i(r,t) \nabla \frac{\beta \delta F[\rho]}{\delta \rho_i} \right], \tag{1}
\]
where $\beta = 1/k_B T$, with $k_B$ denoting Boltzmann’s constant, $T$ is the absolute temperature of the system, and the index $i = 1, 2$ labels the reactant and product particle species, respectively. The $\rho_i(r,t)$ are the particle distribution with radial distance $r$ to the catalyst center. The $D_i(r)$ are the in general position-dependent diffusion constants. We approximate the system (Helmholtz) free
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\caption{Sketch of the reactants (red particles) and products (blue particles) around a catalytic nanoparticle of radius $R$.}
\end{figure}
energy functional $\mathcal{F}[\rho]$ in our treatment by a local density approximation on the $B_2$-level of a virial expansion\cite{10,110}

$$\beta \mathcal{F}[\rho] = \beta \mathcal{F}_{\text{id}}[\rho] + \sum_{i,j} \int d^3 r \rho_i(r) \rho_j(r) B_2^{ij}$$

$$+ \sum_{r} \int d^3 r \beta V_{\text{ext}}^i(r) \rho_i(r). \quad (2)$$

The first term on the r.h.s. of Eq. (2) is the ideal gas term. The second one is the excess term constituted by the local approximation of particle interactions on the $B_2$-level. The third one corresponds to the external field, in our case generated solely by the central catalytic sphere which we model as a reactive hard sphere. From the functional derivative we arrive at

$$\frac{\beta \delta \mathcal{F}[\rho]}{\delta \rho_i} = \ln(\rho_i \Lambda^3) + 2 B_2^{ij} \rho_i + 2 B_2^{ij} \rho_j + \beta V_{\text{ext}}^i(r). \quad (3)$$

Hence, the DDFT equation yields for the time-dependent evolution of the profiles

$$\frac{\partial \rho_i}{\partial t} = \nabla \cdot \left[ D_i(r) \rho_i(r,t) \left( \frac{\nabla \rho_i}{\rho_i} + 2 B_2^{ij} \nabla \rho_j + 2 B_2^{ij} \nabla \rho_j + \nabla V_{\text{ext}}^i(r) \right) \right]. \quad (4)$$

Assuming a constant diffusion in space in the steady-state, i.e., $\partial \rho_i/\partial t = 0$, and explicitly writing in spherical coordinates, we finally find

$$0 = \frac{\partial}{\partial r} \left( r^2 \frac{\partial \rho_i}{\partial r} \right) + \frac{\partial}{\partial r} \left[ r^2 \left( 2 B_2^{ij} \frac{\partial \rho_i}{\partial r} + 2 B_2^{ij} \frac{\partial \rho_j}{\partial r} + \frac{\partial \beta V_{\text{ext}}^i}{\partial r} \right) \right]. \quad (5)$$

Therefore, the coupled equations lead to

$$\frac{C_1}{r^2} = \frac{\partial \rho_1}{\partial r} + \rho_1 \left( 2 B_2^{11} \frac{\partial \rho_1}{\partial r} + 2 B_2^{12} \frac{\partial \rho_2}{\partial r} + \frac{\partial \beta V_{\text{ext}}^1}{\partial r} \right) \quad (6)$$

for the reactants, and

$$\frac{C_2}{r^2} = \frac{\partial \rho_2}{\partial r} + \rho_2 \left( 2 B_2^{22} \frac{\partial \rho_2}{\partial r} + 2 B_2^{12} \frac{\partial \rho_1}{\partial r} + \frac{\partial \beta V_{\text{ext}}^2}{\partial r} \right) \quad (7)$$

for the products. $C_1$ and $C_2$ are integration constants that we obtain by applying the boundary conditions

$$\rho_1(R) = 0 \quad \text{and} \quad \rho_1(\infty) = \rho_0 \quad (8)$$

and

$$\frac{\partial \rho_2}{\partial r} \bigg|_{r=R} = - \frac{D_1}{D_2} \frac{\partial \rho_1}{\partial r} \bigg|_{r=R} \quad \text{and} \quad \rho_2(\infty) = 0, \quad (9)$$

that is, we take the Smoluchowski limit of diffusion-controlled reactions (i.e., every reactant that arrives at the catalyst surface will be immediately transformed into a product), with opposite fluxes of reactants and products at the catalyst surface. $D_1$ and $D_2$ are the in general different and constant diffusion coefficients of reactants and products, respectively. We also assume the infinite-dilution limit of the catalysts and with that the reactant density in bulk, $\rho_0$, can be held constant while the products dilute away to zero far away from the catalyst. Hence, the total rate can be calculated as

$$k_{\text{tot}} = 4 \pi R^2 D_1 \frac{\partial \rho_1}{\partial r} \bigg|_{r=R}. \quad (10)$$

If reactants and products do not interact with each other (or between themselves), all second virial coefficients vanish $B_{ij}^2 = 0$ (while higher order coefficients have been neglected anyway). Thus, with the here used hardcore potential for $V_{\text{ext}}^i$, the total reaction rate becomes the classical Smoluchowski limit $k_{\text{tot}}^S = 4 \pi D_1 R \rho_0$.

Let us also discuss some simple analytical limits. If only the reactant–product interaction is non-zero, i.e., $B_{11}^1 = B_{22}^2 = 0$, while $B_{12}^1 \neq 0$, it is easy to show that the following analytical solutions for the steady-state reactant and product density profiles around the catalyst are valid for small values of $B_{12}^{12} \rho_0$, that is, low density or weak interactions,

$$\rho_1(r)/\rho_0 \approx 1 - \frac{R}{r} \left[ 1 + \frac{D_1}{D_2} B_{12}^{12} \rho_0 \left( 1 - \frac{R}{r} \right) \right], \quad (11)$$

$$\rho_2(r)/\rho_0 \approx \frac{D_1}{D_2} \frac{R}{r} \left[ 1 + B_{12}^{12} \rho_0 \left( \frac{R}{r} - 2 \frac{D_1}{D_2} \right) \right]. \quad (12)$$

In this case, the total reaction rate can be approximated as

$$\frac{k_{\text{tot}}}{k_{\text{tot}}^S} \approx 1 - \frac{D_1}{D_2} B_{12}^{12} \rho_0, \quad (13)$$

which demonstrates already the leading order effects of interaction and asymmetric diffusion on the total rate.

If only the product–product interaction is non-zero, i.e., $B_{11}^1 = B_{22}^2 = 0$, while $B_{12}^{12} \neq 0$, the steady-state product density profile around the catalyst takes the following analytical form valid for small values of $B_{12}^{12} \rho_0$,

$$\rho_2(r)/\rho_0 \approx \frac{D_1}{D_2} \frac{R}{r} \left[ 1 + \frac{D_1}{D_2} B_{12}^{12} \rho_0 \left( \frac{R}{r} - 2 \frac{D_1}{D_2} \right) \right]. \quad (14)$$

To access the full solutions, we solve the coupled Eqs. (6, 7) numerically in a self-consistent fashion. For this, a Mathematica-script was written utilizing the program-internal function NDSolve. This function also allows for the inclusion of unknown parameters (in our case the integration constants $C_1$ and $C_2$), which are returned together with the solution. The function NDSolve solves the system of coupled ordinary differential equations using the Livermore Solver for Ordinary Differential Equations\cite{22}.
In order to define the dimensionless interaction parameters independent from the reactant bulk density, we conveniently use the scaled values \( B_2^{ij} / \sigma^3 \), where \( \sigma \) is the effective reactant size. The relation between \( \rho_0 \) and \( \sigma^3 \) is given through the definition of a reactant packing fraction in the bulk via \( \phi_0 = \pi \rho_0 \sigma^3 / 6 \). In all following calculations, we keep the reactant bulk volume fraction fixed at \( \phi_0 = 0.08 \). This choice is somewhat arbitrary but represents a moderately dense regime where interactions play a role but is dilute enough so that the theory – on a two-body mean-field level – is still applicable within its approximations. In real experiments the local particle densities will depend very specifically on the particular system properties where they would be enhanced by local confinement, such as in buried sites or near crowding macromolecules and/or the favorable partitioning by catalyst carrier systems. To keep our analysis on the simplest possible level to exemplify all the new effects, we consider the reactants to be ideal among themselves, i.e., \( B_2^{11} = 0 \), in all cases. Only the influence of varying the cross-interaction, expressed by \( B_2^{12} \), and product–product interactions \( B_2^{22} \) will be investigated, as well as variations of the diffusion ratio between products and reactants, \( D_2 / D_1 \).

III. RESULTS AND DISCUSSION

In Fig. 1, we first show the steady-state density profiles of reactants, \( \rho_1 (r) \), and products, \( \rho_2 (r) \), around the catalyst for different ratios of the diffusion constant, \( D_2 / D_1 \), while all interactions are vanishing, that is, all interaction parameters \( B_2^{12} = B_2^{11} = B_2^{22} = 0 \). In this ideal limit the density profiles Eqs. (11)–(12) further simplify to

\[
\rho_1 (r) / \rho_0 = 1 - \frac{R}{r}, \tag{15}
\]

and

\[
\rho_2 (r) / \rho_0 = \frac{D_1 R}{D_2} \frac{1}{r}. \tag{16}
\]

We make the following interesting observations. First, and as expected, in this non-interacting case the reactant density profile does not depend on the diffusion coefficient of reactants and products. However, the product density depends on the ratio of the diffusion constants. In the symmetric limit, \( D_2 = D_1 \), the product density at the catalyst surface equals the bulk density of reactants, \( \rho_2 (R) / \rho_0 = 1 \). Also, the sum of the local concentrations of reactants and products \( \rho_1 (r) + \rho_2 (r) = \rho_0 \) everywhere. If \( D_2 > D_1 \), then \( \rho_2 (R) / \rho_0 < 1 \). In this case, the sum of the local concentrations of reactants and products \( \rho_1 (r) + \rho_2 (r) < \rho_0 \) and is different at every distance \( r \). Vice versa, if \( D_2 < D_1 \), then \( \rho_2 (R) / \rho_0 > 1 \) and \( \rho_1 (r) + \rho_2 (r) > \rho_0 \) is not constant. The latter scenario gives rise to an accumulation of products at the vicinity of the catalyst which can be regarded also in some sense as a ‘product crowding’. Hence, we conclude from this simple example that already different mobilities of products and reactants lead to structural redistributions in the steady-state profiles which will naturally have influences on the fluxes and rate in interacting systems, as already known for currents of redox couples at nanoelectrodes.

In the next step we present in Fig. 2 the steady-state density profiles of products, \( \rho_2 (r) \), around the catalyst for different \( B_2^{22} \) values (different solid colored lines) with \( B_2^{11} = B_2^{12} = 0 \) and \( D_2 = D_1 \). The dashed lines stand for the approximate analytical solutions given by Eq. (14).

In Fig. 3 we now show the steady-state density profiles of reactants, \( \rho_1 (r) \), around the catalyst for different \( B_2^{12} \) values (different solid colored lines) with \( B_2^{11} = B_2^{12} = 0 \) and \( D_2 = D_1 \). In other words, the system is symmetric and self-interactions are absent, only...
a cross-interaction between reactants and products is established. The corresponding product profiles, $\rho_2(r)$, are displayed in the inset to Fig. 3. We find that for attractive (repulsive) reactant–product interactions $B_2^{12} < 0$ ($B_2^{12} > 0$), the reactant concentration in the vicinity of the catalyst is increased (reduced) with respect to the non-interacting case ($B_2^{12} = 0$). The reason is that the naturally large density of products in the vicinity of the catalyst overall attracts ($B_2^{12} < 0$) or repels ($B_2^{12} > 0$) the reactant distribution. This will consequently lead to an increase (or decrease) of the production rate, as shown explicitly further below. In turn, for attractive (repulsive) reactant–product interactions thus also the product concentration in the vicinity of the catalyst is increased (reduced) with respect to the non-interacting case ($B_2^{12} = 0$). Hence, the ubiquitous presence of crowding or attracting products not only changes the reactant distributions (like inert crowders, e.g.,[11][12][13]) but necessarily has interesting feedback effects, coupling product generation back to the reactant flux. This leads to homeostatic, i.e., self-regulating effects for repulsive cross-interaction (due to negative feedback) and self-amplification for attractive cross-interactions (due to positive feedback), as can be seen from the much bigger effects for the $B_2^{12} < 0$ case (blue lines).

In Fig. 4 we combine the results from Figs. 2 and 3 to present the steady-state product density right at the catalyst surface, $r = R$, and extend them to a larger range of reactant–product and product–product interactions. As we see, the product concentration (implicitly reflecting the qualitative behavior of the production rate, see further below) can be tuned by the various choices of interaction parameters and diffusion constants by one order of magnitude, ranging from 1/5 of the reactant bulk concentration up to 5 times the bulk concentration.

This brings us to the discussion of the influence of the interaction and diffusion properties on the total reaction rates: In Fig. 5 we show the total reaction rate normalized by the ideal Smoluchowski rate, $k_{\text{tot}}/k_0^D$, as a function of the reactant–product interaction parameter, $B_2^{12}$, for different $B_2^{33}$ values with $D_2 = D_1$, and $B_2^{11} = 0$. Inset: Again $k_{\text{tot}}/k_0^D$ is plotted versus $B_2^{11}$ but now for different $D_2/D_1$ values with $B_2^{11} = B_2^{22} = 0$. 
For different $B_{22}^{22}$ values with $D_2 = D_1$. Taking the ideal limit $k_{\text{on}}/k_{\text{off}} = 1$ as a reference, we observe that for all $B_{22}^{22}$ values the total rate decreases (increases) for increasing reactant–product repulsion $B_{12}^{12} > 0$ (attraction $B_{12}^{12} < 0$). This is in accordance with what we observed in the density profiles in Fig. 3. The flux of reactants at the catalyst surface increases (decreases) for attractive (repulsive) $B_{12}^{12}$ values. This effect is enlarged (diminished) if the products repel $B_{22}^{22} > 0$ (attract $B_{22}^{22} < 0$) each other, consistent with the product density trends close to the catalyst observed in Figs. 2 and 3. If $B_{22}^{22} > 0$ ($B_{22}^{22} < 0$), the product density in the vicinity of the catalyst increases (decreases) with respect to the $B_{22}^{22} = 0$ case, leading to an amplification (reduction) of the effects of the reactant–product interaction in comparison with the $B_{22}^{22} = 0$ case. We emphasize again the asymmetry in the cross-interaction effects: The attraction $B_{12}^{12}/\sigma^3 = -1$ leads to much larger effects due to self-amplification in the system, while $B_{12}^{12}/\sigma^3 = +1$ acts much smaller due to negative feedback. Note that if all the interaction parameters have the same value ($B_2^{11} = B_2^{12} = B_2^{22}$, dashed green line) for symmetric reactants and products, the total reaction rate retains the ideal Smoluchowski rate value.

Finally, in the inset to Fig. 5 we present the normalized total reaction rate again as a function of $B_{12}^{12}$ but for different $D_2/D_1$ values with $B_{22}^{22} = 0$, i.e., only cross-interactions are non-vanishing. Recall that, according to Fig. 1 if $D_2 < D_1$ ($D_2 > D_1$), the product concentration in the vicinity of the catalyst increases (decreases) with respect to the symmetric $D_2 = D_1$ case. If $D_2 < D_1$, the results are qualitatively similar than the ones for $B_{22}^{22} > 0$. This is as expected, since in both cases we increase the product density in the vicinity of the catalyzer, leading to an enhanced effect on the approaching reactants. Analogously, if $D_2 > D_1$, the results are similar than the ones for $B_{22}^{22} < 0$.

IV. CONCLUDING REMARKS

In summary, we have studied the effect of the ubiquitous presence of locally accumulated interacting products on the spatial distribution of reactants and products and the final rate of diffusion-controlled reactions at a central catalyst, using a simple form of a mean-field dynamic density functional theory. We considered implicitly in our treatment that reactants and products may have different physical properties (size, charge, etc.) which in general results into different diffusion and interaction behaviors, in particular exhibiting non-additive cross-interactions between reactants and products which we quantified by tunable second virial coefficients. Despite the simplicity of our model, we found complex and intriguing results due to the dynamical coupling of the particles fluxes by the interactions. Reaction rates and particle densities vicinal to the catalyst were found to significantly decrease or increase, depending on the combination of parameters. Most importantly, repulsive cross-interaction leads to product crowding effects accompanied by negative feedback and self-regulation of the rate. Attractive cross-interaction, on the other side, leads to positive feedback and the amplification of rates.

Related feedback-controlled scenarios are already known for enzymes, where reaction products can promote or inhibit the very reaction, for instance by allosteric back-associating with enzymes within the complex catalytic chain. Our scenario is a bit different as it is based on simple particle–particle interactions and applies in the case of local product accumulation whose effects up to now have been only very phenomenologically discussed. These effects are expected to be strong for products that find themselves locally confined after the reaction, for instance in buried catalytic sites or in the presence of crowders. The feedback by accumulated products to the reaction could be very relevant in the emerging field of nanoparticle catalysis where for instance metallic nanoparticles catalyze oxidation or reduction reactions of small molecules. We note that our virial formalism can be easily incorporated in transport equations dealing with less symmetrical problems including explicitly electrostatics, e.g., bimolecular reactions with or without interacting intermediate species, as well as with more complex boundary conditions and local external potentials that define the local partitioning of particles.

ACKNOWLEDGMENTS

The authors thank Matej Kanduč, Gregor Weiß, Yi-Chen Lin, and Matthias Ballauff for useful discussions. This project has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program (grant agreement no. 646659-NANOREACTOR).

1M. v. Smoluchowski, Z. Phys. Chem. 92, 129 (1917).
2P. Debye, Trans. Electrochem. Soc. 82, 265 (1942).
3F. C. Collins and G. E. Kimball, J. Colloid Sci. 4, 425 (1949).
4D. F. Calef and J. M. Deutch, Annu. Rev. Phys. Chem. 34, 493 (1983).
5O. G. Berg and P. H. von Hippel, Annu. Rev. Biophys. Biophys. Chem. 14, 131 (1985).
6S. A. Rice, Diffusion-Limited Reactions (Elsevier, Amsterdam, 1985).
7P. Hänggi, P. Talkner, and M. Borkovec, Rev. Mod. Phys. 62, 251 (1990).
8X. Zhou, G. Rivas, and A. P. Minton, Annu. Rev. Biophys. Chem. 37, 375 (2008).
9F. Höffling and T. Franosch, Rep. Prog. Phys. 76, 046602 (2013).
10D. Ridiwael and J. A. McCammon, J. Chem. Phys. 122, 184902 (2005).
11D. Ridgway, G. Broderick, A. Lopez-Campistrous, M. Ruáiní, P. Winter, M. Hamilton, P. Boulanger, A. Kovalenko, and J. M. Ellison, Biophys. J. 94, 3748 (2008).
12J. S. Kim and A. Yethiraj, Biophys. J. 96, 1333 (2009).
13J. S. Kim and A. Yethiraj, Biophys. J. 98, 951 (2010).
N. Dorsaz, C. De Michele, F. Piazza, P. De Los Rios, and G. Foffi, Phys. Rev. Lett. 105, 120601 (2010).

A. Zaccone, N. Dorsaz, F. Piazza, C. De Michele, M. Morbidelli, and G. Foffi, J. Phys. Chem. B 115, 7383 (2011).

A. Zaccone and E. M. Terentjev, Phys. Rev. E 85, 061202 (2012).

P. Piazza, N. Dorsaz, C. D. Michele, P. D. L. Rios, and G. Foffi, J. Phys.: Condens. Matter 25, 375104 (2013).

C. Eun, P. M. Kekenes-Huskey, and J. A. McCammon, J. Chem. Phys. 139, 044117 (2013).

P. M. Kekenes-Huskey, C. Eun, and J. A. McCammon, J. Chem. Phys. 143, 094103 (2015).

P. M. Kekenes-Huskey, C. E. Scott, and S. Atalay, J. Phys. Chem. B 120, 8696 (2016).

A. M. Berezhkovskii and A. Szabo, J. Phys. Chem. B 120, 5998 (2016).

C. Antoine and J. Talbot, Phys. Rev. E 93, 062120 (2016).

R. Samson and J. M. Deutch, J. Chem. Phys. 68, 285 (1978).

R. A. Alberty and G. G. Hammes, J. Phys. Chem. 62, 154 (1958).

K.-C. Chou and S.-P. Jiang, Scientia Sinica 27, 664 (1974).

V. Henri, C. R. Hebd. Seances Acad. Sci. 135, 216 (1902).

J. C. Gerhart and A. B. Pardee, J. Biol. Chem. 237, 891 (1962).

J.-M. Engasser and C. Horvath, Biochemistry 13, 3849 (1974).

A. Cornish-Bowden, FEBS Lett. 587, 2725 (2013).

J. March, Advanced Organic Chemistry: Reactions, Mechanisms, and Structure (Wiley, New York, 1985).

R. D. Martin and P. R. Unwin, J. Electroanal. Chem. 439, 123 (1997).

R. D. Martin and P. R. Unwin, Anal. Chem. 70, 276 (1998).

C. Amatore, C. Sella, and L. Thouin, J. Phys. Chem. B 106, 11565 (2002).

W. Hyk, A. Nowicka, and Z. Stojek, Anal. Chem. 74, 149 (2002).

W. Hyk, A. Nowicka, and Z. Stojek, Anal. Chem. 74, 4805 (2002).

D. Mampallil, K. Mathwig, S. Kang, and S. G. Lemay, Anal. Chem. 85, 6053 (2013).

D. Astruc, F. Lu, and J. R. Aranzaes, Angew. Chem. Int. Ed. 44, 7852 (2005).

P. Hervés, M. Pérez-Lorenzo, L. M. Líz-Marzán, J. Dzubiella, Y. Lu, and M. Ballauff, Chem. Soc. Rev. 41, 5577 (2012).

S. Wu, J. Dzubiella, J. Kaiser, M. Drechsler, X. Guo, M. Ballauff, and Y. Lu, Angew. Chem. Int. Ed. 51, 2229 (2012).

S. Angioletti-Uberti, Y. Lu, M. Ballauff, and J. Dzubiella, J. Phys. Chem. C 119, 15723 (2015).

M. Galanti, D. Fanelli, S. Angioletti-Uberti, M. Ballauff, J. Dzubiella, and F. Piazza, Phys. Chem. Chem. Phys. (2016).

R. Roa, W. K. Kim, M. Kanduč, J. Dzubiella, and S. Angioletti-Uberti, ACS Catal. 7, 5604 (2017).

U. M. B. Marconi and P. Tarazona, J. Phys.: Condens. Matt. 12, A413 (2000).

J.-P. Hansen and I. McDonald, Theory of Simple Liquids (Academic Press, London, 2006).

Wolfram Research, Inc., Mathematica, Version 10.0, Champaign, IL (2014).