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Abstract

Consider a variant of Tetris played on a board of width $w$ and infinite height, where the pieces are axis-aligned rectangles of arbitrary integer dimensions, the pieces can only be moved before letting them drop, and a row does not disappear once it is full. Suppose we want to follow a greedy strategy: let each rectangle fall where it will end up the lowest given the current state of the board. To do so, we want a data structure which can always suggest a greedy move. In other words, we want a data structure which maintains a set of $O(n)$ rectangles, supports queries which return where to drop the rectangle, and updates which insert a rectangle dropped at a certain position and return the height of the highest point in the updated set of rectangles. We show via a reduction from the Multiphase problem [Pătraşcu, 2010] that on a board of width $w = \Theta(n)$, if the OMv conjecture [Henzinger et al., 2015] is true, then both operations cannot be supported in time $O(n^{1/2-\epsilon})$ simultaneously. The reduction also implies polynomial bounds from the 3-SUM conjecture and the APSP conjecture. On the other hand, we show that there is a data structure supporting both operations in $O(n^{1/2} \log^{3/2} n)$ time on boards of width $n^{O(1)}$, matching the lower bound up to an $n^{o(1)}$ factor.
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Figure 1 Illustration of a few turns of the game.
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1 Introduction

Consider a game played on a board of a certain width \( w \), which has a wall on the bottom, left and right side but extends on the top as far as we wish. The game goes like this: at each turn, we are given a rectangle of arbitrary integer height and arbitrary integer width (as long as it fits on the board), and we let it drop on the other rectangles (or the bottom of the board) from above starting at the horizontal position of our liking. This is not unlike the basic rule of the famous game Tetris, but instead of having tetrominoes (pieces made of four orthogonally connected unit squares), we have rectangular pieces made of any number of unit squares. See Figure 1 for an example of a possible execution of the game.

Now, our goal as the rectangle droppers is to have the rectangles be as low as possible (in Tetris, once a certain height is reached, it means game over!). There are of course various clever strategies and heuristics which could be adopted here. But assume without loss of plausibility that we (the authors) are greedy, and as greedy players we want to adopt the following strategy: at every turn, we let the rectangle drop at a horizontal position which will minimize its vertical position, with no care for the future rectangles we might be given. The question we seek to answer is: how long do we need to think in each turn when adopting this strategy? Here we assume, with a not-so-insignificant loss of plausibility, that we are as powerful as a word-RAM machine. In particular, all conjectures, cited results and claims in this paper are for the word-RAM model with words of length \( \Theta(\log n) \), although some carry over to other popular models. All integers appearing in any problem or procedure in this paper have a binary representation of \( O(\log n) \) bits.

Let us formalize this problem with the following definition.

\[ \text{Definition 1. A Rectangle Dropping Data Structure (RDSS) maintains a set of } O(n) \text{ independent } 1 \text{ axis-aligned rectangles in the plane with integer coordinates, lying on or above the } x \text{-axis and between the vertical lines } x = 0 \text{ and } x = w, \text{ and allows the following:} \]

- \( \text{(Preprocessing)} \) Initialize an empty RDSS containing no rectangle.
- \( \text{(Update)} \) Given an axis-aligned rectangle \( R \) and a non-negative integer \( x_d \), drop \( R \) with left border at \( x \)-coordinate \( x_d \) (here we assume that \( R \) and \( x_d \) are such that \( R \) will lie between the lines \( x = 0 \) and \( x = w \)).
- \( \text{(Query)} \) Given an axis-aligned rectangle \( R \), return the position where \( R \) must be dropped to end up as low as possible (or one such position if it is not unique) as well as the height of the highest point in the set of rectangles which would result from that move.

Note that an RDSS is actually a bit more powerful than what we need to follow the greedy strategy, as this data structure does not force us to play greedily at each turn, but provides a way to suggest a greedy move at every turn. As no one likes to be forced to do anything (even when the thing in question is what we would have done of our own volition), we will study this variant of the problem. Our results could however be adapted to the case where we can only perform updates corresponding to a greedy strategy.

We would like to give some bounds on the time needed to perform the operations of an RDSS. Because in practice it seems hard to prove good lower bounds on the time needed to solve computational problems, one popular approach (dating back to the seminal works of Cook [26] and Karp [54]) has been to show the hardness of some problem assuming the conjectured hardness of some other “key problem” (this constitutes what is called a conditional lower bound). This approach, when dealing with specific polynomial bounds (in

\[ ^1 \text{We say two rectangles are independent when their interiors do not intersect.} \]
contrast to showing the NP-hardness of a problem (for example) is part of a field of study
known today as fine-grained complexity (see e.g., introductory surveys by Bringmann [20]
and V. V. Williams [94]). Some of these key problems are the 3-SUM problem, All-Pairs-
Shortest-Paths (APSP), Boolean Matrix Multiplication (BMM), Triangle Detection in a
graph, Boolean Satisfiability (SAT) and the Orthogonal Vectors problem (2OV).

The use of such approaches for data structures solving dynamic problems was pioneered
by Pătraşcu [78]. In particular, he introduced the so-called Multiphase problem and showed
that it can be fine-grained reduced to many dynamic problems. He also showed that assuming
the famous 3-SUM problem is hard, there are polynomial lower bounds to how fast the
Multiphase problem can be solved, which in turn implies polynomial lower bounds for the
dynamic problems which it reduces to. There has since been much work on conditional lower
bounds for dynamic problems [1, 2, 3, 5, 6, 7, 15, 16, 17, 24, 31, 43, 44, 53, 57, 58, 77, 90, 95].
We mention some of the expansions on Pătraşcu’s work relevant to this paper in Section 2.1.
In a previous paper by the authors [32], Pătraşcu’s work and these expansions were exploited
to obtain conditional polynomial lower bounds for a variety of dynamic geometric problems.
The lower bounds obtained here were inspired by this previous work.

After reviewing the Tetris literature in Section 1.1, and the definitions of the hardness
conjectures in Section 2, we reduce the Multiphase problem to the conception of an efficient
RDDS in Section 3, implying that under the OMv conjecture [43], any RDDS requires
essentially $n^{1/2}$ time per operation. This reduction also implies (weaker, but still polynomial
assuming an empty RDDS can be initialized quickly) lower bounds from the 3-SUM conjecture
and the APSP conjecture (see Section 2.1 for definitions of these hardness conjectures). We
also give in Section 4 a data structure matching the lower bound obtained from the OMv
conjecture (up to an $n^{o(1)}$ factor).

1.1 Related work

Tetris, created in 1984 by Alexey Leonidovich Pajitnov of the Dorodnitsyn Computing
Centre of the Soviet Academy of Science, was one of the greatest inventions of the USSR,
one that was widely embraced by the citizens of both the Warsaw Pact and NATO as well
as non-aligned countries. In the computer science literature, the allure of Tetris has been
irresistible, with works using Tetris found in virtually every subdiscipline.

One might be tempted to begin reviewing the literature with the paper whose title is
the one single word “Tetris” [96]. However, one will quickly realize that the Tetris that they
speak of is not the game so beloved by humanity, but rather “Tetris is an Asynchronous
Byzantine Fault Tolerance consensus algorithm designed for next generation high-throughput
permission and permissionless blockchain.”

As for the game itself, the most research in the computer science community, unsurprisingly,
is about getting computers to play Tetris. There, Tetris has been used as a research tool more
often than any other video game [75] and has been subjected to just about every machine
learning and artificial intelligence paradigm [4]. However, success is far from guaranteed, as
The Unsuitability of Supervised Backpropagation Networks for Tetris shows [60].

Researchers have discovered that in addition to computers, humans can also play Tetris.
They have studied how humans interact as they play Tetris and how this relates to primate
socialization in general, observing that “baboon social intelligence contrasts both with that
of Tetris players and human infants, because both have the ability to provoke epistemic
effects” [27]. Other human angles have been studied as well, including studying styles of play
[18, 55], humanity’s suboptimal choices [80], eye movement while playing [51, 61, 62, 85],
and how champion Tetris players play, including the relationship between Hick’s Law and
expertise [64], and social exertion [67]. Tetris has been used as well to develop a model of cognition [91]. Additionally, a “Brain Computer Interface (BCI) game that is inspired [by] the Tetris game” was created where they perform experiments with children with attention deficit and hyperactivity disorder (ADHD) [76] (see also [59, 74]).

Several kinds of researchers have worked on helping humans to play Tetris better [68] and addressed the all-important work on the influence of the tempo of the music one listens to while playing Tetris on the score [47, 48, 49]. Other researchers worked to study human performance in Tetris, including the elements that can be used to predict whether a human will become a Tetris master [8, 41, 63, 81, 82]. The issue of dynamically adjusting the difficulty of the game has also been the subject of study [9, 10, 65, 66, 84].

One great step in the development of Tetris was the creation of a mobile version of “the stable and reliable game based on the mature game algorithm” [92]. Also of note was Pop-out Tetris [56] where they applied the “Fish Tank Virtual Reality technique to a commodity tablet” as well as an embedded system created for Tetris [72]. The long history of Tetris and its many implementations has led one group to study these implementations over time, deeming them “worthy of historical analysis” [52].

From an education perspective, Tetris was used by [25] to help students learn Chinese proverbs by putting Chinese characters on each Tetris block. Within mainstream computer science education, Tetris is a common subject of programming projects [73].

Tetris has also spawned its own fan fiction, which has been studied: “In [one work] there are also racial and gender complications, the story ending on a humorous note with an absurd twist, as in a Samuel Beckett play, when a message appears over the head of the disillusioned blocks: “Play again?”. It is obvious that in these stories the game of Tetris is an allegory for human life and behavior” [79]. From the point of view of a narrative, “An experiment was made with the game Tetris, showing that a control system designed around evaluation of player’s tension [makes] it possible to obtain an execution trace [close] to a narrative one” [33].

Following the immense success of cannabis legalization, Tetris has followed suit with Enhanced Tetris Legalization [28, 29, 30, 69].

A surprisingly active field has been the ability of a Tetris player to hide messages via gameplay [70, 71, 86, 87].

On the more theoretical side, it has been shown how to view the game through the lens of Krohn-Rhodes theory [50], how to use mixed integer programming to pack Tetris-like pieces in 3D [37], how to create Tetris boards with a given pattern [45], and how to generate polyominos [38]. In [13], they “propose a straight Coward algorithm to transform a Tetris-like game into its corresponding automaton.”

Closer to the topic of this paper is the algorithmic work relating to the complexity of playing Tetris. The starting point for this consists of results about the hardness of approximating various Tetris objectives (e.g. number of rows cleared, number of moves before reaching a certain height), even with foreknowledge of the entire sequence of pieces [19, 35, 36]. This work was generalized to show NP-completeness for \( k \)-ominos with \( k \geq 4 \), and surprisingly also show that it is NP-complete to clear the board even for \( k = 2 \) when rotations are not allowed [34]. These reductions were further tightened in [11, 12] to when the board is small and in [89] for the variant where you can rotate and then move down, but when no rotations are allowed after the block has begun to fall. The undecidability of whether a set of sequences of Tetris moves described by a regular language contains a sequence that results in an empty board has been proven [46]. While this all sounds very negative, a more positive outlook can be found in Why Most Decisions Are Easy in Tetris [83].
Unrelated to Tetris, the problem studied is a form of dynamic reverse range query [88]. In a standard range query one has a collection of objects which are preprocessed such that given a range, some question about the objects that intersect the range can be answered. The literature on range queries is immense, with variants depending on the type of objects, the type of ranges, and the specific queries (see, for example, the chapter on range queries in [40]). Classically, what is interesting is that for points and queries that ask how many points intersect the range, the answer is polylog for orthogonal queries and polynomial for non-orthogonal queries, assuming reasonable space. In a reverse range query, we are looking for the ranges that would give a certain result, and to provide the extreme such range under some measure; if there is only a single such reverse range query without parameters, this is interesting as a data structure only when the point set is changing dynamically.

For example, the classic problem of finding the smallest circle enclosing a set of points in the plane can be viewed as such a reverse range query, where one is searching for a circular range query that returns \( n \) points, and among all such queries is looking for the smallest one; in the dynamic case the best known data structure takes polylogarithmic time, even when deletions are allowed [22]. On the other hand, the best known data structure for maintaining the largest empty circle in a set of points (with center constrained to be inside a fixed triangle) takes time \( \tilde{O}(n^{7/8}) \) [21] (or \( \tilde{O}(n^{11/12}) \) when deletions are also allowed [22]).

For the case of finding (not necessarily axis-aligned) rectangular ranges enclosing all points, the best known data structure takes time \( \tilde{O}(n^{1/2}) \) to find the minimum-perimeter range and \( \tilde{O}(n^{5/6}) \) for the minimum-area range (also [21]). No conditional lower bounds are known for these problems, which remains a major open problem. In our case we are looking for a three-sided upwards-facing query that returns zero objects,\(^2\) and among all such queries to find the one that is as low as possible.

\(^2\) Although we have presented our results as a board containing rectangles, our upper and lower bounds also hold for points.

### 2 A few hardness conjectures

Let us quickly go over some of the key conjectures in fine-grained complexity which will be relevant here. The first, and arguably one of the earliest in the field (with the seminal work of Gajentaan and Overmars [39]), is the 3-SUM conjecture.

**Definition 2 (3-SUM conjecture).** The following problem (3-SUM) requires \( n^{2-o(1)} \) expected time to solve: given a set of \( n \) integers, decide if three of them sum up to 0.

The 3-SUM problem can be easily solved in \( O(n^2) \) time, and with a lot of effort this can be slightly improved, both for integer and real inputs [14, 23, 42].

The second problem we will mention is All-Pairs-Shortest-Path (APSP).

**Definition 3 (APSP conjecture).** The following problem (APSP) requires \( n^{3-o(1)} \) expected time to solve: given a weighted directed graph \( G \) with no negative cycles, compute the distance between every pair of vertices in \( G \).

Here, the fastest known algorithm runs in slightly subcubic time [93]. Both problems (3-SUM and APSP) are related in many ways (see e.g., [95]). One particular way in which they are related is that they both reduce in a fine-grained manner to the so-called Exact Triangle problem. In particular, if the following conjecture is false, then both the 3-SUM conjecture and the APSP conjecture are false.
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Conjecture 4 (Exact Triangle conjecture). The following problem (Exact Triangle) requires $n^{3-o(1)}$ expected time to solve: given a weighted graph $G$ and a target weight $T$, determine if there is a triangle in $G$ whose edge weights sum to $T$.

The following problem and the corresponding conjecture were introduced by Henzinger et al. [43] as a way to unify most known conditional lower bounds for dynamic problems under a single conjecture, and sometimes even strengthen the known bounds.

Definition 5 (Online Boolean Matrix-Vector Multiplication (OMv)). We are given an $n \times n$ boolean matrix $M$. We can preprocess this matrix, after which we are given a sequence of $n$ boolean column-vectors of size $n$ denoted by $v_1, \ldots, v_n$, one by one. After seeing each vector $v_i$, we must output the product $Mv_i$ before seeing $v_{i+1}$.

Conjecture 6 (OMv conjecture). Solving OMv requires $n^{3-o(1)}$ expected time.

2.1 Pătraşcu’s Multiphase Problem

The following problem was introduced by Pătraşcu [78] as a means to prove polynomial lower bounds for many dynamic problems.

Definition 7 (Multiphase Problem). In the Multiphase Problem, we are given a family $\mathcal{F} = \{F_1, \ldots, F_k\}$ of $k$ non-empty subsets of $\{1, 2, \ldots, m\}$, such that every element appears in at least one of the subsets. Let $n = m \cdot k$. We want to design a data structure $D$ which maintains a set of $O(n)$ objects and allows for the following:

- (Step 1) First, we read $\mathcal{F}$ and are allowed $O(t_1 \cdot n)$ expected time to initialize $D$.
- (Step 2) Then, we receive a subset $J \subset \{1, 2, \ldots, m\}$ and are allowed $O(t_2 \cdot m)$ expected time to modify $D$.
- (Step 3) Finally, we are given an index $1 \leq i \leq k$ and after $O(t_3)$ expected time we decide if $J \cap F_i \neq \emptyset$.

Pătraşcu conjectured that there exist constants $\gamma > 1$ and $\delta > 0$ such that if $k = \Theta(m^\gamma)$ then the Multiphase problem requires $t_1 + t_2 + t_3 \geq n^\delta$. While this is still unknown, he showed that this is true if we assume the 3-SUM conjecture. Specifically, he showed the following (taking $k = \Theta(m^{3/2})$).

Theorem 8 ([78]). Under the 3-SUM conjecture, the Multiphase Problem requires $t_1 + t_2 + t_3 \geq n^{1/7-o(1)}$.

The techniques of Pătraşcu also allow to have different trade-offs in the lower bounds for $t_1$, $t_2$ and $t_3$. His results have been expanded upon in different ways. On the one hand, Kopelowitz et al.[58] have tightened the reduction from 3-SUM to Set Disjointness (which is an intermediate problem in the reduction from 3-SUM to the Multiphase problem). Their results in particular imply the following:

Theorem 9 ([58]). Under the 3-SUM conjecture, for any $0 < \gamma < 1$, the Multiphase Problem requires

$$t_1 \cdot n + t_2 \cdot n + t_3 \cdot n^{1+\gamma} \geq n^{2\gamma/3-o(1)}.$$

Note that here we have expressed the bound in terms of $n = k \cdot m$ whereas Pătraşcu originally expressed his bound in terms of what we call $m$ in this paper.
On the other hand, the hardness of the Multiphase Problem has been shown from other hardness conjectures. Vassilevska Williams and Xu [95] have fine-grained reduced Set Disjointness to the Exact Triangle problem. Their result implies in particular that in the previous theorem, one can replace the 3-SUM conjecture by the Exact Triangle conjecture, giving the following.

Theorem 10 ([95]). Under the Exact Triangle conjecture (and in particular under either the 3-SUM conjecture or the APSP conjecture), for any $0 < \gamma < 1$, the Multiphase problem requires

$$t_1 \cdot n + t_2 \cdot n + t_3 \cdot n^{1+\gamma} \geq n^{2-2\gamma-o(1)}.$$ 

Better bounds can be obtained if we assume the OMv conjecture instead. Indeed, the work of Henzinger et al. implies the following.

Theorem 11 ([43]). Under the OMv conjecture, for any $0 < \gamma < 1$, if $t_1$ is at most polynomial in $n$ then the Multiphase Problem requires

$$t_2 \cdot n^{1-\gamma} + t_3 \cdot n^{\gamma} \geq n^{1-o(1)}.$$ 

3 Reduction from the Multiphase Problem

Theorem 12. If there exists an RDDS which maintains a set of $O(n)$ for boards of width $w = \Theta(n)$ with expected preprocessing time $t_p$, expected update time $t_u$ and expected query time $t_q$, then we can solve the Multiphase Problem with $t_1 = t_p/n + t_u$, $t_2 = t_u$ and $t_3 = t_q$. 

Figure 2 Illustration of the reduction from the Multiphase problem to RDDS. Notice that in Step 3, the striped green rectangle can only be dropped to lie at a height lower than 2 in a funnel which is not blocked and where there is no other green rectangle. Such a funnel corresponds to an element of $U$ which is both in $J$ and in $F_3$. 

![Figure 2](image-url)
Proof. Suppose we have such an RDDS and consider an instance $F$ of the Multiphase problem.

We perform Step 1 as follows (see Figure 2). Given a family $F = \{F_1, F_2, \ldots, F_k\}$ of subsets of $\{1, 2, \ldots, m\}$, we set the width of the board to $m \cdot (k + 1) = \Theta(n)$. For every $1 \leq j \leq m$, drop a rectangle of height $k + 1$ and width 1 with left border at $x = j(k + 1) - 1$. This defines $m$ regions of width $k$ on the board (between these rectangles and the borders), which we associate with the $m$ elements of the base set. Now for $j$ going from 1 to $m$ we create a sort of “funnel” structure in region $j$ as follows: for $i$ going from 1 to $k$, if $j \notin F_i$, drop a rectangle of height $k + 1 - i$ such that its right border is at $x = i + (j - 1)(k + 1)$, its bottom border is at $y = 0$ and its left border lies as far left as possible. All in all, we have inserted $n = O(k \cdot m)$ rectangles in $O(t_p + n \cdot t_u)$ expected time.

When given $J \subset \{1, 2, \ldots, m\}$ in Step 2, drop a rectangle of width $k + 1$ and height 1 with left border at $x = (j - 1)(k + 1)$ for every $1 \leq j \leq m$ such that $j \notin J$. This has the effect of “blocking” the regions which are not relevant in the next step, and costs $O(m \cdot t_u)$ expected time.

Finally, when given an index $i$ in Step 3, query the RDDS with a rectangle of width $k + 1 - i$ and height $k + 2$. It is easy to check that if there is some $j \in J \cap F_i$, then the bottom of such a rectangle can drop in the funnel corresponding to $j$ in such a way that its bottom lies at or below $y = k - i$ (so its top lies at or below $y = 2k + 2 - i$). On the other hand, if $J \cap F_i = \emptyset$, then the funnel of every region which was not blocked in the previous is too narrow at height $y = k + 1 - i$ for the rectangle to fall through. Thus, we can solve the Multiphase Problem with a single query in Step 3, costing $O(t_q)$ expected time.

This then implies the following:

**Theorem 13.** Under the Exact Triangle conjecture (and in particular under either the 3-SUM conjecture or the APSP conjecture), for any $0 < \gamma < 1$, an RDDS for boards of width $w = \Theta(n)$ requires

$$t_p + t_u \cdot n + t_q \cdot n^{\frac{1+\gamma}{1-\gamma}} \geq n^{\frac{2}{1-\gamma} - o(1)}.$$  

In particular, for $\gamma = 2/3$, we have

$$t_p/n + t_u + t_q \geq n^{1/5 - o(1)}.$$  

Moreover, if $t_p$ is at most polynomial in $n$, then under the OMv conjecture, for any $0 < \gamma < 1$ we have

$$t_u \cdot n^{1-\gamma} + t_q \cdot n^\gamma \geq n^{1-o(1)}.$$  

In particular, for $\gamma = 1/2$, we have

$$t_u + t_q \geq n^{1/2 - o(1)}.$$  

Note that, as mentioned in the introduction of the paper, with some care this reduction could be adapted to the case where a query is always followed by an update dropping the rectangle at the returned position, and no other updates are allowed (i.e. we are forced to always follow the suggested greedy strategy). This can be done by creating “notches” of different widths and heights at the top of the rectangles delimiting the different funnels, so that in Step 2 the funnel over which a rectangle is dropped can be chosen by specifying the width of the rectangle. In particular we could get the same bound from the OMv conjecture.
It could also be adapted to the case where we are allowed to rotate the rectangles before dropping them, by stretching all the rectangles enough horizontally so that rotating them is never advantageous (here we would need to consider boards of larger than linear width).

As rectangles are a special case of polyominoes, all these reductions hold also for arbitrary polyominoes of size $O(n)$.

4 A near optimal data structure

The previous section shows that if we want to follow the greedy strategy, then we cannot always make a move very quickly. While this at least gives us a pretty good excuse for our slow plays, let us now focus on the positive side and prove that we can match this lower bound up to an $n^{o(1)}$ factor.

▶ Definition 14. Given a finite set $S$ of axis-aligned rectangles in the plane lying on or above $x$-axis, the skyline of $S$ is the union of the top, left and right boundaries of the region $B$ obtained as follows:

- extend the bottom of every rectangle in $S$ so that its bottom lies on the $x$-axis;
- let $B$ be the union of all these newly-obtained rectangles.

The left staircase of $S$ consists of the parts of the skyline of $S$ visible from the point at $(-\infty, 0)$. Similarly, the right staircase of $S$ consists of the parts of the skyline of $S$ visible from the point at $(+\infty, 0)$.

Notice that starting with a set of $n$ independent axis-aligned rectangles, its skyline is a set of curves consisting of at most $4n - 1$ axis-aligned segments, while the left and right staircases each consist of at most $n$ vertical segments. Moreover, the skyline contains all the information needed to know how far we can drop a rectangle of a certain width.

To get an RDDS with $n^{1/2}$ update and query time, up to a polylogarithmic factor, we will maintain the skyline, left and right staircases of our set of rectangles, broken into at most $O(n^{1/2})$ chunks each consisting of a sequence of roughly $n^{1/2}$ segments appearing consecutively on the skyline.

To start, it is an easy exercise to show the following via a simple plane sweep.

▶ Lemma 15. Given a set of $n$ independent axis-aligned rectangles, one can construct its skyline, left and right staircase in $O(n \log n)$ time (where we store the segments appearing in each in order of appearance left to right in three distinct arrays).

Now, instead of looking for how low we can drop a rectangle of a given width, let us instead turn this question on its head and ask how wide of a rectangle we can drop if we want it to lie at or below a certain height $h$. If this is impossible, let’s say this maximum width is $(exploiting the fact that Theorem 11 already holds for the Multiphase problem where $k = m$).
0. Remember that we are still constrained by two vertical lines between which our rectangle needs to lie (otherwise, we could have our rectangle be as wide as we wish and simply drop it next to the existing rectangles). Two special cases arise: when the widest rectangle which can be dropped to height $h$ or below touches the left vertical line or when this rectangle touches the right vertical line. The maximum width of a rectangle corresponding to these cases can be determined in $O(\log n)$ time given the left and right staircase of the existing rectangles, simply by binary searching through both and finding where they meet the horizontal line $y = h$. What about the general case? Here we have the following.

▶ **Lemma 16.** Given the skyline of a set of $n$ rectangles, we can construct a data structure in $O(n \log n)$ with which given some height $h$, we can return the width and position of the widest rectangle which can be dropped at or below height $h$ in $O(\log n)$ time.

**Proof.** We will precompute the answer for all heights $h$ which correspond to some vertex in the skyline.

We start by computing for every height $h$, the widest rectangle which can be dropped so that its right-side touches a vertex at height $h$ on the skyline. We do this by traversing the skyline from left to right and maintaining the answer for the visited vertices in some data-structure allowing for $O(\log n)$ lookup and updates (some flavor of self-balancing binary search tree for example). When we reach some vertex $u$ at height $h$, we want to quickly determine how wide we can make a rectangle whose lower-right corner touches $u$ without it intersecting the interior of the skyline. Notice that this is the difference in $x$-coordinates between $u$ and the horizontally nearest neighbor to the left of $u$ which is strictly above $u$ (see Figure 4). If we store the previously visited vertices in a self-balancing binary search tree sorted by $y$-coordinate and store in every node of that tree the rightmost vertex in the corresponding subtree, we can get this information in $O(\log n)$ time. If this width is larger than the current largest width stored for height $h$, update it. Overall this procedure can be carried out in $O(n \log n)$ time.

Similarly by traversing the skyline from right to left we compute for every height $h$, the widest rectangle which can be dropped so that its left-side touches a vertex at height $h$ on the skyline.

Then, for every height $h$ corresponding to some vertex, the widest rectangle that can drop at or below height $h$ is the maximum width of a rectangle touching a vertex at height $h'$ for all $h' \leq h$. We can compute this for all relevant $h$, as well as the corresponding location where a rectangle should be dropped, in linear time given the information we have already computed. We store this information in a binary search tree ordered by $h$. Now given any height (not necessarily corresponding to a vertex of the skyline), we can determine in $O(\log n)$ how wide a rectangle can be dropped at or below that height (and where to drop it) by looking in the binary search tree for the largest stored height no larger than $h$. ◄
We are now ready to break the skyline into chunks to make a data structure which supports insertions.

**Theorem 17.** There is a data structure which maintains a set of $O(n)$ independent axis-aligned rectangles in the plane, lying on or above the $x$ and between the vertical lines $x = 0$ and $x = w$, with $O((n \log n) \log n)$ construction time and which allows the following operations:

- **(Update)** Given an axis-aligned rectangle $R$ and a number $x_d$, drop $R$ at $x$-coordinate $x_d$ (here we assume that $R$ and $x_d$ are such that $R$ will lie between the lines $x = 0$ and $x = w$).
- **(Query)** Given a height $h$ return the widest rectangle which can be dropped to lie at height $h$, together with the position at which it needs to be dropped.

Updates can be supported in $O(n^{1/2} \log^{3/2} n)$ time and queries in $O(n^{1/2} \log^{1/2} n)$ time.

**Proof.** To build our data structure, we start by computing the skyline of the set of rectangles in $O(n \log n)$ time. We add to the skyline long vertical segments corresponding to the lines $x = 0$ and $x = w$. Then we break the skyline into $O((n / \log n)^{1/2})$ contiguous pieces, each consisting of a skyline having at most $2(n \log n)^{1/2}$ vertices. We also make sure that the number of vertices in any two consecutive chunks of skyline sums up to at least $(n \log n)^{1/2}$.

For each of those, we build the data structure of Lemma 16, the left and right staircase and compute the maximum height of a vertex. We store these data structures in a pointer list $L$, in left to right order. This costs a total time of $O((n / \log n)^{1/2} \cdot (n \log n)^{1/2} \log n) = O(n \log n)$.

Now, given a query height $h$, we proceed as follows. We query each of the small data structures in $L$ to find the maximum width of a rectangle which can be dropped at or below height $h$ over all of them. This costs $O((n / \log n)^{1/2} \log n) = O((n \log n)^{1/2})$ time. We are left to deal with rectangles which could span across multiple of these skyline chunks. Here we traverse $L$ with two pointers $p_1$ and $p_2$ in a “sliding window” fashion:

- We start with $p_1$ at the head of the list and $p_2$ its successor. While both have not reached the end of the list, we go through the following steps.
- If the maximum height of a vertex in the skyline chunk corresponding to $p_2$ is at or below $h$ and $p_2$ has not yet reached the tail of the list, we move $p_2$ to its successor in $L$.
- Otherwise, we find the widest rectangle which can be dropped at or below height $h$ and overlaps both skylines corresponding to $p_1$ and $p_2$ partially by binary searching through the right staircase corresponding to $p_1$ and the left staircase of $p_2$. Once this is done, we move $p_1$ over to $p_2$ and move $p_2$ to its successor (if $p_2$ has not yet reached the tail of the list).

By keeping track of the maximum width and the position it was encountered at throughout this procedure, they can be reported in $O((n / \log n)^{1/2} \log n) = O(n^{1/2} \log^{1/2} n)$ time.

Now, given a rectangle $R$ to drop at a given position, we first find all chunks of skyline in $L$ which will be completely covered by $R$ as well as the pointers $p_1$ and $p_2$ to the elements in $L$ corresponding to the skylines which overlap with the left and right border of $R$. By binary searching through the corresponding staircases and finding the maximum height of a vertex in the chunks which are covered by $R$ we can find out at which height it will end up. Notice that the skylines which are covered by $R$ are no longer relevant at this point, so we can ignore the corresponding data structures in $L$ by moving the successor pointer of $p_1$ so that it points to $p_2$. We now rebuild the data structure $p_1$ points to, including the rectangle $R$, as well as the one $p_2$ points to, excluding all parts of the skyline covered by $R$. If this causes any of the two skylines to have more than $2(n \log n)^{1/2}$ vertices, we can simply divide it in approximate halves and rebuild the two corresponding data structures from scratch in $O((n \log n)^{1/2} \cdot \log n)$ time each. If two consecutive skylines have fewer than $(n \log n)^{1/2}$ vertices together, merge
them and rebuild the corresponding data structure from scratch in $O((n \log n)^{1/2} \cdot \log n)$ time. These divisions and merges can happen at most twice for a given update, and ensure that we always have $O((n / \log n)^{1/2})$ small data structures storing $O((n \log n)^{1/2})$ vertices each. The total cost of an update is then $O((n / \log n)^{1/2} + (n \log n)^{1/2} \cdot \log n) = O(n^{1/2} \log^{3/2} n)$. \hfill ◀

Given such a data structure, we can solve our original question. We keep track of all the $O(n)$ possible heights a rectangle could be dropped at, and when given a rectangle of a certain width, we do a binary search through all possible heights to find the lowest height which will accommodate a rectangle of that width. This increases the query time by a factor of $O(\log n)$, giving the following:

\begin{itemize}
  \item \textbf{Theorem 18.} There is an RDDS with $O(n \log n)$ construction time which supports queries and updates in $O(n^{1/2} \log^{3/2} n)$ time.
\end{itemize}

This result applies even in the case where the RDDS is not necessarily initialized with an empty set of rectangles. Considering the lower bound from the OMv conjecture given in the previous section, this is likely close to optimal (although we have not made a big effort to optimize the polylogarithmic terms in the runtime). If one were to face an opponent playing the game with a sub-polynomial speed advantage over this data structure, we venture to guess this could be mitigated by an appropriate amount of distraction and foul play.

---
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