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Abstract

In this note, we present a substantial improvement on the computational complexity of the Erdős-Szekeres partitioning problem and review recent works on dynamic LIS.

1 Erdős-Szekeres Partitioning Problem

It is well-known that any sequence of size \( n \) can be decomposed into \( O(\sqrt{n}) \) monotone subsequences. The proof follows from a simple fact: Any sequence of length \( n \) contains either an increasing subsequence of length \( \sqrt{n} \) or a non-increasing subsequence of length \( \sqrt{n} \). Thus, one can iteratively find the maximum increasing and the maximum non-increasing subsequences of a sequence and take the larger one as one of the solution partitions. Next, by removing the partition from the original sequence and repeating this procedure with the remainder of the elements we obtain a decomposition into at most \( O(\sqrt{n}) \) partitions. The computational challenge is to do this in an efficient way. The above algorithm can be implemented in time \( O(n^{1.5} \log n) \) if we use patience sorting in every iteration. Bar-Yehuda and Fogel [7] improve the runtime down to \( O(n^{1.5}) \) by designing an algorithm that solves LIS in time \( O(n + k^2) \) where the solution size is bounded by \( k \). Since any comparison-based solution for LIS takes time \( \Omega(n \log n) \), the gap for Erdős-Szekeres partitioning problem has been \( \Omega(\sqrt{n}/\log n) \) for quite a long time [6, 2].

We show in the following that using the recent work of Mitzenmacher and Seddighin [4], Erdős-Szekeres partitioning problem can be solved in time \( \tilde{O}_\epsilon(n^{1+\epsilon}) \) for any constant \( \epsilon > 0 \).

**Theorem 1.** For any constant \( \epsilon > 0 \), one can in time \( \tilde{O}_\epsilon(n^{1+\epsilon}) \) partition any sequence of length \( n \) of distinct integer numbers into \( O_\epsilon(\sqrt{n}) \) monotone (increasing or decreasing) subsequences.

**Proof.** The proof follows directly from the algorithm of Mitzenmacher and Seddighin [4] for dynamic LIS. In their setting, we start with an empty array \( a \) and at every point in time we are allowed to (i) add an element, or (ii) remove an element, or (iii) substitute an element for another. The algorithm is able to update the sequence and estimate the size of the LIS in time \( \tilde{O}_\epsilon(|a|^\epsilon) \) where \( |a| \) is the size of the array at the time the operation is performed. The approximation factor of their algorithm is constant as long as \( \epsilon \) is constant. More precisely, their algorithm estimates the size of the longest increasing subsequence within a multiplicative factor of at most \( (1/\epsilon)^{O(1/\epsilon)} \).

Although Mitzenmacher and Seddighin [4] do not explicitly state this, it implicitly follows from
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their algorithm that by spending additional time proportional to the reported estimation, their algorithm is able to also find an increasing subsequence with size equal to their reported length. We bring a more detailed discussion for this in Section 3.

Given a sequence of length \( n \) with distinct numbers, we use the algorithm of Mitzenmacher and Seddighin [4] to decompose it into \( O(\sqrt{n}) \) monotone subsequences in time \( \tilde{O}(n^{1+\epsilon}) \). To do so, we initialize two instances of their algorithm that keep an approximation to the longest increasing subsequence and the longest decreasing subsequence of the array. More precisely, in the first instance, we insert all elements of the array exactly the same way they appear in our sequence and in the second instance we insert the elements in the reverse order. Thus the dynamic algorithm for the second instance always maintains an approximation to the longest decreasing subsequence of our array.

In every iteration, we estimate the size of the longest increasing and longest decreasing subsequences of the array via the algorithm of Mitzenmacher and Seddighin [4]. We then choose the maximum one and ask the algorithm to give us the sequence corresponding to the solution reported. Finally, we remove the elements from both instances of the dynamic algorithm and repeat the same procedure for the remainder of the elements.

The total runtime of our algorithm is \( \tilde{O}(n^{1+\epsilon}) \) since we insert \( n \) elements in each of the instances and then remove \( n \) elements which amount to \( 2n \) operations for each instance that runs in time \( \tilde{O}(n^{1+\epsilon}) \). Moreover, because at every point in time the maximum estimate we receive from each of the dynamic algorithms is at least a constant fraction of the actual longest increasing subsequence, we repeat this procedure at most \( O(\sqrt{n}) \) times. Therefore, we decompose the sequence into \( O(\sqrt{n}) \) monotone subsequences.

**Remark 1.** The constant factor hidden in the \( O \) notation for the number of partitions is optimal in neither the algorithm of Theorem 1 nor previous algorithm of [7] nor the simple greedy algorithm that runs patience sorting in every step.

## 2 Subsequent Work

Since the algorithm of Mitzenmacher and Seddighin [5] has constant approximation factor, in order to make sure the number of partitions remains \( O(\sqrt{n}) \), one needs to set \( \epsilon \) to constant and therefore the gap between their runtime of \( \tilde{O}(n^{1+\epsilon}) \) and the lower bound of \( \Omega(n \log n) \) remains polynomial. Two independent subsequent work further tighten the gap. Kociumaka and Seddighin [3] improve the gap to subpolynomial by presenting a dynamic algorithm with approximation factor \( 1 - o(1) \) and update time \( O(n^{o(1)}) \). Gawrychowski and Janczewski [1] further tighten the gap to polylogarithmic by obtaining a similar algorithm with polylogarithmic update time (with polynomial dependence on \( 1/\epsilon \)).

## 3 The Dynamic Algorithm of Mitzenmacher and Seddighin [4]

In this section, we bring the high-level ideas of the dynamic algorithm of Mitzenmacher and Seddighin for LIS and explain why using this algorithm, we can also find the increasing subsequence corresponding to the reported solution size. Their algorithm is based on the grid packing technique explained in Section 3.1. We then discuss the dynamic algorithm in Section 3.2.
3.1 Background: Grid Packing

Grid packing can be thought of as a game between us and an adversary. In this problem, we have a table of size \( m \times m \). Our goal is to introduce a number of segments on the table. Each segment either covers a consecutive set of cells in a row or in a column. A segment \( A \) precedes a segment \( B \) if every cell of \( A \) is strictly higher than every cell of \( B \) and also every cell of \( A \) is strictly to the right of every cell of \( B \). Two segments are non-conflicting, if one of them precedes the other one. Otherwise, we call them conflicting. The segments we introduce can overlap and there is no restriction on the number of segments or the length of each segment. However, we would like to minimize the maximum number of segments that cover each cell.

![Figure 1: Segments are shown on the grid. The pair (black, orange) is conflicting since the yellow cell (covered by the black segment) is on the same row as the blue cell (covered by the orange segment). The following pairs are non-conflicting: (green, black), (green, orange), (green, blue), (red, orange), (red, blue), (black, blue).](image)

After we choose the segments, an adversary puts a non-negative number on each cell of the table. The score of a subset of cells of the table would be the sum of their values and the overall score of the table is the maximum score of a path of length \( 2m - 1 \) from the bottom-left corner to the top-right corner. In such a path, we always either move up or to the right.

The score of a segment is the sum of the numbers on the cells it covers. We obtain the maximum sum of the scores of a non-conflicting set of segments. The score of the table is an upper bound on the score of any set of non-conflicting segments. We would like to choose segments so that the ratio of the score of the table and our score is bounded by a constant, no matter how the adversary puts the numbers on the table. More precisely, we call a solution \((\alpha, \beta)\)-approximate, if at most \( \alpha \) segments cover each cell and it guarantees a \( 1/\beta \) fraction of the score of the table for us for any assignment of numbers to the table cells.

Mitzenmacher and Seddighin [4] prove the following theorem: For any \( m \times m \) table and any \( 0 < \kappa < 1 \), there exists a grid packing solution with guarantee \((O_\kappa(m^\kappa \log m), O(1/\kappa))\). That is, each cell is covered by at most \( O_\kappa(m^\kappa \log m) \) segments and the ratio of the table’s score over our score is bounded by \( O(1/\kappa) \) in the worst case.
Theorem 2. [from [4]] For any $0 < \kappa < 1$, the grid packing problem on an $m \times m$ table admits an $(O_\kappa(m^\kappa \log m), O(1/\kappa))$-approximate solution.

There is a natural connection between grid packing and LIS. Let us consider an array $a$ of length $n$. We assume for the sake of this example that all the numbers of the array are distinct and are in range $[1, n]$. In other words, $a$ is a permutation of numbers in $[n]$. We map the array to a set of points on the 2D plane by putting a point at $(i, a_i)$ for every position $i$ of the array.

For a fixed $m < n$, divide the plane into an $m \times m$ grid where each row and column contains $n/m$ points. Also, we fix a longest increasing subsequence as the solution. The number on each cell of the grid would be equal to the contribution of the elements in that grid cell to the fixed longest increasing subsequence. (We emphasize that the number is not the longest increasing subsequence inside the cell, but the contribution to the fixed longest increasing subsequence only.) It follows that the score of the grid is exactly equal to the size of the longest increasing subsequence. Let us
assume that the score of each segment is available. To approximate the score of the grid (which equals the size of the LIS) we find the largest score we can obtain using non-conflicting segments by dynamic programming. The last observation which gives us speedup for LIS is the following: instead of using the score of each segment (which we are not aware of), we use the size of the LIS for each segment as an approximate value for its score. LIS of each segment can be computed or approximated in sublinear time since each segment has a sublinear number of points. This quantity is clearly an upper bound on the score of each segment but can be used to construct a global solution for the entire array.

Figure 4: An array \(\langle 7, 2, 4, 1, 9, 6, 3, 5, 8 \rangle\) is mapped to the 2D plane. An LIS is shown by green points. The plane is divided into a \(3 \times 3\) grid. The number on each cell is the equal to the contribution of that cell to the LIS. The score of the grid is equal to the LIS of the array. The score of the grid is made by the path colored in green.

3.2 Dynamic Algorithm for LIS

We refer the reader to previous work [4, 5] for discussions on how to use grid packing for approximating LIS. For the dynamic algorithm, we consider the point-based representation of the problem. That is, we represent the input as points on the 2D plane where a point \((x, y)\) means the \(x\)'th element of the sequence has value \(y\). This enables us to construct a grid where the rows and columns of the grid evenly divide the points. Next, we use the grid packing technique and after making the segments we construct a partial solution for each segment that keeps an approximation to the LIS of the points covered by that segment. Thus, every time a change is made, our algorithm has to update the solution for all segments that cover the modified point. Theorem 2 implies that the number of such segments can be as small as \(\tilde{O}(n^\kappa)\) for any constant \(\kappa > 0\). Moreover, since the number of elements covered by each segment is sublinear, the total update time remains sublinear.

In order to update the value of the longest increasing subsequence, Mitzenmacher and Seddighin
prove that by doing a DP on the values of the partial solutions for the segments, we can obtain a constant fraction of the solution size for the entire sequence. (This essentially follows from the guarantee of Theorem 2.) They prove that the runtime of the DP depends only on the dimensions of the grid which by proper construction, results in a sublinear time algorithm. Moreover, they show that recursing on this idea leads to arbitrarily small update time (\(O(\epsilon n^\epsilon)\)) for any constant \(\epsilon > 0\). Since this approach loses a constant factor in every recursive call, their approximation factor is \(\epsilon^{O(1/\epsilon)}\).

It follows from their technique that after reporting the estimated value of the solution, we can also determine the corresponding sequence in time proportional to its size. More precisely, after using DP to construct a global solution based on partial solutions of the segment, we can find out which segments contribute to such a solution and recursively recover the corresponding increasing subsequences of the relevant segments. To this end, in addition to the DP table which we use for constructing a global solution, we also store which segments contribute to such a solution. This way, the runtime required for determine the corresponding increasing subsequence is proportional to the size of the solution.
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