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Abstract:

In past, there has been a lot of research related to the image-based technique in remote sensing from which object-based classification is giving great results among all the techniques. This paper presents a new approach where we have mixed both OBIA (Object-Based Image Analysis) & supervised classification. And with this novel approach, our team aims to do classification as well as analysis for the change detection over time. The data used in this study is high-resolution Multispectral 4-band images from 2017 to 2019 (i.e. 3.0 m) provided by the PlanetScope satellite of region Chandigarh, India. Here the data has been pre-processed through passing it in a pipeline of steps and used a Multi-resolution segmentation algorithm and classify the 7 classes through supervised learning using 3 algorithms Maximum Likelihood (ML), Support Vector Machine (SVM), Mahalanobis Distance (MD). And out of the three, SVM and ML has given the highest Overall Accuracy of 95.21% & Kappa Coefficient = 0.9159 and Overall Accuracy 91.91% & Kappa Coefficient = 0.8860. Altogether; this is a highly effective approach for classification and detecting the change in Urban area or Rural area or forest area than simply using OBIA or pixel-based approach.
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Introduction:

There are 3 techniques for Image Classification in remote sensing (Costa et al., 2017): Unsupervised (Whyte et al., 2018) Classification, Supervised (Costa et al., 2017; Jovanovi et al., 2010; Wieland et al., 2016) Classification, and Object Base Classification. Multi-temporal images are combined imagery of multiple images of the same place or location taken at different points of time. By doing comprehensive research for the selection of location, so that at least 5-7 classes can be classified depending on the geo-location. The former image taken is from April 2017 and the latter one is from May 2019.

In the traditional approach, Land classification (Yu et al., 2016) & change was detected with pixel-based (Whiteside et al., 2011) image detection that was being replaced by object-based image detection later on due to less accuracy compared to object-based and more time-consuming. Object-based image analysis (OBIA) includes pixels first being grouped into objects based on spectral similarity as geological unit. In OBIA there are two main approaches (i.e. segmentation and classification). Now the limiting point in OBIA is that it works mostly with high-resolution data in order to get desired results as well as the process is lengthy. Overall, until now Object-based is considered as one of the best options for calculating the multi-temporal data like Land-Coverage.

Considering all this, a new approach is introduced where OBIA (Jingping et al., 2016) is used for segmentation and supervised learning is used for classification of the classes, instead of using OBIA for both purposes. For this research, the following classes were classified: Road, Urban-Area, Barren-Land, Water, Wooden-land, Grass-Land and Fields. While doing this process it was discovered that if 2 classes are very near to each other like Grass-Land and Fields in this case it is recommended to
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make a new class. Kappa coefficient is used for calculating the accuracy of the classification done by supervised learning algorithms. Furthermore, to find change detection over time the technique utilized here is thematic change. This new method works great with high resolution as well as medium resolution images.

**Study Area, Data-set and Software Used:**

**Study Area:**

This study focuses on Chandigarh City located in India which is a perfect suit for this research because of its geo-location and well-structured planning of the area. The reason to choose this piece of land is that it has a combination of the urban area, rural area, water bodies, mountains, agricultural areas.

**Data:**

The High-quality data is provided by Planet (*Planet Team (2017)*) via Planet’s Education and Research Program. One image is dated from 11 April 2017 and the second image is from 4 May 2019. All the images are of high quality (i.e. 3m 4-band images can refer Table 1 for more detail) but here the catch is to merge all the images and to resize to get the desired location. To resize both the images equally shapefile is being used with all the coordinates of the location that is shown in Figure 1.

| Table 1  |
|------------------|------------------|------------------|------------------|
| Satellite Name   | Sensor Type      | Acquisition Date | Spectral Band    | Pixel size (m)  |
| PlanetScope      | 4-band natural colour (red, green, blue) and near infrared (NIR) | 11/04/2017 – 04/05/2019 | Blue 455 – 515 nm Green 500 – 590 nm Red 590 – 670 nm NIR 780 – 860 nm | 3 |
| analytic ortho scene | analytic ortho scene |  | | |
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![Image of multi-spectral four band image acquired from Planet Scope of Chandigarh which is situated in India.](image)

*Figure 1 Multi spectral four band image acquired from planet scope of Chandigarh which is situated in India.*

**Software:**

For image pre-processing Gis-Software (Verbeeck et al., 2011) is used to perform all the necessary tasks. Apart from this Ecognition Developer 9.0 software is used, which is specifically developed for OBIA and for the ROI (region of interest) creation that will be used as a training data set for machine learning algorithms and for thematic change Envi 5.1 software is utilized.

**Methodology**

Before getting into technical depth the methodology here is divided into 3 parts and it will have further subparts in it as shown in Figure 2. Also, note one thing that satellite Image with 4-band (i.e. blue, green, red, nir) is a must for this approach to get the same output as in this research.
Pre-processing Image

A pipeline is being created for pre-processing the image where initially the image is being merged using mosaicking and then resized using the shapefile (Whyte et al., 2018; Zhong et al., 2019). Furthermore to make the shapefile the coordinates of the desired location have been pin-pointed by user preference so both the images are resized evenly shown in Figure 3.
OBIA

In this research, segmentation (Hay et al., 2005; Whyte et al., 2018) can’t be performed directly due to a couple of tasks that are to be performed before hand like image layer mixing using equalizing histogram with three-layer mix otherwise the colour of the image gets dull. Once this step is completed, our next task is to define ruleset for segmentation where a process tree should be created which is shown below.

In the process select the multi-resolution algorithm where first image object domain is to be set to pixel level as there aren’t any objects for now. Secondly, in the segmentation settings the hyperparameter and image layer weights of the algorithm should be Blue:Green:Nir: Red to 1:1:2:1. Nonetheless the last hyper-parameter is composition of homogenous (Castillejo-gonzález et al., 2014; Whiteside et al., 2011) criterion where the shape is set to 0.2 and compactness (Verbeeck et al., 2011) to 0.8. In the end, export the image with all the 4-bands with a file extension of .tif file. Now the process tree is ready to run and will get a segmented image as shown in the figure which is converted from pixels to objects refer to Figure 4.

Figure 3 Pre-process of image shown step by step in which we have used mosaicking to merge the Image and used Shape file to clip and can see the result at the end (i.e. Final Clipped Image in the right-side)

Figure 4 Multi-resolution segmentation with hyper-parameter for composition of homogenous criterion where shape value is set to 0.2 and compactness to 0.8.
Classification

In earlier studies, the classification part was done with OBIA thus Machine learning (Chen et al., 2018; Wieland et al., 2016) has been incorporated to take care of this part. The segmented image is taken as an input and load it in Envi as a raster file after this makes the ROI (i.e. region of interest) file also referred to as training data in terms of ML in which 7 specified classes are used as shown in Table 2. While specifying classes (Gu et al., 2015; Yu et al., 2016), use ROI type as a polygon to choose the pixels from the image to get better training data. Once ROI is done then the next part to follow is the classification part. Here Envi is utilized to perform supervised algorithm on both the images which will mimic the classification that is being done by obia as mentioned in previous studies. Moreover, the input file and ROI are to be passed together when choosing any supervised algorithm. Then select all the classes that the user wants to classify, simply leave the hyper-parameter as it is, and start the classification process. The computation takes 10 minutes to an hour depending on the size of the image and machine used. During this research, this was tested on i5 and i7 powered machines with 8GB of ram.

Table 2

| ROI Classes | Classes Colour | Class Description |
|-------------|----------------|-------------------|
| Wood land   |                | Non-wetland which contains large presence of medium to large trees. |
| Urban land  |                | Area which have artificial surfaces such as houses and buildings |
| Mountain    |                | Landform which rises above or area which is elevated from the surrounding land |
| Field       |                | Non-wetland class where farming is present |
| Grassland   |                | Non-wetland where small grass or bushes |
| Water       |                | Exposed fresh or saline surface water |
| Roads       |                | Artificial surface to travel on roads, foot-paths and Highways |
| Barren land |                | Non-wetland bare land with no or very less vegetation cover |

If the user didn’t get the desired results from visualizing the image then it is recommended to start with less training data at first and then increase it accordingly as it is completely trying and viewing method. One can see the figure after the classification with the desired output in Figure 5 then move on to the next step.
Now to extract the data from the classified image, it has to be converted from raster to vector (Jovanovi et al., 2010) so the database file will be created that is .vcf file. Remember this part will take time and computation power as well. It takes around 2 hours to 8 hours and it depends on the size of the image, as size and time are directly proportional in this case the larger the area more time it will be consumed.

**Change detection**

Now take the .vcf file which consists of class_name, class_id, parts, length, and area as headers. Here make a new filtered database file with the top 100 entries from each class to observe that changes occurred in the area. For this task excel sheet was used to perform sorting using the filter to get top largest 100 entries from length and area of the class. Once this task is finished the user will have 2 database files from both the images. Now before proceeding further another ROI is to be created for ground truth (Whyte et al., 2018; Wieland et al., 2016) that is being utilized in accuracy assessment. So, after the creation of 2nd ROI one can simply reconcile it with ROI map on both the classified image. Now go to Classification and select post-classification in envi (Hay et al., 2005; Jingping et al., 2016) from that further select Confusion Matrix and, in that select, using ground truth ROI, as a result, the overall accuracy plus the kappa-coefficient (Verbeeck et al., 2011) will be calculated by the software.
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And in the last step to observe the change detection (Jovanovi et al., 2010), one has to provide both the classified image from both the timeline and thus calculate the thematic change in order to find out the change.

Results

The results suggest that this novel approach for classification is promising because in the first place the pre-processing of the data is done by setting certain parameters and weights in image bands (Jingping et al., 2016) before giving it to segmentation. After this process an overall accuracy of 90+ for both the images with a kappa coefficient of 0.915 for SVM (Support Vector Machine) (Ma et al., n.d.; Wieland et al., 2016) May image and 0.886 for ML (Maximum Likelihood) April image as shown in Table 3. And both the algorithm that is used in this research has provided the best results. Thus, SVM is great for urban classification and wooden land while ML is good for classifying road and grassland. One can say that the data here is a delicious cake and the Machine learning algorithm provides the icing on this cake. This approach takes less time than the general approach where the classification is done in OBIA. Not only it is taking less time but also gives great accuracy result. The output of change detection over a duration of time is shown in Table 4 and for thematic change refer to Figure 6.

Table 3

Confusion matrix and Results of the Accuracy achieved by Machine Learning algorithm’s used for land cover change layer from 2017 to 2019.

| Ground Truth (Pixels) – April_MiximumLikelihood_Accuracy_Results |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Class                          | Water Water | Mountain Mountain | Urban Urban | Land Land | Road Road | Wooden Wooden | Land Land | Grass Grass | Barren Barren | land land | Field Field | Total Total |
| Unclassified                   | 0            | 0                | 0            | 0            | 0          | 0              | 0            | 0              | 0              | 0            | 0            | 0            |
| Water                          | 4035         | 4                | 0            | 0            | 0          | 0              | 0            | 0              | 0              | 0            | 0            | 4039         |
| Mountain                       | 16           | 19578            | 0            | 0            | 83         | 0              | 2            | 85             | 0              | 0            | 0            | 19764        |
| Urban Land                     | 0            | 8                | 1347         | 0            | 0          | 0              | 0            | 0              | 0              | 0            | 0            | 1363         |
| Road                           | 0            | 0                | 32           | 1062         | 0          | 0              | 0            | 0              | 0              | 0            | 0            | 1094         |
| Wooden land                    | 0            | 201              | 0            | 4549         | 0          | 0              | 0            | 517            | 0              | 0            | 0            | 5267         |
| Grass land                     | 0            | 166              | 0            | 17           | 432        | 204            | 12           | 831            | 0              | 0            | 0            | 831          |
| Barren land                    | 0            | 71               | 12           | 0            | 131        | 182            | 526          | 65             | 987            | 0            | 0            | 987          |
| Field                          | 0            | 1215             | 15           | 0            | 330        | 28             | 257          | 10082          | 11927          | 0            | 0            | 11927        |
| Total                          | 4051         | 21243            | 1406         | 1070         | 5110       | 642            | 989          | 10761          | 45272          | 0            | 0            | 45272        |

Overall Accuracy 91.9133% (41611/45272)
Kappa Coefficient 0.8860
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### Ground Truth (Percent)

| Class      | Commission (Percent) | Omission (Percent) | Commission (Pixels) | Omission (Pixels) |
|------------|----------------------|--------------------|---------------------|-------------------|
| Water      | 0.10                 | 0.39               | 4/4039              | 16/4051           |
| Mountain   | 0.94                 | 7.84               | 186/19764           | 1665/21243        |
| Urban Land | 1.17                 | 4.20               | 16/1363             | 59/1406           |
| Road       | 2.93                 | 0.75               | 32/1094             | 8/1070            |
| Wooden land| 13.63                | 10.98              | 718/5267            | 561/5110          |
| Grass land | 48.01                | 32.71              | 399/831             | 210/642           |
| Barren land| 46.71                | 46.81              | 461/987             | 463/989           |
| Field      | 15.47                | 6.31               | 1845/11927          | 679/10761         |

| Class      | Water    | Mountain | Urban land | Road | Wooden land | Grass land | Barren land | Field | Total |
|------------|----------|----------|------------|------|-------------|------------|-------------|-------|-------|
| Unclassified| 0.00     | 0.00     | 0.00       | 0.00 | 0.00        | 0.00       | 0.00        | 0.00  | 0.00  |
| Water      | 99.61    | 0.02     | 0.00       | 0.00 | 0.00        | 0.00       | 0.00        | 0.00  | 8.92  |
| Mountain   | 0.39     | 92.16    | 0.00       | 0.00 | 1.62        | 0.00       | 0.20        | 0.79  | 43.66 |
| Urban Land | 0.00     | 0.04     | 95.80      | 0.75 | 0.00        | 0.00       | 0.00        | 0.00  | 3.01  |
| Road       | 0.00     | 0.00     | 2.28       | 99.25| 0.00        | 0.00       | 0.00        | 0.00  | 2.42  |
| Wooden land| 0.00     | 0.95     | 0.00       | 0.00 | 89.02       | 0.00       | 0.00        | 4.80  | 11.63 |
| Grass land | 0.00     | 0.78     | 0.00       | 0.00 | 0.33        | 67.29      | 20.63       | 0.11  | 1.84  |
| Barren land| 0.00     | 0.33     | 0.85       | 0.00 | 2.56        | 28.35      | 53.19       | 0.60  | 2.18  |
| Field      | 0.00     | 5.72     | 1.07       | 0.00 | 6.46        | 4.36       | 25.99       | 93.69 | 26.35 |
| Total      | 100.00   | 100.00   | 100.00     | 100.00| 100.00      | 100.00     | 100.00      | 100.00| 100.00|

| Class      | Prod. Acc. (Percent) | User Acc. (Percent) | Prod. Acc. (Pixels) | User Acc. (Pixels) |
|------------|----------------------|---------------------|---------------------|-------------------|
| Water      | 99.61                | 99.90               | 4035/4051           | 4035/4039         |
| Mountain   | 92.16                | 99.06               | 19578/21243         | 19578/19764       |
| Urban Land | 95.80                | 98.83               | 1347/1406           | 1347/1363         |
| Road       | 99.25                | 97.07               | 1062/1070           | 1062/1094         |
| Wooden land| 89.02                | 86.37               | 4549/510            | 4549/5267         |
| Grass land | 67.29                | 51.99               | 432/642             | 432/831           |
| Barren land| 53.19                | 53.29               | 526/989             | 526/987           |
| Field      | 93.69                | 84.53               | 10082/10761         | 10082/11927       |
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Ground Truth (Pixels) – May_SVM_Accuracy_Results

| Class      | Water | Mountain | Urban land | Road | Wooden land | Grass land | Barren land | Field | Total |
|------------|-------|----------|------------|------|-------------|------------|-------------|-------|-------|
| Unclassified | 0     | 0        | 0          | 0    | 0           | 0          | 0           | 0     | 0     |
| Water      | 1322  | 0        | 0          | 0    | 0           | 0          | 0           | 0     | 1322  |
| Mountain   | 0     | 1167     | 0          | 0    | 0           | 0          | 5           | 37    | 1209  |
| Urban Land | 0     | 0        | 330        | 1    | 0           | 0          | 0           | 0     | 331   |
| Road       | 0     | 2        | 383        | 0    | 0           | 0          | 0           | 0     | 385   |
| Wooden land | 0   | 33       | 0          | 0    | 703         | 0          | 0           | 30    | 766   |
| Grass land | 0     | 0        | 0          | 0    | 286         | 28         | 311         | 625   |
| Barren land | 0  | 1        | 0          | 0    | 52          | 282        | 3           | 338   |
| Field      | 0     | 0        | 0          | 0    | 3           | 1          | 1048        | 1052  |
| Total      | 1322  | 1203     | 330        | 384  | 703         | 341        | 316         | 1429  | 6028  |

Ground Truth (Percent)

| Class      | Water | Mountain | Urban land | Road | Wooden land | Grass land | Barren land | Field | Total |
|------------|-------|----------|------------|------|-------------|------------|-------------|-------|-------|
| Unclassified | 0.00 | 0.00     | 0.00       | 0.00 | 0.00        | 0.00       | 0.00        | 0.00  | 0.00  |
| Water      | 100.00 | 0.00    | 0.00       | 0.00 | 0.00        | 0.00       | 0.00        | 0.00  | 21.93 |
| Mountain   | 0.00  | 97.01    | 0.00       | 0.00 | 0.00        | 0.00       | 1.58        | 2.59  | 20.06 |
| Urban Land | 0.00  | 0.00     | 100.00     | 0.26 | 0.00        | 0.00       | 0.00        | 0.00  | 5.49  |
| Road       | 0.00  | 0.17     | 0.00       | 99.74| 0.00        | 0.00       | 0.00        | 0.00  | 6.39  |
| Wooden land | 0.00 | 2.74     | 0.00       | 0.00 | 100.00      | 0.00       | 0.00        | 2.10  | 12.71 |
| Grass land | 0.00  | 0.00     | 0.00       | 0.00 | 0.00        | 83.87      | 8.86        | 21.76 | 10.37 |
| Barren land | 0.00| 0.08     | 0.00       | 0.00 | 0.00        | 15.25      | 89.24       | 0.21  | 5.61  |
| Field      | 0.00  | 0.00     | 0.00       | 0.00 | 0.00        | 0.88       | 0.32        | 73.34 | 17.45 |
| Total      | 100.00 | 100.00  | 100.00     | 100.00| 100.00      | 100.00     | 100.00      | 100.00| 100.00|

| Class      | Commission (Percent) | Omission (Percent) | Commission (Pixels) | Omission (Pixels) |
|------------|----------------------|--------------------|---------------------|-------------------|
| Water      | 0.00                 | 0.00               | 0/1322              | 0/1322            |
| Mountain   | 3.47                 | 2.99               | 42/1209             | 36/1203           |
| Urban Land | 0.30                 | 0.00               | 11/331              | 0/330             |
| Road       | 0.52                 | 0.26               | 2/385               | 1/384             |
| Wooden land | 8.22             | 0.00               | 63/766              | 0/703             |
| Grass land | 54.24                | 16.13              | 339/625             | 55/341            |
| Barren land | 16.57                | 10.76              | 56/338              | 34/361            |
| Field      | 0.38                 | 26.66              | 4/1052              | 381/1429          |
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| Class                | Prod. Acc. (Percent) | User Acc. (Percent) | Prod. Acc. (Pixels) | User Acc. (Pixels) |
|----------------------|----------------------|---------------------|---------------------|--------------------|
| Water                | 100.00               | 100.00              | 1322/1322           | 1322/1322          |
| Mountain             | 97.01                | 96.53               | 1167/1203           | 1167/1209          |
| Urban Land           | 100.00               | 99.70               | 330/330             | 330/331            |
| Road                 | 99.74                | 99.48               | 383/384             | 383/385            |
| Wooden land          | 100.00               | 91.78               | 703/703             | 703/766            |
| Grass land           | 83.87                | 45.76               | 286/341             | 286/625            |
| Barren land          | 89.24                | 83.43               | 282/316             | 282/338            |
| Field                | 73.34                | 99.62               | 1048/1429           | 1048/1052          |

Table 4
Summary of Results achieved by Thematic Change Detection algorithm’s used for land cover change detection from 2017 to 2019.

| Water      | Mountain    | Field       | Urban Land  | Road        | Wooden Land | Grassland  | Barren Land | Row Total | Class Total |
|------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-----------|-------------|
| Unclassified | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0         | 0           |
| Water      | 246567      | 87581       | 23776       | 5898        | 28775       | 6589        | 2502        | 9446      | 411134      |
| Mountain   | 16028       | 7185805     | 3710606     | 37959       | 308036      | 1542371     | 223365      | 973046    | 13997216    |
| Field      | 1864        | 382384      | 11443395    | 11586       | 9293        | 639630      | 378427      | 784651    | 13651230    |
| Urban Land | 4603        | 115505      | 310648      | 2589912     | 1162597     | 2882        | 28978       | 889623    | 5104748     |
| Road       | 11147       | 417475      | 134649      | 487379      | 1400830     | 3421        | 11868       | 423399    | 2890168     |
| Wooden Land| 855         | 452152      | 1047513     | 82          | 1068        | 2393803     | 51187       | 29023     | 3975683     |
| Grassland  | 2238        | 232317      | 2639939     | 34063768    | 14125       | 135545      | 738764      | 679254    | 38505952    |
| Barren Land| 3341        | 774413      | 4278263     | 292788      | 351504      | 56081       | 712914      | 2660497   | 9129801     |
| Class Total | 286643      | 9647632     | 23588788    | 37489372    | 3276228     | 4780322     | 2148005     | 6448939   | 0            |
| Class Changes | 40076       | 2461827     | 12145393    | 34899460    | 1875398     | 2386519     | 1409241     | 3788442   | 0            |
| Image Difference | 124491      | 4349584     | -9937558    | -32384624   | -386060    | -804639    | 36357944    | 2680862   | 0            |
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| Class              | Row Total | Area Square Meters |
|--------------------|-----------|--------------------|
|                    | Water     | Mountain           | Field   | Urban Land | Road     | WoodenLand | Grassland | Barren Land | Class Total |
| Unclassified       | 0.00      | 0.00               | 0.00    | 0.00       | 0.00     | 0.00       | 0.00      | 0.00        | 0.00        |
| Water              | 86.019    | 0.908              | 0.101   | 0.016      | 0.878    | 0.138      | 0.116     | 0.146       | 100.000     |
| Mountain           | 5.592     | 74.483             | 15.730  | 0.101      | 9.402    | 32.265     | 10.399    | 15.088       | 100.000     |
| Field              | 0.650     | 3.964              | 48.512  | 0.031      | 0.284    | 13.380     | 17.618    | 12.167       | 100.000     |
| Urban Land         | 1.606     | 1.197              | 1.317   | 6.908      | 35.486   | 0.060      | 1.349     | 13.795       | 100.000     |
| Road               | 3.889     | 4.327              | 0.571   | 1.300      | 42.757   | 0.072      | 0.553     | 6.656        | 100.000     |
| WoodenLand         | 0.298     | 4.687              | 4.441   | 0.000      | 0.033    | 50.076     | 2.383     | 0.450        | 100.000     |
| Grassland          | 0.781     | 2.408              | 11.191  | 90.862     | 0.431    | 2.835      | 34.393    | 10.533       | 100.000     |
| Barren Land        | 1.166     | 8.027              | 18.137  | 0.781      | 10.729   | 1.173      | 33.190    | 41.255       | 100.000     |
| Class Total        | 100.000   | 100.000            | 100.000 | 100.000    | 100.000  | 100.000    | 100.000   | 100.000      | 100.000     |
| Class Changes      | 13.981    | 25.517             | 51.488  | 93.092     | 57.243   | 49.924     | 65.607    | 58.745       | 0.00        |
| Image Difference   | 43.431    | 45.084             | -42.128 | -86.383    | -11.784  | -16.832    | 1692.638  | 41.571       | 0.00        |

**Percentages**

| Class              | Row Total | Area Square Meters |
|--------------------|-----------|--------------------|
|                    | Water     | Mountain           | Field   | Urban Land | Road     | WoodenLand | Grassland | Barren Land | Class Total |
| Unclassified       | 0.00      | 0.00               | 0.00    | 0.00       | 0.00     | 0.00       | 0.00      | 0.00        | 0.00        |
| Water              | 2219103.00| 788229.00          | 213984.00| 53082.00   | 258975.00| 59301.00   | 22518.00  | 85014.00    | 3700206.00  |
| Mountain           | 144252.00 | 64672245.00        | 33395454.00| 341631.00  | 2772324.00| 13881339.00| 2010285.00| 8757414.00  | 125974944.00|
| Field              | 16776.00  | 3441456.00         | 102990555.00| 104274.00 | 83637.00  | 5756670.00 | 3405843.00| 7061859.00  | 122861070.00|
| Urban Land         | 41427.00  | 1039545.00         | 2795832.00| 23309208.00| 10463373.00| 25938.00   | 260802.00 | 8006607.00 | 45942732.00 |
| Road               | 100323.00 | 3757275.00         | 1211841.00| 4386411.00 | 12607470.00| 30789.00   | 106812.00 | 3810591.00 | 26011512.00 |
| WoodenLand         | 7695.00   | 4069368.00         | 9427617.00| 738.00     | 9612.00   | 21544227.00| 460683.00 | 261207.00   | 35781147.00 |
| Grassland          | 20142.00  | 2090853.00         | 23759451.00| 306573912.00| 127125.00 | 1219905.00 | 6648876.00| 6113286.00 | 346553568.00|
| Barren Land        | 30069.00  | 6969717.00         | 38504367.00| 2635092.00 | 3163536.00| 504729.00  | 6416226.00| 23944473.00| 82168209.00 |
| Class Total        | 2579787.00| 86828688.00        | 212299092.00| 337404348.00| 29486052.00| 43022898.00| 19332045.00| 58040451.00| 0.00        |
| Class Changes      | 360684.00 | 22156443.00        | 109308537.00| 314095140.00| 16878582.00| 21478671.00| 12683169.00| 34095978.00| 0.00        |
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Figure 6 Change Detection results using Thematic Change Detection Approach where initial image of year April 2017 and final image of May 2019 is taken (i.e. images used here are SVM results for both the image to get the best results).
Discussion

From the past studies, it has already been known that object-based approach provides superior results over pixel-based. The main reason behind this is it allows to incorporate the textual and spatial features (Gu et al., 2015). However, the approach our team developed is not only giving better results than traditional pixel-based approach but also gives a competitive performance to object-based approach. Moreover, the multi-resolution (Hay et al., 2005; Whyte et al., 2018) algorithm can’t be ignored which plays an important role in the object-based approach. So, decided to keep the multi-resolution (Hay et al., 2005; Whyte et al., 2018) algorithm because of its distinct benefits but the software that does it is quite expensive (i.e. eCognition Developer 9.0 (Jingping et al., 2016; Ma et al., n.d.)), although there are always other options like open-source or economical ways, then there is a trade-off as the algorithm will perform differently and may not give the desired result.

Here, comes the twist after performing the OBIA, decided to replace the traditional classification process and change it with ML (Figure 2). So, the challenge was how to replace it and get the whole thing working. Accordingly, the defining of rule-set in the object-based approach for the classification is got finally replaced by ROIs (Table 2) where the training dataset was collected and classified into all the classes of one’s interest. Here, the recommendation would be to start with small training data and change accordingly for the classes that do not perform well. Also do remember that there may be conflicts in the classes when they are classified by the ML algorithm.

For instance, for the first time we have only kept field as a class and didn’t included grassland or barren land. As a result, every land was being either classified as a field or classified as no classes even though it should have been classified as grassland or barren land. In order, to overcome this problem it was decided to add these classes that are mentioned in the above line as well. After all this, once the classification process is over then do test visually that the algorithm is giving the desired results.

Here, if the algorithm is performing well then proceed further for the accuracy. But if not then increase the training data for the classes that one thinks is not performing well. Now the question is how to select the ML algorithm that is being used in this research. By doing comprehensive (Costa et al., 2017; Wieland et al., 2016) exploration decided to work with Support Vector Machine & Maximum Likelihood (Costa et al., 2017; Yu et al., 2016) and both performed well (Figure 5). From the research, it was found/ categorized that SVM is giving good results for classes like Urban-land, Fields, Water while Maximum Likelihood is giving good results for the small classes like road and wooden land. The key feature that really stands’ out in this approach is the classification part in which the model is doing great with a small amount of training data. Now, referring to the data (i.e. Image quality) any medium quality (Mitkari et al., 2017; Yu et al., 2016) to high-quality image will work with this approach. And if one cannot get hands-on high-resolution (Hay et al., 2005; Verbeeck et al., 2011) data, then go with sentinel-2 (Whyte et al., 2018) data rather than going for landsat-2 (Wieland et al., 2016). This study was done keeping mainly India in mind as India is a developing nation so the Chandigarh area was selected for this research.

Now talking about the accuracy, got a pretty great accuracy with kappa coefficient value (Table 3).

The study didn’t stop here and also found the change detection for both the image for which thematic (Jovanovi et al., 2010) change was performed (Table 4 & Figure 6). This approach is new and quite promising that will surely help in future research. All in all, this approach opens new avenues to explore rather than to only use OBIA.
Conclusion

This is a novel approach that is introduced after the object-based approach and pixel-based approach. And the main motto is getting more accurate results that will benefit the monitoring of change detections and classification and will help in the remote sensing field. Already object-based was giving great results but is limited to high-resolution data mostly. So, here this approach comes into the picture and breaks this limitation as well as it will save both resources and time. This study was mostly performed in comparison with Object-based approach only because based on the performance object-based approach is more accurate than pixel-based. Future research has scope to conduct studies by experimenting on different ML algorithms and even apply deep-learning algorithms. There are certain deep-learning research already underway but it will take time to achieve the accuracy that this approach and object-based approach provides.
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