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Abstract

This paper introduces a new multiplane CGH computation method to reconstruct artifact-free high-quality holograms with natural-looking defocus blur. Our method introduces a new targeting scheme and a new loss function. While the targeting scheme accounts for defocused parts of the scene at each depth plane, the new loss function analyzes focused and defocused parts separately in reconstructed images. Our method support phase-only CGH calculations using various iterative (e.g., Gerchberg-Saxton, Gradient Descent) and non-iterative (e.g., Double Phase) CGH techniques. We achieve our best image quality using a modified gradient descent-based optimization recipe where we introduce a constraint inspired by the double phase method. We validate our method experimentally using our proof-of-concept holographic display, comparing various algorithms, including multi-depth scenes with sparse and dense contents.

Index Terms: Hardware—Emerging Technologies—Emerging optical and photonic technology; Hardware—Communication hardware, interfaces and storage—Display and imagers

1 INTRODUCTION

Real-time computer-generated visuals are confined chiefly to flat images. Rendering realistic-looking perspectives of a scene on a flat two-dimensional screen is possible today. Nevertheless, the actual illusion of perceiving 3D scenes that match our experiences in real life is still beyond today’s computer graphics and displays. There is a growing consensus in the industry and academia that Computer-Generated Holography (CGH) methods can help address these issues, and holography can stand out as the next-generation display technology [23]. The goal of CGH research is to provide computer-generated 3D visuals indistinguishable from real life by the human visual system.

With the advent of machine learning techniques and accelerated computing capabilities, the image quality of visuals generated by CGH has improved tremendously, specifically for 3D case [31]. However, there are still barriers to achieving realistic visuals with CGH, specifically in the defocused parts of a scene. As CGH typically relies on coherent light sources, it makes defocused parts of a scene look unfamiliar to a human observer. Born and Wolf [4] describe this apparent difference between coherent and incoherent defocus blur as the edge fringe issue in 3D holography (see Figure 2).

In this work, we address the difference between coherent and incoherent blur in the context of multiplane CGH. We argue that an
We introduce a new targeting scheme and a loss function to improve the visual quality of image reconstructions simultaneously at multiple planes — not varifocal CGH [35]. Notably, our work deals with the edge fringe issues and differences in defocus blur between incoherent and coherent light in holographic displays. Here, we provide a brief survey of prior art in relevant CGH methods.

2.1 Holographic Displays

A holographic display [32] aims to produce genuine 3D light fields [21] using the optical phenomena of diffraction and interference in coherent imaging [3]. Typically, in these holographic displays, an SLM represents these diffraction and interference patterns in a programmable fashion. While holographic displays can come in different types, such as near-eye displays [5], desktop displays [19], and even contact lens displays [29], these all these displays claim to offer near-correct optical focus cues [37]. However, the defocused parts represented in these displays do not look natural due to the algorithmic approaches used (see Figure 2).

In our work, to demonstrate our approach, we build a holographic display prototype following the guidance from the recent literature [31]. Though the general layout of our display is similar to the standard phase-only holographic displays, the more critical details of our implementation are unique to its case as discussed in Section 5.

2.2 Computer-generated Holography

CGH deals with computing a hologram that generates the desired light distribution over a target plane when displayed on an SLM [32]. Hologram calculation with CGH is known to be computationally expensive due to the complexity of physical light simulation models used in CGH [39,40]. The recent advancements in GPUs and deep learning spark the development of new algorithms that promise hologram generation at interactive rates in the future [51]. Conventional CGH algorithms can be broadly classified using their scene representations. Such scene representations include point-cloud [33], ray [34], polygon [26], light field [30], and multipane [25] representations. We suggest our readers consult the survey by Corda et al. [10] for a complete review of conventional CGH algorithms.

We employ a multiplane representation approach for 3D image reconstructions. Our work differs from the rest of the literature [9,11,15,25,28,31] in the novel targeting scheme and loss function for the multiplane optimization, which mitigates edge fringe issues and helps reconstruct realistic defocus blur. Although the work by Choi et al. [8] generates realistic defocus using a DMD time-multiplexed SLM, to our knowledge, our work differs as our work targets common liquid-crystal based SLMs. Thus, we believe our work is the first in addressing edge-fringe issues without relying on time-multiplexing. Our work also differs in calculating phase-only holograms as we show that it can operate with various kinds of CGH methods, including GS [41], SGD [38] and DP [13] based approaches.

3 Targeting Scheme and Loss Function for Multiplane Computer-Generated Holography

We aim to calculate phase-only holograms that simultaneously reconstruct high-quality images at multiple planes at various depth levels. Here high-quality refers to the generation of multiplane images free from edge fringes with accurate defocus blur.

When a homogeneous, collimated, coherent light source (e.g., a laser) illuminates a phase-only hologram, light diffracts from that phase-only hologram. Diffracted light interferes and forms the intended images at the target planes in front of the hologram. To successfully achieve our goals, we must fulfill two primary objectives. Firstly, we have to identify the target images for each plane at different depth levels. Secondly, we must identify a loss function to evaluate our reconstructions at each plane in depth. Fig. 3 provides an overview of our targeting scheme and our loss function.

3.1 Targeting scheme

A typical multiplane image reconstruction method for CGH requires representing a 3D scene with a target amplitude image, \( P_{\text{target}} \) and a target depth, \( V_{\text{depth}} \). In a naïve approach [28], layer targets, \( \{P_{\text{layer}_1},...,P_{\text{layer}_L}\} \), are composed of cropped parts of a target amplitude image from each pixel depth level. Hence, layer targets at each layer, \( P_{\text{layer}_i} \), is a sparse image filled with black pixels surrounding in-focus pixels. In other words, a conventional optimizer for CGH would force the image reconstruction solution to provide black pixels.
at places where defocus blur of other objects should appear in reality. Specifically, when the target depth planes are packed closely in terms of distances (a few millimeters), coherent image blur dominates the naïve approach’s solution, leading to noisy reconstructions suffering from visual quality issues. The recent and common literature that uses optimization and machine learning methods widely adopts the naïve approach. Forcing the image reconstruction to provide black pixels instead of natural defocus at defocused regions causes edge-fringe artifacts to appear in the final image as can be observed in the previous literature [2][1][5][28][31]. Specifically, edge-fringe artifacts become more pronounced across occlusions in a given scene as these parts are also forced to be painted with black rather than the defocused version of the part of a target scene. Hence, we argue that multiplane image reconstruction is beyond resolving an optimization or a learning problem, and it has to also deal with the problem formulation. We argue that tailoring target images can help improve multiplane image reconstructions in CGH.

Inspired by Depth-of-Field (DoF) rendering in conventional 2D computer graphics, we introduce a new targeting scheme for identifying target images at each plane in depth. Commonly, a $V_{\text{depth}}$ comes with an eight-bit pixel depth. Firstly, we quantize a given $V_{\text{depth}}$. In a typical quantization step from our method, we quantize $V_{\text{depth}}$ to a pixel depth between one to four bits (at most 16 consecutive planes). Our choice in the number of planes emerges from an earlier analysis [2], in which RGBD natural image datasets are analyzed by taking into account the human visual system’s DoF. Quantized depth images help us identify regions from $P_{\text{target}}$, as in-focus regions, $P_{\text{focus}}$, and out of focus, $P_{\text{out}}$, at each depth level, $k$. We convolve regions of $P_{\text{out}}$ with a Gaussian kernel to achieve a defocus similar to an incoherent case, $P_{\text{defocus}}$. Here, the Gaussian kernel’s size is in inverse relation with the distance to the focus plane. We sum $P_{\text{defocus}}$ and $P_{\text{focus}}$ using weights, leading to the final target form,

$$P_k = w_2(w_0P_{\text{defocus}} + w_1P_{\text{focus}}),$$

where $P_k$ is the target image at $k$-th plane, and $w_0, w_1, w_2$ represents weights. These weights help us control brightness levels of sharp parts, blurry parts and overall image. To our knowledge, in multiplane CGH, our targeting scheme is the first to add defocus-blur to target images.

### 3.2 Loss Function

Evaluating multiplane image reconstructions requires a loss function. Evaluating the image quality of the reconstructed images often involves measuring $L_2$ distance between each element of layer targets, $P_{\text{planek}}$, and reconstructed images $I_{\text{planek}}$. We argue that a multipane image reconstruction problem demands a more sophisticated image quality metric. Our argument originates from the fact that different parts of the image will come into focus at each depth level while the remaining parts have to be blurry. Hence, we argue that in-focus regions require more attention in precision than out-of-focus parts. Thus, we propose a new loss function, $L_m$, a weighted sum of two different loss functions,

$$L_m = m_0L_2(P_k, I_k) + m_1L_2(M_k \odot P_k, M_k \odot I_k),$$

where $m_0$, $m_1$ represents weights, $I_k$ represents a reconstructed image at a $k$-th plane, and $M_k$ represents a binary mask highlighting only the sharp parts in a $k$-th plane. We survey various values of $m_0$ and $m_1$ in a brute-force fashion. In our practical observations, choosing $m_0 = 1.0, m_1 = 2.1$ leads to the best looking visuals in our holographic display. Weighted with $m_0$, $L_2(P_k, I_k)$ part of $L_m$ is a standard $L_2$ norm that evaluates the entire image with respect to a target image. The $m_1L_2(M_k \odot P_k, M_k \odot I_k)$ part of $L_m$ evaluates the in-focus part of an image with respect to a target image (L2-focus). For accounting gaze-contingency in this loss, see our supplementary materials.

### 4 Calculating Multiplane Holograms

The required ingredients for calculating phase-only holograms are all introduced at this point, including our targeting scheme, our loss function and a model for propagating light (see our supplementary materials). The routines discussed here are valid for a phase-only hologram, $O_h$, illuminated by a coherent beam, $U_i$. We will deal with reconstructing 3D images in the whereabouts of an SLM, leading to light propagation distances, $r$, from 0 mm to a few millimetres. Commonly, in this regime, people use DP [13] method to encode a complex field into a phase-only hologram (see Maimone et al. [24] for a simplified formulation). Across the literature [24][31], images reconstructed at this regime provide the best known visual quality. We can use our targeting scheme with the Double Phase method. In that case, we couple each layer target, $P_{\text{layeri}}$, with a random phase to generate a target field. Then, we propagate each target field from its plane ($r \approx 30 \text{ cm}$ in our simulations) to a phase-only hologram plane. We sum up all the propagated fields from each target at the hologram plane. Finally, we follow the same routine from recent works [24][31] by shifting the field towards SLM plane ($r \approx -30 \text{ cm}$) and applying DP encoding. However, combining the DP with our targeting scheme would not entirely resolve the raised issues in holographic displays. We provide actual evidence in our evaluation section accordingly.
Alternatively, in this regime, a typical optimization method would have to first optimize a hologram for some propagation distance, then rely on shifting and DP coding. We ask ourselves if a hologram could be directly optimized on the SLM plane. Given that the propagation distance is small, the conventional beam propagation methods [12] would not hold well or provide a meaningful result at near zero distance. We find out that if we propagate a phase-only hologram from an SLM plane some distance (e.g., \( r = 30 \) cm) and propagate it back to the hologram plane (e.g., \( r = -30 \) cm), we can reconstruct an image on an SLM plane, leading to a formulation,

\[
    u(x, y) = (O_h(x, y) * h_r(x, y)) * h_{-r}(x, y),
\]

where \( h_r \) and \( h_{-r} \) represent light transport and \( u \) represents the reconstructed image. The composition of these propagations would be the identity since propagation is inverted by backpropagation. However, in this case, the wavefront at the SLM can be optimized because the wavefront at a distance \( r \) must be cropped to a region that does not include the full wavefront of that plane. Physically, this would correspond to having an aperture at a distance after the SLM. Using this forward model, we optimize a phase-only hologram using SGD implementations from recent literature [6, 28]. Our findings suggest that this approach would lead to noisy image reconstructions. We fix this noise issue by constraining the phase updates of SGD, \( \phi \) of \( O_h \), with an approach inspired from the DP method. Our phase values, \( \phi \), follows,

\[
    \phi_0 = \phi - \phi_\text{offset}
\]

\[
    \phi_\text{low} = \phi_0 - \phi_\text{offset}
\]

\[
    \phi_\text{high} = \phi_0 + \phi_\text{offset}
\]

\[
    \phi_{\text{even}, \text{even}} = \phi_{\text{low}}, \phi_{\text{even}, \text{odd}} = \phi_{\text{even}, \text{even}} + \phi_\text{offset}
\]

\[
    \phi_{\text{odd}, \text{even}} = \phi_{\text{low}}, \phi_{\text{odd}, \text{odd}} = \phi_{\text{odd}, \text{even}} + \phi_\text{offset}
\]

\[
    \phi_{\text{odd}, \text{even}} = \phi_{\text{high}}, \phi_{\text{odd}, \text{odd}} = \phi_{\text{odd}, \text{odd}} + \phi_\text{offset}
\]

\[
    O_h(x, y) \leftarrow \phi,
\]

where offset is a variable to be optimized.

Since there is a readily available differentiable version of beam propagation [3] compatible with widely used machine learning libraries [27], optimizing phase-only holograms becomes even an easier task. We provide a pseudo-code for our SGD optimization routine as in Listings 1.

5 Holographic Display Prototype

To demonstrate that we can leverage our CGH approaches in practice, we build a proof-of-concept holographic display prototype using off-the-shelf components. We provide a detailed overview of our optical schematic and photographs from our experiment bench in Figure 5.

Optical and Optomechanical Assembly. The optical path of our prototype starts from a single-mode fiber-coupled multi-wavelength laser light source, LASOS MCS4, which combines three separate laser light sources peaking at 473 nm, 515 nm and 639 nm. We limit the diverging beams coming out of our fiber with a pinhole aperture, Thorlabs SM1D12. After this pinhole aperture, light beams reach our phase-only SLM, Holoeye Pluto-VIS. The phase-modulated beam arrives at a 4f imaging system composed of two 50 mm focal length achromatic doublet lenses, Thorlabs AC254-050-A, and a pinhole aperture, Thorlabs SM1D12, removing undiffracted light. We capture the image reconstructions with an image sensor, Point Grey GS3-U3-23S6M-C USB 3.0, located on an X-stage (Thorlabs PT1/M travel range: 0-25 mm, precision: 0.01 mm).

Our holographic display prototype is configured as an off-axis imaging system. We are using the half diﬀraction order location for our optical reconstructions. Our desired half diﬀraction order beam is on-axis with respect to the 4f imaging system, and the illumination beam is slightly off-axis. We rely on a linear grating term which will be explained in the Computation and Control Modules paragraph. Therefore, a beamsplitter in front of SLM and a linear polariser are not required for our prototype.

Computation and Control Modules. We use a computer with NVIDIA GeForce RTX 3070 laptop GPU with 8 GB memory and an Intel i7, 4.6 GHz CPU to drive our holographic display prototype. To avoid undiffracted light, we update calculated \( O_h \) with a linear phase grating term,

\[
    O_h(x, y) = \begin{cases} 
    e^{-j(\phi(x,y) + \pi)} & \text{if } y = \text{odd} \\
    e^{-j\phi(x,y)} & \text{if } y = \text{even}
    \end{cases}
\]

where \( \phi, x, y \) represents the original phase of \( O_h \).

6 Evaluation

In all our experiments, we use the exact exposure times, 20 ms, and distances between our target planes, set to 1 mm. For example, if we use four planes, the reconstructed images will correspond to a volume with \( 4 \) mm (±2 mm to SLM). For more results, please consult our supplementary materials.

Defocus blur. A sample experimental and simulation comparison is provided as in Figure 5. The naïve multipane targeting approach, where defocus parts are painted with black pixels in the target image, forms a baseline for our comparison. When GS and DF are used with naïve multipane targeting, they lead to poor image
quality. However, naive multiplane targeting with SGD [6,28] provided a result with more reasonable image quality. Thus, we discard GS and DP with naive targeting from our discussion. Instead, we use GS and DP methods with our targeting schemes. Although these options with our targeting lead to a more reasonable visual quality, it is still lacking compared with state of the art. Finally, we also add the tensor holography [31] to our comparison. Our experimental results showed that our method using SGD optimizations with a DP inspired phase update rule provided the most appealing image quality with realistic looking defocus blur. Our experimental findings are in line with our simulation results in our assessment. The simulation case for tensor holography has the contour outlines in defocus regions but not pronounced as in the experimental result from our evaluation and the original work.

Edge fringe The edge fringe issue in CGH is typically highly apparent in contents dominated by black pixels, making such content an excellent way to quantify our improvement over existing literature. In Figure 6, we compare our method against the state of the art while targeting sparse content dominated by black pixels. Our method distinguishes itself as an edge fringe artifact free result.

Blur size and number of depth planes Our multiplane CGH generation pipeline can generate images with various multiple quantization levels in depth. In addition, our CGH pipeline offers control over blur size, potentially leading to rendering scenes in a styled way according to a viewer’s taste. In our method, Gaussian Kernels can be replaced with Zernike polynomials in the future to support the prescription of a viewer. We provide the evidence that our CGH pipeline can provide images with various quantizations and blur sizes as in our supplementary materials.

Required computational resources For our method, optimizing a full color hologram for a scene with eight target planes takes 57 seconds with a memory footprint of 4623 MB using NVIDIA GeForce RTX 3070 laptop GPU with 8 GB memory. In comparison, our baseline with naive targeting takes 55 seconds to run while requiring 4587 MB on the same GPU. It should be noted that tensor-holography [31] is significantly faster than optimization methods as it replaces the iterative optimizations with a network. For our case, it takes almost 1.5 second to generate a full color hologram and requires 3908 MB of memory.

Projection distances The standard literature in the previous ten years mainly relied on generating images away from an SLM, either inside or in front of it (e.g., [16,28]). Specifically, augmented reality near-eye display designs that place SLMs in front of an eye [16] could benefit from improved CGH methods that work better in long projection distance cases as these displays generate images inside an SLM. Typically, the edge fringe artifacts become more apparent, and image quality gets worse when images are reconstructed away from an SLM. These issues make the long projection distance case a perfect base for analyzing the quality of CGH methods. In our pipeline, if we update our forward model in Equation 3 by dropping the back projection part, leading to $u(x,y) = O(x,y) * h(x,y)$, and if we drop our phase update rule in Equation 4, we can use our multiplane CGH pipeline for long projection distances. In our supplementary, we provide an evidence that our method improves image quality also in long projection distances. We provide an evidence for compatibility to AR near-eye display, our readers can consult to our supplementary material for this evidence.

Using our proof-of-concept holographic display, we demonstrated a complete multiplane CGH calculation pipeline with near-accurate defocus blur. While we noticeably mitigate edge fringe issues and our results approximate focal blur, there are remaining issues and potential new research paths. These issues and research paths includes occlusion in multiplanar holography, perceptual holography and practical issues. We expand on these topics with a discussion included in our supplementary.

7 Discussion We demonstrated a new CGH method that introduces a novel loss function, targeting scheme, and optimization method for multiplane image reconstructions. In addition, we also built a proof-of-concept holographic display to assess the experimental performance of our introduced algorithmic methods. While we noticeably mitigate edge fringe effects and our results approximate natural focus blur, there are remaining issues and potential new research paths that can help us converge to better implementations in the future.

Perceptual Holography Recent literature [7,35] promises to take advantage from the qualities of human visual system by introducing new loss functions that help reconstruct images at peripheral vision with perceptual guidance and gaze-contingency. Although these works open up a new combination in research, these works can be best described as first stabs at achieving true perceptual realism. Future perceptual graphics and computational displays research
Figure 5: Comparison of methods. We show actual captures from our holographic display for three different focuses in the top three rows. In addition, a result from a simulation focusing on the back is presented in the bottom row. All the captures from our holographic display use 20 ms exposure time. We tune laser powers for each case highlighted per column to get to the best possible image quality in the corresponding case. These cases include the following items from left to right: (1) optimizing multiplane holograms using the Gerchberg-Saxton method \cite{41} with our targeting scheme, (2) optimizing multiplane holograms using the Double Phase method \cite{13} with our targeting scheme, (3) optimizing multiplane holograms using Stochastic-Gradient Descent (SGD) \cite{38} with na"{i}ve targeting where defocus parts are painted with black pixels in the target images. This specific case approximates the na"{i}ve version of the work by Peng et al. \cite{28}, Chakravarthula et al. \cite{6} and Choi et al. \cite{9} closely, (4) Optimizing a continuous depth hologram using the state-of-the-art method, tensor holography \cite{31}, and (5) optimizing a multiplane hologram using our method uses SGD and use an update rule inspired from Double Phase method. In actual captured results and simulations, our method distinguishes itself as the contrast preserving, fringe artifacts free and high-visual quality method.

must find ways to carefully tune the image spatiotemporal qualities of holography to achieve life-like visuals.

Occlusion in multiplanar holography. A change in a user’s point-of-view when observing multiplane images can lead to occlusion related issues with most multiplane CGH approaches, including ours. These occlusions manifest as missing image parts or images that look “holo” (seeing one object inside another). Hence, addressing the occlusion issue is essential and an outstanding scientific question in multiplane CGH. Further research in data representations in multiplane is also required to provide occlusions similar to point-based representations in the literature \cite{31}.

Visual quality metrics. We strongly argue that commonly used image quality assessment metrics such as PSNR and SSIM do not apply to multiplane holograms for various obvious reasons. For instance, there is no metric to assess the defocus blur in 3D scenes. The values coming out of such metrics do not entirely correlate with the experience of a human subject (e.g., marking blurry as better to sharper images with speckle noise). The community can benefit from a new set of metrics tailored for 3D CGH.

Learned Holography. Learning methods have garnered interest among the CGH community. An exciting line of research from work by Lee et al. \cite{22} promises to benefit Variational Autoencoders (VAE) for generating complex holograms. Though their work targets lower resolution image reconstructions on a single plane, VAEs may promise a dimensionality reduction in our problem (smaller network). On the other hand, there is active research on replacing optimization steps and further enhancing optimization routines with learned-references \cite{14}. Optimizer based solutions (e.g., SGD) can provide much higher quality holograms concerning end-to-end
Practical issues Despite the well-known advantages of CGHs, there are still many challenges to be addressed, including field-of-view [17], depth-of-field [25], and speckle noise [33]. Another challenge in working with a laser-based display system is dust and imperfections on optical components such as diamond turning marks, which causes diffraction problems and undesired fringe patterns on the holograms. We believe holographic displays need to support imperfect optical components to be practical and highly reproducible at the consumer level. These practical issues may have seen as engineering hurdles, but we believe these issues fall into the category of tolerance related research in optical and algorithmic designs.
8 Conclusion

The display and graphics technologies industry is, in many ways, well established, yet the future remains unsettled. Innovations leading to seamless blends of graphically created digital 3D objects with the physical natural world will disrupt the status quo.

To fulfil the demands of this ultimate goal, we evaluate CGH as the future display and graphics technology. Specifically, we study representing 3D scenes as multiplane images using CGH without the inherent coherent artifacts such as fringes or incorrect defocus blur. Our approach provides a phase-only hologram that can simultaneously reconstruct images at various depths with the near-correct optical focus cues. While we offer a unique solution to some of the fundamental challenges of coherent display systems, hurdles remain in CGH implementations to claim superiority over other display and graphics technologies. We hope to inspire the relevant research communities to investigate CGH as the ultimate display and graphics method.

Supplementary Material

The code base of our framework is available at our repository [1]. We provide the source files of our figures in our supplementary documentation.
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In addition to this supplementary documentation, we provide a compressed file containing sources of our figures in high resolution. We also provide sample holograms generated using our hologram generation pipeline within the same compressed file.

1 Gaze-contingent Loss

Our proposed loss function, \( \mathcal{L}_m \), can further be improved in the presence of a visual saliency or gaze location mask, \( S \), leading to our salient loss function, \( \mathcal{L}_s \), described as

\[
\mathcal{L}_s = m_0 \mathcal{L}_2(S \mathcal{P}_h + S \mathcal{M}_h) + m_1 \mathcal{L}_2(S \mathcal{M}_h \mathcal{P}_h).
\]

Note that \( \mathcal{L}_s \) is optional and only useful when a saliency map, \( S \), is provided among with \( P_{\text{target}} \) and \( V_{\text{depth}} \).

2 Optical beam propagation

A phase-only hologram is described as a two-dimensional array filled with phase values and typically described with a complex notation as \( O_h = e^{i \phi(x,y)} \), where \( \phi \) represents the phase delay introduced by each pixel at a phase-only hologram. Holographic displays typically represent holograms, \( O_h \), with programmable SLMs. Meanwhile, a coherent beam illuminating a phase-only hologram, \( U_i \), is also described as a two-dimensional array. Note that \( U_i \) is an oscillating electric field described as \( U_i = A_0 e^{i(k(x,y) - \phi_0)} \), where \( A_0 \) represents the amplitude of the optical beam, \( k \) represents the wavenumber that can be calculated as \( \frac{2\pi}{\lambda} \). \( \lambda \) represents the wavelength of light, and \( \phi_0 \) represents the initial phase of the optical beam. In calculation, \( A_0 \) is often considered \( A_0 = 1 \) for an ideal collimated beam, while \( \phi_0 \) is assumed to be a two-dimensional array filled with random values between zero to 2\( \pi \). Finally, leading to simplification of \( U_i \) as \( e^{i \phi_0} \). In simple terms, as \( U_i \) illuminates \( O_h \), \( U_i \) by modulated with \( O_h \), forming a new modulated beam \( U_m \) that is calculated as

\[
U_m = U_i O_h = e^{i(k(x,y) - \phi_0(x,y))}.
\]

A modulated beam, \( U_m \), has to propagate in free-space from the hologram plane (SLM plane) towards a target depth plane to reconstruct images at various depth planes. Propagation of optical beams from one plane to another follows the theory and method introduced by Rayleigh-Sommerfeld diffraction integrals [4]. This diffraction integral’s first solution, the Huygens-Fresnel principle, is expressed as follows:

\[
u(x,y) = \frac{1}{\lambda} \int \int u_0(x,y) e^{i kr \cos(\theta)} \, dx \, dy,
\]

where resultant field, \( U(x,y) \) is calculated by integrating over every point across hologram plane, \( U_0(x,y) \) represents the optical field in the hologram plane for every point across XY axes, \( r \) represents the optical path between a selected point in hologram plane and a selected point in target plane, \( \theta \) represents the angle between these points. The angular spectrum method, an approximation of the Huygens-Fresnel principle, is often simplified into a single convolution with a fixed spatially invariant complex kernel, \( h(x,y) \) [9],

\[
u(x,y) = u_0(x,y) * h(x,y) = f^{-1}(f(u_0(x,y)) f(h(x,y))).
\]

In our implementations, we rely on a fundamental library for optical sciences [1], which provides a differentiable version of various optical beam propagation methods. Therefore, our methods can work with other beam propagation approximations.

3 Additional results

In addition to the main manuscript, here, we provide additional results from our simulations and our holographic display, which we provide in Figure 3 and Figure 4. These results are captured when images are reconstructed on the SLM plane with a 1 mm distance between each plane. There is six target image plane in this case. Please note that the size differences between optical and simulated reconstructions are due to the magnification size of our 4f system. Our camera can capture approximately %75 percent of the full optical reconstructions. In the future, we also plan on exploring learned models [5] for improving the visual quality further and mitigating imperfections in hardware setup.

4 Simulation mismatch

There are two significant contributors to the inaccuracy between simulation and experimental results. The first one is the forward model that we rely on is an ideal approximation of wave propagation in free space. Specifically, we rely on the Bandlimited Angular Spectrum Method (BASM) [7]. These models are merely an approximate representation of the light transport model. Our repository supports other wave propagation models such as Fresnel Space Propagation (FSP) and Angular Spectrum Method (ASM) [3]. We chose BASM as it provided the best image quality and metrics according to our experimental results. These models do not account for the whole system’s characteristics. There are many imperfections in the system, such as aberrations, non-linear responses of SLMs, and dust particles or scratches in optical systems that can eventually degrade the simulation accuracy with respect to experimental results. The topic of accurate representation of light transport is a crucial and active study that requires extensive research [2, 5, 8].

BLUR SIZE AND NUMBER OF DEPTH PLANES

Our multiplane CGH generation pipeline can generate images with various multiple quantization levels in depth. In addition, our CGH pipeline offers control over blur size, rendering scenes in a styled way according to a viewer’s taste. In our method, Gaussian Kernels can be replaced with Zernike polynomials in the future to support the prescription of a viewer. Here, we provide the evidence that our CGH pipeline can provide images with various quantizations and blur sizes as in Figure 1.
Figure 1: The number of depth planes and blur size. We show actual captures from our holographic display with a 20 ms exposure time and fixed laser powers. At each row, we quantize our depth target into various numbers of planes (4-8-12 planes). In each column, we change the maximum blur kernel sizes. Our results suggest that our method supports various quantization levels of depth while providing tunable blur sizes, opening up the possibility to stylize images according to a viewer’s taste.

Figure 2: The maximum blur size. The size of the defocus blur kernel is bounded by the receptive field of the pixels in the hologram. The receptive field or the support region for each pixel depends on the maximum diffraction angle of the SLM. The amount of defocus blur depends on the size of the blur kernel. There is a fundamental limitation of the defocus blur size, which is imposed by the physical limitations of the hardware. Due to the maximum diffraction angle of the SLM, each pixel can contribute to a limited region in the image planes. This situation is presented in Figure 2. The maximum diffraction angle for a given SLM can be calculated as

\[ \sin(\theta) = \frac{1}{2a} \frac{\lambda}{a}, \]  

(5)

where \( \theta \) is the maximum diffraction angle, \( a \) is the pixel pitch of the SLM, and \( \lambda \) is the wavelength of the light source. In the support regions, in other words, the receptive field size of pixels bounds the maximum defocus blur size. The maximum defocus blur size, \( S_{db} \), for different target image planes can be calculated as

\[ S_{db} = 2\tan(\theta)d_n, \]  

(6)

where \( d_n \) is the distance between the target image plane and the hologram plane.

5 Details of Display Prototype

This section describes our hardware implementation details of the holographic display prototype. The SLM in our system is Holoeye Pluto-VIS which contains a driver unit with a DVI connection and a phase-only LCoS microdisplay with full HD resolution (1920 \times 1080 pixels), 8 \( \mu \)m pixel pitch, and an active area of 15.36 \times 8.64 mm (0.7” Diagonal). It can address 8 Bit (256 grey levels) depth levels.
Our laser source is LASOS MCS-4 laser module that is fiber-coupled to a single-mode fiber. An Arduino UNO is connected to the laser interface to modulate our laser source’s RGB channels. The optical reconstructions at each plane are captured individually with the help of a linear stage mounted with the camera on top it. In Figure 5, we provide USAF 1951 and Indian Head Pattern charts to assess the quality of our holographic display prototype.

6 Augmented Reality Near-Eye Display Application

Our work can also be used in Augmented Reality (AR) near-eye displays [6]. Here, we show a sample application note, where we modified our holographic display prototype to get to an AR application example. Our modification involves adding a standard mirror after the 4f imaging system so that the optical path can be steered at 110 degrees. Along the steered optical path axis, we add a lens (Thorlabs LA11-45-A) and a beamsplitter to imitate an eyepiece of an AR near-eye display. Our camera, Nikon D5300 equipped with AF Nikkor 50mm f/1.8D follows the beam splitter. In Figure 6, we provide several photographs to demonstrate our configuration.

To evaluate our prototype, we have constructed an actual scene where we put real objects at the targeted virtual image distances. We provide our sample captures from this AR application in Figure 7. The real objects, Rubik’s Cube, train, and snowman, are located at 45 cm, 65 cm, and 100 cm with respect to the user’s view.

7 Long Projection Distances

The edge fringe artifacts become more apparent when image planes are reconstructed further away from the SLM. In order to demonstrate this effect and validate our method for long projection distances, we built another holographic display prototype which forms the image planes at 15 cm, 14.5 cm and 14.0 cm away from the SLM. Figure 8 provides a detailed overview of our optical schematic and photographs of this prototype. The optical path of this display prototype starts from a laser light source, LASOS MCS4, which combines three separate laser light sources. Thorlabs LA1708-A plano-convex lens with a 200 mm focal length collimates the light emitted from the single-mode fibre output. The linearly polarized collimated beam bounces off the beamsplitter, Thorlabs BP245B1, towards our phase-only SLM, Holoeye Pluto-VIS (1920x1080 px, 8 µm). The phase-modulated beam from our phase-only SLM arrives at a combination of 500 mm and 250 mm focal length plano-convex/bi-convex lenses. Thorlabs LA1908-A & LB1056-A. A pinhole aperture, Thorlabs SM1D12, follows the lenses at a focal length away. We capture the image reconstructions with a lensless image sensor, Point Grey GS3-U3-23S6M-C USB 3.0, located on an X-stage (Thorlabs PT1/M travel range: 0-25 mm, precision: 0.01 mm).

In Figure 9, we provide a comparison between naive SGD, tensor holography, and our method for long projection distances.
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Figure 3: Additional capture and simulation results of our method with various different scenes and focuses. The provided captures are generated on the Spatial Light Modulator (SLM) plane. All the images are captured with 20 ms exposure time using our holographic display. The provided simulated images are also generated on the Spatial Light Modulator (SLM) plane. All the simulated images are results from our hologram reconstruction simulation using our method. Both in captures and simulations, there are six target image planes in depth with 1 mm separation between each depth plane (-2.5 mm and +2.5 mm with respect to an SLM).
Figure 4: Additional capture and simulation results of our method with various different scenes and focuses. The provided captures are generated on the Spatial Light Modulator (SLM) plane. All the images are captured with 20 ms exposure time using our holographic display. The provided simulated images are also generated on the Spatial Light Modulator (SLM) plane. All the simulated images are results from our hologram reconstruction simulation using our method. Both in captures and simulations, there are six target image planes in depth with 1 mm separation between each depth plane (-2.5 mm and +2.5 mm with respect to an SLM).

Figure 5: Additional 2D captures. USAF 1951 and Indian Head Pattern charts demonstrate our holographic display prototype's resolution and contrast capability.
Figure 6: Our proof-of-concept holographic display for Augmented Reality Near-Eye Display application example. Here, we provide various captures of our modified holographic display for AR near-eye display application. We additionally introduce a mirror, eyepiece lens and beam splitter to our display. The camera and the lens imitate the user’s view with changing focus cues. The right image demonstrates the actual scene that we used in our captures. The Rubik’s Cube, train, and snowman are located 45 cm, 65 cm, and 100 cm away from the camera.

Figure 7: Augmented Reality Near-Eye Display application example. Here, we provide samples from our modified holographic display approximating a baseline AR near-eye display. We show virtual images generated at various optical depths in the given scene. There are eight target image planes in depth with 1 mm separation between each depth plane (-3.5 mm and +3.5 mm with respect to an SLM). The focused virtual image planes correspond to 45 cm, 65 cm, and 100 cm with respect to the user’s view. We indicate these plane locations with real objects (Rubik’s Cube, train, and snowman) that are placed on the target distances. The red boxes and arrows indicate the focused depth plane in the captures.

Figure 8: Our proof-of-concept holographic display for long projection distances. (Left) A three-dimensional layout of our design shows the arrangement of our prototype’s optical and optomechanical components. (Right) A photograph of our proof-of-concept holographic display setup with annotations of primary components. Both at the layout and photographs, light direction and path are indicated with a yellow line.
Figure 9: Support for long projection distances. Here, we provide captures from our holographic display at a projection distance of 15 cm. The indicated focuses of near, mid and far correspond to 14.0 cm, 14.5 cm and 15.0 cm, respectively. Our method maintains image quality at these projection distances, unlike the literature’s state of the art methods.