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Abstract
We propose new approximate alternating projection methods, based on randomized sketching, for the low-rank nonnegative matrix approximation problem: find a low-rank approximation of a nonnegative matrix that is nonnegative, but whose factors can be arbitrary. We calculate the computational complexities of the proposed methods and evaluate their performance in numerical experiments. The comparison with the known deterministic alternating projection methods shows that the randomized approaches are faster and exhibit similar convergence properties.
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1 Introduction

Nonnegative functions and datasets arise in many areas of research and industrial applications. They come in different forms that include, but are not limited to, probability density functions, concentrations of substances in physics and chemistry, ratings, images, and videos. As the amounts of data grow, it becomes increasingly important to have reliable approximation techniques that permit fast post-processing of the compressed data in the low-parametric format.

For matrices, this can be achieved with low-rank approximations. The best low-rank approximation problem is well-understood and has an exact solution in any unitarily invariant norm: the truncated singular value decomposition. However, there is no guarantee that the resulting low-rank matrix retains the nonnegativity of its elements.

A possible remedy can be found in nonnegative matrix factorizations (NMF) [1,2], an ideology that explicitly enforces nonnegativity by searching for an approximate low-rank decomposition with nonnegative latent factors. A lot of progress has been made in this field; for instance, it has been extended to multi-dimensional tensors [3–6].

The interpretative properties of NMF explain why it shines in such areas as data analysis [7]. In other applications, however, the main goal is to achieve good compression of the data. This mostly concerns scientific computing in such areas as numerical solution of large-scale differential equations [8–12] and multivariate probability [13, 14]. There, NMF can appear to be a bottleneck, since the nonnegative rank might be significantly larger than the usual matrix rank (not to mention the computational complexity of approximate NMF; the exact NMF is NP-hard [15]).

For these tasks, a recently proposed low-rank nonnegative matrix factorization (LRNMF) problem [16] is more suitable. Given a matrix $X \in \mathbb{R}^{m \times n}_+$ with nonnegative entries and a target rank $r$, the goal is to find a rank-$r$ approximation that is nonnegative, but whose factors can be arbitrary:

$$
\|X - UV^T\|_F^2 \rightarrow \min_{U \in \mathbb{R}^{m \times r}, V \in \mathbb{R}^{n \times r}} \quad \text{s.t.} \quad UV^T \in \mathbb{R}^{m \times n}_+.
$$

Likely even more important for the applications in question is a closely related problem, where the nonnegative matrix $X$ itself is unknown; instead, one has a rank-$r$ approximation $X \approx U_0V_0^T$ that contains negative elements, and the goal is to produce a nonnegative rank-$r$ matrix that is close to it:

$$
\|U_0V_0^T - UV^T\|_F^2 \rightarrow \min_{U \in \mathbb{R}^{m \times r}, V \in \mathbb{R}^{n \times r}} \quad \text{s.t.} \quad UV^T \in \mathbb{R}^{m \times n}_+.
$$

In [16], it was shown that (1) and (2) can be solved with alternating projections. Classically, this method is used to find a point in the intersection of two closed convex sets $C_1$ and $C_2$ in a Euclidean space:

$$
y_k = \Pi_{C_1}(x_k), \quad x_{k+1} = \Pi_{C_2}(y_k),
$$

where $\Pi_C(x) = \arg \min_{y \in C} \|x - y\|$ denotes the projection of $x$ onto convex $C$ in the Euclidean norm. While $\mathbb{R}^{m \times n}_+$ is indeed convex, the set $\mathcal{M}_r \subset \mathbb{R}^{m \times n}$ of rank-$r$ matrices is not. The best rank-$r$ approximation in the Frobenius norm (which is Euclidean) still exists, though, and it was proved that the iterations converge to a point in $\mathcal{M}_r \cap \mathbb{R}^{m \times n}_+$ [16]. The following work [17] introduced an approximate projection operator onto $\mathcal{M}_r$ that reduced the per-iteration complexity of the alternating projections to $O(mnr)$.

In this paper, we consider the alternating projections for LRNMF (1)-(2) with approximate projections onto $\mathcal{M}_r$ that are based on randomized sketching techniques with the aim to further reduce the complexity of the iterations, as compared with [17]. In Section 2, we present in detail the algorithms from [16,17] and describe three randomized approximate alternating projection approaches based on [18–20]. Section 3 is devoted to numerical experiments that
we use to evaluate and compare the performance of the different versions of alternating projections. The three examples are random matrices, an image, and a solution to the Smoluchowski equation. Our paper also has an Appendix, where we meticulously calculate the computational complexities of the presented algorithms.

2 Methods

2.1 Deterministic

The first algorithm we describe directly follows the alternating projection framework (3) as it computes the exact projections onto $M_{\leq r} = \{X \in \mathbb{R}^{m \times n} : \text{rank } X \leq r\}$ and $\mathbb{R}_+^{m \times n}$ that minimize the Frobenius norm [16]. For matrices, the best rank-$r$ approximation in any unitarily invariant norm (including the Frobenius norm) is delivered by the truncated singular value decomposition (SVD). We denote it by $\text{SVD}_r$ so that

$$
\Pi_{M_{\leq r}}(X) = \text{SVD}_r(X) = \arg \min_{Y \in M_{\leq r}} \|X - Y\|_F,
$$

where $U_r \in \mathbb{R}^{m \times r}$ and $V_r \in \mathbb{R}^{n \times r}$ are the truncated left and right singular factors, and $\Sigma_r \in \mathbb{R}^{r \times r}$ is the truncated diagonal matrix of singular values. To find the nonnegative matrix that best approximates a given one, we simply need to set all of its negative elements to zero:

$$
\Pi_{\mathbb{R}_+^{m \times n}}(X) = \max(X, 0) = \{\max(x_{ij}, 0)\} = \arg \min_{Y \in \mathbb{R}_+^{m \times n}} \|X - Y\|_F.
$$

Applied iteratively one by one, these projections give rise to Alg. 1 that we will call SVD. The computational complexity of this approach is dominated by $\text{SVD}_r$, which costs $O(mn^2)$ flops.

**Algorithm 1:** Exact alternating projections (SVD) [16]

**Data:** Initial approximation $Y^{(0)} \in \mathbb{R}^{m \times n}$ of rank $r$, number of iterations $s$

**for** $i = 1, \ldots, s$ **do**

- $X^{(i)} \leftarrow \max(Y^{(i-1)}, 0)$;
- $[U_r, \Sigma_r, V_r] \leftarrow \text{SVD}_r(X^{(i)})$;
- $Y^{(i)} \leftarrow U_r \Sigma_r V_r^T$;

**return** $Y^{(s)}$

The algorithm from [17] cleverly uses the smooth manifold structure of $\mathcal{M}_r$ to trade the exact low-rank projection for faster iterations. If $Y \in \mathcal{M}_r$ and $U_r \in \mathbb{R}^{m \times r}$ and $V_r \in \mathbb{R}^{n \times r}$ are its singular factors, the tangent space to $\mathcal{M}_r$ at $Y$ can be described as

$$
T_Y \mathcal{M}_r = \{U_r A^T + B V_r^T : A \in \mathbb{R}^{n \times r}, \ B \in \mathbb{R}^{m \times r}\},
$$

and the orthogonal projection onto it is computed according to

$$
\Pi_{T_Y \mathcal{M}_r}(X) = U_r U_r^T X + (I - U_r U_r^T) XV_r V_r^T.
$$

It is easy to see that all the matrices from the tangent space $T_Y \mathcal{M}_r$ have rank at most $2r$. This motivates the following approximate projection: let $Y \in \mathcal{M}_r$ be the last iterate and let $X = \Pi_{\mathbb{R}_+^{m \times n}}(Y)$ be its nonnegative correction, then the new low-rank iterate is chosen as

$$
\tilde{\Pi}_{\mathcal{M}_{\leq r}}(X) = \text{SVD}_r(\Pi_{T_Y \mathcal{M}_r}(X)).
$$

The resulting Alg. 2 (Tangent) has asymptotic complexity $O(mnr)$ per iteration with the dominant term $6mnr$. Note that it would be more correct to talk about the real-algebraic variety $\mathcal{M}_{\leq r}$ and its tangent cones since it may occur that the rank of the iterate is below $r$, but such singular cases are, nevertheless, extremely rare (see [21]).
Algorithm 2: Alternating projections via tangent spaces (Tangent) [17]

Data: Initial approximation $Y^{(0)} \in \mathbb{R}^{m \times n}$ of rank $r$, number of iterations $s$

$[U_r, \Sigma_r, V_r] \leftarrow \text{SVD}_r(Y^{(0)})$;

for $i = 1, \ldots, s$ do

\begin{align*}
X^{(i)} &\leftarrow \max(Y^{(i-1)}, 0); \\
G_1 &\leftarrow U_r^T X^{(i)} (I - V_r V_r^T) \in \mathbb{R}^{r \times n}, \quad G_2 \leftarrow (I - U_r U_r^T) X^{(i)} V_r \in \mathbb{R}^{m \times r}; \\
[Q_1, R_1] &\leftarrow \text{QR}(G_1^T), \quad [Q_2, R_2] \leftarrow \text{QR}(G_2); \\
Z &\leftarrow \begin{bmatrix}
U_r^T X^{(i)} V_r & R_1^T \\
R_2 & 0
\end{bmatrix} \in \mathbb{R}^{2r \times 2r}; \\
[\tilde{U}_r, \Sigma_r, \tilde{V}_r] &\leftarrow \text{SVD}_r(Z); \\
U_r &\leftarrow [U_r \quad Q_2] \tilde{U}_r, \quad V_r \leftarrow [V_r \quad Q_1] \tilde{V}_r; \\
Y^{(i)} &\leftarrow U_r \Sigma_r V_r^T;
\end{align*}

return $Y^{(s)}$

2.2 Randomized

The family of sketching techniques for low-rank matrix approximation is an important part of rapidly developing randomized numerical linear algebra [22]. The general idea consists in dimension reduction, which is achieved with the multiplication by a random test matrix that is sampled from a probability distribution of choice; the reduced matrix, the sketch, is then used to estimate the range and co-range of the initial matrix. We will focus on three classes of random test matrices $\Psi \in \mathbb{R}^{n \times k}$ [19]:

- iid standard Gaussian entries
  \[ \psi_{ij} \sim \mathcal{N}(0,1); \]

- iid Rademacher entries
  \[ \psi_{ij} \sim \text{Rad}, \quad \psi_{ij} = \begin{cases}
  1, & \text{with probability } 1/2, \\
  -1, & \text{with probability } 1/2;
\end{cases} \]

- iid Rademacher entries on a sparse mask with density $\rho$
  \[ \psi_{ij} \sim \text{Rad}(\rho), \quad \psi_{ij} = \begin{cases}
  0, & \text{with probability } 1 - \rho, \\
  1, & \text{with probability } \rho/2, \\
  -1, & \text{with probability } \rho/2.
\end{cases} \]

We begin with the randomized truncated SVD algorithm from [18, Alg. 5.1]. It applies a random test matrix $\Psi \in \mathbb{R}^{n \times k}$ with $k \geq r$ on the right, computes the range of the sketch via QR decomposition, projects the initial matrix onto this range, and finally computes SVD of a fat $k \times n$ matrix:

\[ \tilde{\Pi}_{M \leq r}(X) = Q \cdot \text{SVD}_r(Q^TX), \quad [Q, R] = \text{QR}(X \Psi). \]

It is also possible to combine this procedure with $p$ iterations of the power method that lead to better estimation of the range:

\[ [Q, R] = \text{QR}((XX^T)^p X \Psi). \]

In Alg. 3, we present the alternating projection method $HMT(p, k)$, which uses an equivalent form of the power method [18, Alg. 4.4].
For the next variant of sketching-based alternating projections, we use a different randomized SVD algorithm \cite{Tropp2011}. Unlike the previous method, it uses two test matrices $\Phi \in \mathbb{R}^{n \times k}$ and $\Psi \in \mathbb{R}^{n \times k}$:
\[
\tilde{\Pi}_{M \leq r}(X) = Q \cdot \text{SVD}_r((\Phi Q)^\dagger \Phi X), \quad [Q, R] = \text{QR}(X \Psi).
\]
The details of the corresponding \textit{Tropp}(k, l) alternating projections are listed in Alg. 4.

\begin{algorithm}
\caption{Alternating projections via \cite{Tropp2011} (HMT)}
\begin{algorithmic}
\Statex \textbf{Data:} Initial approximation $Y^{(0)} \in \mathbb{R}^{m \times n}$ of rank $r$, co-range sketch size $k \geq r$, number of power method iterations $p$, test matrix generator $\text{TestMatrix}$, number of iterations $s$
\Statex \For {$i = 1, \ldots, s$}
\Statex \hspace{1em} $X^{(i)} \leftarrow \max(Y^{(i-1)}, 0)$;
\Statex \hspace{1em} $\Psi \leftarrow \text{TestMatrix}(n, k) \in \mathbb{R}^{n \times k}$;
\Statex \hspace{1em} $Z_1 \leftarrow X^{(i)} \Psi \in \mathbb{R}^{n \times k}$;
\Statex \hspace{1em} $[Q, R] \leftarrow \text{QR}(Z_1)$;
\Statex \hspace{2em} $Z_2 \leftarrow Q^T X^{(i)} \in \mathbb{R}^{k \times n}$;
\Statex \hspace{2em} $[Q, R] \leftarrow \text{QR}(Z_2)$;
\Statex \hspace{2em} $U_r, \Sigma_r, V_r \leftarrow \text{SVD}_r(Z_2)$;
\Statex \hspace{2em} $Y^{(i)} \leftarrow QU_r \Sigma_r V_r^T$;
\EndFor
\Statex \Return $Y^{(s)}$
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\caption{Alternating projections via \cite{Tropp2011} (Tropp)}
\begin{algorithmic}
\Statex \textbf{Data:} Initial approximation $Y^{(0)} \in \mathbb{R}^{m \times n}$ of rank $r$, co-range sketch size $k \geq r$, range sketch size $l \geq k$, test matrix generator $\text{TestMatrix}$, number of iterations $s$
\Statex \For {$i = 1, \ldots, s$}
\Statex \hspace{1em} $X^{(i)} \leftarrow \max(Y^{(i-1)}, 0)$;
\Statex \hspace{1em} $\Psi \leftarrow \text{TestMatrix}(n, k) \in \mathbb{R}^{n \times k}$, \quad $\Phi \leftarrow \text{TestMatrix}(l, m) \in \mathbb{R}^{l \times m}$;
\Statex \hspace{1em} $Z \leftarrow X^{(i)} \Psi \in \mathbb{R}^{n \times k}$;
\Statex \hspace{2em} $[Q, R] \leftarrow \text{QR}(Z)$;
\Statex \hspace{2em} $W \leftarrow \Phi Q \in \mathbb{R}^{l \times k}$;
\Statex \hspace{2em} $[P, T] \leftarrow \text{QR}(W)$;
\Statex \hspace{2em} $G \leftarrow T^{-1} P^T \Phi X^{(i)} \in \mathbb{R}^{k \times n}$;
\Statex \hspace{2em} $U_r, \Sigma_r, V_r \leftarrow \text{SVD}_r(G)$;
\Statex \hspace{2em} $Y^{(i)} \leftarrow QU_r \Sigma_r V_r^T$;
\EndFor
\Statex \Return $Y^{(s)}$
\end{algorithmic}
\end{algorithm}

Finally, we consider the generalized Nyström method \cite{Vogel2008} that does not use the SVD whatsoever and is the base of $GN(l)$ (see Alg. 5). Given two test matrices $\Phi \in \mathbb{R}^{l \times m}$ and $\Psi \in \mathbb{R}^{n \times r}$, it computes
\[
\tilde{\Pi}_{M \leq r}(X) = (X \Psi R^{-1})(Q^T \Phi X), \quad [Q, R] = \text{QR}(\Phi X \Psi).
\]

In all three sketching-based alternating projection methods, the computational complexity of a single iteration is determined by matrix-matrix products, similarly to the Tangent approach. However, the constant in front of $mn$ can be reduced for the randomized algorithms (see Tab. 1). Indeed, while with Gaussian sketching the lowest value that can be obtained is $6r$ (if we set...
Algorithm 5: Alternating projections via [20] (GN)

**Data:** Initial approximation \( Y^{(0)} \in \mathbb{R}^{m \times n} \) of rank \( r \), range sketch size \( l \geq r \), test matrix generator \( \text{TestMatrix} \), number of iterations \( s \)

**for** \( i = 1, \ldots, s \) **do**

\[
X^{(i)} \leftarrow \max(Y^{(i-1)}, 0);
\]

\[
\Psi \leftarrow \text{TestMatrix}(n, r) \in \mathbb{R}^{n \times r}, \quad \Phi \leftarrow \text{TestMatrix}(l, m) \in \mathbb{R}^{l \times m};
\]

\[
Z \leftarrow X^{(i)} \Psi \in \mathbb{R}^{m \times r};
\]

\[
W \leftarrow \Phi Z \in \mathbb{R}^{l \times r};
\]

\[
[Q, R] \leftarrow \text{QR}(W);
\]

\[
V \leftarrow (\Phi X^{(i)})^T Q \in \mathbb{R}^{n \times r};
\]

\[
U \leftarrow Z R^{-1} \in \mathbb{R}^{m \times r};
\]

\[
Y^{(i)} \leftarrow UV^T;
\]

**return** \( Y^{(s)} \)

---

\( p = 0, k = r, \) and \( l = r \) as in Tangent, Rademacher and sparse Rademacher sketching can lead to smaller complexities. The detailed computational complexity analysis is carried out in the Appendix.

|                      | HMT\((p, k)\) | Tropp\((k, l)\) | GN\((l)\) |
|----------------------|--------------|----------------|----------|
| \( \mathcal{N}(0, 1) \) | \((4p + 4)k + 2r\) | \(2r + 2k + 2l\) | \(4r + 2l\) |
| Rad                  | \((4p + 3)k + 2r\) | \(2r + k + l\) | \(3r + l\) |
| Rad\((\rho)\)        | \((4p + 2 + \rho)k + 2r\) | \(2r + \rho k + \rho l\) | \(2r + \rho r + \rho l\) |

Table 1: The dominant terms, divided by \( mn \), of per-iteration complexities related to matrix-matrix products. For the Tangent method, this value is \( 6r \).

### 3 Numerical experiments

#### 3.1 Random uniform matrices

In the first example, we consider random \( 256 \times 256 \) matrices with independent identically distributed entries, distributed uniformly on \([0, 1]\), and try to approximate them with nonnegative rank-64 matrices. The best rank-64 approximation given by the truncated singular value decomposition contains many negative elements (see Fig.1), and we attempt to correct it using alternating projections. The results are presented in Tab. 2 and Fig. 2: the former contains the per-iteration computational complexities of each approach measured in flops, and the approximation errors in the Frobenius and Chebyshev (maximum) norms after 100 iterations; the latter shows the decay rate of the negative elements (we consider a value negative if it is below \( -10^{-15} \)). We see that the randomized approaches perform fewer operations per iteration than SVD and Tangent and have similar convergence properties. The only exception is GN: it keeps more large negative elements in the process and then abruptly makes them positive.
Figure 1: Properties of a random $256 \times 256$ matrix with iid elements distributed uniformly on $[0,1]$: normalized singular values (a) and the magnitude (in log scale) of the negative elements of its best rank-64 approximation (b).

| Method              | Sketch | Flops per iter | Frobenius | Chebyshev |
|---------------------|--------|----------------|-----------|-----------|
| Initial SVD         | N/A    | $3.5 \cdot 10^8$ | $3.07 \cdot 10^{-1}$ | $7.18 \cdot 10^{-1}$ |
| SVD                 | N/A    | $3.6 \cdot 10^8$ | $3.08 \cdot 10^{-1}$ | $7.17 \cdot 10^{-1}$ |
| Tangent             | N/A    | $9.2 \cdot 10^7$ | $3.08 \cdot 10^{-1}$ | $7.19 \cdot 10^{-1}$ |
| HMT(1, 70)          | $\mathcal{N}(0,1)$ | $7.7 \cdot 10^7$ | $3.08 \cdot 10^{-1}$ | $7.14 \cdot 10^{-1}$ |
| HMT(0, 70)          | $\mathcal{N}(0,1)$ | $5.0 \cdot 10^7$ | $3.11 \cdot 10^{-1}$ | $7.14 \cdot 10^{-1}$ |
| HMT(0, 70) Rad      | Rad    | $4.4 \cdot 10^7$ | $3.10 \cdot 10^{-1}$ | $7.24 \cdot 10^{-1}$ |
| HMT(0, 70) Rad(0.2) | Rad(0.2) | $4.0 \cdot 10^7$ | $3.10 \cdot 10^{-1}$ | $7.18 \cdot 10^{-1}$ |
| Tropp(70, 100)      | Rad(0.2) | $3.8 \cdot 10^7$ | $3.17 \cdot 10^{-1}$ | $7.47 \cdot 10^{-1}$ |
| Tropp(70, 85)       | Rad(0.2) | $3.6 \cdot 10^7$ | $3.30 \cdot 10^{-1}$ | $7.97 \cdot 10^{-1}$ |
| GN(150)             | Rad(0.2) | $2.0 \cdot 10^7$ | $3.40 \cdot 10^{-1}$ | $8.25 \cdot 10^{-1}$ |
| GN(120)             | Rad(0.2) | $1.8 \cdot 10^7$ | $3.60 \cdot 10^{-1}$ | $8.33 \cdot 10^{-1}$ |

Table 2: Comparison of alternating projection methods for rank-64 nonnegative approximation of random $256 \times 256$ matrices with iid elements distributed uniformly on $[0,1]$: their computational complexities and relative errors in the Frobenius and Chebyshev norms after 100 iterations.
Figure 2: Comparison of alternating projection methods for rank-64 nonnegative approximation of random $256 \times 256$ matrices with iid elements distributed uniformly on $[0, 1]$: the Frobenius and Chebyshev norms of the negative part and the density of negative elements over 100 iterations. The results are averaged over 10 trials.
3.2 Solution to Smoluchowski equation

Our second example comes from the two-component Smoluchowski coagulation equation

\[
\frac{\partial n(v_1, v_2, t)}{\partial t} = -n(v_1, v_2, t) \int_0^\infty \int_0^\infty K(u_1, u_2; v_1, v_2)n(u_1, u_2, t)du_1du_2 \\
+ \frac{1}{2} \int_0^{v_1} \int_0^{v_2} K(v_1 - u_1, v_2 - u_2; u_1, u_2)n(v_1 - u_1, v_2 - u_2, t)n(u_1, u_2, t)du_1du_2,
\]

which describes the evolution of the concentration function \(n(v_1, v_2, t)\) of the two-component particles of size \((v_1, v_2)\) per unit volume. In the previous works [8, 9], we showed that the corresponding initial-value problem can be solved by explicit time-integration in low-rank format for a wide range of coagulation kernels \(K(u_1, u_2; v_1, v_2)\) and nonnegative initial conditions. This means that at every time instant \(t\) the solution \(n(v_1, v_2, t)\) is represented as a low-rank matrix, which accelerates computation. In some cases, analytical solutions are known [23]: the solution to Eq. (4) with constant kernel \(K(u_1, u_2; v_1, v_2) \equiv K\)

and the initial conditions

\[n(v_1, v_2, t = 0) = \sqrt{K} abe^{-av_1 - bv_2}\]

is given by

\[n(v_1, v_2, t) = \sqrt{K} \frac{abe^{-av_1 - bv_2}}{(1 + \sqrt{K}t/2)^2} I_0\left(2\sqrt{\frac{abv_1v_2\sqrt{K}t}{\sqrt{K}t + 2}}\right),\]

where \(a, b > 0\) are arbitrary positive numbers and \(I_0\) is the modified Bessel function of order zero. It was proved in [9] that (5), discretized on any equidistant rectangular grid, can be approximated with accuracy \(\varepsilon\) by a matrix of rank \(O(\log 1/\varepsilon)\) that is independent of the grid.

For our numerical experiments, we set \(K = 100, a = b = 1\), choose an equidistant rectangular grid with step 0.1, and study rank-50 approximations of the 1024 \(\times\) 1024 discretized mass-concentration function

\[m(v_1, v_2, t) \equiv (v_1 + v_2) \cdot n(v_1, v_2, t)\]

corresponding to the solution (5) at \(t = 6\). In Fig. 3, we demonstrate the heatmap of \(m(v_1, v_2, t)\) and the plot of its normalized singular values, which decay rapidly in agreement with [9].

Unlike the two previous examples, where we always started with the best low-rank approximation, here we use different initial low-rank approximations, according to the alternating projection method. In Tab. 3 and Fig. 4 we compare the performance of the discussed approaches: once again, randomized approaches are faster than deterministic ones and show similar convergence. The GN method eliminates the negative elements a lot sooner than the others, but its relative error in the Frobenius norm is 5 times higher. In Fig. 5, we show how the negative elements disappear after 1000 alternating projection iterations: HMT and Tropp leave the matrix with fewer negative elements than SVD and Tangent, and GN removes them completely. Also note how the initial low-rank approximation in GN has a distinct negative pattern.
Figure 3: Properties of the $1024 \times 1024$ solution of the Smoluchowski equation at $t = 6$: (a) the solution itself and (b) the normalized singular values.

| Method  | Sketch | Flops (init/per iter) | Frobenius (init/res) | Chebyshev (init/res) |
|---------|--------|-----------------------|----------------------|---------------------|
| SVD     | N/A    | $2.3 \cdot 10^{10}/2.3 \cdot 10^{10}$ | $2.39 \cdot 10^{-2}/2.70 \cdot 10^{-2}$ | $1.19 \cdot 10^{-1}/1.48 \cdot 10^{-1}$ |
| Tangent | N/A    | $2.3 \cdot 10^{10}/6.5 \cdot 10^{7}$ | $2.39 \cdot 10^{-2}/2.72 \cdot 10^{-2}$ | $1.19 \cdot 10^{-1}/1.49 \cdot 10^{-1}$ |
| HMT(0, 15) | Rad(0.2) | $3.7 \cdot 10^{7}/5.8 \cdot 10^{7}$ | $2.43 \cdot 10^{-2}/2.75 \cdot 10^{-2}$ | $1.19 \cdot 10^{-1}/1.57 \cdot 10^{-1}$ |
| Tropp(15, 25) | Rad(0.2) | $1.2 \cdot 10^{7}/3.3 \cdot 10^{7}$ | $2.43 \cdot 10^{-2}/2.87 \cdot 10^{-2}$ | $1.33 \cdot 10^{-1}/1.60 \cdot 10^{-1}$ |
| GN(40)  | Rad(0.2) | $1.2 \cdot 10^{7}/3.3 \cdot 10^{7}$ | $8.47 \cdot 10^{-2}/1.83 \cdot 10^{-1}$ | $1.54 \cdot 10^{-1}/3.72 \cdot 10^{-1}$ |

Table 3: Comparison of alternating projection methods for rank-10 nonnegative approximation of the $1024 \times 1024$ solution of the Smoluchowski equation: their computational complexities and relative errors in the Frobenius and Chebyshev norms after 1000 iterations.
Figure 4: Comparison of alternating projection methods for rank-10 nonnegative approximation of the $1024 \times 1024$ solution of the Smoluchowski equation: the Frobenius and Chebyshev norms of the negative part and the density of negative elements over 1000 iterations.
Figure 5: Comparison of alternating projection methods for rank-10 nonnegative approximation of the $1024 \times 1024$ solution of the Smoluchowski equation: the magnitude (in log scale) of the negative elements of the rank-10 approximation initially (left) and after 1000 iterations (right).
3.3 Images

The third example aims to show that alternating projections can be used to clip the values of a low-rank matrix to a prescribed range. We pick a $512 \times 512$ grayscale image and look for its rank-50 approximation, whose values lie in $[0, 1]$: this requires a simple modification of the algorithms. The best rank-50 approximation, that we refine with alternating projections, contains outliers both below 0 and above 1, as Fig. 6 shows. We see from Tab. 4 and Fig. 7 that all methods converge and that randomized approaches are faster. By visually comparing the resulting approximations in Fig. 8, we note that Tangent introduced vertical artifacts and GN lead to more disturbances than HMT and Tropp.

Figure 6: Properties of the $512 \times 512$ Astronaut image: the image itself (a), the normalized singular values (b), the magnitude (in log scale) of the negative elements of its best rank-50 approximation (c), and the elements greater than 1 (deviation from 1 in log scale) of its best rank-50 approximation (d).
| Method         | Sketch | Flops per iter | Frobenius     | Chebyshev     |
|----------------|--------|----------------|---------------|---------------|
| Initial SVD$_r$| N/A    | 2.8 · 10$^9$   | 8.07 · 10$^{-2}$ | 4.94 · 10$^{-1}$ |
| SVD            | N/A    | 2.8 · 10$^9$   | 8.30 · 10$^{-2}$ | 5.24 · 10$^{-1}$ |
| Tangent        | N/A    | 1.3 · 10$^8$   | 1.04 · 10$^{-1}$ | 5.28 · 10$^{-1}$ |
| HMT(0, 60)     | Rad(0.2) | 8.7 · 10$^7$   | 8.50 · 10$^{-2}$ | 5.22 · 10$^{-1}$ |
| HMT(0, 55)     | Rad(0.2) | 8.0 · 10$^7$   | 8.82 · 10$^{-2}$ | 5.22 · 10$^{-1}$ |
| Tropp(65, 110) | Rad(0.2) | 7.6 · 10$^7$   | 8.77 · 10$^{-2}$ | 5.49 · 10$^{-1}$ |
| Tropp(60, 120) | Rad(0.2) | 7.1 · 10$^7$   | 8.92 · 10$^{-2}$ | 5.34 · 10$^{-1}$ |
| GN(340)        | Rad(0.2) | 7.1 · 10$^7$   | 1.16 · 10$^{-1}$ | 6.93 · 10$^{-1}$ |
| GN(150)        | Rad(0.2) | 4.8 · 10$^7$   | 1.31 · 10$^{-1}$ | 6.94 · 10$^{-1}$ |

Table 4: Comparison of alternating projection methods for rank-50 nonnegative approximation of the 512 x 512 Astronaut image: their computational complexities and relative errors in the Frobenius and Chebyshev norms after 300 iterations.
Figure 7: Comparison of alternating projection methods for rank-50 nonnegative approximation of the Astronaut image: the Frobenius and Chebyshev norms of the negative part and the density of negative elements over 300 iterations (left), same for the elements greater than 1 (right).
Figure 8: Comparison of rank-50 nonnegative approximations of the Astronaut image.
4 Conclusion

In our work, we demonstrated that randomized sketching techniques can be successfully applied to solve the LRNMF problem via approximate alternating projections. By analyzing the computational complexities of randomized and deterministic approaches and evaluating them in three different numerical experiments, we showed that sketching can lead to more efficient algorithms than the tangent-space-based one and that they, nonetheless, exhibit similar convergence properties. We believe it is important to extend the LRNMF approaches to the multi-dimensional tensor case [24] and will attempt to do so in our future papers.

Remark 4.1 Since the first publication of this paper as a preprint, we have applied alternating projections with randomized sketching to compute low-rank nonnegative approximations of tensors in Tucker and tensor train formats. See [25].
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A Computational complexity

In this Appendix, we summarize the computational complexities of the different procedures encountered in the methods that we discussed and of the methods themselves. For reference, we use Golub’s and Van Loan’s classic [26]. The complexities will be listed in terms of flops, which are understood as in [26, Sec. 1.1.15].

A.1 QR decomposition

See [26, Secs. 5.2.2 and 5.1.6]. The thin QR decomposition of a tall full-rank $m \times n$ matrix via Householder reflections requires

$$C_{QR}(m,n) = 4mn^2 - \frac{4}{3}n^3$$

flops if the matrix $Q \in \mathbb{R}^{m \times n}$ is explicitly formed from a product of $n$ reflections. If $Q$ is not formed, the cost of QR decomposition is halved and the subsequent matrix-vector products become cheaper.

A.2 Singular value decomposition

See [26, Sec. 8.6.3]. The estimated number of flops needed to compute the economic SVD of a tall $m \times n$ matrix is

$$C_{SVD}(m,n) = 14mn^2 + 8n^3.$$ 

If $m \gg n$, a more efficient approach can be used to get

$$C_{SVD}(m,n) = 6mn^2 + 20n^3,$$

and if the matrix is square, $m = n$, its SVD can be computed in approximately

$$C_{SVD}(m,m) = 21m^3.$$ 

A.3 Sketches

We mentioned three types of random sketching matrices: standard Gaussian, Rademacher, and sparse Rademacher. To generate any of these, one requires a pseudo-random number generator that produces samples from the uniform distribution on $[0,1]$. A widespread choice is the Mersenne Twister [27], which does one floating-point division per sample.
To sample from the standard Gaussian distribution, one can apply the Box-Muller transform [28]. It takes two independent random variables $x_1$ and $x_2$ uniformly distributed on [0, 1] and evaluates

\[
y_1 = \sqrt{-2 \log(x_1)} \cos(2\pi x_2), \quad y_2 = \sqrt{-2 \log(x_1)} \sin(2\pi x_2)
\]

that are independent standard Gaussian. The transform requires the computation of $\sqrt{\cdot}$, log, sin, and cos, which are computationally demanding functions. The equivalent number of flops that they consume depends heavily on the particular processing unit, but for our needs we will crudely bound their contribution by assigning 150 flops to one application of the Box-Muller transform (two Mersenne-Twister samples included); hence, 75 flops per sample from the standard Gaussian distribution. Another popular class of algorithms are rejection sampling ones, exemplified by the Ziggurat algorithm [29].

Sampling from the Rademacher distribution requires a single sample from the uniform distribution on [0, 1]. Generating an $m \times n$ matrix with random Rademacher entries then takes $mn$ flops, and it can be applied to a vector in $mn$ flops as well (twice faster than a standard matrix-vector product since no floating-point multiplications are done).

The construction of a sparse Rademacher sketching matrix is done in two steps: we generate a sparse mask and then sample the corresponding elements. Let $0 < \rho \leq 1$ be the desired density, i.e. the number of entries in the mask divided by the size of the matrix $mn$. To decide if an entry should be added to the mask, we need one sample from the uniform distribution on [0, 1]. Then for the chosen $\rho mn$ entries, we generate Rademacher samples using $\rho mn$ flops. This gives $(1 + \rho)mn$ flops for the whole sparse Rademacher sketching matrix. The multiplication with it is also fast: it takes only $\rho mn$ flops for a matrix-vector product.

### A.4 Low-rank nonnegative matrix approximation

Here, for all the methods discussed in the paper we list their detailed computational complexities for one iteration: it starts with a nonnegative matrix $A_i$ (or a low-rank factorization of a matrix $B_i$) and results in an updated nonnegative matrix $A_{i+1}$ (or in an updated low-rank factorization of $B_{i+1}$, respectively). We always assume that the matrix is tall, $m \geq n$, and that the target rank is $r$.

1. Alternating projections [16]:

$$C_{SVD}(m, n) + 2mn + nr$$

2. Tangent-space-based alternating projections [17]:

$$6mn + 10nr^2 + 12nr^2 + nr + \left(165 + \frac{1}{3}\right)r^3$$

3. HMT [18, Algs. 4.4 and 5.1] with co-range sketch size $k \geq r$ and $p$ iterations of the power method:

   (a) Gaussian sketching

   $$(4p + 4)mnk + 2mn + (4p + 6)(m + n)k^2 + nr + 75nk + \frac{8}{3}(7 - p)k^3$$

   (b) Rademacher sketching

   $$(4p + 3)mnk + 2mn + (4p + 6)(m + n)k^2 + nr + nk + \frac{8}{3}(7 - p)k^3$$
(c) Sparse Rademacher sketching with density $\rho$

$$(4p + 2 + \rho)mnk + 2mnr + (4p + 6)(m + n)k^2 + nr + (1 + \rho)nk + \frac{8}{3}(7 - p)k^3$$

4. Tropp [19, Alg. 4] with co-range sketch size $k \geq r$ and range sketch size $l \geq k$:

(a) Gaussian sketching

$$2(r + k + l)mn + 2mkl + 5mk^2 + 7nk^2 + 2nkl + 75(nk + ml) + nr + \left(17 + \frac{1}{3}\right)k^3 + 4lk^2$$

(b) Rademacher sketching

$$(2r + k + l)mn + mkl + 5mk^2 + 7nk^2 + 2nkl + (nk + ml) + nr + \left(17 + \frac{1}{3}\right)k^3 + 4lk^2$$

(c) Sparse Rademacher sketching with density $\rho$

$$(2r + \rho k + \rho l)mn + \rho mkl + 5mk^2 + 7nk^2 + 2nkl + (1 + \rho)(nk + ml) + nr + \left(17 + \frac{1}{3}\right)k^3 + 4lk^2$$

5. GN [20, Alg. 2.1] with range sketch size $l \geq r$:

(a) Gaussian sketching

$$(4r + 2l)mn + 4nlr + mr^2 + 75(nr + ml) + 4lr^2 - \frac{4}{3}r^3$$

(b) Rademacher sketching

$$(3r + l)mn + 3nlr + mr^2 + (nr + ml) + 4lr^2 - \frac{4}{3}r^3$$

(c) Sparse Rademacher sketching with density $\rho$

$$(2r + \rho r + \rho l)mn + (2 + \rho)nlr + mr^2 + (1 + \rho)(nr + ml) + 4lr^2 - \frac{4}{3}r^3$$