Coherence Factors Beyond the BCS Result
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The dynamics of BCS (Bardeen-Cooper-Schrieffer) superconductors is fairly well understood due to the availability of a mean field solution for the pairing Hamiltonian, a solution which gives the quantum state of superconductor as a state of almost-free fermions interacting only with a condensate. As a result, transition probabilities may be computed, and expressed in terms of matrix elements of electron creation and annihilation operators between approximate eigenstates. These matrix elements are also called ‘coherence factors’. Mean-field theory is however not sufficient to describe all eigenstates of a superconductor, a deficiency which is hardly important in (or very close) to equilibrium, but one that becomes relevant in certain out of equilibrium situations. We report here on a computation of matrix elements (coherence factors) for the pairing Hamiltonian between any ‘two-arc’ eigenstates in the thermodynamic limit.
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a. Introduction

A host of phenomena within the classical theory of Bardeen Cooper and Schrieffer (BCS) of superconductivity may be explained within the mean-field theory that BCS have put forth[1]. The success of BCS theory relies on the ability of mean-field theory to provide an approximation to a set of eigenstates and eigenvalues of a Hamiltonian that includes the pairing interaction responsible for superconductivity. Nevertheless, some out-of-equilibrium phenomena require a fuller set of eigenstates than those that the mean field theory can provide. Such out of equilibrium situations include quantum quenches[2, 3] (where the pairing interaction strength is suddenly changed making use, e.g., of the Feshbach resonance), but also problems related to non-equilibrium steady state[4]. As an alternative approach to mean-field, one may solve the pairing Hamiltonian, Eq. [1], exactly, as Richardson did many years ago [5]. We apply the solution here to large systems having in mind applications to non-equilibrium macroscopic superconductivity, probing a different set of problems than those which are addressed by a perhaps more popular application of Richardson’s solution, namely the study of small superconducting systems[6, 7].

Although Richardson did not refer to the Bethe ansatz, his solution of the pairing Hamiltonian may be phrased in the language of the algebraic Bethe ansatz[8, 9]. The problem of finding matrix elements of physical operators between exact eigenstates of a Hamiltonian within the Bethe ansatz approach is known to be a difficult problem. Nevertheless, recent progress in different models has been made [10–16] based mainly on Slavnov’s determinant representation of overlaps[17].

In this letter we report on analytical expressions for properly coarse-grained matrix elements between exact eigenstates of the pairing Hamiltonian, Eq. [1], in the thermodynamic limit. The derivation of the result will be published elsewhere [18], while here we only compare the result to numerics. The matrix elements we report on can be used to study the dynamics of superconductors in far from equilibrium situations, in which the superconductor cannot be assumed to be in a state well described by the BCS eigenstates. The matrix elements we compute feature in the Fermi golden rule transition rates, which in turn find their way into a quantum Boltzmann equation formalism, and as such, our results may be applied for example to study, using a Boltzmann equation approach, the long time evolution after a quantum quench.

b. Model and Results.

It is well established that a superconductor may be described by the following effective pairing Hamiltonian:

$$H = \sum_{j,\sigma} \varepsilon_j c_{j,\sigma}^ \dagger c_{j,\sigma} - G \sum_{j,l} c_{j,\sigma}^ \dagger c_{l,\sigma}^ \dagger c_{j,\sigma} c_{l,\sigma}.$$

(1)

Here \((j,+)\) and \((j,-)\) denote the quantum numbers of time reversed pairs. For example, if \((j,+)\) denotes a state with wave number \(\vec{k}\) and spin up, then \((j,-)\) denotes a state with wave number \(-\vec{k}\) and spin down. We make the following assumptions with no loss of generality for the sake of simplicity. Namely, we assume that each level \(j\) is only doubly degenerate, where \(\sigma\) indexes the two degenerate states, \(\sigma\) taking + and − as values. Furthermore, we assume uniform level spacing \(\varepsilon_j - \varepsilon_{j-1} = \ell\).

We will briefly review Richardson’s solution and then give our expressions for matrix elements between exact eigenstates of the Hamiltonian. To describe an exact eigenstate, first note that only pairs of electrons are dynamical, while single electrons decouple from the dynamics. Indeed, suppose a single particle level at energy \(\varepsilon_m\) is occupied with a single electron with either + or − spin, then the hamiltonian \(H\) prescribes no dynamics for this electron. This means that a good quantum number, \(M\), is given by the number of single particle level which are singly occupied. In addition to this, the non-dynamical nature of singly occupied levels, means that for a given eigenstate \(|\psi\rangle\), we may also associate a set of singly-occupied levels, \(\varepsilon_{ij}\), and the spin of the electron at the level, \(\sigma_j\).

Given the single-occupancy data, one must further...
classify all eigenstates with a given single-particle occupation. This may be done by specifying a set of rapidities, namely, a set of $P$ complex numbers. We denote this set by $V$, where $V = \{v_\mu\}_{\mu=1}^P$. The number $P$ is related to the total number of electrons, $N$, in the system and $M$, the number of singly occupied levels, as follows: $P = \frac{N-M}{2}$. The number $P$ may then be considered as the number of Cooper pairs in the system.

The rapidities must satisfy Richardson’s equations [14][15][20], namely for every $\mu$, the following must be satisfied:

$$\sum'_\nu \frac{2}{v_\mu - v_\nu} - \sum_i \frac{1}{v_\mu - \varepsilon_i} + \sum_j \frac{1}{v_\mu - \varepsilon_{ij}} = \frac{2}{G} \tag{2}$$

The end result is that, for a given single-electron occupancy and a set of rapidities, $V$, one has an eigenstate of $H$ with energy $E = \sum_\mu v_\mu + \sum_i \varepsilon_i$. We may think of the rapidities as living in complexified energy space. The single particle spectrum $\varepsilon_i$ constitutes a discrete set on the real axis in this space, while the $v$’s can in principle be found anywhere in this two-dimensional space. The Richardson equations, Eq. (2), constraining the $v$’s lends themselves to a typical form of the solution. Namely, some of the $v$’s are found on the real axis in more-or-less arbitrary positions dispersed between the single particle levels, while other $v$’s arrange themselves in arcs in the complex plane. There may be any number of arcs, while in the present paper we restrict ourselves to the case where there is either 1 or 2 arcs. The number of arcs will be denoted by $k$, and the end points of the arcs by $\{\mu_i \pm \Delta_i\}_{i=1}^k$. Fig. 1 displays such a typical configuration with two arcs.

FIG. 1. A typical configuration of rapidities, the $I$ denote rapidities while the letter $X$ denotes unoccupied single particle levels the $O$’s denote singly occupied levels. The mapping $\xi \rightarrow u_\xi$ maps the energy plane onto a cylinder of circumference $\pi$ and height $|\tau|$. The left arc is mapped to the base and the right arc to the top. The parts of the real axis outside and between the arcs are mapped onto the orange and brown lines, respectively.

In the thermodynamic limit we describe the distribution of single particle levels, singly occupied states and the rapidities by coarse-grained densities. We multiply all densities by the level spacing to obtain ‘occupancy numbers’. While the density of the $v$’s on the real axis is largely arbitrary, the density on the arcs may be found given the real-axis density of $v_\mu$’s and $\varepsilon_{ij}$’s and the arc endpoints $\{\mu_i \pm \Delta_i\}_{i=1}^k$. We may then compute the matrix elements between two Richardson states each described by its real-axis density and its arc end-point.

To write the main result of this paper, we define $N_{l,\sigma} = \delta_{l,1} - l (n_{\sigma} + n_{\nu})$, which allows us to write:

$$\langle \text{in}; l, \nu|\psi_{m,\sigma}\rangle = \frac{\pi^2 l N_{l,\sigma} \sin^2 [u_m + l(\nu_t - u_\infty)]}{2\omega^2 R_4(\varepsilon_m)} \tag{4}$$

To see that $n$ is indeed an occupation number, note that, due to the relation between energy and the rapidities, $E = \sum_\mu v_\mu + \sum_i \varepsilon_i$. Therefore, we may regard both the rapidities and the singly occupied levels of both spins as excitations. It is only the real rapidities which are counted in $n$, since only the real rapidities have an arbitrary density, and thus can be regarded as excitations.

Since the number of rapidities corresponds to the number of Cooper pairs in the system the charge associated with them is double the charge of the singly occupied levels, and hence the factor 2 in front of $n_V$ in (3).

The state $\psi_{m,\sigma} = \sum_n n_{\sigma} n_{V_n} \{\mu_i, \Delta_i\}_{i=1}^k$ will generally have little overlap with states with significantly different occupation numbers, $n_{\alpha}$ and arc-endpoints. Thus denoting the in-state, $|\text{in}\rangle$, by $|n_{+}, n_{-}, n_{V}, \{\mu_i, \Delta_i\}_{i=1}^k\rangle$, we compute the matrix element $\langle \text{out}|\psi_{m,\sigma}\rangle$, where the state $|\text{out}\rangle$ may be considered to have the same density and arc-endpoints as $|\text{in}\rangle$. Nevertheless, the object, $\langle \text{out}|\psi_{m,\sigma}\rangle$, is not a diagonal matrix element since $|\text{out}\rangle$ may be different from the in-state on a microscopic scale.

We describe the difference between $|\text{in}\rangle$ and $|\text{out}\rangle$ states by two variables, $p$ and $l$. We claim that all order 1 overlaps are covered by the following values of $p$ and $l$. The number $p$ is any integer much smaller than $N$ counting how many more rapidities are on the left arc in the $|\text{out}\rangle$ state as compared to the $|\text{in}\rangle$ state. The number $l$ is defined to be 1 ($-1$) if the $|\text{out}\rangle$ state has one excitation more (less) next to $\varepsilon_m$ as compared to $|\text{in}\rangle$. Note that $c^\dagger$ and $c^\dagger$ produces an excitations, so naively $l = 1$, however, a well known feature of superconductivity is that a condensation of a pair may accompany the creation of an excitation. The latter corresponds here to a rapidity leaving the vicinity of $\varepsilon_m$ and joining an arc $-1$ process which brings down $l$ to $-1$.
where:

\[ R_4(\xi) = \prod_{j=1}^{2}\sqrt{\left(\xi - \mu_j\right)^2 + \Delta_j^2} \]

\[ u_\xi = \frac{\pi}{2\omega} \int_{\mu_1 + i\Delta_1}^{\xi} \frac{1}{R_4(\xi')}d\xi' \]

\[ \tau = \frac{\omega}{2} = u_{\mu_2 + i\Delta_2} \quad u_\infty = \lim_{\xi \to \infty} u_\xi. \]

All expressions must be taken by drawing branch cuts for the function \( R_4(\xi) \) such as to coincide with the arcs (the shape of the arcs is given by the solution to the Richardson equations, which are tractable in the thermodynamic limit[19, 20]). The path of integration in the definition of \( u_\xi \) should not cross the branch cuts, but may wind around it. The path of integration in the definition of \( \omega \) is drawn slightly to the right of the branch cut. A graphical depiction of the our main result, Eq. (4), is shown in Fig. 3

Note that the mapping \( \xi \to u_\xi \) is ambiguous because the path of integration in the definition of \( u_\xi \) may wind around the arcs. As a result, \( u_\xi \) is defined modulo addition of \( m\pi \), where \( m \) is an integer. We denote the Abelian group of integer translations by \( \pi \) as \( Z\pi \) and the set of points on the branch cuts as \( C \). Due to the ambiguity, the mapping \( \xi \to u_\xi \) must be understood as taking \( C \setminus \xi \) to \( C/\pi \). The function \( \sin^{-2} \) is well defined on \( C/\pi \) due to its \( \pi \) periodicity. The quotient \( C/\pi \) has the topology of an infinite cylinder. The image of the mapping is actually a finite portion of this cylinder extending over \( 0 < \text{Im}(u_\xi) < \pi \), respectively, see Fig. 2

It is important to note that result, Eq. (4), is to be understood as being coarse grained in the following sense. We average the left hand side of (4) over all in and out states with the same coarse grained occupation numbers \( N_{l,\sigma} \).

c. Properties of the result. We note now a few properties of the solution. The matrix element square decays as \( e^{-|p||\tau|} \) as \( p \to \pm \infty \). The ratio \( \tau \) becomes larger as the distance between the arcs becomes larger as compared to the size of the arcs. In fact the ratio, \( \tau(\bar{m}) \), of the cross-ratio of the end-points, \( \bar{m} = \frac{(\Delta_1 + \Delta_2)^2 - (\Delta_1 - \Delta_2)^2}{(\Delta_1 + \Delta_2)^2 + (\Delta_1 - \Delta_2)^2} \), is \( < 1 \). The variable \( \bar{m} \) called the elliptic modulus and ranges from 0 when either one of the arcs vanishes (\( \Delta_i = 0 \)) or when the distance between the arc tends to infinity (\( |\mu_1 - \mu_2| \gg \Delta_i \)) to 1 when both arcs coincide (\( \Delta_1 = \Delta_2 \) and \( \mu_1 = \mu_2 \)). The ratio \( \tau \) goes to zero as \( \bar{m} \) approaches zero and diverges as \( \bar{m} \) approaches 1. The cross ratio is invariant to translations and dilations of the set of arc end points. Fig. 3 gives a plot of \( |\tau| \) as a function of \( \bar{m} \). The explicit functional dependence may be written through elliptic integrals, \( \tau(\bar{m}) = iK(1 - \bar{m})/\pi(\bar{m}) \), where \( K \) is the complete elliptic integral of the first kind.

As the arcs draw far apart from each other, or when one of the arcs becomes very small, the problem is effectively that of one-arc, namely the BCS expressions should hold.

In this limit \( \bar{m} \) goes to 1, the imaginary number \( \tau \) goes to infinity, and the result indeed converges to the usual BCS expression. To see this, first consider that all \( p \neq 0 \) are suppressed by factors of \( e^{-|p||\tau|} \). We need then only to consider the case \( p = 0 \). Next assume without loss of generality that \( \varepsilon_m \) close to \( \mu_1 \). In the limit \( \tau \to \infty \) we have for \( \xi \) close to the first arc, the estimate:

\[ i\Delta_1 e^{-i2u_\xi} \approx \mu_1 - \mu_2 + \frac{R_2(\mu_2)}{R_2(\mu_2 - R_2(\xi))} \mu_2 - \xi \]

where \( R_2(\xi) = \sqrt{(\xi - \mu_1)^2 + \Delta_1^2} \). Additionally, making use of the estimate \( \omega \approx \frac{R_2(\mu_2)}{R_3(\mu_2)} \), we obtain:

\[ \langle \in; l,0|c_{L,\sigma}^\dagger|\in \rangle^2 = N_{l,\sigma} \left[ 1 - l \frac{\varepsilon - \mu_1}{\sqrt{(\varepsilon - \mu_1)^2 + \Delta_1^2}} \right]. \]

The latter expression is the BCS result.

We denote four points on the real axis \( \varepsilon_A \pm, \varepsilon_B \pm \), where \( A \) and \( B \) denote the points the right and the left arcs meet the real axis, respectively, and the \( \pm \) superscript denote approaching those points from the left and the right respectively. We have the following relation for matrix elements evaluated at these points:

\[ N_{l,\sigma}^{-1}(\in;l,p|c_{A,\sigma}^\dagger|\in) = N_{-l,\sigma}^{-1}(\in;-l,p|c_{A,\sigma}^\dagger|\in), \quad N_{l,\sigma}^{-1}(\in;l,p|c_{B,\sigma}^\dagger|\in) = N_{-l,\sigma}^{-1}(\in;-l,p+l|c_{B,\sigma}^\dagger|\in). \]

The equality follows formally from (4), but may also be intuitively understood by noting the fact that the out-state described on the left and right hand side in Eqs. (6) are in fact indistinguishable.

d. Comparison with numerics. In Fig. 3 the matrix element square is drawn for a few values of \( l \) and \( p \). One can see curves corresponding to different \( p \) and \( l \) joining up at the points at which the arcs cross the real axis, corresponding to relations (6).

Fig. 3 depicts also a comparison with numerical results, where, first, Richardson’s equations (2) were solved numerically, secondly, the matrix elements were computed using Slavnov’s formula, which requires computing a large determinant[11, 21].

e. Relation to expectation values. Eq. (4) allows to compute expectation values. By inserting a complete
This largely fixes the sum to be given by the Weierstrass $-function. In fact applying the standard lore of elliptic functions, the constant $\mu_2 = -0.0499$. The numerics were done by situating $P$ rapidities solving Richardson’s equations on two arcs. In addition single particle levels have been evenly distributed at the intervals $[2, 4], [-4, -2]$ and $[-0.5, 0.5]$ with level spacing denoted by $\iota$. Circles: $P = 385$, $\iota = \frac{1}{385}$. Triangles: $P = 577$, $\iota = \frac{1}{577}$. Richardson’s equations were solved numerically to obtain $\mu_i$ and $\Delta_i$ with $P = 641$, $\iota = \frac{1}{641}$.

The sum over $p$ may be taken explicitly by considering the right hand side as a function in the complex $u_{\varepsilon m}$ plane. For a given value of $n$ the sum on the right hand side has double poles at $-l(p\tau - u_{\infty}) + \pi j$ for any integer $j$. Summing over $p$ we get a function which has double poles at a two dimensional lattice of points, $-l u_{\infty} + \pi Z + \tau Z$. This largely fixes the sum to be given by the Weierstrass $\wp$-function. In fact applying the standard lore of elliptic functions yields the following formula for $\langle \hat{N}_m \rangle$:

$$\langle \hat{N}_m \rangle = \sum_{l, \sigma} \frac{\pi^2 l \omega_{l, \sigma}(\varepsilon_m)}{2 \omega_{l}^2 R_4(\varepsilon_m)} \sum_n \sin^{-2} \left[ u_{\varepsilon m} + l(p\tau - u_{\infty}) \right].$$

The results we presented here are applicable to the treatment of the dynamics of out-of-equilibrium superconductors. The importance of coherence factors in the theory of non-equilibrium BCS superconductivity is well recognized. Here we find such coherence factors for a more broader set of eigenstates, including such eigenstates which have special relevance to non-equilibrium superconductors.

The methods used to compute matrix elements, which will be detailed in a forthcoming publication, bear importance more generally as an example of an analytical computation of matrix elements in systems with a Bethe-ansatz solution in the thermodynamic limit. Such computation are rare, but recent progress has seen some success in finding such expectation values in different contexts. Here we provide completely analytical computations (as opposed to a semi-numerical approach) in a model which contains a macroscopic string of rapidities (the arcs). Such models were discussed in the condensed matter theory context by Sutherland in a model which contains a macroscopic string of rapidities (the arcs). Such models were discussed in the condensed matter theory context by Sutherland, and have received renewed interest within the context of integrability in the AdS/CFT correspondence. Acknowledgement We acknowledge discussion with P. Wiegmann and B. Spivak. EB is grateful for the hospitality at the University of Cologne, where the work has been completed. This work has been supported by the Israel Science Foundation (Grant No. 852/11) and by the Binational Science Foundation (Grant No. 2010345).
[4] E. Bettelheim, Europhysics Letters 90, 67002 (2010), arXiv:1002.2289 [cond-mat.supr-con].
[5] R. W. Richardson, Physics Letters 3, 277 (1963).
[6] F. Braun and J. von Delft, Physical Review Letters 81, 4712 (1998), arXiv:cond-mat/9810146.
[7] M. Schechter, J. von Delft, Y. Imry, and Y. Levinson, Phys. Rev. B 67, 064506 (2003), arXiv:cond-mat/0210287.
[8] L. Amico, G. Falci, and R. Fazio, Journal of Physics A Mathematical General 34, 6425 (2001), arXiv:cond-mat/0010349.
[9] J. von Delft and R. Poghossian, Phys. Rev. B 66, 134502 (2002), arXiv:cond-mat/0106405.
[10] J.-S. Caux, P. Calabrese, and N. A. Slavnov, Journal of Statistical Mechanics: Theory and Experiment 1, 8 (2007), arXiv:cond-mat/0611321.
[11] A. Faribault, P. Calabrese, and J. S. Caux, Phys. Rev. B 77, 064503 (2008), arXiv:0710.4865.
[12] N. Kitanine, J. M. Maillet, and V. Terras, Nuclear Physics B 554, 647 (1999), arXiv:math-ph/9807020.
[13] G. Gorohovsky and E. Bettelheim, EPL (Europhysics Letters) 59, 882 (2002), arXiv:cond-mat/0205430.
[14] I. Kostov, Physical Review Letters 108, 261604 (2012), arXiv:1203.6180 [hep-th].
[15] L. Amico and A. Osterloh, Physical Review Letters 88, 127003 (2002), arXiv:cond-mat/0105141.
[16] G. Gorohovsky and E. Bettelheim, Phys. Rev. B 84, 224503 (2011), arXiv:1111.1519 [cond-mat.supr-con].
[17] N. A. Slavnov, Theoretical and Mathematical Physics 79, 502 (1989).
[18] G. Gorohovsky and E. Bettelheim, In preparation.
[19] M. Gaudin, in *Travaux de Michel Gaudin, Modèles Exactement Résolus* (Les Éditions de Physique, France, 1995) p. 247.
[20] J. M. Román, G. Sierra, and J. Dukelsky, Nuclear Physics B 634, 483 (2002), arXiv:cond-mat/0202070.
[21] H.-Q. Zhou, J. Links, R. H. McKenzie, and M. D. Gould, Phys. Rev. B 65, 060502 (2002), arXiv:cond-mat/0106390.
[22] M. Abramowitz and I. A. Stegun, *Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables*, ninth dover printing, tenth GPO printing ed. (Dover, New York, 1964) chapters 16-18.
[23] E. A. Yuzbashyan, B. L. Altshuler, V. B. Kuznetsov, and V. Z. Enolskii, Journal of Physics A Mathematical General 38, 7831 (2005), arXiv:cond-mat/0407501.
[24] A. F. Volkov and S. M. Kogan, Soviet Journal of Experimental and Theoretical Physics 38, 1018 (1974).
[25] B. Sutherland, Physical Review Letters 74, 816 (1995).
[26] J. Escobedo, N. Gromov, A. Sever, and P. Vieira, Journal of High Energy Physics 9, 28 (2011), arXiv:1012.2475 [hep-th].
[27] I. Kostov, Journal of Physics A Mathematical General 45, 494018 (2012), arXiv:1205.4412 [hep-th].