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SPECTRAL STATISTICS FOR WEAKLY CORRELATED RANDOM POTENTIALS

FRÉDÉRIC KLOPP

Abstract. We study localization and derive stochastic estimates (in particular, Wegner and Minami estimates) for the eigenvalues of weakly correlated random discrete Schrödinger operators in the localized phase. We apply these results to obtain spectral statistics for general discrete alloy type models where the single site perturbation is neither of finite rank nor of fixed sign. In particular, for the models under study, the random potential exhibits correlations at any range.

Résumé. On étudie la localisation et on obtient des estimées probabilistes (en particulier des estimées de Wegner et de Minami) pour les valeurs propres d’opérateurs de Schrödinger aléatoires discrets faiblement corrélés. Les résultats obtenus sont ensuite appliqués pour étudier les statistiques spectrales de modèles généraux de type alliage pour lesquels le potentiel de simple site n’est ni de signe constant ni de support compact. En particulier, pour les modèles étudiés, le potentiel aléatoire est corrélé à toutes les échelles.

1. Introduction: a model with long range correlations

Consider a single site potential $u: \mathbb{Z}^d \to \mathbb{R}$. Assume that

(S): $u \in \ell^1(\mathbb{Z}^d)$;

(H): the continuous function $\theta \mapsto \sum_{n \in \mathbb{Z}^d} u_n e^{i n \theta}$ does not vanish on $\mathbb{R}^d$.

Let $\omega = (\omega_n)_{n \in \mathbb{Z}^d}$ be real valued bounded i.i.d. random variables. Define the random ergodic Schrödinger operator $H_\omega$ as

$$H_\omega = -\Delta + \lambda \sum_{n \in \mathbb{Z}^d} \omega_n \tau_n u$$

where

- $\tau_n u$ is the potential $u$ shifted to site $n$ i.e. $(\tau_n u)_k = u(k - n)$
- the coupling constant $\lambda$ is positive.

Define $\mu$ to be the common distribution of $(\omega_n)_{n \in \mathbb{Z}^d}$ and let $S$ be the concentration function of $\mu$, that is, $S(s) = \sup_{a \in \mathbb{R}} \mu([a, a + s])$ for $s \geq 0$.

Let us now assume that

(R): $S$ is Lipschitz continuous at 0 i.e. there exists $C > 0$ such that $S(s) \leq C s$ for $s \geq 0$.
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For $\Lambda \subset \mathbb{Z}^d$ a finite cube and $J \subset \mathbb{R}$ a measurable set, we define $P_{\omega}^{(\Lambda)}(J)$ to be the spectral projector of $H_{\omega}(\Lambda)$ that is $H_{\omega}$ restricted to $\Lambda$ (with periodic boundary conditions) onto the energy interval $J$

$$P_{\omega}^{(\Lambda)}(J) = 1_J(H_{\omega}(\Lambda)).$$

Define $N$ the integrated density of states of $H_{\omega}$ as

$$N(E) = \lim_{|\Lambda| \to +\infty} \frac{1}{|\Lambda|} \text{tr} P_{\omega}^{(\Lambda)}((\infty, E])$$

where $\text{tr}$ denotes the trace.

Almost surely, the limit (1.2) exists for all $E$ real (see e.g. [12, 9]); it defines the distribution function of some probability measure, say, $dN(E)$, the support of which is the almost sure spectrum of $H_{\omega}$ (see e.g. [12, 9]). Let $\Sigma$ denote the almost sure spectrum of $H_{\omega}$.

We first prove

**Theorem 1.1.** Under the assumptions (S), (H) and (R), for $H_{\omega}$, one has

1. the integrated density of states $N$ is uniformly Lipschitz continuous; $N$ is almost everywhere differentiable
2. $H_{\omega}$ satisfies a Wegner and a Minami estimate, that is, there exists $C_\lambda > 0$ such that, for any bounded interval $I$ and $k$, a positive integer, we have
   \[
   \mathbb{E} \left[ \text{tr} \left( P_{\omega}^{(\Lambda)}(I) \right) \cdot \left( \text{tr} \left( P_{\omega}^{(\Lambda)}(I) - 1 \right) \right) \cdots \left( \text{tr} \left( P_{\omega}^{(\Lambda)}(I) - (k - 1) \right) \right) \right] \leq (C_\lambda |I| |\Lambda|)^k;
   \]
3. for $\lambda$ sufficiently large, the whole spectrum of $H_{\omega}$ is localized i.e. there exists $\eta > 0$ such that, for any $L \geq 1$, if $\Lambda = \Lambda_L$ is the cube of center 0 and side-length $L$, one has, for any $L \geq 1$ and any $p > d$, there is $q = q_{p,d} > 0$ so that, for any $L$ large enough, the following holds with probability at least $1 - L^{-p}$: for any eigenvector $\varphi_{\omega,\Lambda,j}$ of $H_{\omega}(\Lambda)$, there exists a center of localization $x_{\omega,\Lambda,j}$ in $\Lambda$, so that for any $x \in \Lambda$, one has
   \[
   \|\varphi_{\omega,\Lambda,j}\|_2 \leq L^{q} e^{-\eta |x - x_{\omega,\Lambda,j}|}.
   \]

As we shall see below, these conclusions holds for more general models of random Schrödinger operators with weakly dependent randomness (see Theorems 2.1, 2.2 and 2.3 below).

For $L \in \mathbb{N}$, let $\Lambda = \Lambda_L = [-L, L]^d \cap \mathbb{Z}^d \subset \mathbb{Z}^d$ be a large box; recall that $H_{\omega}(\Lambda)$ is the operator $H_{\omega}$ restricted to $\Lambda$ with periodic boundary conditions. Let $|\Lambda|$ be the volume of $\Lambda$ i.e. $|\Lambda| = (2L + 1)^d$.

$H_{\omega}(\Lambda)$ is an $|\Lambda| \times |\Lambda|$ real symmetric matrix. By point (2) of Theorem 1.1, we know that the eigenvalues of $H_{\omega}(\Lambda)$ are almost surely simple. Let us denote them ordered increasingly by $E_1(\omega, \Lambda) < E_2(\omega, \Lambda) < \cdots < E_{|\Lambda|}(\omega, \Lambda)$.

Let $E_0$ be an energy in $\Sigma$ such that $N$ is differentiable at $E_0$. Let $n(E_0)$ denote the derivative of $N$ at the energy $E_0$. The local level statistics near $E_0$ is the point process defined by

$$\Xi(\xi, E_0, \omega, \Lambda) = \sum_{j=1}^{|\Lambda|} \delta_{\xi_j(E_0, \omega, \Lambda)}(\xi).$$
where

\[(1.4) \quad \xi_j(E_0, \omega, \Lambda) = |\Lambda| n(E_0) (E_j(\omega, \Lambda) - E_0), \quad 1 \leq j \leq |\Lambda|.\]

We prove

**Theorem 1.2.** In addition to (S), (H) and (R), assume that

\[(D): \text{for some } \eta > d - \frac{1}{2}, \quad \limsup_{|n| \to +\infty} |n|^\eta |u(n)| < +\infty.\]

Then, for \(\lambda\) sufficiently large, for \(E_0\), an energy in \(\Sigma\) such that \(n(E_0)\) exist and be positive, when \(|\Lambda| \to +\infty\), the point process \(\Xi(E_0, \omega, \Lambda)\) converges weakly to a Poisson process on \(\mathbb{R}\) with intensity 1. That is, for \(p > 0\) arbitrary, for arbitrary non empty open two by two disjoint intervals \(I_1, \ldots, I_p\) and arbitrary integers \(k_1, \ldots, k_p\), one has

\[(1.5) \quad \lim_{|\Lambda| \to +\infty} \mathbb{P} \left( \begin{array}{c}
\# \{ j; \xi_j(E_0, \omega, \Lambda) \in I_1 \} = k_1 \\
\vdots \\
\# \{ j; \xi_j(E_0, \omega, \Lambda) \in I_p \} = k_p
\end{array} \right) = \frac{I_1^{k_1}}{k_1!} \cdots \frac{I_p^{k_p}}{k_p!} e^{-|I_1| \cdots |I_p|}.\]

When the single site potential \(u\) is supported in a single point, this result was first obtained [11]. This result is typical of the localized phase of random operators; a general analysis of the spectral statistics for the eigenvalues was developed in [6] (see also [7]). There, it was shown that, in the localized regime, under the additional “independence at a distance” (IAD) assumption, if the random model satisfies a Wegner and a Minami estimate (see below for more details), then the convergence to Poisson for the local statistics holds.

The (IAD) assumption requires that there exists some fixed positive distance, say, \(D\) such that, for any \(\Lambda\) and \(\Lambda'\) at least at a distance \(D\) apart from each other, the random operators \(H_\omega(\Lambda)\) and \(H_\omega(\Lambda')\) are independent. For a general \(u\) chosen as above, this assumption is not fulfilled. There are long range correlations. We will show that they do not suffice to induce correlations between the eigenvalues asymptotically.

**Remark 1.1.** Note that if \(u\) is not too “lacunary” assumption (S) actually implies that \(|u(n)| \lesssim |n|^{-d}\), that is, in particular that assumption (D) holds. From the analysis done in [6], it is quite clear that, for the model (1.1), if \(|u(n)| = o(|n|^{-2d+1-\varepsilon})\) for some \(\varepsilon > 0\), then, the correlation are much smaller than the typical spacing between the eigenvalues; thus, they should not play a role in the statistics.

As the proof of Theorem 1.2 shows (see, in particular, the proof of Lemma 3.4), condition (D) can be relaxed to

\[\limsup_{|n| \to +\infty} |n|^{d-1/2} \log |n| |u(n)| < \eta\]

for sufficiently small \(\eta\).
Following the proof of Theorem 1.2 and that of [6, Theorem 1.13], one proves

**Theorem 1.3.** Under the assumptions of Theorem 1.2, for \(1 \leq j \leq |\Lambda|\), let \(x_j(E_0, \omega, \Lambda)\) be a localization center associated to the eigenvalue \(E_j(\omega, \Lambda)\) (see Theorem 1.1). Then, the joint (eigenvalue - localization center) local point process defined by

\[
\Xi^2_\Lambda(\xi, x; E_0, \Lambda) = \sum_{j=1}^{N} \delta_{\xi_j(E_0, \omega, \Lambda)}(\xi) \otimes \delta_{x_j(E_0, \omega, \Lambda)}(x)
\]

converges weakly to a Poisson point process on \(\mathbb{R} \times [-1/2, 1/2]^d\) with intensity 1.

In [6], many other spectral statistics are studied; using the ideas developed there and in the present work, they can also be studied for the model (1.1).

To close this introduction, we note that, in [13], Theorem 1.2 is proved for \(H_\omega\) under more restrictive assumptions: \(u\) is assumed to be of compact support and the common density of the random variables \((\omega_n)_{n \in \mathbb{Z}^d}\) is supposed to be sufficiently regular. In particular, under these assumptions, the operator \(H_\omega\) satisfies the independence at a distance assumption.

### 2. Weakly correlated random potentials

On \(l^2(\mathbb{Z}^d)\), consider the discrete Anderson model

\[
H_\vartheta = -\Delta + \lambda V_\vartheta \quad \text{where} \quad V_\vartheta = ((\vartheta_n \delta_{nm}))_{(n,m) \in \mathbb{Z}^d \times \mathbb{Z}^d}
\]

and \(\delta_{nm}\) is the Kronecker symbol and \(\lambda\) is a positive coupling constant.

Assume that the random variables \((\vartheta_n)_{n \in \mathbb{Z}^d}\) are non trivial, real valued and bounded. They are not assumed to be independent or identically distributed.

Let \(\Lambda \subset \mathbb{Z}^d\) be a finite cube and \(J \subset \mathbb{R}\) a measurable set, we define \(P_\vartheta^{(\Lambda)}(J)\) to be the spectral projector of \(H_\vartheta(\Lambda)\), that is, \(H_\vartheta\) restricted to \(\Lambda\) (with periodic boundary conditions) onto the energy interval \(J\).

\[
P_\vartheta^{(\Lambda)}(J) = \mathbf{1}_J(H_\vartheta(\Lambda)).
\]

For the operator \(H_\vartheta\), we will now state a number of results on

- eigenvalue decorrelation estimates,
- localization,
- local representations of the eigenvalues of \(H_\vartheta(\Lambda)\) in some energy interval.

In the case of independent random variables, these results are the basic building blocks of the analysis of the spectral statistics performed in [6]. We shall then show that these results can be applied to the model (1.1) and analyze the spectral statistics of this model to prove Theorem 1.2.

#### 2.1. Basic estimates on eigenvalues - decorrelation estimates

We first need some estimates on the occurrence of eigenvalues in given intervals as well as on their correlations. These give descriptions of the eigenvalues seen as random variables that have proved crucial in the study of spectral statistics. In these estimates, we actually do not need the random variables \((\vartheta_n)_{n \in \mathbb{Z}^d}\) to be identically distributed.

Define \(\hat{\mu}_m\) to be the distribution of \(\vartheta_m\) conditioned on \((\vartheta_n)_{n \neq m}\) and let \(\tilde{S}_m\)
be the concentration function of $\tilde{\mu}_m$, that is, $\tilde{S}_m(s) = \sup_{a \in \mathbb{R}} \tilde{\mu}_m([a, a+s])$. For $\Lambda \subset \mathbb{Z}^d$, define

$$\tilde{S}_\Lambda := \sup_{m \in \Lambda} \text{ess sup}_{n \neq m} \tilde{S}_m$$

We prove

**Theorem 2.1.** There exists $C > 0$ such that

- for any bounded interval $I$, we have
  $$\mathbb{E} \left[ \text{tr} \left( P^{(\Lambda)}(I) \right) \right] \leq C \tilde{S}_\Lambda(|I|)|\Lambda|;$$

- for any two bounded intervals $I_1 \subset I_2$, we have
  $$\mathbb{E} \left[ \text{tr} \left( P^{(\Lambda)}(I_1) \right) \left( \text{tr} \left( P^{(\Lambda)}(I_2) - 1 \right) \right) \right] \leq C^2 \tilde{S}_\Lambda(|I_1|) \tilde{S}_\Lambda(|I_2|)|\Lambda|^2;$$

- specializing to the case $I_1 = I_2 = I$, (2.3) reads
  $$\mathbb{E} \left[ \text{tr} \left( P^{(\Lambda)}(I) \right) \left( \text{tr} \left( P^{(\Lambda)}(I) - 1 \right) \right) \right] \leq C^2 \tilde{S}_\Lambda(|I|)|\Lambda|^2;$$

- for any $k \geq 1$, and arbitrary intervals $I_1 \subset I_2 \subset \cdots \subset I_k$, one has
  $$\mathbb{E} \left[ \text{tr} \left( P^{(\Lambda)}(I_1) \right) \left( \text{tr} \left( P^{(\Lambda)}(I_2) - 1 \right) \right) \cdots \left( \text{tr} \left( P^{(\Lambda)}(I_k) - (k-1) \right) \right) \right] \leq C^k |\Lambda|^k \prod_{j=1}^k \tilde{S}_\Lambda(|I_j|);$$

- specializing to the case $I_1 = \cdots = I_k = I$, (2.5) reads
  $$\mathbb{E} \left[ \text{tr} \left( P^{(\Lambda)}(I) \right) \left( \text{tr} \left( P^{(\Lambda)}(I) - 1 \right) \right) \cdots \left( \text{tr} \left( P^{(\Lambda)}(I) - (k-1) \right) \right) \right] \leq C^k \left( \tilde{S}_\Lambda(|I|)|\Lambda| \right)^k.$$
Thus, taking the expectation with respect to \( ˜\omega \), one computes

\[
\mathbb{E} \left[ \text{tr} \left( P^{(A)}_\omega (I) \right) \right] = \sum_{n \in \Lambda} \mathbb{E} \left[ \langle \delta_n, 1 (H_\omega(\Lambda)) \delta_n \rangle \right].
\]

(7)

Now, the operator \( H_\omega(\Lambda) \) may be written as \( H_\omega(\Lambda) = H_0(\Lambda) + ˜\omega_n \pi_n \) where \( \pi_n \) is the orthogonal projector on \( \delta_n \). To evaluate the expectation in (7), in the \( n \)th term, we first compute the expectation with respect to \( \tilde{\omega}_n \) conditioned on \( (\tilde{\omega}_m)_{m \neq n} \) and, by Lemma 2.1, we get

\[
\mathbb{E}_{\tilde{\omega}_n} \left[ \langle \delta_n, 1 (H_\omega(\Lambda)) \delta_n \rangle \mid (\tilde{\omega}_m)_{m \neq n} \right] \leq 8 \tilde{S}_n(|I|).
\]

Plugging this into (7) and using the definition of \( \tilde{S}_\Lambda \) immediately yields (2.2).

Let us now turn to the proof of (2.3); we won’t give a detailed proof of inequality (2.5) as it is very similar to that of (2.3); we refer to [3] for details.

We recall [3, Lemma 4.1] specialized to our setting.

**Lemma 2.2 ([3]).** Assume we are in the setting of Lemma 2.1. Assume moreover that \( \text{tr} (1 (H_0)) < +\infty \) for any \( I \subset \mathbb{R} \).

Then, for arbitrary \( a < b \) real and \( 0 \leq s \leq t \), we have

\[
\text{tr} (1_{(a,b)}(H_s)) \leq 1 + \text{tr} (1_{(a,b)}(H_t)).
\]

To prove (2.3), we follow the proof of [3, Theorem 2.1]. Let \( M = \sup_n \text{ess sup} \tilde{\omega}_n \) and \( m = \inf_n \text{ess inf} \tilde{\omega}_n \). Pick \( \tau_n \geq M \). Then, by Lemma 2.2, one computes

\[
\text{tr} \left( P^{(A)}_\omega (I_1) \right) \left( \text{tr} \left( P^{(A)}_\omega (I_2) - 1 \right) \right) = \sum_{n \in \Lambda} \langle \delta_n, P^{(A)}_\omega (I_1) \delta_n \rangle \left( \text{tr} \left( P^{(A)}_\omega (I_2) - 1 \right) \right)
\]

\[
\leq \sum_{n \in \Lambda} \langle \delta_n, P^{(A)}_\omega (I_1) \delta_n \rangle \text{tr} \left( P^{(A)}_{\bar{\omega}(m)_{m \neq n}, \tau_n} (I_2) \right).
\]

Thus, taking the expectation with respect to \( \tilde{\omega}_n \) conditioned on \( (\tilde{\omega}_m)_{m \neq n} \), using the spectral averaging lemma, Lemma 2.1, we obtain

\[
(2.8) \quad \mathbb{E} \left( \text{tr} \left( P^{(A)}_\omega (I_1) \right) \left( \text{tr} \left( P^{(A)}_\omega (I_2) - 1 \right) \right) \mid (\tilde{\omega}_m)_{m \neq n} \right) \leq 8 \tilde{S}_\Lambda(|I_1|) \sum_{n \in \Lambda} \text{tr} \left( P^{(A)}_{\bar{\omega}(m)_{m \neq n}, \tau_n} (I_2) \right).
\]
for arbitrary \((\tau_n)_{n \in \Lambda}\) such that \(\tau_n \geq M\). Thus, we can set \(\tau_n = \tilde{\tau}_n + M - m\) where \(\tilde{\tau}_n\) is the random variable \(\tilde{\omega}_n\) conditioned on \((\omega_m)_{m \neq n}\).

We then take the expectation with respect to \(\tilde{\omega}\) on both side in (2.8) to obtain

\[
E \left( \text{tr} \left( P^{(A)}_{\tilde{\omega}}(I_1) \right) \right) \left( \text{tr} \left( P^{(A)}_{\tilde{\omega}}(I_2) - 1 \right) \right) \leq 8 \tilde{S}_\Lambda(|I_1|) \sum_{n \in \Lambda} E \left( \text{tr} \left( P^{(A)}_{\tilde{\omega}}(\tilde{\omega}_n, I_1) \right) \right)
\]

where in the last step we have used estimate (2.2) (for a different set of random variables).

Thus, we obtain

\[
E \left( \text{tr} \left( P^{(A)}_{\tilde{\omega}}(I_1) \right) \left( \text{tr} \left( P^{(A)}_{\tilde{\omega}}(I_2) - 1 \right) \right) \right) \leq C \tilde{S}_\Lambda(|I_1|) \tilde{S}_\Lambda(|I_2|)|\Lambda|^2
\]

that is, (2.3).

This completes the proof of Theorem 2.1. More details can be found in [3].

\[\square\]

2.2. Localization. The second ingredient needed in our analysis is localization. Using the notations above, let us assume that

(R): There exists \(C > 0\) such that, for \(s \geq 0\), one has

\[
\sup_{\Lambda \subset \mathbb{Z}^d} \tilde{S}_\Lambda(s) \leq C s.
\]

This in particular implies that, for any \(m, \tilde{\mu}_m\), the distribution of \(\tilde{\omega}_m\) conditioned on \((\tilde{\omega}_n)_{n \neq m}\) admits a density bounded by \(C\).

Thus, we can apply the results of [1], in particular [1, criterion (1.12)] to obtain

**Theorem 2.2.** Assume (R) holds. For \(\lambda \) sufficiently large, there exists \(\eta = \eta_\lambda\) such that, for any \(L \geq 1\), if \(\Lambda = \Lambda_L\) is the cube of center 0 and side-length \(L\), one has, for any \(L \geq 1\)

\[
(2.9) \quad \sup_{y \in \Lambda} E \left\{ \sum_{x \in \Lambda} e^{\eta|x-y|} \sup_{|f| \leq 1} \|\chi_x f(H_{\tilde{\omega}, \Lambda}) \chi_y\|_2 \right\} < \infty.
\]

Note that assumption (R) guarantees that, for any \(n \in \mathbb{Z}^d\), the distribution of \(\tilde{\omega}_n\) conditioned on \((\tilde{\omega}_m)_{m \neq n}\) admits a density that is bounded by a constant that is independent of \((\tilde{\omega}_m)_{m \neq n}\) and \(n\).

While in [1] the proofs are given in the case of independent random variables, in the beginning of [1, section 1.1], it is noted that, in the case of dependent random variables, regularity of the conditional distributions (in particular that implied by assumption (R)) is sufficient to perform the same analysis.

As in [6, Theorem 6.1], we then obtain that, one has
Theorem 2.3. Assume (R̂) holds. For λ sufficiently large, there exists \( \eta = \eta_\lambda \) such that, for any \( L \geq 1 \), if \( \Lambda = \Lambda_L \) is the cube of center 0 and side-length \( L \), one has, for any \( L \geq 1 \), for all \( p > d \), there is \( q = q_{p,d} \) so that, for any \( L \) large enough, the following holds with probability at least \( 1 - L^{-p} \): for any eigenvector \( \varphi_{\omega,\Lambda,j} \) of \( H_\omega(\Lambda) \), there exists a center of localization \( x_{\omega,\Lambda,j} \) in \( \Lambda \) such that, for any \( x \in \Lambda \), one has
\[
    \| \varphi_{\omega,\Lambda,j} \|_x \leq L^q e^{-\eta|x-x_{\omega,\Lambda,j}|};
\]
moreover, two localization centers are at most at a distance \( C_p \log L \) away for each other (the positive constant \( C_p \) depends on \( p \) only).

Note that in the derivation of (2.10) from (2.9) in [6, the proof of Theorem 6.1] the assumption (IAD) was not used. Thus, this proof can be repeated verbatim here to derive Theorem 2.3.

2.3. A representation theorem for the eigenvalues. We are now in a position to prove a representation theorem for the eigenvalues of the random operator; it is the analogue of the representation theorem [6, Theorem 1.1]. To this effect, though it is not strictly necessary, it will be convenient to use the density of states of the model \( H_\omega \). Therefore, it is convenient to assume now that the process \((\tilde{\omega}_n)_{n \in \mathbb{Z}^d}\) is \( \mathbb{Z}^d \)-ergodic (see e.g. [9]). For the model (1.1), this assumption is clearly satisfied.

Define \( N \) the integrated density of states of \( H_\omega \) as
\[
    N(E) = \lim_{|\Lambda| \to +\infty} \frac{1}{|\Lambda|} \text{tr} P_{\omega}^{(\Lambda)}((-\infty, E]),
\]
where \( \text{tr} \) denotes the trace. The existence of the above limit is a consequence of the ergodicity of the process \((\tilde{\omega}_n)_{n \in \mathbb{Z}^d}\) (see e.g. [9]).

Almost surely, the integrated density of states exists for all \( E \) real (see e.g. [12, 9]); it defines the distribution function of some probability measure, say, \( dN(E) \), the support of which is the almost sure spectrum of \( H_\omega \) (see e.g. [12, 9]). Let \( \Sigma \) denote the almost sure spectrum of \( H_\omega \). To start, pick \( \tilde{\rho} \) such that
\[
    0 \leq \tilde{\rho} < \frac{1}{1+d}.
\]

Pick \( E_0 \) and \( I_\Lambda \) centered at \( E_0 \) such that \( N(I_\Lambda) \gg |\Lambda|^{-\alpha} \) for \( \alpha \in (\alpha_{d,\tilde{\rho}}, 1) \) where \( \alpha_{d,\tilde{\rho}} \) is defined as
\[
    (2.12) \quad \alpha_{d,\tilde{\rho}} := (1 + \tilde{\rho}) \frac{d + 1}{d + 2}.
\]

Theorem 2.4. Pick an energy \( E_0 \) such that \( N \) is differentiable at \( E_0 \) and such that \( \frac{dN}{dE}(E_0) = n(E_0) > 0 \). Pick \( I_\Lambda \) centered at \( E_0 \) such that \( N(I_\Lambda) \gg |\Lambda|^{-\alpha} \). There exists \( \beta > 0 \) and \( \beta' \in (0, \beta) \) small so that \( 1 + \beta < \frac{\alpha}{1+d} \) and, for \( \ell \asymp L^\beta \) and \( \ell' \asymp L^{\beta'} \), there exists a decomposition of \( \Lambda \) into disjoint cubes of the form \( \Lambda_k(\gamma_j) := \gamma_j + [0, \ell]^d \) satisfying:
\begin{itemize}
    \item \( \cup_j \Lambda_k(\gamma_k) \subset \Lambda \),
    \item \( \text{dist}(\Lambda_k(\gamma_j), \Lambda_k(\gamma_k)) \geq \ell' \) if \( j \neq k \),
    \item \( \text{dist}(\Lambda_k(\gamma_j), \partial \Lambda) \geq \ell' \)
    \item \( |\Lambda \setminus \cup_j \Lambda_k(\gamma_j)| \lesssim |\Lambda|\ell'/\ell \),
\end{itemize}
and such that, for \( L \) sufficiently large, there exists a set of configurations \( Z_\Lambda \) s.t.:

- \( \mathbb{P}(Z_\Lambda) \geq 1 - |\Lambda|^{-(\alpha - \beta d`, \beta)} \),
- for \( \tilde{\omega} \in Z_\Lambda \), each centers of localization associated to \( H_{\tilde{\omega}}(\Lambda) \) belong to some \( \Lambda(\gamma_j) \) and each box \( \Lambda(\gamma_j) \) satisfies:
  1. the Hamiltonian \( H_{\tilde{\omega}, \Lambda(\gamma_j)} \) has at most one eigenvalue in \( I_\Lambda \), say, \( E_j(\tilde{\omega}, \Lambda(\gamma_j)) \);
  2. \( \Lambda(\gamma_j) \) contains at most one center of localization, say \( x_{k_j}(\tilde{\omega}, \Lambda) \), of an eigenvalue of \( H_{\tilde{\omega}}(\Lambda) \) in \( I_\Lambda \), say \( E_{k_j}(\tilde{\omega}, \Lambda) \);
  3. \( \Lambda(\gamma_j) \) contains a center \( x_{k_j}(\tilde{\omega}, \Lambda) \) if and only if \( \sigma(H_{\tilde{\omega}, \Lambda(\gamma_j)}) \cap I_\Lambda \neq \emptyset \); in which case, one has

\[
\left| E_{k_j}(\tilde{\omega}, \Lambda) - E_j(\tilde{\omega}, \Lambda(\gamma_j)) \right| \leq e^{-\eta \ell'}/2
\]

and \( \text{dist}(x_{k_j}(\tilde{\omega}, \Lambda), \Lambda \setminus \Lambda(\gamma_j)) \geq \ell' \).

where \( \eta \) is given by Theorem 2.3.

In particular, if \( \tilde{\omega} \in Z_\Lambda \), all the eigenvalues of \( H_{\tilde{\omega}}(\Lambda) \) are described by (2.13).

The proof of this result is a verbatim repetition the proof of [6, Theorem 1.1] verbatim. The independence at a distance is not used; only the localization and the Wegner and Minami estimates are used.

Note that now the “local” Hamiltonians \((H_{\tilde{\omega}, \Lambda(\gamma_j)})\) are not necessarily stochastically independent.

In our application of Theorem 2.4 to the model (1.1), the choice we will make for the parameters \( \alpha, \beta', \beta \) and \( \tilde{\rho} \) will be quite different from the one made in [6]. While in [6] the authors wanted to maximize the admissible size \( |I_\Lambda| \) (i.e. minimize \( \alpha \)), here, our primary concern will be to control the non independence of the “local” Hamiltonians \((H_{\tilde{\omega}, \Lambda(\gamma_j)})\). To control their correlations, we will pick \( \beta' \) close to 1. Thus, \( \alpha \) and \( \beta \) will also have to be close to 1 and \( \tilde{\rho} \) will be close to 0.

2.4. The local distribution of the eigenvalues. The final ingredient needed for the analysis of the spectral statistics is a precise description of the distribution of the spectrum of the “local” Hamiltonians \((H_{\tilde{\omega}, \Lambda(\gamma_j)})\) constructed in Theorem 2.4 within \( I_\Lambda \).

Pick \( \ell \) large and \( 1 \ll \ell' \ll \ell \). Consider a cube \( \Lambda \) of side-length \( \ell \) i.e. \( \Lambda = \Lambda_\ell \) and an interval \( I_\Lambda = [a_\Lambda, b_\Lambda] \subset I \) (i.e. \( I_\Lambda \) is contained in the localization region). Consider the following random variables:

- \( X = X(\Lambda, I_\Lambda) = X(\Lambda, I_\Lambda, \ell') \) is the Bernoulli random variable \( X = 1_{H_{\tilde{\omega}}(\Lambda)} \) has exactly one eigenvalue in \( I_\Lambda \) with localization in \( \Lambda_{\ell - \ell'} \);
- \( \bar{E} = \bar{E}(\Lambda, I_\Lambda) \) is the eigenvalue of \( H_{\tilde{\omega}}(\Lambda) \) in \( I_\Lambda \) conditioned on \( X = 1 \);
- \( \bar{\xi} = \bar{\xi}(\Lambda, I_\Lambda) = \frac{\bar{E}(\Lambda, I_\Lambda) - a_\Lambda}{b_\Lambda - a_\Lambda} \).

Clearly \( \bar{\xi} \) is valued in \([0, 1]\); let \( \bar{\Xi} \) be its distribution function.

We now describe the distribution of these random variables as \( |\Lambda| \to +\infty \) and \( |I_\Lambda| \to 0 \). One proves
Lemma 2.3 ([6]). Assume $\lambda$ is sufficiently large and pick $\eta$ as in Theorem 2.3. One has
\begin{equation}
|\mathbb{P}(X = 1) - N(I_A|\Lambda||) \lesssim (|\Lambda||I_A|)^{1+\rho} + N(I_A)|\Lambda|\ell^\rho - 1 + \Lambda|e^{-\eta\ell^2/2}
\end{equation}
where $N(E)$ denotes the integrated density of states of $H_\omega$.

One has, for all $x, y \in [0, 1],$
\begin{equation}
\left| (\tilde{\Xi}(x) - \tilde{\Xi}(y)) \mathbb{P}(X = 1) \right| \lesssim |x - y||I_A||\Lambda|.
\end{equation}
Moreover, setting $N(x, y, \Lambda) := |N(a_A + x|I_A|) - N(a_A + y|I_A|)||\Lambda|$, one has
\begin{equation}
\left| (\tilde{\Xi}(x) - \tilde{\Xi}(y)) \mathbb{P}(X = 1) - N(x, y, \Lambda) \right|
\lesssim (|\Lambda||I_A|)^{1+\rho} + |N(x, y, \Lambda)|\ell^\rho - 1 + \Lambda|e^{-\eta\ell^2/2}.
\end{equation}

The proof of this result in [6, Lemma 2.2] relies solely on the localization estimates obtained in Theorem 2.3, the Wegner estimate (2.2) and the Minami estimate (2.4). Thus, it can be repeated verbatim in the present setting for the model $H_\omega$.

3. The long range correlation model (1.1) seen as weakly dependent model of the type (2.1)

We shall now show that the long range correlation model (1.1) satisfies the assumptions of Theorems 2.1, 2.2, 2.3 and 2.4 and Lemma 2.3. The only non trivial assumption to verify is (R).

3.1. A linear change of random variables. Consider the Banach space $\ell^\infty(\mathbb{Z}^d)$ (endowed with its natural norm). Consider a bounded linear mapping $M : \ell^\infty(\mathbb{Z}^d) \to \ell^\infty(\mathbb{Z}^d)$ that admits a bounded inverse. Consider now $\omega = (\omega_n)_{n \in \mathbb{Z}^d}$ independent random variables that are all bounded the same constant. Define the random variables
\begin{equation}
\tilde{\omega} = (\tilde{\omega}_n)_{n \in \mathbb{Z}^d} = M(\omega_n)_{n \in \mathbb{Z}^d} = M\omega.
\end{equation}

Fix $n_0$ and $m_0$ in $\mathbb{Z}^d$ arbitrary and write
\begin{equation}
\begin{pmatrix}
\tilde{\omega}_m
\omega^m_0
\end{pmatrix} =
\begin{pmatrix}
a & B \\
A & C
\end{pmatrix}
\begin{pmatrix}
\omega^m_0 \\
\omega^m_0
\end{pmatrix}
\end{equation}
where $\tilde{\omega}^m_0 = (\tilde{\omega}_m)_{m \neq m_0}$ and $\omega^m_0 = (\omega_m)_{m \neq m_0}$. So, we consider $M$ as a map from $\ell^2(\mathbb{Z}^d) = \mathbb{C}\delta_{n_0} \oplus \ell^2(\mathbb{Z}^d \setminus \{n_0\})$ to $\ell^2(\mathbb{Z}^d) = \mathbb{C}\delta_{m_0} \oplus \ell^2(\mathbb{Z}^d \setminus \{m_0\})$. Assume that
\begin{itemize}
\item[(I):] $a \neq 0$ and $C$ is one-to-one.
\end{itemize}

Let $S_m$ be the concentration function of the random variable $\omega_m$ and $\tilde{S}_m$ be the concentration function of the random variable $\tilde{\omega}_m$ conditioned on $(\tilde{\omega}_n)_{n \neq m}$. Then, one has

Lemma 3.1. Under assumption (I), there exists $\kappa > 0$ such that, for $x \geq 0$ and for any bounded sequence $(\tilde{\omega}_n)_{n \neq m}$, one has $\tilde{S}_{m_0}(x) = S_{m_0}(\kappa x)$. 
Proof. As $M$ is invertible with bounded inverse, one can write

$$M^{-1} = \begin{pmatrix} \tilde{a} & \tilde{B} \\ \tilde{A} & \tilde{C} \end{pmatrix}$$

considering $M^{-1}$ as a map from $\ell^2(\mathbb{Z}^d) = \mathbb{C}\delta_{m_0} \oplus \ell^2(\mathbb{Z}^d \setminus \{m_0\})$ to $\ell^2(\mathbb{Z}^d) = \mathbb{C}\delta_{n_0} \oplus \ell^2(\mathbb{Z}^d \setminus \{n_0\})$. We, thus, obtain that

$$\begin{pmatrix} \tilde{a} & \tilde{B} \\ \tilde{A} & \tilde{C} \end{pmatrix} \begin{pmatrix} a & B \\ A & C \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & \text{Id} \end{pmatrix} = \begin{pmatrix} a & B \\ A & C \end{pmatrix} \begin{pmatrix} \tilde{a} & \tilde{B} \\ \tilde{A} & \tilde{C} \end{pmatrix}. \tag{3.3}$$

Solving (3.2) in $\tilde{\omega}^{m_0}$ and $\omega_{n_0}$, we obtain $\tilde{\omega}^{m_0} = a\omega_{n_0} + B\omega_{n_0}$ and $\tilde{\omega}^{m_0} - \omega_{n_0} A = C\omega_{n_0}$. Thus, by the first equality in (3.3), we have

$$C\tilde{\omega}^{m_0} - \omega_{n_0} \tilde{C} A = \omega_{n_0} - (B\omega_{n_0}) \tilde{A}. \tag{3.4}$$

Applying $B$ to this, we get

$$\begin{pmatrix} 1 - B\tilde{A} \end{pmatrix} B\omega_{n_0} = B \tilde{C} \tilde{\omega}^{m_0} - \omega_{n_0} B \tilde{C} A \tag{3.5}$$

We claim that, as $C$ is one-to-one, one has $B\tilde{A} \neq 1$. Indeed, if $B\tilde{A} = 1$, then $\tilde{A} \neq 0$ and, by the first equality in (3.3), $\ker C = \text{span} \tilde{A}$. This contradicts our assumption on $C$. Hence, from (3.4), (3.5) and (3.3), we obtain

$$\tilde{\omega}^{m_0} = \frac{a}{1 - B\tilde{A}} \omega_{n_0} - D \tilde{\omega}^{m_0}$$

where $D$ is a bounded linear form on $\ell^\infty(\mathbb{Z}^d \setminus \{m_0\})$. This immediately yields Lemma 3.1 if one sets $\kappa = \frac{1 - B\tilde{A}}{a}. \quad \Box$

Keeping the notations of the proof of Lemma 3.1, we easily checks that the assumption (I) is equivalent to the assumption

$$(\Gamma): \ a \cdot \tilde{a} \neq 0.$$}

One can apply this to convolutions i.e. assume that $M$ is a convolution, that is, it is given by a matrix $M = ((\hat{M}_{m-n}))_{(m,n)\in \mathbb{Z}^d \times \mathbb{Z}^d}$ (where $\hat{M}_{m} \in \mathbb{R}$). Assume that

$$(H1) \sum_{n\in \mathbb{Z}^d} |\hat{M}_n| < +\infty,$$

$$(H2) \text{the function } \theta \mapsto M(\theta) = \sum_{n\in \mathbb{Z}^d} \hat{M}_n e^{in\theta} \text{ does not vanish on } \mathbb{R}^d.$$}

Consider now $(\omega_n)_{n\in \mathbb{Z}^d}$ independent random variables that are all bounded by the same constant and define the random variables $(\tilde{\omega}_n)_{n\in \mathbb{Z}^d}$ by (3.1). Then, as a consequence of Lemma 3.1, we prove

**Theorem 3.1.** Assume (H1) and (H2). There exists $\kappa > 0$ and $k \in \mathbb{Z}^d$ such that, for $n \in \mathbb{Z}^d$ and $x \geq 0$, for any $(\tilde{\omega}_m)_{m\in \mathbb{Z}^d}$, one has $\tilde{S}_n(x) = \tilde{S}_{n+k}(\kappa x).$

**Proof.** The fact that, under assumptions (H1) and (H2), $M$ is invertible on $\ell^\infty(\mathbb{Z}^d)$ with bounded inverse is an immediate consequence of Wiener’s $1/f$-theorem (see e.g. [5, Chapter 2.4]).
Let \((\hat{M}^{-1}_n)_{n \in \mathbb{Z}^d}\) denote the Fourier coefficients of the function \(\theta \mapsto M^{-1}(\theta)\). As \(M \cdot M^{-1} = 1\), one has \(\sum_{n \in \mathbb{Z}^d} \hat{M}_n \bar{M}_n^{-1} = 1\). Thus, we pick \(k\) such that

\[(3.6) \quad \hat{M}^{-1}_k \hat{M}_k \neq 0.\]

Fix \(n_0 \in \mathbb{Z}^d\) and write the decomposition (3.2) for \(m_0 = n_0 + k\) and \(n_0\). Then, the coefficient \(a\), the vector \(A\), the linear form \(B\) and the operator \(C\) in (3.2) are given by

\[a = \hat{M}_k, \quad A = (\hat{M}_{k-n})_{n \neq 0}, \quad B = (\hat{M}_{k+m})_{m \neq 0} \quad \text{and} \quad C = ((\hat{M}_{k+m-n})_{n \neq 0}.\]

Note that \(a, A, B\) and \(C\) do not depend on \(n_0\).

In the same way, using the notations of the proof of Lemma 3.1, one computes

\[\hat{a} = \hat{M}^{-1}_k, \quad \hat{A} = (\hat{M}^{-1}_{k-n})_{n \neq 0}, \quad \hat{B} = (\hat{M}^{-1}_{k+m})_{m \neq 0} \quad \text{and} \quad \hat{C} = ((\hat{M}^{-1}_{k+m-n})_{n \neq 0}.\]

Note that \(\hat{a}, \hat{A}, \hat{B}\) and \(\hat{C}\) do not depend on \(n_0\).

By construction (see (3.6)), we have \(a \cdot \hat{a} \neq 0\); hence, assumption (I'), thus, assumption (I) is satisfied and the statement of Theorem 3.1 for \(\hat{S}_{n_0}\) and \(S_{n_0+k}\) follows immediately from Lemma 3.1. Recalling that \(a, A, B, C, \hat{a}, \hat{A}, \hat{B}\) and \(\hat{C}\) do not depend on \(n_0\), we obtain the full statement of Theorem 3.1.

To show that the long range correlation model (1.1) satisfies the assumption (R) (thus, that the conclusions of Theorems 2.1, 2.2, 2.3 and 2.4 and Lemma 2.3 hold), we first note that \(H_{\omega}\) defined in (1.1) can be rewritten as \(H_{\omega}\) defined in (2.1) where \(\hat{\omega} = M\omega\) and \(M\) is the convolution associated to the multiplier \(\theta \mapsto M(\theta) = \sum_{n \in \mathbb{Z}^d} u_n e^{i n \theta}\). Thus, the summability of \(u\) and the assumption (H) guarantee that assumptions (H1) and (H2) are satisfied. That for the model (1.1) assumption (R) is satisfied is then an immediate consequence of Theorem 3.1 and assumption (R).

3.2. The proof of Theorem 1.2. We are now in a position to prove Theorem 1.2. To simplify notations, we assume that the random variables \((\omega_n)_n\) are centered; this comes up to shifting the operator \(H_{\omega}\) by a constant.

Recall that \(\xi_\Lambda\) is defined in (1.4). For \(p > 0\) arbitrary, for arbitrary, non empty, open, two by two disjoint intervals \(I_1, \ldots, I_p\) and arbitrary integers \(k_1, \ldots, k_p\), consider the event

\[\Omega_{I_1, k_1; I_2, k_2; \ldots; I_p, k_p} := \bigcap_{l=1}^p \{\omega; \#\{j; \xi_\Lambda(\hat{\omega}, \Lambda) \in I_l\} = k_l\}.\]

In view of Theorem 2.4, as \(\mathbb{P}((Z_\Lambda)_|\Lambda| \rightarrow +\infty) = 1\), Theorem 1.2 will be proved if we prove that

\[(3.7) \quad \lim_{|\Lambda| \rightarrow +\infty} \mathbb{P}(\Omega_{I_1, k_1; I_2, k_2; \ldots; I_p, k_p} \cap Z_\Lambda) = \frac{|I_1|}{k_1!} e^{-|I_1|} \cdots \frac{|I_p|}{k_p!} e^{-|I_p|}.\]

Pick \(\varepsilon\) small, in particular, smaller than
• the length of the smallest of the intervals \(I_1, \ldots, I_p\),
• the smallest distance between two distinct intervals among \(I_1, \ldots, I_p\).

Define

\[
I_j^{+\varepsilon} = I_j \cup [-\varepsilon/2, \varepsilon/2] \quad \text{and} \quad I_j^{-\varepsilon} = I_j \cap \left( I_j + [-\varepsilon/2, \varepsilon/2] \right).
\]

Clearly, \(I_j^{-\varepsilon} \subset I_j \subset I_j^{+\varepsilon}\).

For a cube \(\Lambda\) and an interval \(I\), define the Bernoulli random variable \(X_{\Lambda, I}\) by

\[
X_{\Lambda, I} = 1_{H_{\omega}(\Lambda \setminus I)} \text{ has an e.v. in } E_0 + |\Lambda|^{-1} F_0 \text{ with localization center in } \Lambda.
\]

Here, the length scales \(\ell\) and \(\ell'\) are taken as in Theorem 2.4 that is \(\ell \asymp L^\beta\) and \(\ell' \asymp L^\beta\). Notice that, using the notations of section 2.4, one has \(X_{\Lambda, I} = X(\Lambda, N^{-1}[N(E_0) + |\Lambda|^{-1} J, \ell'])\) where, as it is assumed that \(N\) is differentiable at \(E_0\) and that \(n(E_0) = N'(E_0) > 0\), one has \(J \Delta I = o(1)\) as \(\Lambda \to +\infty\); here, \(J \Delta I\) denotes the symmetric difference between \(I\) and \(J\) in particular \((\Lambda, \ell, J'' \setminus \ell'')\) and \(\Lambda\). The Wegner estimate (2.2) is of the form \(\sum_{j=1}^p \omega_j \leq C \sum_{j=1}^p X_{\Lambda, I_j} \leq C \sum_{j=1}^p X_{\Lambda, I_j}'\) where, as it is assumed that \(\rho, \alpha, \beta\) and \(\beta'\) are the following. The parameter \(\beta'\) will be the determining parameter and will be chosen close to 1 (see Lemma 3.4 below); thus, the parameters \(\alpha\) and \(\beta\) will also be close to 1 and \(\rho\) will be chosen close to 0; indeed, in Theorem 2.4, one requires

\[
0 < \beta' < \beta, \quad 0 < \alpha < 1, \quad 0 < \rho, \quad \text{and} \quad 1 + \beta < \frac{2\alpha}{1 + \rho}.
\]

By Theorem 2.4, in particular (2.13), and the Wegner estimate (2.2), we know that, for \(L\) sufficiently large, one has

\[
\bigcap_{l=1}^p \left\{ \omega; \sum_{j=1}^p X_{\Lambda(\gamma_j), I_j^{+\varepsilon}} = k_l \right\} \cap Z_\Lambda \subset \Omega_{I_1, k_1; I_2, k_2; \ldots; I_p, k_p} \cap Z_\Lambda,
\]

\[
\Omega_{I_1, k_1; I_2, k_2; \ldots; I_p, k_p} \cap Z_\Lambda \subset \bigcap_{l=1}^p \left\{ \omega; \sum_{j=1}^p X_{\Lambda(\gamma_j), I_j^{-\varepsilon}} = k_l \right\} \cap Z_\Lambda.
\]

Hence, as \(P(Z_\Lambda) \to 1\), it suffices to prove that, for any \(\delta > 0\), there exists \(\varepsilon > 0\) small such that

\[
\liminf_{|\Lambda| \to +\infty} P \left( \left\{ \bigcap_{l=1}^p \left\{ \sum_{j=1}^p X_{\Lambda(\gamma_j), I_j^{-\varepsilon}} = k_l \right\} \right\} \right) \geq \prod_{j=1}^p \frac{|I_j|^{k_j}}{k_j!} e^{-|I_j|} - \delta,
\]

\[
\limsup_{|\Lambda| \to +\infty} P \left( \left\{ \bigcap_{l=1}^p \left\{ \sum_{j=1}^p X_{\Lambda(\gamma_j), I_j^{+\varepsilon}} = k_l \right\} \right\} \right) \leq \prod_{j=1}^p \frac{|I_j|^{k_j}}{k_j!} e^{-|I_j|} + \delta.
\]

The main loss compared to the case when the (IAD) assumption holds is that the random variables \((X_{\Lambda(\gamma_j), I_j^{+\varepsilon}})_{j}\) are not independent anymore. We will show that this dependence can be controlled using assumption (D) and the decorrelation estimates obtained in Theorem 2.1.
Now, for $\ell'' \leq \ell' \leq \ell$ and $\gamma \in \mathbb{Z}^d$, define the auxiliary operator $\tilde{H}_\omega(\Lambda_\ell(\gamma), \ell'')$ to be the operator

$$\tilde{H}_{\omega, \ell''} := -\Delta + \lambda \sum_{n \in \mathbb{Z}^d} \tilde{\omega}_n \tau_n(u_{\ell''})$$

where $u_{\ell''}(m) = \begin{cases} u(m) & \text{if } |m| \leq \ell'', \\ 0 & \text{if not} \end{cases}$ restricted to $\Lambda_\ell(\gamma)$ (with periodic boundary conditions).

We prove

**Lemma 3.2.** There exists $\ell_0$ such that if $\ell'' \geq \ell_0$, then, for $\lambda$ sufficiently large, the whole spectrum of $\tilde{H}_{\omega, \ell''}$ is localized, in particular, the conclusions of Theorems 2.2 and 2.3 hold for this operator for a value $\eta$ independent of $\ell''$. Moreover, the spectral estimates given in Theorem 2.1 also hold for $\tilde{H}_{\omega, \ell''}$ with constants independent of $\ell''$.

**Proof of Lemma 3.2.** Clearly, to prove Lemma 3.2, it suffices to

1. prove that if $u$ satisfies (S) and (H), there exists $\ell_0$ such that, for $\ell'' \geq \ell_0$, the potential $u_{\ell''}$ satisfies (S) and (H) uniformly in $\ell''$,

2. reapply the arguments explained above for $H_\omega$.

Assume that

$$m := \min_{\theta \in \mathbb{R}^d} \left| \sum_{n \in \mathbb{Z}^d} u_n e^{in\theta} \right| > 0.$$ 

Thus, by (S), we can pick $\ell_0$ such that $\sum_{|n| \geq \ell_0} |u(n)| \leq m/2$; then, for $\ell'' \geq \ell_0$, we have that

$$\min_{\theta \in \mathbb{R}^d} \left| \sum_{n \in \mathbb{Z}^d} u_n e^{in\theta} \right| \geq \min_{\theta \in \mathbb{R}^d} \left| \sum_{n \in \mathbb{Z}^d} u_n e^{in\theta} \right| - m/2 \geq m/2.$$ 

This completes the proof of Lemma 3.2. \qed

We also define the Bernoulli random variable $X_{\Lambda_\ell, \ell', \ell'', I}$ by

$$X_{\Lambda_\ell, \ell', \ell'', I} = 1_{\tilde{H}_{\omega, \ell''}(\Lambda_\ell)}$$

has an e.v. in $E_0 + |n(n)|^{-1} I$ with localization center in $\Lambda_{\ell - \ell'}$.

Then, clearly, by Theorem 2.4, one has that

**Lemma 3.3.** Assume $\ell'' \leq \ell/3$. For $I$ a real interval, the random variables $(X_{\Lambda_\ell(\gamma), \ell', \ell'', I})_{1 \leq j \leq J}$ are two by two independent.

We also prove

**Lemma 3.4.** Assume (D) holds. Recall that $\eta > d - 1/2$ and assume that $\beta' \in \left( \frac{d}{2\eta - d + 1}, 1 \right)$. Set $\delta := -d + (2\eta - d + 1)\beta' > 0$.

Then, for any $a < b$, any $\varepsilon \in (0, (b - a)/2)$ and any $p > 0$, for $L$ sufficiently large, with probability at least $1 - L^{-p}$, for all $1 \leq j \leq J$, one has

$$X_{\Lambda(\gamma_{3, 2}), 3\ell'/3, \ell'/3, (a + \varepsilon, b - \varepsilon)} \leq X_{\Lambda(\gamma_{3}), \ell', (a, b)} \leq X_{\Lambda(\gamma_{3}), 3\ell'/3, \ell'/3, (a - \varepsilon, \beta + \varepsilon)}.$$
Proof of Lemma 3.4. By Hoeffding’s inequality (see e.g. [10]), we know that, for some $C > 0$ (depending only on the essential supremum of the random variables $(|ω_n|)_n$), for $ℓ' = L^{β'/3}$, for $L$ sufficiently large, one has

$$
(3.10) \quad \mathbb{P} \left( \left| \sum_{|m| ≥ ℓ'} ω_{n-m}u(m) \right| ≥ εL^{-d} \right) \leq \exp \left( -\frac{εL^{-d}}{C \sum_{|m| ≥ ℓ'} |u(m)|^2} \right) \leq e^{-εL^δ}
$$

where we recall that $δ = -d + (2η - d + 1)β' > 0$; here, we have used assumption (D), the fact that $η > d - 1/2$ and picked $\frac{d}{2η - d + 1} < β' < 1$.

Hence, with a probability at least $1 - L^d e^{-εL^δ}$, we have that

$$
\sup_{1 ≤ j ≤ J } \sup_{m \in Λ_L(γ_j)} \left| \sum_{n \in \mathbb{Z}^d} ω_{n} τ_{n} u(m) \right| - \tilde{ω}_m \leq εL^{-d}.
$$

that is

$$
(3.11) \quad \sup_{1 ≤ j ≤ J } \left\| \tilde{H}_{ω_{ℓ'}}(λ_j) - H_{ω}(λ_j) \right\| \leq εL^{-d}.
$$

Next, we prove

**Lemma 3.5.** Assume that the conclusions of Theorem 2.3 hold for the random operator $H_ω$ for all $L$ sufficiently large. Fix $p > 0$ and $r > 0$. Let $q$ and $η$ be given by Theorem 2.3.

Then, for $L$ sufficiently large, with probability at least $1 - L^{-p}$, for $L' ≤ L$ and $γ \in Λ_L$ such that $Λ_{L'} + η^{-1}(q+r+d/2) log L(γ) \subset Λ_L$ ($q$ being defined in Theorem 2.3), if there exists $ϕ ∈ ℓ^2(Λ_L)$ such that

- $\text{supp} \, ϕ \subset Λ_L(γ)$,
- $||ϕ|| = 1$ and $||(H_ω(Λ_L) - E)ϕ|| ≤ εL^{-d}$,

then, $H_ω(Λ_L)$ has an eigenvalue in $[E - 2εL^{-d}, E + 2εL^{-d}]$ with localization center in $Λ_{L'} + η^{-1}(q+r+d/2) log L(γ)$.

**Proof of Lemma 3.5.** Pick $ϕ$ as in Lemma 3.5. As $H_ω(Λ_L)$ is self-adjoint and $||(H_ω(Λ_L) - E)ϕ|| ≤ ε$, $H_ω(Λ_L)$ has an eigenvalue in $[E - ε, E + ε]$. Expand $ϕ$ in the basis of eigenfunctions of $H_ω(Λ_L)$: $ϕ = \sum_i <ϕ, ϕ_i>ϕ_i$. If the localization centers of $ϕ_i$ are outside of $Λ_{L'} + η^{-1}(q+r+d/2) log L(γ)$, as $\text{supp} \, ϕ \subset Λ_L(γ)$, one has $||ϕ, ϕ_i|| ≤ L^{-r-d/2}$. On the other hand,

$$
(3.12) \quad ε^2L^{-2d} ≥ \left\| (H - E)ϕ \right\|^2 = \sum_i |<ϕ, ϕ_i>|^2 |E - E_i|^2.
$$

Thus, if the conclusion of Lemma 3.5 does not hold, then, as the total number of eigenvalues is bounded by $L^d$, we have

$$
1 - \sum_{|E - E_i| > 2εL^{-d}} |<ϕ, ϕ_i>|^2 = \sum_{|E - E_i| ≤ 2εL^{-d}} |<ϕ, ϕ_i>|^2 ≤ L^{-2r},
$$
thus, by (3.12),
\[ \varepsilon^2 L^{-2d} \geq \|(H - E)\varphi\|^2 = \sum_i |\langle \varphi, \varphi_i \rangle|^2 |E - E_i|^2 \geq 4\varepsilon^2 L^{-2d} \left(1 - O(L^{-2\varepsilon})\right). \]

which is absurd for \( L \) sufficiently large. Lemma 3.5 is proved. \( \Box \)

Now, we can use (3.11) and apply Lemma 3.5 in turn to \( H_\omega(\Lambda_\ell(\gamma_j), \ell') \) and to \( H_\omega(\Lambda_\ell(\gamma_j)) \) to obtain that, for \( L \) sufficiently large, with probability at least \( 1 - L^{-p} \) (\( p > 0 \) fixed arbitrary),

- if \( H_\omega(\Lambda_\ell(\gamma_j)) \) has an eigenvalue in \((a, b)\) with loc. center in \( \Lambda_{\ell - \varepsilon'}(\gamma_j) \) then \( H_{\omega, \varepsilon'}(\Lambda_\ell(\gamma_j)) \) has an eigenvalue in \((a - \varepsilon L^{-d}, b + \varepsilon L^{-d})\) with loc. center in \( \Lambda_{\ell - \varepsilon'}(\gamma_j) \);
- if \( H_{\omega, \varepsilon'}(\Lambda_\ell(\gamma_j)) \) has an eigenvalue in \((a, b)\) with loc. center in \( \Lambda_{\ell - \varepsilon'}(\gamma_j) \) then \( H_\omega(\Lambda_\ell(\gamma_j)) \) has an eigenvalue in \((a - \varepsilon L^{-d}, b + \varepsilon L^{-d})\) with loc. center in \( \Lambda_{\ell - \varepsilon'}(\gamma_j) \).

This, then, implies (3.9) and completes the proof of Lemma 3.4. \( \Box \)

Equipped with Lemma 3.4, in view of (3.8), to prove Theorem 1.2, it suffices to prove that, for any \( a > 0 \) and \( b > 0 \), for any \( \delta \in (0, 1/3] \), there exists \( \varepsilon > 0 \) small such that
\[ (3.13) \]
\[ \lim_{|A| \to +\infty} \mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \sum_{j=1}^{J} X_{\Lambda_\ell(\gamma_j), a_l, e_l, I_l^{-, \varepsilon}} = k_l \right\} \right) \geq \prod_{j=1}^{p} \frac{|I_j|!}{k_j!} e^{-|I_j| - \delta}, \]
\[ \lim_{|A| \to +\infty} \mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \sum_{j=1}^{J} X_{\Lambda_\ell(\gamma_j), a_l, e_l, I_l^{+, \varepsilon}} = k_l \right\} \right) \leq \prod_{j=1}^{p} \frac{|I_j|!}{k_j!} e^{-|I_j| + \delta}. \]

We will only prove the second inequality, the first one being proved in the same way.

First, by (2.14) of Lemma 2.3, by Lemma 3.4 and by the definition of \((I_l^{\pm, \varepsilon})_l\), for \( L \) sufficiently large and our choice of \( \varepsilon \), one has
\[ (3.14) \]
\[ \mathbb{P}(X_{\Lambda_\ell(\gamma_j), a_l, e_l, I_l^{\pm, \varepsilon}} = 1) = (|I_l| \pm \varepsilon) L^{d(\beta - 1)}(1 + o(1)) \]
\[ = (|I_l| \pm \varepsilon) J^{-1}(1 + o(1)). \]

Then, we compute
\[ (3.15) \]
\[ \mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \sum_{j=1}^{J} X_{\Lambda_\ell(\gamma_j), a_l, e_l, I_l^{+, \varepsilon}} = k_l \right\} \right) = \sum_{K_1 \subset \{1, \ldots, J\}} \mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \omega; \forall j \notin K_1, X_{\Lambda_\ell(\gamma_j), a_l, e_l, I_l^{+, \varepsilon}} = 1 \right\} \right). \]
For $1 \leq l \leq p$, pick $K_l \subset \{1, \cdots, J\}$ such that $(\#K_l)_{1 \leq l \leq p} = (k_l)_{1 \leq l \leq p}$. For $1 \leq j \leq J$, define $\kappa_j = \#\{1 \leq l \leq p ; \gamma_j \in K_l\} = \sum_{l=1}^{p} 1_{\gamma_j \in K_l}$. Then, one has

$$\sum_{j=1}^{J} \kappa_j = \sum_{l=1}^{p} \sum_{j=1}^{J} 1_{\gamma_j \in K_l} = k_1 + \cdots + k_p. \quad (3.16)$$

As $\cup_{l} I_{l}^{\pm,\varepsilon} \subset I_C := [-C, C]$ (for some $C > 0$), thanks to the decorrelation estimates (2.6) for $H_{\omega,\varepsilon}(\Lambda_{l}(\gamma_j))$ (see Lemma 3.2) and using their stochastic independence, one has the following a priori bound

$$\mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \omega ; \forall j \in K_l, X_{\Lambda_{l}(\gamma_j),a^{l'},b^{l'},I_{l}^{+,\varepsilon}} = 1 \right\} \right) \leq \prod_{j=1}^{J} \mathbb{P} \left\{ \omega ; H_{\omega,\varepsilon}(\Lambda_{l}(\gamma_j)) \text{ has at least } \kappa_j \text{ e.v. in } I_C \right\} \leq \prod_{j=1}^{J} (CL^{-d}|\Lambda_{l}(\gamma_j)|)^{\kappa_j} \leq C J^{-k_1-k_2-\cdots-k_p}$$

as $J = L^{d}|\Lambda_{l}(\gamma_j)|^{-1}(1+o(1)) = L^{d(1-\beta)}(1+o(1))$; here, we have used (3.16). By (3.15), we have

$$\mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \sum_{j=1}^{J} X_{\Lambda_{l}(\gamma_j),a^{l'},b^{l'},I_{l}^{+,\varepsilon}} = k_l \right\} \right) = \sum_{\substack{K_l \subset \{1, \cdots, J\} \\ \#K_l = k_l, 1 \leq l \leq p \\ \forall l \neq l', K_l \cap K_{l'} = \emptyset}} \mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \forall j \in K_l, X_{\Lambda_{l}(\gamma_j),a^{l'},b^{l'},I_{l}^{+,\varepsilon}} = 1 \right\} \right)$$

$$+ \sum_{\substack{K_l \subset \{1, \cdots, J\} \\ \#K_l = k_l, 1 \leq l \leq p \\ \exists l', K_l \cap K_{l'} \neq \emptyset}} \mathbb{P} \left( \bigcap_{l=1}^{p} \left\{ \forall j \in K_l, X_{\Lambda_{l}(\gamma_j),a^{l'},b^{l'},I_{l}^{+,\varepsilon}} = 1 \right\} \right). \quad (3.18)$$

One sets and, by Lemmas 2.3 and 3.4, one computes

$$p_{l}^{+} := \mathbb{P} \left( X_{\Lambda_{l}(\gamma_j),a^{l'},b^{l'},I_{l}^{+,\varepsilon}} = 1 \right) = |I_{l}^{+,\varepsilon}| J^{-1}(1+o(1)).$$

We also will use [6, Lemma 4.1]

**Lemma 3.6.** With the choice of $(I_{l})_{1 \leq l \leq p}$ made above, under the assumptions of Theorem 1.2, with our choice of $\ell$ and $\ell'$, for $L$ sufficiently large, one has

$$\mathbb{P} \left( \sum_{l=1}^{p} X_{\Lambda_{l}(\gamma_j),a^{l'},b^{l'},I_{l}^{+,\varepsilon}} = 0 \right) = 1 - (1-o(1)) J^{-1} \sum_{l=1}^{p} |I_{l}^{+,\varepsilon}|.$$
of the operators $(H_{\omega, \ell_0}(\Lambda_{\epsilon}(\gamma_j)))_{1 \leq j \leq d}$, one computes

$$
\begin{align*}
\mathbb{P} \left( \bigcap_{l=1}^p \left\{ \begin{array}{l}
\forall j \in K_l, \quad X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = 1 \\
\forall j \notin K_l, \quad X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = 0
\end{array} \right\} \right) \\
= \mathbb{P} \left( \bigcap_{l=1}^p \left\{ \begin{array}{l}
\forall j \in K_l, \quad X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = 1 \\
\forall j \notin K_l, \quad X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = 0
\end{array} \right\} \right) \\
= \prod_{j \notin \cup_{l=1}^p K_l} \mathbb{P} \left( \sum_{l=1}^p X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = 0 \right) \\
\cdot \prod_{l=1}^p \prod_{j \in K_l} \mathbb{P} \left( X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = 1 \right) \\
= \left( 1 - \sum_{l=1}^p p_l^+ \right)^{J - (k_1 + \cdots + k_p)} \prod_{l=1}^p [p_l^+]^{k_l} (1 + o(1)) \\
= \left( \prod_{l=1}^p e^{-|I_{\epsilon, 1}^{+}|} |I_{\epsilon, 1}^{+}|^{k_l} \right) J^{-k_1 - \cdots - k_p} (1 + o(1)).
\end{align*}
$$

(3.19)

On the other hand, as $k_1 + \cdots + k_p$ is bounded, when $J \to +\infty$, that is, when $|\Lambda| \to +\infty$, one has

$$
\sum_{K_l \subset \{1, \ldots, J\}} 1 = \prod_{l=1}^p \binom{J}{k_l} \text{ and } \sum_{K_l \subset \{1, \ldots, J\}} 1 = o \left( \prod_{l=1}^p \binom{J}{k_l} \right).
$$

(3.20)

Thus, for $L$ sufficiently large, plugging the a-priori bound (3.17), the bounds (3.20) and (3.19) into (3.18), we compute

$$
\begin{align*}
\mathbb{P} \left( \bigcup_{l=1}^p \left\{ \sum_{j=1}^J X_{A_{\epsilon}(\gamma_j), a^{\ell}, b^{\ell}, I_{\epsilon, 1}^{+}} = k_l \right\} \right) \\
= \left( \prod_{l=1}^p e^{-|I_{\epsilon, 1}^{+}|} |I_{\epsilon, 1}^{+}|^{k_l} \right) \prod_{l=1}^p \binom{J}{k_l} J^{-k_1 - \cdots - k_p} + o \left( J^{-k_1 - k_2 - \cdots - k_p} \prod_{l=1}^p \binom{J}{k_l} \right) \\
= \prod_{l=1}^p \frac{e^{-|I_{\epsilon, 1}^{+}|} |I_{\epsilon, 1}^{+}|^{k_l}}{k_l!} + o(1) = \prod_{l=1}^p \frac{e^{-|I_l|} |I_l|^{k_l}}{k_l!} + O(\epsilon).
\end{align*}
$$

This proves the second inequality in (3.13), thus, in (3.8). The first one is proved in the same way. The proof of Theorem 1.2 is complete. \(\square\)
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