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Abstract—Graph convolutional learning has led to many exciting discoveries in diverse areas. However, in some applications, traditional graphs are insufficient to capture the structure and intricacies of the data. In such scenarios, multigraphs arise naturally as discrete structures in which complex dynamics can be embedded. In this paper, we develop convolutional information processing on multigraphs and introduce convolutional multigraph neural networks (MGNNs). To capture the complex dynamics of information diffusion within and across each of the multigraph’s classes of edges, we formalize a convolutional signal processing model, defining the notions of signals, filtering, and frequency representations on multigraphs. Leveraging this model, we develop a multigraph learning architecture, including a generalization of selection sampling to reduce computational complexity. The introduced architecture is applied towards optimal wireless resource allocation and a hate speech localization task, offering improved performance over traditional graph neural networks.

Index Terms—Multigraphs, multigraph signal processing, convolutional filtering on multigraphs, convolutional multigraph neural networks (MGNNs).

I. INTRODUCTION

Graphs have enabled the modeling of relational data in diverse scenarios [1], [2], [3], but are insufficient for representing systems with multiple edge types, such as distinct communication avenues in a social system [4] or different frequency bands in a wireless communication system [5]. In these settings, multiple graphs are used with the aim of capturing the complex dynamics occurring within and across each of the edge types [6].

The area of graph signal processing (GSP) has provided the tools to enable learning on graphs through the use of convolutional filtering [7]. However, the GSP framework fails to capture unique flows of information living on multiple graphs that share the same node set. This is a consequence of the fact that GSP tools can only be applied to each graph in parallel with aggregation across the different edge types occurring after filtering [8], [9], [10], [11], [12]. Although this approach can be effective in scenarios with strong independence between each of the graphs, it fails to capture the rich inter-graph diffusive dynamics contained within the underlying system [6], [13]. In this paper we derive a framework to represent these dynamics using a convolutional signal model, enabling convolutional learning on multigraphs.

A multigraph is defined by a set of nodes interconnected by several types of edges. With a graph constructed for each edge type, multigraphs can be thought of as the composition of many graphs sharing a common node set. Multigraphs have been used to model and analyze financial systems [14], brain networks [15], and immune response [16].

Many advances have been made to tackle the challenge of learning on multigraphs [17], [18] and heterogeneous networks [19], [20], [21], [22] supporting static information. These methods seek to learn embeddings to be used for tasks such as node classification and link prediction, employing learning to weighted contributions of each of the edge types [17], [18] or to identify useful pathways of information flow [19], [20], [21].

We are interested in the much less studied task of learning from signals with multigraph support. For the few prior approaches within this space, convolutional filtering has been applied to each edge class in parallel and aggregated through a learned mixing of the filtered outputs [10], [11], [12]. These approaches fail to capture the rich insights that are captured within the heterogeneous diffusions.

In this paper, we derive a convolutional signal processing framework for multigraphs, which we leverage to define multigraph convolutional neural networks (MGNNs). Our main contributions are the following:

1. We formalize a convolutional multigraph signal processing model rooted in a generic Algebraic Signal Processing (ASP) model, defining the notions of signals, filtering, and frequency representations on multigraphs.
2. We introduce a multigraph convolutional neural network architecture that generalizes and extends the processing of information with multiple graphs that share the same node set.
3. We provide numerical evidence of how it is possible to learn representations on multigraphs. We show that in some scenarios, multigraphs arise naturally and can model both coupled and uncoupled information from multiple graphs.

The results presented in this paper have relevant implications on how information is represented and modeled in irregular structures, as the introduced family of architectures is naturally

1In the network science community, these have also been referred to as multiplex, multilayer, multiview, and heterogeneous edge networks.
suited to handle heterogeneous relational data. More specifically, we highlight the following as the main implications of this work:

I1) Convolutional learning on multigraphs is possible, no matter the properties of the individual graphs that constitute the multigraph.

I2) In some scenarios, multigraphs allow the extraction of information and structure in ways that ordinary graphs do not.

I3) Convolutional signal processing on multigraphs naturally captures network dynamics that are not properly described through diffusions on ordinary graphs.

This paper is organized as follows. In Section II, we define multigraph signal processing, introducing the notion of signals, filters, and spectral representations. Section III leverages multigraph signal processing to introduce multigraph convolutional neural networks. This new architecture is applied to two sets of numerical experiments in Section IV, corroborating the results of the paper. Finally, in Section V, a discussion and some conclusions are presented.

II. MULTIGRAPH SIGNAL PROCESSING (MSP)

In this section, we establish the convolutional signal processing model on multigraphs. Before introducing the concepts of signals and convolutional filters, we formally define multigraphs as follows.

Definition 1: A multigraph \( M = (V, \{E_i\}_{i=1}^m) \), where \( V \) is a set of nodes and \( \{E_i\}_{i=1}^m \) is a collection of edge sets, such that each pair \((V, E_i)\) constitutes a graph with nodes in \( V \) and edges in \( E_i \).

From Definition 1, we see that a multigraph is an irregular structure, where multiple graph domains are coupled by a set of nodes. Multigraphs allow the modeling of multiple relationships between datapoints – see Fig. 1 – and as we will show later with some examples, in some cases there are non commutative symmetries of data embedded in multigraphs that cannot be captured by a single graph since the traditional signal model for graphs is commutative.

In order to have matrix representations of a multigraph \( M = (V, \{E_i\}_{i=1}^m) \), we leverage the traditional matrix representations associated to the graphs \( \{V, E_i\}_{i=1}^m \) that comprise \( M \). Therefore, if \( W_i \) is the adjacency matrix of the graph \( (V, E_i) \), the multigraph \( M \) can be characterized by the collection of adjacency matrices \( \{W_i\}_{i=1}^m \). Analogously, we can also use a collection of Laplacian matrices \( \{L_i\}_{i=1}^m \) to capture properties of the individual graphs.

With the basic structure of multigraphs at hand, we are ready to state how information is defined on a multigraph, introducing the notion of signals and filtering in the following subsection.

A. Signals on Multigraphs and Convolutional Filtering

In graph signal processing (GSP), signals on graphs are defined as maps from the set of vertices into \( \mathbb{R} \) and are identified with vectors in \( \mathbb{R}^{|V|} \). Since multigraphs are constituted by graphs sharing a common set of nodes, we introduce the notion of multigraph signals extending the notion of graph signals in the following definition.

Definition 2: Let \( M = (V, \{E_i\}_{i=1}^m) \) be a multigraph. Then, a signal \( x \) on \( M \) is a map \( x : V \rightarrow \mathbb{R} \).

We identify a signal \( x \) on a multigraph \( M = (V, \{E_i\}_{i=1}^m) \) with a vector in \( \mathbb{R}^N \), where \( N = |V| \). The \( i \)th component of \( x \), given by \( x(i) \), is associated to the node in \( V \) indexed by \( i \). In Fig. 2, examples of signals supported on multigraphs are depicted.

Notice that the addition of two signals \( x \) and \( y \) is given by \( z = x + y \), where \( z(i) = x(i) + y(i) \), while the multiplication by a scalar \( \alpha \in \mathbb{R} \) is given by \( \alpha x \) with \( (\alpha x)(i) = \alpha x(i) \). Then, the signals on a multigraph belong to a vector space that we will denote by \( M \).

With the definition of signals introduced above, we have stated how information can be supported on a multigraph. Now, in order to build a convolutional signal processing model, we need to introduce the notion of convolutional filtering. In GSP, this task is achieved through leveraging the underlying shift operator.

We extend this to multigraphs as follows.

Definition 3: Let \( M = (V, \{E_i\}_{i=1}^m) \) be a multigraph, and let \( S_i \) be the shift operator of the graph \((V, E_i)\). Then, each \( S_i \) is a shift operator of \( M \).

From Definition 3, we see that the shift operators in the multigraph are inherited from the individual graphs that constitute it. This does not come as a surprise since the shift operator captures properties of the domain that are decoupled into a collection of graph representations.

Notice that for an individual graph \((V, E_i)\), examples of its shift operator include the adjacency matrix \( W_i \) and the Laplacian \( L_i \). Therefore, a collection of shift operators in the multigraph \( M = (V, \{E_i\}_{i=1}^m) \) can be given by \( \{W_i\}_{i=1}^m \), \( \{L_i\}_{i=1}^m \), or combinations of \( W_i \) and \( L_i \). It is important to remark that the way each shift operator \( S_i \) is selected is independent for each of the graphs. That is, one could choose \( S_1 = W_1 \) and \( S_i = L_i \) for \( i = 2, \ldots, m \) for instance.

With the notion of shift operators at hand, we are ready to define multigraph filters. We denote the space of multigraph signals defined on the multigraph \( M \) by \( \mathcal{M} \), and we designate by \( \text{End}(\mathcal{M}) \) the set of linear operators acting from \( \mathcal{M} \) onto itself.

Definition 4: Let \( M = (V, \{E_i\}_{i=1}^m) \) be a multigraph with shift operators \( \{S_i\}_{i=1}^m \). Then, a multigraph filter on \( M \) is a polynomial function \( p : \text{End}(\mathcal{M})^m \rightarrow \text{End}(\mathcal{M}) \) whose independent
variables are the shift operators $S_i$, and which is denoted by $p(S_1, \ldots, S_m)$.

The action of $p(S_1, \ldots, S_m)$ on the multigraph signal $x$ is denoted by $p(S_1, \ldots, S_m)x = y$. Notice that this notion is consistent since the image of $p(S_1, \ldots, S_m)$ is in $\text{End}(M)$. We say that $y$ is a filtered version of $x$.

We emphasize that no assumption has been made about the commutativity of the shift operators $\{S_i\}_{i=1}^m$. The composition of the action of two filters $p_1(S_1, \ldots, S_m)$ and $p_2(S_1, \ldots, S_m)$ is naturally defined by the product of polynomials $(p_1p_2)(S_1, \ldots, S_m)$, and the operations of addition and multiplication by scalars also follow from the traditional version of these operations with polynomials. For convenience, in what follows, we denote multigraphs filters by $H(S_1, \ldots, S_m)$ which we will denote as $H$ when the shift operators are clear from the context.

We remark that the filtering operation of signals on multigraphs is a formal convolution. We will show this in Section II-E where we derive multigraph signal processing introduced above as a particular instantiation of a generic convolutional algebraic signal model.

### B. Diffusions on Multigraphs

The diffusion of information in any signal model is associated with the action of compositions of shift operators on a given signal. Additionally, such diffusions are captured by the monomial terms under a polynomial representation of the filters. For instance, in GSP, the diffusions are given by the action of $S^k$, where $S$ is the graph shift operator.

Multigraph filters are represented by multivariate polynomials, where monomials are given by compositions – possibly mixed – of the multiple shift operators. Notice that such compositions are meaningful and interpretable. For instance, consider the multigraph modeling of an urban transportation system, where nodes represent stations, edges denote routes, and edge type corresponds to modality. A passenger may travel using only one modality, but many trips require transferring between buses, subways, or trains. Studying the propagation of passengers across modalities, as shown in Fig. 3, allows analysis into the performance of the system, including its resilience [23] and sustainability [24].

In Fig. 4, we depict a tree structure indicating the diffusions associated to multigraph filters with three shift operators $S_i$ for $i = 1, 2, 3$. At the top of the tree, we have the zeroth order diffusion, indicated by the identity operator $I = S_0$, where signals are left identical. In the secondary nodes, we have first order diffusions, where signals are diffused according to $S_i x$ for each $i$, and on the tertiary nodes, we have diffusions given according to $S_i S_j x$ for all $i, j$. The higher the diffusive order,
the deeper we traverse down the tree structure and the larger the number of associated monomials. Any multigraph filter can be written as a linear combination of these diffusions. For instance, if we consider only diffusions up to order one, the space of multigraph filters is spanned by \( \{1\} \cup \{S_i\}_{i=1}^3 \), while if we consider diffusions up to order two, the space of filters is spanned by \( \{1\} \cup \{S_i\}_{i=1}^3 \cup \{S_iS_j\}_{i,j=1}^3 \).

For our analysis in subsequent sections, we characterize multigraph filters \( \mathbf{H}(S_1, \ldots, S_m) \) in terms of two components. The first component, which we call homogeneous, is associated to univariate polynomials and is given by \( \sum_{i=1}^m \mathbf{H}_i(S_i) \). The second component, called heterogeneous, relates to the monomials that are multivariate and is represented by \( \mathbf{H}_{[1:m]}(S_1, \ldots, S_m) \).

Then, we have

\[
\mathbf{H}(S_1, \ldots, S_m) = \sum_{i=1}^m \mathbf{H}_i(S_i) + \mathbf{H}_{[1:m]}(S_1, \ldots, S_m). \tag{1}
\]

The representation indicated in (1) is simple, but offers a useful description of how heterogeneous information is naturally embedded and processed in a multigraph. If the size of \( \mathbf{H}_{[1:m]}(S_1, \ldots, S_m) \) is small – considering a norm in a space of functions – we have that information can be filtered independently with filters associated to different interrelation properties of the data. If \( \mathbf{H}_{[1:m]}(S_1, \ldots, S_m) \) is large, there is a strong, intertwining flow of information between the different layers of the multigraph. We point out that the term \( \mathbf{H}_{[1:m]}(S_1, \ldots, S_m) \) captures complex dynamics of information that cannot be captured by ordinary graphs.

In what follows, we present an example to provide some intuition about diffusions on multigraphs.

**Example 1:** Let us consider Fig. 3 where we depict a multigraph \( M = (V, \{E_{\text{sub}}, E_{\text{bus}}\}) \) modeling an urban transportation system. The set of vertices \( V \) models stations and the two sets of edges \( E_{\text{sub}} \) and \( E_{\text{bus}} \) describe paths between stations by subway and bus, respectively. If we denote by \( S_{\text{sub}} \) and \( S_{\text{bus}} \) the shift operators in the multigraph, convolutional filters and diffusions are defined by compositions of the products, such as \( S_{\text{sub}}S_{\text{bus}} \) and \( S_{\text{bus}}S_{\text{sub}} \). In Fig. 3, the signal \( x \) indicates the number of passengers at each station, with darker nodes containing more passengers. Then, the diffused signals \( S_{\text{sub}}S_{\text{bus}}x \) and \( S_{\text{bus}}S_{\text{sub}}x \) lead to different destinations within the system. Notice that these particular dynamics cannot be captured alone through compositions of \( S_{\text{sub}}^2 \) or \( S_{\text{bus}}^2 \).

### C. Operator Pruning

The richness of representation provided by multigraph filters comes at a price with respect to the number of monomials associated to each filter. Even with a modest number of shift operators and diffusion order, the number of monomials in the multigraph filter grows dramatically. To see this, let us consider Fig. 4 where we depict the diffusion structure of multigraph filters with three shift operators. The number of terms associated to diffusions up to order one is \( 3 \), diffusions of order two is \( 9 \), and for a diffusion of order \( k \) is \( 3^k \). Then, if we have \( m \) shift operators, we generate \( m^k \) monomial terms for a diffusion of order \( k \).

In order to reduce the computational cost, we propose a pruning method that reduces the number of branches considered in the diffusion tree. The proposed method aims to reduce the number of monomials in the filters by grouping those terms that depend on operator compositions that are close to being commutative. This is, if \( \|S_iS_j - S_jS_i\|_2 \leq \epsilon \ll 1 \), we build the multigraph filters considering the diffusion tree on those branches that descend from the nodes containing \( S_i \) while ignoring those branches descending from nodes containing \( S_j \). In Appendix A, Fig. 8, we depict an example of a pruned tree that follows the approach mentioned above.

We remark that the proposed approach guarantees a pruning of the branches under the assumption that \( \|S_i\|_2 \leq 1 \), which is a common assumption since in most numerical simulations, graph matrices are normalized. This is highlighted in the following lemma.

**Lemma 1:** Let \( M \) be a multigraph with \( m \) shift operators \( \{S_i\}_{i=1}^m \), where \( \|S_i\|_2 \leq 1 \) for all \( i \). Let \( \|S_iS_j - S_jS_i\|_2 \leq \epsilon \ll 1 \) for some \( i,j \). Then, it follows that

\[
\left\| S_{i_1}^{k_{i_1}} \cdots S_{i_m}^{k_{i_m}} S_{j_1}^{\ell_{j_1}} \cdots S_{j_m}^{\ell_{j_m}} \right\|_2 \leq \epsilon
\]

for all \( i_r, j_r \in \{1, \ldots, m\} \) and \( k_{i_r}, \ell_{j_r} \in \mathbb{N} \).

**Proof:** The proof follows from the application of the operator norm property and the specific upper bounds for the norms of \( S_i \) and \( \{S_i, S_j\} \). \( \square \)
Lemma 1 highlights that when two shift operators \( S_i \) and \( S_j \) are nearly commutative by an error of \( \epsilon \), the branches in the diffusion tree associated to terms containing \( S_i S_j \) and terms containing \( S_j S_i \) differ up to a factor of \( \epsilon \). This implies that one can focus on building polydimensional considering the branches descending only from terms containing \( S_i S_j \). Notice that the branches descending from terms containing \( S_i S_j \) are indeed obtained through taking product between \( S_i S_j \) and the terms \( S^{k_1}_i \cdots S^{k_m}_i \) and \( S^{l_1}_j \cdots S^{l_m}_j \) in (2). We remark that the proposed approach relies on having a value of \( \epsilon \ll 1 \), then the pruning method is as accurate as the value of \( \epsilon \) allows it.

We provide the complete procedure for computing the pruned, depth-limited diffusion tree in Algorithm 2 (see Appendix A).

D. Fourier Analysis on Multigraphs

In any convolutional signal processing model, the notion of spectral representation or Fourier decomposition is rooted in the notion of irreducibility [25, 26, 27]. While in GSP these concepts translate into spectral decompositions in terms of the eigenvectors of the shift operator, in multigraphs such notion is only valid when all shift operators commute [25, 26, 28]. As we will show next, Fourier decompositions on multigraphs are expressed in terms of block diagonalizable matrices. This is indeed a consequence of the general fact that irreducible representations of non commutative signal models have a dimension larger than one [28].

1) Fourier Decomposition of Multigraph Signals: Before formally introducing the notion of Fourier decomposition for multigraph signals and multigraph filters, we recall the basics of joint block diagonalization of matrices.

For a given integer \( p \in \mathbb{N} \), we define a partition \( \tau_p = (p_1, \ldots, p_d) \), where \( p_d \in \mathbb{N} \) and \( \sum_{j=1}^{d} p_j = p \). Then, given a collection of matrices \( \mathcal{C} = \{ C_{i_1}, \ldots, C_{i_m} \} \), with \( C_{i_d} \in \mathbb{R}^{N \times N} \), we say that there exists a joint block diagonalization of the elements in \( \mathcal{C} \) if there exists a partition \( \tau_p \) and a orthonormal matrix \( U \) such that

\[
C_i = U \text{diag}(\Sigma_{i_1}, \ldots, \Sigma_{i_d}) U^\top \text{, where } \Sigma_{i_d} \in \mathbb{R}^{p_d \times p_d} \text{. Notice that each } \Sigma_{i_d} \text{ belongs to the space of endomorphisms of a vector space of dimension } p_j.
\]

With these notions at hand, we formally state the concept of Fourier decomposition of multigraph signals.

**Definition 5:** Let \( M \) be a multigraph with shift operators \( \{ S_i \}_{i=1}^m \), where

\[
S_i = U \text{diag}(\Sigma^{(i)}_1, \ldots, \Sigma^{(i)}_{\ell_i}) U^\top \text{,}
\]

and \( U \) is an orthonormal matrix. If \( x \) is a signal on \( M \), we say that the projection of \( x \) on the subspaces associated to \( \Sigma^{(i)}_j \) is the Fourier decomposition of \( x \) and is denoted by \( \hat{x} \). In particular, \( \hat{x}(j) \) is the Fourier component associated to \( \Sigma^{(i)}_j \).

The number \( \ell \) of diagonal blocks defines the number of Fourier components of a multigraph signal. We will refer to \( \Sigma^{(i)}_{\ell_d} \) as the frequencies of the Fourier decomposition. It is worth highlighting that when the shift operators are commutative, we have \( \Sigma^{(i)}_{\ell_d} \in \mathbb{R}^{1 \times 1} \), and therefore frequencies are scalars. Then, the Fourier decompositions of the multigraph signals are obtained through projections on 1-dimensional spaces. Notice that although the specific choice of the shift operators \( S_i \) can be arbitrary between families of edges, some combinations of choices may facilitate or complicate the calculation of the decomposition in (3).

The projection on the space associated to \( \Sigma^{(i)}_{\ell_d} \in \mathbb{R}^{p_j \times p_j} \) is indeed a projection on the related \( p_j \) columns of \( U \). The expression for \( \hat{x}(j) \) is given by \( U^\top_j x \), where \( U_j \) is a matrix whose columns are the \( p_j \) columns in \( U \) and \( \hat{x}(j) \) is of dimension \( p_j \times 1 \). We emphasize that this is a consequence of the non commutativity of the operators and implies that invariances are associated to spaces of dimension larger than one. Then, there are multidimensional subspaces in which information is indistinguishable in terms of invariances. This contrasts with the commutative scenario where invariances are determined by one dimensional spaces.

It is worth pointing out that the spectral decomposition indicated in Definition 5 does not endow the frequencies with an ordering [29, 30]. The choice of ordering does not affect the derivation of our results and contributions, but we point out for future research that tools such as total variation measures could be used to define such ordering. This could allow one to have a more physics-oriented interpretation of the frequencies. We recall that total variation measures have been used in GSP to provide an ordering of frequencies defined by complex numbers [31].

2) Spectral Representation of Multigraph Filters: Now we turn our attention to the spectral representation of multigraph filters.

**Definition 6:** Let \( M \) be a multigraph with shift operators \( \{ S_i \}_{i=1}^m \), where \( S_i = U \text{diag}(\Sigma^{(i)}_1, \ldots, \Sigma^{(i)}_{\ell_i}) U^\top \), with \( \Sigma^{(i)}_d \in \mathbb{R}^{p_j \times p_j} \) and \( U \) orthogonal. If \( d = \max_j \{ p_j \} \) and \( \Lambda_i \in \mathbb{R}^{d \times d} \), we say that the polynomial matrix function

\[
H(\Lambda_1, \ldots, \Lambda_m) : \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d},
\]

is the spectral representation of the multigraph filter \( H(S_1, \ldots, S_m) \), where \( \mathbb{R}^{d \times d} \) is the \( m \)-times cartesian product of \( \mathbb{R}^{d \times d} \).

Definition 6 comes as the natural extension of the spectral representation of filters on ordinary graphs. To see this, we take into account that

\[
H(S_1, \ldots, S_m) = H(U\Theta_1 U^\top, U\Theta_2 U^\top, \ldots, U\Theta_m U^\top),\]

where \( \Theta_i = \text{diag}(\Sigma^{(i)}_1, \ldots, \Sigma^{(i)}_{\ell_i}) \). Since \( U \) is orthogonal, it follows that

\[
H(S_1, \ldots, S_m) = U \text{diag}(H(\Sigma^{(1)}_1, \ldots, \Sigma^{(m)}_1), \ldots, H(\Sigma^{(\ell_1)}_1, \ldots, \Sigma^{(\ell_m)}_1)) U^\top.
\]

Then, the term \( H(S_1, \ldots, S_m) \) is completely determined by the matrix polynomial functions \( H(\Sigma^{(i)}_1, \ldots, \Sigma^{(m)}_1) \). Additionally, it is worth pointing out that \( H(S_1, \ldots, S_m) \in \mathbb{C}^{N \times N} \) with \( N = |V| \), and \( H(\Sigma^{(i)}_1, \ldots, \Sigma^{(m)}_1) \in \mathbb{C}^{p_j \times p_j} \), where in general \( p_j \ll N \). This is, the functional properties associated
to $H(\Sigma_1^{(1)},...,\Sigma_1^{(m)}) \in \mathbb{C}^{p_1 \times p_1}$ are inherited or embedded in $H(S_1,...,S_m)$. In [28], it is shown that the properties associated to $H(\Lambda_1,...,\Lambda_m)$ with $\Lambda_j \in \mathbb{C}^{d \times d}$ determine the properties for any other polynomial $H$ whose independent variables are defined on matrices of dimension lower than $d \times d$. Notice that when the shift operators in the multigraph are commutative, the spectral responses are scalar multivariate functions where each scalar variable is attributed to a classical notion of frequency.

The relationship between the Fourier decompositions of filters and signals on multigraphs can be summarized as a particular case of the spectral filtering theorem stated in [28], which we adapt here for multigraphs.

**Theorem 1**: (Filtering Spectral Theorem [28]) Let $M$ be a multigraph with shift operators $\{S_i\}_{i=1}^m$. Let

$$H(S_1,...,S_m) = U\text{diag}\left( H\left(\Sigma_1^{(1)},...,\Sigma_1^{(m)}\right),..., H\left(\Sigma_{\ell}^{(1)},...,\Sigma_{\ell}^{(m)}\right) \right) U^T$$

be a multigraph filter where $U$ is orthogonal, and let $y = H(S_1,...,S_m)x$. Then, it follows that

$$\hat{y}(i) = H\left(\Sigma_i^{(1)},...,\Sigma_i^{(m)}\right) \hat{x}(i),$$

where $\hat{y}(i)$ and $\hat{x}(i)$ are the $i$-th components of the Fourier decomposition of $y$ and $x$, respectively.

As we mentioned before, the properties of $H(\Sigma_1^{(1)},...,\Sigma_1^{(m)})$ are inherited from the properties of $H(\Lambda_1,...,\Lambda_m)$. Indeed, as indicated in [28] when $d > p_1$, one can show that the polynomials $H(\Sigma_1^{(1)},...,\Sigma_1^{(m)})$ satisfy the properties associated to $H(\Lambda_1,...,\Lambda_m)$ by completing with zeros. We remark however, that the computation of $H(\Sigma_1^{(1)},...,\Sigma_1^{(m)})$ does not require any completion with zeros since the form and coefficients of the polynomial function $H$ are already determined.

**E. About the Algebraic Signal Model**

The notions stated above about convolutional information processing on multigraphs are a particular instantiation of convolutional signal models in the light of algebraic signal processing (ASP). Any formal convolutional framework can be obtained as a particular case of a generic algebraic signal model (ASM) [26, 27, 32, 33]. In ASP, signal models are defined by the triplet $\langle A, M, \rho \rangle$, where $A$ is an algebra, $M$ is a vector space on $\mathbb{C}$, and $\rho$ is a homomorphism from $A$ into $\text{End}(M)$ – the pair $\langle A, \rho \rangle$ is a representation of $A$ in the sense of [34], [35]. We recall that an algebra $A$ is a vector space endowed with a product operation that is closed in $A$, and $\text{End}(M)$ is the space of endomorphisms of $M$ onto itself.

For the derivation of the convolutional signal multigraph signal processing model on the multigraph $M = \langle V, \{E_i\}_{i=1}^m \rangle$, we choose $M$ to be the space identified with vectors in $\mathbb{R}^{[V]}$. If $x \in M$, the $i$-th component of $x$ given by $x(i)$ is associated with the $i$-th node in $V$ for a given labeling. The algebra $A$ is a non-commutative polynomial algebra with $m$ generators $\{t_i\}_{i=1}^m$, and $\rho$ is the homomorphism given by $\rho(t_i) = S_i$. The multigraph Fourier decomposition is a particular case of the Fourier decomposition for non-commutative algebraic models, and each frequency subspace is indeed associated to an irreducible subrepresentation of $\langle M, \rho \rangle$ when seen as a representation of $A$ in the sense specified in [28].

**III. MULTIGRAPH CONVOLUTIONAL NEURAL NETWORKS (MGNNS)**

In this section, we leverage the convolutional signal processing model to present an architecture for convolutional learning on multigraphs. We also discuss dimensionality reduction methods through selection sampling and pooling, and review practical considerations.

**A. Multigraph Perceptrons**

We seek to learn a mapping $\Phi(\cdot)$ between input data $x$ and a target representation $y$ parameterized by the underlying structure provided by a multigraph $y = \Phi(x; S_1,...,S_m)$. To achieve this mapping, we can leverage the multigraph convolution $\Phi(x; S_1,...,S_m) = H(S_1,...,S_m)x$ by learning filter coefficients corresponding to each monomial. To measure the success of $H$, consider a loss function $J(\cdot)$ and a training set $T$ consisting of samples $(x, y)$. We learn a mapping where $H^*$ is found through

$$H^* = \arg\min_H |T|^{-1} \sum_{(x,y) \in T} J(y, H(S_1,...,S_m)x).$$

Under this formulation, we are learning a linear mapping between $x$ and $y$. For negligible computational increase, we can apply a pointwise nonlinearity $\sigma(\cdot)$ to the output of the multigraph convolution. We refer to this as the multigraph perceptron, expressed as $\sigma(H(S_1,...,S_m)x)$. Using the multigraph perceptron, we can parameterize the empirical risk minimization as

$$H^* = \arg\min_H |T|^{-1} \sum_{(x,y) \in T} J(y, \sigma(H(S_1,...,S_m)x)).$$

The multigraph perceptron yields another multigraph signal defined on each node. We recursively build a composition of $L$ multigraph perceptrons, where for each layer $\ell$, we process by

$$x_\ell = \sigma(H_\ell(S_1,...,S_m)x_{\ell-1}).$$

After the last layer, we can append one or multiple fully connected layers $A_L$ to map the output of the graph convolutional layers $x_L$ to the desired shape of $y$. The concatenation of layers of multigraph perceptrons with layers of readout defines the multigraph convolutional neural network (MGNN). A complete block diagram of this architecture is illustrated in Fig. 5.

As is the case with graph neural networks (GNNs) [36], multigraph neural networks are equivariant to permutations in node labelings, such that a reordering of the signal components and multigraph shift operators results in the same reordering for the output. Thus, processing by a multigraph neural network occurs independently of labeling.
Let $P$ be a permutation matrix of size $N \times N$. When $P$ is applied to a signal vector $x_{\ell-1}$ through $x_{\ell-1} = P^T x_{\ell-1}$, the resultant signal $\tilde{x}_{\ell-1}$ is a reordering of the entries of $x_{\ell-1}$. Likewise, when $P$ is applied to each of the shift operators $\{S_i\}_{i=1}^m$ through $\tilde{S}_i = P^T S_i P$, the rows and columns of each operator are reordered. Together, the permuted shift operators $\{\tilde{S}_i\}_{i=1}^m$ and signals $\tilde{x}_{\ell-1}$ represent a consistent relabeling of the nodes from the original multigraph. We can now show that MGNNs maintain label permutation equivariance.

**Lemma 2:** Given filters $H_{\ell}(S_1, \ldots, S_m)$ and $H_{\ell}(\tilde{S}_1, \ldots, \tilde{S}_m)$ and corresponding signals $x_{\ell-1}$ and $\tilde{x}_{\ell-1}$, the outputs of each layer $x_{\ell} := \sigma(H_{\ell}(S_1, \ldots, S_m) x_{\ell-1})$ and $\tilde{x}_{\ell} := \sigma(H_{\ell}(\tilde{S}_1, \ldots, \tilde{S}_m) \tilde{x}_{\ell-1})$ satisfy

$$x_{\ell} := \sigma(H_{\ell}(\tilde{S}_1, \ldots, \tilde{S}_m) x_{\ell-1})$$

$$= \sigma(H_{\ell}(\tilde{S}_1, \ldots, \tilde{S}_m)(P^T x_{\ell-1}))$$

$$= P^T \sigma(H_{\ell}(S_1, \ldots, S_m) x_{\ell-1})$$

$$= P^T x_{\ell}.$$  

(12)

**Proof:** See Appendix B.

In convolutional neural networks and graph neural networks, pooling is used to preserve feature information while reducing dimensionality. We generalize pooling to the multigraph setting in the next section.

**B. Selection Sampling and Pooling**

For convolutional neural networks, pooling is performed on a regular domain, where homogeneous geometric information can be used to define a trivial projection onto a lower dimensionality space. This is not the case for graphs nor multigraphs.

To account for this in the graph setting, coarsening has been used to provide dimensionality reduction [37]. However, it has been shown in [38] that this process can distort the structure and properties of the original graph. Alternatively, building on the vast GSP literature on sampling by selecting nodes, the authors propose pooling through selection sampling [38], in which at each layer, components of the graph signal (or more simply, nodes) are selected that best preserve the graph’s original underlying properties and structure. For multigraphs, optimal selection of such nodes remains an open problem [39]. For now, we must turn to approximate solutions.

A naive procedure to select nodes would aggregate across the multigraph (such as by summing the shift operators) and apply a sampling method proposed for graphs [40], [41], [42], [43], [44]. Under such a method, critical structural properties of the multigraph may be obscured through the aggregation procedure and be reconsidered by the sampling. To this end, as an approximate solution, [39] propose a multigraph generalization of the “Void and Cluster” (VAC) algorithm intended to capture structural properties within each class of edge, while producing sampling patterns with ideal aggregate properties.

Let $\mathcal{V}_1, \ldots, \mathcal{V}_L$ be the set of nodes selected at each layer, with corresponding cardinalities $N_1, \ldots, N_L$. These selected nodes maintain the property that if a node is selected at layer $\ell$, it must also be selected for all layers up to $\ell$. When we label nodes such that those which are selected at layer $\ell$ always come before those that are not selected, we can extract the signals of selected nodes of each layer with a $N_\ell \times N_{\ell-1}$ wide binary sampling matrix $D_{\ell}$ containing ones across the main diagonal and zeros elsewhere. We can use this sampling matrix to define new shift operators. Then, the shift operator for the layer $\ell$ and graph $g$ is given by

$$S_{\ell,g} = D_{\ell} S_{\ell-1,g} D_{\ell}^T,$$  

(13)

as well as sampled signals given by

$$\tilde{x}_{\ell-1} = D_{\ell}^T x_{\ell-1},$$  

(14)

where $S_{0,g} = S_g$ and $x_0 = x$. With new shift operators and signals on each layer, the output of the multigraph perceptron becomes

$$x_{\ell} = \sigma(H_{\ell}(D_{\ell} S_{\ell-1,1} D_{\ell}^T, \ldots, D_{\ell} S_{\ell-1,m} D_{\ell}^T) D_{\ell}^T x_{\ell-1})$$

$$= \sigma(H_{\ell}(\tilde{S}_{\ell,1}, \ldots, \tilde{S}_{\ell,m}) \tilde{x}_{\ell-1}).$$  

(15)

In order to retain information provided by non-selected nodes, community feature information should be aggregated onto each selected node. This is achieved through pooling.

Let $\alpha_{k,i}$ be a hyperparameter controlling the reach of the pooling operation at each layer. We define $\mathbf{n}_{i,k,g}$ to be the $\alpha_k$-hop neighborhood of node $i$ on graph $g$. At the first layer, this set can be constructed from powers of the shift operators, as this is the set of nodes $j$ with non-zero entries $[S^k_i]_{ij} \neq 0$ for all integer powers $k$ up to $\alpha_k$. For subsequent layers, the neighborhoods of each graph need to be intersected with the set of selected nodes. We can accomplish this through the use of a $N_\ell \times N$ wide binary sampling matrix $E_{\ell}$ also containing ones across the
Algorithm 1: Multigraph (Convolutional) Neural Network (MGNN).

Input: \( T \): training dataset, \( \{ \mathbf{x} \} \); testing dataset, \( K \): tree depth, \( L \): number of layers, \( \{ \mathbf{S}_1, \ldots, \mathbf{S}_m \} \): shift operators, \( \sigma \): pointwise nonlinearities, \( \rho \): pooling functions, \( \epsilon \): cutoff parameter, selection: selection method

Output: \( \{ \hat{\mathbf{y}} \} \): predictions of \( \{ \hat{\mathbf{x}} \} \)

\[ \triangleright \text{Compute set of operators and instantiate architecture:} \]

if \( \epsilon = \text{Null} \) then
  \( \epsilon \leftarrow \infty \)
end if

\( Q = \text{PrunedTree}((\mathbf{S}_1, \ldots, \mathbf{S}_m), \epsilon, K) \)

for \( \ell \leftarrow 1 \) to \( L \) do
  Compute pooling \( \rho_\ell(\cdot) \) using \( \mathbf{D}_\ell, \mathbf{E}_\ell \)
  Sample signal \( x_{\ell-1} \) using \( \mathbf{D}_\ell \)
  Create polynomial \( \mathbf{H}_\ell(\mathbf{S}_{\ell,1}, \ldots, \mathbf{S}_{\ell,m}) \) from \( Q \)
  Convolve \( \mathbf{H}_\ell(\mathbf{S}_{\ell,1}, \ldots, \mathbf{S}_{\ell,m}) \mathbf{x}_{\ell-1} \)
  Apply pointwise nonlinearity \( \sigma_\ell(\cdot) \)
end for

Create fully connected layer \( \mathbf{A}_L \)

\( \triangleright \text{Train:} \)

Learn \( \{ \mathbf{H}_\ell \}_{\ell=1}^L \) and \( \mathbf{A}_L \) from \( T \)

\( \triangleright \text{Evaluate:} \)

Apply MGNN to \( \{ \hat{\mathbf{x}} \} \) to obtain \( \{ \hat{\mathbf{y}} \} \)

main diagonal and zeros elsewhere

\[ \mathbf{n}_{\ell,i,g} = \left\{ j : [\mathbf{E}_\ell \mathbf{S}_g \mathbf{E}_\ell^{-1}]_{ij} \neq 0 \text{ for } k = 0, \ldots, \alpha_\ell \right\}. \]  \( \text{(16)} \)

To define the multigraph neighborhood \( \mathbf{n}_{\ell,i} \) at layer \( \ell \), we simply compute the union of each of the graph neighborhoods

\[ \mathbf{n}_{\ell,i} = \bigcup_{g=1}^{m} \mathbf{n}_{\ell,i,g}. \]  \( \text{(17)} \)

This set of nodes represents \( i \)’s locality. When we select nodes at layer \( \ell \), if we redefine \( i \)’s signal as an aggregation over the signals of nodes in \( \mathbf{n}_{\ell,i} \), we preserve information of localities. To compute the pooled node signals, we can utilize traditional aggregation operations including the mean, median, or maximum over each feature.

By leveraging selection and pooling, we retain the structural and signal information necessary to learn informative filters, while reducing the computational expense at each layer. The complete multigraph convolutional neural network (MGNN) algorithm with selection and pooling is provided in Algorithm 1.

C. Practical Considerations

Multiple-Input-Multiple-Output (MIMO) Multigraph Filters: The simplest expression of a multigraph filter consists of the application of shift operators weighted by filter coefficients \( f \). For instance, an unpruned multigraph filter with three shift operators applied to \( \mathbf{x} \) would be expressed as

\[ \mathbf{H}(\mathbf{S}_1, \ldots, \mathbf{S}_m)\mathbf{x} = f_1 \mathbf{1x} + f_{\mathbf{S}_1} \mathbf{S}_1 \mathbf{x} + \cdots + f_{\mathbf{S}_1 \mathbf{S}_3} \mathbf{S}_1 \mathbf{S}_3 \mathbf{x} + \cdots, \]  \( \text{(18)} \)

with learnable coefficients \( \{ f_1, f_{\mathbf{S}_1}, \ldots, f_{\mathbf{S}_1 \mathbf{S}_3}, \ldots \} \).

Rather than just considering signals with only one feature, we can accommodate a signal with \( F \) features by creating a filter for each feature. Additionally, we can also create a bank of \( G \) filters to process each of the \( F \) input features. Expressing the multifeature signal as an \( N \times F \) matrix \( \mathbf{X} \) and filters for each shift operator with an \( F \times G \) coefficient matrix \( \mathbf{F} \), we can formulate the MIMO multigraph convolution as

\[ \mathbf{H}(\mathbf{S}_1, \ldots, \mathbf{S}_m)\mathbf{X} = \mathbf{IF}_1 + \mathbf{S}_1 \mathbf{XF}_1 \mathbf{S}_1 + \cdots + \mathbf{S}_1 \mathbf{S}_2 \mathbf{X} F_1 \mathbf{S}_3 + \cdots, \]  \( \text{(19)} \)

where the output signal is of dimension \( N \times G \). Under this formulation, the number of output features at each layer \( G_\ell \) is a hyperparameter. The use of multiple features per layer expands the representation power of the MGNN.

Scalability: If no sampling is applied, the cost of the convolution operation at each layer is \( O(N^2 m^K F_1 G_\ell) \), while the pooled version is \( O(N_{\ell-1}^2 m^K F_1 G_\ell) \). When the number of edge classes \( m \) is small, this is dominated by the number of nodes at each layer, reinforcing the need for dimensionality reduction through pooling to enable scalability. If \( m \) is large, the maximum diffusive order \( K \) may need to be reduced, limiting (19) to low-order polynomials. Though, for graph neural networks, restriction to low-order polynomials is already best practice as a means to prevent over-smoothing [45].

The number of parameters to be learned at each layer is independent of \( N_{\ell-1} \), as it only depends on the depth of the maximum diffusion order and the number of input and output features: \( O(m^K F_1 G_\ell) \).

Local Architecture: Since the multigraph convolution occurs through local exchanges between a node and its neighbors, the architecture can be implemented in an entirely local manner. This attribute of MGNNs makes this architecture particularly apt for applications in decentralized collaborative systems, in which many multigraphs naturally arise.

IV. APPLICATIONS

In this section, we compare the proposed MGNN architecture against other multigraph architectures used in the literature. The first, which we refer to as the parallel graph neural network, processes each edge class by its own graph neural network, and combines the output using a multilayer perceptron [8], [9]. The second, termed the merged graph neural network, utilizes MIMO convolutions of the form

\[ \mathbf{H}(\mathbf{S}_1, \ldots, \mathbf{S}_m)\mathbf{X} = \mathbf{IF}_1 + \sum_{i=1}^{K} \sum_{k=1}^{m} \mathbf{S}_1^k \mathbf{XF}_k \mathbf{S}_1^k. \]  \( \text{(20)} \)

Note that this differs from (19) due to its exclusion of multivariate monomials (heterogeneous diffusions) [10], [11], [12].

In the first task, we address the problem of optimal resource allocation on a multi-band wireless communication network,
where transmitters determine how much power to allot to each frequency band in order to maximize system throughput. For the second task, we address the problem of source localization on a social network, which can be useful for applying interventions to contain the spread of hate speech.

### A. Optimal Resource Allocation on Multi-Band Wireless Communication Networks

In this task, we seek to maximize the sum-rate of a multi-user interference channel through control of transmit powers. This has been a well studied problem for decades and known to be NP-hard, particularly in the medium to low SIR regime due to its inherent non-convexity. Proposed solutions in the literature approximately solve this problem through exhaustive search [46], Lyapunov Optimization [47], or iteratively solving approximate subproblems [48], [49], [50]. However, when the number of agents in the system is large, these solutions suffer from convergence and scalability issues.

In response, approximate solutions utilizing machine learning have risen to the forefront in recent years [5], [51], [52], leveraging the scalability of convolutional architectures, making them particularly apt for systems with a large number of agents. First demonstrated in [5], graph neural networks have been shown to learn effective and scalable policies for optimal wireless resource allocation when all devices share a single frequency band. However, in many settings, devices have the option to transmit within multiple frequency ranges to reduce congestion. Through constructing a communication graph for each frequency band, the entire wireless system can naturally be modeled as a multigraph.

Consider a set of $T$ transmitters and $R$ receivers, where each transmitter is paired with a single receiver. Note that multiple transmitters may be associated with the same receiver, as illustrated in Fig. 6. Let $b_{i,i}$ represent the channel between a transmitter $i$ and its associated receiver $r(i)$, and let $b_{i,j}$ denote the channel between transmitter $i$ and an unassociated receiver $r(j)$. The channel is composed of $b_{i,j} = b_{i,j}^{pl}b_{i,j}^{ff}$, where $b_{i,j}^{pl}$ is a constant path loss gain and $b_{i,j}^{ff}$ is the time varying fast fading. We compute the free space path loss $\psi_{i,j}$ through

$$\psi_{i,j} = 20 \log_{10}(d_{i,j}) + 20 \log_{10}(\nu) + 32.45,$$

where $d_{i,j}$ is the distance (in meters) between transmitter $i$ and receiver $r(j)$, and $\nu$ is the frequency (in GHz) [53]. From path loss, we can define the channel gain as

$$b_{i,j} = 10^{-\frac{\psi_{i,j}}{10}}.$$  \hspace{1cm} (22)

The fast fading coefficients $b_{i,j}^{ff}$ are sampled from a standard Rayleigh distribution. All channels can be coalesced in matrix $B \in \mathbb{R}^{T \times T}$ with entries $[B]_{i,j} = b_{i,j}$. Diagonal elements $b_{i,i}$ represent the channel between each transmitter and its associated receivers. Off-diagonal elements $b_{i,j}$ represent sources of interference for the channel between transmitter $i$ and receiver $r(i)$ caused by communications between transmitter $j$ and receiver $r(j)$. Note that this includes the case when $r(i) = r(j)$, as this is also interference for transmitter $i$’s channel. We sparsify $B$ by keeping the 20 largest entries for each row and zeroing out the rest.

For our experiment, we permit transmitters to communicate over the 2.4 GHz and 5 GHz frequency bands, such that $\nu \in \{2.4, 5\}$. Since each band induces different channel strength due to free space path loss, we denote the channel matrix by $B(\nu)$ containing elements $b_{i,j}^{(\nu)}$. Each transmitter selects how much power they wish to allocate to each band through $q_{i}^{(\nu)}$, which can be grouped into $q^{(\nu)} \in \mathbb{R}_+^{T \times 2}$.

To measure system performance, we compute the capacity $c_{i}^{(\nu)}$ experienced by each channel between transmitter $i$ and its receiver $r(i)$ for frequency $\nu$ under additive white Gaussian noise $\omega^2$ and multi-user interference through

$$c_{i}^{(\nu)}(q^{(\nu)}, B^{(\nu)}) = \mathbb{E} \left[ \log \left( 1 + \frac{b_{i,i}^{(\nu)} q_{i}^{(\nu)}}{\omega^2 + \sum_{j \neq i} b_{j,j}^{(\nu)} q_{j}^{(\nu)}} \right) \right],$$

where $\mathbb{E}$ is the expected value operator.

All transmitters are subject to a shared maximum average power budget $P_{\text{max}}$. With this constraint, we seek to maximize the expected sum-rate (i.e. the expected sum of all capacities over both frequency bands). The resource allocation problem can be formulated as

$$\max_{q} \sum_{\nu \in \{2.4, 5\}} \sum_{i=1}^{T} c_{i}^{(\nu)}(q^{(\nu)}, B^{(\nu)})$$

s.t. $\sum_{\nu \in \{2.4, 5\}} \mathbb{E}[1^T q^{(\nu)}] \leq P_{\text{max}}$

$$q^{(\nu)} \in \mathbb{R}_+^{T \times 2}, \nu \in \{2.4, 5\}. \hspace{1cm} (24)$$

To determine the transmit powers of each device, there are a variety of heuristics that could be employed. Two naive heuristics...
we consider are (i) allocating equal power to each transmitter and frequency band $P_{\text{max}} / 2T$ and (ii) randomly selecting half of the transmitters to communicate with power $P_{\text{max}} / T$ over each frequency band.

Alternatively, we can use a learned policy to determine transmit powers, such as the parallel graph neural network, merged graph neural network, and multigraph neural network. As input for all learned policies, we use graph shift operators $B^{(2,4)}$ and $B^{(5)}$ and a signal $x$ of all ones. Note that due to the fast fading channel coefficients, the underlying operators change with each timestep. All architectures contain two convolutional layers, each with a maximum diffusive order of 3, $G_t = 2$ filters, and a Sigmoid activation function (except for the last layer, which uses a ReLU). Pooling is not applied for any of the architectures.

To solve the constrained learning problem, we employ the primal-dual learning method detailed in [5]. Primal updates are performed through the ADAM optimizer [54], and both primal and dual updates use a geometrically decaying step size.

We consider a wireless system consisting of 40 transmitters each assigned to one of 10 receivers at random. Receivers are placed uniformly at random with positions $r_i \in [-40, 40]^2$ and associated transmitters placed randomly nearby at $t_i \in [r_i - 10, r_i + 10]$. Unless otherwise specified, we select the additive white Gaussian noise $\omega^2 = 1$ and $P_{\text{max}} = 100$ mW.

For each training iteration, we consider a new random system configuration with 100 samples of fast fading channel coefficients. After 20,000 training iterations, we report the sum-rate on a validation set of 1,000 system configurations with 100 channel realizations each.

In Fig. 7(a), we compare the performance of the heuristics and learned policies while varying the value of the power budget $P_{\text{max}}$ between 10 mW, 50 mW, and 100 mW. In all three cases, the learned policies offer a considerable improvement over the heuristics, with the MGNN consistently yielding the highest sum-rate. The consideration of heterogeneous diffusions allows the MGNN to better allocate transmit power to maximize system throughput.

Fig. 7(b) showcases the advantage of the multigraph neural network in different SINR regimes. To vary the average SINR, we select the additive white Gaussian noise $\omega$ to range between $\{0.5, 1, 2 \cdot 10^{-3}\}$ mW, where a larger value of noise results in a lower average SINR. In all three regimes, the MGNN outperforms both of the graph neural networks. Though, as the level of noise in the environment increases, the discrepancies between the five architectures diminish.

B. Hate Speech Spread on Twitter

Hateful conduct on Twitter has been growing at an alarming rate [55, 56]. While many machine learning methods have been developed to classify whether an individual’s tweet contains hateful rhetoric [57, 58], interventions applied against individual users are not particularly effective at containing hate speech. Rather, it has been found that hate speech often emerges from echo chambers [59]: communities of users whose hateful beliefs are amplified and broadcasted. Thus, to contain hate speech, we must identify the communities that enabled the hateful content to be spread, and apply strategic interventions at this level [60, 61, 62].

This problem can be cast as a source localization task. Beginning with a tweet originating from one user, we observe the effect of the spreading process on other nodes at some time in the future. From this diffused signal, we seek to identify which community it originated from.

To construct our multigraph model, we use Twitter data from the 2015 Danish parliamentary election [63]. In this election, there were 490 politicians running for parliament who were also active on Twitter. Each politician is associated with one of ten political parties, and one of the two main coalitions at the time:2

---

2The red coalition contains the Alternativet, Enhedslisten, Radikale Venstre, Socialdemokratiet, and Socialistisk Folkeparti parties, while the blue coalition encompasses the Dansk Folkeparti, Det Konservative Folkeparti, Kristen-Demokraterne, Liberal Alliance, and Venstre parties.
the red block and the blue block. We use these block and party affiliations as the communities for our task.

Interactions were collected for the 30 days leading up to the election. The interactions we consider are follows and retweets. For the follow graph with shift operator $S_{\text{Fol}}$, we add a directed edge from $i$ to $j$ if user $j$ follows user $i$. On the retweet graph with shift operator $S_{\text{Ret}}$, we include a directed edge from $i$ to $j$ if user $j$ retweets user $i$ over the period.

To carry out the source localization, for each sample, we select a user $i \in V$ uniformly at random. The node signal is the zero vector, except for the value of node $i$ which receives value one. We apply $K$ diffusions to the signal where $K$ a randomly drawn integer between 1 and 5, and each diffusion is randomly selected between $S_{\text{Fol}}$ and $S_{\text{Ret}}$, simulating the spread of the tweet to other users’ feeds.

If the diffused signal does not reach at least half of the nodes, it is discarded. Each valid sample is associated with the block or party of the source node. We generate 20,000 samples and use a 80%/20% train/test split.

For the source localization task, we compare the performance of the parallel GNN, merged GNN, and multigraph neural network. All architectures employ two convolutional layers with $G_{\ell} = 32$ filters each, a ReLU nonlinearity function, and a linear readout layer mapping to the number of classes (2 for the block assignment task and 10 for the party assignment task). No pooling is applied for any of the architectures. We minimize the cross-entropy loss using an ADAM optimizer over 10 epochs, and evaluate using the classification accuracy. Results are reported as the average and standard deviation of the evaluation metric performance across 10 random splits of the dataset.

In the block source localization task, we seek to learn a mapping from the diffused signal to either the red block or the blue block, corresponding to the block affiliation of the source node. Results from this task are presented in Table I.

All three learned architectures perform quite well on this task. However, the multigraph neural offers a significant boost in predictive power over both GNNs for this task. We hypothesize that the MGNN’s inclusion of filters applied to heterogeneous diffusions allows the architecture to better model the complexities of information spread on a social network.

In the party source localization task, we instead use the diffused signal to learn an affiliation of the source node to one of the ten parties. We present the performance of the three architectures in Table II.

On this more difficult task, similar results hold. The parallel and merged graph neural networks achieve modest classification accuracies of 74.5% and 77.5% respectively, while the multi-graph neural network performs best at 86.6%. We conclude that for this source localization task, the multigraph neural network offers a substantial performance improvement over the graph learning alternatives.

V. CONCLUSION

We have introduced convolutional information processing on multigraphs, including the notions of signals, filtering, and frequency representation. This convolutional signal model was derived as a particular instantiation of a generic ASP model to perform scalable learning on multigraphs. Building on this, we proposed convolutional multigraph neural networks (MGNNS), enabling the processing of information supported on multiple graphs through learned filters.

We found that in some scenarios multigraph filters offer a richer representation than traditional graph filters. Additionally, we showed that the richer representations provided by multigraph filters are susceptible to a high computational cost that can be alleviated through operator pruning.

Compared to graph neural networks, which have been applied to the multiple graph setting through processing each graph in parallel, multigraph neural networks (MGNNS) better capture the complex dynamics that occur between and within each of the graphs. We provided numerical evidence of this claim, as the introduced architecture significantly outperforms graph neural networks on an optimal wireless resource allocation and a hate speech localization task.

One important property of the multigraph neural network is that its convolutions are parameterized by filters whose properties can be characterized by their spectral responses — matrix polynomials in low dimensions. This makes multigraph filters transferable among multigraphs with equivalent spectral representations, i.e. the same number of frequencies and the same dimensions on the subspaces of frequencies. This raises the question if this attribute could lead to a form of transferability for MGNNS analogous to that developed for GNNs in [64].

Under the introduced framework, operators are pruned through exploiting commutativity without usage of any training samples; instead, one could identify the most critical operators through conducting a sensitivity analysis using a small, held out set of samples. In a similar vein, our selection procedure samples nodes through the use of heuristics, but could instead use coarsening or spectral-proxy methods designed for multigraphs. Improvements on these procedures remain interesting open areas for future research.

Additionally, given the representation of multigraph filters in (1), it is possible to see that their stability bounds can be

| TABLE I | RESULTS OF THE BLOCK CLASSIFICATION TASK |
|---------|-----------------------------------------|
| Architecture         | Accuracy (±0.4) |
| Parallel Graph Neural Network | 91.2% |
| Merged Graph Neural Network    | 92.9% |
| Multigraph Neural Network     | 95.6% |

| TABLE II | RESULTS OF THE PARTY CLASSIFICATION TASK |
|---------|-----------------------------------------|
| Architecture         | Accuracy (±1.3) |
| Parallel Graph Neural Network | 74.5% |
| Merged Graph Neural Network    | 77.5% |
| Multigraph Neural Network     | 86.6% |
studied in terms of \( H_i(S_i) \) (where information is processed on individual graphs) and \( H_{1:m}(S_1, \ldots, S_m) \) (where information is processed mixing information between edges). This opens up an interesting research question about the role and impact of perturbations in \( H_i(S_i) \) and \( H_{1:m}(S_1, \ldots, S_m) \). It will be important to better understand the trade-off between stability and selectivity when different restrictions – different Lipschitz constants – are imposed on each component in (1). From [28], we know that stability to deformations is guaranteed as long as the filters are Lipschitz and integral Lipschitz; however, it is not clear how to optimally reduce the values of those stability constants while preserving selectivity, particularly when a perturbation affects \( H_{1:m}(S_1, \ldots, S_m) \) more significantly than \( H_i(S_i) \).

APPENDIX A

PRUNING PROCEDURE OF THE DIFFUSION TREE

In Algorithm 2, we show the details of the pruning method applied during the generation of a depth-limited operator tree. The first step of the algorithm computes the commutator of all pairs of operators; if the commutator is less than a given cutoff parameter \( \epsilon \), either \( S_iS_j \) or \( S_jS_i \) is arbitrarily chosen to be pruned. The second step is to recursively generate all combinations of operators up to a depth \( k \), removing elements (and their corresponding branches) with indices contained in \( \text{pruned} \). Lastly, the valid operator indices \( \text{valInd} \) are used to construct the set of multigraph operators \( Q \).

Fig. 8 illustrates an example of the tree structure obtained as a result of Algorithm 2 in a multigraph diffusion tree with three shift operators where terms containing \( S_2S_1, S_3S_1, \) or \( S_3S_2 \) are pruned.

**Algorithm 2: Generation of a Pruned, Depth-Limited Diffusion Tree.**

| Input: \( (S_1, \ldots, S_m) \): shift operators, \( \epsilon \): cutoff parameter, \( K \): tree depth |
|---|
| Output: \( Q \): set of multigraph operators |
| \( \triangleright \) Determine terms to prune: |
| \( \triangleright \) Generate indices of valid terms: |
| for \( i,j \) from 1 to \( m \) for \( i < j \) do |
| \( \text{pruned} \leftarrow \text{pruned} \cup \{ (i,j) \} \) |
| if \( \| S_iS_j - S_jS_i \|_2 \leq \epsilon \) then |
| \( \text{valInd} \leftarrow \text{valInd} \cup \{ (i,j) \} \) |
| end if |
| end for |
| while \( |\text{frontier}| > 0 \) do |
| \( \text{tup} \leftarrow \text{frontier}_0 \) \( \triangleright \) Extract any element |
| for \( k \) from 1 to \( m \) do |
| if \( (k, \text{tup}(0)) \) \( \notin \text{pruned} \) and \( |\text{tup}| < K \) then |
| \( \text{frontier} \leftarrow \text{frontier} \cup \{ (k, \text{tup}) \} \) |
| \( \text{valInd} \leftarrow \text{valInd} \cup \{ (k, \text{tup}) \} \) |
| end if |
| end for |
| end while |
| Use \( (S_1, \ldots, S_m) \) to construct \( Q \) from \( \text{valInd} \) |

We can substitute this fact into the definition of the permuted multigraph filter

\[
\hat{H}_\ell(S_1, \ldots, S_m) = P^T f_\ell P + \cdots + f_{S_3} P_{S_3} S_3 P + \cdots + f_{S_1} P_{S_1} S_1 P + \cdots + f_{S_m} P_{S_m} S_m P \]

and the same composition of shift operators

\[
\hat{S}_1 \cdots \hat{S}_j = P^T S_i P \cdots P^T S_j P = P^T S_i \cdots S_j P. \tag{25}
\]

**Proof:** Exploiting the orthogonality of \( P \), it follows that all compositions of permuted shift operators are permutations of the same composition of shift operators

\[
\hat{S}_1 \cdots \hat{S}_j = P^T S_i P \cdots P^T S_j P = P^T S_i \cdots S_j P. \tag{25}
\]
\( P^T x_{t-1} \), it follows
\[
\tilde x_t = \mathbf{\Sigma} (\mathbf{S}_1, \ldots, \mathbf{S}_m) x_{t-1} = \mathbf{P}^T \mathbf{H}(\mathbf{S}_1, \ldots, \mathbf{S}_m) x_{t-1} = \mathbf{P}^T \mathbf{\Sigma}(\mathbf{H}(\mathbf{S}_1, \ldots, \mathbf{S}_m)) x_{t-1} = \mathbf{P}^T x_t, \tag{27}
\]
which holds for any \( t = 1, \ldots, L \), completing the proof. \( \square \)
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