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Here, we give a simple and approachable explanation to the mathematical objects called sheaves. This paper presents tangible and concrete examples so that readers will be able to further explore these concepts on their own in more abstraction and application.

About This Paper
This paper is a very non-rigorous, loose, and extremely basic introduction to sheaves. This is meant to be a guide to gaining intuition about sheaves, what they look like, and how they work, so that after reading this paper, someone can jump into the extremely abstract definitions and examples seen in textbooks with at least some idea of what is going on. Most of this material is inspired and built from the work of Dr. Michael Robinson1,2,3, and that of Dr. Robert Ghrist and Dr. Jakob Hansen4,5, as well as Dr. Justin Curry’s PhD thesis6, who are some of the only applied sheaf theorists out there and they do an amazing job of explaining sheaves in a concrete way through their research. The rest of this paper is populated by mathematical definitions found in textbooks that I have stretched from two lines into multiple pages, as well as some analogies for thinking of sheaves I have thought of myself. This paper only assumes knowledge of basic linear algebra, basic group theory, and the very fundamentals of topology. If there is anything in the setup that you do not understand it is probably a quick Wikipedia search away. I hope this paper provides insight, intuition, and helpful examples of why sheaves are such powerful tools in both math and science.

A Quick Overview
A sheaf can be thought of as a way to "enhance" some kind of mathematical object that you are given. Think about it like the mathematical object is a plot of land and a sheaf is like a garden on top of it. On one square of dirt, you could organize a garden in many different ways, and once you have built your garden then the act of harvesting it becomes its own endeavor that is dependent on how you organized it. The main goal from this paper is to drive home the point that sheaves take a single, rigid, mathematical object and build on top of it a framework that is both flexible and powerful but still remains faithful to the underlying structure of the object in question, just like

There are things called pre-sheaves which are a less specific object used to define a true sheaf. It just isn’t helpful to bring up that distinction in an introductory paper. So sometimes when the word “sheaf” is used it might actually mean presheaf.

1 Michael Robinson. *Topological signal processing*. Springer, 2014
2 Michael Robinson. Presentation: Sheaves and numerical analysis. [http://www.drmichaelrobinson.net/20170802_AAG.pdf](http://www.drmichaelrobinson.net/20170802_AAG.pdf), a. Accessed: 3 May, 2020
3 Michael Robinson. Presentation: What is a sheaf? [http://www.drmichaelrobinson.net/sheaftutorial/20150825_tutorial_3.pdf](http://www.drmichaelrobinson.net/sheaftutorial/20150825_tutorial_3.pdf), b. Accessed: 5 May, 2020
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6 Justin Curry. Sheaves, cosheaves and applications. [arXiv preprint arXiv:1303.3255, 2013](https://arxiv.org/abs/1303.3255)
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how you can do a lot more with a garden than a plot of dirt, but the plot of dirt is essential to make a garden.

To build a sheaf on a mathematical object, you need to understand what pieces make up that object and how those pieces are arranged. Graphs are made of edges that connected nodes, topological spaces are made up of open sets. A common idea when studying sheaves is that of direction. When we say that a mathematical object has a certain "structure" that the sheaf must respect, we usually mean the direction of how the pieces fit inside one another. Edges on a graph are often thought of as the intersection of the nodes it connects, so there is a partial order on a graph where $e_{ij} < v_i, v_j$ for an edge $e_{ij}$ connecting nodes $v_i$ and $v_j$. In a topological space, there is a natural partial order of the open sets. For an open set $U$, and an open set $V$ contained in $U$, the order is $V \subset U$. It is this sense of direction where you will often hear people talk about how a sheaf allows us to attach both local and global data\(^8\) to features of an object.

If you held this paper up side by side to another more mathematical or abstract introduction to sheaves, this might be the part where it gets confusing. Sheaves take this order (local $\rightarrow$ global) and reverse it. Data attached to a larger part of the object must be consistent when restricted to a smaller part of the object (global $\rightarrow$ local). Think about it like reading a novel. If there is a sub-plot that spans one chapter then the actions and dialogue of the characters at a certain paragraph in the chapter must make sense in the context of that chapter. Similarly for a sentence within that paragraph. This notion is illustrated in fig. 1 and is often referred to as refinement or increasing resolution.

\(^8\)Our mathematical object is the plot of dirt, our sheaf is the garden we build on top of it. Think of "data" as the vegetables grown in this garden. Maybe think of "local data" as an apple and "global data" being all the apples from one tree. This will make more sense in a bit, don’t worry about it too much.

In this paper we will first take a look at sheaves on graphs, because they are finite and discrete and then later build intuition about how to build sheaves on topological spaces.
Now an Example

Here, we are going to introduce an example of a sheaf before the strict definition of a sheaf. This is done because the mathematical definition of a sheaf is quite cumbersome and confusing, and it helps to have a picture in mind when reading the definition. So let’s start with the picture.

Suppose we have a graph. The components, as we will call them, of this graph are the collection of nodes and edges we can see labeled in fig. 3. These are the building blocks of a graph and will be foundation on which our sheaf lives. Let’s build a sheaf, call it $\mathcal{F}$, on this graph.

The First Mechanism

A sheaf has two mechanisms. The first mechanism takes each component and assigns it a new space called the stalk. So for a node $v_i$, $\mathcal{F}$ assigns it to, say, the vector space of real numbers $\mathbb{R}$. In words, we say "the stalk over $v_i$ is $\mathbb{R}$" and we write this as

$$\mathcal{F}(v_i) = \mathbb{R}$$

This association of a component of the graph to new space has a lot of freedom. A component can be assigned to just about anything as long as all the components play nicely with each other (as we will see...
later). So we could have something totally random like

\[ \mathcal{F}(v_1) = \mathbb{R}^2 \]
\[ \mathcal{F}(v_2) = \mathbb{R}^{100} \]
\[ \mathcal{F}(e_{12}) = \mathbb{R}^{34} \]

Or, \( \mathcal{F} \) could assign every node and edge to \( \mathbb{R} \), or assign each \( v_i \) to \( \mathbb{R}^{\text{deg}(v_i)} \) and all the edges to \( \mathbb{R} \) where \( \text{deg}(v_i) \) is the number of edges that come out of node \( v_i \). Really all that matters is every component needs to be mapped to some kind of space.

**The Second Mechanism**

Let’s now address this notion of requiring the stalks to “play nicely together”. This simply means that all the stalks need to be similar enough so that we can define functions that go between them. In the example above, all of our stalks are a vector space \( \mathbb{R}^n \) for some integer \( n \). This leads us to the second mechanism of a sheaf.

For a sheaf \( \mathcal{F} \) of a graph, and an edge \( e_{ij} \) connecting nodes \( v_i \) and \( v_j \), \( \mathcal{F} \) has two functions that go from the stalk over each node to the stalk over the edge, namely

\[ \mathcal{F}_{v_i;e_{ij}}: \mathcal{F}(v_i) \rightarrow \mathcal{F}(e_{ij}) \]
\[ \mathcal{F}_{v_j;e_{ij}}: \mathcal{F}(v_j) \rightarrow \mathcal{F}(e_{ij}) \]

And the sheaf has these maps for every edge and incident nodes. These maps are called the *restriction maps*\(^9\) of the sheaf \( \mathcal{F} \). Let’s refer back to our graph and just look at one edge \( e_{12} \) that connects \( v_1 \) to \( v_2 \). Suppose \( \mathcal{F} \) has the following stalks over these components

\[ \mathcal{F}(v_1) = \mathbb{R}^2 \]
\[ \mathcal{F}(v_2) = \mathbb{R}^3 \]
\[ \mathcal{F}(e_{12}) = \mathbb{R}^2 \]

Since each stalk is a vector space, it is natural to have our restriction maps be linear transformations described by matrices. It would be a little overwhelming to draw every stalk and restriction map over our graph, so fig. 4 illustrates just one a piece of our graph with the relevant parts of \( \mathcal{F} \), but there are stalks and restriction maps for all components.

And we have complete described our sheaf! It is a map from components of a mathematical structure to separate spaces along with functions that let you move between them. In words, we would say "\( \mathcal{F} \) is a sheaf of *vector spaces* on a graph".

\(^9\) They are called restriction maps because they restrict some piece to a smaller part of that piece. Remember the global \( \rightarrow \) local direction mentioned earlier; in the context of graphs, an edge is a subset of both the nodes that it connects.

In the literature, you will often come across sheaves of abelian groups on a topological space, or sheaves of rings on a topological space. This is because sheaves were originally invented within the context of algebraic topology and then later found to be very helpful in algebraic geometry. We will handle these types of sheaves in the next section.
Using Our Sheaf

So we have vector spaces, called stalks, attached to each component of our graph. In mathematics, we work in certain spaces, and manipulate elements of these to find interesting results. So let’s just pick out some vectors from each stalk and see what happens. Again, we will just illustrate a piece of our graph but everything we say here applies to our entire graph and sheaf.

A choice of element from each stalk of a sheaf (fig. 5) is called a section. Zooming out a level of abstraction, if we think of a sheaf as one coherent space, then a section is one element of this space, just like vectors are elements of vector spaces and points are elements of topological spaces. Let’s look at this section we just picked out.

Using the tools of our sheaf, it is natural to think about what happens when we move these vectors through their restriction maps.
Consider the first one \[ \begin{bmatrix} 2 \\ 1 \end{bmatrix} \].

\[
\mathcal{F}_{v_1:e_{12}} \left( \begin{bmatrix} 2 \\ 1 \end{bmatrix} \right) = \begin{bmatrix} 1 & -1 \\ 0 & -2 \end{bmatrix} \begin{bmatrix} 2 \\ 1 \end{bmatrix} = \begin{bmatrix} 1 \\ -2 \end{bmatrix} \neq \begin{bmatrix} 1 \\ -1 \end{bmatrix}
\]

We can see that the choice of \[ \begin{bmatrix} 2 \\ 1 \end{bmatrix} \] in the stalk \( \mathcal{F}(v_1) \) is not consistent with the choice of \[ \begin{bmatrix} -1 \\ -1 \end{bmatrix} \] in the stalk \( \mathcal{F}(e_{12}) \) because \( \mathcal{F}_{v_1:e_{12}}(\begin{bmatrix} 2 \\ 1 \end{bmatrix}) \neq \begin{bmatrix} -1 \\ -1 \end{bmatrix} \). Similarly for the choice of vector in \( \mathcal{F}(v_2) \) as one can check.

Now, wouldn’t it be interesting if we were to choose a vector at each stalk of \( \mathcal{F} \) such that for every edge \( e_{ij} \),

\[
\mathcal{F}_{v_i:e_{ij}}(x_i) = y_{ij} = \mathcal{F}_{v_j:e_{ij}}(x_j)
\]

For every \( x_i \in \mathcal{F}(v_i), x_j \in \mathcal{F}(v_j) \) and \( y_{ij} \in \mathcal{F}(e_{ij}) \). That is, the choice of vector at every stalk is consistent with its image under its restriction maps. That would be called a global section. The term global is used because we look at the data associated with the entire space and see how it remains consistent when restricting it to a more local piece. Again, not to draw the entire sheaf over our graph, a piece of a global section is illustrated in fig. 6. Global sections are the important and interesting types of data that we are tasked to find within our sheaf. A sheaf can have infinitely many global sections or it can have none at all, or it could have eleven or just one. It all depends on how the sheaf is setup. In practice, many questions are answered by finding out what the set of all global sections of a sheaf, usually denoted \( \Gamma(\mathcal{F}) \), looks like. Just like how for a group homomorphism, the kernel is where a lot of the interesting stuff is.

Figure 6: A piece of the graph (black) with the sheaf (blue) and the global section (green) illustrating how the vectors at each node align with the vector at the edge through the restriction maps.

So this is an example of a sheaf of vector spaces on a graph. Most likely, you will not see sheaves explained this way, but having an
example that is discrete and finite makes it a lot easier to grasp the basic ideas of what a sheaf is supposed to do. Most textbooks will introduce sheaves as sheaves of abelian groups on a continuous topological space, as you can see this is a continuous example with the underlying partial order (the open sets) being infinite\(^{10}\).

An Example You’ll See in a Textbook that We are Extending to Multiple Pages

For a topological space \(X\), a sheaf of abelian groups on \(X\) assigns each open set of \(X\) to an abelian group. Which abelian group you ask? Here, it will be the group of continuous functions from \(U\) to \(\mathbb{R}\). That is, for an open set \(U \subseteq X\), the stalk of \(U\) is the group

\[ \mathcal{F}(U) := \{ f : U \to \mathbb{R} : f \text{ is continuous} \} \]

along with point-wise addition as the group operation. And for an open set \(V \subseteq U\) the restriction map \(\mathcal{F}_{U,V} : \mathcal{F}(U) \to \mathcal{F}(V)\) is actually weirdly simple. For an element \(f\) of \(\mathcal{F}(U)\), which is a continuous function, \(\mathcal{F}_{U,V}(f)\) is the restriction of \(f\) from \(U\) to \(V\), often denoted \(f|_V\). So \(\mathcal{F}_{U,V}\) is a group homomorphism between \(\mathcal{F}(U)\), the elements of which are continuous functions from \(U\) to \(\mathbb{R}\), and \(\mathcal{F}(V)\), the elements of which are continuous functions from \(V\) to \(\mathbb{R}\).

\[ \mathcal{F}_{U,V} : \mathcal{F}(U) \to \mathcal{F}(V) \]

where \(f \mapsto f|_V\). This seems almost unhelpful to have a function just be mapped to itself over a smaller domain, but we’ll see why we construct a sheaf this way.

First, let’s say the topological space we want to build a sheaf on is \(\mathbb{R}\). So each stalk on an open set is the group of continuous functions from a subset of \(\mathbb{R}\) to \(\mathbb{R}\). This makes it easy to draw.

The red lines in fig. 7 are some of the elements of \(\mathcal{F}(U)\). For an open set \(V \subseteq U\), the images of each \(f \in \mathcal{F}(U)\) under \(\mathcal{F}_{U,V}\) are shown in fig. 8.

Remember, we are working algebraically, so there is no analytic manipulation of the functions here, so the points inside \(U\) but outside \(V\) aren’t mapped to the boundary of \(V\) or anything like that. Each function is its own element in a group and it is being mapped to another element in a different group, it just happens to be that the element and its image under this group homomorphism look very similar to us.

So now, what would a section look like? As we know, a section is a choice of element of each stalk. For our topological space, there are are infinitely many open sets (uncountably many, in fact) and

\[^{10}\text{It wasn’t explicitly mentioned earlier but in fact the only structure you need to construct a sheaf is a partial order. Graphs and topological spaces have very obvious partial orders, but it is possible to make a sheaf on just a partial order.}\]

Maurice Auslander said ’Sheaf theory is the subject in which you do topology horizontally and algebra vertically.’
Figure 7: For an open set \( U \) of \( \mathbb{R} \), \( \mathcal{F}(U) \) is only concerned with continuous functions from \( U \) to \( \mathbb{R} \), which means only the red part of these functions are elements of \( \mathcal{F}(U) \). In fact, they don’t even have to be defined outside of \( U \).

Figure 8: Each function in red is an element of \( \mathcal{F}(U) \) while that function’s image under \( \mathcal{F}(U|V) \) is shown in blue and is an element of \( \mathcal{F}(V) \).

hence infinitely many stalks. So a section is a choice of one function from \( \mathcal{F}(U) \) for every open set \( U \) of \( \mathbb{R} \). That could look something like fig. 9.
Figure 9: Here, we illustrate some pieces of a section of our sheaf, since we can’t draw all uncountably many of them.

But, just like in our first example, this is not particularly helpful. And as we can see for the green line, call it $f_3$, and the light blue line, call it $f_2$, $\mathcal{F}_{U_2:U_3}(f_2) \neq f_3$, which is one of the many inconsistencies in this section. So again, the natural next step is to ask what a global section would look like. It would have to agree on every piece of the topological space. More symbolically, it must fulfill these criteria.

1. For open sets $U \subseteq V \subseteq W$, $\mathcal{F}_{V:U} \circ \mathcal{F}_{W:V} = \mathcal{F}_{W:U}$. This means that data defined at some larger piece must be consistent with every refinement of that piece (see fig. 1). Remember the chapter \to paragraph \to sentence analogy.

2. For two orders of open sets, say $A \subseteq B_1 \subseteq C$ and $A \subseteq B_2 \subseteq C$, the composition of the restriction maps must be equal. That is, $\mathcal{F}_{B_1:A} \circ \mathcal{F}_{C:B_1} = \mathcal{F}_{B_2:A} \circ \mathcal{F}_{C:B_2}$. Meaning that if you want to refine to a certain open set, it does not matter how you get there.

3. For open sets $U_1, U_2$ such that $U_1 \cap U_2 := U_{12} \neq \emptyset$, and for all elements $f_1 \in \mathcal{F}(U_1), f_2 \in \mathcal{F}(U_2)$, we have $\mathcal{F}_{U_1:U_{12}}(f_1) = \mathcal{F}_{U_2:U_{12}}(f_2)$ for all pairs of open sets with nonempty intersection. As we demonstrated in our graph example.

Which might look something like fig. 11
This is amazing! All we did was stipulate what must happen locally and from those rules we have created something with global structure: a continuous function from the entirety of $\mathbb{R}$ to $\mathbb{R}$! Remember how we said earlier that the space of global sections is usually what we are most interested in? With this sheaf of abelian groups we have built on $\mathbb{R}$, we have determined that the space of global sections of $\mathcal{F}$, remember we call this $\Gamma(\mathcal{F})$, is all the continuous functions from $\mathbb{R}$ to $\mathbb{R}$. This could have been done with $k$-differentiable functions, smooth functions, constant functions, or a million other things, and we didn’t have to build our sheaf on $\mathbb{R}$, we just did that so it was easier to draw, but we could build a sheaf on any topological space, or even just a partial order. There is an incredible amount of flexibility of what you can build a sheaf on and what that sheaf can look like. If you go on into more algebraic geometry, algebraic topology, differential geometry, or just math in general, you’ll find sheaves make appearances in many different places with totally different applications.

Further Reading

I encourage you to read the Wikipedia article on sheaves and see how far you can get. If you want to dive deeper into how sheaves are used outside of pure mathematics, I highly recommend looking more into the work done by Dr. Michael Robinson, Dr. Robert Ghrist, and Dr. Jakob Hansen. And even if you want to explore sheaves for purely mathematical reasons, check out Dr. Justin Curry’s thesis, *Sheaves, cosheaves, and applications*, although, I would still recommend the applied sheaf literature because they will present sheaves with

11 https://en.wikipedia.org/wiki/Sheaf_(mathematics)
thorough explanations and concrete examples that you can abstract later down the road.
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