THE ESSENTIAL SPECTRUM OF ADVECTIVE EQUATIONS

ROMAN SHVYDKOY

Abstract. The geometric optics stability method is extended to a general class of linear advective PDE’s with pseudodifferential bounded perturbation. We give a new short proof of Vishik’s formula for the essential spectral radius. We show that every point in the dynamical spectrum of the corresponding bicharacteristic-amplitude system contributes a point into the essential spectrum of the PDE. Generic spectral pictures are obtained in Sobolev spaces of sufficiently large smoothness. Applications to instability are presented.
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1. Introduction

The subject of this article is rooted in the geometric stability method for ideal fluids developed in the early 90's by Friedlander and Vishik [14, 46], and independently by Lifschitz and Hameri [26, 27]. Studying localized shortwave instabilities of a general steady flow $u_0$ one is naturally led to consider solutions of the linearized Euler equation in the WKB form

$$f(x, t) = b(x, t)e^{iS(x, t)/\delta} + O(\delta)$$

where $\delta$ is a small parameter. For a very limited class of flows $u_0$, such a solution may become an exact solution to the (even nonlinear!) equation for a finite $\delta$. Well-known classical examples were provided by Craik and Criminale in [8], in the case of a linear vector field $u_0$. For the flow with elliptic streamlines genuinely three-dimensional perturbations of the form (1) are found to be unstable as shown by numerical calculations of Pierrehumbert [34] and Bayly [3]. This elliptic instability is believed to be an integral part of transition to turbulence in certain laminar flows [4, 19, 31].

For general equilibrium no explicit solution is available. We substitute (1) into the linearized Euler equation and set equal the leading order terms on both sides. This gives us evolution laws for the frequency $\xi = \nabla S$ and amplitude $b$. Written in Lagrangian coordinates associated with the basic flow $u_0$, they form a system of ODE’s, called the bicharacteristic-amplitude system, given by

$$x_t = u(x),$$
$$\xi_t = -\partial u^\top(x)\xi,$$
$$b_t = -\partial u(x)b + 2\frac{\xi \otimes \xi}{|\xi|^2} \partial u(x)b.$$  

The main result of [14, 46, 26, 27] states that the exponential growth type of the semigroup generated by the Euler equation dominates the maximal Lyapunov exponent of the amplitude equation (2c). This
provides a sufficient condition for exponential instability of the general steady flow \( u_0 \). Papers \([15, 24]\) exhibit a number of examples for which this condition applies successfully, mainly due to its local nature. In particular, it is shown that any flow with exponential stretching, such as a flow with hyperbolic stagnation point, is unstable.

Unlike classical normal modes in a periodic domain, shortwave perturbations \( (1) \) are linked to the essential (continuous) spectrum rather than the point spectrum. It was proved by Vishik \([45]\) that for the essential spectral radius \( r_{\text{ess}}(G_t) \) of the semigroup operator \( G_t \) the following formula holds:

\[
(3) \quad r_{\text{ess}}(G_t) = e^{\mu t},
\]

where \( \mu \) is the maximal Lyapunov exponent of the amplitude \( b \). Subsequently, Shvydkoy and Vishik \([42]\) have shown that, in fact, for any given Lyapunov exponent \( \lambda \) of the amplitude equation, the circle of radius \( e^{t\lambda} \) contains a point of the essential spectrum.

The geometric optics method has been applied to many other non-dissipative equations of ideal hydrodynamics, such as Boussinesq approximation \([14]\), SQG \([13]\), Euler in vorticity form \([23, 24]\). Equations with Coriolis forcing were treated in \([16, 43]\).

The purpose of this present paper is twofold. First, we introduce a general class of equations, which includes all the equations mentioned above. In these settings we derive the bicharacteristic-amplitude system and give a new short proof of Vishik’s formula \((3)\). Second, we give a detailed description of the essential spectrum in Sobolev spaces.

We consider the following first order linear PDE, which we call an advective PDE:

\[
(4) \quad f_t = -(u \cdot \nabla) f + A f,
\]

where \( u \) is a time-independent smooth vector field and \( A \) is a pseudo-differential operator of zero order. We consider \( 2\pi \)-periodic boundary conditions. For instance, the Euler equation for incompressible ideal fluid linearized about a steady state \( u \) can be represented in form \((4)\), where \( A \) has principal symbol

\[
(5) \quad a_0(x, \xi) = -\partial u(x) + 2\frac{\xi \otimes \xi}{|\xi|^2} \partial u(x).
\]

We recognize in \((5)\) the right hand side of the amplitude equation \((2c)\). In Section 3 we show that for any advective equation the amplitude of a shortwave perturbation evolves according to the following ODE

\[
(6) \quad b_t = a_0(x(t), \xi(t)) b,
\]
where \( a_0 \) is the principal symbol of \( A \), and \((x(t), \xi(t))\) is the phase flow of (2a), (2b). We regard (6) as a dynamical system over this phase flow. Due to the Oseledets Multiplicative Ergodic Theorem, we can consider the set of Lyapunov exponents, of which the maximal one determines the essential spectral radius over of the semigroup generated by (4) over \( L^2 \) via formula (3). This is proved in Theorem 4.1. In fact, we prove a version of (3) for any energy-Sobolev space \( H^m = W^{2,m}, \ m \in \mathbb{R} \). In this case the amplitude cocycle is to be augmented by the frequency, i.e., we consider a new cocycle \(|\xi(t)|^m b(t)\), which we call the \( b\xi^m\)-cocycle.

Sections 5 and 6 are devoted to more detailed description of the essential spectrum. We show that the dynamical spectrum (also called Sacker-Sell spectrum) of the \( b\xi^m\)-cocycle, in a sense, forms the skeleton of the essential spectrum. In Theorem 5.3 we prove the following inclusions:

\[
\exp\{t\Sigma_m\} \subset |\sigma_{\text{ess}}(G_t)| \subset \exp\{t[\min \Sigma_m, \max \Sigma_m]\},
\]

where \( \Sigma_m \) is the dynamical spectrum of the \( b\xi^m\)-cocycle. According to a theorem of Sacker and Sell [35], the dynamical spectrum of a \( d \)-dimensional system is the union of at most \( d \) segments on the real line. So, when dimension of the system is one, the dynamical spectrum is connected. In this case, inclusions (7) turn into exact identities. This situation applies, for instance, to all gradient systems of the form (4), or to the 2D Euler equation in both vorticity and velocity form.

The case of large smoothness parameter \( m \) is treated in Section 6. In this case a much more refined description of the spectrum will be given. If the basic flow \( u \) has exponential stretching of trajectories, the \(|\xi|^m\)-component of the \( b\xi^m\)-cocycle becomes more influential, and eventually takes control over the spectrum of the whole cocycle. This leads to two favorable consequences. First, we can control the asymptotics of the end-points of \( \Sigma_m \) with \(|m| \to \infty \), and second, starting from a certain point \( \Sigma_m \) becomes connected due to the fact that the cocycle \(|\xi|^m\) itself is one-dimensional. The precise quantitative condition on \(|m|\) is stated in terms of relevant Lyapunov exponents in Theorem 6.1. In summary, we will prove the following result.

**Theorem 1.1.** Suppose \( u \) has exponential stretching of trajectories, and let \(|m|\) be large enough. Let us denote \( s = \sup_{k \in \mathbb{R}} \{\min \Sigma_k\} \) and \( S = \inf_{k \in \mathbb{R}} \{\max \Sigma_k\} \). Then the following holds:

1) \( \Sigma_m \) is connected;
2) \( \min \Sigma_m < s \) and \( S < \max \Sigma_m \);
3) \( |\sigma_{\text{ess}}(G_t)| = \exp \{t\Sigma_m\} \);
4) \( T \cdot \exp \{t[\min \Sigma_m, s] \cup [S, \max \Sigma_m]\} \subset \sigma_{\text{ess}}(G_t) \);
Thus, as we see, $\sigma_{\text{ess}}(G_t)$ has no circular gaps, and contains solid outer and inner rings (see Figure 1 for generic spectral picture).

Parallel results will proved for the spectrum of the generator (the RHS) of the advective equation (4). In this case we restrict the cocycles to the invariant subset $\xi \cdot u(x) = 0$. We show that under the assumptions of Theorem 1.1 the dynamical spectrum of the restricted $b\xi^m$-cocycle coincides with the original spectrum $\Sigma_m$. Thus, in addition to the above the following properties will be proved for the generator $L$ (see Theorem 6.2):

5) $[\min \Sigma_m, s] \cup [S, \max \Sigma_m] + i\mathbb{R} \subset \sigma_{\text{ess}}(L)$;
6) $\Re \sigma_{\text{ess}}(L) = [\min \Sigma_m, \max \Sigma_m]$.

In particular, this implies the Annular Hull Theorem 6.3 and other desirable spectral properties.

In the case of the energy space $L^2$, such results are not yet available. The idea of considering the restricted cocycle has been already exploited by Latushkin and Vishik [20] in an attempt to prove the identity between spectral bounds of the semigroup and generator of the 3D Euler equation. In the 2D case, however, this result is proved, and as matter of fact, a complete description of the spectra is given in [41, 40]. These are the solid annulus and vertical strip, respectively, for any $m \neq 0$. The same spectral picture has been found for the SQG equation in [13]. What these equations have in common is that their $b$-cocycles have trivial dynamical spectrum $\Sigma_0 = \{0\}$. In Section 6 we show that any advective equation with trivial dynamical spectrum has annulus–strip essential spectrum.

Section 7 contains the proof of the above results. Our main tool is the theory of linear cocycles and Mañé sequences. Some of our statements are novel and have certain applications to the spectral theory of Mather semigroups. We present these results in a separate paper [38] that will be published elsewhere.

2. Formulation

Let $u(x)$ be a smooth vector field on the $n$-dimensional torus $\mathbb{T}^n$. Incompressibility of $u$ will be our standing hypothesis, although it is not always necessary.

We study linear partial differential equations of the form

$$f_t = -(u \cdot \nabla) f + Af, \quad t \geq 0$$

subject to periodic boundary conditions

$$f(x + 2\pi e_i, t) = f(x, t), \quad i = 1, \ldots, n,$$
where \( \{e_i\}_{i=1}^n \) are the vectors of the standard unit basis. A solution \( f(x,t) \) assumes values in \( \mathbb{C}^d \), and \( A \) is a discrete pseudodifferential operator (PDO) defined on smooth functions by

\[
A f(x) = \sum_{k \in \mathbb{Z}^n \setminus \{0\}} a(x,k) \hat{f}(k) e^{ik \cdot x},
\]

where \( a \) is a \( d \times d \) matrix-valued symbol.

Throughout the text we impose the following smoothness and growth assumptions on \( a(x,\xi) \). The class \( \mathcal{S}^m \), \( m \in \mathbb{R} \), consists of all infinitely smooth symbols \( a(x,\xi) \), for \( x \in \mathbb{T}^n \) and \( \xi \in \mathbb{R}^n \setminus \{0\} \), such that for any multi-indices \( \alpha, \beta \) there exists a constant \( C_{\alpha,\beta} \) for which the following estimate holds

\[
|\partial_{\xi}^\alpha \partial_x^\beta a(x,\xi)| \leq C_{\alpha,\beta} |\xi|^{m-|\alpha|}, \quad x \in \mathbb{T}^n, |\xi| \geq 1.
\]

Unlike in the classical definition of Hörmander classes [17, 37] we prefer to allow singularity at \( \xi = 0 \). As we will see, this is a typical feature of many examples arising in fluid mechanics. On \( \mathbb{T}^n \) (as well as any other compact manifolds) the singularity can be removed by replacing the original symbol with a smooth cut-off \( a(x,\xi)(1 - \gamma(\xi)) \). This replacement does not effect the operator \( A \) so long as \( \gamma(\xi) \) is supported inside the unit ball. We remark that PDO’s of the form (9) with symbols smooth in \( \xi \) obey the same classical principles as in the \( \mathbb{R}^n \) case (see [9]).

The class of all pseudodifferential operators of the form (9) with \( a \in \mathcal{S}^m \) will be denoted by \( \mathcal{L}^m \).

Let \( H^m(\mathbb{T}^n) \), \( m \in \mathbb{R} \), denote the Sobolev space of \( \mathbb{C}^d \)-valued functions on the torus, defined as

\[
H^m(\mathbb{T}^n) = \left\{ f : \|f\|_{H^m(\mathbb{T}^n)} = |\hat{f}(0)|^2 + \sum_{k \in \mathbb{Z}^n} |k|^{2m} |\hat{f}(k)|^2 < \infty \right\}.
\]

By the standard boundedness principle for PDO’s [37, Theorem 7.1] we have

\[
A : H^m(\mathbb{T}^n) \to H^{m-s}(\mathbb{T}^n)
\]

for any \( A \in \mathcal{L}^s \), and any \( s, m \in \mathbb{R} \). In fact, in the case of torus (12) holds without any smoothness assumption in the \( \xi \)-variable, which can be proved by an application of Minkowski’s inequality.

A symbol \( a \in \mathcal{S}^0 \) is called **semiclassical** if

\[
a = a_0 + a_1,
\]
where \( a_0 \in \mathcal{S}^0 \) is homogenous of degree 0 in \( \xi \) (i.e. \( a_0(x, t\xi) = a_0(x, \xi) \)), and \( a_1 \in \mathcal{S}^{-1} \). We call \( a_0 \) the \textbf{principal symbol} of the operator \( A \). Thus, if \( a \) is semiclassical, then

\begin{equation}
A = A_0 + A_1,
\end{equation}

where \( A_1 \) is the PDO with the symbol \( a_1 \). Since \( a_1 \in \mathcal{S}^{-1} \), we see from (12) that \( A_1 \) maps \( H_m(\mathbb{T}^n) \) into \( H_{m+1}(\mathbb{T}^n) \), which embeds back into \( H_m(\mathbb{T}^n) \) compactly. Hence, \( A_1 \) is a compact operator on \( H_m(\mathbb{T}^n) \).

In this work we consider only semiclassical symbols of class \( \mathcal{S}^0 \) so that \( A \) defines a bounded operator on any Sobolev space, and decomposition (14) holds.

Let us denote the right hand side of (8) by

\begin{equation}
L_f = -(u \cdot \nabla) f + Af.
\end{equation}

It consists of the advective derivative \(-(u \cdot \nabla) f\) and bounded perturbation \( Af\). The advective derivative generates a \( C_0 \)-semigroup acting by the rule

\[ f \to f \circ \varphi_{-t}, \]

where \( \varphi = \{ \varphi_t(x) \}_{t \in \mathbb{R}, x \in \mathbb{T}^n} \) is the integral flow of the field \( u(x) \). Hence, \( L \) itself generates a \( C_0 \)-semigroup (see Engel and Nagel [10]). Let us denote it by \( G = \{ G_t \}_{t \geq 0} \). In view of time reversibility of equation (8) the semigroup \( G \) is invertible, and hence, it is a group.

2.1. \textbf{Constraints.} We now introduce a special class of constraints.

We consider an arbitrary smooth linear bundle \( \mathcal{F} \) over the space of non-zero frequencies \( \mathbb{R}^n \setminus \{0\} \). Let us denote its fibers by \( F(\xi) \subset \mathbb{C}^d \), and assume that \( F(\xi) \) is 0-homogenous and infinitely smooth in the region \( \xi \neq 0 \). We separately consider a fiber at zero, \( F(0) \subset \mathbb{C}^d \). We call \( \mathcal{F} \) a frequency bundle.

Given a frequency bundle \( \mathcal{F} \), we say that a function \( f \) on \( \mathbb{T}^n \) satisfies the \textbf{frequency constraints} determined by \( \mathcal{F} \) if \( \hat{f}(k) \in F(k) \) for all \( k \in \mathbb{Z}^n \).

Let \( p(\xi) : \mathbb{C}^d \to \mathbb{C}^d \) denote the orthogonal projection onto \( F(\xi) \). According to our assumptions on the fibers \( F(\xi) \), \( p \) is a classical symbol of class \( \mathcal{S}^0 \). For example, the incompressibility constraint, \( \text{div} f = 0 \), corresponds to

\begin{equation}
F(\xi) = \{ b : b \cdot \xi = 0 \},
\end{equation}

\begin{equation}
p(\xi) = \text{id} - \frac{\xi \otimes \xi}{|\xi|^2}.
\end{equation}

We introduce the corresponding Sobolev spaces subject to constraints,

\begin{equation}
H^m_{\mathcal{F}}(\mathbb{T}^n) = \{ f \in H^m(\mathbb{T}^n) : \hat{f}(k) \in F(k) \},
\end{equation}

where \( \mathcal{F} \) is the frequency bundle.
and the orthogonal projection
\[(19) \quad \Pi : H^m(T^n) \to H^m_\text{F}(T^n)\]
\[(20) \quad \Pi f(k) = \hat{p}(k)\hat{f}(k).\]

We use special notation $H^m_0(T^n)$ for the space of mean-zero functions and $H^m_\text{div}(T^n)$ for divergence-free fields. If $m = 0$, we write $L^2_T(T^n)$, $L^2(T^n)$, and $L^2_\text{div}(T^n)$.

In the sequel, if constraints are given, we assume that they are respected by equation (8). In other words, $G$ leaves $H^m_\text{F}(T^n)$ invariant. We note that under this assumption we can still consider the semigroup $G$ on the whole space $H^m(T^n)$, which corresponds to solving (8) without any constraints.

2.2. Essential spectrum. We now briefly state the definition of essential spectrum used in this paper.

For any closed operator $T$ on a Banach space $X$ we use the following classification of the spectrum (following Browder [5]). A point $z \in \sigma(T)$ is called a point of the discrete spectrum if it satisfies the following conditions:

- (DS1) $z$ is an isolated point in $\sigma(T)$;
- (DS2) $z$ has finite multiplicity, i.e. $\bigcup_{r=1}^{\infty} \ker(z - T)^r = N$ is finite dimensional in $X$;
- (DS3) The range of $z - T$ is closed.

Otherwise, $z$ is called a point of the essential spectrum. Thus,
\[(21) \quad \sigma(T) = \sigma_{\text{ess}}(T) \cup \sigma_{\text{disc}}(T).\]

We note that if $T$ is bounded, then condition (DS3) follows from (DS1,DS2).

Let $r_{\text{ess}}(T)$ denote the radius of $\sigma_{\text{ess}}(T)$, and let $C$ be the Calkin algebra over $X$. According to Nussbaum [30], we have
\[(22) \quad r_{\text{ess}}(T) = \lim_{n \to \infty} \|T^n\|_C^{1/n}.\]

Concerning spectrum of a semigroup we recall that the discrete part obeys the spectral mapping property:
\[(23) \quad \sigma_{\text{disc}}(G_t) \setminus \{0\} = e^{t\sigma_{\text{disc}}(L)}, \quad t \geq 0,\]
while the essential part may fail to satisfy it. Generally, we only have the inclusion (see [10])
\[(24) \quad e^{t\sigma_{\text{ess}}(L)} \subset \sigma_{\text{ess}}(G_t) \setminus \{0\}.\]
3. The Bicharacteristic-Amplitude System

3.1. Derivation. We now would like to investigate asymptotic behavior of solutions to (8) with initial data given by a highly oscillating wavelet localized near some point \( x_0 \in \mathbb{T}^n \):

\[
f_0(x) = b_0(x)e^{i\xi_0 \cdot x/\delta}.
\]

We consider solution in the geometric optics form

\[
f(x, t) = b(x, t)e^{iS(x, t)/\delta} + O(\delta),
\]

where \( \nabla_x S(x, t) \neq 0 \), for all \( x \in \mathbb{T}^n \) and \( t \geq 0 \). On the next step we extract evolution laws for the amplitude \( b \) and the phase (eikonal) \( S \) by substituting \( f(x, t) \) into equation (8); but first, we need to find an asymptotic formula for \( Af \).

**Theorem 3.1.** Suppose \( A \in L^0 \) is a pseudodifferential operator with semiclassical symbol \( a(x, \xi) \) so that decomposition (13) holds. Let

\[
f_\delta(x) = b(x)e^{iS(x)/\delta},
\]

where \( b, S \in C^\infty(\mathbb{T}^n) \) and \( \nabla S(x) \neq 0 \) on the support of \( b \). Then the following asymptotic formula holds, as \( \delta \to 0 \),

\[
Af_\delta(x) = a_0(x, \nabla S(x))f_\delta(x) + O(\sqrt{\delta}),
\]

where the constant in the \( O \)-term depends on \( b \) and \( S \).

If, specifically, \( S(x) = \xi_0 \cdot x \), for some \( \xi_0 \in \mathbb{R}^n \setminus \{0\} \), then \( O(\sqrt{\delta}) \) in formula (27) can be improved to \( O(\delta) \).

**Proof.** Formula (27) is a particular case of \([37, \text{Theorem 18.1}] \) with the parameters taken \( m = \delta = 0, N = \rho = 1 \) in the notation of \([37]\).

For the second part, let us assume for simplicity that the Fourier transform of \( b(x) \) is supported in the ball of radius \( R \). Then we have

\[
Af_\delta(x) = \sum_{k \in \mathbb{Z}^n \setminus \{0\}} a(x, k)\hat{b}(k - \xi_0\delta^{-1})e^{ik \cdot x} \\
= e^{i\xi_0 \cdot x/\delta} \sum_{|k| \leq R} a(x, k + \xi_0\delta^{-1})\hat{b}(k)e^{ik \cdot x}.
\]

According to our assumptions on \( a \), we obtain

\[
a(x, k + \xi_0\delta^{-1}) = a_0(x, \delta k + \xi_0) + a_1(x, k + \xi_0\delta^{-1}).
\]

Since \( |k| \) is bounded and \( |a_1(x, \xi)| \leq C|\xi|^{-1} \), we see that

\[
a_0(x, \delta k + \xi_0) = a_0(x, \xi_0) + O(\delta),
\]

\[
a_1(x, k + \xi_0\delta^{-1}) = O(\delta).
\]
This implies

\begin{equation}
A f_{\delta}(x) = a_0(x, \xi_0) b(x) e^{i \xi_0 \cdot x/\delta} + O(\delta).
\end{equation}

The argument for general \( b \) is more technical but similar. \( \square \) \( \square \)

Now we are in a position to use equation (8). We substitute \( f(x, t) \) into (8) using (27). Neglecting the terms that vanish as \( \delta \rightarrow 0 \), and canceling the exponent, we obtain

\[ b_t + \frac{i}{\delta} b S_t = - (u \cdot \nabla) b - \frac{i}{\delta} b (u \cdot \nabla) S + a_0(x, \nabla S) b. \]

This yields the following two equations

\begin{align}
(29a) \quad & b_t = -(u \cdot \nabla) b + a_0(x, \nabla S) b \\
(29b) \quad & S_t = -(u \cdot \nabla) S.
\end{align}

It follows directly from (29b) that the phase is given by

\[ S(x, t) = \xi_0 \cdot \varphi_{-t}(x). \]

We take the gradient of (29b) to obtain, with \( \xi(x, t) = \nabla S(x, t) \),

\begin{equation}
\xi_t = -(u \cdot \nabla) \xi - \partial u^\top \xi.
\end{equation}

Rewriting equations (29a) and (30) in the Lagrangian coordinates associated with the flow \( x \rightarrow x(t) = \varphi_t(x) \) we arrive at a bicharacteristic-amplitude system (BAS) of ODE’s given by

\begin{align}
(31a) \quad & x_t = u(x), \\
(31b) \quad & \xi_t = -\partial u(x)^\top \xi, \\
(31c) \quad & b_t = a_0(x, \xi) b,
\end{align}

subject to initial conditions \( x(0) = x_0 \in \mathbb{T}^n, \xi(0) = \xi_0 \in \mathbb{R}^n \setminus \{0\}, b(0) = b_0 \in \mathbb{C}^d \), and the constraint \( b_0 \in F(\xi_0) \).

\subsection{3.2. Preservation of constraints.}

Let \( F \) be frequency constraints imposed on (8). Then any solution \( f \) has to satisfy \( \hat{f}(k) \in F(k) \). For solutions of the form (26), in the asymptotic limit \( \delta \rightarrow 0 \), this implies the following condition on the amplitude

\begin{equation}
b(t) \in F(\xi(t)), \quad t \geq 0.
\end{equation}

This condition however does not automatically hold for solutions of (31c) even if it holds for initial time \( t = 0 \).

To overcome this deficiency we find a new operator \( A_{\text{new}} \) with principal symbol \( a_{\text{new}} \) which replaces the original \( A \) in the definition of \( L \) such that the action of \( L \) on functions from \( H_{\mathcal{F}}^m(\mathbb{T}^n) \) is the same (so
that the group $G$ remains unchanged on $H^m_T(\mathbb{T}^n)$, while solutions to the new amplitude equation
\begin{equation}
  b_t = a_{\text{new}}(x, \xi) b
\end{equation}
satisfy (32).

We naturally make use of the identity $L = \Pi L$, which holds on functions from $H^m_T(\mathbb{T}^n)$ by the invariance. We notice that $L$ is a pseudodifferential operator with the symbol
$$-iu(x) \cdot \xi + a_0(x, \xi) + a_1(x, \xi).$$
Composing $L$ with $\Pi$, which has symbol $p(\xi)$, we obtain the product of symbols up to $S^{-1}$
$$-iu(x) \cdot \xi + \tilde{a}_0(x, \xi) + p(\xi)a_0(x, \xi) + \tilde{a}_1(x, \xi),$$
where $\tilde{a}_1 \in S^{-1}$, and $\tilde{a}_0$ has entries
$$\tilde{a}_{kl} = -\partial u^\top(x) \xi \cdot \nabla p_{kl}(\xi), \quad k, l = 1, \ldots, d.$$

Notice that for any bicharacteristic curve $(x(t), \xi(t))$, which is a solution of (31a)--(31b), we have
\begin{equation}
  \tilde{a}_{kl}(x(t), \xi(t)) = \frac{d}{dt} p_{kl}(\xi(t)).
\end{equation}
So, we obtain the identity $\tilde{a}_0 = p_t$, where the time derivative in taken along the bicharacteristics. Let us set
\begin{equation}
  a_{\text{new}}(x, \xi) = p(\xi)a_0(x, \xi) + p_t(\xi).
\end{equation}

We claim that if this symbol is used in the formulation of the amplitude equation, then $b(t) \in F(\xi(t))$ for all $t$ provided initially $b_0 \in F(\xi_0)$.

Indeed, by (33) and (35), we infer
$$\frac{d}{dt}(id - p)b = b_t - p_t b - pb_t = a_{\text{new}} b - p_t b - pa_{\text{new}} b = pp_t b.$$
From the identity $p = p^2$ it follows that $p_t = pp_t + p_t p$. Continuing the previous line we obtain
$$\frac{d}{dt}(id - p)b = p_t(id - p)b,$$
and the claim follows from Grönwall’s Lemma.

It is easy to check that under the incompressibility constraint given by (16)--(17), transformation (35) takes the form
\begin{equation}
  a_{\text{new}}(x, \xi) = a_0(x, \xi) + \frac{\xi \otimes \xi}{|\xi|^2}(\partial u(x) - a_0(x, \xi)).
\end{equation}
Remark 3.2. We conclude this section with a general convention for the rest of the paper. If constraints are given, we assume that the symbol has been modified (if necessary) as above so that the BAS preserves the constraints.

3.3. Examples. In this section we provide a list of examples of equation (38), which arise from linearizing well-known laws of ideal fluid dynamics. In all examples derivation of the principal symbol can be carried out using the standard calculus of PDO. We illustrate it on the Euler equations.

The Euler equations in velocity form, in any spacial dimension $n = d$, are given by

\begin{align}
(37a) \quad u_t + (u \cdot \nabla)u + \nabla p &= 0, \\
(37b) \quad \text{div} \ u &= 0.
\end{align}

Let $u(x)$ be a smooth equilibrium solution of (37). The linearized equation takes the form

$$
f_t = -(u \cdot \nabla)f - (f \cdot \nabla)u - \nabla p,
$$

where $\text{div} \ f = 0$.

Let us rewrite it as follows

$$
(38) \quad f_t = -(u \cdot \nabla)f + (f \cdot \nabla)u - 2(f \cdot \nabla)u - \nabla p.
$$

The first two terms form the Lie bracket of $u$ and $f$, which is divergence-free. Therefore, the Leray projection applies only to the third term. So, the pseudodifferential operator $A$ can be written as

$$
A f(x) = \partial u(x)f(x) - 2 \sum_{k \in \mathbb{Z}^n \setminus \{0\}} \left( \text{id} - \frac{k \otimes k}{|k|^2} \right) (\partial u f)^*(k) e^{ik \cdot x}
$$

$$
= \sum_{k \in \mathbb{Z}^n \setminus \{0\}} \left( 2\frac{k \otimes k}{|k|^2} - \text{id} \right) (\partial u f)^*(k) e^{ik \cdot x}.
$$

We see a composition of two PDOs with symbols $\frac{\xi \otimes \xi}{|\xi|^2}$ and $\partial u(x)$. According to the Composition Formula [37], the symbol of the product is equal to the product of symbols plus a symbol $a_1(x, \xi)$ of class $S^{-1}$. Thus, we obtain a decomposition $a = a_0 + a_1$ with the principal part given by

$$
a_0(x, \xi) = \left( 2\frac{\xi \otimes \xi}{|\xi|^2} - \text{id} \right) \partial u(x).
$$

It is clear that the equation respects the incompressibility constraint.

Similarly, we obtain the following examples.
- Simple transport, 2D Euler for vorticities, Charney-Hasegawa-Mima [44]:

\[ b_t = 0, \]

- Euler for velocities (see [12, 19] and references therein):

\[ b_t = \left( \frac{2 \xi \otimes \xi}{|\xi|^2} - \text{id} \right) \partial u(x)b. \]

- Euler for velocities with Coriolis forcing [43]:

\[ b_t = \left( \frac{2 \xi \otimes \xi}{|\xi|^2} - \text{id} \right) \partial u(x)b + 2 \left( \frac{\xi \otimes \xi}{|\xi|^2} - \text{id} \right) \Omega \times b. \]

- Euler for vorticities [23, 24]:

\[ b_t = \partial u(x)b - \frac{\omega(x) \cdot \xi}{|\xi|^2} \xi \times b. \]

- Euler for vorticities with Coriolis forcing [16]:

\[ b_t = \partial u(x)b - \frac{(\omega(x) + 2\Omega) \cdot \xi}{|\xi|^2} \xi \times b. \]

- Boussinesq approximation [14]:

\[ b_t = \left( \frac{2 \xi \otimes \xi}{|\xi|^2} - \text{id} \right) \partial u(x)b + \left( \text{id} - \frac{\xi \otimes \xi}{|\xi|^2} \right) \nabla \Phi(x), \]

\[ r_t = -b \cdot \nabla \rho_0(x). \]

- Camassa-Holm (Euler-\alpha) [11]:

\[ b_t = \left( \frac{\xi \otimes \xi}{|\xi|^2} - \text{id} \right) \partial u^\top(x)b + \frac{\xi \otimes \xi}{|\xi|^2} \partial u(x)b. \]

- Non-relativistic superconductivity:

\[ b_t = \left( \frac{2 \xi \otimes \xi}{|\xi|^2} - \text{id} \right) \partial u(x)b + \left( \text{id} - \frac{\xi \otimes \xi}{|\xi|^2} \right) B \times b. \]

- Surface quasi-geostrophic equation [7, 13, 32]:

\[ b_t = i \frac{\xi \cdot \nabla \theta(x)}{|\xi|} b. \]

- Kinematic dynamo [2]:

\[ b_t = \partial u(x)b. \]
3.4. **BAS as a dynamical system.** The first two equations in (31) form a Hamiltonian system on the symplectic manifold \( \Omega^n = T^*\mathbb{T}^n \setminus \{0\} \) with the Hamiltonian
\[
H(x, \xi) = u(x) \cdot \xi.
\]
We note that on the torus the cotangent bundle is trivial, i.e. \( T^*\mathbb{T}^n = \mathbb{T}^n \times \mathbb{R}^n \).

The corresponding phase flow defines a Lebesgue-measure preserving transformation of \( \Omega^n \) given by
\[
\chi_t : (x_0, \xi_0) \mapsto (\varphi_t(x_0), \partial \varphi_t^{-\top}(x_0)\xi_0),
\]
where \( \partial \varphi_t(x) \) denotes the Jacobian matrix of \( \varphi_t \), and \( \partial \varphi_t^{-\top}(x) \) is its inverse transpose. In terms of this flow the amplitude equation (31c) can be written as
\[
b_t = a_0(\chi_t(x_0, \xi_0))b.
\]

According to our Remark 3.2, (51) defines a dynamical system on bundle \( \mathcal{F} \) over \( \Omega^n \) with fibers \( \pi^{-1}(x, \xi) = F(\xi) \). The fundamental solution of (51) defines a smooth linear cocycle over the phase flow \( \chi \) (see [35])
\[
\mathbf{B}_t(x_0, \xi_0) : b_0 \mapsto b(t, x_0, \xi_0, b_0),
\]
which maps \( F(\xi_0) \) into \( F(\xi(t)) \). We call it \( b \)-cocycle.

Along with the phase flow \( \chi \) we consider its projectivization, \( \overline{\chi} \), onto the compact space \( \mathbb{K}^n = \mathbb{T}^n \times S^{n-1} \), where \( S^{n-1} \) is the unit sphere in \( \mathbb{R}^n \). The map \( \overline{\chi}_t \) is defined by the rule
\[
\overline{\chi}_t : (x_0, \xi_0) \mapsto \left( \varphi_t(x_0), \frac{\partial \varphi_t^{-\top}(x_0)\xi_0}{|\partial \varphi_t^{-\top}(x_0)\xi_0|} \right).
\]
Since \( a_0 \) is 0-homogenous in \( \xi \), the amplitude equation takes the form
\[
b_t = a_0(\overline{\chi}_t(x_0, \xi_0))b,
\]
and hence the \( b \)-cocycle can be considered over the compact space \( \mathbb{K}^n \) on the projectivized bundle \( \mathcal{F} \).

The exponential growth type of \( \mathbf{B} \) is defined by the maximal Lyapunov exponent
\[
\mu_{\max} = \lim_{t \to \infty} \frac{1}{t} \log \sup_{(x, \xi) \in \mathbb{K}^n} \| \mathbf{B}_t(x, \xi) \|,
\]
where the norm is taken over the fiber \( F(\xi) \). It is also equal to the largest Lyapunov exponent provided by the Multiplicative Ergodic Theorem for all \( \chi \)-invariant measures (see [6, Theorem 8.15]).
3.5. Reduction to $L^2$ and the $b\xi^m$-cocycle. In this section we describe a general procedure that will be used to obtain results concerning spectrum on $H^m_F(\mathbb{T}^n)$ automatically from the case $m = 0$. To this end, we introduce another advective equation

$$f_t = -(u \cdot \nabla)f + A_m f$$

with the right hand side $L_m$ on $L^2_F(\mathbb{T}^n)$ being equivalent to the original $L$ on $H^m_F(\mathbb{T}^n)$ via a similarity relation

$$L_m = M_m LM^{-1}_m,$$

where $M_m$ is an isomorphism between $H^m_F(\mathbb{T}^n)$ and $L^2_F(\mathbb{T}^n)$.

Let $M_m$ be the Fourier multiplier with a smooth scalar non-vanishing symbol equal to $|\xi|^m$ for $|\xi| > 1/2$. Clearly, $M_m : H^m_F(\mathbb{T}^n) \to L^2_F(\mathbb{T}^n)$ is an isomorphism. Consider the operator $L_m$ given by (55). By the Composition Formula for PDO, we have

$$L_m = -(u \cdot \nabla) + A_m$$

where $A_m$ is a PDO with principal symbol given by

$$a_m(x, \xi) = a_0(x, \xi) - m(\partial u^\top (x)\xi, \xi)|\xi|^{-2}\text{id},$$

for all $|\xi| \geq 1$. The corresponding BAS with the amplitude equation

$$b_t = a_m(x, \xi)b$$

defines a new cocycle, called $b\xi^m$-cocycle, given by

$$(B\xi^m)_t (x, \xi) = |\partial_{\xi_t}^\top (x)\xi|^m B_t(x, \xi), \ (x, \xi) \in \Omega^n,$$

where $\xi$ denotes the unit vector $\xi|\xi|^{-1}$. The $b\xi^m$-cocycle is defined on the same vector bundle $\mathcal{F}$, and is 0-homogenous in $\xi$. Thus, everything said about the $b$-cocycle remains valid for the $b\xi^m$-cocycle too.

We note that the similarity relation (55) establishes equivalence of both discrete and essential parts of the spectra. This also concerns the spectra of the corresponding groups. The general procedure will thus be to prove a result in the $L^2$-space, and deduce the case of arbitrary $m \in \mathbb{R}$ by replacing the $b$-cocycle with the $b\xi^m$-cocycle. In particular, we will use the maximal Lyapunov exponent of the $b\xi^m$-cocycle defined analogously to (54),

$$\mu^m_{\text{max}} = \lim_{t \to \infty} \frac{1}{t} \log \sup_{(x, \xi) \in \Omega^n} \| (B\xi^m)_t (x, \xi) \|. $$
4. Essential spectral radius

In this section we establish a formula for the radius of essential spectrum of the semigroup \( G \) on any constrained (or not) Sobolev space.

**Theorem 4.1.** Let \( G \) be the \( C_0 \)-group generated on \( H^m_F(\mathbb{T}^n) \), \( m \in \mathbb{R} \), by equation (53), in which \( u(x) \) is a smooth divergence-free vector field. Then the essential spectral radius of \( G_t \) is given by the formula

\[
\text{r}_{\text{ess}}(G_t) = e^{\mu_{\text{max}} t}, \quad t \geq 0.
\]

As discussed in Section 3.5 it suffices to prove the theorem only in the case \( m = 0 \).

The proof consists of two main parts. First, we describe the microlocal structure of the evolution operator \( G_t \). To this end, let us define the following PDO

\[
S_t f(x) = \sum_{k \in \mathbb{Z}^n \setminus \{0\}} B_t(x, k) \hat{f}(k) e^{ik \cdot x},
\]

and let us put

\[
T_t f = \Pi[(S_t f) \circ \varphi_{-t}].
\]

We will prove the following proposition.

**Proposition 4.2.** The following decomposition holds for all \( t \in \mathbb{R} \)

\[
G_t = T_t + K_t,
\]

where \( K_t \) is a compact operator on \( L^2_F(\mathbb{T}^n) \).

Using Proposition 4.2 and Nussbaum’s formula (22) we can rewrite (58) in terms of the operator \( T_t \):

\[
r_{\text{ess}}(G_t) = \lim_{n \to \infty} \frac{\|G_{nt}\|_c^{1/n}}{1/n} = \lim_{n \to \infty} \frac{\|T_{nt}\|_c^{1/n}}{1/n};
\]

where \( C \) is the Calkin algebra over \( L^2_F(\mathbb{T}^n) \). We now estimate \( \|T_t\|_c \) in terms of \( L^\infty \)-norm of the principal symbol of \( S_t \), which is the \( b \)-cocycle:

\[
\Upsilon(t) = \sup_{(x, \xi) \in \mathbb{K}^n} \|B_t(x, \xi)\|
\]

where as usual the norm in understood over the constraint fiber \( F(\xi) \). Notice that by (54) we have \( \mu_{\text{max}} = \lim_{t \to \infty} \frac{1}{t} \log \Upsilon(t) \). We will prove the following proposition.

**Proposition 4.3.** There exists a constant \( C > 0 \) such that the following inequalities hold for all \( t \in \mathbb{R} \)

\[
\Upsilon(t) \leq \|T_t\|_c \leq C \Upsilon(t).
\]
Thus, we obtain
\[
\lim_{n \to \infty} \|T_{nt}\|_C^{1/n} = \lim_{n \to \infty} (\Upsilon(nt))^{1/n} = \left( \lim_{\tau \to \infty} \Upsilon(\tau) \right)^{1/\tau} = e^{\mu_{\text{max}} t}.
\]

Combining this line with (62) finishes the proof of Theorem 4.1.

Now we prove the above propositions. The proof of Proposition 4.2 uses only basic calculus of PDO (see Shubin [37] or Hörmander [17]). Proposition 4.3 is a consequence of the classical result of Seeley [36] on isomorphism between the algebra of PDO of order 0 modulo compact operators and the algebra of symbols.

Proof of Proposition 4.2. It suffices to consider the case without any constraints. Indeed, if there are constraints imposed on (8), then by “forgetting” about them we can extend \( G \) to all \( L^2(T^n) \). Then by the assumption, (61) holds for the extended group. Applying the projection \( \Pi \) and restricting (61) to \( L^2_F(T^n) \) we obtain (61) in the general case.

So, let us assume \( \Pi \equiv \text{Id} \). Then the operator \( T_t \) takes the form
\[
T_t f = (S_t f) \circ \varphi_{-t}.
\]
By a straightforward computation, we have
\[
(65) \quad \frac{d}{dt} T_t f(x) = -(u(x) \cdot \nabla) T_t f(x) + \left( \frac{d}{dt} S_t f \right)(\varphi_{-t}(x)).
\]
Using the amplitude equation (31c), we expand the last term in (65) as follows
\[
(66) \quad \left( \frac{d}{dt} S_t f \right)(\varphi_{-t}(x)) = \sum_{k \in \mathbb{Z}^n \setminus \{0\}} a_0(\varphi_t(y), \partial \varphi_{-t}^\top(y) k) \cdot B_t(y, k) \hat{f}(k) e^{ik \cdot y |_{y=\varphi_{-t}(x)}}.
\]

Our objective now is to compare this expression with \( AT_t f \). Let us denote \( g = S_t f \). One has
\[
(67) \quad AT_t f(x) = A(g \circ \varphi_{-t}) = (A'g) \circ \varphi_{-t},
\]
where \( A' \) is a PDO with a semiclassical symbol \( a' \in \mathcal{S}^0 \). By the Change of Variables Formula, there is a symbol \( a'_t \in \mathcal{S}^{-1} \) such that
\[
a'(\varphi_{-t}(x), \xi) = a_0(x, \partial \varphi_{-t}^\top(x) \xi) + a'_t(x, \xi).
\]
Using the identity \( \partial \varphi_{-t}^\top(x) = \partial \varphi_t^\top(\varphi_{-t}(x)) \), we can rewrite the previous as follows
\[
(68) \quad a'(\varphi_{-t}(x), \xi) = a_0(\varphi_t(y), \partial \varphi_t^\top(\varphi_{-t}(x)) |_{y=\varphi_{-t}(x)}) + a'_t(x, \xi).
\]
Continuing (67), we obtain
\[ \mathbf{A} T_t f(x) = \sum_{k \in \mathbb{Z}^n \setminus \{0\}} a'(\varphi_{-t}(x), k) \hat{g}(k) e^{ik \cdot \varphi_{-t}(x)} \]
\[ = \sum_{k \in \mathbb{Z}^n \setminus \{0\}} a_0(\varphi_t(y), \partial \varphi_t^{-\top}(y) k) \hat{g}(k) e^{ik \cdot y} |_{y = \varphi_{-t}(x)} \]
\[ + C_1^{(1)}(\varphi_{-t}(x)), \]
where \( C_1^{(1)} \) is a PDO of class \( \mathcal{L}^{-1} \). Evidently, the symbol of \( C_1^{(1)} \) is smooth in time.

The principal term in (69) involves a composition of two PDOs with symbols \( a_0(\varphi_t(y), \partial \varphi_t^{-\top}(y) \xi) \) and \( B_t(y, \xi) \), while the right hand side of (69) involves a single PDO with the product of the symbols. By the Composition Formula the difference of (66) and (69) is a PDO \( C_1^{(2)} \in \mathcal{L}^{-1} \) composed with the flow map \( \varphi_{-t}(x) \). It also follows from this argument that the symbol of \( C_1^{(2)} \) is smooth in time.

Thus, we have shown that
\[ \left( \frac{d}{dt} S_t f \right) \circ \varphi_{-t} - \mathbf{A} T_t f = (C_1^{(2)} f) \circ \varphi_{-t}. \]

Going back to (65), we obtain
\[ \frac{d}{dt} T_t f = -(u \cdot \nabla) T_t f + \mathbf{A} T_t f + (C_1^{(2)} f) \circ \varphi_{-t} = \mathbf{L} T_t f + (C_1^{(2)} f) \circ \varphi_{-t}. \]

By Duhamel’s Principle,
\[ T_t f = G_t f + \int_0^t G_{t-s} [(C_1^{(2)} f) \circ \varphi_{-s}] ds. \]

Let us put
\[ K_t f = - \int_0^t G_{t-s} [(C_1^{(2)} f) \circ \varphi_{-s}] ds. \]

Since the family of operators under the integral is strongly continuous in \( s \) and compact, \( K_t \) is a compact operator (the proof of this fact can be found in [10, p. 164]). □ □

\( \text{of Proposition 4.3} \). Let us note that in the constraint-free case we have \( \| T_t \|_{\mathcal{C}} = \| S_t \|_{\mathcal{C}} \). Inequalities (64) then follow from the classical result of Seeley [36] on isomorphism of the subalgebra of PDO’s in \( \mathcal{C} \) and the space of 0-homogenous symbols.

To extend the result to arbitrary frequency constraints we consider the trivial extension of \( \mathcal{B}_t \) to all of \( \mathbb{C}^d \) acting by the rule \( \mathcal{B}_t^0(x, \xi) b = \)
$B_t(x, \xi)p(\xi)b$. Let us define the corresponding PDO:

$$S_t^0 f = \sum_{k \in \mathbb{Z}^n\setminus\{0\}} B_t^0(x, k) \hat{f}(k)e^{ik \cdot x} : L^2(\mathbb{T}^n) \to L^2(\mathbb{T}^n).$$

According to Seeley, $\|S_t^0\|_{c(L^2)} \cong T(t)$, because $\|B_t\| = \|B_t^0\|$. So, it suffices to show that $\|S_t^0\|_{c(L^2)} = \|T_t\|_{c(L^2)}$.

Let us observe that the inequality $\|S_t^0\|_{c(L^2)} \geq \|T_t\|_{c(L^2)}$ follows trivially by restriction and projection. To prove the opposite inequality we claim that the operator

$$(72) \quad f \to (\text{Id} - \Pi)([S_t^0 f] \circ \varphi_{-t}] : L^2(\mathbb{T}^n) \to L^2(\mathbb{T}^n)$$

is compact.

Indeed, consider the constraint-free extension of $G$ to $L^2(\mathbb{T}^n)$ as discussed previously. We denote it by $G^\text{ext}$. Let us also denote $B_t^\text{ext}$ the corresponding cocycle obtained as the fundamental solution of (31c) without the constraint condition $b \in F(\xi)$. By Proposition 4.2 we have

$$(73) \quad G_t^\text{ext} = T_t^\text{ext} + \text{compact}$$
on $L^2(\mathbb{T}^n)$, where

$$T_t^\text{ext} = (S_t^\text{ext} f) \circ \varphi_{-t},$$

$$S_t^\text{ext} f = \sum_{k \in \mathbb{Z}^n\setminus\{0\}} B_t^\text{ext}(x, k) \hat{f}(k)e^{ik \cdot x}.$$Restricting (73) to $L^2(\mathbb{T}^n)$ and applying $\text{Id} - \Pi$ we obtain, by invariance,

$$(72) \quad (\text{Id} - \Pi)([S_t f] \circ \varphi_{-t}] + \text{compact} : L^2_\mathbb{F} \to L^2.$$Since $S_t^0$ is the trivial extension of $S_t$ it follows that (72) is compact.

Now let us fix any $\varepsilon > 0$, and find a compact operator $K : L^2_\mathbb{F} \to L^2_\mathbb{F}$ such that

$$\|T_t + K\|_{L^2_\mathbb{F}} \leq \|T_t\|_{c(L^2_\mathbb{F})} + \varepsilon.$$Let us extend $K$ to all of $L^2$ by 0 on the complement of $L^2_\mathbb{F}$, and denote the extension by $K^0$. Then

$$\|\Pi[S_t^0(\cdot) \circ \varphi_{-t}] + K^0\|_{L^2} = \|T_t + K\|_{L^2_\mathbb{F}}.$$Writing

$$S_t^0(\cdot) \circ \varphi_{-t} = \Pi[S_t^0(\cdot) \circ \varphi_{-t}] + (\text{Id} - \Pi)[S_t^0(\cdot) \circ \varphi_{-t}]$$and using our claim we conclude

$$\|S_t^0\|_{c(L^2)} = \|S_t^0(\cdot) \circ \varphi_{-t}\|_{c(L^2)} \leq \|\Pi[S_t^0(\cdot) \circ \varphi_{-t}] + K^0\|_{L^2}$$

$$= \|T_t + K\|_{L^2_\mathbb{F}} \leq \|T_t\|_{c(L^2_\mathbb{F})} + \varepsilon.$$
This finishes the proof of Proposition 4.3.

4.1. Shortwave asymptotics. We can use the explicit representation of the compact term in (61) given by (71) to justify asymptotic formula (26) for the geometric optics solutions. Taking into account the constraints, we consider initially

\[ f_\delta = \Pi[b_0 h_0(x) e^{\xi_0 x/\delta}], \quad b_0 \in F(\xi_0), \quad \delta \ll 1. \]

From (71) we can see that the integral involves a continuous family of pseudodifferential operators of class \( L^{-1} \). Consequently, by Theorem 3.1, \( K_t f_\delta \) decays like \( O(\delta) \).

Applying Theorem 3.1 again to the pseudodifferential operator \( S_t \) we obtain the asymptotics of \( T_t f_\delta \). Thus, one has the following formula, as \( \delta \to 0 \),

\[ G_t f_\delta(x) = B_t(\varphi_{-t}(x), \xi_0) b_0 h_0(\varphi_{-t}(x)) e^{\xi_0 \varphi_{-t}(x)/\delta} + O(\delta), \]

where the constant in the \( O \)-term depends on \( t \) and smoothness of \( h_0 \).

One is also interested in the size of time interval on which (75) holds. Sacrificing \( O(\delta) \) to a slower term like \( O(\sqrt{\delta}) \), we can show that (75) holds for all \( t \in [0, -c \log \delta] \) with \( c > 0 \), and \( O \) independent of \( t \).

Indeed, the \( \delta \)-order term in \( T_t f_\delta \) is bounded by the supremum of the \( \xi \)-derivative of the \( b \)-cocycle. Since the \( b \)-cocycle solves the amplitude equation (31c), \( \partial_\xi B_t \) solves

\[ \frac{d}{dt} \partial_\xi B_t = \partial_\xi a_0 B_t + a_0 \partial_\xi B_t. \]

Thus, the norm of \( \partial_\xi B_t \) grows at most exponentially. Similar analysis can be made for the \( \delta \)-order term arising from \( K_t \).

So, we obtain

\[ G_t f_\delta(x) = B_t(\varphi_{-t}(x), \xi_0) b_0 h_0(\varphi_{-t}(x)) e^{\xi_0 \varphi_{-t}(x)/\delta} + e^{Ct} O(\delta), \]

for some \( C > 0 \), and \( O \) independent of time. We can choose \( c \) to be \( (2C)^{-1} \).

4.2. Unbounded domains. In the case of unbounded domains, e.g. \( \mathbb{R}^n \) or flow channel \( \mathbb{R} \times [-L, L] \), the integral (or mixed) analogue of pseudodifferential operators has to be used in the formulation of (8). As we have seen, the proof of Proposition 4.2 uses only basic theorems of pseudodifferential calculus, and those apply for unbounded domains too. Thus, the asymptotic formula (75) remains valid. From it we deduce the lower bound on the radius:

\[ r_{\text{ess}}(G_t) \geq e^{\mu_{\max} t}. \]
In the case of the open space \( \mathbb{R}^n \) the formula (58) was proved by Vishik in an unpublished version of [45] under the assumption of vanishing velocity at infinity. However, in general the proof of the lower bound breaks down due to non-compactness of PDO from class \( \mathcal{L}^{-1} \).

In fact, we will show that for the Euler equation on the 2D flow channel \( \mathbb{R} \times [-1, 1] \) formula (58) fails.

We use recent results of Z. Lin [28] as our starting point.

Let 
\[
    u(x, y) = \langle U(y), 0 \rangle, \quad x \in \mathbb{R}, \ y \in [-1, 1],
\]
be a steady parallel shear flow with inflectional profile \( U(y) \) satisfying the conditions of [28]. It is proved that the eigenvalue problem for the 2D Euler in vorticity formulation
\[
    \sigma f = Lf = -(u \cdot \nabla)f - (\text{curl}^{-1} f \cdot \nabla)\omega
\]
has exact channel wave solutions
\[
    f = \Delta(\psi(y)e^{i\alpha x})
\]
for all \( \sigma \in [0, \sigma_0) \), where \( \sigma_0 > 0 \). Here \( \psi \) is a function from \( H^2([-1, 1]) \) with \( \psi(\pm 1) = 0 \).

We denote by \( X \) the \( L^2 \)-space over the channel with periodic boundary conditions on the walls and mean zero condition in the \( y \)-direction. On this space \( \text{curl}^{-1} \) is well-defined, so \( L \) generates a \( C_0 \)-semigroup.

The normal modes (78) constructed by Z. Lin have infinite energy. In order to put them into \( X \) we use a truncation procedure, which replaces the exact identity (77) by approximate identities, turning each \( \sigma \) into an approximate eigenvalue.

Let \( f \) be the normal mode (78) satisfying (77). Let \( \gamma_N \) be a smooth function with \( \gamma_N(x) = 1 \) for \( |x| \leq N \), and \( \gamma_N(x) = 0 \) for \( |x| > N + 1 \), and \( \gamma_N', \gamma_N'', \gamma_N''' \) being uniformly bounded functions. Put
\[
    f_N = \Delta(\psi(y)\gamma_N(x)e^{i\alpha x}).
\]
Then
\[
    f_N(x, y) = f(x, y)\gamma_N(x) + \psi(y)\gamma_N'(x)e^{i\alpha x} + 2i\alpha\psi(y)\gamma_N'(x)e^{i\alpha x}.
\]

Using (80), one obtains the following identity
\[
    Lf_N = \gamma_NLf + g_N,
\]
where \( g_N(x, y) \) is a smooth function supported in \( N \leq |x| \leq N + 1 \) and uniformly bounded in \( N \). On the other hand, from (80) we see that
\[
    f_N = \gamma_Nf + h_N,
\]
where \( h_N \) possesses similar properties. Thus, we obtain
\[
    \sigma f_N - Lf_N = \sigma h_N - g_N,
\]
and hence,

$$\|\sigma f_N - L f_N\| \cdot \|f_N\|^{-1} < C \|f_N\|^{-1}.$$ 

It follows from (80) that $\|f_N\| \sim N^{1/2}$. So, the sequence $\{f_N\|f_N\|^{-1}\}_{N=1}^{\infty}$ is a sequence of approximate eigenfunctions for $\sigma$.

This shows that the unstable essential spectrum of the generator, and hence, that of the semigroup, is not empty on $X$. On the other hand, we can see from (40) that $\mu_{\text{max}} = 0$.

### 4.3. Applications to instability.

In this section we indicate several applications of Theorem 4.1 to instability. We recall that a steady state $u$ is linearly unstable if the corresponding semigroup $G$ is unbounded. A simple sufficient condition for instability of $u$ follows directly from Propositions 4.2, 4.3, and their Sobolev space analogues as explained in Section 3.5. We have

$$\|G_t\|_{H^m(F(T^n))} \geq \|G_t\|_{C} \geq \sup_{(x,\xi) \in \mathbb{K}^n} \|(BX^m)_t(x,\xi)\|.$$ 

Hence, we obtain the following corollary.

**Corollary 4.4.** The steady state $u \in C^\infty(\mathbb{T}^n)$ is unstable in $H^m_\mathcal{F}(\mathbb{T}^n)$ if the product

$$|b(t,x_0,\xi_0,b_0)| \cdot |\xi(t,x_0,\xi_0)|^m$$

is unbounded in $t > 0$ for at least one set of initial data $(x_0,\xi_0) \in \mathbb{K}^n$, $b_0 \in F(\xi_0)$.

An actual unstable mode $f \in H^m_\mathcal{F}(\mathbb{T}^n)$ such that $\|G_t f\| \to \infty$ can be constructed explicitly. We postpone the details of this construction to a later text.

Another consequence of (81) is a sufficient condition for exponential instability in the metric of $H^m_\mathcal{F}(\mathbb{T}^n)$, namely, $\mu_{\text{max}}^m > 0$. This condition is satisfied, for instance, by any flow $u$ with exponential stretching of trajectories, provided $|m|$ is sufficiently large. We will show now that for most important equations of type (8) on divergence-free fields, exponential stretching in the flow $u$ implies $\mu_{\text{max}} > 0$, which means instability already in the energy space. Our proof is based on a generalization of the conservation law found by Friedlander and Vishik for the BAS arising from the Euler equation [15].

According to our convention stated in Remark 3.2, we assume that the symbol $a_0$ has been transformed by the rule (36). One can easily see that every such symbol is invariant with respect to subsequent applications of the transformation (36). This implies the identity

$$\langle \partial u(x) \xi, \xi \rangle = \langle a_0(x) \xi, \xi \rangle.$$
We use the following notation
\[ \langle v_1, v_2, \ldots, v_n \rangle = \det [v_1, v_2, \ldots, v_n] , \]
where the determinant is composed of column-vectors \( v_i \in \mathbb{C}^n \).

**Theorem 4.5.** Suppose that the BAS \( (31) \) preserves the incompressibility constraint \( b \perp \xi \). Let \( b_1, b_2, \ldots, b_{n-1} \) be any \( n-1 \) linearly independent solutions of the amplitude equation over a common initial point \( (x_0, \xi_0) \); and let \( \xi \) be the corresponding solution of the frequency equation. Then the quantity
\[ \langle b_1, \ldots, b_{n-1}, \xi \rangle |\xi|^2 \exp \left\{ -\int_0^t \text{Tr} \ a_0(x(s), \xi(s)) ds \right\} \]
is independent of \( t \).

**Proof.** We start by computing the derivative
\[
\frac{d}{dt} \langle b_1, \ldots, b_{n-1}, \xi \rangle = \langle a_0 b_1, \ldots, b_{n-1}, \xi \rangle + \ldots
\]
\[ + \langle b_1, \ldots, a_0 b_{n-1}, \xi \rangle + \langle b_1, \ldots, b_{n-1}, -\partial u^\top \xi \rangle. \]
We can replace the vector \( -\partial u^\top \xi \) in the last determinant without changing it by any other vector that is equal to \( -\partial u^\top \xi \) modulo \( F(\xi) \). In particular, we can use
\[ \partial u^\top \xi - 2 \xi \otimes \frac{\xi}{|\xi|^2} \partial u^\top \xi. \]
Furthermore, we can replace the first term \( \partial u^\top \xi \) in (86) by \( a_0 \xi \) since their orthogonal projections to the line spanned by \( \xi \) are equal, as relation (82) shows. To the second term in (86) we apply the identity
\[ -2 \xi \otimes \frac{\xi}{|\xi|^2} \partial u^\top \xi = \xi \frac{d}{dt} (\ln |\xi|^2). \]
After these changes we have
\[ \langle b_1, \ldots, b_{n-1}, -\partial u^\top \xi \rangle = \langle b_1, \ldots, b_{n-1}, a_0 \xi \rangle + \langle b_1, \ldots, b_{n-1}, \xi \rangle \frac{d}{dt} (\ln |\xi|^2). \]
Continuing from (85) we obtain
\[
\frac{d}{dt} \langle b_1, \ldots, b_{n-1}, \xi \rangle = (\text{Tr} \ a_0 + \frac{d}{dt} (\ln |\xi|^2)) \langle b_1, \ldots, b_{n-1}, \xi \rangle.
\]
The result now follows by integration. \qed

The traces can be computed directly in all the examples listed in Section 3.3 that are subject to the incompressibility constraint. This yields the following conservation laws.
• Euler for velocities (with or without Coriolis forcing), Camassa-Holm:

\[ \langle b_1, \ldots, b_{n-1}, \xi \rangle \equiv \text{const}. \tag{87} \]

• 3D Euler for vorticities (with or without Coriolis forcing), kinematic dynamo, superconductivity:

\[ \langle b_1, \ldots, b_{n-1}, \xi \rangle |\xi|^{-2} \equiv \text{const}. \tag{88} \]

**Theorem 4.6.** The equations listed above generate exponentially unstable semigroups on \( L^2_{\text{div}}(T^n) \), provided \( u(x) \) has exponential stretching of trajectories.

**Proof.** Since \( \text{Tr} \partial u^\top = 0 \), there must exist exponentially growing and exponentially decaying solutions to the \( \xi \)-equation (31b).

In the case of (87) we choose a decaying solution \( \xi(t) \). By the conservation law, there must exist an exponentially growing solution to the amplitude equation, and hence \( \mu_{\text{max}} > 0 \).

In the case of (88) we choose a growing solution \( \xi(t) \). \qed

5. General inclusion theorem

We continue our discussion with more details on the structure of the essential spectrum. As we see from Theorem 4.1, the maximal Lyapunov exponent of the \( b_\xi^m \)-cocycle contribute a point to the spectrum. In [42] it was observed that any other Lyapunov exponent contributes a point in the same way. In this section we show that, in fact, the entire dynamical spectrum of the \( b_\xi^m \)-cocycle exponentiates into \( |\sigma_{\text{ess}}(G_t)| \) (Theorem 5.3). Under certain aperiodicity assumption on the basic flow \( \varphi \) we prove that points from \( \Sigma_m \) generate circles in \( \sigma_{\text{ess}}(G_t) \) (Theorem 5.4).

Similar results will be obtained for the spectrum of the generator \( L \) (Theorem 5.6). In this case we consider the dynamical spectrum of the cocycle restricted to the submanifold \( u(x) \cdot \xi = 0 \). This condition has already been used in [20] and its necessity was indicated in [39].

First let us briefly recall general definitions and results from the theory of linear cocycles. Details can be found in [6, 35].

5.1. Cocycles, dynamical spectrum, and Mañe sequences. Let \( \Theta \) be a locally compact metric space countable at infinity (such as \( \Omega^n \) and \( K^n \)), and let \( E \) be a finite-dimensional vector bundle over \( \Theta \) with projection \( \pi : E \rightarrow \Theta \). We consider a continuous flow of homeomorphisms on \( \Theta, \varphi = \{ \varphi_t \}_{t \in \mathbb{R}}, \) and a linear strongly continuous exponentially bounded cocycle \( \Phi = \{ \Phi_t(\theta) \}_{t \in \mathbb{R}, \theta \in \Theta} \) over \( \varphi \) (a linear extension of \( \varphi \)).
We say that the cocycle $\Phi$ is **exponentially dichotomic** if there exists a continuous projection-valued function $P(\theta) : \pi^{-1}(\theta) \to \pi^{-1}(\theta)$, $\theta \in \Theta$, and constants $M > 0$ and $\varepsilon > 0$ such that

1) $P(\varphi_t(\theta))\Phi_t(\theta) = \Phi_t(\theta)P(\theta)$;
2) $\|\Phi_t(\theta)P(\theta)\| \leq Me^{-\varepsilon t}$, $t > 0$;
3) $\|\Phi_t(\theta)(\text{Id} - P)(\theta)\| \leq Me^{\varepsilon t}$, $t < 0$.

A point $\lambda \in \mathbb{R}$ is said to belong to the **dynamical spectrum** of $\Phi$ if the rescaled cocycle $e^{-\lambda t}\Phi_t$ is not exponentially dichotomic. We denote the dynamical spectrum of $\Phi$ by $\Sigma_\Phi$. A well-known theorem of Sacker and Sell [35] states that for any cocycle $\Phi$ over a compact space $\Theta$, its spectrum $\Sigma_\Phi$ consists of the union of a finite number of disjoint intervals

(89) $\Sigma_\Phi = [r_{-1}^-, r_{-1}^+] \cup \ldots \cup [r_p^-, r_p^+]$,

where the number of intervals $p$ does not exceed dimension of the vector bundle $\mathcal{E}$. The end-points $r_{-1}^-$ and $r_p^+$ are, respectively, the minimal and the maximal Lyapunov exponents of the cocycle, while all the other Lyapunov exponents (even indexes) belong to $\Sigma_\Phi$. [18].

We now state a characterization of the dynamical spectrum in terms of so-called Mañé sequences. This result can be deduced from works [1, 21], although it has not been explicitly stated. We refer the reader to [38] for an alternative self-contained proof and generalizations to the infinite-dimensional case. First let us recall the notion of a Mañé sequence introduced in [22] (see also [6]).

**Definition 5.1.** A sequence of pairs $\{(\theta_n, v_n)\}_{n=1}^\infty$, where $\theta_n \in \Theta$ and $v_n \in \pi^{-1}(\theta_n)$, is called a **Mañé sequence** of the cocycle $\Phi$ if $\{v_n\}_{n=1}^\infty$ is bounded and there are constants $C > 0$ and $c > 0$ such that

(90a) $|\Phi_n(\theta_n)v_n| > c$,
(90b) $|\Phi_t(\theta_n)v_n| < C$, for all $0 \leq t \leq 2n$,

for all $n \in \mathbb{N}$.

**Theorem 5.2.** For any cocycle $\Phi$ the following are equivalent:

(i) $\lambda \in \Sigma_\Phi$;
(ii) There is a Mañé sequence either for the cocycle $\{e^{-\lambda t}\Phi_t\}_{t \in \mathbb{R}}$ or its dual.

Here by dual cocycle we understand the cocycle over the inverse flow $\varphi_{-t}$ given by $\Phi_{-t}^*(\theta)$, where $-\ast$ denotes the inverse of adjoint.

We also recall that if the underlying space $\Theta$ is compact, existence of a Mañé sequence is equivalent to existence of a Mañé point introduced
The latter is a point \( \theta_0 \in \Theta \) for which there exists a (Mañe) vector \( v_0 \in \pi^{-1}(\theta_0) \) such that
\[
\sup_{t \in \mathbb{R}} |\Phi_t(\theta_0)v_0| < +\infty.
\]

We present the proof of this simple fact here as it will be used later in the text.

Let \( \{(\theta_n, v_n)\}_{n=1}^{\infty} \) be a Mañe sequence for a cocycle \( \Phi \). Since \( \Theta \) is compact, we may assume that \( \varphi_n(\theta_n) \to \theta_0 \) and \( \Phi_n(\theta_n)v_n \to v_0 \). Then, by (90b),
\[
|\Phi_t(\theta_0)v_0| = \lim_{n \to \infty} |\Phi_t(\varphi_n(\theta_n))\Phi_n(\theta_n)v_n| = \lim_{n \to \infty} |\Phi_{t+n}(\theta_n)v_n| \leq C,
\]
for all \( t \in \mathbb{R} \).

Conversely, if \( \theta_0 \) is a Mañe point with Mañe vector \( v_0 \), then
\[
\theta_n = \varphi_{-n}(\theta_0), \quad v_n = \Phi_{-n}(\theta_0)v_0
\]
defines a Mañe sequence.

5.2. Essential spectrum of the group. We now present results concerning the essential spectrum of the group \( G \).

We denote by \( \Sigma_m \) the dynamical spectrum of the \( b\xi^m \)-cocycle. According to the above \( \mu_m^{\text{max}} \) is the maximal element of \( \Sigma_m \), while \( \mu_m^{\text{min}} \) will denote the minimal element. If \( m = 0 \) we simply write \( \Sigma, \mu_{\text{max}}^{\text{max}}, \mu_{\text{min}}^{\text{min}} \).

Theorem 5.3. Let \( G \) be the \( C_0 \)-group generated by equation (8) on \( H_{\mathbb{F}}^m(\mathbb{T}^n), m \in \mathbb{R} \). Then the following inclusions hold:
\[
\exp\{t\Sigma_m\} \subset |\sigma_{\text{ess}}(G_t)| \subset \exp\{t[\mu_{\text{min}}^m, \mu_{\text{max}}^m]\}.
\]

Proof. According to Section 3.3 we can assume, without loss of generality, that \( m = 0 \).

In view of Theorem 4.1 we have \( |\sigma_{\text{ess}}(G_t)| \leq e^{\mu_{\text{max}}^t} \). On the other hand, passing to the inverse operator, we get the identity
\[
\sigma_{\text{ess}}(G_t) = \sigma_{\text{ess}}(G_{-t})^{-1}.
\]
Notice that \( \{G_{-t}\}_{t \in \mathbb{R}} \) is the \( C_0 \)-group generated by \(-L\). The corresponding amplitude equation is given by
\[
b_t = -a_0(\chi_{-t}(x_0, \xi_0))b.
\]
Its solutions define the inverse \( b \)-cocycle \( B_{-t}, \) whose dynamical spectrum is equal to \(-\Sigma\). So, the maximal element in this spectrum is \(-\mu_{\text{min}}\). Using Theorem 4.1 we arrive at the formula \( r_{\text{ess}}(G_{-t}) = e^{-\mu_{\text{min}}^t} \). In view of (92), this completes the proof of the right inclusion in (92).

Now let \( \mu \in \Sigma \). We can assume by rescaling that \( \mu = 0 \).
Since $0 \in \Sigma$, according to Theorem 5.2 there is a Mañe sequence either for the $b$-cocycle or for its dual. It is easy to see that the dual $b$-cocycle arises from the dual group $G^*$ in the same manner as the $b$-cocycle arises from $G$. Since the essential spectra of $G^*$ and $G$ are complex conjugate to each other, there is no loss of generality to assume that there exists a Mañe sequence for the $b$-cocycle. Let us denote it by $\{(x_n, \xi_n), b_n\}_{n=1}^{\infty}$, where $b_n \in F(\xi_n)$.

We now introduce a two-parameter family of functions. Let $I_{U_n}(x)$ be a smoothed characteristic function of a small open neighborhood $U_n$ containing $x_n$. Let us define

$$f_{n, \delta}(x) = b_n|U_n|^{-1/2}I_{U_n}(x)e^{i\xi_n \cdot x/\delta},$$

$$g_{n, \delta} = \Pi f_{n, \delta}.$$  

By asymptotic formula (75), we obtain for each $n \in \mathbb{N}$

$$G_n g_{n, \delta}(x) = B_n(\varphi_n(x), \xi_n)b_n \frac{I_{U_n}(\varphi_n(x))}{|U_n|^{1/2}} e^{i\xi_n \cdot \varphi_n(x)/\delta} + O(\delta),$$

$$G_{2n} g_{n, \delta}(x) = B_{2n}(\varphi_{2n}(x), \xi_n)b_n \frac{I_{U_n}(\varphi_{2n}(x))}{|U_n|^{1/2}} e^{i\xi_n \cdot \varphi_{2n}(x)/\delta} + O(\delta).$$

In view of these identities we can choosing $U_n$ sufficiently small so that

$$\|G_n g_{n, \delta}\| > c/2 \quad \text{and} \quad \|G_{2n} g_{n, \delta}\| < 2C,$$

for every $n \in \mathbb{N}$ and $\delta < \delta_n$, where $c$ and $C$ are as in Definition 5.1.

Let us show now that $1 \in \sigma_{\text{ess}}(G_n)$. Indeed, suppose this is not true. Then $L^2$ admits splitting $L^2 = X_s \oplus X_c \oplus X_u$ into spectral subspaces corresponding to the part the spectrum inside, on, and outside the unit ball, respectively. In addition, $X_c$ is finite-dimensional. Let

$$g_{n, \delta} = g_{n, \delta}^s + g_{n, \delta}^c + g_{n, \delta}^u$$

be the corresponding decomposition of $g_{n, \delta}$. Since $g_{n, \delta} \to 0$ weakly as $\delta \to 0$ for each fixed $n$, we obtain $\lim_{\delta \to 0} \|g_{n, \delta}^c\| = 0$. Hence, by (94) for sufficiently small $\delta$, we have

$$\|G_n g_{n, \delta}'\| > c/2 \quad \text{and} \quad \|G_{2n} g_{n, \delta}'\| < 2C,$$

where $g_{n, \delta}' = g_{n, \delta}^s + g_{n, \delta}^u$. Let us fix a $\delta$ for each $n$ so that inequalities (95) hold.

Since the exponential type of $G_{-t}$ on $X_u$ is negative, there are $\varepsilon > 0$ and $M > 0$ such that $\|G_{-t}g\| \geq Me^{\varepsilon t}\|g\|$ on $X_u$. This implies

$$\|G_{2n} g_{n, \delta}'\| \geq C\|G_{2n} g_{n, \delta}^u\| \geq CM e^{\varepsilon n}\|G_n g_{n, \delta}^u\|.$$  

Using (95) it follows that $\|G_n g_{n, \delta}^u\| \leq C_1 e^{-\varepsilon n}$. Then

$$\|G_n g_{n, \delta}'\| \leq C_2(\|G_n g_{n, \delta}^s\| + \|G_n g_{n, \delta}^u\|) \leq C_3 e^{-\varepsilon n}.$$
This contradicts (95) and hence finishes the proof of the first inclusion in (92).

So far we have imposed no assumption on the basic flow \( \varphi \). However, the presence of long orbits in \( \varphi \) entails the property of rotational invariance of the spectrum, as we will see from our next result. Similar result for the Mather evolution semigroup generated by the cocycle is well-known (see [6] and references therein). In spite of representation (61), which implies certain resemblance with the Mather semigroup, such a result for the infinite-dimensional group \( G \) is not immediate and requires a separate argument.

In the statement of the theorem we use the concept of a Mañé point. As we noted in Section 5.1 in the case of a compact space Mañé points and Mañé sequences can be used interchangeably. Thus, for the \( b\xi^m \)-cocycle considered over \( \mathbb{K}^n \) both become available.

**Theorem 5.4.** Let \( G \) be the \( C_0 \)-group generated by equation (8) on \( H^k_F(\mathbb{T}^n) \), and let \( \mu \in \Sigma_m \). Suppose that there exists a point \((x_0, \xi_0) \in \Omega^n\) such that

(i) \((x_0, \xi_0)\) is a Mañé point for the rescaled \( b\xi^m \)-cocycle \( e^{-\mu t}B\xi^m_t \), or its dual;

(ii) for every given \( N > 0 \) any open neighborhood of \( x_0 \) intersects an \( \varphi \)-orbit of period greater than \( N \).

Then the following inclusion holds:

\[
\mathbb{T} \cdot e^{\mu t} \subset \sigma_{\text{ess}}(G_t).
\]

If every point of the torus satisfies hypothesis (ii), then the flow \( \varphi \) is called **aperiodic**. Thus, from Theorems 5.3 and 5.4 we obtain the following corollary.

**Corollary 5.5.** If the flow \( \varphi \) is aperiodic, then the following inclusion holds:

\[
\mathbb{T} \cdot e^{\Sigma_m} \subset \sigma_{\text{ess}}(G_t).
\]

of Theorem 5.4. In view of the reduction argument presented in Section 3.5 we may assume that \( m = 0 \).

For definiteness, we assume that there exists a Mañé point \((x_0, \xi_0)\) and Mañé vector \( b_0 \in F(\xi_0) \) corresponding to the \( b \)-cocycle. In the dual situation we carry out the argument for the adjoint semigroup using the correspondence between \( G^* \) and the dual of \( B \) pointed out in the proof of Theorem 5.3.

Also, by rescaling, we can assume that \( \mu = 0 \).

We proceed in several steps.

**Step 1. Construction of approximate eigenfunctions.**
We construct a sequence of approximate eigenfunctions for \( G_t \) in the geometric optics form

\[
    f(x) = b(x)e^{iS(x)/\delta} + O(\delta), \quad \delta \ll 1,
\]

with the amplitude \( b(x) \) supported in a flow-box stretched along an orbit of large period passing near \( x_0 \). We let both \( b \) and \( S \) propagate along this orbit according to their respective evolution laws defined by the BAS. Several preliminary geometric conditions will have to be settled in order to properly carry out the construction.

First, by the assumption on \( x_0 \), for any given \( N > 0 \) we can choose a point \( x_N \in \mathbb{T}^n \) in a vicinity of \( x_0 \) so that the period of \( x_N \) is greater than \( 2N + 2 \). Second, by taking a small perturbation of \( \xi_0 \), if necessary, we can replace \( \xi_0 \) by a \( \xi_N \) which is not orthogonal to \( u(x_N) \). In addition, we choose \((x_N, \xi_N)\) so close to the Mañé point \((x_0, \xi_0)\) that

\[
    \sup_{-N \leq t \leq N} |B_t(x_N, \xi_N)b_0| \leq C_1,
\]

holds for some \( C_1 > 0 \) independent of \( N \) (see (91)).

These geometric conditions on \((x_N, \xi_N)\) enable us to define a flow-box around the orbit through \( x_N \) as follows.

For \( \varepsilon > 0 \) consider an \((n-1)\)-dimensional planar tile \( \Xi \) perpendicular to \( \xi_N \), and of spacial measurements \( \varepsilon \times \ldots \times \varepsilon \). Choosing \( \varepsilon \) small enough, every point \( x \) in the set \( FB_{\varepsilon,N} = \{ \varphi_t(\Xi) \}_{-N \leq t \leq N} \) is uniquely determined by a \( \sigma \in \Xi \) and \( t \in [-N, N] \) so that \( x = \varphi_t(\sigma) \). This set is the desired flow-box.

For every \( \alpha \in [0, 2\pi] \) we will now construct a sequence of functions \( f_{\delta,\varepsilon,N} \) in the form (97) such that, for some \( C_2 > 0 \),

\[
    \limsup_{\varepsilon \to 0} \limsup_{\delta \to 0} \sup_{-N \leq t \leq N} \frac{\|G_t f_{\delta,\varepsilon,N} - e^{i\alpha} f_{\delta,\varepsilon,N} \|}{\|f_{\delta,\varepsilon,N} \|} \leq \frac{C_2}{N}.
\]

Clearly, this is sufficient for proving the lemma.

For every \( x \in FB_{\varepsilon,N} \), \( x = \varphi_t(\sigma) \), and \( \delta > 0 \) we define the amplitude \( b(x) \) as follows

\[
    b(x) = \beta(\sigma)\gamma(t)B_t(\sigma, \xi_N)b_N,
\]

where \( \beta \) is any function on \( \Xi \) of unit \( L^2(\Xi) \)-norm, and where \( \gamma \) is a slowly varying tent-shaped function defined as \( \gamma(t) = 1 - |t|N^{-1} \), for \( -N \leq t \leq N \), and \( \gamma(t) = 0 \) otherwise.

Let us define a phase by the rule

\[
    S(x)|_{x=\varphi_t(\sigma)} = t.
\]
Observe that \( \nabla S|_{\Xi} \) is proportional to \( \xi_N \), and \( S(\varphi_t(x)) - S(x) = t \) for all \( x \) in the flow-box. Taking the gradient at \( x = \sigma \) we obtain

\[
\partial \varphi_t^\top(\sigma) \nabla S(\varphi_t(\sigma)) = \nabla S(\sigma)
\]

\( \nabla S(\varphi_t(\sigma)) = \partial \varphi_t^{-\top}(\sigma) \nabla S(\sigma) \).

So, up to a constant multiple,

\[
S(x)|_{x=\varphi_t(\sigma)} = \partial \varphi_t^{-\top}(\sigma) \xi_N,
\]

for all \( x \in \mathcal{FB}_{\varepsilon,N} \). Notice that \( \nabla S(x) \neq 0 \) on the flow-box.

Now, we put

\[
f_{\delta,\varepsilon,N} = \Pi[be^{iS/\delta}].
\]

By Theorem 3.1 we conclude that \( f_{\delta,\varepsilon,N} \) is of the form (97).

**Step 2. Shortwave asymptotics.**

Let us apply \( G_1 \) to \( f = f_{\delta,\varepsilon,N} \). The action of \( G_1 \) on \( f \) with fixed \( \varepsilon \) and \( N \), in the asymptotic limit \( \delta \to 0 \), is easily found using routine application of Proposition 4.2, the Change of Variables Formula for pseudodifferential operators, and Theorem 3.1 applied to the operator \( S_t \) defined by (59). As a result, one obtains the following formula

\[
G_1 f(x) = B_1(\varphi_1(x), \nabla S(\varphi_1(x))) f(\varphi_1(x)) + o(1),
\]
as \( \delta \to 0 \). So, if \( x = \varphi_t(\sigma) \), then by (102) we obtain, up to the leading order term,

\[
G_1 f(x) = \beta(\sigma) \gamma(t-1) B_1(\varphi_{t-1}(\sigma), \partial \varphi_{t-1}^{-\top}(\sigma) \xi_N) B_{t-1}(\sigma, \xi_N) b_0 e^{i(t-1)/\delta}
\]

\[
= e^{-i/\delta} \beta(\sigma) \gamma(t-1) B_t(\sigma, \xi_N) b_0 e^{it/\delta}
\]

\[
= e^{-i/\delta} f(x) + e^{-i/\delta} \beta(\sigma)(\gamma(t-1) - \gamma(t)) B_t(\sigma, \xi_N) b_0 e^{it/\delta}.
\]

Let us take \( \delta \) of the form \( (2\pi k - \alpha)^{-1}, k \in \mathbb{N} \). Then from the above we conclude

\[
G_1 f - e^{i\alpha} f = e^{i\alpha} \beta(\sigma)(\gamma(t-1) - \gamma(t)) B_t(\sigma, \xi_N) b_0 e^{it/\delta} + o(1).
\]

It is readily seen that the \( \limsup \) of the energy norm of the left hand side, as \( \delta \to 0 \), is bounded by the energy norm of

\[
\beta(\sigma)(\gamma(t-1) - \gamma(t)) B_t(\sigma, \xi_N) b_0.
\]

**Step 3. Change of variables over the flow-box.**

When performing integration over the flow-box, it is convenient to switch from \( x \)- to \( (\sigma, t) \)-variables.

To this end, we define a map from \( S = [-N, N] \times \Xi \) onto \( \mathcal{FB}_{\varepsilon,N} \) by

\[
H(t, \sigma) = \varphi_t(\sigma).
\]
A direct computation shows that
\[ \partial H(t, \sigma) = [u \circ \varphi_t(\sigma), \partial_{\sigma_1} \varphi_t(\sigma), \ldots, \partial_{\sigma_{n-1}} \varphi_t(\sigma)] , \]
where \( \sigma = (\sigma_1, \ldots, \sigma_{n-1}) \) is a system of rectangular coordinates on \( \Xi \).
Let \( e_k \) be the unit vector in the \( \sigma_k \)-th direction. Then
\[ \partial H(t, \sigma) = \partial \varphi_t(\sigma) [u(\sigma), e_1, \ldots, e_{n-1}] . \]
Consequently, the quantity
\[ \kappa(\sigma) = |\det \partial H(t, \sigma)| = |\det [u(\sigma), e_1, \ldots, e_{n-1}]| , \]
is independent of \( t \). Besides, \( \kappa(0) \neq 0 \) due to our assumption that \( \xi_N \notin u(x_N) \).

**Step 4. Proof of (99).** We obtain
\[ \limsup_{\delta \to 0} \frac{\|G_1 f - e^{i\alpha} f\|^2}{\|f\|^2} \leq \frac{I_1}{I_2} , \]
where in the \((\sigma, t)\)-coordinates,
\[ I_1 = \int_S \kappa(\sigma) \beta^2(\sigma) (\gamma(t - 1) - \gamma(t))^2 |B_t(\sigma, \xi_N) b_0|^2 d\sigma dt , \]
\[ I_2 = \int_S \kappa(\sigma) \beta^2(\sigma) \gamma^2(t) |B_t(\sigma, \xi_N) b_0|^2 d\sigma dt . \]
Now, let us shrink the tile \( \Xi \) to the point \( x_N \) i.e. let \( \varepsilon \to 0 \). Then \( \beta(\sigma) \) serves as an approximative kernel. We obtain
\[ I_1 \to \kappa(0) \int_{-N}^N (\gamma(t - 1) - \gamma(t))^2 |B_t(x_N, \xi_N) b_0|^2 dt , \]
\[ I_2 \to \kappa(0) \int_{-N}^N \gamma^2(t) |B_t(x_N, \xi_N) b_0|^2 dt . \]
Notice that \( |\gamma(t - 1) - \gamma(t)| \leq N^{-1} \) by construction. Thus, using the previous identities and (98), we estimate
\[ \limsup_{\varepsilon \to 0} \frac{I_1}{I_2} \lesssim \frac{N^{-2} \int_{-N}^N |B_t(x_N, \xi_N) b_0|^2 dt}{|b_0|^2} \leq \frac{C_2}{N} . \]
This finishes the proof of the theorem. \( \square \)

### 5.3. Essential spectrum of the generator.
For general advective equations the spectral mapping theorem is unknown. However, we can obtain similar results about the essential spectrum of \( L \) considering the dynamical spectrum of the \( b_\xi^m \)-cocycle restricted to the \( \chi \)-invariant submanifold
\[ \Omega^m_p = \{ (x, \xi) \in \Omega^m : u(x) \cdot \xi = 0 \} , \]
which is also 0-homogenous in \( \xi \), and projects onto a submanifold of \( \mathbb{R}^n \). Let us denote the spectrum of the cocycle restricted to \( \Omega_0^n \) by \( \Sigma^\perp_m \).

We show below that the analogues of Theorems 5.3 and 5.4 hold for \( L \) if the full dynamical spectrum is replaced by \( \Sigma^\perp_m \).

**Theorem 5.6.** Let \( L \) be the operator defined by equation (8) on \( H^m_T(\mathbb{T}^n) \), \( m \in \mathbb{R} \). Then the following inclusions hold:

\[
\Sigma^\perp_m \subset \text{Re} \sigma_{\text{ess}}(L) \subset [\mu_{\text{min}}^m, \mu_{\text{max}}^m].
\]

Furthermore, if there is a Mañe point \((x_0, \xi_0) \in \Omega_0^n \) corresponding to \( \mu \) satisfying the assumptions (i) and (ii) of Theorem 5.4, then

\[
\mu + i\mathbb{R} \subset \sigma_{\text{ess}}(L).
\]

In particular, if the flow \( \varphi \) is aperiodic, then one has

\[
\Sigma^\perp_m + i\mathbb{R} \subset \sigma_{\text{ess}}(L).
\]

**Proof.** We first notice that the right inclusion follows immediately from the general inclusion for essential spectra (24), and Theorem 5.3.

Now let \( \mu \in \Sigma^\perp_m \). As before, we may assume that \( \mu = 0, m = 0 \), and that there exists a Mañe point \((x_0, \xi_0) \in \Omega_0^n \) for the \( b \)-cocycle. We consider three cases, which we call aperiodic, periodic, and the case of stagnation point.

**Case 1: aperiodic.**

Suppose \( x_0 \) is aperiodic, i.e. assumption (ii) of Theorem 5.4 holds. We then aim at proving (105), which in particular implies (104).

We define

\[
f_{\delta, \varepsilon, N} = \Pi [b e^{iS/\delta} e^{i\alpha t}],
\]

where all the ingredients are the same as in the proof of Theorem 5.4 except for the phase function. We define \( S \) as follows.

Let \( \Xi \) be a planar \((n-1)\)-dimensional tile orthogonal to \( u(x_0) \), containing \( x_0 \), and having spacial measurements \( \varepsilon \times \ldots \times \varepsilon \). Since \( \xi_0 \perp u(x_0), \xi_0 \in \Xi \). Let \( \tilde{\Xi} \subset \Xi \) be the orthogonal complement of \( \xi_0 \) in \( \Xi \) containing \( x_0 \). So, the surface \( \{ \varphi_t(\tilde{\Xi}) \}_{-N \leq t \leq N} \) is orthogonal to \( \xi_0 \) at \( x_0 \).

In the flow-box, defined by \( \mathcal{FB}_{\varepsilon, N} = \{ \varphi_t(\Xi) \}_{-N \leq t \leq N} \), we introduce the following coordinates

\[
x \rightarrow (\tilde{\sigma}, \tau, t),
\]

\[
x = \varphi_t(\sigma), \quad \sigma = \tilde{\sigma} + \tau \xi_0.
\]

Using these coordinates let us define the phase as follows:

\[
S(x)_{x = \varphi_t(\tilde{\sigma} + \tau \xi_0)} = \tau.
\]
Then $S(x) = S(\varphi_t(x))$ for all $x \in FB_{\varepsilon,N}$. This implies that $\nabla S(x)$ solves the $\xi$-equation, and by construction,

$$u(x) \cdot \nabla S(x) = 0. \quad (108)$$

Using (108) and Theorem 3.1 (notice that $\nabla S(x) \neq 0$ in the flow-box!), we obtain, as $\delta \to 0$,

$$Lf - i\alpha f = \beta(\sigma) \gamma'(t) B_t(\sigma, \xi_0) b_0 e^{i\gamma t} e^{i\tau/\delta} + o(1).$$

The rest of the proof goes along the lines of Theorem 5.4.

**Case 2: Periodic.**

In this case we assume $u(x_0) \neq 0$, and there is a $P > 0$ and an open neighborhood of $x_0$, denoted $U_{x_0}$, such that $p(x) < P$ for all $x \in U_{x_0}$, where $p(x)$ denotes the prime period of $x$. Let us also define the continuous period function

$$p_c(x) = \lim_{\varepsilon \to 0} \sup_{|x - y| < \varepsilon} p(y). \quad (109)$$

For any small $\varepsilon > 0$, let $\Xi$ be the planar $(n-1)$-dimensional tile of spacial measurements $\varepsilon \times \ldots \times \varepsilon$, orthogonal to $u(x_0)$. Due to the periodicity assumption, the flow-box, defined by $FB_{\varepsilon} = \{\varphi_t(\Xi)\}_{t \in \mathbb{R}}$, has the shape of the torus. We define the phase $S(x)$ by (107) as before. Since $S(x)$ is flow invariant, it is well-defined in $FB_{\varepsilon}$.

Our further argument is based on the following claim.

**Claim 5.7.** One has $\partial \varphi_{p_c(x_0)}^{-T}(x_0) \xi_0 = \xi_0$. So, the flow $\chi$ is $p_c(x_0)$-periodic at $(x_0, \xi_0)$.

**Proof.** Notice that $p_c(x)$ is an integer multiple of $p(x)$, and $p_c$ is a continuous function where it is finite. We have $\varphi_{p_c(x)}(x) = x$ for all $x$ in an open neighborhood of $x_0$. By the Implicit Function Theorem, $p_c(x)$ is differentiable at $x_0$ and

$$\partial \varphi_{p_c(x_0)}(x_0) + u(x_0) \otimes \nabla p_c(x_0) = \text{id}$$

Hence,

$$\partial \varphi_{p_c(x_0)}(x_0) = \text{id} - u(x_0) \otimes \nabla p_c(x_0).$$

One has

$$\partial \varphi_{p_c(x_0)}^{-T}(x_0) \partial \varphi_{p_c(x_0)}(x_0) = \text{id} + \nabla p_c(x_0) \otimes u(x_0).$$

Since $\xi_0 \perp u(x_0)$, then clearly, $\partial \varphi_{p_c(x_0)}^{-T}(x_0) \xi_0 = \xi_0$. \qed \qed

Since $(x_0, \xi_0)$ is a Mañe point for the $b$-cocycle, there exists a vector $b_0 \in F(\xi_0)$ such that the sequence

$$\{B^k_{p_c(x_0)}(x_0, \xi_0) b_0\}_{k \in \mathbb{Z}}$$
is bounded. This implies that there is a \( \lambda(x_0) \in \mathbb{T} \) and \( b(x_0) \in F(\xi_0) \) such that

\[
B_{p_c(x_0)}(x_0, \xi_0)b(x_0) = \lambda(x_0)b(x_0).
\]

By continuity, for every \( \sigma \in \Xi \) there exists a \( b(\sigma) \in F(\nabla S(\sigma)) \) and \( \lambda(\sigma) \in \mathbb{C} \) such that the following holds:

\begin{align}
B_{p_c(\sigma)}(\sigma, \nabla S(\sigma))b(\sigma) &= \lambda(\sigma)b(\sigma), \\
|\lambda(\sigma) - \lambda(x_0)| &= o(1), \quad \text{as } \varepsilon \to 0.
\end{align}

Now we define the function \( f_{\delta, \varepsilon} \) as follows:

\[
f_{\delta, \varepsilon} = \prod [bc^{iS/\delta}],
\]

where the amplitude is given by

\[
b(x) = \beta(\sigma)\lambda(\sigma)^{-t/p_c(\sigma)} B_t(\sigma, \nabla S(\sigma))b(\sigma), \quad x \in FB_\varepsilon,
\]

and where by \( \lambda(\sigma)^{-t/p_c(\sigma)} \) we understand the principal branch of the power function.

This amplitude function \( b(x) \) is well-defined in the flow-box only if the equality

\[
p_c(\sigma) = p(\sigma)
\]

holds for all \( \sigma \in \Xi \). It is easy to check that \( p(x) \) is a lower-semicontinuous function, and, as any such function, it is continuous on a dense \( G_\delta \)-set. Thus, the set \( A = \{ x : p_c(x) = p(x) \} \) is dense and, evidently, \( \varphi \)-invariant in \( \mathbb{T}^n \). Moreover, as we noted above, \( p_c(x) \) is an integer multiple of \( p(x) \). So, if \( x \in A \) and \( 0 < p(x) < \infty \), then an open neighborhood of \( x \) belongs to \( A \).

By virtue of the periodicity assumption, we have \( 0 < p(\sigma) < P \) for all \( \sigma \in \Xi \). Hence, \( A \) has a non-empty intersection with \( \Xi \). In order to ensure that (112) holds on \( \Xi \) it suffices to restrict \( \Xi \) to a smaller tile contained in \( A \). In the sequel, \( \Xi \) denotes such a restriction.

Now, since the definition of \( f_{\delta, \varepsilon} \) is validated, we show that \( \{ f_{\delta, \varepsilon} \} \) is a sequence of approximate eigenfunctions corresponding to the point

\[
z = i \arg \lambda(x_0)/p_c(x_0).
\]

Indeed, routine computations, based on an application of Theorem 3.1 and the fact that the \( b \)-cocycle solves (31c), reveal the following asymptotic formula for the action of \( L \) on \( f_{\delta, \varepsilon} \) at \( x = \varphi_t(\sigma) \):

\[
L f_{\delta, \varepsilon} = -(u \cdot \nabla) f_{\delta, \varepsilon} + A f_{\delta, \varepsilon}
= \ln(\lambda(\sigma))p^{-1}(\sigma)\beta(\sigma)\lambda(\sigma)^{-t/p_c(\sigma)} B_t(\sigma, \nabla S(\sigma))b(\sigma)e^{iS/\delta}
- a_0(x, \nabla S(x)) f_{\delta, \varepsilon} + o(1),
\]
as $\delta \to 0$ for each fixed $\varepsilon > 0$. So,

$$L f_{\delta,\varepsilon} - z f_{\delta,\varepsilon} = \ln |\lambda(\sigma)| p^{-1}(\sigma) f_{\delta,\varepsilon} + o(1).$$

By (111), the logarithm is arbitrarily small, as $\varepsilon \to 0$. Thus, letting $\delta \to 0$ first, then letting $\varepsilon \to 0$ completes the proof in the periodic case.

**CASE 3: STAGNATION POINT.**

In the case of stagnation point we have $u(x_0) = 0$ and still $p(x) < P$ for all $x \in U_{x_0}$.

First of all, we single out a simple situation when there is an open neighborhood of $x_0$, denoted $V_{x_0}$, consisting entirely of stagnation points of the flow $\varphi$. In this case we let $S$ be any function such that $\nabla S(x_0) = \xi_0$. For $\varepsilon > 0$ pick a function $h_{\varepsilon}(x)$ of unit $L^2$-norm supported in \{|$x - x_0$| < $\varepsilon$\} so that for sufficiently small $\varepsilon$ the support of $h_{\varepsilon}$ is concentrated inside $V_{x_0}$.

Since \{\$B_1(x_0,\xi_0)b_h\$\}$_{t \in \mathbb{R}}$ is bounded, the matrix $a_0(x_0,\xi_0)$ has a purely imaginary eigenvalue $i\alpha$. Let $v_0$ be the corresponding eigenvector. We set

$$f_{\delta,\varepsilon} = \Pi[v_0 h_{\varepsilon} e^{iS/\delta}].$$

Then

$$L f_{\delta,\varepsilon} - i\alpha f_{\delta,\varepsilon} = a_0(x, \nabla S(x)) v_0 h_{\varepsilon}(x) e^{iS(x)/\delta} - i\alpha v_0 h_{\varepsilon}(x) e^{iS(x)/\delta} + o(1)$$

$$= (a_0(x, \nabla S(x)) - i\alpha) v_0 h_{\varepsilon}(x) e^{iS(x)/\delta} + o(1).$$

As before, we let $\delta \to 0$ first, and then $\varepsilon \to 0$.

Now, suppose that every neighborhood of $x_0$ contains a non-stagnant point. Since the periods in a vicinity of $x_0$ are bounded, $x_0$ is Lyapunov stable. This implies that for every $\varepsilon > 0$ there is a proper orbit $O_{\varepsilon}$ contained entirely in \{|$x - x_0$| < $\varepsilon$\}. By the density and invariance of $A$ we can ensure the identity (112) on the orbit $O_{\varepsilon}$. Let $p_\varepsilon$ denote the prime period of $O_{\varepsilon}$.

Since the orbit $O_{\varepsilon}$ is contained in a small neighborhood of $x_0$, we have

$$\int_{O_{\varepsilon}} u(x) \cdot \xi_0 \, |dx| = 0.$$

Hence, there is a point $x_{\varepsilon} \in O_{\varepsilon}$ such that $u(x_{\varepsilon}) \cdot \xi_0 = 0$.

Next, for each $\varepsilon > 0$ we find a natural $N_\varepsilon$ such that

$$(113) \quad P/3 < N_\varepsilon p_\varepsilon < P.$$

As before, the matrix $B_1(x_0,\xi_0)$ has an eigenvalue $\lambda_0$ with $|\lambda_0| = 1$. So, by perturbation, the matrix $B_{N_\varepsilon p_\varepsilon}(x_{\varepsilon},\xi_0) = B_{p_\varepsilon}^{N_\varepsilon}(x_{\varepsilon},\xi_0)$ has an eigenvalue $\lambda_{\varepsilon}$ such that

$$(114) \quad |\lambda_{\varepsilon} - \lambda_0^{N_\varepsilon p_\varepsilon}| = o(1), \text{ as } \varepsilon \to 0.$$
Observe that $\lambda_{\varepsilon}^{1/N_\varepsilon}$ is an eigenvalue of $B_{p_\varepsilon}(x_\varepsilon, \xi_0)$. So, using the result of the previous periodic case, we find

$$p_\varepsilon^{-1} \ln(\lambda_{\varepsilon}^{1/N_\varepsilon}) \in \sigma(L).$$

On the other hand,

$$p_\varepsilon^{-1} \ln(\lambda_{\varepsilon}^{1/N_\varepsilon}) = (N_\varepsilon p_\varepsilon)^{-1}(\ln |\lambda_\varepsilon| + i \arg \lambda_\varepsilon).$$

By (113) and (114), this sequence of spectral points is bounded and at the same time the real parts vanish as $\varepsilon \to 0$. So, there is a subsequence converging to a purely imaginary point.

Since the approximate eigenfunctions used in the proof are weakly-null, the found point lies in the essential spectrum of the generator.

This completes the proof of (104). \hfill \Box \Box

6. Spectrum in Sobolev spaces $H^m_\mathbb{F}(\mathbb{T}^n)$ for large $|m|$

In this section we describe the results concerning structure of the essential spectrum over Sobolev spaces of sufficiently large smoothness in the case when the basic flow has a nonzero Lyapunov exponent.

First, we seek sufficient conditions for the spectrum $\Sigma_m$ to be connected, i.e.

$$\Sigma_m = [\mu_m^{\min}, \mu_m^{\max}].$$

By Theorem 5.3 from (115) we immediately obtain the identity

$$|\sigma_{\text{ess}}(G_t)| = \exp\{t[\mu_m^{\min}, \mu_m^{\max}]\}.\tag{116}$$

One trivial condition that guarantees (115) follows from Sacker and Sell’s theorem stated in Section 5.1. Namely, the dimension of the vector bundle $\mathcal{F}$ is one.

Second, we identify certain margins of the spectrum, $[\mu_m^{\min}, s] \cup [S, \mu_m^{\max}]$, which will be proved to satisfy the aperiodicity assumption (ii) of Theorem 5.4. A condition on $m$ will be found that insures that these margins are nonempty, and the same condition will imply (115). Hence, from Theorem 5.4 and (116) we conclude that $\sigma_{\text{ess}}(G_t)$ contains solid spectral rings and has no circular gaps. A generic configuration of such spectrum is indicated in Figure 1.

Third, we establish similar results for $\sigma_{\text{ess}}(L)$, and under the same condition on $m$ we show that $\Sigma_m^L = \Sigma_m$. A generic spectrum in this case is shown in Figure 2. Consequently, we obtain a variant of the spectral mapping property for the group $G$, which in turn implies the identity between the exponential type of $G$ and the spectral bound of $L$.

Before we state our results, let us introduce relevant notation.
Let $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ denote the end-points of the dynamical spectrum of the $\xi$-cocycle $\partial \varphi_t^{-T}$. As we noted earlier, this cocycle is the fundamental matrix solution of the $\xi$-equation (31b). Since $\partial \varphi_t^{-T}$ is the inverse dual to the Jacobi cocycle $\partial \varphi_t$ (see Section 5.1), the end-points of the latter are $\ell_{\text{min}} = -\lambda_{\text{max}}$, $\ell_{\text{max}} = -\lambda_{\text{min}}$. In view of the incompressibility assumption $\det(\partial \varphi_t) = 1$, the conditions $\lambda_{\text{max}} > 0$ and $\ell_{\text{max}} > 0$ are equivalent. If either of them holds we say that $\varphi$ has exponential stretching of trajectories. From now on we only use the exponents $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$.

Let us introduce the following constants

\begin{equation}
(117) \quad s = \sup_{k \in \mathbb{R}} \{\mu_k^{\text{min}}\}, \quad S = \inf_{k \in \mathbb{R}} \{\mu_k^{\text{max}}\}.
\end{equation}

As we will see, any point of $\Sigma_m$ that lies outside the interval $[s, S]$ (if such a point exists) satisfies the aperiodicity assumption of Theorem 5.4.

Our main result is stated in the following theorem.

**Theorem 6.1.** Let $G$ be the $C_0$-group generated by equation (8) on $H^p_\mathbb{F}(\mathbb{T}^n)$, $m \in \mathbb{R}$. Assume that $\lambda_{\text{max}} > 0$ and $|m| > \mu_{\text{max}} - \mu_{\text{min}} \lambda_{\text{max}} - \lambda_{\text{min}}$. Then the following holds:

1) identities (115) and (116);
2) $\mu_m^{\text{min}} < s$ and $S < \mu_m^{\text{max}}$;
3) $\mathbb{T} \cdot \exp \{t[\mu_m^{\text{min}}, s] \cup [S, \mu_m^{\text{max}}]\} \subset \sigma_{\text{ess}}(G_t)$;

Thus, a generic spectral picture is reminiscent of the bicycle wheel as shown in Figure 1. The crucial features of the spectrum in this case are two solid inner and outer rings, and no circular spectral gap.

Similar description can be given to the spectrum of the generator.

**Theorem 6.2.** Under the assumption of Theorem 6.1 the following holds:

1) $\Sigma_m^\perp = \Sigma_m = [\mu_m^{\text{min}}, \mu_m^{\text{max}}]$;
2) $[\mu_m^{\text{min}}, s] \cup [S, \mu_m^{\text{max}}] + i\mathbb{R} \subset \sigma_{\text{ess}}(L)$;
3) $\text{Re} \sigma_{\text{ess}}(L) = [\mu_m^{\text{min}}, \mu_m^{\text{max}}]$.

A generic spectral picture in this case is shown in Figure 2. Results of [25] show that the ladder structure is possible for elliptic flows, even though those have no exponential stretching.

Combining the above theorems with (23) we obtain the following spectral mapping property.

**Theorem 6.3 (Annular Hull Theorem).** Under the assumptions of Theorem 6.1 one has

\begin{equation}
(118) \quad \mathbb{T} \cdot \sigma(G_t) = \exp\{t\sigma(L) + i\mathbb{R}\}.
\end{equation}
As a consequence, we obtain the identity between the exponential type of the semigroup, and the spectral bound of the generator:

\[(119) \quad \omega(G) = s(L).\]
The proofs of Theorems 6.1 and 6.2 given in the next section will come out as a result of systematic study of the dynamical spectrum \( \Sigma_m \).

Let us consider now one particular case when \( \Sigma = \{0\} \), i.e. \( \mu_{\text{max}} = \mu_{\text{min}} = 0 \). So, the amplitude equation has no exponentially growing or decaying solutions. Examples from our list that trivially satisfy this condition are the 2D Euler in vorticity formulation, simple transport, SQG, and CHM equations. In this case the hypothesis of Theorem 6.1 is satisfied for all \( m \neq 0 \) provided \( \lambda_{\text{max}} > 0 \). Thus, \( S \leq 0 \leq s \), and from Theorems 6.1 and 6.2 we obtain the following corollary.

**Corollary 6.4.** Suppose that \( \lambda_{\text{max}} > 0 \) and \( \Sigma = \{0\} \). Then for any \( m \neq 0 \) one has the identities

\[
\sigma_{\text{ess}}(G_t) = T \cdot \exp\{tm[\lambda_{\text{min}}, \lambda_{\text{max}}]\};
\]

\[
\sigma_{\text{ess}}(L) = i\mathbb{R} + m[\lambda_{\text{min}}, \lambda_{\text{max}}]
\]

over the space \( H^m_T(\mathbb{T}^n) \).

In particular, the full spectral mapping theorem holds. Moreover, if \( n = 2 \), then from \( \det \partial \varphi_t = 1 \) we have \( \lambda_{\text{min}} = -\lambda_{\text{max}} \). So, the essential spectrum of the 2D Euler and SQG equations is a solid band (annulus) symmetric with respect to the imaginary axis. This result was obtained previously by Latushkin, Friedlander and the author in [41, 40, 13] via an explicit construction of approximate eigenfunctions for each point in the band.

In the case \( m = 0 \) the identities (120), (121) become inclusions \( \subseteq \) due to Theorem 5.3. These again turn into identities provided \( u \) has arbitrarily long trajectories [40].

### 7. Dynamical Spectrum of the \( b\xi^m \)-Cocycle

In this section we present the proofs of Theorems 6.1 and 6.2.

We introduce a scalar cocycle \( X^m \), the \( \xi^m \)-component of the \( b\xi^m \)-cocycle, by the rule

\[
X^m_t(x, \xi) = \partial \varphi^{-\top}_t(x)\xi^m.
\]

Notice that \( X^m \) is one-dimensional and is defined on the trivial scalar bundle over \( \Omega^n \) (or \( \mathbb{K}^n \)). Hence, by Sacker and Sell’s theorem its spectrum consists of a single interval given by

\[
\Sigma X^m = m[\lambda_{\text{min}}, \lambda_{\text{max}}].
\]

We notice that the \( b\xi^m \)-cocycle is isomorphic to the tensor product of \( X^m \) and \( B \). Thus, from the results of [33] we obtain the following proposition.
Proposition 7.1. The following inclusion holds:

\[ \Sigma_m \subset \Sigma + m[\lambda_{\text{min}}, \lambda_{\text{max}}]. \]

Certain estimates on the end-points of \( \Sigma_m \) follow trivially by definition or from (124). Let us denote

\[ A_m = \mu_{\text{min}} + m\lambda_{\text{min}}, \quad C_m = \mu_{\text{min}} + m\lambda_{\text{max}}, \]
\[ B_m = \mu_{\text{max}} + m\lambda_{\text{min}}, \quad D_m = \mu_{\text{max}} + m\lambda_{\text{max}} \]

for positive \( m \), and

\[ A_m = \mu_{\text{min}} + m\lambda_{\text{max}}, \quad C_m = \mu_{\text{min}} + m\lambda_{\text{min}}, \]
\[ B_m = \mu_{\text{max}} + m\lambda_{\text{max}}, \quad D_m = \mu_{\text{max}} + m\lambda_{\text{min}} \]

for negative \( m \).

Lemma 7.2. The following estimates hold for all \( m \in \mathbb{R} \):

\[ A_m \leq \mu^m_{\text{min}} \leq \min\{B_m, C_m\}, \]
\[ \max\{B_m, C_m\} \leq \mu^m_{\text{max}} \leq D_m. \]

It is clear from these estimates that exponential stretching causes expansion of the spectrum \( \Sigma_m \), as \( m \to \infty \). On the other hand, if \( \lambda_{\text{max}} = 0 \), it follows from (124) that \( \Sigma_m \subset \Sigma \). Likewise, since \( B = X^{-m}BX^m \), we have \( \Sigma \subset \Sigma_m \). So, we have proved the following lemma.

Lemma 7.3. The identity \( \Sigma = \Sigma_m \) holds for all \( m \in \mathbb{R} \) if and only if the flow \( \phi \) has no exponential stretching of trajectories.

Generally, \( \Sigma_m \) may have gaps. We can estimate the location of a possible gap in \( \Sigma_m \) using the Lyapunov exponents of the flow \( \phi \).

Proposition 7.4. If \( m \) is positive, then

\[ [\mu^m_{\text{min}}, \mu^m_{\text{max}}]\backslash \Sigma_m \subset [\mu_{\text{min}} + m\lambda_{\text{max}}, \mu_{\text{max}} + m\lambda_{\text{min}}]. \]

If \( m \) is negative, then

\[ [\mu^m_{\text{min}}, \mu^m_{\text{max}}]\backslash \Sigma_m \subset [\mu_{\text{min}} + m\lambda_{\text{min}}, \mu_{\text{max}} + m\lambda_{\text{max}}]. \]

Proof. Let \( \mu \in [\mu^m_{\text{min}}, \mu^m_{\text{max}}] \) belong to the resolvent set of the \( b\xi^m \)-cocycle. Then there is an exponential dichotomy of the rescaled cocycle over \( \mathbb{K}^n \). Let \( P, \varepsilon \) and \( M \) be as in the definition (see Section 5.1). Since the projector \( P \) is non-trivial for all \((x, \xi) \in \mathbb{K}^n \), there exist \( b_1, b_2 \in F(\xi) \) of unit norm such that

\[ b_1 \in \text{Rg} P(x, \xi), \quad b_2 \in \text{Ker} P(x, \xi). \]
Thus, we have

\begin{align}
\|B_t(x,\xi)b_1\| \cdot |\partial \varphi_t^{-\top}(x)\xi|^m &\leq Me^{t(\mu-\varepsilon)}, \\
\|B_t(x,\xi)b_2\| \cdot |\partial \varphi_t^{-\top}(x)\xi|^m &\geq M^{-1}e^{t(\mu+\varepsilon)},
\end{align}

for all \(t \geq 0\).

Let \(\lambda\) be any end-point of \(m[\lambda_{\min},\lambda_{\max}]\). It is an exact Lyapunov exponent of \(X^m\) by \([18]\). So, there is a point \((x,\xi)\in K^n\) such that

\begin{align}
\e^{(\lambda-\varepsilon)t} &\leq |\partial \varphi_t^{-\top}(x)\xi|^m \leq \e^{(\lambda+\varepsilon)t},
\end{align}

for sufficiently large \(t\). Combining (131) with the inequalities in (130), we obtain

\begin{align}
\|B_t(x,\xi)b_1\| &\leq Me^{t(\mu-\lambda)}, \\
\|B_t(x,\xi)b_2\| &\geq M^{-1}e^{t(\mu-\lambda)}.
\end{align}

Considering that the exponential type of \(\|B_t(x,\xi)b_1\|\) is not less than \(\mu_{\min}\), while the exponential type of \(\|B_t(x,\xi)b_2\|\) does not exceed \(\mu_{\max}\), (132) imply \(\lambda+\mu_{\min} \leq \mu \leq \lambda+\mu_{\max}\). This proves the proposition.

We can see from (127) and (128) that for large values of \(|m|\) exponential stretching closes gaps in \(\Sigma^m\). Precisely, \(|m|\) has to be such that the end-points of the intervals on the left-hand sides of (127) and (128) meet. Thus, we obtain the following corollary, which in turn proves part 1) of Theorem 6.1.

**Corollary 7.5.** If \(\lambda_{\max} > 0\) and \(|m| \geq \frac{\mu_{\max}-\mu_{\min}}{\lambda_{\max}-\lambda_{\min}}\), then \(\Sigma^m\) is connected.

### 7.1. The marginal spectrum.

Let us recall the following constants introduced in Section 6

\begin{align}
s &= \sup_{k\in \mathbb{R}} \{\mu_k^m\}, \quad S = \inf_{k\in \mathbb{R}} \{\mu_k^m\}.
\end{align}

We define **marginal spectrum** of the \(b\xi^m\)-cocycle as the set

\begin{align}
M_m &= \text{closure of } \Sigma^m \cap (-\infty, s) \cup (S, +\infty).
\end{align}

We show that to any point of \(M_m\) there corresponds a Mañe point in the sense of Theorem 5.2, that is surrounded by non-periodic exponentially stretched orbits. But first, we find conditions which guarantee that \(M_m\) is non-empty, i.e. \(\mu_{\max}^m > S\) and \(\mu_{\min}^m < s\).

According to Lemma 7.3, a non-empty marginal spectrum is possible only if the flow \(\varphi\) has exponential stretching. In view of estimates (125) and (126), it suffices to have \(B_m < \mu_{\min}\) and \(C_m > \mu_{\max}\). We see that both inequalities are satisfied under the assumption Theorem 6.1, which
in view of Corollary 7.5 also implies connectedness of the two sides of $M_m$. Thus, we have obtained the following lemma.

**Lemma 7.6.** Assume that $\lambda_{\text{max}} > 0$ and $|m| > \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{\lambda_{\text{max}} - \lambda_{\text{min}}}$. Then $M_m$ is non-empty and described by the following identity:

$$M_m = [\mu_{\text{min}}, s] \cup [S, \mu_{\text{max}}^m].$$

We show now that to every point of the marginal spectrum there corresponds a Mañé point from $\Omega_n^0$ that satisfies the aperiodicity condition (ii) of Theorem 5.4.

**Proposition 7.7.** For all $m \in \mathbb{R}$ we have

$$M_m = M_m \cap \Sigma_m^\perp.$$

Furthermore, for any element of $M_m$ there exists a Mañé point $(x_0, \xi_0) \in \Omega_n^0$, corresponding either to the rescaled $b\xi^m$-cocycle or to its dual, such that every neighborhood of $x_0$ intersects a non-periodic orbit.

**Proof.** We present the proof for the right margin only, since the assertion for the left margin follows by passing to the inverse cocycle.

We write $f(t) \lesssim g(t)$ to signify that the exponential type of $f(t)$ is less than the exponential type of $g(t)$.

If $\mu_{\text{max}}^m \leq S$, then the identity (136) is trivial. So, let $\mu_{\text{max}}^m > \mu_{\text{max}}^k$ for some $k \in \mathbb{R}$, and we fix any $\lambda \in \Sigma_m$ with $\lambda > \mu_{\text{max}}^k$.

We proceed in several steps considering all possible cases.

Suppose $m > k$. According to Theorem 5.2 there is a Mañé sequence either for the $b\xi^m$-cocycle or for its dual.

Let us assume the former. Then by (90a) there is a sequence $\{(x_n, \xi_n), b_n\}_{n=1}^\infty$, with $b_n \in F(\xi_n)$, such that

$$|b(n)||\xi(n)||^m \gtrsim e^{n\lambda}.$$

Here we denote

$$b(n) = B_n(x_n, \xi_n)b_n,$$

$$\xi(n) = \partial \varphi_n^{-1}(x_n)\xi_n.$$

At the same time, by the definition of $\mu_{\text{max}}^k$, one has

$$|b(n)||\xi(n)||^{m-k} = |b(n)||\xi(n)|^k|\xi(n)||^{m-k} \lesssim e^{n\mu_{\text{max}}^k}||\xi(n)||^{m-k}.$$

This shows that $\xi(n)$ is growing exponentially as $n \to \infty$.

Let $(x_0, \xi_0, |\xi_0| = 1$, be the corresponding Mañé point constructed from the sequence $\{(x_n, \xi_n)\}_{n=1}^\infty \subset \mathbb{K}^n$ as in Section 5.1. Thus, by
construction,
\[ x_0 = \lim_{n \to \infty} \varphi_n(x_n), \]
\[ \xi_0 = \lim_{n \to \infty} \frac{\xi(n)}{|\xi(n)|}. \]

It follows that
\[ u(x_0) \cdot \xi_0 = \lim_{n \to \infty} u(\varphi_n(x_n)) \cdot \frac{\xi(n)}{|\xi(n)|} = \lim_{n \to \infty} u(x_n) \cdot \frac{\xi(n)}{|\xi(n)|} = 0. \]

Thus, \((x_0, \xi_0)\) belongs to \(\Omega^m_0\), and hence, \(\lambda \in M^\perp_m\).

Suppose now there is a Mañe sequence for the dual cocycle, while still \(m > k\). Then there exists a Mañe point \((x_0, \xi_0) \in \mathbb{K}^n\) and Mañe vector \(b_0 \in F(\xi_0)\). It is straightforward to check that the dual cocycle is given by
\[ (137) \quad |\partial \varphi^{-\tau}_t(x)\xi|^{-m} B^{-\tau}_t(x, \xi). \]

Thus, we have
\[ |B^{-\tau}_t(x_0, \xi_0)b_0| \cdot |\partial \varphi^{-\tau}_t(x_0)\xi_0|^{-m} \leq Ce^{\lambda t}, \quad t \in \mathbb{R}. \]

We can see that the same point is Mañe for the inverse dual cocycle rescaled by \(-\lambda\), so that
\[ |B^{\tau}_t(x_0, \xi_0)b_0| \cdot |\partial \varphi^{\tau}_t(x_0)\xi_0|^{-m} \leq Ce^{-\lambda t}, \quad t \in \mathbb{R}. \]

Let us reconstruct the Mañe sequence from \((x_0, \xi_0, b_0)\) as in Section 5.1. We obtain a sequence \(\{(x_n, \xi_n, b_n)\}_{n=1}^\infty\), with \(b_n \in F(\xi_n)\), such that, in particular,
\[ (138) \quad |b^*(n)||\xi(n)|^{-m} \lesssim e^{-\lambda n}, \]
where \(\xi(n)\) as before, and
\[ b^*(n) = B^{\tau}_n(x_n, \xi_n)b_n. \]

Recall that the inverse dual cocycle has the opposite spectrum. Thus, in addition to (138), we obtain
\[ (139) \quad |b^*(n)||\xi(n)|^{-m} \gtrsim e^{-n\mu_{max}^k}|\xi(n)|^{k-m}. \]
Combining (138) and (139) we see again that \(\xi(n)\) is exponentially increasing.

We find a point \((x'_0, \xi'_0) \in \Omega^m_0\) constructed from this sequence, which is a Mañe point for the inverse dual cocycle rescaled by \(-\lambda\). As before, this same point is Mañe for the dual cocycle rescaled by \(\lambda\). So, \(\lambda\) belongs to the dynamical spectrum of the dual cocycle, and hence, to the spectrum of the original \(b\xi^m\)-cocycle on \(\Omega^m_0\). Thus, \(\lambda \in \Sigma^\perp_m\).
Let us now consider the case when \( m < k \). If a Mañe sequence exists for the \( b^{\xi m} \)-cocycle itself, then as in the previous paragraph we can find a Mañe sequence for the inverse cocycle corresponding to \(-\lambda\). This implies
\[
e^{-n\mu_{\max}^k}|\xi(-n)|^{m-k} \lesssim |b(-n)||\xi(-n)|^m \lesssim e^{-n\lambda}.
\]
So, \( |\xi(-n)| \) is exponentially increasing and we finish the proof as before.

Finally, if the dual to the \( b^{\xi m} \)-cocycle has a Mañe sequence, then we obtain
\[
e^{n\mu_{\max}^k}|\xi(-n)|^{k-m} \gtrsim |b^*(-n)||\xi(-n)|^{-m} \gtrsim e^{n\lambda}.
\]
Again, \( |\xi(-n)| \) is increasing exponentially.

We have considered all possible cases. This finishes the proof of (136).

Let us notice that in each of the above cases we have obtained a Mañe point \((x_0, \xi_0) \in \Omega^n_0\) such that \( \xi(t, x_0, \xi_0) \) has a non-trivial exponential type either in the forward or in the backward direction. If the \( \varphi \)-orbit through \( x_0 \) is not periodic, then the "furthermore" statement is trivial. Otherwise, we use the Stable Manifold Theorem [33] to find stable and unstable manifolds in a neighborhood of the orbit. Either of the manifolds consists of non-periodic orbits.

\[\square \square\]

**Corollary 7.8.** If \( \lambda_{\max} > 0 \) and \( |m| > \frac{\mu_{\max} - \mu_{\min}}{\lambda_{\max} - \lambda_{\min}} \), then
\[
\Sigma_m = \Sigma_m = [\mu_{\min}^m, \mu_{\max}^m]
\]

**Proof.** The end-points of \( \Sigma_m \) and \( \Sigma_m^\perp \) coincide due to Proposition [7.4]. On the other hand, the analogue of Proposition [7.4] on \( \Omega^n_0 \) is straightforward. It only suffices to notice that if \( \lambda_{\max} > 0 \), then the point \((x, \xi)\) in formula (131) must belong to \( \Omega^n_0 \) by conservation of the Hamiltonian \( u(x) \cdot \xi \).

As in Corollary 7.5 this shows that \( \Sigma_m^\perp \) is connected, and hence, (140) holds.

\[\square \square\]

With the help of Theorem 5.4 and Theorem 5.6 the results of this section prove Theorems 6.1 and 6.2 completely.

**References**

[1] A. B. Antonevich, *Two methods for investigating the invertibility of operators from \( C\sigma_p^* \)-algebras generated by dynamical systems*, Mat. Sb. (N.S.) 124(166) (1984), no. 1, 3–23. MR MR743054 (85i:46088)

[2] V.I. Arnold and B.A. Khesin, *Topological methods in hydrodynamics*, vol. 125, Springer-Verlag, New York, 1998.

[3] B. J. Bayly, *Three-dimensional instability of elliptical flow*, Phys. Rev. Lett. 57 (1986), no. 17, 2160–2163. MR 88d:76033
[4] Bruce J. Bayly, Steven A. Orszag, and Thorwald Herbert, *Instability mechanisms in shear-flow transition*, Annual review of fluid mechanics, Vol. 34, Annu. Rev. Fluid Mech., vol. 34, Annual Reviews, Palo Alto, CA, 1988, pp. 359–391.

[5] Felix E. Browder, *On the spectral theory of elliptic differential operators. I*, Math. Ann. 142 (1960/1961), 22–130. MR 35 #804

[6] Carmen Chicone and Yuri Latushkin, *Evolution semigroups in dynamical systems and differential equations*, American Mathematical Society, Providence, RI, 1999. MR 2001e:47068

[7] Peter Constantin, Andrew J. Majda, and Esteban Tabak, *Formation of strong fronts in the 2-D quasigeostrophic thermal active scalar*, Nonlinearity 7 (1994), no. 6, 1495–1533. MR 95i:76107

[8] A. D. D. Craik and W. O. Criminale, *Evolution of wavelike disturbances in shear flows: a class of exact solutions of the Navier-Stokes equations*, Proc. Roy. Soc. London Ser. A 406 (1986), no. 1830, 13–26. MR 87h:76038

[9] D. Dickinson, T. Gramchev, and M. Yoshino, *First order pseudodifferential operators on the torus: normal forms, Diophantine phenomena and global hypoellipticity*, Proceedings of the Conference “Differential Equations” (Italian) (Ferrara, 1996), vol. 41, 1996, pp. 51–64 (1997). MR MR147101 4 (98k:58221)

[10] Klaus-Jochen Engel and Rainer Nagel, *One-parameter semigroups for linear evolution equations*, Springer-Verlag, New York, 2000. MR 2000i:47075

[11] Bruce R. Fabijonas and Darryl D. Holm, *Craik-Criminale solutions and elliptic instability in nonlinear-reactive closure models for turbulence*, Phys. Fluids 16 (2004), no. 4, 853–866. MR 2 060 039

[12] Susan Friedlander and Alexander Lipton-Lifschitz, *Localized instabilities in fluids*, Handbook of mathematical fluid dynamics, Vol. II, North-Holland, Amsterdam, 2003, pp. 289–354. MR 1 984 155

[13] Susan Friedlander and Roman Shvydkoy, *The unstable spectrum of the surface quasi-geostrophic equation*, J. Math. Fluid Mech. 7 (2005), no. suppl. 1, S81–893. MR MR2126131

[14] Susan Friedlander and Misha M. Vishik, *Instability criteria for the flow of an inviscid incompressible fluid*, Phys. Rev. Lett. 66 (1991), no. 17, 2204–2206. MR 92b:76051

[15] , *Instability criteria for steady flows of a perfect fluid*, Chaos 2 (1992), no. 3, 455–460. MR 93j:76034

[16] Fabien S. Godeferd, Claude Cambon, and S. Leblanc, *Zonal approach to centrifugal, elliptic and hyperbolic instabilities in Stuart vortices with external rotation*, J. Fluid Mech. 449 (2001), 1–37. MR 2002j:76130

[17] Lars Hörmander, *The analysis of linear partial differential operators. III*, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 274, Springer-Verlag, Berlin, 1985, Pseudodifferential operators. MR 87d:35002a

[18] Russell A. Johnson, Kenneth J. Palmer, and George R. Sell, *Ergodic properties of linear dynamical systems*, SIAM J. Math. Anal. 18 (1987), no. 1, 1–33. MR 88a:58112

[19] Richard R. Kerswell, *Elliptical instability*, Annual review of fluid mechanics, Vol. 34, Annu. Rev. Fluid Mech., vol. 34, Annual Reviews, Palo Alto, CA, 2002, pp. 83–113. MR 2003b:76071
[20] Y. Latushkin and M. Vishik, *Linear stability in an ideal incompressible fluid*, Comm. Math. Phys. **233** (2003), no. 3, 439–461. MR 1 962 118
[21] Yu. D. Latushkin and A. M. Stëpin, *Weighted shift operators and linear extensions of dynamical systems*, Uspekhi Mat. Nauk **46** (1991), no. 2(278), 85–143, 240. MR 92k:47062
[22] Yuri Latushkin and Roland Schnaubelt, *Evolution semigroups, translation algebras, and exponential dichotomy of cocycles*, J. Differential Equations **159** (1999), no. 2, 321–369. MR MR1730724 (2000k:47054)
[23] Stéphane Leblanc and Fabien S. Godeferd, *An illustration of the link between ribs and hyperbolic instability*, Phys. Fluids **11** (1999), no. 2, 497–499. MR 99k:76064
[24] Alexander Lifschitz, *On the instability of certain motions of an ideal incompressible fluid*, Adv. in Appl. Math. **15** (1994), no. 4, 404–436. MR 95k:76066
[25] , *Exact description of the spectrum of elliptical vortices in hydrodynamics and magnetohydrodynamics*, Phys. Fluids **7** (1995), no. 7, 1626–1636. MR 96e:76023
[26] Alexander Lifschitz and Eliezer Hameiri, *Local stability conditions in fluid dynamics*, Phys. Fluids A **3** (1991), no. 11, 2644–2651. MR 92j:76041
[27] , *Localized instabilities of vortex rings with swirl*, Comm. Pure Appl. Math. **46** (1993), no. 10, 1379–1408. MR 95d:76024
[28] Zhiwu Lin, *Instability of some ideal plane flows*, SIAM J. Math. Anal. **35** (2003), no. 2, 318–356 (electronic). MR 2004g:76062
[29] Ricardo Mañé, *Quasi-Anosov diffeomorphisms and hyperbolic manifolds*, Trans. Amer. Math. Soc. **229** (1977), 351–370. MR 58 #2894
[30] Roger D. Nussbaum, *The radius of the essential spectrum*, Duke Math. J. **37** (1970), 473–478. MR 41 #9028
[31] S. A. Orszag and A. T. Patera, *Subcritical transition to turbulence in plane channel flow*, Phys. Rev. Lett. **45** (1980), 989–993.
[32] Joseph Pedlosky, *Geophysical fluid dynamics*, New York, Springer-Verlag, 1987.
[33] Lawrence Perko, *Differential equations and dynamical systems*, second ed., Texts in Applied Mathematics, vol. 7, Springer-Verlag, New York, 1996. MR 97g:34002
[34] R. T. Pierrehumbert, *Universal short-wave instability of two-dimensional eddies in an inviscid fluid*, Phys. Rev. Lett. **57** (1986), 2157–2159.
[35] Robert J. Sacker and George R. Sell, *A spectral theory for linear differential systems*, J. Differential Equations **27** (1978), no. 3, 320–358. MR 58 #18604
[36] R. T. Seeley, *Integro-differential operators on vector bundles*, Trans. Amer. Math. Soc. **117** (1965), 167–204. MR MR0173174 (30 #3387)
[37] M. A. Shubin, *Pseudodifferential operators and spectral theory*, second ed., Springer-Verlag, Berlin, 2001, Translated from the 1978 Russian original by Stig I. Andersson. MR 2002d:47073
[38] Roman Shvydkoy, *Cocycles, Mañé sequences, and hyperbolicity*, in preparation.
[39] Roman Shvydkoy and Susan Friedlander, *On recent developments in the spectral problem for the linearized Euler equation*, Contemp. Math. **371** (2005), 271–295.
[40] Roman Shvydkoy and Yuri Latushkin, *Essential spectrum of the linearized 2D Euler equation and Lyapunov-Oseledets exponents*, (to appear in J. Math. Fluid Mech.).

[41] ———. *The essential spectrum of the linearized 2D Euler operator is a vertical band*, Advances in differential equations and mathematical physics (Birmingham, AL, 2002), Contemp. Math., vol. 327, Amer. Math. Soc., Providence, RI, 2003, pp. 299–304. MR 2004d:76025

[42] Roman Shvydkoy and Misha Vishik, *On spectrum of the linearized 3D Euler equation*, Dynamics of PDE 1 (2004), no. 1, 49–63.

[43] D. Sipp, E. Lauga, and L. Jacquin, *Vortices in rotating systems: centrifugal, elliptic and hyperbolic type instabilities*, Phys. Fluids 11 (1999), no. 12, 3716–3728. MR 2000g:76020

[44] Gordon E. Swaters, *Introduction to Hamiltonian fluid dynamics and stability theory*, Chapman & Hall/CRC Monographs and Surveys in Pure and Applied Mathematics, vol. 102, Chapman & Hall/CRC, Boca Raton, FL, 2000. MR 2002a:76067

[45] Misha Vishik, *Spectrum of small oscillations of an ideal fluid and Lyapunov exponents*, J. Math. Pures Appl. (9) 75 (1996), no. 6, 531–557. MR 97k:35203

[46] Misha Vishik and Susan Friedlander, *Dynamo theory methods for hydrodynamic stability*, J. Math. Pures Appl. (9) 72 (1993), no. 2, 145–180. MR 95a:76036

University of Illinois at Chicago, Department of Mathematics, Statistics, and Computer Science, Chicago, IL 60607

E-mail address: shvydkoy@math.uic.edu