I. INTRODUCTION

Converting heat into mechanical work periodically, the heat engines as the generators of motion triggered both the industrial revolution and the theoretical development of thermodynamics in the 18th and 19th centuries. Recently, the heat engines have been re-invigorated by miniaturization of devices [1]. Experimentally, elaborate efforts have been made on the design of the machines employing quantum systems, such as harmonic oscillators [2], ultracold atoms [3], a single particle, such as an atom, ion, electron [4–8] and molecule [9, 10] as well as a spin-1/2 system [11–13] and qubit system [14–16]. They work at the atom level to convert heat or light into mechanical or electrical power [17, 18]. Theoretically, various model systems performing thermodynamic cycles have been proposed as the quantum heat engines (QHEs), dating back to the three-level masers proposal in 1959 [19]. Recently, more attentions are drawn to the relationship between different types of QHEs [20–23], irreversible work and inner friction [24–26], the impact of coherence [27–28] and the application prospects and the transition to refrigerators [29–31]. These QHEs not only comply with the classical laws of thermodynamics but also follow the rules of quantum mechanics [32–34]. Consequently, the quantum thermodynamics is boosted by engineering a variety of quantum devices.

Among the QHEs, the quantum Otto heat engine (QOHE), mimicking the common four-strokes car engine, has been extensively studied [35–37]. The working substance is only a quantum harmonic oscillator with a tunable vibration frequency. The heat engine is alternately coupled to a hot and a cold reservoir. The 4-stroke Otto cycle consists of two isochoric processes and two adiabatic processes. During the isochoric processes, the QOHE exchanges heat with the hot or cold baths but keeps the frequency constant. In the adiabatic processes, the work input or output changes the frequency of the oscillator.

In this paper, we take advantage of the driven-dissipative Schrödinger equation to study the time evolution of the quantum Otto cycle process and evaluate the performance of QOHE. The time-dependent probability distribution of the oscillator’s energy levels is calculated by the driven-dissipative Schrödinger equation. The time evolutions of the internal energy, entropy, power and efficiency are simulated. The quantum machine starts from the ground state and the state with equal probability distribution on several lower energy levels, respectively. In the former case, the efficiency and power increase with the number of the Otto cycles until they reach a stable value. In the latter case, the efficiency can be improved beyond the Otto limit, or even the Carnot limit. The overrange is due to the contribution of the energy stored in the initial state. It implies an effective method to enhance the performance of the QOHE. Thus, we suggest that periodically pumping quantum heat engine could raise the efficiency. Furthermore, we propose a possible design of a new quantum engine working in a single bath to convert the pump energy into the mechanical work. Such an engine may be used for working in the microenvironments. We also study the balance between the net power output and the machine efficiency since it is impossible to realize the maximums of both the efficiency and power output at the same time.

II. MODEL OF QUANTUM OTTO HEAT ENGINE

We apply the driven-dissipative Schrödinger equation [39, 40] to study the time evolution of the QOHE. The energy exchange between the QOHE and the heat reser-
voirs is described by the driven-dissipative operator $D$. Previously, we call it the dissipative operator in the decaying process $45, 46$. This equation could deal with strong system-environment coupling and the substantial environmental memory effects, as demonstrated in our previous work [47]. The dissipative Schrödinger equation with the time-dependent quantum state is written as

$$i\hbar \frac{d|\psi(t)\rangle}{dt} = (H_0 + iD)|\psi(t)\rangle,$$

where the Hamiltonian $H_0$ of the quantum harmonic oscillator with a time-dependent frequency reads

$$H_0 = \hbar \omega a^\dagger a,$$

where $a^\dagger$ and $a$ are the Bosonic creation and annihilation operators. Alternatively,

$$H_0 = \sum_n E_n |n\rangle \langle n|,$$

where the energy of the ground state $|0\rangle$ is assumed to be zero, $|n\rangle$ is the $n$-bosons state of the oscillator, and the corresponding energy $E_n = n\hbar\omega$.

The $D$ operator describes the state changes of the system by surroundings, which is given by

$$D = \frac{\hbar}{2} \sum_n \frac{d\ln P_n(t)}{dt} |n\rangle \langle n|,$$

with the system state $|\psi(t)\rangle = \sum_n c_n(t) |n\rangle$. $P_n(t) = |c_n(t)|^2$ is the occupation probability of the $n$-bosons state. The time evolution of the probability distribution function $P_n(t)$ of the $n$th state is described by the rate equation

$$\frac{dP_n(t)}{dt} = -2n\Gamma P_n(t) + 2(n+1)\Gamma P_{n+1}(t) - 2\Gamma e^{-n\hbar\omega/k_BT} [-nP_{n-1}(t) + (n+1)P_n(t)],$$

where $\Gamma$ is the relaxation constant of the oscillator induced by the reservoirs. The factor $e^{-n\hbar\omega/k_BT}$ is introduced to ensure the rate equation obeying the usual detailed balance relations.

Starting from a given initial population distribution $P_n(t = 0) = 0$, we solve the driven-dissipative Schrödinger equation and obtain the temporal variation of $P_n(t)$. Thus, the time-dependent internal energy of the QOHE reads

$$U(t) = \sum_n E_n P_n(t).$$

The internal energy of the engine may be changed by the work output or input as well as the exchange heat with a bath. According to the first law of thermodynamics $dU = dQ + dW$, then $38, 48$

$$dQ = \sum_n E_n dP_n; \quad dW = \sum_n P_n dE_n.$$  

During the thermal cycle, the occupation probability apportion $P_n$ of the $n$-bosons state changes in the endothermic and exothermic processes, and keeps constant in the adiabatic processes. Accordingly, the von Neumann entropy $S(t)$ as function of occupation distribution $P_n(t)$ is written as

$$S(t) = -k_B \sum_n P_n(t) \ln P_n(t),$$

where $k_B$ is the Boltzmann constant.

Let address the 4-stroke Otto cycle in more detail. In the isochoric processes, the heat exchange with the heat reservoirs changes the particle occupation allocation $P_n(t)$ without work done or $dW = 0$, i.e., in the stages $A \rightarrow B$ and $C \rightarrow D$, as shown in Fig. 1. In the adiabatic or isentropic processes, the entropy $S(t)$ keeps a constant since there is no change of the particle occupation on each level or $dP_n = 0$, and no heat exchange with the heat reservoirs or $dQ = 0$, i.e., in the stages $B \rightarrow C$ and $D \rightarrow A$.

$A \rightarrow B$: starting from an initial state at the point A, the QOHE contacts the hot bath with the temperature $T_h$. The oscillator is heated up by the hot bath and keeps its frequency $\omega_h$ constant. To the point B, it stops
exchanging heat with the hot bath. The total absorbed heat is

\[ Q_{in} = \sum_n n\hbar\omega_n \left( P_n^B - P_n^A \right). \]  (9)

\[ B \rightarrow C: \] the machine does work in adiabatic expansion step. The von Neumann entropy remains unchanged, \( dP_n = 0 \) or \( P_n^C = P_n^B \). The oscillation frequency relaxes from \( \omega_n \) to \( \omega_c \), and the work output is

\[ W_{out} = \sum_n n\hbar \left( \omega_n P_n^B - \omega_c P_n^C \right). \]  (10)

\[ C \rightarrow D: \] the heat engine couples to the cold bath at the temperature \( T_c \). The QOHE keeps the same frequency \( \omega_c \) and releases the heat \( Q_{out} \) to the cold bath with

\[ Q_{out} = \sum_n n\hbar\omega_n \left( P_n^C - P_n^D \right). \]  (11)

\[ D \rightarrow A': \] the adiabatic compression starts and the frequency of the oscillator is enhanced from \( \omega_c \) to \( \omega_h \) by the input work

\[ W_{in} = \sum_n n\hbar \left( \omega_c P_n^A - \omega_h P_n^D \right), \]  (12)

with \( P_n^{A'} = P_n^D \). It is worthy of noting that the \( P_n^{A'} \) is not always equal to the \( P_n^A \) unless the Otto cycle is periodically stable.

The effective or net work output \( W_{eff} \) throughout the Otto cycle is given by

\[ W_{eff} = W_{out} - W_{in}. \]  (13)

Substituting the Eqs. (10) and (12) into Eq. (13), the total effective work \( W_{eff} \) done per Otto cycle is written as

\[ W_{eff} = \sum_n n\hbar \left[ \left( \omega_n P_n^B - \omega_c P_n^C \right) - \left( \omega_c P_n^{A'} - \omega_h P_n^D \right) \right]. \]  (14)

Applying the conventional definition, the heat-work conversion efficiency \( \eta \) for the QOHE is given by

\[ \eta = \frac{W_{eff}}{Q_{in}}. \]  (15)

Combining Eq. (14) and (9), the efficiency \( \eta \) is rewritten as

\[ \eta = \frac{\sum_n n\hbar \left[ \omega_n \left( P_n^B - P_n^{A'} \right) - \omega_c \left( P_n^C - P_n^D \right) \right]}{\sum_n n\hbar\omega_n \left( P_n^B - P_n^A \right)}. \]  (16)

Without inner friction, one has \( P_n^B = P_n^C \), \( P_n^D = P_n^{A'} \). Then, the efficiency \( \eta \) can be obtained by simplifying Eq. (10) as

\[ \eta = \frac{\sum_n \left( P_n^B - P_n^{A'} \right)}{\sum_n \left( P_n^B - P_n^A \right)}, \]  (17)

with the Otto efficiency \( \eta_O = 1 - \omega_c/\omega_h \).

III. TIME EVOLUTION OF QUANTUM OTTO HEAT ENGINE

A. Otto Cycle without formation of thermal balance

In this section, we simulate the time evolution process of the 4-stroke Otto cycle without formation of thermal balance with the baths. Each period includes four same time segments, e.g., \( \tau = \tau_{A\rightarrow B} = \tau_{B\rightarrow C} = \tau_{C\rightarrow D} \).

In all the numerical calculations, we set the lower oscillator energy \( \hbar\omega_c \) as the energy unit, and \( \tau_c = 2\pi/\omega_c \) as the time unit. The relaxation constant between the oscillator and the reservoirs \( \Gamma = 0.1 \) in Eq. (5) for the time evolution of the probability distribution function.

During the working stroke, the oscillator frequency reducing or increasing is similar to the volume expanding or compressing in the classical model. We set the time evolution of the frequency function as \( \omega(t) = \omega_{h,c} - t(\omega_{h,c} - \omega_{c,h})/\tau \). The harmonic frequency gradually decreases from \( \omega_n \) to \( \omega_c \) during the time \( \tau_{DC} \) in the work output stages and gradually increases from \( \omega_c \) to \( \omega_h \) during the time \( \tau_{DA} \) in the work input stages. These working strokes take place under adiabatic conditions, and no heat exchange with heat reservoirs or \( dQ = 0 \). During the thermal exchanging stroke, the vibration frequency is kept constant, and the oscillator exchanges heat with the reservoir without work done or \( dW = 0 \).

The time evolutions of the internal energy \( U \), entropy \( S \) and efficiency \( \eta \) depend on the time-dependent probabilities of the oscillator’s energy levels. The occupancy distribution is determined by solving the driven-dissipative Schrödinger equation.

Firstly, we set the ground state of the oscillator as the initial state. The time evolution of the internal energy \( U \) is shown in Fig. 2(a). The thermal engine reaches cyclotationalary state after several periods. With the number \( N \) of the Otto cycle increasing, the quantum machine gradually approaches periodically steady. For instance, the number of particles on each state reach constant values at points \( A, B, C, D \), as shown the right of the separator in Fig. 2. Since the population of particles on per eigenstate dose not changes during the thermal insulation phases, i.e., \( dP_n = 0 \), according to Eq. (8), there is no change in the von Neumann entropy \( dS = 0 \), obeying the laws of thermodynamics. In Fig. 2(b), the dash lines depict the constant entropies independent of time. In addition, we obtain the evolutions of efficiency at different working durations \( \tau \) as the illustration in Fig. 3(a). The Otto cycle is not periodic stability in the initial several
different from $P$ and the efficiency only when the Otto cycle reaches a steady cyclical state. On the other hand, as long as the probability of the efficiency is lower than the Otto limit in the first stage. The ground state, $\eta$ is higher the efficiency $\tau$ steady cycle, the longer the working duration $\eta$ is approaching closer. Because the QOHE starts from the ground state, $Q_{in}$ in the first-stroke is much larger than that in subsequent cycles. Consequently, the efficiency is lower than the Otto limit in the first stage. The efficiency $\eta$ of the QOHE could reach a stable value after $n_A$, the efficiency deviates from the Otto limit $\eta_O$. The power output $P_W$ is another indicator to judge the performance of the QOHE. It could be expressed as

$$P_W = W_{eff} / 4\tau,$$

where $4\tau$ is total time of a periodic Otto cycle. The time evolution of power is illustrated in Fig. 3(b). During the initial several cycles, the power is lower than the value in the stable cyclic state. The working substance does not warm up to the optimal working order in the beginning few cycles. The power is also lower according to the Eqs. (13) and (18). The power reaches maximum as long as the cycle reaches a fixed periodic state. In addition, the shorter the working cycle duration is, the higher the output power is at the regular stable states, which is similar to that of classic heat engines.

Secondly, we set the initial state with the equal probability distribution on the three lower energy levels of the oscillator. All the other parameters such as the temperatures and frequencies are the same as the previous case. Both the energy and entropy of this initial state is much higher than the case starting from the ground state. All the other parameters such as the temperatures and frequencies are the same as those in Fig. 2. The power is expressed in relative unit of energy and time.

FIG. 2: The time evolutions of (a) the internal energy $U$ and (b) the entropy $S$ in the QOHE starting from the ground state to the periodic steady state. The red and blue solid lines indicate the two isochoric processes in the duration $\tau_{AB}$ and $\tau_{CD}$. The orange and light-blue dashed lines indicate the two adiabatic processes with the constant entropies in the segments $\tau_{BC}$ and $\tau_{DA}$. In our numerical calculations, we set $\hbar\omega_c$ as the unit of energy, and $\tau_c = 2\pi/\omega_c$ as the unit of time. The working duration $\tau = 2.0$. The harmonic oscillators of low frequency $\hbar\omega_c = 1.0$ and high frequency $\hbar\omega_h = 1.5$. The temperature of cold bath $k_B T_c = 0.4$ and the temperature of the hot bath $k_B T_h = 1.2$, respectively. The relaxation constant between the oscillator and the reservoirs $\Gamma = 0.1$. The right side of the separator shows the results when the Otto cycle reaches a periodical stable state. The top black oblique dashed line indicates that the difference of the internal energy $U$ at the points $B$ and $B'$ before the machine reaches a stable state.

FIG. 3: The efficiency $\eta$ (a) and power $P_W$ (b) versus the number $N$ of the Otto cycles starting from the ground state. The single-segment time $\tau$ takes 1.0, 1.5 and 2.0. The temperature and frequency parameters are the same as those in Fig. 2. The power is expressed in relative unit of energy and time.
FIG. 4: The time evolutions of the energy $U$ (a) and entropy $S$ (b) starting from a initial state with the equal probability distribution on the lower three energy levels. The parameters of temperature $T_{c,h}$, frequency $\omega_{c,h}$ and the duration of single-stroke $\tau$ are the same as that in previous case starting from the ground state. The red and blue solid lines represent endothermic and exothermic strokes, respectively. The orange and light-blue dashed lines represent the adiabatic working strokes. The enlarged diagram at the right side of the separator indicates that the cycle has reached the periodic state.

as shown in Fig. 4(a). In the starting periods, the energy of the QOHE even releases into the hot bath in the form of heat during the $\tau_{AB}$ or $Q_{in} < 0$. Fig. 4(b) illustrates the temporal evolution of the entropy. The entropy increases at the beginning due to the particle redistributing on more states, and then gradually decreases as particles tending to locate on the lower energy levels during the preliminary period.

Fig. 5(a) shows the time evolution of the efficiency. In the beginning stages, one finds the negative efficiency value due to the negative $Q_{in}$ and hence negative efficiency $\eta = W_{eff}/Q_{in}$. The $Q_{in}$ gradually approaches zero and then becomes positive. It is worth noting that in the 2nd period, the efficiency even exceed the Carnot or Otto limit. This does not means that the thermodynamic laws are violated, and it is attributed to the contribution from the energy stored in the initial state. consequently, it provides a route to improve the efficiency of the QOHE by external control, for example, populat-

FIG. 5: The efficiency $\eta$ (a) and power $P_W$ (b) versus the number of cycles $N$ with the equal probability distribution on the three lower energy levels as the initial state. The single-segment time $\tau$ takes different values. The temperature and frequency parameters are the same as those in Fig. 2, respectively.

B. QHE with Single-bath

Heat engine always operates in two heat reservoirs. However, two baths with different temperature are difficult to realize in microenvironments, such as organism and nanostructures. Since the initial state affects the time evolutions of the power, internal energy, entropy and the efficiency at least in the early QHE cycles, we could periodically pump the QHE and improve its performance. Furthermore, here, we propose to pump the quantum engine with a light or vibration pump and convert the pump energy into the mechanical work in a single heat reservoir or in a normal temperature environment. In other words, the energy provided by pump substitutes the heat absorption from the hot bath in the Otto cycles,
and then the quantum engine operates in a single heat bath with the temperature $T_c$. The engine is regularly pumped at the beginning of the cycles to initialize the occupation probability distribution. Since the pump duration $\tau_{AB}$ is extremely short, comparing with the time segments of $\tau_{BC}$, $\tau_{CD}$ and $\tau_{DB}$, we neglect $\tau_{AB}$ in our figures in this model. The evolution process of the internal energy is shown in Fig. 6. The QOHE is periodically pumped from the ground state to the first excited state at beginning of each cycle. This engine actually converts the pump energy into heat and mechanical work. The heat release process is necessary because the pump energy is impossible to be converted into work completely without the heat dissipation according to the second law of thermodynamics. During the adiabatic strokes, the processes of the work input and output are similar to the compression and expansion of classical heat engine. The Otto cycle can be redivided into four processes: pump, expansion, heat release and compression. The efficiency is redefined as the ratio of the net work output to the pump energy. In Fig. 6 the efficiency is 18%.

**C. Otto cycle with thermal balance**

We have studied the performance of the QOHE without forming thermal equilibrium with the heat baths in the above sections. In the following, we prolong the duration of periodic cycle to make the machine reach the thermal equilibrium with the baths in the heat exchange processes. The harmonic oscillator’s frequency and environmental conditions are exactly the same as those in the previous sections. When the QOHE reaches thermal balance with the heat reservoirs, the population probabilities obey the Boltzmann distribution, $P_n \propto e^{-E_n/k_BT}$.

During the heat-exchange processes, the frequencies of the harmonic oscillators remain unchanged. The population distribution function $P_n$ at the thermal balance could be calculated analytically. Therefore, the analytical value of the internal energy and the entropy at the points $A$, $B$, $C$, $D$ are labeled on the curves, in good agreement with our numerical calculations, see Fig. 6. The initial state also starts from the ground state, and the cycle reaches stable in the first stage $\tau_{AB}$. Only in the first cycle, the absorbed heat and efficiency are different from those in the subsequent cycles.

QHEs often fail to maximize both the output power and the efficiency [4]. The balance between the power and efficiency is pursued. We fix the cold bath temperature a constant value, and adjust the hot bath temperature as well as the frequency ratio $\omega_c/\omega_h$. The relationship between the efficiency versus the output power is shown in Fig. 7. The power versus efficiency shows a quasi-parabolic curve. It is impossible for both of them to reach the maximum. The highest efficiency of a QOHE is limited by the Carnot limit $\eta_C = 1 - T_c/T_h$ [38, 39, 48, 49].
with the ratio $\omega_c/\omega_h = T_c/T_h$. For the same efficiency, the higher temperature of the hot bath leads to the higher output power, as shown by the black dashed line in Fig. 8. At the fixed temperature ratio $T_h/T_c$, the efficiency could be improved with the frequency ratio $\omega_h/\omega_c$ enhancement until it reaches Carnot limit.

![FIG. 8: The efficiency $\eta$ versus the effective power output $P_W$ of QOHE. Different colored lines represent the relationship between efficiency and net output power at different $T_h$ by gradually changing the frequency ratio $\omega_c/\omega_h$. The cold bath temperature $k_BT_c = 0.4$. The black horizontal dashed line sketches the power $P_W$ vs $T_h$ at a fixed $\eta$. Black solid line indicates the Carnot limit, constraining the efficiency of the QOHE.](image)

IV. CONCLUSION

To conclude, we have probed the time evolution of the quantum Otto cycle process and the performance of the QOHE with a single oscillator as the working substance. We calculated the time-dependent population distribution of the oscillator’s energy levels by solving the driven-dissipative Schrödinger equation and simulated the time evolutions of the internal energy, entropy, power and efficiency. We show that the different initial states have different impacts on these quantities in the transient period before the Otto cycle becomes periodical stable. In the transition time, the efficiency and power differs from the corresponding values in the stable Otto cycles. The efficiency even surpasses the Otto limit and the Carnot limit, which is attributed to the contribution from the energy stored in the initial state. Therefore, we suggest that the periodically pumping could raise the efficiency of the quantum machine. Furthermore, we propose a novel quantum engine in ambient condition to convert the pump energy into the mechanical work. Such an engine could work in the microenvironments without a large temperature difference, such as biological tissues in vivo. We expect that the operational protocol presented here is applied to modeling a quantum engine with the advantage of controllability.
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