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Abstract

The present work investigates the asymptotic behaviors, at the zero-noise limit, of the first collision-time and first collision-location related to a pair of self-stabilizing diffusions and of their related particle approximations. These asymptotic are considered in a peculiar framework where diffusions evolve in a double-wells landscape where collisions manifest due to the combined action of the Brownian motions driving each diffusion and the action of a self-stabilizing kernel. As the Brownian effects vanish, we show that first collision-times grow at an explicit exponential rate and that the related collision-locations persist at a special point in space. These results are mainly obtained by linking collision phenomena for diffusion processes with exit-time problems of random perturbed dynamical systems, and by exploiting Freidlin-Wentzell’s LDP approach to solve these exit-time problems. Importantly, we consider two distinctive situations: the one-dimensional case (where true collisions can be directly studied) and the general multidimensional case (where collisions are required to be enlarged).
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1 Introduction

1.1 Setting

In this paper, we are interested in estimating the zero-noise limit of the first collision-time and first collision-location (or an \(\epsilon\)-approximation of these quantities) of two nonlinear self-stabilizing diffusions, \(X = (X_t)_{t \geq 0}\) and \(Y = (Y_t)_{t \geq 0}\), whose dynamics are given by:

\[
\begin{align*}
X_t = x_1 + \sigma B_t - \int_0^t \left( \nabla V(X_s) + \int \nabla F(X_s - x) \, \mu^X(s, dx) \right) ds, \\
\mu^X(t) = \text{Law}(X_t), \quad t \geq 0,
\end{align*}
\] (1a)

and

\[
\begin{align*}
Y_t = x_2 + \sigma \tilde{B}_t - \int_0^t \left( \nabla V(Y_s) + \int \nabla F(Y_s - y) \, \mu^Y(s, dy) \right) ds, \\
\mu^Y(t) = \text{Law}(Y_t), \quad t \geq 0.
\end{align*}
\] (1b)
Here and after, \( x_1 \) and \( x_2 \) feature two deterministic initial conditions, \( \sigma \) a positive constant and \( B \) and \( \bar{B} \) denote two independent \( \mathbb{R}^2 \)-Brownian motions. The derive functions in (1a) and (1b) are characterized by the potentials functions \( V \) and \( F \) which, in addition to be smooth, will be assumed to generate, on the one hand, a bistable landscape and, on the second hand, a stabilization effect which settles down each dynamic in a given steady region (our exact setting is detailed in Assumptions (A) below).

Self-stabilizing diffusions define particular instances of McKean-Vlasov models with contractive nonlinear coefficients. The latter, historically introduced in [McK66], [McK67], broadly refer to a class of SDEs where coefficients depend on the distribution itself of the solution to the equation. McKean-Vlasov models arise with the probabilistic interpretation of nonlinear PDEs and as the mean-field - or large population - limit of interacting stochastic particle systems; we refer the interested reader to [B03], [JW17], [CD21] for exhaustive surveys on these topics. For their parts, the dynamics (1a) and (1b) emerge as the natural large population limit (\( N \uparrow \infty \)) of the family of exchangeable interacting particle systems \((X_{1,\ldots,N}, \ldots, X_{N,\ldots,N})\) and \((Y_{1,\ldots,N}, \ldots, Y_{N,\ldots,N})\), given by:

\[
\begin{align*}
X_{i,t}^N &= x_1 + \sigma B_{i,t}^1 - \int_0^t \left( \nabla V \left( X_{i,s}^N \right) + \frac{1}{N} \sum_{j=1}^N \nabla F \left( X_{i,s}^N - X_{j,s}^N \right) \right) ds , \\
Y_{i,t}^N &= x_2 + \sigma \bar{B}_{i,t}^2 - \int_0^t \left( \nabla V \left( Y_{i,s}^N \right) + \frac{1}{N} \sum_{j=1}^N \nabla F \left( Y_{i,s}^N - Y_{j,s}^N \right) \right) ds ,
\end{align*}
\]

the driving noises \((B_1, \ldots, B_N)\) and \((\bar{B}_1, \ldots, \bar{B}_N)\) denoting here mutually independent copies of \( B \) and \( \bar{B} \).

The motions of the self-stabilizing diffusions (1a) and (1b) are governed by three mechanisms: the diffusive effect of the Brownian motions whose intensities are parameterized by \( \sigma \); the action of the external potential force \(-\nabla V\); and the action of an internal potential force \(-F\), characterizing at the mesoscopic scale, the interactions driving (2a) and (2b). In the absence of an internal force, the diffusions correspond to stochastic gradient flows whose long-time behaviors, for a non-trivial potential \( V \) with suitably growth, are governed by the Gibbs measure \((R_\sigma)^{-1} \exp\{-2V/\sigma^2\}\) - where \( R_\sigma \) is standing for a renormalizing constant - regardless of the convexity of \( V \) and the initial states. On the other hand, in the absence of an external potential, the force field \(-F\) may induce a long-time stabilization effect on the Brownian diffusion towards an invariant probability measure depending only on the first initial moment of the diffusion process (see [BRTV98], [BRV98]). Combined, the potentials can creates a discrepancy generating multiple invariant probability measures. A prototypical example where this situation occurs is given by the one-dimensional double-wells potential \( V(x) := x^4/4 - x^2/2 \) and the mean-attracting force generated by \( F(x) := \alpha x^2/2 \) and \( \alpha > 0 \) (we refer the interested reader to the seminal papers [K40] and [D83], and the references therein, for the practical and theoretical interests of these potentials). The resulting model illustrates the situation where different stationary regimes emerge depending on the parameters \( \alpha \) and \( \sigma \). The wells \( \lambda_1 = -1 \) and \( \lambda_2 = 1 \) and the “bump” \( \lambda_0 = 0 \) characterize the three possible attractive points for the dynamics which dominate long-time asymptotic as \( \sigma \downarrow 0 \). Whenever \( \alpha \) is larger than a certain threshold, convergence to the unique invariant measure is ensured while, whenever \( \sigma \) is below this threshold, three invariant probability measures emerge, two of them being concentrated around \( \lambda_1 \) and \( \lambda_2 \) ([D83, Sections 3 and 4]). In the case where \( \alpha \) is itself large enough (a case that we will below refer to as synchronization), long-time behavior can be analyzed at very small-noise intensity.

The question of the long-time behavior of self-stabilizing diffusions along establishing explicitly the asymptotic “large population, large time” of the related particle systems, has been intensively investigated under prior assumptions ensuring uniqueness of the invariant measure, see e.g. [BCCP98], [M01], [BGG13], [CMV03], [CGM08], [BGM10]. In the case where different invariant measures exist, the long-time convergence of self-stabilizing diffusions has been addressed in e.g. [T84], [T13], [DT18].

From here on, the pairs (1a)-(1b) and (2a)-(2b) will be all subject to the following assumptions:

\[(A) - (i) \quad V : \mathbb{R}^d \to \mathbb{R} \text{ is of class } C^2, \text{ uniformly convex at infinity, and such that } \nabla V \text{ is locally Lipschitz continuous and grows at most at a } 2n\text{-polynomial rate. Namely, } \nabla V \text{ satisfies the following properties: for some threshold } R' > 0, \]

the matrix $\inf_{|x| \geq R} \nabla^2 V(x)$ is positive definite;

$$\forall R > 0, \sup_{\max(|x|,|y|) < R} \frac{||\nabla V(x) - \nabla V(y)||}{||x - y||} < \infty,$$

and

$$\sup_{x \in \mathbb{R}^d} \{(1 + ||x||^{2n})^{-1}||\nabla V(x)||\} < \infty,$$

$|| \cdot ||$ denoting the Euclidean norm.

(A) $- (ii)$ $V$ admits exactly two distinct (strict) local minima located at the points $\lambda_1$ and $\lambda_2$.

(A) $- (iii)$ $F(x) := \frac{\alpha}{2}||x||^2$ with $\alpha > - \theta$ for $\theta := \inf_{x \in \mathbb{R}^d} \inf_{\xi \in \mathbb{R}^d : ||\xi|| = 1} \langle \xi \nabla^2 V(x) \xi \rangle$.

(A) $- (iv)$ Each initial condition $x_1$ and $x_2$ lies in a distinctive basin of attraction of $V$, that is: for $i = 1$ or $2$, $x_i$ belongs to the set $G(\lambda_i)$ defined by

$$G(\lambda_i) := \left\{ z \in \mathbb{R}^d : \lambda_i = \lim_{t \to \infty} \phi_t(z) \text{ for } \phi_t(z) = z - \int_0^t \nabla V(\phi_s(z)) \, ds \right\}.$$

Under Assumptions (A) $- (i)$ to (A) $- (iii)$, Equations (1a) and (1b) are well-posed, with uniqueness holding in a path-wise sense, and the solutions $X$ and $Y$ each has uniform-in-time finite moments of all orders (see [HIP08, Theorem 2.13] for the precise statements and demonstrations of these results). The same implication can be stated for (2a) and (2b) with: for all $p > 0$,

$$\sup_{t,N} \mathbb{E} \left\{ ||X_t^{i,N}||^{2p} + ||Y_t^{i,N}||^{2p} \right\} < \infty.$$

The condition (A) $- (iii)$ corresponds to the simplest form of synchronized regime and has been purposely chosen to simplify some proof arguments later on. (Possible extensions of our working assumptions, notably (A) $- (iii)$, will be presented at the end of this section.) In view of (A) $- (i)$, the self-stabilizing force compensates the lack of global convexity of the potential $V$, and the resulting effective potential of the system, $x \mapsto V(x) + \int F(x - z)\mu(dz) = V(x) + \frac{\alpha}{2} \int ||x - y||^2\mu(dy)$ is uniformly convex on $\mathbb{R}^d$, independently of the measure argument $\mu$.

Without further assumptions and outside the one-dimensional case (which will be treated separately from the general $d$-dimensional case), tracking the first time $t$ where $X$ and $Y$ will collide is by nature ill-posed. Indeed, in the case $d \geq 2$, as $B$ and $\bar{B}$ almost surely do not collide at finite time, under the assumptions (A) $- (i)$ and (A) $- (iii)$ - and up to a change of probability measure - the same can be stated for the pairs $(X, Y)$ and $(X^{i,N}, Y^{i,N})$. Properly, the first collision-time between (1a) and (1b) is obtained by the $\varepsilon \downarrow 0$-limit of the family of stopping times:

$$C_\varepsilon(\sigma) := \inf \left\{ t \geq 0 : ||X_t - Y_t|| \leq 2\varepsilon \right\},$$

while the first collision-location is characterized by the $\varepsilon \downarrow 0$-limit of $(X_{C_\varepsilon(\sigma)}, Y_{C_\varepsilon(\sigma)})$ in some region of the space. (Below, this limit will be often refer to as the persistence of the first collision-location.) Considering the continuously diffusive nature of $X$ and $Y$ for arbitrary $\sigma > 0$, approximating true-collisions into $\varepsilon$-collisions is rather natural. Equivalently, this approximation amounts to widening the point-materials $(X_t, Y_t)$ into a pair of moving permeable balls, with center of mass located in $X_t$ and $Y_t$ at each time $t$, and with a specified radius $\varepsilon$ defining the radius of collision between the two bodies. To avoid any trivial situation, the collision radius $\varepsilon$ has to be taken smaller than the smallest distance between the zero-noise limit $(\phi(x_1), \phi(x_2))$ of $(X, Y)$; that is

$$\varepsilon_0 := 2^{-1} \inf_{t \geq 0} \{ ||\phi_t(x_1) - \phi_t(x_2)|| \}. \quad (4)$$

The analog for (2a)-(2b) is characterized by the family of hitting times,

$$C_{\varepsilon,N}^d(\sigma) := \inf \left\{ t \geq 0 : ||X_t^{i,N} - Y_t^{i,N}|| \leq 2\varepsilon \right\}, \quad 1 \leq i \leq N. \quad (5)$$

The assumptions (A) $- (i)$ to (A) $- (iv)$ are purposely set to generate a specific regime where collisions result from the sole and combined actions of the driving Brownians. As these actions vanish with $\sigma$, collision-time necessarily
grows at a certain rate while the associated collision-location may remain in a balanced region between the wells \( \lambda_1 \) and \( \lambda_2 \). Both phenomena are intuitively determined by the parameters \( \alpha, \sigma \), the radius \( \varepsilon \) and the depth of the wells where lie the attractors \( \lambda_1 \) and \( \lambda_2 \).

More specifically, the combination of (A) \(-\cdot i\), (A) \(-\cdot ii\) and (A) \(-\cdot iv\) ensures a bistable regime where all diffusions evolve in a landscape where \( \lambda_1 \) and \( \lambda_2 \) define two separate attractors, one for \( X \) and the other one for \( Y \). As \( \sigma \downarrow 0 \), all sources of randomness disappear and the paths of (1a) and (1b) naturally simplify into two gradient flows \( \phi(x_1) \) and \( \phi(x_2) \) solutions to

\[
\frac{d\phi_t(x_k)}{dt} = -\nabla V(\phi_t(x_k)), \quad \phi_0(x_k) = x_k, \quad k = 1, 2.
\]

Due to (A) \(-\cdot iv\), \( \lim_{t \to \infty} \phi_t(x_k) = \lambda_k \) and, with (A) \(-\cdot ii\), \( \phi(x_1) \) and \( \phi(x_2) \) are collision-free. In the same way, each moving dynamical couple of balls with a center of mass located at \( \phi_t(x_1) \) and \( \phi_t(x_2) \) are collision-free at all time \( t \). Finite time \( \varepsilon \)-collisions so occur as long as the diffusive effects of \( B \) and \( \tilde{B} \) remain. As time goes by and as \( \sigma \) vanishes, the potential force prevails and, for a collision to happen, the driving Brownians have to force each diffusion \( X \) and \( Y \) to overcome their potential barrier. As such, and in view of (A) \(-\cdot ii\) and (A) \(-\cdot iv\), the asymptotic \( \lim_{t \to 0} (X_{\sigma_i(t)}, Y_{\sigma_i(t)}) \) should remain in a region surrounding \( \lambda_1 \) and \( \lambda_2 \), and whose "width" depends on \( \varepsilon \). This phenomenon is also expected for (2a) and (2b). Indeed, as \( \sigma \downarrow 0 \), the particle systems \( (X_{i,N}, Y_{i,N}), 1 \leq i \leq N \), converge to the family of dynamical systems \( (\phi^i(x_1), \phi^i(x_2)), 1 \leq i \leq N \), satisfying

\[
\frac{d\phi^i_t(x_k)}{dt} = -\nabla V(\phi^i_t(x_k)) - \alpha \left( \phi^i_t(x_k) - \frac{1}{N} \sum_{j=1}^{N} \phi^j_t(x_k) \right), \quad \phi^0_t(x_k) = x_k, \quad 1 \leq i \leq N, \quad k = 1, 2.
\]

As (A) \(-\cdot i\) ensures that \( \nabla V \) is locally Lipschitz continuous and as all the flows \( \phi^i(x_k) \) start at \( x_k \), a uniqueness argument yields that each \( \phi^i(x_k) \) simply corresponds to \( \phi(x_k) \).

Our interest for the present study has been initially motivated with the modeling and the analysis of collisions induced by a vanishing random perturbation in swarming interacting multi-agent systems, notably in Cucker-Smale models. Introduced in [CS07a], [CS07b], these models broadly define a class of second order high dimensional systems representing, at each time, the position and the velocity of a finite population of individuals of the same specie. Albeit initially dispersed, individuals, through their interactions, adopt a common behavior over time. Since their introduction, Cucker-Smale models and their connections with statistical physics have been extensively studied and adapted to wider situations in social science and in economy (see e.g. [NPT10], [PT14]). The introduction of stochastic perturbation has also been considered where a variety of collective behaviors can be found depending on how the noise acts in the dynamic (additively or multiplicatively; privately or commonly; ...); see [P17], [CDL18] and the references therein. In parallel to the impact of the noise in flocking models, another extension which motivated our setting is the introduction of leaders (see again [PT14]) in the models, which influence the emergence of distinct agglomeration over distinct steady regions. Having this modeling perspective in mind, the particle systems (2a) and (2b) - and their large population limit (1a) and (1b) - can be viewed as describing only the positions of two groups of bodies (representing e.g. economical agents, animal populations or cells) where each group evolves independently from the other and is attracted to a specific source (e.g. economical objectives, nutriment sources, or chemical attractants).

Placed in a random environment where each individual is affected by an idiosyncratic noise, the two entities are forced to collide - \( \varepsilon \) being understood as a range of influence. In this framework, we specifically address the question of how characteristics of the first collision (time and location) behave as the source of the collision elapses.

Compared to our original interest, the models (1a)-(1b) and (2a)-(2b) only provide a simplified version of our cases of interest: Langevin dynamics are eased into their over-damped - or Kramers-Smoluchowski - limits and all possible interaction, notably any possible post-collision effect, between the two self-stabilizing diffusions - or the two families of particles - are neglected. Concretely, the extension of our main results to the framework of Cucker-Smale models - or even general second order dynamics - currently out-scopes the applicative and technical range of the present paper. This gap is inherent to the fact that LDP for Langevin dynamics have been scarcely addressed in the literature. This gap is further significant with Freidlin-Wentzell’s theory on exit-time problems - which carries the essence of this paper. Enabling to fill this gap would require to revisit Freidlin-Wentzell’s theory and further thoroughly revisit the literature addressing this theory in the case of self-stabilizing diffusions. Despite this deviation from our initial intent,
the present framework and the methodology developed later in the paper set a solid theoretical basis, solid enough to carry our scientific program in the near future.

1.2 First collision-times viewed as first exit-times

As it will become clear in a few lines, and following the terminology introduced in [HIP08], the questions of estimating how fast the first collision-times between \((X,Y)\) and \((X^{i,N},Y^{i,N})\) grow and whether - and where - the first collision-locations \((X_{C_{\epsilon}(\sigma)}(\tau),Y_{C_{\epsilon}(\sigma)}(\tau))\) and \((X_{C_{\epsilon,N}^{i}(\sigma)}(\tau),Y_{C_{\epsilon,N}^{i}(\sigma)}(\tau))\) may persist amount to establishing a Kramers’ type law for the systems (1a)-(1b) and (2a)-(2b). By definition, \(C_{\epsilon}(\sigma)\) can be alternatively viewed as the first time when the diffusion \((X,Y)\) enters the domain \(\triangle_{\epsilon} := \{(x,y) \in \mathbb{R}^{d} : ||x-y|| \leq 2\epsilon\}\) or equivalently the first time when \((X,Y)\) leaves \(\mathbb{R}^{2d} \setminus \triangle_{\epsilon}\). With this view, the natural framework to study our question is the one of the large deviations, and more precisely the Freidlin-Wentzell theory on the exit-problem for the perturbed dynamical systems out of stable sets (see the definition below). While we refer the reader to [FW98, Chapters 3 and 4] - and [DZ10, Sections 5.6, 5.7] - for a detailed introduction on this theory, for the sake of completeness, we briefly recollect essential results which will be used later on.

Consider the diffusion process:

\[
z_{t}^{\sigma} = z_{0} + \sigma \mathcal{W}_{t} + \int_{0}^{t} b(z_{s}^{\sigma}) \, ds, \quad t \geq 0,
\]

where \(b\) is a smooth vector field on \(\mathbb{R}^{m} (m \geq 1)\) and \(\mathcal{W}\) is a \(\mathbb{R}^{m}\)-Brownian motion. As \(\sigma\) decreases, the paths of \(z^{\sigma}\) become closer to the deterministic dynamical system \(\Psi(z_{0})\) defined by

\[
\Psi_{t}(z_{0}) = z_{0} + \int_{0}^{t} b(\Psi_{s}(z_{0})) \, ds, \quad t \geq 0.
\]

Precisely, the way at which \(z^{\sigma}\) approaches \(\Psi(z_{0})\) obeys to the following large deviations principle: for any finite arbitrary time horizon \(T\) and for any \(\delta > 0\), as \(\sigma \downarrow 0\),

\[
\log \mathbb{P} \left\{ \sup_{t \in [0,T]} ||z_{t}^{\sigma} - \Psi_{t}(z_{0})|| > \delta \right\} \approx - \frac{1}{2\sigma^{2}} \inf_{\Phi} \left\{ \int_{0}^{T} \left| \left| \frac{d\Phi_{t}(z_{0})}{dt} - b(\Phi_{t}(z_{0})) \right| \right|^{2} \, dt \right\},
\]

the infimum being taken over the class of continuously differentiable functions \(\Phi : [0,T] \to \mathbb{R}^{m}\) starting from \(z_{0}\) at \(t = 0\), and such that \(\max_{0 \leq t \leq T} ||\Phi_{t}(z_{0}) - \Psi_{t}(z_{0})|| > \delta\). In the case where the orbits \(\Psi(z_{0})\) have a unique attractor - that is \(\lim_{t \to \infty} \Psi_{t}(z_{0}) = a_{0}\) for any starting point \(z_{0}\) - the paths of \(z^{\sigma}\) are naturally wandering around a neighborhood of \(a_{0}\), as \(\sigma\) decreases to 0.

As such, the diffusion will stick to a neighborhood of \(a_{0}\) for an arbitrary long-time, for small values of \(\sigma\). One may wonder which time scale will it take for \(z^{\sigma}\) to escape such neighborhood. For this question, the relevant sets to consider are given by the class of stable sets.

**Definition 1.1.** A subset \(G\) of \(\mathbb{R}^{d}\) is said to be stable by the vector field \(b\) if the orbits \(\Psi(z_{0}) = (\Psi_{t}(z_{0}))_{t \geq 0}\) defined as in (1.2) are included in \(G\) for all initial state \(z_{0} \in G\).

While the terminology “stable by” is more often referred to as “positively invariant by” in the literature, we retain the former terminology to remain consistent with the bibliographic sources referenced hereafter.

Under not-too restrictive assumptions on \(b\), M. I. Freidlin and A. D. Wentzell established the exponential growth of the exit-time of \(z^{\sigma}\) from a domain \(G\) stable by \(b\) and the concentration point of \(z^{\sigma}\) evaluated at this exit-time. In the special case of stochastic gradient flows, with \(b = -\nabla U\), Freidlin-Wentzell results formulate as follows (see [FW98, Chapter 4, Theorem 3.1], [DZ10, Theorem 5.7.11]):

**Theorem 1.2.** Assume that \(U : \mathbb{R}^{m} \to \mathbb{R}\) is of class \(C^{1}\) with \(\nabla U\) Lipschitz continuous on \(\mathbb{R}^{d}\), and define the exit-time

\[
\tau_{G}(\sigma) = \inf \{ t > 0 : z_{t}^{\sigma} \in \partial G \},
\]
for \( z^\sigma \) as in (6) and \( \mathcal{G} \) an open bounded set of \( \mathbb{R}^d \), stable by \( -\nabla U \) and \( \mathcal{G} \) contains one and only one minimizer of \( U \), \( a_0 \). If, for all \( z_0 \) in the closure \( \mathcal{G} \), \( \mathcal{W}_t(z_0) \) converges to \( a_0 \) as \( t \uparrow \infty \) then, for any \( z_0 \) in \( \mathcal{G} \), we have

\[
\lim_{\sigma \to 0} P \{ \exp \left[ \frac{2}{\sigma^2} (H - \delta) \right] < \tau_{\mathcal{G}}(\sigma) < \exp \left[ \frac{2}{\sigma^2} (H + \delta) \right] \} = 1 ,
\]

(8)

where

\[
H := \inf_{z \in \partial \mathcal{G}} \left( U(z) - U(a_0) \right) ,
\]

corresponds to the so-called exit-cost (from \( \mathcal{G} \)). Additionally,

(a) For all \( z_0 \) in \( \mathcal{G} \), \( \lim_{\sigma \to 0} \frac{\sigma^2}{2} \log \left( \mathbb{E} \{ \tau_{\mathcal{G}}(\sigma) \} \right) = H ;
\)

(b) For any closed subset \( \mathcal{N} \) of \( \partial \mathcal{G} \) such that

\[
\inf_{z \in \mathcal{N}} \left\{ U(z) - U(a_0) \right\} > \inf_{z \in \partial \mathcal{G}} \left\{ U(z) - U(a_0) \right\} ,
\]

then

\[
\lim_{\sigma \to 0} P \{ z_{\tau_{\mathcal{G}}(\sigma)} \in \mathcal{N} \} = 0 .
\]

The properties (8) and (a) above state that \( \tau_{\mathcal{G}}(\sigma) \) grows at an exponential rate in probability and in average. The property (a) specifically recovers the so-called Arrhenius’ law ([A89], [L84]) also known as a first-form of Kramers-Eyring law ([E35], [K40], [B13]). Additionally, the result demonstrates that the exit-location \( z_{\tau_{\mathcal{G}}(\sigma)} \) asymptotically concentrates on the region where it is the least costly to exit the domain starting from the attraction point \( a_0 \). In particular, if there exists a unique \( z^* \) in \( \partial \mathcal{G} \) such that \( U(z^*) - U(a_0) = \inf_{z \in \partial \mathcal{G}} (U(z) - U(a_0)) \), then, for all \( \delta > 0 \), \( z_0 \in \mathcal{G} \),

\[
\lim_{\sigma \to 0} P \left\{ \| z_{\tau_{\mathcal{G}}(\sigma)} - z^* \| < \delta \right\} = 1 .
\]

It is worth noticing that Freidlin-Wentzell results are purposely stated here in a simplified framework and the original Freidlin-Wentzell result in [FW98], [DZ10] also holds true for non-reversible processes. On the other hand, the force field \( -\nabla U \) is assumed to be globally Lipschitz, whereas, in the paper, we consider a setting which clearly violates this condition. In effect, the globally Lipschitz assumption can be weakened to a local one (this extension was previously remarked in e.g. [HIP08]).

The question of whether Freidlin-Wentzell theory applies to self-stabilizing diffusions is not new and has been addressed by S. Herrmann, P. Imkeller and D. Peithmann in their work [HIP08]. Therein, the authors establish an analog of Theorem 1.2, which they refer to as a Kramers’ type law, for the self-stabilizing diffusion \( Z \) satisfying

\[
\begin{aligned}
Z_t &= z + \sigma B_t - \int_0^t \left( \nabla U(Z_s) + \int \nabla F(Z_s - x) \mu^\sigma(s, dx) \right) ds , \\
\mu^\sigma(t) &= \text{Law}(Z_t) , \quad t \geq 0 .
\end{aligned}
\]

The potentials \( U \) and \( F \) are both assumed to be uniformly convex and the unique attractor of \( U \) is \( a \). The law for the exit-time \( \tau_{\mathcal{G}}(\sigma) := \inf \{ t \geq 0 : Z_t \notin \mathcal{G} \} \) is there ([HIP08, Theorem 4.2 and Section 5]) given by

\[
\tau_{\mathcal{G}}(\sigma) \approx \exp \left[ \frac{2}{\sigma^2} H \right] , \quad H := \inf_{z \in \partial \mathcal{G}} \left\{ U(z) - U(a) + F(z - a) \right\} ,
\]

(9)

for \( \approx \) denoting asymptotic equivalence as in (8).

In a series of papers, the second author has successfully extended these Kramers’ type laws to the situation of a non-global convex potential \( U \), under a synchronized regime or weaker assumptions (see [T18], [T19] and references therein) as well as for stochastic particle systems ([T20]). Parts of the strategies displayed in these papers will be adapted or extended herein. Notably, the coupling technique which asserts that a self-stabilizing diffusion can be found arbitrarily close to a given Markov process after a certain (deterministic) time.
1.3 Main results

For the case of the self-stabilizing diffusions (1a)-(1b), the Kramers’ type law for $C_\varepsilon(\sigma)$ defined in (3) states as follows:

**Theorem 1.3.** Let $H_0$ be the minimum of the function $H_0 : \mathbb{R}^d \rightarrow \mathbb{R}$ given by

$$H_0(\lambda) := 2V(\lambda) - V(\lambda_1) - V(\lambda_2) + F(\lambda - \lambda_1) + F(\lambda - \lambda_2),$$

and let $\lambda_0$ be the unique minimizer of $H_0$. Then, for any $\delta > 0$,

$$\lim_{\varepsilon \rightarrow 0} \lim_{\sigma \rightarrow 0} P\left\{ \exp \left[ \frac{2}{\sigma^2} (H_0 - \delta) \right] < C_\varepsilon(\sigma) < \exp \left[ \frac{2}{\sigma^2} (H_0 + \delta) \right] \right\} = 1.$$  

Moreover, the collision-location $(X_{C_\varepsilon(\sigma)} , Y_{C_\varepsilon(\sigma)})$ persists asymptotically in the vicinity of $\lambda_0$. Namely: for any $\delta > 0$,

$$\lim_{\varepsilon \rightarrow 0} \lim_{\sigma \rightarrow 0} P\left\{ \left[ \max \left( ||X_{C_\varepsilon(\sigma)} - \lambda_0|| , ||Y_{C_\varepsilon(\sigma)} - \lambda_0|| \right) \right] \leq \delta \right\} = 1.$$ 

**Remark 1.4.** Notice that the existence and the uniqueness of the minimizer $\lambda_0$ is a direct consequence of the synchronization assumption $(\mathbf{A})$ – (iii). As this condition yields the uniform convexity of $x \mapsto V(x) + F(x - m)$ for any $m$ in $\mathbb{R}^d$, readily,

$$\lambda_0 = \left(\nabla V + \alpha \text{Id} \right)^{-1}\left(\frac{\alpha}{2}(\lambda_1 + \lambda_2)\right),$$

for $\text{Id}$ denoting the identity map $x \mapsto \text{Id}(x) = x$. Illustratively, in the situation of a perfectly symmetrical landscape - namely $\lambda_1 = -\lambda_2$ - $\lambda_0$ is simply the root of $x \mapsto \nabla V(x) + \alpha x$, and in the more prototypical case where $V(x) = x^4/4 - x^2/2$, the first collision-location persists at the hill $\lambda_0 = 0$. In the situation of the asymmetric double-wells potential $V(x) = x^4/4 + x^3/3 - x^2/2$, where the wells are located at the points $-1/2 \pm \sqrt{3}/2$ - the lowest well lying in $-1/2 - \sqrt{3}/2$, and for a synchronization $\alpha > 4/3$, $\lambda_0$ corresponds to the root of the polynomial $V'(x) + \alpha(x+1/2)$. This point is notably distinct from the saddle point $x = 0$ of $V'$.

The above Kramers’ type law is on par with what one would have expected from a heuristic application of (9): assuming that the domain $(\mathbb{R}^d \times \mathbb{R}^d) \setminus \Delta_\varepsilon$ was stable, $C_\varepsilon(\sigma)$ would obey to the general asymptotic estimate (8) with the exit-cost

$$\inf_{(x,y) \in \partial \Delta_\varepsilon} \left( V(x) - V(\lambda_1) + F(x - \lambda_1) + V(y) - V(\lambda_2) + F(y - \lambda_2) \right).$$

Also, all possible exit-locations from $(\mathbb{R}^d \times \mathbb{R}^d) \setminus \Delta_\varepsilon$ would be resting in the corresponding set of minimizers. Since the boundary $\partial \Delta_\varepsilon$ corresponds to the set $\{ (x,y) \in \mathbb{R}^d \times \mathbb{R}^d : ||x - y|| = 2\varepsilon \}$, as $\varepsilon$ is taken smaller and smaller, the exit-cost would get closer to

$$\inf_x \left( 2V(x) - V(\lambda_1) - V(\lambda_2) + F(x - \lambda_1) + F(x - \lambda_2) \right),$$

that is $H_0 = \inf H_0$, and exit-locations closer to the related minimizer, $\lambda_0$. However, due to the $a$-priori lack of stability of $(\mathbb{R}^d \times \mathbb{R}^d) \setminus \Delta_\varepsilon$, this direct argument can not be applied and a rigorous demonstration of Theorem 1.3 requires a substantial detour. To circumvent the possible instability of $(\mathbb{R}^d \times \mathbb{R}^d) \setminus \Delta_\varepsilon$, we rather interpret $C_\varepsilon(\sigma)$ as the first time $X$ and $Y$ are simultaneously found at an $\varepsilon$-neighborhood of any point $\lambda$ of $\mathbb{R}^d$. Precisely $C_\varepsilon(\sigma)$ can be written as $\inf_\lambda \beta_\lambda,\varepsilon(\sigma)$ for $\beta_\lambda,\varepsilon(\sigma)$ the first time $X$ and $Y$ both enter the ball of radius $\varepsilon$ and centered in $\lambda$. Indeed, by triangular inequality, $C_\varepsilon(\sigma) \leq \inf_\lambda \beta_\lambda,\varepsilon(\sigma)$, meanwhile $C_\varepsilon(\sigma) \geq \inf_\lambda \beta_\lambda,\varepsilon(\sigma) \geq \inf_\lambda \beta_\lambda,\varepsilon(\sigma)$, for $\lambda,\varepsilon,\sigma := 2^{-1}(X_{C_\varepsilon(\sigma)} + Y_{C_\varepsilon(\sigma)})$. As each $\beta_\lambda,\varepsilon(\sigma)$ approximates the first time $X$ and $Y$ meet at the point $\lambda$, these stopping times allow a parametrization of the possible collision-location (for instance at $\lambda$). Subsequently, this parametrization enables us to lean against Freidlin-Wentzell theory, provided some suitable preliminaries (which will be the subject of Section 2), and next, to borrow and to adapt the coupling techniques from [T19], [T21].

This strategy further allows to derive similar asymptotics for $C_\varepsilon^N(\sigma)$ defined in (5). The Kramers’ type law in this case is given by the following theorem.
Theorem 1.5. Let \( H_0 \) and \( \lambda_0 \) be as in Theorem 1.3. Then, for \( N \) large enough, it holds: for any \( 1 \leq i \leq N, \delta > 0, \)

\[
\lim_{\varepsilon \to 0} \lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (H_0 - \delta) \right] < C_{\varepsilon,N}^i(\sigma) < \exp \left[ \frac{2}{\sigma^2} (H_0 + \delta) \right] \right\} = 1, 
\]

and

\[
\lim_{\varepsilon \to 0} \lim_{\sigma \to 0} \mathbb{P} \left\{ \max \left( \left| X_{\varepsilon,N}^i(x) - \lambda_0 \right|, \left| Y_{\varepsilon,N}^i(x) - \lambda_0 \right| \right) \leq \delta \right\} = 1. 
\]

1.4 Organization of the paper

The next section serves as a preliminary step as well as a guideline for treating self-stabilizing and particle diffusions. In that section, we focus on establishing a Kramers’ type law for the first collision-time of two stochastic gradient flows driven each by a different uniformly convex potential. Following this preliminary, and, as previously mentioned, relying on a coupling argument, we demonstrate Theorem 1.3 in Section 3, and Theorem 1.5 in Section 4. The last section, Section 5, focuses on the one-dimensional situation where the exact first collision-times

\[
C(\sigma) = \inf\{ t \geq 0 : X_t = Y_t \}, \quad C_N^i(\sigma) = \inf\{ t \geq 0 : X_t^i = Y_t^i \},
\]

can be defined. Analog for Theorems 1.3 and 1.5 (see Theorems 5.2 and 5.3) are established with more direct arguments than in the multi-dimensional case.

1.5 Discussion on some extensions

As previously mentioned, our main results are presented in the simplest form of self-stabilization with \( F \) being given by the quadratic form \( \frac{\alpha}{2} ||x||^2 \) - with \( \alpha \) satisfying the synchronization assumption (A) \( \cdot \) (iii). The only crucial assumption needed for Theorems 1.3 and 1.5 is the consequence of this synchronization condition which makes \( x \mapsto V(x) + \int F(x - y) \nu(dy) \) uniformly convex, independently of \( \nu \). The nonlinear McKean derive can be extended into the more general form \( -\int \nabla F(x - y) \mu(t,dy) \), provided this convexity property holds. This could be achieved for \( F(x) = G(||x||) \) for an even polynomial function \( G \), with a degree larger than 2, and such that \( G(0) = 0 \). This setting has already been considered in [T20], and, with not too much effort, the coupling results, Lemma 3.1 and Proposition 4.1, can be established in this weaker setting.

In addition to the extension of the interaction potential \( F \), our setting can also be extended to the situation where (1a)-(1b) start from random initial states. As long as \( (X_0,Y_0) \) is a.s. bounded (to ensure uniform moments control) and as long as the marginal laws of \( X_0 \) and \( Y_0 \) have full support on different basins of attraction of \( V \), our main results still hold true.

The condition (A) \( \cdot \) (ii) can also be weakened to take into account a multi-wells landscape. This means to consider, in place of (A) \( \cdot \) (ii), that \( V \) admits \( m \) (with \( m > 2 \)) distinct minimizers located at distinct points, \( \lambda_1, \cdots, \lambda_m \). This generalization does not fundamentally alter the collision between two (self-stabilizing) diffusions and potentially opens the door to consider collision between multiple diffusions. Heuristically, we expect that analogs to Theorems 1.3 and 1.5 should hold for the approximated first collision-time between the \( m \) self-stabilizing diffusions related to the family of wells. The corresponding exit-cost should be

\[
\inf_{\lambda} \left\{ \sum_{k=1}^{m} (V(\lambda) - V(\lambda_k)) + F(\lambda - \lambda_k) \right\},
\]

and the collision-location should be found at the point:

\[
\left( \sum_{l=1}^{m} \nabla \Psi_l \right)^{-1}(0), \quad \Psi_l(x) := V(x) + F(x - \lambda_l).
\]
Assuming back (A) – (ii), this would mean
\[
\lambda_0 = \left( \nabla V + \alpha \text{Id} \right)^{-1} \left( \alpha m^{-1} \sum_{i=1}^{m} \lambda_i \right).
\]
The rigorous derivation of these heuristics are nonetheless non-trivial, and should be addressed carefully.

Finally, coming back to the assumption (A) – (iii), the \textit{synchronization} can itself be weakened. While this condition has been essential in our proof arguments, as pointed out in [T19, Corollary D] (for \(d = 1\)) and [T21, Theorem 3.4] (for general \(d > 1\)), \textit{synchronization} may also be weakened for coupling techniques albeit for the case where \(\nabla F\) is linear (i.e. \(F(x) = ||x||^2/2\)). The weaker condition formulates there as: for \(i = 1, 2\), there exists \(\rho_i > 0\) such that, for \(x \in \mathbb{R}^d\)
\[
(x - \lambda_i) \left( \nabla V(x) + \alpha (x - \lambda_i) \right) \geq \rho_i ||x - \lambda_i||^2.
\]
Let us point out that this condition allows broadly a control of the proximity between the law of the self-stabilizing diffusions and their assigned attractors (see again [T19] and [T21] for the precise statement). From this control, (27) below may still deduced. However, coupling estimates will cease to hold true and obtaining Theorems 1.3 and 1.5 under this weaker condition will necessitate a complete new strategy, rather based on expanding [HIP08] into non-(global) convex.

2. On the first collision of two independent stochastic gradient flows

In this section, we establish the zero-noise asymptotic of the \textit{approximated} collision-time
\[
c_\epsilon(\sigma) := \inf \{ t \geq 0 : ||x_t^\sigma - y_t^\sigma|| \leq 2\epsilon \}, \epsilon > 0,
\]
related to the two general stochastic gradient flows:
\[
x_t^\sigma = x_0 + \sigma B_t - \int_0^t \nabla \Psi_1 \left( x_s^\sigma \right) ds, \quad t \geq 0,
\]
and
\[
y_t^\sigma = y_0 + \sigma B_t - \int_0^t \nabla \Psi_2 \left( y_s^\sigma \right) ds, \quad t \geq 0.
\]
The starting points, \(x_0\) and \(y_0\), are assumed to be distinct, and the driving potentials, \(\Psi_1\) and \(\Psi_2\), to be uniformly convex, of class \(C^2\), and to achieve their minimum in two different points, \(\lambda_1\) and \(\lambda_2\) respectively. Additionally, by analogy with (A) – (iv), we assume the orbits:
\[
\varphi_{t}^{1,-} = x_0 - \int_0^t \nabla \Psi_1 \left( \varphi_{s}^{1,-} \right) ds, \quad t \geq 0,
\]
and
\[
\varphi_{t}^{2,-} = y_0 - \int_0^t \nabla \Psi_2 \left( \varphi_{s}^{2,-} \right) ds, \quad t \geq 0,
\]
ever hit each other at any time \(t\). This assumption does not impose the graphs \(\Psi_1\) and \(\Psi_2\) to be disjoints but ensures that \(x^\sigma\) and \(y^\sigma\) are collision-free at \(\sigma = 0\).

Following this last assumption, we set the radius \(\epsilon\) in (11) to be strictly smaller than
\[
\epsilon_0 := 2^{-1} \inf_{t \geq 0} \left| \varphi_{t}^{1,-} - \varphi_{t}^{2,-} \right| > 0.
\]
This way, the initial states, \(x_0\) and \(y_0\), and the attracting points, \(\lambda_1\) and \(\lambda_2\), are separated by a distance strictly larger than \(2\epsilon_0\). We finally assume from here on that \(\epsilon < \epsilon_0\), making as such \(c_\epsilon(\sigma)\) non-trivial. (If \(\epsilon\) was chosen larger than \(\epsilon_0\), then, in view of the LDP (7), there would exist \(\sigma_0 > 0\), \(T_0 < \infty\) such that \(\mathbb{P}\{c_\epsilon(\sigma) \leq T_0\} = 1\) for any \(\sigma \leq \sigma_0\) and \(c_\epsilon(\sigma)\) would be bounded a.s.)
The asymptotic of $c_\epsilon(\sigma)$ is brought by the interpretation $c_\epsilon(\sigma) = \inf_{\lambda \in \mathbb{R}^d} \tau_{\lambda, \epsilon}(\sigma)$ for $\tau_{\lambda, \epsilon}$ defining the first time $x^\sigma$ and $y^\sigma$ are simultaneously located at a $\epsilon$-neighborhood of a given point $\lambda$ of $\mathbb{R}^d$; that is
\[
\tau_{\lambda, \epsilon}(\sigma) := \inf \left\{ t \geq 0 : ||x^\sigma_t - \lambda|| \leq \epsilon \text{ and } ||y^\sigma_t - \lambda|| \leq \epsilon \right\}.
\] (14)

From this interpretation, below we first establish a Kramers’ type law for the time $\tau_{\lambda, \epsilon}(\sigma)$ and for the location $(x^\sigma_{\tau_{\lambda, \epsilon}(\sigma)}, y^\sigma_{\tau_{\lambda, \epsilon}(\sigma)})$ (see Lemma 2.3 below), deduce next a Kramers’ type law for $c_\epsilon(\sigma)$ and $(x^\sigma_{c_\epsilon(\sigma)}, y^\sigma_{c_\epsilon(\sigma)})$ for small enough $\epsilon > 0$ (Proposition 2.4), and finally conclude on the asymptotic behavior at the limit $\epsilon \downarrow 0$ (Theorem 2.5).

### 2.1 Asymptotic estimates for $\tau_{\lambda, \epsilon}(\sigma)$

According to its very definition, $\tau_{\lambda, \epsilon}(\sigma)$ corresponds to the first time the diffusion $(x^\sigma, y^\sigma)$ enters $\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon)$, or equivalently exits from the domain

\[
(\mathbb{R}^d \times \mathbb{R}^d) \setminus (\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon)) =: (\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon))^c,
\]

for $\mathbb{B}(\lambda; \epsilon)$ denoting the closed ball centered in $\lambda$ and of radius $\epsilon$. Considering that the set $(\mathbb{R}^d \times \mathbb{R}^d) \setminus (\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon))$ is not necessarily stable by $(-\nabla \Psi_1, -\nabla \Psi_2)$, Theorem 1.2 can not yet be applied to deduce the asymptotics of $\tau_{\lambda, \epsilon}(\sigma)$. This technical difficulty can be bypassed by a two-steps modification of the exit-set $((\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon))^c$ to make it suitable for applying Theorem 1.2.

As a first modification, let us consider the sets

\[
D^{1,\epsilon}_{\lambda, \epsilon} := \left\{ \varphi_{t,\epsilon}^{1,\epsilon}(x) : t \geq 0, x \in \mathbb{B}(\lambda; \epsilon) \right\},
\]

and

\[
D^{2,\epsilon}_{\lambda, \epsilon} := \left\{ \varphi_{t,\epsilon}^{2,\epsilon}(y) : t \geq 0, y \in \mathbb{B}(\lambda; \epsilon) \right\},
\]

for $\varphi_{t,\epsilon}^{1,\epsilon}(x)$ and $\varphi_{t,\epsilon}^{2,\epsilon}(y)$ corresponding to the ascending flows related to $\nabla \Psi_1$ and $\nabla \Psi_2$:

\[
\varphi_{t,\epsilon}^{1,\epsilon}(x) = x + \int_0^t \nabla \Psi_1 \left( \varphi_{s,\epsilon}^{1,\epsilon}(x) \right) ds, t \geq 0,
\]

and

\[
\varphi_{t,\epsilon}^{2,\epsilon}(y) = y + \int_0^t \nabla \Psi_2 \left( \varphi_{s,\epsilon}^{2,\epsilon}(y) \right) ds, t \geq 0.
\]

By definition, $D^{i,\epsilon}_{\lambda, \epsilon}$, for $i = 1$ or $i = 2$, defines a closed domain containing the set of points attainable by the flow $\varphi_{t,\epsilon}^{i,\epsilon}$ starting from $\mathbb{B}(\lambda; \epsilon)$. Subsequently, the complementary $\mathbb{R}^d \setminus D^{i,\epsilon}_{\lambda, \epsilon}$ corresponds to the largest set stable by $-\nabla \Psi_i$ contained in $\mathbb{B}(\lambda; \epsilon)$. The inherent stability properties further guarantee that the domain $(\mathbb{R}^d \times \mathbb{R}^d) \setminus (D^{1,\epsilon}_{\lambda, \epsilon} \times D^{2,\epsilon}_{\lambda, \epsilon})$ is stable by $(-\nabla \Psi_1, -\nabla \Psi_2)$. This statement can be simply checked as follows: for any $(x', y')$ in $(\mathbb{R}^d \times \mathbb{R}^d) \setminus (D^{1,\epsilon}_{\lambda, \epsilon} \times D^{2,\epsilon}_{\lambda, \epsilon})$, either $x'$ lies in $\mathbb{R}^d \setminus D^{1,\epsilon}_{\lambda, \epsilon}$ or $y'$ lies in $\mathbb{R}^d \setminus D^{2,\epsilon}_{\lambda, \epsilon}$, and, in each case, at least one of the marginal domain is stable.

Since $(\mathbb{R}^d \times \mathbb{R}^d) \setminus (D^{1,\epsilon}_{\lambda, \epsilon} \times D^{2,\epsilon}_{\lambda, \epsilon})$ can be rewritten as the union of stable sets $\mathbb{R}^d \times (D^{2,\epsilon}_{\lambda, \epsilon})^c \cup ((D^{1,\epsilon}_{\lambda, \epsilon})^c \times \mathbb{R}^d)$, where $((D^{i,\epsilon}_{\lambda, \epsilon})^c := \mathbb{R}^d \setminus D^{i,\epsilon}_{\lambda, \epsilon}$, the domain is necessarily stable by $(-\nabla \Psi_1, -\nabla \Psi_2)$.

For any $\lambda \in \mathbb{R}^d$ and $\epsilon > 0$, while $D^{1,\epsilon}_{\lambda, \epsilon} \times D^{2,\epsilon}_{\lambda, \epsilon}$ is larger than $\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon)$, the complementary of this domain fulfills the condition of Theorem 1.2 and exit-costs are only computed along $\partial (\mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon))$, in two main situations: (a) when $\lambda$ is at a distance strictly larger than $\epsilon$ from both wells; (b) when $\lambda$ lies in a $\epsilon$-neighborhood of one of the two wells.

- For (a): whenever $\min_{i=1,2}(||\lambda - \lambda_i||) > \epsilon$, the ball $\mathbb{B}(\lambda; \epsilon)$ and the domain $(\mathbb{R}^d \times \mathbb{R}^d) \setminus (D^{1,\epsilon}_{\lambda, \epsilon} \times D^{2,\epsilon}_{\lambda, \epsilon})$ do not contain any well. According to Theorem 1.2, the exit-cost related to $(x^\sigma, y^\sigma)$ leaving the domain is given by

\[
\inf_{(x,y) \in \partial (D^{1,\epsilon}_{\lambda, \epsilon} \times D^{2,\epsilon}_{\lambda, \epsilon})} (\Psi_1(x) - \Psi_1(\lambda_1) + \Psi_2(y) - \Psi_2(\lambda_2)).
\]
The remaining case is

\[
\psi_i = \inf_{x \in \partial \Omega_{\lambda,\epsilon}} (\psi_1(x) - \psi_1(\lambda_1)) + \inf_{y \in \partial \Omega_{\lambda,\epsilon}} (\psi_2(y) - \psi_2(\lambda_2)).
\]

Additionally, we can observe that, for \(i \in \{1, 2\}\), the quantity \(\inf_{x \in \partial \Omega_{\lambda,\epsilon}} (\psi_i(x) - \psi_i(\lambda_i))\) is identical to \(\inf_{x \in \partial \Omega_{\lambda,\epsilon}} (\psi_i(x) - \psi_i(\lambda_i))\). This assertion can be checked, on one side, by observing that, as \(\lambda_i\) is outside \(\Omega_{\lambda,\epsilon}\) [resp. \(\partial \Omega_{\lambda,\epsilon}\)], the infimum of \(\psi_i\) on \(\Omega_{\lambda,\epsilon}\) [resp. \(\partial \Omega_{\lambda,\epsilon}\)] can only be achieved on the boundary \(\partial \Omega_{\lambda,\epsilon}\). Since \(\Omega_{\lambda,\epsilon} \subset \Omega_{\lambda,\epsilon}\),

\[
\inf_{x \in \partial \Omega_{\lambda,\epsilon}} \psi_i(x) = \inf_{x \in \partial \Omega_{\lambda,\epsilon}} \psi_i(x) \leq \inf_{x \in \partial \Omega_{\lambda,\epsilon}} \psi_i(x) = \inf_{x \in \partial \Omega_{\lambda,\epsilon}} \psi_i(x).
\]

On the other side, by definition, for any point \(x \in \Omega_{\lambda,\epsilon}\), there exists \(x' \in \Omega_{\lambda,\epsilon}\) such that \(x = \phi^{*,+} (x')\) for some \(t\).

Since \(\psi_i\) increases along the flow \(\phi^{*,+}\),

\[
\psi_i(x) = \psi_i(\phi^{*,+} (x')) \geq \psi_i(x') \geq \inf_{x \in \Omega_{\lambda,\epsilon}} \psi_i(x).
\]

• For (b): In the case where \(\lambda\) is in a close neighborhood of one of the two wells, say \(|\lambda - \lambda_1| = \tilde{\epsilon}\) for some \(0 < \tilde{\epsilon} < \epsilon\), then \(\Omega_{\lambda,\epsilon}\) is stable by \(-\nabla \psi_1\) - by convexity of \(\psi_1\) - and \(\Omega_{\lambda,\epsilon} = \mathbb{R}^d\). Since \(\epsilon < \epsilon_0, \lambda_2\) is then necessarily located outside \(\Omega_{\lambda,\epsilon}\). Since \(\phi^{*,+}_t (\lambda_2) = \lambda_2\) for all \(t \geq 0\), necessarily \(\lambda_2 \notin \Omega_{\lambda,\epsilon}\) and \(\mathbb{R}^d \setminus \Omega_{\lambda,\epsilon}\) is stable by \(-\nabla \psi_2\). In this case, the related exit-cost is given by

\[
\inf_{y \in \partial \Omega_{\lambda,\epsilon}} (\psi_2(y) - \psi_2(\lambda_2)) = \inf_{y \in \partial \Omega_{\lambda,\epsilon}} (\psi_2(y) - \psi_2(\lambda_2)).
\]

The analog can be drawn in the case \(|\lambda - \lambda_2| = \tilde{\epsilon}\) with the resulting exit-cost:

\[
\inf_{x \in \partial \Omega_{\lambda,\epsilon}} (\psi_1(x) - \psi_1(\lambda_1)) = \inf_{x \in \partial \Omega_{\lambda,\epsilon}} (\psi_1(x) - \psi_1(\lambda_1)).
\]

The remaining case “(c): \(\lambda\) is exactly at a distance \(\epsilon\) of \(\lambda_1\) or \(\lambda_2\)” (that is: one of the wells is located at the boundary of \(\Omega_{\lambda,\epsilon}\)) is the only situation where the applicability of Theorem 1.2 of \(\mathbb{R}^d \setminus \Omega_{\lambda,\epsilon}\) can not be simply identified. This difficulty can be removed by slightly rescaling \(\Omega_{\lambda,\epsilon}\) into

\[
\Omega_{\lambda,\rho} := \begin{cases} 
\Omega_{\lambda,\rho} \times \Omega_{\lambda,\rho} & \text{if } |\lambda - \lambda_1| = \epsilon, \\
\Omega_{\lambda,\rho} & \text{if } |\lambda - \lambda_2| = \epsilon, \\
\Omega_{\lambda,\rho} \times \Omega_{\lambda,\rho} & \text{otherwise,}
\end{cases}
\]

for \(\rho\) arbitrary chosen in the interval \((0, 1)\). Rescaling \(\epsilon\) to \(\rho\) whenever \(|\lambda - \lambda_1| = \epsilon\) or \(|\lambda - \lambda_2| = \epsilon\) ensures \(\Omega_{\lambda,\rho}\) satisfies the situation (a).

Distinguishing the cases \(|\lambda - \lambda_1| = \epsilon\), for \(i = 1, 2\), and according to the discussion above, the set \(\Omega_{\lambda,\rho}\) is stable by \((-\nabla \psi_1, -\nabla \psi_2\)). The related exit-cost

\[
\hat{h}_\rho^\epsilon (\lambda) := \inf_{(x,y) \in \partial \Omega_{\lambda,\epsilon}} (\psi_1(x) + \psi_2(y) - \psi_1(\lambda_1) - \psi_2(\lambda_2)).
\]
is equivalently given by

\[
\hat{h}_x^\rho(\lambda) = \begin{cases} 
\inf_{x \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_2(y) - \Psi_2(\lambda_2)) & \text{if} \ ||\lambda - \lambda_1|| = \epsilon, \\
\inf_{x \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_2(y) - \Psi_2(\lambda_2)) & \text{if} \ ||\lambda - \lambda_2|| = \epsilon, \\
\inf_{x \in D^\rho_{\lambda, \epsilon}} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in D^\rho_{\lambda, \epsilon}} (\Psi_2(y) - \Psi_2(\lambda_2)) & \text{otherwise}. 
\end{cases}
\]  

(15)

Further, whenever \( \lambda \) is located outside the boundaries \( \partial \mathcal{B}(\lambda_1; \epsilon) \) and \( \partial \mathcal{B}(\lambda_2; \epsilon) \),

\[
\inf_{x \in D^\rho_{\lambda, \epsilon}} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in D^\rho_{\lambda, \epsilon}} (\Psi_2(y) - \Psi_2(\lambda_2)) 
= \begin{cases} 
\inf_{x \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_2(y) - \Psi_2(\lambda_2)) & \text{if} \ \min_{i} ||\lambda - \lambda_i|| > \epsilon, \\
\inf_{y \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_2(y) - \Psi_2(\lambda_2)) & \text{if} \ ||\lambda - \lambda_2|| < \epsilon, \\
\inf_{x \in \partial \mathcal{B}(\lambda, \rho)} (\Psi_1(x) - \Psi_1(\lambda_1)) & \text{if} \ ||\lambda - \lambda_1|| < \epsilon. 
\end{cases}
\]

Applying Theorem 2.1, we derive the Kramers’ type law for the first exit-time

\[
\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma) := \inf \{ t \geq 0 : (x^\sigma_t, y^\sigma_t) \notin (\mathbb{R}^d \times \mathbb{R}^d) \setminus \mathcal{O}_{\lambda, \epsilon, \rho} \}.
\]

Lemma 2.1. For any \( \lambda \) in \( \mathbb{R}^d \), \( 0 < \epsilon < \epsilon_0 \), \( 0 < \rho < 1 \) and for any \( \delta > 0 \),

\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_x^\rho(\lambda) - \delta \right) \right] < \hat{\tau}_{\lambda, \epsilon}^\rho(\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_x^\rho(\lambda) + \delta \right) \right] \right\} = 1.
\]  

(16)

Moreover, we have:

\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \text{dist}\left((x^\sigma_{\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma)}, y^\sigma_{\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma)}), \mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon)\right) \leq \delta \right\} = 1,
\]  

(17)

for \( \text{dist}((x, y), \mathbb{B}(\lambda; \eta) \times \mathbb{B}(\lambda; \eta)) \) standing for the distance from \( (x, y) \) to \( \mathbb{B}(\lambda; \eta) \times \mathbb{B}(\lambda; \eta) \).

Proof. The asymptotic (16) is a direct consequence of Theorem 1.2-(8). The estimate (17) characterizing the persistence of the first exit-location of \((x^\sigma_t, y^\sigma_t)\) on \( \mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon) \) follows from Theorem 1.2-(2). Precisely, as \( \sigma \downarrow 0 \), \((x^\sigma_{\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma)}, y^\sigma_{\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma)})\) concentrates on the points on the boundary \( \partial \mathcal{O}_{\lambda, \epsilon, \rho} \) where the potential

\[
(x, y) \mapsto \Psi_1(x) - \Psi_1(\lambda_1) + \Psi_2(y) - \Psi_2(\lambda_2)
\]

is minimal. In view of (15), these minimizers are located on \( \partial \mathcal{B}(\lambda; \epsilon) \) or \( \partial \mathcal{B}(\lambda; \rho \epsilon) \). And so the exit-location has to persist on \( \mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon) \). \( \square \)

From Lemma 2.1, we gradually derive a Kramers’ type law for \( \tau_{\lambda, \epsilon}(\sigma) \) through the two following lemmas.

Lemma 2.2. Define

\[
\tau_{\lambda, \epsilon}^\rho(\sigma) = \begin{cases} 
\inf \{ t \geq 0 : (x^\sigma_t, y^\sigma_t) \in \mathbb{B}(\lambda; \rho \epsilon) \times \mathbb{B}(\lambda; \epsilon) \} & \text{if} \ ||\lambda - \lambda_1|| = \epsilon, \\
\inf \{ t \geq 0 : (x^\sigma_t, y^\sigma_t) \in \mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \rho \epsilon) \} & \text{if} \ ||\lambda - \lambda_2|| = \epsilon, \\
\inf \{ t \geq 0 : (x^\sigma_t, y^\sigma_t) \in \mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon) \} & \text{otherwise}.
\end{cases}
\]

Then, for any \( \lambda \) in \( \mathbb{R}^d \), \( 0 < \epsilon < \epsilon_0 \), \( 0 < \rho < 1 \) and for any \( \delta > 0 \):

\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_x^\rho(\lambda) - \delta \right) \right] < \tau_{\lambda, \epsilon}^\rho(\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_x^\rho(\lambda) + \delta \right) \right] \right\} = 1.
\]  

(18)

Moreover (17) still holds true with \((x_{\tau_{\lambda, \epsilon}^\rho(\sigma)}, y_{\tau_{\lambda, \epsilon}^\rho(\sigma)})\) in place of \((x^\sigma_{\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma)}, y^\sigma_{\hat{\tau}_{\lambda, \epsilon}^\rho(\sigma)})\).
Proof. Since $\mathbb{B}(\lambda; \varepsilon)$ and $\mathbb{B}(\lambda; \rho \varepsilon)$ are contained in each $\mathcal{D}_{\lambda, \varepsilon}$, necessarily the inequality $\tau^0_{\lambda, \varepsilon}(\sigma) \geq \tau^0_{\lambda, \varepsilon}(\sigma)$ holds almost surely. Since (16) ensures that
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau^0_{\lambda, \varepsilon}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) - \delta \right) \right] \right\} = 0,
\]
the lower tail in (18) follows. To establish the upper-tail
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau^0_{\lambda, \varepsilon}(\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) + \delta \right) \right] \right\} = 1,
\]
fix $\delta > 0$, let $\xi > 0$ be smaller than $\rho$ and use the inequality:
\[
\mathbb{P} \left\{ \tau^\rho_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) + \delta \right) \right] \right\}
\leq \mathbb{P} \left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) + \delta \right) \right] \right\}
+ \mathbb{P} \left\{ \tau^\rho_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) + \delta \right) \right], \tau^\xi_{\lambda, \varepsilon}(\sigma) < \tau^\rho_{\lambda, \varepsilon}(\sigma) \right\}
\leq \mathbb{P} \left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) + \delta \right) \right] \right\} + \mathbb{P} \left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) < \tau^\rho_{\lambda, \varepsilon}(\sigma) \right\}.
\]
Observing that $\eta \mapsto \hat{h}_\eta(\lambda)$ is continuous, we can choose $\xi$ close enough to $\rho$ so that $\hat{h}_\xi(\lambda) > \hat{h}_\delta(\lambda) - \delta/2$. This way, the event $\left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\xi(\lambda) + \delta \right) \right] \right\}$ is included into the event $\left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\xi(\lambda) + \frac{\delta}{2} \right) \right] \right\}$ and the upper-tail estimate for $\tau^\xi_{\lambda, \varepsilon}(\sigma)$ in (16) ensures that $\mathbb{P} \left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\xi(\lambda) + \delta \right) \right] \right\}$ vanishes as $\sigma$ tends to 0. For the remaining component, the event $\left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) < \tau^\rho_{\lambda, \varepsilon}(\sigma) \right\}$ implies that the vector $(x_{\tau^\xi_{\lambda, \varepsilon}(\sigma)}', y_{\tau^\xi_{\lambda, \varepsilon}(\sigma)}')$ does not belong to $\mathbb{B}(\lambda; \varepsilon) \times \mathbb{B}(\lambda; \varepsilon)$. Recalling (17) from Lemma 2.1, this event becomes negligible as $\sigma \downarrow 0$ and so $\mathbb{P} \left\{ \tau^\xi_{\lambda, \varepsilon}(\sigma) < \tau^\rho_{\lambda, \varepsilon}(\sigma) \right\}$ vanishes as $\sigma$ tends to 0.

The persistence of the first collision-location $(x_{\tau^\xi_{\lambda, \varepsilon}(\sigma)}', y_{\tau^\xi_{\lambda, \varepsilon}(\sigma)}')$ is a straightforward consequence of the very definition of $\tau^\rho_{\lambda, \varepsilon}(\sigma)$. $\square$

Lemma 2.3. Let $\tau_{\lambda, \varepsilon}(\sigma)$ be defined as in (14). For any $\lambda \in \mathbb{R}^d$ and $0 < \varepsilon < \varepsilon_0$, it holds: for any $\delta > 0$,
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) - \delta \right) \right] < \tau_{\lambda, \varepsilon}(\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \hat{h}_\varepsilon(\lambda) + \delta \right) \right] \right\} = 1, \tag{19}
\]
for $\hat{h}_\varepsilon$ given by
\[
\hat{h}_\varepsilon(\lambda) := \lim_{\rho \to 1} \hat{h}_\rho(\lambda) = \begin{cases} \inf_{y \in \partial \mathbb{B}(\lambda; \varepsilon)} (\Psi_2(y) - \Psi_2(\lambda_2)) \text{ if } ||\lambda - \lambda_1|| < \varepsilon, \\
\inf_{x \in \partial \mathbb{B}(\lambda; \varepsilon)} (\Psi_1(x) - \Psi_1(\lambda_1)) \text{ if } ||\lambda - \lambda_2|| < \varepsilon, \end{cases}
\]
\[
= \begin{cases} \inf_{x \in \partial \mathbb{B}(\lambda; \varepsilon)} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in \partial \mathbb{B}(\lambda; \varepsilon)} (\Psi_2(y) - \Psi_2(\lambda_2)) \text{ if } \min_{i=1,2} ||\lambda - \lambda_i|| \geq \varepsilon. \end{cases} \tag{20}
\]
Additionally,
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \text{dist} \left( (x_{\tau_{\lambda, \varepsilon}(\sigma)}, y_{\tau_{\lambda, \varepsilon}(\sigma)}'), \mathbb{B}(\varepsilon) \times \mathbb{B}(\varepsilon) \right) \leq \delta \right\} = 1. \tag{21}
\]
Proof. The estimate (21) is again straightforward.

By definition, \( \tau_{\lambda,\epsilon}(\sigma) \leq t^\sigma_{\lambda,\epsilon}(\sigma) \) almost surely, and so, for any \( \delta' > 0 \),
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau_{\lambda,\epsilon}(\sigma) < \exp \left[ \frac{2}{\sigma^2} (h^\sigma_{\lambda}(\lambda) + \delta') \right] \right\} = 1 .
\]
Also as \( \lim_{\sigma \to 1} h^\sigma_{\lambda}(\lambda) = \hat{h}_{\epsilon}(\lambda) \), taking \( \delta > 0 \) arbitrary, and choosing \( \rho, \delta' \) small enough so that \( h^\sigma_{\lambda}(\lambda) + \delta' \leq \hat{h}_{\epsilon}(\lambda) + \delta \) yields the upper-tail:
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau_{\lambda,\epsilon}(\sigma) < \exp \left[ \frac{2}{\sigma^2} (\hat{h}_{\epsilon}(\lambda) + \delta) \right] \right\} = 1 .
\]
For the lower-tail:
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau_{\lambda,\epsilon}(\sigma) > \exp \left[ \frac{2}{\sigma^2} (\hat{h}_{\epsilon}(\lambda) - \delta) \right] \right\} = 1 ,
\]
let us consider the situation \(|\lambda - \lambda_1| = \epsilon\) which implies that \(|\lambda - \lambda_2| > \epsilon\), \(\mathbb{R}^d \setminus D_{\lambda_{\epsilon}}^\sigma\) is stable by \(-\nabla \Psi_2\) and \(\hat{h}_{\epsilon}(\lambda)\) reduces to \(\inf_{y \in \partial \mathcal{B}(\lambda; \epsilon)} (\Psi_2(y) - \Psi_2(\lambda_2))\) Observing that \(\tau_{\lambda,\epsilon}(\sigma)\) is greater or equal to \(\hat{\tau}_{\lambda,\epsilon}(\sigma) := \inf \left\{ t \geq 0 : y^\sigma_t \in \mathcal{B}(\lambda; \epsilon) \right\}\), the lower-tail estimate follows from the inequality
\[
\mathbb{P} \left\{ \tau_{\lambda,\epsilon}(\sigma) > \exp \left[ \frac{2}{\sigma^2} (\hat{h}_{\epsilon}(\lambda) - \delta) \right] \right\} \\
\geq \mathbb{P} \left\{ \hat{\tau}_{\lambda,\epsilon}(\sigma) > \exp \left[ \frac{2}{\sigma^2} \left( \inf_{y \in \partial \mathcal{B}(\lambda; \epsilon)} (\Psi_2(y) - \Psi_2(\lambda_2)) - \delta \right) \right] \right\}
\]
and, by applying Theorem 1.2 to \(\hat{\tau}_{\lambda,\epsilon}(\sigma)\).

Following the same reasoning in the case \(|\lambda - \lambda_1| = \epsilon\), the claim follows. Finally, whenever \(|\lambda - \lambda_1| \neq \epsilon\) and \(|\lambda - \lambda_2| \neq \epsilon\), \(\tau_{\lambda,\epsilon}(\sigma)\) simply reduces to \(t^\sigma_{\lambda,\epsilon}(\sigma)\).

2.2 Asymptotic estimates for \(c_\epsilon(\sigma)\)

Following Lemma 2.3, the characteristics for the Kramers’ type law of \(c_\epsilon(\sigma)\) can be drawn heuristically: assuming that (19) and (21) are stable by minimization over the intermediate points \(\lambda\), the exit-cost governing the asymptotic \(\sigma \downarrow 0\) would be given by \(\inf_{\lambda} \hat{h}_{\epsilon}(\lambda)\) and the exit-location \((x^\sigma_{c_\epsilon(\sigma)}, y^\sigma_{c_\epsilon(\sigma)})\) would concentrate on the domains \(\mathbb{B}(\lambda_{\epsilon}; \epsilon) \times \mathbb{B}(\lambda_{\epsilon}; \epsilon)\) where \(\lambda_{\epsilon}\) belongs to the set of minimizers of \(\hat{h}_{\epsilon}\). This set possibly contains multiple elements and, in view of (20) can be split into three main subsets: the family of minimizers belonging to \(\mathbb{B}(\lambda_1; \epsilon)\) or to \(\mathbb{B}(\lambda_2; \epsilon)\) - the respective minima of \(\hat{h}_{\epsilon}\) being given by
\[
m_{1,\epsilon} := \inf_{\lambda \in \mathbb{B}(\lambda_1; \epsilon)} \inf_{y \in \partial \mathcal{B}(\lambda_1; \epsilon)} (\Psi_2(y) - \Psi_2(\lambda_2)), \quad m_{2,\epsilon} := \inf_{\lambda \in \mathbb{B}(\lambda_2; \epsilon)} \inf_{x \in \partial \mathcal{B}(\lambda_1; \epsilon)} (\Psi_1(x) - \Psi_1(\lambda_1)),
\]
and the family of minimizers belonging to \(\mathbb{R}^d \setminus (\mathbb{B}(\lambda_1; \epsilon) \cup \mathbb{B}(\lambda_2; \epsilon))\) - the corresponding minima being given by
\[
m_{\epsilon} := \inf_{\lambda \in \{ \lambda : \inf_{|\lambda - \lambda_{\epsilon}| \geq \epsilon} \hat{h}_{\epsilon}(\lambda) \}} \hat{h}_{\epsilon}(\lambda) \text{ for } \hat{h}_{\epsilon} \text{ being itself given by}
\]
\[
h_{\epsilon}(\lambda) := \inf_{x \in \partial \mathcal{B}(\lambda; \epsilon)} (\Psi_1(x) - \Psi_1(\lambda_1)) + \inf_{y \in \partial \mathcal{B}(\lambda; \epsilon)} (\Psi_2(y) - \Psi_2(\lambda_2)).
\]
Provided that \(\epsilon\) is small enough, the latter will predominate over the two others and will specifically drive the persistence of \((x^\sigma_{c_\epsilon(\sigma)}, y^\sigma_{c_\epsilon(\sigma)})\). Indeed, as \(\epsilon \downarrow 0\), \(\hat{h}_{\epsilon}\) converges, on any compact, to the function
\[
h_0(\lambda) := (\Psi_1(\lambda) - \Psi_1(\lambda_1)) + (\Psi_2(\lambda) - \Psi_2(\lambda_2)),
\]
The potentials \(\Psi_1\) and \(\Psi_2\) being uniformly convex, \(h_0\) is uniformly convex as well. As such, \(\lim_{\epsilon \to 0} \inf_{\lambda} \hat{h}_{\epsilon}(\lambda) = \inf_{\lambda} h_0(\lambda)\). Additionally, the set of minimizers of \(\hat{h}_{\epsilon}\) converges to a unique point, \(\arg\min h_0\), which as \(\Psi_1\) and \(\Psi_2\)
are of class $C^2$, is explicitly given by $(\nabla \Psi_1 + \nabla \Psi_2)^{-1}(0)$. Observing further that $\inf \lambda h_0$ is strictly smaller than $\lim_{\epsilon \to 0} m_{1,\epsilon} = \Psi_1(\lambda_2) - \Psi_1(\lambda_1)$ and that $\lim_{\epsilon \to 0} m_{2,\epsilon} = \Psi_2(\lambda_1) - \Psi_2(\lambda_2)$, we can introduce the (positive) threshold

$$\epsilon_c := \inf \left\{ \epsilon \in (0, \epsilon_0) : m_{i,\epsilon} = \inf \lambda \epsilon_c(\lambda), \ i \in \{1, 2\} \right\}$$

which corresponds to the smallest radius for which the exit-cost $\inf \lambda \hat{h}_c(\lambda)$ reduces into $\inf \lambda h_c(\lambda)$. Let us also notice for any $\epsilon < \epsilon_c$, $\inf \lambda \epsilon_c(\lambda) = \inf \lambda : \inf |\lambda - \lambda_i| \geq \epsilon \ h_c(\lambda)$.

Following this preliminary discussion, we can state the two main results of this section.

**Proposition 2.4.** For $\epsilon < \epsilon_c$ and for $h_\lambda = \inf \lambda \epsilon_c(\lambda)$, for any $\delta > 0$, we have:

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda - \delta) \right] < c_\epsilon(\sigma) < \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda + \delta) \right] \right\} = 1. \quad (22)$$

In addition, for $\mathcal{M}_\epsilon$ the set of minimizers of $\lambda \mapsto h_c(\lambda)$, it holds:

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \inf_{\lambda \in \mathcal{M}_\epsilon} \max \left( \text{dist} \left( x_{c_\epsilon(\sigma)}, \mathbb{B}(\lambda; \epsilon) \right), \text{dist} \left( y_{c_\epsilon(\sigma)}, \mathbb{B}(\lambda; \epsilon) \right) \right) \geq \sigma \right\} = 0. \quad (23)$$

**Proof.** Since $c_\epsilon(\sigma)$ is the minimum of the possible stopping-times $\tau_{\lambda,\epsilon}(\sigma)$ over all $\lambda$, the upper-tail estimate in (22) follows immediately from the upper-tail (19) in Lemma 2.3 applied to $\tau_{\lambda,\epsilon}(\sigma)$ for $\lambda$, a minimizer of the function $h_\epsilon$.

To obtain the lower-tail estimate and the estimate (23), it is sufficient to show that the barycenter $z^\sigma$ of $x^\sigma$ and $y^\sigma$, defined by $z^\sigma := (x^\sigma + y^\sigma)/2$, satisfies the exit-property:

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ z_{c_\epsilon(\sigma)}^\sigma \in \overline{\mathcal{M}_\epsilon, \delta} \right\} = 1, \quad (24)$$

where $\mathcal{M}_{\epsilon, \delta} := \{ z \in \mathbb{R}^d : \text{dist} \left( z, \mathcal{M}_\epsilon \right) < \delta \}$ for $\delta$ arbitrary positive. Indeed, since $\| x_{c_\epsilon(\sigma)}^\sigma - y_{c_\epsilon(\sigma)}^\sigma \| = 2\epsilon$, (23) and (24) are equivalent. Additionally, since

$$\mathbb{P} \left\{ c_\epsilon(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda - \delta) \right] \right\} \leq \mathbb{P} \left\{ z_{c_\epsilon(\sigma)}^\sigma \notin \overline{\mathcal{M}_\epsilon, \delta} \right\} + \mathbb{P} \left\{ c_\epsilon(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda - \delta) \right], \ z_{c_\epsilon(\sigma)}^\sigma \in \overline{\mathcal{M}_\epsilon, \delta} \right\},$$

the limit (24) reduces the proof of the lower tail in (22) to establish that

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ c_\epsilon(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda - \delta) \right], \ z_{c_\epsilon(\sigma)}^\sigma \in \overline{\mathcal{M}_\epsilon, \delta} \right\} = 0.$$

For $\delta > 0$, since $\overline{\mathcal{M}_\epsilon, \delta}$ is compact (this property being a consequence of the compactness of $\mathcal{M}_\epsilon$) which follows from the convexity of $\Psi_1$ and of $\Psi_2$, one can construct a finite covering $\bigcup_{l=1}^L \mathbb{B}(\lambda^l; r) \supset \overline{\mathcal{M}_\epsilon, \delta}$ - where $r$, aimed to be small, will be chosen later on - and for which the event

$$\left\{ c_\epsilon(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda - \delta) \right], \ z_{c_\epsilon(\sigma)}^\sigma \in \overline{\mathcal{M}_\epsilon, \delta} \right\}$$

is embedded in the union

$$\bigcup_{l=1}^L \left\{ c_\epsilon(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\hat{h}_\lambda - \delta) \right], \ z_{c_\epsilon(\sigma)}^\sigma \in \overline{\mathbb{B}(\lambda^l; r)} \right\}.$$

For any $l$, the event $\{ z_{c_\epsilon(\sigma)}^\sigma \in \overline{\mathbb{B}(\lambda^l; r)} \}$ implies that the events $\{ || x_{c_\epsilon(\sigma)}^\sigma - \lambda^l || \leq \epsilon + r \}$ and $\{ || y_{c_\epsilon(\sigma)}^\sigma - \lambda^l || \leq \epsilon + r \}$ occur simultaneously, and so does $\{ c_\epsilon(\sigma) \geq \tau_{\lambda^l, \epsilon+r}(\sigma) \}$. Choosing $r$ small enough so that $h_{\epsilon+r}(\lambda^l) - \delta^l \geq \hat{h}_\lambda - \delta$
for $\delta' > 0$, Lemma 2.3 yields, for any $l$,

$$
\lim_{\sigma \to 0} \mathbb{P}\left\{ \tau_{\lambda', \epsilon + r}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} \left( \bar{h} - \delta \right) \right] \right\} 
\leq \lim_{\sigma \to 0} \mathbb{P}\left\{ \tau_{\lambda', \epsilon + r}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} \left( \bar{h}_{\epsilon + r}(\lambda') - \delta' \right) \right] \right\} = 0.
$$

Therefore

$$\sum_{i=1}^{L} \mathbb{P}\left\{ c_{\epsilon}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\bar{h}_\epsilon - \delta) \right], z_{c_{\epsilon}(\sigma)}^\sigma \in \overline{B}(\lambda'; r) \right\}$$

vanishes as $\sigma$ tends to 0, yielding

$$\lim_{\sigma \to 0} \mathbb{P}\left\{ c_{\epsilon}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\bar{h}_\epsilon - \delta) \right] \right\} = 0.$$

Let us now establish (24). To this aim, for $\xi > 0$, define the level set

$$S_{\epsilon, \xi} = \{ \lambda \in \mathbb{R}^d : \Psi_1(\lambda) - \Psi_1(\lambda_1) \geq \bar{h}_\epsilon + 3\xi \}.$$

Since $\epsilon < \epsilon_c$ ensures that $\lambda_1 \notin \mathcal{M}_\epsilon$, $S_{\epsilon, \xi}$ is necessarily non-empty. Define next, $M_{\epsilon, \xi}$ a minimal radius, strictly larger than $\epsilon$ and such that $\mathbb{R}^d \setminus \overline{B}((\lambda_1; M_{\epsilon, \xi} - \epsilon)$ lies in $S_{\epsilon, \xi}$. Equivalently, for any $\lambda \in \mathbb{R}^d$ such that $||\lambda - \lambda_1|| > M_{\epsilon, \xi} - \epsilon$, the difference $\Psi_1(\lambda) - \Psi_1(\lambda_1)$ is larger than $\bar{h}_\epsilon + 3\xi$. From this, one can derive the bound:

$$\mathbb{P}\left\{ z_{c_{\epsilon}(\sigma)}^\sigma \notin \mathcal{M}_{\epsilon, \delta} \right\} \leq \mathbb{P}\left\{ z_{c_{\epsilon}(\sigma)}^\sigma \notin \overline{B}((\lambda_1; M_{\epsilon, \xi} - \epsilon) \right\} + \mathbb{P}\left\{ z_{c_{\epsilon}(\sigma)}^\sigma \in \overline{B}((\lambda_1; M_{\epsilon, \xi}) \setminus \mathcal{M}_{\epsilon, \delta} \right\} =: I_1(\sigma) + I_2(\sigma),$$

and check that $\lim_{\sigma \to 0} I_i(\sigma) = 0$ for $i = 1, 2$.

For the limit of $I_1(\sigma)$: using again the fact that $||x_{c_{\epsilon}(\sigma)}^\sigma - y_{c_{\epsilon}(\sigma)}^\sigma|| = 2\epsilon$, the distance between $x_{c_{\epsilon}(\sigma)}^\sigma$ and $\lambda_1$ is larger than $||z_{c_{\epsilon}(\sigma)}^\sigma - \lambda_1|| - \epsilon$. Introducing the first time $x_{c_{\epsilon}(\sigma)}^\sigma$ exits the ball $\overline{B}((\lambda_1; M_{\epsilon, \xi} - \epsilon)$:

$$\hat{\tau}_{M_{\epsilon, \xi} - \epsilon}(\sigma) := \inf \left\{ t \geq 0 : ||x_t^\sigma - \lambda_1|| \geq M_{\epsilon, \xi} - \epsilon \right\},$$

we have

$$\mathbb{P}\left\{ z_{c_{\epsilon}(\sigma)}^\sigma \notin \overline{B}((\lambda_1; M_{\epsilon, \xi} - \epsilon) \right\} \leq \mathbb{P}\left\{ x_{c_{\epsilon}(\sigma)}^\sigma \notin \overline{B}((\lambda_1; M_{\epsilon, \xi} - \epsilon) \right\} \leq \mathbb{P}\left\{ \hat{\tau}_{M_{\epsilon, \xi} - \epsilon} \leq c_{\epsilon}(\sigma) \right\}.$$

Since $\overline{B}((\lambda_1; M_{\epsilon, \xi} - \epsilon)$ is stable by $-\nabla \Psi_1$ - (again) by the convexity of $\Psi_1$, Theorem 1.2 applies for $\hat{\tau}_{M_{\epsilon, \xi} - \epsilon}$, with the exit-cost

$$\bar{h}_\epsilon := \inf_{x \in \partial B((\lambda_1; M_{\epsilon, \xi} - \epsilon) \{ \Psi_1(x) - \Psi_1(\lambda_1) \geq \bar{h}_\epsilon + 3\xi.$$

In addition, since, for any $\delta' > 0$,

$$\mathbb{P}\left\{ \hat{\tau}_{M_{\epsilon, \xi} - \epsilon} \leq c_{\epsilon}(\sigma) \right\} \leq \mathbb{P}\left\{ \hat{\tau}_{M_{\epsilon, \xi} - \epsilon} \leq \exp \left[ \frac{2}{\sigma^2} (\bar{h}_\epsilon + \delta') \right] \right\}$$

$$+ \mathbb{P}\left\{ c_{\epsilon}(\sigma) > \exp \left[ \frac{2}{\sigma^2} (\bar{h}_\epsilon + \delta') \right] \right\},$$

choosing $\delta' < 3\xi$ so that $\bar{h}_\epsilon + \delta' \leq \bar{h}_\epsilon - \delta''$ for $\delta'' > 0$ yields

$$\lim_{\sigma \to 0} \mathbb{P}\left\{ \hat{\tau}_{M_{\epsilon, \xi} - \epsilon} \leq \exp \left[ \frac{2}{\sigma^2} (\bar{h}_\epsilon + \delta') \right] \right\} \leq \lim_{\sigma \to 0} \mathbb{P}\left\{ \hat{\tau}_{M_{\epsilon, \xi} - \epsilon} \leq \exp \left[ \frac{2}{\sigma^2} (\bar{h}_\epsilon - \delta'') \right] \right\} = 0.$$
Owing to the upper-tail of \( c_ε(σ) \) established at the beginning of the proof, we deduce that

\[
\lim_{σ→0} P \left\{ \hat{z}_{c_ε(σ)}^σ \notin \mathbb{B}(\hat{λ}_1; M_{c_ε}) \right\} \\
\leq \lim_{σ→0} P \left\{ \hat{r}_{M_{c_ε}} - ε \leq \exp \left[ \frac{2}{σ^2}(h_ε + δ') \right] \right\} + \lim_{σ→0} P \left\{ c_ε(σ) > \exp \left[ \frac{2}{σ^2}(h_ε + δ') \right] \right\} = 0.
\]

For the limit of \( I_2(σ) \): introducing a new covering \( \bigcup_{l=1}^L \mathbb{B}(\hat{λ}_l; \hat{r}) \supset \mathbb{B}(\hat{λ}_1; M_{c_ε}) \setminus M_{c_δ} \) - where \( \hat{r} \) will be again chosen later on - we derive the upper-bound

\[
P \left\{ \hat{z}_{c_ε(σ)}^σ \in \mathbb{B}(\hat{λ}_1; M_{c_ε}) \setminus M_{c_δ} \right\} \leq \sum_{l=1}^L P \left\{ \hat{z}_{c_ε(σ)}^σ \in \mathbb{B}(\hat{λ}_l; \hat{r}) \right\}.
\]

For any \( l \), we also have

\[
P \left\{ \hat{z}_{c_ε(σ)}^σ \in \mathbb{B}(\hat{λ}_l; \hat{r}) \right\} \leq P \left\{ x_{c_ε(σ)}^σ \in \mathbb{B}(\hat{λ}_l; \hat{r} + ε), y_{c_ε(σ)}^σ \in \mathbb{B}(\hat{λ}_l; \hat{r} + ε) \right\} \leq P \left\{ τ_{λ_l,ε+r}(σ) \leq c_ε(σ) \right\}.
\]

According to Lemma 2.3, for any \( δ > 0 \),

\[
\lim_{σ→0} P \left\{ τ_{λ_l,ε+r}(σ) \leq \exp \left[ \frac{2}{σ^2}(h_{ε+r}(\hat{λ}_l) - δ) \right] \right\} = 0.
\]

Choosing \( \hat{r} \) and \( δ \) so that, for some \( δ > 0 \), \( h_{ε+r}(\hat{λ}_l) - δ \geq h_ε + δ \) then gives

\[
\lim_{σ→0} P \left\{ τ_{λ_l,ε+r}(σ) \leq \exp \left[ \frac{2}{σ^2}(h_ε + δ) \right] \right\} \leq \lim_{σ→0} P \left\{ τ_{λ_l,ε+r}(σ) \leq \exp \left[ \frac{2}{σ^2}(h_{ε+r}(\hat{λ}_l) - δ) \right] \right\} = 0.
\]

Therefore, using the inequality

\[
P \left\{ τ_{λ_l,ε+r}(σ) \leq c_ε(σ) \right\} \leq P \left\{ τ_{λ_l,ε+r}(σ) \leq \exp \left[ \frac{2}{σ^2}(h_ε + δ) \right] \right\} + P \left\{ c_ε(σ) \geq \exp \left[ \frac{2}{σ^2}(h_ε + δ) \right] \right\},
\]

and again Lemma 2.3 and the upper-tail of \( c_ε(σ) \) yields to

\[
\lim_{σ→0} \sum_{l=1}^L P \left\{ \hat{z}_{c_ε(σ)}^σ \in \mathbb{B}(\hat{λ}_l; \hat{r}) \right\} = 0.
\]

This immediately implies that \( \lim_{σ→0} I_2(σ) = 0 \) and ends the proof of (24).

\[\square\]

**Theorem 2.5.** For \( λ_0 \) the minimizer of \( h_0 \) and \( \underline{h}_0 := h_0(λ_0) \), for any \( δ > 0 \), we have:

\[
\lim_{σ→0} \lim_{ε→0} P \left\{ \exp \left[ \frac{2}{σ^2}(h_0 - δ) \right] < c_ε(σ) < \exp \left[ \frac{2}{σ^2}(h_0 + δ) \right] \right\} = 1
\]

and

\[
\lim_{σ→0} \lim_{ε→0} P \left\{ \max \left( \| x_{c_ε(σ)}^σ - λ_0 \|, \| y_{c_ε(σ)}^σ - λ_0 \| \right) \leq δ \right\} = 1.
\]
Theorem 2.5 provides an analog of Theorem 1.3 and is a straightforward consequence of Proposition 2.4 and of the limit \( \lim_{t \to 0} \underline{L}_t = \overline{L}_0 \).

**Remark 2.6.** Let us briefly comment on the set of minimizers \( \mathcal{M}_\varepsilon \) and highlight the possible collision-locations \( \lambda_\varepsilon \in \mathcal{M}_\varepsilon \) in Proposition 2.4. To this aim, observe

\[
\inf_{\lambda} h_\varepsilon(\lambda) = \inf_{(x,y) \in \partial B(0;\varepsilon) \times \partial B(0;\varepsilon)} \left( \Psi_1(\lambda + x) - \Psi_1(\lambda_1) + \Psi_2(\lambda + y) - \Psi_2(\lambda_2) \right),
\]

the first equality following from shifting the minimization over \( (x,y) \in \partial B(\lambda;\varepsilon) \times \partial B(\lambda;\varepsilon) \) to the set of points \( (x + \lambda, y + \lambda) \) for \( (x,y) \in \partial B(0;\varepsilon) \times \partial B(0;\varepsilon) \) and the second equality by a simple min-min principle. The potentials \( \Psi_1 \) and \( \Psi_2 \) being uniformly convex, the minimizers of \( \lambda \mapsto \Psi_1(\lambda + x) - \Psi_1(\lambda_1) + \Psi_2(\lambda + y) - \Psi_2(\lambda_2) \) are explicitly given by

\[
\lambda(x,y) = \left( \nabla \Psi_1(\cdot + x) + \nabla \Psi_2(\cdot + y) \right)^{-1}(0),
\]

independently of \((x,y)\). As such, \( \inf_{\lambda} H_\varepsilon(\lambda) \) rewrites as

\[
\inf_{(x,y) \in \partial B(0;\varepsilon) \times \partial B(0;\varepsilon)} \left( \Psi_1(\lambda(x,y) + x) - \Psi_1(\lambda_1) + \Psi_2(\lambda(x,y) + y) - \Psi_2(\lambda_2) \right),
\]

and, subsequently, any \( \lambda_\varepsilon \) of \( \mathcal{M}_\varepsilon \) corresponds to a point \( \lambda_\varepsilon(x^*_\varepsilon, y^*_\varepsilon) \) where \( (x^*_\varepsilon, y^*_\varepsilon) \) achieves the above minimum. Compared to the limit collision-location, \( \lambda_0 = (\nabla \Psi_1 + \nabla \Psi_2)^{-1}(0) \), the minimizers \( \lambda_\varepsilon \) are so perturbations of \( \lambda_0 \) in a direction of magnitude \( \varepsilon \). As \( \varepsilon \) decreases to 0, the regularity of \( \Psi_1 \) and \( \Psi_2 \) guarantees that \( \mathcal{M}_\varepsilon \) concentrates on the single point \( \{\lambda_0\} \) and \( \inf_{\lambda} h_\varepsilon \) converges naturally to \( \inf_{\lambda} h_0 \) respectively as \( \varepsilon \downarrow 0 \). Illustratively, consider the case where \( \Psi_1 \) and \( \Psi_2 \) are quadratic potentials of the form \( \Psi_i(z) = \gamma_i ||z -\lambda_i||^2 / 2 \) for \( \gamma_i > 0 \). The first collision-location \( \lambda_0 \) is then explicitly given by \( \frac{\gamma_1 + \gamma_2 \lambda_0}{\gamma_1 + \gamma_2} \) and the exit-cost of the first collision by \( \underline{L}_0 = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2} ||\lambda_2 - \lambda_1||^2 \).

**3 On the first collision of two self-stabilizing processes**

Throughout this section, we consider the pair of self-stabilizing processes (1a) and (1b), which under (A) formulates as

\[
X_t = x_1 + \sigma B_t - \int_0^t \nabla V(X_s) ds - \alpha \int_0^t (X_s - \mathbb{E}[X_s]) ds, \ t \geq 0, \tag{25a}
\]

\[
Y_t = x_2 + \sigma \tilde{B}_t - \int_0^t \nabla V(Y_s) ds - \alpha \int_0^t (Y_s - \mathbb{E}[Y_s]) ds, \ t \geq 0, \tag{25b}
\]

and establish Theorem 1.3. A first step towards this aim consists in obtaining a coupling estimate between (25a) and (25b), and the “linearized” flows:

\[
x^T_{T,t} = X_T + \sigma (B_t - B_T) - \int_T^t \nabla V(x^\sigma_{T,s}) ds - \alpha \int_T^t (x^\sigma_{T,s} - \lambda_1) ds, \ t \geq T, \tag{26a}
\]

and

\[
y^T_{T,t} = Y_T + \sigma (\tilde{B}_t - \tilde{B}_T) - \int_T^t \nabla V(y^\sigma_{T,s}) ds - \alpha \int_T^t (y^\sigma_{T,s} - \lambda_2) ds, \ t \geq T. \tag{26b}
\]

The starting time \( T \) from which the coupling is constructed will be specified in a few lines.
Following [T21, Theorem 3.4], the condition of synchronization (A) – (iii) ensures that the mean vector \( \langle \mathbb{E}[X_t] \rangle \) and \( (\lambda_1, \lambda_2) \) can be found arbitrarily close at large time \( t \). Specifically: for any \( \kappa > 0 \), there exist \( T_\kappa \), finite and independent of \( \sigma \), and \( 0 < \sigma_\kappa < \infty \) such that:

\[
\sup_{\sigma < \sigma_\kappa} \sup_{t \geq T_\kappa} \| \mathbb{E}[X_t] - \lambda_1 \| + \sup_{\sigma < \sigma_\kappa} \sup_{t \geq T_\kappa} \| \mathbb{E}[Y_t] - \lambda_2 \| \leq \kappa .
\] (27)

This successively leads to the following coupling lemma:

**Lemma 3.1.** For any \( \xi > 0 \), there exists \( T_\xi \in (0, \infty) \), depending only on \( \alpha, \theta \) and \( \xi \) such that

\[
P \left\{ \sup_{t \geq T_\xi} \| X_t - x_{T_{\xi},t}^\sigma \| \geq \xi \right\} = 0 = P \left\{ \sup_{t \geq T_\xi} \| Y_t - y_{T_{\xi},t}^\sigma \| \geq \xi \right\} .
\]

**Remark 3.2.** This statement slightly extends the coupling estimate previously obtained in [T18, Lemma 4.6]. There, the coupling between \( X \) and \( x^\sigma \) was established on an interval of the form \([T_\kappa, T_\kappa'(\sigma)]\) where \( T_\kappa'(\sigma) \) is the first time such that \( \mathbb{P}\{\tau_D \leq T_\kappa'(\sigma)\} = \kappa \) for \( D \) a stable set by \( x \mapsto -\nabla V(x) - \alpha(x - \lambda_1) \) containing \( \lambda_1 \) in its interior. Here, \( \tau_D \) does correspond to the first exit-time of the sole diffusion \( X \) from \( D \). The absence of a limiting upper-time horizon in Lemma 3.1 is justified by additionally following the arguments of [T21, Lemma 4.1].

As a preliminary step for the proof of Lemma 3.1, we should recall the following key result:

**Lemma 3.3** ([BRTV98, Lemma 3.7]. Let \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) be a continuous and differentiable function. Assuming that there exists \( \ell > 0 \) such that \( \{ t > 0 : |f(t)| > \ell \} \subset \{ t > 0 : f'(t) < 0 \} \), then \( f(t) \leq \max(f(0), t) \) for all \( t \).

**Proof of Lemma 3.1.** We only focus the demonstration on the pair \( X \) and \( x^\sigma \), the coupling between \( Y \) and \( y^\sigma \) being handled in the exact same way. Fix \( \xi > 0 \) and, given \( \kappa > 0 \), to be chosen later and \( \sigma > 0 \), let \( T_\kappa \) be given by (27). For any \( t \geq T_\kappa \),

\[
d ||X_t - x_{T_{\xi},t}^\sigma||^2 = -2 \left( X_t - x_{T_{\xi},t}^\sigma \right) \left( \nabla W_{\mu_t}(X_t) - \nabla W_{\lambda_1}(x_{T_{\xi},t}^\sigma) \right) dt ,
\]

recalling that \( \mu_t = \mathcal{L}(X_t) \) and setting \( W_{\mu_t}(x) := V(x) + F * \mu(x) \) and \( W_{\lambda_1}(x) := W_{\delta_{\lambda_1}}(x) \) where \( \delta_{\lambda_1} \) is the Dirac measure in \( \lambda_1 \). Adding and subtracting \( \nabla W_{\lambda_1}(X_t) \), the above yields

\[
d ||X_t - x_{T_{\xi},t}^\sigma||^2 \\
= -2 \left( X_t - x_{T_{\xi},t}^\sigma \right) \left( \nabla W_{\lambda_1}(X_t) - \nabla W_{\lambda_1}(x_{T_{\xi},t}^\sigma) \right) dt \\
- 2 \left( X_t - x_{T_{\xi},t}^\sigma \right) \left( \nabla W_{\mu_t}(X_t) - \nabla W_{\lambda_1}(X_t) \right) dt \\
= -2 \left( X_t - x_{T_{\xi},t}^\sigma \right) \left( \nabla W_{\lambda_1}(X_t) - \nabla W_{\lambda_1}(x_{T_{\xi},t}^\sigma) \right) dt - 2 \alpha \left( X_t - x_{T_{\xi},t}^\sigma \right) \left( \lambda_1 - \mathbb{E}[X_t] \right) dt .
\]

As \( (A) - (iii) \) implies \( x \mapsto W_{\lambda_1}(x) = V(x) + F(x - \lambda) \) is \((\alpha + \theta)\)-convex, \( \zeta_t := ||X_t - x_{T_{\xi},t}^\sigma||^2 \) is differentiable and satisfies:

\[
\frac{d}{dt} \zeta_t \leq -2(\alpha + \theta) \zeta_t + 2\alpha \sqrt{\zeta_t} \left| \lambda_1 - \mathbb{E}[X_t] \right| .
\]

As (27) implies \( ||\lambda_1 - \mathbb{E}[X_t]|| \leq \sqrt{\mathbb{E}[||\lambda_1 - X_t||^2]} \leq \kappa \), it follows that

\[
\frac{d}{dt} \zeta_t \leq -2(\alpha + \theta) \zeta_t + 2\alpha \sqrt{\kappa} \sqrt{\zeta_t} .
\]

Applying Lemma 3.3 and since \( \zeta_{T_\kappa} = 0 \), it follows that \( \zeta_t \leq \left( \frac{\alpha}{\alpha + \theta} \kappa \right)^2 \). Taking next \( \kappa < \frac{\alpha + \theta}{\alpha} \xi \) gives the claim. \( \square \)

Since the potentials

\[
\Psi_1(x) := V(x) + \frac{\alpha}{2} ||x - \lambda_1||^2, \quad \Psi_2(y) := V(y) + \frac{\alpha}{2} ||y - \lambda_2||^2,
\] (28)
driving (26a) and (26b) are uniformly convex, applying Lemma 2.3 in Section 2 - up to a time shift, allowed by the Markov property of \((x^n, y^n)\) - yields to the Kramers’ type law:

\[
\lim_{\sigma \to 0} P \left\{ \exp \left[ \frac{2}{\sigma^2} \left( \tilde{H}_\varepsilon (\lambda) - \delta \right) \right] < \tau_{\lambda, \varepsilon} (\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \tilde{H}_\varepsilon (\lambda) + \delta \right) \right] \right\} = 1 ,
\]

where

\[
\tau_{\lambda, \varepsilon} (\sigma) := \inf \left\{ t \geq T_{\xi} : (x^\varepsilon_{T_{\xi} + t}, y^\varepsilon_{T_{\xi} + t}) \in \mathbb{B} (\lambda; \varepsilon) \times \mathbb{B} (\lambda; \varepsilon) \right\} .
\]

Here, \(T_{\xi}\) is given as in Lemma 3.1, and

\[
\tilde{H}_\varepsilon (\lambda) = \begin{cases} 
\inf_{y \in \partial \mathbb{B}(\lambda; \varepsilon)} (V(y) - V(\lambda_2) + \frac{\alpha}{2} ||y - \lambda_2||^2) & \text{if } ||\lambda - \lambda_1|| < \varepsilon , \\
\inf_{x \in \partial \mathbb{B}(\lambda; \varepsilon)} (V(x) - V(\lambda_1) + \frac{\alpha}{2} ||x - \lambda_1||^2) & \text{if } ||\lambda - \lambda_2|| < \varepsilon , \\
\inf_{x, y \in \partial \mathbb{B}(\lambda; \varepsilon)} (V(x) - V(\lambda_1) + V(y) - V(\lambda_2) + \frac{\alpha}{2} ||x - \lambda_1||^2 + \frac{\alpha}{2} ||y - \lambda_2||^2) & \text{if } \min_t ||\lambda - \lambda_i|| > \varepsilon .
\end{cases}
\]

The asymptotic (29) and the collision-location property stated in Lemma 2.3 - taking also into account the succeeding discussion on the simplification of the minimizer sets - both shift to the McKean-Vlasov system \((X, Y)\) and leads to the following result:

**Proposition 3.4.** The first entering-time of \((X, Y)\) in the domain \(\mathbb{B}(\lambda; \varepsilon) \times \mathbb{B}(\lambda; \varepsilon)\):

\[
\beta_{\lambda, \varepsilon} (\sigma) := \inf \{ t \geq 0 : (X_t, Y_t) \in \mathbb{B}(\lambda; \varepsilon) \times \mathbb{B}(\lambda; \varepsilon) \},
\]

satisfies, for any \(\lambda \in \mathbb{R}^d\) and any \(\delta > 0\),

\[
\lim_{\sigma \to 0} P \left\{ \exp \left[ \frac{2}{\sigma^2} \left( \tilde{H}_\varepsilon (\lambda) - \delta \right) \right] < \beta_{\lambda, \varepsilon} (\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \tilde{H}_\varepsilon (\lambda) + \delta \right) \right] \right\} = 1 ,
\]

and

\[
\lim_{\sigma \to 0} P \left\{ \text{dist} \left( (X_{\beta_{\lambda, \varepsilon} (\sigma)}, Y_{\beta_{\lambda, \varepsilon} (\sigma)}), \mathbb{B}(\lambda; \varepsilon) \times \mathbb{B}(\lambda; \varepsilon) \right) \leq \delta \right\} = 1 .
\]

**Proof.** Fix \(\delta > 0\) and let \(\sigma\) and \(\xi\) be small enough so that \(T_{\xi}\) given in (27) is smaller than \(\exp \left( \frac{2}{\sigma^2} (\tilde{H}_\varepsilon (\lambda) - \delta) \right)\). As \(\lim_{\sigma \to 0} \beta_{\lambda, \varepsilon} (\sigma) = \infty\) a.s., the event \(\{T_{\xi} > \beta_{\lambda, \varepsilon} (\sigma)\}\) becomes negligible at the limit \(\sigma \downarrow 0\). On the remaining event \(\{T_{\xi} \leq \beta_{\lambda, \varepsilon} (\sigma)\}\), according to Lemma 3.1, \((X_t, Y_t)\) and \((x^\varepsilon_{T_{\xi} + t}, y^\varepsilon_{T_{\xi} + t})\) are at distance of at most \(\xi\) from each others. This way, for \(\xi < \varepsilon, \beta_{\lambda, \varepsilon} (\sigma)\) necessarily lies in the interval \([\tau_{\lambda, \varepsilon + \xi} (\sigma), \tau_{\lambda, \varepsilon - \xi} (\sigma)]\). As \(\eta \mapsto \tilde{H}_\eta (\lambda)\) is continuous, we can further choose \(\xi\) again small enough so that \(H_\varepsilon (\lambda) + \delta \geq \tilde{H}_\varepsilon (\lambda) + \delta'\) and \(\tilde{H}_\varepsilon (\lambda) - \delta \leq \tilde{H}_\varepsilon (\lambda) - \delta''\), for some \(\delta', \delta'' > 0\). The Kramers’ type law (29) then ensures

\[
\lim_{\sigma \to 0} P \left\{ \exp \left[ \frac{2}{\sigma^2} \left( \tilde{H}_\varepsilon (\lambda) - \delta \right) \right] < \beta_{\lambda, \varepsilon} (\sigma) \right\} = 1 .
\]

and

\[
\lim_{\sigma \to 0} P \left\{ \beta_{\lambda, \varepsilon} (\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( \tilde{H}_\varepsilon (\lambda) + \delta \right) \right] \right\} = 1 .
\]

The asymptotic of \((X_{\beta_{\lambda, \varepsilon} (\sigma), Y_{\beta_{\lambda, \varepsilon} (\sigma)}))\) is an immediate consequence of the very definition of \(\beta_{\lambda, \varepsilon} (\sigma)\). \(\square\)
As a consequence of the above, we immediately deduce the asymptotic of the first time that the diffusions $X$ and $Y$ are at a distance $2\varepsilon$.

**Proposition 3.5.** For $\Psi_1$ and $\Psi_2$ as in (28), define

$$H_\varepsilon(\lambda) := \inf_{x \in \partial B(\lambda; \varepsilon)} \left( \Psi_1(x) - \Psi_1(\lambda_1) \right) + \inf_{y \in \partial B(\lambda; \varepsilon)} \left( \Psi_2(y) - \Psi_2(\lambda_2) \right),$$

and the threshold

$$\varepsilon_c = \inf \left\{ \varepsilon \leq \varepsilon_0 : \inf_{\lambda \in \mathbb{B}(\lambda; \varepsilon)} \inf_{z \in \partial B(\lambda; \varepsilon)} \left( \Psi_j(z) - \Psi_j(\lambda_j) \right) = \inf_{\lambda} H_\varepsilon(\lambda), \ i \neq j \in \{1, 2\} \right\}.$$  \hspace{1cm} (32)

Let $C_\varepsilon(\sigma)$ be as in (3), $\varepsilon \in (0, \varepsilon_c)$, $H_\varepsilon = \min H_\varepsilon$ and let $\mathcal{M}_\varepsilon$ be the set of minimizer of $H_\varepsilon$. Then, for any $\delta > 0$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} \left( H_\varepsilon - \delta \right) \right] < C_\varepsilon(\sigma) < \exp \left[ \frac{2}{\sigma^2} \left( H_\varepsilon + \delta \right) \right] \right\} = 1,$$

and

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \inf_{\lambda \in \mathcal{M}_\varepsilon} \max \left( \text{dist}(X_{C_\varepsilon(\sigma)}^\varepsilon, \mathbb{B}(\varepsilon; \varepsilon)), \text{dist}(Y_{C_\varepsilon(\sigma)}^\varepsilon, \mathbb{B}(\varepsilon; \varepsilon)) \right) \geq \delta \right\} = 0.$$

**Proof.** The assumption $\varepsilon < \varepsilon_c$ immediately ensures $\inf_{\lambda} \hat{H}_\varepsilon(\lambda) = \inf_{\lambda} H_\varepsilon(\lambda)$, and the proof is readily similar to the one of Proposition 2.4 replacing $z^*_\varepsilon$ by the barycenter $Z_\varepsilon := 2^{-1}(X_\varepsilon + Y_\varepsilon)$.  \hfill $\Box$

In the same way Proposition 2.4 yielded Theorem 2.5, Proposition 3.5 yields to Theorem 1.3.

## 4 On the first collision of the particle systems

In this section, we establish the Kramers’ type law driven the asymptotic of the first collision-time of the mean-field interacting particle systems:

$$X_{t+}^{i,N} = x_1 + \sigma B_{t+} - \int_0^t \nabla V(X_{s+}^{i,N}) \, ds - \frac{\alpha}{N} \sum_{j=1}^N \int_0^t (X_{s+}^{i,N} - X_{s+}^{j,N}) \, ds, \ t \geq 0,$$  \hspace{1cm} (33a)

and

$$Y_{t+}^{i,N} = x_2 + \sigma \tilde{B}_{t+} - \int_0^t \nabla V(Y_{s+}^{i,N}) \, ds - \frac{\alpha}{N} \sum_{j=1}^N \int_0^t (Y_{s+}^{i,N} - Y_{s+}^{j,N}) \, ds, \ t \geq 0.$$  \hspace{1cm} (33b)

The assumption $(\mathbf{A}) - (iv)$ imposes that each pair of particles, $X^{i,N}$ and $Y^{i,N}$, is attracted to the two wells of $V$. As in Section 3, we also still assume that $x_1$ and $x_2$, as well as $\lambda_1$ and $\lambda_2$, are at a distance at least $2\varepsilon_0$ from each others.

As a preliminary remark, let us point out that the systems (33a) and (33b) can also be equivalently formulated in the form of stochastic gradients flows, by setting $X_t^N := (X_{t+}^{1,N}, \ldots, X_{t+}^{N,N})$ and $Y_t^N := (Y_{t+}^{1,N}, \ldots, Y_{t+}^{N,N})$:

$$X_t^N = x_t^N + \sigma B_t - \int_0^t \nabla Y_N(X_s^N) \, ds, \ t \geq 0,$$

$$Y_t^N = x_t^N + \sigma \tilde{B}_t - \int_0^t \nabla Y_N(Y_s^N) \, ds, \ t \geq 0,$$

where $B := (B_1, \ldots, B_N)$ and $\tilde{B} := (\tilde{B}_1, \ldots, \tilde{B}_N)$ define independent $\mathbb{R}^{dN}$-Brownian motions and the driving potential is given by

$$Y_N : x^N = (x_1, \ldots, x_N) \in \mathbb{R}^{dN} \mapsto Y_N(x^N) = \sum_{i=1}^N V(x_i) + \frac{\alpha}{4N} \sum_{i,j=1}^N ||x_i - x_j||^2.$$
For $\overline{x}^N := \frac{1}{N} \sum_{j=1}^{N} x_j$ the empirical mean of $x^N$, one can easily check that $\Upsilon^N$ rewrites into

$$\Upsilon_N(x^N) = \sum_{i=1}^{N} V(x_i) + \frac{\alpha}{2N} \sum_{i=1}^{N} \|x_i - \overline{x}^N\|^2.$$  

Roughly, the proof steps to establish Theorem 1.5 are similar to the ones leading to Theorem 1.3. Namely, observing that $C^i_{\epsilon,N}(\sigma)$ can be equivalently reformulated into

$$C^i_{\epsilon,N}(\sigma) = \inf_{\lambda \in \mathbb{R}^d} \beta^i_{\lambda,\epsilon,N}(\sigma),$$

$$\beta^i_{\lambda,\epsilon,N}(\sigma) = \inf\{ t > 0 : (X^i_t, N, Y^i_t, N) \in \mathbb{B}(\lambda; \epsilon) \times \mathbb{B}(\lambda; \epsilon) \},$$

after establishing a coupling estimate between the interacting particles, and their “linear” versions (see (34a) and (34b) below), we extract a first Kramers’ type law for $\beta^i_{\lambda,\epsilon,N}(\sigma)$. At this step, the related exit-cost is given by

$$\inf_{x^N \in \partial B^{i,N}(\lambda; \epsilon)} \Upsilon_N(x^N) - \Upsilon_N(\lambda_1, \cdots, \lambda_1) + \inf_{y^N \in \partial B^{i,N}(\lambda; \epsilon)} \Upsilon_N(y^N) - \Upsilon_N(\lambda_2, \cdots, \lambda_2),$$

for

$$B^{i,N}(\lambda; \epsilon) = \{ x^N = (x_1, \ldots, x_N) \in \mathbb{R}^{dN} : x_i \in \mathbb{B}(\lambda; \epsilon) \}.$$  

Following, we will derive the Kramers’ type law of $\inf_{\lambda \in \mathbb{R}^d} \beta^i_{\lambda,\epsilon,N}(\sigma)$, replicating the proof arguments of Proposition 2.4 and next deducing Theorem 1.5. The inherent difficulty here relies on establishing coupling estimates which, for the case of self-stabilizing diffusions, was essentially a consequence of establishing (27). For the particle systems (33a)-(33b), we need to establish an analog of (27), dealing with the empirical means $\overline{X}_t^N = \frac{1}{N} \sum_{j=1}^{N} X_t^j$ and $\overline{Y}_t^N = \frac{1}{N} \sum_{j=1}^{N} Y_t^j$, in place of the continuous averages. One may argue that the coupling could be achieved by using some propagation of chaos properties of (33a)-(33b) towards (25a)-(25b). This argument could be executed if uniform-in-time propagation of chaos was holding true. However, under our current assumptions, this is not the case. Indeed, the uniform convexity stated in (A) – (i) implies $-\nabla V$ is “contractively” one-sided Lipschitz at infinity, namely: for some $R'' > 0$ large enough

$$-(\nabla V(x) - \nabla V(y))(x - y) \leq -\lambda \|x - y\|^2, \forall x, y \in \mathbb{R}^d \text{ such that } \|x\|, \|y\| \geq R''.$$  

Combined with its local Lipschitz property, $-\nabla V$ is so globally one-sided Lipschitz continuous, and, by classical coupling arguments (e.g. [BRTV98]), we recover the propagation of chaos property: for any finite time-horizon $T$, and, for $(X^i, Y^i)$ the copies of (25a) and (25b) generated by $(B^i, \tilde{B}^i)$,

$$\sup_{0 \leq t \leq T} \mathbb{E} \left\{ \|X^i_t - X^i_t\|^2 \right\} + \sup_{0 \leq t \leq T} \mathbb{E} \left\{ \|Y^i_t - Y^i_t\|^2 \right\} \leq \frac{C(T)}{N}.$$  

Without further assumption on the convexity of $V$, the constant $C(T)$ depends exponentially on $T$. If $V$ was further assumed to be globally convex, the constant would not depend anymore on $T$ (e.g. [CGM08]) and, owing to Lemma 3.1, the asymptotics obtained in Proposition 3.4 would apply to $\beta^i_{\lambda,\epsilon,N}(\sigma)$, for $N$ large enough. The non-(global) convexity of $V$ provides some technical difficulties, which prevent to rely on the asymptotics previously obtained for $(X, Y)$, and rather impose to exhibit analogous arguments to the self-stabilizing case.

Given $0 < T < \infty$, define the diffusions $x^i_{T,t}^{\sigma}$ and $y^i_{T,t}^{\sigma}$ as:

$$x^i_{T,t}^{\sigma} = X_t^i - \sigma(B^i_t - B^i_t) - \int_{T}^{t} \nabla V(x^i_{T,s}^{\sigma})ds - \alpha \int_{T}^{t} (x^i_{T,s}^{\sigma} - \lambda_1)ds, \ t \geq T,$$

and

$$y^i_{T,t}^{\sigma} = Y_t^i - \sigma(B^i_t - B^i_t) - \int_{T}^{t} \nabla V(y^i_{T,s}^{\sigma})ds - \alpha \int_{T}^{t} (y^i_{T,s}^{\sigma} - \lambda_2)ds, \ t \geq T,$$

and establish a weaker analog to Lemma 3.1, with
Proposition 4.1. For \( \varepsilon \in (0, \varepsilon_c) \), let \( H_\varepsilon \) be as in (31) and \( H_\cdot \) its minima. Then, for any \( \lambda \in \mathbb{R}^d \) and any \( \xi > 0 \), provided \( \xi > 0 \) is small enough, there exists \( N_{\varepsilon, \xi} \) and \( T_{\varepsilon, \xi} \), both positive, finite and independent of \( \sigma \), such that, for any \( N \geq N_{\varepsilon, \xi} \),

\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \max_{T_{\varepsilon, N}, N \leq t \leq \exp\left\lfloor \frac{1}{\sigma^2} (H_\varepsilon + 2) \right\rfloor} \| X_t^{i,N} - x_T^{i,\sigma} \| \geq \xi \right\} = 0.
\]

Compared to Lemma 3.1, Proposition 4.1 only ensures the coupling between \( (X_t^{i,N}, Y_t^{i,N}) \) and \( (x_T^{i,\sigma}, \sigma_T^{i,\sigma}) \) is effective almost surely at the limit \( \sigma \downarrow 0 \) and over an interval restrained by a referential right-hand limit \( \exp\left\lfloor \frac{2}{\sigma^2} (H_\varepsilon + 2) \right\rfloor \). While this is enough to carry the same procedure as in Section 3 and derive the Kramers’ type law for \( C_{\varepsilon, N}(\sigma) \), the reason for these limitations are rather intuitive. As the empirical means in (33a)-(33b) are not deterministic, for \( \sigma > 0 \) arbitrary, \( \overline{X}_N \) and \( \underline{Y}_N \) wander far away from \( \lambda_1 \) and \( \lambda_2 \) at large (but finite) time. As the noises elapse, these events become negligible. This is why we need to restrict ourselves to a characteristic finite time interval where \( \overline{X}_N \) and \( \underline{Y}_N \) are arbitrarily close to \( \lambda_1 \) and \( \lambda_2 \). Since it is sufficient for this time to be strictly larger than \( \exp\left\lfloor \frac{2}{\sigma^2} (H_\varepsilon + 2) \right\rfloor \), we choose \( \exp\left\lfloor \frac{2}{\sigma^2} (H_\varepsilon + 2) \right\rfloor \) as a possible upper-bound.

Lemma 4.2. For \( \kappa > 0 \), let \( \tau^{\kappa}_N(\sigma) \) be the first time the diffusion \( (X_N, \mathbb{Y}_N) \) exits the domain \( \mathcal{B}_N(\lambda^*_1; \kappa) \times \mathcal{B}_N(\lambda^*_2; \kappa) \) for

\[
\mathcal{B}_N(\lambda^*_N; \kappa) := \left\{ x_N \in \mathbb{R}^d : \left\| \frac{1}{N} \sum_{j=1}^N x_j - \lambda_i \right\| < \kappa \right\}, \quad \lambda^*_N := (\lambda_1, \ldots, \lambda_i).
\]

Therefore, for any \( \kappa > 0 \) and for any \( \varepsilon \in (0, \varepsilon_0) \), there exists \( N_{\varepsilon, \kappa} \) such that for \( N \geq N_{\varepsilon, \kappa} \),

\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau^{\kappa}_N(\sigma) \leq \exp\left\lfloor \frac{2}{\sigma^2} (H_\varepsilon + 2) \right\rfloor \right\} = 0.
\]

Proof. As a preliminary stage, let us establish some properties on the exit-cost related to \( \tau^{\kappa}_N(\sigma) \) with: in Step 1, we check that \( \mathbb{Y}_N \) achieves its minimum either on \( (\lambda_1, \ldots, \lambda_1) \) or on \( (\lambda_2, \ldots, \lambda_2) \); in Step 2, we show that the exit-cost related to \( \mathcal{B}_N(\lambda^*_N; \kappa) \), explicitly given by

\[
\inf_{x_N \in \partial \mathcal{B}_N(\lambda^*_N; \kappa)} \left( \mathbb{Y}_N(x_N) - \mathbb{Y}_N(\lambda^*_N) \right),
\]

grows to \( \infty \) as \( N \uparrow \infty \). The third step finally consists in showing that these properties imply the claim.

Step 1: Let \( x_N^* = (x_1^*, \ldots, x_N^*) \) be an arbitrary minimizer of \( \mathbb{Y}_N \). Then, for any \( 1 \leq i \leq N \),

\[
\nabla x_i \mathbb{Y}_N(x_N^*) = \nabla V(x_i^*) + \alpha \left( x_i^* - \frac{1}{N} \sum_{j=1}^N x_j^* \right) = 0.
\]

The synchronization condition (A) – (iii) ensuring that, for any \( m \in \mathbb{R}^d \), \( x \in \mathbb{R}^d \mapsto V(x) + F(x - m) \) is uniformly convex, the components \( x_i^* \) are identically given by

\[
x_i^* = \left( \nabla V + \alpha \text{Id} \right)^{-1} \left( \frac{\alpha}{N} \sum_{j=1}^N x_j^* \right).
\]

Necessarily \( \frac{1}{N} \sum_{j=1}^N x_j^* = x_i^* \) and \( \nabla \mathbb{Y}_N(x_N^*) \) reduces to \( \left( \nabla V(x_1^*), \ldots, \nabla V(x_N^*) \right) \). Consequently, the minimizers of \( \mathbb{Y}_N \) correspond either to \( (\lambda_1, \ldots, \lambda_1) \) or \( (\lambda_2, \ldots, \lambda_2) \).
Step 2: Let us establish that, for any $\kappa$ such that $\kappa < \|\lambda_1 - \lambda_2\|$, 

$$
\lim_{N \to \infty} \inf_{z^N \in \partial B_N(\lambda_1^N)} \left( \Upsilon^N(z^N) - \Upsilon^N(\lambda_1^N) \right) = +\infty. \quad (35)
$$

Take $\Delta$ as either $\lambda_1$ or $\lambda_2$, define $\Delta^N = (\Delta, \ldots, \Delta)$, and let $\lambda^{N,*}$ be a minimizer of $z^N \mapsto \Upsilon^N(z^N) - \Upsilon^N(\Delta^N)$ under the constraint $z^N \in \partial B_N(\Delta^N; \kappa)$. Then, $\lambda^{N,*}$ is characterized by the differential equation:

$$
\nabla_{\lambda^N} \Upsilon^N(\lambda^{N,*}) + L_{N,\kappa} \nabla_{\lambda^N} \left( \frac{1}{N} \sum_{j=1}^N \mu_j \lambda_j^{N,*} - \Delta \right) = 0,
$$

where $L_{N,\kappa} \in \mathbb{R}$ is the Lagrangian multiplier related to the constraint. Component by component, the equation yields: for all $1 \leq i \leq N$,

$$
\nabla_i \Upsilon(\lambda^{N,*}) + \alpha \left( \lambda_i^{N,*} - \frac{1}{N} \sum_{j=1}^N \lambda_j^{N,*} \right) + \frac{2}{N} \lambda_i^{N,*} \left( \frac{1}{N} \sum_{j=1}^N \lambda_j^{N,*} - \Delta \right) = 0.
$$

As $z \mapsto \nabla^2 \Upsilon(z) + \alpha I$ is positive definite, $z \mapsto \left( \nabla \Upsilon(z) + \alpha z \right)$ is invertible. Therefore the $\lambda_i^{N,*}$ are all equals to a common value $\lambda^*$ satisfying $\nabla \Upsilon(\lambda^*) = -\frac{2}{N} \lambda^* (\lambda^* - \Delta)$. Consequently, the barycenter $\frac{1}{N} \sum_{j=1}^N \lambda_j^{N,*}$ reduces to $\lambda^*$ and so

$$
\Upsilon^N(\lambda^*) - \Upsilon^N(\Delta^N) = \sum_{i=1}^N \left( \nabla \Upsilon(\lambda_i^{N,*}) - \nabla \Upsilon(\lambda^*) \right) = N \left( \nabla \Upsilon(\lambda^*) - \nabla \Upsilon(\Delta) \right).
$$

Since the constraint $\|\frac{1}{N} \sum_{j=1}^N \lambda_j^{N,*} - \Delta\|^2 = \kappa^2$ also reduces to $\|\lambda^* - \Delta\|^2 = \kappa^2$, this leads to the lower-bound

$$
\inf_{z^N \in \partial B_N(\Delta^N; \kappa)} \left( \Upsilon^N(z^N) - \Upsilon^N(\Delta^N) \right) \geq N \inf_{z \in \mathbb{R}^d : \|z - \Delta\| = \kappa} \left( \Upsilon(z) - \Upsilon(\Delta) \right).
$$

As long as $\kappa > 0$, (35) follows immediately.

**Final step:** We remark that $\tau^N_\kappa(\sigma)$ is a.s. smaller than the first time that one particle, say $X^{1,N}$, exits from $\mathbb{B}(\lambda_1; N \times \kappa)$. The latter being finite a.s., the same holds for $\tau^N_\kappa(\sigma)$. Define next the (descending) flows:

$$
\Phi_{t}^{N,\kappa}(x^N) = x^N - \int_0^t \nabla \Upsilon^N(\Phi_s^{N,\kappa}(x^N)) \, ds, \quad t \geq 0, \quad x^N \in \mathbb{R}^d
$$

and the (truncated) basin of attraction:

$$
\mathcal{D}^N = \{ x^N \in \mathbb{R}^d : \Upsilon^N(x^N) - \Upsilon^N(\lambda_1^N) \leq H_\kappa + 2 \text{ and } \lim_{t \to +\infty} \Phi_t^{N,\kappa}(x^N) = \lambda_1^N \}. \quad (37)
$$

By construction, the basin $\mathcal{D}^N$ is stable by $-\nabla \Upsilon^N$, contains $\lambda_1^N$, and has a related exit-cost given by $\inf_{z^N \in \partial \mathcal{D}^N} \Upsilon^N(z^N) - \Upsilon^N(\lambda_1^N) = \Upsilon^N(\lambda_1^N)$ which is simply $H_\kappa + 2$. Choosing $N$ large enough, $\mathcal{D}^N$ can be forced to lie within $B_N(\lambda_1^N; \kappa)$. Indeed, assume that $x^N$ is in $\mathbb{D}^N \setminus B_N(\lambda_1^N; \kappa)$. Since $\lambda_1^N$ is in $B_N(\lambda_1^N; \kappa)$, there exists $t > 0$ such that $y^N := \Phi_t^{N,\kappa}(x^N)$ lies in the boundary $\partial \mathcal{D}^N(\lambda_1^N; \kappa)$. According to Step 2, there exists $N_{\kappa,\kappa}$ such that for any $N \geq N_{\kappa,\kappa}$,

Subsequently, $\Upsilon^N(y^N) - \Upsilon^N(\lambda_1^N) > H_\kappa + 2$, implying that $y^N$ cannot lie in $\partial \mathcal{D}^N(\lambda_1^N; \kappa)$. By extension, $x^N$ cannot lie in $\mathbb{D}^N \setminus B_N(\lambda_1^N; \kappa)$.

Define now $\tilde{\tau}_\kappa^N = \inf\{ t \geq 0 : X_t^N \in \mathcal{D}^N \}$. As $\mathcal{D}^N \subset B_N(\lambda_1^N; \kappa)$, $\tilde{\tau}_\kappa^N \leq \tau_\kappa^N$. By Theorem 1.2,

$$
\lim_{\sigma \to 0} \mathbb{P} \left\{ \tau_\kappa(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_\kappa + 2) \right] \right\} = \lim_{\sigma \to 0} \mathbb{P} \left\{ \tilde{\tau}_\kappa(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_\kappa + 2) \right] \right\} = 0.
$$

This ends the proof. \qed
Owing to Lemma 4.2 and adapting some proof arguments from the proof of Lemma 3.1, the proof of Proposition 4.1 can be carried on.

**Proof of Proposition 4.1.** For $N$ fixed, and given $\kappa > 0$, let $T_{\kappa,N}$ be the first time the gradient flows $\Psi_t(x) = x - \int_0^t \nabla \Psi_s(y) ds$ and $\Psi_t(y) = y - \int_0^t \nabla \Psi_s(x) ds$ are simultaneously at a $\kappa$-neighborhood of their respective attractors, $\lambda_1$ and $\lambda_2$. Owing to the large deviations principle (7) applied to $\langle X^N, Y^N \rangle$, for all $1 \leq t \leq N$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \min \left( ||X_{T_{\kappa,N}}^i - \Psi_{T_{\kappa,N}}(x_1)||, ||Y_{T_{\kappa,N}}^i - \Psi_{T_{\kappa,N}}(x_2)|| \right) \geq \kappa \right\} = 0,$$

which, owing to the exchangeability of the particle systems and applying Jensen’s inequality, yields

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \min \left( ||X_{T_{\kappa,N}}^i - \lambda_1||, ||Y_{T_{\kappa,N}}^i - \lambda_2|| \right) \geq \kappa \right\} = 0.$$

With $\kappa$ still arbitrarily positive, choose next $N_{\epsilon,\kappa}$ as in Lemma 4.2 and $\sigma$ small enough so that $T_{\epsilon,\kappa} := T_{\kappa,N_{\epsilon,\kappa}}$ given as above satisfies $T_{\epsilon,\kappa} < 2^{-1} \exp \left[ \frac{2}{\sigma} (H_{\epsilon} + 2) \right]$. Up to a time shift, Lemma 4.2 yields, for any $N \geq N_{\epsilon,\kappa}$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \max_{t \in [T_{\epsilon,\kappa}, \exp \frac{2}{\sigma} (H_{\epsilon} + 2)]]} \left( ||X_t^i - \lambda_1|| + ||Y_t^i - \lambda_2|| \right) \geq 2\kappa \right\} = 0.$$

As such, we can consider the comparison between $X_t^i, N$ and $(x_{T_{\epsilon,\kappa}, t}^i, \sigma)$ under the event

$$\left\{ \max_{t \in [T_{\epsilon,\kappa}, \exp \frac{2}{\sigma} (H_{\epsilon} + 2)]]} ||X_t^i - \lambda_1|| < \kappa \right\}.$$

Observe next that, for all $t \geq T_{\epsilon,\kappa}$, the path difference between $X_t^i, N$ and $(x_{T_{\epsilon,\kappa}, t}^i, \sigma)$ is given by

$$X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i = - \int_{T_{\epsilon,\kappa}}^t \left( \nabla V(X_s^i, N) + \alpha X_s^i, N - \nabla V(x_{T_{\epsilon,\kappa}, s}^i, \sigma) + \alpha x_{T_{\epsilon,\kappa}, s}^i, \sigma \right) ds + \alpha \int_{T_{\epsilon,\kappa}}^t (X_s^i, N - \lambda_1) ds.$$

Consequently, by (A) – (iii),

$$d \frac{d}{dt} ||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i||^2 \leq - 2 (X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i) \left( \nabla V(X_s^i, N) + \alpha X_s^i, N - \nabla V(x_{T_{\epsilon,\kappa}, s}^i, \sigma) + \alpha x_{T_{\epsilon,\kappa}, s}^i, \sigma \right) + 2 \alpha (X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i) (X_s^i, N - \lambda_1) \leq -2(\alpha + \theta)||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i||^2 + 2 \alpha (X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i)(X_s^i, N - \lambda_1) .$$

On the event $\left\{ \max_{t \in [T_{\epsilon,\kappa}, \exp \frac{2}{\sigma} (H_{\epsilon} + 2)]]} ||X_t^i - \lambda_1|| < \kappa \right\}$, the above yields

$$d \frac{d}{dt} ||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i||^2 \leq 2 ||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i|| \left( \alpha \kappa (\alpha + \theta) ||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i|| \right).$$

Applying Lemma 3.3, it follows that $||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i|| \leq \frac{\alpha \kappa (\alpha + \theta)}{\alpha + \theta} \xi$ and, taking $\kappa < \frac{\alpha + \theta}{\alpha} \xi$ yields that $||X_t^i, N - x_{T_{\epsilon,\kappa}, t}^i|| \leq \xi$. Indeed, at time $T_{\epsilon,\kappa}$, the two processes are equal.

Applying the same reasoning to $||Y_t^i, N - y_{T_{\epsilon,\kappa}, t}^i||$, the claim follows. \qed

According to Lemma 2.3, and choosing $\epsilon < \epsilon_c$ with $\epsilon_c$ as in (32), and given $(X_{T_{\epsilon,\kappa}, t}^i, Y_{T_{\epsilon,\kappa}, t}^i)$, the hitting-times

$$\beta_{\lambda, \epsilon, N}(\sigma) = \inf \left\{ t \geq T_{\epsilon, \kappa} : (x_{T_{\epsilon,\kappa}, t}^i, y_{T_{\epsilon,\kappa}, t}^i) \in \mathcal{B}(\lambda; \epsilon) \times \mathcal{B}(\lambda; \epsilon) \right\}, 1 \leq i \leq N,$$
all satisfy the Kramers’ type law with the exit-cost $H_\varepsilon(\lambda)$ as in (30) and the exit-property:

$$\lim_{\sigma \to 0} \mathbb{P}^{i,N}_{T_{\varepsilon;x,y}(\sigma)}\left\{ \operatorname{dist}\left( \left( \frac{x^i}{\beta_{\lambda,\varepsilon,N}(\sigma)} ; \frac{y^i}{\beta_{\lambda,\varepsilon,N}(\sigma)} \right), \mathbb{B}(\lambda; \varepsilon) \times \mathbb{B}(\lambda; \varepsilon) \right) \leq \delta \right\} = 1.$$

for $\mathbb{P}^{i,N}_{T_{\varepsilon;x,y}(\sigma)}$ the conditional probability given $\{(X^i_{T_{\varepsilon;x,y}}, Y^i_{T_{\varepsilon;x,y}}) = (x, y)\}$.

Following the same proof arguments as for Proposition 3.4, we obtain

**Proposition 4.3.** For any $\varepsilon \in (0, \varepsilon_c)$ and $\lambda \in \mathbb{R}^d$, provided $N$ is large enough, we have: for any $\delta > 0$ and any $1 \leq i \leq N$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (H_\varepsilon(\lambda) - \delta) \right] < \tilde{\beta}_{\lambda,\varepsilon,N}(\sigma) < \exp \left[ \frac{2}{\sigma^2} (H_\varepsilon(\lambda) + \delta) \right] \right\} = 1,$$

and

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \operatorname{dist}\left( \left( \frac{X^i_{T_{\varepsilon;x,y}}, Y^i_{T_{\varepsilon;x,y}}}{\beta_{\lambda,\varepsilon,N}(\sigma)} \right), \mathbb{B}(\lambda; \varepsilon) \times \mathbb{B}(\lambda; \varepsilon) \right) < \delta \right\} = 1.$$

From this, we can next derive the analog of Proposition 3.5 which enables to conclude Theorem 1.5.

**Proposition 4.4.** Let $H_\varepsilon$, $H_\varepsilon$, $\mathcal{M}_\varepsilon$ and $\varepsilon_c$ be as in Proposition 3.5. For any $\varepsilon \in (0, \varepsilon_c)$ and assuming that $N$ is large enough, it holds: for any $\delta > 0$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (H_\varepsilon - \delta) \right] < \tilde{C}_{\varepsilon,N}(\sigma) < \exp \left[ \frac{2}{\sigma^2} (H_\varepsilon + \delta) \right] \right\} = 1.$$

Moreover, the collision-location persists near $\mathcal{M}_\varepsilon$ with: for any $\delta > 0$, $1 \leq i \leq N$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \inf_{\lambda \in \mathcal{M}_\varepsilon} \max \left( \operatorname{dist}(X^i_{C_{\varepsilon,N}(\sigma)} ; \mathbb{B}(\lambda; \varepsilon)), \operatorname{dist}(Y^i_{C_{\varepsilon,N}(\sigma)} ; \mathbb{B}(\lambda; \varepsilon)) \right) \geq \delta \right\} = 0.$$

### 5 One-dimensional case

As we briefly mentioned in the introduction of the paper, the one-dimensional case provides a framework which allows to consider the exact first collision-time between the self-stabilizing systems (1a)-(1b):

$$C(\sigma) := \inf \left\{ t \geq 0 : X_t = Y_t \right\},$$

and the exact first collision-time between the particle systems (2a) and (2b):

$$C^i_N(\sigma) = \inf \left\{ t \geq 0 : X^i_t = Y^i_t \right\}.$$

The reduction to $d = 1$ first ensures that these collision-times are finite, almost surely. Additionally, while the methodology to derive Kramers’ type laws still require a re-interpretation of the collision-times and a coupling argument relating $(X, Y)$ and $(X^i, Y^i)$ - with the diffusion $(x^\sigma, y^\sigma)$ defined in (26a) - (26b), the one-dimensional setting enables to significantly simplify the proof arguments exhibited in Sections 2, 3 and 4. Coupling lemmas are notably less significant and the design of suitable enlargements of the collision set, as in Section 2.1 are not necessary. Such simplifications are allowed by the a priori location of the first collision-location. Indeed, assuming the wells are ordered such that $\lambda_1 < \lambda_2$, necessarily, by (A) - (iv), $x_1 < x_2$, and $C(\sigma)$ simply corresponds to the first time $t$ where $X_t \geq Y_t$. As the reciprocal case, $\lambda_1 > \lambda_2$, a similar interpretation holds (the ordering between $X$ and $Y$ being simply reversed), in addition to the assumptions (A) and without loss of generality, $\lambda_1 < \lambda_2$ is set in force from now on. Following this observation, we can formulate the interpretation $C(\sigma) = \inf_{z \in \mathbb{R}} C_{z,z}(\sigma)$ for

$$C_{z_1,z_2}(\sigma) := \inf \left\{ t \geq 0 : X_t \geq z_1, Y_t \leq z_2 \right\}, z_1, z_2 \in \mathbb{R}.$$ (36)
By analogy with Section 2, we define the domains $D^1_{z_1} := [z_1; +\infty)$ and $D^2_{z_2} := (-\infty; z_2]$, so that
\[
C_{z_1, z_2}(\sigma) = \inf \{ t \geq 0 : (X_t, Y_t) \notin (\mathbb{R} \times \mathbb{R}) \setminus (D^1_{z_1} \times D^2_{z_2}) \}.
\]
As it will become obvious in our proof arguments, only the situation $z_1 > \lambda_1$ and $z_2 < \lambda_2$ is relevant, the situations where either $z_1 \leq \lambda_1$ or $z_2 \geq \lambda_2$, having no any particular interest.

Under this simplification, the domain $\mathbb{R} \setminus D^1_{z_1}$ is stable by $x \mapsto -V'(x) - F'(x - \lambda_1)$ and Theorem 1.2 applies to
\[
c_{z_1, z_2}(\sigma) := \inf \{ t \geq 0 : (x^\sigma, y^\sigma) \notin (\mathbb{R} \times \mathbb{R}) \setminus (D^1_{z_1} \times D^2_{z_2}) \},
\]
for
\[
x^\sigma_t = x_1 + \sigma B_t - \int_0^t \nabla \Psi_1(x^\sigma_s) \, ds, \quad t \geq 0,
\]
and
\[
y^\sigma_t = x_2 + \sigma \tilde{B}_t - \int_0^t \nabla \Psi_2(y^\sigma_s) \, ds, \quad t \geq 0,
\]
where $\Psi_1(x) := V(x) + F(x - \lambda_1)$ and $\Psi_2(y) := V(y) + F(y - \lambda_2)$. This yields to a Kramers’ type law for $c_{z_1, z_2}(\sigma)$ with the exit-cost:
\[
\hat{H}_0(z_1, z_2) := (\Psi_1(z_1) - \Psi_1(\lambda_1)) + (\Psi_2(z_2) - \Psi_2(\lambda_2)).
\]
Adapting the proof arguments of Proposition 3.4, the asymptotic of $c_{z_1, z_2}(\sigma)$ transfers to $C_{z_1, z_2}(\sigma)$, yielding to:

**Lemma 5.1.** For any $z_1 \geq \lambda_1$ and $z_2 \leq \lambda_2$ and for any $\delta > 0$, it holds:
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (\hat{H}_0(z_1, z_2) - \delta) \right] < C_{z_1, z_2}(\sigma) < \exp \left[ \frac{2}{\sigma^2} (\hat{H}_0(z_1, z_2) + \delta) \right] \right\} = 1,
\]
and
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \max \left\{ |X_{c_{z_1, z_2}(\sigma)} - z_1|, |Y_{c_{z_1, z_2}(\sigma)} - z_2| \right\} \leq \delta \right\} = 1.
\]

From this preparatory lemma, we derive the following Kramers’ type law for $C(\sigma)$.

**Theorem 5.2.** Let $\lambda_0$ be the unique minimizer of $H_0$ given by (10). Then, for any $\delta > 0$,
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] < C(\sigma) < \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} = 1,
\]
and
\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ |X_{C(\sigma)} - \lambda_0| \leq \delta \right\} = 1.
\]

**Proof.** **Step 1.** Let us first prove the upper-tail estimate in (41), starting with the inequality
\[
\mathbb{P} \left\{ C(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} \leq \mathbb{P} \left\{ C_{\lambda_0, \lambda_0}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\},
\]
with $C_{\lambda_0, \lambda_0}(\sigma)$ defined as in (36). This inequality simply results from Lemma 5.1; due to the convexity of $\Psi_1$ and $\Psi_2$, the function $z \mapsto \Psi_1(z) + \Psi_2(z) - \Psi_1(\lambda_1) - \Psi_2(\lambda_2)$ is decreasing on $(-\infty; \lambda_1]$ and increasing on $[\lambda_2; +\infty)$, the unique minimizer of $\hat{H}_0$ is necessarily achieved in $(\lambda_1; \lambda_2)$. As $\hat{H}_0(z, z) = H_0(z)$, $\lambda_0$ lies in $(\lambda_1; \lambda_2)$. For any $\rho > 0$ sufficiently small, as $x_1 < x_2$ we know that the first time the diffusion $(X, Y)$ reaches the point $(\lambda_0, \lambda_0)$ necessarily occurs before $(X, Y)$ enters the region $[\lambda_0 + \rho; \infty) \times (-\infty; \lambda_0 - \rho]$. Therefore,
\[
\mathbb{P} \left\{ C_{\lambda_0, \lambda_0}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} \leq \mathbb{P} \left\{ C_{\lambda_0 + \rho, \lambda_0 - \rho}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\}.
\]
As $\Psi_1(\lambda_0+\rho)+\Psi_2(\lambda_0-\rho)$ converges to $H_0(\lambda_0)$ as $\rho \downarrow 0$, taking $\rho$ sufficiently small so that $\Psi_1(\lambda_0+\rho)+\Psi_2(\lambda_0-\rho) \leq H_0(\lambda_0) + \frac{\delta}{2}$ implies, by (37),

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ C_{\lambda_0+\rho,\lambda_0-\rho}(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} = 0,$$

and so

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ C(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} = 0. \quad (40)$$

**Step 2.** For the collision-location estimate (39), let us check that $\lim_{\sigma \to 0} \mathbb{P} \{|X_{C(\sigma)} \setminus \lambda_0| > \rho\} = 0$ for any $\rho > 0$. To this aim, we will show that the collision does not persist outside $[\lambda_1; \lambda_2]$ then, by a compactness argument, we will show that it necessarily occurs within $(\lambda_0 - \rho; \lambda_0 + \rho)$.

**Step 2.1.** Start with the following inequality:

$$\mathbb{P} \left\{ X_{C(\sigma)} \notin [\lambda_1; \lambda_2], C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\}$$

for some $\delta > 0$. Due to (40), the second term in the r.h.s. tends to 0 as $\sigma \downarrow 0$. Defining $\tilde{\beta}_1(\sigma) := \inf \{ t \geq 0 : Y_t \leq \lambda_1 \}$ and $\tilde{\beta}_2(\sigma) := \inf \{ t \geq 0 : X_t \geq \lambda_2 \}$, we have

$$\mathbb{P} \left\{ X_{C(\sigma)} \notin [\lambda_1; \lambda_2], C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} \leq \mathbb{P} \left\{ \tilde{\beta}_1(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} + \mathbb{P} \left\{ \tilde{\beta}_2(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\}.$$

Choosing $\delta$ small enough so that $\min \{ \Psi_1(\lambda_2) - \Psi_1(\lambda_1); \Psi_2(\lambda_1) - \Psi_2(\lambda_2) \} > H_0(\lambda_0) + \delta$, Theorem 1.2 yields, for $k = 1, 2$,

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ \tilde{\beta}_k(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} = 0.$$

We immediately deduce

$$\lim_{\sigma \to 0} \mathbb{P} \left\{ X_{C(\sigma)} \notin [\lambda_1; \lambda_2] \right\} = 0.$$

**Step 2.2.** Given **Step 2.1.**, we can focus our claim on showing $X_{C(\sigma)}$ does not persist on $[\lambda_0 - \rho; \lambda_0 + \rho] \setminus [\lambda_1; \lambda_2]$. It is further sufficient to check this assertion for the interval $[\lambda_0 + \rho; \lambda_2]$, the reasoning for the case $[\lambda_1; \lambda_0 - \rho]$ being similar. As $[\lambda_0 + \rho; \lambda_2]$ is a compact interval, we can write $[\lambda_0 + \rho; \lambda_2] \subset \bigcup_{k=1}^2 [\eta_k - r; \eta_k + r]$, where $r > 0$ will be chosen sufficiently small later on. Observe that

$$\mathbb{P} \left\{ X_{C(\sigma)} \in [\eta_k - r; \eta_k + r] \right\} \leq \mathbb{P} \left\{ C(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\}$$

$$+ \mathbb{P} \left\{ X_{C(\sigma)} \in [\eta_k - r; \eta_k + r], C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} =: I_1(\sigma) + I_2(\sigma).$$

According to (40),

$$\lim_{\sigma \to 0} I_1(\sigma) = \lim_{\sigma \to 0} \mathbb{P} \left\{ C(\sigma) \geq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} = 0.$$

The second term, $I_2(\sigma)$, can be estimated with the upper-bound:

$$\mathbb{P} \left\{ X_{C(\sigma)} \in [\eta_k - r; \eta_k + r], C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} \leq \mathbb{P} \left\{ C_{\eta_k - r, \eta_k + r}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\}.$$
Since $\tilde{H}_0(\eta_k - r, \eta_k + r) > H_0(\lambda_0)$, by taking $\delta$ sufficiently small,

$$
P \left\{ C_{\eta_k - r, \eta_k + r}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} \leq \lim_{\sigma \to 0} \P \left\{ C_{\eta_k - r, \eta_k + r}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (\tilde{H}_0(\eta_k - r, \eta_k + r) - \delta) \right] \right\}.
$$

Applying Lemma 5.1, it follows that $\lim_{\sigma \to 0} I_2(\sigma) = 0$, and so:

$$
\lim_{\sigma \to 0} \P \left\{ X_{C(\sigma)} \in [\eta_k - r; \eta_k + r] \right\} = 0.
$$

As such,

$$
\lim_{\sigma \to 0} \P \left\{ X_{C(\sigma)} \in [\lambda_1; \lambda_2] \setminus [\lambda_0 - \rho; \lambda_0 + \rho] \right\} = 0.
$$

**Step 3.** We complete the proof with the lower-tail estimate in (38). For $\rho > 0$, given the event $\{|X_{C(\sigma)} - \lambda_0| \leq \rho\}$, remark that the following inclusion:

$$
\left\{ C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\} \subset \left\{ C_{\lambda_0 + \rho, \lambda_0 + \rho}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\},
$$

holds for any $y$ lying in the interval $(-\rho, \rho)$. Therefore, for any $\rho > 0$,

$$
\P \left\{ C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\} \leq \P \left\{ \{|X_{C(\sigma)} - \lambda_0| \geq \rho\} \right\}
$$

$$
+ \P \left\{ \inf_{y \in [-\rho, \rho]} C_{\lambda_0 + \rho, \lambda_0 + \rho}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\}.
$$

According to **Step 2**, the first upper-bound vanishes as $\sigma \downarrow 0$. The second upper-bound can be estimated by

$$
\P \left\{ \inf_{y \in [-\rho, \rho]} C_{\lambda_0 + \rho, \lambda_0 + \rho}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\}.
$$

As $\lim_{\rho \to 0} \Psi_1(\lambda_0 - \rho) + \Psi_2(\lambda_0 + \rho) = H_0(\lambda_0)$, $\rho$ can be chosen sufficiently small so that $\Psi_1(\lambda_0 - \rho) + \Psi_2(\lambda_0 + \rho) \geq H_0(\lambda_0) - \frac{\delta}{2}$. Thus, the limit (37) implies

$$
\lim_{\sigma \to 0} \P \left\{ C_{\lambda_0 - \rho, \lambda_0 + \rho}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\} = 0,
$$

and so

$$
\lim_{\sigma \to 0} \P \left\{ C(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] \right\} = 0.
$$

The analog of Theorem 5.2 for the particle systems $(X^{1,N}, Y^{1,N}), \cdots, (X^{N,N}, Y^{N,N})$ is given by the following:

**Theorem 5.3.** For $N$ sufficiently large, it holds: for any $\delta > 0$, $1 \leq i \leq N$,

$$
\lim_{\sigma \to 0} \P \left\{ \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) - \delta) \right] < C'_{\lambda_i}(\sigma) \leq \exp \left[ \frac{2}{\sigma^2} (H_0(\lambda_0) + \delta) \right] \right\} = 1,
$$

and

$$
\lim_{\sigma \to 0} \P \left\{ |X_{C'_{\lambda_i}(\sigma)} - \lambda_0| \leq \delta \right\} = 1.
$$
Proof. The proof readily follows the main steps of Theorem 5.2: owing to Proposition 4.1, Lemma 5.1 still holds true for
\[ C_{N,z_1,z_2}^i(\sigma) := \inf \{ t \geq 0 : (X_i^{i,N}, Y_i^{i,N}) \notin (R \times R) \setminus D_{z_1} \times D_{z_2} \} \]
in place of \( C_{z_1,z_2}(\sigma) \). From this, since the proof arguments of Theorem 5.2 essentially rely on the regularity of \( H_0 \), one can replicate each argument replacing \( C(\sigma) \) by \( C_{N}^i(\sigma) \).

Remark 5.4. Although we left aside the linear case considered in Section 2, let us point out that, following the same proof arguments, an analog to Theorem 5.2 can be established for \((x^a, y^a)\): assuming that \( \Psi_1 \) and \( \Psi_2 \) are uniformly convex, of class \( C^2 \) and such that (13) holds, and that, for \( \lambda_1 = \arg\min\Psi_i, \lambda_1 < \lambda_2 \), then, given
\[ c(\sigma) = \inf \{ t \geq 0 : x_t^a = y_t^a \} , \]
and \( z_0 \) the (unique) minimizer of \( h_0(z) = \Psi_1(z) + \Psi_2(z) - \Psi_1(\lambda_1) - \Psi_1(\lambda_2) \), for any \( \delta > 0 \), we have
\[ \lim_{\sigma \to 0} \mathbb{P} \left\{ \exp \left[ \frac{2}{\sigma^2} (h_0(z_0) - \delta) \right] < c(\sigma) < \exp \left[ \frac{2}{\sigma^2} (h_0(z_0) + \delta) \right] \right\} = 1, \]
and
\[ \lim_{\sigma \to 0} \mathbb{P} \left\{ \left| x_t^{a(\sigma)} - z_0 \right| \leq \delta \right\} = 1. \]
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