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Abstract

Object appearances often change dramatically with pose variations. This creates a challenge for embedding schemes that seek to map instances with the same object ID to locations that are as close as possible. This issue becomes significantly heightened in complex computer vision tasks such as re-identification (re-id). In this paper, we suggest these dramatic appearance changes are indications that an object ID is composed of multiple natural groups and it is counter-productive to forcefully map instances from different groups to a common location. This leads us to introduce Relation Preserving Triplet Mining (RPTM), a feature matching guided triplet mining scheme, that ensures triplets will respect the natural sub-groupings within an object ID. We use this triplet mining mechanism to establish a pose-aware, well-conditioned triplet cost function. This allows a single network to be trained with fixed parameters across three challenging benchmarks, while still providing state-of-the-art re-identification results.

1. Introduction

Re-identification is the process of identifying images of the same object taken in different conditions. One of the main challenges of re-id is pose-induced appearance changes [1, 7]. Not only does object appearance change with pose, different objects often look similar when viewed from the same pose, also known as inverse-variability. This paper suggests a new interpretation of the inverse-variability problem, one with the potential to significantly improve the effectiveness of re-id algorithms. Although we focus on vehicle re-id, the underlying principles developed here are not restricted to this task and have the potential to impact a wide range of computer vision problems.

Current re-identification frameworks attempt to learn embeddings that map semantically similar instances to relatively nearby locations; and semantically dissimilar images to relatively distant locations. This is typically achieved through a triplet loss function [36], which encourages a reference (anchor) input to be more similar to a positive (truthy) input than to a negative (falsy) input. The number of triplet combinations tend to grow polynomially with the number of instances in a dataset, as detailed by Hermans et al. [15]; however, most triplet combinations are redundant. This has led to the development of triplet mining, whose aim is to identify the most important triplets in a given set. While triplet mining is ubiquitous in re-identification algorithms [1, 14, 15, 32, 39], it has an innate vulnerability.

Consider a hypothetical dataset containing instances of
apple-the-phone and apple-the-fruit, both of which are classified as Apple. The dataset also has instances of phones made by Samsung, which are classified as Samsung-phone. This dataset will have many difficult triplets, for example, apple-the-phone (anchor), apple-the-fruit (positive) and Samsung-phone (negative), which triplet-mining techniques will be encouraged to focus on. However, training with such triplets is counter-productive as they will attempt to ensure that instances of apple-the-phone are mapped closer to instances of apple-the-fruit than to instances of Samsung-phone. Such a mapping mechanism violates the natural appearance relation between objects and it is unlikely that models trained on this hypothesis will generalise in an adequate manner.

A similar phenomenon occurs in vehicle re-id. Most vehicular datasets group instances by vehicle label or ID. However, the appearance of a vehicle’s front, rear and sides are often very different from each other because they belong to physically different entities. This creates the potential for fallacious anchor-positive pairs, where instances chosen to be anchor and positive do not share a natural group. This problem has been acknowledged in recent re-identification works, who address it by incorporating pose awareness into the network. While this approach can be effective, it complicates network training and incurs an additional burden of training a new, dataset specific, pose-aware layer.

This paper suggests a simple alternative, where feature matching is leveraged to discover the natural groupings. The result is Relation Preserving Triplet Mining (RPTM), a triplet mining scheme which respects natural appearance groupings. In the context of vehicle re-identification, natural groupings tend to be pose-related. Here, RPTM implicitly enforces pose-aware triplet mining, which prevents different poses from being mapped onto one another. This improves the conditioning of the triplet-cost, allowing for the same training parameters to be employed across a variety of different datasets. The resultant feature embeddings provide better re-id results and are more intuitive, as shown in Figure 1.

In summary, our paper contributions are:

1. We explain that the traditional triplet mining methods are ill-conditioned because it does not take into account natural groupings;
2. We propose a feature guided triplet mining scheme that we term Relation Preserving Triplet Mining (RPTM);
3. We show RPTM is well-conditioned enough to permit the use of constant training parameters across three different datasets. The resultant network is simultaneously capable of state-of-the-art in vehicle re-id and competitive results for person re-id.

2. Related Works

Re-Identification: The demand for urban surveillance applications has led to a surge of interest in person and vehicle re-identification. Challenging benchmarks like VehicleID [21], Veri-776 [22][23], DukeMTMC [44], CityFlow [40], VERI-Wild [24], Market-1501 [50] and others have been established; and many new algorithms have been proposed. Most works use a combination of a classification loss and ranking loss such as Triplet loss. However, new methods employing Circle loss [38], Center loss [43], Angular Margin loss [8] and others have shown promising results.

This paper primarily focuses on vehicle re-identification. As mentioned in the introduction, many vehicle re-id algorithms achieve good results by estimating vehicular pose. Towards this end, Zhou and Shao [53] used GANs to generate multiple new views from a single vehicular image. Tang et al. [39] created a synthetic dataset to implement vehicle pose-estimation, and Meng et al. [28] used a parser network to split vehicles into four parts to achieve pose-aware feature embedding. Apart from the pose-based techniques, there also are a wide variety of vehicle re-identification algorithms that employ “exotic” techniques to advance the state-of-the-art. Examples include expanded training by combining past datasets, and integrated local and global constraints through detection branches.

We suggest that the root-problem encountered by most of these techniques lies in their triplet loss definition. By replacing traditional triplet losses with our RPTM technique, we show that it is possible to achieve state-of-the-art results by minimizing a simple cost function. This stands out from the trend towards ever more complex vehicle re-id techniques.

Triplet Loss: The triplet loss was first introduced in the context of face re-identification [36]. Since then, it has undergone many refinements [1][8][45][46][48] and been applied to a wide range of applications, such as, object tracking [9], object retrieval and face verification [10].

Such triplet-based formulations implicitly assume that the given IDs correspond to meaningful groups. We suggest that this assumption is often wrong and that triplets should be defined with respect to naturally occurring groups rather than the given labels.

This perspective on triplet loss differs significantly from that used in most papers. To our knowledge, the research most similar to ours is Bai et al. [1]. Like us, Bai et al. acknowledges the importance of naturally occurring groups within an ID. However, Bai et al. attempts to use the groups to force tighter mappings of an ID, fighting rather than harnessing the natural relationships.

Another problem for clustering based works like Bai et al.’s, is that variations often have no naturally occurring cluster boundaries. This is not a problem for RPTM which
defines relations in a pairwise manner, rather than on the basis of shared clusters.

**Feature Matching:** RPTM uses feature matching to help establish triplets. Feature matching is a well-established field in computer vision whose goal is to match key-points between image pairs. Classic feature matching works include SIFT [26], SURF [2], ASIFT [29], ORB [35], LIFT [47], etc. In this paper, we employ Grid-based Motion Statistics (GMS) [3] as our feature matcher of choice. This is a newer algorithm which incorporates match coherence [20] to facilitate key-point matching. GMS outperforms most classic techniques while also being much faster.

### 3. Why Triplet Loss?

#### From Classification to Re-identification

This section explains the machine learning trends which led to the development of the triplet loss.

#### 3.1. Neural Networks as Embedding Functions

Much of computer vision can be interpreted as an attempt to map image instances to a semantically meaningful embedding. Thus, if \( x_k \) represents an image instance and \( y_k \) its associated feature, the transformation from \( x_k \) to \( y_k \) can be denoted by:

\[
y_k = f(x_k),
\]

where \( f: \mathbb{R}^{3 \times w \times h} \rightarrow \mathbb{R}^d \); \( w \times h \) denotes image dimension; and \( d \) represents the embedding space’s dimensions.

Deep-learners often estimate the embedding indirectly through a cross-entropy minimization. This takes the form of a loss function

\[
L_{\text{ent}}(x_k) = -\frac{1}{n} \sum_{i=1}^{n} l_i \log(l_i),
\]

where \( l_{ik} \in \{0, 1\} \) is a binary indicator of whether instance \( k \) is a member of class \( i \); \( w_j, b_j \) represent the weights and bias of the deep-learner’s soft-max layer; and

\[
l_{ik} = \frac{e^{y_k w_i + b_i}}{\sum_{j=1}^{N} e^{y_k w_j + b_j}}
\]

is the soft-max’s estimation of \( l_{ik} \).

In this scheme, the embedding function \( f(.) \) is learned by minimizing the cross-entropy loss

\[
E_{\text{ent}} = \sum_{k=1}^{m} L_{\text{ent}}(x_k),
\]

where \( m \) denotes the total number of training images.

Minimizing the cost in Eq. 3 provides an embedding that maximizes classification accuracy. However, this does not ensure the embedding is semantically meaningful. The retrieval problem requires an embedding in which semantically similar instances are mapped close to one another, giving rise to the development of the triplet loss [36].

### 3.2. The Triplet Loss

A triplet loss is defined with respect to three image instances: Anchor (a randomly chosen instance); Positive (an instance that shares a common ID with the anchor); Negative (an instance whose ID is different from the anchor). We denote these instances \( x_a, x_p, x_n \) respectively.

Given the anchor, positive, and negative, the triplet loss is defined as [36]:

\[
L_{\text{tri}}(x_a, x_p, x_n) = \max(0, d_{ap} - d_{an} + \alpha),
\]

where \( \alpha \) is the desired margin separation between the positive and negative instance, \( d_{ap} = \|f(x_a) - f(x_p)\| \) and \( d_{an} = \|f(x_a) - f(x_n)\| \).

The final triplet-cost is computed by summing the individual triplet losses:

\[
E_{\text{tri}} = \sum_{c=1}^{t} L_{\text{tri}}(x_{ac}, x_{pc}, x_{nc}),
\]

where \( t \) is the total number of triplets.

In general, triplet-costs are not used in isolation. Instead, they are combined with the cross-entropy-cost from Eq. 3 leading to the final cost function:

\[
E = \lambda_{\text{ent}} E_{\text{ent}} + \lambda_{\text{tri}} E_{\text{tri}},
\]

where \( \lambda_{\text{ent}} \) and \( \lambda_{\text{tri}} \) control the weights given to the cross-entropy loss and triplet-cost respectively.

### 4. Relation Preserving Triplet Mining

Naively incorporating every possible triplet into the triplet-cost usually yields poor results [15]. Instead, training algorithms employ triplet-mining, a process which aims to incorporate only the most relevant triplets into the triplet-cost. Unfortunately, there is no consensus regarding how relevance can be measured; thus, triplet-mining relies on heuristics. The two most popular heuristics are: hard-negative mining and semi-hard negative mining.

Hard-negative mining focuses on triplets whose negatives are very similar to the anchor. Semi-hard negative mining shifts the focus from the hardest negatives, to negatives close to the decision boundary. Both heuristics seem sensible and often perform well; however, closer inspection suggests something may be amiss.

Let us perform a thought experiment where we assign the IDs A and B, to similar car models. Hard or semi-hard negative mining will find the most confusing triplets, leading to the following triplet: front of car A as anchor, rear of car
A as positive, and front of car B as negative. The triplet is indeed very hard; however, its incorporation into the training cost is counter-productive. This is because such a triplet encourages an embedding which maps the rear of car A to the front of car A. The embedding is so counter-intuitive, it is unlikely to generalise well. To avoid such pathological cases, we introduce relational triplets, which addresses the problem of intra-class separability with greater attention than other triplet mining methods.

4.1. Relational Triplets

Relational triplets change the triplet definition from one based on human assigned IDs to one based on naturally occurring groups. Formally, we denote the set of training images as:

\[ S = \{x_1, x_2, \ldots, x_K\} \]

We hypothesize that these images are members of naturally occurring (and possibly overlapping) subsets. The set of subsets is denoted by:

\[ \mathcal{N} = \{S_m\}, \]

where

\[ S = \bigcup_{S_m \in \mathcal{N}} S_m. \quad (7) \]

We use the relational indicator

\[ C(x_i, x_j) = \begin{cases} 
1, & \text{if } x_i, x_j \text{ share a subset in } \mathcal{N}, \\
0, & \text{otherwise.} 
\end{cases} \quad (8) \]

to denote whether two instances share a natural subset.

A relational triplet is one where the anchor-positive pair shares a common natural subset, while the negative does not. i.e.

\[ C(x_a, x_p) = 1, \quad C(x_a, x_n) = 0, \quad C(x_p, x_n) = 0. \quad (9) \]

Traditional triplets are a special case of relational triplets, where the given IDs mirror the natural subsets. This is not the case for vehicular re-identification, as we explained in the thought experiment and through the relational diagram in Figure 2.

In vehicle re-id, the natural subsets likely correspond to vehicular poses. This creates the possibility for identifying such subsets using a feature matching algorithm. The next section shows how this can be achieved.

4.2. Mining the Relation Preserving Triplets

GMS [3] is a modern feature matcher that uses coherence to validate hypothesized feature matches. The coherence scheme assumes that a true match hypothesis will be strongly supported by many other match hypotheses between neighbouring region pairs, while a false match hypothesis will not have such support.

The coherence-based validation is notably better than the traditional ratio test [25]. This allows GMS to reliably match features across significant viewpoint changes, while simultaneously ensuring few matches between image pairs with nothing in common. As a result, the presence of GMS matches between image pairs provides a good approximation of the relational indicator in Eq. 7.

While GMS has few errors, errors do occur. To ensure an anchor-positive pair has a relational indicator of one, we set the positive instance of each anchor to be the image instance, whose number of GMS matches with the anchor is closest to the threshold \( \tau \). At this junction, we accept that setting similar anchor-positive pairs lead to poorer training. Hence, we use a middle-ground approach for anchor-positive selection, which we call \( RPTM_{mean} \), in which \( \tau \) is set as the average number of GMS matches in the set of non-zero pairwise GMS matches between the anchor and all other images.

The above provides a semi-hard positive mining, that ensures anchor-positive pairs satisfy the relational indicator in Eq. 7 while also ensuring the positive differs significantly from the anchor. An example is shown in Figure 3.

We define negatives using batch-hard-triplet mining [13]. If \( S_i = \{x_j\} \) denotes the set of instances in a
Figure 3: An example of the anchor-positive pairs selected by relation preserving triplet mining. Observe that the positive shares clear similarities with the anchor (indicating they share a common natural group) but is not a near-duplicate.

In the batch that do not share an ID with $x_a$, the negative is

$$x_n = \arg\min_{x_j \in \mathcal{S}_b} (\|f(x_a) - f(x_j)\|).$$

(10)

Observe that the triplets defined in this manner satisfy Eq. 9 making them relation preserving triplets. Given such triplets, the final embedding can be obtained by minimising the cost function in Eq. 6. As evidenced by the mining strategy, RPTM allows for the intrinsic understanding of viewpoint and pose without hard-coded pose estimation.

5. Implementation Details

A schematic for the network architecture is provided in Figure 4. In this section we discuss the model layout, elaborating on the comparative feature matching pipeline in Section 5.1 and the SE-ResNext101-ibn model structure with RPTM in Section 5.2. To test and highlight the universality of RPTM and its ability to generalise the training pipeline due to its novel triplet mining scheme, we put limitations on network and parameter tuning across all datasets.

5.1. Feature Matching

As discussed in the earlier sections, we use GMS feature matching to guide our triplet-mining process, in order to implement semi-hard positive mining during. In theory, we need to establish GMS matches between an anchor and every other image in the dataset. In practice, we use image IDs as guides to the natural groupings and restrict matching to only images sharing a common ID with the anchor. This greatly reduces computational cost in triplet mining.

Feature matching is performed on images that have been resized to (224, 224). The GMS feature matching parameters are: 10,000 ORB features [35] whose orientation parameter is set to true and nearest neighbours are identified with the brute-force hamming distance. All other parameters are set based on the reported guidelines of [3]. After matching, the number of matches between image pairs is stored in an $m \times m$ relational matrix, where $m$ is the number of training images.

5.2. Neural Network

Our base network is ResNext101, appended with instance-batch-normalization [31] and a squeeze-excitation layer [16]. The weights of this network are trained by minimising the combined cross-entropy and triplet loss in Eq. 6. Triplet selection is performed using the precomputed GMS features and the Relation Preserving Triplet Mining described in Section 4.2.

For vehicle re-id, images are resized to (240,240); while for person re-id, images are resized to (300,150). Data augmentation is applied, with random flipping, random padding, random erasing and colour jitter (randomly changing contrast, brightness, hue and saturation) all activated. Stochastic Gradient Descent (SGD) is used as the optimizer for the model. The initial learning rate is initialized at 0.005 and is set to decay by a factor of 0.1 every 20 epochs. The model is trained for 80 epochs with a batch size of 24. The training parameters are fixed for all datasets.

6. Experiments

Our backbone network is created by appending an instance-batch-normalization (IBN [31]) and squeeze-excitation layer (SE [16]) to a ResNext101 model. This network is trained using triplets defined through our Relation Preserving Triplet Mining (RPTM). The network is denoted SE-ResNext101-ibn (RPTM) or RPTM for short.

6.1. Datasets

Veri-776 [22] is a widely used benchmark with a diverse range of viewpoints for each vehicle. The dataset contains 51,027 images from 776 distinct vehicles and is designed to provide more constrained but highly realistic conditions.

VehicleID [21] contains 221,567 images of 26,328 distinct vehicles. This dataset allows us to test RPTM’s scalability by offering multiple, progressively larger (and harder) test-sets. We evaluate our algorithm on small, medium and large test sets, with 800, 1600 and 2400 labels for testing.

DukeMTMC [34] is a person re-identification benchmark with 36,411 images and 1,404 distinct people. While our focus is vehicle re-id, we include this benchmark to show our algorithm can generalise to other problems.

6.2. Evaluation Metrics

Algorithms are evaluated on a set of query and gallery images. Each algorithm is tasked with transforming the im-

1 These parameters are significantly less computationally demanding than those used by recent state-of-the-art models [4,13,18,51,53].
ages into feature vectors. For a given query feature, the gallery features are ranked by their Euclidean distance from it. The ranking is then scored, with an ideal ranking being one in which all gallery features sharing an ID with the query, are ranked highest.

Rankings are scored according to the protocols suggested in [21, 23]. Thus, we report three results: mean average precision (mAP); Cumulative Matching Characteristics at top-1 (rank-1) and Cumulative Matching Characteristics at top-5 (rank-5). Mean average precision provides an overall gauge of the ranking’s accuracy, while rank-1 and rank-5 measure how often a correct ID is present within the top-1 and top-5 ranked gallery images.

Following the conventions for the Veri-776 and DukeMTMC dataset, we use the re-ranking methodology proposed in [52]. This post-processor refines the final rankings by considering the k-reciprocal nearest-neighbours of both the query and retrieved images, effectively improving upon the pairwise distance result that is used to quantify mAP and top-k ranking accuracies. Re-ranking is not adopted for VehicleID because there is often only one true match ID in the gallery set [18].

### 6.3. Comparison with State-of-the-art

**Veri-776:** As shown in table 1, RPTM surpasses recent state-of-the-art vehicle re-id models. These results are very respectable, especially if we account for the fact that the next best algorithm (by mAP), VehicleNet [51] uses supplementary data for training. We also edge out DMT [14] in mAP results, which uses deeper backbones and larger image sizes during training. In addition, RPTM’s training scheme is very simple, as it only requires gradient descent on a well-defined cost-function.

**VehicleID:** Table 2 shows that RPTM achieves state-of-the-art results on the challenging VehicleID dataset, indicating RPTM’s scalability across vehicle datasets. We observe
Table 2: Comparison on VehicleID. RPTM provides the state-of-the-art retrieval on all three test sets, with notably better performance on the most difficult, large test set.

RPTM outperforming VANet comprehensively across all recall metrics. Additionally, RPTM exceeds Smooth-AP[4] in 4 of 6 metrics, notably in the large test-set.

DukeMTMC: Table 3 shows RPTM achieves competitive results at person re-identification, despite training parameters tuned to vehicle datasets. With the exception of changing the input image size, to account for the aspect ratio of the input images, no modification were made to RPTM’s network or training parameters. These results are very respectable for a network whose training parameters are tuned for a different task.

Discussion: Table 1, 2 and 3 show that incorporating RPTM to feature learning techniques make them more effective at re-identification. Performance improvements are especially notable on more difficult datasets like VehicleID and harsher evaluation metrics (mAP). These performances are rather remarkable when we take into account that RPTM uses constant training parameters for all three datasets. Most deep-learning algorithms require parameters to be tweaked from dataset to dataset and RPTM’s capability in this respect is an indication that relational aware triplet choice makes the triplet-losses better conditioned.

To demonstrate how challenging it is to maintain constant training parameters, we trained Smooth-AP[4] from Table 2 on two other datasets, while using the training parameters from Table 2. Although Smooth-AP[4] is comparable to RPTM in Table 2 on VehicleID, its is much inferior on the other datasets shown in Table 4.

6.4. Ablation Study

Image Size: We begin by investigating how image size impacts re-identification. Table 5 shows accuracy improves as image size increases, a finding that is mirrored by many other re-id algorithms, which often seek to use the largest possible image.

Table 3: Comparison on the DukeMTMC benchmark. RPTM is surprisingly competitive even though it is not tuned for maximum accuracy in person re-identification. * indicates the use of re-ranking.

Table 4: Performance of Smooth-AP[4] on Veri-776 and DukeMTMC. Results include re-ranking as a post-processing step.

Threshold for Positive Selection: Section 4.2 suggests positive images are chosen using a threshold, $\tau$, which is the mean number of non-zero matching results. We denote this scheme $RPTM_{mean}$; it corresponds to semi-hard positive mining. There are a number of alternatives.

One possibility is to fix $\tau$ at a low number of matches, like 10. We term this scheme $RPTM_{min}$. The scheme ensures anchor-positive pairs are not near duplicates and cor-
Table 5: Re-identification performance with increasing image size. mAP and rank-1 increase with image size until (240, 240), after which performance plateaus.

| Model       | Veri-776         | VehicleID(Small)          |
|-------------|------------------|---------------------------|
|             | mAP r=1          | mAP r=1                   |
| RPTM_{128x128} | 56.5 84.5        | 72.5 89.0                 |
| RPTM_{160x160} | 74.8 92.4        | 80.5 91.8                 |
| RPTM_{224x224} | 85.1 95.2        | 83.1 92.9                 |
| RPTM_{240x240} | 87.4 96.2        | 84.8 95.1                 |

Table 6: Comparing positive selection thresholds. 
RPTM_{min} corresponds to hard positive-mining, RPTM_{mean} corresponds to semi-hard positive-mining, RPTM_{max} corresponds to easy positive-mining.

| Model      | mAP r=1 | mAP r=5 |
|------------|---------|---------|
| RPTM_{min} | 86.3    | 95.9    | 97.2    |
| RPTM_{mean} (our default) | 87.4    | 96.2    | 98.1    |
| RPTM_{max} | 82.2    | 95.6    | 97.4    |

Table 7: RPTM consistently improves the underlying network. Improvements are especially large for simple networks like ResNet50.

| Model                  | mAP r=1 | mAP r=5 |
|------------------------|---------|---------|
| ResNet50               | 65.0    | 88.1    | 93.7    |
| ResNet50 (RPTM)        | 81.7    | 94.2    | 96.4    |
| ResNet101              | 65.6    | 87.6    | 94.5    |
| ResNet101 (RPTM)       | 82.8    | 95.4    | 97.1    |
| ResNet101-ibn          | 71.5    | 94.2    | 96.9    |
| ResNet101-ibn (RPTM)   | 83.3    | 95.6    | 97.5    |
| SE-ResNet101-ibn       | 81.3    | 93.5    | 96.8    |
| SE-ResNet101-ibn (RPTM)| 87.4    | 96.2    | 98.1    |

Network Ablation: To understand the impact of each component, we progressively upgrade a basic ResNet until it reaches the full SE-ResNet101-ibn. At each stage, performance with and without RPTM is compared; results are presented in Table 7. Table 7 shows that at each stage, RPTM consistently improves the re-id performance of the underlying backbone network. The gains being especially notable for simpler networks like ResNet50. These gains are so high that ResNet50 (RPTM)'s performance almost matches the more sophisticated SE-ResNet101-ibn, without RPTM. Finally, Figure 5 provides qualitative comparisons which shows RPTM’s top-k ranked retrievals are significantly better than its backbone network.

7. Conclusion

This paper suggests triplet mining needs to respect natural data groupings. To that end, we introduce Relation Preserving Triplet Mining (RPTM), a novel scheme to generate triplets that are wary of the inverse-variability problem, which deeply affect re-id pipelines. We show how feature matches can be used to develop a relation aware triplet mining, leading to a better conditioned triplet loss. This allows feature learners with enhanced training stability and higher re-identification accuracy. Moreover, we highlight that not only does RPTM outperform recent vehicle re-identification models while maintaining constant training parameters across datasets, but it also reproduces highly competitive results for person re-identification, with the same training parameters.
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