Heat transport in a flowing complex plasma in microgravity conditions
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Heat transport in a three-dimensional complex (dusty) plasma was experimentally studied in microgravity conditions using Plasmakristall-4 (PK-4) instrument on board the International Space Station (ISS). An extended suspension of microparticles was locally heated by a shear flow created by applying the radiation pressure force of the manipulation-laser beam. Individual particle trajectories in the flow were analysed and from these, using a fluid heat transport equation that takes viscous heating and neutral gas drag into account, the complex plasma’s thermal diffusivity and kinematic viscosity were calculated. Their values are compared with previous results reported in ground-based experiments with complex plasmas.

PACS numbers: 52.27.Lw, 52.27.Gr, 66.60.+a

I. INTRODUCTION

Transport phenomena in liquids are important in fundamental science and in engineering applications. They are, however, challenging to study experimentally. To perform experiments at the most fundamental kinetic level (of individual particles), model systems are necessary. A particularly convenient model system is complex plasma. This is a suspension of micron size particles in ionized gas. The particles become charged by collecting electrons and ions from the plasma and interact with each other via a screened Coulomb potential which in many cases can be approximated by the Yukawa potential. The advantages of complex plasmas as model systems are the relative ease of individually observing the constituent particles, stretched spatial and temporal scales, and undamped dynamics. Complex plasmas were successfully used to study diffusion, momentum, and heat transport. Heat transport was experimentally studied in a crystalline phase of 2D complex plasma, in a 2D complex plasma at melting conditions, and in a 3D liquid complex plasma. So far, the heat transport in complex plasmas was studied in ground-based laboratory experiments, where the particle suspension was compressed by the force of gravity.

In this paper, we present an experiment with liquid complex plasma, where the heat transport was studied by locally heating the particle suspension by a laser-driven shear flow and analyzing the resultant particle kinetic temperature profile. To achieve an extended unstressed 3D particle suspension, the experiments were performed in microgravity conditions. One advantage of studying transport phenomena in a 3D sample of complex plasma is that the existence of valid transport coefficients is not questioned here, unlike in a 2D sample.

II. EXPERIMENTAL METHOD

The experiments described in this paper were performed using the PK-4 instrument on board the International Space Station (ISS). The experimental procedure and parameters were similar to those used in Ref.7. We used DC discharge to produce plasma in Ne at the pressure of 15 Pa. The discharge current was 0.5 mA and the maximum voltage was 2.5 kV. Estimates are available of the electron density $n_e = 0.92 \times 10^9 \text{cm}^{-3}$ and temperature $T_e = 9.8 \text{ eV}$ (on the tube axis in the middle of the working area) in a similar discharge in Ne at the pressure of 20 Pa, see Ref.12 for more details. The screening length in these conditions was $\lambda_D = 122 \mu\text{m}$. A cloud of melamine formaldehyde (MF) microspheres with a diameter of $3.38 \pm 0.07 \mu\text{m}$ was suspended in the working area of the discharge tube. They were trapped using polarity switching with a frequency of 500 Hz and duty cycle $\approx 50\%$. The Wigner-Seitz radius of the particle suspension was calculated as $r_{WS} = r_0/1.79 = 100 \mu\text{m}$, where $r_0$ is the first peak position of the pair correlation function $g(r)$ measured in 2D cross sections of the particle suspension. The particle number density was calculated as $n = \frac{4}{3}(4\pi r_{WS}^3)^{-1} = 2.4 \times 10^7 \text{cm}^{-3}$. For the particle charge, we adopted the value $Q = 2880e$ reported for our experimental conditions in Ref.14. The screening parameter was $\kappa = r_{WS}/\lambda_D = 0.8$.

A shear flow in the particle suspension was created by applying the radiation pressure force from the focused beam of a 808-nm manipulation laser, as shown schematically in Fig. 1(a). The laser beam was aligned...
with the discharge tube axis and its output power was set to 2.16 W. As in Ref. [7], the main experimental run was supplemented by a plasma-off phase, where the plasma was briefly switched off (for 0.5 s) while the manipulation laser remained on. During the plasma-off time, the particle charge rapidly declined [16], as did the interparticle interactions and external confinement; however, the particle suspension did not collapse due to weightlessness. There was no evidence of the particle agglomeration in the central cross section (defined by \( y = 0 \)).

### III. EXPERIMENTAL RESULTS

The trajectories of individual particles in the central cross section of steady-state shear flow are shown in Fig. 1(b). The flow appears to be laminar on average with particles performing random motion on top of it. The time-averaged particle velocity profile \( v_x(z) \) is shown in Fig. 1(c). The map of the time-averaged vorticity \( \nabla \times v_x \), which shows the spatial localisation of shear in the particle flow, is shown in Fig. 1(d). The shear is localized in two rather narrow boundary layers adjacent to the flow.

In each narrow bin corresponding to one point in Fig. 1(c), the distributions of the particle velocity \( v_x(z) \) were close to Maxwellian (shifted for the \( v_z \) distribution). Therefore, the time-averaged profiles of the particle speed \( v_x(z) \) and kinetic temperature \( T_{x,z} \) were calculated. The kinetic temperature was calculated as \( T_{x,z} = m \left( \langle v_x, v_z \rangle^2 / k_B \right) \), where \( m \) is the particle mass and \( k_B \) is the Boltzmann constant. The errors in calculating \( v_x(z) \) and \( T_{x,z} \) are estimated as ±0.04 mm/s and up to 30%, respectively.
mophoretic force, which is not balanced by the electrostatic confinement force in the plasma-off phase. These observations corroborate the findings of Ref. 7. Since the source function of viscous heating in the flow geometry of our experiment is proportional to \( \eta (\partial v_x(z)/\partial z)^2 \), where \( \eta \) is the shear viscosity of the particle suspension, it is instructive to plot \( (\partial v_x(z)/\partial z)^2 \) as shown in Fig. 3(b). This figure serves to visualize the distribution of heat sources in the shear flow.

The time-averaged particle kinetic temperature profiles in the plasma-on phase \( T_{x,z}(z) \) are shown in Fig. 3(c). The temperature is anisotropic with its longitudinal component greater on average than transverse, \( T_x(z) > T_z(z) \). In what follows, we will use the “thermalized” \( T = (T_x + 2T_z)/3 \). There are two prominent peaks in \( T(z) \) corresponding to the viscous heating sources [cf. Fig. 3(b)]. This is a direct observation of viscous heating in a flowing liquid 3D complex plasma, which was previously reported only in 2D complex plasmas.\(^{3,18,19} \) In the plasma-off phase, the random part of the particle motion was very strong and it was not possible to calculate their kinetic temperature.

In very simplified terms, the main idea of the subsequent analysis is to deduce the shear viscosity \( \eta \) of the particle suspension from the height of the temperature peaks (since the heat source function is proportional to \( \eta \)) and its thermal conductivity from the peak widths.

IV. HEAT TRANSPORT MODEL

The cylindrical symmetry of the flow significantly simplifies theoretical consideration. In what follows, we will base our model on this suggestion assuming that the main flow parameters are only dependent on the cylindrical...
radius \( r \), that is, \( T = T(r), v_x = v_x(r), \) etc. Moreover, when plasma is on and the radial confinement suppresses well the radial particle motion, the radial flow component is small compared to the axial one, see Fig. 3(a), therefore, it can be ignored in the model.

Generally, when considering heat transport in any system, one has to address two major points: (i) the source of heat, (ii) the mechanism of heat redistribution. In complex plasmas, the heat transport is traditionally characterised studying the particle kinetic temperature distributions. It is convenient to classify the sources of heat as local ones and those globally distributed. We attribute the quite intense local heating observed in the present experiment to the internal viscous heating. It is well evidenced by the distribution of the squared derivative of the particle flow velocity, to which this type of heat source is proportional in our case. It is sharply peaked in the vicinity of the injection point of the flow velocity profile, see Fig. 3(b). Noticeably, the kinetic temperature also demonstrates prominent maxima in the vicinity of these points, see Fig. 3(c). In contrast, the distributed heat sources are spread approximately uniformly inside the particle cloud. They can be attributed to external sources, e.g., those stemming from the thermophoretic force caused by the non-uniformly heated discharge tube walls or the photophoretic force from the manipulation laser.

In what follows, we demonstrate that the assumptions based on these experimental observations significantly simplify the analysis of the heat transport and allow us to come, with relatively simple means, to rather important conclusions.

### A. The governing equations

The heat is transported within the particle cloud by mutual collisions which are interpreted here as the thermal conductivity. Under steady-state conditions of the particle flow with cylindrical symmetry, this process can be described by the following simple model:

\[
\gamma^2 \Delta T \equiv b^3 \int \frac{dT}{dr} r \, dr \Delta T \equiv T - T_{bg} - S, \tag{1}
\]

where \( T \) is the “thermalized” particle kinetic temperature, \( T_{bg} \) is the background kinetic temperature due to the distributed heat sources, while \( b \) is the heat transport length defined by the cloud thermal diffusivity \( \chi \) via the relationship

\[
\chi = \frac{2\gamma b^2}{v_x^2}. \tag{2}
\]

where \( \gamma \) is the Epstein neutral gas drag rate \( v_x^2 \) and \( v_x = 5/2 \) is the specific heat capacitance. Finally, \( S = S(r) \) is the local heat source proportional to the squared derivative of the flow velocity \( v_x^2 \), the particle mass \( m \), and the cloud kinematic viscosity \( \nu = \eta/(m n) \) :\n
\[
S = C \nu v^2(r) \equiv \frac{mv}{4\gamma} v^2(r). \tag{3}
\]

The values \( b, T_{bg}, \) and \( C \) are constant parameters that have to be obtained by fitting the solution of the model (1),(2),(3) to experimental data. An advantage of this model is that Eq. (1) can be solved analytically:

\[
T = T(r) = T_{bg} + I_0 \left( \frac{r}{R} \right) \int_0^\infty \frac{d\xi}{\xi} S(\xi) I_0 \left( \frac{\xi}{R} \right) + K_0 \left( \frac{\xi}{R} \right) \int_0^R \frac{d\xi}{\xi} S(\xi) I_0 \left( \frac{\xi}{R} \right), \tag{4}
\]

where \( I_0 \) and \( K_0 \) are the modified Bessel functions of order zero. Note an important consequence of this relationship:

\[
\int_0^\infty d\xi \left( T(\xi) - T_{bg} \right) = C \int_0^\infty d\xi v^2(\xi). \tag{5}
\]

Actually, the integrals in Eq. (5) can be measured experimentally (of course, using some crude approximation for \( T_{bg} \)).

### B. Further simplifications

Since the exact analytical solution (4) is somewhat cumbersome, it is worth considering further possible simplifications. Given quite narrow and sharply peaked distribution of the heating term \( S(r) \) [see Fig. 3(b)], Eq. (4) can be reduced to the following form, which is well suited for fitting purposes:

\[
T = T(r) = T_{bg} + A r, \quad r \leq R; \quad \left\{ \frac{I_0 \left( \frac{r}{R} \right)}{I_0 \left( \frac{R}{R} \right)} + \frac{K_0 \left( \frac{r}{R} \right)}{K_0 \left( \frac{R}{R} \right), \quad r > R, \right. \tag{6}
\]

where the parameter \( R \) considered fixed in what follows, corresponds to the radial coordinate of the injection point well pronounced in the flow velocity profile which led one to estimate \( C \) and then viscosity by using Eq. (3). This may serve as a first step when fitting the analytically computed kinetic temperature profiles to those experimentally measured.

\[
A = \frac{C}{R} \int_0^\infty d\xi v^2(\xi) \tag{7}
\]

and defines the excess of the maximum kinetic temperature \( T_{max} \) over the background value \( T_{bg} \). The expression \( T_{max} = T(R) = T_{bg} + A \) becomes exact at \( r = R \). Note that \( A_{bg}, A, \) and \( R = R/b \) represent an optimal set of fitting parameters.
As a scoring function for performing fitting iterations, it is advantageous to introduce
\[ f = f(T_{\text{bg}}, A, \mathcal{R}) = \langle (T(r) - T_{\text{bg}} - A\tau(r))^2 \rangle \Rightarrow \min, \]
where \( \langle \ldots \rangle \) denotes the average over available range of \( r \). It is convenient to introduce also the mean values \( T_{\mathcal{R}} = \langle T \rangle, \mathcal{R} = \langle r \rangle \) and for the sake of brevity the deviations from the mean values \( T = T_{\mathcal{R}} - \mathcal{R} = r - \mathcal{R} \), the scoring function then reduces to
\[ f = (T - T_{\text{bg}} - A\mathcal{R})^2 \left( \frac{\langle \mathcal{R}^2 \rangle}{\langle \mathcal{R} \rangle^2} \right) + \langle \mathcal{R}^2 \rangle \left( A - \frac{\langle \mathcal{R} \rangle}{\langle \mathcal{R} \rangle^2} \mathcal{R} \right)^2, \]
with the evident minimum/optimal essentially positive value
\[ f = f^{\text{opt}}(\mathcal{R}) = \left( \frac{\langle \mathcal{R} \rangle}{\langle \mathcal{R} \rangle^2} \right) \left( A - \frac{\langle \mathcal{R} \rangle}{\langle \mathcal{R} \rangle^2} \mathcal{R} \right)^2, \]
which is reached at
\[ A^{\text{opt}} = \frac{\langle \mathcal{R} \rangle}{\langle \mathcal{R} \rangle^2} T_{\text{bg}}^\text{opt} = T - A^{\text{opt}} \mathcal{R}. \]

Finally, it is enough to further minimize the scoring function already optimized over the \( A \) and \( T_{\text{bg}} \) parameters, see Eq. (10), which is quite a straightforward task, see Fig. 4. This procedure results in the optimized set of parameters shown in Table I. Together with Eq. (6), they are sufficient to successfully solve the fitting problem for our experimental data, see Fig. 5.
9 mm²/s reported for a 3D liquid complex plasma²⁸ and 2D complex plasmas²⁶,²⁷, respectively, all in ground-based experiments. The calculated value of kinematic viscosity \( \nu = 0.8 \pm 0.4 \) mm²/s is consistent with the estimate reported in microgravity experiments². On the other hand, it is much lower than was previously reported in ground-based experiments with 3D complex plasmas²,⁶. In Ref.², this difference was attributed to the formation of strings in the particle cloud. The strings tend to align themselves with the axis of discharge tube²³–²⁵ and can reduce the viscosity of complex plasma. It is interesting to note that our result for kinematic viscosity of a 3D complex plasma is comparable to the lower end of the viscosity range of 0.6–7 mm²/s reported for 2D complex plasma²³–²⁵ and also to that of liquid water²⁸, \( \nu_0 \approx 1.8 \) mm²/s. Given the calculated value of \( \nu \), an estimated thickness of the boundary layer \( L \approx 0.5 \) mm, and the flow velocity \( V_y \approx 5 \) mm/s, the Reynolds number of shear flow can be estimated as \( \text{Re} = V_y L / \nu \approx 3 \), which is the same as reported in a ground-based experiment²⁹ and supports our observation of the laminar flow. The Prandtl number, which is a fluid property characterising the relative importance of the momentum and heat transport, is estimated as \( \text{Pr} = \nu / \lambda \approx 0.24 \), which is higher than \( \text{Pr} = 0.09 \) previously reported for a 2D complex plasma²⁸.

VI. ENERGY EXCHANGE BETWEEN THE KINETIC TEMPERATURE COMPONENTS

An advantage of working with the “thermalized” particle kinetic temperature is that the energy exchange terms are excluded from the heat transport equation. Since the rate coefficient of the energy exchange is apriori unknown, this approach significantly simplifies the consideration. Still, it would be incorrect to ignore the exchange effects because the observed kinetic temperature components are noticeably different, see Fig. 3(c).

The “thermalized” kinetic temperature is by definition \( T = \frac{1}{3} (T_x + T_y + T_z) \), where \( T_{x,y,z} = m \left( \langle v_{x,y,z} \rangle - \langle v_{x,y,z} \rangle^2 \right) \) are actually the mean squared random velocity components. In our cylindrically symmetric case, \( T_y = T_z \) and this relationship simplifies to \( T = \frac{1}{3} (T_x + 2T_z) \), where \( T_z \) and \( T_x = \frac{1}{3} (T_x + T_y) \) are the longitudinal and transverse kinetic temperature components with respect to the particle flow direction \( x \).

Let us consider the far-field region away from the intense viscous heating, \( \nu > 1.4 \) mm. In this region, the kinetic temperature components approach nearly constant mean values, \( \langle T_z \rangle \approx 730 \pm 70 \) K, \( \langle T_x \rangle \approx 1100 \pm 100 \) K, \( \langle T_x \rangle \approx 70 \) K. The relaxed mean value, e.g., for \( \langle T_x \rangle \) should obey a balance equation

\[
\frac{\partial}{\partial t} \langle T_x \rangle = -2\nu_T \langle T_z \rangle - \nu_\beta (\langle T_x \rangle - \langle T \rangle) + S_x,
\]

where \( \nu_T \) is the energy exchange rate defined as the inverse of the energy exchange time, \( \tau_T = \beta^{-1} \), and \( S_x \) symbolises the (minor) external heating. Ignoring this factor, we get

\[
\beta = 6\nu_\beta \frac{(T_x)}{(T_x) - (T)} \approx 203 \text{ s}^{-1}.
\]

It is interesting to note that the energy exchange rate comes out as approximately one half of the dust plasma frequency \( \omega_{pd} \approx 418 \) s⁻¹.

VII. CONCLUDING REMARKS

In conclusion, it is worth to discuss the validity of the simplifications made in the heat transport model. First, the applicability of the fluid dynamics approach is justified in the following way: Since the typical thermal velocity of the particles is about \( v_T \approx 1 \) mm/s, for \( \tau_T \sim 1/200 s \) the mean free path is of the order of \( \ell = 2v_T \tau_T \sim 10^{-2} \) mm, which is much smaller than all other length scales in the problem. Second, the validity of the analysis using simplified Eq. (6) follows from the fact that the momentum transport length \( a \) turns out to be smaller than the heat transport length \( \ell \), see Table II. It is also clear from Figs. 3(b),c), that the temperature distribution is wider than the heat source function (proportional to the squared derivative of the flow velocity).
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