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Arıkan’s polar coding technique is based on the idea of synthesizing $n$ channels from the $n$ instances of the physical channel by a simple linear encoding transformation. Each synthesized channel corresponds to a particular input to the encoder. For large $n$, the synthesized channels become either essentially noiseless or almost perfectly noisy, but in total carry as much information as the original $n$ channels. Capacity can therefore be achieved by transmitting messages over the essentially noiseless synthesized channels.

Unfortunately, the set of inputs corresponding to reliable synthesized channels is poorly understood, in particular how the set depends on the underlying physical channel. In this work, we present two analytic conditions sufficient to determine if the reliable inputs corresponding to different discrete memoryless channels are aligned or not, i.e. if one set is contained in the other. Understanding the alignment of the polarized sets is important as it is directly related to universality properties of the induced polar codes, which are essential in particular for network coding problems. We demonstrate the performance of our conditions on a few examples for wiretap and broadcast channels. Finally we show that these conditions imply that the simple quantum polar coding scheme of Renes et al. [Phys. Rev. Lett. 109, 050504 (2012)] requires entanglement assistance for general channels, but also show such assistance to be unnecessary in many cases of interest.

1. INTRODUCTION

In Arıkan’s celebrated polarization phenomenon [1], applying a specific linear transformation called the polar transform to $n$ instances of a binary-input output-symmetric discrete memoryless channel (DMC) $W$ induces $n$ synthesized channels which become either ideal or useless channels as $n$ grows large. More precisely, when assigned with an index, the $n$ induced synthesized channels can be classified into two categories, defining two index sets: the set $D(W)$ of indices corresponding to good channels and the set $R(W)$ of indices that belong to bad channels. Polarization is the property that the sizes of these sets satisfy

$$
\lim_{n \to \infty} \frac{1}{n} |D(W)| = I(W) \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{n} |R(W)| = 1 - I(W),
$$

and this ensures that polar codes are capacity achieving [1].

However, the structure of $D(W)$ and $R(W)$ is poorly understood. In particular, the dependency on $W$ is difficult to analyze in general. For $V$ a binary-input output-symmetric DMC different from $W$, it is unclear if $D(W)$ and $D(V)$ are aligned or not, i.e. whether $D(W) \subseteq D(V)$ or $D(W) \supseteq D(V)$. An exception is the case when $V$ is assumed to be a degraded version of $W$ (cf. Definition 2.1) which implies that $D(V) \subseteq D(W)$ [2]. The methods introduced in [3] can be used to detect nonalignment of $D(W)$ and $D(V)$, but not their alignment.

Understanding the structure (and the relation) of the polarized sets $D(W)$ and $D(V)$ is important in several respects. First, this is directly linked to the universality of polar codes, if one fixed code can be used for reliable communication over each member of a given class of channels $\mathcal{W}$. Universal codes are important in different coding scenarios, for instance when the statistics of the actual channel are not known precisely. Second, several different channels are simultaneously involved in network coding tasks such as wiretap or broadcast channels, and alignment is helpful in designing efficient polar coding schemes. Third, knowledge of the structure and relation of polarized sets can be helpful in other aspects of polar coding, e.g. in the construction of polar codes (see [4, Chap. 5]).
Polar coding with successive cancellation (SC) decoding is not universal in general [3]. However, universality holds for certain classes of channels with a specific ordering, such as less noisy comparable channels (cf. Definition 2.1) as explained in Proposition 2.2. There has been recent progress in slightly modifying standard polar codes such that they become universal, however at the cost of larger blocklengths [5, 6]. Therefore it is of interest to have a computationally efficient way to determine if for a given class of channels \( \mathcal{W} \) standard polar codes using SC decoding are universal on \( \mathcal{W} \) or not.

Recently, the polarization phenomenon has been used to construct efficient codes, quantum polar codes, for transmitting quantum information. These codes inherit several desirable features of (classical) polar codes. In particular, quantum polar codes achieve high rates while allowing for an efficient encoding and decoding [7, 8]. An important open question regards the necessity of \textit{preshared entanglement}: Specifically, whether the coding scheme requires the sender and receiver to share a nonzero amount of maximally entangled states before the protocol begins.

**Contributions.** In this article, we introduce a condition for alignment (Theorem 3.10) and a condition for nonalignment (Theorem 3.4) of two arbitrary binary input symmetric channels. Applied to several examples of interest, we show that these conditions are sometimes close in the sense that it can be conclusively determined if there is an alignment of the polarized sets or not.

Since aligned polarized sets imply that the corresponding polar codes are universal with SC decoding, our conditions can be used to determine if for a given set of DMCs polar codes are universal or not. We also show how alignment leads to simple polar coding schemes for a range of non-degradable wiretap and broadcast channels.

In addition, we show that the two conditions can be used to determine whether quantum polar codes require entanglement assistance or not. We provide examples of quantum channels where no preshared entanglement is needed (e.g., a low-noise BB84 channel) and examples where entanglement assistance provably is needed (e.g., a high-noise depolarizing channel).

**Structure.** Section 2 introduces basic concepts of polar codes and provides some background on wiretap and broadcast channel coding. In Section 3 we present and prove the main results which are two conditions that can be used to analyze the alignment of polarized sets for arbitrary DMCs. Section 4 discusses a few applications of the two conditions. In particular we cover a BSC/BEC pair, BSC-BEC wiretap channels and a BSC-BEC broadcast channel. Section 5 shows how ideas developed in the previous sections can be used to answer the question if quantum polar codes need entanglement assistance or not. We conclude in Section 6 with a summary and potential subjects of further research.

**Notation.** Let \([k] := \{1, \ldots, k\}\) for \(k \in \mathbb{Z}^+\). For \(x \in \mathbb{Z}_2^n\) and \(I \subseteq [k]\) we have \(x[I] = [x_i : i \in I]\), \(x^i = [x_1, \ldots, x_i]\) and \(x^j = [x_j, \ldots, x_i]\) for \(j \leq i\). For two sets \(\mathcal{A}, \mathcal{B} \subseteq [n]\) we write \(\mathcal{A} \subseteq \mathcal{B}\) meaning that \(\mathcal{A}\) is essentially contained in \(\mathcal{B}\) or more precisely \(|\mathcal{A} \setminus \mathcal{B}| = o(n)\). The complement of an set \(\mathcal{A} \subseteq [n]\) is denoted by \(\mathcal{A} := [n] \setminus \mathcal{A}\). All logarithms in this article are with respect to the basis 2. For \(\alpha \in [0, 1]\), \(H_0(\alpha) := -\alpha \log \alpha - (1 - \alpha) \log(1 - \alpha)\) denotes the binary entropy function. We denote the \textit{Bhattacharyya parameter} of a binary-input discrete memoryless channel \(\mathcal{W} : \{0, 1\} \rightarrow \mathcal{Y}\) by \(Z(\mathcal{W}) := \sum_{y \in \mathcal{Y}} \sqrt{\mathcal{W}(y|0)\mathcal{W}(y|1)} \in [0, 1]\). For some binary string \(b \in \{0, 1\}^k\) we denote its binary complement by \(\overline{b}\). The logical \textit{and} is denoted by \(\land\) and the logical \textit{or} by \(\lor\). The binary symmetric channel with transition probability \(\alpha \in [0, \frac{1}{2}]\) is abbreviated by \(\text{BSC}(\alpha)\) and the binary erasure channel with erasure probability \(\beta \in [0, 1]\) is denoted by \(\text{BEC}(\beta)\). The space of all Hermitian operators in a finite dimensional Hilbert space \(\mathcal{H}\) is denoted by \(\mathcal{H}\). We denote the set of density operators on a Hilbert space \(\mathcal{H}\) by \(\mathcal{D}(\mathcal{H}) := \{\rho \in \mathcal{H} : \rho \geq 0, \text{tr}[\rho] = 1\}\). For a density operator \(\rho \in \mathcal{D}(\mathcal{H})\) we define its von Neumann entropy by \(H(\rho) := -\text{tr}[\rho \log \rho]\). The space of trace class operators acting on some Hilbert space \(\mathcal{H}\) is denoted by \(S(\mathcal{H})\). The Pauli matrices are denoted by
\( \sigma_X, \sigma_Y \) and \( \sigma_Z \). For a matrix \( A \in \mathbb{C}^{m \times n} \) the trace norm is defined as \( \|A\|_1 := \text{tr}[\sqrt{A^*A}] \). For two maps \( \Phi : A \to B \) and \( \Theta : B \to C \) the map \( \Theta \circ \Phi : A \to C \) denotes the concatenation of \( \Phi \) with \( \Theta \).

2. PRELIMINARIES

Given a binary-input output-symmetric DMC \( W : \{0, 1\} \to \mathcal{Y} \), following [1] we define a channel splitting map \( (W, W) \to (W_0, W_1) \) where the synthesized channels \( W_0 : \{0, 1\} \to \mathcal{Y}^2 \) and \( W_1 : \{0, 1\} \to \{0, 1\} \times \mathcal{Y}^2 \) are given by

\[
W_0(y_1, y_2|u_1) = \sum_{u_2 \in \{0,1\}} \frac{1}{2} W(y_1|u_1 \oplus u_2)W(y_2|u_2) \quad \text{and} \quad (1)
\]

\[
W_1(y_1, y_2, u_1|u_2) = \frac{1}{2} W(y_1|u_1 \oplus u_2)W(y_2|u_2), \quad (2)
\]

where \( u_1, u_2 \) are (for symmetric channels) assumed to be i.i.d. Bernoulli(\( \frac{1}{2} \)) distributed. The channel splitting map outputs two synthesized channels where \( W_0 \) is more noisy and \( W_1 \) more reliable than the original channel \( W \). By applying the transform \( k = \log n \) times we get \( n \) synthesized channels such that in the limit \( n \to \infty \) essentially all synthesized channels are either almost noiseless or very noisy [1]. A recursive application of the rate splitting can be visualized in a polarization tree that defines the notation of the synthesized channels (cf. Figure 1).
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Let \( X^n \) be a vector with i.i.d. Bernoulli(\( p \)) distributed entries for \( p \in [0, 1] \) and \( n = 2^k \) with \( k \in \mathbb{N} \). Then, define \( U^n = G_n X^n \), where \( G_n = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)^\otimes \log n \) denotes the polarization (or polar) transform. Furthermore, let \( Y^n = W^n X^n \), where \( W^n \) denotes \( n \) independent uses of a DMC \( W : \mathcal{X} \to \mathcal{Y} \) and let \( Z^n = V^n X^n \), where \( V : \mathcal{X} \to \mathcal{Z} \) denotes another DMC. For any \( \varepsilon \in (0, 1) \) we consider the four sets

\[
D^n_\varepsilon(W) := \left\{ i \in [n] : Z(W_{b(i-1)}) \leq \varepsilon \right\} \quad (3a)
\]

\[
R^n_\varepsilon(W) := \left\{ i \in [n] : Z(W_{b(i-1)}) \geq 1 - \varepsilon \right\} \quad (3b)
\]

\[
D^n_\varepsilon(V) := \left\{ i \in [n] : Z(V_{b(i-1)}) \leq \varepsilon \right\} \quad (3c)
\]

\[
R^n_\varepsilon(V) := \left\{ i \in [n] : Z(V_{b(i-1)}) \geq 1 - \varepsilon \right\}, \quad (3d)
\]

where \( b(i) \) for \( i \in [n] \) denotes the binary representation of the integer \( i \) with \( \log n \) bits. The sets \( D^n_\varepsilon(W) \) and \( D^n_\varepsilon(V) \) define a polar code for \( W \) respectively \( V \) that is reliable using SC decoding. Within this article the parameter \( \varepsilon \in (0, 1) \) can be arbitrary. As discussed in [1] the error probability of the polar codes for \( W \) and \( V \) will decay faster for small \( \varepsilon \). Therefore this parameter should be chosen as small as possible. As a result, for most applications it is convenient to assume that

\[ \varepsilon = O(2^{-n\nu}) \]

for some \( \nu < \frac{1}{2} \). We note that in general for an arbitrary DMC \( W \) and \( \varepsilon \in (0, \frac{1}{2}) \) we have

\[ D^n_\varepsilon(W) = R^n_{1-\varepsilon}(W) \supseteq R^n_\varepsilon(W). \]
Recall that we call two sets, e.g., $\mathcal{D}_\varepsilon^n(\mathcal{W})$ and $\mathcal{D}_\varepsilon^n(\mathcal{V})$ being aligned if $\mathcal{D}_\varepsilon^n(\mathcal{W}) \subseteq \mathcal{D}_\varepsilon^n(\mathcal{V})$ or $\mathcal{D}_\varepsilon^n(\mathcal{W}) \supseteq \mathcal{D}_\varepsilon^n(\mathcal{V})$. We say that these two sets are essentially aligned if $\mathcal{D}_\varepsilon^n(\mathcal{W}) \subsetneq \mathcal{D}_\varepsilon^n(\mathcal{V})$ or $\mathcal{D}_\varepsilon^n(\mathcal{W}) \supsetneq \mathcal{D}_\varepsilon^n(\mathcal{V})$. We next define three standard orderings between two DMCs for which some results about the alignment of the sets (3) are available.

**Definition 2.1** (more capable, less noisy, degradable). Let $\mathcal{W} : \mathcal{X} \rightarrow \mathcal{Y}$ and $\mathcal{V} : \mathcal{X} \rightarrow \mathcal{Z}$ be two DMCs then

- $\mathcal{W}$ is more capable than $\mathcal{V}$ if $I(X;Y) \geq I(X;Z)$ for all distributions $P_X$.
- $\mathcal{W}$ is less noisy than $\mathcal{V}$ if $I(U;Y) \geq I(U;Z)$ for all distributions $P_{U,X}$ where $U$ has finite support and $U \rightarrow X \rightarrow Y \rightarrow (Y,Z)$ form a Markov chain.
- $\mathcal{V}$ is said to be a (stochastically) degraded version of $\mathcal{W}$ if there exists a channel $\mathcal{T} : \mathcal{Y} \rightarrow \mathcal{Z}$ such that $\mathcal{V}(z|x) = \sum_{y \in \mathcal{Y}} \mathcal{W}(y|x)T(z|y)$ for all $x \in \mathcal{X}$, $z \in \mathcal{Z}$.

Note that the relation between these three classes of channels is well understood. Every channel that is degradable is also less noisy and every channel that is less noisy is also more capable. The converse is not true, i.e., there exist channels that are more capable but not less noisy and channels that are less noisy but not degradable [9].

**Proposition 2.2** (Alignment for less noisy channels [10, Thm. 10] and [6, App. A]). If $\mathcal{W}$ is less noisy than $\mathcal{V}$, then for every $\varepsilon \in (0,1)$, $\mathcal{D}_\varepsilon^n(\mathcal{W}) \supseteq \mathcal{D}_\varepsilon^n(\mathcal{V})$ and $\mathcal{R}_\varepsilon^n(\mathcal{W}) \subseteq \mathcal{R}_\varepsilon^n(\mathcal{V})$.

If $\mathcal{W}$ is more capable than $\mathcal{V}$, in general $|\mathcal{D}_\varepsilon^n(\mathcal{V}) \backslash \mathcal{D}_\varepsilon^n(\mathcal{W})| = \Omega(n)$, i.e., the two sets $\mathcal{D}_\varepsilon^n(\mathcal{W})$ and $\mathcal{D}_\varepsilon^n(\mathcal{V})$ are not aligned – not even essentially [3]. However, when considering a particular input distribution an alignment result for two more capable channels has been proven recently.

**Proposition 2.3** ([10, Cor. 9]). Let $\mathcal{W}$ be more capable than $\mathcal{V}$ and consider an input distribution $P_X$ that it maximizes $I(X;Y) - I(X;Z)$. Then for $\varepsilon = O(2^{-n^\nu})$ with $\nu < \frac{1}{2}$ we have $\mathcal{D}_\varepsilon^n(\mathcal{V}) \subset \mathcal{D}_\varepsilon^n(\mathcal{W})$.

### A. Wiretap channels

In a wiretap channel coding scenario, Alice would like to transmit a message $M^k \in \mathcal{M}^k$ privately to Bob. The messages can be distributed according to some arbitrary distribution $P_{M^k}$. To do so, she first encodes the message by computing $X^n = \text{enc}(M^k)$ for some encoding function $\text{enc} : \mathcal{M}^k \rightarrow \mathcal{X}^n$ and then sends $X^n$ over $n$ copies of the discrete memoryless wiretap channel. A wiretap channel consists of a channel that transmits the sent message to Bob, i.e., $Y^n = \mathcal{W}^nX^n$, where $\mathcal{W} : \mathcal{X} \rightarrow \mathcal{Y}$ denotes the channel between Alice and Bob. At the same time the sent message is transmitted over a (possibly) different channel $\mathcal{V} : \mathcal{X} \rightarrow \mathcal{Z}$ to the eavesdropper, i.e., $Z^n = \mathcal{V}^nX^n$. Bob next decodes the received message to obtain a guess for Alice’s message $\hat{M}^k = \text{dec}(Y^n)$ for some decoding function $\text{dec} : \mathcal{Y}^n \rightarrow \mathcal{M}^k$. The private channel coding scheme should be reliable, i.e., satisfy the reliability condition

$$\lim_{k \rightarrow \infty} P[M^k \neq \hat{M}^k] = 0$$

---

1 We note that for finite values of $n$ it makes a difference if the polarized sets are defined with respect to the Bhattacharyya parameter (as done within this work) or the entropy (as done in [10]). As a result we get in [10] a proper alignment whereas with the definition used in this article we obtain an essential alignment result.
and secure, i.e., satisfy the (strong) secrecy condition
\[
\lim_{k \to \infty} \left\| P^{M_k, Z^n, C} - P^{M_k} \times P^{Z^n, C} \right\|_1 = 0. \tag{5}
\]
The variable \( C \) denotes additional information made public by the protocol. In the limit \( k \to \infty \) the secrecy condition (5) is equivalent to the historically older (strong) secrecy condition
\[
\lim_{k \to \infty} I(M^k; Z^n, C) = 0. \tag{5}
\]
The highest rate fulfilling (4) and (5) is called the secrecy capacity. Csiszár and Körner showed \([11], \text{Corollary 2}\) that there exists a single-letter formula for the secrecy capacity.\(^2\)

**Theorem 2.4** (Secrecy capacity \([11]\)). For an arbitrary discrete memoryless wiretap channel as introduced above the secrecy capacity is given by
\[
C_s(\mathcal{W}, \mathcal{V}) = \max_{P_{U,X}} \left\{ \frac{1}{2} H(U|Z) - H(U|Y) \mid U \rightarrow X \rightarrow (Y,Z), \right. \left. \left| U \right| \leq |X| \right\}.
\]

This expression can be simplified using additional assumptions about the wiretap channel.

**Corollary 2.5** (Secrecy capacity for more capable wiretap channels \([13]\)). If \( \mathcal{W} \) is more capable than \( \mathcal{V} \),
\[
C_s(\mathcal{W}, \mathcal{V}) = \max_{P_X} H(X|Z) - H(X|Y). \tag{7}
\]

In \([14]\), Mahdavifar and Vardy showed how to use polar codes to efficiently achieve the secrecy capacity for degradable wiretap channels. Their secrecy criterion was a weaker form of the one given in (5). In \([15]\), it has been shown how to use polar codes to achieve the secrecy capacity for degradable wiretap channels with respect to the strong secrecy condition (5). In \([16]\), two of us reported a concatenated protocol based on polar codes that is strongly secure, efficient and achieves the secrecy capacity, whose code construction however might be difficult. Recently, it has been shown how to achieve the secrecy capacity of a wiretap channel with polar codes using the chaining technique introduced in \([5]\) to ensure an alignment of the polarized sets in case where the wiretap channel is not less noisy \([17, 18]\).

**B. Broadcast channels**

The discrete memoryless broadcast channel with \( k \) broadcast receivers consists of a discrete input alphabet \( \mathcal{X} \), discrete output alphabets \( \mathcal{Y}_i \) for \( i \in [k] \), and a conditional distribution \( P_{Y_1, Y_2, \ldots, Y_m|X}(y_1, y_2, \ldots, y_m|x) \) where \( x \in \mathcal{X} \) and \( y_i \in \mathcal{Y}_i \). In this article we consider the broadcast channel problem that consists of a single source transmitting two independent messages to two receivers through a single discrete, memoryless, broadcast channel. The private-message capacity region is known if the channel structure is deterministic, degraded, less-noisy, or more-capable \([19]\). For the general case the (private-message) capacity region is unknown however there exist different inner and outer bounds. One possible inner bound bound that will be important in this article is the one that is achieved with superposition coding.

\(^2\) Csiszár and Körner considered a weaker security criterion that was shown later to be insufficient. Maurer and Wolf showed that the single-letter formula remains valid considering the (strong) secrecy condition (5) \([12]\).
Theorem 2.6 (Superposition coding inner bound [20]). The union of rate pairs \((R_1, R_2)\) satisfying

\[
R_1 < I(X; Y_1 | U) \tag{8a}
\]

\[
R_2 < I(U; Y_2) \tag{8b}
\]

\[
R_1 + R_2 < I(X; Y_1) \tag{8c}
\]

over all \((U, X)\) such that \(U \rightarrow X \rightarrow (Y_1, Y_2)\) form a Markov chain is achievable.

Note that for degradable discrete memoryless broadcast channels the superposition coding inner bound coincides with the capacity region [21]. Recently in [22], it has been shown how to use polar codes to achieve the capacity region for degradable discrete memoryless broadcast channels. The assumption that the broadcast channel is degradable is used to ensure that the polar codes are universal. In [23], it has been shown how to achieve the superposition region and more generally the Marton’s inner region [24] with polar codes by using the chaining method to obtain a universal code at the cost of a larger blocklength.

3. ALIGNMENT OF POLARIZED SETS

In this section we will state and prove our main results (Theorems 3.4 and 3.10), which are two sufficient conditions for the sets \(D^W_\epsilon(W)\) and \(D^V_\epsilon(V)\) being aligned or being not aligned (not even essentially). The conditions can be applied to arbitrary DMCs \(W\) and \(V\). The first criterion, that is derived in Section 3 A and can be used to conclude that \(D^W_\epsilon(W)\) and \(D^V_\epsilon(V)\) are not aligned, is based on a simple counting argument using the polarization phenomenon. The second criterion derived in Section 3 C that implies that two polarized sets \(D^W_\epsilon(W)\) and \(D^V_\epsilon(V)\) are aligned, is more elaborate and uses a particular property of the polarization transformation together with an uncertainty relation from quantum mechanics for which the (classical) channel has to be embedded into a quantum-mechanical channel as explained in Section 3 B.

For this reason we have to introduce some basic quantum information theoretic concepts and notations. For a general overview, see [25]. A binary-input classical-quantum (cq) channel \(W : \{0, 1\} \ni x \mapsto \rho_x \in D(\mathcal{H})\) prepares a quantum state \(\rho_x\) at the output, depending on a classical input bit \(x\). The analog of the Bhattacharyya parameter for classical channels is the fidelity of a cq channel that is defined as \(F(W) := \|\sqrt{\rho_0} \sqrt{\rho_1}\|_1\). The symmetric Holevo information is defined as \(I(W) := H(\frac{1}{2}(\rho_0 + \rho_1)) - \frac{1}{2}(H(\rho_0) + H(\rho_1))\). It is straightforward to verify that in case \(W\) is a classical binary-input discrete memoryless channel \(F(W) = Z(W)\) and that the symmetric Holevo information coincides with the symmetric mutual information. The polarization process for cq channels works similarly as for classical DMCs [8]. We can define a channel splitting map \((W, W) \rightarrow (W_0, W_1)\), where the synthesized channels \(W_0 : \{0, 1\} \rightarrow D(\mathcal{H} \otimes \mathcal{H})\) and \(W_1 : \{0, 1\} \rightarrow \{0, 1\} \otimes D(\mathcal{H} \otimes \mathcal{H})\) are properly defined in [8].

Proposition 3.1. For two binary-input cq channels \(W\) and \(V\) such that \(F(W) + F(V) \leq 1\) we have \(F(W_0) + F(V_1) \leq 1\) and \(F(W_1) + F(V_0) \leq 1\).

Proof. Recall that according to [8, Prop. 9] for every binary-input cq channel \(W\), \(F(W_0) \leq 2F(W) - F(W)^2\) and \(F(W_1) = F(W)^2\). Using these two relations gives

\[
F(W_0) + F(V_1) \leq 2F(W) - F(W)^2 + F(V)^2 \tag{9a}
\]

\[
\leq 2F(W) - F(W)^2 + (1 - F(W))^2 \tag{9b}
\]

\textsuperscript{3} Marton’s inner region is in general a better bound than the superposition coding inner bound. A nice overview can be found in [19].
where inequality (9b) uses the assumption $F(W) + F(V) \leq 1$. The proof of the second statement of the proposition follows by swapping $W$ and $V$.

Applying Proposition 3.1 recursively to the polarization tree given in Figure 1 proves the following corollary.

**Corollary 3.2.** Consider two binary-input cq channels $W$ and $V$ such that $F(W) + F(V) \leq 1$. Then $F(W_b) + F(V_b) \leq 1$ for all $b \in \{0, 1\}^{\log n}$.

**Remark 3.3.** For two binary-input discrete memoryless channels $W$ and $V$ such that $1 - I(W) + I(V) \geq 1$, we have $|R^n(W) \cap D^n(\overline{V})| = \Omega(n)$.

Remark 3.3 follows by the polarization phenomenon [1, 26] which ensures that $n(1 - I(W)) = |R^n(W)| + o(n)$ and $nI(V) = |D^n(\overline{V})| + o(n)$. By replacing $W$ and $V$ the same argument shows that $I(W) + 1 - I(V) \geq 1$ implies $|D^n(W) \cap R^n(\overline{V})| = \Omega(n)$.

### A. Sufficient conditions for nonalignment

Let $W$ and $V$ be two binary-input discrete memoryless channels. Remark 3.3 can be used to derive sufficient conditions for $|R^n(W) \cap D^n(\overline{V})| = \Omega(n)$ and $|D^n(W) \cap R^n(\overline{V})| = \Omega(n)$. In the following we will state the conditions for $|R^n(W) \cap D^n(\overline{V})| = \Omega(n)$ as the conditions for $|D^n(W) \cap R^n(\overline{V})| = \Omega(n)$ follow by the same argument by swapping $W$ and $V$. We can derive conditions on every level of the polarization tree.

**Theorem 3.4** (Level $k$ condition for no alignment). Let $k \in \mathbb{N}_0$ and $\varepsilon \in (0, 1)$. If $1 - I(W_b) + I(V_b) \geq 1$ for some $b \in \{0, 1\}^k$, then $|R^n(W) \cap D^n(V)| = \Omega(n)$.

**Proof.** The level 0 statement follows directly from Remark 3.3. Remark 3.3 can be applied at every step of the polarization tree which proves the assertion.

By definition of the counterpart of a channel given in Section 3B we have $I(V) + I(V^c) = 1$ for every binary-input discrete memoryless channel $V$. Thus the level 0 condition for a lower bound on $|R^n(W) \cap D^n(\overline{V})|$, i.e. $1 - I(W) + I(V) \geq 1$, can be written equivalently as $I(W) + I(V^c) \leq 1$ which then resembles the level 0 condition given in Theorem 3.10.

**Remark 3.5** (Criterion for nonalignment cannot get worse for higher levels). Using the identity $I(W_0) + I(W_1) = 2I(W)$ we obtain $2(1 - I(W) + I(V)) = 1 - I(W_0) + I(V_0) + 1 - I(W_1) - I(V_1)$, which shows that if the conditions that imply no alignment (cf. Theorem 3.4) at level $k$ are satisfied they are also satisfied for all levels $\ell \leq k$.

### B. Counterpart of a channel

In order to prove the sufficient conditions for alignment of the polarized sets given in Theorem 3.10, we need the concept of a quantum counterpart of a DMC. The quantum counterpart is useful because its information transmission capabilities are directly related to those of the original

---

4 Recall that for some binary string $b \in \{0, 1\}^k$, we denote its complement by $\overline{b}$.

5 The opposite is not true. Oftentimes the criterion for no alignment becomes strictly better by considering higher levels.
channel by uncertainty relations. Such counterpart channels were defined generally in [27, Sec. IIA] and we give a slightly different presentation here.

Suppose we are given a binary-input DMC $W: \{0,1\} \to Y$ characterized by the transition probabilities $P_{Y|X}(y|x)$ for $x \in \{0,1\}$ and $y \in Y$. To the input and output alphabets we may associate orthonormal bases of finite-dimensional vector spaces, which we regard as the state spaces of quantum systems. Let the input alphabet correspond to the basis $|x\rangle^A$ of system $A$ and the output alphabet correspond to the basis $|y\rangle^B$ of system $B$. By defining the quantum states $\varphi_x = \sum_{y \in Y} P_{Y|X}(y|x) |y\rangle^B \langle y|^B$, it is always possible to embed $W$ into a quantum channel as

$$W: |x\rangle^A \mapsto \varphi_x^B.$$ 

Indeed, there are many quantum channels with this action, as we have not specified the mapping for quantum states not diagonal in the basis $\{|x\rangle\}$. Since we are modelling a classical channel, the output at $B$ should always be a convex combination of the states $\varphi_x^B$, a condition we will take care to enforce in the construction below.

Once in the quantum setting, we may consider the description of $W$ in terms of the Stinespring dilation (see [25, Chap. 8]). Let $C$ and $D$ be additional quantum systems isomorphic to $B$ and define the states $|\varphi_x\rangle^{BC} = \sum_{y \in Y} \sqrt{P_{Y|X}(y|x)} |y\rangle^B |y\rangle^C$, which satisfy $\varphi_x^B = \text{tr}_C[|\varphi_x\rangle\langle \varphi_x|^B]$. Then, a Stinespring dilation of $W$ is the partial isometry $U_W^{A\to BCD}$ from $A$ to $B \otimes C \otimes D$ such that

$$U_W^{A\to BCD} |x\rangle^A = |\varphi_x\rangle^B |x\rangle^D.$$  \hspace{1cm} (10)

The action of the channel can be expressed in terms of the dilation as mapping any quantum state $\rho$ to $\text{tr}_{CD}[U_W^{A\to BCD} \rho^A (U_W^{A\to BCD})^\dagger]$. The presence of the additional $|x\rangle^D$ ensures that the output states at $B$ are convex combinations of the $\varphi_x$, as required.

Using $U_W^{A\to BCD}$ we can define the quantum counterpart to $W$ as

$$W^C: \{0,1\} \ni x \mapsto \sigma_x^{CD} := \text{tr}_B \left[ U_W^{A\to BCD} |x\rangle^A (U_W^{A\to BCD})^\dagger \right] \in \mathcal{D}(\mathcal{H})$$  \hspace{1cm} (11)

for $|\tilde{x}\rangle = \frac{1}{\sqrt{2}} \sum_{z \in \{0,1\}} (-1)^{xz} |z\rangle$. These are the same output states defined in [27, Eq. 6]. The isometry is not unique, but all possible isometries are related by isometries involving the additional systems $C$ and $D$ only, and therefore these isometries do not change the distinguishability of the outputs of the counterpart channel. Up to this freedom, the counterpart channel is essentially unique. An equivalent means of defining the counterpart is via the channel state. Define the quantum state

$$|\psi_W\rangle = \frac{1}{\sqrt{2}} \sum_{z \in \{0,1\}} |z\rangle^A |\varphi_z\rangle^{BC} |z\rangle^D$$ \hspace{1cm} (12a)

$$= \frac{1}{\sqrt{2}} \sum_{x \in \{0,1\}} |\tilde{x}\rangle^A |\sigma_x\rangle^{BCD},$$ \hspace{1cm} (12b)

and denote the associated density operator by simply $\psi_W^{ABCD}$. In the second expression we have used $|\sigma_x\rangle^{BCD} = \frac{1}{\sqrt{2}} \sum_{z \in \{0,1\}} (-1)^{xz} |\varphi_z\rangle^{BC} |z\rangle^D$ for the purification $|\sigma_x\rangle^{BCD}$ of $\sigma_x^{CD}$. Then the outputs of $W$ are just $\varphi_x^B = 2 \text{tr}_{ACD}[|z\rangle \langle z|^A \psi_W^{ABCD}]$, while the outputs of the counterpart $W^C$ are $\sigma_x^{CD} = 2 \text{tr}_{AB}[|\tilde{x}\rangle \langle \tilde{x}|^A \psi_W^{ABCD}]$.

Although defined completely independently, the counterpart and channel synthesis operations in fact have a particular relation to each other. This relation is the basis of the quantum polar coding technique of [7, 27]. For $n$ systems, consider the channel state

$$|\xi_W\rangle = \frac{1}{\sqrt{2^n}} \sum_{z^n \in \{0,1\}^n} |z^n\rangle^A |\varphi_{G_n z^n}\rangle^{BC} |G_n z^n\rangle^D$$ \hspace{1cm} (13a)
The action of $W_b$ is $z_j \rightarrow \frac{1}{2^n-1} \sum z_j |z_j^{j-1} \rangle \langle z_j^{j-1}|A_j^{j-1} \otimes \varphi_{G_n^n}^B$ for the $j \in [n]$ such that the binary expansion of $j+1$ is $b$, where the summation runs over all $z_k \in \{0,1\}$ for $k \neq j$ [27]. Observe that the output is obtained from $\xi_W$ by projecting the $j$th system of $A$ onto $|z_j\rangle$, tracing out $A_j^n CD$ but keeping the first $j-1$ systems of $A$. In [7, 27] it is shown that the polar transform is transposed for the counterpart, which has the effect of reversing the ordering of inputs. That is, the same position $j$ corresponds to $(W^c)^\dagger_b$, and the discussion subsequent to Equation 25 of [27] shows that its action is $x_j \rightarrow \frac{1}{2^n} \sum x_j |\tilde{x}_j^{j+1} \rangle \langle \tilde{x}_j^{j+1}|A_j^{j+1} \otimes U_{enc}^D \sigma_{G_n^n}^{CD} (U_{enc}^D)^\dagger$, where $U_{enc}$ is the polar transform as a unitary operation: $U_{enc}|z^n\rangle = |G_n^nz^n\rangle$. Up to this unitary, which is irrelevant for the counterpart channel, this output is obtained from $\xi_W$ by projecting system $A_j$ onto $|\tilde{x}_j\rangle$, measuring the subsequent $n-j$ systems of $A$ in the $|\tilde{x}\rangle$ basis and tracing out $A_j^{j-1}B$.

On the other hand, the counterpart of $W_b$ involves the mapping

$$|\tilde{x}\rangle \rightarrow \frac{1}{\sqrt{2^n}} \sum_{z^n \in \{0,1\}^n} (-1)^{xz_j} |\tilde{x}^{j-1} \rangle \langle \tilde{x}^{j-1}|A_j^{j-1} \otimes \varphi_{G_n^n} |z_j^{j-1} \rangle \langle z_j^{j-1}|A_j^{j-1} \otimes \varphi_{G_n^n} |z_j^{j-1} \rangle BC \quad (14)$$

where systems $A_j^{j-1}B$ are the outputs of the original channel and $CD$ are the outputs of the counterpart. The output of the counterpart can be obtained from $\xi_W$ by again projecting $A_j$ onto $|\tilde{x}_j\rangle$, tracing out $A_j^{j-1}B$, but now leaving the remaining $A$ systems untouched rather than measuring them. This shows that $(W^c)^\dagger_b$ is a degraded version of $(W_b)^c$, since we can measure the systems $A_j^n$ of the latter to obtain the former.

A useful uncertainty relation constrains the fidelities of the two channels:

**Proposition 3.6.** Let $W$ be a binary-input discrete memoryless channel and $W^c$ be its counterpart as defined above. Then for every $b \in \{0,1\}^{\log n}$ we have $F(W_b) + F((W^c)^\dagger_b) \geq 1$.

**Proof.** The proof is based on the fact that the fidelity between the outputs of the counterpart channel is actually equal to the trace distance or variational distance $\delta(W) := \frac{1}{2} \| \varphi_0 - \varphi_1 \|_1$ between the outputs of the original channel. Known relations between the trace distance and fidelity then yield the uncertainty relation.

Let us first establish the claim for $b = \emptyset$, i.e. the channel and its counterpart. Uhlmann’s theorem [25, Thm. 9.4] gives a convenient means to compute the fidelity:

$$F(W^c) = \max_V |\langle 0 | (U_A^{A \rightarrow BC} D)^\dagger V_B U_A^{A \rightarrow BC} | 1 \rangle|, \quad (15)$$

where the maximization is over all unitaries on the $B$ system. Computing this quantity, we find

$$F(W^c) = \max_V \left| \left( \frac{1}{\sqrt{2^n}} \sum_z \langle \varphi_z | B \rangle \langle z^D | \right) V_B \left( \frac{1}{\sqrt{2^n}} \sum_{z'} (-1)^{z'} \langle \varphi_{z'} | B \rangle \right) \right| \quad (16a)$$

$$= \max_V \frac{1}{2^n} \left| \sum_{z} (-1)^{z} \langle \varphi_z | B \rangle \right| \quad (16b)$$

$$= \max_V \frac{1}{2^n} \left| \sum_{z} (-1)^{z} \text{tr}[V_B \varphi_{z}] \right| \quad (16c)$$

$$= \max_V \frac{1}{2^n} \left| \text{tr}[V_B (\varphi_0 - \varphi_1)] \right| \quad (16d)$$

$$= \delta(W). \quad (16e)$$

The bound $F(W) + \delta(W) \geq 1$ [25, Eq. 9.110] gives the uncertainty relation $F(W) + F(W^c) \geq 1$.

For the case of synthesized channels, it suffices to use the fact that $(W^c)^\dagger_b$ is a degraded version of $(W_b)^c$, and use the monotonicity of fidelity under quantum operations. \qed
In the following we explain in detail how to derive the counterpart for three classical DMCs. This will be useful in Section 4.

**Example 3.7** (Counterpart of BEC(\(\beta\))). Consider \(W = \text{BEC}(\beta)\) for \(\beta \in [0, 1]\). The associated isometry \(U^A_{W} \rightarrow \text{BC}\) has the action

\[
U^A_{W} \rightarrow \text{BCD}(x)^A = \sqrt{1 - \beta}|x\rangle_B|?\rangle_C|x\rangle_D + \sqrt{\beta}|?\rangle_B|x\rangle_C|x\rangle_D. \tag{17}
\]

Applied to \(|\tilde{x}\rangle\) this gives

\[
U^A_{W} \rightarrow \text{BCD}(|\tilde{x}\rangle)^A = \frac{1}{\sqrt{2}} \sum_{z \in \{0, 1\}} (-1)^{xz} \left( \sqrt{1 - \beta}|z\rangle_B|?\rangle_C|x\rangle_D + \sqrt{\beta}|?\rangle_B|x\rangle_C|x\rangle_D \right). \tag{18}
\]

We may simplify the outputs without changing their distinguishability by applying a unitary operator \(V^{CD}\) on systems \(CD\), described by the action \(|?\rangle|z\rangle \rightarrow |?\rangle|z\rangle\) and \(|z\rangle|z\rangle \rightarrow |z\rangle|0\rangle\). This results in

\[
V^{CD}U^A_{W} \rightarrow \text{BCD}(|\tilde{x}\rangle)^A = \frac{1}{\sqrt{2}} \sum_{z \in \{0, 1\}} (-1)^{xz} \left( \sqrt{1 - \beta}|z\rangle_B|?\rangle_C|x\rangle_D + \sqrt{\beta}|?\rangle_B|x\rangle_C|0\rangle_D \right). \tag{19}
\]

Tracing out \(B\) gives the output of the counterpart

\[
\sigma_x^{CD} = (1 - \beta)|?\rangle\langle?| \otimes \frac{1}{2}I^D + \beta|x\rangle\langle x| \otimes |0\rangle\langle 0|_D. \tag{20}
\]

We may also remove system \(D\), since \(\sigma_x^{CD}\) can be recreated from \(\sigma_x^C\): Just create \(\frac{1}{2}I^D\) if system \(C\) is in the state \(|?\rangle\), else create \(|0\rangle\langle 0|_D\).

The map \(x \mapsto \sigma_x^C = (1 - \beta)|?\rangle\langle?| + \beta|x\rangle\langle x|\) is just a BEC with erasure probability \(1 - \beta\), and thus the counterpart of BEC(\(\beta\)) is simply BEC(1 - \(\beta\)).

**Example 3.8** (Counterpart of BSC(\(\alpha\))). Let \(W = \text{BSC}(\alpha)\) with \(\alpha \in [0, \frac{1}{2}]\) and to simplify notation let \(p_0 := \alpha\) and \(p_1 := 1 - \alpha\). The action of \(U^A_{W}\) is

\[
U^A_{W} \rightarrow \text{BCD}(x)^A = \sum_{u \in \{0, 1\}} \sqrt{p_u}|x + u\rangle_B|u\rangle_C|x\rangle_D, \tag{21}
\]

and applied to \(|\tilde{x}\rangle\) gives

\[
U^A_{W} \rightarrow \text{BCD}(|\tilde{x}\rangle)^A = \frac{1}{\sqrt{2}} \sum_{u, z \in \{0, 1\}} (-1)^{xz} \sqrt{p_u}|z + u\rangle_B|u\rangle_C|z\rangle_D \tag{22a}
\]

\[
= \frac{1}{\sqrt{2}} \sum_{u, y \in \{0, 1\}} (-1)^{y - u} \sqrt{p_u}|y\rangle_B|u\rangle_C|y - u\rangle_D. \tag{22b}
\]

Applying the unitary operation \(V^{CD}\) specified by \(|u\rangle|x\rangle \mapsto |u\rangle|u + x\rangle\) does not change the distinguishability of the output states, but simplifies the channel action to

\[
V^{CD}U^A_{W} \rightarrow \text{BCD}(|\tilde{x}\rangle)^A = \frac{1}{\sqrt{2}} \sum_{u, y \in \{0, 1\}} (-1)^{x(y - u)} \sqrt{p_u}|y\rangle_B|u\rangle_C|y\rangle_D \tag{23a}
\]

\[
= |\theta_x^C| \otimes \frac{1}{\sqrt{2}} \sum_{y \in \{0, 1\}} (-1)^{xy}|y\rangle_B|y\rangle_D, \tag{23b}
\]

where \(|\theta_x\rangle = \sum_{u \in \{0, 1\}} \sqrt{p_u}(-1)^{xu}|u\rangle\) with \(x \in \{0, 1\}\). Just as in the BEC example, the \(D\) system does not contribute to the distinguishability of \(\sigma_x^{CD}\) since now \(\sigma_x^{CD} = |\theta_x^C\rangle\langle \theta_x^C| \otimes \frac{1}{2}I^D\). It is straightforward to verify that \(Z(W) = 2\sqrt{\alpha(1 - \alpha)}\) and \(F(W^c) = \langle \theta_0|\theta_1 \rangle = 1 - 2\alpha\).
Example 3.9 (Counterpart of BEC(β) ◦ BSC(α)). Consider $W = \text{BEC}(\beta) \circ \text{BSC}(\alpha)$ for $(\alpha, \beta) \in [0, \frac{1}{2}] \times [0, 1]$, which is a DMC that consists of a sequence of a BSC(α) and a BEC(β). Combining the isometries of Example 3.7 and Example 3.8, in this case we have for $x \in \{0, 1\}$

$$U_W^{A \rightarrow BCD|x|^A} = \sum_{u \in \{0, 1\}} \sqrt{p_u|u\rangle C_1|x\rangle D_1(B|\beta|x + u\rangle B|\gamma|C_2 + \sqrt{\beta|\gamma|B|x + u\rangle C_2)} |x + u\rangle D_2, \quad (24a)$$

$$\simeq \sum_{u \in \{0, 1\}} \sqrt{p_u|u\rangle C_1|u + x\rangle D_1(B|\beta|x + u\rangle B|\gamma|C_2 + \sqrt{\beta|\gamma|B|x + u\rangle C_2)}. \quad (24b)$$

The second expression is unitarily equivalent to the first, since we can generate $|u\rangle C_1|x\rangle D_1|u + x\rangle D_2$ from $|u\rangle C_1|x + u\rangle D_1$. Applied to $|\tilde{x}\rangle^A$ we have

$$U_W|x\rangle^A \simeq \frac{1}{\sqrt{2}} \sum_{u, x \in \{0, 1\}} (-1)^{xz} \sqrt{p_u|u\rangle C_1|u + z\rangle D_1(B|\beta|z + u\rangle B|\gamma|C_2 + \sqrt{\beta|\gamma|B|z + u\rangle C_2)} \quad (25a)$$

$$= \frac{1}{\sqrt{2}} \sum_{u, y \in \{0, 1\}} (-1)^{x(y - u)} \sqrt{p_u|u\rangle C_1|y\rangle D_1(B|\beta|y B|\gamma|C_2 + \sqrt{\beta|\gamma|B|y\rangle C_2)} \quad (25b)$$

$$= |\theta_x\rangle C_1 \otimes \frac{1}{\sqrt{2}} \sum_{y \in \{0, 1\}} (-1)^{xy} |\gamma|y\rangle D_1(B|\beta|y B|\gamma|C_2 + \sqrt{\beta|\gamma|B|y\rangle C_2) \quad (25c)$$

$$\simeq |\theta_x\rangle C_1 \otimes \frac{1}{\sqrt{2}} \sum_{y \in \{0, 1\}} (-1)^{xy} \left(\sqrt{1 - \beta|\gamma|C_2|y\rangle D_1 + \sqrt{\beta|\gamma|C_2|y\rangle C_2} \otimes |0\rangle D_1\right). \quad (25d)$$

In the last step we have applied the same unitary on $C_2$ and $D_1$ as in the BEC example. Tracing out $B$ gives the states

$$\sigma_x^{CD} = |\theta_x\rangle \langle \theta_x| C_1 \otimes \left(1 - \beta\right)|\gamma|C_2 \otimes \frac{1}{2} \mathbb{1} D_1 + \beta|\tilde{x}\rangle \langle \tilde{x}| C_2 \otimes |0\rangle \langle 0| D_1 \right). \quad (26)$$

Again, the $D_1$ system is irrelevant. The fidelity of the two output states is then easily seen to equal $(1 - \beta)(1 - 2\alpha) = F(W^c)$.

C. Sufficient conditions for alignment

Given two binary-input discrete memoryless channels $W$ and $V$ we can use Corollary 3.2 and Proposition 3.6 to derive sufficient conditions for $\mathcal{R}^n(W) \subseteq \mathcal{R}^n(V)$ or similarly $\mathcal{R}^n(W) \supseteq \mathcal{R}^n(V)$ by swapping the role of $W$ and $V$. We can derive such conditions on every level of the polarization tree. With $V^c$ we denote the counterpart of channel $V$ as defined in Section 3B.

Theorem 3.10 (Level $k$ condition for alignment). Let $k \in \mathbb{N}_0$ and $0 < \varepsilon < 1$. If $F(W_b) + F((V^c)^b) \leq 1$ for all $b \in \{0, 1\}^k$, then $\mathcal{R}_\varepsilon^n(W) \subseteq \mathcal{R}_\varepsilon^n(V)$.

Proof. Consider $n \geq k$ and suppose $d \in \{0, 1\}^n$ is such that the synthesized channel $W_d$ is noisy, i.e. $F(W_d) \geq 1 - \varepsilon$. According to Corollary 3.2 together with the assumption of the theorem this implies that $F((V^c)^d) \leq \varepsilon$. Proposition 3.6 then ensures that $F(V_d) \geq 1 - \varepsilon$. This implies that $\mathcal{R}_\varepsilon^n(W) \subseteq \mathcal{R}_\varepsilon^n(V)$. \qed

Consider the first level where we have two channel pairs $(W_0, W_1)$ and $((V^c)_0, (V^c)_1)$. Note that in general the two channels $(V^c)_0$ and $(V^c)_1$ are not counterpart channels of $V_1$ and $V_0$ using the definition given in Section 3B (i.e., in general $(V^c)_0 \neq (V_1)^c$ and $(V^c)_1 \neq (V_0)^c)$. One could work with channels $((V_0)^c, (V_1)^c)$ instead of $((V^c)_0, (V^c)_1)$ which could lead to better criterion for alignment. However, at the drawback that the criterion would be more difficult to compute. For that reason this approach is not pursued in this article.
Remark 3.11 (Criterion for alignment cannot get worse for higher levels). Suppose the sufficient conditions at level 1 in Theorem 3.10 are satisfied. Then using the inequality $F(W_0) \leq 2F(W) - F(W)^2$ and the identity $F(W_1) = F(W)^2$ [28, Prop. 17] and $0 \leq F(W) \leq 1$, we obtain

$$F(W) + F(V^c) \leq \sqrt{F(W_1)} + 1 - \sqrt{1 - F(V_1^c)} \leq 1,$$

(27)

where the last inequality uses $F(W_1) + F((V^c)_0) \leq 1$ which is given by assumption. This argument can be applied to each level and thus shows that if the assumptions in Theorem 3.10 at level $k$ are satisfied they are also satisfied for all levels $\ell \leq k$.

Remark 3.12 (No improvement after level 0 for BECs). In case $W$ or $V$ is a BEC, the sufficient conditions in Theorem 3.10 cannot be improved by going to higher levels than level 0. Let $W$ be a BEC$(\alpha)$. The level 0 condition requires that $\alpha \geq F(V^c)$. One condition of the first level is $Z(W_0) + F((V^c)_1) \leq 1$. Since $W$ is a BEC we know that $Z(W_0) = 2Z(W) - Z(W)^2 = 1 - \beta^2$. Moreover $F((V^c)_1) = F(V^c)^2$ and thus as $\beta \in [0, 1]$ the condition from level 1 coincides with the one from level 0. This argument carries over to higher levels. Note that in case $V$ is a BEC the same justification can be applied as the counterpart channel of a BEC is a BEC again (see Example 3.7).

D. Channels with non-uniform input distribution

The sufficient conditions that imply $|\mathcal{R}_\varepsilon^n(W) \cap \mathcal{D}_\varepsilon^n(V)| = \Omega(n)$ or $|\mathcal{D}_\varepsilon^n(W) \cap \mathcal{R}_\varepsilon^n(V)| = \Omega(n)$ as introduced in Section 3A are valid for binary-input discrete memoryless channels $W$ and $V$ with an arbitrary input distribution. The sufficient conditions for $\mathcal{R}_\varepsilon^n(W) \subseteq \mathcal{R}_\varepsilon^n(V)$ and $\mathcal{D}_\varepsilon^n(W) \subseteq \mathcal{R}_\varepsilon^n(V)$ derived in Section 3C depend on the input distribution to the channels $W$ and $V$ but it can be shown that they remain valid for non-uniform input distributions. The idea is to consider a generalized fidelity measure that is defined for a binary-input cq channel that is described via the mapping $\{0, 1\} \ni x \mapsto \rho_x \in \mathcal{D}(\mathcal{H})$ as $Z(X|B) := 2\sqrt{p(1-p)F(\rho_0, \rho_1)}$ where $p$ denotes the probability that we observe at the output the state $\rho_0$. It has been shown that $Z(X|B)$ polarizes in the same way as $F(\rho_0, \rho_1)$ [28, Prop. 17] which proves that Theorem 3.10 remains valid also for channels with a non-uniform input distribution.

4. APPLICATIONS

In this section we demonstrate the performance of the statements derived in Theorems 3.4 and 3.10 on several well-known scenarios. A special emphasis will be put on BSC and BEC channels as they oftentimes show extreme behavior.

Remark 4.1 ([19, Ex. 5.4, p. 121]). Let $W : \mathcal{X} \rightarrow \mathcal{Y}$ be a BSC$(\alpha)$ and $V : \mathcal{X} \rightarrow \mathcal{Z}$ be a BEC$(\beta)$. Then the following holds:

(i) For $0 \leq \beta \leq 2\alpha$, $W$ is a degraded version of $V$.

(ii) For $2\alpha < \beta \leq 4\alpha(1 - \alpha)$, $V$ is less noisy than $W$, but $W$ is not a degraded version of $V$.

(iii) For $4\alpha(1 - \alpha) < \beta \leq H_b(\alpha)$, $V$ is more capable than $W$, but not less noisy.

(iv) For $H_b(\alpha) < \beta \leq 1$, $V$ and $W$ are not more capable comparable.
A. BSC/BEC pair with a uniform input distribution

Let $W : \mathcal{X} \to \mathcal{Y}$ be a BSC($\alpha$) for $\alpha \in [0, \frac{1}{2}]$ and $V : \mathcal{X} \to \mathcal{Z}$ be a BEC($\beta$) for $\beta \in [0, 1]$. Consider a uniform input distribution, i.e., $X \sim \text{Bernoulli}(\frac{1}{2})$. According to Remark 4.1 and Proposition 2.2 we know that for $\beta \leq 4\alpha(1 - \alpha)$ the channel $V$ is less noisy than $W$ and hence $D^n_\varepsilon(W) \subseteq D^n_\varepsilon(V)$ and $R^n_\varepsilon(W) \geq R^n_\varepsilon(V)$. To determine a region where $R^n_\varepsilon(W) \subseteq R^n_\varepsilon(V)$ we can use the technique derived in Section 3C which ensures that this is the case if $Z(W) - Z(V^c) \leq 1.5$. Recalling that $V^c = \text{BEC}(1 - \beta)$ (see Example 3.7) then gives $\beta \geq 2\sqrt{\alpha(1 - \alpha)}$. As discussed in Remark 3.12 this criterion cannot be improved by considering higher levels as the channel $V$ is a BEC. Using the technique explained in Section 3A (cf. Theorem 3.4) we can determine regions where $|R^n_\varepsilon(W) \cap D^n_\varepsilon(V)| = \Omega(n)$ or $|D^n_\varepsilon(W) \cap R^n_\varepsilon(V)| = \Omega(n)$. Figure 2 summarizes the results about the alignment properties of the polarized sets $R_\varepsilon^n(W)$, $R_\varepsilon^n(V)$, $D_\varepsilon^n(W)$, and $D_\varepsilon^n(V)$ for all pairs $(\alpha, \beta) \in [0, \frac{1}{2}] \times [0, 1]$.

![Alignment of the polarized sets](image)

**FIG. 2.** Alignment of the polarized sets defined in (3) for $W = \text{BSC}(\alpha)$, $V = \text{BEC}(\beta)$ with $\alpha \in [0, \frac{1}{2}]$ and $\beta \in [0, 1]$ and a uniform input distribution. The black line shows the region where the two channels have the same capacity, $\beta = H_0(\alpha)$. In the blue region, $V$ is less noisy than $W$ and hence Proposition 2.2 ensures $D^n_\varepsilon(W) \subseteq D^n_\varepsilon(V)$ and $R^n_\varepsilon(W) \geq R^n_\varepsilon(V)$. The remaining colored regions are determined using the conditions given in Theorems 3.4 and 3.10 evaluated for different levels.

B. BSC-BEC wiretap channel

Consider a discrete memoryless wiretap channel where the channel from Alice to Bob, $W : \mathcal{X} \to \mathcal{Y}$ is a BSC($\alpha$) with $\alpha \in [0, \frac{1}{2}]$ and the channel from Alice to Eve $V : \mathcal{X} \to \mathcal{Z}$ is a BEC($\beta$) with $\beta \in [0, 1]$. As discussed in Remark 4.1, $W$ is not more capable than $V$ for any $\alpha \in [0, \frac{1}{2}]$ and $\beta \in [0, 1]$. For $0 \leq \beta \leq 4\alpha(1 - \alpha)$, $V$ is less noisy than $W$ (see Remark 4.1) which implies that

---

6 This is the condition at level 0.
the secrecy capacity of the wiretap channel is zero [11, Cor. 3]. Therefore, we consider the setup where \(4\alpha(1 - \alpha) < \beta \leq 1\). In this setup the secrecy capacity is positive as \(V\) is not less noisy than \(W\). It has been shown [29, Sec. 5] that for this model the secrecy capacity given in Theorem 2.4 simplifies to

\[
C_s(W, V) = \max_{\gamma \in [0, \frac{1}{2}]} I(U; Y) - I(U; Z)
\]

where

\[
P_X|U = \text{BSC}(\gamma), \quad \mathbb{P}[U = 0] = \mathbb{P}[U = 1] = \frac{1}{2}.
\]

For \(\gamma^{\alpha,\beta} = \arg \max_{\gamma \in [0,1/2]} I(U; Y) - I(U; Z)\), we define a wiretap channel that includes the optimal preprocessing\(^7\) and ensures that for any pair \((\gamma, \beta)\) the channel from Alice to Bob and \(V^{\gamma,\beta} := V \circ \text{BSC}(\gamma^{\alpha,\beta})\) the channel to the eavesdropper. We also know as stated above that the optimal input distribution for the wiretap channel \((\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta})\) is the uniform.

Using the notation defined in (3) and following the idea introduced in [14], we can derive a coding scheme based on polar codes that achieve the secrecy capacity of the \((W, V)\) wiretap channel by inserting message bits to the indices specified by the set \(\mathcal{M}_\varepsilon^n(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta}) := D^n_\varepsilon(\tilde{W}^{\gamma,\beta}) \cap R^n_\varepsilon(\tilde{V}^{\gamma,\beta})\). The indices given by \(A^n_\varepsilon(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta}) := D^n_\varepsilon(\tilde{W}^{\gamma,\beta}) \cap R^n_\varepsilon(\tilde{V}^{\gamma,\beta})\) are filled with random bits and the indices of \(F^n_\varepsilon(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta}) := D^n_\varepsilon(\tilde{W}^{\gamma,\beta}) \cap R^n_\varepsilon(\tilde{V}^{\gamma,\beta})\) are frozen to 0. Finally, the indices specified by the set \(\mathcal{K}^n_\varepsilon(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta}) := D^n_\varepsilon(\tilde{W}^{\gamma,\beta}) \cap R^n_\varepsilon(\tilde{V}^{\gamma,\beta})\) have to be filled with a secret key that is shared between Alice and Bob. As it may be difficult to provide a (large) secret key shared between Alice and Bob, it is desirable to have an understanding of how large \(|K^n_\varepsilon(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta})|\) is. In particular it is interesting to locate choices of \((\alpha, \beta)\) for which essentially no secret key is necessary and such for which secret key is clearly needed. This can be done with the help of Theorems 3.4 and 3.10 derived in Sections 3A and 3C. Recall that by definition of the polarized sets given in (3) we have \(\mathcal{D}^n_\varepsilon(W) = \mathcal{R}^n_{1-\varepsilon}(W) \supseteq \mathcal{R}^n_\varepsilon(W)\) for every DMC \(W\) and \(\varepsilon \in (0, \frac{1}{2})\). Furthermore, by the polarization phenomenon [1] the following relation \(|\mathcal{D}^n_\varepsilon(W) \cap \mathcal{R}^n_\varepsilon(V)| = o(n)|\) holds. Therefore an alignment result of the form \(\mathcal{R}^n_\varepsilon(W) \subseteq \mathcal{R}^n_\varepsilon(V)|\) implies that \(\mathcal{D}^n_\varepsilon(W) \cap \mathcal{R}^n_\varepsilon(V)|\) is \(o(n)|\).

The level 0 condition of Theorem 3.10 ensures that for any pair \((\alpha, \beta) \in [0, \frac{1}{2}] \times [0, 1]\) where \(F(\tilde{W}^{\gamma,\beta}) + F(\tilde{V}^{\gamma,\beta})\) \(\leq 1\) we have \(\mathcal{R}^n_\varepsilon(\tilde{W}^{\gamma,\beta}) \subseteq \mathcal{R}^n_\varepsilon(\tilde{V}^{\gamma,\beta})\) which as explained above implies that \(|K^n_\varepsilon(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta})| = o(n)|\). Recall that the counterpart channel \((\tilde{V}^{\gamma,\beta})\) has been derived in Example 3.8. We note that the conditions given in Theorem 3.4 evaluated for high levels seems to always lie inside the region where \(C_s = 0\), i.e., Theorem 3.4 does not provide any useful information. Figure 3 determines pairs \((\alpha, \beta)\) for which essentially no key-assistance is needed, i.e., \(|K^n_\varepsilon(\tilde{W}^{\gamma,\beta}, \tilde{V}^{\gamma,\beta})| = o(n)|\).

C. BEC-BSC wiretap channel

Consider a discrete memoryless wiretap channel where the channel from Alice to Bob \(V : \mathcal{X} \to \mathcal{Y}\) is a BEC(\(\beta\)) and the channel from Alice to Eve \(W : \mathcal{X} \to \mathcal{Z}\) is a BSC(\(\alpha\)) with \(\alpha \in [0, \frac{1}{2}]\). As discussed in Remark 4.1 for \(\beta \leq H_0(\alpha)\), \(V\) is more capable than \(W\) and thus by Corollary 2.5 \(C_s(W, V) = \max_P I(X; Y) - I(X; Z)|\), i.e., no preprocessing is needed to achieve the

---

\(^7\) By preprocessing we mean the distribution \(P_{X|U}\) which is a BSC(\(\gamma\)) for this case.
can be used to infer that absolutely no preshared key is required for the condition to apply Theorem 1. For $4\alpha(1-\alpha)<\beta\leq H_b(\alpha)$, $V$ is more capable than $W$ but not less noisy. Proposition 2.3 implies that for the capacity achieving input distribution we have $|K^n_\varepsilon(W,V)| = o(n)$. Therefore for $0 \leq \beta \leq H_b(\alpha)$ the key recycling protocol introduced in [15] can be used to achieve the secrecy capacity without the need of initial preshared key.

For $\beta \geq H_b(\alpha)$ it has been shown [29] that the secrecy capacity is given by

$$C_s(W,V) = \left\{ \begin{array}{ll} \max \{ f((1-r)\gamma) - r f(0) - (1-r)f(\gamma) \} & \text{s. t. } 0 \leq r \leq 1, \\ 0 \leq \gamma \leq 1, & \end{array} \right.$$  \tag{30}$$

with $[0,1] \ni p \mapsto f(p) := I(X;Y) - I(X;Z) \in [-1,1]$ for $p := P[X = 0]$. Let $r^*_{\alpha,\beta}$ and $\gamma^*_{\alpha,\beta}$ denote the optimizers of (30), it has been shown in [29] that $C_s(W,V) = I(U;Y) - I(U;Z)$ with a preprocessing $U \in \{0,1\}$ such that $P[U = 0|X = 0] = 1$, $P[U = 0|X = 1] = \gamma^*_{\alpha,\beta}$, and $P[U = 0] = r^*_{\alpha,\beta}$. For $R_{\alpha,\beta}^* : U \to \mathcal{X}$ being a channel that describes the preprocessing $U \to X \to (Y,Z)$ explained above we define $W_{\alpha,\beta}^* := W \circ R_{\alpha,\beta}^*$ and $V_{\alpha,\beta}^* := V \circ R_{\alpha,\beta}^*$. Considering an input distribution $P[U = 0] = r^*_{\alpha,\beta}$, we can derive a coding scheme based on polar codes that achieves the secrecy capacity of the $(V,W)$ wiretap channel by inserting message bits to the indices specified by the set $\mathcal{M}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*,\tilde{V}_{\alpha,\beta}^*) := \mathcal{R}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cap \mathcal{D}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)$, filling the indices given by $\mathcal{A}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*,\tilde{V}_{\alpha,\beta}^*) := \mathcal{R}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cap \mathcal{D}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)$ with random bits and freeze the indices corresponding to $\mathcal{F}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*,\tilde{V}_{\alpha,\beta}^*) := \mathcal{R}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cup \mathcal{D}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)$ to 0. The indices specified by the set $\mathcal{K}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*,\tilde{V}_{\alpha,\beta}^*) := \mathcal{R}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cap \mathcal{D}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)$ have to be filled with secret key that is shared between Alice and Bob. As depicted in Figure 3 the condition to apply Theorem 3.4 evaluated at level 3 can be used to determine a region where $|K^n_{\varepsilon}(\tilde{W}_{\alpha,\beta}^*,\tilde{V}_{\alpha,\beta}^*)| = \Omega(n)$, i.e., preshared key is needed to achieve the secrecy capacity using the protocol given in [15]. Recall that Theorem 3.4 detect cases where $|D^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cap \mathcal{R}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)| = \Omega(n)$ which implies that $|\mathcal{R}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cup \mathcal{D}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)| = \Omega(n)$ as by the polarization phenomenon [1] we have $|D^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cap \mathcal{R}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)| = o(n)$ and $|\mathcal{R}^n_{\alpha,\beta}(\tilde{W}_{\alpha,\beta}^*) \cup \mathcal{D}^n_{\alpha,\beta}(\tilde{V}_{\alpha,\beta}^*)| = o(n)$.

Remark 4.2. Constructing a polar coding scheme for wiretap channels with $|K^n_{\varepsilon}(W,V)| = o(n)$ would nominally require preshared key for inputs associated with this set, in order to ensure strong security of the messages from the eavesdropper. However, [15] presents a bootstrapping technique whereby the coding procedure is repeated and key required in the current round is generated in previous rounds, without affecting the security statement.

A different approach, which avoids bootstrapping altogether, is to construct a coding scheme for the wiretap channel by modifying a polar code for transmitting quantum information. The idea, sketched in [7], is that the resulting polar code for the wiretap channel could be thought of as virtually implementing the quantum code, and thus inherits all its coding and security properties. The results of Section 5 can be used to infer that absolutely no preshared key is required for the quantum code, and therefore the same holds for the classical wiretap code. A more detailed description of this construction will be presented elsewhere, but let us comment on the difference between the two approaches. The present construction builds a polar code for the wiretap channel purely in the classical domain, only resorting to quantum arguments (the uncertainty relation of Proposition 3.6) to find channel pairs for which the bootstrapping coding scheme of [15] can be applied. In contrast, the argument via quantum coding constructs the code for the classical wiretap channel directly from the quantum code, avoiding the uncertainty relation in this form.
In this section we consider a broadcast channel consisting of a BSC(\(\alpha\)) and a BEC(\(\beta\)) for \(\alpha \in [0, \frac{1}{2}]\) and \(\beta \in [0, 1]\), where a sender wants to transmit two messages to two receivers (i.e., there is no common message) a setup that is explained in detail in [30]. It has been shown recently that superposition coding is optimal in all regimes [30] and hence the inner bound described by Theorem 2.6 coincides with the capacity region. Furthermore it has been shown that the optimal preprocessing is a BSC(s) with \(s \in [\frac{1}{2}, \frac{1}{2}]\), i.e., \(P_{X|U} = \text{BSC}(\gamma)\) for \(\gamma \in [0, \frac{1}{2}]\) and that the optimal input distribution is uniform, i.e., \(P[U = 0] = P[U = 1] = \frac{1}{2}\) [30]. To simplify notation, we define \(W_\gamma := \text{BSC}(\alpha) \circ \text{BSC}(\gamma)\) and \(V_\gamma := \text{BEC}(\beta) \circ \text{BSC}(\gamma)\). If the polarized sets for the channels \(W_\gamma\) respectively \(V_\gamma\) would be aligned (as it happens e.g., if the two channels \(W_\gamma\) and \(V_\gamma\) are less noisy ordered), the protocol introduced in [22] can be used to achieve the capacity region.

For \(0 \leq \beta \leq 4\alpha(1-\alpha)\) \(V\) is less noisy than \(W\) and thus for all \(\gamma \in [0, \frac{1}{2}]\) the channel \(V_\gamma\) is less noisy than \(W_\gamma\). Proposition 2.2 then implies that for \(0 \leq \beta \leq 4\alpha(1-\alpha)\) the polarized sets are essentially aligned, i.e., \(R_\varepsilon^n(W_\gamma) \supseteq R_\varepsilon^n(V_\gamma)\) and \(D_\varepsilon^n(W_\gamma) \subseteq D_\varepsilon^n(V_\gamma)\). As a result, the protocol explained in [22] can be used to achieve the capacity region in this regime.

For pairs \((\alpha, \beta)\) such that \(I(V_\gamma) \leq I(W_\gamma)\), the conditions given in Theorems 3.4 and 3.10 can be used to determine regions where \(|R_\varepsilon^n(W_\gamma) \cap D_\varepsilon^n(V_\gamma)| = \Omega(n)\) and where \(R_\varepsilon^n(W_\gamma) \subseteq R_\varepsilon^n(V_\gamma)\). Whenever encountering a setup of \((\alpha, \beta)\) where \(R_\varepsilon^n(W_\gamma) \subseteq R_\varepsilon^n(V_\gamma)\), i.e., the polarized sets are aligned one can use the protocol introduced in [22] to achieve the capacity region. Figure 4 shows
an overview about the alignment characteristics for the polarized set of the channels $W_\gamma$ and $V_\gamma$ for different values of $\gamma$.

![Graphs showing alignment for various values of $\gamma$](image)

**FIG. 4.** Alignment for BSC/BEC broadcast channel. This figure is an overview about the alignment properties of the polarized sets for a superposition coding scheme that achieves the capacity region of a BSC($\alpha$)/BEC($\beta$) broadcast channel. As discussed above the optimal preprocessing $P_{X|U}$ is a BSC($\gamma$) which defines the channels $W_\gamma := \text{BSC}(\alpha) \circ \text{BSC}(\gamma)$ and $V_\gamma := \text{BEC}(\beta) \circ \text{BSC}(\gamma)$. The graphic depicts alignment results for these two channels for different values of $\gamma$. Recall that the case $\gamma = 0$ has been analyzed in Figure 2. The blue are shows the region where $V_\gamma$ is less noisy than $W_\gamma$, i.e., $0 \leq \beta \leq 4\alpha(1 - \alpha)$, which implies that $\mathcal{R}^\alpha_{\gamma}(\tilde{W}_\gamma) \supseteq \mathcal{R}^\beta_{\gamma}(\tilde{V}_\gamma)$ and $\mathcal{D}^\alpha_{\gamma}(\tilde{W}_\gamma) \subseteq \mathcal{D}^\beta_{\gamma}(\tilde{V}_\gamma)$. The green area depicts scenarios where $\mathcal{R}^\alpha_{\gamma}(W_\gamma) \subseteq \mathcal{R}^\beta_{\gamma}(V_\gamma)$ that are determined by evaluating the conditions given in Theorem 3.10 at level 2. The conditions in Theorem 3.4 evaluated for level 4 determine a region (plotted in red) where there is no proper alignment, i.e., $|\mathcal{R}^\alpha_{\gamma}(\tilde{W}_\gamma) \cap \mathcal{D}^\beta_{\gamma}(\tilde{V}_\gamma)| = \Omega(n)$.

5. **ENTANGLEMENT ASSISTANCE FOR QUANTUM POLAR CODES**

Suppose we are given a quantum channel $\Phi : S(\mathcal{H}) \rightarrow S(\mathcal{H})$ and would like to use it to transmit quantum information. Consider a fixed orthonormal basis for the qubits at the input, call it **amplitude basis**, which induces a classical-quantum channel $W^{(A)} : \mathcal{X} \rightarrow \mathcal{D}(\mathcal{H})$, i.e., a channel that maps a classical input to a quantum mechanical output. Fixing a complementary basis at
the input, call it phase basis, induces another classical-quantum channel \( W^{(P)} : \mathcal{X} \rightarrow \mathcal{D}(\mathcal{H}) \). The central insight of [7] is that the polarization phenomenon occurs simultaneously for \( W^{(A)} \) and \( W^{(P)} \) which allows us to reliably transmit quantum information over a noisy quantum channel. Note that the polarization in the phase basis occurs in the reversed order as the polarization in the amplitude basis. A more detailed discussion can be found in [7].

When considering \( n \) copies of the original channel \( \Phi \), this induces as explained above two classical-quantum channels \( W^{(A),n} \) and \( W^{(P),n} \) which polarize simultaneously. For \( \varepsilon \in (0,1) \), four polarized sets can be defined as

\[
Q^n_\varepsilon(\Phi) := \left\{ i \in [n] : F(W^{(A),n}_{b(i-1)}) \leq \varepsilon \land F(W^{(P),n}_{b(i-1)}) \leq \varepsilon \right\} \tag{31a}
\]

\[
A^n_\varepsilon(\Phi) := \left\{ i \in [n] : F(W^{(A),n}_{b(i-1)}) \geq 1 - \varepsilon \land F(W^{(P),n}_{b(i-1)}) \leq \varepsilon \right\} \tag{31b}
\]

\[
P^n_\varepsilon(\Phi) := \left\{ i \in [n] : F(W^{(A),n}_{b(i-1)}) \leq \varepsilon \land F(W^{(P),n}_{b(i-1)}) \geq 1 - \varepsilon \right\} \tag{31c}
\]

\[
E^n_\varepsilon(\Phi) := \left\{ i \in [n] : F(W^{(A),n}_{b(i-1)}) \geq 1 - \varepsilon \land F(W^{(P),n}_{b(i-1)}) \geq 1 - \varepsilon \right\}, \tag{31d}
\]

where \( b(i) \) for \( i \in [n] \) denotes the binary representation of the integer \( i \) with \( \log n \) bits. As mentioned before, for most applications it is convenient to choose \( \varepsilon \) as small as possible which is \( \varepsilon = O(2^{-n^\nu}) \) for \( \nu < 1/2 \). \( Q^n_\varepsilon(\Phi) \) denotes the set of synthesized channels that are good in both bases. The set \( A^n_\varepsilon(\Phi) \) contains synthesized channels that are bad in the amplitude and good in the phase basis and \( P^n_\varepsilon(\Phi) \) characterizes the synthesized channels that are bad in the phase and good in the amplitude basis. Finally the set \( E^n_\varepsilon(\Phi) \) contains the indices corresponding to synthesized channels that are bad in both bases. As explained in [7], the inputs characterized by \( Q^n_\varepsilon(\Phi) \) are used to send the quantum data and the inputs corresponding to \( A^n_\varepsilon(\Phi) \) respectively \( P^n_\varepsilon(\Phi) \) are frozen in the amplitude respectively phase basis. The inputs given by \( E^n_\varepsilon(\Phi) \) must be entangled with the decoder to ensure proper decoding, which is the reason quantum polar codes are entanglement-assisted codes whenever \( |E^n_\varepsilon(\Phi)| = \Omega(n) \). In the following, we introduce two conditions that for an arbitrary quantum channel \( \Phi \) can be used to determine if \( |E^n_\varepsilon(\Phi)| = 0 \) or \( |E^n_\varepsilon(\Phi)| = \Omega(n) \).

### A. Induced channels of qubit Pauli channels

A Pauli qubit channel applies a random Pauli operator to its input. In its most general form it can be written as the mapping \( \Phi : \mathcal{S}(\mathcal{H}) \rightarrow \mathcal{S}(\mathcal{H}) \) with \( \dim \mathcal{H} = 2 \) such that \( \rho \mapsto \sum_{u,v \in \{0,1\}} p_{u,v} \sigma^u_X \sigma^v_Z \rho \sigma^v_Z \sigma^u_X \). The corresponding induced amplitude channel \( W^{(A)} : \{0,1\} \rightarrow \mathcal{D}(\mathcal{H}) \) is described by a BSC\((p_u)\) and thus \( F(\text{BSC}(p_u)) = 2\sqrt{p_0 p_1} \). The induced phase channel \( W^{(P)} : \{0,1\} \rightarrow \mathcal{D}(\mathcal{H}) \) is described by the mapping \( x \mapsto \text{tr}_E \left[ |\psi_x\rangle\langle\psi_x|^{ABE} \right] =: \rho^{AB}_x \) with

\[
|\psi_x\rangle^{ABE} = \frac{1}{\sqrt{2}} \sum_{z=0}^{1} (-1)^x z \langle z \rangle_A \sum_{u,v \in \{0,1\}} \sqrt{p_{u,v}} X^u Z^v |z \rangle_B |u,v \rangle_E \tag{32}
\]

being the output state of the circuit depicted in Figure 5. Thus the fidelity of channel \( W^{(P)} \) is given by \( F(W^{(P)}) = \| \sqrt{\rho^{AB}_0} \sqrt{\rho^{AB}_1} \|_1 \).

### B. Sufficient conditions for the need of entanglement-assistance

Inspired by the techniques presented in Section 3 we can define sufficient conditions for \( |E^n_\varepsilon(\Phi)| \) being small or large on every level of the polarization tree.
FIG. 5. The induced phase channel for an arbitrary Pauli channel $\Phi$, with $|\tilde{x}\rangle = \frac{1}{\sqrt{2}} \sum_{z \in \{0,1\}} (-1)^{xz} |z\rangle$ for $x \in \{0,1\}$.

**Proposition 5.1** (Level $k$ condition for $|\mathcal{E}_\varepsilon^n(\Phi)|$ being large). Let $k \in \mathbb{N}_0$ and $\varepsilon \in (0,1)$. If $I(W_b^{(A)}) + I(W_b^{(P)}) \leq 1$ for some $b \in \{0,1\}^k$ and for all possible choices of an amplitude basis, then $|\mathcal{E}_\varepsilon^n(\Phi)| = \Omega(n)$.

**Proof.** Let $\mathcal{L}_\varepsilon^n(\Phi) := \{ i \in [n] : F(W_{b(i)}^{(A)},n) \leq \varepsilon \}$ and $\mathcal{M}_\varepsilon^n(\Phi) := \{ i \in [n] : F(W_{b(i)}^{(P)},n) \leq \varepsilon \}$. The polarization phenomenon [1, 8, 26] ensures that $nI(W^{(A)}) = |L\varepsilon^n(\Phi)| - o(n)$ and $nI(W^{(P)}) = |M\varepsilon^n(\Phi)| - o(n)$. Therefore $I(W^{(A)}) + I(W^{(P)}) \leq 1$ directly implies $|\mathcal{E}_\varepsilon^n(\Phi)| = \Omega(n)$. Applying the same argument at every level of the polarization tree proves the assertion. Note that as we are free to choose the basis which we call amplitude basis, we have to verify the condition $I(W_b^{(A)}) + I(W_b^{(P)}) \leq 1$ for all possible choices of this basis. \qed

**Proposition 5.2** (Level $k$ condition for $|\mathcal{E}_\varepsilon^n(\Phi)|$ being small). Let $k \in \mathbb{N}_0$ and $\varepsilon \in (0,1)$. If $F(W_b^{(A)}) + F(W_b^{(P)}) \leq 1$ for all $b \in \{0,1\}^k$, then $|\mathcal{E}_\varepsilon^n(\Phi)| = 0$.

**Proof.** Let $n \geq k$ and $d \in \{0,1\}^n$ such that $F(W_d^{(A)}) \geq 1 - \varepsilon$. Corollary 3.2 together with the assumption of the proposition implies that $F(W_d^{(P)}) \leq \varepsilon$ and thus $|\mathcal{E}_\varepsilon^n(\Phi)| = 0$. \qed

**Remark 5.3** (Conditions get stronger for higher levels). By the same arguments that are given in Remark 3.5 and Remark 3.11 one can prove that the conditions to conclude if engagement-assistance is needed or not given in Propositions 5.1 and 5.2 get stronger by increasing the level, i.e., if their assumption is satisfied for level $k$ it is also satisfied for all levels $\ell \leq k$.

**C. Examples**

In this section we show the performance of the conditions given in Propositions 5.1 and 5.2 on three examples. In addition with these examples, we will prove that there exist both channels for which $|\mathcal{E}_\varepsilon^n(\Phi)| = 0$ however also channels such that $|\mathcal{E}_\varepsilon^n(\Phi)| = \Omega(n)$, implying that quantum polar codes sometimes do and sometimes do not require preshared entanglement.

**Example 5.4** (Depolarizing channel). Consider a qubit depolarizing channel $\Phi : S(\mathcal{H}) \to S(\mathcal{H})$ with $\dim \mathcal{H} = 2$ that maps $\rho \mapsto (1-p)\rho + \frac{p}{3} (\sigma_X \rho \sigma_X + \sigma_Z \rho \sigma_Z + \sigma_Y \rho \sigma_Y)$. The channel coherent information can be computed to be $Q^{(1)}(\Phi) = 1 + (1-p) \log(1-p) + p \log\left(\frac{2}{3}\right)$ [31]. As we are interested in a region where the depolarizing channel has a nonnegative channel coherent information, we can restrict ourselves to $p \in [0,0.18929]$. The conditions given in Proposition 5.2 for level 0, ensure that for $p$ such that $F(W^{(A)}) + F(W^{(P)}) \leq 1$ we have $|\mathcal{E}_\varepsilon^n(\Phi)| = 0$. As explained in Section 5 A we have $F(W^{(A)}) = 2\sqrt{2}\sqrt{\frac{2}{3}p(1-2p)}$ and $F(W^{(P)}) = \frac{2}{3}(p + \sqrt{3}\sqrt{p(1-p)})$ which gives $|\mathcal{E}_\varepsilon^n(\Phi)| = 0$ if $p \in [0,0.120535]$. We can improve the condition by considering higher levels as discussed in Section 5 B, such that for level 2, we obtain that $|\mathcal{E}_\varepsilon^n(\Phi)| = 0$ if $p \in [0,0.149062]$. The condition of Proposition 5.1 evaluated for level 3 shows that for $p \in [0.187757,0.18929]$ we have $|\mathcal{E}_\varepsilon^n(\Phi)| = \Omega(n)$, i.e., entanglement assistance is needed. Note that due to the symmetry of the depolarizing channel it is sufficient to consider an amplitude basis being $\sigma_Z$. This example
disproves the conjecture stated in [7] saying that entanglement assistance is not needed for Pauli channels.

Example 5.5 (BB84 channel). Consider a qubit Pauli channel with independent bit flip and phase flip error probability where \( q_X \in [0, \frac{1}{2}] \) denotes the bit flip and \( q_Z \in [0, \frac{1}{2}] \) the phase flip probability. More formally this is a channel \( \Phi : S(\mathcal{H}) \to S(\mathcal{H}) \) with \( \dim \mathcal{H} = 2 \) that maps \( \rho \mapsto (1 - q_X - q_Z + q_X q_Z)\rho + (q_X - q_X q_Z)\sigma_X \rho \sigma_X + (q_Z - q_Z q_X)\sigma_Z \rho \sigma_Z + q_X q_Z \sigma_Y \rho \sigma_Y \). The channel coherent information of the BB84 channel is given by \( Q^{(1)}(\Phi) = 1 - H_b(q_X) - H_b(q_Z) \) [31]. As shown in [7], the induced amplitude channel — when considering \( \sigma_Z \) being the amplitude basis — \( W^{(A)} \) is a BSC\((q_X)\) and the induced phase channel \( W^{(P)} \) is a BSC\((q_Z)\). Applying the conditions given in Theorem 3.10 for these two channels allows us to determine a region, that is depicted in Figure 6, where entanglement assistance is not needed. We note that the region where \( |\mathcal{E}_n^e(\Phi)| = 0 \) evaluated for level 4 (cf. Figure 6) is strictly larger than the level 0 bound which was already mentioned in [7].

Example 5.6 (Two-Pauli channel). Consider a qubit two-Pauli channel which is described by the mapping \( \Phi : S(S) \to S(\mathcal{H}), \rho \mapsto (1 - q_X - q_Z)\rho + q_X \sigma_X \rho \sigma_X + q_Z \sigma_Z \rho \sigma_Z \) for \( q_X, q_Z \in [0, \frac{1}{2}] \). Using Proposition 5.2 a region, that is shown in Figure 6, where no entanglement assistance is needed can be determined. We note that the coherent information of \( \Phi \) is given by \( Q^{(1)}(\Phi) = 1 + (1 - q_X - q_Z) \log(1 - q_X - q_Z) + q_X \log q_X + q_Z \log q_Z \) [31].

![Figure 6](image-url)  
**FIG. 6.** Regions for a BB84 and a two-Pauli channel where \( |\mathcal{E}_n^e(\Phi)| = 0 \), i.e., no preshared entanglement is required. The black area shows the region of positive channel coherent information.

6. **CONCLUSION**

We derived two analytical conditions that can be used to determine the alignment of polarized sets between different DMCs. The condition of Theorem 3.4 that recognizes situations where there is no alignment (not even essentially) uses a simple counting argument. The condition of
Theorem 3.10, which identifies scenarios where there is an alignment of the polarized sets, is based on the uncertainty principle of quantum mechanics. As the authors are not aware of a purely classical proof for this statement, this seems to display one of the rare incidences where a quantum argument is useful to prove a classical result which is hard to obtain with a purely classical proof technique. We demonstrated on the example of a BSC-BEC pair that the two conditions can be close in the sense that essentially every possible setup can be classified into a proper or improper alignment of the polarized sets.

As we discussed in the main text, it is important to understand the alignment of polarized sets as it is directly related to the universality question of (standard) polar codes. This is oftentimes needed for certain coding tasks, such as network coding problems. Whenever there is the need of a universal polar code, the conditions proposed in this paper will be useful to determine if there is a proper alignment of the polarized sets or not. If there is, the standard coding techniques can be used, if not one could use further universal polarization techniques (as discussed in [5, 6]), at the expense of a worse scaling behaviour in the blocklength. Understanding the alignment of polarized sets is not however limited to universality considerations. For example, it could be also used for various (network) coding scenarios where alignment of some polarized sets is needed (see e.g. [14, 22, 32]).

Another interesting application of the proposed alignment conditions is to offer a way to determine if the quantum polar codes introduced in [7] do or do not need entanglement assistance. This is particularly relevant when using quantum polar codes in practice as distributing (noiseless) entangled states is difficult. For future work, it is of interest to analyze how the conditions of Theorem 3.10 change if one uses different versions of the channel counterpart that are for example more pure.

ACKNOWLEDGMENTS

The authors thank Dominik Waldburger for helpful discussions. JMR and DS were supported by the Swiss National Science Foundation (through the National Centre of Competence in Research ‘Quantum Science and Technology’) and by the European Research Council (grant No. 258932).

[1] Erdal Arıkan, “Channel polarization: A method for constructing capacity-achieving codes for symmetric binary-input memoryless channels,” IEEE Transactions on Information Theory 55, 3051 –3073 (2009).
[2] Satish B. Korada, “Polar codes for channel and source coding,” PhD thesis, EPFL (2009).
[3] S. Hamed Hassani, Satish B. Korada, and Ruediger Urbanke, “The compound capacity of polar codes,” in 47th Annual Allerton Conference on Communication, Control, and Computing, Allerton (2009).
[4] S. Hamed Hassani, “Polarization and spatial coupling: Two techniques to boost performance,” PhD thesis, EPFL (2013).
[5] S. Hamed Hassani and Ruediger Urbanke, “Universal polar codes,” (2013), available at arXiv:1307.7223.
[6] Eren Sasoglu and Lele Wang, “Universal polarization,” (2013), available at arXiv:1307.7495.
[7] Joseph M. Renes, Frédéric Dupuis, and Renato Renner, “Efficient polar coding of quantum information,” Physical Review Letters 109, 050504 (2012).
[8] Mark M. Wilde and Saikat Guha, “Polar codes for classical-quantum channels,” IEEE Transactions on Information Theory 59, 1175 –1187 (2013).
[9] János Körner and Katalin Marton, “A source network problem involving the comparison of two channels ii,” Transactions of the Colloquium on Information Theory (1975).
[10] David Sutter and Joseph M. Renes, “Universal polar codes for more capable and less noisy channels and sources,” Proceedings IEEE International Symposium on Information Theory (ISIT), 1461–1465 (2014).

[11] Imre Csiszár and János Körner, “Broadcast channels with confidential messages,” IEEE Transactions on Information Theory 24, 339 – 348 (1978).

[12] Ueli Maurer and Stefan Wolf, “Information-theoretic key agreement: From weak to strong secrecy for free,” in Advances in Cryptology – EUROCRYPT 2000, Lecture Notes in Computer Science, Vol. 1807, edited by Bart Preneel (Springer Berlin Heidelberg, 2000) pp. 351–368.

[13] János Körner and Katalin Marton, “Comparison of two noisy channels,” in Topics in Information Theory, Colloquia Mathematica Societatis, edited by János Bolyai (The Netherlands: North-Holland, 1977) pp. 411–424.

[14] Hossam Mahdavifar and Alexander Vardy, “Achieving the secrecy capacity of wiretap channels using polar codes,” IEEE Transactions on Information Theory 57, 6428 –6443 (2011).

[15] Eren Sasoglu and Alexander Vardy, “A new polar coding scheme for strong security on wiretap channels,” Proceedings IEEE International Symposium on Information Theory (ISIT), 1117–1121 (2013).

[16] Joseph M. Renes, Renato Renner, and David Sutter, “Efficient one-way secret-key agreement and private channel coding via polarization,” in Advances in Cryptology - ASIACRYPT 2013, Lecture Notes in Computer Science, Vol. 8269, edited by Kazue Sako and Palash Sarkar (Springer Berlin Heidelberg, 2013) pp. 194–213.

[17] Yi-Peng Wei and Sennur Ulukus, “Polar coding for the general wiretap channel,” (2014), available at arXiv:1410.3812.

[18] Talha Cihad Gulcu and Alexander Barg, “Achieving secrecy capacity of the wiretap channel and broadcast channel with a confidential component,” (2014), available at arXiv:1410.3422.

[19] Abbas El Gamal and Young-Han Kim, Network Information Theory (Cambridge University Press, 2012).

[20] Thomas M. Cover, “Broadcast channels,” IEEE Transactions on Information Theory 18, 2–14 (1972).

[21] Robert G. Gallager, “Capacity and coding for degraded broadcast channels,” Probl. Peredachi Inf. 10, 3 – 14 (1974).

[22] Naveen Goela, Emmanuel Abbe, and Michael Gastpar, “Polar codes for broadcast channels,” Proceedings IEEE International Symposium on Information Theory (ISIT), 1127–1131 (2013).

[23] Marco Mondelli, S. Hamed Hassani, Igal Sason, and Rüdiger Urbanke, “Achieving Marton’s region for broadcast channels using polar codes,” IEEE Transactions on Information Theory (2015).

[24] Katalin Marton, “A coding theorem for the discrete memoryless broadcast channel,” IEEE Transactions on Information Theory 25, 306–311 (1979).

[25] Michael A. Nielsen and Isaac L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, 2000).

[26] Erdal Arıkan, “Source polarization,” Proceedings IEEE International Symposium on Information Theory (ISIT), 899 –903 (2010).

[27] Joseph M. Renes and Mark M. Wilde, “Polar codes for private and quantum communication over arbitrary channels,” IEEE Transactions on Information Theory 60, 3090–3103 (2014).

[28] David Sutter, Joseph M. Renes, Frederic Dupuis, and Renato Renner, “Efficient quantum channel coding scheme requiring no preshared entanglement,” Proceedings IEEE International Symposium on Information Theory (ISIT), 354–358 (2013), extended version available at arXiv:1307.1136.

[29] Omur Ozel and Sennur Ulukus, “Wiretap channels: Implications of the more capable condition and cyclic shift symmetry,” IEEE Transactions on Information Theory 59, 2153–2164 (2013).

[30] Chandra Nair, “Capacity regions of two new classes of two-receiver broadcast channels,” IEEE Transactions on Information Theory 56, 4207–4214 (2010).

[31] Mark Wilde, Quantum Information Theory (Cambridge University Press, 2013).

[32] Marco Mondelli, S. Hamed Hassani, and Rüdiger Urbanke, “How to achieve the capacity of asymmetric channels,” (2014), available at arXiv:1406.7373.