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Abstract

We analyze diffeomorphism invariance in inflationary spacetimes regulated by a boundary at late time. We present the action for quadratic fluctuations in the presence of a boundary, and verify that it is gauge invariant precisely when the correct local counterterms are included. The scaling behavior of bulk correlation functions at the boundary is determined by Callan-Symanzik equations which predict scaling violations in agreement with the standard inflationary predictions for spectral indices of the CMB.
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1. Introduction

It is useful to think of cosmological evolution in terms of a family of spatial slices, with time appearing as a parameter identifying the individual slices. The cosmological wave function \[ \Psi[\phi] \sim e^{iS[\phi]} \] is then a functional which, in the Schrödinger picture, takes the schematic form:

where \( \phi \) is a set of variables defined on a three dimensional equal-time slice. In the semi-classical approximation \( S[\phi] \) can be identified as the Hamilton-Jacobi (H-J) functional, a versatile tool in cosmology \[2,3,4,5\]. The H-J functional is defined as the on-shell action, interpreted as a functional of the dynamical variables on the equal time slice; so the H-J form of the dynamical problem involves gravitational physics on a ‘bulk’ manifold which ends at a ‘boundary’, the equal time slice under consideration. It is therefore well suited to the study of gravitational physics on manifolds with a boundary, a problem which also has many other applications, such as in brane-world models.

In the present paper we study the gravity-scalar system on a manifold which, for definiteness, we take as an inflationary spacetime. The on-shell actions for these spacetimes contain late time divergences which can be regulated by truncating the manifold at a late time, resulting in a boundary. As a result the action in (1) is a functional of the ‘boundary data’, the variables \( \phi \) evaluated on the spatial slice corresponding to the late time cut-off. Our main results are:

- Diffeomorphism Invariance is not automatic in the presence of such a boundary. The simplest way to preserve diffeomorphism invariance is to introduce local counterterms on the boundary. We determine their form.

- We compute the quadratic action for fluctuations around a manifold with a boundary. We present our result in terms of gauge invariant variables.

- We interpret the spectral indices of the Cosmic Microwave Background (CMB) in terms of scaling violations of a ‘boundary theory’. This perspective is holographic in character, since a three-dimensional theory controls the four-dimensional physics.

The starting point for our discussion is the straightforward and explicit computation of the H-J functional \[6,7\]. The result of this computation suffers from a divergence as the time of the slice is taken to future infinity. This divergence is dominated by large wavelengths, and so it can be cancelled by adding a local boundary term — a counterterm — to the action.

However, the naïve computation suffers from additional, and seemingly more serious, problems. As we will explain, the presence of an arbitrary boundary, introduced to regulate divergences, renders the H-J functional inconsistent with the full set of four dimensional diffeomorphisms. This failure of local reparametrization invariance can be remedied by supplementing the standard action with a boundary term. We will show that this boundary term, designed to restore diffeomorphism invariance, is in fact the same as the counterterm needed to cancel infrared divergences.
The gravity side of the AdS/CFT correspondence \cite{8,9,10} involves the on-shell action on a (possibly deformed) AdS-space. It is well known that this action exhibits infrared divergences due to the behavior of the metric near the boundary at spatial infinity. These divergences are naturally cancelled by the introduction of boundary counterterms \cite{11,12,13,14}. In the context of the AdS/CFT correspondence, the counterterms are interpreted in the dual conformal field theory as the usual counterterms needed to cancel ultraviolet divergences in quantum field theory \cite{12}; but their origin on the gravity side is less clear. Although we work with cosmological spacetimes for definiteness, our results are valid for asymptotically AdS-spaces as well. This suggests a new perspective on the counterterms in AdS/CFT, which is rooted solidly in gravity: counterterms are needed to maintain diffeomorphism invariance.

In standard cosmological perturbation theory it is customary to implement diffeomorphism invariance by introducing gauge invariant physical observables \cite{15,16,17,18,19}. We will extend this result to include the boundary, and present the quadratic action for fluctuations in this more general case, again written in gauge invariant form. This is one of our main results.

Diffeomorphism invariance also constrains the dependence of the boundary theory on the gauge invariant variables. The origin of these additional constraints are the diffeomorphisms acting on the direction normal to the boundary. These transformations are implemented as scaling symmetries on the three-dimensional equal time surface, and so their effect is to determine the scale dependence of the correlation functions. We refer to the equations determining the scale dependence as the Callan-Symanzik equations.

The Callan-Symanzik equations can be solved using techniques that are standard from renormalization group theory. The result of this analysis is general formulae for the correlation functions of the theory, determined by symmetries alone. To exploit these formulae, one must add dynamical input, \textit{e.g.} from slow roll inflation. Given this input, our expressions are renormalization group improved versions of the more conventional results. We consider both scalar and tensor fluctuations and determine, in particular, the scalar and tensor mode spectral indices, $n_s$ and $n_t$, which characterize the scale dependence of the CMB.

The terminology introduced to describe consequences of diffeomorphism invariance — counterterm, Callan-Symanzik equations, and the Ward identity — is that of a local quantum field theory on the equal time slice. In the context of the AdS/CFT correspondence our terminology fully justifies but, in cosmology, it refers to a conjectured dS/CFT correspondence \cite{20,21,22,23,24,25}. Such ideas, though rather speculative, have been used to address inflation \cite{6,7,26,27}. It would be extremely interesting if a truly holographic theory of cosmology could be established. However, whether cosmological holography is true or not, the counterterms we discuss are a universal part of the gravitational action, determined from diffeomorphism invariance alone. It may be that gravity is characterized by “infrared universality classes” which would be similar to the “ultraviolet universality classes” familiar from quantum field theory. In quantum field theory truly short distances decouple from long distance physics and similarly it seems that, in cosmology, truly large distance physics, beyond the horizon, decouples from short distance physics, \textit{i.e.} observable cosmology \cite{28}. The notion of “infrared universality classes” could develop into a framework for addressing the notorious fine-tuning problems in cosmology. This might apply not only to the fine-tuning problems normally associated with inflation, but also to other naturalness problems.
associated with the decoupling of long and short distance physics, such as the cosmological constant problem.

This paper is organized as follows. In section 2 we review the cancelling of infrared divergences via the introduction of counterterms. We then present an argument that identifies the origin of the counterterms as diffeomorphism invariance. In section 3 we compute the quadratic action of fluctuations around the background. To do this, we review the standard notion of gauge invariance in the bulk theory, and show how this can be extended to the boundary, precisely when the correct boundary terms are introduced. In Section 4 we discuss the consequences of diffeomorphism invariance for the form of correlation function. The constraints are summarized by a master equations which, in a special case, reduces to the Callan-Symanzik equation. In section 5 we solve the Callan-Symanzik equation. In particular we determine the spectral parameters of cosmological inflation as the scaling violations of the theory. Finally, in section 6, we conclude with an outlook for further developments.

2. Counterterms on the Boundary

In this section we review the appearance of infrared divergences in the gravitational action and their cancellation by counterterms on the regulating boundary. We then discuss how the presence of the boundary introduces sources in the equations of motion and, by a related mechanism, violates diffeomorphism invariance. This shows that counterterms are needed to preserve a crucial symmetry, diffeomorphism invariance.

2.1. The Setting

The simplest and most common setting for discussing inflation is four-dimensional Einstein gravity coupled to a single scalar field. For a review of scalar field inflation, see [29,30,31,32] and references therein. The action of the theory is:

\[ S = \int_{\mathcal{M}} d^4x \sqrt{g} \left( \frac{1}{16\pi G} R - \frac{1}{2} \nabla^\mu \phi \nabla_\mu \phi - V(\phi) \right) - \frac{1}{8\pi G} \int_{\partial \mathcal{M}} d^3x \sqrt{\tilde{g}} K \]  

(2)

The cosmological spacetime \( \mathcal{M} \) will have a spacelike boundary \( \partial \mathcal{M} \) defined by a timelike unit normal \( \eta_{\mu} \). The metric on \( \mathcal{M} \) is \( g_{\mu \nu} \) and the induced metric on \( \partial \mathcal{M} \) is \( \tilde{g}_{\mu \nu} \). The Gibbons-Hawking term [33] ensures that the action poses a well defined variational problem. In the rest of this paper we use units where \( 8\pi G = 1 \).

During the inflationary epoch the metric and the scalar field are approximately spatially homogeneous. They take the form:

\[ \phi(\vec{x}, \tau) = \phi(\tau) + \chi(\vec{x}, \tau) \]

\[ g_{\mu \nu}(\vec{x}, \tau) = a(\tau)^2 \eta_{\mu \nu} + h_{\mu \nu}(\vec{x}, \tau) \]

(3)

where \( \eta_{\mu \nu} = \text{diag}\{-1, 1, 1, 1\} \) is the usual Minkowski metric. The \( \vec{x} \) are spatial coordinates and \( \tau \) is conformal time, which runs over \( \tau \in (-\infty, 0) \). Standard slow-roll inflation assumes that \( \phi \) is approximately constant, corresponding to a background that is approximately de Sitter space, i.e. \( a(\tau) \propto \tau^{-1} \). These ‘quasi-de Sitter’ spacetimes will be our primary example but most of our results in fact apply to general FRW cosmologies.
We refer to the spatially homogenous parts of (3) as the “background”. The equations of motion governing the background are the standard FRW equations:

\[ \varphi'' + 2H \varphi' + a^2 \partial_\varphi V = 0 \]  

(4)

\[ 3 \left( \frac{H}{a} \right)^2 = \frac{1}{2} \left( \frac{\varphi'}{a} \right)^2 + V \]  

(5)

A prime denotes a derivative with respect to the conformal time \( \tau \), and \( H = a'/a \) is the conformal Hubble factor.

The dynamics of the small, spatially inhomogenous fluctuations in (3) is described by the action (2), evaluated as a series in \( \chi \) and \( h_{\mu\nu} \) around the background. Terms in the action which are linear in the fluctuations are “first order”, and quadratic terms are “second order”. According to inflation \([34,35,36,37,38,39,40,41]\), these fluctuations are responsible for the minute variations in the CMB that we observe today \([42,43,44]\).

2.2. Counterterms: Cancelling Divergences

A powerful way to analyze a dynamical system is the Hamilton-Jacobi (H-J) formalism. The linchpin of this formalism is the H-J functional, defined as the on-shell action:

\[ S_{\text{H-J}}[\varphi, \tilde{g}_{\mu\nu}] = S_{\text{on shell}}[\varphi, \tilde{g}_{\mu\nu}] \]  

(6)

The dynamical variables \( \varphi \) and \( \tilde{g}_{\mu\nu} \) are defined on a spatial slice parametrized by the conformal time \( \tau \). The initial conditions are usually left implicit but, in the cosmological context, it is natural to specify them by imposing regularity as \( \tau \to -\infty \). The H-J functional can be interpreted in the semiclassical regime as the phase of the cosmological wave function \( \text{(1)} \). The regularity conditions at early times then specifies the initial conditions as the Hartle-Hawking state.

The H-J functional corresponding to the action (2) diverges as the time parameter is taken to future infinity \( \tau \to 0^- \). This can be seen in an elementary way by making simplifying assumptions about the background and the fluctuations. Consider, for example, a homogeneous massless scalar field in the background of pure de Sitter space. The bulk equations of motion then determine the scalar field as a linear combination of decreasing and increasing solutions, with the regularity condition at early times excluding the “decreasing” solution. However, the on-shell action, evaluated on the “increasing” solution, diverges at late times. As a result the H-J functional suffers an infrared divergence (for details see \([7]\)). In this elementary derivation the origin of the infrared divergence is that, in general, no solution gives regular on-shell actions at both early and late times.

The divergences can be characterized much more generally by considering the Hamiltonian constraint which, in the present context, is implemented by the H-J equation:

\[ \left( \frac{1}{\sqrt{\tilde{g}}} \frac{\delta S}{\delta \tilde{g}_{\mu\nu}} \right)^2 - 2 \left( \frac{1}{\sqrt{\tilde{g}}} \frac{\delta S}{\delta \tilde{g}_{\mu\nu}} \right) \left( \frac{1}{\sqrt{\tilde{g}}} \frac{\delta S}{\delta \tilde{g}_{\mu\nu}} \right) = V - \frac{1}{2} \tilde{R} + \frac{1}{2} \tilde{D}_{\varphi} \cdot \tilde{D}_{\varphi} \]  

(7)

The dominant terms in the solutions are captured by the inverse metric expansion:

\[ S = \int_{\partial M} d^3x \sqrt{\hat{g}} \left( U(\varphi) + M(\varphi) \tilde{D}_{\varphi} \cdot \tilde{D}_{\varphi} + C(\varphi) \tilde{R} + \ldots \right) \]  

(8)
In this form the divergence of the H-J functional is a consequence of the divergence of the FRW scale factor. The terms displayed explicitly in the ansatz (8) are sufficient to capture all divergences in the action, even when the terms indicated by dots are neglected. This characterization of the divergences in the action is rather general because it applies to the full cosmology, with inhomogeneous fluctuations, and it makes only modest assumptions about the background.\(^1\) It should also be noted that this type of local ansatz for the on-shell action is commonly used in the study of holographic renormalization group flows in AdS/CFT [45,46,47,48,49,50,51].

Inserting the ansatz (8) in the H-J equation, and solving order-by-order in the inverse metric expansion, we find differential equations that determine the functions \(U(\varphi)\), \(M(\varphi)\), and \(C(\varphi)\):

\[
0 = \frac{3}{4} U^2 - \frac{1}{2} \left( \partial_\varphi U \right)^2 - V \quad (9)
0 = 1 + U C - 2 \partial_\varphi U \partial_\varphi C \quad (10)
0 = 1 - U M - 4 \partial_\varphi U \partial_\varphi C + 2 \partial_\varphi U \partial_\varphi M + 4 \partial_\varphi^2 U M \quad (11)
\]

The first equation (9) reproduces the Friedmann equation (5) for a homogeneous background if we identify \(U(\varphi)\) and its first derivative as:

\[
U(\varphi) = -2 \frac{\mathcal{H}(\varphi)}{a(\varphi)} \quad \partial_\varphi U = \frac{\varphi'}{a} \quad (12)
\]

It is important to note that the equation (9) and the conditions (12) specify the functional dependence of \(U(\varphi)\) on the field \(\varphi\), and not just the value that \(U(\varphi)\) and its first derivative take. It may therefore be used as the leading counterterm, even for backgrounds which contain spatial inhomogeneities.

At this point we have shown that the H-J functional \(S\) diverges, and that the divergences are characterized in general by (8). We can use this information to isolate the finite part of the H-J functional as follows: first, regulate the divergences that appear in the action by cutting the spacetime off at some late time \(\tau_0\). Then introduce the following counterterms, intrinsic to the spatial hypersurface defined by the condition \(\tau = \tau_0\):

\[
S_{\text{CT}}(\tau_0) = \int_{\partial M_0} d^3x \sqrt{\tilde{g}} \left( U(\varphi) + M(\varphi) \tilde{D} \varphi \cdot \tilde{D} \varphi + C(\varphi) \tilde{R} \right) \quad (13)
\]

The ‘total action’ \(S_{\text{tot}}\) is then given by the original action, minus the contribution of the counterterms on the regulating boundary:

\[
S_{\text{tot}}(\tau_0) = S(\tau_0) - S_{\text{CT}}(\tau_0) \quad (14)
\]

This action \(S_{\text{tot}}\) is finite as \(\tau_0 \to 0\). A simple physical interpretation of this procedure is that \(S\) is the action of the complete cosmology, \(S_{\text{CT}}\) captures the divergences present in

---

\(^1\)The conformal factor must diverge at late times. This is satisfied for all expanding cosmologies. In addition, we use the de Sitter form of the metric to estimate when the series (8) can be truncated. This is satisfied for “quasi-de-Sitter spacetimes”, such as those that appear in inflationary cosmology.
the background, and their difference, $S_{\text{tot}}$, represents the action of the fluctuations alone. This interpretation should not be taken too seriously: since $S_{\text{CT}}$ is a true functional of the spacetime and so, when expanding around a background, there will be terms attributable to the fluctuations. A more appropriate, albeit more abstract, terminology is that of standard quantum field theory: $\tau_0$ is the physical cut-off, $\pi_{\mu\nu}$ are the local counterterms, and (14) is the renormalized action.

2.3. Sources at the Boundary

The counterterms are intrinsic to the regulating boundary, so they do not affect the bulk equations of motion derived from (2). However, we need to consider the equations of motion on the boundary. The equations of motion are determined by the variational principle. The first order variation of the original action (2) is:

$$\delta S = \int_M d^4x \sqrt{g} \left( \frac{1}{2} h^{\mu\nu} (G_{\mu\nu} - T_{\mu\nu}) + \chi \left( \nabla^2 \varphi - \partial_\varphi V \right) \right) + \int_{\partial M} d^3x \sqrt{\tilde{g}} (h^{\mu\nu} \pi_{\mu\nu} + \chi \pi_\varphi)$$

In the usual variational principle we consider only variations of the fields that vanish on the boundary $\partial M$; and so we discard the boundary term in (15). Extremizing the action then gives the Einstein equations $G_{\mu\nu} = T_{\mu\nu}$ and the scalar equation of motion $\nabla^2 \varphi = \partial_\varphi V$, as expected.

The equations of motion on the regulating boundary with conformal time $\tau = \tau_0$ are determined by keeping the variations $h_{\mu\nu}$ and $\chi$ arbitrary there. We see that:

$$\pi_\varphi = \frac{1}{\sqrt{g}} \frac{\delta S}{\delta \varphi} \quad \pi^\mu_\nu = \frac{1}{\sqrt{\tilde{g}}} \frac{\delta S_{\text{CT}}}{\delta \tilde{g}_{\mu\nu}}$$

(16)

correspond to sources on the boundary which act as net forces. The sources $\pi_{\mu\nu}$ and $\pi_\varphi$ are the canonical momenta which, in general, are non-vanishing. The action is not extremized, $\delta S \neq 0$, unless these terms are cancelled by external forces.

In the present context the appropriate action is in fact $S_{\text{tot}} = S - S_{\text{CT}}$, rather than just $S$, and the boundary counterterms provide an external force. The momenta due to the counterterms are:

$$P_\varphi = \frac{1}{\sqrt{g}} \frac{\delta S_{\text{CT}}}{\delta \varphi} \quad P^\mu_\nu = \frac{1}{\sqrt{\tilde{g}}} \frac{\delta S_{\text{CT}}}{\delta \tilde{g}_{\mu\nu}}$$

(17)

so the conditions for the variation of $S_{\text{tot}}$ to vanish on the boundary are:

$$\pi_\varphi = P_\varphi \quad \pi^\mu_\nu = P^\mu_\nu$$

(18)

It is not easy to solve the equations (18) in general. In the special case of a homogeneous background it is straightforward to compute the canonical momenta in terms of the scale factor $a(\tau)$ and its derivatives, and then find the counterterm momenta with appropriate variations. The result is:

$$U(\varphi) = -2 \frac{\mathcal{H}(\varphi)}{a(\varphi)} \quad \partial_\tau U = \frac{\varphi'}{a}$$

(19)
This agrees precisely with the result (12) for the counterterms found by expanding the H-J equation and identifying divergent terms.

In some contexts it is a consistency requirement that the equations of motion are satisfied, even on the boundary. Thus it is possible to reverse the logic and take the equations of motion in the boundary as the starting point which motivates the introduction of the counterterms in the first place. From this point of view the infrared divergences and, in particular, the limit $\tau_0 \to 0^-$ play a secondary role. However, we will not pursue this in detail, but rather go one step further and motivate the counterterms from symmetries that hold even when the equations of motion do not. This is the subject we turn to next.

2.4. Counterterms: Diffeomorphism Invariance

Perhaps the best way to motivate boundary counterterms is that they are required to maintain diffeomorphism invariance on spacetimes with a boundary. This subsection presents the argument.

Diffeomorphism invariance states that the physics of a system is independent of the coordinate system chosen to describe it. Stated as a local symmetry, it means that the action $S$ of a theory containing gravity is invariant under the infinitesimal local change of coordinates $x^\mu \to x^\mu + \epsilon^\mu (x)$. Under such a coordinate change the metric transforms as:

$$g_{\mu\nu} \to g_{\mu\nu} - \nabla_{\mu} \epsilon_{\nu} - \nabla_{\nu} \epsilon_{\mu}$$  \hspace{1cm} (20)

and the scalar $\varphi$ transforms as:

$$\varphi \to \varphi - \epsilon^\mu \nabla_\mu \varphi$$  \hspace{1cm} (21)

The variation of the action (2) under an infinitesimal diffeomorphism is:

$$\delta \epsilon S = \int_M d^4x \sqrt{g} \left[ \nabla^\mu \epsilon^\nu (G_{\mu\nu} - T_{\mu\nu}) - \epsilon^\mu \nabla_\mu \varphi \left( \nabla^2 \varphi - \partial_\varphi V \right) \right]$$

$$+ \int_{\partial M} d^3x \sqrt{\tilde{g}} \left[ -2\pi \mu \nabla^\mu \epsilon^\nu - \pi \varphi \epsilon^\mu \nabla_\mu \varphi \right]$$  \hspace{1cm} (22)

After integration by parts this becomes:

$$\delta \epsilon S = \int_M d^4x \sqrt{g} \left[ -\epsilon^\nu \nabla^\mu G_{\mu\nu} + \epsilon^\nu \left( \nabla^\mu T_{\mu\nu} - \nabla_\nu \varphi \left( \nabla^2 \varphi - \partial_\varphi V \right) \right) \right]$$

$$+ \int_{\partial M} d^3x \sqrt{\tilde{g}} \left[ \nu^\mu \epsilon^\nu (G_{\mu\nu} - T_{\mu\nu}) - 2\pi \mu \nabla_\mu \epsilon^\nu - \pi \varphi \epsilon^\mu \nabla_\nu \varphi \right]$$  \hspace{1cm} (23)

The contracted Bianchi identity implies $\nabla^\mu G_{\mu\nu} = 0$ and the remaining bulk terms vanish as well\(^2\). The fact that all bulk terms vanish identically is independent of the equations of motion, which have not been imposed.

\(^2\)To verify that $\nabla^\mu T_{\mu\nu} = \nabla_\nu \varphi (\nabla^2 \varphi - \partial_\varphi V)$ simply insert the explicit form of the energy-momentum tensor $T_{\mu\nu} = \nabla_\mu \varphi \nabla_\nu \varphi - g_{\mu\nu} (\frac{1}{2} (\nabla \varphi)^2 + V(\varphi))$.
Variations of the action under diffeomorphisms are thus captured by certain boundary terms. These terms can be written in a more illuminating form by splitting the vector $\epsilon^\mu$ into its normal and tangential components:

$$\epsilon^\mu = -n^\mu n_\nu \epsilon^\nu + \bar{g}^\mu_\nu \epsilon^\nu$$  \hspace{1cm} (24)

It can be shown that the Gauss-Codazzi equations and the definitions of canonical momenta imply:

$$n^\mu n_\nu (T_{\mu\nu} - G_{\mu\nu}) = 2\pi^{ij} \pi_{ij} - \pi^i_i \pi^j_j - \frac{1}{2} R + \frac{1}{2} \pi^2 + \frac{1}{2} \bar{D}_\varphi \cdot \bar{D}_\varphi + V = \mathcal{H} \hspace{1cm} (25)$$

$$n^\mu \epsilon^i (G_{\mu i} - T_{\mu i}) = \pi_\varphi \epsilon^i D_i \varphi - 2\epsilon^i D^j \pi_{ij} = -\epsilon^i \mathcal{H}_i \hspace{1cm} (26)$$

and so we can write (23) as:

$$\delta \epsilon S = \int_{\partial M} d^3x \sqrt{\tilde{g}} \left[ n_\lambda \epsilon^\lambda \mathcal{H} - \epsilon^i \mathcal{H}_i - 2\pi^{\mu\nu} \nabla_\mu \epsilon_\nu - \pi_\varphi \epsilon^\mu \nabla_\mu \varphi \right] \hspace{1cm} (27)$$

This makes it manifest that the only components of the equations of motion $G_{\mu\nu} - T_{\mu\nu} = 0$ which appear as generators of the diffeomorphisms are those proportional to the contraints $\mathcal{H} = \mathcal{H}_i = 0$.

Splitting the remaining terms into normal and tangential components gives:

$$2\pi^{\mu\nu} \nabla_\mu \epsilon_\nu = 2\pi^{ij} D_i \epsilon_j + 4(\pi^{ij} \pi_{ij} - \frac{1}{2} \pi^i_i \pi^j_j) n_\lambda \epsilon^\lambda \hspace{1cm} (28)$$

$$\pi_\varphi \epsilon^\mu \nabla_\mu \varphi = \pi_\varphi \epsilon^i D_i \varphi + \pi_\varphi^2 n_\lambda \epsilon^\lambda \hspace{1cm} (29)$$

and the complete expression can be simplified as:

$$\delta \epsilon S = -\int_{\partial M} d^3x \sqrt{\tilde{g}} n_\lambda \epsilon^\lambda \mathcal{L} \hspace{1cm} (30)$$

In other words, the Lagrangian density transforms as a scalar field (21), as it should. The result shows that the action is invariant under reparameterizations of the spatial coordinates but, when there is a boundary present, the action is not invariant under reparametrizations of the direction normal to the boundary. One often neglects this variation by assuming that the coordinate transformations are localized in the bulk, so that the normal component of $\epsilon^\mu$ falls off sufficiently rapidly near the boundary $\partial M$. In the present context we are not entitled to ignore this term. Indeed it is of great interest, because it characterizes the violation of diffeomorphism invariance due to the non-covariant regulator we have introduced.

So far we have neglected the counterterms in the discussion of diffeomorphism invariance. The variation of the renormalized action $S_{\text{tot}} = S - S_{\text{CT}}$ under an infinitesimal diffeomorphism follows from (27) and the definitions (17). It can be written as:

$$\delta \epsilon S_{\text{tot}} = \int_{\partial M} d^3x \sqrt{\tilde{g}} \left[ n_\lambda \epsilon^\lambda \mathcal{H} - \epsilon^i \mathcal{H}_i - 2(\pi^{\mu\nu} - P^{\mu\nu}) \nabla_\mu \epsilon_\nu - (\pi_\varphi - P_\varphi) \epsilon^\mu \nabla_\mu \varphi \right] \hspace{1cm} (31)$$

3The Lagrangian $\mathcal{L}$ that appears here is in first order form, i.e. the Gibbons-Hawking term has been cancelled through integration by parts.
Invariance under the full four-dimensional diffeomorphisms requires that this expression vanishes. It is natural to impose the usual Hamiltonian and momentum constraints:

\[ \mathcal{H} = 0 \quad \mathcal{H}_i = 0 \]  
(32)

The remaining terms in (31) are then similar to the boundary sources for momentum, discussed in subsection 2.3. However, here we have not used the equations of motion; so these terms constitute genuine violations of diffeomorphism invariance.

The point, of course, is that the counterterms, when appropriately chosen, can restore diffeomorphism invariance; indeed, this might be the most persuasive motivation for introducing the counterterms in the first place. The condition for diffeomorphism invariance in the presence of a boundary is:

\[ \pi_{\mu \nu} = P_{\mu \nu} \quad \pi_\varphi = P_\varphi \]  
(33)

as in subsection 2.3. As explained there, these equations can be integrated, for homogeneous backgrounds, to determine the counter-terms as:

\[ U(\varphi) = -2 \frac{\mathcal{H}(\varphi)}{a(\varphi)} \quad \partial_\varphi U = \frac{\varphi'}{a} \]  
(34)

Note that the equalities in (33) relate the values that the momenta take at the boundary, and not their functional form. This can be clearly seen when one recalls that the canonical momenta \(\pi_{ij}\) and \(\pi_\varphi\) depend on the normal derivatives of the boundary data, whereas the counterterms, and hence their contribution to the momenta, are entirely intrinsic to the boundary.

In section 3, we will consider inhomogeneous backgrounds as well, and show similar agreements for the subleading counterterms \(M(\varphi)\) and \(C(\varphi)\). Diffeomorphism invariance is therefore equivalent to the condition that divergences cancel at late times.

### 3. Gauge Invariance and the Quadratic Action

The purpose of this section is to derive the quadratic action for fluctuations in the presence of a boundary, and demonstrate that it is gauge invariant. We first review gauge invariance for bulk fluctuations. We then include boundaries, and present the action in this case. We show that this action can be written in terms of gauge invariant variables precisely when the correct counterterms have been included.

#### 3.1. Gauge Invariance for Inflationary Spacetimes

We consider a spatially homogenous background defined by a scalar field \(\varphi(\tau)\) and a scale factor \(a(\tau)\). The fluctuations correspond to the terms \(\chi\) and \(h_{\mu \nu}\) appearing in (3), with \(h_{\mu \nu}\) parameterized by\(^4\):

\[ h_{\mu \nu} = a(\tau)^2 \left( 2 \frac{\Phi(\vec{x}, \tau)}{\partial_i B(\vec{x}, \tau)} \phi_{ij}(\vec{x}, \tau) + 2 \frac{\delta_{ij} \delta_i j - \partial_i \partial_j E(\vec{x}, \tau)}{} \right) \]  
(35)

\(^4\)We consider only scalar and tensor fluctuations in the metric. Vector fluctuations do not couple to energy density perturbations in the cases we are interested in.
The $\phi_{ij}$ are tensor modes (with respect to a three-dimensional spatial hypersurface) which are traceless and transverse:

$$\delta_{ij} \phi_{ij} = 0 \quad \partial_i \phi_{ij} = 0 \quad (36)$$

The remaining 5 fields $\Phi, \psi, B, E, \chi$ are scalars. Two of them have familiar interpretations: the function $\Phi$, in the Newtonian limit, is the gravitational potential. The function $\psi$ is known as the "curvature perturbation" and is related to the intrinsic curvature $\tilde{R}$ on a constant $\tau$ hypersurface by:

$$\delta \tilde{R} = -\frac{4}{a(\tau)^2} \tilde{\partial}^2 \psi \quad (37)$$

Diffeomorphism invariance implies that the physical content of the fluctuations is limited to excitations which cannot be absorbed in a local change of coordinates. The tensor modes $\phi_{ij}$, which are invariant under such a change of coordinates, contain two physical degrees of freedom corresponding to the two independent polarizations of gravitational waves. In addition there is a single physical scalar degree of freedom which is represented by the five scalars $\Phi, \psi, B, E, \chi$. Two of these fields can be eliminated by gauge conditions on the coordinates, and two more will be removed by constraints, leaving one physical scalar.

Unlike the tensor modes, the five scalars transform under a local change of coordinates. We are interested in identifying the gauge-invariant combinations of these fields that are related to measurable quantities. We can find the transformation properties of the scalars by writing out the transformation (20) of the metric, using the parametrization (35), and the scalar field under an infinitesimal diffeomorphism $x^\mu \rightarrow x^\mu + \epsilon^\mu$. This leads to the following transformation rules for the scalar perturbations:

$$\Phi \rightarrow \Phi + \mathcal{H} \delta \tau + (\delta \tau)' \quad (38)$$
$$\psi \rightarrow \psi - \mathcal{H} \delta \tau \quad (39)$$
$$B \rightarrow B - \epsilon' + \delta \tau \quad (40)$$
$$E \rightarrow E + \varepsilon \quad (41)$$
$$\chi \rightarrow \chi - \varphi' \delta \tau \quad (42)$$

where $\epsilon' = \delta \tau$ and $\epsilon^i = \partial_i \varepsilon$. It is straightforward to use these transformation rules to identify gauge-invariant combinations of the scalar fluctuations. We will illustrate this by considering four common gauge choices, each with a clear physical interpretation. The coordinate transformations required to implement these gauge choices will help to identify a number of gauge-invariant quantities.

### 3.1.1. Comoving Gauge

Comoving gauge (or total matter gauge) is defined by the condition that an observer sees no local flux of energy-momentum due to the fluctuations in the fields. In other words, it is defined by $T_{\tau i} = 0$. For the spatially homogenous background the zeroth order part of $T_{\tau i}$ vanishes. The first order fluctuation in $T_{\tau i}$ is given by:

$$\delta T_{\tau i} = \varphi' \partial_i \chi - a(\tau)^2 \partial_i B \left( -\frac{1}{2} \left( \frac{\varphi'}{a} \right)^2 + V(\varphi) \right) \quad (43)$$
In comoving gauge this should vanish. Starting in an arbitrary gauge we can impose the condition $\delta T_{i\tau} = 0$ by making a coordinate transformation with:

$$\delta \tau = \frac{X}{\varphi'} \quad \partial_{\tau} \epsilon = B + \frac{X}{\varphi'}$$

so that:

$$\chi_{\text{com}} = \chi - \varphi' \delta \tau = 0 \quad (45)$$

$$B_{\text{com}} = B - \partial_{\tau} \epsilon + \delta \tau = 0 \quad (46)$$

In this gauge $\psi$ becomes

$$\psi_{\text{com}} = \psi - \frac{\mathcal{H}}{\varphi'} \chi$$

Using the transformation rules (43) and (42) it is easy to verify that the variable $\psi_{\text{com}}$, the ‘comoving curvature perturbation’, is itself gauge invariant. Comoving gauge can be thought of as the coordinate choice in which the curvature perturbation $\psi$ is equal to the gauge invariant quantity $\psi_{\text{com}}$.

3.1.2. Flat Gauge

Flat gauge is defined by $\psi_{\text{flat}} = E_{\text{flat}} = 0$. In this gauge the perturbation $\delta \tilde{R}$ of the spatial curvature vanishes$^5$. To reach flat gauge from a generic coordinate system transform $\psi$ and $E$ as:

$$\psi_{\text{flat}} = \psi - \mathcal{H} \delta \tau = 0 \quad (48)$$

$$E_{\text{flat}} = E + \epsilon = 0 \quad (49)$$

i.e. take $\delta \tau = \psi/\mathcal{H}$ and $\epsilon = -\mathcal{H}$. In flat gauge the observer does see a local flux in energy-momentum. It is due to a non-vanishing fluctuation in the scalar field, given by:

$$\chi_{\text{flat}} = \chi - \frac{\varphi'}{\mathcal{H}} \psi$$

This variable is gauge invariant and is related to the comoving curvature perturbation via the relation:

$$\chi_{\text{flat}} = -\frac{\varphi'}{\mathcal{H}} \psi_{\text{com}}$$

Except for a factor of $a(\tau)$ this is the same as Mukhanov’s variable $v$ $[17]$, which is given by:

$$v = a \chi_{\text{flat}} = -a \frac{\varphi'}{\mathcal{H}} \psi_{\text{com}} = -a \frac{\varphi'}{\mathcal{H}} \left( \psi - \frac{\mathcal{H}}{\varphi'} \chi \right)$$

Mukhanov’s variable is often used to parameterize the scalar degree of freedom in inflation because its equation of motion is especially simple.

$^5$The condition (37) as presented here only requires that $\psi = 0$ for $\delta \tilde{R}$ to vanish. More generally, when the background involves a non-zero spatial curvature, the variation in the intrinsic curvature of a constant-time hypersurface will also depend on $E$. 
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3.1.3. **Longitudinal Gauge**

The longitudinal (or conformal Newtonian) gauge is defined by a diagonal metric, i.e. the off-diagonal components $E$ and $B$ vanish in longitudinal gauge. Starting from an arbitrary gauge this condition determines the gauge parameters as $\epsilon = -E$ and $\delta \tau = -(B + E')$. The non-trivial potentials become:

$$
\begin{align*}
\Phi_B &= \Phi - \mathcal{H}(B + E') - B' - E'' \\
\Psi_B &= \psi + \mathcal{H}(B + E') \\
\chi_B &= \chi + \varphi'(B + E')
\end{align*}
$$

The metric functions $\Phi_B$ and $\Psi_B$ in longitudinal gauge are the famous Bardeen variables [16].

3.1.4. **Uniform Energy Density Gauge**

Another physically interesting gauge is the gauge in which an observer sees no local variation in the energy density $\rho$. Since $\rho$ is a scalar the perturbation $\delta \rho$ transforms as:

$$
\delta \rho \rightarrow \delta \rho - \rho' \delta \tau
$$

so $\delta \rho_{\text{uni}} = 0$ is reached by choosing $\delta \tau = \delta \rho / \rho'$. The curvature perturbation transforms as:

$$
\psi_{\text{uni}} = \psi - \frac{\mathcal{H}}{\rho'} \delta \rho
$$

As before, this combination of variables is invariant under a gauge transformation, and we can think of the Uniform Energy Density gauge as the coordinate system in which the curvature perturbation $\psi$ is equal to the gauge-invariant quantity $\psi_{\text{uni}}$.

We will not need $\psi_{\text{uni}}$ in this paper and include it here only for completeness. However, we should point out that on super-horizon scales $\psi_{\text{uni}}$ is essentially equal to $\psi_{\text{com}}$. By computing $\delta \rho$ we can compare $\psi_{\text{uni}}$ and $\psi_{\text{com}}$. The energy density appears on the right hand side of the Friedmann equation (5). Its derivative is given by:

$$
\rho' = -3 \mathcal{H} \left( \frac{\varphi'}{a} \right)^2
$$

The variation in the energy density is given by:

$$
\delta \rho = -3 \frac{\mathcal{H}}{a^2} \varphi' \chi - \frac{1}{a^2} \vec{\partial}^2 \psi
$$

Using these expressions and the definitions of $\psi_{\text{uni}}$ and $\psi_{\text{com}}$ gives:

$$
\psi_{\text{uni}} = \psi_{\text{com}} - \frac{1}{3(\varphi')^2} \vec{\partial}^2 \psi
$$

On super-horizon scales, where $\vec{k}^2$ is small compared to the Hubble scale, these variables are almost identical.
3.2. The Quadratic Action in Gauge-Invariant Variables

We now discuss the on-shell action to quadratic order in the fluctuations around the background. The total action, including the contributions from the counterterms, is given by:

\[ S_{\text{tot}} = \int_{M_0} d^4x \sqrt{g} \left[ \frac{1}{2} R - \frac{1}{2} \nabla^\mu \varphi \nabla_\mu \varphi - V(\varphi) \right] - \int_{\partial M_0} d^3x \sqrt{\tilde{g}} K \]  

(61)

The first order variation of the action is:

\[ \delta S_{\text{tot}} = \int_{M_0} d^4x \sqrt{g} \left[ \frac{1}{2} h^{\mu\nu} (T_{\mu\nu} - G_{\mu\nu}) + \chi (\nabla^2 \varphi - \partial_\varphi V) \right] \]  

(62)

The on-shell quadratic action is then obtained from the variation of the first order terms, neglecting terms that vanish because they are proportional to the background equations of motion. This gives:

\[ \delta^2 S_{\text{tot}} = \int_{M_0} d^4x \sqrt{g} \left[ \frac{1}{2} h^{\mu\nu} \delta (T_{\mu\nu} - G_{\mu\nu}) + \chi \delta (\nabla^2 \varphi - \partial_\varphi V) \right] \]  

(63)

Assuming a particular gauge before evaluating the variations in this expression would considerably simplify the calculation. However, choosing a gauge assumes gauge invariance, which we would like to understand explicitly. We therefore evaluate the action without choosing a gauge:

\[ \delta^2 S_{\text{tot}} = \int_{M_0} d^4x \sqrt{g} \left[ \frac{1}{2} h^{\mu\nu} \delta (T_{\mu\nu} - G_{\mu\nu}) + \chi \delta (\nabla^2 \varphi - \partial_\varphi V) \right] \]  

(64)
\[ + \int d^3x \sqrt{g} \left[ \frac{1}{a} \chi \chi' + \frac{\varphi'}{a} \chi \Phi - \partial_\varphi^2 U \chi^2 + 2 M \chi \bar{D}^2 \chi 
right.
\]
\[ + 4 \partial_\varphi C \left( \chi \bar{D}^2 \psi + \psi \bar{D}^2 \chi \right) + \left( 3 \frac{\varphi'}{a} - 6 \partial_\varphi U \right) \chi \psi 
\]
\[ + \left( 2 \partial_\varphi U - \frac{\varphi'}{a} \right) \chi \bar{D}^2 E - \frac{6}{a} \psi \psi' - 3 \left( U + 2 \frac{\mathcal{H}}{a} \right) \psi^2 
\]
\[ - 6 \left( U + 2 \frac{\mathcal{H}}{a} \right) \psi \bar{D}^2 E + 4 C \psi \bar{D}^2 \psi - 6 \frac{\mathcal{H}}{a} \psi \Phi 
\]
\[ + 2 \frac{\mathcal{H}}{a} \Phi \bar{D}^2 E + \frac{2}{a} \psi \bar{D}^2 B + \left( U + 2 \frac{\mathcal{H}}{a} \right) \bar{D}^2 E \bar{D}^2 E 
\]
\[ + \frac{2}{a} \left( \psi' \bar{D}^2 E + \psi \bar{D}^2 E' \right) + \frac{1}{4a} \phi_{ij} \phi_{ij}' - \frac{1}{2} \left( U + 2 \frac{\mathcal{H}}{a} \right) \phi_{ij} \phi_{ij} 
\]
\[- \frac{1}{2a^2} C \phi_{ij} \bar{D}^2 \phi_{ij} \right] \]

Terms proportional to the background equations of motion have been cancelled in this expression, but all other terms have been left intact. Specifically, several terms involving \( U \) and \( \partial_\varphi U \) can be seen to cancel after substituting the values \( U = -2\mathcal{H}/a \) and \( \partial_\varphi U = \varphi'/a \). Those terms are left explicit here so that we easily isolate the contributions of the counterterms to the quadratic action. By setting \( U, M, \) and \( C \) to zero we remove all such contributions, and are left with only those terms that came from the original action (2).

The focus of the next section will be explicitly demonstrating that this action is only gauge-invariant when we include the contributions from the counterterms. But let us momentarily assume gauge invariance so that we may immediately present the action (64) in gauge invariant variables, suitable for application to problems in inflation and cosmology. Since the tensor modes are gauge invariant already we can simply note their contribution to (64):

\[ S[\phi_{ij}] = - \int d^4x \sqrt{g} \frac{1}{8a^2} \eta^{\mu\nu} \partial_\mu \phi_{ij} \partial_\nu \phi_{ij} + \int d^3x \sqrt{\tilde{g}} \frac{C}{4a^2} \tilde{\partial}_i \phi_{ij} \cdot \tilde{\partial}_j \phi_{ij} \] (65)

To obtain this expression we have integrated the tensor terms in (64) by parts. Although the tensor modes carry indices, we write their kinetic term using partial derivatives to emphasize the fact that the two polarization states of the tensor modes are equivalent to two minimally coupled, massless scalars.

It is straightforward to write the action for the scalar fluctuations in terms of gauge-invariant variables. Starting with (64) the first step is to eliminate two of the scalars \( \Phi, \psi, B, E, \chi \) by making a gauge choice. The variables remaining after gauge fixing are related by two constraints, which can be succinctly expressed in terms of gauge invariant variables as:

\[ \Psi' + \mathcal{H} \Phi_B + \frac{1}{2} \varphi' \chi_B = 0 \]
\[ \Phi_B - \Psi_B = 0 \] (66)
In an arbitrary gauge these equations take the form:

\[
\psi' + \mathcal{H} \Phi + \frac{1}{2} \phi' \chi = 0 \tag{67}
\]
\[
\Phi - \mathcal{H} (B + E') - (B + E')' = \psi + \mathcal{H} (B + E')
\]

After these constraints are imposed only one physical degree of freedom will remain.

For example, in comoving gauge, take \( \chi_{\text{com}} = B_{\text{com}} = 0 \) and then use the constraints (67) to write the remaining expression in terms of the comoving curvature perturbation \( \psi_{\text{com}} \).

The result is:

\[
S[\psi_{\text{com}}] = - \int_{M_0} d^4x \sqrt{g} \frac{1}{2} \left( \frac{\phi'}{\mathcal{H}} \right)^2 \nabla^\mu \psi_{\text{com}} \nabla_\mu \psi_{\text{com}} \tag{68}
\]

\[
- \int_{\partial M_0} d^3x \sqrt{\tilde{g}} \frac{1}{a^2} \left( \frac{\phi'}{\mathcal{H}} \right)^2 \frac{U}{\partial \varphi} \partial_\varphi C \tilde{\partial} \psi_{\text{com}} \cdot \tilde{\partial} \psi_{\text{com}}
\]

We can also perform this computation in flat gauge. In this case the action, written in terms of Mukhanov’s variable \( \upsilon \), becomes:

\[
S[\upsilon] = \int_{M_0} d^4x \left[ - \frac{1}{2} \eta^\mu\nu \partial_\mu \upsilon \partial_\nu \upsilon + \frac{1}{2} z'' z v^2 \right] + \int_{\partial M_0} d^3x \left[ - \frac{1}{2} z' z v^2 - \frac{1}{a} M \tilde{\partial} \upsilon \cdot \tilde{\partial} \upsilon \right] \tag{69}
\]

where \( z \) is defined as \( z = a \frac{\phi'}{\mathcal{H}} \). The expressions (65), (68), and (69) for the quadratic action in the presence of a boundary are new results, as far as we are aware.

In our previous paper [7] we computed the quadratic action in longitudinal gauge. The action was then put on-shell by explicitly solving the bulk equations of motion and evaluating the boundary terms on the bulk solution. The equations of motion are difficult to solve in general, which limited our calculation to the case of slow-roll inflation. In the present paper we will instead use symmetries to determine the scaling behavior of the on-shell action, allowing us to partially circumvent the problem of solving the bulk equations explicitly.

### 3.3. Gauge Invariance of the Quadratic Action

In the preceding subsection we computed the quadratic action in specific gauges, with gauge invariance temporarily assumed. However, as we have emphasized repeatedly, diffeomorphism invariance is not automatic in the presence of a boundary. Indeed, if we neglect counterterms then the quadratic action (65) is not gauge invariant. The simplest way to demonstrate this is to consider fluctuations which are pure gauge:

\[
\Phi = \mathcal{H} \delta \tau + (\delta \tau)' \tag{70}
\]
\[
\psi = -\mathcal{H} \delta \tau
\]
\[
B = -\epsilon' + \delta \tau
\]
\[
E = \epsilon
\]
\[
\chi = -\varphi' \delta \tau
\]
Inserting these modes in (64) gives:

\[
\delta^2 S = \int_{\partial M_0} d^3x \sqrt{\tilde{g}} \frac{1}{a} \left[ (4 \mathcal{H}^3 - 8 \mathcal{H} \mathcal{H}' - \mathcal{H}''') \delta \tau^2 - 2 \mathcal{H} \delta \tau \tilde{\partial}^2 \delta \tau + 2 \mathcal{H} \tilde{\partial}^2 \delta \epsilon (16 \mathcal{H}^2 - 4 \mathcal{H}') \delta \tau \tilde{\partial}^2 \delta \epsilon \right]
\]

This expression clearly does not vanish in anything but exceptional circumstances. The failure of the quadratic action to vanish for pure gauge modes exhibits a violation of diffeomorphism invariance.

The introduction of counterterms can rectify this problem. Inserting the gauge modes (70) in the quadratic action (64) we find that almost all of the terms cancel due to the background equations of motion and the expression (34) for the counterterm \( U(\varphi) \). The result is now:

\[
\delta^2 S_{\text{tot}} = -\int_{\partial M_0} d^3x \sqrt{\tilde{g}} \frac{2 \mathcal{H}}{a} \left( 1 + U C - 4 \partial_\varphi U \partial_\varphi C + 2M \frac{(\partial_\varphi U)^2}{U} \right) \delta \tau \tilde{\partial}^2 \delta \tau
\]

Thus, the total action \( S_{\text{tot}} \) is gauge invariant if the counterterms satisfy the equation:

\[
1 + U C - 4 \partial_\varphi U \partial_\varphi C + 2M \frac{(\partial_\varphi U)^2}{U} = 0
\]

This condition must be satisfied by the counterterms in order that the full quadratic action vanishes for pure gauge modes; i.e. it is a necessary condition for diffeomorphism invariance. We will show below that this condition is satisfied by the counterterms (10) and (11) that we found by cancelling divergences.

In the preceding subsection we presented the quadratic action in two forms: (68) was written in terms of the comoving curvature perturbation \( \psi_{\text{com}} \), and (69) was written in terms of Mukhanov’s variable \( \upsilon \). These actions should, of course, be equivalent. We can try to verify this by noting that \( \psi_{\text{com}} \) and \( \upsilon \) are related as:

\[
\upsilon = -a \varphi' \psi_{\text{com}}
\]

But this simple substitution is not enough to relate the actions. Indeed, the action (68) depends on the counterterms \( U(\varphi) \) and \( C(\varphi) \mathcal{R} \), but not \( M(\varphi) \tilde{D}_\varphi \cdot \tilde{D}_\varphi \). This is because in comoving gauge the spatial inhomogeneities are contained entirely in the fluctuations of the metric, so that the counterterm involving \( M(\varphi) \) does not contribute to the action. The action (69), on the other hand, depends on the counterterms \( U(\varphi) \) and \( M(\varphi) \tilde{D}_\varphi \cdot \tilde{D}_\varphi \), but not \( C(\varphi) \mathcal{R} \). In flat gauge the spatial inhomogeneities are parameterized by \( \chi_{\text{flat}} \) and the action does not depend on the \( C(\varphi) \) counterterm. Therefore, the two actions can agree only if \( C(\varphi) \) and \( M(\varphi) \) are related. More precisely, if we have:

\[
M(\varphi) = \frac{U(\varphi)}{\partial_\varphi U(\varphi)} \partial_\varphi C(\varphi)
\]

then the two actions are in fact identical upon the substitution (74).
The relations (73) and (75) are conditions that the counterterms must satisfy in order for the total action to be diffeomorphism invariant. We can simplify the condition (73) using (75) and find:

\[ 1 + U C - 2 \partial_\varphi U \partial_\varphi C = 0 \] (76)

which is precisely (10). Furthermore, we can rearrange:

\[ \left(1 - \frac{U}{\partial_\varphi U} \partial_\varphi \right) (1 + U C - 2 \partial_\varphi U \partial_\varphi C) = 0 \] (77)

using (75) and then recover (11). Diffeomorphism invariance of the total action guarantees that the counterterms satisfy the equations (9), (10), (11), which were originally motivated by the cancellation of divergences.

One might wonder if these conditions on the counterms, necessary for diffeomorphism invariance, are in fact sufficient to guarantee a diffeomorphism invariant action. The most straightforward way to show that this is indeed the case is to use the expressions (73) and (75) in the action (64), where the gauge has not been fixed. Though tedious, after simplifying the action using the constraints (66) the various terms combine to form gauge invariant variables. As a check of our calculations, the actions in comoving gauge (68) and flat gauge (69) were both obtained in this manner.

Let us summarize the main results of our discussions of counterterms at different points in sections 2 and 3. There are (at least) two ways to motivate the addition of local counterterms on the boundary, and determine their form:

1. The on-shell action diverges as \( \tau_0 \rightarrow 0 \). The counterterms are needed to cancel these divergences. The H-J equation shows that the functions \( U(\varphi), M(\varphi), C(\varphi) \) defining the counterterms must satisfy eqs. (9), (10), (11).

2. Diffeomorphism invariance cannot be taken for granted in the presence of a boundary. Counterterms are needed to restore diffeomorphism invariance. We implement diffeomorphism invariance by imposing cancellation of boundary sources, vanishing action for fluctuations of pure gauge form, and equivalence of boundary actions in comoving and flat gauges; these imply that the counterterms must satisfy eqs. (34), (73), and (75).

The three conditions imposed on counterterms under (1) are equivalent to those imposed under (2). We can thus take either (1) or (2) as the primary motivation, the other will then follow. More precisely, starting with either (1) or (2), the other is in fact a consistency condition: the H-J equation is a manifestation of the Hamiltonian constraint, so diffeomorphism invariance is assumed, albeit not emphasized, in (1). Similarly, once we have imposed diffeomorphism invariance in (2), the Hamiltonian constraint is satisfied and so divergences are cancelled. The real lesson is that the counterterms are an essential ingredient for a consistent gravitational theory.
4. The Holographic Renormalization Group

In this section we exploit diffeomorphism invariance to constrain the functional form of the on-shell action and its functional derivatives. An especially important class of four dimensional diffeomorphisms act as Weyl rescalings of the boundary data. These ensure that the on-shell action satisfies a renormalization-group equation and that second order terms in the action, describing fluctuations around the background, obey a Callan-Symanzik equation. These constraints on the action suggest an analogy between inflation and a three-dimensional Euclidean field theory near a renormalization group fixed point, with the on-shell action interpreted as the generating functional for correlators of field theory operators sourced by the boundary data.

4.1. The Master Equation

The on-shell, renormalized action is a functional of the induced metric $\tilde{g}_{ij}(\vec{x}, \tau)$ and the field $\varphi(\vec{x}, \tau)$ evaluated on the spacelike hypersurface $\tau = \tau_0$:  

$$S_{tot} = S_{tot}[\varphi(\vec{x}, \tau_0), \tilde{g}_{ij}(\vec{x}, \tau_0)]$$  

(78)

In the following sections we will use the notation $\varphi(\vec{x})$ to refer to $\varphi(\vec{x}, \tau_0)$, and similarly for $\tilde{g}_{ij}(\vec{x})$.

Diffeomorphism invariance requires that the transformation of $S_{tot}$ under an infinitesimal four dimensional diffeomorphism vanishes:  

$$\delta_\epsilon S_{tot} = \int d^3x \left[ \delta_\epsilon \tilde{g}_{ij} \frac{\delta S_{tot}}{\delta \tilde{g}_{ij}} + \delta_\epsilon \varphi \frac{\delta S_{tot}}{\delta \varphi} \right] = 0$$  

(79)

The transformation laws of the fields $\varphi(\vec{x})$ and $\tilde{g}_{ij}(\vec{x})$ can be written in terms of transverse and normal components as:

$$\delta_\epsilon \varphi = n_\lambda \epsilon^\lambda n^\mu \nabla_\mu \varphi - \epsilon^i D_i \varphi$$

$$\delta_\epsilon \tilde{g}_{ij} = -D_i \epsilon_j - D_j \epsilon_i - 2 n_\lambda \epsilon^\lambda K_{ij}$$

(80)

The first two terms in the transformation of $\tilde{g}_{ij}$ are due to the spacelike part of the diffeomorphism $\epsilon^i$. The last term appears because the extrinsic curvature is essentially the normal derivative of the induced metric on a hypersurface. The transformation of the on-shell action becomes:

$$\delta_\epsilon S_{tot} = \int d^3x \left[ -2 D_i \epsilon_j(\vec{x}) \frac{\delta S_{tot}}{\delta \tilde{g}_{ij}(\vec{x})} - \epsilon^i(\vec{x}) D_i \varphi(\vec{x}) \frac{\delta S_{tot}}{\delta \varphi(\vec{x})} \right.$$

$$\left. + n_\lambda \epsilon^\lambda(\vec{x}) \left( n^\mu \nabla_\mu \varphi(\vec{x}) \frac{\delta S_{tot}}{\delta \varphi(\vec{x})} - 2 K_{ij} \frac{\delta S_{tot}}{\delta \tilde{g}_{ij}(\vec{x})} \right) \right] = 0$$

(81)

In the remainder of the paper we will allow a slightly different notation for the induced metric and other tensors intrinsic to the $\tau = \tau_0$ hypersurface. In order to highlight the difference between the directions normal to and parallel to the boundary, we will use latin indices $i, j, \ldots$ on intrinsic tensors. This should not be interpreted as four dimensional tensors simply restricted to their spatial components.
The field transformations can be written as:

\[ \delta \epsilon \phi = -\epsilon^i D_i \phi - \lambda \beta(\phi) \]

\[ \delta \tilde{g}_{ij} = -D_i \epsilon_j - D_j \epsilon_i - 2 \lambda \tilde{g}_{ij} \]

where \( \lambda = \mathcal{H} \delta \tau \) parametrizes the variation of the normal, and we defined \( \beta(\phi) \) as:

\[ \beta(\phi) = \frac{1}{\mathcal{H}} \frac{\partial \phi}{\partial \tau} \]

Expressed this way, the transformation properties of \( \phi(\vec{x}) \) and \( \tilde{g}_{ij}(\vec{x}) \) under a four dimensional diffeomorphism have a clear interpretation on the \( \tau = \tau_0 \) hypersurface: diffeomorphisms involving the direction normal to the hypersurface are realized as Weyl rescalings, while diffeomorphisms involving directions along the hypersurface are interpreted as three-dimensional diffeomorphisms. The transformation of the on-shell action under diffeomorphisms can now be written:

\[ \delta \epsilon S_{\text{tot}} = \int d^3 x \left[ -2D_i \epsilon_j(\vec{x}) \frac{\delta S_{\text{tot}}}{\delta \tilde{g}_{ij}(\vec{x})} - \epsilon^i(\vec{x}) D_i \phi \frac{\delta S_{\text{tot}}}{\delta \phi(\vec{x})} \right. \]

\[ \left. -\lambda(\vec{x}) \left( \beta(\phi(\vec{x})) \frac{\delta S_{\text{tot}}}{\delta \phi(\vec{x})} + 2 \tilde{g}_{ij}(\vec{x}) \frac{\delta S_{\text{tot}}}{\delta \tilde{g}_{ij}(\vec{x})} \right) \right] = 0 \]

This is our master equation which constrains the dependence of \( S_{\text{tot}} \) on the fields \( \phi(\vec{x}) \) and \( \tilde{g}_{ij}(\vec{x}) \). We simplified the equation by writing the extrinsic curvature as \( K_{ij} = (\mathcal{H}/a) \tilde{g}_{ij} \).

As it stands the master equation (85) is a functional differential equation for the action \( S_{\text{tot}} \). Its meaning becomes more transparent when we exploit the gauge invariance of \( S_{\text{tot}} \) and choose a simple gauge. For example, in the flat gauge described in section 3.1.2, the spatial inhomogeneities due to fluctuations around the background are contained entirely in the scalar field\(^7\):

\[ \varphi_f(\vec{x}) = \varphi + \chi_f(\vec{x}) \]

In this gauge the induced metric on \( \partial M_0 \) is simply \( \tilde{g}_{ij} = a(\tau_0)^2 \delta_{ij} \); so, in flat gauge, the total action is a functional of the scalar \( \varphi_f(\vec{x}) \) and a function of the scale factor \( a(\tau_0) \). We can expand the action as a series in \( \chi_f(\vec{x}) \):

\[ S_{\text{tot}}[a, \varphi_f(\vec{x})] = S_{\text{tot}}^{(0)} + \sum_{n=1}^{\infty} \int \prod_{i=1}^{n} d^3 x_i \frac{1}{n!} S_{\text{tot}}^{(n)}[a, \varphi; \vec{x}_1, \ldots, \vec{x}_n] \chi_f(\vec{x}_1) \cdots \chi_f(\vec{x}_n) \]

where the coefficient \( S_{\text{tot}}^{(n)} \) is the \( n^{th} \) functional derivative of \( S_{\text{tot}} \) with respect to \( \varphi_f(\vec{x}) \), evaluated at \( \phi_f(\vec{x}) = \phi \) (or \( \chi_f(\vec{x}) = 0 \)):

\[ S_{\text{tot}}^{(n)}[a, \varphi; \vec{x}_1, \ldots, \vec{x}_n] = \frac{\delta^n S_{\text{tot}}}{\delta \varphi_f(\vec{x}_1) \cdots \delta \varphi_f(\vec{x}_n)} \bigg|_{\chi_f=0} \]

\(^7\)Here we have again used a notation that leaves the dependence on \( \tau_0 \) implicit, with \( \varphi \) representing the background value of the scalar.
The first term in the expansion, \( S^{(0)}_{\text{tot}} \), is simply the action for the background; i.e. the part of the action with no dependence on the fluctuations. Furthermore, since the action is on-shell its first order variation must vanish for arbitrary fluctuations around the background, implying \( S^{(1)}_{\text{tot}} = 0 \).

In the following we will write the master equation (85) in more explicit forms for specific choices of the diffeomorphism \( \epsilon^{\mu} \). This will lead to differential equations that constrain the dependence of the coefficients \( S^{(n)}_{\text{tot}} \) on the homogeneous background fields \( a, \varphi \), and the \( n \) spatial points \( \vec{x}_i \).

### 4.1.1. Weyl Rescalings

First we consider a diffeomorphism that only involves the normal direction and is independent of the spatial coordinates. Then \( \vec{\epsilon} = 0 \) and \( \lambda \epsilon \) depends only on \( \tau_0 \). Under this diffeomorphism the master equation (89) becomes:

\[
\delta \epsilon S_{\text{tot}} = -\lambda \epsilon \int d^3 z \left( 2 \tilde{g}_{ij}(\vec{z}) \frac{\delta S_{\text{tot}}}{\delta \tilde{g}_{ij}(\vec{z})} + \beta(\varphi(\vec{z})) \frac{\delta S_{\text{tot}}}{\delta \varphi(\vec{z})} \right) = 0 \tag{89}
\]

In flat gauge the action is a function of the scale factor \( a(\tau_0) \) and a functional of \( \varphi_f(\vec{x}) \); so it is more appropriate to write (89) as:

\[
\left( a \frac{\partial}{\partial a} + \int d^3 z \beta(\varphi_f(\vec{z})) \frac{\delta}{\delta \varphi_f(\vec{z})} \right) S_{\text{tot}} = 0 \tag{90}
\]

We evaluate this equation for the background by setting the fluctuations equal to 0. In this case the complete scalar field \( \varphi_f \) reduces to the homogeneous background \( \varphi \) and we can treat \( S_{\text{tot}} \) as a function of \( \varphi \), rather than a functional. We can therefore write (90) as:

\[
\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} \right) S^{(0)}_{\text{tot}} = 0 \tag{91}
\]

Equation (91) can be interpreted as an RG equation for \( S^{(0)}_{\text{tot}} \). The field \( \varphi \) plays the role of a coupling with beta function \( \beta(\varphi) \), and \( a(\tau_0) \) is the scale factor. The \( \beta \)-function was defined in (84) as \( \beta = \mathcal{H}^{-1} \partial_\tau \varphi \) so the RG equation (91) states that the \( \tau_0 \)-dependence of \( S^{(0)}_{\text{tot}} \) through the scale factor \( a(\tau_0) \) is balanced by the dependence of \( \tau_0 \) through the background scalar field \( \varphi(\tau_0) \). We can express this scale independence as:

\[
\frac{dS^{(0)}_{\text{tot}}}{da} = 0 \tag{92}
\]

or, alternatively, as independence of the cut-off \( \tau_0 \):

\[
\frac{dS^{(0)}_{\text{tot}}}{d\tau_0} = 0 \tag{93}
\]

We want to find additional differential equations which constrain the higher coefficients \( S^{(n)}_{\text{tot}} \) in the expansion (87) of the action. To do so we must vary (89) with respect to the field
φ_f, before taking \( \chi_f = 0 \). Taking one functional derivative of \( f \) with respect to \( \varphi_f(\vec{x}) \) yields the functional equation:

\[
W_1[\varphi_f(\vec{x})] \cdot \frac{\delta S_{\text{tot}}}{\delta \varphi_f(\vec{x})} = 0
\] (94)

where \( W_1[\varphi_f(\vec{x})] \) has the form:

\[
W_1[\varphi_f(\vec{x})] = a \frac{\partial}{\partial a} + \int d^3z \left( \beta(\varphi_f(\vec{z})) \frac{\delta}{\delta \varphi_f(\vec{z})} + \delta(\vec{z} - \vec{x}) \frac{\delta \beta(\varphi_f(\vec{z}))}{\delta \varphi_f(\vec{z})} \right)
\] (95)

Evaluating (94) for the background by setting \( \chi_f(\vec{x}) = 0 \), we can replace the functional derivatives by ordinary derivatives, and find the differential equation:

\[
\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} + \gamma(\varphi) \right) S^{(1)}_{\text{tot}}[a, \varphi; \vec{x}] = 0
\] (96)

where we defined the anomalous dimension as:

\[
\gamma(\varphi) \equiv \frac{\partial \beta(\varphi)}{\partial \varphi}
\] (97)

Equation (96) takes the form of a Callan-Symanzik equation in which the function \( S^{(1)}_{\text{tot}} \) plays the role of a one-point function of an operator with anomalous dimension \( \gamma \). Of course this equation is actually trivial since, as discussed in the previous subsection, the expansion for \( S_{\text{tot}} \) does not contain a linear term and so \( S^{(1)}_{\text{tot}} = 0 \).

However, we can repeat the procedure by taking one more functional derivative of (94) with respect to \( \varphi_f(\vec{y}) \) and evaluating the resulting functional differential equation at \( \chi_f = 0 \). This yields an equation satisfied by \( S^{(2)}_{\text{tot}} \):

\[
\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} + 2\gamma(\varphi) \right) S^{(2)}_{\text{tot}}[a, \varphi; \vec{x}, \vec{y}] = 0
\] (98)

A contact term proportional to \( \delta(\vec{x} - \vec{y}) \partial^2 \beta \) was omitted because it acts on \( S^{(1)}_{\text{tot}} \) and so vanishes. Just as equation (96) can be thought of as the Callan-Symanzik equation for the one-point function of an operator with anomalous dimension \( \gamma \), equation (98) can be regarded as the Callan-Symanzik equation for the two-point function of the same operator. In this case, \( S^{(2)}_{\text{tot}} \) corresponds to the two-point function.

### 4.1.2 Three Dimensional Diffeomorphisms

A particularly simple case of the master equation (85) corresponds to three dimensional diffeomorphisms. These are generated by four dimensional diffeomorphisms with:

\[
n_\mu \epsilon^\mu = 0
\] (99)

In this case (85) becomes:

\[
\delta_\epsilon S_{\text{tot}} = \int d^3x \left[ -2D_i \epsilon_j \frac{\delta S_{\text{tot}}}{\delta g_{ij}} - \epsilon^i D_i \varphi \frac{\delta S_{\text{tot}}}{\delta \varphi} \right] = 0
\] (100)
Integrating the first term by parts and requiring the integrand to vanish for arbitrary \( \epsilon \) leads to:

\[
2 D_j \left( \frac{\delta S_{\text{tot}}}{\delta \tilde{g}_{ij}} \right) - D^i \varphi \frac{\delta S_{\text{tot}}}{\delta \varphi} = 0
\]  

(101)

In the Hamilton-Jacobi formalism functional derivatives of the on-shell action with respect to the boundary data yield the canonical momenta, evaluated at the boundary. It is straightforward to see that (101) is simply the usual momentum constraint that appears in the canonical 3 + 1 treatment of four dimensional gravity. Here it represents invariance of the total action under reparameterizations of the spatial coordinates.

### 4.1.3. Conformal Transformations

Weyl rescalings are diffeomorphisms that act only on the normal coordinate; and three dimensional diffeomorphisms are bulk diffeomorphisms acting only on the spatial coordinates. We can also consider four dimensional diffeomorphisms for which the induced three dimensional diffeomorphism compensates for a Weyl rescaling of the metric \( \tilde{g}_{ij} \) in such a way that \( \delta \epsilon \tilde{g}_{ij} = 0 \). These diffeomorphisms act as conformal transformations on the boundary.

Under a general diffeomorphism the induced metric on \( \partial M_0 \) transforms as:

\[
\delta \epsilon \tilde{g}_{ij} = -D_i \epsilon_j - D_j \epsilon_i - 2 \lambda \epsilon \tilde{g}_{ij} = 0
\]  

(102)

Therefore, the condition for \( \delta \epsilon \tilde{g}_{ij} = 0 \) is:

\[
D_i \epsilon_j + D_j \epsilon_i = -2 \lambda \epsilon \tilde{g}_{ij}
\]  

(103)

For this type of diffeomorphisms the master equation (85) becomes:

\[
\delta \epsilon S_{\text{tot}} = -T_{\epsilon} [\varphi] \cdot S_{\text{tot}} = 0
\]  

(104)

where \( T_{\epsilon} [\varphi] \) is the functional differential operator:

\[
T_{\epsilon} [\varphi] = \int d^3 x \left[ \epsilon^i (\bar{x}) D_i \varphi + \lambda \epsilon (\bar{x}) \beta (\varphi) \right] \frac{\delta}{\delta \varphi}
\]  

(105)

Applying two functional derivatives, with respect to \( \varphi (\bar{x}) \) and \( \varphi (\bar{y}) \), we find:

\[
T_{\epsilon} [\bar{x}, \bar{y}, \varphi] \cdot \frac{\delta^2 S_{\text{tot}}}{\delta \varphi (\bar{x}) \delta \varphi (\bar{y})} = 0
\]  

(106)

where:

\[
T_{\epsilon} [\bar{x}, \bar{y}, \varphi] = T_{\epsilon} [\varphi] - \epsilon^i (\bar{x}) \frac{\partial}{\partial x^i} - \epsilon^j (\bar{y}) \frac{\partial}{\partial y^i} + \\
+ \lambda \epsilon (\bar{x}) \left( 3 + \frac{\delta \beta (\varphi (\bar{x}))}{\delta \varphi (\bar{x})} \right) + \lambda \epsilon (\bar{y}) \left( 3 + \frac{\delta \beta (\varphi (\bar{y}))}{\delta \varphi (\bar{y})} \right)
\]  

(107)
This operator, acting the second functional derivative of $S_{\text{tot}}$, satisfies:

$$
\left[ T_{\epsilon_1} [\vec{x}, \vec{y}, \varphi], T_{\epsilon_2} [\vec{x}, \vec{y}, \varphi] \right] = T_{[\epsilon_1, \epsilon_2]} [\vec{x}, \vec{y}, \varphi] \quad (108)
$$

In other words it satisfies the Lie algebra associated with conformal transformations.

As a simple application of the conformal group, consider (106) for constant $\lambda$ which implies $\epsilon_i = -\lambda \epsilon x^i$. Taking $\chi_f (\vec{x}) = 0$ we find:

$$
\left( a^i \frac{\partial}{\partial a^i} + 6 + 2 \gamma + \beta (\varphi) \frac{\partial}{\partial \varphi} \right) S^{(2)}_{\text{tot}} [a, \varphi; \vec{s}] = 0 \quad (109)
$$

where $a^i = x^i - y^i$. This is the position-space version of the Callan-Symanzik equation (98). A similar computation demonstrates that $S^{(2)}_{\text{tot}} [a, \varphi; \vec{s}]$ is invariant under rotations.

4.2. Inflation as a Holographic Quantum Field Theory

The terminology we have introduced in this section to describe the constraints due to diffeomorphism invariance is designed to suggest a formal analogy between the renormalized on-shell action for inflation and a three-dimensional Euclidean quantum field theory near a UV fixed point. The analogy is implemented by the map:

$$
\Psi [\varphi (\vec{x}), \tilde{g}_{ij} (\vec{x})] = Z [\varphi (\vec{x}), \tilde{g}_{ij} (\vec{x})] \quad (110)
$$

where the semi-classical wave function is constructed from the renormalized on-shell action $S_{\text{tot}}$, with boundary data $\varphi (\vec{x})$ and $\tilde{g}_{ij} (\vec{x})$:

$$
\Psi [\varphi (\vec{x}), \tilde{g}_{ij} (\vec{x})] = \exp \left( i S_{\text{tot}} [\varphi (\vec{x}), \tilde{g}_{ij} (\vec{x})] \right) \quad (111)
$$

and the partition function refers to a Euclidean QFT with sources $\chi$ and $h_{ij}$:

$$
Z [\varphi (\vec{x}), \tilde{g}_{ij} (\vec{x})] = \left\langle \exp \left( \int d^3 x \left[ \frac{1}{2} h_{ij} (\vec{x}) T^{ij} (\vec{x}) + \chi (\vec{x}) O (\vec{x}) \right] \right) \right\rangle \quad (112)
$$

The brackets in equation (112) denote the QFT expectation value, with the background fields representing the couplings in the unperturbed theory. The semi-classical wave functional for inflation is then interpreted as the generating functional for correlators of the operator $O$ and the associated stress-energy tensor $T^{ij}$ in a quantum field theory. This hypothetical theory has been displaced from the fixed point by an operator $O$ that is sourced by the boundary data $\varphi (\vec{x}, \tau_0)$.

According to the identification (110) we can calculate correlators of the QFT operators by functionally differentiating the partition function with respect to the sources, and then setting the sources equal to zero:

$$
\langle O (\vec{x}_1) \ldots O (\vec{x}_n) \rangle \equiv (-i)^n \frac{\delta \Psi}{\delta \varphi_f (\vec{x}_1) \ldots \delta \varphi_f (\vec{x}_n)} \bigg|_{\chi = 0} = S^{(n)}_{\text{tot}} [a, \varphi; \vec{x}_1, \ldots, \vec{x}_n] \quad (113)
$$
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where the last equality utilized the definition of the coefficient $S_{\text{tot}}^{(n)}$. An immediate consequence of this relation is that the one-point function $\langle O(\vec{x}) \rangle$ vanishes, because there is no linear term in the expansion of the on-shell action. The differential equations for $S_{\text{tot}}^{(n)}$ generated by bulk diffeomorphisms become, according to the analogy, equations that are familiar from renormalization theory. For example, the RG equation for the background part of the on-shell action becomes an RG equation for the field theory partition function with no sources:

$$\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} \right) Z[a, \varphi] = 0$$

and the equation that governs the coefficient of the quadratic term in the on-shell action becomes a Callan-Symanzik equation for the two-point function of the operator $O(\vec{x})$:

$$\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} + 2\gamma(\varphi) \right) \langle O(\vec{x}) O(\vec{y}) \rangle = 0$$

Strominger has proposed a relation similar to as a full-fledged quantum duality, known as the dS/CFT correspondence. This duality, if true, would relate a gravitational theory on (asymptotically) de Sitter spacetime to a (deformed) quantum conformal field theory on the boundary. Our approach is different both in its technical details (which follow Maldacena) and in ambition. We regard as a convenient analogy which allow us to exploit much of our intuition about RG flows, because the physics of the inflating spacetime is governed by the same set of RG and Callan-Symanzik equations. However, similarities between the two systems does not, in and of itself, justify the idea of a true duality, and we do not appeal to a notion of a microscopically defined QFT dual to inflation.

### 4.3. The Ward Identity

Diffeomorphisms in the normal direction, which result in Weyl rescalings of the boundary data, constrain $S_{\text{tot}}$ according to:

$$\int d^3x \left[ 2 \tilde{g}_{ij} \frac{\delta S_{\text{tot}}}{\delta \tilde{g}_{ij}} + \beta(\varphi) \frac{\delta S_{\text{tot}}}{\delta \varphi} \right] = 0$$

The map then gives a relation between the operator $O$ and the trace of the stress-energy tensor $T^i_i$:

$$T^i_i + \beta \mathcal{O} = 0$$

This is the conformal Ward identity for the field theory. For a conformally invariant theory the trace of the stress energy tensor vanishes. The operator $O$ displaces the field theory from its scale-invariant fixed point, and $T^i_i$ is no longer vanishing. Instead, it is proportional to the $\beta$-function of the operator generating the flow away from the fixed point.
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8Inflation in four dimensions is analogous to a Euclidean field theory in three dimensions, so there is no conformal anomaly to consider.
The Conformal Ward Identity ensures that the terms involving scalars form gauge invariant combinations:

\[
\frac{1}{2} h_{ij} T^{ij} + \chi \mathcal{O} = \psi T^i_i + \chi \mathcal{O} = (\chi - \beta \psi) \mathcal{O} = \chi_f(\vec{x}) \mathcal{O}(\vec{x}) = -\psi_{\text{com}}(\vec{x}) T^i_i(\vec{x})
\]

This is because the \(\beta\)-function appearing in (117) is the same factor that relates the gauge invariant variables \(\psi_{\text{com}}\) and \(\chi_{\text{flat}}\):

\[
\chi_{\text{flat}}(\vec{x}) = -\frac{\varphi'}{\mathcal{H}} \psi_{\text{com}}(\vec{x}) = -\beta \psi_{\text{com}}(\vec{x})
\]

Thus, the scalar fluctuation in flat gauge, \(\chi_f(\vec{x})\), sources the operator \(\mathcal{O}(\vec{x})\), and the comoving curvature perturbation \(\psi_{\text{com}}(\vec{x})\) sources the trace of the stress-energy tensor. We already used this when deriving (113).

The Ward Identity (117) holds as an operator equation, as opposed to a relation that applies to expectation values of the operators. This is because it is a consequence of the full master equation (85), rather than the differential equations that constrain the coefficients of the Taylor expanded action. We can therefore use it to relate higher correlators, such as:

\[
\langle T^i_i(\vec{x}) T^j_j(\vec{y}) \rangle = \beta(\varphi)^2 \langle \mathcal{O}(\vec{x}) \mathcal{O}(\vec{y}) \rangle
\]

This is useful for the derivation of the CMB spectrum, presented in the next section.

In addition to the conformal Ward identity we can obtain a Ward Identity associated with three dimensional diffeomorphisms. It follows from the momentum constraint (101):

\[
D^j T_{ij} + D_i \varphi \mathcal{O} = 0
\]

Like the conformal Ward Identity this is an operator equation that holds outside of expectation values.

5. Renormalization Group Improved CMB Power Spectrum

In this section we integrate the Callan-Symanzik equations and find the explicit forms of the two point correlators which satisfy the constraints imposed diffeomorphism invariance. This leads to RG-improved versions of familiar results from slow-roll inflation. We consider scalar and tensor modes in turn.

5.1. The Scalar Modes

Correlation functions of gauge invariant variables are easily computed in terms of functional integrals weighted by the modulus-squared of the wave-functional \(\Psi[\varphi, \tilde{g}_{ij}] \sim e^{iS_{\text{tot}}[\varphi, \tilde{g}_{ij}]}\). The simplest example is the two-point correlation function of the scalar field in flat gauge. Since the leading nontrivial terms in the action are quadratic:

\[
S_{\text{tot}}[a, \varphi_f(\vec{x})] = S_{\text{tot}}^{(0)} + \frac{1}{2} \int d^3 x \int d^3 y S_{\text{tot}}^{(2)}[a, \varphi, |\vec{x} - \vec{y}|] \chi_f(\vec{x}) \chi_f(\vec{y}) + \ldots
\]

\[
S_{\text{tot}}^{(0)} + \frac{1}{2} \int d^3 k \tilde{S}_{\text{tot}}^{(2)}[a, \varphi, k] \tilde{\chi}_f(\vec{k}) \tilde{\chi}_f(-\vec{k}) + \ldots
\]
where Fourier modes are introduced as:

\[\tilde{\chi}_f(\vec{k}) = \int d^3x \frac{e^{i\vec{k} \cdot \vec{x}}}{(2\pi)^{3/2}} \chi_f(\vec{x})\]  

(125)

the functional integral is, to the leading order, a simple Gaussian. It gives [6]:

\[
\langle \tilde{\chi}_f(\vec{k}) \tilde{\chi}_f(-\vec{k}) \rangle = \frac{1}{2\text{Im}S^{(2)}_{\text{tot}}[a, \varphi, k]}
\]

(126)

The Lorentzian path integral is interpreted as usual by continuation from Euclidean space. The \text{Im}S^{(2)}_{\text{tot}} appearing here is therefore the (negative of) the real part of the Euclidean action which, according to the analogy between inflation and a QFT near a renormalization group fixed point, we can write as the two-point function \(-\text{Re}\langle \mathcal{O}(\vec{k})\mathcal{O}(-\vec{k})\rangle\). The correlator can therefore be written as:

\[
\langle \chi_f(\vec{k}) \chi_f(-\vec{k}) \rangle = -\frac{1}{2\text{Re}\langle \mathcal{O}(\vec{k})\mathcal{O}(-\vec{k})\rangle}
\]

(127)

Note that the counterterms are real terms in the Lorentzian action, and so they do not contribute to the modulus of the wave function [6].

As discussed in section 4, diffeomorphism invariance implies that the two-point correlation function of the operator \(\mathcal{O}\) is constrained by the Callan-Symanzik equation (115):

\[
\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} + 2\gamma(\varphi) \right) \langle \mathcal{O}(\vec{x}) \mathcal{O}(\vec{y}) \rangle = 0
\]

(128)

This equation can be solved by a procedure that is standard in renormalization group theory. We first use dimensional analysis on the three-dimensional boundary to write the correlator in the form:

\[
\langle \mathcal{O}(\vec{x}) \mathcal{O}(\vec{y}) \rangle = \frac{1}{|\vec{x} - \vec{y}|^6} F(|\vec{x} - \vec{y}|a, \varphi)
\]

(129)

To arrive at this we also appeal to rotational invariance and recall that \(|\vec{x} - \vec{y}|a\) is the physical length, as opposed to the coordinate length \(|\vec{x} - \vec{y}|\). It is useful to Fourier transform the position space Callan-Symanzik equation (109):

\[
\left( 3 - \vec{k} \cdot \frac{\partial}{\partial k} + \beta(\varphi) \frac{\partial}{\partial \varphi} + 2\gamma(\varphi) \right) \langle \mathcal{O}(\vec{k}) \mathcal{O}(-\vec{k}) \rangle = 0
\]

(130)

and the ansatz (129):

\[
\langle \mathcal{O}(\vec{k}) \mathcal{O}(-\vec{k}) \rangle = k^3 \tilde{F} \left( \frac{k}{a}, \varphi \right)
\]

(131)

The ratio \(k/a\) is the physical momentum. The next step in solving the Callan-Symanzik equation is to introduce a “running coupling” \(\bar{\varphi}(k/a, \varphi)\) defined by:

\[
k \frac{\partial \bar{\varphi}}{\partial k} = \beta(\bar{\varphi})
\]

(132)
In the present context the “running coupling” is just the “rolling” scalar field of the background, evolving according to the FRW equations. The running coupling follows $\varphi$ along the renormalization group flow back towards an arbitrary reference scale $M$, with $\bar{\varphi}(M, \varphi) = \varphi$. Employing (131) and (132) in solving (130) we find that $\langle \mathcal{O}(k) \mathcal{O}(-k) \rangle$ must take the form:

$$\langle \mathcal{O}(k) \mathcal{O}(-k) \rangle = k^3 \tilde{F}_0 (\bar{\varphi}(k/a, \varphi)) \exp \left[ \int_{aM}^{k} d \log \left( \frac{k'}{aM} \right) 2 \gamma(\bar{\varphi}(k'/a, \varphi)) \right]$$

(133)

where $\tilde{F}_0$ is some unknown function. In verifying this it is useful to note that the running coupling satisfies:

$$\beta(\varphi) \frac{\partial \bar{\varphi}}{\partial \varphi} = \beta(\bar{\varphi})$$

(134)

To summarize the computation thus far, we have used the Callan-Symanzik equation to write the two-point correlator of the scalar field as:

$$\langle \tilde{\chi}_f(k) \tilde{\chi}_f(-k) \rangle = \frac{1}{2k^3 \tilde{F}_0 (\bar{\varphi}(k/a, \varphi))} \exp \left[ - \int_{aM}^{k} d \log \left( \frac{k'}{aM} \right) 2 \gamma(\bar{\varphi}(k'/a, \varphi)) \right]$$

(135)

The scalar field $\chi_f(x)$ has mass dimension 1 in four dimensions; and so the function $\tilde{F}_0$ has mass dimension $-2$. In order to extract this remaining dimensionful factor it is useful to introduce a running Hubble constant $H(\bar{\varphi})$ which takes the form:

$$H(\bar{\varphi}(k/a, \varphi)) = H(\varphi) \exp \left( - \frac{1}{2} \int_{aM}^{k} dd \log \left( \frac{k'}{aM} \right) \beta(\bar{\varphi}(k'/a, \varphi))^2 \right)$$

(136)

To verify this expression differentiate with respect to $\varphi$ on both sides, use the relations (132) to simplify the derivatives, and the relation:

$$\beta(\varphi) = -2 \frac{\partial \varphi H}{H}$$

(137)

which is easily derived from the FRW equations and the relation $H = \mathcal{H}/a$ between the physical Hubble factor $H$ and the conformal Hubble factor $\mathcal{H}$. We can now extract the dimensionful factor from the correlator (135) and write it as:

$$\langle \tilde{\chi}_{\text{flat}}(k) \tilde{\chi}_{\text{flat}}(-k) \rangle = \frac{H(\varphi)^2}{2k^3} A_s(\bar{\varphi}(k/a, \varphi)) \exp \left( - \int_{aM}^{k} d \log \left( \frac{k'}{aM} \right) \left( \beta(\bar{\varphi}(k'/a, \varphi))^2 + 2 \gamma(\bar{\varphi}(k'/a, \varphi)) \right) \right)$$

(138)

where $A_s$ is a dimensionless amplitude.

In cosmology it is natural to compute correlation functions of the comoving curvature perturbation $\psi_{\text{com}} = -\beta(\varphi)^{-1} \chi_{\text{flat}}$, instead of the those of the scalar field. This is because...
this quantity is purely geometrical, and so will not evolve while the perturbation is beyond
the horizon. The two-point correlation function of the comoving curvature perturbation is:
\[
\langle \tilde{\psi}_{\text{com}}(\vec{k}) \tilde{\psi}_{\text{com}}(-\vec{k}) \rangle = \frac{1}{\beta(\varphi)^2} \langle \tilde{\chi}_{\text{flat}}(\vec{k}) \tilde{\chi}_{\text{flat}}(-\vec{k}) \rangle
\] (139)

A conventional way to express two-point correlators in cosmology is to introduce the power-
spectrum for the scalar:
\[
P_s(k) = \frac{k^3}{2\pi^2} \langle \tilde{\psi}_{\text{com}}(\vec{k}) \tilde{\psi}_{\text{com}}(-\vec{k}) \rangle
\] (140)

Collecting formulae, our result for the scalar power spectrum becomes:
\[
P_s(k) = \frac{H(\varphi)^2}{(2\pi \beta(\varphi))^2} A_s(\bar{\varphi}(k/a, \varphi)) \exp \left( -\int_{aM}^{k} \frac{d \log(k')}{\alpha M} \left( \beta(\bar{\varphi}(k'/a, \varphi))^2 + 2 \gamma(\bar{\varphi}(k'/a, \varphi)) \right) \right)
\] (141)

The amplitude $A_s$ cannot be determined from diffeomorphisms alone; it depends on
dynamical content. Furthermore, $A_s$ depends on the arbitrary scale $M$ in such a manner
that the total correlator is independent of $M$. In the context of slow-roll inflation it can be
shown that, for $M \gg H$, the amplitude $A_s = 1$. The content of the expression (141) then
is that it gives the correlator all $k$, given this dynamical input at $k = Ma$. Since the scale
of main interest is $k = aH$, and the slow-roll computations are accurate well after horizon
crossing $M \gg H$, the corrections we compute depend on the large ratio $M/H \gg 1$, and
so they can be significant. Our formula is thus a renormalization group improved version
of the standard computation. It would be interesting to compare our result to the more
conventional ones for specific inflationary models.

The scaling behavior of the power spectrum is characterized by the spectral index, defined
by fitting to a powerlaw
\[
P_s(k) \propto \left( \frac{k}{aH} \right)^{n_s-1}
\] (142)

The scaling violations inherent in our result (141) translates in the simplest instance into
the spectral index:
\[
n_s - 1 = k \frac{\partial}{\partial k} \log P_s(k) = -\beta(\varphi)^2 - 2 \gamma(\varphi)
\] (143)

To compare this result with the standard slow-roll inflation results, we can relate the RG
parameters $\beta$ and $\gamma$ to the usual slow-roll expansion parameters.
\[
\beta(\varphi)^2 = 2 \bar{\epsilon} = 4 \left( \frac{\partial \bar{\varphi} H}{H} \right)^2
\] (144)
\[
\gamma(\varphi) = \bar{\epsilon} - \bar{\eta} = 2 \left( \frac{\partial \bar{\varphi} H}{H} \right)^2 - 2 \frac{\partial^2 \bar{\varphi} H}{H}
\] (145)

---

The comoving curvature perturbation is commonly denoted by either $\zeta$ or $R$.  
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With these identifications our result (143) is seen to agree with:

\[ n_s = 1 - 4 \bar{\epsilon} + 2 \bar{\eta} \]  

(146)

which is the standard first order result for slow-roll inflation.

In obtaining (143) we computed the derivative at \( k = M \) and neglected the \( k \)-dependence implicit in \( A_s \). This is justified only to the leading order, i.e. when the spectral index is considered a constant. An improved result can be obtained by taking into account the evolution of the spectral index with \( k \). The result obtained this way will not be exact, since we do not in general know \( A_s \), but it will be more accurate than the standard results, since our treatment is RG-improved: we resum the large logarithms from terms that are formally of higher order.

5.2. The Tensor Modes

Up to this point we have neglected contributions due to the tensor modes, which are completely decoupled from the scalar fluctuation at quadratic order. We will now repeat the analysis with the tensor modes included. In the analogy with a three dimensional Euclidean field theory, the starting point is the full partition function, with the tensor modes included. The couplings between sources and operators are of the form:

\[ \int d^3x \left[ \frac{1}{2} h_{ij} T^{ij} + \chi \mathcal{O} \right] = \int d^3x \left[ \frac{1}{2} \phi_{ij} T^{ij} + \chi f \mathcal{O} \right] \]  

(147)

For the scalars we used the conformal Ward identity (117) to rewrite \( \psi T^{ij} + \chi \mathcal{O} \) as the gauge invariant quantity \( \chi f \mathcal{O} \). If we choose a basis \( e^\pm_{ij} \) for the tensor modes:

\[ \phi_{ij} = 2 \left( u_+ e^+_{ij} + u_- e^-_{ij} \right) \]  

(148)

with \( e^+_{ij} e^-_{ij} = 1 \) and \( e^+_{ij} e^+_{ij} = 0 \), then the two polarization states of the tensor appear in the action (65) as minimally coupled, massless scalars with a canonical kinetic term. In the partition function they serve as sources for operators \( t^+ \) and \( t^- \), corresponding to the two components of the traceless, divergence-free part of the field theory stress tensor:

\[ Z[\varphi(x), \tilde{g}_{ij}(\vec{x})] = \left\langle \exp \left( \int d^3x \left[ u_+(\vec{x}) t^+(\vec{x}) + u_-(\vec{x}) t^-(\vec{x}) + \chi f(\vec{x}) \mathcal{O}(\vec{x}) \right] \right) \right\rangle \]  

(149)

To quadratic order we can compute the Gaussian integral as in (126) and relate the two-point function for each mode \( u_\pm \) to the correlator of the corresponding operator \( t_\pm \):

\[ \langle \tilde{u}_+(\vec{k}) \tilde{u}_+(-\vec{k}) \rangle = \frac{1}{2 \langle t^+(\vec{k}) t^+(\vec{-k}) \rangle} \]  

(150)

The Callan-Symanzik equation for correlators of the tensor modes is derived from (48) by varying with respect to the tensor sources. Since the \( \beta \)-function is independent of the gravitational field — it depends on the scalar field only — the variations commute with
all terms in the equation. The Callan-Symanzik equation of the tensor modes is therefore simply:

$$\left( a \frac{\partial}{\partial a} + \beta(\varphi) \frac{\partial}{\partial \varphi} \right) \langle t_\pm(k) t_\pm(-k) \rangle = 0 \quad (151)$$

with no term corresponding to an anomalous dimension. It is simple to integrate this equation by repeating the steps that lead to (138) for the correlator of scalar fields, with the simplification that now the anomalous dimension $\gamma_t = 0$. The correlator of the tensor fields $u_\pm$ thus takes the form:

$$\langle \tilde{u}_\pm(k) \tilde{u}_\pm(-k) \rangle = \frac{H(\varphi)^2}{2 k^3} A_t(\tilde{\varphi}(k/a, \varphi)) \exp \left( - \int_{a_M}^{k} d \log \left( \frac{k'}{a_M} \right) \beta(\tilde{\varphi}(k'/a, \varphi))^2 \right) \quad (152)$$

The power spectrum for the tensor modes is introduced as:

$$P_t(k) = \frac{k^3}{2 \pi^2} \langle \tilde{\varphi}_{ij}(k) \tilde{\varphi}_{ij}(-k) \rangle$$

$$= \frac{k^3}{2 \pi^2} 8 \langle \tilde{u}_+(k) \tilde{u}_+(-k) \rangle \quad (153)$$

Factors of two appear in the second line from the decomposition (148) and also because we have written the result entirely in terms of $\langle u_+ u_+ \rangle$; the $u_+$ and $u_-$ correlators are identical in the absence of polarizing sources. Our result for the RG improved power spectrum of the tensor modes becomes:

$$P_t(k) = \frac{H(\varphi)^2}{(2\pi)^2} A_t(\tilde{\varphi}(k/a, \varphi)) \exp \left( - \int_{a_M}^{k} d \log \left( \frac{k'}{a_M} \right) \beta(\tilde{\varphi}(k'/a, \varphi))^2 \right) \quad (155)$$

As for scalars, the amplitude $A_t$ is not determined by symmetries alone. However, in slowroll inflation, $A_t = 1$ well after horizon crossing. Our expression then gives the full dependence on the scale $k$, and it acts as a resummation of the corrections to slow roll which, in general, can be large.

The spectral index $n_t$ for the tensor modes is defined by fitting the power spectrum to the form:

$$P_t(k) \propto \left( \frac{k}{aH} \right)^{n_t} \quad (156)$$

Note that the convention for the tensor index $n_t$ is shifted by one in comparison with the scalar index (142); so scale invariance corresponds to $n_t = 0$ for tensor modes. Repeating the computation of the spectral index for scalar modes (143) we find:

$$n_t = k \frac{\partial}{\partial \log P_t(k)} = -\beta(\varphi)^2 \quad (157)$$

for the spectral index of the tensor modes. Our result agrees with the standard result $n_t = -2\epsilon$, when it is expressed in in terms of the slow-roll parameter $\epsilon$ (144).
The ratio of the tensor and power spectra is:

\[
\frac{P_t}{P_s} = 8\beta(\phi)^2 \frac{A_t(\bar{\phi}(k'/a, \phi))}{A_s(\bar{\phi}(k'/a, \phi))} \exp \left( \int_{aM}^{k} d\log \left( \frac{k'}{aM} \right) 2\gamma(\bar{\phi}(k'/a, \phi)) \right)
\]

In slow roll inflation where \(A_t = A_s = 1\) and the exponential is negligible this reduces to the famous consistency condition:

\[
\frac{P_t}{P_s} = 8\beta(\phi)^2 = -8n_t
\]

on the physical observables. Our modest elaboration of this standard result is that our result incorporates the evolution of this ratio with scale \(k\).

6. Outlook

Before concluding this paper we would like to briefly mention several applications and extensions of our results which we think are worth pursuing further:

- A concrete result of the investigation in this paper are the explicit, gauge invariant actions \([65], [68], \) and \([69]\) for fluctuations in spacetimes with a boundary. There are numerous applications of actions such as these in the context of the AdS/CFT correspondence generally, and specifically in the context of warped brane-world models, such as those of Randall-Sundrum type. Moreover, the nontrivial role of counterterms in implementing diffeomorphism invariance, and so obtaining gauge invariant actions, might well resolve various puzzles in those other settings.

- We have introduced our concept of RG improved computations of CMB spectra, based on integrating the constraints from invariance under infinitesimal diffeomorphisms, as expressed by the Callan-Symanzik equation. It would be interesting to make this procedure explicit for concrete potentials of interest in inflationary cosmology, and so identify cases where these corrections are in fact significant.

- It would be interesting to extend our analysis beyond quadratic order, and obtain constraints on correlators of more fields than two. The main difficulty in carrying this out is that one must implement diffeomorphism invariance, or gauge invariance, beyond the leading order. This is nontrivial, although the Hamiltonian formalism should automatize a significant part of the work.

- The cancellation of divergent terms in the on-shell action by a finite number of boundary counterterms is dependent on some constraints on the backgrounds: it is known to work for asymptotically (A)dS-spacetimes, and we show that the mechanism extends to large classes of FRW cosmologies. The situation in more general spacetimes, including asymptotically flat ones, is less clear. It would be interesting to explore whether our method is useful for adapting the boundary counterterm method to a wider class of spacetimes. Additionally, the method may serve as a basis for constraining the boundary terms which make the notion of quasi-local mass and energy in gravitational theories inherently ambiguous \([56], [25], [53]\).
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