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Abstract—In this paper, we consider the diffusive molecular communication channel between a transmitter nano-machine and a receiver nano-machine in a fluid environment. The information molecules released by the transmitter nano-machine into the environment can degrade in the channel via a first-order degradation reaction and those that reach the receiver nano-machine can participate in a reversible bimolecular-reaction with receiver receptor proteins. We derive a closed-form analytical expression for the expected received signal at the receiver, i.e., the expected receptor proteins. We derive a closed-form analytical expression for the number of activated receptors on the surface of the receiver. The accuracy of the derived analytical result is verified with a Brownian motion particle-based simulation of the environment.

I. INTRODUCTION

In nature, one of the primary means of communication among biological entities, ranging from organelles to organisms, is molecular communication (MC), where molecules are the carriers of information. MC is also an attractive option for the design of intelligent man-made communication systems at nano and micro scale. Sophisticated man-made MC systems are expected to have various biomedical, environmental, and industrial applications [1].

Similar to any other communication system, the design of basic functionalities such as modulation, detection, and estimation requires accurate models for the transmitter, channel, and receiver. However, the modeling of these components in MC systems is vastly different from the modeling of traditional communication systems as the size of the nodes of MC systems is on the order of tens of nanometer to tens of micrometer [1]. Furthermore, in MC systems, the communication environment (or channel) and the impairments occurring in the channel are completely different from those in traditional communication systems. For example, in a typical MC setup, the transmitter and the receiver are embedded in a fluid environment, where the transmitter employs certain types of molecules to communicate with the receiver. Additionally, the information-carrying molecules may be affected by different environmental effects such as flow and/or chemical reactions, which may prevent them from reaching the receiver [1].

The molecules that succeed in reaching the receiver may react with the receptors on the surface of the receiver and activate them. These activated receptors can be interpreted as the received signal. This is a common reception mechanism in natural biological cells. In particular, cells measure the presence of information-carrying molecules via receptors on their surface [2]. These measurements are inevitably corrupted by noise that arises from the stochastic arrival of the molecules by diffusion and from the stochastic binding of the molecules to the receptors. Once an information-carrying molecule binds to a receptor, i.e., activates the receptor, this receptor transduces the received noisy message into a cell response via a set of signaling pathways, see [2] Chapter 16. Thus, having a meaningful model for the reception process that captures the effects of the main phenomena occurring in the channel and at the receiver is of particular importance and is the focus of this paper.

The modeling of the reception mechanism at the receiver has been studied in the existing MC literature; see [3], [4], [5], [6], [7], [8], [9]. Most of these works assume that the receptor is transparent and the received signal is approximated by the local concentration of the information-carrying molecules inside the receiver, see [3], [4], [5]. However, this approach neglects the impact of the chemical reactions at the receiver surface required for sensing the concentration of molecules in its vicinity. In a first attempt to consider the effect of chemical reactions at the receiver, the authors in [6] and [7] modelled the reception mechanism at the receiver using the theory of ligand-receptor binding kinetics, where molecules (ligands) released by a transmitter can reversibly react with receptors at the receiver surface and produce output molecules whose concentration is then referred to as the output signal in [6], [7]. Analytical expressions that relate the output signal to the concentration of molecules at the receiver were derived. However, in [6] and [7], the authors assumed the diffusion of molecules to be independent from the reaction mechanisms at the receiver, i.e., the equations describing the output signal were derived for a given concentration at the receiver. This assumption may not be justified as the reaction-diffusion equation is highly coupled and cannot be separated. The authors in [8] approximated the reception mechanism by modeling the receiver as a fully-absorbing sphere, where molecules released by the transmitter are absorbed by the receiver as soon as they hit its surface, and derived an analytical time domain expression for the number of absorbed molecules. However, it may not be realistic to assume that every collision of a molecule with the receiver surface triggers a reaction. In the recent work [9], the reception mechanism was approximated by a first-order reversible reaction inside the receiver, and a reaction-diffusion master equation (RDME) model was used to solve the corresponding coupled reaction-diffusion equation. An analytical expression for the expected number of output molecules was derived in the Laplace domain. However, no time-domain solution was provided.

In this paper, we model the reception mechanism at the receiver surface as a second-order reversible reaction, where an information molecule released by the transmitter can reversibly
react with receptor protein molecules covering the surface of the receiver and activate a receptor protein molecule, which can later be used for detection. Furthermore, unlike [3], [4], [5], [6], [7], [8], [9], we also take into account that in a realistic environment, molecules released by the transmitter may degrade in the channel via a first-order degradation reaction. We derive a novel closed-form time domain expression for the expected number of activated receptor protein molecules in response to the impulsive release of molecules at the transmitter. We verify the accuracy of the derived analytical expression via stochastic simulation of the environment using a Brownian motion particle-based approach.

The rest of this paper is organized as follows. In Section II we introduce the system model. In Section III we derive a closed-form analytical expression for the expected number of activated receptor protein molecules which we refer to as the received signal. In Section IV we briefly describe the framework used for the adopted particle-based simulator and present simulation and analytical results. Finally, some conclusions are drawn in Section V.

II. SYSTEM MODEL

In this section, we introduce the system model considered in this paper. We consider an unbounded three-dimensional fluid environment with constant temperature and viscosity. We assume that the transmitter is a point source placed at position \( \vec{r}_0 = (x_0, y_0, z_0) \) and the receiver is spherical in shape with a fixed radius \( \alpha \) and placed at the center of the coordinate system, see Fig. 1.

We assume that the transmitter uses one specific type of molecule, denoted by \( A \), for sending information to the receiver. Hence, we refer to the information molecules as \( A \) molecules. Furthermore, we assume that the transmitter instantaneously releases a fixed number of \( A \) molecules, \( N_A \), at time \( t_0 = 0 \) into the environment.

After their release, the information molecules diffuse in the environment into all directions with constant diffusion coefficient \( D_A \). Thereby, we assume that the diffusion processes of different information molecules are independent of each other. We furthermore assume that the \( A \) molecules can be degraded throughout the environment via a reaction mechanism of the form

\[
A \xrightarrow{k_d} \emptyset,
\]

where \( k_d \) is the degradation reaction constant in \( s^{-1} \), and \( \emptyset \) is a species of molecules which is not recognized by the receiver. Eq. (1) models a first-order reaction but can also be used to approximate higher order reactions, see e.g. [10], [11], [12].

Some of the \( A \) molecules released by the transmitter may reach the receiver surface, which we assume to be uniformly covered by receptor protein molecules of type \( B \). An \( A \) molecule can reversibly react with a \( B \) molecule to form an activated receptor (also referred to as ligand-receptor complex molecule), denoted by \( C \), via a reaction mechanism of the form

\[
A + B \xrightarrow{k_f}^{k_b} C,
\]

where \( k_f \) and \( k_b \) are the microscopic forward reaction constant in moleculer \(^3 \cdot s^{-1} \) and the microscopic backward reaction constant in \( s^{-1} \), respectively. In nature, different cell-surface receptors produce different responses inside the cell via different signaling pathways once they are activated [2, Chapter 16]. However, in this work, we do not focus on a specific signaling pathway. Instead, we consider the formation of the \( C \) ligand-receptor complex molecules as the received signal at the receiver, which could be used for detection of information sent by the transmitter. Furthermore, in order to make our analysis analytically tractable, we adopt the following assumptions in (2):

- We do not model an individual receptor but assume that the whole surface of the receiver is covered with sufficiently many receptor protein molecules \( B \).
- We neglect the effect of receptor saturation, which means that multiple \( A \) molecules can react at the same position on the surface of the receiver to form multiple \( C \) molecules.

With these two assumptions the formations of different \( C \) molecules on the surface of the receiver become independent of each other.

III. EXPECTED RECEIVED SIGNAL

In this section, we first formulate the problem that has to be solved to find the expected received signal at the receiver for the considered MC system. Subsequently, we derive a closed-form expression for the probability of finding an \( A \) molecule, which can undergo reactions (1) and (2), at the position defined by vector \( \vec{r} \) at time \( t \), given that it was released at position \( \vec{r}_0 \) at time \( t_0 \). Finally, using this result, we derive a closed-form expression for the channel impulse response.

A. Problem Formulation

We define the expected received signal at the receiver at time \( t \), \( \bar{N}_C(t) \), as the time-varying number of \( C \) molecules expected on the surface of the receiver at time \( t \) when the
transmitter released at time \( t_0 \) an impulse of \( N A \) A molecules into the environment. This signal is a function of time, due to the random walks of the molecules. In this subsection, we formulate the problem that has to be solved to find \( N_C(t) \). Considering the assumption of independent movement of individual molecules, we have \( N_C(t) = N_A P_{AC}(t | r_0) \), where \( P_{AC}(t | r_0) \) is the probability that a given A molecule, released at \( r_0 \) and time \( t_0 = 0 \), causes the formation of an activated receptor molecule \( C \) on the surface of the receiver at time \( t \). We refer to this probability also as the channel impulse response of the system.

Furthermore, the probability that a given A molecule released at \( r_0 \) at time \( t_0 = 0 \) is at position \( \vec{r} \) at time \( t \), given that this molecule may undergo either of the two reaction introduced in \( (1) \) and \( (2) \) during time \( t \), is denoted by \( P_A(\vec{r}, t | r_0) \). Assuming for the moment \( P_A(\vec{r}, t | r_0) \) is known, we can evaluate the incoming probability flux \( J(\vec{r}, t | r_0) \), at the surface of the receiver by applying Einstein’s theory of diffusion as \( D \). Eq. (3.34)

\[
-J(\vec{r}, t | r_0) \bigg|_{\vec{r} \in \Omega} = D_A \nabla P_A(\vec{r}, t | r_0) \bigg|_{\vec{r} \in \Omega'},
\]

where \( \nabla \) is the gradient operator in spherical coordinates and \( \Omega \) is the surface of the receiver. Now, given \( -J(\vec{r}, t | r_0) \big|_{\vec{r} \in \Omega} \) \( \partial \Omega \partial t \) is the probability that a given A molecule reacts with the infinitesimally small surface element \( \partial \Omega \) of the receiver during infinitesimally small time \( \partial t \). Integrating this function over time and the surface of the receiver yields a relationship between \( P_{AC}(t | r_0) \) and \( P_A(\vec{r}, t | r_0) \), which can be written as \( A \). Eq. (3.35)

\[
P_{AC}(t | r_0) = -\int_0^t \int_{\Omega} J(\vec{r}', t' | r_0) \cdot \partial \Omega \partial t',
\]

Thus, for evaluation of \( P_{AC}(t | r_0) \), we first need to find \( P_A(\vec{r}, t | r_0) \).

Clearly, the evaluation of \( A \), and subsequently \( B \), requires knowledge of \( J(\vec{r}, t | r_0) \) only on the surface of the receiver, i.e., on \( \Omega \). However, since we assume that the surface of the receiver is uniformly covered by type B molecules, \( J(\vec{r}, t | r_0) \) and \( P_A(\vec{r}, t | r_0) \) are only functions of the magnitude \( r \), denoted by \( r \), and not of \( \vec{r} \) itself. This can also be intuitively understood from Fig. \( A \). To this end, let us assume that the point source transmitter is mounted on top of a virtual sphere with radius \( r_0 \), where \( r_0 \) is the magnitude of \( r_0 \). Because of symmetry, we expect that releasing a given molecule A from any arbitrary point on the surface of the virtual sphere leads to the same probability of reaction on the surface of the receiver, i.e., the same \( P_{AC}(t | r_0) \) results. However, this is only possible if \( J(\vec{r}, t | r_0) \) in \( A \) is independent of azimuthal angle \( \theta \) and polar angle \( \phi \) and only depends on \( r \). In the remainder of this paper, we substitute \( \vec{r} \) with its magnitude \( r \) in \( B \) and \( A \) without loss of generality. As a result, \( B \) and \( A \) can be combined as

\[
P_{AC}(t | r_0) = \int_0^t 4\pi a^2 D_A \frac{\partial P_A(r, t | r_0)}{\partial r} \bigg|_{r=a} \, dt'.
\]

In the following, we are interested in formulating the problem of finding \( P_A(r,t | r_0) \) for the system model specified in Section \( A \). We start with the general form of the reaction-diffusion equation for the degradation reaction in \( A \), which can be written as \( B \)

\[
\frac{\partial P_A(r,t | r_0)}{\partial t} = D_A \nabla^2 P_A(r,t | r_0) - k_d P_A(r,t | r_0),
\]

where \( \nabla^2 \) is the Laplace operator in spherical coordinates. As discussed above, releasing a given A molecule from any point on the surface of a sphere with radius \( r_0 \) including the point defined by \( r_0 \), i.e., the actual position of the transmitter, results in the same channel impulse response, \( P_{AC}(t | r_0) \). Thus, a point source defined by \( r_0 \) and a source uniformly distributed on the sphere with radius \( r_0 \) are equivalent in this context. As a result, releasing a given A molecule at \( r_0 \) at time \( t_0 = 0 \) can be modelled with the following initial condition

\[
P_A(r,t \to 0 | r_0) = \frac{1}{4\pi r_0^2} \delta(r - r_0),
\]

where constant \( 1/(4\pi r_0^2) \) is a normalization factor and \( \delta(\cdot) \) is the Dirac delta function. The boundary conditions of the system model for the assumed unbounded environment and the reaction mechanism in \( A \) on the surface of the receiver can be written as \( A \). Eqs. (3.3), (4)

\[
\lim_{r \to \infty} P_A(r,t | r_0) = 0,
\]

and

\[
4\pi a^2 D_A \frac{\partial P_A(r,t | r_0)}{\partial r} \bigg|_{r=a} = k_f P_A(a, t | r_0) - k_b[1 - S(t | r_0)],
\]

respectively, where \( S(t | r_0) \) is the probability that a given A molecule, released at distance \( r_0 \) at time \( t_0 \), has neither reacted on the boundary of the receiver nor degraded in the channel by time \( t \). \( S(t | r_0) \) can be obtained as follows:

\[
S(t | r_0) = 1 - \int_0^t 4\pi a^2 D_A \frac{\partial P_A(r,t | r_0)}{\partial r} \bigg|_{r=a} \, dt'.
\]

The solution of reaction-diffusion equation \( A \) with initial and boundary conditions \( A, B \) is the Green’s function \( A \) of our system model.

To summarize, obtaining the expected received signal \( N_C(t) \) requires knowledge of the impulse response \( P_{AC}(t | r_0) \) which, in turn, can be found via the Green’s function based on \( A \).

\( A \) The solution of an inhomogeneous partial differential equation with initial condition in a form of Dirac delta function is referred to as the Green’s function \( A \).


\[ P_A(r, t| r_0) = \exp(-k_d t) \left[ \frac{1}{8\pi r_0 \sqrt{\pi D_A t}} \exp\left(\frac{-1}{4D_A t} - \frac{(r - r_0 - 2a)^2}{4D_A t}\right) + \frac{1}{4\pi r_0 \sqrt{D_A} \gamma(t)} \right]. \]  

(16)

### B. Green’s Function

In this subsection, we derive a closed-form analytical expression for the Green’s function of the system. To this end, we adopt the methodology introduced in [17]. In particular, we decompose \( P_A(r, t| r_0) \) as

\[ P_A(r, t| r_0) = U(r, t| r_0) + V(r, t| r_0), \]  

(11)

where function \( U(r, t| r_0) \) is chosen such that it satisfies both the reaction-diffusion equation (6) and initial condition (7). On the other hand, function \( V(r, t| r_0) \) is chosen such that it satisfies (6), but at the same time satisfies jointly with function \( U(r, t| r_0) \) the boundary conditions (8) and (9). With this approach, we can decompose the original problem into two sub-problems as follows. In the first sub-problem, we solve the reaction-diffusion equation

\[ \frac{\partial U(r, t| r_0)}{\partial t} = D_A \nabla^2 U(r, t| r_0) - k_d U(r, t| r_0), \]  

(12)

with initial condition

\[ U(r, t \to 0| r_0) = \frac{1}{4\pi r_0^2} \delta(r - r_0). \]  

(13)

In the second sub-problem, we solve the reaction-diffusion equation

\[ \frac{\partial V(r, t| r_0)}{\partial t} = D_A \nabla^2 V(r, t| r_0) - k_d V(r, t| r_0), \]  

(14)

with the initial condition

\[ V(r, t \to 0| r_0) = 0. \]  

(15)

Finally, the solutions of both sub-problems are combined, cf. (11), such that they jointly satisfy boundary conditions (8) and (9). The final solution for the Green’s function is given in the following theorem.

**Theorem 1 (Green’s function):** The probability of finding a given \( A \) molecule at distance \( r \geq r_0 \) from the center of the receiver at time \( t \), given that it was released at distance \( r_0 \) at time \( t_0 = 0 \) and may be degraded via first-order degradation reaction (1) and/or react with the receptor molecules at the receiver surface via the second-order reversible reaction (2), is chosen such that it satisfies both the boundary conditions (8) and (9). With this approach, we can decompose the original problem into two sub-problems as follows. In the first sub-problem, we solve the reaction-diffusion equation

\[ \frac{\partial U(r, t| r_0)}{\partial t} = D_A \nabla^2 U(r, t| r_0) - k_d U(r, t| r_0), \]  

(12)

with initial condition

\[ U(r, t \to 0| r_0) = \frac{1}{4\pi r_0^2} \delta(r - r_0). \]  

(13)

In the second sub-problem, we solve the reaction-diffusion equation

\[ \frac{\partial V(r, t| r_0)}{\partial t} = D_A \nabla^2 V(r, t| r_0) - k_d V(r, t| r_0), \]  

(14)

with the initial condition

\[ V(r, t \to 0| r_0) = 0. \]  

(15)

Finally, the solutions of both sub-problems are combined, cf. (11), such that they jointly satisfy boundary conditions (8) and (9). The final solution for the Green’s function is given in the following theorem.

\[ \eta_1 = \frac{\alpha(\alpha + \beta)}{(\gamma - \alpha)(\alpha - \beta)}, \]  

(18)

\[ \eta_2 = \frac{\beta(\beta + \gamma)(\alpha + \beta)}{(\beta - \gamma)(\alpha - \beta)}, \]  

(19)

\[ \eta_3 = \frac{\gamma(\alpha + \beta)(\alpha + \gamma)}{(\beta - \gamma)(\gamma - \alpha)}, \]  

(20)

respectively. Here, \( \alpha, \beta, \) and \( \gamma \) are the solutions of the following system of equations

\[ \begin{cases} 
\alpha + \beta + \gamma = \left(1 + \frac{k_f}{k_D}\right) \frac{\sqrt{D_A}}{a}, \\
\alpha \gamma + \beta \gamma + \alpha \beta = k_b - k_d, \\
\alpha \beta \gamma = k_b \frac{\sqrt{D_A}}{a} - k_d \left(1 + \frac{k_f}{k_D}\right) \frac{\sqrt{D_A}}{a}, 
\end{cases} \]  

(21)

and \( k_D = 4\pi a D_A \).

**Proof:** Please refer to the Appendix.

**Remark 1:** \( \alpha, \beta, \) and \( \gamma \) may be complex numbers. As a result, complex exponential and complementary error function have to be used for evaluation of \( W(n, m) \). However, the sum of the three \( W(n, m) \) terms on the right hand side of (16) is always a real number.

### C. Channel Impulse Response

Given the Green’s function derived in the previous section, we can calculate the channel impulse response via (5). This leads to

\[ P_{AC}(t| r_0) = \frac{k_f e^{-k_d t}}{4\pi r_0 a \sqrt{D_A}} \left\{ \begin{array}{l} 
\alpha W \left(\frac{r_0 - a}{\sqrt{4D_A t}}, \alpha \sqrt{t}\right) \\
\beta W \left(\frac{r_0 - a}{\sqrt{4D_A t}}, \beta \sqrt{t}\right) + \gamma W \left(\frac{r_0 - a}{\sqrt{4D_A t}}, \gamma \sqrt{t}\right) \end{array} \right\}. \]  

(22)

Finally, the number of \( C \) molecules expected on the surface of the receiver after impulsive release of \( N_A \) \( A \) molecules at the transmitter can be obtained as

\[ \overline{N}_C(t) = N_A P_{AC}(t| r_0). \]  

(23)

### IV. SIMULATION FRAMEWORK AND RESULTS

In this section, we first briefly describe our simulation framework. Then, we present simulation and analytical results for evaluation of the accuracy of the derived closed-form expression for the channel impulse response.

**A. Simulation Framework**

We employ a Brownian motion particle-based simulation, where the precise locations of all individual molecules are tracked throughout the simulation environment. In the adopted simulation algorithm, time is advanced in discrete steps of \( \Delta t \) seconds. In order to jointly simulate the reactions, i.e., Eqs. (1) and (2), and the diffusion of the molecules, we combine
in our simulator the algorithm proposed for the simulation of a first-order reaction in \([10]\) with the algorithm for simulation of a second-order reversible reaction introduced in \([18]\). In particular, in each step of the simulation, we perform the following operations:

1) Any \(A\) molecule undergoes a random walk, where the new position of the molecule in each Cartesian coordinate is obtained by sampling a Gaussian random variable with mean 0 and variance \(\sqrt{2D_A\Delta t}\).

2) A uniformly distributed random number \(l_1 \in [0,1]\) is generated for each \(A\) molecule. Then, a given \(A\) molecule degrades if its \(l_1 \leq \text{Pr} (\text{Reaction } k_d)\), where \(\text{Pr} (\text{Reaction } k_d)\) is the degradation probability of a given \(A\) molecule in \(\Delta t\) seconds, and is given by \([10\text{ Eq. (13)}]\)

\[
\text{Pr} (\text{Reaction } k_d) = 1 - \exp(-k_d \Delta t) \tag{24}
\]

3) If the final position of an \(A\) molecule at the end of a simulation step leads to an overlap with the receiver, a uniformly distributed random number \(l_2 \in [0,1]\) is generated. Then, this displacement is accepted as an occurrence of the forward reaction if \(l_2 \leq \text{Pr} (\text{Reaction } k_f)\). \(\text{Pr} (\text{Reaction } k_f)\) is the probability of the forward reaction and given as \([18\text{ Eq. (22)}]\)

\[
\text{Pr} (\text{Reaction } k_f) = \frac{k_f \Delta t}{4\pi \rho} \tag{25}
\]

where \(\rho\) is a normalization factor that can be evaluated as

\[
\rho = \int_{a}^{\infty} \text{Pr} (\text{Ovr}|\vec{r}, \Delta t) r^2 dr. \tag{26}
\]

Here, \(\text{Pr} (\text{Ovr}|\vec{r}, \Delta t)\) is the probability that a given \(A\) molecule at position \(\vec{r}\) overlaps with the receiver in \(\Delta t\) seconds, and can be written as \([18\text{ Eq. (B3)}]\)

\[
\text{Pr} (\text{Ovr}|\vec{r}, \Delta t) = \frac{a}{2r\sqrt{\pi}} \left[ \exp\left(\frac{-(r+a)^2}{\sigma^2}\right) - \exp\left(\frac{-(r-a)^2}{\sigma^2}\right) \right] + \frac{1}{2} \left[ \text{erf}\left(\frac{r+a}{\sigma}\right) + \text{erf}\left(\frac{a-r}{\sigma}\right) \right], \tag{27}
\]

where \(\sigma^2 = 4D_A\Delta t\) and \(\text{erf} (\cdot)\) denotes the error function. By occurrence of the forward reaction, the overlapped \(A\) molecule is removed and a new \(C\) molecule is placed on the surface of the receiver at the position where the receiver surface intersects with a straight line describing the displacement of the \(A\) molecule, i.e., the line between the positions of the molecule at the beginning and at the end of the simulation step. If \(l_2 > \text{Pr} (\text{Reaction } k_f)\), then the overlapping \(A\) molecule is returned to its previous position, i.e., the position it had at the beginning of the simulation step.

4) For each \(C\) molecule, a uniformly distributed random number \(l_3 \in [0,1]\) is generated. Then, the backward reaction in \([2]\) occurs if \(l_3 \leq \text{Pr} (\text{Reaction } k_b)\), where \(\text{Pr} (\text{Reaction } k_b)\) is the probability that a given \(C\) molecule on the surface of the receiver reverts back and produces an \(A\) molecule outside the receiver. \(\text{Pr} (\text{Reaction } k_b)\) can be evaluated via \([24]\) after substituting \(k_d\) with \(k_b\). The radial position of the new \(A\) molecule is sampled from the normalized distribution \(\text{Pr} (\text{Ovr}|\vec{r}, \Delta t) r^2 / \rho\) and its angular coordinates, i.e., \(\theta\) and \(\phi\), are uniformly distributed, see \([18]\).

### B. Simulation Results

In this subsection, we present simulation and analytical results for evaluation of the accuracy of the derived closed-form expression for the channel impulse response.

In order to focus on the impact of the two chemical reaction mechanisms introduced in Section II i.e., the first order degradation reaction \([1]\) and the second-order reversible reaction \([2]\) on the surface of the receiver, on the characteristic of the received signal at the receiver, we keep the physical parameters of the environment and the receiver constant throughout this subsection. In particular, we assume that \(a = 0.5 \mu m\) and \(r_0 = 1 \mu m\). Furthermore, we assume that the diffusion coefficient of the information molecules is \(D_A = 5 \times 10^{-9} m^2/s\) and \(N_A = 5000\). The only parameters that we vary are \(k_d, k_f,\) and \(k_b\).

For all figures, the number of \(C\) molecules expected on the surface of the receiver, i.e., \(N_C(t)\), was evaluated via \([23]\). The simulation results were averaged over \(5 \times 10^4\) independent releases of \(N_A\) \(A\) molecules at the transmitter and a simulation step size of \(\Delta t = 0.5 \times 10^{-7}\) was chosen. We also note that the values of \(k_f, k_b,\) and \(k_d\) were chosen such that the impact of changing any of these parameters can be observed over the time scale that is simulated.

In Fig. 2 the number of \(C\) molecules expected on the surface of the receiver, \(N_C(t)\), is shown as a function of time \(t\) for system parameters \(k_b = 0 \text{ s}^{-1}, k_f = 3.14 \times 10^{-14} \text{ molecule}^3 \text{ s}^{-1}\), and \(k_b = \{0, 2, 4, 10, 20, 40\} \times 10^3 \text{ s}^{-1}\). Fig. 3 shows that when \(k_b = 0, N_C(t)\) increases with increasing \(t\) over the time scale that is simulated. This is because when \(k_b = 0\), the \(C\) molecules produced on the surface of the receiver cannot reverse back via the backward reaction in \([2]\) and, as a result, stay on the surface of the receiver. However, when \(k_b > 0\), for any \(C\) molecule, there is a non-zero probability that it may reverse back and produce an \(A\) molecule in the vicinity of the receiver surface. This new \(A\) molecule may associate again with a \(B\) molecules on the
the degradation reaction in the channel. As expected, we keep the chemical parameters of the reversible reaction 10 respectively.

system parameters A and verified its accuracy via particle-based simulations. domain expression for the channel impulse response of the first-order degradation reaction. We derived a closed-form time that the information molecules can degrade in the channel via a covering the surface of the receiver. We furthermore assumed as a second-order reaction mechanism, where information nano-machines. We modelled the reception at the receiver V. CONCLUSIONS

In this paper, we considered a diffusive molecular communication channel between a pair of transmitter and receiver nano-machines. We modelled the reception at the receiver as a second-order reaction mechanism, where information molecules released by the transmitter into a fluid environment could reversibly react with the receptor protein molecules covering the surface of the receiver. We furthermore assumed that the information molecules can degrade in the channel via a first-order degradation reaction. We derived a closed-form time domain expression for the channel impulse response of the system and verified its accuracy via particle-based simulations. An excellent match between analytical and simulation results was observed.

APPENDIX

PROOF OF THEOREM 1

We denote the Fourier, inverse Fourier, Laplace, and inverse Laplace transforms by $F\{\cdot\}$, $F^{-1}\{\cdot\}$, $L\{\cdot\}$, and $L^{-1}\{\cdot\}$, respectively.

We start by solving reaction-diffusion equation (12) for initial condition (13). Taking the Fourier transform of (12) with respect to $r$ leads to the following partial differential equation

$$
\frac{\partial \bar{U}(\kappa,t|r_0)}{\partial t} = - \left( D_A^2 \kappa^2 + k_d \right) U(\kappa,t|r_0)
$$

(28)

where $\bar{U}(\kappa,t|r_0) = F\{rU(r,t|r_0)\}$, with $\kappa$ representing the Fourier domain variable, is given by

$$
U(\kappa,t|r_0) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} rU(r,t|r_0) \exp(-jr\kappa) \, dr,
$$

(29)

Solving (28) for $\bar{U}(\kappa,t|r_0)$ leads to

$$
\bar{U}(\kappa,t|r_0) = C_0 \exp(-D_A^2 t + k_d t),
$$

(30)

where $C_0$ is a constant to be determined by the initial condition. Taking the Fourier transform of (15) and employing (30), constant $C_0$ is obtained as

$$
C_0 = \frac{\exp(-jk_r\kappa)}{4\pi\kappa r_0}.
$$

Finally, $rU(r,t|r_0)$ can be evaluated as

$$
rU(r,t|r_0) = F^{-1}\{\bar{U}(\kappa,t|r_0)\}
$$

$$
= \frac{\exp(-k_d t)}{8\pi r_0 \sqrt{\pi D_A t}} \exp\left(-\frac{(r-r_0)^2}{4D_A t}\right),
$$

(32)

Next, we solve reaction-diffusion equation (14) for initial condition (15). In order to do so, we first apply the Laplace transform with respect to $t$ to (14) which results in

$$
sr\bar{V}(r,s|r_0) - rV(r,t=0|r_0) = D_A \frac{\partial^2}{\partial r^2} (r\bar{V}(r,s|r_0)) - k_d r\bar{V}(r,s|r_0),
$$

(33)

where $\bar{V}(r,s|r_0) = L\{V(r,t|r_0)\}$, i.e.,

$$
\bar{V}(r,s|r_0) = \int_0^\infty V(r,t|r_0) \exp(-st) \, dt.
$$

(34)

The second term on the left hand side of (33) is zero (see (15)). Eq. (33) is a partial differential equation of function $rV(r,s|r_0)$. As can be seen from (32), $U(r \to \infty, t|r_0) = 0$. Thus, in order to satisfy (8), $V(r \to \infty, t|r_0) = 0$. Taking this into account, the solution of (33) can be written as

$$
\bar{V}(r,s|r_0) = \frac{q}{r} \exp\left(-r \sqrt{\frac{s + k_d}{D_A}}\right),
$$

(35)

where $q$ is a constant that can be used to ensure that $U(r,t|r_0)$ and $V(r,t|r_0)$ jointly satisfy boundary condition (9). In order to find $q$, we first evaluate $L\{P_A(r,t|r_0)\} = P_A(r,s|r_0) = L\{U(r,t|r_0)\} + L\{V(r,t|r_0)\}$ which yields

$$
P_A(r,s|r_0) = \frac{\exp\left(-\sqrt{s + k_d} (r - r_0)\right)}{8\pi r_0 \sqrt{D_A (s + k_d)}} + \frac{q}{r} \exp\left(-r \sqrt{\frac{s + k_d}{D_A}}\right),
$$

(36)
where we used [19, Eq. 29.3.84]
\[
L \left\{ \frac{1}{\sqrt{\pi t}} \exp \left( -\frac{b^2}{4t} \right) \right\} = \exp \left( -\frac{b\sqrt{s}}{\sqrt{t}} \right),
\]
for evaluation of \( L\{U(r,t|r_0)\} \). Then, we calculate the Laplace transform of boundary condition (9), which leads to
\[
\frac{\partial \mathcal{P}_A(r,s|r_0)}{\partial r} \bigg|_{r=a} = \frac{k_fs}{ak_Ds + bsk_D} \mathcal{P}_A(r,s|r_0).
\]
(38)

Now, taking the derivative of (36) with respect to \( r \), substituting the resulting equation into (38), and solving the corresponding equation for \( q \) yields
\[
q = \frac{ak_D\sqrt{s+k_d} - k_D - k_fs}{ak_D\sqrt{s+k_d} + k_D + k_fs} \times \frac{1}{8\pi r_0 \sqrt{DA(s+k_d)}}
\]
\[
\times \exp \left( -\sqrt{\frac{s+k_d}{DA}}(r_0 - 2a) \right).
\]
(39)

The Laplace transform of the final solution can be evaluated by substituting (39) into (36), and can be written as the sum of three terms as follows:
\[
\mathcal{P}_A(r,s|r_0) = \frac{\exp \left( -\sqrt{\frac{s+k_d}{DA}}(r - r_0) \right)}{8\pi r_0 \sqrt{DA(s+k_d)}}
\]
\[
+ \frac{\exp \left( -\sqrt{\frac{s+k_d}{DA}}(r + r_0 - 2a) \right)}{8\pi r_0 \sqrt{DA(s+k_d)}}
\]
\[
- \left[ \frac{k_D + \frac{sk_f}{s+k_b}}{ak_D\sqrt{s+k_d} + k_D + \frac{sk_f}{s+k_b}} \times \frac{1}{4\pi r_0 \sqrt{DA(s+k_d)}} \right].
\]
(40)

Taking the inverse Laplace transform of the first two terms on the right hand side of (40) yields the first two terms on the right hand side of (16). The denominator of the third term on the right hand side of (40) can be rearranged and written as
\[
\left[ (s+k_d)^{3/2} + (k_b - k_d)\sqrt{s+k_d} - \frac{k_D + k_f}{ak_D} \sqrt{DAk_d} + \frac{k_D + k_f}{ak_D} \sqrt{DA(s+k_d)} \right]
\]
\[
\times \frac{1}{4\pi r_0 \sqrt{DA(s+k_d)}} \exp \left( -\sqrt{\frac{s+k_d}{DA}}(r + r_0 - 2a) \right),
\]
(42)

where \( \eta_1, \eta_2, \) and \( \eta_3 \) are the residues and given by [18] (20). Taking the inverse Laplace transform of (42) results in the last three terms on the right hand side of (16), where we used [19, Eq. 29.3.90]
\[
L^{-1} \left\{ \exp \left( -n\sqrt{s} \right) \right\} = \exp \left( \frac{nm + m^2t}{\sqrt{2t}} \right)
\]
\[
+ \exp \left( \frac{n}{\sqrt{2t}} + m\sqrt{t} \right).
\]
(43)
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