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Abstract

Suppose the same contestants play in tournaments of chess, shogi, and Go. Per-tournament rankings can be estimated. We may also try to recover a latent board game skill that accounts for some proportion of the variance in per-board game rankings. To accomplish this, a factor model is introduced. Identification issues with the ordinal paired item model are discussed. Simulation studies are presented to provide some guidance about sample size requirements. Both single item and multivariate correlation and factor model are validated using simulation-based calibration. We recommend leave-one-out cross-validation to assess model fit. To ease application of the methods described, an open-source companion R extension, pcFactorStan, is published on the Comprehensive R Archive Network. Application of pcFactorStan is demonstrated by analysis of a real-world dataset.

1. Introduction

The notion that latent constructs such as general intelligence can partially account for more specific measurable attributes like reading comprehension has spawned a whole branch of productive research known as factor analysis [1]. Factor analysis has generally been applied to items that record absolute as opposed to relative judgments. Absolute measures are interpreted in reference to some fixed maximum and minimum. In contrast, relative measures are judgments about the relative worth of objects within a set. These judgments are relative because the worth of a given object depends on which other contrasting objects are included in the set. Here we introduce a novel type of factor model built on relative indicators.

For example, consider a survey to compare chocolate pudding recipes on facets of taste, color, and texture. Each prompt consist of two competing recipes (i.e., two objects) and a facet or item. A set of prompts might include,

| Carob Milk has | taste compared to Cocoa Milk. |
| Cocoa Soy has | texture compared to Cocoa Milk. |
| Carob Soy has | color compared to Carob Milk. |

where a judge fills in with better, worse, or the same. Ignoring any potential judge effect, recipes can be ranked per-facet (i.e., on taste, texture, and color). The Bradley-Terry-Luce model is often used to conduct analyses that rank one facet at a time [2]. For example, recipes might be ranked on texture alone. However, we can also imagine that there might be a latent Pudding Greatness factor that accounts for some proportion of the variance in item-wise (i.e., facet-wise) rankings.

While correlations among facets have been modeled [3], a factor model is absent from the literature. Factor models can be fit to correlation data. However, in such a two-stage analysis, uncertainty is not accurately propagated from response data to correlation data, and then to factor scores and loadings. Inferential statistics at the factor model level cannot accurately reflect the uncertainty arising from the response model. Here we introduce a Bayesian paired comparison factor model. Item and factor parameters are estimated simultaneously and estimates of parameter uncertainty do not rely on asymptotic arguments.

To further clarify our aims, we acknowledge that factor analysis is a general mathematical technique that can be used in diverse ways. Indeed, factor models have appeared with some frequency in paired comparison literature. For example, the worth of each object can be modeled as a latent variable and a factor model built on top, treating the latent worths as indicators [e.g., 4]. This application of factor analysis can discern subtle relationships among objects, but it remains a single item analysis in terms of object comparison.

Factor models can also appear in superficially similar model [e.g., 5]. In this strand of research, multivariate models are employed to combat social desirability bias [6]. Items are ranked within blocks wherein each item within a block is associated with a different latent dimension. An example block of size three to measure the Big Five personality traits is
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I am relaxed most of the time.
I start conversations.
I catch on to things quickly.

A participant ranks the items within a block by marking one as most like me and another as least like me [7]. The first item is associated with Neuroticism, the second with Extraversion, and the third with Openness. This kind of survey is multidimensional, but researchers have no intention to posit a latent Personality factor that would account for some of the variance in the five traits.

We have reviewed some examples of paired comparison factor models from prior literature. However, these analytic methods do not try to assess an inaccessible, latent quality of objects by measuring multiple accessible facets of those objects. The models and associated topics required to perform a factor analysis of the type indicated will be introduced. A series of simulation studies will attest to the accuracy of our proposed models. Finally, our proposed methodology will be applied to a real-world dataset.

Before we start, a word on mathematical convention. For Bayesian inference we use Stan, a state-of-the-art probabilistic programming language [8]. To promote clarity, we follow Stan’s mathematical conventions. Specifically, matrix Cholesky factors are lower (not upper) triangular, and for the univariate case of the normal distribution \( \mathcal{N} \), the second argument is a standard deviation not a variance.

2. Model

2.1. Item model

Let \( N \) be the number of objects with latent worths \( \mu_1, \mu_2, \ldots, \mu_N \). Let \( m, n \) index two objects \( \{1, \ldots, N\} \) such that \( m < n \). Let \( H \geq 3 \) be an odd number of response options and \( r_1 < \ldots < r_{H-1} \) denote thresholds with \( r_0 = -\infty \) and \( r_H = \infty \). Let observed data \( y_{mn} \in \{1, \ldots, H\} \) where response 1 is the most favorable for \( m \) and \( H \) the most favorable for \( n \). Let \( Z_{mn} \) be a continuous latent stochastic variable associated with \( y_{mn} \) such that when \( y_{mn} = h \) then \( r_{h-1} < Z_{mn} \leq r_h \). We model paired comparisons as

\[
\pi(y_{mn} \leq y_{nm}) = F(r_{y_{mn}} + \mu_m - \mu_n) \tag{1}
\]

where \( F \) is a cumulative distribution function. Both [9] and [2] described this same model, but [9] used the cumulative normal for \( F \) while [2] used the logistic. This is a traditional, abstract style of presentation for a single item. Later, we will add index \( i \) in the set \( \{1, \ldots, I\} \) to accommodate \( I \) items. For example, Carob Milk might be compared to Cocoa Soy on three items: taste, texture, and color.

Our particular item model is inspired by the graded response model [10] from Item Response Theory [11]. We do not need to review the graded response model; the presentation here is self-contained, but a reader who is already familiar with it will notice the similarities. Probability is assigned to less-than inequalities and a difference is used to obtain the probability of an observation,

\[
\pi(y_{mn} = h) = \begin{cases} 
\pi(y_{mn} \leq h) - 0 & \text{if } 1 = h \\
\pi(y_{mn} \leq h) - \pi(y_{mn} \leq h - 1) & \text{if } 1 < h < H \\
1 - \pi(y_{mn} \leq h - 1) & \text{if } h = H.
\end{cases} \tag{2}
\]

The graded response model is adapted to paired comparisons mainly through the use of particular thresholds. We assume the symmetry \( \mu_m - \mu_n = -(\mu_n - \mu_m) \); object comparison order has no effect other than a change of sign. Hence, thresholds can be completely parameterized by \( \Delta_d \) for \( d \in \{1, \ldots, D\} \) where \( D \equiv (H - 1)/2 \). Let the cumulative sum \( \delta_d \equiv \sum_{d'=1}^{d} \Delta_{d'} \) for \( d \in \{1, \ldots, D\} \). We define our paired comparison response inequality as

\[
\pi(y_{mn} \leq h \mid \alpha, \sigma) = \frac{1}{1 + \exp[\alpha \{b + \sigma(\mu_m - \mu_n)\}]} \quad \text{for } h \in \{1, \ldots, H - 1\} \tag{3}
\]

where \( I \) are the cumulative thresholds arranged in descending and then ascending order \( (\delta_D, \ldots, \delta_1, -\delta_1, \ldots, -\delta_D) \); \( a \geq 0 \) is a discrimination parameter, and \( s > 0 \) controls the scale. Since probability (Equation (2)) must be positive, we also require all \( \Delta > 0 \). The relationship between \( \alpha \) and \( s \) will be elaborated in the next section.

2.2. Identification

Since we only have ordinal information about worth differences \( \mu_m - \mu_n \), the scale is arbitrary and, given \( N \) latent worths \( \mu_1, \mu_2, \ldots, \mu_N \), we can only estimate \( N - 1 \) of them. Without loss of generality, we would like to center latent worths \( \sum \mu = 0 \). One solution is to employ a hard constraint, \( \mu_i = -\sum_{m=2}^{N} \mu_m \). Alternately, we could use a soft constraint such as prior \( \mu \sim \mathcal{N}(0, \sigma) \) with some scale \( \sigma \). Both solutions would result in equivalent estimates. We should choose whichever is easier to sample. Adopting the same approach used by Stan models for Item Response Theory [12], we employ a soft constraint.

The traditional response model (Equation (1)) will estimate a spread of \( \mu \) limited only by the number of objects \( N \) when observations imply that objects are arranged like beads on a string, \( A < B < C < \ldots \). This arbitrary scale is inconvenient for statistical modeling; software often performs better when variables are scaled to have a variance near 1.0. The \( s \) parameter in response model (Equation (3)) facilitates scaling. Regardless of the number of objects \( N \), the distribution of \( \mu \) can be standardized by using \( s \) to zoom in (or out) on \( \mu \) differences. The utility of \( s \) differs from \( a \). The discrimination parameter \( a \) quantifies how easy it is to discriminate the difference between two worths, analogous to the role this parameter plays in the graded response model [10].

Parameters \( s \) and \( a \) cannot be simultaneously identified. Two scenarios, a sensitive item comparing similar objects and an insensitive item comparing dissimilar objects, are not distinguishable. We will describe how the distribution of worths \( \mu \) is standardized in the Section 2.6.

2.3. Correlation and factor models

To accommodate \( I \) items, we add an \( i \in \{1, \ldots, I\} \) index to worths \( \mu_{m,i} \), number of response options \( H_i \), discriminations \( \alpha_i \), thresholds \( \Delta_i,d \), and observed data \( y_{mni} \). For the polychoric correlation model, object worths \( \mu_{m,i} \) are distributed with correlation \( \Sigma_{ID} \) [cf. 13]. The factor model takes a different tack and does not use a correlation matrix to relate items. Instead, a parameter expansion approach adds a parameter for each latent factor score [14, 15]. Object worths are modeled as

\[
\mu_{mni} = \lambda_{1xF} \eta_{FmNi} + \epsilon_{1xN} \tag{4}
\]

where \( \lambda_{1xF} \) is the factor-to-item loadings matrix, \( \eta_{FmNi} \) is the latent factor scores matrix, and \( \epsilon_{1xN} \) is an array of zero mean, normally distributed residuals.

To recap, we have presented the likelihoods for three distinct models: a single item model (Equation (2)), a correlation model that binds \( I \) item models together with correlation matrix \( \Sigma_{ID} \), and a factor model that binds \( I \) item models together with a factor structure (Equation (4)). As usual, the model log likelihood is the sum of item response (Equation (2)) log likelihoods, \( \sum_{m=1}^{M} \log \pi(y_{mi}) \) where \( y_{mi} \) are all the comparisons on item \( i \) for objects \( m, n \in \{1, \ldots, N\} \), with the sum over observations omitted for brevity. To reiterate, all models specify the same likelihood for observed data but differ in latent, unobserved structure. This concludes our discussion of likelihood, but for Bayesian estimation we also need to specify priors distributions for all parameters, to be covered next.

2.4. Bayesian statistical inference with Stan

An open-source companion software package to this paper, pcfactorStan version 1.5, is published on the Comprehensive R Archive...
Network (CRAN). This package contains Stan implementations of the univariate, correlation, and factor models that we will continue to describe in the next sections. To use these models competently, it is crucial to have a rudimentary understanding of Stan fit diagnostics. We summarize diagnostic guidelines in Appendix A.

In this article, all reported results have met the recommended diagnostic thresholds and exhibit no geometric divergences. The key to efficient sampling is careful scaling, parameterization, and priors. These details provide insight into how the data generating processes are communicated to the Stan sampler and assist in the interpretation of parameter estimates.

2.5. Item thresholds

We drop the item index $i$ since the following applies to all items independently. Initially, we experimented with an exponential distribution prior for thresholds. However, the sampler occasionally explored pathologically large thresholds, regardless of the rate parameter. We argue that the largest sensible threshold $\Delta_j$ is $\max(\mu) - \min(\mu)$. For example, if there is only one threshold $D = 1$ and $\Delta_1 = \max(\mu) - \min(\mu)$ then the model (Equation 2) would predict $x(i_{\text{item}} = 2 | \alpha > 1, s = 1) \geq 0.48$ for all $n_i$. This would be an overwhelmingly frequent use of a response category. We can a priori cap thresholds at this extreme value. Although there is often plenty of data to estimate thresholds, the Stan sampler has trouble with exactly uniform priors. Dropping the index $d$, as all thresholds receive the same treatment, we can parameterize $\Delta_j = \max(\mu) - \min(\mu)$ and estimate the proportion $\iota \sim \beta(1.1, 2)$. This beta distribution favors proportions near 0.09. The precise shape of the beta distribution seems to have little influence on the posterior.

2.6. Scale

Due to computational limitations, the standard multivariate normal is easier to fit than a general multivariate normal with arbitrary scale. As a first step in any analysis, we estimate $s_j$ on a per-item basis, ignoring any potential relationship among items. This will not affect analysis results, even for multi-item models, because the choice of $s$ only affects worth scale, $sd(\alpha)$, not interpretation or inferential statistics. Some point estimate of $s$ will suffice.

We estimate variance $\sigma \sim \text{inv-gamma}(1, 1)$ and standardized worths $\mathcal{W}_n \sim \mathcal{N}(0, 1)$ for $n \in \{1, \ldots, N\}$. This permits a non-centered parameterization that separates scale and location type parameters, $\mu \sim \sigma^{1/2} \mathcal{W}$ [16, p. 255]. By setting $s \sim sd(\mu)$ for some constant $j \geq 1$, the adaptive or profiled posterior tends to aim $sd(\mu)$ at 1.0. We fix $\alpha = 1.749$ to scale the logistic function to closely match the normal cumulative distribution function [17]. The constant $j$ controls the strength of the adaptation. We conducted a simulation study to demonstrate this approach with 30 objects and 450 round-robin comparisons. Worths $\mu$ were drawn from $\mathcal{N}(0, \exp(-4 + 5.5s/9)^{1/2})$ for $u \in \{0, \ldots, 9\}$ and comparisons generated with item discrimination $\alpha$ set to $0.3 + 1.749/\nu$ for $\nu \in \{0, \ldots, 9\}$. Object variance and $\alpha$ could not be much larger because there were only 30 objects; the maximum spread is obtained when comparisons imply that objects are arranged along a line like $A < B, B < C, \ldots, Y < Z$. For each $(u, v)$ condition, models were fit with $j$ set to integers 1 to 9. Each condition was replicated 4 times with different random seeds.

The results are displayed in Fig. 1. The larger error in the upper right of the $j = 1$ panel evidence that this is a mild correction. As $j$ increases to 5, the error in the upper right decreases to below 0.2 all the way to the corner. Accuracy seemed adequate with $j = 5$ and did not improve much with $j > 5$. Models in the lower left are never recovered accurately because the discrimination is so poor and variance so small that most of the comparisons obtain an endorsement of equal or are contradictory. We did not explore $j > 9$; as $j$ increases extreme posterior curvature will eventually cause sampling problems.

2.7. Item discrimination

In the previous section, we approximately standardized the distribution of worths $\mu$ by estimating a per-item scale $s$. Since $s$ and discrimination $\alpha$ cannot be identified simultaneously, $\alpha$ was fixed to 1.749 to approximate the normal cumulative distribution function [17]. We now flip this around, dropping the item index $i$ since all items receive the same treatment. Point estimates of $s$ are entered into the model as non-stochastic data and we estimate $\alpha > 0$. We know that $\alpha$ is centered at 1.749 because $s$ was tuned with that assumption. Hence, we use a $\mathcal{N}(1.749, 0.2)$ prior (truncated at zero). This prior worked well for all models reported here. The information about scale or discriminations, which are two sides of the same coin, is partitioned into a fixed constant $s$ and stochastic parameter $\alpha$.

---

1 https://cran.r-project.org/package=pcFactorStan.
2.8. Correlation model

We use a non-centered parameterization that isolates correlation parameters \[16\], p. 255]. Worths \( \rho_{N \times I} \leftarrow W_{N \times I} \Sigma_{1/2} \) where \( I \) dimension correlation matrix Cholesky factor \( \Sigma_{1/2} \sim \text{lk}(2.5) \), and \( W_{N \times I} \) are element-wise \( \mathcal{N}(0, 1) \). Conceptually, we would prefer a uniform prior for the correlation matrix, but Stan often runs into trouble with exactly uniform priors. The \( \text{lk}(2.5) \) correlation prior is fairly uniform with a slight preference toward zero polychoric correlations \[18\]. This correlation prior worked well for all models reported here, but can be increased if divergences are observed.

2.9. Factor model

The factor model (Equation (4)) demands considerable finesse to implement with a non-centered parameterization \[16\], p. 255]. Let factor scores \( \eta_{N \times F} \) be element-wise \( \mathcal{N}(0, 1) \). When there is more than one factor \( (F > 1) \) then \( \psi_{1/2} \sim \text{lk}(2.5) \) is an \( F \) dimensional correlation matrix Choleskey factor and \( \eta_{N \times F} \leftarrow \eta_{N \times F} \psi_{1/2} \). Otherwise, when there is a single factor \( (F = 1) \), \( \eta_{N \times F} \leftarrow \eta_{N \times F} \). The \( \text{lk}(2.5) \) correlation prior is fairly uniform with a slight preference toward zero polychoric correlations \[18\]. Factor loadings \( \lambda_{F \times I} \) are element-wise expressed as proportion \( (\lambda_1 + 1)/2 \sim \beta(3, 3) \). The \( \beta(3, 3) \) prior worked well for all models reported here, but can be increased to \( \beta(4, 4) \) if divergences are observed. Conceptually, we would prefer uniform priors for the correlation matrix \( \psi_{1/2} \) and factor loadings \( (\lambda + 1)/2 \), but Stan often runs into trouble with exactly uniform priors.

The second part \( \epsilon_{I \times J} \) of the factor model (Equation (4)) cannot use an element-wise \( \mathcal{N}(0, 1) \) prior because this would be inconsistent with the parameterization of \( \lambda \) (i.e., scale multiplied by location). To remain consistent, we decompose \( \epsilon \) into vector direction \( \epsilon_{I \times J} \sim N(0, 1) \) and scale \( \sigma_{(i + 1)}/2 \sim \beta(3, 3) \), both priors applied element-wise. Scalar vector products form \( \epsilon_{I \times J} \) by \( \epsilon_{i} \), \( \epsilon_{j} \) for \( i \in \{1, \ldots, I\} \) with an index of selecting the whole vector.

Factor loadings \( \lambda_{I \times J} \) alone are not interpretable since the total variance is not constrained to 1.0 during sampling; also, \( \sigma \) must be taken into account. In lieu of factor loadings, \( \lambda \) and \( \eta \) vectors are standardized into factor proportion \( \lambda_{i, f} \equiv \text{var}(\lambda_{i, f}) \eta_{i,f} / \sqrt{\text{var}(\epsilon_i) + \sum_{j \neq i} \text{var}(\lambda_{j, f}) \eta_{j,f}} \) for all \( f \in \{1, \ldots, F\} \), \( i \in \{1, \ldots, I\} \) [19, Equation 2]. For identification, the first items with nonzero factor proportions are set positive and the sign of the remaining proportions are determined by the relative vector direction. Despite the \( \beta(3, 3) \) priors, which attenuate factor proportions, Heywood cases can still arise where a factor accounts for practically all of the variance [cf. 20]. To stabilize sampling, a \( \mathcal{N}(0, 1.2) \) prior is placed on logit transformed proportions \( \log(0.5 + 0.5\lambda_{i,f})^{-1} - 1 \) for all items \( i \) which load on factor \( f \). The standard deviation of 1.2 for this prior still permitted absolute factor proportions near 1.0 while avoiding divergences.

2.10. Model fit assessment

Once observed data are fitted, how can we tell whether the model fits well? Posterior predictive checking is one way to assess whether the model is a good fit \[21\], p. 143]. Observed data should look similar to data generated with the fitted model, for some definition of similar. One way to measure similarity is to tabulate responses between object pairs \( k, f \) where \( u < k \) and apply the \( j^2 \) goodness of fit test \( \sum_{k,j} \omega_{k,f} (O_k - E_k j)^2 / E_k \), where \( H \) is the number of response options. The problem with this approach is that the test requires a minimum frequency of five per expected cell. Some datasets may partially satisfy this requirement, but a frustrating case would be 25 objects and 1200 round-robin comparisons, in which case none of the object pairs could be evaluated.

Due to the troublesome minimum cell frequency requirement, we instead recommend leave-one-out cross-validation. The naïve approach of re-fitting the model over-and-over with each observation left out would be extremely time consuming. However, per-observation statistics can be efficiently approximated using Pareto-smoothed importance sampling \[22\]. A Pareto shape parameter \( k \) is assigned to each observation. Recommended thresholds guide the interpretation of \( k \). Data with \( k \leq 0.5 \) are plausible with respect to the posterior. Data with \( 0.5 < k \leq 0.7 \) are possible outliers. When \( 0.7 < k \leq 1 \) these data are quite unexpected with respect to the posterior. Finally, any \( l < k \) values signal that the model is such a poor fit to the data that the model’s predictive density could not be estimated.

3. Simulation studies

3.1. Preliminaries

Simulation studies are often used to validate that a statistical model can accurately recover point estimates of data generating parameters along with accurate estimates of the precision of these recovered parameters. Here we address these questions, and also the selection of which objects to compare, a facet of paired comparison data that is usually unmodelled or regarded as exogenous. If specimens from two sets of objects are never compared then we can only rank within the sets, not between them. Hence, the choice of which objects to compare is germane to the study of our statistical model performance.

A recently acquired dataset prompted the development of the paired comparison factor model. This dataset compared physical activities (i.e., objects) on certain criteria. Sometimes the question of which objects to compare is decided in advance. Round-robin comparisons are the simplest approach, but the number of pairings grows in proportion to number of objects squared, \( N^2 \). Another scheme is the single-elimination tournament; the loser of each match-up is not given the opportunity to compete again. Pairings might also be selected by an adaptive testing algorithm [e.g., 23]. When our data were collected, participants themselves decided which physical activities to compare. Many object pairs were not compared. Therefore, we begin with two studies to examine the effect of pairing choice and sample size on worth estimates. It is likely that these questions have already been addressed in prior literature, but we re-examine them here briefly since multi-item models critically depend on single item models.

3.1.1. Sample size by connectivity

We look at the accuracy of latent worth recovery for different numbers of objects and different connectivity regimes. A graph is induced if we regard objects as vertices and paired comparisons as undirected edges. Graphs were generated for two conditions, round-robin and two level, for 15 to 100 objects. A two level graph is generated as follows. Initially, to ensure that all vertices are connected, edges are added from the first vertex to all the other vertices. Thereafter, pairs of edge vertices are drawn from discretized \( \beta(\text{shape}1, 1.0) \) and \( \beta(\text{shape}2, 1.0) \) distributions. The intuition is that the edges will tend to connect a small subset of vertices near the root of the tree to leaf vertices. These vertex connections are similar to the pairs that you might observe in a single-elimination tournament, but with more continuous control over edge non-uniformity. Fig. 2 exhibits example graphs with 15 objects each. Here, two level graph shape parameters were set to 0.64 and 0.24, approximating the distribution of pairings found in our physical activities data.

Data with the sample size (i.e., number of edges) set to 300 + 5 times the number of objects were simulated with discrimination \( \alpha = 1.749 \), scale \( \lambda = 1 \), and two thresholds \( \Delta \) at 0.8 and 1.6. These parameters produced roughly equal proportions of responses, that is, data from which latent worths should be easy to recover. In the parameter recovery phase, worths \( \mu \), thresholds \( \Delta \), and discrimination \( \alpha \) were estimated; worths were simulated as standard normally distributed so there was no need to estimate \( \sigma \). Five Monte Carlo trials were conducted per condition. Both graph configurations performed about the same for up
to 30 objects (Fig. 3). For 35 or more objects, a two level graph offered more information than round-robin.

3.1.2. Effect of non-uniformity

In the previous study, we considered two level graphs with shape parameters 0.64 and 0.24. To provide more information about latent worth recovery performance, we consider two level graphs with shapes \( \exp(-\frac{1}{x}) \) and \( \exp(-\frac{1}{x^2}) \) for \( u \in \{0, 1, \ldots, 9\} \) with 10 Monte Carlo trials per condition. Data generation and recovery of item parameters were the same as in the previous study. Simulations involved about 26 objects with 390 paired comparisons.

As a data cleaning step, vertices (i.e., objects) with fewer than 11 edges and not connected to 2 or more different vertices were excluded. For example, if object \( A \) was compared to at least two other objects, \( B \) and \( C \), then \( A \) was retained. The rationale is that, although little may be learned about \( A \), there may be a transitive relationship, such as \( B < A < C \), by which the model can infer that \( B < C \). After data cleaning, 91% of the trials had 25 or more objects and no trial had fewer than 21 objects. Non-uniformity was approximated by application of Kullback-Leibler divergence (Equation (B.11)) to counts of how many times each vertex was involved in an edge. Fig. 4 shows the results. In comparison, our physical activities dataset had a non-uniformity index of 0.3.

3.2. Model validation

Evidence from our single item studies suggest that point estimates of latent worths can be recovered with reasonable accuracy in a variety of conditions. However, we have not examined the accuracy of per-parameter marginal posterior distributions, often summarized as standard errors. Simulation-based calibration was originally developed to check the accuracy of inference algorithms [24]. However, the same method can also be used to calibrate models [25]. The core idea of simulation-based calibration is that averaging the posterior distributions fit from observations simulated from the prior predictive distribution will always recover the prior, \( x(\theta^i) = \int \text{dy} \ x(\theta^i | y) \ x(y, \theta) \).

Using this idea, we simulate one parameter from the prior distribution \( \theta \sim x(\theta) \), generate data \( y \sim x(y | \theta) \), sample \( R \) parameters from these data \( (\theta^i_1, \ldots, \theta^i_R) \sim x(\theta | y) \), and then compute the number of posterior samples larger than the prior sample \( R = \#(\theta^i > \theta) \). We repeat this process \( L \) times to obtain \( R_1, \ldots, R_L \) rank statistics, displayed as a histogram. The process works similarly when \( \theta \) is a vector and produces per-parameter histograms.

Non-uniform histogram appearance indicates that simulations are incorrect or our model is inconsistent. We sort histograms by a non-uniformity index (Equation (B.1)) and visually inspect the least uniform histograms by parameter family. To aid in interpretation, a shaded envelope is superimposed over the plot to show 99% of the variation expected from a uniform histogram.

3.2.1. Common conditions for next studies

To avoid repetition, specifications common to the following simulation-based calibration studies are reported here. Parameter histograms were produced with \( L = 500 \) draws from the prior predictive distribution with \( R = 2046 \) samples per chain. Object pairings were generated using a random two level graph with shape parameters 0.64 and 0.24. For data generation, item discrimination \( a \sim [\sqrt{1.749}, 0.2] \), and two
thresholds $\Delta_1 \sim |\mathcal{N}(0.4, 0.2)|$ and $\Delta_2 \sim |\mathcal{N}(1.0, 0.5)|$. Scale $s$ was set to 1; since worths $\mu$ were simulated as standard normally distributed, there was no need to estimate scale $s$. For parameter recovery, the priors given in Section 2 were used.

3.2.2. Simulation-based calibration studies

The single item model was calibrated with data generated for 25 objects and 400 comparisons. Maximum non-uniformity (Equation (B.1)) was 0.34 and visual inspection revealed no suspicious patterns. The data generating prior for the thresholds (e.g., $|\mathcal{N}(0.4, 0.2)|$ for $\Delta_1$) did not match the parameter recovery prior $\beta(1, 1, 2)$ on the raw threshold proportions $i$ (see Section 2.5). However, no distortion in the marginal posteriors was evident.

The correlation model was calibrated with data generated for 50 objects, 500 comparisons, and 6 items. Signed factor proportions were simulated from a logistic transformed normal (Equation (5)) with $\nu = 0.6$ and $0.5$ for the first and second factors, respectively, with factor loading pattern shown in Fig. 6. Data were generated with factor correlation matrix $\psi = \text{lk}(2.5)$, the same distribution as the parameter recovery prior (Section 2.9). Maximum non-uniformity (Equation (B.1)) was 0.57. Both the discrimination $\alpha$ and threshold parameters exhibited approximately the same severity of bias as found in the single factor model. In addition, the factor correlation parameter $\psi_1$ may have exhibited faint overdispersion (Fig. 8).

3.3. Summary

First we examined the accuracy of point estimates by sample size and connectivity. Thereafter, we evaluated the accuracy of the marginal posterior distributions of the parameters. Both point estimates and marginal posterior were recovered with adequate precision. Source code for all simulations is available at https://osf.io/23adh.

4. Application

4.1. Ranking physical activities

Flow is a psychological state, also known as optimal experience, where a person is fully immersed and focused on the task at hand [26]. While flow has been vigorously studied since the 1970s, the primary focus of this body of research has been on the person who experiences flow. There was even an early suggestion that “activity and experience are ultimately independent of each other” [27, p. 85]. However, it is now generally recognized that the activity does matter and some work has begun to examine the interaction between activity and flow [e.g., 28].
We suspected that activities have latent flow propensities. It may be easier to enter into flow while playing golf than while running on a treadmill, averaging across participants. For people who are primarily interested in the experience of flow rather than pursuit of a specific activity, what information can we provide to guide activity selection?

4.2. Method

4.2.1. Measure

We adapted flow-related items to a paired activity comparison format. Our items were based on the Flow State Scale-2 and Dispositional Flow Scale-2 measures [29], supplemented with items inspired by [30].

4.2.2. Procedure

Participants submitted two activities of their choice using free-form input. These activities were substituted into $P1$ and $P2$ placeholders in item templates. For example, Item *predict* prompted, “How predictable is the action?” with response options:

$P1$ is much more predictable than $P2$

$P1$ is somewhat more predictable than $P2$

Both offer roughly equal predictability.

$P2$ is somewhat more predictable than $P1$

$P2$ is much more predictable than $P1$

If the participant selected *running* and *golf* then the item was rendered as

*running* is much more predictable than *golf*

*running* is somewhat more predictable than *golf*

Both offer roughly equal predictability.

A somewhat more response was scored 1 or -1 and much more scored 2 or -2. A tie (i.e., roughly equal) was scored as zero. Participants were asked to respond to 16 items.

4.3. Results

Across all 1015 participants, 87 physical activities were named. Hence, this study can be regarded as an incomplete design because each participant only compared two of these 87 activities. Excluding 57 missing responses, this amounted to 16183 observations. We analyzed these data using functions provided by the pcFactorStan package. Raw data and line-by-line R code for the same analysis is available as part of the pcFactorStan manual. Here we briefly report the highlights.

A graph is induced if we regard activities as vertices and paired comparisons as undirected edges. Following the recommended data cleaning procedure, we excluded vertices not part of the largest connected component [31]. Focusing on the remaining vertices, we excluded those connected by fewer than 11 edges and not connected to 2 or more different vertices. These data cleaning steps are built into pcFactorStan. Data reduced to 993 participants who compared 61 physical activities (15832 observations). The connectivity graph of these comparisons obtained a non-uniformity index (Equation B.1)) of 0.3. We estimated the scale $s$ for each item with the default settings (i.e., $j = 5$). Two items, *goal* and *feedback*, obtained a small scale and were excluded from further analyses. Remaining scale point estimates $s$ ranged from 0.26 to 0.71 with a median of 0.46.

The correlation model was fit to the remaining 14 items. Median polychoric correlations between items are exhibited in Fig. 9. Correlations with an 80% interval crossing zero are omitted. Based on this plot and theoretical considerations, we decided to exclude Items *spont*, con-
A single factor model was fit to the remaining items. Once sampling was complete, the lme package was used to screen for outliers. All Pareto shape parameters $k$ were less than 0.5, indicating adequate fit [22]. Another way to assess model fit is to examine the residual correlation matrix. If the factor model fits well then residual correlations should be indistinguishable from zero. Fig. 11 suggests that there is room for improvement. For example, Item chatter might be refined since it is implicated in two residual correlations.

Signed factor proportions are exhibited in Fig. 12. The two weakest items here, chatter and body, are also afflicted by residual correlations (Fig. 11). Factor scores are exhibited in Fig. 13, excluding activities with a sample size of 10 or less. Martial arts, climbing, and snow skiing
were estimated to have the highest flow propensities while elliptical and walking were estimated to have the lowest.

5. Discussion

Paired comparison models have been in use for about a century, but mainly to rank a single object facet. Here we introduce an exploratory factor model for multiple indicator paired comparison data. We start with the item response model and discuss identification issues. Correctness of the model specifications is demonstrated by simulation. Thereafter, a real-world dataset is analyzed.

The models described here are vanilla, bare-bones versions that would benefit from more modeling options. For example, it is often desirable to investigate measurement invariance [e.g., 33, 34]. This capability is a planned addition to the pcFactorStan package, to permit multiple groups with some parameters constrained equal across groups. In addition, it may be useful to allow structural equation modeling [e.g., 35], object covariates, and judge-specific effects [e.g., 36, 37]. Of course the use of paired comparison items does not preclude other types of measurement. We anticipate models that incorporate both relative and absolute judgments simultaneously.

Our item model (Equation (2)) is fairly insensitive to the difference between data indicating that objects have equal worth $A = B$ and contradictory data such as $(A < B, B < A)$. Prior work has used the degree of transitivity violation as a diagnostic indicator [38]. Moreover, in some contexts, violations of transitivity may be intrinsic to the data generating process such as a home team advantage for soccer matches [39]. We leave more nuanced handling of measurement error to future work.

The paired comparison factor model opens up new opportunities for measurement. Paired comparisons may be easier for participants to respond to [40] and exhibit more reliability than ratings of single objects [41]. One domain where a factor model might profitably be employed is in the assessment of pain. Pain is thought to be a multidimensional construct with physiologic, sensory, affective, cognitive, behavioral, and sociocultural facets [42]. However, attempts to measure pain with paired comparisons have employed unidimensional models [e.g., 43, 44, 45].

The difficulty of interpretation is sometimes cited as a cost to more complex models [46]. However, complex processes demand complex models [47] and an effort to improve model fit might yield insight into overlooked nuances of the data generating process. Given the relative simplicity of the models described here, additional complexity seems more likely to hone interpretation rather than hinder it.
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