Goal-Directed Design Agents: Integrating Visual Imitation with One-Step Lookahead Optimization for Generative Design
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ABSTRACT

Engineering design problems often involve large state and action spaces along with highly sparse rewards. Since an exhaustive search of those spaces is not feasible, humans utilize relevant domain knowledge to condense the search space. Previously, deep learning agents (DLAgents) were introduced to use visual imitation learning to model design domain knowledge. This note builds on DLAgent and integrates them with one-step lookahead search to develop goal-directed agents capable of enhancing learned strategies for sequentially generating designs. Goal-directed DLAgent can employ human strategies learned from data along with optimizing an objective function. The visual imitation network from DLAgent is composed of a convolutional encoder-decoder network, acting as a rough planning step that is agnostic to feedback. Meanwhile, the lookahead search identifies the fine-tuned design action guided by an objective. These design agents are trained on an unconstrained truss design problem that is modeled as a sequential, action-based configuration design problem. The agents are then evaluated on two versions of the
problem: the original version used for training and an unseen constrained version with an obstructed construction space. The goal-directed agents outperform the human designers used to train the network as well as the previous objective-agnostic versions of the agent in both scenarios. This illustrates a design agent framework that can efficiently use feedback to not only enhance learned design strategies but also adapt to unseen design problems.
1. INTRODUCTION

Design is a complex, multi-step process that involves reasoning, creativity, planning, and efficient search, among other skills. Humans can visualize future states and goals using experience or domain knowledge, which helps in identifying promising search directions early in the design process [1–3]. Such abilities allow humans to radically shrink the design search space [4]. Recently, approaches that combine aspects from deep learning and lookahead search-based optimization have proven to be very successful [5–7]. These approaches are complementary. Deep learning can efficiently represent complex multi-dimensional data and also learn highly non-linear relationships from it. Meanwhile, lookahead search provides fine-grained control by optimizing explicit objectives and more generalizability, since it does not depend on observational data. This combined approach holds great potential for generative design, as design problems characteristically involve large state-action spaces and often have sparse or delayed feedback. This work presents a goal-directed design agent framework that models a human-inspired exploration methodology by leveraging visual intuition from observational data and optimizing low-level action strategies using lookahead search.

These agents are designed to solve parameterized configuration design problems [8] through decomposition as a sequential decision-making process. The goal is to identify an optimal configuration of parametric components with respect to a set of constraints and objectives using sequential decisions of adding, removing, and changing the size of components. Since a design begins as an empty set and is built iteratively to completion, feedback on quality of design does not exist when the design incomplete. This challenge of delayed feedback is similar to most real-world design problems, where the designers are guided by intuition in the initial phase of a design process. To address this challenge, the proposed agent framework splits the design process into two parts based on the availability of feedback. When the feedback is unavailable, the agent simulates the intuition by visually imitating human designers using a deep learning framework defined in [9] and a mechanism of heuristic guidance [10], which are complementary and objective-agnostic. Alternatively, when the feedback is available, the agent uses lookahead search to make designs, allowing better versatility and more focus on explicit goals.

The proposed agent framework models this goal-directed behavior of humans using a search-based approach. Making decisions that optimize for specific objectives constitutes a critical skill in problem solving [11]. This work investigates the effect of integrating data-driven strategies with explicit objective definitions on generative design performance. The agents employ a generic lookahead search that augments the learned strategies. These agents are tested on both the original design problem and an unseen problem in which an obstacle is introduced in the construction space. The performance results show the efficacy of the goal-directed agent framework and a synergistic integration of different methodologies from deep learning, optimization, and heuristics with promising applications to design problem solving.
The rest of this note is organized as follows. Section 2 introduces the basic DLAgent architecture and the concept of heuristic guidance, along with other relevant background literature. Section 3 focuses on detailing the goal-directed agent framework. Section 4 explains the experimental setup and the human design dataset, used as a baseline and for training the visual suggestion network. Section 5 illustrates the performance results and relevant discussion. Lastly, Section 6 provides conclusions to this work.

![Figure 1. Truss design problem.](image)

Figure 1. Truss design problem. (a) Illustrates the basic components: nodes and members that compose a truss design. (b) Initial state of the unconstrained truss design problem. (c) An example truss design. (d) Initial state of the constrained problem with orange hashed area representing the obstacle.

## 2 BACKGROUND

### 2.1 DLAents and Heuristic Guided DLAents

Deep Learning Agents, or DLAents, were introduced by Raina et al. [9] as a framework to implicitly capture design strategies from an image-based dataset of design state progression. These agents achieved human-level performance in truss design without any explicit information about the objective. There are two components of the agent framework: a deep learning network and an inference algorithm. The deep learning network creates a low-dimensional representation of prior design states and uses that to envision future states towards some arbitrarily-defined objectives. This visualization of future design states is similar to how humans develop mental models [12] and visualize goal states to solve the required objectives [13,14]. Once the prediction is made, the inference algorithm identifies a particular action as suggested by structural similarity [15] comparison. These DLAents can generate meaningful truss designs and achieve performance similar to the humans used to train the network without ever performing an evaluation or receiving feedback. These agents are referred to as Vanilla DLAents and used as a comparative baseline in this note.

To expand the decision making capabilities of Vanilla DLAents, Puentes et al. [10] incorporated a guidance method to the framework that allows agents to follow multi-step
design heuristics, experience-derived strategies that help focus on achieving specific design goals or subgoals [16]. Heuristics can improve the efficiency of design space exploration [17–19]. These new heuristic-guided agents, referred to in this note as Temporal DLAgents, select design actions to perform in a two-stage process. First, a set of candidate actions from the Vanilla DLAGent’s inference algorithm gets classified as a heuristic. This classification is based on similarity to a predefined set of heuristics. Second, the candidate list gets filtered based on this heuristic classification, and the action that best continues the heuristic is selected. The heuristic is enacted for a preset number of design actions, referred to as the burst length [20], after which a new classification is performed. This heuristic guidance enhances the performance of Vanilla DLAGents [10].

However, neither Vanilla DLAGents nor Temporal DLAGents utilize real-time objective feedback. The combination of data-driven models with real-time search systems has been successful in other domains [21–25]. The current work provides a mechanism to utilize real-time objective information on the design state using a one-step lookahead search to augment the design agents. The agent framework presented in Section 3 introduces a unique combination of data-driven strategies, pre-determined temporal heuristic relationships, and an objective-based lookahead search as a generic framework for design agents.

2.2 Truss design problem

The design of truss structures is a classical problem in structural mechanics and engineering. A truss can be geometrically defined as a spatial arrangement of nodes and members, as shown in Figure 1(a). In this work, the problem is represented as a parameterized configuration design problem. It is further decomposed as a sequential decision-making process, as defined in previous works [9,26] in which designers sequentially select actions such as add a node or member, delete a node or member, and increase or decrease thickness of members. Figure 1(b) shows the initial state of the design problem used in this work, with the nodes marked with (pink) arrows representing the loading points, while the other nodes with (grey) triangles represent the supporting points. Figures 1(b) and (d) show the initial boundary conditions of the unconstrained and constrained design scenario, respectively.

3 Framework for goal directed design agents

This section details the framework of the proposed goal-directed design agent (see Figure 2). The framework is organized into three main parts. The first two parts represent the deep learning network and inference algorithm, which are identical to Vanilla DLAGent framework [9]. The deep learning network is trained to predict the future state of the design visually, incrementally evolving the current design state towards an implicit goal.
The future state, represented as a heatmap, contains green and pink regions that correspond to a prediction of removing or adding material in those regions respectively. Generation of the heatmap is followed by the inference algorithm that uses rules based on image processing to identify a set of suggested candidate actions. This process maps the intuition suggested by the heatmap to a feasible set of actions in the given state. More details of these phases are provided in [9]. The final part of the framework uses lookahead evaluation, in which the agent makes the final action decision based on certain criteria and executes the selected actions to transition into a new state. This phase differentiates the new goal directed agents from the prior Vanilla DLAgents and Temporal DLAgents, as they use different selection methods.

Vanilla DLAgents use a visual similarity-based metric that maintains high similarity between the heatmap and the next state, therefore mimicking human strategies from the dataset. Alternatively, Temporal DLAgents use the additional integrated heuristics to filter candidate lists and maintain multi-step action relations. Both methods are objective function-agnostic and have no explicit information about the goal of the design process. Rather, they are dependent on the visual progression of the design states, and therefore are specific to the original problem they were trained on. In contrast, the new goal-directed agents make their action selection based on feedback from an objective function. However, like most design problems for truss design, the objective value is not defined for incomplete designs. As a result, only when a feasible design (feasibility is defined in section 4) is established can the objective-based decision making can be used. If the design is not feasible, the agent follows objective-agnostic methods. All variants of DLAgents are shown in a tabular format in Table 1 to highlight their differences.
Table 1. DLAgent variants

|                      | Objective agnostic | Objective guided |
|----------------------|--------------------|------------------|
| **No heuristic guidance** | Vanilla DLAagents  | Goal DLAagents   |
| **Heuristic guidance** | Temporal DLAagents | Combination DLAagents |

The two new versions of the goal-directed agents are defined and compared in this note:

1. **Goal DLAagents:** These agents use the Vanilla DLAagent framework from the beginning of the process until a feasible state is reached. Once the objective feedback is available, a one-step lookahead search allows the agent to select the candidate action that leads to the state with the maximum objective value. This is a generic greedy method based on an arbitrary objective function and can be extended to an N-step lookahead evaluation. Extending to a higher number of steps should theoretically continually increase the performance at the cost of computation power, independent of the specific problem. In this work, the lookahead depth is limited to only one step. This simulates a greedy search based on a candidate list generated using a visual imitation-based prediction network. These agents isolate the effect of introducing goal directedness when compared with the baseline DLAagents.

2. **Combination DLAagents:** These agents use the Temporal DLAagents framework for the infeasible design phase. Once a feasible design is achieved, these agents use a combination of three methods to make the selection. The first option selects a candidate action based on heuristic guidance, allowing it to behave similarly to a Temporal DLAagent. The second option selects the action with the highest objective value, as done by Goal DLAagents utilizing the available real-time feedback. The final option selects a random candidate action to introduce some additional stochasticity to the process. This tripartite selection procedure resembles an $\epsilon$-greedy policy [27], where agents select random action with a small probability of $\epsilon$ and select the greedy strategy with a probability of $1 - \epsilon$. Here the agent selects one of these three methods based on a predefined weighting parameter tuned to balance exploration and exploitation. These combination agents illustrate that combinations of different methodologies can be integrated together to develop variations within the goal-directed framework.

4 EXPERIMENTAL SETUP AND DATASET

The data used for training the DLAagents is derived from a human subjects truss design study in which teams of university engineering students completed a truss configuration problem [26]. The task was to create a truss design with minimal mass while meeting a factor of safety (FOS) requirement, with a value greater than 1.0 correlating to a feasible design that will not collapse under its load. The data from the human subjects was
collected through a computer-based design interface where every action was recorded. Figure 1(c) shows an example of a truss design from the data. The dataset includes human trajectories from two different problems: an unconstrained construction space, as shown in Figure 1(b), and a constrained construction space in which an obstacle was introduced, as shown in Figure 1(d). Previously, this data has been successfully used to extract and represent design strategies as probabilistic models [28–30].

In order to maintain a fair comparison with the human designers, certain modifications are made to the agent setup. The original design study was conducted in teams of three human designers. The team members could share their experimental designs through the interface and collectively reach a final design. The experiment included sixteen teams, with each subject averaging 250 and 170 actions (or design iterations) for the unconstrained and constrained design scenarios, respectively. It should be noted that subjects average a lower number of actions in the constrained scenario, as they start from their previous design states. Further, they interacted on average after every 48 iterations. In order to simulate a naive multi-agent setup, for every team, three identical instances of the design agent are initialized and collaborate with similar interaction frequencies over a similar run of iterations.

The two new versions of the agents are tested and compared to the previously-examined agents. The prior objective-agnostic agents are Vanilla DLAgents and Temporal DLAgents. The new objective-driven agents are Goal DLAgents and Combination DLAgents. These agents are evaluated on both the constrained and unconstrained versions of the problem. All agents begin with a random configuration of truss nodes and then iteratively act to reach their final design. The agents work on their design independently unless they interact, in which case all agents always select and continue to iterate on the current highest quality design from the team’s design pool. The whole process repeats until the agents reach 250 iterations for the unconstrained scenario or 700 iterations for the constrained scenario. A higher maximum iteration count is allowed for the constrained scenario since, unlike humans, agents start from scratch. However, agents are allowed to finish early in the case that no actions are suggested. As the data-driven part of these agents is only trained on the unconstrained version, the constrained version acts as an unseen problem. Their performance is illustrative of the robustness of the learned design strategies and lookahead search. In order to incorporate this constraint in the agent decision making, the candidate list generation is updated to filter out actions that violate the obstacle constraint. Implementing this filtering in the algorithm allows the design agents to respect this additional constraint without re-training the visual imitation algorithm, demonstrating the potential adaptability of the approach.

5 RESULTS AND DISCUSSION
5.1 Unconstrained construction space

Figure 3(a) shows the progression of the design agents in terms of Refined Strength-to-Weight Ratio (RSWR), which shows the SWR of only feasible designs (FOS ≥
1.0). Specifically, this plot shows the mean of the best RSWR values reached by the agents up to a particular iteration, representing the average design progression trends. The Goal DLAgents perform better than humans and our previous baselines of Vanilla and Temporal DLAagents, but the Combination DLAagents ultimately perform the highest. This demonstrates that goal directedness greatly increases the design performance when compared with objective-agnostic methods. Further integrating heuristic guidance enhances this performance even more. The greedy solution search of Goal Agents possibly limits their ability to search for diverse designs in the full solution space. By allowing agents to decide on actions using all three selection methods, it becomes possible for them to explore widely as well as optimize greedily. Figure 3(b) and 3(c) shows the mean of the maximum value achieved for FOS and RSWR. These two metrics help in understanding the quality of the design produced. The FOS bars indicate that objective-agnostic agents (Vanilla and Temporal DLAagents) reach very high strength values, showing that they continue to add more mass to the designs exceeding FOS values of 1.0. Alternatively, Goal DLAagents have very small deviations, suggesting that once they reach the feasible threshold, they shift their focus to reducing mass and optimizing the design while maintaining a FOS around 1.0. The RSWR plots show similar trends as Figure 3(a), with Combination DLAagents performing the best.

Figure 3. Unconstrained problem: (a) RSWR comparison, Bar plots for (b) FOS and (c) RSWR. ± 1 standard error indicated.

5.2 Constrained construction space

Figure 4(a) shows the RSWR progression of design states for the constrained problem with an obstacle (shown in Figure 1(d)). These results demonstrate that humans achieve feasible and high-performing designs early on in the process, while the agents take longer to build feasible designs. This behavior is in part due to the fact that humans begin with existing designs states (a result of the sequential nature of the original study) and modify them to adapt to the obstacle. Meanwhile, the agents begin from scratch and determine feasible solutions after approximately 200 iterations. Although both objective-agnostic agents perform similar to humans, objective-driven agents (Goal and Combined DLAagents) perform significantly better than them, illustrating the performance boost of
utilizing the goal directedness on a new problem. The agents are able to outperform humans by building from their truss design strategies and further augmenting with a lookahead search. Further, it can be observed from Figure 4(a) and 4(b) that employing heuristic guidance (Combination and Temporal DLAgents) allows the agents to reach higher performance faster. In terms of FOS, it can be observed in Figure 4(c) that objective-agnostic agents continue to improve strength, often having FOS greater than 1.0, rather than focusing on efficiency by reducing mass. Finally, the RSWR bar graph in Figure 4(d) shows that humans, Vanilla, and DLAgents reach similar levels, therefore demonstrating the effectiveness of the visual imitation strategies across problems. However, these agent are bested by Goal and Combination DLAgents. Showing that Goal DLAgents exhibit opportunistic behavior, they are able to select the best performing action from their candidate list that eventually leads to high-performing designs. This indicates an effective methodology for utilizing real-time feedback information to improve design performance significantly and adapt to unseen problem constraints.

Figure 4. Constrained problem: (a) RSWR comparison (b) total steps taken, Bar plots for (c) FOS and (d) RSWR. ± 1 standard error indicated.

6 CONCLUSION

Humans employ a combination of high-level visual intuition and low-level control strategies that help them to efficiently navigate the search space when engaged in design tasks. Our proposed agent framework models this behavior through an autoencoder-based visual imitation learning process that guides design actions and is further optimized by a one-step lookahead search. In this work, new variations of DLAgents are explored that follow design objective-driven actions. These goal-directed agent variations demonstrate on average better performance than humans on two versions of a truss design problem. These results show that the agent can learn and then enhance design strategies from observational data. The experimental setup includes a new constrained problem on which the agents had not been trained. Currently, the agents use a rule-based inference algorithm to map the pixel-based visual guidance to actions. Future work may focus on learning to extract the feasible set of actions, and therefore developing an end-to-end trainable design agent framework.
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