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Abstract—In this paper, we propose a new variant of Linear Discriminant Analysis (LDA) to solve multi-label classification tasks. The proposed method is based on a probabilistic model for defining the weights of individual samples in a weighted multi-label LDA approach. Linear Discriminant Analysis is a classical statistical machine learning method, which aims to find a linear data transformation increasing class discrimination in an optimal discriminant subspace. Traditional LDA sets assumptions related to Gaussian class distributions and single-label data annotations. To employ the LDA technique in multi-label classification problems, we exploit intuitions coming from a probabilistic interpretation of class saliency to redefine the between-class and within-class scatter matrices. The saliency-based weights obtained based on various kinds of affinity encoding prior information are used to reveal the probability of each instance to be salient for each of its classes in the multi-label problem at hand. The proposed Saliency-based weighted Multi-label LDA approach is shown to lead to performance improvements in various multi-label classification problems.

Index Terms—Linear Discriminant Analysis, Class Saliency, Multi-label Data Classification

I. INTRODUCTION

Multi-label classification tasks have become more and more common in the machine learning field recently, e.g., in text information categorization [1], image and video annotation [2], sequential data prediction [3], or music information retrieval [4]. Multi-label databases exist for various real applications, such as Yeast database for protein localization sites prediction [5], CAL500 database for music retrieval [6], or medical database for text classification [7].

Compared to single-label problems, the characteristics of multi-label problems are more complicated and unpredictable. In a single label problem, each instance merely belongs to a specific class in a mutually exclusive manner [8]. Classes in a multi-label problem are not mutually exclusive, which means that each data item can belong to either one or several classes. Moreover, different classes contain a varying number of data items, leading to class imbalanced problems [9]. Hence, in order to solve a multi-label classification problem efficiently and effectively, we need not only to consider the correlation of class labels and features of each data item, but also take into account the different cardinalities of the classes.

As described in [10], multi-label classification methods are derived following either a problem transformation (PT) approach or an algorithm adaptation (AA) approach. Methods following the PT approach simply utilize single-label classification algorithms to tackle multi-label classification tasks using decomposition approaches, such as the binary relevance (BR) algorithm [11], [12] or the label powerset (LP) algorithm [13], [14]. A weighted multi-label linear discriminant analysis algorithm (wMLDA) [15] combines the decomposition approach with different labels and/or feature information to build a multi-label classification method. Methods following the AA approach directly utilize the information of class labels and data items to explore their correlation, e.g., in an extension of AdaBoost algorithm [16] or a de-convolution-based method in [17].

Linear Discriminant Analysis (LDA) and its variants have been widely used to extract discriminant data representations for solving various problems involving supervised dimensionality reduction, e.g., in human action recognition [18], [19], biological data classification [21], [22], and facial image analysis [23]. However, it cannot be directly used to tackle multi-label problems due to the characteristics of multi-label data. This is due to two factors: a) the contribution of each data item in the calculation of the scatter matrices involved in the optimization problem of single-label LDA and its variants cannot be appropriately determined and b) the cardinality of the various classes forming the multi-label problem can be quite imbalanced.

In this paper, we propose a novel method for multi-label data classification based on a probabilistic approach that is able to estimate the contribution of each data item to the classes it belongs to by taking into account prior information encoded using various types of metrics. The proposed calculation of the contribution of each data item to the classes it belongs to cannot only weight its importance, but can also address problems related to imbalanced classes. To this end, we exploit the concept of class saliency introduced in [24]. Hence, the proposed method is named as Saliency-based Weighted Multi-label Linear Discriminant Analysis (SwMLDA). Our proposed SwMLDA approach, as a kind of PT approach, exploits both label and feature information with various prior weighting factors, i.e., binary-based weight form [25], misclassification-based weight form [24], entropy-based weight form [26], fuzzy-based weight form [27], dependence-based weight form [15], and correlation-based weight form [8]. The proposed method leads to improved results on 10 publicly available
multi-label databases.

We have made the following contributions on multi-label classification tasks with our novel SwMLDA approach: (1) we propose using probabilistic saliency estimation in multi-label classification to weight the importance of each item for its classes; (2) we formulate a novel SwMLDA method that uses the saliency-based weights and can alleviate the problems related to imbalanced datasets; (3) we integrate label and feature information to SwMLDA by using various types of weighting factors as prior information; (4) we compare our proposed approach to related methods on 10 diverse multi-label data sets, and the results show considerable improvements in multi-label classification tasks using our approach.

The remainder of this paper is structured as follows. In Section 2, we briefly review the related works. We include a precise explanation of the LDA and weighted MLDA with adequate mathematical notations to support the derivations and the theoretical foundation for the proposed work. Subsequently, we introduce the general concepts of saliency estimation and the probabilistic saliency estimation approach needed to develop the proposed method.

II. RELATED WORKS

In this section, we first briefly present several standard approaches for multi-label classification in subsection II-A. In subsection II-B, we provide a detailed description of the standard LDA, weighted LDA, Multi-label LDA (MLDA), and weighted Multi-label LDA (wMLDA), since they form the theoretical foundation for the proposed work. Subsequently, we introduce the general concepts of saliency estimation and the probabilistic saliency estimation approach needed to develop the proposed method.

A. General methods for multi-label classification tasks

Various methods have been proposed for solving multi-label classification tasks, such as variants of Support Vector Machine (SVM) [28] and various feature extraction methods [8], [15], [29]. As PT algorithms, Binary Relevance-based methods [11], [12], [30] decompose a multi-label classification problem into several single-label classification problems in a one-versus-all manner. Another standard PT method is Label Powerset (LP) algorithm [13], [31], which exploits the dependencies or correlations of class labels to rebuild a labeled subset for a single-label classifier. The traditional SVM algorithm acts as a PT approach: in [32] a multi-label scene classification problem is decomposed into several single-label problems by following a cross-training strategy.

As an AA approach, alternating decision-tree (ADTree) was proposed to enhance the performance of boosting methods [33], [34]. In [35], the strategy of an alternating decision tree is based on an option tree using boosting. Another decision-tree related algorithm ADTBoost.MH was proposed in [36] to solve multi-label text and data classification problems by ADTBoost algorithm [35] and Adaboost.MH algorithm [36].

B. Dimensionality reduction algorithms for multi-label classification tasks

Standard LDA and its variants have been applied to tackle various multi-label classification problems [8], [25], [36], [37], [38], [39]. Generally, dimensionality reduction-based methods tackling multi-label classification problems are categorized as unsupervised and supervised, depending on whether class label information is involved in or not [15]. The objective of dimensionality reduction-based methods is to determine a data projection matrix $W \in \mathbb{R}^{D \times d}$ mapping the data from the original feature space $\mathbb{R}^{D}$ to a discriminant subspace $\mathbb{R}^{d}$, where $D > d$.

1) Linear Discrimination Analysis: LDA is an effective technique to reduce dimensionality of original data as a prepossessing step for single-label classification problems. In the following, we assume that a training set formed by $N$ data points and class labels is presented as

$$\{(x_1, y_1), \ldots, (x_i, y_i), \ldots, (x_N, y_N)\},$$

where $x_i \in \mathbb{R}^{D}$ and $y_i \in \mathbb{R}^{C}$ are the data points and the corresponding label vectors, respectively. The instance matrix $X \in \mathbb{R}^{D \times N}$ is defined as

$$X = [x_1, \ldots, x_i, \ldots, x_N].$$

The label matrix $Y \in \mathbb{R}^{C \times N}$ is depicted as

$$Y = [y_1, \ldots, y_i, \ldots, y_N] = [y_{i1}, \ldots, y_{ij}, \ldots, y_{iC}]^T.$$  

The label information of element $x_i = [x_{i1}, \ldots, x_{ij}, \ldots, x_{iD}]^T$ is represented as $y_i = [y_{i1}, \ldots, y_{ij}, \ldots, y_{iC}]^T$. If $x_i$ belongs to the class $c \in \{1, \ldots, C\}$, $y_{ci} = 1$, otherwise $y_{ci} = 0$. Note that in single-label-classification tasks there is a single 1 on each column. Later, we will use the same notation in multi-label classification, where the number of 1s is not constrained.

The within-class, between-class, and total scatter matrices $S_w$, $S_b$, and $S_t$, respectively, are defined as follows:

$$S_w = \sum_{c=1}^{C} \sum_{i=1}^{N} y_{ci} (x_i - \mu_c)(x_i - \mu_c)^T,$$

$$S_b = \sum_{c=1}^{C} \left( \sum_{i=1}^{N} y_{ci} \right) (\mu_c - \mu)(\mu_c - \mu)^T,$$

$$S_t = \sum_{c=1}^{C} \sum_{i=1}^{N} y_{ci} (x_i - \mu)(x_i - \mu)^T.$$

$\mu_c$ denotes the mean vector of class $c$ as

$$\mu_c = \frac{1}{N_c} \sum_{i=1}^{N} y_{ci} x_i,$$

where $N_c = \sum_{i=1}^{N} y_{ci}$ is the cardinality of class $c$. The total mean vector $\mu$ is computed as

$$\mu = \frac{1}{N} \sum_{i=1}^{N} x_i.$$
within-class scatter and maximizing the between-class scatter simultaneously as

$$J(W) = \arg\max_{W} \frac{\text{tr}(W^T S_b W)}{\text{tr}(W^T S_w W)},$$ (9)

where tr(·) denotes the trace of a matrix. Usually, the optimal projection matrix $W$ is calculated by solving eigenvalue decomposition of the matrix $S = S_w^{-1} S_b$, and then using the eigenvectors corresponding to the largest eigenvalues as the projection matrix $W$. The rank of $S$ is equal to $C - 1$, which is the maximal dimensionality of the resulting subspace. Since $S_b = S_w + S_b$, an alternative approach is to use $S_i$ instead of $S_w$ and maximize the Fisher’s discriminant criterion as

$$J(W) = \arg\max_{W} \frac{\text{tr}(W^T S_i W)}{\text{tr}(W^T S_i W)}.$$ (10)

Although the traditional LDA technique has gained popularity on various single-label classification tasks, its performance varies according to the types of input data sets. Usually, the data sets used in most traditional LDA classification tasks are assumed to have equal class distribution as a homoscedastic Gaussian model, in which the covariance matrices of each class should be identical. Furthermore, the performance of Gaussian model varies according to the types of input data sets. Usually, the performance is affected severely due to the imbalance of input data sets.

2) Weighted Linear Discrimination Analysis: In order to enhance the robustness of traditional LDA on different kinds of data sets, various weight factors are introduced into the definitions of scatter matrices to balance the contribution of each class, according to class statistics, e.g., class cardinality, a prior probability. Weighted LDA approaches have diminished the influence of outlier classes on the scatter matrices of imbalanced data sets to some extent; however, they still neglect the varying importance of individual samples in the class description. Saliency-based weighted Linear Discriminant Analysis (SwLDA) as a kind of graph expression, was proposed to explore the contribution of each instance based on probabilistic saliency estimation. Our work uses the same idea for multi-label classification.

Generally, weight factors are calculated using various metrics to reallocate the contribution of each class, which can alleviate the influence of outlier classes on the projection matrix. An example of a weighted between-class matrix definition based on Bayes error rate was proposed in [46]:

$$S_b = \sum_{k=1}^{C-1} \sum_{l=k+1}^{C} L_{kl} p_k p_l (\mu_k - \mu_l)(\mu_k - \mu_l)^T,$$ (11)

where $p_k$, $p_l$ denote the a priori probabilities of class $k$ and class $l$, respectively. $L_{kl}$ expresses the dissimilarity between class $k$ and class $l$. The within-class scatter matrix can be muted with prior information as in [42]:

$$S_w = \sum_{c=1}^{C} \sum_{i=1}^{N} y_c r_c (x_i - \mu_c)(x_i - \mu_c)^T,$$ (12)

where $r_c$ is a relevance weight factor that has a low value if class $c$ is estimated to be an outlier class. Thus, both definitions of scatter matrices decrease the influence of outlier classes.

After computing the weighted scatter matrices, they can be used to obtain the optimal projection matrix $W$ from Eq. (9).

3) Multi-label Linear Discrimination Analysis: Although weighted LDA algorithms have enhanced the performance on single-label classification tasks compared to traditional LDA, such variants are still not directly applicable for multi-label classification tasks. In a multi-label data set, label information contains certain correlations or dependencies, for example, an image instance labeled as 'car' highly correlates to label 'road'. Besides, it is quite common that the number of samples in each class in a multi-class data set is imbalanced. For example, the largest class size is 1128 and the smallest 21 in the widely used Yeast database, as shown in Fig. 1. Despite the specific characteristics of multi-label databases, it is imperative to take into account the correlation of class labels and/or discriminative feature information of each instance to tackle the sub-optimal classification result on imbalanced data sets.

When traditional LDA and its variants are applied to tackling multi-label classification tasks by simply using Eqs. (4) - (6) with the multi-label label matrix $Y$, a significant problem is that the contribution of one instance can be repeatedly counted in computing the scatter matrices. Hence, weight factors are used to express redundancy or correlation information so that LDA related algorithms can calculate scatter matrices without redundancy on multi-label databases. In [8], a multi-label linear discriminant analysis (MLDA) approach based on the exploration of label correlation information was proposed to tackle multi-label image or video classification tasks. MLDA approach embeds the correlation information of class labels as weight factors in the definition of scatter matrices as

$$S_w = \sum_{c=1}^{C} \sum_{i=1}^{N} p_{ci} (x_i - \mu_c)(x_i - \mu_c)^T,$$ (13)

$$S_b = \sum_{c=1}^{C} \left( \sum_{i=1}^{N} p_{ci} \right) (\mu - \mu_c)(\mu - \mu_c)^T,$$ (14)

$$S_i = \sum_{c=1}^{C} \sum_{i=1}^{N} p_{ci} (x_i - \mu)(x_i - \mu)^T,$$ (15)
where $p_{ci}$ describes a weight factor of the $i^{th}$ instance for the class $c$, $\mu$ is the total mean vector of all training instances, and $\mu_c$ is the mean vector of class $c$:

$$\mu = \frac{\sum_{c=1}^{C} \sum_{i=1}^{N} p_{ci} x_i}{\sum_{c=1}^{C} \sum_{i=1}^{N} p_{ci}}, \quad (16)$$

$$\mu_c = \frac{\sum_{i=1}^{N} p_{ci} x_i}{\sum_{i=1}^{N} p_{ci}}. \quad (17)$$

A correlation matrix $R \in \mathbb{R}^{C \times C}$ is computed using the class labels of each pair of classes:

$$R_{kl} = \cos(y_{(k)}, y_{(l)}) = \frac{\langle y_{(k)}, y_{(l)} \rangle}{\|y_{(k)}\| \|y_{(l)}\|}, \quad (18)$$

where $y_{(k)}$, $y_{(l)}$ are label vectors for classes $k, l \in \{1, ..., C\}$. The label correlation information can reveal whether two classes are closely related or not. The correlation matrix $R$ is then used to compute the weight factors in Eqs. (13) - (17).

To tackle the over-counting problem [3], the weight factors are normalized with $\ell_1$-norm:

$$v_i = \frac{R y_i}{\|y_i\|_1}, \quad (19)$$

where $y_i$, $i \in \{1, ..., N\}$ is the label vector for the $i^{th}$ sample. $v_i$ was used directly as $p_i$ in [8], while we exploit it in a different manner in our work.

Various weight matrices have been introduced to improve the performance of LDA on multi-label classification tasks [3], [15], [36]. Such strategies yield a more suitable projection subspace compared to other dimensionality reduction algorithms [8], such as principle component analysis (PCA), multi-label dimensionality reduction via dependence maximization (MDDM), or multi-label least square (MLLS).

In [36], MLDA was extended to Direct MLDA by changing the definition of $S_b$ in a way that allows to obtain a higher dimensional subspace than the original MLDA, where the subspace dimensionality is limited by the rank of $S_b$ to $C-1$. This extension work further enhanced the results in multi-label video classification tasks. Another extension, multi-label discriminant analysis with locality consistency (MLDA-LC) [37] not only preserves the global class label information as MLDA does, but also incorporates a graph regularized term to utilize the local geometric information. MLDA-LC reveals the similarity among nearby instances with transformation in the projection space using incorporation of the graph Laplacian matrix into the MLDA approach, which further enhances the classification performance in multi-label data sets compared to MLDA or/and MLLS algorithms.

4) Weighted multi-label linear discriminant analysis: A weighted multi-label LDA (wMLDA) approach was proposed in [15] focusing on linear feature extraction for multi-label classification. In wMLDA, a multi-label classifier is composed of several single-label classifiers according to the number of classes and a weight matrix is simultaneously calculated based on various metrics to embody the contribution of each instance in scatter matrices calculation. Various metrics can be used to measure the relationships among instances from the labels and/or features. wMLDA approach employs correlation-based weight form [8], entropy-based weight form [26], binary-based weight form [23], fuzzy-based weight form [27], and dependence-based weight form [15]. In this work, we exploit the same metrics, while we use this information in a novel way. We provide a detailed explanation of the metrics in Section III-B.

In [15], scatter matrices $S_w$, $S_b$, and $S_t$ are redefined to exploit the prior information for weighting. Firstly, a non-negative weight matrix $P \in \mathbb{R}^{C \times N}$ with the same size of label matrix $Y$ is defined to describe the weight of each instance to its corresponding classes:

$$P = [p_1, ..., p_i, ..., p_N] = [p(1), ..., p(j), ..., p(C)]^T, \quad (20)$$

where $p_i$ represents a weight vector for the $i^{th}$ instance and $p(j)$ is a weight vector for the $j^{th}$ class. The weight matrix $P$ is calculated based on one of the prior information matrices described in III-B. Then, $n_c$ and $n$ are defined as summations of weights for the $c^{th}$ class and all classes:

$$n_c = \sum_{i=1}^{N} p_{ci}, \quad c = 1, ..., C, \quad (21)$$

$$n = \sum_{c=1}^{C} \sum_{i=1}^{N} p_{ci} = \sum_{c=1}^{C} n_c. \quad (22)$$

In order to simplify notation, row vectors $\hat{n}$ and $\hat{p}$ are defined as

$$\hat{n} = \left[ \frac{1}{n_1}, ..., \frac{1}{n_C} \right], \quad (23)$$

$$\hat{p} = [\hat{p}_1, ..., \hat{p}_i, ..., \hat{p}_N] = \sum_{c=1}^{C} p(c), \quad (24)$$

where $\hat{p}_i$ is the summation of weights for the $i^{th}$ instance over all classes $\hat{p}_i = \sum_{c=1}^{C} p_{ci}, i = 1, ..., N$. Then, the scatter matrices can be redefined as

$$S_w = \sum_{c=1}^{C} \sum_{i=1}^{N} p_{ci} (x_i - \mu_c)(x_i - \mu_c)^T$$

$$= X \left( \text{diag}(\hat{p}) - \hat{P}^T \hat{P} \right) X^T, \quad (25)$$

$$S_b = \sum_{c=1}^{C} \left( \sum_{i=1}^{N} p_{ci} (\mu - \mu_c)(\mu - \mu_c)^T \right)$$

$$= X \left( \hat{P}^T \hat{P} - \frac{1}{n} \hat{p}^T \hat{p} \right) X^T, \quad (26)$$

$$S_t = S_w + S_b$$

$$= X \left( \text{diag}(\hat{p}) - \frac{1}{n} \hat{P}^T \hat{P} \right) X^T, \quad (27)$$

where $\hat{P} = P \text{diag}(\hat{n})$ has row vectors $\frac{p(c)}{\sqrt{n_c}} (c = 1, ..., C)$. Under this approach, the optimal projection matrix $W$ can still be obtained by solving the generalized eigenproblem corresponding to Eq. [10] as discussed in Section 2.
C. Saliency estimation

Saliency estimation as a standard computer vision task is inspired by neurobiological studies \[50\] and cognition psychology \[51\]. Generally, saliency estimation is a pre-processing step for various high-level computer vision tasks, such as object detection \[45\], \[52\], omni-directional images \[53\], and human attention estimation \[54\]. Saliency in physiological science is defined as a special kind of perception of the human visual system, by which humans can perceive particular parts in a scene in details due to colors, textures, or other prominent information contained in these parts \[55\]. These particular parts can be distinguished as foreground from non-salient background parts.

Computational saliency estimation approaches can be categorized as local approaches and global approaches based on the way they process saliency information \[55\]. Local saliency approaches explore the prominent information around the neighborhood of specific pixels/regions whilst global approaches exploit the rarity of a pixel/patch/region in the whole scene. Since the emergence of computational saliency estimation field in \[56\], various probabilistic approaches have been explored in this topic. In \[57\], a saliency map is estimated based on three kinds of prior information on images at super-pixel level. Saumya et al. utilize a generalized Bernoulli distribution to estimate a saliency map in their work \[58\].

Another saliency estimation approach was proposed by Aytekin et al. \[45\] for segmenting salient objects in an image using a probabilistic estimation, where a probability mass function \(P(x)\) depicts whether a region \(x_i\) (pixel, super-pixel, or patch) in an image is considered as a distinct region. The higher the values of \(P(x)\) for a region, the more prominent the region is. \(P(x)\) is solved by optimizing two items working simultaneously to allocate not only lower probability to non-salient regions but also similar probabilities to similar regions as follows:

\[
\begin{align*}
\arg & \min_{P(x)} \left( \sum_i (P(x = x_i))^2 v_i \right. \\
& + \left( \sum_{i,j} \left( (P(x = x_i))^2 - P(x = x_i)P(x = x_j) w_{ij} \right) \right) \\
& \text{s.t.} \sum_i P(x = x_i) = 1,
\end{align*}
\]

where the first term suppresses the probability of a non-prominent region \(i\) using its prior information \(v_i \geq 0\). In the second term, a high similarity of regions \(i\) and \(j\), given as a high similarity value \(w_{ij}\), forces the regions to have similar probabilities.

This optimization task in Eq. (28) can be expressed using matrix notations as

\[
p^* = \arg\min_p (p^T H p),
\]

\[
H = D - W + V,
\]

\[
\text{s.t.} \quad p^T 1 = 1,
\]

where \(p\) is a probability vector that depicts the probabilities of each element or region \(i\) to be salient, i.e., \(p_i = P(x = x_i)\).

\(W\) is an affinity matrix, which denotes the similarity of each pair of regions \(i\) and \(j\) as \(|W|_{ij} = w_{ij}\). \(D\) is a diagonal matrix having elements equal to \(|D|_{ii} = \sum_j w_{ij}\). \(V\) is a diagonal matrix having elements \(|V|_{ii} = v_i\). Then Lagrangian multiplier method is employed

\[
L(p, \gamma) = (p^T H p) - \gamma(p^T 1 - 1).
\]

A global optimum \(p^*\) is obtained by setting the partial derivative of Eq. (31) with respect to \(p\) to zero. The final optimized probability vector is

\[
p^*_{\text{pse}} = H^{-1} 1. \quad (32)
\]

III. PROPOSED METHOD

We propose a novel saliency-based weighted linear discriminant analysis method for multi-label classification tasks, where the saliency-based weight factors are calculated based on the probabilistic saliency estimation approach and the specific prior information of the input data. In this section, we describe our novel Saliency-based weighted Multi-label Linear Discriminant Analysis (SwMLDA) approach in detail.

We calculate a saliency-based weight matrix \(P \in \mathbb{R}^{C \times N}\) based on the probabilistic saliency estimation with the exploitation of various prior information: binary \[25\], correlation \[8\], entropy \[26\], fuzzy \[27\], dependence \[15\], and misclassification \[24\]. The weight matrix \(P\) is denoted as:

\[
P = [p_1, ..., p_i, ..., p_N] = [p(1), ..., p(j), ..., p(C)]^T, \quad (33)
\]

where \(p_i \in \mathbb{R}^C\) represents the optimal weight vector of the \(i^{\text{th}}\) instance and \(p(j) \in \mathbb{R}^N\) is the weight vector of the \(j^{\text{th}}\) class. The details for computing the probabilistic weight matrix \(P\) are given in the next subsections. After forming \(P\), the proposed method proceeds as wMLDA by using the weights in the scatter matrices \(S_b\) and \(S_t\):

\[
S_b = X (P^T - \frac{1}{n} \hat{p}^T \hat{p}) X^T, \quad (34)
\]

\[
S_t = X \left( \text{diag}(\hat{p}) - \frac{1}{n} \hat{p}^T \hat{p} \right) X^T, \quad (35)
\]

where \(\hat{p} = \sum_{c=1}^C p(c)\). Note that our method normalizes the weight vectors so that the sum of the weights for a class is always 1. Therefore, \(\hat{n}\) in Eq. (23) is an identity vector and \(P = \hat{P}\). Finally, the optimal projection matrix \(W\) is obtained from Eq. (10) by solving the corresponding generalized eigenvalue problem.

A. Saliency-based weight factors

We extend the probabilistic saliency estimation approach \[45\] described in Section II-C to express the saliency of each instance for its class(es). To this end, we formulate the prior information in \(V\) and \(W\) so that probability \(p(c)\) describes the saliency of each item for class \(c\). In an initial work \[24\], we used saliency-based weight factors to tackle sub-optimal classification results caused by imbalanced data sets or outliers in single-label classification using LDA-based algorithms. Here, we exploit the saliency-based weight factors to tackle multi-label classification tasks.
We calculate the saliency-based weight factors $p^*_c$ separately for each class in the spirit of PT approaches. For each class, we consider only the samples belonging to the class, thus, $p^*_c$ has $N_c$ elements. $p^*_c$ is computed following Eq. (32) as

\[ p^*_c = H_c^{-1}1, \]

where $H_c$ constitutes three terms as $H_c = D_c - W_c + V_c$. To form $p^*_c$ from $p^*_c$, the elements of $p^*_c$ are placed on their corresponding positions in $p^*_c$ and the values for items not belonging to class $c$ are set to zero. We then form the weight matrix $P \in \mathbb{R}^{C \times N}$ by placing weight vectors $p_c$ as its rows.

$W_c$ is an affinity matrix obtained by a graph notation. That is, for each class $c$, we form its corresponding graph $G_C = \{X_c, W_c\}$, where $X_c \in \mathbb{R}^{D \times N_c}$ is a matrix formed by the instances belonging to class $c$ and $W_c \in \mathbb{R}^{N_c \times N_c}$ is a graph weighting matrix expressing the similarity between each pair of instances in class $c$. In our experiments, we use a fully connected graph to obtain $W_c$ with a heat kernel function formulated as

\[ [W_c]_{ij} = \exp\left(\frac{-\|x_i - x_j\|}{2\sigma^2}\right), \]

where $x_i$ and $x_j$ are the $i^{th}$ and $j^{th}$ instance in class $c$, and $i, j \in \{1, 2, ..., N_c\}$. $\sigma$ is set as a constant value. $D_c$ is a diagonal matrix and each element is calculated based on $W_c$ as $[D_c]_{ii} = \sum_j [W_c]_{ij}$.

$V_c \in \mathbb{R}^{N_c \times N_c}$ is a diagonal matrix, which carries the prior information of each instance in class $c$ to be salient for its class based on the metrics presented in the next subsection. The values of $V_c$ inversely relate to the values of weight factor vector $p^*_c$ ranging from 0 to 1. The lower a value $[V_c]_{ii}$, the more prominent the corresponding instance is expected to be based on the prior knowledge. We introduce six different prior information matrices to exploit label or/and feature information of each class, which produce six different variants of the proposed approach.

After computing the prior information vector $V_c$ and affinity matrix $W_c$ for class $c$, we follow the approach of PSE in Eq. (36) to calculate the saliency score vector $p^*_c$ for class $c$. In order to avoid singularity during this process, a regularized version of $H_c$ with a small value epsilon added to the diagonal elements is used. The summation of the values in the saliency-based weight vector $p^*_c$ for each class is one, which is expected to alleviate the over-counting problem.

B. Prior information matrices

1) Misclassification-based prior information matrix (SwMLDA): This approach was defined in [24] to alleviate the sub-optimal result in LDA arising from outlier instances on imbalanced data sets. We utilize the misclassification-based prior information to generate a diagonal matrix $V_c$ based on the probability of each instance $i$ belonging to class $c$ to be more salient for another class:

\[ V_c[ii] = \begin{cases} 0, & \text{if } d^c_{ic} < \min_{k \neq c} d^c_{ik}, \\ \frac{d^c_{ic}}{\min_{k \neq c} d^c_{ik}}, & \text{otherwise}, \end{cases} \]

where $d^c_{ic} = \|x_i - \mu_c\|^2$, $x_i$ is the $i^{th}$ instance of class $c$ and $\mu_k$ is the mean vector of class $k$. In this approach, a sample which is closer to another class is considered less salient for class $c$ even if it is relatively close to the center of class $c$.

2) Correlation-based prior information matrix (SwMLDAe): As in [8], label correlation information is represented by a class pair matrix $R$ defined in Eq. (18). For each instance $i$, the normalized weight vector $v_i = \frac{y_i}{\|y_i\|_{\ell_1}}$ is calculated by Eq. (19). We compute the weight factors separately for each class $c$ and, after obtaining them for all instances, we select the $c^{th}$ elements, $v_{ic}$, and formulate the correlation-based prior information of the $c^{th}$ class as $[V_c]_{ii} = 1 - v_{ic}$, $i = 1, ..., N_c$.

Label correlation information is widely exploited to tackle the redundancy of label information in various multi-label tasks [8, 59]. However, it can lead to a sub-optimal result, due to non-zero values in the correlation weight factor matrix for irrelevant labels [15]. Because we calculate the correlation-based prior information matrix based on each class separately, the non-zero values of unrelated label pairs can be avoided.

3) Binary-based prior information matrix (SwMLDAb): Binary-based approach directly utilizes the label information as in [25]. In our formulation, this approach reduces to having an equal value in $V_c$ for all instances as only instances belonging to class $c$ are considered in $V_c$. For wMLDA, such direct use of class labels leads to over-counting problem in the scatter matrices. In our formulation, this problem is avoided because $V_c$ merely represents the prior information of non-salient instances and the final weight matrix $P$ is normalized for each class.

4) Entropy-based prior information matrix (SwMLDAe): We utilize entropy metric for label information to present a prior information matrix of each class $c$, as in [15, 26]. For each instance $i$, its number of relevant labels is calculated as

\[ m_i = \sum_{c=1}^{C} y_{ic} = \|y_i\|_{\ell_1} < C, \]

and its entropy is given as

\[ h_i = -\sum_{c=1}^{m_i} P_{ik} \ln(P_{ik}) = \ln\left(\frac{1}{m_i}\right), \]

where $P_{ik} = 1/m_i$. Thus, the entropy is higher, when there are fewer relevant labels. The probability for an instance $i$ to be relevant to class $c$ is

\[ p^c_{ic} = e^{-h_i} = \frac{1}{m_i} = \frac{1}{\|y_i\|_{\ell_1}}. \]

The entropy-based prior information of each instance $i$ to the different class(es) is defined as follows:

\[ v_i = 1 - \frac{y_i}{\|y_i\|_{\ell_1}}. \]

Finally, the diagonal matrix $V_c$ has elements $[V_c]_{ii} = v_{ic}$, $i = 1, ..., N_c$.

5) Fuzzy-based prior information matrix (SwMLDAf): Fuzzy C-means clustering algorithm (FCM) [60] is an extension of k-means, where an instance can belong to multiple clusters with different degrees. The membership degree of instance $i$ in class $c$ is indicated with a weight factor
where \( m_c \) presents the fuzzy centroid of class \( c \), \( w_{ic} \) denotes the membership of instance \( i \) to class \( c \). The constraint forces the weights of each instance \( i \) to sum to one. The constrained optimization problem in Eq. (43) can be solved by Lagrangian optimization with \( \alpha_i \geq 0 \), where

\[
L = \frac{1}{2} \sum_{i=1}^{N} \sum_{c=1}^{C} w_{ic}^2 \| x_i - m_c \|_{\ell_2}^2 - \sum_{i=1}^{N} \alpha_i \left( \sum_{c=1}^{C} w_{ic} y_{ic} - 1 \right).
\]

(44)

After getting the partial derivatives of \( L \) with respect to \( w_{ic} \), \( w_{ik} \) and \( \alpha_i \) and setting their values to zero, we get

\[
m_c = \frac{\sum_{i=1}^{N} w_{ic} x_i}{\sum_{i=1}^{N} w_{ic}}, \quad w_{ic} = \frac{\| x_i - m_c \|_{\ell_2}}{\sum_{c=1}^{C} \| x_i - m_c \|_{\ell_2}}.
\]

(45)

(46)

As the optimal value of \( m_c \), depends on \( w_{ic} \) and vice versa, Eq. (45) and Eq. (46) are solved iteratively until the solution converges. Finally, we set the values of the diagonal matrix \( V_c \) as \( [V_c]_{ii} = 1 - w_{ic}, \quad i = 1, \ldots, N_c \).

6) Dependence-based prior information matrix (SwML-DAd): Dependence-based weights were proposed in [15]. They are based on Hilbert-Schmidt independence criterion (HSIC) [62], which is used to describe statistical dependence between features and labels based on the estimation of Hilbert-Schmidt norms. We follow the definition of HSIC in [15] as

\[
\text{HSIC} = \text{tr} \left( (Y \circ W) \Theta (Y \circ W)^T \right) = \sum_{i,j=1}^{N_c} \theta_{ij} \left( w_i \text{diag}(y_i \circ y_j) w_j^T \right),
\]

(47)

where \( W = [w_1, \ldots, w_i, \ldots, w_{N_c}] \), \( \theta_{ij} = [\Theta]_{ij} \), and \( \Theta = H X^\top X H \). \( H \) is a centered matrix, which is represented as \( H = I - uu^T/N_C \), where \( I \in \mathbb{R}^{N_C \times N_C} \) denotes an identity matrix and \( u \in \mathbb{R}^{N_C} \) denotes an all-one vector. \( \circ \) denotes the Hadamard, i.e., element-wise, product of two matrices or vectors. To find \( W \) that maximizes HSIC, we solve the following optimization problem using the iterative approach described in [15]:

\[
\min F(W) = -\frac{1}{2} \sum_{i,j=1}^{N_c} \theta_{ij} \left( w_i \text{diag}(y_i \circ y_j) w_j^T \right),
\]

(48)

s.t. \( y_i^\top w_i = 1, \quad w_i \geq 0, \quad i = 1, \ldots, N_c \).

This approach transforms a multi-label task to several single-label tasks [15]. It allocates 1 to only one prominent class for each instance after the final iteration. In our probabilistic formulation, the diagonal matrix \( V_c \) has elements \( [V_c]_{ii} = 1 - w_{ic}, \quad i = 1, \ldots, N_c \).

IV. EXPERIMENTS

In our work, we tested our approach on ten multi-label databases and compared the final results with six competing methods using five evaluation metrics. We use the Matlab codes provided for [15] in the comparative experiments and exploit the relevant parts also in the implementation of our proposed method. In the following subsections, we present ten databases, implementation details, evaluation metrics, and classification results.

A. Databases

We perform our experiments on 10 publicly available multi-label databases\(^1\) Yeast [5], Scene [32], Cal500 [6], Medical [7], TMC2007-500 [63], Corel16k001 [64], PlantGc [4] Image\(^2\) HumanGc\(^3\) Enron\(^4\). The contents of these databases include text, image, and acoustic clips. The numbers of classes and features of these databases are shown in Table I. 'Cardinality' gives the mean numbers of class labels per instance for the database.

B. Experimental setup

After eigendecomposition of \( S_w^{-1} S_b \), we retained the eigenvectors corresponding to the top 0.999 informative eigenvalues. The classifier used in the experiments is a multi-label \( k \)-nearest neighbor classifier (ML-KNN) [65] with \( k = 15 \) as in [15]. ML-KNN utilizes \( k \)-nearest neighbor algorithm and maximum a posterior (MAP) principle to tackle the multi-label categorization task. ML-KNN first estimates prior and posterior probability of each instance \( i \) for each class \( c \) from a training dataset based on frequency counting [65]. Then, the predicted probabilities on a test dataset are calculated based on the prior and posterior probabilities on the training dataset using the Bayesian rule. The predicted labels are obtained by setting a threshold (\( \geq 0.5 \)) for the predicted probabilities.

C. Performance evaluation

We adopt five different evaluation metrics [66], [67] to evaluate the performance of our proposed algorithm: one error, normalized coverage, ranking loss, hamming loss, and macro-F1. We introduce them in the following. Here, we denote the ground truth label matrix for the \( M \) test samples as \( Y = [y_1, \ldots, y_i, \ldots, y_M] \), where the \( i^{th} \) column \( y_i \in \mathbb{R}^C \) represents the label vector of test sample \( x_i \).

The predicted label matrix is denoted as \( \hat{Y} \) and \( \hat{y}_i \) is the predicted label vector of a test sample \( x_i \). We use \( \hat{p}_i = f(x_i) \) for the predicted probabilities, where \( \hat{p}_{i,c} (0 \leq \hat{p}_{i,c} \leq 1) \) denotes the membership of instance \( i \) in class \( c \). \( L_i = \{ \text{sort}((\hat{p}_i)) \} \)

\(^1\)http://computer.njnu.edu.cn/Lab/LABIC/LABICSoftware.html
\(^2\)http://bailando.sims.berkeley.edu/enron_email.html
denotes an ordered list of classes ranked in the order of descending probability in \( \hat{p}_i \). \( I(y_i) \) is used to denote the indices of relevant classes in \( y_i \) and \( \neg I(y_i) \) denotes the indices of negative classes in \( y_i \).

1) **One error** shows how often the top ranked class is not among the positive ground truth labels. Lower values of this metric indicate better performance.

\[
\text{one}_{-\text{error}} = \begin{cases} 
0, & \text{if } L_i[1] \in I(y_i), \\
1, & \text{otherwise},
\end{cases}
\]  

(49)

where \( L_i[1] \) denotes the first class in the sorted list \( L_i \).

\[
\text{one}_{-\text{error}} = \frac{\sum_{i=1}^{M} \text{one}_{-\text{error}}_i}{M}.
\]  

(50)

2) **Normalized coverage** demonstrates how far on average in the predicted label ranking \( L_i \) one needs to go to cover all the ground-truth labels of an instance. A smaller coverage value indicates better performance.

\[
\text{coverage} = \frac{\sum_{i=1}^{M} \max_j \{j | I(y_i) \in_j L_i \} - 1}{M \ast (C - 1)},
\]  

(51)

where \( \{j | I(y_i) \in_j L_i \} \) gives the positions of relevant classes \( I(y_i) \) in the ordered list \( L \).

3) **Ranking loss** evaluates for each item \( i \) relevant vs. irrelevant class pair and gives the fraction of pairs, where the irrelevant class if ranked above the relevant one. Smaller values of this metric indicate a better performance. Here, we use \( m \) to denote the number of relevant classes in \( y_i \) and \( n = C - m \):

\[
\text{ranking}_{-\text{loss}}_i = \frac{\hat{p}_i, \neg I(y_i) \leq \hat{p}_i, I(y_i)}{m \ast n},
\]  

(52)

\[
\text{ranking}_{-\text{loss}} = \frac{\sum_{i=1}^{M} \text{ranking}_{-\text{loss}}_i}{M}.
\]  

(53)

where \( \hat{p}_i, \neg I(y_i) \leq \hat{p}_i, I(y_i) \) is used to denote the count of wrong rankings for item \( i \).

4) **Hamming loss** shows the rate of misclassified predicted values using XOR comparison between predicted labels and ground truth labels. Smaller values of this metric indicate a better performance:

\[
\text{hamming}_{-\text{loss}} = \frac{1}{M} \sum_{i=1}^{M} \| y_i \oplus \hat{y}_i \|_{\ell_1}.
\]  

(54)

5) **Macro-F1** shows the average F1 value on each class, which reveals the authenticity and reliability of predicted true labels. Higher values of this metric indicate a better performance.

\[
\text{macroF}_1 = \frac{2}{C} \sum_{c=1}^{C} \frac{\text{precision}_c \ast \text{recall}_c}{\text{precision}_c + \text{recall}_c},
\]  

(55)

where \( \text{precision}_c \) and \( \text{recall}_c \) are precision and recall for class \( c \).

D. Classification results

Tables (II)-(VI) show the experimental results of our approach and competing methods with one error, normalized coverage, ranking loss, hamming loss, and macro-F1 metrics. One error, normalized coverage, and ranking loss directly utilize the probabilities from the ML-KNN algorithm in various ways. We can conclude that all versions of our proposed methods achieved significant improvements in most databases comparing to the reference methods with the first three metrics that use probabilities. Our method achieved the best result in eight cases out of ten in Tables (II) and (IV), and nine cases out of ten in Table (III).

The remaining two metrics utilize the predicted labels obtained by a threshold value 0.5 and the probabilities in different ways. We currently did not adapt a cross validation strategy to select an optimal threshold value in our experiments, which may lead to suboptimal results. With the last two metrics, the reference methods worked a bit better than with the former three metrics, but even in the worst case with Hamming loss, our method achieved the best results in six cases out of ten.

According to the results with all metrics, our misclassification-based prior information variant \( SwMLDA_m \) is the most efficient and precise one and totally achieved 15 best results among all the test cases (highlighted values in the tables). \( SwMLDA_d \) achieved 11 best results among all the test cases with different metrics. Moreover, each variant of our algorithm achieved better performance compared to the corresponding reference methods in most cases. For instance, \( SwMLDA_f \) achieved better results on at least eight cases out of ten for any metric than \( wMLDA_f \) did with the one-error metric, \( SwMLDA_d \) enhanced the performance on eight cases with hamming loss and seven cases with marco-F1 compared to \( wMLDA_d \). This shows that the proposed approach of using
the prior information for class saliency estimation generally outperforms using it directly for weighting the items as in [15].
V. CONCLUSION

In this paper, we proposed a novel multi-label classification method to tackle the data imbalance and information redundancy problems in encountered multi-label classification tasks. Our method is an extension of MLDA, where the weights are generated with a probabilistic approach to evaluate the saliency of each instance for different classes. The probabilistic approach uses an affinity matrix to ensure similar results for similar instances and a prior information matrix to integrate prior information on prominence of each instance for each class. Our solution can alleviate the data imbalance problem, which is commonly encountered in multi-label databases, as the weight factor vectors are calculated separately for each class. Our method can also alleviate the common overcounting problem. We proposed variants of our methods using different prior information matrices based on both labels and features.

We used five metrics to evaluate the performance of our method with competing method on ten multi-label datasets. The experimental results show that our method enhanced the classification performance compared to the competing algorithms.

Our algorithm is still based on the linear subspace learning technique. In the future, we will make a non-linear extension using the kernel trick. We will also explore the prominence of each feature channel from all instances to calculate the weight factor vector.

REFERENCES

[1] L. Li, H. Wang, X. Sun, B. Chang, S. Zhao, and L. Sha, “Multi-label Text Categorization with Joint Learning Predictions-as-Features Method,” in Proceedings of the 2015 Conference on Empirical Methods in Natural Language Processing, 2015, pp. 835–839.
[2] G.-J. Qi, X.-S. Hua, Y. Rui, J. Tang, T. Mei, and H.-J. Zhang, “Correlative Multi-Label Video Annotation,” in Proceedings of the 15th International Conference on Multimedia, 2007.
[3] J. Read, L. Martino, and J. Hollmén, “Multi-label Methods for Prediction with Sequential Data,” Pattern Recognition, vol. 63, pp. 45–55, 9 2016.
[4] K. Trohidis, G. Tsoumakas, G. Kalliris, and I. Vlahavas, “Multi-label classification of music by emotion,” Eurasip Journal on Audio, Speech, and Music Processing, vol. 2011, no. 1, pp. 1–9, 2011.
[5] K. Nakai and M. Kaniehisa, “A Knowledge Base for Predicting Protein Localization Sites in Eukaryotic Cells,” Genomics, vol. 14, pp. 897–911, 1992.
[6] D. Turnbull, L. Barrington, D. Torres, and G. Lanckriet, “Semantic annotation and retrieval of music and sound effects,” IEEE Transactions on Audio, Speech and Language Processing, vol. 16, no. 2, pp. 467–476, 2008.
[7] J. P. Pestian, C. Brew, P. Matykiewicz, D. J. Hovemaler, N. Johnson, K. B. Cohen, and W. Duch, “A shared task involving multi-label classification of clinical free text,” ACL 2007 - Proceedings of the Workshop on BioNLP, 2007: Biological, Translational, and Clinical Language Processing, no. June, pp. 97–104, 2007.
[8] H. Wang, C. Ding, and H. Huang, “Multi-label linear discriminant analysis,” Lecture Notes in Computer Science, vol. 6316 LNCS, no. PART 6, pp. 126–139, 2010.
[9] Y. Lu, Y.-m. Cheung, and Y. Y. Tang, “Bayes Imbalance Impact Index: A Measure of Class Imbalanced Dataset for Classification Problem,” IEEE Transactions on Neural Networks and Learning Systems, vol. 1, no. c, pp. 1–13, 2019.
[10] M. L. Zhang and Z. H. Zhou, “A review on multi-label learning algorithms,” IEEE Transactions on Knowledge and Data Engineering, vol. 26, no. 8, pp. 1819–1837, 2014.
[11] E. A. Tanaka, S. R. Nozawa, A. A. Macedo, and J. A. Baranauskas, “A multi-label approach using binary relevance and decision trees applied to functional genomics,” Journal of Biomedical Informatics, vol. 54, pp. 85–95, 2015.
[12] M. Zhang, Y. Li, X. Liu, and X. Geng, “Binary Relevance for Multi-Label Learning: an overview,” Front. Comput. Sci., vol. 12, no. June, pp. 191–202, 2018.
[13] Z. Abdallah, A. El-Zaart, and M. Oueidat, “An improvement of label power set method based on priority label transformation,” International Journal of Applied Engineering Research, vol. 11, no. 16, pp. 9079–9087, 2016.
[14] G. Tsoumakas, I. Katakis, and I. Vlahavas, “Random k-Labelsets for Multi-Label Classification,” IEEE Transactions on Knowledge and Data Engineering, vol. 23, no. 7, pp. 1079–1089, 2010.
[15] J. Xu, “A weighted linear discriminant analysis framework for multi-label feature extraction,” Neurocomputing, vol. 275, pp. 107–120, 2018.
[16] R. E. Schapire and Y. Singer, “BoostTexter: a boosting-based system for text categorization,” Machine Learning, vol. 39, no. 2, pp. 135–168, 2000.
[17] A. P. Streich and J. M. Buhmann, “Classification of multi-labeled data: A generative approach,” Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 5212 LNAI, no. PART 2, pp. 390–405, 2008.
[18] A. Iosifidis, A. Tefas, N. Nikolaidis, and I. Pitas, “Multi-view human movement recognition based on fuzzy distances and linear discriminant analysis,” Computer Vision and Image Understanding, vol. 116, no. 3, pp. 347–360, 2012.
[19] A. Iosifidis, A. Tefas, and I. Pitas, “Regularized extreme learning machine for multi-view semi-supervised action recognition,” Neurocomputing, vol. 145, pp. 250–262, 2014.
[20] L. Wu, Chunhua Shen, and A. v. d. Hengel, “Deep linear discriminant analysis on fisher networks: A hybrid architecture for person re-identification,” Pattern Recognition, vol. 65, pp. 238–250, 2017.
[21] H. Wang, L. Yan, H. Huang, and C. Ding, “From protein sequence to protein function via multi-label linear discriminant analysis,” IEEE/ACM Transactions on Computational Biology and Bioinformatics, vol. 14, no. 3, pp. 503–513, 2017.
[22] D. Huang, Y. Qian, M. He, and B. Zhou, “Comparison of linear discriminant analysis methods for the classification of cancer based on gene expression data,” Journal of Experimental and Clinical Cancer Research, vol. 28, no. 1, pp. 1–8, 2009.
[23] F. Gao and H. Ai, “Face age classification on consumer images with gabor feature and fuzzy LDA method,” Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 5558 LNCS, pp. 132–141, 2009.
[24] L. Xu, A. Iosifidis, and M. Gabbouj, “Weighted linear discriminant analysis based on class saliency information,” Proceedings - International Conference on Image Processing, ICIP, pp. 2306–2310, 2018.
[25] C. H. Park and M. Lee, “On applying linear discriminant analysis for multi-labeled problems,” Pattern Recognition Letters, vol. 29, no. 7, pp. 878–887, 2008.
[26] W. Chen, J. Yan, B. Zhang, Z. Chen, and Q. Yang, “Document transformation for multi-label feature selection in text categorization,” Proceedings - IEEE International Conference on Data Mining, ICDM, pp. 451–456, 2007.
[27] X. Lin and X.-w. Chen, “Mr. KNN - Soft relevance for multi-label classification,” in Proceedings of the 19th ACM Conference on Information and Knowledge Management, 2010, pp. 349–358.
[28] S. Godbole and S. Sarawagi, “Discriminative methods for multi-labeled classification,” Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 3056, pp. 22–30, 2004.
[29] G. P. Zhang, “data mining and knowledge discovery handbook,” in Soft Computing for Knowledge Discovery and Data Mining, 2008, pp. 667–685.
[30] J. Read, B. Pfahringer, G. Holmes, and E. Frank, “Classifier Chains for Multi-label Classification,” Joint European Conference on Machine Learning and Knowledge Discovery in Databases, ECML PKDD 2009. Lecture Notes in Computer Science, vol. 5782, pp. 254–269, 2009.
[31] M. Pushpa and S. Karapagavalli, “Multi-label Classification: Problem Transformation methods in Tamil Phoneme classification,” Procedia Computer Science, vol. 115, pp. 573–579, 2017.
[32] M. R. Boutell, J. Luo, X. Shen, and C. M. Brown, “Learning multi-label scene classification,” Pattern Recognition, vol. 37, no. 9, pp. 1757–1771, 2004.
[33] F. Yoav and L. Mason, “The Alternating Decision Tree Learning Algorithm,” in International Conference on Machine Learning, 1999.
[34] F. De Comité, R. Gilleron, and M. Tomsma, “Learning multi-label alternating decision trees from texts and data,” Lecture Notes in Artificial Intelligence (Subseries of Lecture Notes in Computer Science), vol. 2734, pp. 35–49, 2003.
Moncef Gabbouj received his BS degree in 1985 from Oklahoma State University, and his MS and PhD degrees from Purdue University, in 1986 and 1989, respectively, all in electrical engineering. Dr. Gabbouj is a Professor of Signal Processing at the Department of Computing Sciences, Tampere University, Tampere, Finland. He was Academy of Finland Professor during 2011-2015. His research interests include Big Data analytics, multimedia content-based analysis, indexing and retrieval, artificial intelligence, machine learning, pattern recognition, nonlinear signal and image processing and analysis, voice conversion, and video processing and coding. Dr. Gabbouj is a Fellow of the IEEE and member of the Academia Europaea and the Finnish Academy of Science and Letters. He is the past Chairman of the IEEE CAS TC on DSP and committee member of the IEEE Fourier Award for Signal Processing. He served as associate editor and guest editor of many IEEE, and international journals and Distinguished Lecturer for the IEEE CASS. Dr. Gabbouj is the Finland Site Director of the NSF IUCRC funded Center for Visual and Decision Informatics (CVDI) and leads the Artificial Intelligence Research Task Force of the Ministry of Economic Affairs and Employment funded Research Alliance on Autonomous Systems (RAAS).