Empirical Bayesian Inference using Joint Sparsity

Jiahui Zhang∗, Anne Gelb†, and Theresa Scarnati‡

Abstract.
This paper develops a new empirical Bayesian inference algorithm for solving a linear inverse problem given multiple measurement vectors (MMV) of under-sampled and noisy observable data. Specifically, by exploiting the joint sparsity across the multiple measurements in the sparse domain of the underlying signal or image, we construct a new support informed sparsity promoting prior. Several applications can be modeled using this framework, and as a prototypical example we consider reconstructing an image from synthetic aperture radar (SAR) observations using nearby azimuth angles. Our numerical experiments demonstrate that using this new prior not only improves accuracy of the recovery, but also reduces the uncertainty in the posterior when compared to standard sparsity producing priors.
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1. Introduction. We consider the linear inverse problem modeled as $Y = AX + E$ where $X, Y, E$ are random variables defined over the common probability space $(Ω, F, P)$, and $X$ and $E$ are assumed to be independent. Here $X$ represents the observable data, $A ∈ C^{n×n}$ is a deterministic and known forward operator, and $E ∼ CN(0, σ^2I_n)$ models the additive complex Gaussian noise. The realizations of the observable data $y_j = Ax + e_j$, $j = 1, \ldots, J$, are obtained as a collection of $J > 1$ measurements, and are often referred to as multiple measurement vectors (MMVs), [13]. Many real world phenomena may be modeled in this way, and our study is motivated by applications in synthetic aperture radar (SAR) imaging. In this case, the observable data are multiple sets of phase history data, $A$ is a (non-uniform) Fourier transform matrix, and we seek to recover a complex SAR image $X$. To simplify our presentation and analysis, our investigation is limited to one-dimensional real-valued signals. It is straightforward to extend our approach to multi-dimensions as well as complex-valued signals and images, however. Additionally, our approach is conducive to parallelizable algorithms.

A common assumption made in signal recovery, which we also use in this investigation, is that the underlying signal is sparse in some domain (e.g. the gradient or edge domain). In such cases compressive sensing (CS) algorithms, [9, 18], are frequently employed, as they are specifically designed to exploit these sparsity assumptions. Constructed as a convex optimization problem, a CS algorithm seeks to minimize the $ℓ_2$ norm of the data fidelity regularized by the $ℓ_1$ norm of the solution in its sparse domain. For example, given a particular observation $y_j = Ax + e_j$, the solution is obtained as

$$x^* = \arg\min_{x ∈ R^n} \left\{ \lambda||Lx||_1 + \frac{1}{2}||y_j - Ax||_2^2 \right\},$$

where $L$ is a pre-determined sparsifying transform and the regularization parameter $λ > 0$ is chosen to balance each term’s contribution. For presumably less error in the fidelity term, $||y_j - Ax||_2^2$, a smaller $λ$ is chosen and vice versa. In this context the $ℓ_1$ norm is typically viewed as a surrogate
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1We use the terms signal, image, and function interchangeably throughout our manuscript.
for the $\ell_0$ pseudo-norm since using the latter yields an intractable problem, [11]. The additional information from the multiple observations collected in the MMVs can be further exploited by employing the joint sparsity assumption. In a nutshell, joint sparsity leverages the assumption that the sparse domain of the underlying signal should be similar across all collected measurements for that same signal.

Many techniques have been introduced to improve the robustness and efficacy of CS algorithms in both the single and multiple measurement cases, [10, 16, 1, 21, 33]. However, since the recovery is limited to point estimate solutions, it is not possible to quantify the uncertainty. This disadvantage is non-trivial because in practice it is often crucial to know how reliable the recovery is, especially in the case of noisy or limited data availability within each measurement vector. Moreover, even within the same application, CS algorithms inevitably require hand tuning of the regularization parameter, with small changes often resulting in drastically different recovery outcomes.

Due to these inherent limitations, the Bayesian approach, [25], is often used to recover the posterior distribution of the unknown random variable $X$ with respect to $Y$ as related by the model $Y = AX + E$. We note that from the Bayesian perspective, the CS methodology may be viewed as obtaining a maximum a posteriori (MAP) estimate [27], which represents a mode of the posterior distribution. However, the MAP estimate of the posterior distribution may not always provide the most descriptive approximation of the true underlying signal and furthermore does not yield the required information about the posterior distribution to quantify the uncertainty of the recovery. Therefore this investigation aims to recover the posterior distribution representing the unknown $X$ using sampling methods.

In the Bayes formulation, the posterior density of the unknown $X$ is proportional to the product of the likelihood and prior densities, with the likelihood corresponding to the fidelity term in a convex optimization problem and the prior to the regularization term. Determining an appropriate prior to quantify assumptions about the unknown signal is well known to be difficult. To this end, the sparsity assumption suggests that the $\ell_1$ (Laplace) prior may be suitable for this purpose, and indeed the corresponding MAP estimate results in the same convex CS-based optimization problem in (1.1). Although effective in many applications, the standard Laplace prior does not really include all of the prior beliefs about the underlying image. Specifically, no consideration is given to the locations of the support within the sparse domain. We note that this is also the case in standard CS algorithms, as the regularization parameter is constant throughout the sparsity domain.

This issue has been addressed in CS algorithms using various forms of weighted $\ell_1$ regularization, [16, 10, 1, 21]. In all cases, the spatially varying weighting parameters are designed to promote solutions that are sparse only in regions that are likely to be sparse, as opposed to promoting global sparsity. Unfortunately, many of the proposed re-weighted $\ell_1$ (and $\ell_2$) regularization algorithms are iterative in nature and sensitive to noise. A review of the advantages and shortcomings of some of these algorithms may be found in [14].

In [1, 21], where the MMV case was specifically considered, the spatially varying weighting parameter was designed by exploiting the joint sparsity across the measurements in the sparsity domain. In particular, the regions of support in the sparse domain were determined to be those in which there were large variances in the measurements. By contrast, small variances in the measurements indicated sparse regions. The spatially varying weights for the weighted $\ell_1$ (or $\ell_2$) regularization were then constructed accordingly. The technique, coined the variance based joint sparsity (VBJS) method, proved to be efficient and robust in recovering images from noisy and under-sampled data. The method can also be used for a single set of measurements by processing it multiple times to obtain MMVs, [33].

Inspired by these results, in the empirical Bayesian approach used in this investigation, we introduce a new prior that is constructed by exploiting the joint sparsity assumption. As is typically
done, our prior assumes that the signal is sparse in the sparse domain. But in our new support informed sparse prior, we also incorporate the likely regions of support in the sparse domain, thereby more accurately describing our prior beliefs about the underlying signal. As in the VBJS method, our technique uses the variance of the measurements in the sparsity domain to determine regions of support. We then use this information to construct a binary edge mask for the prior. That is, the weighting parameter in the prior is binary with a zero value assigned whenever an edge is detected and one otherwise. In this way we obtain a truly hierarchical prior, which will be described in more detail throughout Section 2. Since our new method uses observable data to inform the prior it may be categorized as an empirical Bayesian inference technique.

For context, we can compare our method to another empirical Bayesian inference technique, sparse Bayesian learning (SBL), [34, 35]. In SBL, one seeks to learn the distributions of the hyperparameters of the prior. For a conjugate prior (given in [34, 35] by a Gaussian prior with Gamma distributed hyperparameters), these hyperparameters can be approximated using expectation maximization (EM) [17]. SBL with EM has the same effect as defining a sparse prior that is additionally informed by the supports in the sparse domain. In this regard it is important to point out that (i) SBL is designed specifically to recover sparse signals. That is, the sparse prior is in the domain of recovery. By contrast our new method is more general, since it also considers priors that are sparse in a transformed space; (ii) EM is not computationally efficient for higher dimensional data. While other more efficient methods may be used to learn the hyperparameters, the resulting accuracy is considerably reduced, [35]; and (iii) due to the use of conjugate priors, the density yields a closed form representation of the posterior distribution, and thus sampling can be done using the Gibbs sampling method, an algorithm in the family of Markov Chain Monte-Carlo (MCMC) techniques. Our proposed technique, on the other hand, is not restricted to using only conjugate priors. Consequently, the posterior distribution does not have a closed form solution, which means that we cannot use the Gibbs sampling method. Hence instead we employ the celebrated Metropolis Hastings (MH) MCMC algorithm, [20, 30]. For one dimensional problems, the efficiency of the MH algorithm is comparable to Gibbs sampling. In higher dimensions, Gibbs sampling is inevitably a faster sampling technique. The evaluation of the posteriors derived in this paper is easily parallelized across each dimension, however, so that for many applications enforcing conjugate priors to enable Gibbs sampling does not seem necessary.

Our new method may also be compared to those of [5, 7, 8], which in sequel we will refer to as the hierarchical Gaussian prior (HGP) approach. In contrast to SBL, HGP techniques are not limited to the recovery of sparse signals, as long as the sparsifying transform in the prior is symmetric positive definite. This will ensure a closed form solution for the posterior which in turn allows Gibbs sampling to be used. As in SBL, the prior in HGP is typically Gaussian with Gamma distributed hyperparameters. Unlike SBL, these hyperparameters are not approximated by EM. In order to maintain a closed form solution for the posterior, the hyperparameters are scalar, that is, the prior is not informed by the signal’s support in the sparsity domain. In this regard, a point estimate of the HGP is more similar to the original CS approach which does not use spatially varying weighted $\ell_1$ regularization. Of course HGP has the benefit of being able to quantify the uncertainty of the solution. We note again that in our new approach we use a hierarchical support informed prior, where the support in the sparse domain is determined by exploiting the joint sparsity of the multiple measurements in the sparse domain.

2Binary edge masks were also used in the edge-adaptive $\ell_2$ regularization image reconstruction method developed in [14].

3Based on its derivation, it seems that EM could also be used in the case of SPD sparsifying transforms. This would make SBL applicable to a broader range of signals (not only sparse signals). While such applications should be considered in future investigations, it does not negate SBL’s issue with implementation cost in multi-dimensions.
The rest of this paper is organized as follows. In Section 2 we review the Bayesian approach for solving inverse problems and introduce our new support informed sparse prior. We discuss how the resulting posterior is evaluated via the MH MCMC algorithm in Section 3. Numerical experiments used to evaluate our method are performed in Section 4. Finally, Section 5 provides some concluding remarks.

2. The Bayesian approach for solving inverse problems. We consider the linear forward model of the form

\[ Y = AX + E, \]

where \( X, Y, E \) are random variables defined over a common probability space \((\Omega, \mathcal{F}, P)\), and \( X \) and \( E \) are assumed to be mutually independent. Here \( X \) represents the underlying unknown we seek to recover, \( Y \) is the observable data, \( A \in \mathbb{C}^{n \times n} \) is a known forward operator, and \( E \sim \mathcal{CN}(0, \sigma^2 I_n) \) models additive complex Gaussian noise. A particular observation \( y_j \) of (2.1), \( j = 1, \ldots, J \), where \( J \) is the given number of MMVs, is given by

\[ y = Ax + e, \]

where we have dropped the subscript \( j \) to avoid cumbersome notation. As noted in the introduction, sparsity based (CS) reconstruction algorithms are often used to obtain the optimal solution to (2.2) as a point estimate solution of (2.1). Also as discussed in the introduction, exploring the entire posterior probability of \( X \) is valuable in assessing the uncertainty of the our recovery. This can be achieved within a Bayesian framework, which we briefly review below. A complete overview of Bayesian inverse problems may be found in [25].

2.1. Bayes’ Theorem. Let \( x, y, e \in \mathbb{R}^n \) and \( \lambda \in [0, 1] \) be realizations of the random variables \( X, Y, E \) and \( \lambda \) respectively. Bayes’ theorem is given by

\[ f_{X, \lambda|Y}(x, \lambda|y) = \frac{f_{Y|X}(y|x)f_{X|\lambda}(x|\lambda)f_{\lambda}(\lambda)}{f_Y(y)}, \]

where \( f_{X, \lambda|Y}(x, \lambda|y) \) is the posterior density function we seek to recover, \( f_{Y|X}(y|x) \) is the likelihood function, and \( \tilde{f}_{X, \lambda}(x, \lambda) = f_{X|\lambda}(x|\lambda)f_{\lambda}(\lambda) \) is the prior probability density function. The prior is broken into two parts, the conditional prior \( f_{X|\lambda}(x|\lambda) \) and the hyper-prior \( f_{\lambda}(\lambda) \). Further, \( f_Y(y) \), often called the evidence, is given by the total law of probability as

\[ f_Y(y) = \int_{\mathbb{R}^n} \int_{[0, 1]} f_{X, \lambda|Y}(x, y, \lambda)d\lambda dx = \int_{\mathbb{R}^n} \int_{[0, 1]} f_{Y|X}(y|x)f_{X|\lambda}(x|\lambda)f_{\lambda}(\lambda)d\lambda dx. \]

It is reasonable to assume that (2.4) is nonzero because otherwise the observation \( y \in \mathbb{R}^n \) has a probability of zero and is therefore irrelevant in the applications we are considering. Moreover, since calculating (2.4) is often computationally intractable, particularly in high dimensional domains, a closed form posterior density is often unavailable. Thus sampling methods such as those described in Section 3.2 are typically used to approximate the un-normalized version of the posterior (2.3) given by

\[ \tilde{f}_{X, \lambda|Y}(x, \lambda|y) = f_{Y|X}(y|x)f_{X|\lambda}(x|\lambda)f_{\lambda}(\lambda). \]

In our numerical experiments we use the Metropolis-Hastings (MH) algorithm to draw samples of (2.5).
In what follows, Section 2.2 defines the likelihood $f_{Y|X}(y|x)$ with respect to the proposed linear model (2.1), while Section 2.3 describes how we estimate the hyper-prior $\lambda$. Section 2.4 focuses on the definition of the conditional prior $f_{X|\lambda}(x|\lambda)$. There we will first discuss how sparsity enforcing priors are often employed in practice and then introduce our novel support informed sparse prior that is empirically constructed by exploiting the joint sparsity across the multiple measurements in the sparse domain of the underlying signal. Finally, in Section 2.5 we define and explore the posterior $\hat{f}_{X,\lambda|Y}(x, \lambda|y)$.

2.2. Estimating the likelihood. Returning to the model in (2.1), observe that

$$f_{Y|X,E}(y|x,e) = \delta(y - Ax - e),$$

where $\delta(\cdot)$ is the Dirac delta function. Marginalizing with respect to the noise $e$ yields

$$f_{Y|X}(y|x) = \int_{\mathbb{R}^n} f_{Y|X,E}(y|x,e)f_{E|X}(e|x)de$$

$$= \int_{\mathbb{R}^n} \delta(y - Ax - e)f_{E|X}(e|x)de$$

$$= f_{E|X}(y - Ax|x)$$

$$= f_{E}(y - Ax),$$

(2.6)

with the last equality resulting from the independence between $X$ and $E$, [25]. Hence we see that the likelihood function, $f_{Y|X}(y|x)$, depends on the noise variable $E$. Since $E$ is Gaussian with mean 0 and covariance matrix $\Sigma = \sigma^2 I_n$, the noise density is given by

$$f_{E}(e) \propto \exp\{-\frac{1}{2\sigma^2}(e - 0)^T(e - 0)\} = \exp\{-\frac{||e||^2_2}{2\sigma^2}\}.$$  

Thus from (2.6) and (2.7) we obtain the likelihood density

$$f_{Y|X}(y|x) = f_{E}(y - Ax) \propto \exp\{-\frac{1}{2\sigma^2}||y - Ax||_2^2\}.$$  

(2.8)

2.3. Estimating the hyper-prior. We use $K$-fold cross validation to estimate the hyper-prior, [27]. To summarize this procedure, we begin by approximating

$$f_{\lambda}(\lambda) \approx f_{\lambda|Y}(\lambda|y) = \frac{f_{Y|X}(y|\lambda)f_{\lambda}(\lambda)}{f(y)} \propto f_{Y|X}(y|\lambda)f_{\lambda}(\lambda),$$

(2.9)

where $f_{\lambda}(\lambda)$ is the prior on the hyper-prior. By assuming $\lambda \sim U[0, 1]$ so that $\hat{f}_{\lambda}(\lambda) = 1$, we have

$$f_{\lambda}(\lambda) \propto f_{Y|X}(y|\lambda).$$

(2.10)

The mode of the distribution (2.10) can be approximated using the MAP estimate as

$$\hat{\lambda} = \arg\max_\lambda \{f_{Y|X}(y|\lambda)\} = \arg\max_\lambda \int_{\mathbb{R}^n} f_{Y|X}(y|x)f_{X|\lambda}(x|\lambda)dx.$$  

(2.11)

Integration with respect to $x$ over the space $\mathbb{R}^n$ is not computationally feasible. We therefore instead employ $K$-fold cross-validation to approximate $\hat{\lambda}$ given the data $y_j \in \Omega$ for $j = 1, \ldots, J$. The general process for $K$-fold cross-validation is to first calculate $M$ MAP estimates of the unknown from a subset of $M < J$ observable measurements using sample candidates of the hyper-prior $\hat{\lambda}$. These
are then used to generate $M$ training vectors, which are in turn compared to the remaining $J - M$ observable measurements, or testing vectors. The whole process is then repeated for $K$ independent trials, and $\hat{\lambda}$ is chosen to minimize the mean square error of (2.1) between all training and testing vectors. The procedure is summarized in Algorithm 2.1.

**Algorithm 2.1 $K$-Fold Cross-Validation to Estimate $\hat{\lambda}$.**

1: **Input:** Set of multiple measurements (MMVs) $\mathbf{y} = [y_1, y_2, y_3, \ldots, y_J]$.
2: **Output:** Point Estimate of the hyper-prior $\hat{\lambda}$.
3: for $k = 1$ to $K$ do
4: Randomly partition MMVs into $M$ training vectors and $J - M$ testing vectors.
5: for $i = 1$ to $M$ do
6: Sample candidate hyper-prior from $\tilde{\lambda}_{i,k} \sim U[0, 1]$.
7: Calculate the MAP estimate of the unknown as
   $$\hat{x}_{i,k} = \arg\max_x \{f_{X,\lambda}(x, \tilde{\lambda}_{i,k} | y_i)\}.$$ 
8: Compute training data according to $\hat{y}_{i,k} = A \hat{x}_{i,k}$.
9: Evaluate the training data by calculating
   $$E_{i,k} = \frac{1}{J - M} \sum_{l=M+1}^{J} \text{MSE}(\hat{y}_{i,k}, y_l),$$
   where $\{y_l\}_{l=M+1}^{J}$ are the partitioned $J - M$ testing vectors.
10: end for
11: end for
12: Choose $(i^*, k^*) = \arg\min_{i,k} E_{i,k}$ and set $\hat{\lambda} = \tilde{\lambda}_{i^*,k^*}$.

The hyper-prior $\hat{\lambda}$ recovered from Algorithm 2.1 approximates the solution to (2.11) such that

(2.12) $f_\lambda(\lambda) \approx \delta_{\hat{\lambda}}(\lambda)$.

Intuitively, (2.12) implies that we are simply concentrating the density (2.10) on the value $\hat{\lambda}$, which is our estimate of the mode of the hyper-prior distribution (2.11). Note that the $K$ fold validation process assumes that the distribution for $\lambda$ is unimodal. Previous efforts, see e.g. [27], have also demonstrated that (2.12) is a good approximation of (2.11).

**Remark 2.1.** The hyper-prior $\hat{\lambda}$ recovered in Algorithm 2.1 is consistent with how one ideally chooses the regularization parameter in the CS approximation given by (1.1), or as we will again see in (3.2), where the fidelity and regularization parameters are combined to form a single parameter. Specifically this parameter should be chosen to offset the variance of the noise, and the $K$-fold cross validation method provides an empirical approach to calculating this variance.

**2.4. A support informed sparsity prior.** The main focus of this investigation is to construct a support informed sparsity prior $\hat{f}_{X,\lambda}(x, \lambda) = f_{X|\lambda}(x|\lambda)f_\lambda(\lambda)$ in (2.3). As will be demonstrated in what follows, this will reduce the uncertainty of the posterior for models given by (2.1).

Using the approximation in (2.12) we can make the approximation

$$\hat{f}_{X,\lambda}(x, \lambda) = f_{X|\lambda}(x|\lambda)f_\lambda(\lambda) \approx f_{X|\lambda}(x|\hat{\lambda}),$$
and it remains to define the prior through \( f_{X|\lambda}(x|\lambda) \). To do so, we make two assumptions: (i) the prior enforces the sparsity of some transformation of \( X \) and (ii) there are multiple observations \( y \) of \( Y \) for each realization \( x \) of \( X \).\(^4\)

There are many applications for which it is reasonable to assume that the desired solution is sparse in some domain. In our investigation, the underlying signal is assumed to be piecewise smooth, implying that the edge domain is sparse. It is important to note that as a departure from the traditional sparse priors commonly used in formulating the posterior, our new support informed sparse prior considers both the existence of the sparse domain as well as the locations of the non-zero values within it, i.e., its support.

2.4.1. Sparsity promoting priors. Within the Bayesian formulation, sparsity may be enforced through the Laplace prior given by

\[
(2.13) \quad f_{X|\lambda}(x|\lambda) \propto \exp\{-\lambda||Lx||_1\},
\]

where the operator \( L \) is a transform operator used to approximate the sparse domain. In this investigation we choose \( L \) to be the polynomial annihilation (PA) transform, \([3, 21]\), which is designed to approximate the corresponding edge function of a piecewise smooth function when acting on the unknown (given by \( x \) in (2.13)) at specified grid points in the spatial domain.\(^5\) We note that our new method is not defined by the choice of sparsifying transform (here \( L \)), nor by the sparsity domain (here the edge domain), and that other choices may be more appropriate for different applications.

Regardless of how both the hyper-parameter \( \lambda \) and sparsifying transform matrix \( L \) are determined, the Laplace prior given in (2.13) may not provide the most information about what is known about the underlying signal. As discussed already, a better prior would make use of the support locations in the sparse domain. Therefore, following the ideas in \([1, 21]\), we develop a new support informed sparse prior. In so doing, we better capture the piecewise smoothness of the underlying signal. A couple of remarks are in order:

Remark 2.2. Our numerical experiments confirm that using the PA transform with \( m > 1 \) is appropriate when constructing the support informed sparse prior for a piecewise smooth function. In particular using \( m = 1 \), which is equivalent to total variation (TV), does not perform as well. In general when the underlying function is not constant in smooth domains, a higher degree polynomial annihilation is needed to recover an accurate representation of the sparse domain. This issue is extensively discussed for the compressive sensing framework in \([3]\), where higher order PA is used to avoid the “staircasing” effect caused by TV regularization. Similarly, the high order PA describes a better prior in our approach used here.

Remark 2.3. To be clear, there are a variety of sparsity promoting priors to choose from, including but not limited to the spike and slab prior and the horseshoe prior \([6, 28]\). Hierarchical Gaussian priors, which provides the basic framework for the methods described in \([5, 34]\), may also be used. Regardless of the type of prior chosen, some transform operator \( L \) to the sparse domain is still needed. This investigation does not intend to provide a complete survey of the advantages and drawbacks of using various sparsity promoting priors. Instead we demonstrate that our proposed prior is a departure from the aforementioned priors because it explicitly includes the support locations in the sparse domain. Indeed, such knowledge may be incorporated into some of

\(^4\)Similarly to what was done in \([33, 1]\), it is possible to relax this second assumption and instead have a single measurement vector processed multiple times. For purposes of brevity we exclude such considerations in this investigation.

\(^5\)A short description of the PA transform is provided in Appendix A.
the aforementioned choices. Even further, our approach may be used to form mixed priors. That is, because our spatially adaptive prior encourages the separation of scales in the sparse domain, different priors may be used in different regions of the domain. The Laplace prior in (2.13) is mentioned as a prototype, and is a common choice when interested in constructing the MAP estimate of the posterior (CS approach). As will be demonstrated by our numerical examples, our support informed sparse prior yields better accuracy and reduced uncertainty than other priors typically used. More information about sparse priors may be found in [28].

2.4.2. Joint sparsity. As noted in the introduction, many applications collect multiple measurement vectors (MMVs) of observable data. By exploiting the joint sparsity in the sparse domain of the underlying signal that can be obtained from the MMVs, a technique was developed in [1, 21] to improve the robustness of the MAP estimate. For reasons that will become apparent later in this section, the technique was coined the Variance Based Joint Sparsity (VBJS) method. We now adapt VBJS to construct a new support informed sparse prior. We then demonstrate that this new prior yields reduced uncertainty and improved efficiency in the sampling of the posterior in (2.5) when compared to other typical prior definitions, such as the Laplace prior in (2.13).

As previously mentioned, the domain of the problem is $\mathbb{R}^n$ so that the unknown $x$ may be represented by a $n$ length vector. A $d$-dimensional problem will then yield an $nd$ length vector representation of the unknown, and as already noted our method is easily parallelizable since it samples the posterior for each pixel of interest. Suppose that we have multiple vector realizations of $y_j \sim Y \in \mathbb{R}^n$ to form $Y = [y_1, y_2, y_3, \ldots, y_J]$. In practice, the data vectors $y_j$ are often noisy indirect measurements of the same underlying unknown signal represented by a random variable $X$. It is therefore realistic to suppose that they should share similar support in a chosen sparse domain, for instance in the edge domain. This is the joint sparsity assumption. As noted previously, other sparse domains may also be used for this purpose.

In order to make use of the joint sparsity concept, we first provide some definitions and notation, which may be found in [1]. Let $p \in \mathbb{R}^n$. As is conventional, we write $\| \cdot \|_0$ for the $\ell^0$-norm, i.e.

$$\|p\|_0 = |\text{supp}(p)|,$$

where supp$(p)$ is the support of $p = (p_i)_{i=1}^n$ defined by

$$\text{supp}(p) = \{ i : p_i \neq 0 \}.$$

Given a vector $w = (w_i)_{i=1}^n$ of positive weights, we define the weighted $\ell^1_w$-norm as

$$(2.14) \quad \|p\|_{1,w} = \sum_{i=1}^n w_i |p_i|.$$

It is also possible to define weighted $\ell^q_w$-norms for $q \neq 1$, but this is not needed for our investigation. If $P = (p_{ij})_{i,j=1}^{n,J} \in \mathbb{R}^{n \times J}$ is a matrix, we define the $\ell^{q_1,q_2}_w$-norms by

$$\|P\|_{q_1,q_2} = \left( \sum_{i=1}^n \left( \sum_{j=1}^J |p_{ij}|^{q_2} \right)^{q_1/q_2} \right)^{1/q_2}.$$

---

6We note that the method was derived from the CS perspective.
Again by convention the $\ell^2,0$-‘norm’ is defined as

$$\|P\|_{2,0} = \left\{ i : \sum_{j=1}^{J} |p_{i,j}|^2 \neq 0 \right\}.$$  

We are now able to provide the following definition:

**Definition 2.4.** A vector $p \in \mathbb{R}^n$ is $s$-sparse for some $1 \leq s \leq N$ if

$$\|p\|_0 = |\text{supp}(p)| \leq s.$$  

A collection of vectors $p_1, \ldots, p_J \in \mathbb{R}^n$ is $s$-joint sparse if

$$\|P\|_{\alpha,0} = \left| \bigcup_{j=1}^{J} \text{supp}(p_j) \right| \leq s, \quad \alpha > 0$$

where $P = [p_1| \cdots |p_J]$. In typical applications $\alpha$ is chosen to be 2.

Based on our discussion following (2.13), the sparsifying operator $\mathcal{L}$ is the PA transform where $p_j = \mathcal{L}x_j$ approximates the solution $x$ in the edge domain for each $j = 1, \cdots, J$. It follows that $P = [\mathcal{L}x_1| \cdots |\mathcal{L}x_J]$ in Definition 2.4.

If the edges were explicitly known, the prior in (2.13) could be tailored to promote a posterior that not only reflects the existence of the sparse domain but also the regions of its support. Specifically, a more accurate prior would be dependent on $\text{supp}(\mathcal{L}x)$. Although this information is not directly available in most applications, it is possible to extract it (approximately) from the observable data, as was demonstrated in [1, 21, 33] using the VBJS method. In the context of this investigation, the VBJS approach is an example of empirical Bayesian inference, and results in a support informed sparse prior.

2.4.3. **Variance based joint sparsity (VBJS).** To use the VBJS approach, we first require the calculation of the sample variance $v \in \mathbb{R}^n$ across the rows of $P$, where $P = [\mathcal{L}x_1| \cdots |\mathcal{L}x_J]$ is the sparse matrix defined by Definition 2.4. The (spatial) entries of $v$ are given by

$$v_i = \frac{1}{J} \sum_{j=1}^{J} P_{i,j}^2 - \left( \frac{1}{J} \sum_{j=1}^{J} P_{i,j} \right)^2, \quad i = 1, \ldots, n.$$  

We note that because we do not have the true solution vector, $x$, we first must approximate each $\mathcal{L}x_j$ from the observable MMV data $y_j$, $j = 1, \ldots, J$. This may be done in a variety of ways, and in some cases does not require an initial approximation of the solution itself, [33].

The VBJS technique constructs a weighting matrix $W = \text{diag}(w_1, \ldots, w_n)$ that weights the importance of the prior for different regions of the domain based on the sparse representations of the data. For the compressive sensing approach used in [1, 21], these spatially varying weights were scaled to essentially be inversely proportional to the reciprocal of (2.15). That is,

$$w_i = \frac{1}{v_i + \epsilon},$$

where $\epsilon > 0$ is some small parameter that offsets zero variance. As discussed in [21], the weights may be further scaled to account for the different magnitudes of the non-zero values in the sparse domain. While such separation of scales is important for determining the spatially varying weighting.
parameter in the CS environment, it is not needed in the Bayesian framework for reasons that will become clear below. What is important is to note that the VBJS technique’s reliance on the variance of the measurements in the sparse domain is motivated by the provable convergence rates of edge detection methods near and away from jumps, [4, 22, 23, 33]. In particular, if the variance in the sparse domain is high in a region of $\mathbb{R}^n$, then the corresponding entries of $W$ are small. This follows the assumption that high variance values indicate regions where the measurements share support in the sparse domain. Conversely, low variance values suggest truly sparse regions, and in this case the corresponding entries of $W$ should be large to strongly enforce the sparse prior.

For the purpose of empirical Bayesian inference, and specifically to define the support informed sparse prior, we simply threshold the variance so that $W$ becomes a diagonal binary mask $M = \text{diag}(m_1, \ldots, m_n) \in \mathbb{R}^{n \times n}$ that enforces a prior in regions that are truly sparse, but assumes no prior in regions of support. More specifically, for threshold $\tau = \frac{1}{n}$ we define the diagonal entries of $M$ as

\[
(2.16) \quad m_i = \begin{cases} 
1, & w_i \geq \tau \\
0, & w_i < \tau,
\end{cases}
\]

where $w_i, i = 1, \ldots, n$, are provided above. Figure 1 demonstrates the process for obtaining (2.16). Observe that because the weights $w_i$ exhibit a large separation of scale, our masking technique is not sensitive to the thresholding parameter $\tau$, which was chosen simply to be consistent with the resolution of the data.

Figure 1. Demonstration of the calculation of the mask used in the proposed support informed sparsity prior. (top-left) True function. (top-middle) Jointly sparse vectors generated from indirect, noisy measurements $y_j, j = 1, \ldots, 10$, of $x$. (top-right) Spatial variance $v$ (2.15) across joint sparsity vectors. (bottom-left) Weights calculated using the VBJS technique, [1, 21]. (bottom-right) Mask (2.16) generated for use in the support informed sparsity prior. The red crosses indicate locations in the spatial domain $s$ where we calculate evaluation metrics described in Section 4.

Given the binary mask defined in (2.16), Algorithm 2.2 describes the VBJS process for constructing a support informed sparsity prior as it is used for this investigation.
Algorithm 2.2 Support Informed Sparsity Prior

1: **Input:** Set of measurement vectors, $Y = [y_1, y_2, \ldots, y_J]$.  
2: **Output:** Support informed sparsity prior.  
3: Estimate the hyper-parameter $\hat{\lambda}$ using Algorithm 2.1.  
4: Approximate the joint sparsity matrix $P$ defined in Definition 2.4 from the $J$ measurements.  
5: Compute the spatial variance $v$ in (2.15) from the joint sparsity matrix $P$.  
6: Use the spatial variance $v$ to determine the weighting vector $w$.  
7: Use $w$ to determine the binary mask $M$ according to (2.16).  
8: Define the support informed sparsity prior density as  

(2.17)  
$$  \tilde{f}_{X|\hat{\lambda},M}(x|\hat{\lambda}, M) = C \exp\{-\hat{\lambda}\|MLx\|_1\}, \quad C > 0. $$

A couple of remarks are in order:

**Remark 2.5.** In the original construction of the weighting matrix $W$ in [21], the hyper-parameter $\hat{\lambda}$ was intrinsically fixed. Specifically, in the CS solution (1.1), the regularization parameter $\lambda$ was set to 1. Therefore, to separate the scales of the non-zero components in the sparse domain, it was important that $W$ **not** be binary, that is, it had to vary in magnitude to accommodate the various scales of the non-zero components in the sparse domain. Furthermore, although not derived this way, one may understand this scaling to be informed by the error estimate of the fidelity term, much like what is obtained through Algorithm 2.1. By contrast, in the current Bayesian framework we consider the hyper-parameter in the prior to be independent from the support in the sparse domain. This may be advantageous in circumstances where it is difficult to determine regions of support. In such cases the resulting mask is close to the identity matrix, and using a hyper-parameter determined through methods such as cross validation may still reduce uncertainty when compared to standard priors that have fixed hyper-parameters (which is analogous to choosing the best regularization parameter in the CS approach). Hence we set the weighting matrix to be a binary mask matrix indicating the support regions and learn the hyper-parameter $\hat{\lambda}$ separately, rather than combining these parameters into one as was done in [21].

**Remark 2.6.** The Laplace prior is commonly used to promote sparsity in the sparse domain of the underlying signal, especially when constructing the MAP estimate of the posterior. Analogously, $\ell_1$ regularization is chosen in the compressive sensing formulation since using $\ell_2$ does not effectively promote sparsity, [11]. However, when the mask matrix $M$ is applied, the sparse regions of $X$ that are to be regularized are identically zero. Hence there is no fundamental reason to choose the $\ell_1$ norm. Indeed, the $\ell_2$ norm was employed in the compressive sensing algorithms designed in [14] and [21], and in both cases, the resulting algorithms more efficient. Adopting the same rationale here, for comparative purposes, we also consider a support informed $\ell_2$ prior.

2.5. **Defining the Posterior.** Armed with both a likelihood (2.8) and the support informed sparsity prior (2.17), we are able to define the full posterior (2.5) for the model in (2.1).

Based on our previous discussion, we will consider two posterior estimates which both use (2.8) and hyper-parameter $\hat{\lambda}$ calculated in Algorithm 2.1:

(2.18a)  
$$  \tilde{f}_{X|\lambda,Y}(x, \hat{\lambda}|y) = C_L \exp\{-\hat{\lambda}\|Lx\|_1 - \frac{1}{2\sigma^2}\|y - Ax\|_2^2\}, \quad C_L > 0, $$

(2.18b)  
$$  \tilde{f}_{X|\lambda,Y}(x, \hat{\lambda}|y) = C_M \exp\{-\hat{\lambda}\|MLx\|_1 - \frac{1}{2\sigma^2}\|y - Ax\|_2^2\}, \quad C_M > 0. $$
The first uses the Laplace prior (2.13), while the second uses the support informed sparse $\ell_1$ prior (2.17) constructed in Algorithm 2.2. Although parameters $C_L$ and $C_M$ are not explicitly known, they are not needed in calculation. Note that within this MMV framework, $\sigma^2$ can simply be estimated as the average sample variance across all MMVs in the data space, obtained as

$$\sigma^2 \approx \frac{1}{n} \left( \frac{1}{J} \sum_{j=1}^{J} Y_{i,j}^2 - \left( \frac{1}{J} \sum_{j=1}^{J} Y_{i,j} \right)^2 \right),$$

where $Y = [y_1 \cdots y_J]$. For comparative purposes, we will also consider the following posteriors,

(2.19a)  
$$\hat{f}_{X,Y}(x, \hat{\lambda}|y) = C_L \exp\left\{ -\frac{\hat{\lambda}}{2} ||Lx||_2^2 - \frac{1}{2\sigma^2} ||y - Ax||_2^2 \right\}, \quad C_L > 0,$$

(2.19b)  
$$\hat{f}_{X,Y}(x, \hat{\lambda}|y) = C_M \exp\left\{ -\frac{\hat{\lambda}}{2} ||Mx||_2^2 - \frac{1}{2\sigma^2} ||y - Ax||_2^2 \right\}, \quad C_M > 0,$$

for which we use the same approximation of $\sigma^2$ as above. As discussed in the introduction, the method in [5] uses a hierarchical Gaussian prior (HGP) with the scalar hyper-priors chosen to be Gamma distributed. Furthermore, the sparse transform operator in [5] is symmetric positive definite. Because of the resulting conjugacy relationships, the posteriors are known in closed form and the Gibbs sampling method can be efficiently applied, which is a primary objective in [5]. It is important to note that employing the mask matrix $M$ to $L$ (even if $L$ is constructed to be SPD), would not yield an SPD transform. Without considering the convergence properties of the corresponding numerical implementations, the posterior provided in (2.19a) is comparable to the one in [5]. Indeed it is suggested there that additional information may be used to determine the hyper-prior. The $K$-fold cross validation algorithm in Algorithm 2.1 provides such information. On the other hand, when the underlying signal is itself sparse so that $L = I$ the identity matrix, (2.19b), which uses the support informed $\ell_1$ prior, can be viewed as alternative approach to SBL (using EM), [34, 35], since both our new algorithm and SBL incorporate the support locations in the sparse domain to inform the prior. Additional contrasts and comparisons are provided in the introduction. Finally we note that while using Gibbs sampling is generally more efficient, it is not consistent with employing the support informed prior which reduces the uncertainty of the solution. Moreover, our method will allow downstream processing to be more efficient, as we can more efficiently probe regions of interest.

Finally, we point out that we can incorporate the MMV framework directly into the likelihood estimate that appears in each of the posterior estimates, (2.18) and (2.19). However, as we are only considering one data source given by (2.1), this information is somewhat redundant. Furthermore, the added MMV information is already accounted for in determining the support of the underlying signal. In our numerical experiments we use $y = \frac{1}{J} \sum_{j=1}^{J} y_j$, i.e. the mean of the observations, in each posterior estimate.

**3. Evaluating the Posterior.** Obtaining a maximum a posteriori (MAP) estimate of (2.18) or (2.19) is relatively straightforward. However, because it provides only a mode of the desired distribution, the MAP estimate is unable to quantify the uncertainty of the results. Moreover, a mode of the posterior distribution may be an atypical solution in the sense that even if it is unique, it may differ substantially from its mean or median. By contrast, the sampling techniques described in Section 3.2 allow for both uncertainty quantification in the signal recovery as well as the ability to discern modes of the posterior distribution.
3.1. **Point Estimation.** While the main goal of this investigation is to draw samples of the full posterior, it is instructive to first demonstrate how the MAP point estimate is used to recover a mode of the unknown distribution, \[27\].

For any realization of (2.1), \(y_j \sim Y_j, j = 1, \ldots, J\), the MAP estimate for either posterior in (2.18) or (2.19) is computed as

\[
x_{MAP}^j \equiv \arg\max_{x \in \mathbb{R}^n} \{\log [\hat{f}_{X,\lambda|Y}(x, \hat{\lambda}|y_j)]\}, \quad j = 1, \ldots, J.
\]

A corresponding convex optimization problem is then easily derived for the posteriors in (2.18) or (2.19) as

\[
x_{MAP}^j = \arg\max_{x \in \mathbb{R}^n} \{\log(C) - \left(\frac{\hat{\lambda}}{\nu}||T x||_{\nu}^\nu + \frac{1}{2\sigma^2}||y_j - Ax||_2^2\right)\}
\]

\[
= \arg\min_{x \in \mathbb{R}^n} \left\{\frac{\hat{\lambda}}{\nu}||T x||_{\nu}^\nu + \frac{1}{2\sigma^2}||y_j - Ax||_2^2\right\}, \quad j = 1, \ldots, J,
\]

where \(\nu = 1\) or \(2\), \(T = \mathcal{L}\) or \(\mathcal{ML}\), and \(C = C_L\) or \(C_M\). Since the MAP estimation can be reduced to an optimization problem, (3.2) is often understood from a non-Bayesian perspective. In particular, note that the MAP estimate used in Step 7 of Algorithm 2.1 is similarly constructed, with \(\hat{\lambda}\) given by \(\hat{\lambda}\) in Step 6, \(T = \mathcal{L}\), and \(\nu = 1\). We will also use the average MAP estimate given by (3.2) over the \(J\) measurement vectors to set the initial state \(x^0\) for the Metropolis-Hastings Algorithm given in Algorithm 3.1. Finally, although not discussed in this current investigation, we point out that there may be situations for which there are regions in a signal domain where efficiency is more important than quantifying uncertainty. In such cases using (3.2) to construct an approximation within these regions may be more appropriate.

3.2. **Drawing samples of the posterior distribution.** We seek to sample the posterior probability distribution of \(X\) described by (2.18) or (2.19) for the model given by (2.1). This allows us both to quantify the uncertainty in our signal recovery as well as to discern modes of the posterior distribution that are unavailable in a MAP estimate. By Bayes’ rule, (2.3), it is clear that sampling \(X\) in (2.1) from observations in (2.2) requires an approximation to the probability density \(f_Y(y)\), which typically does not have a closed form solution. Moreover, numerical quadrature rules are impractical whenever the dimension of the sample space \(\mathbb{R}^n\) is high \[25\]. We therefore choose to use the Markov Chain Monte Carlo (MCMC) method which is designed to construct an ergodic Markov chain that converges to the stationary probability density \(f_{X,\lambda|Y}(x, \lambda|y)\) in (2.18), which is proportional to the posterior we seek. Overviews of MCMC may be found in \[20, 30, 25\]. Because our approach does not assume conjugate priors, the posterior density (2.3) we derive does not represent a known posterior distribution. Hence we employ the particular MCMC method known as the Metropolis-Hastings (MH) algorithm \[24, 26\], which we briefly describe below.

3.2.1. **The Metropolis Hastings (MH) Algorithm.** In the MH algorithm, a Markov chain in \(\Omega\) is constructed so that it converges to the conditional posterior density \(f_{X,\lambda|Y}(x, \lambda|y)\) in (2.3). The MH algorithm first defines a proposal distribution \(q : \Omega \times \Omega \rightarrow [0, 1]\) such that when the Markov chain is at state \(x^{k-1}\), it proposes a candidate state \(x^{cand} \sim q\). Its acceptance of the next state, \(x^k\), is determined by an acceptance probability \(\alpha : \Omega \times \Omega \rightarrow [0, 1]\) given by
\begin{align*}
\alpha(x^{\text{cand}}|x^{k-1}) &= \min \left\{ 1, \frac{q(x^{k-1}|x^{\text{cand}})}{q(x^{\text{cand}}|x^{k-1})} \hat{f}_{X,Y}(x^{\text{cand}}, \lambda|y) \right\} \\
&\approx \min \left\{ 1, \frac{q(x^{k-1}|x^{\text{cand}})}{q(x^{\text{cand}}|x^{k-1})} \hat{f}_{X,Y}(x^{\text{cand}}, \hat{\lambda}|y) \right\},
\end{align*}

(3.3)

where \( \hat{f}_{X,Y} \) is defined in (2.18). In this way the MH algorithm is able to evaluate the full posterior (2.3) without needing to calculate the evidence \( f_Y(y) \) in (2.4). The general MH algorithm is summarized in Algorithm 3.1.

**Algorithm 3.1** The Metropolis-Hastings Algorithm

1: **Input:** The initial state \( x^0 \), the choice of proposal distribution \( q \), and its corresponding variance \( \sigma_q \).
2: **Output:** Markov chain \( \{x^1, x^2, x^3, \ldots, x^M\} \).
3: Initialize \( x^0 \) and \( k = 1 \).
4: while \( k \leq M \) do
5: Propose \( x^{\text{cand}} \sim q(x^k|x^{k-1}) \).
6: Compute \( \alpha(x^{\text{cand}}|x^{k-1}) \) using (3.3) or (3.4).
7: Sample \( u \sim \mathcal{U}[0, 1] \).
8: if \( u < \alpha \) then
9: Accept the candidate: set \( x^k = x^{\text{cand}} \).
10: else
11: Reject the candidate: set \( x^k = x^{k-1} \).
12: end if
13: end while

Algorithm 3.1 requires user inputs of the initial state \( x^0 \) and the proposal distribution \( q \). For our experiments we set the initial state \( x^0 \) as the average MAP estimate in (3.2) over all measurement vectors \( y_j, j = 1, \ldots, J \), and \( q \) to be Gaussian, such that \( x^{\text{cand}} \sim \mathcal{N}(x^{k-1}, \sigma_q) \). As noted previously, we also use \( y = \frac{1}{J} \sum_{j=1}^{J} y_j \), the mean of the observable data. Since the Gaussian distribution is symmetric, i.e. \( q(x^{k-1}|x^{\text{cand}}) = q(x^{\text{cand}}|x^{k-1}) \), the acceptance probability (3.3) is simplified to

\begin{align*}
\alpha(x^{\text{cand}}|x^{k-1}) &= \min \left\{ 1, \frac{\hat{f}_{X,Y}(x^{\text{cand}}, \hat{\lambda}|y)}{\hat{f}_{X,Y}(x^{k-1}, \hat{\lambda}|y)} \right\},
\end{align*}

(3.4)

While the ideal acceptance ratio is an open question for the Metropolis-Hastings algorithm, a typical range for an acceptance ratio is \([0.2, 0.8]\). This enables the method to “reasonably” explore the space, preventing the chain from getting stuck in one place or moving too quickly from one component to another, \([30]\). Because the acceptance ratio explicitly depends on \( \sigma_q \), for the purposes of this investigation, we simply chose \( \sigma_q \) so that it fell within this interval. Specifically, for all posteriors given in (2.18) and (2.19), we ran a few iterations of Algorithm 3.1 and observed the behavior of the acceptance ratio. If it fell outside the interval, we adjusted the input parameter \( \sigma_q \) accordingly.

It is important to note that \( x^0 \) may not provide a good initial guess. This is a standard problem in all MCMC algorithms and is addressed by implementing what is known a burn-in period. That is, if \( M \) is the total number of iterations computed by Algorithm 3.1, the first \( B < M \) (called the burn-in rate) iterations are discarded, so that the total length of the chain is \( M - B \). We chose
$M = 50,000$ and $B = 25,000$ in all of our experiments, the same values used in studies in which convergence is consistently observed, [19]. In this regard we point out that our strategy for choosing $x^0$, and more importantly our use of the support informed sparse prior, allowed us to pick smaller burn-in rate and chain length while still reducing the uncertainty in all of our experiments. More studies are needed to confirm this is the case in general.

The iterations of the Markov chain obtained using Algorithm 3.1 may be represented by a matrix $\mathcal{M} \in \mathbb{R}^{n \times M}$ given by

$$
\mathcal{M} = \begin{bmatrix}
x_0^0 & x_1^1 & x_2^2 & \ldots & x_M^M \\
x_0^1 & x_1^2 & x_2^3 & \ldots & x_M^1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_0^n & x_1^n & x_2^n & \ldots & x_M^n
\end{bmatrix},
$$

where each column of the matrix $\mathcal{M}$ represents one state in the Markov chain. In particular, an entry $x_t^i$ is the $i$th component of the $t$th state in the Markov chain. As in [5], we then calculate a final estimate for the unknown $x$ at each component as the mean of the samples after discarding the first $B$ states in the Markov chain:

$$
x_i = \frac{1}{M-B} \sum_{t=B+1}^{M} x_t^i.
$$

A summary of our proposed empirical Bayesian inference approach to solving the statistical inverse problem defined in (2.1) is provided in Algorithm 3.2. The mean in (3.6) is obtained after discarding the first $B < M$ burn-in iterations. The Algorithm is written for the support informed sparse $\ell_1$ prior, but the $\ell_2$ prior case given in (2.19b) follows analogously.

**Algorithm 3.2** Support Informed Sparse Prior Empirical Bayesian Inference Algorithm

1: **Input:** Multiple measurement vectors, $y_j$, for $j = 1, \ldots, J$.
2: **Output:** Markov chain $\mathcal{M}$ in (3.5) describing samples from $f_{X,\lambda|Y}(x,\lambda|y)$.
3: Estimate the hyper-prior $\hat{\lambda}$ according to Algorithm 2.1.
4: Calculate the support informed sparsity prior using Algorithm 2.2.
5: Sample the posterior (2.18b) using Algorithm 3.1.

4. Numerical Experiments. We are now ready to demonstrate the utility of our support informed sparsity prior (2.17) in sampling the full posterior (2.18b) and the posterior derived using the support informed $\ell_2$ prior used in (2.19b). In analyzing our results, we will calculate the relative error

$$
\frac{||x - x^{true}||}{||x^{true}||}.
$$

Here $x$ is determined by (3.6) and $x^{true}$ is the underlying signal. We will also consider measurements that are acquired with increasing levels of noise. The signal to noise ratio (SNR) computed in decibals (dB) according to

$$
\text{SNR} = 10 \log_{10} \left( \frac{\mathbb{E}[\mathcal{Y}]}{\sigma^2} \right),
$$

where $\mathbb{E}[\mathcal{Y}]$ is the expected value of the collected data and $\sigma^2$ is the variance of the complex additive Gaussian white noise (AGWN) in (2.1).
To quantify the uncertainty of our recovery, we approximate the credibility interval (also called the Bayesian interval) of the resulting distribution, [27, 25, 12], which is defined for $x \in \mathbb{R}$ as:

**Definition 4.1.** Given $\eta \in (0, 1)$, the credibility set $C_\eta = (\ell, u)$ is an equiprobability hypersurface that contains $100(1 - \eta)\%$ of the mass of the posterior distribution and is defined according to

$$\int_{C_\eta} \hat{f}_{\mathbf{x}, \lambda}(x, \hat{\lambda}|y)dx = 1 - \eta, \quad \hat{f}_{\mathbf{x}, \lambda}(x, \hat{\lambda}|y)|_{x \in \partial C_\eta} = \text{constant}.$$ 

Following Definition 4.1, we calculate $C_\eta$ as

(4.3) 

$$C_\eta = \{(\ell, u) \mid \hat{f}_{\mathbf{x}, \lambda}|_{Y}(\ell \leq x \leq u, \hat{\lambda}|y) = 1 - \eta\}.$$ 

For example, $C_{0.05}$ is a 95% credibility interval of a probability density and is interpreted as a sub-interval of the domain that contains 95% of the probability density. We note that $C_\eta$ is generally not unique because there is typically more than one interval that satisfies (4.3). This fact emphasizes the importance of initiating the MCMC chain with an appropriate point estimate, so that we may constrain our recovered credibility interval to contain the mode, [27]. Hence, as noted previously, we choose the beginning state of the chain $x^0$ in Algorithm 3.1 to be the average MAP estimate (3.2) over all measurements $y_j$ for $j = 1, \ldots, J$, which is approximately the peak of the mode of the posterior probability density. In this way we ensure that the Markov chain explores a meaningful region of the posterior density, [30].

We also analyze the convergence of our MCMC chains to steady state through the use of autocorrelations, trace plots and acceptance ratios. Trace plots show the state of the chain over each iteration. Theoretically, if the Markov chain has converged to the posterior density, the states of the chain should not be correlated. Therefore, the chain is said to be well-mixed if the trace plot exhibits behavior indicating that the states are independently and identically distributed (iid). On the other hand, any portion of the Markov chain having high auto-correlation between states would imply that the Markov chain has not (yet) converged to the stationary distribution. As another indicator of mixing, we use the Autocorrelation Function (ACF) package in Matlab, [29], to compute the correlogram of each Markov Chain recovered through the proposed MCMC sampling techniques.

The acceptance ratio determined from line 9 in Algorithm 3.1 is the number of times $x^{cand}$ is accepted as the next sample relative to the total number of iterations. Therefore, a large acceptance ratio (typically $\alpha > .8$) may indicate the Markov chain is stuck in a certain region of the posterior probability density and has not explored the entire support of the density. In contrast, a small acceptance ratio (e.g. $\alpha < .2$) may indicate that the chain may be moving too quickly within the domain of the proposal density. Further, with a low acceptance ratio, it remains possible that the chain does not explore certain isolated modes of the posterior probability density [30]. While the ideal acceptance ratio remains an open question for the Metropolis-Hastings algorithm, as a general rule of thumb, it should be close to .5 for a one-dimensional problem [30]. This metric was primarily derived for the Gaussian proposal distribution, which is also used in this paper.

### 4.1. Sparse Signal Recovery in One Dimension

We first consider the recovery of a sparse signal. In this case the sparsifying transform matrix operator $\mathcal{L} = \mathcal{I}$ in (2.18) and (2.19). This example eliminates any complications in evaluating the posterior caused by different choices of sparsifying transform operators. Moreover, sparse signal recovery is perhaps the simplest case to analyze, since conjugate priors are easily obtained, and indeed there is a closed form posterior for (2.19a).\(^7\) As noted previously, in the case of sparse signals, SBL with EM yields a comparable

\(^7\)As noted previously, the focus of our investigation is not to compare the efficiency of sampling methods for closed form posteriors. Hence we will still employ the MH algorithm even though Gibbs sampling is more appropriate in
posterior, in the sense that it uses an empirically based support informed prior, to that in (2.19b). It is not computationally efficient in higher dimensions, however, [15, 34, 35]. To further simplify the analysis we choose the non-zero values of the underlying signal to be exactly 1.

Figure 2. The mean and $C_{0.05}$ credibility intervals when the input data are noisy Fourier samples with SNR = 0dB. (left) comparison of (2.18a) and (2.18b); (right) comparison of (2.19a) and (2.19b).

Figure 2 displays the results and the $C_{0.05}$ credibility intervals where the observations in (2.1) are noisy Fourier samples with SNR = 0dB, so that $A$ is modeled by the discrete Fourier transform, and the complex additive white Gaussian noise is given by $\mathbf{E} \sim \mathcal{CN}(0, \sigma^2 I_n)$ with $\sigma \approx 4.5$. Other credibility intervals (e.g. $C_{0.01}$ and $C_{0.1}$) for SNR = 0dB produce comparable results, with reduced uncertainty especially apparent in the sparse regions of the signal when our new support informed prior is used. As shown respectively in Figure 2(left) and (right), this is true for both (2.18b) and (2.19b), although the results are more striking for the sparse prior ($\ell_1$) case.

Figure 3. Relative error of the mean (4.1) for SNR $\in [-10, 10]$ at (left) a location where the sparse signal equals zero and (right) at a location where the sparse signal is non-zero.

Figure 3 compares the relative error of the mean (4.1) using (2.18a), (2.18b), (2.19a) and (2.19b) for decreasing SNR. These comparisons are made at locations in the domain where the signal value is zero (left) and where it is 1 (right). From Figure 3(right) we observe that by using the support informed prior, that is by “masking out” the sparse prior at the non-zero function locations, the target density is equivalent to likelihood in regions of support, i.e. we are not enforcing an incorrect sparse prior in those locations. This is true for all levels of noise. The relative error in sparse regions, depicted in Figure 3(left), demonstrates comparable results for SNR $\geq 0$. Once the noise dominates the signal, the mean of the posterior does not yield meaningful results using either prior.\(^8\) For low SNR, the results using the standard (not support informed) priors are essentially the same regardless of whether or not the signal is zero or non-zero. When combining these results with those in Figure 2, we see that even though the support informed sparse prior may not be as accurate in the mean when the signal value is zero, the uncertainty is still reduced in those regions. Thus we

\(^8\)In this case it is probably better to employ (2.18a) using a Gibbs sampler, [30].
conclude that using the support informed sparse prior yields improved accuracy in the mean at the non-zero signal locations while also reducing the uncertainty everywhere.

4.2. Signal Recovery in One Dimension. We now consider reconstructing the signal defined as

\[ x(s) = \begin{cases} 
40, & 0.1 \leq s \leq 0.25 \\
10, & 0.35 \leq s \leq 0.325 \\
20\sqrt{2\pi}e^{-\left(\frac{s-0.75}{0.05}\right)^2}, & s > 0.5 \\
0, & \text{otherwise},
\end{cases} \]

where \( s \in [0,1] \) is the domain of interest. Similar to the example used in [5], the domain is uniformly discretized so that \( s_i = \frac{i}{n}, \ i = 1,\ldots, n \) with \( n = 80 \). For all of our experiments in one dimension, we simulate \( J = 20 \) measurements. We choose 20 since it was shown to be a sufficient number of measurements for reconstructing a signal using the VBJS method in [21]. We also choose \( K = 20 \) and \( M = 10 \) for Algorithm 2.1.

Because we are ultimately interested in imaging applications such as MRI, SAR and ultrasound, in our experiments we assume that the observable data \( y \) consists of multiple, noisy Fourier measurements of \( x \). That is, each measurement is collected according to (2.1), with \( A \) defined as the discrete Fourier transform matrix and \( \sigma > 0 \). We point out that the discrete Fourier transform matrix is better conditioned than the blurring model used in [5]. Here we allow for the measurements to be collected with significantly higher noise levels, i.e., \( \sigma \gg 0 \) or \( \text{SNR} \ll 1 \), however. In what follows we show how results for \( \text{SNR} = 5 \) dB and \( \text{SNR} \approx -2 \) dB.

![Figure 4](image-url)  

**Figure 4.** Approximate reconstructions (3.6) of Example 4.2 displayed along with credibility intervals \( C_{0.05} \) when using (left) the Laplace prior (2.18a) (middle) the proposed support informed sparsity prior (2.18b) and (right) the proposed support informed prior described in (2.19b). (top) \( \sigma \approx 5.5 \) (SNR = 5 dB), (bottom) \( \sigma = 10 \) (SNR \approx -2 dB).

Figure 4 displays the mean of the Markov chain (3.6) recovered on each grid point in the domain when sampling the posteriors described in (2.18) with (left) the Laplace prior (2.13) and (right) the proposed support informed sparsity prior (2.17) for (top) \( \sigma \approx 5.5 \) (SNR = 5 dB) and (bottom) \( \sigma = 10 \) (SNR \approx -2 dB). Along with the mean, in Figure 4 we also display \( C_{0.05} \) for each reconstruction. Notice that the proposed support informed sparsity prior results in tighter
credibility intervals and more accurate reconstructions, especially in the $\sigma = 10$ case.

Figure 5 shows the resulting distributions at the points in the domain indicated by the red crosses in Figure 1. Each distribution is estimated given all samples of the Markov chain at the desired point in the domain after discarding the first $B$ states. Distributions are optimized based on the Pearson Chi-Squared goodness of fit metric and the mean-squared error when compared to the histogram. The resulting distributions and their corresponding parameters are displayed in Table 1. Consistent with the remainder of our results, we see that the distributions of the support informed $\ell_1$ prior at edge locations is more closely centered around the true function values. In smooth regions, we see compelling evidence to use the support informed $\ell_2$ prior. This motivates future work into exploring the use of different priors in different regions of the domain.

| Posterior | Noise | Location 1        | Location 2        | Location 3         | Location 4        |
|-----------|-------|-------------------|-------------------|--------------------|--------------------|
| (2.18a)   | 5 dB  | Beta (12.45,11.94)| $\chi^2$ (247.60)| Normal (0.46, 1.50)| Log-Normal (0.01) |
| (2.18b)   | 5 dB  | $\chi^2$ (95.34) | Pearson type III (-0.07) | Normal (-1.129)| Log-Normal (0.06) |
| (2.19b)   | 5 dB  | Beta (22.15,18.08)| Beta              | Normal (0.15, 1.61)| Normal (48.48, 1.53) |
| (2.18a)   | -.2 dB| Beta (23.53,34.94)| Weibull (min) (3.61) | Beta              | Pearson type III (-0.11) |
| (2.18b)   | -.2 dB| Log-Normal (0.03) | Weibull (max) (3.32) | Log-Normal (0.01)| Weibull (min) (3.2) |
| (2.19b)   | -.2 dB| Beta (325.45,3.32 x 10^3) | Beta              | Weibull (max) (3.9) | Beta              |

Table 1

The distributions and corresponding parameters resulting from a best-fit analysis of the last $M - B$ Markov chain samples (3.5) at the locations in the domain indicated by the red crosses seen in Figure 1. The distributions along with the histogram of samples are visualized in Figure 5.

Remark 4.3. We do not report on results using the posterior given by (2.19a) for Example 4.2 because the MH algorithm as implemented in Algorithm 3.1 did not converge in this case. We speculate that the (unmasked) $\ell_2$ norm in the prior is prohibitively large for numerical computation. It may be possible to calculate (3.3) so as to avoid this issue, for example by using logarithms.
Alternatively, one could use a Gibbs sampler with an appropriate SPD operator to replace $L$ in (2.19a), see for example the discussion in [5]. Since our previous observations in the sparse signal case suggest that the resulting confidence interval would still be larger than those displayed in Figure 4, and as comparing different sampling algorithms is not the focus of this investigation, we give no further consideration to (2.19a).

Figure 6. Acceptance ratios resulting from sampling the posterior defined using the Laplace prior (2.18a), support informed sparsity prior (2.18b) and support informed $\ell_2$ prior (2.19b). (left) $\sigma \approx 5.5$ (SNR = 5 dB); (right) $\sigma = 10$ (SNR $\approx -2$ dB).

We now evaluate the mixing and convergence of the MCMC chains. Figure 6 displays the acceptance ratio across all MH iterations. With our strategy to adjust the variance of the proposal distribution, we see that each chain exhibits an acceptable acceptance ratio, with the acceptance ratio for the support informed sparsity prior tending closer to the desirable .5 value. We note that we did not try to optimize $\sigma_q$ in Algorithm 3.1, and that its initial tuning as described in the paragraph below Algorithm 3.1 was done in the same way for each choice of posterior. Figure 7 displays the correlograms associated with sampling the posterior distributions at each grid point marked with a red cross in Figure 1. The results affirm that prior information about the support locations in the sparse domain, which is achievable SNR = 5 dB, does indeed reduce the uncertainty. When comparing the correlograms resulting from the posteriors in (2.18a), (2.18b), and (2.19b) for lower SNR, it is evident that the proposed support informed priors yield less or similarly correlated samples near discontinuities than the more standard Laplace prior does. Consistent with the results in the sparse signal case, the Laplace prior demonstrates earlier mixing in smooth regions than the support informed sparse prior, but the mixing is comparable to that achieved using the support informed $\ell_2$ prior. These results, confirmed in Figure 10, suggest that as the SNR decreases a better result overall may be obtained when the choice of posterior is itself domain dependent; that is, when the support informed $\ell_2$ prior and the support informed sparse prior are adopted in different regions once the support in the sparse domain has been approximated. This will be discussed in future investigations, as such a “splitting” may also yield more efficient computation.

Figure 8 plots the value of each sample drawn from the posterior distribution determined via Algorithm 3.1 described by (top) (2.18a), (middle) (2.18b), and (bottom) (2.19b) at the values in the domain indicated by the red crosses in Figure 1 for SNR = 5 dB ($\sigma \approx 5.5$). While each trace plot yields similar behavior, it is evident that at all points considered, using the posterior defined with the support informed sparsity prior (2.18b) results in samples that are more uniformly distributed about the true function value, indicated by the horizontal red line. We note that comparable results were obtained for $\sigma = 10$ (SNR $\approx -2$ dB) and are not displayed here.

As was done for the sparse signal recovery case, we also evaluate the accuracy of the reconstructions (3.6) for Example 4.2 given discrete Fourier measurements acquired with increasing levels of complex additive Gaussian white noise in (2.1). Figure 9 displays the relative error, (4.1), and
Figure 7. The autocorrelation function (ACF) calculated for various lag lengths at the points in the domain indicated by the red crosses in Figure 1. Samples are taken from the posterior distributions defined using the Laplace prior (2.18a), support informed sparsity prior (2.18b) and support informed $\ell_2$ prior (2.19b). (top) $\sigma \approx 5.5$ (SNR = 5 dB), (bottom) $\sigma = 10$ (SNR $\approx -2$ dB).

Figure 8. Trace plots calculated at the points described by the red crosses in Figure 1. Samples are taken from the posterior distributions defined using the (top) Laplace prior (2.18a); (second row) support informed sparsity prior (2.18b); and (bottom) support informed $\ell_2$ prior (2.19b). Here $\sigma = 10$ (SNR $\approx -2$ dB). The trace plots display similar behavior when $\sigma \approx 5.5$ (SNR = 5 dB).

Figure 10 displays the absolute error, $|x_i - x_i^{\text{true}}|$, at the points in the spatial domain described by the red crosses in Figure 1. Each point $x_i$ across the domain is computed by averaging the results over 20 independent MCMC trials. Once again we see that the support informed priors consistently yield either better or comparable results for all levels of SNR. This is true in smooth regions as well as near discontinuities, in which case it is clear that using the Laplace prior in regions where the underlying signal is not sparse in the presumably sparse domain yields dramatically worse results.

5. Conclusions. This paper developed a new empirical Bayesian inference method using joint sparsity. In particular, the joint sparsity of multiple measurement vectors (MMVs) of observable data in the sparse domain is used to determine the likely support in the sparse domain. From this information a new support informed sparse prior is developed, which is then used to generate a posterior and subsequently sampled using the MCMC algorithm. The support in the sparse domain
is obtained using provable convergence rates of edge detection methods from the observable data (in this case Fourier data) near and away from that support, [2, 4, 22, 23, 33].

Our numerical experiments for sparse signals and piecewise smooth functions demonstrate that the new support informed sparse prior yields reduced uncertainty when compared to the Laplace prior, and improved accuracy in the mean wherever the underlying signal was non-zero in the sparse domain. These findings strongly suggest that employing a any global (unmasked) sparse prior, regardless of the type, leads to less accurate results. We also observed faster convergence in the ACF plots in smooth regions and near discontinuities. This was more apparent for signals with higher SNR, but still true when $SNR \approx 0$ dB.

The support informed sparse prior does not yield a closed form solution for the posterior, so we therefore use the MH algorithm to sample it. This is of course not as efficient as Gibbs sampling. However, because our method samples at each individual point in the domain, meaning that separate chains are independently constructed for each pixel, extensions to multi-dimensional images is straightforward. Our approach may also be expanded to include complex valued signals and images. In this case, it was shown in [3, 14, 31, 32] how the PA transform may be efficiently constructed in multi-dimensions to promote sparsity in the real part of the respective signal or image. Finally, a main advantage of our technique is that once the support in the sparse domain is determined, different priors can be used in each smooth region, and in some cases a more efficient MAP estimate will suffice. As a main motivation for this investigation is to reduce the uncertainty in applications such as SAR imaging, we will explore these ideas in future work.
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Appendix A. Polynomial Annihilation (PA) Matrix Construction. While a variety of sparsi-fying operators can be used for (2.18), for this investigation we employ the polynomial annihilation
(PA) operator, $\mathcal{L} = \mathcal{L}^m$, which is based on the PA edge detection method, \[4\]. The primary advantage in using the PA operator is that it is constructed to yield higher order approximations whenever $m > 1$. (When $m = 1$, it is equivalent to TV.) This means that the approximation of the corresponding edge function of a piecewise smooth function is more likely to be sparse, and in particular yields values $\approx 0$ whenever the corresponding grid point falls in a smooth region of the function. This is especially important when the smooth region has a lot of variation (as opposed to being piecewise constant) or if the measurements are sparsely sampled. Below we describe the construction of $\mathcal{L}^m$. More information can be found in \[3\].

For ease of presentation and for consistency with our manuscript we consider $f(x)$ to be a piecewise smooth function on $[-\pi, \pi]$ (the finite domain is arbitrary) given on uniform grid point values $x_j = -\pi + \frac{2\pi j}{n}, j = 1, \cdots, n$. We note that this is not a requirement for the PA method, and furthermore that the method is designed to approximate the edge domain for $d > 1$ dimensional piecewise smooth functions for any given set of scattered points of data, \[4\]. However, since images are usually defined on a Cartesian grid, for the purposes of defining a sparsifying transform operator to be used in the prior given by (2.13), as well as all of the priors defined in sequel throughout the manuscript, it was demonstrated in \[3\] that applying the PA transform operator dimension by dimension was accurate and efficient.

With this in mind we now define the $m$th order PA edge detection approximation as

\[(A.1)\]

\[L^m f(x) = \frac{1}{q^m(x)} \sum_{x_j \in S_x} c_j(x)f(x_j),\]

where $S_x$ is the local set of $m+1$ grid points from the set of given grid points about $x$, $c_j(x)$ are the polynomial annihilation edge detection coefficients, \(A.2\), and $q^m(x)$ is the normalization factor, \(A.3\). Each parameter of the method can be further described as:

- $S_x$: For any particular cell $I_j = [x_j, x_{j+1})$, there are $m$ possible stencils, $S_x$ of size $m+1$, that contain the interval $I_j$. For simplicity, we assume that the stencils are centered around the interval of interest, $I_j$, and are given by

  \[S_{I_j} = \{x_j - \frac{m}{2}, \cdots, x_j + \frac{m}{2}\}, \quad S_{I_j} = \{x_{j-\frac{m+1}{2}}, \cdots, x_j + \frac{m+1}{2}\}\]

  for $m$ even and odd respectively. For non-periodic or non-zero-padded solutions the stencils are adapted to be more one sided as the boundaries of the interval are approached, \[4\]. To avoid cumbersome notation, we write $S_x$ as the generic stencil unless further clarification is needed.

- $c_j(x)$: The polynomial annihilation edge detection coefficients, $c_j(x), j = 1, \ldots, m + 1$, are constructed to annihilate polynomials up to degree $m$. They are obtained by solving the system

\[(A.2)\]

\[\sum_{x_j \in S_x} c_j(x)p_\ell(x_j) = p_\ell^{(m)}(x), \quad j = 1, \ldots, m + 1,\]

where $p_\ell, \ell = 0, \ldots, m$, is a basis of for the space of polynomials of degree $\leq m$.

- $q^m(x)$: The normalization factor, $q^m(x)$, normalizes the approximation to assure the proper convergence of $L^m f$ to the jump value at each discontinuity. It is computed as

\[(A.3)\]

\[q^m(x) = \sum_{x_j \in S_x^+} c_j(x),\]

where $S_x^+$ is the set of points $x_j \in S_x$ such that $x_j \geq x$. 
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Since the data are given on uniform points, there is an explicit formula for the PA edge detection coefficients, independent of location \( x \), computed as \((4)\)

\[
c_j = \frac{m!}{\prod_{k=1, k \neq j}^{m+1} (j-k) \Delta x}, \quad j = 1, \ldots, m + 1, \quad \Delta x = \frac{2\pi}{n}.
\]

We can now define the PA transform matrix \( \mathbf{L}^m \) used in the sparse prior in terms of its elements as \((5)\)

\[
\mathbf{L}^m_{j,l} = \frac{c(j,l)}{q^m(x_l)}, \quad 0 \leq l \leq n, \quad 0 \leq j < n,
\]

where

\[
c(j,l) = \begin{cases} 
  c_{j-l-[\frac{m}{2}]}, & 0 < j - l - [\frac{m}{2}] + s(j,l) \leq m + 1 \\
  0, & \text{otherwise}
\end{cases}
\]

and

\[
s(j,l) = \begin{cases} 
  l - [\frac{m}{2}], & l \leq [\frac{m}{2}] \\
  l + m - [\frac{m}{2}] - n, & l + m - [\frac{m}{2}] > n \\
  0, & \text{otherwise}.
\end{cases}
\]

If the underlying image is known to be periodic, or is zero padded at the boundaries, a centered stencil can be used throughout the domain producing a circulant matrix \( \mathbf{L}^m \). A reduction of accuracy is expected near the boundaries for the non-periodic case due to the one-sided stencils.

For example, assuming periodicity, the banded matrix \( \mathbf{L}^1 \) and \( \mathbf{L}^3 \) are given by

\[
\mathbf{L}^1 = \begin{bmatrix}
1 & -1 \\
-1 & 1 \\
1 & -1 \\
-1 & 1 \\
\end{bmatrix}, \quad \mathbf{L}^3 = \frac{1}{2} \begin{bmatrix}
3 & -3 & 1 & -1 \\
-1 & 3 & -3 & 1 \\
\ldots & \ldots & \ldots & \ldots \\
1 & 3 & -3 & 1 \\
-3 & 1 & 3 & -3 \\
\end{bmatrix}.
\]
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