In this supplementary material, we expand our GateNet to other tasks including RGB-D Salient Object Detection (SOD) and Video Object Segmentation (VOS) to further demonstrate its effectiveness.

1 Network Architecture

Fig. 1 shows our proposed dual-branch gated FPN network for RGB-D SOD and VOS. Compared with the RGB SOD network, we only add an extra encoder to extract features of other modalities such as depth or optical flow. This dual-branch GateNet is easy to follow and can be used as a new baseline.
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2 RGB-D Salient object detection

2.1 Dataset
There are five main RGB-D SOD datasets which are NJUD \cite{11}, RGBD135 \cite{4}, NLPR \cite{14}, SSD \cite{28} and SIP \cite{9}. We adopt the same splitting way as \cite{1,3,10,26,16} to guarantee a fair comparison. We split 1,485 samples from NJUD and 700 samples from NLPR for training a new model. The remaining images in these two datasets and other three datasets are all for testing to verify the generalization ability of saliency models.

2.2 Evaluation Metrics
We adopt several metrics widely used in RGB-D SOD for quantitative evaluation: F-measure score, mean absolute error (MAE, $M$), the recently released S-measure ($S_m$) \cite{7} and E-measure ($E_m$) \cite{8} scores. The lower value is better for the MAE and higher is better for others.

2.3 Comparison with State-of-the-art Results
The performance of the proposed model is compared with ten state-of-the-art approaches on five benchmark datasets, including the DES \cite{4}, DCMC \cite{5}, CDCP \cite{29}, DF \cite{17}, CTMF \cite{10}, PCA \cite{1}, MMCI \cite{3}, TANet \cite{2}, CPFP \cite{26} and DMRA \cite{16}. For fair comparisons, all the saliency maps of these methods are directly provided by authors or computed by their released codes. And we take the VGG-16 as the backbone for each stream. Tab. 1 shows performance comparisons in terms of the maximum F-measure, mean F-measure, weighted F-measure, S-measure, E-measure and MAE scores. It can be seen that our GateNet is very competitive. We believe that future works based on GateNet can further improve performance and easily become the state-of-the-art RGB-D SOD model.

3 Video Object Segmentation

According to whether the mask of the first frame of the video is provided during the test, video object segmentation (vos) can be divided into zero-shot vos and one-shot vos. In this paper, we mainly use the dual-branch GateNet structure as shown in Fig. 1 for zero-shot vos.

3.1 Dataset and Metrics
DAVIS-16 \cite{15} is one of the most popular benchmark datasets for video object segmentation tasks. It consists of 50 high-quality video sequences (30 for training and 20 for validation) in total. Youtube-VOS \cite{24} is the latest large-scale dataset for the video object segmentation that consists of 4,453 videos annotated with multiple objects. We follow the training strategy as AGS \cite{23} and MATNet \cite{27} to obtain 13,438 training images in total. For quantitative evaluation, we adopt two metrics, namely region similarity $J$ and boundary accuracy $F$. 

3.2 Comparison with State-of-the-art Results

The performance of the proposed model is compared with ten state-of-the-art approaches on the DAVIS-16 dataset, including the LVO [21], ARP [12], PDB [19], LSMO [22], MotAdapt [18], EPO [6], AGS [23], COSNet [13], AnDiff [25] and MATNet [27]. We follow most methods [27,25,13,22] to take the ResNet-101 as the backbone. Tab. 2 shows performance comparisons in terms of the $\mathcal{J}$ and $\mathcal{F}$. It should be noted that our method only performs feature extraction on the optical flow map generated by PWCNet [20] in order to supplement the motion information of the current frame. Without adding more cross-modal fusion techniques, or using other tracking or detection models, our GateNet can achieve competitive performance with most zero-shot vos methods.

Table 1. Quantitative comparison. ↑ and ↓ indicate that the larger and smaller scores are better, respectively. Among the CNN-based methods, the best results are shown in red. The subscript in each model name is the publication year.
Table 2. Quantitative comparison of Zero-shot VOS methods on the DAVIS-16 validation set. ↑ and ↓ indicate that the larger and smaller scores are better, respectively. The best results are shown in red. The subscript in each model name is the publication year.

| Metric | LVO$^1_7$ | ARP$^2_9$ | PDB$^1_8$ | MotAdapt$^{12}_9$ | EPO$^{20}_9$ | AGS$^{18}_9$ | COSNet$^{20}_9$ | AnDiff$^{19}_9$ | MATNet$^{20}_9$ | GateNet | Ours |
|--------|-----------|-----------|-----------|-----------------|-------------|-------------|-------------|--------------|-------------|--------|------|
| Mean/J | 75.8 | 76.2 | 77.2 | 83.2 | 90.1 | 95.2 | 91.1 | 90.9 | 90.9 | 77.4 |
| Recall | 89.1 | 91.1 | 90.1 | 89.1 | 87.8 | 95.2 | 91.1 | 90.9 | 94.5 | 87.5 |
| Decay | 0.0 | 7.0 | 0.9 | 4.1 | 5.0 | 2.2 | 1.9 | 4.4 | 2.2 | 5.5 | 6.7 |
| Mean/J | 82.1 | 78.6 | 74.5 | 79.9 | 77.4 | 75.5 | 71.4 | 79.5 | 80.5 | 80.7 | 77.3 |
| Recall | 83.4 | 83.5 | 84.4 | 84.7 | 84.4 | 87.9 | 85.8 | 89.5 | 85.1 | 90.2 | 85.7 |
| Decay | 1.3 | 7.9 | -0.2 | 3.5 | 3.3 | 2.4 | 1.6 | 5.0 | 0.6 | 4.5 | 4.2 |
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