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Abstract

Convolutional neural networks (CNNs) are a promising technique for automated glaucoma diagnosis from images of the fundus, and these images are routinely acquired as part of an ophthalmic exam. Nevertheless, CNNs typically require a large amount of well-labeled data for training, which may not be available in many biomedical image classification applications, especially when diseases are rare and where labeling by experts is costly.

This paper makes two contributions to address this issue: (1) It introduces a new network architecture and training method for low-shot learning when labeled data are limited and imbalanced, and (2) it introduces a new semi-supervised learning strategy that uses additional unlabeled training data to achieve great accuracy. Our multi-task twin neural network (MTTNN) can use any backbone CNN, and we demonstrate with ResNet-50 and MobileNet-v2 that its accuracy with limited training data approaches the accuracy of a finetuned backbone trained with a dataset that is 50 times larger. We also introduce One-Vote Veto (OVV) self-training, a semi-supervised learning strategy, that is designed specifically for MTTNNs. By taking both self-predictions and contrastive-predictions of the unlabeled training data into account, OVV self-training provides additional pseudo labels for finetuning a pretrained MTTNN. Using a large dataset with more than 50,000 fundus images acquired over 25 years, extensive experimental results demonstrate the effectiveness of low-shot learning with MTTNN and semi-supervised learning with OVV. Three additional, smaller clinical datasets of fundus images acquired under different conditions (cameras, instruments, locations, populations), are used to demonstrate generalizability of the methods. Source code and pretrained models will be publicly available upon publication.

1. Introduction

Glaucoma is a blinding but treatable disease in which damage to the optic nerve can result in progressive and irreversible vision loss [56]. In 2013, glaucoma affected an estimated 64.3 million individuals worldwide [51]. Because of the rapid global increase in aging populations, 111.8 million cases are expected by 2040 [34]. Improvement in the management of glaucoma would have a major human and socio-economic impact. Early identification would significantly reduce the economic burden of this disease in its late stages [52]. In addition, studies have shown that visual impairment in glaucoma patients are associated with overall decreases in self-reported vision-related physical activity and mental health [18, 38] as well as an increased risk of involvement in motor vehicle accidents [26, 35].

With recent advances in machine learning, convolutional neural networks (CNNs), trained by supervised learning, have shown their potential to become an effective tool to diagnose glaucoma from fundus images, photographs of the back of eyes [28]. To achieve this, very large amounts of empirical data are required for supervised training (see Fig. 1). For this work, we use 66715 fundus photographs from the Ocular Hypertension Treatment Study (OHTS) [15, 21, 14], a 22-site multi-center, longitudinal (1994-2019) randomized clinical trial of 1636 subjects. The primary goal of the OHTS [15] was to determine if topical ocular hypotensive medications could delay or prevent the onset of glaucoma in eyes with high intraocular pressure. Conversion to glaucoma was decided by a masked endpoint committee of three glaucoma specialists using fundus photographs. Owing to its well-characterized ground truth labels, the OHTS dataset [15, 21] provides us a basis to explore an effective way of training CNNs to diagnose glaucoma with low-shot learning (LSL) and/or semi-supervised learning (SSL), when only a small quantity of labeled data are available. This is a promising research area that requires more attention, because of its potential to be applied to other biomedical image analysis tasks, where supervised learning often suffers from small sample size issues. However, as shown in Fig. 1, (inductive) SSL typically requires a reliable pretrained CNN (using a small sample) as prior knowledge. Providing such a CNN is often
challenging due to the overfitting problem. Moreover, there is also a strong motivation to design a feasible SSL strategy which is capable of determining confident predictions and generating pseudo labels for unlabeled data. Therefore, this paper aims at answering the following questions:

1. Can a CNN be developed to accurately diagnose glaucoma compared to the expert graders of the OHTS [15, 21, 14]? Will the model be generalizable to other datasets?
2. Is it necessary to train CNNs with thousands of labeled fundus images to diagnose glaucoma? Can we use only one image from each patient (around 1.1K fundus images in total in the training set)?
3. Can performance be improved further when the CNN trained using a small sample is finetuned by SSL with more unlabeled training data?

To answer these questions, we first use ResNet-50 [16], the most commonly utilized CNN for glaucoma diagnosis [29, 39, 36, 8, 9], as the backbone CNN to explore the feasibility of training a multi-task twin neural network (MTTNN) to diagnose glaucoma with only 1147 fundus images (one image from each patient). Additionally, developing low-cost and real-time embedded glaucoma diagnosis systems for mobile devices is also an emerging area [19, 33, 50]. In this regard, we also use MobileNet-v2 [42] as an alternative backbone in a MTTNN. Furthermore, we propose an effective SSL strategy, referred to as One-Vote Veto (OVV) self-training, to generate confident pseudo labels of the unlabeled training data, which are then added into the labeled training data to finetune the CNNs for better performance and generalization ability. Extensive experimental results demonstrate that by using such a MTTNN, the overfitting problem can be reduced, and the achieved area under the receiver operating characteristic curve (AUC-ROC or simply AUC) is only slightly lower than that of the backbone CNN trained with 53K fundus images under full supervision. Furthermore, the MTTNNs finetuned with OVV self-training perform similarly to the corresponding backbone CNNs trained via supervised learning on the OHTS [14] test set, and with higher AUC on three additional independent clinical datasets.

2. Related Work

2.1. Image Classification

AlexNet [25] is one of the modern CNNs that pushed image classification accuracy significantly. VGG architectures [43] improved over AlexNet [25] by increasing the network depth, which enabled them to learn more complicated image features. However, VGG architectures consist of hundreds of millions of parameters, making them very memory-consuming. GoogLeNet [46] (also known as Inception-v1) and Inception-v3 [47] go deeper in parallel paths with different receptive field sizes, so that the Inception module can act as a multi-level image feature extractor. Compared to VGG [43] architectures, GoogLeNet [46] and Inception-v3 [47] have lower computational complexity.

However, with the increase of network depth, accuracy gets saturated and then degrades rapidly [16], due to vanishing gradients. To tackle this problem, [16] introduces residual neural network (ResNet). It is comprised of a stack of building blocks, each of which utilizes identity mapping (skip connection) to add the output from the previous layer to the layer ahead. This helps gradients propagate. Due to its robustness, ResNet-50 [16] has been extensively used for biomedical image analysis, and it is a common choice [29, 39, 36, 8, 9] for fundus image classification.

In recent years, researchers have turned their focus to light-weight CNNs, which can be embedded in mobile devices to perform real-time image classification. MobileNet-v2 [42], ShuffleNet-v2 [31], and MNASNet [49] are three of the most popular CNNs of this kind. MobileNet-v2 [42] mainly introduces the inverted residual and linear bottleneck layer, which allows high accuracy and efficiency in mobile vision applications. We chose to use ResNet-50 [16] and MobileNet-v2 [42] as the backbone CNNs in our experiments as they are two representative CNNs used in medical image analysis and disease detection problems.

2.2. Low-Shot Learning

Machine/deep learning has achieved compelling performance in data-intensive applications, but it is often difficult when the training size is small [55]. LSL came into existence to this end. Existing LSL algorithms can be categorized into four classes: 1) multi-task learning, 2) embedding learning, 3) learning with external memory, and 4) gen-
eral modeling [55]. Multi-task learning simultaneously learns multiple related tasks by exploiting task-generic and task-specific information [4]. Embedding learning learns a feature (embedding) $h$ from each image $x$, as illustrated in Fig. 2, satisfying that the image features from the same class are closer in the embedding space, and vice versa [20]. Embedding learning algorithms are typically classified as either task-specific embedding models or task-invariant embedding models. The first group learns an embedding for each task, using the information only from that task, while the second category learns a general embedding with various outputs. Twin (or Siamese) neural network [24] is one of the most representative models of the second type. It is typically used for one/few/low-shot image, e.g., face or digit, recognition. In Sec. 3.1 and 4.2.2, we explore the feasibility of learning glaucoma diagnosis using a MT-TNN. Learning with external memory extracts prior knowledge from a low-shot training set and stores it in an external memory, such as a key-value memory [37]. Each test image is then predicted based on a weighted average of contents extracted from the memory. Our proposed OVV self-training strategy, as introduced in Sec. 3.2, is also motivated by the mechanism of learning with external memory, where the labels of unlabeled training data are predicted by a classifier trained on a collection of images in the low-shot training set. Finally, generative modeling algorithms aim at estimating the probability distribution from observed data with the help of prior knowledge, typically based on Bayes’ theorem [27, 13].

### 2.3. Semi-Supervised Learning

In comparison to LSL that uses only a small amount of labeled data, SSL also includes a large amount of unlabeled data for training [5], as illustrated in Fig. 1. It falls between unsupervised learning and supervised learning. The most common taxonomy categorizes existing methods as either inductive or transductive [52]. The former requires a pretrained model (typically yielded via supervised learning) to produce pseudo labels of the unlabeled data, while the latter does not require such a model to do so. Self-training [53] and co-training [2] are the two most popular inductive SSL approaches. The essential distinction between them is the number of pretrained network(s) used to produce pseudo labels: self-training uses one, but co-training uses two. Developing an effective policy to identify confident predictions to produce pseudo labels is, therefore, the key to SSL. Moreover, preparing a reliable classifier with only a small amount of labeled data is notably demanding. Here, we combine SSL with LSL to biomedical image classification tasks, such as glaucoma diagnosis from fundus images.

### 3. Methodology

#### 3.1. Multi-Task Twin Neural Network

As mentioned in Sec. 2.2, a twin neural network is a typical task-invariant embedding model, commonly utilized for metric learning and one/few/low-shot image recognition [24]. As its name implies, a twin neural network contains two identical sub-networks. A given pair of images $x_i$ and $x_j$ are separately fed into these sub-networks, which then output two 1D embeddings (features) $h_i$ and $h_j$, respectively. $\Phi(\cdot)$ measures the distance between $h_i$ and $h_j$ by computing their vector absolute difference (AD) or squared difference (SD) $h_{i,j}$, which is then followed by a fully connected (FC) layer to produce a scalar $q(x_i, x_j) \in [0, 1]$ indicating the similarity between $x_i$ and $x_j$. When $x_i$ and $x_j$ are different, $q(x_i, x_j)$ approaches 1, and vice versa. $y_i \in \{0, 1\}$ and $y_j \in \{0, 1\}$ denote the ground truth labels of $x_i$ and $x_j$, respectively, where 0 is healthy and 1 is glaucomatous optic neuropathy (GON).

However, such a twin neural network can only determine whether $x_i$ and $x_j$ belong to the same category, i.e., healthy or GON, instead of predicting their independent categories. A straightforward solution is to separately connect $h_i$ and $h_j$ with a FC layer to produce the scalars $p(x_i)$ and $p(x_j)$ indicating the probabilities that $x_i$ and $x_j$ are GON, respectively. See Fig. 2 and note that the two FC layers use the same weights. In this paper, we refer to the CNN architecture in Fig. 2 as a MTTNN, which is capable of simultaneously classifying a given pair of fundus images into either healthy or GON as well as measuring their similarity. Using such a task-invariant embedding model, we can have $C(n, 2)$ different combinations of image pairs, where $n$ represents the low-shot sample size. For example, the 1147 fundus images we used in our experiments can provide over 657K different pairs, which can overcome the small sample size issue and prevent overfitting.

In this paper, we use $n_0$ and $n_1$ to denote the numbers of healthy and GON fundus images, respectively, used for LSL. $n_0$ is usually much greater than $n_1$, because there are fewer patients with glaucomatous disease than healthy patients, resulting in a severe dataset imbalance problem. In this regard, we apply two weights $\omega_{cla} = \frac{n_0}{n_0 + n_1}$ and $\omega_{sim} = \frac{n_0(n_0 - 1) + n_1(n_1 - 1)}{(n_0 + n_1)(n_0 + n_1 - 1)}$ to weigh the losses $L_{cla}$ and $L_{sim}$.
\[ L(z) = \lambda L_{\text{cla}}(z) + L_{\text{sim}}(z), \]  

where

\[ L_{\text{cla}}(z) = - \left( \omega_{\text{cla}} y_i \log(p(x_i)) + y_j \log(1 - p(x_j)) \right) \]  
\[ + (1 - \omega_{\text{cla}}) \left( (1 - y_i) \log(1 - p(x_i)) + (1 - y_j) \log(1 - p(x_j)) \right), \]  

\[ L_{\text{sim}}(z) = - \left( \omega_{\text{sim}} y_i - y_j \right) \log(q(x_i, x_j)) \]  
\[ + (1 - \omega_{\text{sim}}) \left( 1 - |y_i - y_j| \right) \log(1 - q(x_i, x_j)), \]  

\( \lambda \) is a hyper-parameter utilized to balance \( L_{\text{cla}} \) and \( L_{\text{sim}} \). 

The motivations of using such a combined weighted cross-entropy loss function to train our MTTNN, instead of the conventionally used triplet loss \[17\] or contrastive loss \[23\] are:

1. Most datasets for glaucoma diagnosis are imbalanced. As detailed in Sec. 4.1, the OHTS \[14\] training set is severely imbalanced (50208 healthy images vs. 2416 GON images for supervised learning, and 995 healthy images vs. 152 GON images for LSL). Learning from such an imbalanced dataset without weights on the different classes can result in many incorrect predictions (most GON images are likely to be predicted as healthy images). In this regard, different weights should be used for different classes (a higher weight should be used for the minority class) so as to prevent CNN from predicting all the images as the majority class.

2. It is usually difficult to weigh different types of losses, e.g., regression and classification, in multi-task learning \[22\]. An undesirable weight can result in a poorly-performing task, when other tasks converge to satisfactory results. Therefore, formulating \( L_{\text{sim}} \) as a weighted cross-entropy loss function is a simple but effective solution. However, due to the dataset imbalance problem discussed above, \( \omega_{\text{sim}} \) is included in (3).

3. As shown in Fig. 3, our proposed self-training strategy requires both labels and probabilities (of being GON images), predicted by a pretrained model, to produce pseudo labels of the unlabeled data. Such network architecture and training loss can efficiently and effectively provide both “self-predicted” and “contrastively-predicted” labels and probabilities, as explained in Sec. 3.2.

It should be noted here that the images from the same patient are not used as an image pair for MTTNN training. The selection of \( \lambda \) and \( \Phi(\cdot) \) is discussed in Sec. 4.2.2.

### 3.2. One-Vote Veto Self-Training

As introduced in Sec. 2.3, self-training aims to improve the performance of a pretrained model, by incorporating confident predictions of the unlabeled data to obtain useful additional information that can be used during training. A feasible strategy to determine such confident predictions is, therefore, the key to self-training \[34\].

For conventional SSL algorithms, given a pretrained image classification model (through supervised learning), a straightforward way to determine whether an unlabeled image is confident enough to be included for model finetuning is to compare its probability distributed to the most possible class, with a predetermined threshold. If its probability exceeds that threshold, its prediction will be considered as

![Diagram](image_url)

Figure 3: An illustration of our One-Vote Veto self-training strategy. \( h_{i,k}^d \) and \( h_{m,k}^d \) are two 1D embeddings, followed by a FC layer to produce scalars indicating the similarities between the given pairs of reference and target fundus images.
TNN can “self-predict” both the scalars respectively, as well as their labels and target fundus images, each mini-batch contains a discrete set of training but the reference model does not. Where the target model updates its parameters during self-learning with external memory [45], we use a collection of generate pseudo labels is not often sufficient [53]. Inspired by our OVV self-training algorithm is detailed in Algorithm 1, “self-predictions”

\[ p^{r\rightarrow t}(x_q^r, x_k^t) = |p(x_q^r) - q(x_q^r, x_k^t)| \]  

indicating the GON probability as well as the label

\[ \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t) = |\delta(p(x_q^r)) - \delta(q(x_q^r, x_k^t))| \]  

of \( x_k^t \) from \( x_q^r \) using its input similarity measurement functionality. Please note: \( \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t) \) is typically unequal to \( \delta(p^{r\rightarrow t}(x_q^r, x_k^t)) \). In order to determine whether \( \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t) \) is confident and can be used as the pseudo label of \( x_q^r \), all the reference fundus images \{\( x_1^r, \ldots, x_m^r \)\} \( \in \mathcal{X}^r \) in the mini-batch are used to provide additional judgements. Each pair of contrastively-predicted scalar indicating GON probability and label form a vote \( (p^{r\rightarrow t}(x_q^r, x_k^t), \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t)) \). If \( |p(x_q^r) - \hat{y}_q^{r\rightarrow t}| > \kappa_2 \), we will omit its vote, where \( \kappa_2 \) is a threshold used to select qualified reference fundus images.

With all votes collected from the qualified reference fundus images, the OVV self-training algorithm determines whether \( \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t) \) should be used as the pseudo label for \( x_q^r \) based on the following criteria:

- Identical to the manner of determining qualified reference fundus images, if any \( p^{r\rightarrow t}(x_q^r, x_k^t) (j \in [1, m] \cap \mathbb{Z}) \) or \( p(x_q^r) \) is not close to either 0 (healthy) or 1 (GON), evaluated by the threshold \( \kappa_2 \), \( \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t) \) will not be assigned to \( x_q^r \).
- If a minority of more than \( \kappa_1 \) qualified reference fundus images disagree with the majority of the qualified reference fundus images, \( \hat{y}_q^{r\rightarrow t}(x_q^r, x_k^t) \) will not be assigned to \( x_q^r \).

As discussed in Sec. 4.2.2, \( \kappa_1 = 0 \) (all the qualified reference images vote to the same category) achieves the best overall performance. In this regard, the above-mentioned strategy is referred to “One-Vote Veto” in this paper. Since each target fundus image is required to be compared with all the reference fundus images in the same mini-batch, the proposed self-training strategy has a computational complexity of \( \mathcal{O}(n^2) \), which is relatively memory-consuming. The confident target fundus images and their pseudo labels are then included into the low-shot data to finetune the pretrained MTTNN with supervised learning by minimizing a weighted cross-entropy loss. The OVV performance with respect to different \( \kappa_1, \kappa_2 \) and \( m \) is also shown in Sec. 4.2.2.

4. Experimental Results

4.1. Datasets and Experimental Setups

The datasets used in our experiments were collected at various intervals by different clinicians from different institutes using different fundus cameras. Their details are as follows:

---

| Algorithm 1: One-Vote Veto self-training strategy. |
| --- |
| **Data:** \( \mathcal{X}^r, \mathcal{X}^t, \) and \( \mathcal{X}^t \) |
| **while** Training do |
| 1 | Given a mini-batch consisting of \( \{x_1^r, \ldots, x_m^r\} \in \mathcal{X}^r; \{y_1^t, \ldots, y_m^t\} \in \mathcal{Y}^t \) and \( \{x_1^t, \ldots, x_m^t\} \in \mathcal{X}^t; \) |
| 2 | \( \mathcal{P} \leftarrow \emptyset; \) |
| 3 | for \( i = 1 \) to \( m \) do |
| 4 | if \( (p(x_q^r) - \hat{y}_q^{r\rightarrow t}) > \frac{1}{2} - \kappa_2 \) then |
| 5 | \( w = +1; \) |
| 6 | \( \mathcal{P} \leftarrow \mathcal{P} \cup \{x_q^r, y_q^t\}; \) |
| 7 | \( v_1(j) = \hat{\mathcal{y}}_{v_1}^{r\rightarrow t}(x_j^r, x_k^t); \) |
| 8 | \( v_2(j) = p^{r\rightarrow t}(x_j^r, x_k^t); \) |
| 9 | \( \text{if } (\sum_{j=1}^{m} v_1(j) \leq \kappa_1 \text{ and } \sum_{j=1}^{m} v_2(j) \geq w - \kappa_2) \) \( \land \text{any } v_2(j) > \frac{1}{2} - \kappa_2 \), then |
| 10 | \( \mathcal{P} \leftarrow \mathcal{P} \cup \{x_q^r, \hat{y}_q^{r\rightarrow t}\} \) |
| **if** the target model outperforms the reference model then |
| 11 | Update the reference model parameters; |
|}
• **OHTS**: The OHTS [15, 21, 14] recruited 1636 ocular hypertensive participants with elevated intraocular pressure [14]. The OHTS [14] dataset utilized in our experiments contains 66715 raw fundus images. In our experiments, a square region centered on the optic nerve head (ONH) was first extracted from each raw fundus image using a well-trained DeepLabv3+ [?] model. A small part of the raw data are stereoscopic fundus images, each of which was split to produce two individual fundus images. This image preprocessing resulted in a total number of 74768 fundus images. Moreover, ENPOAGDISC (endpoint committee attributable to primary open angle glaucoma based on optic disc changes from photographs) labels are used as the classification ground truth. The total number of fundus images are divided into a training set (50208 healthy images and 2416 GON images), a validation set (7188 healthy images and 426 GON images), and an independent test set (13780 healthy images and 792 GON images) by participant. Additionally, we select one image from each patient in the training set to create the low-shot training set (995 healthy images and 152 GON images). Please note: all images from each patient are in only one of these three subsets.

• **ACRIMA**: The ACRIMA [11] dataset consists of 309 healthy images and 396 GON images. It was collected as part of an initiative by the government of Spain. Classification was based on review by a single experienced glaucoma expert. Images were excluded if they did not provide a clear view of the ONH region [9].

• **LAG**: The LAG [28] dataset contains 3143 healthy images and 1711 GON images\(^1\), obtained from Beijing Tongren Hospital. Similar to the OHTS [14] dataset, we also use the well-trained DeepLabv3+ [?] model to extract a square region centered on the ONH from each fundus image.

• **DIGS/ADAGES**: The UCSD-based Diagnostic Innovations in Glaucma Study (DIGS) and African Descent and Glaucoma Evaluation Study (ADAGES) [41] are longitudinal studies designed to detect and monitor glaucoma based on optical imaging and visual function testing that, when combined, have generated tens of thousands of test results from over 4000 healthy, glaucoma suspect or glaucoma eyes over the course of up to 25 years. In our experiments, we use the DIGS/ADAGES [41] test set to evaluate the performance of our proposed methods. It contains 5184 healthy images and 4289 GON images.

The aforementioned four test sets are visualized with t-SNE [32], as shown in Fig. 4. Since healthy and GON images are distributed similarly between the OHTS [14] and LAG [28] datasets, we expect models to perform similarly on these data. Dissimilar distribution in the ACRIMA [11] dataset led us to believe the performance of models in this dataset would be somewhat worse. Using these four datasets, we conduct three experiments:

- **Supervised learning experiment**: we utilize transfer learning [48] to train ResNet-50 [16] and MobileNet-v2 [42] (pretrained on the ImageNet database [10]), on the entire OHTS [14] training set. The best-performing models of these two CNNs are selected using the OHTS [14] validation set. Their performances are evaluated on the OHTS [14] test set, the ACRIMA [11] dataset, the LAG [28] dataset, and the DIGS/ADAGES [41] test set.

- **LSL experiment**: ResNet-50 [16] and MobileNet-v2 [42] (pretrained on the ImageNet database [10]) are separately used as the backbone CNNs of the MTTNN, introduced in Sec. 3.1. The corresponding MTTNNs are referred to as ResNet-50-LS and MobileNet-v2-LS, respectively. These MTTNNs are subsequently trained on the OHTS [14] low-shot training set. The validation and testing procedures are identical to those in the supervised learning experiment.

- **SSL experiment**: the well-trained ResNet-50-LS and MobileNet-v2-LS are finetuned on the entire OHTS [14] training set, but only the fundus images in the OHTS [14] low-shot training set have ground-truth labels. The finetuned ResNet-50-LS and MobileNet-v2-LS are referred to as ResNet-50-OVV and MobileNet-v2-OVV, respectively. The validation and testing procedures are identical to those in the supervised learning experiment.

The fundus images are resized to 224 × 224 pixels. The initial learning rate is set to 0.001, which decays gradually after the 100th epoch. Due to the dataset imbalance problem, F-score is utilized to select the best-performing models during the validation stage. Moreover, we adopt

\(^1\)The number of fundus images being published is fewer than what was reported in publication [28].
an early stopping mechanism during the validation stage to reduce the overfitting problem, namely, the training will be terminated if the achieved F-score has not increased for 30 epochs. In addition, we use four metrics: 1) accuracy (ACC), 2) F-score, 3) Matthews correlation coefficient (MCC), and 4) AUC to quantify the performances of the trained models. Additional performance evaluation with more details is also provided in our supplementary material.

### 4.2. Performance Evaluation

#### 4.2.1 Performance comparison of supervised learning, LSL, and SSL for glaucoma diagnosis

The comparisons of supervised learning, LSL, and SSL for glaucoma diagnosis are provided in Tab. 1.

First, these results suggest that our OVV self-training strategy that requires a smaller sample size of labeled images performs similarly (AUC 95% CI overlaps considerably) and, in some cases, significantly better (AUC 95% CI does not overlap) than the backbone CNNs trained with a larger number of labeled images under full supervision. Specifically, ResNet-50-LS performs similarly to ResNet-50 \([16]\) on the DIGS/ADAGES \([41]\) test set, with AUC (95% CI) of 0.763 (0.695, 0.820) and 0.744 (0.696, 0.792), respectively, on the OHTS \([14]\) test set, with AUC (95% CI) of 0.898 (0.857, 0.928) and 0.904 (0.865, 0.935), respectively, and on the ACRIMA \([11]\) test set, with AUC (95% CI) of 0.775 (0.741, 0.808) and 0.736 (0.698, 0.771), respectively. ResNet-50-LS-SD performs significantly better on the LAG \([28]\) dataset than ResNet-50 \([16]\) with AUC (95% CI) of 0.881 (0.870, 0.891) and 0.794 (0.780, 0.807), respectively. MobileNet-v2-LS performs similarly to MobileNet-v2 \([42]\) on all the four test sets.

Second as expected, the AUC scores achieved by LSL are in most, but not all, cases slightly lower than those achieved by the backbone CNNs on the OHTS \([14]\) test set (~0.035 for ResNet-50 \([16]\) and ~0.036 for MobileNet-v2 \([42]\)). Moreover, since our LSL uses only a small amount of training data, MTTNN training is much faster than supervised learning.

![Figure 5](image-url): λ selection: (a) ResNet-50-LS results and (b) MobileNet-v2-LS results suggest that when λ = 0.3, LSL performs best.

#### 4.2.2 Hyper-Parameter and Threshold Selection

We next discuss the selection of λ and Φ(·). In our experiments, we set λ to 0.1, 0.2, 0.3, 0.4 and 0.5 respectively, and compare the MTTNN performance when Φ(·) performs AD and SD. The comparisons in terms of F-score, MCC and AUC on the OHTS \([14]\) test set are provided in Fig. 5, where ResNet-50-LS-AD and MobileNet-v2-LS-AD perform AD in Φ(·), while ResNet-50-LS-SD and MobileNet-v2-LS-SD perform SD in Φ(·), respectively. From Fig. 5, it is obvious that when λ = 0.3, the MTTNN achieves the best overall performance, which is reasonable, as a higher λ weighs more on the image classification task, easily resulting in overfitting. Also, ResNet-50-LS-SD typically outperforms ResNet-50-LS-AD while MobileNet-v2-LS-AD typically outperforms MobileNet-v2-LS-SD. To determine the generalizability of the trained models, we further evaluate them on three additional datasets, as shown in Tab. 2. Compared with SD, when Φ(·) applies AD, MTTNN generally performs better or very similarly on the additional test sets, especially for ResNet-50-LS on the ACRIMA \([11]\) dataset. AD is therefore used in the following experiments. Furthermore, Tab. 2 shows a baseline supervised learning experiment with the low-shot training set. The results suggest that LSL performs much better than its backbone CNN (trained with supervised learning) when the training size is small.

Furthermore, we discuss the selection of the thresholds κ1 and κ2 used in OVV self-training as well as the impact of different mini-batch size 2m on the performance of OVV self-training. Tab. 3 provides the performances of ResNet-50-LS and MobileNet-v2-LSV with respect to different κ1, κ2 and m. It can be seen that the ACC and F-score increase slightly but the MCC and AUC almost remain the

| Network   | Training method | OHTS [14] | ACRIMA [11] | LAG [24] | DIGS/ADAGES [41] | t (min) |
|-----------|-----------------|-----------|-------------|-----------|------------------|---------|
| ResNet-50-LS | Supervised learning | 0.900 (95% CI: 0.880, 0.935) | 0.786 (95% CI: 0.760, 0.812) | 0.772 (95% CI: 0.750, 0.793) | 0.730 (95% CI: 0.695, 0.765) | 1.8 |
| ResNet-50-LS (semi) | Supervised learning | 0.880 (95% CI: 0.835, 0.901) | 0.758 (95% CI: 0.725, 0.792) | 0.841 (95% CI: 0.820, 0.853) | 0.745 (95% CI: 0.720, 0.770) | 203.7 |
| MobileNet-v2-LS | Supervised learning | 0.893 (95% CI: 0.845, 0.932) | 0.794 (95% CI: 0.760, 0.825) | 0.856 (95% CI: 0.824, 0.867) | 0.786 (95% CI: 0.728, 0.833) | 42.9 |
| MobileNet-v2-LS (semi) | Supervised learning | 0.839 (95% CI: 0.815, 0.869) | 0.820 (95% CI: 0.785, 0.850) | 0.845 (95% CI: 0.831, 0.855) | 0.748 (95% CI: 0.689, 0.802) | 1.2 |

Table 1: AUC (shown along with 95% CI) and training time per epoch t (min) of supervised learning, low-shot learning and semi-supervised learning for glaucoma diagnosis. These results suggest that OVV strategy that requires a smaller sample size of labeled images performs similarly and in some cases significantly better than the backbone CNNs trained with a larger number of labeled images under full supervision.
Table 2: Supervised learning of backbone network with small sample size vs. LSL: ResNet-50 [16] and MobileNet-v2 [42] are trained using supervised learning on the OHTS [14] low-shot training set. ResNet-50-LS/AD/SD and MobileNet-v2-LS/AD/SD are trained using LSL. λ is set to 0.3. The best results are shown in bold font. These results suggest that in the small sample case, LSL improves the performance of the backbone CNNs.

Table 3: Evaluation of the OVV self-training on the OHTS [14] test set with respect to different κ1, κ2, and m, where ResNet-50-0VV finetunes ResNet-50-LS, and MobileNet-v2-0VV finetunes MobileNet-v2-LS. The best results are shown in bold font. ↑ indicates SSL outperforms LSL.

Table 4: The evaluation of OVV self-training with respect to different m on the additional test sets: (a) ResNet-50-0VV and (b) MobileNet-v2-0VV. The best results are shown in bold font. ↑ indicates SSL outperforms LSL.

5. Conclusion

The main contributions of this paper include: 1) a multi-task twin neural network that can learn glaucoma diagnosis from very limited labeled training data; 2) an effective semi-supervised learning strategy, referred to as One-Vote Veto self-learning, which is designed specially for low-shot learning of task-invariant embeddings to diagnose glaucoma. Extensive experiments conducted on four glaucoma datasets demonstrated the effectiveness of the aforementioned techniques, where the AUC achieved by low-shot learning is only slightly lower than that produced by the backbone CNN trained under full supervision. In addition, with One-Vote Veto self-training, the multi-task twin neural networks perform similarly to their backbone CNNs on the OHTS [14] test set but show better generalization performances on three additional test sets. With more thresholds and hyper-parameters being tested, we believe our proposed One-Vote Veto self-training strategy for low-shot learning of task-invariant embeddings can yield better overall performance. The techniques introduced in this paper also pro-

...
vide the potential to be applied for other binary biomedical image classification applications, which often suffer from small sample size issues with class imbalance.
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**Supplementary Material**

1. **Performance Evaluation Metrics**

This section provides details on the metrics used in this paper. TP, TN, FP, and FN denote the numbers of true positive, true negative, false positive, and false negative classifications, respectively.

- **Accuracy (ACC)** refers to the proportion of correct classifications:
  \[
  \text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}.
  \]  
  (6)

  It can be a misleading result when the dataset is imbalanced.

- **Precision (PRE)** measures the proportion of positive classifications that are actually correct:
  \[
  \text{PRE} = \frac{TP}{TP + FP}.
  \]  
  (7)

- **Sensitivity (SEN)**, also known as recall (REC) or true positive rate (TPR), measures the proportion of positive pixels or images that are correctly classified:
  \[
  \text{SEN} = \text{REC} = \frac{TP}{TP + FN}.
  \]  
  (8)

- **Specificity (SPE)**, also known as true negative rate (TNR), measures the proportion of negative pixels or images that are correctly classified:
  \[
  \text{SPE} = \frac{TN}{TN + FP}.
  \]  
  (9)

- **F-score** is the harmonic mean of PRE and REC:
  \[
  \text{F-score} = \frac{2 \times \text{PRE} \times \text{REC}}{\text{PRE} + \text{REC}}.
  \]  
  (10)

  It is commonly used in image classification and semantic segmentation tasks, especially when the classes are imbalanced.

- **Matthews correlation coefficient (MCC)** is a widely used metric to measure the binary classification quality. It is generally regarded as a balanced measurement which can be utilized even if the dataset is imbalanced. Its expression is:
  \[
  \text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}.
  \]  
  (11)

- **Intersection over union (IoU)**, also known as Jaccard index, is commonly used in semantic segmentation and object detection to measure the similarity and diversity of sample sets:
  \[
  \text{IoU} = \frac{TP}{FN + FP}.
  \]  
  (12)

- **AUC** refers to the area underneath the receiver operating characteristic (ROC) curve, whose horizontal and vertical axes are false positive rate (FPR) and TPR, respectively, where FPR=1-TNR.

---

| Network                  | PRE (%) | REC (%) | ACC (%) | F-score (%) | IoU (%) |
|-------------------------|---------|---------|---------|-------------|---------|
| U-Net [40]              | 70.08   | 67.87   | 97.93   | 68.96       | 52.62   |
| SegNet [1]              | 79.06   | 92.68   | 98.92   | 85.33       | 74.41   |
| FCN [30]                | 88.00   | 96.79   | 99.44   | 92.19       | 85.51   |
| DeepLabv3+ [7]          | 96.68   | 95.93   | 99.75   | 96.30       | 92.87   |

Table 5: Comparisons of U-Net [40], FCN [30], SegNet [1] and DeepLabv3+ [7] for optic nerve head extraction. The best results are shown in bold type.
Table 6: AUC (95% CI), sensitivity, accuracy, FP, FN, TP and TN with respect to 90% specificity and 95% specificity. These results suggest that low-shot learning with multi-task twin neural network and semi-supervised learning with One-Vote Veto self-training perform similarly to supervised learning with respect to different specificities.

2. Dataset Preparation

The glaucoma datasets used in our experiments were collected at various intervals by different clinicians from different institutes using different fundus cameras. Since they were gathered for clinical research purposes and not for evaluating computer vision algorithms, this leads to significant variability in image quality and resolution and can make the CNN training much more challenging than expected. To this end, prior to training CNNs for glaucoma diagnosis, we first cropped a region centered on the optic nerve head from each raw fundus image using a semantic segmentation CNN trained for optic nerve head extraction. In our experiments, we trained four semantic segmentation CNNs: 1) U-Net [40], fully convolutional network (FCN) [30], 3) SegNet [1] and 4) DeepLabv3+ [7], on three public optic nerve head segmentation datasets: 1) DRIONS-12
Figure 7: Class activation map visualization examples: (i) fundus images; (ii)-(vii) class activation maps of (i), with respect to ResNet-50 [16], ResNet-LS (ours), ResNet-50-OVV (ours), MobileNet-v2 [42], MobileNet-v2-LS (ours), MobileNet-v2-OVV (ours), respectively. ResNet-50 [16] and MobileNet-v2 [42] are trained with supervised learning using 53K labeled fundus images; ResNet-50-LS and MobileNet-v2-LS are trained with low-shot learning using 1147 labeled fundus images; ResNet-50-OVV and MobileNet-v2-OVV respectively finetune pretrained ResNet-50-LS and MobileNet-v2-LS with semi-supervised learning using 53K fundus images (without ground truth labels). The red regions correspond to high attention, while the blue regions correspond to low attention.
DB [3], 2) Drishti-GS [44], and 3) RIM-ONE [12], which provide the pixel-level optic nerve head ground truth. The quantitative comparisons are shown in Tab. 5, where it can be seen that DeepLabv3+ [7] achieves the best PRE, ACC, F-score and IoU. We then randomly selected 200 fundus images from the OHTS [14] dataset and manually labeled their optic nerve head ground truth to finetune our pretrained DeepLabv3+ [7]. It was subsequently applied to the entire OHTS [14], LAG [28] and DIGS/ADAGES [41] datasets to extract regions centered on the optic nerve heads from raw fundus images. The ACRIMA [11] dataset is already aligned. Examples of the extracted regions are shown in Fig. 6.

3. Supplementary Comparisons of Supervised Learning, Low-Shot Learning and Semi-Supervised Learning

Tab. 1 in the full paper is a subset of Tab. 6 in the supplement. The supplementary comparisons of supervised learning, low-shot learning and semi-supervised learning are shown in Tab. 6. These results suggest that our low-shot learning with multi-task twin neural network and semi-supervised learning with One-Vote Veto (OVV) self-training that require only a small quantity of labeled data, perform similarly and, in some cases, better than the backbone CNNs trained on the entire OHTS [14] training set with supervised learning. Specifically, both ResNet-50-LS and ResNet-50-OVV perform similarly to ResNet-50 [16] on all the four test sets in ACC (varies by less than 3%) with respect to both 90% specificity and 95% specificity. MobileNet-v2-LS and MobileNet-v2-OVV perform similarly on the OHTS [14] and LAG [28] test sets in ACC with respect to both 90% specificity and 95% specificity. Although their achieved ACC is lower (decreases by 5 – 8%) than that of MobileNet-v2 [42] on the DIGS/ADAGES [41] test set, the ACC increases by up to 4% on the ACRIMA [11] dataset.

4. Class Activation Map Visualization

We next utilize Grad-CAM++ [6] to explain the models compared in Tab. 6, as shown in Fig. 7. These results suggest that the optic nerve head areas have the greatest impact on model decisions. The neuroretinal rim areas are identified as most important and the periphery contributed comparatively little to model decisions for both healthy and glaucomatous optic neuropathy (GON) eyes [8].