Test Automation with Grad-CAM Heatmaps – A Future Pipe Segment in MLOps for Vision AI?
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Abstract—Machine Learning (ML) is a fundamental part of modern perception systems. In the last decade, the performance of computer vision using trained deep neural networks has outperformed previous approaches based on careful feature engineering. However, the opaqueness of large ML models is a substantial impediment for critical applications such as in the automotive context. As a remedy, Gradient-weighted Class Activation Mapping (Grad-CAM) has been proposed to provide visual explanations of model internals. In this paper, we demonstrate how Grad-CAM heatmaps can be used to increase the explainability of an image recognition model trained for a pedestrian underpass. We argue how the heatmaps support compliance to the EU’s seven key requirements for Trustworthy AI. Finally, we propose adding automated heatmap analysis as a pipe segment in an MLOps pipeline. We believe that such a building block can be used to automatically detect if a trained ML-model is activated based on invalid pixels in test images, suggesting biased models.
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I. INTRODUCTION

Machine Learning (ML) is increasingly used in Cyber-Physical Systems (CPS). In autonomous vehicles, ML using Deep Neural Networks (DNN) enables considerably more accurate perception models compared to conventional handcrafted computer vision techniques. However, as the perception models will increasingly be used as components in safety-critical vehicular functions [1], they must be duly tested. ML-based perception must constitute “Trustworthy AI,” defined as lawful, ethical, and robust by the High-Level Expert Group on AI (AI-HLEG) appointed by the European Union [2]. Especially the robustness quality is an appropriate target for test automation, but also legal and ethical compliance could be tested.

A well-known issue with DNNs is the limited explainability of their output [3], [4]. In a DNN with a number of trained weights in the magnitude of \(10^7\), it is difficult to explain why a specific output has been correctly perceived by the model. ML-based solutions are often regarded as black boxes whose internals are hard to test. Furthermore, ML-models are unfortunately known to be sensitive to minor image perturbations [5]. To address these issues, Selvaraju et al. proposed visual explanations using Gradient-weighted Class Activation Mapping (Grad-CAM) [6]. Grad-CAM identifies areas with high neuron activation in a DNN’s last convolutional layer and visualizes the results as an activation heatmap superimposed over an input image. Several authors have reported successful applications of using Grad-CAM to explain the inner workings of DNNs. Examples include iris classification [7], legal text processing [8], and Android malware detection [9]. In this paper, we propose using Grad-CAM as part of test automation.

ML development is highly iterative with considerable experimentation to identify the most promising models. Data version control and experiment tracking are essential components to succeed, as well as sophisticated automation infrastructures. Experience from industrial-grade ML projects has stressed the importance of MLOps pipelines that automate steps from data collection to model deployment. For any proposed ML testing approach to be industrially relevant, they must be integrable in contemporary MLOps pipelines. We posit that relevant ML testing research shall be integrated into an MLOps pipeline that interweaves source code and data [10].

The discussion in this paper, the starting point of a new research direction, is guided by two research questions.

RQ1 How can Grad-CAM heatmaps support development of trustworthy ML-based perception?
RQ2 How can analysis using Grad-CAM heatmaps support development in an MLOps context?

To explore these questions, we present a proof-of-concept that generates Grad-CAM heatmaps for a common convolutional neural network architecture for object recognition. Based on our previous work on object recognition in an underpass in the city of Helsingborg [11], we demonstrate how Grad-CAM heatmaps provide actionable insights to developers. As an example, if the ML model classifies an image as containing a bicyclist, pixels close to the bicycle shall be decisive to the neural network – relying on other pixels would be invalid, suggesting a biased ML model. We describe how we use Grad-CAM heatmaps to manually analyze neuron activations corresponding to both correct and incorrect classifications. Finally, we present how we plan to extend this work from automatic generation of Grad-CAM heatmaps to also include automatic analysis of test results, by comparing the position of activated pixels to ground truth bounding boxes. Our goal is to implement this approach in an MLOps pipeline for an ongoing development project of a ML-based advanced driver-assistance system. All source code and some non-sensitive image data are available on GitHub under an open source software license.
The rest of the paper is organized as follows. Section II introduces 1) convolutional neural networks and Grad-CAM, 2) the emerging topic of ML testing, and 3) AI-HLEG’s definition of trustworthy AI. In Section III, we briefly describe the application under study. Section IV presents our proof-of-concept and several Grad-CAM heatmaps. In Section V, we discuss our proof-of-concept in the light of the research questions. Finally, Section VI concludes the paper.

II. BACKGROUND AND RELATED WORK

A. Convolutional Neural Networks and Grad-CAM

An artificial neural network (ANN) is one out of many ML models that can find complex patterns in large datasets. The concept builds on layers of weighted nodes connected by edges. When an input is provided to the network, signals propagate through the structure with varying strengths depending on the node weights. In the last decade, the amount of available data and compute increased substantially. Researchers found that stacking more and more layers of neurons resulted in better and better output, i.e., deep neural networks could harvest the potential in vastly available data and massively parallel hardware architectures could fit the models in reasonable time.

Computer vision is one application area that experienced significant breakthroughs using deep neural networks. The sequential model structure often used in image recognition is composed of an input layer followed by a certain number of connected layers, in turn leading to an output layer. The model input is usually an image and each node in the input layer is fed the value of a certain pixel from that image. The output of the network is usually a prediction of the contents of the image, e.g., image recognition (categorizing the content) and image detection (localizing objects).

Convolutional layers are key building blocks in deep neural networks for computer vision, referred to as Convolutional Neural Networks (CNN). In a CNN, convolutional layers act as filters to an input keeping important visual features. The filter, smaller than the entire image, is gradually moved over the entire input space to produce a feature map. The feature map indicates where features were detected, and how strong the activations for that feature were.

In CNNs, it is hard to analyze what individual nodes represent in the images and how they contribute to the final predictions. To support the explainability, Selvaraju et al. developed Grad-CAM [6]. Given a specific class label and input, Grad-CAM visualizes areas with high neuron activation in the last convolution layer of a CNN. The activation is then presented in the form of an activation heatmap superimposed on the input image. Using this approach, a human can assess whether the areas of the image that were the most important in the classification make sense. As an example, Selvaraju et al. presents how Grad-CAM can be used to identify how classifications are influenced by biased training data. The authors show how a nurse-or-doctor image classifier primarily activated on gender cues such as hairstyle rather than equipment or job tasks. We return to the discussion on bias in Section II-C.

B. Machine Learning Testing

Systems that rely on ML brings entirely new challenges to the field of software testing. As opposed to traditional software, a large part of the functionality in ML software is trained rather than coded. The implications of this is that the model might do exactly what it was trained for but still produce erroneous behaviour. This behaviour can be caused by many different factors such as errors in the data collection, data processing, model selection or model training. If any of these steps are performed improperly biases or incorrect examples may be infused in the underlying dataset and thus into the model training [12].

In traditional software testing, the written tests are there to ensure that the written logic of the software under test follows the expectations of the designer or developer. While we are interested in the result, the way that the software arrives at the result is of equal importance. A tester has tools such as unit tests and code coverage to his or her disposal, to examine atomic pieces of the software to ensure that they behave as expected, and to ensure that all relevant parts of the software have been thoroughly analyzed. Comparing ML testing to software testing, the inner workings of the ML model are often opaque, disqualifying traditional testing tools. Several authors have highlighted this challenge in safety-critical automotive software [13], [14], and novel safety standards such as ISO/PAS 21448 Safety of the Intended Functionality (SOTIF) are evolving to complement the previous source code-based logic [15]. Currently, ML testing relies primarily on performance metrics to determine the quality of a model [12].

Two primary factors encumber ML testing. First, the complexity of the ML models has increased substantially. State-of-the-art image recognition architectures contain hundreds of millions of weights [16]. Second, the size of the training datasets. To fit the complex ML models, data scientists train them on enormous datasets. Today the sheer size of many datasets makes getting a complete understanding of the data characteristics and their implications beyond human comprehension. Tesla presents their autopilot as an example of a cutting-edge ML-based automotive system. Tesla Autopilot contains 48 different neural networks, making 1,000 predictions per second. These models have been trained for a combined total of 70,000 GPU hours [17]. While Tesla Autopilot is definitely one of the most complex ones on the market, the challenge of maintaining testability and interpretability generalizes down to systems that rely on less complex ML models. ML testing requires novel approaches.

Testing ML-based perception models goes beyond reporting standard metrics for classification accuracy. Several researchers have proposed approaches to test ML applications that process image data [18]. Examples include, measuring the proportion of neurons covered by a certain test set, analogous to code coverage testing of software [19], estimating how different input is compared to what it learned during training (surprise adequacy) [20] to guide future training efforts, and displaying adversarial inputs on billboards in order to test...
C. Trustworthy AI

AI-HLEG states that Trustworthy AI must be: 1) Lawful – complying with all applicable laws and regulations; 2) Ethical – ensuring adherence to ethical principles and values; 3) Robust – both from a technical and social perspective [2]. AI-HLEG further specifies seven “key requirements” that Trustworthy AI systems must adhere to:

R1 Human agency and oversight. An AI system shall “empower human beings, allowing them to make informed decisions and fostering their fundamental rights.” Oversight mechanisms must allow humans to inspect the decisions made.

R2 Technical robustness and safety. An AI system shall be “resilient and secure.” Prevention of harm must permeate the design of the system. Security is fundamental to protect against antagonistic attacks. Safety is essential to ensure operation without harming people or the environment. Furthermore, AI systems must be sufficiently accurate and reliable.

R3 Privacy and data governance. An AI system shall “ensure full respect for privacy and data protection.” This requires adequate data management policies and data governance mechanisms to assure the quality and integrity of the data.

R4 Transparency. The AI system shall be open about the underlying “data, system, and AI business models.” Output must be explained, and users shall be informed of inherent capabilities and limitations.

R5 Diversity, non-discrimination and fairness. An AI system shall be “accessible to all, regardless of any disability, and involve relevant stakeholders throughout their entire life circle.” Unfair bias can have severe negative implications and must be avoided.

R6 Societal and environmental well-being. An AI system shall “benefit all human beings, including future generations.” This requirement covers how AI affects the environment and society at large.

R7 Accountability. An AI system shall “ensure responsibility and accountability for AI systems and their outcomes.” Mechanisms must be in place to enable auditability, i.e., the assessment of algorithms, data and design processes.

To support development organizations with actionable advice, AI-HLEG published the Assessment List for Trustworthy Artificial Intelligence (ALTAI) [22]. ALTAI was developed as a checklist intended for self-assessment of compliance to the seven key requirements [R1-R7]. We argue that automated testing with Grad-CAM in an MLOps pipeline could support demonstration of ALTAI compliance, especially when evolving ML models until they are production-ready. More specifically, as we discuss in Section IV, we believe that our solution proposal can to various extent support R1, R2, R4, R5, and R7.

III. CASE DESCRIPTION

The case under study is a motion-activated network camera mounted in an underpass located in Helsingborg, Sweden. The camera was initially installed as part of a research project on crime prevention using Internet-of-Things technology, i.e., to enable early detection of illegal graffiti – whose removal costs are substantial for municipalities. We have the permission to use collected non-sensitive data in other research projects related to computer vision.

In a previous study [11], we used images from the underpass to train various DNNs for image recognition. Ninety minutes of high resolution video clips were collected over five days in 2020. We split the video clips into individual frames at a frame rate of one per second resulting in a dataset containing. Inspired by automotive engineering, we specify the Operational Design Domain (ODD) [23] of our classification model to cover daytime conditions. We manually annotated a subset of the images using the following classes: 1) pedestrian (904), 2) dog walker (180), 3) bicyclist (253), or 4) empty (904), i.e., a skewed dataset with 8% dog walkers and 11% bicyclists.

The previous study had a two-fold goal. First, we explored neural network pruning by reducing the size of the well-known VGG16 architecture [24]. Second, we demonstrated how a CycleGAN [25] could be used to extend the ODD to nighttime conditions. In this paper, we experiment with Grad-CAM on one of the pruned DNNs from our previous work, i.e., a DNN with roughly 3.3 million trainable parameters and four convolutional layers. Pre-trained weights for the network are available on GitHub.

IV. PROOF-OF-CONCEPT

Our work is based on the open Grad-CAM implementation by Chollet [26]. However, we extend the work in two ways. First, we provide a more flexible solution that gives test engineers a simpler way to test a CNN by parameterizing the model, its class labels, and the test dataset. We believe the implementation could be easily integrated in our future MLOps pipeline. Second, we demonstrated how a CycleGAN could be used to extend the ODD to nighttime conditions. In this paper, we experiment with Grad-CAM on one of the pruned DNNs from our previous work, i.e., a DNN with roughly 3.3 million trainable parameters and four convolutional layers. Pre-trained weights for the network are available on GitHub under an MIT license1.

We present results from using Grad-CAM on an image recognition model from the Helsingborg underpass described in Section III. All images have an original size of 1920×1080 pixels, but were resized to 224×224 pixels. The daytime test dataset contains 110 images containing pedestrians, bicyclists,

1https://github.com/augustlidfeldt/ETSN20
and dog walkers under normal operating conditions, i.e., within the daytime ODD. The model under study achieves an 80% classification accuracy on the daytime dataset. For comparison, we also explore a small test dataset with pictures that are outside the ODD. We already know that these are often misclassified [11] – now we will use Grad-CAM to investigate why this happens. Figures 1 and 2 show example images from the daytime and nighttime datasets, respectively.

Next, we present a selection of Grad-CAM examples. Each Grad-CAM is visualized as a heatmap superimposed over the original image. The heatmaps use a sequential palette with multiple color hues, from colder blue to warmer red, to graphically display relative neuron activation for each pixel. Very low activations are presented with a blueish shade, whereas the red color depict pixels that trigger high activations. Yellow areas in the images display moderate activations. In each figure caption, we report the confidence level of the classification model for that particular prediction.

We first show individual Grad-CAMs, i.e., visual explanations of classifications of single images. Figures 3 and 4 show examples of correct classifications of a bicyclist and a dog walker, respectively. The image of the dog walker activate neuron activations corresponding to pixels on the human body, especially the legs and the head, and the small white dog. For the bicyclist, the highest activations are around the front wheel. Moreover, the upper leg and the bicycle saddle are activated, potentially indicating that the model identified the seated position of the human body as a distinguishing feature.

On the other hand, both Grad-CAMs denote activated pixels far from the relevant object, e.g., the top right corner and the opposing wall. Such activations might suggest the presence of unwanted bias.

Figure 5 shows an example of a Grad-CAM for a misclassification. The model is activated around the dog, especially on its left side. The model certainly localizes the area of interest in the image, but incorrectly predicts the bicyclist label. For this particular image, it is possible that the location of dog walker was the distinguishing feature. Most dog walkers in the training set appear on the sidewalk, not on the bike lane.

Figure 6 displays an example of a misclassification of a nighttime image, i.e., outside of the ODD. A pedestrian is visible in the far end of the underpass, but the model classifies the image as another bicyclist. The heatmap shows that pixels along the entire curb activated the model, suggesting that it has learned a flawed representation of the bicyclist class. Based on this new insight, we manually inspected the images with a bicyclist label in the training set. Note that all these images are from the daytime domain. We found that many of the images contain bikers in the far end of the tunnel. Furthermore, a phenomenon depicted in Figure 7, several daytime images contain a dark water puddle along the curb. We find it reasonable that the sharper shadows in artificially illuminated nighttime underpass resulted in the model finding imaginary water, thus predicting the bicyclist label – a clear illustration of biased training data.

Finally, we showcase how a combined Grad-CAM can
Fig. 5. Classification of daytime dog walker as bicyclist (Conf=99.6%).

Fig. 6. Classification of nighttime pedestrian as bicyclist (Conf=93.0%).

provide an additional perspective. Figure 8 shows a heatmap visually explaining the average activations for the entire test set. The heatmap shows relatively high activations on the left side of the bike lane. While this could be valid, it is more suspicious to find high activations in the top right corner and high up on the left side wall. We manually examined the training set but did not find anything in these regions that should affect the model when classifying whether an image contains an empty tunnel, a pedestrian, a bicyclist or a dog walker – another indication of bias in the dataset.

Fig. 7. Example of a bicyclist example in the training set. The bicyclist is very far away and there is a dark water puddle along the curb.

Fig. 8. A combined Grad-CAM showing average activations for the test set.

V. DISCUSSION AND FUTURE WORK

We posit that integrating automated Grad-CAM generation and evaluation as a step in an MLOps pipeline can help development organizations working with CNN-based perception systems. We revisit the research questions and argue that organizations can use Grad-CAM in two primary ways.

First, the visual explanations added by Grad-CAM heatmaps can support organizations when demonstrating that their ML-based systems are ALTAI compliant (RQ1). Second, we envision that automated analysis of Grad-CAM heatmaps can be used as part of test automation to find indications of biased ML models (RQ2).

Regarding ALTAI compliance, we argue that five of the key requirements of trustworthy AI would be supported by the explainability provided by Grad-CAM.

R1 Human agency and oversight. R1 mandates that oversight mechanisms must be implemented to allow humans to inspect the decisions made. The heatmaps presented in Section IV could constitute an important component in such a mechanism, i.e., enabling post hoc analysis.

R2 Technical robustness and safety. In critical applications, it is not enough to merely rely on standard accuracy metrics. Providing developers with tools to understand why a model performs inaccurately, would be a welcome addition when evolving a system to reach robustness targets. ML development is highly iterative, and Grad-CAM heatmaps could be a tool to detect deteriorating accuracy and distributional shifts.

R4 Transparency. Grad-CAM is an initiative related to explainable AI, thus adding corresponding heatmaps would support R4. Users and developers could analyze why certain classifications turn out incorrect, thus providing insights into inherent capabilities and limitations.

R5 Diversity, non-discrimination and fairness. Grad-CAM heatmaps could be used to create evidence that a classification model activates based on the same type of pixels for different user subgroups. In Section IV, we primarily illustrated bias towards non-sensitive features such as water puddles and physical infrastructure. However, Grad-CAM could also be used to investigate protected attributes [27], e.g., clothing, ethnicity, or disabilities.
R7 Accountability. R7 requires implementation of mechanisms to enable auditability, including the assessment of algorithms and the underlying training data. Grad-CAM heatmaps could help external auditors, also non-experts, to interpret what features in an image matters the most to a classification outcome.

To ensure privacy we only used non-sensitive images that do not reveal personal information. However, there is a need for further studies to better understand if explainable AI could supports R3, Privacy and data governance. Furthermore, if increased explainability could support R6, Societal and environmental well-being also requires further studies.

Regarding automated Grad-CAM analysis, we believe that heatmaps could be successfully used to compare against test images annotated with ground truth bounding boxes. Figure 9 shows a correctly classified pedestrian. However, the pixels that activated the model are not within the black bounding box around the human. Used in an automated test suite, this should cause the test case to fail. The size of the bounding box could be used to specify the tolerance of the test case. For the most precise models, pixel-wise segmentation would be an option. Our current work is limited to image recognition models, but we plan to extend our work to support object detection models such as YOLO and RCNN [28].

There are several limitations with the initial results that we present in this paper. First, we present results based on a CNN that has been trained with a very small dataset. While we found the generated Grad-CAM heatmaps highly useful in guiding future efforts in data collection to increase the training set, there is a risk that CNNs adequately trained on large datasets would result in less interpretable heatmaps. However, our initial experience from using heatmaps on common CNN architectures with pretrained weights suggests no problems, neither does the original work by Selvaraju et al. [6]. Second, we believe that the feasibility of using Grad-CAM heatmaps generalizes from our example with a static camera in a pedestrian underpass to a critical application that relies on a forward-facing camera mounted on a vehicle. This is obviously a big step that must be tackled by incremental research. Our immediate next step will be to conduct a similar proof-of-concept in the automotive domain, with a focus on SOTIF rather than ALTAI compliance.

VI. CONCLUSION

Machine learning is an essential component in the perception systems used in cyber-physical systems. Unfortunately, the inner workings of trained deep neural networks are hard to understand for human analysts. Limited explainability is a major obstacle to tackle before such systems can be certified for use in critical applications. Consequently, the area of explainable AI is rapidly evolving. One promising technique originating in this line of research is Gradient-weighted Class Activation Mapping (Grad-CAM) [6].

We presented a proof-of-concept of how we used Grad-CAM heatmaps to explain which pixels were decisive for a trained neural network classifier. Furthermore, we discuss how increased explainability through Grad-CAM supports several of the key requirements for Trustworthy AI as defined by an expert group established by the the European Commission. For our particular classifier, trained on image data from a camera mounted in an underpass, we identify several indications of bias in the training data. We use Grad-CAM both for individual images and the test set’s average activations – providing actionable pointers on how to guide future data collection.

Software and systems engineering is increasingly relying on continuous engineering approaches. In this paper, we discussed how we plan to add analysis of Grad-CAM heatmaps as a pipe segment in an automated MLOps pipeline. We present an initial version of this block in this paper, available on GitHub under an MIT licence. As future work, we plan to extend the approach from testing object recognition in the static underpass installation to testing object detection for forward-facing cameras used in advanced driver-assistance systems. Our first step in this direction will be to integrate this approach to testing in simulated environments for our ongoing work on an automated pedestrian emergency braking system.
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