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Abstract—Due to the scarcity in the wireless spectrum and limited energy resources especially in mobile applications, efficient resource allocation strategies are critical in wireless networks. Motivated by the recent advances in deep reinforcement learning (DRL), we address multi-agent DRL-based joint dynamic channel access and power control in a wireless interference network. We first propose a multi-agent DRL algorithm with centralized training (DRL-CT) to tackle the joint resource allocation problem. In this case, the training is performed at the central unit (CU) and after training, the users make autonomous decisions on their transmission strategies with only local information. We demonstrate that with limited information exchange and faster convergence, DRL-CT algorithm can achieve 90% of the performance achieved by the combination of weighted minimum mean square error (WMMSE) algorithm for power control and exhaustive search for dynamic channel access. In the second part of this paper, we consider distributed multi-agent DRL scenario in which each user conducts its own training and makes its decisions individually, acting as a DRL agent. Finally, as a compromise between centralized and fully distributed scenarios, we consider federated DRL (FDRL) to approach the performance of DRL-CT with the use of a central unit in training while limiting the information exchange and preserving privacy of the users in the wireless system. Via simulation results, we show that proposed learning frameworks lead to efficient adaptive channel access and power control policies in dynamic environments.
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I. INTRODUCTION

Radio spectrum has become a precious resource in wireless communications due to the inherent scarcity of the natural spectrum and the increase in the number of wireless devices [1]. Meanwhile, power control has also become critical in reducing the interference among wireless devices. These have led to intensive studies on the efficient spectrum access and power control/allocation policies in wireless networks. Most prior studies on wireless resource allocation are based on optimization frameworks and the corresponding algorithmic strategies. For instance, various approaches for dynamic spectrum access are surveyed in [2] and [3]. An iterative approach for wireless power allocation called as weighted minimum mean square error (WMMSE) is proposed in [4]. Another iterative algorithm based on fractional programming (FP) is employed in [5] for power allocation. These algorithms can lead to efficient resource allocation strategies. However, they are mainly model-based approaches and require complete observation of the entire wireless system, which becomes intractable with the growing diversity and density of the networks [6].

Motivated by the success of machine learning (ML) including deep learning (DL) and reinforcement learning (RL), there has recently been increasing interest in deploying learning-based approaches for solving wireless resource allocation problems. A survey of recent results on the application of deep learning algorithms in different layers (e.g., physical layer, data link layer, and network layer) of intelligent wireless networks is provided in [7].

In this paper, we jointly address dynamic channel access and power control in a wireless network via multi-agent deep reinforcement learning (DRL). In particular, we consider a wireless interference network with multiple transmitter-receiver pairs. Multiple frequency bands are available for transmission, and each transmitter is equipped with a DRL agent to make decisions on which channel to access for transmission and what power level to use. The main contributions of this paper can be listed as follows:

- A DRL framework with centralized training (DRL-CT) is proposed to tackle the joint resource allocation problem in a wireless network. By setting different reward functions, the algorithm can be used to address specific objectives such as sum-rate maximization and proportional fairness. After the training, each user (as a DRL agent) in the network can make autonomous decisions on its transmission policy using only local information.

- The proposed DRL-CT algorithm is evaluated considering the following aspects: Performances with different reward functions are compared and analyzed, improvements achieved by introducing power control in addition to dynamic channel access are demonstrated, and the performance in a dynamic environment is identified.

- Distributed multi-agent reinforcement learning in which each user is capable of performing training and distributed decision making is proposed and studied. Motivated by the challenges in fully distributed deep reinforcement learning (DDRL) to keep high performance levels
during testing in dynamic environments, a federated deep reinforcement learning (FDRL) algorithm is also proposed to imitate DRL-CT algorithm while reducing the communication cost and ensuring privacy among the users in the training phase.

The remainder of this paper is organized as follows: First, related prior studies are described in Section II. The system model is presented in Section III. We introduce the proposed DRL-CT framework, conduct the analysis and provide simulation results in Section IV. Subsequently in Section V, DDRL and FDRL algorithms are proposed for performing the learning in a distributed manner and the corresponding simulations results are provided. Finally, conclusions are drawn in Section VI.

II. RELATED WORK

A. Resource Allocation with Machine Learning

Machine learning algorithms have already been deployed to address several resource allocation problems. In [8], a deep learning framework is proposed for solving the power allocation problem and it is shown that a similar performance as that of the WMMSE algorithm can be achieved. The work in [9] addressed spectrum access and power allocation problem in vehicle-to-vehicle (V2V) communication via deep reinforcement learning. In [10], deep reinforcement learning is applied to determine distributed power allocation policies in wireless networks. It is demonstrated that comparable performance to that achieved by the WMMSE algorithm can be attained while reducing the execution time by approximately one half. Another learning-based approach [11] has addressed the dynamic spectrum access problem in wireless networks. All of the above works have shown the capability of deep reinforcement learning in solving resource allocation problems. For other related studies, we refer to surveys in [6] and [12].

As aside from the aforementioned prior work, studies relatively closer to our work in this paper are conducted in [13] and [14]. In particular, in [13], a deep reinforcement learning framework is proposed for dynamic spectrum access. In the work, the proposed DRL framework is able to maximize different objectives in a wireless network by setting different reward functions during the training. It is worth noting that the framework proposed in [13] dramatically reduces the amount of information exchange by proposing a novel state structure. In our work, different from [13] and [11], we also consider power allocation in addition to spectrum access. In particular, we seek to find an optimal joint policy for both power allocation and spectrum access via DRL. Besides, we further conduct the proposed DRL framework in a distributed manner. In another recent work [14], the authors proposed a multi-agent deep reinforcement learning framework to jointly tackle the user scheduling and power allocation problem, where the agents share their local information with their neighbours with a certain delay. Different from the work in [14], we consider that the agents (i.e., transmitters) can be isolated and make decisions autonomously after the convergence of the learning algorithm.

B. Federated Learning and Federated Reinforcement Learning

With the emergence of powerful edge nodes and advances in edge computing, it has become desirable to conduct the learning algorithms in a distributed manner. Federated Learning (FL) is a decentralized learning algorithm which is first proposed in [15]. Using relatively few communication rounds among the decentralized agents, FL based on federated averaging (FedAvg) algorithm is able to train high-quality global models. FL enables each agent to train its model locally without the need of uploading its local data to the center node, and hence ensures privacy and reduces latency.

Recently, FL has been employed in solving wireless resource allocation problems. In [16], FL algorithm is considered for joint resource allocation in V2V networks. In our work, different from [16], we apply the FedAvg algorithm to the deep reinforcement learning algorithm and propose a federated DRL (FDRL) framework. In the literature, there exist recent studies on federated reinforcement learning. For instance, a novel federated reinforcement learning algorithm that is not based on FedAvg algorithm is proposed in [17]. Federated reinforcement learning for fast personalization in video games is studied in [18]. To the best of our knowledge, our work in this paper is one of the first studies, applying this FDRL framework to address wireless resource allocation problems.

III. SYSTEM MODEL

A. Interference Channel Model

In the considered network model, we assume that there exist \( K \) single-antenna transceiver pairs (i.e., \( K \) transmitters and \( K \) corresponding receivers) and \( N_c \) available wireless channels (or equivalently frequency bands). Each transmitter-receiver pair can use a single channel at a time but multiple users can occupy the same channel, leading to interference. Let \( h_{kk}^{(n)} \in \mathbb{C} \) denote the direct-link fading coefficient of the transceiver pair \( k \) in channel \( n \) (for \( k = 1, \ldots, K \) and \( n = 1, \ldots, N_c \)) and let \( h_{kj}^{(n)} \in \mathbb{C} \) denote the interference-link fading coefficient from transmitter \( j \) to receiver \( k \) in channel \( n \). Figure 1 depicts the wireless interference network.

It is assumed that \( h_{kj}^{(n)} \sim \mathcal{CN}(0, 1) \), i.e., the fading coefficients of the channels are circularly symmetric complex Gaussian (CSCG) distributed with zero mean and unit variance.

Fig. 1: Wireless interference network model
Throughout the paper, we generally refer to the transmitters in the considered wireless interference network as users. The maximum transmission power of each user is limited by $P_{\text{max}}$. Therefore, the transmit power of user $k$ satisfies $0 \leq P_k \leq P_{\text{max}}$.

Each user can be seen as a DRL agent and it uses a neural network to make decisions. For transmission, user $k$ needs to select a policy $\pi^k$ for both power level and channel selection, i.e., $\pi^k = (\pi_{c}^k, \pi_{p}^k)$, where $\pi_{c}^k \in \{1, 2, 3 \ldots N_c\}$ is the channel selection policy (each user will select one out of $N_c$ channels) and $\pi_{p}^k \in [0, P_{\text{max}}]$ is the power selection policy for transmission. Our objective is to find the optimal policy $\pi = (\pi^1, \pi^2 \ldots \pi^K)$ for different utility objectives in the wireless network. The utility of user $k$ (when transmitting over channel $n$) is generally a function of its received signal-to-interference-plus-noise ratio (SINR), which can be formulated as

$$\text{SINR}_k = \frac{P_k |h_{nk}^{(n)}|^2}{\sum_{j \neq k} P_j |h_{nj}^{(n)}|^2 + \sigma^2_k},$$

where $\sigma^2_k$ is the variance of the Gaussian noise at receiver $k$, and the superscript $(n)$ denotes that the transmission of user $k$ occurs over channel $n$ chosen by the channel selection policy $\pi^k$. In the above formulation, transmission powers $P$ are determined by the power selection policies of users.

### B. Dynamic Channel Model

After the training, DRL algorithms are tested in both static and dynamic environments to evaluate their robustness. In particular, in dynamic environments, in order to model the time-varying channel fading coefficients, Jakes’ model is used to express the small-scale Rayleigh fading as a first-order Gaussian-Markov process as follows:

$$h_{ij}^{(n)(t+1)} = \rho h_{ij}^{(n)(t)} + e_{ij}^{(n)(t)}$$

where $h_{ij}^{(n)(t)}$ denotes the $n^{th}$ channel’s gain at time $t$. $e_{ij}^{(n)(t)}$ is an independent CSCG with mean zero and variance $(1-\rho^2)$, i.e., $CN(0,1-\rho^2)$. The correlation is $\rho = J_0(2\pi f_d T_v)$ where $J_0$ is the zeroth-order Bessel function of the first kind, $f_d$ is the maximum Doppler frequency and $T_v$ is the time interval over which the correlated channel variation occurs.

### C. Information Exchange

We assume that a certain exchange of information occurs between the transmitter and its corresponding receiver. In this paper, we consider the following feedback signal:

$$f_k(t) = \begin{cases} n & nT \leq \text{SINR}_k < (n+1)T \\ 0 & \text{SINR}_k < T \end{cases}$$

where $n$ denotes the integer feedback (requiring only finite number of bits in its binary representation), depending on the SINR levels, and $T$ denotes the minimum required level for acceptable performance that depends on the quality of service requirements.

Assume that $f_k(t)$ is an integer, requiring at most $M$ bits in its binary representation. This implies that receiver $k$ quantizes the received SINR$_k$ to $2^M$ levels and feed back the results (an $M$-bit indicator) to transmitter $k$. Selecting the number of quantized levels is a trade-off between performance and bandwidth/energy consumption during the transmission of the feedback signal.

We note that information exchange between different transmitters is not required in the proposed approach because each user can make its own decision based on only local information, i.e., their own transmission history and the feedback signal $f_k(t)$ mentioned above. The state of each user is formed by its transmission history and $f_k(t)$ and details of state structure is illustrated in Section IV. The requirement of information exchange at the receiver side depends on the reward function selected for reinforcement learning. Details will be discussed in Section IV.

### D. Benchmark WMMSE Algorithm

In [8], weighted minimum mean square error (WMMSE) algorithm is used for power allocation to maximize the sum-rate in a wireless network. In this paper, WMMSE is modified for resource allocation in order to establish a benchmark on the performance in terms of the sum-rate. When only power allocation is considered, the sum-rate maximization problem can be formulated as

$$\max_{p_1, \ldots, p_K} \sum_{k=1}^{K} \log \left(1 + \frac{p_k |h_{kk}|^2}{\sum_{j \neq k} p_j |h_{kj}|^2 + \sigma^2_k} \right)$$

s.t. $0 \leq p_k \leq P_{\text{max}}, \forall k = 1, 2, \ldots, K$.

Problem (4) is in general a challenging problem. In the WMMSE algorithm, the problem is described over a higher dimensional space by introducing new variables $\text{mmse}_k = 1/(1+\text{SINR}_k)$, making the problem solvable. mmse$_k$ is known as the MMSE-SINR equality [19].

As noted in [8], the sum-rate maximization problem (4) is then equivalent to the following weighted MSE minimization problem:

$$\min_{\{w_k, u_k, v_k\}_{k=1}^{K}} \sum_{k=1}^{K} (w_k e_k - \log (w_k))$$

s.t. $0 \leq v_k \leq \sqrt{P_{\text{max}}}, k = 1, 2, \ldots, K$

$$e_k = (u_k |h_{kk}| v_k - 1)^2 + \sum_{j \neq k} (u_k |h_{kj}| v_k)^2 + \sigma^2_k v_k^2.$$

Then the above problem can be solved iteratively. In each iteration, only one set of variables is optimized while the other variables are fixed. Details can be found in [4] and [8].

Because both spectrum access and power allocation are considered in our work, we use the WMMSE method in the following manner: First, each user selects a channel for transmission and the channel selection policies for all $K$ users.
are represented by \( \pi_c = (\pi^1_c, \pi^2_c, \cdots, \pi^K_c) \). Then, WMMSE algorithm is used in each channel to find the near-optimal power allocation, i.e., \( \pi^p = (\pi^1_p, \pi^2_p, \cdots, \pi^K_p) \). It is straightforward that the policy \( \pi = (\pi_c, \pi_p) \) has the maximal sum-rate for given channel selection policies in \( \pi_c \). The procedure is repeated for all the possible \( \pi_c \) (i.e., exhaustive search is performed). Then the near-optimal resource allocation policy \( (\pi^*_c, \pi^*_p) \) for maximizing the sum-rate in the network can be determined. Detailed steps are provided in Algorithm 1 below.

**Algorithm 1** WMMSE Algorithm for resource allocation

1. for each scheme of channel selection do
2. Initialize \( v^0_k \in [0, \sqrt{P_k}] \), \( \forall k \);
3. Compute \( u^0_k = \frac{\sum_{j=1}^n |h_{jk}|^2 (v^0_j)^2 + \sigma_k^2}{\sum_{j=1}^n |h_{jk}|^2} \gamma P_{\text{max}} \); \( \forall k \);
4. Compute \( u^0_k = 1 - \frac{u^0_k |h_{jk}|^2}{\sum_{j=1}^n |h_{jk}|^2} \); \( \forall k \);
5. for iteration \( t = 0, 1, 2, \ldots, T_{\text{max}} \) do
6. Update \( v^t_k: v_k^t = \left[ \frac{w_k^{t-1} - u_k^{t-1} |h_{jk}|^2}{\sum_{j=1}^n (w_j^{t-1} - u_j^{t-1}) |h_{jk}|^2} \right] \); \( \forall k \);
7. Update \( u^t_k: u_k^t = \frac{\sum_{j=1}^n |h_{jk}|^2 (v^t_j)^2 + \sigma_k^2}{\sum_{j=1}^n |h_{jk}|^2} \); \( \forall k \);
8. Update \( u^t_k: u_k^t = 1 - \frac{u^t_k |h_{jk}|^2}{\sum_{j=1}^n |h_{jk}|^2} \); \( \forall k \);
9. if Some stopping criteria is satisfied then
   break;
10. end if
11. end for
12. Compute the sum-rate \( s^t = \sum_{k=1}^K \log (1 + u^t_k) \);
13. end for
14. Compare the sum-rate of all the channel schemes obtained by the above WMMSE method. The largest one corresponds to the optimal scheme of resource allocation.

It can be seen from Algorithm 1 that WMMSE is centralized and requires full knowledge of the channel state information (CSI) including the direct and interference gains, which is not very feasible in practice. On the other hand, the DRL algorithm proposed in this paper, each user can make autonomous decisions for different objectives (sum-rate maximization or individual rate maximization) only by using its feedback signals \( (f_k(t)) \). The information exchange between the users is limited (especially after the DQN is trained), rendering the DRL algorithm scalable.

**IV. DEEP REINFORCEMENT LEARNING WITH CENTRALIZED TRAINING FOR JOINT CHANNEL ACCESS AND POWER CONTROL**

In this section, we apply DRL with centralized training (DRL-CT) or more specifically employ deep Q-learning (DQN) and actor-critic to determine efficient policies to optimize certain objectives in wireless networks. We first provide the problem statement and then introduce the methodologies of deep Q-learning and actor-critic. Subsequently, we design our deep reinforcement learning-based agents for joint channel access and power control.

**A. Problem Statement**

In this work, the goal is to determine the joint channel access and power control policies that maximize a given network utility. Hence, we address a decision-making problem in a dynamic wireless environment, and utilize DRL to determine efficient policies. Specifically, in this setting, each user (transmitter) is a DRL agent that needs to select an available channel and a power level to transmit in order to maximize a specific utility function. We consider different utility functions (e.g., sum rate, sum log-rate, and individual rates) and provide more details in Section [IV-D]. In particular, the reward formulations reflect the objective of the problem. In the considered setting, WMMSE or exhaustive search become infeasible especially for large-scale networks since WMMSE requires channel information and the complexity of exhaustive search increases exponentially. Therefore, the proposed DRL framework becomes an efficient strategy to address this dynamic control problem.

**B. Deep Q-Learning**

In Q-learning, the agents learn an optimal policy by interacting with the environment and obtaining rewards for the actions taken. Generally, the aim of reinforcement learning is to learn a policy that can achieve the maximum discounted sum reward, i.e., can maximize

\[
R = \sum_{i=0}^{\infty} \gamma^i r_{i+1}
\]

where \( \gamma \) is the discount factor and \( r_i \) is the instantaneous reward at time \( i \).

Let \( Q^\pi(s, a) \) denote the action-value function (i.e., the Q-value function), which describes the expected discounted sum of rewards the agent can obtain by taking action \( a \) in state \( s \) following action policy \( \pi \). The agent’s goal is to learn to choose the optimal action value \( Q^\pi(s, a) = \max_a Q^\pi(s, a) \) and determine the optimal policy. The estimated \( Q \) values are stored in a lookup table called Q-table which maps the states to the actions. The \( Q \) values are updated according to the equation below:

\[
Q(s, a) = Q(s, a) + \alpha \left( r + \gamma \max_{a'} Q(s', a') - Q(s, a) \right)
\]

where \( \alpha \) is the learning rate and \( s' \) is the next state following \( s \).

We assume that the users select the actions based on the \( \varepsilon \)-greedy method with a small decreasing value of \( \varepsilon \). In this scheme, the agent chooses the action with the largest \( Q(s, a) \) value in state \( s \) with probability \( 1 - \varepsilon \) and selects an action randomly with probability \( \varepsilon \).

Classical Q-learning performs well with small state and action spaces. However, in resource allocation problems, the action space can be large because each user has to select its power level as well as the transmission channel. In such cases, deep Q-learning performs better and becomes preferable [20]. In the algorithm of deep Q-learning, a neural network is employed in place of the Q-table for mapping the states to the actions. In certain applications, dueling DQN [21] can be used to reduce the occurrence of states which lead to poor...
performance regardless of the taken actions, and with this, the performance can be improved.

In DQN, parameters \( \{w\} \) of the neural network are updated by the method of experience replay and backpropagation. Each agent will store its experience tuple \((s, a, r, s')\) in a memory replay buffer. A mini batch \( \mathcal{M} \), which is a randomly sampled subset of the memory replay buffer, is used to calculate the gradient for updating the sampled subset of the memory replay buffer, is used to calculate the gradient for updating a layer of the actor network so that we can obtain the score \( V \) corresponding actions.

As the probabilities to obtain a good reward by choosing the and send the current observation \( r \) and is parameterized by \( \alpha \) where \( \pi \), that maps the agent’s observation \( s \) to the action space \( \mathcal{A} \):

\[
\pi_\theta(s) : s \rightarrow \mathcal{A}.
\]

So the mapping policy \( \pi_\theta(s) \) is a function of the observation \( s \) and is parameterized by \( \theta \). And the chosen action can be denoted as

\[
a = \pi_\theta(s)
\]

where we have \( a \in \mathcal{A} \). We use softmax function at the output layer of the actor network so that we can obtain the score of each action. The scores sum up to 1 and can be regarded as the probabilities to obtain a good reward by choosing the corresponding actions.

**Critic:** The critic is employed to estimate the value function \( V(s) \). At time instant \( t \), when the action \( a(t) \) is chosen by the actor network, the agent will execute it in the environment and send the current observation \( s(t) \) along with the feedback from the environment to the critic. The feedback includes the reward \( r_t \) and the next time instant observation \( s(t+1) \). Then, the critic calculates the TD (Temporal Difference) error:

\[
\delta_t = r(t) + \gamma V_\mu(s(t+1)) - V_\mu(s(t))
\]

where \( \gamma \in (0,1) \) is the discount factor.

**Update:** The critic is updated by minimizing the least squares temporal difference (LSTD):

\[
V^* = \arg \min_{V_\mu} (\delta_t)^2
\]

where \( V^* \) denotes the optimal value function.

The actor is updated by policy gradient. Here, we use the TD error to compute the policy gradient:

\[
\nabla_\theta J(\theta) = E_{\pi_\theta} [\nabla_\theta \log \pi_\theta(s, a) \delta_t] \tag{14}
\]

where \( \pi_\theta(s, a) \) denotes the score of action \( a \) under the current policy. Then, the weighted difference of parameters in the actor at time \( t \) can be denoted as \( \Delta \theta_t = \alpha \nabla_\theta \log \pi_\theta(s(t), a(t)) \delta_t \), where \( \alpha \in (0,1) \) is the learning rate. And the actor network \( i \) can be updated using the gradient decent method:

\[
\theta_{t+1} = \theta_t + \alpha \nabla_\theta \log \pi_\theta(s(t), a(t)) \delta_t. \tag{15}
\]

**D. Proposed Deep Reinforcement Learning Model**

As noted before, in this section, we assume that the DRL-based agents are initially trained centrally and each user will have the same copy of the neural networks. Once the DRL action policy converges, the central unit is taken away from the system and the users make decisions autonomously with the well-trained DQN or actor networks and local information. Details on the states, actions, and rewards are provided below.

1) **States:** Recall that we address joint channel access and power allocation. The observation \( x_k(t) \) of user \( k \) at time \( t \) is a vector of size \( 1 + N_c + N_p + M \) with binary entries, where \( N_c \) denotes the number of available channels and \( N_p \) denotes the number of power levels between \( P_{\min} \) and \( P_{\max} \) (and we generally assume \( P_{\min} = 0 \)). The set of available power levels can then be represented as \( P = \{P_1, P_2, ..., P_{N_p}\} \) in the ascending order, where \( P_1 = P_{\min} \) and \( P_{N_p} = P_{\max} \). \( M \) denotes the length of the binary representation of the feedback signal \( f_k(t) \). The first entry of the vector is an indicator of no transmission, i.e., there is no transmission if it is set to 1. Otherwise, it is zero. The following \( N_c \) entries indicate the channel selected by user \( k \). The next \( N_p \) entries indicate the power level of the user. The last \( M \) entries is the feedback signal \( f_k(t) \). For example, if user \( k \) chooses channel \( n \) and power level \( P_i \) to transmit, the \((n+1)\)th entry and the \((N_c+i+1)\)th entry will be set to 1. The last \( M \) entries of the vector will be the binary representation of the feedback signal \( f_k(t) \). Other entries will remain 0. If the user chooses not to transmit, the first entry is set to 1 and all the other entries of the vector will be 0. The state \( s_k(t) \) of the user \( k \) at time \( t \) is defined as the collection of observations in the previous \( T \) time slots. The structure of the states is shown in Fig. 2.

The actions of the other users at time \( t \) can only be partially observed via the feedback signal of user \( k \). The learning will be efficient if the user can aggregate the past observations and figure out its internal state at time \( t \). Hence, a long short term memory (LSTM) layer \( [22] \) is used to realize this.

\[1\] In (14), policy gradient is denoted by \( \nabla_\theta J(\theta) \) where \( J(\theta) \) stands for the policy objective function, which is generally formulated as the statistical average of the reward.
2) **Actions:** An action is the output of the action policies (DQN or the actor network in the actor-critic algorithm). The action is determined by considering a combination policy that consists of both the channel selection policy \( (\pi_c \in [1, N_c]) \) and the power allocation policy \( (\pi_p \in [P_{\text{min}}, P_{\text{max}}]) \). Hence, the action can be expressed as \( a = (\pi_c, \pi_p) \). There are totally \( N_c \) channels available and the transmit power of the users are quantized to \( N_p \) levels, which results in \( N_c \times N_p \) possible actions when transmission occurs. There is a combination policy in case of a no transmission. Therefore, there are in total \( N_c \times N_p + 1 \) possible actions for each user.

3) **Rewards:** How to set the reward depends on the objective within the network, i.e., the utility function to be maximized. In this paper, we consider three different rewards:

- **Individual transmission rate:** The reward of user \( k \) at time \( t \) denoted by \( r_k(t) \) can be set as its transmission rate at time \( t \), i.e.,
  \[
  r_k(t) = \log_2 (1 + \text{SINR}_k(t)).
  \]  
  The users will then attempt to competitively maximize their own transmission rates.

- **Sum-rate:** The reward of all the users in time slot \( t \) is set to be the sum-rate achieved at \( t \), i.e.,
  \[
  r(t) = \sum_{k=1}^{K} \log_2 (1 + \text{SINR}_k(t)).
  \]  
  In this scenario, all the users work cooperatively and decide their policy with the goal to maximize the sum-rate in the network.

- **Proportional Fairness:** By setting the objective as maximizing the users sum log-rate is known as an approach to achieve proportional fairness. In this case, the reward at time \( t \) is set as
  \[
  r(t) = \sum_{k=1}^{K} \log_2 (1 + \text{SINR}_k(t)).
  \]  
  In this case, the users will work cooperatively to maximize this indicator of fairness.

We note that rewards are provided to the DRL agents only during the training period (unlike the quantized SINR feedback, described in Section III-C), which is sent as local information from the corresponding receiver during both training and testing). If individual transmission rate is the reward, this transmission rate is either already known by each transmitter or it can be provided to each transmitting agent by the corresponding receiver in a distributed fashion. If sum rate or sum log-rate is the reward, some coordination may be needed. In particular, in centralized training, such information can be collected by the central unit and fed back to the users as the reward. In distributed training, sum rate information can be obtained by the DRL agents by listening all the feedback from the corresponding receivers. As another approach, the receivers or the transmitters can coordinate to learn the sum-rates. If these options are not available, DRL agents need to work with individual rate rewards.

In the simulation results in Section IV.E below, performance comparisons with different rewards will be provided.

### E. Workflow and Algorithm

In the proposed algorithm in this section, the DRL model is centrally trained and then distributively used by the users in the wireless network:

- **Training:** Training is performed in the central unit (CU). At the beginning of each time slot, transmitter \( k \) in the network will choose a policy \( \pi^k = (\pi^k_c, \pi^k_p) \) based on the \( \epsilon \)-greedy method and transmit simultaneously with the other users. After receiving the signal, the receivers will send a real-valued reward \( r_k(t) \) or \( r(t) \) and the M-bit feedback \( f_k^t \) back to their corresponding transmitters. Then, each transmitter gets access to its transmission experience, e.g., the state, action and reward described in Section IV.D. Following this, all the users will upload their own experiences to the CU for updating the weights of the corresponding DRL model.

- **Usage:** When the action policy converges, each user will get a copy of the DRL model distributed from CU and make their own decisions autonomously with only the quantized SINR feedback. The inputs required for DRL agents is the history of actions and observations in the past several time slots, i.e., the local information. Since the transmission history is available locally, information exchange only happens when sending back the observation. Central training can be periodically repeated in case of significant variations in the channel gains.

The proposed deep reinforcement learning algorithm (with the specific operations of DQN and actor-critic agents described in Algorithms 3 and 4) is shown in Algorithm 2.

### F. Simulation Results

In this section, we initially describe the simulation setup and then provide detailed discussions on the simulation results.
Algorithm 2 CDRL Algorithm

1: Call the Initialization function of the corresponding agent to establish the neural networks.
2: for time-slot $t = 1, \ldots, T_{\text{max}}$ do
3:   All the users are making decisions simultaneously.
4:   Each user $k$ will get access to its experience in the past $T$ time slots, i.e.
5:   $$s_k(t) = \{x_k(i)\}_{i=t-1-T}^{t-1}$$
6: where $x_k(i)$ denotes the observation of user $k$ in the time-slot $i$.
7: Each user calls the Action Selection function of the corresponding DRL-based agent to select an action $a$ with $\epsilon$-greedy method in the current state $s_k(t)$.
8: After the transmissions, each user will be given a feedback signal and a reward $r$ for action $a$ in state $s_k(t)$.
9: $s_k(t) = s_k(t + 1)$.
10: Each user uploads $\{s_k(t), a(t), r(t), s_k(t + 1)\}$ tuple to the central unit and updates the corresponding agents by calling the Update functions of the corresponding agent.
11: end for

Algorithm 3 DQN Agent

Initialization:
Initialize the parameters of the DQN network $\pi_{\theta}(s(t))$, parameterized by $\theta$.

Action Selection:
Receive the current observation $s_k(t)$ from the main function.
With the observation, the DQN agent selects an action according to the decision policy (the current DQN network) $a(t) = \arg\max_a Q^\pi(s,a)$.
Return the selected action $a(t)$ to the main function.

Update:
Receive the $\{s_k(t), a(t), r(t), s_k(t + 1)\}$ tuple from the main function and store it into the memory replay buffer of the DQN agent.
Update the DQN by minimizing the loss via the method of experience replay and backpropagation as shown in equations (8) and (9).

1) Simulation Setup: It is assumed that there are $K = 6$ transceiver pairs (i.e., user pairs) and $N_c = 2$ channels in the wireless network. Without loss of generality, we consider this relative small-scale network in the experiments because the computation cost of the benchmark (exhaustive search and WMMSE) increases exponentially with the increase in the number of users $K$.

In the deep Q-network (DQN), we have one input layer, one LSTM layer with 20 neurons, a dueling network consisting of an advantage layer and a value layer with 10 neurons in each, and one output layer. The probability $\epsilon$ is assumed to uniformly decrease from 0.2 to 0.01 during the first 80 percent of the training time. Adam Optimizer is used to conduct the stochastic gradient descent to update the weights in the DQN. The DQN is trained for 400000 time-slots to ensure convergence. The other parameter values are listed in Table I below.

2) Performance Results: We generate $N_c$ matrices with the size of $K \times K$ independently as the channel fading coefficients according to a complex Gaussian distribution, i.e., $h_{ij}^{(n)} \sim \mathcal{CN}(0, 1)$, at the beginning of the experiment.
Fig. 3 plots the moving average sum-rate in the wireless network achieved by the proposed DQN algorithm considering three different reward functions and Fig. 4 plots the corresponding moving average sum-log-rate. In Fig. 3 it can be seen that the best performance in terms of the sum-rate is achieved when the sum-rate is selected as the reward function. And

Algorithm 4 Actor-Critic Agent

Initialization:
Initialize the critic network $V_{\mu}(s(t))$ and the actor $\pi_{\theta}(s(t))$, parameterized by $\mu$ and $\theta$ respectively.

Action Selection:
Receive the current observation $s_k(t)$ from the main function.
With the observation, the actor-critic agent selects an action according to the decision policy (the current actor network) $a(t) = \pi(s_k(t)|\theta)$ w.r.t. the current policy
Return the selected action $a_t$ to the main function.

Update:
Receive the $\{s_k(t), r(t), s_k(t + 1)\}$ tuple from the main function.
Critic calculates the TD error: $\delta_t = r(t) + \gamma V(s_k(t + 1)) - V(s_k(t))$
Update the critic by minimizing the loss: $\mathcal{L}(s_k(t), a(t)) = (\delta_t)^2$
Update the actor policy by maximizing the action value: $\Delta\theta_t = \alpha \nabla_{\theta_t} \log \pi_{\theta_t}(s_k(t), a(t))\delta_t$, $\alpha \in (0, 1)$.

| Parameter                      | Value | Description                      |
|--------------------------------|-------|----------------------------------|
| Noise Power ($\sigma^2$)       | 1     |                                 |
| Number of Users ($K$)          | 6     |                                 |
| Number of Channels ($N_c$)     | 2     |                                 |
| Power Limit ($P_{\text{max}}$) | 38dBm |                                 |
| Power Levels ($N_p$)           | 5     |                                 |
| Length of the Feedback Signal ($M$) | 10 bits |                                 |
| Training Time ($T_{\text{max}}$) | 400000 |                                 |
| Exploration Time ($T_e$)       | 320000 |                                 |
| Learning rate ($\alpha$)       | 0.001 |                                 |
| Discount Factor ($\gamma$)     | 0.9   |                                 |
| Initial Exploration Probability ($\epsilon_{\text{max}}$) | 0.2 |                                 |
| Final Exploration Probability ($\epsilon_{\text{min}}$) | 0.01 |                                 |
| Optimizer                      | Adam  |                                 |
the sum-rate in this case is approximately 90% of the sum-rate achieved by WMMSE and exhaustive search for optimal channel selection. Note that WMMSE requires full CSI while the actions of all the users and the CSI are not available in the proposed DQN algorithm. We also observe in the figure that using individual rate as the reward leads to some performance degradation. Finally, when sum-log rate is used as the reward, proportional fairness is addressed in the network and as a result the sum-rate performance degrades further.

In Fig. 4 highest performance in terms of the sum log-rate is attained when sum log-rate is considered as the reward function. Using individual rate as the reward results in comparable sum log-rate levels due to the fact that competitive user behavior in this case leads to a certain level of proportional fairness. Note that this comparable performance in terms of the sum log-rate is achieved (in the case of individual rate reward) with local information feedback only. Hence, no information exchange between the users is required in the network, which makes the algorithm scalable and hence more practical in large-scale networks.

On the other hand, using sum-rate as the reward performs poorly in terms of fairness, and achieves the lowest sum log-rate levels. Note that when sum-rate is the reward, some users may be encouraged to not transmit or use less power for transmission, and this potentially leads to small or even negative contributions due to negative values of the logarithm of the small rates.

Simulation results with the actor-critic DRL agent are presented in Figs. 5 and 6. In this case, we observe similar performance trends as discussed above while noting that slightly lower performance levels are achieved compared with the DQN agent.

3) **Benefits of Power Allocation:** In this subsection, we demonstrate the benefit of introducing power allocation in addition to dynamic channel access. We note that power allocation plays an important role especially in dealing with fairness among the users. Most of the time, WMMSE algorithm results in a binary power allocation policy (0 or $P_{\text{max}}$). On the other hand, when using individual SINR as the reward, all users may finally learn to transmit with full power because each user aims to maximize its own transmission rate ignoring the other users, hence in this case multi-level power allocation may not be needed. However, when fairness is considered among the users, some users with large direct gains tend to choose smaller transmit power to reduce the interference to the other users while maintaining a relatively high performance. With the DQN agent considered, the comparison of sum log-rate performance between joint channel access and power control and channel access only is shown in Figs. 7 and 8. It is seen that when fairness is addressed, joint dynamic channel access and power allocation generally outperforms the channel access only, while using significantly less power.
4) Testing in Dynamic Environment: In this subsection, we conduct experiments again with both DQN and actor-critic agents, and analyze the performance in time-varying wireless channels. In this dynamic environment, the testing performance improves when more explorations are conducted during the training because the model will experience a larger number of different states. With this, we introduce the following modifications in the DRL agents.

- **DQN**: For DQN, we modify our \( \epsilon \)-greedy strategy during the training: \( \epsilon \) decreases uniformly from 0.5 to 0.05 in the first half of the iterations and then is fixed to 0.05 for the rest of the iterations. We also deploy \( \epsilon \)-greedy policy with \( \epsilon = 0.1 \) during the test. Such use of a small \( \epsilon \) during the test is considered in order to enable limited explorations in the dynamic test environment with varying channel coefficients. With this, the algorithm is equipped with a capability to avoid getting stuck in a local optimum point.
- **Actor-Critic (AC)**: The best result in both training and testing achieved when \( \epsilon \) decreases uniformly from 0.5 to 0.05 in the first 98% of the iterations and then is fixed at 0.05 for the rest of the iterations.

Once the DRL algorithms converge, they are tested in a dynamic channel described in Section III-B. In these experiments, we set the Doppler frequency \( f_d \) to 15Hz. It is further assumed that the channel is able to stay relatively stable in 2000 iterations before the next variation. For convenience, only the sum-rate maximization problem is discussed here. Figs. 9 and 10 show the channel selection strategies of the users with DQN and actor-critic agents, respectively. The vertical axis indicates the 6 users and the horizontal axis indicates the iterations. We observe that the users are capable of learning transmission policies that are adaptive to dynamic channel conditions. Fig. 11 depicts the sum-rate performance achieved by both DQN and actor-critic agents along with the performance of the WMMSE algorithm. We see that as the channel varies, DQN and actor-critic agents, while exhibiting a certain performance loss with respect to the WMMSE approach, can adapt to the channel conditions and learn relatively efficient transmission policies.

V. DISTRIBUTED AND FEDERATED MULTI-AGENT DEEP REINFORCEMENT LEARNING FOR JOINT CHANNEL ACCESS AND POWER CONTROL

In this section, we address the case in which each user has its own DRL agent and even training is performed in a distributed fashion. We consider the same set of states, actions, and rewards as defined in Section IV. With these assumptions, each user builds its own DRL agent and is capable of learning locally, without uploading their transmission experiences during the training and downloading the global model afterwards. In the previous DRL framework in
Section IV, training is centralized and is based on a buffer of experiences from all the users. In this section, we study distributed and also federated DRL (FDRL) training strategies. We focus on the sum-rate maximization problem, i.e. using the reward in (17). First, we study distributed DRL (DDRL) and demonstrate that performance losses can be experienced in the test phase when operating in a dynamic channel environment. This will motivate us to employ federated learning policies to improve the performance. Hence, we subsequently focus on the proposed FDRL framework and examine its performance.

A. Distributed Deep Reinforcement Learning (DDRL)

1) Workflow: In this case, we directly deploy the learning algorithm in Section IV to each user. The algorithm works as follows:

- Training: Training is performed at the transmitters (user devices). Before training, each transmitter initializes its own DRL model. At the beginning of each time slot, each transmitter chooses a policy based on the $\epsilon$-greedy method and its local action policy. The following procedure is exactly the same as for the DRL with centralized training (DRL-CT) except that each user will store its own experience locally instead of uploading it to the central unit. And each user will update its own DRL model separately.

- Usage: When action policies of all the users converge, each user will make its decisions via its own DRL agent. The rest of the procedures is the same as the usage of DRL-CT.

We test the DDRL algorithm over dynamic channels with $f_d = 15$Hz. Considering the DQN agent, users’ channel selection strategies and sum-rate performances are depicted in Figs. 12 and 13 respectively. Different from the case with DRL-CT, although users can still find a good policy for the original channel conditions, they experience difficulty in adapting their transmission strategies to the variations of the channel fading. Due to this, performance degradation is experienced as shown in Fig. 13.

B. Federated Deep Reinforcement Learning (FDRL)

Potential degradation in the performance of DDRL in dynamic environments motivates us to apply federated averaging proposed in [15] to deep reinforcement learning in a distributed fashion while imitating the process of centralized training. The algorithm of the proposed FDRL is provided in Algorithm 5 below.
We note that in Algorithm 5, the only difference from DDRL is the procedure of averaging the weights of all the DRL models in group G every $T_{Fed}$ time slots. Note that, when DQNs are used, all the parameters in the networks are uploaded and averaged. On the other hand, when actor-critic networks are considered, parameters of both networks will be uploaded and averaged in the central unit. In addition, since both the DQN and the actor neural network are action policy networks, it is assumed that they have the same structure and update policy when the federated learning process is enabled. Based on the discussion in [15], we can show that FDRL can ideally get the same performance as that of the DRL-CT by averaging the weights of the DRL models. Let us more specifically consider the case with DQN and assume that the users $\{1, 2, \ldots, G\}$ with $G \leq K$ are selected as group G in Algorithm 5. The DRL model parameters of user $k$ in time slot $t$ are denoted by $w^k_t$. If stochastic gradient descent (SGD) is used to update the weights $w^k_t$ of the action policy network, its gradient $g^k_t$ will depend only on the mini-batch $M^k_t$ selected by user $k$ at time $t$, i.e. $g^k_t = \phi(M^k_t)$.

Without loss of generality, we can first assume $G = K$ and $T_{Fed} = 1$, which indicates that all K users are selected in group G and their DRL models are averaged at every iteration after the local update. Then for user $k (1 \leq k \leq K)$, we have

$$w^k_{t+1} = w^k_t - \alpha g^k_t = w^k_t - \alpha g^k_t.$$  \hspace{1cm} (19)

Assuming each $w^k_t$ is commonly initialized as $w_1$.

Parameters of the global action policy is then obtained by averaging the parameters of all $K$ deep neural networks, i.e.

$$w_{t+1} = \frac{1}{K} \sum_{k=1}^{K} w^k_{t} = \frac{1}{K} \sum_{k=1}^{K} (w^k_t - \alpha g^k_t)$$ \hspace{1cm} (20)

Above, (20) is equivalent to the update of parameters in DRL-CT as shown in (9), where $M = \bigcup_{k=1}^{K} M^k_t$.

Simulation results presented in the next section demonstrate that FDRL can successfully imitate the behavior of DRL-CT.
in both training and testing phases.

C. Simulation Results

1) Simulation Setup: In this section, SGD optimizer is used in the simulations instead of Adam optimizer, which is not applicable to FDRL. Additionally, several parameters are modified as listed in Table II below.

| TABLE II: Experimental Parameters |
|-----------------------------------|
| Exploration Time \((T_e)\)        | 500000 |
| Learning rate \((\alpha)\)       | 0.01   |
| Discounted Factor \((\gamma)\)   | 0.9    |
| Initial Exploration Probability \((\epsilon_{max})\) | 0.5 |
| Final Exploration Probability \((\epsilon_{min})\) | 0.05 |
| FDRL replay memory size           | 100000 |
| CDRL replay memory size           | 600000 |
| FDRL mini-batch size              | 2      |
| CDRL mini-batch size              | 12     |
| Optimizer                         | SGD    |

In the simulations, in addition to the FDRL with all \(K = 6\) users in group \(G\), we consider a more practical implementation of FDRL with \(G = 2\) and \(T_{Fed} = 100\), denoted as FDRL*. In FDRL*, \(\epsilon\) of each user decreases asynchronously, which means that each user will start decreasing its \(\epsilon\) only when it is selected in group \(G\) and starts training. Within the FDRL* algorithm, users take turns to contribute to the global model with their local data.

We also test the FDRL* algorithm with actor-critic agents. The actor and critic networks of each user are set to be the same as actor and critic networks of DRL with centralized training except the use of SGD optimizer and setting the learning rate of the actor network to be 0.001. During the training, each user decreases its \(\epsilon\) from 0.2 to 0.05 with the exploration time \(T_e\) as one-third of the total number of iterations in the training. As discussed before, each user trains and decreases \(\epsilon\) when it is selected in group \(G\).

2) Sum-rate Performance: Figs. 14 and 15 depict the sum-rate performance of the algorithms during training and testing, respectively. The overall training performance drops slightly compared to Fig. 5 due to the increase in the final value of \(\epsilon\). It can be seen that although DDRL achieves the best performance during the training, it fails to adapt to the dynamic environment during the testing. DRL-CT, FDRL and FDRL* can achieve similar performance levels in training and all of them can learn an adaptive policy during the test. We take the average of 5 runs to obtain each curve in Fig. 15 in order to alleviate the randomness during the test.

It is worth noting that both DRL-CT and FDRL take approximately \(T_e\) iterations before convergence due to the selection of \(\epsilon\). And FDRL* takes around three times the amount of time to converge. That is because only one third of the users are selected to train and decrease their \(\epsilon\), and each user needs \(T_e\) iterations to reduce its \(\epsilon\) to \(\epsilon_{min}\).

With the hyperparameters mentioned above, FDRL* with actor-critic agents can also learn an adaptive policy as shown in Fig. 15. We note that using actor-critic agents has a non-negligible impact on the information exchange in the training phase. The amount of information exchange and computation cost in general increase due to the additional parameters introduced by the critic networks. However, as one advantage, there is no memory replay buffer required, which is preferable if the nodes have limited computational capacity and memory (e.g., in Internet of Things (IoT) networks with limited-capacity sensors and devices).

We have extended our simulation results to a larger network with \(K = 10\) user pairs (i.e., 10 transmitters and 10 corresponding receivers) and \(N_c = 4\) channels. Moving average sum rates in training and testing for different learning

![Fig. 14: Moving average sum-rate achieved with different learning algorithms during the training. \(K = 6\) user pairs and \(N_c = 2\) channels.](image)

![Fig. 15: Moving average sum-rate achieved with different learning algorithms during the testing. \(K = 6\) user pairs and \(N_c = 2\) channels.](image)
algorithms are plotted in Figs. 16 and 17 respectively. In these figures, while larger sum rates are observed to be achieved, trends are similar to those in Figs. 14 and 15.

Fig. 16: Moving average sum-rate achieved with different learning algorithms during the training. $K = 10$ user pairs and $N_c = 4$ channels.

Fig. 17: Moving average sum-rate achieved with different learning algorithms during the testing. $K = 10$ user pairs and $N_c = 4$ channels.

3) Analysis on Information Exchange: We further compare the information exchange between DRL-CT and FDRL* to show that the federated averaging lower the communication burden.

Sum-rate and individual SINR are the types of information exchanged in all the learning algorithms. The transition $(s_k(t), a_k(t), r(t), s_k(t+1))$ is uploaded to the central unit in DRL-CT at every iteration. On the other hand, parameters of the neural networks in group $G$ are uploaded for averaging and downloaded afterwards at every $T_{Fed}$ iteration in FDRL*. We perform a low-precision quantization introduced in with different quantization levels and plot the corresponding sum-rate levels in Fig. 18. We observe that the quantized version of FDRL* can get a comparable performance with the parameters quantized to 11-bit resolution or higher. We list the number of bits to be communicated in the training in Table III below.

| Information                  | Number of bits |
|------------------------------|----------------|
| $s_k(t)$                     | $K \times (1 + N_c + N_p + M)$ |
| $a$                          | 4              |
| $s_k(t+1)$                   | $K \times (1 + N_c + N_p + M)$ |
| Parameters of each DQN       | $3672 \times 11$ |

It is worth noting that there is some analog information such as reward $r$ in the transitions of DRL-CT and a real-valued parameter extracted while performing the low-precision quantization for each user in FDRL*. In this section, since such analog information exchange is common to both cases, we only compare the digital parts of the information exchange during the training. For every 100 iterations, the communication rounds of DRL-CT and FDRL* is 100 and 1, respectively. Based on the above settings and assumptions, FDRL* requires only around 61% digital information exchange compared to that in centralized training for every 100 iterations.

4) Training in Dynamic Environment: Heretofore, we have analyzed the performance of the proposed DRL algorithms when they are trained in a static environment and are tested in a dynamic environment. The results so far show that, with the proposed framework, users are able to adapt their transmission strategies to the relatively slowly changing dynamic environments during the tests even if the training is conducted in a static environment. In this subsection, we further analyze how the proposed algorithms perform if the training also occurs in a dynamic environment. We first show that the Rayleigh fading with large but less-frequent variations is equivalent to the case with slow but more-frequent variations. Subsequently, the
experiments are conducted in different settings of the dynamic environment and the results are presented and analyzed.

Based on the description in Section [II-B] we can write $h_{ij}^{(n)(1)}$ and $h_{ij}^{(n)(2)}$ as

\[
\begin{align*}
    h_{ij}^{(n)(1)} &= \rho h_{ij}^{(n)(0)} + \epsilon_{ij}^{(n)(0)} = \rho h_{ij}^{(n)(0)} + \sqrt{1 - \rho^2} E_{ij}^{(n)(0)} \\
    h_{ij}^{(n)(2)} &= \rho h_{ij}^{(n)(1)} + \epsilon_{ij}^{(n)(1)} = \rho^2 h_{ij}^{(n)(0)} + \rho \sqrt{1 - \rho^2} E_{ij}^{(n)(0)} + \sqrt{1 - \rho^2} E_{ij}^{(n)(1)} \\
    &= \rho^2 h_{ij}^{(n)(0)} + \rho \sqrt{1 - \rho^2} E_{ij}^{(n)(0)} + \sqrt{1 - \rho^2} E_{ij}^{(n)(1)} \\
    &= \rho^2 h_{ij}^{(n)(0)} + \sqrt{1 - \rho^2} E_{ij}^{n}(t) \\
    &= \rho^2 h_{ij}^{(n)(0)} + \sqrt{1 - \rho^2} E_{ij}^{n}(t)
\end{align*}
\]

where $E_{ij}^{(n)(t)} \sim \mathcal{CN}(0,1)$ and $E^* \sim \mathcal{CN}(0,1)$ are independent and identically distributed (i.i.d.) Gaussian random variables.

The formulation in (22) implies that the channel varying at every iteration with correlation $\rho$ is equivalent to a channel varying at every $T_v$ iterations with correlation $\rho^{T_v}$. It is assumed that the channel stays fixed in-between. We perform the experiments for different values of $T_v$, while maintaining the same intensity of channel variations for fair comparison.

In Fig. 19, we compare the training performance of DQN for different values of $T_v$ and their corresponding correlation $\rho^{T_v}$. Even if the variations are equivalent for different $T_v$, DQN achieves better performance as the value of $T_v$ increases. We conclude that it is preferable to have longer duration of fixed channel conditions even though the variations are more significant when channel conditions eventually change.

VI. CONCLUSION

In this paper, we have proposed a multi-agent DRL framework for performing the dynamic channel access and power control in wireless interference networks. We have considered both value-based DQN and policy gradient actor-critic DRL algorithms. We have first deployed this learning framework with centralized training and the simulation results have demonstrated that the users in the wireless interference network can efficiently allocate their transmission resources (e.g., power and spectrum) with the assistance of the proposed framework and can achieve around 90% of the optimal performance achieved by the WMMSE algorithm for power control and exhaustive search for dynamic channel access. Subsequently, learning is conducted in a distributed fashion at the users, each of which is assumed to employ a DRL agent. We have addressed fully distributed training and learning, and also employ federated DRL to imitate the process of the DRL with centralized training, while ensuring the privacy of the users and reducing the information exchange during training. Simulation results have indicated that DDRL can experience performance degradations, and user collaboration through federated averaging enables the users to learn policies that adapt to dynamically changing channel conditions and improve the performance.
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