Improved Method for Position Estimation Using a Two-Dimensional Scheduling Array

The paper presents results of studies on the position estimation for the permanent magnet synchronous motor (PMSM) drive using gain scheduling technique for tuning the observer’s parameters. It allows a good estimation accuracy in wide range of working point change. Such observer with multi integral correction function improves the performance, but need to modify its parameters according to its speed and load.

Novelty is the use of a two-dimensional gain scheduling technique and the use in the sensorless drive, where traditional solution is simple one-input scheduling variable - mainly on drives with position sensors. The look-up table output is processed using bilinear interpolation. Position observer is based on back EMF estimation. It uses predefined reference matrices of parameters, which are interpolated and depend on drive’s operating point.
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1 INTRODUCTION

The Permanent Magnet Synchronous Motor (PMSM) is very often used type of motor in industrial applications. Its the most significant advantages are high power density, high torque-to-inertia ratio and small torque ripples. Such drive gives possibility to precise speed and position control at low speed range, a torque control at zero speed and has compact size. A typical control structure of PMSM drive bases on vector control method. It allows to get a good dynamics, effective performance especially during transient processes and prevents overload of the motor by controlling the torque. However, a motor shaft position sensor is required to enable the effective control of the drive. Reliable operation without sensor is still a subject of investigations. The actual investigations are mainly focused on: zero speed range [1–4], high dynamic performance [5, 6], motor supplied through choke or $LC$ filter [7–9] and supplied by matrix converter [1, 10]. Various approaches to the sensorless control are applied: using signal injections (typical application is zero speed range), based on back EMF estimation - including continuous observer of the kind which is presented in the paper and sliding mode based observers [11], based on Kalman filter [12, 13], an adaptive interconnected observer [14] and the use of the artificial neural networks [15, 16]. An additional modification that improves the sensorless performance, may be the motor parameter online identification [17] which may improve sensorless performance for low speed range. The other modification is the gain scheduling technique. It is used to expand the range of proper performance, both in sensor and sensorless drives - used to modify parameters of observers or controllers. In a case of the sensor drive, gain scheduling technique is often compared with robust control algorithm [18]. On the other hand, in a case of
sensorless drives, the robust or adaptive implementation is more common, usually using the sliding mode based observers [19, 20]. However, the gain scheduling usage for tuning the observer, depending on the working point, has some advantages. There is no delay as is in adaptive systems, and its implementation contains only traditional controller or observer and the look-up table. Although gain scheduling improves the drive performance, still it is reported as a function of one argument [21–23].

In this paper, the concept and the results of the performance of two inputs gain scheduling module for the sensorless drive are presented. The estimation algorithm utilizes the gain scheduling as a function of two variables - absolute value of the estimated speed and current. The observer estimates the back EMFs and calculates sine and cosine of the rotor shaft position. Then a speed is recalculated. Used structure bases on Luenberger observer [24], modified with multi-integrator correction function [22]. Such structure makes observer extremely robust on inaccurate motor parameter estimation. To ensure a proper estimation error level in whole range of operation, such simple structure of the observer requires the possibility to modify its parameters due to working point. Used the gain scheduling technique for observer parameter change is presented. The correctness of the presented concept has been proved using experimental PMSM drive.

2 PMSM MODEL

Assuming ordinary simplified assumptions (there is no windings resistance, and the effect of temperature is neglected, the flux produced by the rotor is constant [25]), the general form of the electrical part of the PMSM model in dq coordinates system rotating with the rotor can be expressed as follows:

\[ u_d = R_s \cdot i_d + L_d \cdot \frac{di_d}{dt} - p \cdot \Psi_q \cdot \omega, \]
\[ u_q = R_s \cdot i_q + L_q \cdot \frac{di_q}{dt} + p \cdot \Psi_d \cdot \omega, \]
\[ \Psi_d = L_d \cdot i_d + \Psi_f, \]
\[ \Psi_q = L_q \cdot i_q, \]
\[ T_e = p \cdot \frac{3}{2} \left[ \Psi_d \cdot i_q - \Psi_q \cdot i_d \right], \]
\[ J \cdot \frac{d\omega}{dt} = T_e - T_L, \]

where \( u_d, u_q \) means the components of input voltage, \( i_d, i_q \), \( L_d, L_q \) means currents and inductance of the motor in the \( dq \) axis respectively, \( \Psi_d, \Psi_q, \Psi_f \), means flux in the \( dq \) axis respectively and flux excited by permanent magnet. The electromagnetic torque is represented by a symbol \( T_e \) and load torque by symbol \( T_L \), \( \omega \) is the mechanical speed, and \( p \) is number of the pole pairs. The \( R_s \) means the windings resistance, and \( J \) is the total moment of inertia. The parameters of the motor used in experiments are:

- rated power - 1.23 kW
- nominal speed - 3000 rpm
- rated torque - 3.9 N\( \cdot \)m
- number of poles - 6
- measured resistance - 2 \( \Omega \)
- measured inductance - 5.7 mH
- total moment of inertia - 24.96 kg\( \cdot \)cm\(^2\)

3 OBSERVER STRUCTURE

Motor model in rotating co-ordinates \( dq \) described by equations (1-6) is very convenient for motor operation analysis especially with vector control of stator current but is not recommended for using in observer structure. The reason for it is that transformation of state variable to these co-ordinates requires knowledge of rotor position angle, which is estimated by observer, what can cumulate observation error. Much better observer performance is achieved by applying motor model written in stationary \( \alpha \beta \) co-ordinates system, for direct conversion by means of Clarke transformation [26] from three phase \( abc \) measured co-ordinates system to observer co-ordinates system, without usage of the estimated position. So, the motor model for observer has the following form:

\[ \frac{di_\alpha}{dt} = -\frac{R_s}{L_s} i_\alpha - \frac{1}{L_s} e_\alpha + \frac{1}{L_s} v_\alpha, \]
\[ \frac{di_\beta}{dt} = -\frac{R_s}{L_s} i_\beta - \frac{1}{L_s} e_\beta + \frac{1}{L_s} v_\beta, \]
\[ \frac{d\omega}{dt} = \frac{1}{J} \left[ (\Psi_\beta \cdot i_\alpha - \Psi_\alpha \cdot i_\beta) - T_L \right], \]
\[ \frac{d\Theta}{dt} = \omega, \]

where \( v_\alpha, v_\beta \), means the components of input voltage, \( i_\alpha, i_\beta \), the components of input currents, \( e_\alpha, e_\beta \), means flux and back EMF in the \( \alpha \beta \) axis respectively. The motor model with state variables \( i_\alpha, i_\beta, \omega \) and \( \Theta \) is non-linear. All state variables are measurable but in a concept without mechanical sensor \( \omega \) and \( \Theta \) should be estimated. According to the method presented in [27] it is convenient to use only first two electrical equations (7-8), in which the back EMF components are considered as disturbances. In such a case we can prepare an extended state formula, which can be described as:

\[ \dot{x}_E = A_E \cdot x_E + B_E \cdot u, \]
\[ y_E = C_E \cdot x_E, \]
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\[ \dot{x}_E = \begin{bmatrix} i_\alpha \\ i_\beta \\ e_\alpha \\ e_\beta \end{bmatrix}, \quad Y_E = \begin{bmatrix} i_\alpha \\ i_\beta \end{bmatrix}, \quad u = [v_\alpha, v_\beta] . \]

(13)

The \( E \) index means extended. For such system it is possible to use ordinary Luemberger observer. In typical realization, the correction is based on error between measured and calculated currents value. Assuming that derivative of disturbances is equal zero, one can write the observer equations as (14-17). Located in the observer’s equations (16) (17) then and (23) (24) the correction components, cause that observer calculates the proper value although estimated EMF initial values are equal to zero. The other concept, where derivative of disturbances were not zero, were also taken into account [22]. Provided investigation proved that observer with assumed derivative of EMF equal zero operates with comparable accuracy. To achieve smooth observed values, a reference voltage can be used instead of measured ones. In a case the derivative disturbances is equal zero, the observer equations have the following form:

\[ \frac{\dot{i}_\alpha}{dt} = -\frac{R_s}{L_s} i_\alpha - \frac{1}{L_s} \dot{e}_\alpha + \frac{1}{L_s} v_{\alpha ref} + K_{i\alpha} (i_\alpha - \dot{i}_\alpha) , \]

(14)

\[ \frac{\dot{i}_\beta}{dt} = -\frac{R_s}{L_s} i_\beta - \frac{1}{L_s} \dot{e}_\beta + \frac{1}{L_s} v_{\beta ref} + K_{i\beta} (\dot{i}_\beta - i_\beta) , \]

(15)

\[ \frac{\dot{e}_\alpha}{dt} = K_{e\alpha} (\dot{i}_\alpha - i_\alpha) , \]

(16)

\[ \frac{\dot{e}_\beta}{dt} = K_{e\beta} (\dot{i}_\beta - i_\beta) , \]

(17)

where \( K_{i\alpha} \) and \( K_{i\beta} \) are the estimated currents gains, \( K_{e\alpha} \) and \( K_{e\beta} \) are the estimated back EMF gains and \( v_{\alpha ref} \), \( v_{\beta ref} \), means the components of reference voltage. The parameters in axis \( \alpha \) and \( \beta \) should be equal.

This set of equations (14-17) may be presented in matrix form:

\[ \dot{x}_E = A_E \cdot \dot{x}_E + B_E \cdot u_{ref} + K [\Delta i], \]

(18)

where \( K \) is an array of the correction gains. Observer described by formulas (14-17) has weak performance in a case of big calculation step or high speed range and moreover gives significant error of observation when fast changes of EMF appear. The last observer feature is caused by proportional corrector structure in (18). However, there is possibility to achieve much better performance using more complex correction function. Substituting corrector matrix \( K[\Delta i] \) by corrector function \( F[\Delta i] \), as in (19):

\[ \dot{x}_E = A_E \cdot \dot{x}_E + B_E \cdot u_{ref} + F [\Delta i], \]

(19)

which contains not only error of current observation but moreover integral of current observation error and its double integral, leads to improvement of observer operation. The modified corrector function is given by formula:

\[ F[\Delta i] = K_p[\Delta i] + K_i \int [\Delta i] dt + K_{ii} \int \left[ \int [\Delta i] dt \right] dt, \]

(20)

which can be called \( PI^2 \).

Finally, the observer structure equation set has the following form:

\[ \frac{\dot{i}_\alpha}{dt} = -\frac{R_s}{L_s} i_\alpha - \frac{1}{L_s} \dot{e}_\alpha + \frac{1}{L_s} v_{\alpha ref} + F_{i\alpha} (\dot{i}_\alpha - i_\alpha), \]

(21)

\[ \frac{\dot{i}_\beta}{dt} = -\frac{R_s}{L_s} i_\beta - \frac{1}{L_s} \dot{e}_\beta + \frac{1}{L_s} v_{\beta ref} + F_{i\beta} (\dot{i}_\beta - i_\beta), \]

(22)

\[ \frac{\dot{e}_\alpha}{dt} = F_{e\alpha} (\dot{i}_\alpha - i_\alpha), \]

(23)

\[ \frac{\dot{e}_\beta}{dt} = F_{e\beta} (\dot{i}_\beta - i_\beta), \]

(24)

where \( F_{xy} \) is correction function of the current estimation error, included corrector coefficients \( x \) means index for current estimation loop "i" or back EMF estimation loop "e", \( y \) means index for co-ordinates axis \( \alpha \) or \( \beta \). Assumption that in matrices \( K_p \), \( K_i \) and \( K_{ii} \) in (20) only diagonal elements are not equal zero and moreover that due to symmetry of motor stator windings elements, what is visible in (14) and (15), the elements of matrices for axes \( \alpha \) and \( \beta \) are equal.

\[ K_p = \begin{bmatrix} K_{p11} & 0 & K_{p22} \\ 0 & K_{p33} & 0 \\ K_{p42} & 0 & K_{p44} \end{bmatrix} \quad K_i = \begin{bmatrix} K_{i11} & 0 \\ 0 & K_{i22} \\ K_{i31} & 0 \end{bmatrix} \quad K_{ii} = \begin{bmatrix} K_{ii11} & 0 \\ 0 & K_{ii22} \\ 0 & K_{ii42} \end{bmatrix} \]

(25)

The gains \( K_{p11} \) (\( K_{i11}, K_{ii11} \)) and \( K_{p22} \) (\( K_{i22}, K_{ii22} \)) are used for current correction calculation (respectively for \( \alpha \) and \( \beta \) axis). Because of symmetry of axis \( \alpha \) and \( \beta \), \( K_{p31} = K_{p22}, K_{i11} = K_{i22}, K_{i31} = K_{i42} \). So, there are 3 independent gains for current estimation. The gains \( K_{p31} \) (\( K_{i31}, K_{ii31} \)) and \( K_{p42} \) (\( K_{i42}, K_{ii42} \)) are used for EMF correction calculation (respectively for \( \alpha \) and \( \beta \) axis). Because of symmetry of axis \( \alpha \) and \( \beta \), \( K_{p31} = K_{p42}, K_{i31} = K_{i42}, K_{i31} = K_{i42} \). So, there are 3 independent gains for EMF estimation. It reduces the number of independent corrector coefficients (elements of matrices) to six.
The advantage of introducing integral and double integral components of the observer corrector is that they ensure the minimization of the observation error even during the transient speed process, in which fast changes of speed and reference currents occur — when the back EMFs waveforms are not in sinusoidal shape. In addition such structure increases the accuracy of observation in a case of the high-step calculations.

Because of the rough character of the estimated position waveform, the best performance of the drive (e.g. smooth speed waveform at steady state) are achieved, where speed is calculated without derivative in calculations. If the calculations are based on the estimated position derivative, it forces the use of filters. The result is usually an additional delay in the speed control loop. To avoid this, the speed is calculated using the following equation:

\[
\sin (\hat{\Theta}) = -\frac{\hat{e}_\alpha}{|\hat{e}|}, \quad (26)
\]

\[
\cos (\hat{\Theta}) = \frac{\hat{e}_\beta}{|\hat{e}|} \quad (27)
\]

and

\[
|\hat{e}| = \sqrt{\hat{e}_\alpha^2 + \hat{e}_\beta^2}. \quad (28)
\]

Because of the rough character of the estimated position waveform, the best performance of the drive (e.g. smooth speed waveform at steady state) are achieved, where speed is calculated without derivative in calculations. If the calculations are based on the estimated position derivative, it forces the use of filters. The result is usually an additional delay in the speed control loop. To avoid this, the speed is calculated using the following equation:

\[
|\hat{\omega}| = \frac{|\hat{e}|}{k_c(|\hat{e}|)} \quad (29)
\]

and \(k_c(|\hat{e}|)\) is the scaling factor depend on EMF. It has been determined "off-line" for different points of operation using presented in the paper parameter optimization technique for steady states. An interpolator, based on fuzzy logic, is used for selecting a proper value of \(k_c(|\hat{e}|)\). The membership input functions are determined in the whole range of speed control. At each step of the calculations, an optimal value of the \(k_c\) is determined by means of the fuzzy procedure, which uses the Mamdani implication method and defuzzification by the height method. Determination of the degrees of membership enables to calculate the interpolated value of coefficient using the height defuzzification method. The input signal for the interpolator is the value of speed estimated at the preceding step of the calculation. In that speed calculation method, the drawback is lack of speed sign information.

4 THE GAIN SCHEDULING

Such observer, based on some number of integrators, is very simple in implementation by programming language and quick in calculating by microprocessor system. The cost for that simplicity is the necessity of the change of the observer’s corrector parameters settings due to operating point (usage the gain scheduling). Modifying the observer’s parameters as a function of speed only is not sufficient in a case where the load could change in a wide range. In a low speed range, the corrector parameters may be constant. Otherwise a scheduling mechanism should be used. Presented sensorless control algorithm consists of two independent scheduling system. First, based on fuzzy logic implementation, is used to correct speed estimated value \(k_c(|\hat{e}|)\) in (29) as was presented in [22].

\[
\text{float MAC0}[\text{sizey}][\text{sizex}]=
\{
\{0.0,5.0,50.0,60.0,70.0,80.0\},
\{0.2,5.16,45.0,33.0,25.0,17.0\},
\{0.4,20.0,50.0,40.0,25.0,17.0\},
\{2.0,30.0,60.0,45.0,30.0,19.0\},
\};
\]

The second one, using bilinear interpolation technique in 2D space, is used to modify observer coefficients. The inputs of the gain scheduler are absolute value of actual current \(|i_q|\) and signal of the estimated speed \(\hat{\omega}\). During investigations turned out that a filter of speed signal must be introduced to prevent stimulation of this signal oscillation. The observer’s parameters are changed with limited dynamics, especially in transients, to avoid loss of the stability of the sensorless speed control loop. Stability at steady states is preserved by use by scheduler the previously prepared sets of observer’s parameters for different operation points (as is presented in Fig. 2). The output is an actual value calculated for the all six observer parameters.
for the operating point identified by $\omega$ and $i_q$. The example 2D matrix for one of the (six) observer parameters has the form presented in Fig. 2. The first row is the speed values ($5.0 - 80.0 [\text{rad/s}]$) and the first column ($0.2 - 2.0 [\text{A}]$) is the $i_q$ current values for which was prepared this array. The other values of the matrix have been obtained experimentally, e.g. using special algorithm implemented as a part of the control program (Fig. 6, 7 in section 6). Each of the six observer’s parameters has its corresponding array. The actual value of the all parameters is calculated using the bilinear interpolation algorithm, which is one of the simplest methods for interpolation in 2D. The implementation based on [28] takes the form:

$$
\text{OUT}(X,Y) = P_{00} + (P_{10} - P_{00}) \cdot \frac{X - X_0}{X_1 - X_0} + \frac{Y - Y_0}{Y_1 - Y_0} + (P_{01} - P_{00}) \cdot \frac{Y - Y_0}{Y_1 - Y_0} + (P_{11} - P_{10} + P_{00}) \cdot \frac{X - X_0}{X_1 - X_0} \cdot \frac{Y - Y_0}{Y_1 - Y_0},
$$

(30)

where

$$
P_{00} = \text{MAC}_n(X_0, Y_0),
$$

$$
P_{01} = \text{MAC}_n(X_0, Y_1),
$$

$$
P_{10} = \text{MAC}_n(X_1, Y_0),
$$

$$
P_{11} = \text{MAC}_n(X_1, Y_1).$$

The variables $X_0$, $X_1$, $Y_0$, $Y_1$ are the values corresponding to the Fig. 3, $n$ is the index of the observer parameter matrix ($\text{MAC}_0$-$\text{MAC}_5$). $P_{00}$-$P_{11}$ are the key values of the cells, whose contents are closest to the input values $X$ and $Y$ (marked as "A" dots at Fig. 3). The concept of that interpolation is first to calculate the $Z$ axis values for $X$ input value for $Y_0$ and $Y_1$ baselines (the result are "B" dots on Fig. 3), and then the $Z$ axis between "B" dots for $Y$ input value (result: dot "C").

It should be noted that the used implementation of the interpolation procedure, as an output, for inputs outside the range of parameter array, returns the boundary value.

5 STABILITY ANALYSIS

To check the stability of the system in a case when the observer parameters are changing, the observer module was converted from C language into a MATLAB-Simulink model form and linearized. Deployment of the poles dependent on variable parameters were calculated. Pole-zero map is calculated in whole range of parameter change, to prevent situation where system is stable for key values of the lookup table but in a case the interpolated values usage - does not. Figure 4 presents deployment of the poles and zeros on the s-plane. In whole range of parameter change (for matrix modifying the parameters of the estimator: $P_0 = (5.16, 60.0)$, as is presented in look-up table at Fig. 2), poles are on the left side of the s-plane. Magnified part in the origin area for Fig. 4 is presented on Fig. 5. To get the legible view, only one parameter - $P_0$, from the all available observer parameters $P_0 - P_5$ was changed.

6 OBSERVER PARAMETER SETTING

The choice of observer parameters is an important task and should take into account dynamics in closed loop system as well as good accuracy of observation. Because
of the motor non-linearity, discontinuity caused by the inverter structure and discrete structure of the control loop, it makes difficult to calculate the parameters of the observer. In order to determine the observer parameters an automatic procedure was prepared. Based on Monte Carlo stochastic techniques, presented on Fig. 6 algorithm was prepared [22]. Such algorithm (named "full") chooses (draws) all the coefficients (i.e. scale factor \( k_e(\omega) \) and the corresponding component "\( P^n \)", "\( I^n \)" and "\( I^{2n} \)" independently in both estimation loops, both current and back EMF) of the observer at the same time. Although that algorithm demonstrates its effectiveness, but the studies led to the conclusion, that the algorithm should be modified. There is some other concept of observer synthesis. One can start with the simplest observer structure of \( P \) type (without \( I \) and \( I^2 \) component) and check if this structure ensures satisfying operation. If does not, the integral components are sequentially added in two stages. In second stage the structure \( PI \) is tested and in case of still unsatisfying operation, in the next stage full observer structure (\( PI^2 \) extended by \( I^2 \)) to the \( PII^2 \) is evaluated (Fig. 7). The searching process may be performed using the quality index. Used in experiments quality function is formulated as:

\[
Q = K_1 \int_{t_1}^{t_1+\tau} \left( e_{\sin}^2(t) + e_{\cos}^2(t) \right) dt + K_2 \Delta e_{\Theta}(\tau), \tag{32}
\]

where \( e_{\sin} \) and \( e_{\cos} \) are sine and cosine function of the estimation error of the shaft position, \( \Delta e_{\Theta} \) is the range of the error value changes of the estimated position during the transient process in time range \( \tau \). The time boundaries of the integral calculation are marked as \( t_1 \) and \( t_1 + \tau \), where \( K_1, K_2 \) are the weight factors to normalize obtained index values. Such quality index combines desired low estimation error value \( (e_{\sin}, e_{\cos}) \) and penalty for oscillations \( (\Delta e_{\Theta}) \). So far, studies indicate that more important for stable drive performance is to achieve smooth position error waveform than small its constant component. To achieve this, it is important, to set a \( K_2 \) big enough to ensure the adequate impact of smooth requirement on whole quality index calculation.

7 EXPERIMENTAL RESULTS

Used in investigations test bench includes PMSM supplied by laboratory inverter, which is controlled by means of microprocessor system and a second similar PMSM, supplied by industrial AC drive. The second machine working as a controlled load source. The evaluation board is based on the floating point DSP from SHARC family. Inverter’s carrier frequency is equal to 10 kHz. The observer and gain scheduling algorithms as well as control algorithm were implemented on DSP processor system. All that programs are executed every 100 \( \mu \)s. The measurement algorithms are implemented in additional FPGA evaluation board. All the waveforms except shown in Fig. 8 were obtained in closed loop mode, where estimated speed \( \omega \) and sine and cosine of the estimated position \( \Theta \) were used in control chain. A confirmation of the concept of the observer parameters changing method is presented here. On the following pictures selected results are shown. The zero level on the scale for the recorded waveforms for channel 1 and 2 is marked by channel pointer. Figure 8 presents drive performance in case where the gain scheduling is turned off. Speed reference is changing its value in steps in sequence 60 \( \rightarrow \) 70 \( \rightarrow \) 80 \( \frac{rad}{s} \). The observer parameter set is constant and prepared for \( \omega = 70 \frac{rad}{s} \) and current \( i_q = 0.2 \) A. The measured speed \( \omega \) is shown on channel 3. Position error waveform is presented on channel 1. It is noticeable that the position estimation error reached too high values. As an effect, the drive in such case is not able to work in the sensorless mode. Motor current \( i_q \) is presented in channel 2. Its steady state value is about 0.5 A.

Next, the sensorless mode and gain scheduling were enabled and results for the operation of the unloaded motor under the same test conditions were presented on Fig. 9. There is a big improvement of the position estimation error values, especially at steady state, although only parameter \( P_0 \) was modified in this test. It is important, that the parameters of the controllers, both currents and speed, were unchanged, despite the change in the mode of operation is sensor or sensorless. The active current waveform is smooth as well as the measured speed. A drive operation in a case of loaded motor is shown on Fig. 10. Motor is loaded with current about \( i_q = 1.0 \) A. Proper operation of
the drive is visible also in this case. It can be noted, that in the transients of position error (loaded and unloaded motor), the peak error value does not depend on speed change sign. Finally, the direct comparison of the estimated and measured shaft position is presented in Fig. 11 (channel 1 and 2). In addition, that figure proves robustness on inaccurate motor parameter estimation; used in observer motor resistance is at this case equal $8 \Omega$, while the measured is about $2 \Omega$. Drive with estimated speed (channel 4) as a
Fig. 8. Sensor mode, motor unloaded, constant parameters for $\omega = 70$ rad/s, $i_q = 0.2$ A, step reference speed sequence: $60 \rightarrow 70 \rightarrow 80$ rad/s, CH1: position estimation error, CH2: $i_q$ axis current, CH3: measured speed

Fig. 9. Sensorless mode, motor unloaded, variable parameters, step reference speed sequence: $60 \rightarrow 70 \rightarrow 80$ rad/s, CH1: position estimation error, CH2: $i_q$ axis current, CH3: measured speed

Fig. 10. Sensorless mode, motor loaded $i_q = 1.0$ A, variable parameters, step reference speed sequence: $60 \rightarrow 70 \rightarrow 80$ rad/s, CH1: position estimation error, CH2: $i_q$ axis current, CH3: measured speed

Fig. 11. Sensorless mode, motor unloaded, variable parameters, $R_{obs} = 4.0 \cdot R_S$, step reference speed sequence: $60 \rightarrow 70 \rightarrow 80$ rad/s, CH1: measured position, CH2: estimated position, CH3: measured speed, CH4: estimated speed

Feedback operates well (waveform of the measured speed is still smooth - channel 3). Presented observer structure is highly robust against inaccurate motor parameters estimation. Performed tests confirmed, that sensorless drive has possibility to proper operate, if the motor parameters estimation varies in the range:

$$R_{obs} = (0.4 \div 4.0) \cdot R_S, \quad L_{obs} = (0.9 \div 1.1) \cdot L_{d/q},$$

where $R_{obs}$, $L_{obs}$ are the parameters saved in observer.

8 CONCLUSION

In this paper the observer parameters modification technique is presented. A simple structure and robustness against inaccurate motor parameter identification encourages the widespread use of such control structure in drive applications. The position estimation error, caused by difference between nonlinear object (motor) and its linear observer, can be reduced by supplementing the gain scheduling mechanism for instant modification of the observer’s parameter set due to working point change. Bilinear interpolation technique was implemented and verified its usefulness. Test confirms that at the steady state is possible to minimize the constant component of the estimation error. It is the matter of accuracy of mapping an arrays of the observer parameters. Minimize of the position error in transients (although they are relatively small) is the next objective to achieve.

Due to estimation method, based on estimation back EMF, that observer is not recommended to work in very
small speed range - the drive works stable at speeds exceeding \(15 \text{ rad} / \text{s}\), with and without torque load.

The simplicity of the observer gives the opportunity to use cheap microcontrollers to perform sensorless control - the laboratory stand uses system with set calculation step of 100 \(\mu\)s.

**REFERENCES**

[1] Q. Gao, G. Asher, M. Sumner, and L. Empringham, “Position Estimation of a Matrix-Converter-Fed AC PM Machine From Zero to High Speed Using PWM Excitation,” *IEEE Transactions on Industrial Electronics*, vol. 56, no. 6, pp. 2030–2038, 2009.

[2] L. Ying, Z. Bo, F. Ying, W. Jiadan, and S. Mingming, “Sensorless Control with Two Types of Pulsating High Frequency Signal Injection Methods for SPMSM at Low Speed,” in *2011 4th International Conference on Power Electronics Systems and Applications (PESA)*, pp. 1–5, 2011.

[3] S. Jung and J.-I. Ha, “Sensorless Control of AC Machines at Carrier Frequency Signal Injection Using Analog Filter Circuit,” in *2013 IEEE 10th International Conference on Power Electronics and Drive Systems (PEDS)*, pp. 439–444, 2013.

[4] A. Ravikumar Setty, S. Wekhande, and K. Chatterjee, “Comparison of High Frequency Signal Injection Techniques for Rotor Position Estimation at Low Speed to Standstill of PMSM,” in *2012 IEEE 5th India International Conference on Power Electronics (ICPE)*, pp. 1–6, 2012.

[5] F. Genduso, R. Miceli, C. Rando, and G. R. Galuzzo, “Back EMF Sensorless-Control Algorithm for High-Dynamic Performance PMSM,” *IEEE Transactions on Industrial Electronics*, vol. 57, pp. 2092–2100, June 2010.

[6] K. Urbanski, “Sensorless Control of PMSM High Dynamic Drive at Low Speed Range,” in *2011 IEEE International Symposium on Industrial Electronics (ISIE)*, pp. 728–732, IEEE, June 2011.

[7] J. Salomaki, A. Piippo, M. Hinkkanen, and J. Luomi, “Sensorless Vector Control of PMSM Drives Equipped with Inverter Output Filter,” in *IECON 2006 - 32nd Annual Conference on IEEE Industrial Electronics*, pp. 1059–1064, 2006.

[8] K. Urbanski, “Position Estimation for PMSM Drive Equipped with the Motor Choke,” *Przegląd Elektrotechniczny*, no. 04, pp. 237–241, 2013.

[9] K. Urbanski, “Sensorless Control of PMSM Fed Through the Sinusoidal Filter,” in *Proc. of the 15th European Conference on Power Electronics and Applications EPE’13 ECCE Europe*, (Lille, France), 2013.

[10] T. Liu, C. Hung, and D. Chen, “A Matrix Converter-Fed Sensorless PMSM Drive System,” *Electric Power Components and Systems*, vol. 33, no. 8, pp. 877–893, 2005.

[11] G. D. Andreescu, A. Popa, and A. Spica, “Two Sliding Mode Based Observers for Sensorless Control of PMSM Drives,” *Electric Power Components and Systems*, vol. 30, no. 2, pp. 121–133, 2002.

[12] D. Janiszewski, “Unscented Kalman Filter for Sensorless PMSM Drive with Output Filter Fed by PWM Converter,” in *IECON 2012 - 38th Annual Conference on IEEE Industrial Electronics Society*, pp. 4660–4665, 2012.

[13] F. Benchabane, A. Titaouine, O. Bennis, K. Yahia, D. Taibi, and A. Guettaf, “Sensorless Direct Torque Control for Salient-Pole PMSM Based on Extended Kalman Filter Fed by AC/DC/AC Converter,” *Frontiers in Energy*, vol. 6, pp. 247–254, Aug. 2012.

[14] M. Ezzat, J. de Leon, and A. Glumineau, “Sensorless Speed Control of PMSM via Adaptive Interconnected Observer,” *International Journal of Control*, vol. 84, no. 11, pp. 1926–1943, 2011.

[15] H. Chaoui, W. Gueaieb, and M. C. E. Yagoub, “Neural Network Based Speed Observer for Interior Permanent Magnet Synchronous Motor Drives,” in *2009 IEEE Electrical Power Energy Conference (EPEC)*, pp. 1–6, 2009.

[16] J. Wang and H. Liu, “Novel Intelligent Sensorless Control of Permanent Magnet Synchronous Motor Drive,” in *9th International Conference on Electronic Measurement Instruments, 2009. ICEMI ’09*, pp. 952–958, 2009.

[17] Y. Inoue, Y. Kawaguchi, S. Morimoto, and M. Sanada, “Performance Improvement of Sensorless IPMSM Drives in a Low-Speed Region Using Online Parameter Identification,” *IEEE Transactions on Industry Applications*, vol. 47, no. 2, pp. 798–804, 2011.

[18] F. Blanchini and S. Miani, “Gain Scheduling Versus Robust Control of LPV Systems: The Output Feedback Case,” in *American Control Conference (ACC)*, 2010, pp. 3871–3876, 2010.

[19] H. Lee and J. Lee, “Design of Iterative Sliding Mode Observer for Sensorless PMSM Control,” *IEEE Transactions on Control Systems Technology*, vol. 21, no. 4, pp. 1394–1399, 2013.

[20] W. Eom, I. Kang, and J. Lee, “Enhancement of the Speed Response of PMSM Sensorless Control Using an Improved Adaptive Sliding Mode Observer,” in *34th Annual Conference of IEEE Industrial Electronics, 2008. IECON 2008*, pp. 188–191, 2008.

[21] A. Piippo, M. Hinkkanen, and J. Luomi, “Adaptation of Motor Parameters in Sensorless PMSM Drives,” *IEEE Transactions on Industry Applications*, vol. 45, no. 1, pp. 203–212, 2009.

[22] K. Urbanski and K. Zawirski, “Adaptive Observer of Rotor Speed and Position for PMSM Sensorless Control System,” *COMPEL: Int J for Computation and Maths in Electrical and Electronic Eng.*, vol. 23, no. 4, pp. 1129–1145, 2004.

[23] X. Liu, R. Wang, S. Zhang, and D. Xu, “Gain Scheduling PD Controller for Variable Pitch Wind Turbines,” in *Power Electronics and Motion Control Conference (IPEMC), 2012 7th International*, vol. 3, pp. 2162–2167, 2012.

[24] D. Luenberger, “An Introduction to Observers,” *IEEE Transactions on Automatic Control*, vol. 16, pp. 596–602, Dec. 1971.
Improved method for position estimation using a two-dimensional scheduling array K. Urbanski, K. Zawirski

[25] P. Vas, *Sensorless Vector and Direct Torque Control*. No. 42 in Monographs in electrical and electronic engineering, Oxford; New York: Oxford University Press, 1998.

[26] E. Clarke, *Circuit Analysis of A-C Power Systems; Symmetrical and Related Components*. New York: Wiley, 1943-50, 1943.

[27] Germano, F. Parasiliti, and M. Tursini, “Sensorless Speed Control of a PM Synchronous Motor Drive by Kalman Filter,” in *Proc. of the 1994 International Conference on Electrical Machines*, vol. 2, pp. 540–544, 1994.

[28] H. R. Kang, *Computational Color Technology*. SPIE Press, 2006.

Konrad Urbanski has received the M.Sc. and Ph.D. degrees from Poznan University of Technology in 1995 and 2003, respectively. Presently he is an assistant professor in Institute of Control and Information Engineering in Poznan University of Technology. His research areas include control algorithms, sensorless control, and computational intelligence in electrical drives.

Krzysztof Zawirski has received the M.Sc. and Ph.D. degrees from Poznan University of Technology in Poznan Poland in 1971 and 1979, respectively. Currently he is working in Poznan University of Technology as a professor. His research interests include control of electric drives, computer based control systems, application of artificial neural network and fuzzy logic techniques in power electronic systems.

AUTHORS' ADDRESSES

Konrad Urbanski, Ph.D.
Prof. Krzysztof Zawirski, Ph.D.
Poznan University of Technology,
Institute of Control and Information Engineering,
ul. Piotrowo 3A, 60-965, Poznan, Poland
email: {konrad.urbanski,
krzysztof.zawirski}@put.poznan.pl

Received: 2014-01-03
Accepted: 2015-03-01