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A distinct signature for dark matter in the form of weakly interacting massive particles (WIMPs) would be the detection of a monochromatic spectral line in the gamma-ray sky. The Fermi-LAT collaboration has searched for such a line in the energy range from 5 to 300 GeV in five sky regions around the Galactic centre. No globally significant line is detected, and 95% CL upper limits on monochromatic-line strengths are presented. The smallest search region reveals a line-like structure at 133 GeV with a local significance of $2.9\sigma$ after 4.4 years of data, which translates to less than $1\sigma$ global significance from a trial factor of around 200.

1 Introduction

Today, 80 years after Fritz Zwicky’s first observation of a large content of invisible matter in galaxy clusters, the nature of dark matter (DM) still remains a mystery. By multiple observational probes it is by now well established that within the standard cosmological model about 27% of the total energy density of the Universe is in the form of non-baryonic DM [1]. From its presence at the time of the last scattering surface of the cosmic microwave background photons, DM continued to cluster and virialize into extended halos and subhalos that now host galaxy clusters and individual galaxies in their centers. The most well-studied class of models to explain the DM nature is that of weakly interacting massive particles (WIMPs). The WIMPs’ interaction with standard model particles put them in thermal and chemical equilibrium in the early Universe. As the Universe expanded and cooled down their interactions stopped, WIMPs were basically no longer diluted by pairwise annihilations, and they ‘froze-out’, leaving a relic abundance of stable WIMPs that now constitute (cold) DM. The required effective annihilation cross-section for WIMPs to produce the observed DM density turns out to be of the same size that can be probed by the sensitivity of current cosmic-ray telescopes. An instrument such as the Fermi Large Area Telescope (LAT) would indirectly see these WIMPs, if their mass and annihilation channels are favorable, as they pair annihilate in high-densities of DM halos today.

One of the main challenges of detecting signals from WIMPs is that any such signal needs to be discriminated against backgrounds. A smoking-gun signature like a monochromatic line in the cosmic gamma-ray energy-spectrum, caused by annihilation of WIMPs directly into two photons, could become the cornerstone for an unambiguous discovery of a DM particle signal. Recent claims ranging from tentative [2,3] to strong evidence [4] for a gamma-ray line emission around the Galactic centre in the Fermi-LAT data have already received hundreds of citations. The publication of a careful gamma-ray line search by the Fermi-LAT collaboration [5] has therefore been anticipated.

\footnote{Notable exceptions where the WIMP annihilation strength today and at freeze-out are different are e.g. when cross sections are dominated by p-wave, resonance, threshold, Sommerfeld or coannihilation processes.}
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2 Analysis chain

2.1 The instrument

The LAT, on board the Fermi gamma-ray space telescope, is primarily a gamma-ray particle detector for energies 20 MeV to above 300 GeV [6]. Incoming photons at these energies have a cross section entirely dominated by pair conversion into $e^+ e^-$ due to quantum electrodynamical (QED) interaction with the nucleon fields in atoms. The LAT has therefore been constructed with three detector systems to measure the cosmic gamma-ray flux: a converter/tracker system that promotes the $e^+ e^-$ pair conversion and measures the charged particle tracks, a calorimeter composed of CsI(Tl) scintillation crystal layers adding up to 8.6 radiation length to absorb events’ energy and provide an energy resolution of $\sim 10\%$ around 100 GeV, and finally an anticoincidence system consisting of plastic scintillator tiles that surrounds the whole tracker to reveal and reject charged cosmic-ray backgrounds that enter the detector with up to $10^6$ larger rates than gamma-ray events.

2.2 Event selection

LAT gamma-ray event reconstruction and classification algorithms have received several upgrades before and after the launch [7]. Upgrades are grouped into ‘Passes’, and each such pass version includes various event ‘Classes’. These classes, like ‘Transient’ or ‘Clean’, are designed to be optimal for different types of analysis, and are sub-samples of events with varying degrees of gamma-ray purity; i.e. more efficient cosmic-ray rejection can be provided at the price of degrading the effective area. In the years 2012 and 2013 all collected data were reprocessed using updated calibrations in the instruments reconstruction algorithms, which resulted in the pass P7REP data set [7]. In order to prevent cosmic-ray contamination to dominate at high Galactic latitudes, the more selective Clean class events were used for the line search. Additional standard quality cuts were performed [5], and only data in the energy range 2.61-541 GeV taken from August 4, 2008 to April 4, 2012 were used for the line limit analysis and data up to December 12, 2012 in the investigation of a line-like feature around 133 GeV. It is worth noticing that the use of this reprocessed P7REP CLEAN (version v10, to be precise) data set differs from earlier published line-search studies.

2.3 Regions of interest

Gamma-ray data from five different (but nested) sky regions of interests (ROIs) were used in the WIMP line search. These ROIs are circular regions of radius $R_{GC}$ around the Galactic plane with a rectangular region along the Galactic plane ($|b| < 5^\circ$ and $|l| > 6^\circ$) and with known point sources [8] (except for the smallest ROI) masked out. These sky regions are set up to optimize the signal-to-noise ratio for different assumed DM density profiles with the signal from annihilating or decaying DM on top of a background set by the LAT team’s standard model for Galactic and isotropic gamma-ray diffuse emission[5]. The DM distributions considered are a contracted-NFW (inner slope $\gamma = 1.3$), Einasto, NFW, and Isothermal density profiles (as described in [5]). These profiles define the ROIs: R3, R16, R41 and R90 with $R_{GC}= 3^\circ$, 16$^\circ$, 41$^\circ$ and 90$^\circ$, respectively, for annihilating DM, and the full sky-region R180 for decaying DM.

---

2Specifically, gal2yearp7v6 v0.fits and iso p7v6clean.txt, available at [http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html](http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html)
2.4 Model of the energy dispersion

WIMPs in our Galaxy are primarily non-relativistic (with velocities \( \lesssim 10^{-3}c \)), therefore annihilations or decays into monochromatic photons in the center-of-mass frame become negligibly Doppler shifted and would thus be detected as a perfect spectral line by the LAT (as its energy resolution is \( \sim 5\text{-}15\% \gg 10^{-3} \)). The LAT deploys two separate energy reconstruction algorithms, and a classification-tree scheme is employed to determine event-by-event which algorithm gave the best energy measurement.

A notable analysis improvement (\( \sim 15\% \) in sensitivity) compared to previous line searches [9] is achieved by employing a dispersion, or energy probability distribution, model on an event-by-event basis. Each event is assigned a dispersion function \( D_{\text{eff}}(E',E,P_E) \) based on its reconstruction quality \( P_E \) (an event quality quantifier arising from the event reconstruction algorithms [7]). The \( D_{\text{eff}} \) can for each \( E \) and \( P_E \) be well parametrized by a triple Gaussian function:

\[
D_{\text{eff}}(E';E,P_E) = \sum_{k=1}^{3} \frac{a_k}{\sigma_k \sqrt{2\pi}} e^{-\frac{(E'-E-(1+\mu_k))^2}{2\sigma_k^2}},
\]

with the 9 parameters \( a_k \) and \( \mu_k \) (constrained by \( a_1 + a_2 + a_3 = 1 \)) determined from GEANT4/GLEAM [10] based detector simulations. This 2-dimensional approach (2D as it is a function of both energy \( E \) and \( P_E \)) is particularly good when the number of signal events are low, as it provides a better description of expected energy dispersion of the actually observed events.

2.5 Fitting method

For the line search, the null hypothesis for the energy spectrum is a single power law, with exponent \( \Gamma_{\text{bkg}} \) and flux normalization \( n_{\text{bkg}} \) as free parameters, whereas the signal hypothesis adds a monochromatic line signal with free normalization \( n_{\text{sig}} \). An exposure correction \( \eta(E') \) must be applied to the energy-extended background before it is fitted against observed counts data, while this is already accounted for in the effective dispersion of the line signal. The model, including a line at energy \( E_\gamma \), is given by

\[
C(E', P_E; \vec{\alpha}) = n_{\text{sig}} D_{\text{eff}}(E'; E_\gamma, P_E) w_{\text{sig}}(P_E) + n_{\text{bkg}} \left( \frac{E'}{E_0} \right)^{-\Gamma_{\text{bkg}}} \eta(E') w_{\text{bkg}}(P_E),
\]

where \( \vec{\alpha} \) represent the model parameters \( E_\gamma, \Gamma_{\text{bkg}}, n_{\text{sig}} \) and \( n_{\text{bkg}} \). The 2D dispersion model turns out to effectively absorb the otherwise significant variation in \( D_{\text{eff}} \) depending on photons' incident-angles to the LAT. This, when taken together with LAT's fairly uniform exposure of various pointing angles of the full sky and a narrow energy band for each line fit (see below), means that the expected probability distributions \( \omega(P_E) \) of \( P_E \) for signal and background could be factored out and taken to be approximately equal. Moreover, with \( w_{\text{sig}}(P_E) = w_{\text{bkg}}(P_E) = w_{\text{ROI}}(P_E) \) the otherwise subtle ‘Punzi effect’ [11] becomes absent.

A sliding energy-window technique is then used, where each line fit is performed in separate energy bands of \( \pm 6\sigma_E \) around \( E_\gamma \) (where \( \sigma_E \) is the energy resolution [12]). The background model of a single power-law is a good approximation in such narrow energy windows. In fact, the use of narrow windows is a way to trade systematic uncertainty in the background model for larger statistical uncertainties. Energy steps of \( 0.5\sigma_E \) are taken to scan over all \( E_\gamma \) values.

\[3\sigma_E \] is defined as the half-width of the \( \pm 34\% \) containment about the peak value at \( E_\gamma \) of the energy dispersion for off-axis events.
For a given $E_{\gamma}$, the best-fit values of $\Gamma_{\text{bkg}}$, $n_{\text{sig}}$ and $n_{\text{bkg}}$ (with the restriction of $n_{\text{sig}} \geq 0$) are given by maximising the following extended likelihood function for $n$ unbinned events

$$L = e^{-C_{\text{tot}}} \frac{n!}{n!} \prod_{i} C(E'_i, P_{E_i}),$$

where $C_{\text{tot}}$ is the total number of $\gamma$ rays predicted by the model. In practice, binned fits are performed for $E_{\gamma} < 25$ GeV to speed up calculations.

### 2.6 Statistic interpretation

The test statistic is constructed by the maximum likelihood ratio,

$$TS = 2 \ln \frac{L(n_{\text{sig}} = n_{\text{sig, best}})}{L(n_{\text{sig}} = 0)}.$$

The application of Chernoff’s theorem predicts that the TS distribution is $\frac{1}{2} \delta(TS) + \frac{1}{2} \chi^2(TS)$, with $\chi^2$ of one degree of freedom. The local significance, in units of standard deviations ($\sigma$), is then defined as the square-root of TS:

$$s_{\text{local}} = \sqrt{TS}.$$

A line is fitted at 88 different $E_{\gamma}$ values in R16, R41, R90 and R180, and 44 in R366 giving a total of 396 trial fits. These trials are not independent, as ROIs are nested and energy steps not fully separated. The effective number of trials is (cf. trial factor $\equiv \frac{p_{\text{global}}}{p_{\text{local}}}$)

$$n_t(s_x) \equiv \frac{\log(1 - p_{\text{global}})}{\log(1 - p_{\text{local}})},$$

defined from the two $p$-values $p_{\text{global}}$ and $p_{\text{local}}$ that are, respectively, the probability of a local trial to have a $\sqrt{TS}$ larger than some value $s_x$, and the global ($i.e.$ post all trials) probability that the maximal $\sqrt{TS}$ is larger than $s_x$. Empirically, from performing pseudo experiments on 1000 Monte Carlo generated background simulations, it was found that an effective number of trials $n_t \approx 198 \pm 6$ gives a very good description for conversion from local to global significance.

### 3 Results

The local significances, defined in Eq. 5, for all tested energies and the five ROIs are shown in the left panels of Fig. 1. The largest significances are found at 135 GeV in R3 and at 6.3 GeV in R180; with significances $s_{\text{local}} = 3.2\sigma$ and $3.1\sigma$, respectively. A finer grid scan (0.1$\sigma_E$ steps) revealed that the best-fit is at 133 GeV, with $s_{\text{local}} = 3.3\sigma$ and signal-to-background ratio $f_{R3} = 0.61 \pm 0.19$. However, taking into account that the effective number of trials is about 200 (or about 300 for the finer 0.1$\sigma_E$ steps) in the search for a spectral line in the data, their global statistical significances are less than 2$\sigma$.

---

4By the use of 60 bins, which is much narrower than the energy resolution, the information loss is negligible.

5Significance, expressed as $N$ standard deviations, will be defined by $\int_{-\infty}^{N} \chi^2(x) \, dx = p$-value.

6Energies were restricted to above 30 GeV in R3 to avoid complication due to a comparably large LAT point-spread-function and the many known point sources at the lowest energies in this ROI.
An upper limit on \( n_{\text{sig}}(E_{\gamma}) \) is set at the point when the logarithm of the likelihood in Eq. (4) is decreased by factor 1.36 compared to its maximal value. This corresponds to a 95% confidence-level (CL) upper limit on \( n_{\text{sig}} \) (bounded to be positive). A limit on \( n_{\text{sig}} \) can then be directly converted to a 95% CL upper limit on the line flux by

\[
\Phi_{\gamma\gamma}(E_{\gamma}) = \frac{n_{\text{sig}}(E_{\gamma})}{\mathcal{E}_{\text{ROI}}(E_{\gamma})},
\]

where \( \mathcal{E}_{\text{ROI}} \) is the LAT average exposure for the relevant ROI. The upper limits on line fluxes in region R16 are shown in the right panel of Fig. 1.

To translate a flux limit into a velocity averaged annihilation cross section \( \langle \sigma v \rangle \) or decay life-time \( \tau \) limit requires the integrated signal contribution along the line-of-sight \( (s) \) and solid angle \( (\Omega) \) spanned by the ROI. The differential \( \gamma \)-ray flux from annihilation of self-conjugated WIMPs is:

\[
\frac{d\Phi_{\gamma\gamma}}{dE} = \frac{1}{8\pi} \frac{\langle \sigma v \rangle}{m_{\chi}^2} \frac{dN_{\gamma}}{dE} J, \quad \text{with} \quad J = \int \rho_{\text{DM}}^2 ds d\Omega,
\]

where \( m_{\chi} \) is the WIMP mass, and \( n = 2 \) in the exponent of the DM density \( (\rho_{\text{DM}}) \) in the ‘J-factor’. Prompt annihilation into two photons yields \( dN_{\gamma}/dE = 2\delta(E_{\gamma} - E) \) with \( E_{\gamma} = m_{\chi} \). Integration over the energy \( E \) is trivial, and a bound on \( \Phi_{\gamma\gamma} \) directly translates to a \( \langle \sigma v \rangle \) bound for a given \( J \) value. Figure 2 shows the limits from the contracted NFW profile and the Einasto profile with \( J_{\text{R3}} = 13.9 \cdot 10^{22} \text{ GeV}^2\text{cm}^{-5} \) and \( J_{\text{R16}} = 8.48 \cdot 10^{22} \text{ GeV}^2\text{cm}^{-5} \) in their optimized ROI. In the case of decaying DM into one monochromatic photon, perform the following replacements \( \langle \sigma v \rangle \rightarrow 1/\tau, n \rightarrow 1, m_{\chi} \rightarrow m_{\chi}/2 \), and \( dN_{\gamma}/dE = \delta(m_{\chi}/2 - E) \) to calculate \( \Phi_{\gamma\gamma} \).
3.1 Systematic uncertainties

Systematic uncertainties are not included in the presented limits, therefore it is important to investigate how much this could alter the results. Table 1 summarizes the potential size of such effects, where uncertainties have been split into three classes [5]:

1. Those that would induce a false signal or mask a true signal $\delta f$; from e.g. unmodeled variation in the effective area, imperfect background model and cosmic-ray contamination.
2. Those that would scale the fit estimates of the number of signal counts $\delta n_{\text{sig}}$; from e.g. imperfect line dispersion model and $E_\gamma$ grid spacing.
3. Signal to flux conversion uncertainties $\delta E/E$; from exposure and effective area uncertainties.

One can now see that the systematic uncertainty $\delta f$ in R180 at low energies is of the order 1%, which therefore could be an explanation for the $3.1\sigma$ signal significance seen at 6.3 GeV that had $f = 0.010 \pm 0.002$. The signal fraction for the 135 GeV feature is, on the other hand, $f = 0.58 \pm 0.18$ in R3 and thus much larger than known systematic effects. Notably, a spectral structure at 133 GeV with a significance of $2.0\sigma$ is also found in Earth albedo/limb data, which is used as a (DM free) bright gamma-ray control-region. This could indicate an instrumental issue at 133 GeV, but due to its much smaller signal-to-background fraction $f = 0.14 \pm 0.07$ and no line-like structure detected in a second control region, the Galactic plane, the line-like signal around the Galactic center cannot unambiguously be attributed to any instrumental effect.

3.2 Line-like feature at 133 GeV

The most significant fit from the line search was at $E_\gamma = 135$ GeV in the R3 search region. Several steps in investigating the significance and properties of this spectral structure have been made.
Figure 3: Fit for a line-signal signal at 133 GeV in R3 using a 4.4 year P7REP\_CLEAN dataset with the 2D energy dispersion model. The solid curve shows the average model weighted using the $P_E$ distribution of the fitted events. The data binning is only for visualization purposes.

The impact of various changes in datasets and modeling the signal can be summarized as:

- 3.7 years P7\_CLEAN (un-reprocessed) data with a 1D dispersion (no use of $P_E$) line fit gives: $s_{\text{local}} = 4.5\sigma$ at 130 GeV.
- 3.7 years P7REP\_CLEAN (reprocessed) data with a 1D dispersion (no use of $P_E$) line fit gives: $s_{\text{local}} = 4.1\sigma$ at 133 GeV.
- 3.7 years P7REP\_CLEAN (reprocessed) data with a 2D dispersion (including $P_E$) line fit gives: $s_{\text{local}} = 3.3\sigma$ at 133 GeV.
- 4.4 years P7REP\_CLEAN (reprocessed) data with a 2D dispersion (including $P_E$) line fit gives: $s_{\text{local}} = 2.9\sigma$ at 133 GeV.

The first point allows a good comparison to previous works and, even if e.g. our ROI differ somewhat from others works [3], it is clear that a local significance of above 4$\sigma$ can be reached with this setup. In the next point, when reprocessed data is analyzed, the significance becomes about 10% smaller. Gamma-ray events might switch classes [13] due to reprocessed data, and it is only about 70-80% overlap of events in P7\_CLEAN and P7REP\_CLEAN. The shift of $E_\gamma$ of 130 to 133 GeV is due to the correction of a known $\sim$1% per year degrading in light yield efficiency in the calorimeter crystals. The next point incorporates the switch to the 2D dispersion model given in Eq. (1), which decreases the significance by around 20%. The actual events around 133 GeV have lower $P_E$ on average than expected, which cause the dispersion function to broaden and lower the likelihood value for events close to 133 GeV. In Fig. 3 it is clearly visible how the line-like feature seems narrower than the expected LAT energy dispersion. To quantify this, a rescaled energy width of our 2D dispersion was tested. The best-fit result was to rescale the width by a factor $s_\sigma = 0.32^{+0.11}_{-0.07}$, which also increased $TS$ by 9.4. Pre-launch beam tests show however that the width is known within 10% up to 280 GeV, and this $\sim$0.32 times narrower dispersion functions is thus inconsistent with the pre-measured shape at the 2-3$\sigma$ level. Finally, the last point includes more data (extending from 3.7 to 4.4 years) which further reduces the significance by about 10%, to a local significance of 2.9$\sigma$.

It is worth mentioning that the actual amount of change in significance depends on the specific ROI. For example, for Weniger’s analysis in his Region 3 [3], the impact of going from
P7\text{CLEAN} to P7\text{REP}\text{CLEAN} dilutes the original significance of 4.3\(\sigma\) to 2.8\(\sigma\), and then by utilizing a 2D dispersion model to 2.4\(\sigma\), and finally by also extending to 4.4 years of data diminishes the local significance further to 2.0\(\sigma\) \[14\]. All these additional tests around \(E_\gamma=133\) GeV are outside the original line search, so their contribution to the trials factor is difficult to estimate precisely. It is however clear that taking the 2D dispersion model, applied to the 4.4 years reprocessed data-set, gives a 2.9\(\sigma\) local significance, which is less than a 1\(\sigma\) global significance when a trials factor of \(\sim200\) is applied.

4 Summary and outlook

The hint of a line signal around 130 GeV towards the Galactic centre has resulted in enormous interest, as it could be a long-sought WIMP DM signal. The Fermi-LAT Collaboration has searched for spectral lines from 5-300 GeV in five ROIs without finding any globally significant lines. A line-like feature at 133 GeV with a signal-to-noise fraction larger than known systematic effects is present. However, with reprocessed P7\text{REP}\text{CLEAN} data, improved 2D line dispersion model and including 4.4 years of data the local significance is 2.9\(\sigma\), which translate to a global significance below 1\(\sigma\). A statistical fluctuation is therefore a possible explanation. It will be very interesting to re-perform a line search with Fermi-LAT’s upcoming Pass 8 data set \[15\], which will provide a larger effective area and the benefit of having almost all event reconstruction algorithms rewritten. The Fermi users’ group has also already endorsed a recommendation that the Fermi mission undertake a new observing strategy that emphasizes coverage of the Galactic center region from December 2013 – which would lead to, on average, a doubled exposure rate of the region around the Galactic centre compared with the currently used survey mode.
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