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Abstract

The global fit of the Standard Model predictions to electroweak precision data, which has been routinely performed in the past decades by several groups, led to the prediction of the top quark and the Higgs boson masses before their respective discoveries. With the measurement of the Higgs boson mass at the Large Hadron Collider (LHC) in 2012 by the ATLAS and CMS collaborations, the last free parameter of the Standard Model of particle physics has been fixed, and the global electroweak fit can be used to test the full internal consistency of the electroweak sector of the Standard Model and constrain models beyond. In this article, we review the current state-of-the-art theoretical calculations, as well as the precision measurements performed at the LHC, and interpret them within the context of the global electroweak fit. Special focus is drawn in the impact of the Higgs boson mass on the fit.
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1. Introduction

The birth of the leptonic sector of the Standard Model (SM) of particle physics can be dated back to 1967, when Steven Weinberg [1] and Abdus Salam [2] applied the Higgs mechanism [3, 4, 5] to the electroweak unified theory of Sheldon Lee Glashow [6]. The electroweak part of the SM combines two of the four known elementary forces of nature at a unification energy of $v = 246$ GeV and is described by four gauge bosons: the massless photon as the gauge boson of the electromagnetic interaction and the massive $W^+$, $W^-$, and $Z$ bosons as force carriers of the weak interaction. The Higgs mechanism is needed to consistently attribute masses to the $W^\pm$ and $Z$ bosons, which allows to construct a renormalizable theory as was first proved by Gerardus ‘t Hooft and Martinus Veltman [7] in 1972.

The bosonic sector of the SM is determined by two parameters in the Higgs potential,

$$V_H = \mu^2 \phi^\dagger \phi + \frac{\lambda^2}{2} \left(\phi^\dagger \phi\right)^2,$$  \hspace{1cm} (1.1)

as well as the three gauge couplings $g_S$, $g$ and $g'$ associated with the $SU(3)_C \times SU(2)_L \times U(1)_Y$ gauge factors acting on the strong color (QCD), weak isospin and hypercharge quantum numbers, respectively. $SU(2)_L$ acts on left-handed quark and lepton doublets, while the right-handed fermions transform trivially. The hypercharge assignment is chiral, as well. In this way, the $V - A$ structure of the charged current weak interaction is incorporated into the SM and both vector and axial-vector couplings are predicted to appear in the $Z$ boson mediated neutral current. It is convenient to utilize the alternative parameter quintet of very precisely measured quantities comprised of the electromagnetic and strong couplings,

$$\alpha \equiv \frac{e^2}{4\pi} = \frac{g^2 g'^2}{4\pi (g^2 + g'^2)} \hspace{1cm} \alpha_s \equiv \frac{g_S^2}{4\pi},$$  \hspace{1cm} (1.2)

as well as the Fermi constant $G_F$ (see Section 2.6) and the masses of the $Z$ and Higgs bosons, which to lowest order are given, respectively, by

$$\sqrt{2} G_F \equiv v^{-2} = \frac{\lambda^2}{2|\mu^2|}, \hspace{1cm} M_Z = \frac{1}{2} \sqrt{g^2 + g'^2} v, \hspace{1cm} M_H = \lambda v.$$  \hspace{1cm} (1.3)

Other quantities can be expressed in terms of these inputs\footnote{In global analyses such as those described in later sections, the distinction between input and derived observables is inessential and purely illustrative.}. For example, the weak mixing angle $\theta_W$ obeys
the tree level relations,
\[ \sin^2 \theta_W \equiv \frac{g^2}{g^2 + g'^2} = 1 - \frac{g^2}{g^2 + g'^2} = 1 - \frac{M_W^2}{M_Z^2}, \]
where the W boson mass is in turn related to \( G_F \) and the fine-structure constant \( \alpha \) via
\[ M_W = \frac{1}{2} g v = \sqrt{\frac{\alpha \pi}{\sqrt{2} G_F \sin^2 \theta_W}} = \frac{M_Z}{\sqrt{2}} \left[ 1 + \sqrt{1 - \frac{\sqrt{\pi \alpha}}{G_F M_Z^2}} \right]. \]
Equation (1.4) has been used in the last step and subsequently solved for \( M_W \).

Inserting the measured values of \( M_Z, G_F \) and \( \alpha \) into Equation (1.5), a value of \( M_W \approx 80.94 \) GeV is predicted. Comparison with the current experimental world average, \( M_W \approx 80.38 \) GeV, reveals a significant discrepancy, which is due to higher order electroweak and QCD corrections to the tree level relations. As examples of higher-loop Feynman diagrams we show loop corrections to the W boson self-energy and similar correction to the \( Z \to b\bar{b} \) vertex in Figure 1.1.

The electroweak corrections can be absorbed into the quantity \( \Delta r [8] \) describing the electroweak radiative corrections [9] to \( \mu \) decay [10], as well as into form factors [11] \( \rho_Z^f \), modifying the vector and axial-vector couplings of fermion \( f \) to the Z boson, and \( \kappa_Z^f \), modifying the additional corrections to the vector coupling,
\[ M_W^2 = \frac{M_Z^2}{2} \left[ 1 + \sqrt{1 - \frac{8 \pi \alpha (1 + \Delta r)}{G_F M_Z^2}} \right], \]
\[ \sin^2 \theta_{eff}^f = \kappa_Z^f \sin^2 \theta_W, \]
\[ g_V^f = \sqrt{\rho_Z^f \left( I_3^f - 2 Q^f \sin^2 \theta_{eff}^f \right)}, \]
\[ g_A^f = \sqrt{\rho_Z^f I_3^f}, \]
where \( Q^f \) and \( I_3^f \) denote the electric charge and the third component of isospin, respectively. In general, the form factors are momentum dependent quantities and except at the Z resonance they are gauge dependent.

For the following discussion of the effective mixing angle, the Z boson mass scale, \( M_Z \), is chosen. If not stated otherwise, \( \sin^2 \theta_W \) will from now on refer to the on-shell definition of the weak mixing angle, i.e. the last form in Equation (1.4) is defined to hold to all orders in perturbation theory.

The one-loop radiative corrections depend logarithmic on \( M_H \), and their dependence on the quark masses is dominated by quadratic terms in the mass of the heaviest SM particle, i.e., the top quark mass \( m_t \). Hence, precise measurements of all observables of the electroweak sector plus the heavy quark masses and \( \alpha_s \), allow for tests of the consistency of the SM, and are therefore best analyzed in a global context.

Global electroweak analyses and fits have a long history in particle physics and were pioneered by Paul Langacker and collaborators [12, 13], as well as other group [14], starting already before the discovery of the \( W \) [15, 16] and \( Z \) [17, 18] bosons by the UA1 and UA2 experiments. The \( Z \) boson factories, LEP and SLC [19], produced high-precision measurements of \( M_Z \) and \( \sin^2 \theta_{eff}^f \) and of many other observables. Including these, the global analyses at the time [19, 20, 21, 22] successfully predicted \( m_t \) in the range between 140 and 190 GeV before the top quark discovery by the CDF [23] and DØ [24] detectors at the Tevatron Collider in 1995. There were even first hints [22] — albeit statistically weak — at a relatively light Higgs with a mass of

![Figure 1.1: Feynman diagrams exemplifying loop corrections to the W boson propagator and the Z → b̅b vertex.](image-url)
The historic development of the 'blue-band' plots [19], illustrating the estimate of the Higgs Boson mass in the Standard Model from electroweak precision measurements. The excluded area by direct searches is shown in yellow, while the blue band illustrate the $\chi^2$ distribution of the global electroweak fit. The original plots have been remade for this article.

$\mathcal{O}(100 \text{ GeV})$ rather than $\mathcal{O}(1 \text{ TeV})$. LEP 2 running (near and above the $W^+W^-$ production threshold) [25] and the increasingly precise results from the Tevatron, especially on the top quark and $W$ boson masses, constrained electroweak physics even further [25, 26, 27, 28], revealing that any new physics beyond the SM can at most represent a small perturbation of the SM and culminating in successful predictions of $M_H$ [25, 29, 30, 31] before the Higgs boson was observed [32, 33] in 2012. In fact, the probably most famous and influential result of the global electroweak fit is the indirect determination of the Higgs boson mass, illustrated by the 'blue-band' plots, which show the $\chi^2$ distribution of the fit to all available electroweak observable in dependence of $M_H$.

The historic development of the blue-band plots is shown in Figure 1.2.

The most recent fits were performed after the Higgs boson discovery [34, 35, 36, 37, 38]. The steady progress that has been achieved in global electroweak fits over the years — from both the experimental and theoretical sides — can best be seen from the biennially updated section on the Electroweak Model and Constraints on New Physics in the Review of Particle Properties produced by the Particle Data Group (PDG) [39].

It should be emphasized, that the results of many of the groups mentioned in the previous paragraph, which are based on mostly independent electroweak libraries, are generally in very good agreement with each other. Residual variations can usually be traced to differences in experimental inputs or lack of some higher-order correction in one work relative to another. For example, the ZFITTER program [40, 41, 42] is a FORTRAN package based on the on-shell renormalization scheme, and was tailored to the physics program at LEP. Gfitter 1.0 [28] and later versions ostensibly consist of independent object-oriented C++ code. GAPP (Global Analysis of Particle Properties) [43] is a FORTRAN library for the evaluations of pseudo-observables which are implemented in the MS renormalization scheme [44], exploiting its better convergence properties. It offers unique capabilities to constrain physics beyond the SM, such as extra neutral gauge bosons [45] or a fourth fermion generation [46]. Most numerical results presented here been obtained with GAPP and Gfitter.

Now that all free parameters defining the SM are fixed, the focus of global electroweak fits has shifted to tests of the full internal consistency of the theory and to the search for possible hints of theories beyond the SM (BSM). Since new, so far unobserved particles could also appear in the loop diagrams of the types shown in Figure 1.1, specific BSM scenarios could alter the radiative corrections and thus the relations (1.6) in characteristic ways. Possible deviations between the predicted and the measured values could indicate the presence of BSM physics effects.

In this review article we will discuss the status of the electroweak precision tests of the SM after the discovery of the Higgs boson. The state of the art of the theoretical calculations in radiative corrections to precision observables will be discussed in Section 2, where we will focus on the most recent developments. The experimental status of all relevant measurements will be summarized in Section 3. After the current knowledge of all electroweak observables and their relations has been reviewed, we discuss the internal consistency of the SM, as well as the constraints on BSM scenarios (Section 4) by performing up-to-date global electroweak fits. The impact of future electroweak precision measurements at upcoming or planned colliders will also be briefly reviewed. The article concludes with a summary in Section 5.

For recent discussions focussed on specific aspects of electroweak precision physics [47], we refer to the dedicated reviews on low energy tests of the weak interaction [27], the weak neutral current [34], low energy...
measurements of the weak mixing angle [48], and weak polarized electron scattering [49].

2. Status of Theoretical Calculations in the Precision Electroweak Sector

Significant progress has been made in the calculation of electroweak radiative corrections in recent years, leading to reduced theoretical uncertainties in observables, and thus to a higher sensitivity of the global electroweak fit to possible contributions of new physics. Here, we briefly review the status of the theoretical calculations of $\Delta r$, $\kappa f_Z$ and $\rho f_Z$, which absorb the radiative corrections for the relations between $M_W$, $\sin^2 \theta_W$, $g_{V,f}$ and $g_{A,f}$. Moreover, we summarize the theoretical description of the scale dependences of the electromagnetic and strong coupling constants, as well as the precision calculations which are required for the extraction of the Fermi constant $G_F$.

2.1. Radiative corrections to the $W$ boson mass

One of the most important observables in the global electroweak fit is the mass of the $W$ boson. The parameter $\Delta r$ [8] in Equation (1.6) absorbs the remaining radiative corrections to $\mu$ decay after the factorizing QED corrections already present and calculable in the Fermi $V-A$ theory [50, 51, 52] have been removed [53]. It has dominantly quadratic dependence on $m_t$ which enters through the correction $\Delta \rho \equiv \rho - 1$, where the electroweak $\rho$ parameter describes the ratio of neutral-current to charged-current interaction strengths. One can write,

$$\Delta r = \Delta \alpha - \cot^2 \theta_W \Delta \rho + \Delta r_{\text{rem}},$$

(2.1)

where $\Delta \alpha$ accounts for the scale dependence of $\alpha$ (QED running) and is numerically very important due to logarithmic singularities regulated by the fermion masses. $\Delta r_{\text{rem}}$ collects the remaining radiative corrections. The $M_H$ dependence is much milder than the dependence on $m_t$ and at one-loop order it is only logarithmic for asymptotically large values. Since the radiative corrections depend themselves on $M_W$ and $\sin^2 \theta_W$, an iterative procedure is necessary to solve Equation (1.6).

The Feynman diagrams of the most important radiative corrections to the $W$ boson propagator are illustrated in Figure 2.1. The correction term of $O(\alpha m_t^2)$ [54] is dominant because it is enhanced by the large value of the top quark mass. The full one-loop calculation was completed in the 1980s [8, 11, 55], and strategies were developed to re-sum certain reducible higher-order terms, both in the on-shell [56, 57] and MS [58] renormalization schemes. For example, writing $\Delta r$ in the form [57]

$$1 + \Delta r = \frac{1}{(1 - \Delta \alpha) (1 + \cot^2 \theta_W \Delta \rho)} + \Delta r_{\text{rem}},$$

(2.2)

correctly anticipates the terms of the form $(\Delta \alpha)^n$, $(\Delta \rho)^2$, $\Delta \alpha \Delta \rho$ and $\Delta \alpha \Delta r_{\text{rem}}$.

Mixed electroweak-QCD two-loop corrections also arrived at around that time, again starting with the $m_t^2$ enhanced term of $O(\alpha \alpha_s m_t^2)$ [59, 60], followed by the residual correction of $O(\alpha \alpha_s)$ [61, 62] with the full quark mass dependence [63] soon thereafter. As for the purely electroweak two-loop corrections, the leading $O(\alpha^2 m_t^4)$ correction was first obtained for $M_H \ll m_t$ [64], and then for arbitrary $M_H$ [65, 66]. The next terms
in the inverse $m_t^2$ expansion of $O(\alpha^2 m_t^2)$ [67] took a rather complex form and turned out to be surprisingly sizable. The full $O(\alpha^2)$ result, first from diagrams containing at least one fermion loop [68, 69, 70] and then from the purely bosonic diagrams [71, 72], is complete by now without further approximation in the on-shell scheme, as well as in the hybrid [73] and pure [74] \( \overline{\text{MS}} \) scheme.

Enhanced three-loop contributions are also important. The $O(\alpha\alpha_t^2 m_t^2)$ correction reduces $M_W$ by about 10 MeV [75, 76]. However, this shift is almost entirely due to the use of the pole mass definition, and amounts to less than 3 MeV if the definition based on the \( \overline{\text{MS}} \) scheme is employed instead. In this case, the correction is dominated by the axial anomaly that enters through double-triangle (singlet) diagrams which had been obtained first [77]. Thus, use of the pole mass necessitates the inclusion even of the four-loop $O(\alpha\alpha_t^2 m_t^2)$ singlet [78] and non-singlet [79, 80] terms which are, however, completely negligible in the \( \overline{\text{MS}} \) scheme. Residual effects of $O(\alpha^2 \alpha_t^3 m_t^4)$ and $O(\alpha^3 m_t^6)$ were obtained first for $M_H = 0$ [83] and then in the general case [84].

There is a numerical approximation [85] expressing $M_W$ in terms of other input parameters. Updating this expression to correspond closer to the currently favored values and fixing $M_H = 125$ GeV we find,

$$M_W = [M_W^0 + c_t \Delta_t + c_t' \Delta_t^2 + c_Z \Delta_Z + c_\alpha \Delta_\alpha + c_{\alpha_s} \Delta_{\alpha_s}] \text{ GeV},$$

with the definitions,

$$\Delta_t \equiv \left( \frac{m_t}{173 \text{ GeV}} \right)^2 - 1, \quad \Delta_Z \equiv \frac{M_Z}{91.1876 \text{ GeV}} - 1, \quad \Delta_\alpha \equiv \frac{\Delta_\alpha(5)}{0.0276} - 1, \quad \Delta_{\alpha_s} \equiv \frac{\alpha_s(M_Z^2)}{0.119} - 1,$$

and the numerical values,

$$M_W^0 = 80359.5 \quad c_t = 520.5 \quad c_t' = -67.7 \quad c_Z = 115000. \quad c_\alpha = -503. \quad c_{\alpha_s} = -71.6$$

where $m_t$ is the top quark pole mass and $\Delta_\alpha(5)$ is the hadronic contribution due to the five light quarks to the running of $\alpha$ from the Thomson limit to the scale $M_Z$. Equation (2.3) reproduces the full theoretical calculations to the level of 0.1 MeV precision. One can see that the prediction for $M_W$ correlates positively with $m_t$ and $M_Z$ and negatively with $\alpha(M_Z)$ and $\alpha_s(M_Z)$.

### 2.2. Radiative corrections to the weak mixing angle

The radiative corrections collected in $\kappa_Z^\ell$ relate the on-shell weak mixing angle via (1.7) to effective mixing angles $\sin^2 \theta_\text{eff}^\ell$ [41]. The observable values therefore depend on the fermion type $\ell$ at the $Z$ vertex as different radiative corrections contribute. Thus one can write,

$$\sin^2 \theta_\text{eff}^\ell = \frac{1}{4|Q^\ell|} \left( 1 - \text{Re} \frac{g_V^\ell}{g_A^\ell} \right),$$

where $g_V^\ell$ and $g_A^\ell$ are the effective vector and axial-vector couplings of fermions to the $Z$ boson as defined in Equations (1.8) and (1.9). Most $Z$ pole observables with leptons either in the initial or in the final state are directly sensitive to the leptonic definition with $\ell = \ell$. This includes the leptonic forward-backward asymmetries at the Tevatron and the LHC, as well.

The leading corrections are illustrated in Figure 2.2. The most important radiative corrections are related to those in $M_W$, entering through $\Delta_\alpha$ and $\Delta_\rho$, where the latter appears as an artifact of using the on-shell definition of the weak mixing angle in Equation (1.7). Similar to $M_W$, the two-loop $O(\alpha^2)$ fermionic [86, 87] and bosonic [88, 89] corrections are fully known, marking an important improvement over the next-term expansion in the top-quark mass [90].

Fixing $M_H = 125$ GeV, we write the corresponding formula for $\sin^2 \theta_\text{eff}^\ell$ [91] in terms of the parameters in Equations (2.4) as,

$$\sin^2 \theta_\text{eff}^\ell = \sin^2 \theta_\text{eff}^{\ell,0} - (d_t \Delta_t + d_t' \Delta_t^2 + d_Z \Delta_Z + d_\alpha \Delta_\alpha + d_{\alpha_s} \Delta_{\alpha_s}) \times 10^{-4},$$

(2.7)
where,
\[ \sin^2 \theta_{\text{eff}}^{f,0} = 0.231533 \quad d_t = 27.14 \quad d'_t = -1.62 \quad d_Z = 6550. \quad d_\alpha = -96.7 \quad d_{\alpha_s} = -4.05 \quad (2.8) \]

This approximation reproduces the full calculation to better than \(5 \times 10^{-6}\). The sign configuration in the \(d_i\) coefficients is identical to the one in the \(c_i\) coefficients, reconfirming that the effects from \(\Delta \alpha\) and \(\Delta \rho\) dominate.

The predictions for the effective weak mixing angles \(\sin^2 \theta_{\text{eff}}^f\) of the four light quarks \((f = u, d, s, c)\) differ slightly from the prediction for charged leptons. For example, there are flavor dependent corrections of \(O(\alpha_\alpha_s)\) that do not factorize in the total \(Z\) width and need to be included [92, 93]. For bottom quarks additional \(O(\alpha m_b^2)\) [94, 95, 96, 97] and \(O(\alpha^2 m_c^2)\) [65, 98] enhanced effects enter the \(Zb\bar{b}\)-vertex, resulting in a qualitatively different dependence on the input parameters. The leading two-loop corrections of \(O(\alpha_\alpha_s m_b^2)\) were obtained in Ref. [98, 99]. The full two-loop electroweak fermionic [100] and bosonic [101] corrections have been completed more recently.

2.3. Radiative corrections to gauge boson decay rates

The flavor-dependent normalization factors \(\rho_f^2\) defined through Equations (1.8) and (1.9) absorb the remaining electroweak radiative corrections to the vector and axial-vector couplings \(g_V^f\) and \(g_A^f\), and thus to the \(W\) and \(Z\) boson partial and total decay widths. They have been computed alongside the \(\kappa_f^Z\), and we refer to the previous subsection for the corresponding references.

The partial width of the \(Z\) boson to decay into an \(f\bar{f}\) pair plus any number of photons and gluon jets is given by,
\[ \Gamma_Z^{f\bar{f}} = \frac{\sqrt{2}G_F M_Z^3}{12\pi} N_f^f \left[ |g_V^f|^2 R_V^f(M_Z) + |g_A^f|^2 R_A^f(M_Z) \right]. \quad (2.9) \]

\(N_f^f\) denotes the number of colors, so that \(N_c^f = 1\) for leptons and \(N_c^f = 3\) for quarks. It should be noted that scale for the effective couplings is \(M_Z\) and that the effective coupling \(g_V^f\) and \(g_A^f\) are in general complex-valued, a fact that starts to be relevant starting at two-loop precision. The vector and axial-vector radiator functions \(R_V^f(M_Z)\) and \(R_A^f(M_Z)\) describe QED and QCD corrections [102] to the final state particles and are illustrated in Figure 2.3. For example, for massless quarks they are available up to four-loop order in QCD and take the form,
\[ R_V^q = R_A^q = 1 + \alpha_s(M_Z) + \frac{\alpha_s^2}{\pi^2} - 12.77 \frac{\alpha_s^3}{\pi^3} - 80.0 \frac{\alpha_s^4}{\pi^4} + Q^2 \left[ \frac{3}{4} - \frac{\alpha_s}{4\pi} - \left( 1.106 + \frac{3}{32} Q^2 \right) \frac{\alpha}{\pi} \right] \frac{\alpha(M_Z)}{\pi}. \quad (2.10) \]

The one-loop correction was known [103, 104] already before the discovery of the charm quark. The non-Abelian character of QCD became fully explicit with the advent of the two-loop result [105, 106, 107], which also radically reduced the scale setting ambiguity in \(\alpha_s(\mu)\). The three-loop [108, 109] and four-loop [110] calculations brought the uncertainty in the massless series to a currently negligible level. Fermion mass effects [111, 112], other than from \(m_t\), lead to \(R_V^f(M_Z) \neq R_A^f(M_Z)\) and are small at the electroweak scale, provided one uses the \(\overline{\text{MS}}\) quark mass definitions evaluated at the \(Z\) mass scale. The last term gives the QED and mixed QED/QCD corrections [113]. Expressions for finite quark masses can also be found in [102].

The radiator functions account for the so-called non-singlet diagrams where both gauge bosons in the two-point correlation function couple to the same fermion. The non-singlet QCD corrections to \(W\) and \(Z\)
decays are therefore identical in the massless limit (except for the scale at which $\alpha_s$ is evaluated). On the other hand, for $Z$ decays there are also singlet contributions with purely gluonic intermediate states. As a result of Furry’s theorem, they cannot occur for vector currents before three-loop order where they have been obtained [108] including tiny top quark decoupling terms [114]. These effects turned out to be much smaller than the corresponding non-singlet effects, a fact which is also true for the very recently completed four-loop result (for $M_Z \ll m_t$) [115].

The axial-vector current, however, is very different. Furry’s theorem does not apply here, and singlet effects appear already at two-loop order in QCD [116]. The contributions basically cancel within degenerate families, but large non-decoupling effects arise due to the large mass splitting of the third family. Including the corresponding contributions at three-loop [117] and four-loop [115] order, we write the effective QCD expansion for hadronic $Z$ decays for $\hat{m}_t(M_Z) = 171.4$ GeV (in the $\overline{MS}$ scheme) and $m_q = 0$ for the other quarks,

$$\Gamma_{Z}^{\text{had}} \propto \rho \left( 1 + \frac{\alpha_s(M_Z)}{\pi} + 0.79 \frac{\alpha_s^2}{\pi^2} - 15.52 \frac{\alpha_s^3}{\pi^3} - 69.3 \frac{\alpha_s^4}{\pi^4} \right).$$  \hspace{1cm} (2.11)

One can address individual sources of uncertainty by assuming a geometric growth of the higher order terms. For example, one can estimate the unknown terms of order $\alpha_s^{n+4}$ with $n \geq 1$ as

$$\mathcal{O}(\alpha_s^{n+4}) \sim \frac{\mathcal{O}(\alpha_s^{4\times(n+1)})}{\mathcal{O}(\alpha_s^{4\times n})},$$  \hspace{1cm} (2.12)

and then sum them up either in quadrature (assuming that the signs are random) or linearly (which is most conservative). The latter applied to Equation (2.10) gives an error from perturbative QCD (PQCD) of

$$\delta_{\text{PQCD}} \approx \pm \frac{\alpha_s^5}{\pi^4} \times \frac{(80.0)^2}{12.77\pi - 80.0\alpha_s} = \pm 5.1 \times 10^{-5}.$$  \hspace{1cm} (2.13)

It affects the $\alpha_s$ extractions from the lineshape parameters $\Gamma_{Z}$, $\Gamma_{\ell}$ and $\sigma_{\text{had}}^0$ in identical ways, but it is nevertheless negligible compared to the experimental error in $\alpha_s$ of $\pm 0.0028$ (see Sec. 4). By contrast, uncertainties from higher-order electroweak corrections [118, 119, 120] to the vector and axial-vector couplings can affect the lineshape observables in different, albeit correlated ways, so there is complementary information when analyzed in a global fit. They are discussed in Sec. 2.4 and shift $\alpha_s$ at levels that are also negligible at present\(^2\).

Radiative corrections to the decay width of the $W$ boson have been calculated at $\mathcal{O}(\alpha)$ [121, 122, 123] and at $\mathcal{O}(\alpha\alpha_s)$ [124]. The theoretical uncertainty due to missing higher order corrections is significantly smaller than the current experimental precision, making the calculation of further corrections not necessary for now.

2.4. Theoretical uncertainties due to unknown higher-order electroweak corrections

The theoretical uncertainties in quantities such as $M_W$, $\sin^2\theta_{\text{eff}}^\ell$, and $\Gamma_{Z}$, due to unknown higher-order electroweak corrections, arise from those in the $W$ and $Z$ boson self-energies, in the vertex and box corrections, and in further non-factorizable corrections, i.e., those that are not captured by the improved Born approximation.

The first type can be described by uncertainties in the so-called oblique parameters $S$, $T$, and $U$ [125], which have been originally introduced to parameterize potential new physics contributions to electroweak radiative corrections. There are many variants of oblique parameters in the literature, they may describe SM or new physics contributions or both, and are scheme dependent. However, we are only interested in uncertainties parameterized by them, so that we do not specify such details here. By using these oblique parameters, one can account for some of the theoretical correlations they induce in the suite of observables analyzed in global fits. Specifically, we use $T$ to parameterize the uncertainty in weak isospin breaking. Other types of uncertainty might cancel in $T$, and instead appear in the energy-dependence of the $W$ ($Z$) boson vacuum polarization function called $S_W = S + U$ ($S_Z = S$) [126]. These uncertainties can be estimated by considering the expansion parameters involved. Including the SM fermion content of three full generations as an enhancement

\(^2\)There are further theory uncertainties that enter when the lineshape observables are derived from the underlying cross section measurements, but these are conventionally included in the experimental errors.
factor, these are
\[ \frac{3\alpha_s}{\pi} \approx 0.116, \quad \frac{8\alpha}{\pi} \approx 0.020, \]  
(2.14)
for QED and QCD, and
\[ \frac{3\alpha}{\pi \sin^2 \theta_W} \approx 0.032, \quad \frac{3 - 6 \sin^2 \theta_W + 8 \sin^4 \theta_W}{\pi \sin^2 \theta_W \cos^2 \theta_W} \alpha \approx 0.029, \]  
(2.15)
for the charged and neutral current interactions, respectively. For the numerical estimates we evaluated the couplings in the \( \overline{\text{MS}} \) scheme at the \( W \) mass scale, where we have \( \alpha^{-1} \approx 128, \alpha_s \approx 0.121, \) and \( \sin^2 \theta_W \approx 0.2311. \) Other possible enhancements can arise through the eigenvalue of the quadratic Casimir operator in the adjoint representation in QCD, \( C_A = 3, \) and through \( m_t^2/M_W^2 \approx 4 \) (for the \( \overline{\text{MS}} \) top quark mass) effects. Coincidentally, these amount to the same factors as in the first of Equations (2.14) and Equations (2.15), respectively.

For example, the theoretical uncertainty in \( \alpha S_W/4 \sin^2 \theta_W \) from the unknown electroweak corrections of \( \mathcal{O}(\alpha^3) \) are then given by
\[ \left( \frac{3\alpha}{\pi \sin^2 \theta_W} \right)^3 \approx 3.4 \times 10^{-5}, \]  
(2.16)
where we used \( \alpha^{-1}(M_W) \approx 128. \) Likewise, we estimate the mixed electroweak/QCD corrections of \( \mathcal{O}(\alpha^2 \alpha_s^n) \) and \( \mathcal{O}(\alpha \alpha_s^n + 2) \) with \( n \geq 1 \) as
\[ \frac{C_F \alpha_s}{\pi - C_A \alpha_s} \left( \frac{9\alpha}{4 \pi \sin^2 \theta_W} \right)^2 \approx 3.4 \times 10^{-5}, \quad \frac{C_F C_A^2}{\pi - C_A \alpha_s} \left( \frac{\alpha_s}{\pi} \right)^3 \frac{9\alpha}{4 \sin^2 \theta_W} \approx 1.9 \times 10^{-5}, \]  
(2.17)
respectively, where \( C_F = 4/3 \) refers to the Casimir eigenvalue in the fundamental (quark) representation, where we took \( \alpha_s = \alpha_s(M_W) \approx 0.121, \) and where we performed a summation similar to the one in Equation (2.13). Adding these in quadrature, we find a theoretical uncertainty \( \Delta S_W = \pm 0.0061. \)

The uncertainty in \( \alpha S_Z/\sin^2 2\theta_W \) can be estimated in a similar way, amounting to \( \Delta S_Z = \pm 0.0034. \) It is convenient and perhaps more realistic to correlate these by assuming that \( \Delta S_W \) is the quadratic sum of \( \Delta S_Z \) and \( \Delta U = \pm 0.0051 \) and to add \( \alpha \Delta S_Z/\sin^2 2\theta_W = \pm 3.7 \times 10^{-5} \) to the uncertainty in \( \Delta \alpha_{\text{had}} \) (see next subsection) which enters in the same way.

In addition to those uncertainties that are analogous to \( S_W, \) there are additional ones contributing to \( T \) associated from the top-bottom doublet. These are enhanced by powers of \( m_t \) and arise from the unknown electroweak three-loop orders \( \mathcal{O}(\alpha^3 m_t^{2m+2}) \) with \( m \geq 1, \) summing up to
\[ \frac{m_t^6}{M_W^4 (m_t^2 - M_W^2)} \left( \frac{3\alpha}{4 \pi \sin^2 \theta_W} \right)^3 \approx \frac{64}{3} \left( \frac{3\alpha}{4 \pi \sin^2 \theta_W} \right)^3 \approx 9 \left( \frac{\alpha}{\pi \sin^2 \theta_W} \right)^3 \approx 1.1 \times 10^{-5}, \]  
(2.18)
Similarly, the missing mixed \( \mathcal{O}(\alpha^2 \alpha_s m_t^{2m}) \) and \( \mathcal{O}(\alpha^2 \alpha_s^{n+1} m_t^{2m+2}) \) contributions induce errors of
\[ \frac{4\alpha_s}{\pi - 3\alpha_s} \left( \frac{\alpha}{\pi \sin^2 \theta_W} \right)^2 \approx 2.0 \times 10^{-5}, \quad \frac{48\pi^2}{\pi - 3\alpha_s} \left( \frac{\alpha_s}{\pi^2 \sin^2 \theta_W} \right)^2 \approx 0.9 \times 10^{-5}, \]  
(2.19)
respectively. Adding the estimates (2.16)–(2.19) in quadrature yields \( \Delta T \approx 0.0073. \) As a reality check, the error estimate of the \( \mathcal{O}(\alpha^2 \alpha_s m_t^4) \) term which one would find from this method, \( \pm 5.4 \times 10^{-5}, \) results in about twice the known result [84] of \( 2.8 \times 10^{-5}. \) Similarly, the comparison of the \( \mathcal{O}(\alpha^3 m_t^6) \) estimate, \( \pm 3.4 \times 10^{-5}, \) with the calculated term [84] shows an overestimate by more than an order of magnitude.

The second (non-oblique) type of uncertainty is from non-universal corrections to specific observables, such as to the partial \( Z \) decay widths or \( \alpha_Z^0 \). In particular, there are unknown corrections of \( \mathcal{O}(\alpha_s^{n+1}) \) and \( \mathcal{O}(\alpha^2 \alpha_s^n) \) that affect the hadronic partial \( Z \) width at estimated levels of \( 1.1 \times 10^{-4} \) and \( 1.8 \times 10^{-5}, \) respectively. These include flavor-dependent, non-factorizable singlet effects of \( \mathcal{O}(\alpha \alpha_s^2) \) with two gluons and a \( Z \) boson in the intermediate state which have no counterpart in lower orders. Together with the error from pure PQCD in Equation (2.13) we arrive at a fractional uncertainty in the hadronic partial width of \( \delta_{\text{PQCD/EW}} = \pm 0.00013. \) Starting at two-loop order, there are also non-resonant corrections to the Breit-Wigner lineshape (BW) of
Z boson \cite{127,118}, which are dominated by uncertainties of $\mathcal{O}(\alpha^2 \alpha_s^0)$ and $\mathcal{O}(\alpha^3)$, and which according to our method result in a fractional error of $3 \times 10^{-5}$ in $\sigma^0_{\text{had}}$.

The effects of these uncertainties are illustrated in Table 2.1. One can implement them in a global fit by adding $\Delta S$ to $\Delta \alpha_{\text{had}}$ as already mentioned, and by allowing $T$ and $U$ to float subject to the indicated constraints. The uncertainty due to $\delta_{\text{PQCD/EW}}$ is relevant for the extraction of $\alpha_s$ and leads to an error of $\delta_{\text{theory}} \alpha_s = \pm 0.0004$, which, however, is virtually negligible compared to the experimental error of $\pm 0.0028$ resulting from the lineshape extraction of $\alpha_s$. Finally, the error from the Breit-Wigner shape correction could be added to the much larger $\pm 37$ pb experimental error in $\sigma^0_{\text{had}}$, but can also be neglected.

Our estimate for the error in $M_W$ agrees very well with the result of Ref. \cite{85}, which used a method based on the assumption of a geometric growth of the perturbation series leading to a theory uncertainty of $\lesssim 1$ pb in $M_W$. The error of $\pm 0.37$ MeV \cite{129} based on the same method is also in reasonable agreement with Table 2.1. On the other hand, the theory errors in $\sin^2 \theta^l_{\text{eff}}$ of $\pm 4.7 \times 10^{-5}$ as obtained in Ref. \cite{91}, and those in $R_\ell$ ($6 \times 10^{-3}$ \cite{129}) and $\sigma^0_{\text{had}}$ ($5.6$ pb$^{-1}$ \cite{118}) are more than twice as large. We note, however, that these larger uncertainties may be a consequence of using the on-shell renormalization scheme. This is best illustrated by the partial decay rate $\Gamma^0_{\ell}$. The one-loop correction amounts to almost 4% of the tree-level value, and the two-loop electroweak corrections to 0.4%. By contrast, in the $\overline{\text{MS}}$ scheme \cite{97} the tree-level expression approximates the fully known result to better than per mille precision. There is even a 0.3% $\mathcal{O}(\alpha \alpha_s)$ correction which can, of course, not be a genuine (irreducible) effect in a leptonic $Z$ decay observable. Indeed, normalizing the total $Z$ width in terms of $G_F$ mitigates this problem, with the result that the $\mathcal{O}(\alpha^2)$ and $\mathcal{O}(\alpha \alpha_s)$ two-loop corrections amount to only $-0.85$ MeV and $-1.21$ MeV, respectively \cite{129}, which is an order of magnitude less than normalizing in terms of $\alpha$ and the on-shell weak mixing angle. In view of this, and also in order to have an independent check, an \textit{ab initio} two-loop calculation within the $\overline{\text{MS}}$ scheme of all relevant precision observables would be more than welcome.

Here it is interesting to note that Ref. \cite{36} finds a theory uncertainty in $\alpha_s$ of about $\pm 0.0009$. This reference implements the error estimates of Ref. \cite{129}, however, deviates from the geometric growth philosophy for $\delta_{\text{PQCD}}$ where the quoted theory uncertainty exceeds the last term in Equation (2.11).

In any case, the theoretical uncertainties are currently well under control. In the future, however, with the possible advent of an ultra-precise lepton collider such as the Circular Electron Positron Collider (CEPC) or the Future Circular Collider in $e\pm$ mode (FCC-ee), the calculations of radiative corrections will need to be pushed by at least another loop-order \cite{130}.

### 2.5. Running of the electromagnetic and strong coupling constants

A certain class of loop corrections can be absorbed into the electromagnetic coupling constant rendering it energy scale dependent. One example is the QED radiator function \eqref{2.10} which requires the value of the electromagnetic coupling constant at the $Z$ boson mass scale with a precision at the level of $10^{-4}$ in order to be a subdominant uncertainty within the full global electroweak fit. The energy dependence (running) of the
The fine structure constant can be parameterized as
\[
\alpha(s) = \frac{\alpha}{1 - \Delta\alpha(s)},
\]
where \(\alpha^{-1} = 137.035999139(31)\) is the fine structure constant in the Thomson limit and \(\Delta\alpha(s)\) includes all corrections to an all-order resummation of vacuum polarization diagrams such as those in Figure 2.4. The term \(\Delta\alpha(s)\) can be decomposed as
\[
\Delta\alpha(s) = \Delta\alpha_{\text{lep}}(M_Z^2) + \Delta\alpha^{(5)}_{\text{had}}(M_Z^2) + \Delta\alpha_{\text{top}}(M_Z^2),
\]
where the leptonic contribution, \(\Delta\alpha_{\text{lep}}(M_Z^2) = 314.97 \times 10^{-4}\), is included up to three-loop order in the domain where \(s \gg m_l^2\) [131], but the three-loop contribution (where quarks can appear in internal loops) is only of order \(10^{-6}\) and negligible. The corresponding four-loop result is also known [132]. The contribution of top-quark loops at \(M_Z\) is known to second order in \(\alpha_s\) and yields a correction of \(-0.72 \times 10^{-4}\) [133] with a negligible uncertainty. \(\Delta\alpha^{(5)}_{\text{had}}\) collects the contributions from the five lighter quarks. Equation (2.21) is used in the on-shell scheme, and ignores the bosonic contribution. Conversely, in the \(\overline{\text{MS}}\) scheme [134] one includes the \(W^\pm\) contribution, but may decouple the top quark [135]. Electroweak two-loop renormalization in the \(\overline{\text{MS}}\) scheme has been completed in Ref. [136].

The hadronic loop contributions of \(\Delta\alpha^{(5)}_{\text{had}}(M_Z^2)\) can be predicted perturbatively for energy scales sufficiently larger than the strong interaction scale \(\Lambda_{\text{QCD}}\), but experimental data has to be used to constrain the contributions from hadronic scales. There are four very recent evaluations of \(\Delta\alpha^{(5)}_{\text{had}}(M_Z^2)\), which differ not only in the precise sets of experimental input data, but also in the statistical methods, theoretical refinements, and the renormalization schemes. Two evaluations are mostly data driven, using hadron production data in \(e^+e^-\) annihilation, \(R(s)\) (normalized to the muon point cross section), and the theoretical prediction [82, 110] for \(R(s)\) in the perturbative regime away from the heavy quark resonance and threshold regions. These yield val-
ues of $\Delta \alpha^{(5)}_{\text{had}}(M_Z^2) = (276.00 \pm 0.95) \times 10^{-4}$ \cite{133} and $\Delta \alpha^{(5)}_{\text{had}}(M_Z^2) = (276.11 \pm 1.11) \times 10^{-4}$ \cite{137}. To obtain his most precise result, the author of Ref. \cite{138} works in the space-like region (in what he calls the Adler function approach) computing $\Delta \alpha^{(5)}_{\text{had}}(-M_Z^2)$ from his data-extracted $\Delta \alpha^{(5)}_{\text{had}}(-4 \text{ GeV}^2)$, and then converts to $\Delta \alpha^{(5)}_{\text{had}}(M_Z^2) = (275.23 \pm 1.19) \times 10^{-4}$. Finally, Ref. \cite{139} first computes $\Delta \hat{\alpha}^{(3)}_{\text{had}}(4 \text{ GeV}^2)$ in the $\overline{\text{MS}}$ scheme and then solves the renormalization group equation to obtain $\Delta \alpha^{(5)}_{\text{had}}(M_Z^2) = 127.959 \pm 0.010$, which corresponds to the value $\Delta \alpha^{(5)}_{\text{had}}(M_Z^2) = (276.1 \pm 0.8) \times 10^{-4}$. Thus, good agreement is seen, except that Ref. \cite{138} finds a somewhat lower central value\(^3\). Subject to these kinds of constraints, parameters such as $\Delta \alpha^{(5)}_{\text{had}}(M_Z^2)$ or $\Delta \hat{\alpha}^{(3)}_{\text{had}}(4 \text{ GeV}^2)$ are usually allowed to float in electroweak fits. A summary of the current experimental knowledge of $\Delta \alpha^{(5)}_{\text{had}}$ is given in Section 3.6.

Just as in QED, the strong coupling constant has to be evaluated at the $Z$ boson mass scale in the QCD radiator function 2.11. Diagrams of loop corrections, responsible for the running of $\alpha_s$, are illustrated schematically in Figure 2.5. The renormalisation group equation, describing the running of $\alpha_s$ between two different energy scales $\mu$, is known to five-loop order, and is given for the case of five massless quarks as,

$$\frac{d}{d \ln \mu^2} \left( \frac{\alpha_s}{\pi} \right) = - \left[ \frac{23}{12} \frac{\alpha_s^2}{\pi^2} + \frac{29}{12} \frac{\alpha_s^3}{\pi^3} + 2.827 \frac{\alpha_s^4}{\pi^4} + 18.85 \frac{\alpha_s^5}{\pi^5} + 15.1 \frac{\alpha_s^6}{\pi^6} + \mathcal{O} \left( \frac{\alpha_s^7}{\pi^7} \right) \right], \quad (2.22)$$

where the first \cite{140, 141} and second \cite{142, 143} term are scheme-independent and the third \cite{144, 145}, the fourth \cite{145, 146}, and the fifth \cite{147, 148} order term are given in the $\overline{\text{MS}}$ scheme. Interestingly, no factorial growth of the coefficients is seen in the known orders.

Consistency requires that five-loop running be accompanied by four-loop matching \cite{149} (decoupling) at the heavy quark thresholds. For a pedagogical review on the role of $\alpha_s$ in the Standard Model, we refer to Ref. \cite{150}.

Similar to the energy dependence of $\alpha_s$, also running masses, especially those of the $b$ and $c$ quarks, need to be considered, as they enter, for example, into phase space expressions (using pole masses in those would introduce very large, but spurious logarithms). The corresponding anomalous dimensions are also known to five-loop precision \cite{151}, and so are the corresponding four-loop matching conditions \cite{152}.

2.6. The Fermi constant and the muon lifetime

The Fermi constant $G_F$ governs the coupling strength of the $V - A$ current-current Fermi interaction in an effective theory for the description of charged-current weak interactions. Even though the Fermi theory is not renormalizable, it is fully sufficient to describe weak interactions in the low-energy limit. From Equation (1.6) one can see that $G_F$ can be used as a replacement of the $SU(2)_L$ gauge coupling $g$. Moreover, the Fermi constant can be directly related to the Higgs vacuum expectation value, $v = (\sqrt{2}G_F)^{-1/2} = 246.22$ GeV.

$G_F$ can be extracted via the muon-lifetime $\tau_\mu$ \cite{153}, using the relation

$$\frac{1}{\tau_\mu} = \frac{G_F^2 M_\mu^5}{192 \pi^3} (1 + \Delta q), \quad (2.23)$$

where $\Delta q$ accounts for higher-order QED corrections. The leading order and next-to-leading order Feynman diagrams for the decay of a positively charged muon into positrons in the Fermi Theory and the Standard Model are illustrated in Figure 2.6.

The theoretical accuracy in Equation (2.23) was limited until 1999 by the missing two-loop QED corrections to the muon decay rate. Ref. \cite{154} provided these corrections, leading to a negligible theoretical uncertainty from $G_F$ in current electroweak fits.

\(^3\)The result of an alternative evaluation in the time-like region \cite{138} yields the higher value $\alpha^{(5)}_{\text{had}}(M_Z^2) = (277.38 \pm 1.58) \times 10^{-4}$. \hfill 12
The Brout-Englert-Higgs electroweak symmetry breaking mechanism [3, 4] in the Standard Model is described by two parameters, \( \mu \) and \( \lambda \), which define the shape of the underlying scalar field (Higgs field) potential. According to Equation (1.3), for \( \mu^2 < 0 \) (one needs \( \lambda^2 > 0 \) to bound \( V_H \) in Equation (1.1) below), the Higgs potential has a minimum at

\[
v = \sqrt{\frac{2|\mu|}{\lambda}} = \frac{2M_W}{g} = 246.022 \text{ GeV},
\]

known as the vacuum expectation value, which sets the electroweak scale. The Higgs field itself is a weak isospin doublet with four components which fluctuates around the minimum \( v \) spontaneously breaking the rotational symmetry (in field space) of the Higgs field. The physical Higgs boson is therefore a scalar field \( h(x) \), expanded around \( v \). Expanding the Higgs potential (see Figure 3.1) to second order in \( h(x) \),

\[
V_H = V_0 + \frac{\mu^2}{2} [2v h(x) + h(x)^2] + \frac{\lambda^2}{8} \left[ 4v^2 h(x) + 6v^2 h(x)^2 \right] = V_0 + \frac{\lambda^2 v^2}{2} h(x)^2,
\]

introduces directly the Higgs boson mass term, \( M_H = \lambda v \). After \( v \) is fixed experimentally by the Fermi constant (from \( \mu \) decay) the parameter \( \lambda \) (and thus \( M_H \)) is the only remaining free parameter in the Higgs potential. When gravity is included, \( V_0 \) corresponds to a contribution of order \( v^4 \) to the cosmological constant which is some 60 orders of magnitude too large compared to the value deduced from the acceleration rate of the universe (the infamous and unsolved cosmological constant problem).

The couplings of the Higgs field to the electroweak bosons are encoded by their masses in Equations (1.3) and (1.5). Likewise, the coupling of the Higgs field to fermions can be introduced \( \text{via} \) the Lagrangian (after

| parameter | experimental value | parameter | experimental value |
|-----------|-------------------|-----------|-------------------|
| \( M_H \) | 125.09 ± 0.15 GeV | \( \Gamma_W \) | 2.085 ± 0.042 GeV |
| \( M_W \) | 80.380 ± 0.013 GeV | \( m_t \) | 172.90 ± 0.47 GeV |
| \( \sin^2 \theta_W \) (hadron colliders) | 0.23140 ± 0.00023 | |

### 3. Experimental Aspects of Electroweak Precision Observables

An overview of the electroweak precision observables used in the global electroweak fit is shown in Table 3.1. We will discuss the experimental status of all observables in the following. While the final experimental values of measurements, performed at the lepton colliders LEP and SLC, have been published since more than ten years ago, significant progress has been made in particular in hadron collider measurements. Hence the focus will be on the latter.

#### 3.1. The \( H \) boson

The Brout-Englert-Higgs electroweak symmetry breaking mechanism [3, 4] in the Standard Model is described by two parameters, \( \mu \) and \( \lambda \), which define the shape of the underlying scalar field (Higgs field) potential. According to Equation (1.3), for \( \mu^2 < 0 \) (one needs \( \lambda^2 > 0 \) to bound \( V_H \) in Equation (1.1) below), the Higgs potential has a minimum at

\[
v = \sqrt{\frac{2|\mu|}{\lambda}} = \frac{2M_W}{g} = 246.022 \text{ GeV},
\]

known as the vacuum expectation value, which sets the electroweak scale. The Higgs field itself is a weak isospin doublet with four components which fluctuates around the minimum \( v \) spontaneously breaking the rotational symmetry (in field space) of the Higgs field. The physical Higgs boson is therefore a scalar field \( h(x) \), expanded around \( v \). Expanding the Higgs potential (see Figure 3.1) to second order in \( h(x) \),

\[
V_H = V_0 + \frac{\mu^2}{2} [2v h(x) + h(x)^2] + \frac{\lambda^2}{8} \left[ 4v^2 h(x) + 6v^2 h(x)^2 \right] = V_0 + \frac{\lambda^2 v^2}{2} h(x)^2,
\]

introduces directly the Higgs boson mass term, \( M_H = \lambda v \). After \( v \) is fixed experimentally by the Fermi constant (from \( \mu \) decay) the parameter \( \lambda \) (and thus \( M_H \)) is the only remaining free parameter in the Higgs potential. When gravity is included, \( V_0 \) corresponds to a contribution of order \( v^4 \) to the cosmological constant which is some 60 orders of magnitude too large compared to the value deduced from the acceleration rate of the universe (the infamous and unsolved cosmological constant problem).

The couplings of the Higgs field to the electroweak bosons are encoded by their masses in Equations (1.3) and (1.5). Likewise, the coupling of the Higgs field to fermions can be introduced \( \text{via} \) the Lagrangian (after

Table 3.1: Overview of observables, their values und current uncertainties which are used or determined within the global electroweak fit. See text for additional details.
spontaneous symmetry breaking),

\[ L_Y = g_f (\bar{f}_L f_R + \bar{f}_R f_L)(v + h), \]

where the term proportional to \( v \) can be interpreted as a fermion mass term, \( m_f = g_f v \), and the other term represents the (Yukawa) coupling to the physical Higgs field \( h \). The coupling constant \( g_f \) of the Higgs field to the fermion field \( f \) is therefore proportional to the fermion mass \( m_f \), and the measurement of fermion masses is equivalent to the measurement of their couplings to the Higgs field. For very large values of \( M_H \gg v \), the total Higgs width scales like \( \sim G_F M_H^3 \), so that the Higgs boson ceases to represent a particle resonance. This can be traced to the Higgs self-coupling \( \lambda \) which couples to the longitudinal components of the \( W \) and \( Z \) bosons. Ultimately, tree-level unitarity of the partial S-wave amplitude of elastic Goldstone boson scattering implies the bound [155, 156],

\[ \frac{M_H^2}{v^2} < \frac{16\pi}{5}, \quad M_H < 781 \text{ GeV}. \]

Once the Higgs boson mass is known, all parameters in the electroweak sector are fixed and all other relations, such as the Higgs boson width or the couplings to the electroweak vector bosons can be derived within the framework of the Standard Model. New physics models can lead to differences in the Higgs boson couplings as well as to a change in the relation of the Higgs boson mass to other electroweak parameters. We will focus in this review article on the electroweak fit within the Standard Model itself, and we will only discuss the measurement of \( M_H \) in more detail, but not the studies of the Higgs boson couplings. The underlying assumption is that the new particle observed at the LHC in 2012 [32, 33], with a mass of 125 GeV, is indeed the SM Higgs boson. The most recent studies of Higgs properties are therefore summarized in Section 3.1.1 together with a brief discussion of Higgs boson production and decay.

3.1.1. The Higgs boson at the LHC

The leading order diagrams for the most relevant Standard Model Higgs boson production processes in proton-proton collisions, as well as its relevant decay channels are illustrated in Figure 3.2. A Higgs boson with a mass of 125 GeV is expected to be produced via gluon fusion (\( ggH \)) with a probability of 87%. The vector boson fusion Higgs production (VBF-H) has a contribution of 6.8%, followed by the Higgs boson radiation process (VH) with 4%, and the associated production with top (\( ttH \)) or bottom quarks (\( bbH \)) with 0.9%. The different production processes can be distinguished experimentally to some extent. The VBF-H process is typically accompanied by two (forward) jets with a large rapidity gap, since no significant color connection is expected in the initial state. The VH process implies an additional vector boson in the final state, which can be reconstructed in both leptonic and hadronic decay channels, depending on the decay channel of the Higgs. While the \( bbH \) production is experimentally difficult to distinguish from the \( ggH \) process, the \( ttH \) process has two top-quarks in the final state which can be detected. Apart from the \( bbH \) production, all other Higgs production processes have been experimentally confirmed [157, 158, 159].

The branching ratios of the Higgs boson can be classified similarly to the different production processes.
The Standard Model Higgs boson is predicted to have even parity and is the only scalar, i.e., spin-0 particle, in the SM. The study of angular distributions of the decay products in $H \rightarrow ZZ \rightarrow 4l$, $H \rightarrow WW \rightarrow e\nu\mu\nu$ and $H \rightarrow \gamma\gamma$ allows to test this prediction as well as other hypotheses of the underlying $J^P$ structure. All tested alternative models are disfavored against the SM Higgs boson hypothesis at more than 99.9% CL [161, 165].
Figure 3.5: ATLAS Collaboration [163]: diphoton invariant mass distribution of all selected data events, overlaid with the result of the fit (solid red line). Both for data and for the fit, each category is weighted by a factor \( \ln(1 + S/B) \), where \( S \) and \( B \) are the fitted signal and background yields in an \( m_{\gamma\gamma} \) interval containing 90% of the expected signal. The dotted line describes the background component of the model.

This is illustrated in Figure 3.4, where the distributions of the test statistic \( \tilde{q} \) for the SM Higgs boson and for the \( J^P \) alternative hypotheses are shown.

3.1.2. Higgs boson mass measurements

For a precise measurement of the Higgs boson mass, the full final state of the Higgs boson decay has to be reconstructed with an excellent energy and momentum resolution of the final state particles. Hence, the mass measurements of the Higgs boson are performed in the \( H \to ZZ^* \) and \( H \to \gamma\gamma \) decay channels, where the fully reconstructed invariant mass of the final state system leads to a narrow peak over smooth background. The mass value can therefore be extracted from the peak position in a model independent way, i.e., without assumptions concerning the Higgs boson production and decay yields. Since the SM expectation of the Higgs boson width is only 4 MeV, the width of the observed signal is purely an artifact of the detection resolution and the mass peak shift due to the interference between the SM background and Higgs signal can be neglected. Both collaborations reported their final Higgs mass measurements of Run I and published a combination [166].

The Higgs boson decay into photons, through a loop of heavy particles, has a small branching ratio but a very large event yield can be obtained with a narrow peak on top of a smoothly falling background. The most important irreducible background process in the \( H \to \gamma\gamma \) channel is di-photon production \( (q\bar{q} \to \gamma\gamma) \), but large contributions from reducible background processes such as \( \gamma \) + jet or jet + jet production are also expected, where one or two jets are mis-identified as photons. In order to suppress fake photons, typically tight isolation and identification criteria are applied. The events need to clear a di-photon trigger and are required to pass a minimal transverse energy requirement on the order of 25-35 GeV within the geometric acceptance of the tracking detectors of ATLAS and CMS, i.e., with a maximal pseudo-rapidity \( |\eta| \approx 2.5 \). The Higgs signal in the invariant mass distribution can be modeled by a sum of two Gaussian distributions and a Crystal Ball function (ATLAS) or a sum of three to five Gaussian functions (CMS). The background is modeled by both collaborations by smooth function, e.g., an exponential function, which can be fitted and tested directly at the invariant mass distribution outside the signal region, i.e., via a side-band approach. The bias due to the choice of the background function can be either studied by simulated samples or by the comparison of different
The mass determination is then performed by maximizing a profile likelihood function, depending on $M_H$ and further nuisance parameters. The likelihood function is constructed using probability density functions based on expected signal and background distributions, also parameterizing detector response effects\(^4\).

In order to gain sensitivity, the $H \rightarrow \gamma\gamma$ events are split into disjoint categories, which have different di-photon mass resolutions, systematic uncertainties and signal-to-background ratios. The invariant di-photon mass distribution including the fitted signal and background of the recorded data sets in 2015/16 by the ATLAS detector, corresponding to an integrated luminosity of 36.1 fb\(^{-1}\) at a center of mass energy of 13 TeV is shown as an example in Figure 3.5. Here, a signal to background ratio of roughly 0.03 is observed within a mass range of 120 to 130 GeV. An overview of the $M_H$ measurements in the $H \rightarrow \gamma\gamma$ channels is given in Table 3.2 for both collaborations. The dominant systematic uncertainties are due to non-linearity effects of the electromagnetic calorimeter response, uncertainties in the material in front of the calorimeter and shower-shape uncertainties which play a role in the photon identification. The differences in the statistical uncertainties between both experiments can be partly explained by the treatment of the bias due to the choice of the background fit function, which can be interpreted as a statistical or as systematic uncertainty.

The Higgs boson decay to two $Z$ bosons has a very good signal over background ratio, when both $Z$ bosons decay further into leptons, i.e. $H \rightarrow ZZ^* \rightarrow 4l$, where only electrons and muons ($l = e, \mu$) are considered for the mass measurements. Since one $Z$ boson has to be off-shell, i.e., with a mass around $|M_H - M_Z| \approx 34$ GeV, the energy and momentum of its decay leptons are significantly lower compared to the on-shell $Z$ boson decay. The minimal requirement on the transverse energy and momentum of the electrons and muons is therefore reduced to the lowest possible values which still allow a clean reconstruction and identification in the detector of approximately 5 GeV within the geometrical acceptance of the tracking systems. Events with four isolated reconstructed leptons are selected, of which two opposite charged, same flavor lepton pairs have to be formed. Two of the leptons are required to have an invariant mass close to the $Z$ boson mass. The dominant background in the $H \rightarrow ZZ^* \rightarrow 4l$ channel is the non-resonant $ZZ$ di-boson production $qq \rightarrow ZZ^*$, which is typically estimated and constrained in control and side-band regions. Additional background sources are top quark pair production and $Z$ boson production in association with jets. They are estimated in the signal region using data-driven techniques according to the flavor of the sub-leading lepton pairs. The expected signal to background ratio for $H \rightarrow ZZ^* \rightarrow 4l$ events ranges between 1.5 and 2, i.e., it is significantly larger than in the $H \rightarrow \gamma\gamma$ channel. For example, the CMS collaboration selected 176 candidate events with an invariant mass between 120 and 130 GeV in the 2015/2016 data set of the LHC, taken at a center of mass energy of 13 TeV and corresponding to an integrated luminosity of 35.9 fb\(^{-1}\) (Figure 3.6). The expected number of signal and background events has been approximately 110 and 64, respectively.

The events can be categorized in four classes depending on their final states, i.e., $4e, 2e2\mu, 4\mu$. Moreover, further categories can be built, e.g., utilizing production channel characteristics, to enhance the statistical sensitivity further. The $M_H$ mass determination is then performed either via a per-event approach or a template based method, employing a simultaneous profile likelihood fit to all measurement categories. The free parameters of the fit are the Higgs boson mass, $M_H$, as well as the nuisance parameters associated with systematic uncertainties. The resulting values of $M_H$ including their statistical and systematic uncertainties of all cur-

---

\(^4\)In fact, a ratio of likelihood-functions is used, however, we refer to Ref. [166] for a more detailed discussion

---

Table 3.2: Overview of the most precise determinations of the Higgs boson mass in the two-photon and four-lepton final state by the ATLAS and CMS collaborations. All values are given in GeV.

| experiment  | data set         | $M_H$  | stat. unc. | syst. unc. | experiment  | data set         | $M_H$  | stat. unc. | syst. unc. |
|------------|------------------|--------|-----------|------------|------------|------------------|--------|-----------|------------|
| ATLAS [166]| LHC Run 1        | 126.02 | 0.43      | 0.27       | ATLAS [166]| LHC Run 1        | 124.51 | 0.52      | 0.04       |
| CMS [166]  | LHC Run 1        | 124.70 | 0.31      | 0.15       | CMS [166]  | LHC Run 1        | 125.59 | 0.42      | 0.16       |
| ATLAS [163]| LHC 2015/16      | 124.93 | 0.21      | 0.34       | ATLAS [163]| LHC 2015/16      | 124.79 | 0.36      | 0.05       |
| CMS [164]  | LHC 2015/16      | 125.26 | 0.20      | 0.08       | CMS [164]  | LHC 2015/16      | 125.26 | 0.20      | 0.08       |
Currently available measurements of the ATLAS and CMS collaborations are also summarized in Table 3.2. The dominant systematic uncertainties are due to the limited knowledge in the lepton energy and resolution, but the individual measurements are still statistically limited.

The evolution of the world average of the Higgs boson mass is shown in Figure 3.7, while an overview of the relevant $M_H$ measurements from the ATLAS and CMS collaborations is given in Figure 3.8. So far, only the measurements of the first LHC run at a center of mass energy of 7 and 8 TeV have been combined by the experimental collaborations. Here, three signal strength parameters have been introduced which scale, respectively, the production rates via fermions and vector boson initial states for the di-photon decay channel, and the total production rate for the $ZZ^*\gamma$ channel. The production rates are assumed to be the same for both experiments. Further theory uncertainties are negligible. Since no official combination of all measurements including the most recent ones, given in Table 3.2, is currently available, we perform here a simplified combination using the BLUE-method [168, 169]. The assumed correlations between the individual measurements have been validated by reproducing the official available combinations and range between 0 and 0.3. We find a new world average value,

$$M_H = 125.10 \pm 0.14 \text{ GeV},$$

with a $\chi^2$/n.d.f. = 8.9/6, corresponding to a likelihood value$^5$ of $p=0.18$. This value is also illustrated in Figure 3.8 together with previous measurements. The total 0.14 GeV uncertainty has approximately a 0.12 GeV statistical and a 0.07 GeV systematic component. Hence, the overall combined uncertainty is still dominated by the limited statistics which will be come negligible after future runs of the LHC.

3.2. The W boson

3.2.1. Principle and challenges of the precision W boson mass measurement

Soon after the discovery of the $W$ boson at the UA1 and UA2 experiments [15, 16], its mass was known with a precision of 5 GeV, based on the measurement of its decay product kinematics. A first precision measurement of $M_W$ was possible during the LEP 2 runs, when the energy threshold for $W^+W^-$ production was reached. These measurements have been performed by the four LEP experiments, ALEPH, DELPHI, L3 and OPAL [25], once extracting it making use of the dependence of the $WW$ cross section close to the production threshold but also via the direct reconstruction of the kinematics of the full hadronic decay channel (four quarks), semi-hadronic decay channel (two quarks, one charged lepton, one neutrino) and partially also the full leptonic decay channel with two charged leptons and two neutrinos in the final state. The latter measurements

$^5$When assuming no correlations between all available measurements, we find $M_H = 125.12 \pm 0.14 \text{ GeV}$ with a $p$-value of 0.22.
The statistical and systematic uncertainties are of similar order and the dominant systematic contribution is due to uncertainties in the description of fragmentation and hadronisation processes [25]. The evolution of the world average of the \( W \) boson mass and its associated uncertainty from 2000 to 2017 are illustrated in Figure 3.9, based on values of the PDG as well as on the combination within this work for the year 2018. The LEP measurements have been contributing mostly to the world average until 2007, when the first precision measurement of \( M_W \) at the Tevatron collider by the CDF collaboration was published, reaching a similar level of precision. We will therefore review the principle and the challenges of the \( W \) boson mass measurement at hadron colliders in more detail, i.e., the measurements by the CDF and DØ Collaborations at the Tevatron, and by the ATLAS Collaboration at the LHC.

Similar to the LEP experiments, the determination of the \( W \) boson mass at hadron colliders exploits the kinematic distributions of its decay products. Technically this is realized by a template fit approach. The expected final state distributions, i.e. templates, are predicted by Monte Carlo (MC) simulations for varying \( W \) boson masses and compared in a second step to the observed kinematic distributions. The minimal residual difference between the simulated \( M_W \) hypotheses and the measured distribution provides a handle on \( M_W \).

In contrast to the LEP experiments, the kinematics of the \( W \) boson decay can only be fully reconstructed in the transverse plane w.r.t. the beam axis in hadron collisions, since the initial collision energy of the interacting partons in beam direction is unknown. Hence, only the momentum conservation in the transverse plane can be used to obtain relevant information on the decay kinematics. The measurement of \( M_W \) is performed in the electron and muon decay channels due to the overwhelming multi-jet background in case of the hadronic decay channels. The relevant observables sensitive to \( M_W \) are the transverse momentum spectrum of the charged decay lepton, \( p_T^l \), the missing transverse energy distribution, \( E_T^{\text{miss}} = -\vec{p}_T^l + \vec{p}_T(W) \), and the transverse mass distribution,

\[
m_T = \sqrt{2p_T^{\text{miss}}E_T^{\text{miss}}[1 - \cos \Delta \Phi(p_T^{\text{miss}}, \vec{p}_T)]}.
\]

Here, \( \Delta \Phi \) denotes the angle between the lepton and \( \vec{E}_T^{\text{miss}} \) in the transverse plane w.r.t. the beam axis, while \( p_T(W) \) denotes the transverse momentum of the \( W \) boson in that plane. Experimentally it is measured by the vectorial sum of reconstructed energy clusters in the calorimeters of the detector, known as hadronic recoil \( \vec{u}_T = \sum \vec{E}_T^{\text{calo}} \). The hadronic recoil is only a proxy for \( p_T(W) \) as it is significantly affected by the number of simultaneous hadron collisions during one recorded event. The transverse mass \( m_T \) corresponds to the

---

## Table: World average of the \( W \) boson mass since 1998

| Year | \( W \) mass [MeV] | Relative Unc. [%] |
|------|-----------------|-----------------|
| 1998 | 80300           | 0.05            |
| 2000 | 80400           | 0.1             |
| 2002 | 80450           | 0.15            |
| 2004 | 80500           | 0.2             |
| 2006 | 80550           | 0.2             |
| 2008 | 80600           | 0.2             |
| 2010 |                 |                 |
| 2012 |                 |                 |
| 2014 |                 |                 |
| 2016 |                 |                 |

## Figure 3.9: Evolution of the world average of \( M_W \) and its uncertainties vs. time. Values are taken from previous editions of the PDG review [167].

## Figure 3.10: Overview of selected measurements of \( M_W \), including the most precise measurements from LEP [25], Tevatron [170, 171], and the LHC [172].
invariant mass of the dilepton system when the $W$ boson decays fully in the transverse plane. Examples of $p_T$ and $m_T$ templates for three different assumed $M_W$ masses are shown in Figure 3.11.

Generally, the $p_T$ and $E_T^{\text{miss}}$ spectra peak at $\approx M_W/2$, but the transverse mass spectrum peaks near $M_W$. These distributions depend on different aspects of the detector response, as well as the underlying physics modeling, and therefore allow for partially uncorrelated measurements of $M_W$. Experimentally the $p_T$ distribution is limited by the knowledge of the momentum and energy scale of the tracking system and the electromagnetic calorimeter, respectively, while the $E_T^{\text{miss}}$ distribution is also affected by the calorimeter response parameters, leading to a significantly reduced sensitivity to $M_W$.

Two aspects are important for a precision measurement of the $W$ boson mass via a template fit approach at hadron colliders: Firstly, the detector response for the decay products of the $W$ boson have to be modeled to the highest precision. Secondly, the modeling of the $W$ boson production and its decay has to be described sufficiently well. Both aspects will be briefly discussed.

The calibration of the detector response is typically performed using well known resonances, such as the $Z$ boson or the $J/\psi$, in their leptonic decay channels as their masses are known with a relative precision of 0.002% and 0.0002%, respectively. The invariant mass distribution of the $Z$ boson is precisely known from the LEP experiments and has the advantage that it is kinematically very close to the decay of $W$ bosons. In particular, corrections of the momentum and energy scales of leptons, their identification and reconstruction efficiencies, as well as the modeling of the hadronic recoil measurements can be derived. Any dependencies on the lepton $p_T$ and the transverse mass are of special importance, as they directly affect the template shapes and therefore introduce a bias in the $M_W$ measurement. Since the kinematics of $Z$ and $W$ boson decays are similar but not identical, several methodologies have to be developed to transfer the corrections from the $Z$ to the $W$ boson events. The consistency of the detector calibration can be tested by measuring $M_W$ in two decay channels, i.e., in the electron and the muon final states. Most experimental uncertainties, such as lepton scales, lepton identification efficiencies and background estimations are uncorrelated between these two channels. Hence, consistent results for fitted $M_W$ values in both channels provide an important consistency check of various experimental calibrations. The related systematic uncertainties are typically limited by the available statistics of the $Z$ boson calibration sample.

In order to discuss the physics modeling in more detail, it is useful to decompose the fully differential leptonic Drell-Yan cross section in four terms,

$$
\frac{d\sigma}{dp_1 dp_2} = \left[ \frac{d\sigma(m_{ll})}{dm_{ll}} \right] \left[ \frac{d\sigma(y_{ll})}{dy_{ll}} \right] \left[ \frac{d\sigma(p_T, y_{ll})}{dp_T} \frac{1}{\sigma(y_{ll})} \right] \left[ (1 + \cos^2 \theta) + \sum_{i=0}^{7} A_i(p_T, y_{ll}) P_i(\cos \theta, \phi) \right],
$$

where $p_1$ and $p_2$ are the four-momenta of the decay leptons. This decomposition is valid in the limit of massless
leptons in a 2-body phase space and helicity conservation in the decay. The kinematics of the dilepton system are described by its invariant mass $m_{ll}$, its transverse momentum $p_T(l)$ and its rapidity $y_l$. The angles $\theta$ and $\phi$ describe the polar and the azimuthal angle of one lepton in the rest frame of the dilepton system. The impact of the helicity and polarization effects on the decay kinematics can be described by eight spherical harmonics $P_i$ of the order zero, one and two, weighted by the eight numerical coefficients $A_i$, which will be discussed in more detail in Section 3.4.4.

The model uncertainties in these terms impact the final measurement uncertainty in $M_W$ in several ways. The corrections due to electroweak effects [175] can be mostly described by final state radiation of the photons from the decay leptons, while EW loop corrections are described via the mass-dependent term in Equation (3.4). The dominant physics modeling uncertainties occur due to the limited knowledge of parton distribution functions (PDFs), the description of the transverse momentum distribution of the $W$ boson, and the prediction of QCD angular coefficients. The latter have been measured in $Z$ boson events and compared to the NNLO prediction, showing good agreement. It is therefore expected that their uncertainty is small compared to the other effects.

The kinematic distributions of the decay leptons are broadened by the intrinsic transverse momentum distribution of the $W$ boson, $p_T(W)$. The $p_T(W)$ spectrum is caused by multiple gluon emissions of the initial state partons. Uncertainties in the $p_T(W)$ modeling imply changes in the decay lepton $p_T$ distribution and hence directly affect the $M_W$ measurement. The associated model uncertainties originate from various approximations and free parameters in perturbative and non-perturbative calculations. However, they can be precisely constrained by a direct measurement of the corresponding $Z$ boson $p_T(Z)$ distribution.

The limited knowledge of proton PDFs induces the largest model uncertainty in $M_W$ and impact several terms in Equation (3.4). The most important aspects are uncertainties caused by the average polarization of $W$ bosons and acceptance effects. The polarization influences significantly the $p_T$ spectrum of the decay leptons and therefore impacts the $M_W$ measurement. In order to illustrate the relation between the $W$ boson polarization and PDFs, it is instructive to discuss a simplified example at leading order. Here, the differential cross sections for $W$ bosons in the two helicity states $\lambda = \pm 1$ can be decomposed as,

$$
\sigma_{W^+}(y) \sim u(x_1)d(x_2) + \bar{d}(x_1)u(x_2),
\sigma_{W^-}(y) \sim d(x_1)\bar{u}(x_2) + \bar{u}(x_1)d(x_2),
$$

where $u$ and $d$ are the PDFs for the respective quarks. The parameters $x_1$ and $x_2$ denote the corresponding Bjorken parameters. This implies unpolarized $W$ bosons at central rapidity $y_W = 0$, but polarized $W$ bosons for $|y_W| > 0$, since both terms contribute differently to the average net polarization. Therefore, the polarization depends on the relative contributions of the $u, \bar{u}, d$ and $\bar{d}$ quarks in the initial state. The gluon induced production of the $W$ boson becomes relevant at NLO calculations and permits also helicity states with $\lambda = 0$. The uncertainty from quark PDFs in the proton is significantly reduced at the Tevatron, as the incoming direction of the interacting anti-quarks is known to higher confidence.

An additional uncertainty at the LHC arises from the uncertainty of the charm quark PDFs in protons. The mass of a $c$-quark is roughly 1 GeV and affects the kinematics of the $W$ boson production in the $c\bar{d}$ or $d\bar{c}$ initial states, leading to a harder $p_T(W)$ spectrum. This, in turn, affects the resulting decay lepton $p_T$ distribution and thus the $M_W$ measurements.

3.2.2 Discussion and prospects of $W$ boson mass measurements at hadron colliders

The most recent $W$ boson mass measurements with leading precision have been published in 2012 by the CDF and DØ Collaborations at the Tevatron [170, 171], using 20% and 50% of the available data of the Tevatron Run 2 in proton-anti-proton collisions at a center of mass energy of 1.96 TeV, respectively, as well as in 2017 by the ATLAS Collaboration [172] based on the full dataset of proton-proton collisions collected at a center of mass energy of 7 TeV.

While the ATLAS and DØ collaborations use only $Z$ boson events for the detector response calibration, the CDF measurements also makes use of $J/\psi$ events for the calibration of the lepton momentum scale. All measurements have been performed in the electron decay channel; the CDF and ATLAS collaboration use the muon decay channel in addition. An overview of the experimental uncertainties for these three measurements is given in Table 3.3. The experimental uncertainties in the lepton calibration are of similar size. However, it should be noted that the measurements using the $p_T$ and $m_T$ distributions have a very different impact.
Table 3.3: Overview of the most precise determinations of the \( W \) boson mass at hadron colliders using the lepton \( p_T \) and the transverse mass \( (m_T) \) distributions. The experimental systematic uncertainties are broken down to effects due to the lepton response calibration, the calibration of the hadronic recoil reconstruction and further experimental uncertainties such as backgrounds. Contributions to modeling uncertainties from PDFs, QED effects, as well as the modeling of \( p_T(W) \) are shown separately.

On the combined measurement. While the Tevatron measurements are mainly driven by the \( m_T \) distribution, the measurement of ATLAS is driven by the \( p_T \) distribution. This is due to the significantly smaller pile-up contribution\(^6\) at the Tevatron, which leads to a better resolution of the hadronic recoil, and therefore a higher sensitivity of \( m_T \). Future improvements in the experimental systematics are expected mainly due to an increase of the calibration samples.

An overview of all associated physics modeling uncertainties is also given in Table 3.3. The PDF related uncertainties are dominant for all measurements performed at hadron colliders, but they arise from different origins. In particular, the PDF uncertainties could be reduced significantly for the Tevatron experiments, when including also forward leptons in the analyses. Currently leptons are restricted to the central detector with a pseudo-rapidity of \(|\eta|<1.0\). Another significant difference is the treatment of the uncertainties associated to the modeling of \( p_T(W) \). Here, the DØ and CDF measurements rely on a prediction based on re-summed calculations provided by the RESBOS event generator [176, 177] at next-to-next-to leading order, which was tuned to the measured transverse momentum of the \( Z \) boson at the Tevatron collider. This approach was not adapted by the ATLAS Collaboration, as the currently available event generators based on re-summation techniques or next-to-leading order generators with parton shower approaches fail to describe the observed ratio of \( p_T(W) \) over \( p_T(Z) \) at the LHC. One explanation could be an insufficient description of heavy quark mass effects, which are important at the LHC but play only a minor role at the Tevatron. Hence, ATLAS chose to use a pure leading-order parton shower modeling based on PYTHIA8 [173], which incorporates heavy quark mass effects. The corresponding parton shower model was tuned to \( p_T(Z) \) data and transferred within assigned systematic uncertainties to the \( W \) boson production.

When combining the most recent measurements at hadron colliders, it is fair to assume that there are no correlations between statistical and experimental systematic uncertainties between the three detectors. The situation is more complicated for the physics modeling uncertainties. Since different theoretical descriptions of the transverse momentum distribution of \( W \) and \( Z \) bosons were chosen at the LHC and the Tevatron, and also the underlying measurement of the \( p_T(Z) \) distribution was different, we assume additionally no correlations for the \( p_T(W) \) uncertainties. The chosen baseline PDF sets are different at both colliders and also the source of PDF uncertainties on \( M_W \) is different as previously discussed. Hence, neither full nor zero correlation for

\(^6\)Pile-up refers to the number of simultaneous proton-proton collisions within one recorded event, i.e., bunch-crossing.
the PDF uncertainties is expected. A full study of the correlations is beyond the scope of this review article. We therefore assume a 0.5 correlation coefficient for the PDF-related uncertainties. The final combination is performed using the BLUE method [168, 169] and includes the combined LEP measurement, which is assumed to be completely uncorrelated with the measurements at hadron colliders. The input measurements as well as their contribution to the final fit are summarized in Table 3.3. We find a new world average value of

\[ M_W = 80380 \pm 13 \text{ MeV}, \]

with a likelihood value\(^7\) of \(p = 0.74\). This value is shown in Figure 3.10, together with previous measurements.

The ultimate precision in the measurement of the \(W\) boson mass at the LHC was previously estimated to be \(\Delta M_W = 7 \text{ MeV}\) [178]. The data sets collected in the years 2012–2019 will provide sufficient statistics to reduce the detector response related uncertainties to a minimum. Several developments of the modeling of the vector boson production, in particular the treatment of heavy flavors and the interplay between high-order corrections and re-summation approaches have been triggered by the first measurement of \(M_W\) at the LHC. Moreover, new precision measurements of vector boson production became available or are foreseen in the near future. Those will reduce the corresponding PDF uncertainties. The study of a dedicated low pile-up run at the LHC in 2017 might even allow for a direct measurement of \(p_T(W)\) and hence reduce the corresponding modeling uncertainties. In view of the upcoming measurements of \(M_W\) from CMS and potentially also the LHCb collaboration, a final uncertainty in the world average of 7 MeV does not seem unrealistic.

### 3.2.3. The \(W\) boson width

Within the Standard Model, the total decay width of the \(W\) boson is predicted to be equal to the sum of the partial widths over three generations of lepton doublets and two generations of quark doublets. Its partial widths are expressed as,

\[ \Gamma_W \rightarrow f\bar{f} = \frac{|M_{f\bar{f}}|^2 N_C G_F M_W^3}{6\pi \sqrt{2}} \left[ 1 + \delta_f^{\text{rad}} (m_t, M_H, \ldots) \right], \quad (3.5) \]

where \(N_C = 3[1 + \alpha_s (M_W)/\pi + \cdots]\) is the color and QCD correction factor [179] and \(M_{f\bar{f}}\) corresponds to the CKM matrix elements for quark decay modes, while \(M_{f\bar{f}} = N_C = 1\) for leptonic decays. Corrections for the non-vanishing final state fermion masses need to be included, as well. Electroweak radiative corrections [121], including \(\alpha_s\) corrections [124], are given by \(\delta_f^{\text{rad}} \approx -0.34\%\) for leptons and \(\delta_q^{\text{rad}} \approx -0.40\%\) for quarks [180], which are small in the Standard Model since a large part of the corrections is absorbed in the measured values of \(G_F\) and \(M_W\). New particle candidates that couple to the \(W\) boson and are lighter than \(M_W\), would therefore open a new decay channel and alter \(\Gamma_W\). One very prominent example are supersymmetric models in which the \(W\) boson can decay to the lightest super-partner of the charged gauge bosons and the lightest super-partner of the neutral gauge bosons. In contrast to the \(Z\) boson width, the \(W\) boson width is known only to one electroweak loop.

The total width of the \(W\) boson can be measured directly by kinematic fits to the measured decay lepton spectra, such as the transverse momentum of the charged lepton decay \(p_T\) or the high-mass tail of the transverse mass \(m_T\) as was performed at CDF and DØ [181, 182, 183]. Alternatively, fits to the invariant mass distributions in the \(qqqq\) and \(qq\ell\nu\) final states at the LEP experiments [25] have been studied. A combination of these direct results, based on kinematic measurements, leads to \(\Gamma_W = 2085 \pm 42 \text{ MeV}\), which is currently used as the world average value [39] and did not change since the discovery of the Higgs boson.

An independent determination of the \(W\) boson width is based on the measurement of the ratio of cross sections of \(W\) and \(Z\) boson production in hadron collisions, i.e.,

\[ R = \frac{\sigma(pp' \rightarrow W^\pm + X) \text{BR}(W \rightarrow \ell\nu)}{\sigma(pp' \rightarrow Z^0 + X) \text{BR}(Z \rightarrow \ell^+\ell^-)}, \quad (3.6) \]

where \(\text{BR}(V \rightarrow \ell\ell') = \Gamma_{V \rightarrow \ell\ell'}/\Gamma_V\) denotes the leptonic branching ratio of the vector boson \((V = W, Z)\) decays.

\(^7\)Assuming no correlations, the central value does not change, but the uncertainty reduces to 12 MeV.
The ratio $R$ can be written as

$$R = \frac{\sigma_W \Gamma_{W \rightarrow \ell \nu}}{\sigma_Z \Gamma_{W \rightarrow Z}} \frac{\Gamma_{Z \rightarrow \ell \ell}}{\Gamma_{Z \rightarrow \ell \ell}} ,$$

where the total production cross section ratio $\sigma_W / \sigma_Z$ is known theoretically to high accuracy [184]. The ratio $\sigma_{Z \rightarrow \ell \ell} / \sigma_Z$ was measured precisely by the LEP experiments and thus the leptonic branching ratio of the $W$ boson, $\text{BR}(W^{\pm} \rightarrow \ell^{\pm} \nu)$, can be inferred from the measurement of $R$. The advantage of extracting $\text{BR}(W^{\pm} \rightarrow \ell^{\pm} \nu)$ from the cross section ratio $R$ lies in the fact that many experimental uncertainties approximately cancel in the ratio, such as the uncertainty on the integrated luminosity. The leptonic width of the $W$ boson in the SM can be predicted by Equation (3.5) and is given by $\Gamma(W \rightarrow \ell \nu) = 226.32 \pm 0.04 \text{ MeV}$ [39] using updated values of $M_W$, $G_F$, and $\alpha_s(M_W)$. The dominant uncertainty is due to the accuracy of $M_W$. Using this value, the total width of the $W$ boson can be extracted by a measurement of the leptonic branching ratio. This approach for the determination of the $W$-boson width has already been pursued by several experiments, in particular CDF [185], DØ [186], and CMS [187], leading to measurements of $\Gamma_W$ with an accuracy comparable to the current world average. A combination of these indirect measurements was presented in Ref. [188] and yields a value of $\Gamma_W = 2113 \pm 31 \text{ MeV}$. It should be noted that the indirect determination of $\Gamma_W$ via Equation (3.7) assumes the Standard Model branching ratio. However, possible loop corrections arising from contributions of new physics to the $W$ boson width could alter the term $\delta_{\text{rad}}$ in Equation (3.5) independently of the decay channel. Hence, the branching ratio is insensitive to effects that could appear in the corresponding loop correction terms and the value of $\Gamma_W$ resulting from the cross section measurements should not be used in the context of the global electroweak fit, as it is based on assuming the Standard Model relations.

The indirect determination via the electroweak fit yields the value $\Gamma_W = 2089.5 \pm 0.6 \text{ MeV}$ [39], which is in good agreement with the world average. Equation (3.5) shows that $\Gamma_W$ depends, among other SM parameters, on $M_W$, $\alpha_s$, and $M_H$. However, the small uncertainties in the determination of $\Gamma_W$ indicate that the sensitivity of $\Gamma_W$ to these parameters of the SM is rather weak. An overview of the most precise measurements of $\Gamma_W$ and the evolution of the world average is shown in Figures 3.12 and 3.13, respectively.

### 3.3. The $Z$ Boson and its lineshape

#### 3.3.1. Lineshape measurements at LEP and SLC

Even though the precision measurements of the $Z$ boson line shape has not changed after the discovery of the Higgs boson, we will briefly introduce the basic measurement principles and limitations due to their enormous importance for electroweak precision tests of the Standard Model. Detailed reviews can be found for example in [19] and [39].

The measurements of the $Z$ boson line shape have been performed by all LEP experiments, ALEPH, DELPHI,
The four LEP experiments measured cross sections in the different decay modes in three data-taking periods from 1990 to 1992, from 1993 to 1994, and in 1995 at different center of mass energies, which are summarized in Table 3.4, along with the selected number of signal events. The measured cross sections have been performed in the electron, muon, and tau final states, as well as final states involving particle jets. The latter can be experimentally distinguished from jets stemming from light quarks, as well as from b- and c-quarks. All experimental uncertainties, such as reconstruction efficiencies or energy scales of leptons are absorbed into uncertainties in the proportionality factor $C$. The integrated luminosity is determined by measurements of small angle Bhabha scattering with associated uncertainties of about 0.06% affecting all experiments. It is important to note that the actual energy scale calibration of final state objects has only a negligible impact on the fitting procedure of the line shape.

The four LEP experiments measured cross sections in the different decay modes in three data-taking periods from 1990 to 1992, from 1993 to 1994, and in 1995 at different center of mass energies, which are summarized in Table 3.4, along with the selected number of signal events. The measured cross sections have to be corrected for QED effects [189] such as initial state radiation (Figure 3.14), which reduce the effective center of mass energy at the $e^+e^-Z$ vertex. Moreover, the pure $Z$ boson amplitude interferes with the pure

| data-taking period | $\sqrt{s}$ [GeV] | number of $Z/\gamma^* \rightarrow q\bar{q}$ events | number of $Z/\gamma^* \rightarrow ll$ events |
|--------------------|------------------|-----------------------------------------------|-----------------------------------------------|
| 1990–1991          | 88.2–94.2 (7 points) | $1.660 \times 10^6$ | $1.86 \times 10^5$ |
| 1992               | 91.3             | $2.741 \times 10^6$ | $2.94 \times 10^5$ |
| 1993               | 89.4, 91.2, 93.0 | $2.607 \times 10^6$ | $2.96 \times 10^5$ |
| 1994               | 91.2             | $5.910 \times 10^6$ | $6.57 \times 10^5$ |
| 1995               | 89.4, 91.3, 93.0 | $2.579 \times 10^6$ | $2.91 \times 10^5$ |

Table 3.4: Overview of selected $Z$ boson events at LEP at different energies.
electromagnetic amplitude $e^+ e^- \rightarrow \gamma \rightarrow f \bar{f}$. Since close to the $Z$ boson mass the contribution of this purely electromagnetic amplitude is expected to be at the percent level, it was assumed by the LEP collaborations that this interference term follows the prediction of the Standard Model, i.e., it was fixed during the fit, leading to reduced uncertainties. More general fits were also performed as consistency checks. The combination of measured cross sections for the hadronic final states of all LEP experiments, as well as the resulting fit before and after the QED corrections, is shown in Figure 3.15.

Each experiment performed a combined fit of all measured cross sections. Using the partial and total widths directly as free fitting parameters would lead to a highly correlated parameter set, since the cross sections themselves depend on products of these parameters. Moreover, the peak cross sections $\sigma_0$ for each fermion species would have the same statistical and systematic uncertainties of the luminosity determination. It was therefore chosen to use instead the ratios of peak cross sections for the leptonic final states relative to that of hadrons,

$$R_l = \frac{\sigma_0^{\text{had}}}{\sigma_0^{l^+ l^-}} = \frac{\Gamma^{\text{had}}}{\Gamma^{l^+ l^-}},$$  \hspace{1cm} (3.12)

where $l^\pm = e^\pm, \mu^\pm$ or $\tau^-$. Historically, all jet final states have been combined into a common hadronic width parameter $\Gamma^{\text{had}}$. Once final states originating from $b$ and $c$ quarks could be experimentally distinguished, two new associated ratios have been introduced, namely

$$R_b = \frac{\Gamma_{bb}}{\Gamma^{\text{had}}}, \quad R_c = \frac{\Gamma_{cc}}{\Gamma^{\text{had}}},$$  \hspace{1cm} (3.13)

which were treated as independent parameters during the fitting procedure. While SLC could not significantly contribute to the lineshape measurement itself, it reached competitive measurements of $R_b$ and $R_c$, as well as

---

8In fact, the LEP and SLC experiments did not measure cross-sections with flavour tagging, instead measured the $b$- and $c$-rates in a fiducial reason normalised to the hadronic rate on the peak.
as of the asymmetry parameters (see Section 3.4). due to its small beam pipe and the low bunch crossing frequency.

The most general fit performed by the LEP collaborations to the measured cross sections, depends (before quark flavor tagging) on nine parameters, given by \( M_Z \), \( \Gamma_Z \), \( \sigma_0 \), \( R_e \), \( R_\mu \), and \( R_\tau \), as well as the three forward-backward asymmetries, \( A^e_{FB} \), \( A^\mu_{FB} \), and \( A_\tau^F \), which are discussed in detail in Section 3.4. Assuming lepton universality, the fit can be reduced to five free parameters including the quantities \( R_l \) and \( A^l_{FB} \), provided a correction for the final state \( \tau \) mass phase space effect of \( \delta_\tau = -0.23% \) in \( \tau^+\tau^- \) has been taken into account. Since the \( R_l \) are determined by the fermionic couplings to the \( Z \) boson and are therefore sensitive to the electroweak mixing angle, we will discuss their experimental status together with further \( \sin^2\theta_W \) sensitive observables in Section 3.4, and focus in the following only on \( M_Z \), \( \Gamma_Z \) and \( \sigma_0 \) of the \( Z \) boson and are therefore sensitive to the

3.3.2. \( Z \) boson mass, width and pole cross section

The \( Z \) boson mass, width and pole cross section are directly determined by the combined fit to the measured cross sections, as illustrated in Figure 3.15. The uncertainties in the fit parameters depend on the cross section uncertainties themselves as well as in the beam energy uncertainties. The luminosity uncertainties in the cross sections range from 0.03% for the OPAL measurements to 0.09% for DELPHI. The further experimental uncertainties depend largely on the final state, where the highest relative precision of 0.04% is reached by L3 for the hadronic final state and the largest uncertainty of 0.6% is seen in the \( \tau \) decay channel by DELPHI.

However, the dominant uncertainties stem from the limited knowledge of the center of mass energy, hence the energy scale at which the measurements have been performed. An absolute uncertainty in the energy scale impacts the position of the measurements on the x-axis in Figure 3.15, i.e., translates directly to the fitted value of \( M_Z \), while relative differences in the energy scales between measurement points affect \( \Gamma_Z \).

The precise calibration of the LEP energy has been performed via the resonant depolarization technique constantly outside normal data-taking [190]. Sources of systematic errors related to the LEP energy measurement are the non-linear response of the magnets to currents, interdependencies of the dipole fields and the beam energy, as well as further unknown effects such as tidal effects or temperatures. While the LEP energy uncertainties are largely uncorrelated between different data-taking periods, they are nearly fully correlated between the experiments and dominate the combined uncertainty in \( M_Z \). Further uncertainties that are common between the experiments are theoretical uncertainties in the luminosity determination via Bhabha scattering or in the calculation of QED radiative effects.

The individual measurements of \( M_Z \), \( \Gamma_Z \) and \( \sigma_0 \) and their combined values are summarized in Tables 3.5 and 3.6, respectively, and illustrated for \( M_Z \) and \( \Gamma_Z \) in Figures 3.16 and 3.18. Statistical uncertainties are relevant for the individual measurements, but are subdominant for the combined values. Systematic experimental

| experiment | ALEPH value | ALEPH unc. | OPAL value | OPAL unc. | DELPHI value | DELPHI unc. | L3 value | L3 unc. |
|------------|-----------|-----------|---------|---------|-------------|------------|-------|-------|
| \( M_Z \) [GeV] | 91.1891 | 0.0031 | 91.1858 | 0.003 | 91.1864 | 0.0028 | 91.1897 | 0.003 |
| \( \Gamma_Z \) [GeV] | 2.4959 | 0.0043 | 2.4948 | 0.0041 | 2.4876 | 0.0041 | 2.5025 | 0.0041 |
| \( \sigma_0 \) [nb] | 41.558 | 0.057 | 41.501 | 0.055 | 41.578 | 0.069 | 41.535 | 0.054 |
| \( R_e \) | 20.69 | 0.075 | 20.901 | 0.084 | 20.88 | 0.12 | 20.815 | 0.089 |
| \( R_\mu \) | 20.801 | 0.056 | 20.811 | 0.058 | 20.65 | 0.076 | 20.861 | 0.097 |
| \( R_\tau \) | 20.708 | 0.062 | 20.832 | 0.091 | 20.84 | 0.13 | 20.79 | 0.13 |
| \( A^e_{FB} \) | 0.0184 | 0.0034 | 0.0089 | 0.0045 | 0.0171 | 0.0049 | 0.0107 | 0.0058 |
| \( A^\mu_{FB} \) | 0.0172 | 0.0024 | 0.0159 | 0.0023 | 0.0165 | 0.0025 | 0.0188 | 0.0033 |
| \( A_\tau^F \) | 0.017 | 0.0028 | 0.0145 | 0.003 | 0.0241 | 0.0037 | 0.026 | 0.0047 |
| \( R_l \) | 20.729 | 0.039 | 20.823 | 0.044 | 20.73 | 0.06 | 20.809 | 0.06 |
| \( A^l_{FB} \) | 0.0173 | 0.0016 | 0.0146 | 0.0017 | 0.0187 | 0.0019 | 0.0192 | 0.0024 |
| \( R_b \) | 0.2159 | 0.2178 | 0.2178 | 0.0016 | 0.2163 | 0.0009 | 0.2174 | 0.0027 |

Table 3.5: Overview of the results of the \( Z \) boson line shape measurements and some related observables at LEP [19]. Lepton universality has only been assumed for \( R_l \) and \( A^l_{FB} \).
uncertainties except of the LEP energy scale calibration are of minor importance for the measurement of \( M_Z \) and \( \Gamma_Z \). While the results of \( M_Z \) and \( \Gamma_Z \) are largely uncorrelated, there is a significant correlation between \( \Gamma_Z \) and \( \sigma^0_{\text{had}} \).

The evolution of the experimental precision of \( M_Z \) and \( \Gamma_Z \) over the years is shown in Figures 3.17 and 3.19, respectively. With the analysis of the data collected during the energy scans in 1993 and 1995, the final precision was reached and did not significantly change after the final publication of the combined fit of the LEP Electroweak Working Group in 2006 [19].

### 3.4. The weak mixing angle

As discussed in Section 2.2, the effective weak mixing angle can be determined by observables which are sensitive to the ratio of the fermionic vector and axial-vector couplings to the \( Z \) boson. We turn our attention here to the differential cross section of the \( e^+e^- \rightarrow f\bar{f} \) annihilation process. The case \( f = e \) has an additional \( t \)-channel contribution and correspondingly larger uncertainties, but these cross sections have been measured, as well. The unpolarized cross section at lowest order is given by,

\[
\frac{d\sigma}{d\cos \theta} = \frac{N_e^2 G_F^2 M_Z^4}{16\pi} \frac{s}{(s-M_Z^2)^2 + s^2\Gamma_Z^2 M_Z^2} \left[ (g_v^2 + g_a^2)(g_v^f + g_a^f)(1 + \cos^2 \theta) + 2g_v^eg_a^fg_v^f g_a^f \cos \theta \right],
\]

and can be schematically written as

\[
\frac{d\sigma}{d\cos \theta} = \kappa[A(1 + \cos^2 \theta) + B \cos \theta],
\]

where \( \cos \theta \) is the angle between the incoming and outgoing fermions (or between incoming and outgoing antifermions). Several things should be noted. First of all, the \( (1 + \cos^2 \theta) \) term would also appear in a pure \( \gamma \) exchange diagram. However, the vector- and axial-vector couplings of the \( Z \) boson boson introduce an additional \( \cos \theta \) dependence. Secondly, the coefficients \( A \) and \( B \) depend on the electroweak vector and axial-vector couplings. Thus, for a given center-of-mass energy the tree level differential cross section depends only on the weak mixing angle \( \sin^2 \theta_W \), after fixing the electric charges, the weak hypercharges, \( M_Z \), and \( \Gamma_Z \).

By defining forward and background cross sections by,

\[
\sigma_F = \int_0^1 \frac{d\sigma}{d\cos \theta} d\cos \theta, \quad \sigma_B = \int_{-1}^0 \frac{d\sigma}{d\cos \theta} d\cos \theta,
\]

the forward-backward (FB) asymmetry can be defined as,

\[
A_{\text{FB}}^f = \frac{\sigma_F - \sigma_B}{\sigma_F + \sigma_B},
\]

Table 3.6: Combination by the LEP electroweak working group of different \( Z \) boson line shape and related observables [19], including a breakdown of statistical and systematic uncertainties. The breakdown was not published in Ref. [19] but derived within this work using results of the ALEPH [191] and OPAL [192] collaborations. Therefore these values should be considered as estimates only.

| observable | value | total unc. | stat. unc. | beam unc. | further syst. unc. | theo. unc. | SM expectation (via. EW fit) |
|------------|-------|------------|-----------|----------|--------------------|-----------|----------------------------|
| \( M_Z \) [GeV] | 91.1876 | 0.0021 | 0.0012 | 0.0018 | 0.0000 | 0.0004 | 91.1874 ± 0.0004 |
| \( \Gamma_Z \) [GeV] | 2.4952 | 0.0023 | 0.0019 | 0.0013 | 0.0002 | 0.0004 | 2.4956 ± 0.019 |
| \( \sigma_0 \) [nb] | 41.541 | 0.037 | 0.014 | 0.011 | 0.031 | 0.009 | 41.476 ± 0.015 |
| \( A_{FB}^f \) | 0.0145 | 0.0025 | 0.0017 | 0.0003 | 0.0016 | 0.0007 | 0.001627 ± 0.00003 |
| \( A_{FB}^t \) | 0.0169 | 0.0013 | 0.0011 | 0.0003 | 0.0006 | 0.0001 | 0.001627 ± 0.00003 |
| \( A_{FB}^\tau \) | 0.0188 | 0.0017 | 0.0013 | 0.00025 | 0.0011 | 0.0001 | 0.001627 ± 0.00003 |
At tree level and ignoring photon exchange and $Z/\gamma^*$ interference, $A_{\text{FB}}^f$ is given by the idealized expression,

$$A_{\text{FB}}^f = 3 \frac{(1 - 4|Q_e|\sin^2\theta_{\text{eff}}^f)}{1 + (1 - 4|Q_e|\sin^2\theta_{\text{eff}}^f)^2} \frac{(1 - 4|Q_f|\sin^2\theta_{\text{eff}}^f)}{1 + (1 - 4|Q_f|\sin^2\theta_{\text{eff}}^f)^2}. \tag{3.17}$$

Experimentalists remove the photon exchange amplitude and radiative corrections. Due to the observed value of $\sin^2\theta_W \sim 1/4$, it happens that $A_{\text{FB}}$ in Equation (3.17) is rather small, and $Z/\gamma^*$ interference effects are relatively enhanced. This even causes $A_{\text{FB}}^f$ to change sign not far from $s = M_Z^2$ in the cases $f = e, \mu, \tau$ where both factors in Equation (3.17) are suppressed. The sensitivity of $A_{\text{FB}}^f$ to $\sin^2\theta_W$ is then largest at the $Z$ pole, while the interference terms dominate for energies sufficiently smaller or larger than $M_Z$.

It is convenient to introduce asymmetry parameters defined by,

$$A_f \equiv \frac{2g_e^f g_\mu^f}{g_\mu^2 + g_e^2} = \frac{1 - 4|Q_f|\sin^2\theta_{\text{eff}}^f}{1 - 4|Q_f|\sin^2\theta_{\text{eff}}^f + 8|Q_f|^2 \sin^2\theta_{\text{eff}}^f}, \tag{3.18}$$

in terms of which the forward-backward asymmetry takes the simple form,

$$A_{\text{FB}}^f = \frac{3}{4} A_e A_f. \tag{3.19}$$

$A_e$ is the asymmetry parameter corresponding to the initial $e^+e^- \rightarrow Z$ vertex and $A_f$ corresponds to the final state $Z \rightarrow f\bar{f}$ vertex. The electroweak mixing angle can then be extracted using Equation (3.18). It should be noted that $A_b$ is close to one, due to the $Q_b = -1/3$ charge of the bottom quark and consequently $A_{\text{FB}}^{b\bar{b}}$ is only weakly sensitive to $\sin^2\theta_{\text{eff}}$.

Measurements of $A_{\text{FB}}$ close to the $Z$ pole have been performed at lepton and at hadron colliders, yielding relative precisions below 0.1% and 0.2% on $\sin^2\theta_{\text{eff}}^f$, respectively. The underlying process at hadron colliders is Drell-Yan production of $Z$ bosons, where the initial $e^+e^-$ state at LEP and SLC is replaced by $u\bar{u}$ and $d\bar{d}$. Less precise measurements of $\sin^2\theta_{\text{eff}}^f$ have also been performed using measurements of atomic parity violation, as well as neutrino and polarized electron scattering experiments on fixed targets. While these measurements do not contribute significantly to the world average of the electroweak mixing angle, they can test its energy dependence. Therefore, we also briefly summarize these measurements.

Interestingly, the measurement of $A_{\text{FB}}^f$ can also be used to search for new physics. While $A_{\text{FB}}$ at the $Z$ boson mass is used for the determination of $\sin^2\theta_{\text{eff}}$, large invariant masses are governed by virtual $\gamma^*$ and $Z^*$ amplitudes with comparable magnitudes. A direct search for a new resonance in the electroweak sector via...
the study of the invariant mass spectra of di-lepton events might not show an excess if the new resonance has a large width. However, such a new resonance would also interfere with the Standard Model amplitudes and hence introduce a structure in the measured asymmetries $A_{FB}$ near its mass leading to a measurable effect.

### 3.4.1. Low energy observables

At lowest energies, the measurements of parity violation in atoms yield a value of the electroweak mixing angle. The sensitivity of these experiments lies in the vector couplings of the proton and the axial-vector couplings of the electrons in the atomic shell [34], i.e.

$$g^{ep}_{AV} = 2g^{eu}_{AV} + g^{ed}_{AV} \approx -\frac{1}{2} + 2\sin^2\theta_W. \tag{3.20}$$

This directly translates to the weak charge of the atomic nucleus [193],

$$Q_{W}^{Z,N} \approx -2\left(Zg^{ep}_{AV} + Ng^{en}_{AV}\right) \left(1 - \frac{\alpha}{2\pi}\right), \tag{3.21}$$

where $Z$ and $N$ are the numbers of protons and neutrons of the atom, respectively. The nuclear weak charge $Q_{W}^{Z,N}$ impacts the ratio of the parity violating amplitude and the Stark vector polarizability which can be measured. These measurements have been performed for several atoms such as cesium [194, 195] and yield uncertainties in $\sin^2\theta_W$ at the 0.4% level for momentum transfers of order a few MeV. However, the interpretation of these measurements needs sophisticated atomic structure calculations which introduce additional theory errors of similar size [196]. On the other hand, most of these uncertainties cancel when determining atomic parity violation in isotope ratios. Very recently, the first series of measurements of this type was achieved in a chain of ytterbium isotopes [197].

A second approach to measure $\sin^2\theta_W$ at low energies is based on the scattering of a left- and right-handed polarized electron beam on a deuteron target, i.e., the reaction $e_{L,R}N \rightarrow eX$. Here, the measurement of the left-right asymmetry of the cross section,

$$A_{LR} = \frac{\sigma_L - \sigma_R}{\sigma_L + \sigma_R}, \tag{3.22}$$

provides an observable that is sensitive to the electroweak mixing angle, since the dominant QED cross section is parity conserving and drops out from the numerator. These measurements have been performed by several groups and laboratories at different center of mass energies [198]. This includes deep inelastic scattering (DIS) at SLAC [199] and at the 6 GeV CEBAF at JLab [200], where the latter reached about 5% precision in $A_{LR}$. A new detector, SoLID, to operate at the upgraded CEBAF to 12 GeV is projected to reduce the uncertainty to the
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Figure 3.20: Running of $\sin^2 \theta_W$ in the \overline{MS} renormalization scheme [139, 206], together with measurements from low energy experiments including atomic parity violation [194, 195], parity violating electron scattering [203, 202], e-DIS [199, 200], and $\nu$-DIS [207]. All measurements have been translated to the \overline{MS} scheme using the relations from Refs. [90, 208]. Numerically, the difference between the \overline{MS} definition and $\sin^2 \theta_{\text{eff}}$ is small and only mildly $m_t$ dependent.

0.5% level [201]. Most recently, the Qweak collaboration published a measurement using a beam of longitudinally polarized electrons accelerated to 1.16 GeV on an unpolarized liquid hydrogen target [202], resulting in a precision of 5% at a momentum transfer of 157 MeV, i.e., in the elastic regime. $A_{\text{LR}}$ in Equation (3.22) has also been measured in the purely leptonic reaction $e^- e^- \rightarrow e^- e^-$ using the electron arm of the SLC aimed at liquid hydrogen [203]. This measurement was performed by the SLAC–E158 experiment, yielding a value of $\sin^2 \theta_{\text{eff}} = 0.2397 \pm 0.0013$ at $Q^2 = 0.026$ GeV$^2$ [203].

Several future experiments are planned to significantly improve the electroweak mixing angle from low energy observables and therefore to test the running of the electroweak mixing angle to higher precision than was previously possible. Notably, the future measurement of the parity violating asymmetry in the elastic electron proton scattering by the P2 experiment at the new MESA (Mainz Energy-Recovery Superconducting Accelerator) accelerator, currently built at the University of Mainz, is expected to reach a relative precision of 0.13% in the electroweak mixing angle [204], which is comparable to the $Z$ pole measurements at LEP and the SLC. The MESA accelerator provides a high intensity beam with an energy of 155 MeV with high degree of longitudinal polarization. The extraction of $\sin^2 \theta_W$ is performed at very low momentum transfer of $Q^2 = 0.005$ GeV$^2$, leading to a measurement complementary to previous and upcoming measurements around the $Z$ pole, including those at the LHC. Similarly, the asymmetry in Møller scattering may be determined with a fivefold greater precision compared to SLAC–E158 by the MOLLER collaboration at JLab [205].

The measurement of the couplings $g_\nu$ and $g_A$ in neutrino scattering experiments is typically performed using the processes $\nu_\mu e \rightarrow \nu_\mu e$ and $\bar{\nu}_\mu e \rightarrow \bar{\nu}_\mu e$. The cross sections for these reactions in the limit of large neutrino energies compared to the electron mass, is given by

$$
\sigma_{\nu e} = \frac{G_F^2 m_e E_\nu}{2\pi} \left[ (g_\nu^{\nu e} \pm g_A^{\nu e})^2 + \frac{(g_\nu^{\nu e} \mp g_A^{\nu e})^2}{3} \right],
$$

where the upper (lower) sign refers to (anti-)neutrino scattering. The most precise experimental observable is given by the ratio of the cross sections of neutrino and anti-neutrino scattering,

$$
R = \frac{\sigma_{\nu e}}{\sigma_{\bar{\nu} e}}.
$$

Similar to neutrino scattering on leptons, the cross sections for DIS events of neutrinos on nuclear targets can
Table 3.7: Overview of values of $R_f$ measured at from the LEP [19, 191, 192] and SLD [214, 215] collaborations.

| obs. | collider  | value      | total unc. | stat. unc. | sys. unc. | SM expectation (EW fit) |
|------|-----------|------------|------------|------------|-----------|-------------------------|
| $R_t$ | LEP       | 20.767     | 0.025      | 0.017      | 0.018     | 20.722 ± 0.026          |
| $R_b$ | LEP (ALEPH) | 0.2159     | 0.0013     | 0.0009     | 0.0009    | 20.722 ± 0.0004         |
| $R_b$ | LEP (DELPHI) | 0.2163     | 0.0009     | 0.0007     | 0.0005    | 20.722 ± 0.0004         |
| $R_b$ | LEP (OPAL) | 0.2174     | 0.0027     | 0.0011     | 0.0012    | 20.722 ± 0.0004         |
| $R_b$ | LEP (LS) | 0.2173     | 0.0015     | 0.0015     | 0.0023    | 20.722 ± 0.0004         |
| $R_b$ | SLD       | 0.2158     | 0.0011     | 0.0009     | 0.0007    | 20.722 ± 0.0004         |
| $R_c$ | SLD       | 0.1741     | 0.0037     | 0.0031     | 0.0002    | 20.722 ± 0.0001         |
| $R_b$ | SLD+LEP | 0.21629    | 0.0007     | —          | —         | 20.722 ± 0.0004         |
| $R_c$ | SLD+LEP | 0.1721     | 0.003      | —          | —         | 20.722 ± 0.0001         |

also be studied. A direct sensitivity on $\sin^2 \theta_W$ is achieved by measuring the ratio of neutral current (NC) to charged current (CC) scattering events, i.e.,

$$R_\nu = \frac{\sigma_{NC}^{\nu N}}{\sigma_{CC}^{\nu N}},$$

(3.25)

where $N$ denotes an isoscalar nucleon target. Such measurements have been performed in the 1980s and 1990s by the CDHS [209], CHARM [210] and CCFR [211] collaborations with an experimental precision on the order of 1%. Several QCD related theoretical uncertainties cancel in this ratio. The remaining dominant theoretical uncertainty is associated with the mass threshold of the $c$-quark which affects mainly $\sigma_{CC}^{\nu N}$. Since this uncertainty is of similar size for neutrinos and anti-neutrinos, the definition of the Paschos-Wolfenstein ratio [212],

$$R^{-} = \frac{\sigma_{NC}^{\nu N} - \sigma_{NC}^{\bar{\nu} N}}{\sigma_{CC}^{\nu N} - \sigma_{CC}^{\bar{\nu} N}},$$

(3.26)

provides an experimental observable which is still sensitive to $\sin^2 \theta_W$, but with a significantly reduced theoretical uncertainty. This quantity was measured in 2002 by the NuTeV collaboration [207] with sub-percent precision, leading to a value for the on-shell mixing angle of $\sin^2 \theta_W = 0.2277 ± 0.0016$. This is 3σ larger than the expectation of the SM and hence raised significant attention. Several effects which might lead to significant changes in the interpretation of the originally published value, such as isospin violation in the parton distributions, the strange sea quark content of the nucleons, as well as QED splitting and nuclear effects, have been discussed since. However, a final conclusion has not yet been reached. A full review of this topic can be found in Refs. [34, 213]. The energy dependence of the weak mixing angle, together with the discussed experimental results of low energy measurements is illustrated in Figure 3.20.

3.4.2. Partial decay widths and fermionic couplings of the $Z$ boson

The leptonic partial widths of the $Z$ boson are precisely determined alongside the lineshape fit measurements performed at LEP (see Section 3.3) via the ratios of leptonic to hadronic cross sections, $R_l$. The corresponding ratios for $c$- and $b$-quark final states, $R_b$ and $R_c$ defined in Equation (3.13), have also been measured by the LEP experiments, as well as by SLD. The latter measurements reached a competitive precision due to a very small beam size and a precise CCD pixel detector at the SLC, allowing for a clean identification of $b$- and $c$-quark induced particle jets. A summary of all measured ratios including dominant uncertainties, as well as their combination, is given in Table 3.7. All measurements are statistically limited. Figure 3.21 shows pull distributions for all precision measurements of $R_f$ relative to their Standard Model predictions. In general, good agreement is observed.

3.4.3. Asymmetry measurements at LEP and SLC

The measurements of $\sin^2 \theta^l_{\text{eff}}$ at LEP reduce to counting experiments by measuring the forward-backward asymmetries in Equation (3.16). Effective weak mixing angle for various flavors can be extracted using Equations (3.18) and (3.19), but most asymmetries are sensitive to the angle for charged leptons, $\sin^2 \theta^l_{\text{eff}}$. This observable is therefore used as reference in the following.
Table 3.8: Overview of the measured asymmetries at the $Z$ pole from the LEP and SLD experiments [19]. The values are compared to the SM prediction and a pull value for each observable, $(O_{\text{measured}} - O_{\text{predicted}})/\Delta O$, is calculated. In addition, the corresponding effective weak mixing angle $\sin^2 \theta^\text{eff}$ is given. The values indicated with an asterisk have been derived within this work.

The forward backward asymmetries $A^e_{\text{FB}}, A^\mu_{\text{FB}},$ and $A^\tau_{\text{FB}}$, have all been measured at the $Z$ pole at LEP. Since most systematic detector effects cancel in the ratio, the asymmetry measurements are statistically limited. The largest uncertainties are observed in the electron decay channel, due to the $t$-channel contributions and associated uncertainties. Common systematic uncertainties between all experiments, like the beam energy calibration, are small. An overview of the combined LEP measurements of the leptonic forward-backward asymmetries along with the SM expectation is given in Table 3.8.

The measurements of hadronic asymmetries are more complicated, since the final state quarks are only reconstructed as particle jets. The charge of the outgoing quark has to be determined in order to distinguish asymmetries along with the SM expectation is given in Table 3.8. Notice, that the value for $\sin^2 \theta^\text{eff}$ derived from $A^b_{\text{FB}}$ is somewhat larger than the SM expectation. However, an update of the two-loop QCD correction to the asymmetry [216] with massive $b$ quarks reduces the deviation by about 1/4 $\sigma$. Previous $O(\alpha_s^2)$ calculations were obtained in the $m_b = 0$ limit [217, 218, 219, 220] (for the one-loop calculations see Refs. [221, 222]).

During LEP 1 direct determinations of $A_e$ and $A_\tau$ have also been performed by measuring the polarization of $\tau^-$ leptons in $Z \to \tau^+\tau^-$ events. The $\tau$ polarization is given by

$$P_\tau(\cos \theta_\tau) = \frac{\sigma^+(\theta_\tau) - \sigma^-(\theta_\tau)}{\sigma^+(\theta_\tau) + \sigma^-(\theta_\tau)} = \frac{A_e (1 + \cos^2 \theta_\tau) + 2 A_\tau \cos \theta_\tau}{(1 + \cos^2 \theta_\tau) + \frac{2}{3} A^b_{\text{FB}} \cos \theta_\tau},$$

where $\sigma^\pm$ denotes the cross section for the production of $\tau^-$ leptons with positive and negative helicity, and $\theta_\tau$ is the angle between the incoming $e^-$ beam and the outgoing $\tau^-$. The measurement of the differential $\tau^-$ polarization therefore allows the simultaneous extraction of $A_\tau$ and $A_e$. The corresponding LEP results are also
table 3.9: overview of selected measurements at lep, sld, tevatron and the lhc of the effective leptonic electroweak mixing angle \( \sin^2 \theta^\text{eff} \) using different observables including a breakdown of different sources of uncertainties. values which are indicated with an asterisk have not been published and hence only estimated within this work.

summarized in table 3.8.

the high polarization of the initial electron beam at the slc allowed for the measurement of the left-right asymmetry \( a_{LR} \), as in equation (3.22), leading to competitive precision in \( \sin^2 \theta^\text{eff} \). by virtue of the relation \( a_{LR} = a_e P_e \), this asymmetry translates directly to \( a_e \) provided the average polarization of the initial electron beam, \( P_e \), is known. similarly, the forward-backward asymmetry can be measured for specified final states, except that equation (3.19) has to be modified to

\[
A^f_{FB} = \frac{3}{4} A_f \frac{A_e + P_e}{1 + P_e A_e}.
\]  

(3.28) once the polarization of the initial state electron is measured, also the left-right forward-backward cross section ratio

\[
A^f_{FB,LR} = \frac{\sigma^f_{LF} + \sigma^f_{RB} - \sigma^f_{LB} - \sigma^f_{RF}}{\sigma^f_{LF} + \sigma^f_{RB} + \sigma^f_{LB} + \sigma^f_{RF}} = \frac{3}{4} A_f
\]  

(3.29) can be extracted, where \( f \) is the fermion flavor in the final state, the subscripts \( L, R \) denote the left- or right-hand initial state electrons to be detected in the forward (\( F \)) or backward (\( B \)) hemisphere of the detector. thus, \( A_f \) can be measured directly, again with the advantage of being a counting experiments of events in different hemispheres of the detector where several systematic and theoretical uncertainties cancel in the ratio. this approach was followed by sld, providing precision measurements of \( a_s, a_c, a_b, a_\mu \) and \( a_T \). the corresponding sld results are also summarized in table 3.8.

All measured asymmetries can be translated to values of \( \sin^2 \theta^\text{eff} \) by using equations (3.18) and (3.28). the results are shown in table 3.9 and are illustrated in figure 3.22 together with the world average and the standard model expectation. in general, good agreement between all measurements can be observed, with the exception of the two most precise measurements, namely \( a_e \) from sld and \( A^b_{FB} \) at lep, which differ by more than \( 3\sigma \). both measurements are statistically limited.

### 3.4.4. principle and challenges of \( \sin^2 \theta^\text{eff} \) measurements at hadron colliders

At electron-positron colliders, the incoming direction of fermions and anti-fermions is known explicitly, allowing for a natural definition of an angle \( \theta \) between the incoming \( e^- \) and the outgoing final state particle. at hadron colliders, the initial state of the \( Z \) boson production consists of one quark and one anti-quark, but it is not possible to determine the flavor of these quarks. hence a similar forward-backward asymmetry measurement at hadron colliders always has to involve the convolution of parton density functions in the initial state, as well as an averaging over all initial state flavors. similar to \( e^+ e^- \) colliders, a unique angle \( \theta \) has to be
defined. A natural choice would be the direction of the incoming quark. However, this can not be done for two reasons:

Firstly, the direction of the incoming quark is not precisely known in hadron collisions. However, the beam direction of protons and anti-protons is known at the Tevatron and the majority of $Z$ bosons is produced in a valence quark annihilation process. The situation is even more challenging at the LHC, since the anti-quark in the initial state is necessarily a sea quark and it cannot be determined on an event-by-event basis by which of the two protons it was provided. Secondly, the incoming partons are subject to initial state radiation, which leads to a non-negligible transverse momentum, $p_T$, of the vector boson arising from the annihilation. Therefore, the directions of the incoming partons are not co-linear.

To overcome these problems, the rest frame of the vector boson is typically chosen as reference frame in which the angular distributions of the decay leptons are measured. The definition of the axes in this rest frame is still ambiguous. To minimize the effect arising from the lack of information about the kinematics and the incoming partons one proceeds as follows. The hadron plane is defined in the rest frame of the vector boson such that it contains both incoming protons. The $x$-axis within the hadron plane is defined to bisect the angle between the protons. The $y$-axis is defined as the normal vector to the hadron plane, and the $z$-axis is chosen such that a right-handed Cartesian coordinate system is defined (Figure 3.23). The resulting reference frame is called Collins-Soper (CS) frame [229]. The angle $\theta_{CS}^*$ in the CS frame can be expressed as

$$
\cos \theta_{CS}^* = \frac{p_z(l)}{|p_z(l)|} \frac{2(p_1^+ p_2^- - p_1^- p_2^+)}{m_H \sqrt{m_H^2 + p_T(l)^2}},
$$

(3.30)

with $p_i^\pm = (E_i \pm p_{z,i})/\sqrt{2}$, where $E_i$ and $p_{z,i}$ are the energy and longitudinal momentum of lepton $i$. The first factor in this equation defines the sign and hence the direction of the incoming quark. The second factor corrects for the measured boost due to the hadronic activity in the initial state of the event and defines an average angle between the decay leptons and the quarks.

The correct assignment of the quark direction in Equation (3.30) can be addressed on a statistical basis. Vector bosons with a longitudinal momentum $p_z(V)$ have been produced by partons which have significantly different Bjorken-$x$ values. Figure 3.24 illustrates that large $x$-values enhance the probability for having valence quarks in the interaction, and that the corresponding anti-quark can be associated with the smaller $x$-values. Hence, the measurement of $p_z(V)$ allows to assign the longitudinal quark and anti-quark directions on a statistical basis. It should be noted that large $p_z(Z)$ values also imply large rapidities and hence the statistical precision for the correct quark/anti-quark assignment is enhanced for $Z$ bosons in the forward region of the detectors.
Thus, one measures the forward-backward asymmetry $A_{FB}$ in Equation (3.16) at hadron colliders with respect to $\theta^*_{CS}$. The knowledge of the parton density functions of the proton plays a crucial role here: firstly, to determine the contributions of the different quark flavors in the initial state which contribute with different $A_{FB}$ values, and secondly — and more importantly at the LHC — to estimate the dilution effect due to the wrong assignment of the quark direction in Equation (3.30). The actual extraction of the weak mixing angle can then be achieved by a template fit approach for the measured $A_{FB}$ spectrum, based on the variation of $\sin^2\theta^\text{eff}$ in the underlying MC generator program.

In order to understand the problematic aspect of the parton density functions in the context of $A_{FB}$ in more detail, it is helpful to further decompose the general form of the differential cross section of the Drell-Yan process, $pp \rightarrow Z(W) + X \rightarrow l^+l^-(\ell\nu) + X$ [230, 231] following Equation (3.4) as

$$
\frac{d\sigma}{dp_T^2 dy d\cos\theta d\phi} = \frac{d\sigma_{\text{unpol}}}{dp_T^2 dy} (1 + \cos^2\theta) + \frac{A_0}{2} (1 - 3 \cos^2\theta) + \frac{A_1}{2} \sin 2\theta \cos \phi + \frac{A_2}{2} \sin^2\theta \cos 2\phi
$$

$$
+ A_3 \sin \theta \cos \phi + A_4 \cos \theta + A_5 \sin^2\theta \sin 2\phi + A_6 \sin 2\theta \sin \phi + A_7 \sin \theta \sin \phi
$$

where $\theta$ and $\phi$ are the polar and azimuthal angles in the CS frame defined before. The $\cos \theta$ and $\phi$ dependence of the differential Drell Yan cross-section is therefore completely described analytically, while the dependence on $p_T$, rapidity and invariant mass is entirely contained in the $A_i$ coefficients. These nine terms describe the polarization states of the boson. Hence the QCD dynamics of the $Z$ boson production mechanism can be factorized from the decay kinematics in the $Z$ boson rest frame. The measurement of the angular coefficients is therefore independent from QCD and QED effects related to the $Z$ boson production and decay.$^9$

The coefficients $A_i$ depend on boson kinematics and, with the exception of $A_4$, vanish for small transverse momenta of the vector boson. All coefficients are subject to higher-order perturbative and non-perturbative corrections, structure functions, and renormalisation and factorization scale uncertainties. Since the PDFs of the proton impact the vector boson kinematics, the $A_i$ also depend indirectly on the PDFs themselves. The longitudinal and transverse states of polarization are described by the coefficients $A_0$ and $A_2$, while the interference between both polarization states is described by $A_1$. A special role is played by the $A_4$ coefficient, as the $\cos \theta$ term is odd under parity, and hence does not vanish at tree-level for $Z$ exchange. Thus, it is directly connected to the forward-backward asymmetry and the electroweak mixing angle. The coefficients $A_5, A_6$ and $A_7$ appear in NLO calculations in $\alpha_s$. The first measurement of the angular coefficients in hadron colliders was done at CDF [233]. All angular coefficients have also been measured to high precision in Drell-Yan production.

$^9$QED and EW corrections between the initial state and final state particles have only a negligible impact at the $Z$ boson mass.
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Figure 3.25: Distributions of $A_{FB}(m_{ll})$ for dilepton events in $pp$ collisions at 13 TeV using PYTHIA8 and the NNLOPDF3.0 PDF set with rapidity $|y_{ll}| < 2.4$. The $A_{FB}(m_{ll})$ distributions for different quark initial states are shown on the left, the observed distributions including dilution effects are shown on the right. The incoming quark direction cannot be identified for sea quarks. The original version of this plots can be found in Ref. [236].

at the LHC [234, 235] and agree with NNLO predictions. The uncertainty in their functional dependence played an important role for the $W$ boson mass measurement at the LHC, as it directly affects the $p_T$ spectrum of the vector boson decay leptons.

Since the forward-backward asymmetry in the CS frame is given by a convolution of the $g_A$ and $g_V$ couplings over all the incoming quarks and outgoing leptons, it is not only dependent on the value of $\sin^2\theta_W$ itself, but also on the underlying PDFs. A typical dependence of $A_{FB}$ in proton-proton collisions as a function of invariant mass of the decay leptons is shown in Figure 3.25. Due to its larger charge the $u$-quark induces a significantly larger variation in $A_{FB}$ than the $d$-quark. The offset of $A_{FB}$ at $M_Z$ is therefore the observable which inhibits the highest sensitivity to $\sin^2\theta_W$. In terms of the angular $A_4$ coefficient, it can be expressed as

$$A_{FB}(m_{ll}) = \frac{\sigma^+(m_{ll}) - \sigma^-(m_{ll})}{\sigma^+(m_{ll}) + \sigma^-(m_{ll})} = \frac{3}{8} A_4(m_{ll}). \quad (3.32)$$

Hence, the measurement of $A_4$ is equivalent to a measurement of $A_{FB}$ and can be used in principle to determine $\sin^2\theta_W$.

In the simplest approach, a purely inclusive $A_{FB}$ is the only basis for the $\sin^2\theta^l_{\text{eff}}$ extraction. Already at this stage, one can distinguish between approaches which perform the fit at the reconstruction level, similar to the kinematic fits of $M_W$ and $m_t$, or at the particle level, i.e., where detector effects have been removed through unfolding approaches. The latter have the advantage that the actual measurement of $\sin^2\theta^l_{\text{eff}}$ can be performed independent of the experimental collaborations and can be easily updated at later stages with an improved theory modeling.

$A_{FB}$ is measured at hadron colliders in the electron or muon decay channel of the $Z$ boson as a function of the invariant mass of the dilepton pair. The largest sensitivity to $\sin^2\theta^l_{\text{eff}}$ comes from the measurement directly at the $Z$ pole mass. Due to the strong dependence of $A_{FB}$ around $M_Z$, it is critical to have a precise lepton energy calibration. When measuring $A_{FB}$ not only as a function of $m_{ll}$, but also as a function of the pseudo-rapidity of the dilepton system and/or as a function of $\theta^l_{CS}$, the extraction of $\sin^2\theta^l_{\text{eff}}$ can be performed in parallel to constraining proton PDFs, leading to reduced model uncertainties as described in Section 3.4.5.

MC event generators for Drell-Yan production are used in all experimental approaches for the measurement of $\sin^2\theta_W$ to generate $A_{FB}$ templates. However, common event generators do not include electroweak radiative corrections beyond photon emissions in the initial and final state. For example, the PYTHIA generator uses the same value for the effective couplings $\sin^2\theta^l_{\text{eff}}$ for all fermions. The electroweak corrections, which would need to be implemented in MC event generators are already known since LEP and were calculated by ZFITTER [41] already in the late 1990s. They were used for the corresponding precision measurements at LEP and SLD.
Since the process $e^+e^- \to q\bar{q}$ is analogous to the reaction at hadron colliders $q\bar{q} \to e^+e^-$, the corresponding electroweak form factors, $\rho_{eq}$, $\kappa_{eq}$, and $\kappa_q$, can be included in the couplings $g_A^l$ and $g_V^l$ to improve the Born level expressions of the Drell-Yan process. As a refinement, another form factor, $\kappa_{eq}$, multiplying terms proportional to $\sin^4 \theta_W$ can be introduced. This approach leads to an enhanced Born approximation, which was used for the first time by the CDF collaboration [224]. This correction leads to a shift of $+0.00022\pm0.00004$ in the extracted value of $\sin^2 \theta_W$.

3.4.5. Discussion of recent $\sin^2 \theta_W$ measurements at hadron colliders

The latest measurement of $\sin^2 \theta_W$ at the Tevatron was published in 2017 by the DØ Collaboration [223] using the electron and muon decay channels of the Z boson. It is based on a template fit approach, where different $A_{FB}$ distributions have been simulated according to varied input values of $\sin^2 \theta_W$ at the Born level, using the LO Monte Carlo generator PYTHIA [173] and the CTEQ6.6 PDF set [237]. The templates are based on fully simulated events and are obtained by reweighting the invariant mass and the $\cos \theta_{CS}$ distributions at the generator level. DØ uses electrons which are reconstructed in the central and in the forward region of the detector, defined by the pseudo-rapidities $|\eta| < 1.1$ and $1.5 < |\eta| < 3.5$, respectively. While electron pairs, that are both reconstructed in the forward region are required to have an invariant mass of $81 \text{ GeV} < m_{ee} < 97 \text{ GeV}$, this requirement is relaxed for other electron combinations to $75 \text{ GeV} < m_{ee} < 115 \text{ GeV}$. The measured value, as well as the experimental and model uncertainties, are summarized in Table 3.9. It should be noted that this value was not fully corrected for the underlying assumption of the PYTHIA event generator of a fixed weak mixing angle for all fermions. A partial correction was achieved by comparing the PYTHIA interpretation with a modified version of RESBOS, which uses different values of the effective weak mixing angle for leptons and up- and down-quarks [238]. The dominant uncertainty in the final measurements is due to the limited data statistics. The leading experimental uncertainty is due to the electron identification. The most sensitive measurement is performed for events in which one electron is central and the second electron is reconstructed in the forward region.

The CDF collaboration published a measurement of $\sin^2 \theta_W$ based on the full Run II data set of $9.4 \text{ fb}^{-1}$, and is also using both electron and muon decay channels with a similar precision as DØ [223]. CDF uses muon pairs with a rapidity of $|y_{\mu\mu}| < 1$, and electron pairs with $|y_{ee}| < 1.7$, and employs an advanced data-driven event weighting technique [239] for the extraction of $A_{FB}$. Here, the asymmetry is evaluated in bins of $|\cos \theta_{CS}|$ using,

$$A_{FB} = \frac{N^+ - N^-}{N^+ + N^-},$$

where $N^\pm$ is the selected number of forward (backward) lepton pairs and $e^\pm A^\pm$ are the respective detector efficiencies and acceptances. No significant differences in the detector performance is expected for high energetic leptons. It is therefore assumed that the interchange of particles and anti-particles changes only the sign of $\cos \theta_{CS}$. Hence, the acceptance and efficiency corrections cancel to first order for each bin in $|\cos \theta_{CS}|$, leading to the second equality in Equation (3.33). The binned measurements are reformulated into an un-binned, event-by-event weighted expression which is used for the combination of all $\cos \theta_{CS}$ bins. Resolution and migration effects are unfolded using fully detector simulated MC samples. Further details on the employed methodology can be found in [239]. The final CDF result on $\sin^2 \theta_W$ including uncertainties is summarized in Table 3.9. Similar to DØ, the measurement is statistically limited with a significant uncertainty due to PDFs. In contrast to DØ, the electroweak form factor corrections employ the enhanced Born approximation.

The measurements from the CDF and DØ collaborations have been combined in Ref. [225]. The statistical uncertainty is similar for both measurements and dominates the overall precision, where the combination improves the statistical precision from $0.00043$ to $0.00027$. The published value of DØ was adjusted to account for the difference between the CTEQ6.6 PDF set, which was used in the original measurement, and the NNPDF3.0 PDF set, which was used for the CDF measurement. In addition, radiative electroweak corrections have been taken into account. This leads to an overall change of the central value by $0.00014\pm0.00004$. The combined value, $0.23148\pm0.00033$, is shown in Table 3.9 and illustrated together with all other measurements in Figure 3.26, and falls in between the LEP and SLD measurements which have a similar precision.

As mentioned, the situation at the LHC is significantly more complicated as the dilution effects from the
quark anti-quark assignment are strongly enhanced. The latest CMS measurement of the effective weak mixing angle is based on the analysis of Drell-Yan events in the electron and muon decay channels using nearly the full available data set at 8 TeV [226]. Similarly to CDF, the event weighting technique is used for the determination of $A_{FB}$, which is measured in 12 bins of di-lepton masses in the range between 60 GeV and 120 GeV and 6 equal bins in absolute di-lepton rapidity up to 2.4. The weak mixing angle $\sin^2 \theta^\prime_{\text{eff}}$, is extracted by minimizing the $\chi^2$ value between the data and all template $A_{FB}$ distributions. The templates are produced with the PowhegBox generator [240, 241] at NLO precision in $\alpha_s$, using the NNPDF3.0 PDF set [242] interfaced with Pythia8 [173] for additional parton showering.

Since PDF variations can lead to large changes in $A_{FB}$ in the low and high mass regions, these can be used to minimize PDF uncertainties. CMS employs a Bayesian $\chi^2$ reweighting technique [243], where PDF variations that better describe the measured $A_{FB}$ distributions receive a larger weight than those which describe the data worse. This approach leads to a reduction of the PDF uncertainty by nearly 50%, while the central value does not change significantly. The second largest model uncertainty is due to variations of the factorization and renormalization scales. Uncertainties caused by unknown higher order electroweak corrections affecting the difference between the quark and leptonic effective mixing angles in the MC event generator have been found to be negligible.

The most precise — albeit preliminary — measurement of $\sin^2 \theta^\prime_{\text{eff}}$ at the LHC has been performed by the ATLAS collaboration and is also based on the full 2012 data sample, using the electron and muon decay channels [227]. Since a high acceptance of $Z$ bosons with large rapidities reduces the dilution of falsely identified quark-directions, ATLAS also includes forward electrons in their analysis. By requiring one electron with $|\eta| < 2.4$ and allowing a second electron within $|\eta| < 4.9$, an acceptance for $Z$ boson events up to a rapidity $|y_{ll}| < 3.6$ is achieved. The measurement can therefore be decomposed into two fiducial phase space regions, one where both decay leptons are within a di-lepton rapidity range of $|y_{ll}| < 2.4$ (central) and one which extends to higher rapidities of 3.6 using forward electrons.

The measurement principle relies not on the extraction of $\sin^2 \theta^\prime_{\text{eff}}$ via the $A_{FB}$ distributions, but on the measurement of the angular coefficients $A_i$ (in particular $A_4$) in Equation (3.31). The extraction is achieved by directly parametrizing $A_4$ in terms of $\sin^2 \theta^\prime_{\text{eff}}$. The measurement of the $A_i$ coefficients is performed using a profile likelihood ratio method in course bins of the di-lepton mass (3 bins) from 70 to 125 GeV and the absolute di-lepton rapidity from 0 to 3.6 (4 bins). This binning allows to constrain PDF uncertainties directly in the profiled likelihood fit, where the PDF uncertainties are treated as nuisance parameters. This technique which is used with Hessian error PDFs is equivalent to the Bayesian $\chi^2$ reweighting technique which is used with PDF replicas. The likelihoods are constructed by comparing templates for each term in Equation (3.31)
to the reconstructed angular distributions using $8 \times 8$ bins in $(\cos \theta, \phi)$ space. Further details on the fitting methodology can be found in [235]. Predictions for the angular coefficients are obtained using Dyturbo [244], which provides fixed-order and re-summed calculations for vector boson production. The Dyturbo predictions are at leading order in electroweak theory, while higher orders can be considered using a per-event weighting technique in the improved Born approximation [245, 246] or via the TauSpinner approach [247]. The final result of the ATLAS measurement and its uncertainties is shown in Table 3.9, separately for the central and forward lepton measurements. The dominant uncertainties apart from those related to PDFs are due to limited MC statistics. Very similar sized uncertainties are seen, when comparing the latest result of the CMS collaboration to the measurement of ATLAS using central leptons only.

As mentioned, the dilution effect due to the wrong assignment of the quark direction is reduced for $Z$ bosons produced in the forward direction. Hence, a measurement using the LHCb detector with its lepton coverage of $2.0 < \eta < 4.5$ offers complementarity. LHCb published a measurement of $\sin^2 \theta_W$ using Drell-Yan events in the muon decay channel based on the full available data sets at 7 and 8 TeV center-of-mass energy. $A_{FB}$ was measured for invariant di-muon masses between 60 and 160 GeV using a Bayesian unfolding technique. These measurements have been compared to predictions of the POWHEGBOX event generator for $\sin^2 \theta_{eff}$ values between 0.22 to 0.24 using the NNPDF3.0 PDF set. The final value is a combination of the measurements performed at the two center of mass energies (Table 3.9). The statistical uncertainty is still dominant and the associated PDF uncertainties are on a similar level as for the ATLAS and CMS results, when no additional PDF constraints are employed.

Combining all measurements performed at hadron colliders via the BLUE method, based on the combined value of CDF and DØ, as well as the measurements by ATLAS, LHCb and CMS, leads to a value of

$$\sin^2 \theta_{eff} = 0.23140 \pm 0.00023,$$

with a $\chi^2$/n.d.f. = 0.67/3. Here, no correlation between the experimental systematics, a full correlation of the electroweak correction systematics and a partial correlation of the PDF related systematics has been assumed.

### 3.4.6. Discussion and prospects for measurements of the weak mixing angle

The two most precise measurements of $\sin^2 \theta_{eff}$ at the lepton vertex are the LEP 1 measurement of $A_{FB}$ and the $A_l$ measurement at SLC (Section 3.4.3, Table 3.9), which are in significant tension with each other. The combined value of $\sin^2 \theta_{eff}$ from the hadron collider measurements now reaches a similar precision as those individual measurements and yield a value in between them, slightly closer to the $A_l$ measurement at the SLC.

Assuming no correlation between the measurements at LEP, SLC and the combined value from the hadron collider measurements, a combination with the BLUE approach yields the value,

$$\sin^2 \theta_{eff} = 0.23151 \pm 0.00014,$$

with a $\chi^2$/n.d.f. = 11.5/5. The time evolution of the world average of the electroweak mixing angle and its uncertainties is illustrated in Figure 3.27, where the measurements at the Tevatron and the LHC are indicated separately. The measurements at the LHC already reached a precision similar to those at the Tevatron, and they are bound to improve further. First of all, they are not statistically limited due to the large available data sets at a center of mass energy of 13 TeV. Secondly, PDF constraining methods during the determination of $\sin^2 \theta_W$ and improved analysis techniques, as already used in the ATLAS and CMS analyses [226, 227], will allow a further reduction of PDF uncertainties.

### 3.5. The top quark mass

#### 3.5.1. On the importance of the top quark mass within the Standard Model

The top quark plays a special role in electroweak precision physics as it is the heaviest of all elementary particles and as such has the largest Yukawa coupling to the Higgs boson. It forms no bound states or top-quark

---

10The central value changes by up to 0.00005 when assuming 0 and 100% correlations of the PDF systematics, i.e., it is well within the given uncertainties.
flavored hadrons due to its very short lifetime of about $10^{-25}$ s, and thus can be studied to some extent directly before hadronization. Even though several aspects of the top quark properties are of theoretical interest, we will focus on its mass as it directly affects the consistency tests of the electroweak sector, as described in Section 2.

Examples of loop corrections involving the top quark mass to the propagators and vertices of the electroweak gauge bosons, as well as the Higgs boson, are illustrated in Figure 3.28. It should be noted that a second reason for the special role of the top quark are its elements of the quark mixing (CKM) matrix, which are close to diagonal and trigger decays nearly exclusively to $W$ bosons and $b$ quarks.

In addition to its importance for precision tests of the electroweak sector, the top quark mass also play a decisive role in the extrapolation of the Standard Model to high energy scales, far beyond the electroweak scale. In the electroweak theory, the ground state of the universe depends on the potential of the Higgs field in Equation (1.1). The potential is illustrated for several choices of $\lambda$ in Figure 3.29. For negative values of $\lambda^2$, the observed minimum of the Higgs potential is only local and a certain tunneling probability through the potential well arises, leading to an unstable vacuum [250]. Due to their large masses the dominant quantum loop corrections to the Higgs boson self-coupling $\lambda$ involve top quarks. These corrections can drive $\lambda^2$ to negative values and thus lead to a metastable (long-lived) or to an unstable vacuum. However, this argument assumes that no contributions from physics beyond the Standard Model appear up to a very high energy scale, namely the Planck scale.

It is worthwhile to recall the definition of quark masses in QCD on a pedagogical level, before entering the discussion of the current state of the top quark mass measurements. Quark masses enter the QCD Lagrangian as bare parameters and are subject to quantum loop corrections at higher orders. Therefore, their values depend on a certain choice of the renormalization scheme. A conventional choice in the context of the global electroweak fit is the pole mass, following the standard (and simple) definition of the electron mass in QED. This definition of the pole mass is gauge invariant at each order of perturbation theory. However, the confinement property of QCD complicates this interpretation, since quarks do not appear as free particles and hence do not generate poles in a complete QCD calculation. This ambiguity leads to sizable and irreducible corrections to the pole mass which are on the order of the QCD scale $\Lambda_{\text{QCD}}$ [251].

An alternative way to define the top quark mass is based on the $\overline{\text{MS}}$ scheme, where the mass is running (scale dependent), analogous to a coupling constant which needs to be specified at a given scale $\mu$ (see Section 2). The pole mass $m_{t}^{\text{pole}}$ and the $\overline{\text{MS}}$ mass $m_{t}^{\overline{\text{MS}}}$ are related via

$$m_{t}^{\text{pole}} = m_{t}^{\overline{\text{MS}}}(R, \mu) + \delta m_{t}(R, \mu),$$

(3.36)

where $R$ and $\mu$ are scale parameters [252] and the corrections in $\delta m_{t}$ are known to four loops [253, 254] in QCD. The associated uncertainty from converting between both definitions is therefore small but not at all negligible. Experimentally, the situation is more complicated, since the most precise measurements of $m_{t}$ rely on template methods, similar to those discussed in Section 3.2.1 for the $W$ boson mass. Those are based on a top quark mass parameter incorporated in Monte Carlo event generators, $m_{t}^{\text{MC}}$, which cannot be simply related to the theoretically better defined $m_{t}^{\overline{\text{MS}}}$ or $m_{t}^{\text{pole}}$. The theoretical challenge lies therefore in these relations [255, 256, 257]. Details are discussed in the next section.

The experimental uncertainty in $m_{t}$ is currently about 350 MeV. This is significantly smaller than the un-
certainty in the $m_H$ prediction by the global electroweak fit, which yields an uncertainty of roughly 2 GeV.

Therefore, an improvement of the current experimental precision will not lead immediately to significant new insights into the internal consistency of the Standard Model. However, its precise value can still shed light on the form of the Higgs-potential (Figure 3.29). The stable and unstable regions of the vacuum in the Standard Model are indicated in Figure 3.30 together with the experimental values of $M_H$ and $m_t^{pole}$ given in Table 3.10 with their corresponding uncertainty intervals.

### 3.5.2. Principle and challenges of precision top quark mass measurements

At the Tevatron and the LHC, top quarks ($t\bar{t}$) are mainly produced in pairs via gluon fusion and quark-antiquark annihilation processes. The branching ratio to one $W$ boson and one $b$ quark is 99.8% which is due to the corresponding CKM matrix entry of 0.999146. The experimental signature of $t\bar{t}$ production is therefore defined by the further decay of the $W$ bosons: the all hadronic decay channel (46%) has four light quarks and two $b$ quarks in the final state; the semi-lepton decay mode (44%) involves one hadronic and one leptonic $W$ boson decay and thus has two light quarks, two $b$ quarks, one charged lepton and one neutrino in its final state; and finally, the full leptonic decay channel (10%) involves two $b$ quarks, two oppositely charged leptons and two neutrinos.

After hadronization of the quarks, they are reconstructed as particle jets in the calorimeter systems of the experiments, using typically an anti-$k_T$ jet finding algorithm with a typical cone radius of 0.4 or 0.5. Based on the properties of the reconstructed secondary vertices and further low energetic lepton reconstruction, it is possible to identify particle jets stemming from $b$ quark decays with efficiencies between 0.2 and 0.8, depending on the kinematics, the particle detector and the employed tagging approach. Charged leptons are reconstructed with a high energy and momentum resolution by the tracking systems of the experiments and the electromagnetic calorimeters in the cases of muons and electrons, respectively. The neutrinos manifest themselves as missing transverse energy.

Thus, a typical experimental selection of top quark pairs involves at least two identified $b$ quark jets with a minimal transverse energy of about 30 GeV and further high energetic particles or jets with a similar energy threshold within $|\eta| < 1.0 - 2.5$, depending on the decay channel. In case of at least one hadronically decaying $W$ boson, also a requirement on the invariant mass of the corresponding particle jets is applied. Charged leptons in the final state are typically reconstructed within $|\eta| < 2.5$ and are required to have a minimal transverse momentum of $p_T > 25$ GeV, similar to the minimal $E_T^{miss}$ requirement in case of neutrinos in the final state.

Once top quark pair events are selected and background contributions estimated, several approaches to
measure $m_t$ can be applied. All direct $m_t$ measurements exploit information of the reconstructed kinematics of the measured decay products and their combinations, in particular involving reconstructed particle jets and derived observables. Three methods have recently been used for the precision measurement of $m_t$: Similar to the measurement of $M_W$, the template method relies on distributions which are sensitive to $m_t$, such as the invariant mass of two jets stemming from a $W$ boson decay and the associated $b$ quark jet. Here, different distributions of kinematic observables corresponding to varying input values of $m_t$ are generated (see Figure 3.31). These distributions involve therefore not only the simulation of the top quark pair decays but also the detector response description. The top quark mass is then extracted by comparing these templates to the measured distributions using a $\chi^2$ or a log-likelihood approach. In advanced analyses, several input distributions are used in a one-, two- or even multi-dimensional template fit in order to reduce further experimental uncertainties.

The matrix element method is particular useful for data sets of limited size and was mainly employed by the Tevatron experiments. The basic idea of this method is to calculate the probability for observing a given event as a function of the parameters which are to be measured, e.g., $m_t$ and quantities that can reduce experimental uncertainties. The calculation of such probabilities is based on a (typically leading-order) matrix element, incorporating the differential cross sections of the top quark processes relevant to the analysis and the detector resolution [271]. The relations between the parton level and the reconstructed four-vectors of final state objects are taken into account using probabilistic transfer functions. The maximization of this probability yields the measurement of $m_t$ and further associated parameters. The advantage of this method lies in the maximal use of the available statistics of the data samples. A dedicated review can be found in Ref. [272].

Finally, the ideogram method was partly used by the DØ and CMS collaborations to measure $m_t$. It is based on a heuristic approach for calculating the likelihood of a top quark mass value and combines in some sense features of the template method and the matrix element method [273]. It should be noted that all of these methods determine the top quark mass parameter in the underlying Monte Carlo event generator, $m_t^{MC}$, but not directly the pole or the MS mass which are actually used in global electroweak fits.

Table 3.10: Overview of kinematic measurements of the top quark mass from the LHC and Tevatron experiments. The most precise measurements with a total uncertainty below 2 GeV for each collaboration and for the different decay channels have been selected. The entry AMWT refers to an analytical matrix weighting technique. Experimental uncertainties, which are not associated to particle jets are denoted as 'exp. unc.' Model uncertainties summarize uncertainties due to PDFs, scale variation and initial and final state radiation. Uncertainties due to color reconnection effects and modeling of underlying event are denoted as 'UE + color'. Hadronization uncertainties are summarized under 'had. unc.'. The relatively large variations in the shown uncertainties are due to different approaches of the collaborations to study systematic effects, as well as the interplay between different aspects of the signal modeling, which lead to a different assignment of uncertainties in the various categories. All values are given in GeV.

| experiment | channel | method   | value  | stat. unc. | syst. unc. | total unc. | jet unc. | exp. unc. | model unc. | UE + color unc. | had. unc. | ref. |
|------------|---------|----------|--------|------------|------------|------------|----------|-----------|------------|-----------------|----------|-----|
| CDF        | 1+jets  | template | 172.85 | 0.71       | 0.85       | 1.11       | 0.55     | 0.60      | 0.1        | 0.22            | 0.57     | [259]|
| CDF        | $\nu$+jets | template | 173.93 | 1.64       | 0.87       | 1.86       | 0.48     | 0.56      | 0.32       | 0.33            | 0.36     | [260]|
| DØ         | 1+jets  | matrix   | 174.98 | 0.58       | 0.49       | 0.76       | 0.29     | 0.32      | 0.19       | 0.12            | 0.26     | [261]|
| CMS        | 1+jets  | AMWT     | 172.82 | 0.19       | 1.22       | 1.23       | 0.34     | 0.81      | 0.84       | 0.11            | 0.79     | [262]|
| CMS        | 1+jets  | ideogram | 172.35 | 0.16       | 0.48       | 0.51       | 0.12     | 0.43      | 0.15       | 0.08            | 0.33     | [262]|
| CMS        | 1+jets  | template | 172.22 | 0.18 $^{+0.89}_{-0.93}$ | $^{+0.91}_{-0.95}$ | 0.45     | 0.17     | 0.46      | 0.17            | 0.51     | [263]|
| ATLAS      | 1+jets  | template | 172.33 | 0.75       | 1.03       | 1.27       | 0.64     | 0.62      | 0.48       | 0.19            | 0.18     | [264]|
| DØ         | semi-lep. | matrix   | 173.93 | 0.61       | 0.88       | 1.83       | 0.67     | 0.42      | 0.36       | 0.15            | 0.31     | [265]|
| ATLAS      | semi-lep. | template | 172.99 | 0.41       | 0.74       | 0.85       | 0.62     | 0.30      | 0.25       | 0.11            | 0.22     | [265]|
| ATLAS      | semi-lep. | template | 172.08 | 0.39       | 0.82       | 0.91       | 0.56     | 0.43      | 0.20       | 0.21            | 0.15     | [267]|
| CMS        | semi-lep. | ideogram | 172.25 | 0.08       | 0.62       | 0.62       | 0.39     | 0.19      | 0.27       | 0.32            | 0.10     | [268]|
| CDF        | full had. | template | 175.07 | 1.19       | 1.55       | 1.95       | 1.12     | 0.98      | 0.28       | 0.32            | 0.29     | [269]|
| ATLAS      | full had. | template | 173.72 | 0.55       | 1.01       | 1.15       | 0.69     | 0.68      | 0.2        | 0.2             | 0.64     | [270]|
| CMS        | full had. | ideogram | 172.32 | 0.25       | 0.59       | 0.64       | 0.28     | 0.41      | 0.24       | 0.21            | 0.3      | [262]|
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Figure 3.31: Reconstructed top quark mass for different MC input top quark masses using the reconstructed particle jets from a fully hadronically decaying top quark, based on PYTHIA8 and the Delphes detector simulation.

Figure 3.32: Illustration of production and decay of a top quark pair, including the hard scattering processes, the partonic decay, the parton shower evolution, as well as the non perturbative regime.

performed at LHC experiments. The associated experimental uncertainties are due to the limited knowledge of the detector response about physics objects used for the event reconstruction. While the identification of charged leptons and their energy calibrations are of minor importance, the main systematic uncertainty in $m_t^{MC}$ originates from the jet energy scale (JES) of light-quarks ($u,d,c,s$) and gluons, the scale of $b$-quark-originated jets (bJES), as well as the uncertainties related to the modeling of the $b$-jet identification algorithms. The jet energy scale defines the relation between the measured jet energy at reconstruction level to the one at parton level, i.e., at generator level before the detector response simulation. It corrects for several effects such as irregularities in the calorimeter response, un-instrumented parts of the detector, pile-up effects or differences in the electromagnetic and hadronic calorimeters. It is typically calibrated with $\gamma +$ jets and $Z +$ jets events, where the gauge boson transverse momentum must balance the reconstructed transverse energy of the jets, as well as with studies based on varied MC simulations. The uncertainties in the JES vary from 1-3%, largely depending on the origin of the particle jet. It is obvious that this uncertainty will dominate the measurement of $m_t^{MC}$, since jets are a key feature of all $m_t$ sensitive distributions. Therefore, most analyses make use of the kinematic constraint of light-quark-flavored jets given by the $W$ boson mass through the $W \rightarrow q\bar{q}$ decay, using a global multiplicative jet energy scale factor in addition to the nominal JES, which is fitted in-situ with the top quark mass measurement.

In addition to the experimental uncertainties, also uncertainties related to the modeling of top quark pair production and decay have to be considered. This modeling depends on the choice of the proton PDFs, the order in $\alpha_s$ of the underlying perturbative QCD calculation, additional initial and final state radiation and the associated parton shower modeling, as well as the choice of the underlying event and hadronization model. A particular problem for top quark decay is the treatment of color reconnection between top and bottom quark color and the color of the other partons in the event. Hence, the full event is subject to an interplay between the hard scattering, i.e., a perturbative approach, and the modeling of the underlying event, i.e., non-perturbative models (Figure 3.32). These non-perturbative models of underlying event and color reconnection can be constrained by studying Drell-Yan events or specific observables in $tt$ events. Associated systematic model uncertainties are typically defined by comparing different non-perturbative models. Since there is no obvious procedure to decide which non-perturbative models have to be taken into account in such comparisons, the final associated uncertainties are ambiguous to a certain extent, leading to different estimates of the different collaborations at the LHC and the Tevatron.

In general, the most precise determinations of $m_t^{MC}$ are achieved in the semi-leptonic decay channel, which has a good signal to background ratio and a fully reconstructed event kinematics since the decay neutrino has to match the $W$ boson mass. The di-lepton channel typically has the best signal-to-background ratio, but there are two decay neutrinos in the final state, leading to an under-constrained system forbidding a complete kinematic
event reconstruction. The full hadronic decay channel has the worst signal to background ratio. Large multi-jet background contributions make sophisticated data-driven techniques for their estimation necessary. The advantage of this decay channel lies in the fact that the event kinematics can be fully reconstructed and no neutrinos are involved. The uncertainties due to background processes are minor for the leptonic and semi-leptonic decay channels and have only relevance for the fully hadronic decay channel.

During the discussion of the modeling uncertainties in $m_t^{MC}$ several aspects have been mentioned already, which become relevant for its interpretation in the context of the global electroweak fit, which is based in turn on $m_t^{pole}$ and its relation to a better-defined short-distance definition, such as the $\overline{\text{MS}}$ quark mass. The $m_t^{MC}$ parameter can be interpreted as the mass of the top propagator prior to the top quark decay and is not a renormalized field theory parameter [274]. The top quark decay process is implemented in all available MC event generators using a parton shower evolution, where the splitting probabilities are calculated from perturbative QCD. The shower formation stops at a scale below 1 GeV, where one of the available hadronization models takes over, as illustrated in Figure 3.32. It is important to note that the parton shower, which in some sense describes perturbative QCD corrections, does not take into account any top quark self-energy corrections. Therefore, these contributions must be accounted for in $m_t^{MC}$, but only for energy scale above $\sim$ 1 GeV, since the hadronization model for the event description is employed below that scale. As a consequence, $m_t^{MC} \neq m_t^{pole}$ and the numerical difference between these two quantities remains an open question where values between 0.3 and 1 GeV are under discussion. In the following, we assume an additional uncertainty of 320 MeV in $m_t^{MC}$ within which we identify it with $m_t^{pole}$. It should be noted that an experimental measurement uncertainty of $m_t^{MC}$ below 300 MeV is therefore of limited use in the context of the electroweak fit before its interpretation is clarified.

An alternative method to determine $m_t^{pole}$ is based on the mass dependence of the $t\bar{t}$ production cross section, $\sigma_{t\bar{t}}$ [275, 276]. It is known to next-to-next-to leading order in $\alpha_s$ and can be expressed directly in terms of $m_t^{pole}$ or some other convenient mass definition. Thus, the value of $m_t^{pole}$ can be determined from a precision measurement of $\sigma_{t\bar{t}}$, assuming that the dependence of the measurement has a small (or known) residual dependence on $m_t^{MC}$. The ATLAS collaboration used a normalized differential cross section measurement at 8 TeV, in a fiducial region corresponding to the detector acceptance for leptons, and compared this to NLO fixed-order QCD calculations, exploring the sensitivity of the cross sections to the gluon parton distribution function [277]. This resulted in $m_t^{pole} = 173.2 \pm 0.9 \pm 0.8 \pm 1.2$ GeV, where the uncertainties are of statistical, experimental and theoretical origin, respectively. A similar measurement by CMS yielded $m_t^{pole} = 173.6 \pm 1.7$ GeV, which is illustrated together with the ATLAS result in Figure 3.34 for comparison. Once differential NNLO calculations become available, the theoretical uncertainties are expected to shrink significantly, allowing for competitive indirect measurements.
Based on the principle of the cross section determination of $m_t^{\text{pole}}$, an approach to experimentally estimate the difference between the mass definitions was suggested recently [278]. A simultaneous determination of $m_t^{\text{MC}}$ and of differential or inclusive production cross sections of processes sensitive to $m_t^{\text{pole}}$ can constrain their difference to 2 GeV when using current uncertainties. In the future, the use of dedicated differential $t\bar{t}$ distributions could allow to reduce this bound considerably.

3.5.3. Discussion of recent top quark mass measurements

An overview of ten selected precision measurements is given in Table 3.10, including a breakdown of the different systematic uncertainties. None of the measurements is limited by statistical precision. The most precise measurements of $m_t^{\text{MC}}$ have been achieved in semi-leptonic decay channels using kinematic constrains to reduce jet-energy scale related uncertainties. The latter are different among the experiments, even though a similar data set size was used for the calibrations. The reason for this are different assumptions about the systematic uncertainties of the underlying calibration methodologies. It is interesting to note that also the model uncertainties significantly differ between the experiments, even though the physics is similar. Again, different assumptions have been made for this evaluation by the experimental collaborations.

For the combination of $m_t^{\text{MC}}$ within this article, we treat the statistical uncertainties as uncorrelated among all measurements. Experimental systematic uncertainties are assumed to be uncorrelated among experiments but partially correlated among measurements within one experiment. The correlations of model uncertainties between experiments cannot be defined unambiguously and we tested several assumptions.

We restrict ourselves to the combined value from the Tevatron [279], as well as to the most precise available combinations of ATLAS [267] and CMS [262] at Run I and the first precision measurement of CMS at a center-of-mass energy of 13 TeV [268]. The ATLAS value of $m_t^{\text{MC}} = 172.69 \pm 0.25 \text{ (stat.)} \pm 0.41 \text{ (syst.)} \text{ GeV}$ combines a measurement in the semi-leptonic decay channel at $\sqrt{s} = 8 \text{ TeV}$ with six previous measurements of ATLAS, where the small overall uncertainty is a result of the careful study of correlations among the measurements. The CMS value combines the measurements of $m_t^{\text{MC}}$ in the semi-leptonic decay channel at $\sqrt{s} = 7$ and 8 TeV, leading to a value of $m_t^{\text{MC}} = 172.44 \pm 0.13 \text{ (stat.)} \pm 0.47 \text{ (syst.)} \text{ GeV}$. The latest official combination of the top quark mass by the DØ and CDF experiments [279] yielded $m_t^{\text{MC}} = 174.30 \pm 0.35 \text{ (stat.)} \pm 0.54 \text{ (syst.)} \text{ GeV}$. The correlations used for the combination here are estimated using the published values from the LHC and Tevatron working groups [280]. A first combination using the BLUE-method yields a value of

$$m_t^{\text{MC}} = 172.90 \pm 0.35 \text{ GeV},$$

with a probability of 4.1%. The combined value, the individual measurements, and the published combined values from the experiments are illustrated in Figure 3.34. While the results of ATLAS, CMS and CDF are in very good agreement with each other\(^{11}\), a tension at the $3\sigma$ level can be observed w.r.t. the most precise measurement of DØ [261].

Assuming an additional uncertainty of 320 MeV to account for the ambiguities in the relations between the various definitions of the top quark mass\(^{12}\), we find

$$m_t^{\text{pole}} = 172.90 \pm 0.47 \text{ GeV}.$$ 

The evolution of the world average of the top quark mass and its associated uncertainty from 2000 to 2018 is illustrated in Figure 3.33, and is based on values of the PDG and this article. Until 2011 the world average value was dominated by the Tevatron experiments. The first competitive top quark mass measurements by the LHC collaborations have been published in 2012 [281] and 2013 [264], respectively. The aforementioned uncertainty of 320 MeV in $m_t^{\text{MC}}$ is already dominant. Until the relation between $m_t^{\text{MC}}$ and $m_t^{\text{pole}}$ has been clarified, further precision measurements of $m_t$ using purely kinematic methods will be of limited use in view of the global electroweak fit.

Upcoming approaches for direct $m_t^{\text{pole}}$ measurements using differential cross section predictions of $\sigma_{\bar{t}t}$ in higher-order perturbation theory might significantly reduce the theory uncertainty in $m_t$. Assuming improve-

---

\(^{11}\)A combination of ATLAS, CMS and CDF yields a value of 172.59 \pm 0.41 GeV.

\(^{12}\)As a representative of errors of this type, we take here the size of the fourth order term [253] between $m_t^{\text{pole}}$ and $m_t^{\text{MS}}$. 
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3.6. Vacuum polarisation

The predictions of the electroweak fit require precise knowledge of the electromagnetic coupling strength at the $Z$ boson mass at the few per mille level or better. As discussed in Section 2.5, the dominant uncertainty in the running of $\alpha$ is from the hadronic contribution of the five lighter quarks ($u,d,s,c,b$) to the vacuum polarization, $\Delta \alpha_{\text{had}}$. While perturbative QCD can be used to calculate $\Delta \alpha_{\text{had}}$ for energies above about 2 GeV using the results of calculations up to four-loops in $\alpha_s$ [110], experimental data and phenomenological models have to be used to estimate the contributions of the running at energies below that. Examples of Feynman diagrams for the perturbative and non-perturbative contributions to the running of $\alpha$ are illustrated in Figure 3.35.

The basic idea of the determination of $\Delta \alpha_{\text{had}}$ is the evaluation of energy-squared dispersion integrals ranging from the $\pi^0\gamma$ threshold to infinity [282] using a combination of experimental data from $e^+e^-$ annihilation into hadrons ($\tau$ decay spectral functions can provide additional information). By 'mirroring' the underlying Feynman diagrams, information on the corresponding loop contributions can be extracted (Figure 3.36). In one of the most recent evaluations [133], 39 channels of exclusive hadronic cross section measurements were used, where the total hadronic $e^+e^-$ annihilation rate $R$ as a function of the center-of-mass energy is shown as an example of parts of this input data in Figure 3.37.

There are two different approaches how to handle the charm and bottom quark contributions and the perturbative regions. The more traditional way is to use the experimental electronic widths of the narrow resonances $J/\psi$, $\psi(2S)$, and $\Upsilon(nS)$ for $n = 1, 2, 3$, supplemented by the measured rate $R$ in the energy ranges between 3.7 and 5.0 GeV, as well as between 10.6 and 11.2 GeV, in the dispersion integral. In the remaining regions $R(s)$ is computed in QCD perturbation theory. The result are constraints for $\alpha^{(5)}(M_Z)$ (in the on-shell scheme) which can be used as external constraints in electroweak fits (as done, e.g., by ZFITTER and Gfitter).

Alternatively [134], one can gain precision by using the renormalization group equation (RGE) for $\alpha$, i.e., to compute the five-flavor definition $\alpha^{(5)}(M_Z)$ (in the $\overline{MS}$ scheme) in terms of the three-flavor quantity $\alpha^{(3)}(2 \text{ GeV})$. The charm and bottom quarks are included by RGE matching conditions at $m_c$ and $m_b$, where the expansion coefficients of the anomalous dimension of the photon are updated to include the corresponding quark. In this approach $\alpha^{(5)}(M_Z)$ is computed in each call of the fits, which accounts for correlations with $\alpha_s$, $\sin^2 \theta_W(0)$, $m_c$, $m_b$, and $a_\mu$ (see below). This approach is implemented into GAPP and provides the basis of the

...
corresponding results published by the PDG. Recent values for \(\Delta \alpha_{\text{had}}^{(5)}\) from different approaches were discussed in Section 2.5.

The same data constraining \(\Delta \alpha_{\text{had}}\) are also being used for the prediction of the anomalous magnetic moment of the muon, \(a_\mu = (g_\mu - 2)/2\), where currently a deviation of more than three standard deviations between the experimental value [283] and the SM prediction [284] is observed. In both cases, the errors are dominated by the uncertainties in the experimental data due to the \(\pi^+\pi^-\) channel used to calculate the dispersion integral [133]. However, the kernel functions in the dispersion integrals are different, where lower scales enter with greater weights (roughly by an extra factor of \(s^{-1}\)) into the calculation of \(a_\mu\).

### 3.7. Strong coupling constant

All predictions of QCD processes at the LHC rely on perturbative approaches, i.e., they require that the strong coupling constant is sufficiently small. While the coupling strength at the Z pole is \(\alpha_s(M_Z) \approx 0.12\), it rises dramatically at small energy scales near the GeV region. As discussed in Section 2.5, the evolution of \(\alpha_s(Q)\) is known to four-loop expansion and includes three-loop matching at the quark-flavour thresholds. Hence, \(\alpha_s\) can be determined from several processes at various energy scales and then extrapolated to a reference scale, e.g., \(Q = M_Z\), for comparison.

While the precision of the fine structure constant reaches 32 parts per billion [213], and \(\alpha(M_Z)\) is known to a relative precision of \(10^{-4}\), \(\alpha_s(M_Z)\) is only known at the % level. This has not only implications for unification studies of SM gauge couplings at some high energy scale, but also directly impacts the prediction of QCD induced processes at the LHC. Determinations of \(\alpha_s\) have been performed using a wide range of approaches, e.g., studying \(e^+e^-\) annihilations, deep-inelastic lepton-nucleon scattering, resonance and \(\tau\) decays, and hadron collisions. For a detailed reviews, we refer to Refs. [150, 285].

Recent measurements of correlation parameters and angular distributions of particle jets at the LHC can test the evolution of \(\alpha_s\) to the TeV regime [286, 287], but reach a relative precision of only 5% in \(\alpha_s(M_Z)\) which is due to missing higher order corrections in the predictions. Calculations beyond NLO for differential jet cross sections would therefore allow for a significant reduction in the uncertainty of \(\alpha_s\) also at high energy scales.

Lattice QCD calculations for observables such as hadron mass splittings currently provide the determinations of \(\alpha_s\) with the smallest quoted uncertainties. E.g., by comparing data to lattice predictions, the value,

\[
\alpha_s(M_Z) = 0.1184 \pm 0.0006,
\]

was extracted in Ref. [288], which corresponds to a precision of 0.5%. However, it is currently under discussion, whether the uncertainty is not underestimated [150].
Figure 3.40: Plot of the muon arrival times (upper panel) and decay positron times (lower panel) that are produced by the pulsed beam technique (from Ref. [153]).

Figure 3.41: Evolution of the world average of $G_F$ and its uncertainties in time.

An alternative approach relies on $Z$ pole observables such as $R_l$, $\Gamma_Z$ and $\sigma_0$, from where one can determine the strong coupling constant by treating it as a free parameter in electroweak fits. This is discussed in more detail in Section 4.2. An overview of the most precise measurements of $\alpha_s$ from different approaches is shown in Figure 3.39, and the evolution of the world average in time is displayed in Figure 3.38. It should be noted, that the increase of the uncertainty in the world average of $\alpha_s$ in 2016 was due to a change in the combination procedure, where the PDG approach for conflicting measurements was applied.

### 3.8. The Fermi constant

As discussed in Section 2.6, the Fermi constant is extracted accurately from the measurement of the muon lifetime. The experimental approach is based on the detection of decay positrons from stopped muons in various targets, i.e., stemming from the reaction $\mu^+ \to e^+ \bar{\nu}_\mu \nu_e$. The initial muons, typically provided as a particle beam with a well defined energy, are slowed down in a condensed matter target, mainly by ionization and excitation processes. In the final stages, the muons exist either in muonium atoms or charged muon ions. The count rate of decay positrons vs. time can then be used to determine the average muon lifetime.

Older experiments [289, 290] used a continuous incoming muon beam and therefore had to reduce the rate in order to avoid miscorrelations of decay positrons with their parent muons. Hence these measurements were limited by the available data statistics. This limitation was overcome by using pulsed beams, where a sufficient number of muons are trapped during the beam period and then the decay positrons are counted during a subsequent beam-off period. The first measurements, using this approach was performed at Saclay [291], but also with limited data statistics due to the available duty cycle of the accelerator.

The most precise measurements of $G_F$ have been performed at the Paul-Scherrer Institute. The FAST collaboration [292] used a finely segmented active target to detect the decay positrons, allowing for a higher beam rate as previous experiment. The MuLan collaboration [293, 294] based their measurement on a dedicated pulsed, 100% longitudinally polarized, 29 MeV muon beam, with 5 $\mu$s-long beam-on and subsequent 22 $\mu$s beam-off time segments. The beam times and the measured count rate for one cycle is illustrated in Figure 3.40. The fast switching between beam-on and -off was achieved by a specially designed electrostatic kicker, which was imposed on the continuous muon beam. The positron detector consisted of 170 triangle-shaped plastic scintillators on a sphere geometry around the target. Two target materials (Fe-Cr-Co and SiO$_2$) have been used, allowing for the study of several systematic effects due to the initial muon polarization. In total, $1.6 \times 10^{12}$ $\mu^+$ decays have been recorded and analyzed. The final result by the MuLan collaboration [153] is $\tau_\mu = 2196980.3 \pm 2.1$(stat.) $\pm 0.7$(syst.) $s$, which translates to a Fermi constant of

$$G_F = 1.1663787(6) \times 10^{-5} \text{ GeV}^{-2} (0.5 \text{ ppm}).$$
This value is compatible with most previous measurements, except for a 2.9σ discrepancy to the measurement by the FAST Collaboration \[292\]. An overview of selected $G_F$ measurements, together with the world average, is given in Figure 3.41.

4. The Global Electroweak Fit

4.1. Fitting programs

As mentioned in the introduction, there are a number of independent computer packages that can be used to perform global electroweak fits, or are even designed to do so. The results presented here were based on two of these, namely GAPP and Gfitter. Indeed, it is important to confirm the results of the fits by using routines that differ in computer language, renormalization scheme, implementation, and details regarding the employed data sets. In view of these differences which will be briefly described below, it is reassuring that the results from GAPP and Gfitter are generally in very good agreement with each other, where residual variations are well understood.

Both, GAPP \[43\] and Gfitter \[28, 38\], are generic fitting packages comprising frameworks for the statistical analyses of parameter estimation problems in high energy physics. They are specifically designed for involved fitting problems, such as the global SM fit to electroweak precision data. Both use the highly efficient minimization program MINUIT \[295\] to minimize likelihood functions which are — at least for the most part — multivariate Gaussian ($χ^2$) distributions. MINUIT returns 1σ errors as $Δχ^2 = 1$ ranges relative to the global minimum, which are allowed to be asymmetric.

GAPP is a FORTRAN library written specifically for the calculation of pseudo-observables, i.e., idealized quantities such as the weak mixing angle, the $W$ boson mass, branching ratios and asymmetries. It uses, with few exceptions, analytical expressions to represent the parameter dependence as faithful as possible. These are implemented in the $\overline{\text{MS}}$ renormalization scheme\[13\] due to its convergence properties and the potentially reduced uncertainties from unknown higher order contributions.

Gfitter is implemented in object-oriented C++ code and relies on ROOT [296] functionality. Tools for the handling of the data, the fitting, and statistical analyses such as Monte Carlo sampling are provided by a core package, where theoretical errors, correlations, and inter-parameter dependencies are consistently dealt with. Gfitter employs Gaussian nuisance parameters as external constraints to estimate theoretical uncertainties. Theoretical models are inserted as plugin packages, which may be hierarchically organized (the relevant code of the global electroweak fit is in the Gfitter/gew package). The pseudo-observables are usually expressed in terms of on-shell quantities.

Another difference between the two packages is that the Gfitter/gew package assumes lepton universality, while GAPP keeps the flavor and family dependence of the observables. One of the most important distinctions is the way the QED coupling $α$ is evolved from the Thomson limit to the scale $M_Z$. While Gfitter uses the hadronic vacuum polarization contribution $Δα_{\text{had}}^{(5)}(M_Z^2)$ as an external constraint, GAPP uses $Δα_{\text{had}}^{(3)}(2 \text{ GeV})$ instead, and then solves the renormalization group equation to reach the $Z$ scale. The latter allows to keep the full dependence on $α_s$, as well as the charm and bottom quark masses, all of which are allowed to float in the fits. It also permits to treat the correlation with the corresponding running of the weak mixing angle and also with the anomalous magnetic moment of the muon $a_μ$, whose hadronic vacuum polarization contribution is based on the same data as $Δα_{\text{had}}^{(5)}(2 \text{ GeV})$ (but weighted differently) and whose perturbative contribution is re-calculated in each call of the fits ($a_μ$ is excluded from Gfitter). The aforementioned $α_s$ dependence of $Δα_{\text{had}}^{(5)}(M_Z^2)$ has also been included in Gfitter to linear order. However, due to the different ways the scale dependence of $α$ is computed, its $α_s$ dependence still differs between the two codes.

GAPP also implemented an update of the two-loop QCD correction to the $b$ quark forward-backward asymmetry \[216\] including the full bottom quark mass dependence. This reduces the extracted value of the weak mixing angle from this observable by $≈ 1/4 \ σ$.\[13\] In many cases scheme-conversions of the originally published results were in order.
4.2. Impact of the discovery of the Higgs boson on the electroweak fit

Using the input measurements discussed in Section 3, we performed the global electroweak fit at the $Z$-mass scale via the Gfitter package v2.2 [38], in particular its $gew$ library, as well as the GAPP code [43] for comparison. In particular, we focus our discussion on the impact of the Higgs boson mass on the fit, as it was previously studied in Ref. [297], however, based on the measurements available at the time of the Higgs boson discovery. In both programs, the parameters describing the bosonic sector of the SM are chosen to be $\alpha$, $M_Z$, $G_F$ (i.e., those with the smallest experimental uncertainties), $\alpha_s$ and $M_H$. The Fermi constant $G_F$ remains fixed during the fit, due to its negligible uncertainty. In addition to $M_Z$, $M_H$, $\Delta\alpha^{(5)}_{\text{had}}(M_Z^2)$ (i.e. $\alpha$) and $\alpha_s(M_Z^2)$, also the masses of the heavy quarks, $m_t$, $m_b$ and $m_c$ are left as floating fit parameters. No external constraint is used for $\alpha_s(M_Z^2)$, and it is directly determined in the fit. GAPP uses the $\tau$ lepton lifetime as an additional input.

When including all experimental data of the second column in Table 4.1 except for the Higgs boson mass, the fit based on Gfitter converges at a global minimum of $\chi^2_{\text{min}} = 16.1$ with 14 degrees of freedom, which corresponds to a p-value of 0.41. The individual results of this fit for selected observables are summarized in the third column of Table 4.1, where the uncertainties have been estimated using $\chi^2$ profiles of a parameter scan and then symmetrized for simplicity. With the discovery of the Higgs boson, the last missing observable of the fit could be included. When repeating the fit including the measured value of $M_H$, we find a global minimum of $\chi^2_{\text{min}} = 18.4$, obtained for 15 degrees of freedom, i.e., a p-value of 0.24. The individual results for the selected observables are shown in the fourth column of Table 4.1. The largest impact of the Higgs boson discovery and its mass measurement, is seen, apart from the Higgs mass itself, in the central values and uncertainties of $M_W$ and the electroweak mixing angle and related observables. The $Z$ boson mass, albeit similar to $M_W$ is not impacted by the inclusion of $M_H$ in the fit, due to its small experimental uncertainty.

It is instructive to indirectly determine each observable by performing the electroweak fit without using

| parameter | measurement | full EWK fit | EWK fit excl. input in line |
|-----------|-------------|--------------|-----------------------------|
| $M_H$ [GeV] | $125.09 \pm 0.15$ | $91 \pm 19$ | $91 \pm 19$ |
| $M_W$ [GeV] | $80.380 \pm 0.013$ | $80.374 \pm 0.01$ | $80.364 \pm 0.017$ |
| $\Gamma_W$ [GeV] | $2.085 \pm 0.042$ | $2.092 \pm 0.001$ | $2.092 \pm 0.001$ |
| $m_t$ [GeV] | $172.9 \pm 0.5$ | $172.9 \pm 0.5$ | $172.6 \pm 8$ |
| $\sin^2 \theta_{\text{eff}}$ | $0.2314 \pm 0.00023$ | $0.2314 \pm 0.00009$ | $0.23152 \pm 0.00006$ |
| $M_Z$ [GeV] | $91.188 \pm 0.002$ | $91.188 \pm 0.002$ | $91.185 \pm 0.024$ |
| $\sigma^{\text{had}}_F$ [nb] | $41.54 \pm 0.037$ | $41.482 \pm 0.015$ | $41.472 \pm 0.016$ |
| $A_c$ | $0.67 \pm 0.027$ | $0.6683 \pm 0.0003$ | $0.6683 \pm 0.0003$ |
| $A_b$ | $0.923 \pm 0.02$ | $0.9347 \pm 0.00006$ | $0.9347 \pm 0.00006$ |
| $A_L$ (SLD) | $0.1513 \pm 0.00207$ | $0.14797 \pm 0.00073$ | $0.14756 \pm 0.00079$ |
| $A_L$ (LEP) | $0.1465 \pm 0.0033$ | $0.14797 \pm 0.00073$ | $0.14756 \pm 0.00079$ |
| $A_{V}$ | $0.0171 \pm 0.001$ | $0.01642 \pm 0.00016$ | $0.01642 \pm 0.00016$ |
| $A_{FB}$ | $0.0707 \pm 0.0035$ | $0.0742 \pm 0.0004$ | $0.0742 \pm 0.0004$ |
| $R^{0}$ | $0.0992 \pm 0.0016$ | $0.1037 \pm 0.0005$ | $0.1042 \pm 0.0006$ |
| $R_{2}$ | $0.2076 \pm 0.025$ | $0.2074 \pm 0.018$ | $0.2073 \pm 0.027$ |
| $R_{3}$ | $0.1721 \pm 0.003$ | $0.17226 \pm 0.00008$ | $0.17226 \pm 0.00008$ |
| $\Delta\alpha^{(5)}_{\text{had}}$ [10^{-5}] | $2760 \pm 9$ | $0.02761 \pm 9$ | $2757 \pm 9$ |
| $\alpha_s(M_Z)$ | $0.1181 \pm 0.0011$ | $0.1198 \pm 0.003$ | $0.1197 \pm 0.003$ | $0.1198 \pm 0.003$ | $0.1196 \pm 0.003$ |
the corresponding measurement value, similar to the prediction of \( M_H \) before its discovery. The results of this indirect determination for each observable, once including \( M_H \) and once excluding it, is shown in columns five and six of Table 4.1.

Technically, the indirect parameter determination is performed by scanning the parameter in a chosen range and calculating the corresponding \( \chi^2 \) values. The value of \( \chi^2_{\text{min}} \) is not relevant for the uncertainty estimation, but only its difference relative to the global minimum, \( \Delta \chi^2 = \chi^2 - \chi^2_{\text{min}} \). The \( \Delta \chi^2 = 1 \) and \( \Delta \chi^2 = 4 \) profiles
define the 1σ and 2σ uncertainties, respectively. The $\Delta \chi^2$ distributions of selected observables ($M_H$, $M_W$, $M_Z$, $m_t$, $\sin^2 \theta_{\text{eff}}$ and $\alpha_s$) are shown in Figure 4.1, including and excluding the value of $M_H$ in the fit. These observables are discussed in more detail in the following.

As one of the main results, the Gfitter package predicts,

$$M_H = 91.0^{+20}_{-17} \text{ GeV},$$

(4.1)

where the uncertainty is dominated by the uncertainties in $M_W$ and $\sin^2 \theta_{\text{eff}}$. When these observables would be perfectly known, the uncertainty in $M_H$ would reduce to approximately 10 and 12 GeV, respectively. Currently, we observe a 1.7σ tension between the indirectly determined value of $M_H$ and its direct measurement. This is mainly driven by the measurements of $M_W$, where a measured value of 80.351 GeV would result in a predicted Higgs boson mass of 125 GeV. It should be noted that after the Higgs boson mass had been measured to GeV precision, the impact of the Higgs boson mass on the global electroweak fit virtually disappeared. For example, the minimal $\chi^2$ in the fit varies within 0.005 when changing the experimental uncertainty in $M_H$ from 150 MeV to 1 GeV. Hence a further improvement in the measurement of $M_H$ will not alter the SM fit any further.

Fixing $M_H$ changes the indirectly determined $M_W = 80.364 \pm 0.017 \text{ GeV}$ to $80.356 \pm 0.006 \text{ GeV}$, i.e., leads to a relative reduction in the uncertainty by more than 50% and a lower central value. The tension between the predicted value of the fit and the measurements increases from 1.1σ to 1.7σ when $M_H$ is included. The uncertainty in the indirectly determined value of $M_W$ is affected by the uncertainty in $m_t$ contributing 2.6 MeV, and $M_Z$ contributing 2.5 MeV.

Similarly, the uncertainty in the indirectly determined value of $M_Z$ reduces significantly when fixing $M_H$ in the fit, leading to a change of $M_Z = 91.185 \pm 0.024 \text{ GeV}$ to $91.201 \pm 0.009 \text{ GeV}. A perfect knowledge of $M_W$ would reduce this uncertainty from 9 MeV to 4 MeV. Given the small experimental uncertainty in $M_Z$ compared to the indirectly determined value, an improvement in the measurement precision on the experimental side is not urgently called for.

The largest impact of the Higgs boson discovery on the electroweak fit is observed for the top quark mass.

### Table 4.2: Comparison of the results of the global electroweak fit for different parameters, performed with Gfitter [38] and GAPP [43].

| parameter | measurement | full EWK fit | Gfitter | GAPP | EWK fit excl. input in line | Gfitter | GAPP |
|-----------|-------------|--------------|---------|------|---------------------------|---------|------|
| $M_H$ [GeV] | $125.1 \pm 0.15$ | $125.09 \pm 0.15$ | $125.1 \pm 0.15$ | $91 \pm 19$ | $125.09 \pm 0.15$ | $125.1 \pm 0.15$ | $91 \pm 17$ |
| $M_W$ [GeV] | $80.380 \pm 0.013$ | $80.360 \pm 0.006$ | $80.361 \pm 0.005$ | $80.356 \pm 0.006$ | $80.360 \pm 0.006$ | $80.361 \pm 0.005$ | $80.356 \pm 0.006$ |
| $\Gamma_W$ [GeV] | $2.085 \pm 0.042$ | $2.091 \pm 0.001$ | $2.090 \pm 0.001$ | $2.091 \pm 0.001$ | $2.091 \pm 0.001$ | $2.090 \pm 0.001$ | $2.089 \pm 0.0007$ |
| $m_t$ [GeV] | $172.90 \pm 0.47$ | $173.1 \pm 0.46$ | $173.1 \pm 0.46$ | $176.5 \pm 2.1$ | $173.1 \pm 0.46$ | $173.1 \pm 0.46$ | $176.4 \pm 1.9$ |
| $\sin^2 \theta_{\text{eff}}$ | $0.23140 \pm 0.00023$ | $0.23152 \pm 0.00006$ | $0.23153 \pm 0.00004$ | $0.23152 \pm 0.00006$ | $0.23153 \pm 0.00004$ | $0.23152 \pm 0.00006$ | $0.23153 \pm 0.00004$ |
While the central value of its prediction shifts by only 1.3 GeV, its uncertainty reduces significantly, namely from $m_t = 177.7^{+0.4}_{-0.6}$ GeV to $m_t = 176.5^{+2.1}_{-2.1}$ GeV. The remaining uncertainty is dominated by the experimental precision in $M_W$, contributing 1.9 GeV. The predicted value of the fit shows a $1.7\sigma$ tension with the measured value. However, a more precise experimental measurement will not be able to reduce this tension significantly, as the uncertainty of about 0.5 GeV is already small compared to the 2.1 GeV uncertainty in the indirectly determined value, which could be improved further only by a more precise measurement of $M_W$.

When comparing the indirectly determined values of $\sin^2\theta^l_{\text{eff}}$ with and without the inclusion of $M_H$ in the fit, we find $\sin^2\theta^l_{\text{eff}} = 0.23151 \pm 0.00006$ and $\sin^2\theta^l_{\text{eff}} = 0.23139 \pm 0.00010$, respectively. The remaining uncertainty is dominated by theory uncertainties ($\pm 0.00004$) and uncertainties in $\Delta \alpha_s^{(5)}(M_Z^2)$ ($\pm 0.00004$). When comparing the indirectly determined value to the world average of $\sin^2\theta^l_{\text{eff}} = 0.23151 \pm 0.00014$ we find perfect agreement.

As discussed in Section 2, the SM prediction of several observables, in particular $\sigma^0_{\text{had}}$, $\Gamma_Z$ and $R^0$, depend on the strong coupling constant $\alpha_s(M_Z)$. From the electroweak fit using Gfitter without further external constraint we find $\alpha_s(M_Z) = 0.1196 \pm 0.0029$, which corresponds to a determination with full two-loop electroweak precision including NNLO plus partial N$^3$LO QCD corrections. Since the predictions of $\sigma^0_{\text{had}}$, $\Gamma_Z$ and $R^0$ depend only mildly on $M_H$, no significant change is observed when excluding $M_H$ from the fit.

For the most important observables we compared the global electroweak fit performed with Gfitter with the results from GAPP. As mentioned in Section 4.1, GAPP assumes no lepton universality, expresses the calculations in the $M_S$ scheme, and adds several observables such as $\sigma_\mu$ and the $\tau$ lifetime. In addition, the estimation of theoretical uncertainties, as well as the treatment of correlated uncertainties is different. Using the same input values as listed in Table 4.1, GAPP finds a global minimum with a $\chi^2 = 44.5$ at 41 effective degrees of freedom. The $\Delta \chi^2$ distributions for the indirect determinations of observables is illustrated also in Figure 4.1 as violet lines. Here, only Gaussian errors have been derived for simplicity, leading to polynomials of second order as $\chi^2$ distributions. A direct comparison between the full fit results for the main observables as well as their indirect determined values using Gfitter and GAPP, respectively, is shown in Table 4.2. In general a very good agreement in the central values can be observed, while GAPP typically yields smaller uncertainties. For example, the indirect determined Higgs boson mass has an uncertainty of $^{+18}_{-16}$ GeV using the GAPP code, while Gfitter yields $^{+21}_{-18}$ GeV.

A summary of the impact of the Higgs boson mass on the electroweak fit is given in Figures 4.2 and 4.3. Figure 4.2 shows the pull values for different observables, defined as the difference between the measurement values and the indirect determination via the global electroweak fit, normalized by the total error of the measurement and the indirect determination, i.e. $\sigma_{\text{tot}} = \sqrt{\sigma^2_{\text{exp}} + \sigma^2_{\text{ind}}}$. The results by Gfitter [38] with and without using $M_H$ in the fit are shown in blue and yellow. For comparison the resulting pull distribution of the GAPP program [43] is shown in gray for the case when $M_H$ is included in the fit. Figure 4.3 shows the experimental and indirect determined relative precision for the different electroweak precision variables, for both cases, including and
excluding $M_H$ in the fit, using the Gfitter code. Interesting for future measurements are those observables, which have a larger experimental uncertainty than their indirect determined value and are accessible with experiments in the next decade. These are in particular, the mass $M_W$ and the width $\Gamma_W$ of the $W$ boson, as well as the electroweak mixing angle $\sin^2\theta_{\text{eff}}$.

In the light of the currently perfect agreement of the direct measurement of $\sin^2\theta_{\text{eff}}$ and its indirect determined value, one should discuss the potential future measurements of $\sin^2\theta_{\text{eff}}$ at hadron colliders. Assuming a future precision of $\sin^2\theta_{\text{eff}}$ on the order of 0.00013, i.e., an improvement by a factor of two compared to the current precision at hadron colliders, and a future measurement value within 2\sigma of the current world average, the maximal deviation from the SM expectation would be 1.5\sigma. Hence in the midterm future, we cannot expect to observe a significant tension with the SM prediction of this observable at the $Z$ boson mass scale. However, measurements probing the running of $\sin^2\theta_{\text{eff}}$ would be highly interesting, as they could shed light on possible deviations at lower energy scales.

The situation is different for $M_W$ and $\Gamma_W$, where a higher experimental precision could lead to significant deviations from the predicted values by the fit and therefore indicate inconsistencies in the Standard Model. Similarly important, the reduction of the uncertainty in $M_W$ would reduce the uncertainty in the predicted value of $m_t$, and hence would then allow to shed light on the currently observed tension of about 1.7\sigma.

5. Summary and Outlook

The long history of the global electroweak fit culminated in the discovery of the Higgs boson in 2012 at the LHC and thus completed the particle spectrum of the Standard Model. In this article, we reviewed the status of the global electroweak fit with a special focus on the latest developments of precision measurements at hadron colliders. Even though many precision measurements of the $Z$ pole observables date back more than 20 years, they still provide the most relevant input for several observables in the global electroweak fit. However, the developments on perturbative and non-perturbative aspects of QCD, the better understanding of proton structure, as well as the outstanding performance of the hadron collider detectors, allowed for precision measurements of the $W$ boson mass, the $W$ boson width, the top quark mass and Higgs boson properties. We combined all latest measurements and performed a global electroweak fit, yielding a consistency of the Standard Model with a p-value of 0.24.

While the theoretical uncertainties due to missing higher order corrections in the electroweak precision observables are currently well below the experimental uncertainties, no immediate further effort has to be taken to improve these calculations. In recent years, however, a different point of view gained traction, in which the SM is viewed as an effective field theory (EFT) with hitherto unknown new particles integrated out. The systematic determination of the many new parameters introduced by this formalism has become a vibrant field of research (see, e.g., Ref. [298]). Hence, the future of electroweak precision measurements will have to include cross section measurements, sensitive to the effect of higher EFT operators, in a new global electroweak
EFT fit. Hopefully, such an approach will help to guide the way how we should look for signatures for physics beyond the Standard Model.

Looking even further into future, with the advent of possible new high energy lepton colliders it would be possible to increase the precision of electroweak fits by an order of magnitude or more [299]. Under discussion are currently circular colliders that would have the abilities to redo a LEP style physics program with several orders of magnitude greater data statistics, while at the same time allowing to proceed to higher energies including the $ZH$ production threshold region for high precision Higgs boson studies, and possibly even reaching the top quark pair production threshold for ultra-precision top quark physics. Very recently, a conceptual design report appeared for such an $e^+e^-$ accelerator in China, the Circular Electron Positron Collider (CEPC) [300]. A similar machine, the Future Circular Collider in $e^+e^-$ mode (FCC-ee), which is an evolution of a concept called TLEP [301], is being considered at CERN. Alternatives are linear options like the International Linear Collider (ILC) which already reached a comparatively mature stage [302] or the Compact Linear Collider (CLIC) [303], with the potential to reach the TeV and multi-TeV regions, respectively, and the advantage of high electron (and possibly positron) polarization for further increase in precision. Should any of these be realized, a world-wide concerted effort to achieve three-loop electroweak precision would then be required on the theory side.
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