SIMPLE LINEAR ALGORITHMS FOR MINING GRAPH CORES
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Abstract. Batagelj and Zaversnik proposed a linear algorithm for the well-known \( k \)-core decomposition problem. However, when \( k \)-cores are desired for a given \( k \), we find that a simple linear algorithm requiring no sorting works for mining \( k \)-cores. In addition, this algorithm can be extended to mine \((k_1, k_2, \ldots, k_p)\)-cores from \( p \)-partite graphs in linear time, and this mining approach can be efficiently implemented in a distributed computing environment with a lower message complexity bound in comparison with the best known method of distributed \( k \)-core decomposition.

1. Introduction and Basic Definitions

Finding dense modules in graphs is of interest to many applications. In social networks, dense graph modules are often associated with communities [1]. In bioinformatics, dense subgraph mining is an important approach for identifying potential biomarkers [2] and important biomedical functions [3]. However, many dense graph mining methods (e.g. [4, 5]) are derived from clique mining or quasi-clique mining. Since enumerating all maximal cliques is an NP-hard problem [6], these dense graph mining methods usually have a high worst-case time complexity, and thus can hardly be applied to large graphs. In contrast, a \( k \)-core decomposition can be implemented in linear time [7], and therefore it is a very popular method for graph mining and analysis.

Let \( G = (V, E) \) be a graph with a vertex set \( V \) and an edge set \( E \). A \( k \)-core in a graph is a maximal connected component in which every vertex has a degree \( k \) or larger. \( k \)-core decomposition typically refers to the identification of the maximum \( k \) value for each vertex such that there exists a \( k \)-core containing the vertex. To facilitate our discussion, we make the following definitions. Different from the definition of \( k \)-core decomposition, we define \( k \)-core mining to be the identification of all \( k \)-cores for a given \( k \). We define a \( k \)-degree graph to be a graph in which any vertex has a degree at least \( k \), and we define \( G(k) \) to be the largest \( k \)-degree graph that is a subgraph of \( G \). It is easy to conclude that \( G(k) \), if exists, is unique, and any maximal connected component in \( G(k) \) is a \( k \)-core. It is also not difficult to observe that any clique in \( G \) with size \( k + 1 \) or larger is preserved in \( G(k) \). In other word, a \( k \)-degree graph preserves all cliques of size \( k + 1 \) or larger, thus it can be used as a preprocessing for clique mining and related tasks.

2. Mining \( k \)-cores by the linear algorithm GraphPeel

Batagelj and Zaversnik [7] proposed a linear implementation of the \( k \)-core decomposition. However, in some applications \( k \)-cores are desired for a given \( k \). In this case, we find that an alternative linear algorithm requiring no sorting works for
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mining $k$-cores. As a result, this linear algorithm is much simpler to implement. To the best of our knowledge, this discovery has not been introduced in literature. Algorithm 1, \textsc{GraphPeel}, is the pseudocode of the simple $k$-core mining algorithm. It scans all the vertices only once (the for loop at Step 3), and start a recursive processing on a vertex with degree less than $k$ (the while loop at Step 7). 

\begin{algorithm}[H]
\caption{\textsc{GraphPeel}($G = (V, E)$, $k$)}
\begin{algorithmic}[1]
\STATE 1: Initialize $active\text{Vertex}$ vector to be all true;
\STATE 2: Initialize $Counter$ vector to be the degree of each vertex;
\FORALL {$v \in V$}
\STATE 4: \textbf{if} $active\text{Vertex}(v) == true \&\& Counter(v) < k$ \textbf{then}
\STATE 5: \hspace{1em} $active\text{Vertex}(v) = false$;
\STATE 6: \hspace{1em} Add $v$ into $Q$;
\STATE 7: \WHILE {$Q \neq \emptyset$}
\STATE 8: \hspace{1em} $w = dequeue(Q)$;
\STATE 9: \hspace{1em} \FORALL {$u$ adjacent to $w$}
\STATE 10: \hspace{2em} $Counter(u) = Counter(u) - 1$;
\STATE 11: \hspace{2em} \textbf{if} $active\text{Vertex}(u) == true \&\& Counter(u) < k$ \textbf{then}
\STATE 12: \hspace{3em} $active\text{Vertex}(u) = false$;
\STATE 13: \hspace{3em} enqueue $u$ onto $Q$;
\STATE 14: \hspace{2em} \ENDIF
\STATE 15: \hspace{1em} \ENDFOR
\STATE 16: \hspace{1em} \ENDWHILE
\STATE 17: \ENDIF
\STATE 18: \ENDFOR
\STATE 19: Regenerate $G$ induced by active vertices.
\end{algorithmic}
\end{algorithm}

In the following, we prove Theorems 1 and 2 which state the correctness and linear time complexity of \textsc{GraphPeel} algorithm for mining $k$-cores.

\textbf{Theorem 1.} Algorithm 1, \textsc{GraphPeel} processes the graph $G$ into $G(k)$.

\textbf{Proof.} Let $G'$ be the result graph after applying Algorithm 1 on $G$. We need to prove that $G' = G(k)$. The definition of $G(k)$ implies that $G' = G(k)$ if and only if both of the following two statements hold:

1. Any vertex in $G'$ has a degree at least $k$.
2. $G(k)$ is a subgraph of $G'$.

Proof of Statement 1:
Let us assume that there exists a vertex $v$ in $G'$ such that $d_{G'}(v) < k$. We will show in the following this is a contradiction. The degree of this vertex in $G$ is either of the two cases: (1) $d_G(v) < k$; (2) $d_G(v) \geq k$.

Case (1) is not possible because if $active\text{Vertex}(v) == true$ when the for loop (Step 3) reaches $v$, $active\text{Vertex}(v)$ will be turned into $false$. Therefore $active\text{Vertex}(v)$ must be false before $G'$ is generated, thus $v$ will not be included in $G'$.

Case (2) implies that the degree of $v$ is reduced below $k$ during the execution of Algorithm 1. However, the only degree reduction in Algorithm 1 takes place at Step 10, and it is immediately followed by degree check (step 11 and 12). That is, immediately after the degree of $v$ is reduced below $k$, $active\text{Vertex}(v)$ will be turned into false if it is true. In another word, $v$ will not be included in $G'$.

Since both cases are not possible, we have reached a contradiction and proved Statement 1.

Proof of Statement 2:
Let us assume that there exists a vertex $v$ in $G(k)$ such that $v \notin G'$. We will show in the following this is a contradiction. Since $v \notin G'$, $v$ was removed (i.e.,
**activeVertex**($v$) marked as false) during the execution of Algorithm 1. Since $v \in G(k)$, we conclude that **activeVertex**($v$) can only be turned into false at Step 12, which was caused by the removal of $d_G(v) - k + 1$ vertices from $v$’s neighborhood. Once again, since $v \in G(k)$, we conclude that at least one vertex (letting it be $w$) among the $d_G(v) - k + 1$ removed vertices belongs to $G(k)$. Since $w$ was removed, we conclude $w \notin G'$. We can apply this reasoning on $w$ and recursively repeat this process until we come to $u$, the first vertex in $G(k)$ which was removed by Algorithm 1. Then we reach a contradiction because **Counter**($u$) $\geq k$ always hold before $u$ was removed.

**Theorem 2.** Algorithm 1 GraphPeel runs in $O(|V| + |E|)$ time.

**Proof.** First, it is easy to see each vertex will be enqueued and dequeued at most once, the active status of each vertex will be changed at most once, and status check (Step 4) immediately follow the for-loop takes at most once on each vertex. More importantly, observing that a visit to an adjacent vertex (Step 9) is an edge visit, we conclude that Algorithm 1 GraphPeel visit each edge at most once (i.e., only when one end vertex is dequeued). This edge visit includes updating the **Counter** of an end vertex (Step 10) and checking its status (Step 11), both taking constant time. As a conclusion, Algorithm 1 GraphPeel takes $O(|V| + |E|)$ time in the worst case.

As we can see, the GraphPeel algorithm for mining $k$-cores is succinct and easy to implement. More importantly, this approach can be applied to mine $(k_1, k_2, \ldots, k_p)$-cores and extended to a distributed environment resulting in a low message complexity bound, as we will describe in the following two sections.

### 3. Mining $(k_1, k_2, \ldots, k_p)$-cores from $p$-partite graphs

A $p$-partite graph is defined as a graph whose vertices can be partitioned into $p$ disjoint sets such that no two vertices within the same set are adjacent. $p$-partite graphs ($p \geq 2$) have been frequently used to model real data and are of interest to many applications. For example, identifying dense components in bipartite graphs ($p = 2$) is an interesting data mining problem which can be associated with mining frequent itemsets [9]. Similar to mining $k$-cores, a corresponding $(k_1, k_2, \ldots, k_p)$-core mining algorithm is available for $p$-partite graphs. Such an algorithm can serve as efficient preprocessing for many applications on a $p$-partite graph. As an example of $(k_1, k_2, \ldots, k_p)$-core application, $(k_1, k_2)$-cores from bipartite graphs ($p = 2$ in this case) have been used for network visualization [10].

Let $G = (V_1, V_2, \ldots, V_p, E)$ be a $p$-partite graph. A $(k_1, k_2, \ldots, k_p)$-core is a maximal connected component in $G$ such that each vertex in $V_i$ has a degree $k_i$ or larger, for any $i$ between 1 and $p$. We define a $(k_1, k_2, \ldots, k_p)$-degree graph to be a $p$-partite graph in which any vertex in $V_i$ has a degree at least $k_i$ (note that $V_i$ is allowed to be an empty set). We define $G(k_1, k_2, \ldots, k_p)$ to be the largest $(k_1, k_2, \ldots, k_p)$-degree graph that is a subgraph of $G$. Again, it is easy to conclude that $G(k_1, k_2, \ldots, k_p)$, if exists, is unique.

The graph peel approach introduced in the previous section can be extended to perform the mining of $(k_1, k_2, \ldots, k_p)$-cores from $p$-partite graphs. The pseudocode is listed in Algorithm 2. By literally following the proofs for Theorems 1 and 2, we can show that Algorithm 2 correctly performs the mining of $(k_1, k_2, \ldots, k_p)$-cores.
for the given \(p\)-partite graph, and it runs in linear time, as stated in Corollaries 1 and 2.

**Corollary 1.** Algorithm \(\text{P-partiteGraphPeel}\) processes the \(p\)-partite graph \(G\) into \(G(k_1, k_2, \ldots, k_p)\).

**Corollary 2.** Algorithm \(\text{P-partiteGraphPeel}\) runs in \(O(\sum_{i=1}^{p} |V_i| + |E|)\) time.

**Algorithm 2** \(\text{P-partiteGraphPeel}(G = (V_1, V_2, \ldots, V_p, E), (k_1, k_2, \ldots, k_p))\)

1: Initialize \(\text{activeVertex} \) vector to be all true;
2: Initialize \(\text{Counter} \) vector to be the degree of each vertex;
3: for \(i = 1 \) to \(p\) do
4:     for all \(v \in V_i\) do
5:         if \(\text{activeVertex}(v) == \text{true} \&\& \text{Counter}(v) < k_i\) then
6:             \(\text{activeVertex}(v) = \text{false}; \text{Add } v \text{ into } Q; \text{IterativePeel}(Q)\);
7:         end if
8:     end for
9: end for
10: Regenerate \(G\) induced by active vertices.

**PROCEDURE IterativePeel(Q):**

while \(Q \neq \emptyset\) do
1:     \(w = \text{dequeue}(Q)\);
2:     for all \(u\) adjacent to \(w\) do
3:         \(\text{Counter}(u) = \text{Counter}(u) - 1;\)
4:         if \(\text{activeVertex}(u) == \text{true} \&\& \text{Counter}(u) < k_p(u)\) {assuming \(u \in V_p(u)\)} then
5:             \(\text{activeVertex}(u) = \text{false}; \text{enqueue } u \text{ onto } Q;\)
6:         end if
7:     end for
8: end while

4. Distributed core mining

Another big advantage of the graph peel approach is that it can be easily implemented in a distributed environment. The implementation is much succinct than [2], the best known method available for distributed \(k\)-core decomposition. Furthermore, this simple distributed \(k\)-core mining algorithm has a lower message complexity and comparable time complexity compared to [2] for the purpose of identifying all \(k\)-cores of a given \(k\). The distributed implementation of Algorithms 1 and 2 can be achieved with similar workflows. For succinctness, we combine the two efforts into one set of pseudocodes: Algorithms 3 and 4.

**Algorithm 3** \(\text{ONInitial()}\)

1: if \(\text{degree}(v) < k(v)\) {for distributed version of Algorithm 2 \(k(v) = k;\) for distributed version of Algorithm 3 \(k(v) = k_p(v)\) where \(v \in V_p(v)\)} then
2:     for \(u \in \text{neighbors}\) do
3:         \(\text{SendOffMessage}(u)\);
4:     end for
5:     \(\text{Node\_Status} = \text{off};\) {This node becomes inactive.}
6: end if

All nodes start with Algorithm 3\(\text{ONInitial()}\). If a node degree is less than \(k(v)\), it sends “off” messages to neighbors and then becomes inactive, otherwise, it goes into the suspension status and can be awakened to run Algorithm 4\(\text{ONMessage()}\) upon the arrival of a new message. To simplify our discussion, we assume once a node becomes inactive, it will keep dormant and unresponsive to any coming messages.

By literally following the proof of Theorem 1, it is easy to show that Algorithms 3 and 4 correctly perform the core mining, as stated in the following corollaries.
Algorithm 4 \textsc{onMessage()}

1: \texttt{degree} = \texttt{degree} − 1;
2: if \texttt{degree} < \texttt{k(v)} (for distributed version of Algorithm 4) \texttt{k(v)} = \texttt{k_p(v)} where \texttt{v} \in \texttt{V_p(v)} then
3: \texttt{for u \in neighbors do}
4: \texttt{SendOffMessage(u)};
5: \texttt{end for}
6: \texttt{Node\_Status} = \texttt{off}; (This node becomes inactive.)
7: \texttt{end if}

Corollary 3. The distributed \( k \)-core mining with Algorithms 3 and 4 applied to each node, processes the network \( G = (V, E) \) into \( G(k) \).

Corollary 4. The distributed \((k_1, k_2, \ldots, k_p)\)-core mining, with Algorithms 3 and 4 applied to each node, processes the network \( G = (V_1, V_2, \ldots, V_p, E) \) into \( G(k_1, k_2, \ldots, k_p) \).

The distributed core mining by Algorithms 3 and 4 also has a low message complexity, as stated in Lemma 1.

Lemma 1. The message complexity of the distributed core mining is bounded by \( O(|E|) \).

Proof. For any edge connecting two vertices, it will be used at most once by each end vertex to send the off-message. Thus, the lemma is correct because at most two off-messages will pass one edge.

In addition, the distributed core mining by Algorithms 3 and 4 converge fast under certain circumstances as discussed in the following. To facilitate our analysis, we assume each node works under synchronized phases. In each phase, a node is able to receive all messages sent out by other nodes in the previous phase, and if applicable sent off-messages to all neighbors. Then we have the following lemma.

Lemma 2. The distributed core mining, with Algorithms 3 and 4 applied to each node, converges in no more than \( |V| - k \) phases for a \( k \)-core mining on Graph \( G = (V, E) \) where \( k \leq |V| \), or no more than \((|V_1| - k_2) + (|V_2| - k_1) + 1\) phases for a \((k_1, k_2)\)-core mining on Bipartite Graph \( G = (V_1, V_2) \), or no more than \( \sum_{i=1}^{p}(|V_i|) - \min_{1 \leq i \leq p}(k_i) \) phases for a \((k_1, k_2, \ldots, k_p)\)-core mining on Graph \( G = (V_1, V_2, \ldots, V_p, E) \) where \( k_i \leq |V_i| \) for any \( 1 \leq i \leq p \).

Proof. Let us consider the case of mining \( k \)-cores which takes at least 2 phases to finish (the lemma is clearly true if a \( k \)-core mining finishes in 1 phase). It is easy to prove by contradiction that for any phase before the last phase, there are at least \( k + 1 \) active nodes at the beginning of the phase. Given this, we only need to show that before the last phase, at least one node will be set off in each phase. This can be proved by contradiction. If at one phase \( p \) before the last phase no node is set off, then at the next phase no message will reach any node, thus again no node will be set off and we reach a contradiction that the distributed \( k \)-core mining completes on or before phase \( p \).

The proofs for the case of a \((k_1, k_2)\)-core mining and a \((k_1, k_2, \ldots, k_p)\)-core mining can be obtained by following the above strategy.

\[ \square \]

5. Conclusion

We have shown that a simple linear algorithm works for mining \( k \)-cores, i.e., identifying all \( k \)-cores for a given \( k \). Based on this algorithm, we have shown that
mining \((k_1, k_2, \ldots, k_p)\)-cores on \(p\)-partite graphs can be implemented in a simple linear approach. In addition, these simple linear algorithms can be extended to a distributed environment with a low message complexity and a short running time. We expect core mining algorithms described in this manuscript will contribute to large data processing for many real applications.
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