The extensible No-Three-In-Line problem

Dániel T. Nagy∗ Zoltán Lóránt Nagy† Russ Woodroofe‡

Abstract

The classical No-Three-In-Line problem seeks the maximum number of points that may be selected from an \( n \times n \) grid while avoiding a collinear triple. The maximum is well known to be linear in \( n \). Following a question of Erde, we seek to select sets of large density from the infinite grid \( \mathbb{Z}^2 \) while avoiding a collinear triple. We show the existence of such a set which contains \( \Theta(n / \log^{1+\varepsilon} n) \) points in \( [1, n]^2 \) for all \( n \), where \( \varepsilon > 0 \) is an arbitrarily small real number. We also give computational evidence suggesting that a set of lattice points may exist that has at least \( n/2 \) points on every large enough \( n \times n \) grid.
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1 Introduction

A set of points in the plane are said to be in \textit{general position} if no three of the points lie on a common line. Motivated by a problem concerning the placement of chess pieces, Dudeney [9] asked how many points may be placed in an \( n \times n \) grid so that the points are in general position. This No-Three-In-Line problem has received considerable attention: for history and background, we refer to the book of Brass, Moser, and Pach [8] and that of Eppstein [10]; see also [17] for the problem in a higher dimensional setting. For an upper bound, it is straightforward to see that at most \( 2n \) points may so be placed. For rather small \( n \), several examples have been constructed where the theoretical bound \( 2n \) can be attained, see e.g. [3, 11]. However, it is still an open problem to determine the answer for large \( n \).

Joshua Erde proposed the following question at the Third Southwestern German Workshop on Graph Theory.

\textbf{Question 1.1.} Suppose that \( S \subseteq \mathbb{Z}^2 \) is a set of grid points in general position. Is it true that

\[ \liminf_{n \to \infty} \frac{|S \cap [1, n]^2|}{n} = 0? \]
The purpose of this paper is to give evidence suggesting that the answer to the question may be “no”.

While it is unknown for larger $n$ whether the upper bound $2n$ is achievable in the $n \times n$ grid, there are several constructions where the size of the set is a smaller multiple of $n$. The earliest of these is due to Erdős (appearing in a paper published by Roth [18]), and uses the modular parabola, consisting of the points $(i, i^2 \mod p)$. If $n = p$ is a prime number, then this yields $n$ points in general position in $\mathbb{Z}^2 \cap [1, n]^2$. If $n$ is not prime, then taking $p$ to be the largest prime before $n$ yields $n - o(n)$ points in general position.

The best known general construction for the No-Three-In-Line problem is due to Hall, Jackson, Sudbery, and Wild [13]. Their construction places points on a hyperbola $xy = k \mod p$, where $p$ is a prime slightly smaller than $n/2$, and yields $3/2n - o(n)$ points in general position.

Related problems in projective geometry are also of importance. For a given set of points, a line is called a secant if it intersects the point set in at least two points. Point sets having no secants of size larger than 2 are called arcs. Following earlier work of Bose [7], Segre showed that for odd $q$, every arc of $q + 1$ points in Desarguesian projective geometry $PG(2, q)$ is a conic [20] (see also [19]). Arcs and higher dimensional analogues have abundant applications in cryptography and coding theory [5, 6]. There are also connections between the No-Three-In-Line problem and planar drawings of graphs [22].

Our aim in this paper is to give a bound on the growth rate of $|S \cap [1, n]^2|$. Thus, in contrast with the finite grid case, we need $S$ to be dense in every square $[1, n]^2$.

A trivial lower bound follows from the parabola construction $\{(x, x^2) : x \in \mathbb{Z}^+\}$, giving $|S \cap [1, n]^2| = \Omega(n^{1/2})$.

The constructions of Erdős and of Hall, Jackson, Sudbery, and Wild give large point sets in general position in any $n \times n$ grid, but rely heavily on choosing a prime based on $n$. These constructions do not straightforwardly generalize to an infinite set, as required for Question 1.1. Payne and Wood in [16] give a probabilistic construction (which can be turned into a probabilistic algorithm, as observed in [10] Algorithm 9.22), but their techniques also rely on $n$ being fixed.

Thus, Question 1.1 asks whether there are large sets of points in general position in the $n \times n$ grid, which can be extended nicely to larger sets of such points in larger grids (the Extensible No-Three-In-Line problem of the title). This is connected closely to greedy approaches to the No-Three-In-Line problem, in which one seeks to build a large set of points in general position by adding points one-by-one according to some simple rubric. Although greedy approaches often appear to work reasonably well at building large point sets in computer experiments, they do not seem to be easy to analyze.

A subset $S$ in general position of points from some universe $U$ is said to be saturated if the addition of any further point from $U$ destroys the general position property. As greedy algorithms often add points until no more points can be added, they may result in saturated subsets in general position. Saturated subsets were considered by Adena, Holton, and Kelly in [1], and Martin Gardner asked a related question in his “Mathematical Games” column [12]. It is straightforward to see that any saturated subset has at least $\Omega(\sqrt{n})$ points.

Recently, Aichholzer, Eppstein, and Hainzl found a significantly improved lower bound on saturated subsets.
Theorem 1.2 (Aichholzer, Eppstein, and Hainzl [2]). If $S$ is a saturated subset of points in general position from an $n \times n$ grid, then $|S| = \Omega(n^{2/3})$.

It follows straightforwardly that there is an infinite subset $S \subseteq \mathbb{Z}^2$ in general position so that $|S \cap [1, n]^2| = \Omega(n^{2/3})$. It is worth remarking that the result of Theorem 1.2 is markedly different from the situation in a projective plane: for any sufficiently large projective plane having $q^2 + q + 1$ points, Kim and Vu [15] showed that there is a saturated (or maximal) arc of order $\sqrt{q} \cdot \log^c q$ (for some fixed $c$). This indicates that completing a given structure to gain a dense set in a larger square is difficult in general.

We show that the asymptotic growth of the size of the point set for the problem on the infinite grid can, in fact, be almost linear.

Theorem 1.3. For any $\varepsilon > 0$, it is possible to construct a set $S \subseteq \mathbb{Z}^2$ of grid points in general position with

$$|S \cap [1, n]^2| = \Theta(n/\log^{1+\varepsilon} n).$$

In particular, it holds that

$$\liminf \frac{|S \cap [1, n]^2|}{n/\log^{1+\varepsilon} n} > 0.$$

The main ingredients of the construction underlying Theorem 1.3 are as follows. We place separated copies of the parabola construction of Erdős along the curve $x/\log^\varepsilon x$. Specifically, for each value $x = 2^n$, we consider a square placed near the point $(2^n, n^\varepsilon)$ having side length a small multiple of $2^n/n^{1+\varepsilon}$. We choose a suitable prime $p_n$ for each integer $n$, and place a translated copy of Erdős’s parabola construction with respect to $p_n$ in the square. Finally, we delete those points from each such parabola that would form a collinear triple with points to their left.

By concavity, any line intersects the curve $x/\log^\varepsilon x$ in at most two points. If we choose the squares in the construction to be small enough, then (as we will see) a line intersects at most two of the squares. Thus to avoid collinear triples, it is enough to delete a point from each line which intersects the previously defined point set in one point and the parabola in the $n$th square in two points, or vice versa. By bounding from above the number of deleted points, we obtain $\Theta(N/\log^{1+\varepsilon} N)$ lattice points in general position for each $[1, N]^2$, verifying Theorem 1.3.

In addition to the construction of Theorem 1.3, we also have some computational results. The lexicographic greedy construction on a subset $U$ of $\mathbb{N}^2$ proceeds from left to right across $U$. On each vertical line, we add to $S$ the lowest point that is not on the same line with any two already-placed points (if such a point exists). The lexicographic greedy construction on the (infinite height) grid has been previously examined in OEIS sequences A236335 and A236266 [14]. We consider the lexicographic greedy construction over the triangular region consisting of the points with $y \leq x$ in the first quadrant of $\mathbb{Z}^2$. In computer experiments, this appears to stably yield slightly more than $0.8n$ points in general position in $[1, n]^2$. We also consider the variant where we only take points on vertical lines having even $x$-intercept. In computer experiments, this even variant appears to find points without fail, yielding exactly $n$ points in general position in $[1, 2n]^2$.

The organisation of the paper is as follows. We finish this section by presenting the outline of Theorem 1.3. In Section 2 we introduce the notation we wish to use throughout the paper.
and recall some background results. Section 3 is devoted to the proof of Theorem 1.3 Finally, in Section 4 we describe computer experiments with the lexicographic greedy construction, which suggest that the answer for Question 1.1 is “no”. Motivated by these experiments, we formulate novel conjectures.

2 Preliminaries

Notation 2.1. When speaking about the lattice points of a grid, $[1, N]$ denotes the integers in the closed interval.

We will use (without further reference) the following well-known results from analysis and number theory.

Result 2.2. The first $N$ terms of the harmonic series sum up as $\sum_{i=1}^{N} \frac{1}{i} = \ln N + O(1)$.

Result 2.3 (Baker, Harman, Pintz [4]). There is a prime number in the interval $[x - x^{21/40}, x]$ for all large enough $x$.

Let us recall the details of the parabola construction of Erdős discussed in the introduction. This construction provides $n - o(n)$ points in general position in the grid $[1, n] \times [1, n]$. We introduce a slightly generalized form.

Construction 2.4 (The general modular parabola construction). Let $\mathcal{P}$ denote a parabola $y = (x - a)^2 + b \pmod{p}$ for some prime $p$ and integers $a, b$. The graph of the parabola in $[1, p] \times [1, p]$ lies in general position, similarly to the Erdős construction. Indeed, the two extra parameters $a, b$ merely translate the graph of $y = x^2 \pmod{p}$.

We make two observations regarding Construction 2.4. The first states that two points determine a unique parabola having leading coefficient 1. The second notices that that there is at most one point pair of the parabola with a given direction and Euclidean distance.

Claim 2.5.

1. Let $\mathbb{F}$ be a field, and $(x_0, y_0), (x_1, y_1) \in \mathbb{F} \times \mathbb{F}$. Then the system of equations

$$\begin{cases} (x_0 - a)^2 + b = y_0 \\ (x_1 - a)^2 + b = y_1 \end{cases}$$

has a unique solution $(a, b)$, provided that $x_0 \neq x_1$.

2. Let $\mathcal{P}$ be the parabola $y = (x - a)^2 + b \pmod{p}$ on the grid $[0, p - 1] \times [0, p - 1] \subseteq \mathbb{Z}^2$. Choose any ordered pair of positive numbers $s, t$. There is at most one pair of points $Q_1, Q_2$ lying on $\mathcal{P}$ for which the line segment $Q_1Q_2$ has slope $s$ and length $t$.

Proof. To prove the first part, subtract the second equation from the first to get a linear equation in $a$, which uniquely determines $a$. The uniqueness of $b$ now follows immediately.
To prove the second part, suppose that we have four points on the parabola, \( Q_1, Q_2, R_1, R_2 \), such that \( R_1 R_2 \) is a translate of \( Q_1 Q_2 \). That is, the points have the form \( Q_1 = (x_0, y_0), Q_2 = (x_1, y_1) \) and \( R_1 = (x_0 + u, y_0 + v), R_2 = (x_1 + u, y_1 + v) \). Then the following equations hold:

\[
\begin{align*}
(x_0 - a)^2 + b &= y_0 \\
(x_1 - a)^2 + b &= y_1 \\
(x_0 + u - a)^2 + b &= y_0 + v \\
(x_1 + u - a)^2 + b &= y_1 + v.
\end{align*}
\]

However, the first two equations determine \((a, b)\) as in the proof of the first part, and the last two equations determine the same pair \((a, b)\) if and only if \(u = v = 0\).

We will also frequently use the following bound throughout the proof of the main theorem.

**Claim 2.6.** Let \( \varepsilon \in [0, 1] \) be a non-negative real number. If \( n > 10 \), then

\[
\sum_{m=1}^{n-1} \frac{2^m}{m^{1+\varepsilon}} \leq 2 \cdot \frac{2^n}{n^{1+\varepsilon}}.
\]

**Proof.** It is easy to see that the claim holds for \( n = 11 \) for every \( \varepsilon \), since it in turn follows from the case \( \varepsilon = 1 \) by monotonicity. To prove for every \( n > 11 \), one can easily apply induction. Then it is enough to verify \( \frac{2+1}{2^2} \leq \left(\frac{n}{n+1}\right)^{1+\varepsilon} \) to prove the inductive hypothesis.

\[\square\]

## 3 Proof of the main result

### 3.1 Construction

We begin by describing our construction.

The building blocks of the construction will be copies of the parabola of Construction 2.4, taken over various primes \( p \). We will place these copies along the curve \( x/\log^\varepsilon x \) (for some fixed small \( \varepsilon \)). By concavity, no line passes through more than 2 points of this curve. If we choose our parabolas to be small enough, then no line will pass through more than two of the copies, and we can then control the lines passing through two copies.

The details are as follows. It may be helpful to refer to Figure 1.

**Construction 3.1 (Main construction).** Fix a real number \( 0 < \varepsilon < 1 \). Fix also a real number \( c \), which will be at least \( 12/\varepsilon \) (see Lemma 2.2 below).

1. For each sufficiently large \( n \), consider an axis-parallel square \( Q_n \) with sides of length \( \left\lfloor \frac{2^n}{c n^{1+\varepsilon}} \right\rfloor \), and top left corner at \( (2^n, \left\lfloor \frac{2^n}{c n^{1+\varepsilon}} \right\rfloor) \). Let \( p_n \) be the largest prime smaller than \( \left\lfloor \frac{2^n}{c n^{1+\varepsilon}} \right\rfloor \).

2. In each \( Q_n \), consider a translated copy of the parabola \((x - a_n)^2 + b_n \mod p_n\) (for some choice of parameters \( a_n \) and \( b_n \)), extending down and right from the top left corner. Denote this parabola as \( \mathcal{P}_n \).

3. Our point set \( S \) will consist of a subset of \( \bigcup_n \mathcal{P}_n \).
We will select the subset $S$ of $\bigcup P_n$ iteratively. Assuming that we have already selected points in $P_1, \ldots, P_{n-1}$, we will select the parameters $a_n, b_n$ to minimize the number of collinear triples spanned by points of $P_n$ and $S \cap (\bigcup_{i=1}^{n-1} Q_i)$. We remove one point of each such collinear triple from $P_n$, and add the remaining points to $S$.

The floors in the construction make no difference in the asymptotic situation, and we will generally omit them to make our calculations easier to follow.

$$y = \frac{x}{\log(x)}$$

$$\varepsilon \cdot A_n = \left(2^n, \frac{2^n}{n^\varepsilon}\right)$$

Figure 1: Illustration for Lemma 3.2

### 3.2 Bounding lemmas

Fix notation as in Construction 3.1. We first show that no line intersects more than two copies of the modular parabola gadget.

**Lemma 3.2.** If $c$ is at least $c_0(\varepsilon)$, then no line intersects more than two of the squares $Q_n$.

**Proof.** Suppose that $m < n < k$, and that $\ell$ is a line passing through the squares $Q_m$ and $Q_k$. We desire to show that $Q_n$ lies strictly above $\ell$.

Since the $x$ coordinates for $Q_n$ lie strictly between those for $Q_m$ and $Q_k$, and since the top edge of $Q_m$ lies strictly below that of $Q_k$, we can assume without loss of generality that $\ell$ intersects $Q_m$ and $Q_k$ at their top left corners. By concavity of the curve $x/\log x$, we may assume that $m = n - 1$ and $k = n + 1$.

We now want to show that the lower right hand corner of $Q_n$ is above $\ell$. Since the slope of $\ell$ is clearly smaller than 1, it suffices to look at the left side of $Q_n$, and show that the difference between $\left\lceil \frac{2^n}{n^\varepsilon} \right\rceil$ and the height here of $\ell$ is at least $2 \cdot \left\lceil \frac{2^n}{n^\varepsilon} \right\rceil$ (see Figure 1). Since $2^n/n^\varepsilon$ and $2^{n+1}/n^\varepsilon$ are in a $2 : 1$ ratio, this difference is (ignoring floors)

$$\frac{2^n}{n^\varepsilon} - 2 \cdot \frac{2^{n-1}}{(n-1)^\varepsilon} - \frac{1}{3} \cdot \frac{2^{n+1}}{(n+1)^\varepsilon} = \frac{2^n}{3n^\varepsilon} \cdot \left(3 - \frac{n^\varepsilon}{(n-1)^\varepsilon} - \frac{2n^\varepsilon}{(n+1)^\varepsilon}\right),$$

and so it is enough to choose $c$ so that

$$3 - \frac{n^\varepsilon}{(n-1)^\varepsilon} - \frac{2n^\varepsilon}{(n+1)^\varepsilon} = 2 \cdot \frac{(n+1)^\varepsilon - n^\varepsilon}{(n+1)^\varepsilon} - \frac{n^\varepsilon - (n-1)^\varepsilon}{(n-1)^\varepsilon}$$
is at least $\frac{4}{cn}$. We recall a slight extension of Bernoulli’s inequality, that $1 + \varepsilon x > (1 + x)^\varepsilon > 1 + \varepsilon x + \varepsilon(x - 1)x^2/2$ when $0 < \varepsilon < 1$ and $-1 < x < 1$. Here, the second inequality follows from alternating series estimation when $x > 0$, or from Taylor’s inequality when $x < 0$. Thus, our chain of inequalities continues:

$$2 \cdot \frac{(n + 1)^\varepsilon - n^\varepsilon}{(n + 1)^\varepsilon} - \frac{n^\varepsilon - (n - 1)^\varepsilon}{(n - 1)^\varepsilon} > 2 \cdot \frac{\varepsilon n^{\varepsilon-1} + \varepsilon(\varepsilon - 1)n^{\varepsilon-2}/2}{n^\varepsilon + \varepsilon n^{\varepsilon-1}} - \frac{\varepsilon n^{\varepsilon-1} + \varepsilon(\varepsilon - 1)n^{\varepsilon-2}/2}{n^\varepsilon - \varepsilon n^{\varepsilon-1} + \varepsilon(\varepsilon - 1)n^{\varepsilon-2}}$$

$$= \frac{2\varepsilon}{n} \cdot \frac{1 + \varepsilon n^{-1} - n^{-1}/2 - \varepsilon}{1 + \varepsilon n^{-1}} - \frac{\varepsilon}{n} \cdot \frac{1 + (\varepsilon - 1)n^{-1}/2}{1 - \varepsilon n^{-1} + \varepsilon(\varepsilon - 1)n^{-2}}$$

$$= \frac{\varepsilon}{n} \left( 2 - \frac{1}{n + \varepsilon} - \frac{1}{n + \varepsilon} - \frac{1 + (\varepsilon - 1)n^{-1}/2}{1 - \varepsilon n^{-1} + \varepsilon(\varepsilon - 1)n^{-2}} \right).$$

As the last entry is greater than $\varepsilon/2n$ past very small $n$, we may take $c_0$ to be $12/\varepsilon$. □

**Lemma 3.3.** If $\ell$ is a line which intersects $Q_m$ and $Q_n$ for $m < n$ integers, then the slope $\mu(\ell)$ satisfies

$$\frac{2^{n-m} \left( \frac{1}{n} - \frac{1}{cn^{1+\varepsilon}} \right) - \frac{1}{m} - \frac{1}{cn^{1+\varepsilon}}}{2^{n-m} \left( 1 + \frac{1}{cn^{1+\varepsilon}} \right) - \frac{1}{m} + \frac{1}{cn^{1+\varepsilon}}} \leq \mu(\ell) \leq \frac{2^{n-m} / n^{\varepsilon} - \frac{1}{m} + \frac{1}{cn^{1+\varepsilon}}}{2^{n-m} - 1 - \frac{1}{cn^{1+\varepsilon}}}.$$

**Proof.** Let $A_i$ and $D_i$ denote the top left and the bottom right corner of the square $Q_i$, respectively, for $i \in \{m, n\}$. It is easy to see that the smallest possible slope corresponds to the line $A_mD_n$ and the largest possible slope corresponds to $D_mA_n$. Taking into consideration that $A_i = (2^i, \frac{2^i}{c^n})$, and $D_i = (2^i + \frac{2^i}{c^n}, \frac{2^i}{c^n} - \frac{2^i}{c^n})$, we get the desired bounds. □

We will need the following technical result on the difference between the upper and lower bounds of Lemma 3.3.

**Lemma 3.4 (Technical Lemma).** Let $m < n$ be integers, and $0 < \varepsilon < 1$. If $n$ is sufficiently large, then

$$\frac{1}{n} - \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}} + \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}} - \frac{1}{1 - 2^{n-m} - 1 - \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}} - \frac{1}{cn^{1+\varepsilon}}} < \frac{11}{cn^{1+\varepsilon}}.$$

**Corollary 3.5.** Let $\ell$ be a line having slope $\mu(\ell) = r/q$, and that intersects $Q_m$ and $Q_n$ for $m < n$ integers. If $n$ is sufficiently large, then $r$ can admit at most $q \cdot \frac{11}{cn^{1+\varepsilon}}$ different values.

**Proof (of Lemma 3.4).** The key step is to notice that as $2^{n}/n^{1+\varepsilon} > 2^{m}/m^{1+\varepsilon}$ for $n$ sufficiently large, also $2^{n-m} / m^{1+\varepsilon} > n^{1+\varepsilon}$. Write $A$ for $\frac{1}{n} - \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}}$ and $B$ for $1 - 2^{n-m}$. Then the left-hand side of the inequality is

$$A \cdot \left( \frac{1}{cn^{1+\varepsilon}} + \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}} \right) + \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}} \cdot (B + \frac{1}{cn^{1+\varepsilon}}) + \frac{1}{cn^{1+\varepsilon}} \cdot (B - \frac{1}{e^{2^{n-m} / cn^{1+\varepsilon}}})$$

$$\geq B^2(1 + o(1)).$$

Notice that $A \rightarrow 0$, as do the smaller terms on the bottom, and also that $\frac{1}{2} < B < 1$. Applying the key step, we thus bound the left-hand side for large enough $n$ by

$$\frac{1}{10} \cdot \frac{2}{cn^{1+\varepsilon}} + \frac{1}{cn^{1+\varepsilon}} \cdot \frac{11}{10} + \frac{1}{cn^{1+\varepsilon}} \cdot \frac{1}{1/5} < \frac{11}{cn^{1+\varepsilon}}.$$

□
3.3 Red points and blue pairs

Lemma 3.2 says that any line passing through three points in our construction must pass through two points in one square, and at least one point in another. Lemma 3.3 and Corollary 3.5 will let us say that this is rare.

**Lemma 3.6.** Let $m < n$, where $n$ is sufficiently large. The number of collinear triples determined by two points from $S \cap Q_m$ and one lattice point of $Q_n$ is at most

$$
\frac{8 \cdot 2^{m+n}}{c^3 n^{2+2\varepsilon} m^{1+\varepsilon}} \cdot n.
$$

**Proof.** We first count the number of lines $\ell$ intersecting $S \cap Q_m$ in two points according to the denominator of their slope. Let $\ell$ have slope $\mu(\ell) = \frac{r}{q}$, where $r$ and $q$ are relatively prime. Consider the projection onto the $x$ axis of the line segment between the two points of intersection. The length $d$ of this projection must be a multiple of $q$, at most $\frac{2^m}{c^2 m^{1+\varepsilon}}$. Moreover, it follows from Claim 2.5 that $d$ and $\frac{r}{q}$ uniquely determine the two points on $S \cap Q_m$, so each value of $d$ occurs at most once.

Thus, we have at most $\frac{2^m}{q \cdot c^2 m^{1+\varepsilon}}$ pairs from $S \cap Q_m$ determining a line of slope $r/q$. If $\ell$ also passes through $Q_n$, then by Corollary 3.5 there are at most $q \cdot \frac{11}{c m^{1+\varepsilon}}$ possible values of $r$. By examining the $x$ coordinate, there are at most $\frac{2^m}{q \cdot c m^{1+\varepsilon}}$ lattice points in $Q_n$ lying on $\ell$.

We finish the proof by summing over possible values of $q$, noticing that $11 \cdot \ln 2 < 8$ and taking into consideration Result 2.2:

$$
\sum_{q < \frac{2^m}{c m^{1+\varepsilon}}} \frac{1}{q} \cdot \frac{2^n}{c n^{1+\varepsilon}} \cdot \frac{2^m}{c m^{1+\varepsilon}} \cdot \frac{11}{c n^{1+\varepsilon}} \leq \frac{11 \cdot 2^{m+n}}{c^3 n^{2+2\varepsilon} m^{1+\varepsilon}} \cdot (\ln(\frac{2^m}{c m^{1+\varepsilon}}) + O(1))
$$

$$
< \frac{8 \cdot 2^{m+n}}{c^3 n^{2+2\varepsilon} m^{1+\varepsilon}} \cdot n.
$$

We color as red the points in $Q_n$ that are on the same line with a pair of points in $S \cap Q_m$ for some $m < n$. By summing the bound of Lemma 3.6 over all $m < n$ and applying Claim 2.6 we see that:

**Corollary 3.7.** The number of red points in $Q_n$ is at most

$$
\sum_{m<n} \frac{8 \cdot 2^{m+n}}{c^3 n^{2+2\varepsilon} m^{1+\varepsilon}} \cdot n < \frac{16 \cdot 2^{n+n}}{c^3 n^{2+2\varepsilon} n^{1+\varepsilon}} \cdot n. \tag{1}
$$

We notice that the ratio between the number of red points and the number of all points of $Q_n$ is at most $\frac{16}{c m^\varepsilon}$. Thus, it is clear that we will be able to choose $a_n, b_n$ as in Construction 3.1 to avoid all but an insignificant number of red points.

However, we must now also consider lines that intersect two points in $Q_n$, together with some point in $S \cap Q_m$ for some $m < n$. In analogy with our red points, we call a pair of lattice points in $Q_n$ blue if at least one of the pair is not red, and if the two are on a common line with a point of $S \cap Q_m$ for some $m < n$. Thus, to prove Theorem 1.3 it will suffice to show that there is a choice of $a_n, b_n$ that simultaneously avoids all but a small number of both red points and blue pairs.
Lemma 3.8. The number of blue pairs in $Q_n$ is at most $\frac{8 \cdot 2^{3n}}{c^4 n^{3+4\varepsilon}}$.

Proof. Consider a fixed $m < n$, and fix the denominator $q$ of the slope $r/q$ of a line $\ell$ that intersects $S \cap Q_m$ and at least one blue pair of $Q_n$. As in the proof of Lemma 3.6 Corollary 3.5 gives that there are at most $q \cdot \frac{1}{cn^{1+\varepsilon}}$ choices for $r$. If $\ell$ would pass through more than one point of $Q_m$, then all points on $\ell$ in $Q_n$ would be colored red, and in particular none of them would be in a blue pair. Thus, the line $\ell$ is determined (given $r$) by its intersection with $S \cap Q_m$, and we have at most $|S \cap Q_m| \leq \frac{2^n}{cm^{1+\varepsilon}}$ such lines. Finally, on each line we have at most

$$\left(\frac{2^n}{q \cdot cm^{1+\varepsilon}}\right) < \frac{2^{2n}}{2q^2 c^2 n^{2+2\varepsilon}}$$

points from $Q_n$. Combining these choices, we have at most

$$\frac{1}{q} \cdot \frac{11}{cm^{1+\varepsilon}} \cdot \frac{2^n}{cm^{1+\varepsilon}} \cdot \frac{2^{2n}}{2c^2 n^{2+2\varepsilon}}$$

pairs relative to a fixed $q$ and $m$. We now notice that as $\ell$ passes through two points of $Q_n$, we must have $q < \frac{2^n}{cm^{1+\varepsilon}}$. Summing over $q$ and $m$, in view of Result 2.2 and Claim 2.6 we obtain

$$\sum_{m=1}^{n-1} \sum_{q < \frac{2^n}{cm^{1+\varepsilon}}} \frac{1}{q} \cdot \frac{2^n}{cm^{1+\varepsilon}} \cdot \frac{11 \cdot 2^{2n}}{2c^3 n^{3+3\varepsilon}} \leq \sum_{m=1}^{n} \frac{2^n}{cm^{1+\varepsilon}} \cdot \frac{8 \cdot 2^{2n}}{2c^3 n^{3+3\varepsilon}} \cdot n \leq \frac{8 \cdot 2^{3n}}{c^4 n^{3+4\varepsilon}}.$$ 

\[ \square \]

### 3.4 Proof of Theorem 1.3

We build our point set as in Construction 3.1 using a value of $c$ large enough to satisfy the condition of Lemma 3.2. It follows from Claim 2.6 that $\sum p_n$ has the desired growth rate. Thus, provided the number of deleted points from each $Q_n$ is small, our iteratively-defined set $S$ will satisfy the requirement of the theorem. We will show that for every $n \in \mathbb{N}$, there is a choice of parameters $a_n, b_n$, so that the number of points deleted from each $Q_n$ is of the order $p_n/n^\varepsilon$.

Lemma 3.2 implies that, due to the sizes and positions of the squares $Q_n$, there will be no collinear triples formed by points of three distinct squares $Q_i$. Certain points (the red points of Section 3.3) or pairs of points (the blue pairs of the same section) from $Q_n$ may form a collinear triple with a point or points of $S \cap Q_m$ for some $m < n$.

We will show that the number of such collinear triples is small. We will use a double counting argument on the set $\mathcal{I}$ of pairs $(\mathcal{P}, T)$, where $\mathcal{P}$ is a parabola modulo $p_n$ in $Q_n$, and $T$ is a collinear triple on $\mathcal{P} \cup (S \cap Q_m)$ for some $m < n$.

We first count $\mathcal{I}$ by collinear triples. Each red point of $Q_n$ determines a collinear triple with two points from $S \cap Q_m$ (some $m < n$), and lies on exactly $p_n$ parabolas. Each blue pair of $Q_n$ determines a collinear triple with some point from $S \cap Q_m$ (some $m < n$), and lies on a unique parabola. It follows that

$$|\mathcal{I}| = |\{(\mathcal{P}, C) : C \in \mathcal{P} \text{ is red}\}| + |\{(\mathcal{P}, \{C, D\}) : \{C, D\} \subseteq \mathcal{P} \text{ is a blue pair}\}|$$

$$\leq 16 \cdot \frac{2^{3n}}{c^2 n^{2+3\varepsilon}} \cdot p_n + \frac{8 \cdot 2^{3n}}{c^4 n^{3+4\varepsilon}}.$$
We now count $\mathcal{I}$ by parabolas. Indeed, as there are $p_n$ choices for each of $a$ and $b$, the mean number of pairs $(P(a, b), T)$ in $\mathcal{I}$ for a choice of parameters $(a, b)$ is $|\mathcal{I}|/p_n^2$. In particular, there is some choice $a_n, b_n$ of parameters for a parabola in $Q_n$ with at most
\[
\left( \frac{16 \cdot 2^{2n}}{c^3n^{2+3\varepsilon}} \cdot p_n + \frac{8 \cdot 2^{3n}}{c^4n^{5+4\varepsilon}} \right) / p_n^2 = O \left( \frac{2^n}{n^{1+2\varepsilon}} \right)
\]
pairs in $\mathcal{I}$ having $P_n := P(a_n, b_n)$ in the parabola entry.

We now form $S \cap Q_n$ by selecting the parabola $P_n$, and deleting a point from each collinear triple $T$ so that $(P_n, T)$ is in $\mathcal{I}$. Thus, we delete from $P_n$ all incident red points, and one point from each incident blue pair. As $p_n$ is only slightly smaller than $2^n/cn^{1+\varepsilon}$, the number of points in the constructed $S \cap Q_n$ is $\frac{2^n}{c^{1+\varepsilon}} \cdot (1 - o(n))$. This suffices to complete the proof.

4 Greedy lexicographic construction

A concrete and deterministic construction for large grid sets that are in general position may be described as follows. We iteratively look at each vertical line $x = 1, x = 2$, etc. At each line $x = i$, we record the least positive $j$ so that the point $(i, j)$ is not on a common line with any two points to its left. The limit of this process yields an infinite set $S_{\text{lex}}$ of triple-wise non-collinear integer points. This construction has been previously examined in OEIS sequence A236335, and similar constructions are the subject of sequences A236266, A179040 [21].

Since we are interested in high density in squares $[1, n]^2$, we vary the lexicographic construction slightly to require $j < i$ at each step, yielding a set $S_{\text{lex}} <$. Experimental evidence suggests
that \([1, n]^2 \cap S_{\text{lex}}^<\) is of approximate size that is slightly larger than \(0.8 \cdot n\). Refer to Table 1 for densities of \(S_{\text{lex}}^<\) at several values of \(n\), or to Figure 2 for a plot of the first points in \(S_{\text{lex}}^<\).

| \(n\) | 100 | 200 | 300 | 400 | 500 | 1000 | 2000 | 3000 | 4000 | 5000 | 10000 |
|---|---|---|---|---|---|---|---|---|---|---|---|
| \# points \(S_{\text{lex}}^<\) | 81 | 166 | 254 | 340 | 424 | 830 | 1678 | 2515 | 3353 | 4197 | 8385 |
| density \% \(n\) | 81% | 83% | 84.6% | 85 | 84.8% | 83 | 83.9% | 83.8% | 83.8% | 83.9% | 83.9% |
| \# points \(S_{\text{mod2lex}}^<\) | 50 | 100 | 150 | 200 | 250 | 500 | 1000 | 1500 | 2000 | 2500 | 5000 |
| density \% \(n\) | 50% | 50% | 50% | 50% | 50% | 50% | 50% | 50% | 50% | 50% | 50% |

Table 1: Density achieved by the lexicographic greedy construction

A variant of some interest is to look only at the even lines \(x = 2, x = 4, \text{etc.}\), and to apply the lexicographic construction on these, again with the requirement that \(j < i\) at each step. We call the obtained set \(S_{\text{mod2lex}}\). Experimental evidence suggests that the lexicographic construction always yields a general position point above each even \(i\); moreover, in our experiments, this point always lies so that \(j < \frac{2}{3}i\) (see Figure 3). Rigorous analysis of this type of greedy approach appears to be difficult.

**Conjecture 4.1.** \(S_{\text{lex}}^<\) and \(S_{\text{mod2lex}}^<\) provide a point set such that the number of points in each square \([1, n] \times [1, n]\) can be bounded from below by a linear function.

The consistent behavior of \(S_{\text{mod2lex}}^<\) suggests that it might be more amenable to rigorous analysis than other greedy constructions.
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