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Abstract: Keystroke Dynamics Are Most Frequently Used In Situation Where Password Security Is The Major Concern. In The Event That The User’s Secret Word Is Disclosed, And The Keystroke Rhythm Of The Genuine Client Is Known, The Application Will Not Accept The Fake User In Spite Of Having Valid Credentials. This Paper Focuses On Strengthening The Keystroke Dynamics By Introducing Non-Conventional Features For Authenticating A User Using Static Keystroke Dynamics. The Paper Also Discusses The Improvement In Far, Frr, Err, And Accuracy After The Application Of The Proposed Non-Conventional Feature Set Along With The Existing Timing Feature Set.
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I. INTRODUCTION

Keystroke dynamics is explored as a support factor for authentication for many reasons. Firstly, unlike other biometric techniques, keystroke dynamics do not require additional hard- ware as users will be using a computer keyboard for typing which is analyzed for their identification. Secondly, it is not costly to implement, as the hardware required is the keyboard. Finally, typing rhythms will be available even after the user is authenticated, because keystroke information exists as a mere consequence of users using computers through keyboard [1]. A lot of research is available on keystroke dynamics and is based on either free texts, password or passphrases. In general, the typing rhythm of the user are often taken either statically (at login time) or continuously (while using a computer). The static keystroke model uses a single defined expression, such as a password and/or a username. Static Keystroke model helps in strengthening the authentication process with username and password [2]. As the length of the password increases, the count of keystroke timing features also increases, which further increases the training time of an algorithm in a static keystroke authentication mechanism. In a continuous keystroke authentication mechanism, the user typing is continuously monitored. There is no constraint on the length of the keys typed as compared to fixed phrase in static keystroke mechanism. In continuous keystroke mechanism, the non-conventional features such as usage of Caps Lock key, Shift Key and word typed per minute can also be extracted along with the timing features. The work in this paper focuses on applying non- conventional features along with timing features for the Static Keystroke Authentication mechanism, to reduce the training time which is required to train the user profile and to improve the performance of the system. The paper is arranged as follows. Section II deals the basics of keystroke dynamics. Section III covers the study and research done by different authors on Keystroke Dynamics. Section IV includes the proposed approach for verifying users using static keystroke dynamics as a support factor. Section V describes experimentation carried out for the proposed approach. Section VI focuses on the results and observations from the experiment done. The paper is concluded with concluding remarks in Section VII.

II. KEYSTROKE DYNAMICS BASICS

The process in keystroke dynamics consists of collecting raw keystroke timing data from the user. The captured keystroke information, also known as features, is stored and used to create user profile database. In classification, the captured keystroke features are compared with the stored profile database of the user and the decision is generated. The classification is in binary form for keystroke dynamics based authentication, i.e. either authenticated or not authenticated. The keystroke dynamics try to capture the characteristics of an individual through his or her typing pattern. Features based on key press and key release timings are mainly used to identify the pattern of an individual’s typing. The features are extracted from the KeyPress and KeyRelease time as shown in Fig 1. These features are explained ahead.

Dwell time is the difference between the KeyPress and KeyRelease of a single key as shown in Fig 1.

Flight time is the difference between the current keyre- lease and the next keypress as shown in Fig 1.

Di-graph is the time taken by the user to type two consecutive keys. The same is shown by Di-graph in Fig 1.

Tri-graph is the time taken by the user to type three consecutive keys. The same is shown by Tri-graph in Fig 1.

III. LITERATURE SURVEY

In keystroke dynamics, the features are first extracted to represent the user typing characteristics, then are classified for authentication and identification purposes. The user profile is created on the basis of the set of features selected for the individual. Different researchers used different set of features to authenticate users using keystroke dynamics. Typically, the diagram is a series of two characters, including punctuation, numerals, letters, and space. Digraph latencies within the virtual letter pairs were then used to produce a score [3]. Features like digraphs and trigraphs rely only on the word context [4]. To solve the
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Fig. 1: Keystroke Timing based features

dependencies Dowland and Furnell [5] used digraphs, trigraphs and n-graphs features along with the keyword latencies i.e. AutoID, Left character, Right character, Latency, and Timestamp. The most effective results were achieved by using digraph. Feature set identification which helps to form a unique profile for each individual is the most significant side of machine learning-based keystroke dynamics [3]. The user identification and classification used to authenticate the user is a necessary step in the keystroke dynamics. The classification algorithm learns the typing pattern of each user only when the user profile data undergoes a training. Linear Classifier, Support Vector Machines (SVM), Decision Trees, Boosted Trees, Random Forest, Nearest Neighbor (NN) and Neural Network are the types of classifiers in machine learning [3]. The features selection is an important factor and also an area of research. It is observed from the studies that different feature sets were used by different authors for authenticating users using keystroke dynamics. D. R. Gentner et. al. [6] and Roth, et. al. [7] used digraph and trigraph timing features for authenticating users using static keystroke dynamics. Alsultan, et. al.[8] used timing features as well as non-conventional features for authenticating a user using continuous keystroke dynamics.

Data after classification must be evaluated for its correctness. It is essential to provide standardized testing methods and performance metrics for analysis. The datasets used plays a very vital role during this testing as it is a known fact that the training dataset is used for testing, cannot comment on the performance of the classification. [3] The data set chosen has a significant effect on the performance of the system. Various studies have reported a major increase in output for comparable and identical algorithms, taking into account the fact that most researchers have used their own dataset. To address this issue, Killourhy and Maxion compiled and published the keystroke dynamics benchmark dataset. [9].

Recently, a number of datasets have been implemented in this area to allow researchers to compare the performance of their algorithms or models with other existing algorithms / models. GREYC keystroke benchmark dataset[10], GREYC12 static keystroke dynamics benchmark Dataset [11], Si6 Labs keystroke rhythm Dataset [12], Beihang University static keystroke dynamics benchmark Dataset [13], GREYC- NISLAB keystroke dynamics soft biometrics Dataset [14], Sapientia University dataset [15], Clarkson University’s dataset [16], RHU keystroke dataset [17] and CMU dataset [9].

Although these datasets help to have a common benchmark to compare with other algorithms, when any new features are added, the data for the newly introduced features must be collected. Studies have shown that not much work has been done using non-conventional authentication features, particularly static ones, and that different researchers have also used different features set to identify the user using keystroke dynamics. There was therefore a need for us to create our own dataset and then find the appropriate dataset features that could be effective in uniquely identifying the user.

IV. PROPOSED METHODOLOGY

As mentioned earlier, the majority of the research for authenticating a user using a static analysis of keystroke dynamics focuses on time-based features. However, it is our observation that people have a particular style of using a keyboard. Some people always use Caps Lock for typing capital letters, while some use Shift Key. Also, there are people who shuffle among left and right Shift Keys while typing. In addition to the personal choice or convenience of using these special keys, the user may also depend on the password that is to be typed. For this reason, we drafted a password policy which is as follows:

The length of the password should be of at least “10” characters.

It must contain at least one uppercase character and a special character (! @ # $ % & etc).

Sample combination of password following the password policies is shown in Table I.

Table I: Password Table

| Description | Password(s) |
|-------------|-------------|
| Keeping the uppercase character and the special case character together. (Any order) | i@ndia2019, indiA@2019, indi@ A2019. |
| A number of uppercase characters together | INDia@2019, inDia@2019 |
| Alternate upper and lower case characters | iNdia2018, InDia2018 |
| A number of special characters | oM@nySpec!@ls |
| Start with numbers | 2018India@, 18India@19 |
| Continuous switching between right and left part of the Qwerty keyboard | PaleMapOW19@ |
| All characters on one side of the keyboard | DeafRex@12, PinKill!89 |
| Half upper-case Half lower case | HALHalf@27 |
For example:
If a password contains uppercase character and the special case character together,
then the usage of Shift and CapsLock keys may be interesting and vary from user to user as for special character Shift key has to be used. For typing A, it may be interesting to observe which key the user uses in which scenario CapsLock, Left Shift or Right Shift Key.
If the password contains consecutive uppercase characters such as INDia@2018, inDia@2018, then in such cases the user may use Caps Lock or Shift key or combination of the two keys to type consecutive capital characters.
If the password contains alternate upper and lower case characters such as iNdia@2018, InDiA@2018, number of special characters such as SoM@nySpec!@ls, the possibilities of the users to use Shift Key increases in such scenario is an assumption. It will be interesting to see what the typing pattern of an individual is in such scenarios.
If the password contains characters where there is continuous switching between right and left part of the QWERTY keyboard such as PaleMapOW19@, in such case, the user typing behavior may be different as compared to usual behavior. As the user may use Right Shift Key when using the right section of the keyboard and Left Shift Key when using the left section of the keyboard.
On similar lines, it is observed that a set of people regularly use the number keys from top whereas some people always use the number keys associated with Num Lock. These observations lead that different keys like Caps Lock, Shift or a different set of number keys can be used as a feature set for keystroke dynamics. These are considered as non-conventional features as these are not capturing time, related to key press and release. In our proposed method, the key usage data of every individual will be captured. Timing features and Non-conventional features will be calculated with the help of the captured data for every user. Following are the features considered:
A. Timing Features:
Hold Time is the difference between the keypress and key release [18].
Up-Up Time is the difference between two successive key releases [19].
Up-Down time is the difference between a key release and the next keypress [19].
Down- Down time is the difference between two successive key presses [18].
Down-Up time is the difference between a keypress and the next key release [18].
The collected user samples will consist of a variety of features that increases the computational complexity. All of these features may not be useful and some of them will be irrelevant while forming a training set. In order to keep the computational complexity under control, a module can be implemented that identifies user-specific features that are more crucial than the other features. The identified relevant features will form a training set that can be used as a reference during the authentication phase. During the authentication/testing phase, the typing rhythm of the given input sample from the user will be compared with the reference template of the training set to verify the user.
B. Non-conventional Features:
As described earlier other than timing features, other keys usage of the user is also captured.
Shift Key Usage (Left/Right): As can be seen, every individual has different habits of using a keyboard especially while typing capital characters or special characters. The variation includes usage of CapsLock, Left Shift Key or Right Shift key. This usage in a particular scenario is captured for every individual repetitively to understand the user‘s keystroke behavior. This feature will capture user habits of using the Shift key [20].
Caps Lock Key Usage: This feature captures user’s habits related to the use of CapsLock [8].
First key release occurs after the second key release: This is applicable only if the user uses the Shift key. For example, this situation occurs when the user uses Shift key and then presses any other key, and releases the Shift Key before releasing the other key [8].
First key release occurs before the second key release: This is applicable only if the user uses the Shift key. For example, this situation occurs when the user uses Shift key and then presses any other key, and releases the Shift Key after releasing the other key [8].
Number Key (Top/Right) Usage: There are two different aspects of a user’s habits related to Numbers Key usage. Some users always use only the top panel whereas some always use the right panel of the keyboards and some alternate between the two. This feature captures this aspect. The proposed workflow model is depicted in Fig. 2. Like any machine learning application, it consists of two phases: (1) Training Phase and (2) Testing Phase. In the training phase, the keystroke data of every individual is captured, through which the timing features, as well as proposed non-conventional features, are extracted. The user profile of every individual is then created using both the timing and non-conventional features. This data set is then used to train the system for a particular user, for a particular key phrase. This profile is used to register the user behavior.
In the testing phase, user keystroke data is taken at run time, through which the timing features and non-conventional features are extracted. These features set is then tested for Error to marginal value with the identified pattern for that user. If the marginal value is in the accepted range then the system predicts authorized/unauthorized users with accuracy after comparing it with the registered user behavior data set. But if the marginal value is not in the accepted range the features extracted are sent to the training phase.

V. EXPERIMENTATION
The user keystroke timing (in millisecond) is captured when the user enters the given password. During this timing
Feature selection is a technique used to choose those features within the dataset that contribute most to the target variable. In other words, we choose the best predictors for the target variable. K-nearest algorithm was chosen to select K best features from sample sets such that the features will help to improve accuracy scores and can also boost the performance on very high-dimensional datasets. The only limitation with the K-nearest algorithm is, it asks for K to be defined before running the algorithm on the set. To decide the value of K, experimentation was done by assigning different values to K, for observing which value of K will yield good results. The result is summarized in Fig. 3. As shown in Fig. 3, for every user with a different value of K, different digraphs features set is more appropriate as compared to all the digraphs of the key pressed and released by the user for typing the password 'India@2018'. Table II shows the contributing features set when k=15 for users ‘darshan’ and ‘Deepshree’ while typing password as 'India@2018'.

| Users     | Contributing Features when k=15                                                                 |
|-----------|-----------------------------------------------------------------------------------------------|
| Darshan   | I.n.UpUp, i.a.UpUp, a.shiftLeft.UpUp, @.2.UpUp, I.n.DownDown, a.shiftLeft.DownDown, @.2.DownDown, I.n.DownUp, a.shiftLeft.DownUp, @.2.DownUp, I.n.UpDown, i.a.UpDown, a.shiftLeft.UpDown, @.2.UpDown, and 0.1.UpDown |
| Deepshree | I.n.UpUp, a.shiftLeft.UpUp, @.2.UpUp, I.n.DownDown, a.shiftLeft.DownDown, @.2.DownDown, I.n.DownUp, a.shiftLeft.DownUp, @.2.DownUp, I.n.UpDown, n.d.UpDown, i.a.UpDown, a.shiftLeft.UpDown, shiftLeft.@.UpDown and @.2.UpDown |

The number of features and also the set of features extracted for user ‘darshan’ and ‘Deepshree’ are different and thus these features set can be used for training instead of using all the digraphs of the password length. It has been observed that two different users typing the same password can be differentiated through their type patterns as represented in
Fig. 4. It can be seen from Fig. 4 that two users typing the password India@2018 have some variations in their pattern with the press and release of the Shift key and Numbers key press. Finding usage patterns of non-conventional features can become additional support along with timing features to identify the user. As can be seen from Fig. 5, two users have completely different usage patterns of non-conventional features. Thus, if the typing pattern of the non-conventional features is recorded, it is expected to be more supportive to differentiate the users.

Fig. 5: Timing Diagram of non-conventional features of two User typing the same password at different time.

For checking the performance of the K best features algorithm linear regression, Gaussian Mixture model, Support Vector Machine and Random Forest algorithm were used. The features identified in this process are timing features. The results for K as 15, 20 and 30 are summarized in Table III. It can be seen that for K = 15 Support Vector Machine works best. The non-conventional features classification was carried out using different algorithms such as Naive Bayes, Random Forest, Decision trees and Logistic Regression. It was observed that Logistic Regression gives less error count with highest accuracy of 90.50% as compared to other algorithms for classifying non-conventional features as shown in Table IV. Lesser the error count more is the accuracy.

**TABLE III: Accuracy of K best selected features using different classification algorithms**

| Algorithms        | Accuracy(K=15) | Accuracy(K=20) | K=30  |
|-------------------|----------------|----------------|-------|
| Linear Regression | 70.83%         | 69.16%         | 65.22%|
| Gaussian          | 75.75%         | 69.24%         | 74.39%|
| Random Forests    | 77.50%         | 76.96%         | 80.68%|
| Support Vector Machine | 81.14%      | 79.22%         | 78.97%|

**TABLE IV: Accuracy of different classification algorithms for Non-Conventional features**

| Algorithm                  | Error Count | Accuracy (%) |
|----------------------------|-------------|--------------|
| Logistic Regression w/ CV  | 41          | 82%          |
| Logistic Regression        | 22          | 90.50%       |
| Naive Bayes                | 64          | 72.41%       |
| Decision Tree              | 50          | 78.44%       |
| Random Forest              | 45          | 80.60%       |

Thus, the user profile was created and trained by using the extracted relevant timing (conventional) features and non-conventional features, as discussed above. The user profile was created by using K best algorithm with the value of k=15. The timing features were trained using SVM algorithm and non-conventional features were trained using Logistic Regression.

**VI. RESULTS**

The results of our proposed approach were evaluated on the data collected from 30 users. To evaluate the performance of our proposed approach, we evaluated four different kinds of results. First, only the timing features of the users were trained using an SVM classifier. Second, only the non-conventional features were trained using Logistic Regression. Third, 60% of the timing features and 40% of non-conventional features were trained using an SVM classifier. Fourth, 80% of the timing features and 20% of non-conventional features were trained using SVM classifier. The results are shown in Table V FAR, FRR and EER all improve. Equal Error Rate (EER) is lesser when Timing and Non-conventional features are used together. It is thus evident when both the timing features and proposed non-conventional features are used to authenticate a user using keystroke dynamics, the accuracy can be improved drastically.

**TABLE V: Results of Proposed Approach**

| Type                          | FAR  | FRR  | EER  | Accuracy  |
|-------------------------------|------|------|------|-----------|
| Timing features               | 0.5  | 0.03 | 0.26 | 64.89%    |
| Non-conventional Features     | 0.4  | 0   | 0.23 | 67.36%    |
| Both Timing (60%) and Non    | 0.07 | 0.1 | 0.08 | 91.48%    |
| conventional features (40%)   |      |     |      |           |
| Both Timing (80%) and Non     | 0.12 | 0.13| 0.22 | 87.23%    |
| conventional features (20%)   |      |     |      |           |

**VII. CONCLUSION AND FUTURE WORK**

Keystroke dynamics is used as a support factor for authentication. This paper mainly focuses on the timing and non-conventional features for static keystroke dynamics where the pattern is identified in a given phrase. Currently, static keystroke dynamics use only timing features and continuous keystroke dynamics use both timing and non-conventional features, to model the user typing behavior. In this paper, we proposed to use non-conventional features along with the conventional time-based features for user identification for static keystroke dynamics. The experiment was carried and it was observed that the combined use of timing and non-conventional features improves FAR, FRR as well as EER.
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