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Abstract

A significant amount of research has been undertaken in statistics to develop and implement various change point detection techniques for different industrial applications. One of the successful change point detection techniques is Bayesian approach because of its strength to cope with uncertainties in the recorded data. The Bayesian Change Point (BCP) detection technique has the ability to overcome the uncertainty in estimating the number and location of change point due to its probabilistic theory. In this paper we implement the BCP detection technique to a laboratory based fuel rig system to detect the change in the pre-valve pressure signal due to a failure in the valve. The laboratory test-bed represents a Unmanned Aerial Vehicle (UAV) fuel system and its associated electrical power supply, control system and sensing capabilities. It is specifically designed in order to replicate a number of component degradation faults with high accuracy and repeatability so that it can produce benchmark datasets to demonstrate and assess the efficiency of the BCP algorithm. Simulation shows satisfactory results of implementing the proposed BCP approach. However, the computational complexity, and the high sensitivity due to the prior distribution on the number and location of the change points are the main disadvantages of the BCP approach.
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1. Introduction

Change Point detection methods are used widely in industry to detect a change in parameter that result from unexpected operation condition. Bayesian Change Point (BCP) detection technique has been nominated as a powerful method in stochastic process for detecting the changes. In this paper, we aim to implement the BCP detection technique in the UAV fuel systems to demonstrate its efficiency.

The purpose of the fuel rig is to investigate fault detection and isolation, degradation, and state prediction in a representative system. The system has been modelled in different software packages used for the Integrated Vehicle Health Management (IVHM) system design. The test rig also has been used as a testing platform for novel signal processing techniques and algorithms that support IVHM implementation. The hardware was built and will be used to validate predictions of diagnostic software packages, and also as a demonstrator to illustrate the performance of system damage detection and isolation techniques.

Running representative tests on any IVHM system is always problematic. To see any significant degradation requires running over a considerable period of time, cannot be easily reproduced, and is costly. Three different approaches could be taken. Firstly, accelerated testing; this could be achieved by increasing the duty of the components or by manufacturing them out of less durable materials. Secondly, by accurately knowing the degradation modes to be investigated, the components could be machined to represent the degraded mode. This only represents one snapshot in the wear process but could be repeated gradually increasing the effect. Simulation may be necessary to aid this process.
Thirdly, a different perspective could be taken: some degradation modes could be emulated, e.g. a filter replaced by a direct proportional valve so that a clogged filter failure mode could be simulated by gradually closing the valve. It is the latter approach that is adopted there.

2. Experimental setup

To make the development of the test rig manageable in a lab the fuel system was made representative of that of a small UAV engine (Figure 1). Adopting this approach allows the rig to be bench-top scale, minimizing cost whilst maximizing the aspects of the fuel system that can be investigated. The rig consists of the following representative components:

- Main and sump tanks
- External gear pump
- Filter
- Polyurethane tubing
- Solenoid shut off valve, direct proportional valves
- Non-return valve
- Control modules for pump, direct proportional valves and shut-off valve
- Instrumentation.

A connection between the drain valve of the sump tank and the refill valve of the main tank has been considered in order to realize a general reset of the test rig.

The following contrived components are also included in order to achieve safe operation in re-circulation and drain modes:

- A variable restrictor (ball valve) to simulate engine injection and to create back pressure when partially closed.
- A three way inlet/outlet valve to switch between recirculation and drain modes
- A drain tank and valves so that the main tank can be drained

In order to control and acquire data from the fuel system test rig, a system using National Instruments LabVIEW virtual instrumentation has been utilized: a CDAQ – 9172 device with six compact DAQ modules: NI 9485, NI 9205, NI 9472, NI 9401 and two NI 9263.

The National Instruments (NI) 9485 is a 8-channel solid-state relay sourcing or sinking digital output module for any CompactDAQ or CompactRIO chassis. One channel was used to provide access to a solid-state relay for switching the 24V voltage applied to the shut-off valve in order to control the open/close position. The NI 9205 module receives the analogue voltage output from the pressure transducers and flow-meters, converts this information using the pre-defined calibration curves into digitized information readable on the GUI. The NI 9472 module is a 8-channel 24V logic, sourcing digital output module which provides the signals to the pump inverter in order to implement the pump controls (Start pump, Stop pump, Increase speed, Decrease speed, Forward/Reverse, Relative Speed). The NI 9401 module counts the rotational speed laser sensor analogue output pulses and converts them into frequency for calculation of the pump speed. The NI 9263 module is a 4-channel, 100 kS/s simultaneously updating analog output module which enables the implementation of the direct proportional valves position control. Valve position is modified by varying the voltage applied to the solenoid.

The National Instruments LabVIEW software version 2014 was used to customize the control for the entire system. Referring to Figure 3 the controls are structured in three layers (top three layers) of the GUI:

- The top layer contains Pump Control Unit and Valve Control Unit.
- The second layer enables the control of the fault injection mechanisms at the component level. This is

Fig. 1. Schematic of the experimental setup.

The main GUI is shown in Figure 3. The user has control over shut-off valve position, pump speed (manual or mission profile mode) and direct proportional valves position. Within the same GUI the sensor output for rotational speed is displayed, pressure in different points of the fuel rig and volumetric flow rate on both re-circulation line and engine feed line. National Instruments LabVIEW software version 2014 was used to customize the control for the entire system.
done via knobs that are setting the position of five Direct Proportional Valves (DPVs).

- The third layer allows control of fault injection mechanism at the sensor level.

The data presented to the user in the GUI on the bottom layer: pressures in different points of the system (e.g. before filter, after filter, after pump, after shut-off valve, before sump tank) on the left hand side; volumetric flow rate in the main line on the right hand side of this layer.

3. System behavior under healthy and faulty conditions

From the hardware and software point of view, the control system accommodates five failure modes in a plug and play manner: a clogged filter, a degraded pump, a stuck valve, a leaking pipe and a clogged nozzle. Physical behavior of the fuel system affected by these failure modes under different degrees of severity is depicted in Figures 4-8. Volumetric flow rate drops in all cases, therefore the following figures only capture the pressure at five different locations (pressure across the filter, pressure across the shut-off valve and pressure after the nozzle). P1 is the pressure measured before the filter, P2 represents the pressure after the filter, P3 and P4 are the pressure values measured before and after the shut-off valve and P5 is the pressure measured before the sump tank. The degradation phenomenon for each individual type of fault was physically implemented on the test rig using DPVs. The filter was replaced by a DPV and set to be initially fully open (this setup captures the healthy scenario as the pressure drop across the valve was identical to the pressure drop across the filter). By gradually closing this valve the system replicates a behavior of a clogged filter (Figure 4). The degraded pump was emulated through a leak after the pump. The severity of the leak was controlled by adding another DPV in the system which is controlling the level of flow that is released outside the main line. Initially this valve was full closed; the behavior of the system when valve is open (5-100%) is depicted in Figure 5. The failure of the shut-off valve (being stuck in amid range position) can be obtained by gradually closing this valve (initially set to be fully open). Its effects on pressure measurements are highlighted in Figure 6. The leaking pipe failure mode was emulated through a leak in the pipe connecting the shut-off valve and the nozzle. The severity of the leak was controlled by adding another DPV in the system which is controlling the level of flow that is released outside the main line. Initially this valve was full closed; the behavior of the system when valve is open (between 5 and 100%) is depicted in Figure 7. Due to dirty fuel, the nozzle component can get clogged. This phenomenon was emulated on the test rig by replacing the nozzle with a DPV. Its effects on system behavior are captured in Figure 8.

Fig. 3. Fuel system – GUI for controls

Fig. 4. Physical behavior – Clogged filter scenario

Fig. 5. Physical behavior – Degraded pump scenario

Fig. 6. Physical behavior – Stuck shut-off valve scenario

Fig. 7. Physical behavior – Leaking pipe scenario

Fig. 8. Physical behavior – Clogged nozzle scenario

The points in Figures 4-8 represent the average values of 1min of data for each individual pressure measurement (sampled at 1kHz). The real data for each individual faulty scenario for different degrees of severity was discussed in [1], [2].
4. Change Point Detection

A significant amount of research in the statistics community has been undertaken to develop the change point detection methods for the abrupt changes in data over the last three decades [3, 4, 5, 6]. Change-point detection problem has been significantly developed and used in various applications, such as signal segmentation of a data stream [7], fraud detection in mobile networks [8], climate change detection [9], motion detection in vision systems [10], stock market prices [11], nuclear engineering [12], and the aerospace domain [13, 14].

Most of the recent research in change-point detection adopts the Bayesian approach (see, for example, [13, 14]) which allows direct probability statements about unknown quantities, as opposed to weaker confidence statements about them. The BCP detection approach is a powerful method comparing with the existing change point detection approaches due to its accuracy and effectiveness. A significant amount of publication can be found in the literature review on the BCP detection approaches [15, 16, 17, 18, 19, 20]. The Bayesian approach to multiple change-points dates back to the seminal paper of [21]. [22] extended the model in [23] of normal mean shift to Gaussian autoregressive models with unexpected changes in the value and variance, by approximating the posterior distribution using the Gibbs sampler.

Most of the proposed BCP approaches in the literature review are retrospective [26], and have demonstrated strong performance for off-line datasets. Recently, a new online BCP detection technique was recently presented by [19], and in an alternative formulation by [27]. While computational cost can be made to be approximately linear in [27] by applying resampling strategies, a preferred recursive formulation by [19] provides a closed form solution that is linear and introduces no approximation errors.

The objective in this research is to implement the new developed BCP detection, suggested recently by [17]. This method makes use of the Bayesian approach. As such, it is suitable for the analysis and understanding of time series data. The results will demonstrate the effectiveness of this method in the UAF fuel system.

5. Description of the algorithm

In this section, the developed BCP detection algorithm in [17] will be used to detect the change in the pre-valve pressure signal. We describe briefly the model and the required prior distributions, and how these are used to perfectly sample from the posterior probabilities of given points being change points.

Let \( \theta \) and \( \tau \) denote the dependent variable and predictor variables, respectively. Then, the linear regression of \( X_1, \ldots, X_n \), can be presented by Equation (1) as follows:

\[
Y = \sum_{i=1}^{n} \beta_i X_i + \epsilon
\]

where \( \beta_i \) and \( \epsilon \) present the \( i \) th regression coefficient and the random error term, respectively. The goal of this algorithm is to build a piecewise regression model whose regime boundaries are the change in the recorded data.

Let \( X = [X_1, X_2, \ldots, X_n] \) be the matrix of predictor variables, \( Y = [Y_1, Y_2, \ldots, Y_n] \) be the vector of response variable, \( N \) be the total number of data points, \( \sigma^2 \) be the residual variance, and \( \mathcal{C} \) be the set of change points whose location are

\[
\mathcal{C} = \{c_0 = 0, c_1, c_2, \ldots, c_k, c_{k+1} = N\}.
\]

The main steps of the BCP algorithm are detailed below:

5.1. Calculating \( f(c_j | \mathcal{C}) \):

Denote \( X = [X_1, X_2, \ldots, X_n] \) the repressors in the regression model, and the error \( \epsilon \) is mean zero, and normally distributed.

The probability density of the data \( f(y | c_j, \mathcal{C}) \), can be calculated as follows [17]:
Defining the prior distribution on the number and location of detection where max follows [17]:

\[
f[k_{i},X_{ij}] = \frac{\left(\nu_{0}/2\right)^{\nu_{0}/2} \Gamma(\nu_{0}/2)\nu_{0}^{\nu_{0}/2}}{\Gamma(\nu_{0}/2)\nu_{0}^{\nu_{0}/2}} (\nu_{0}/2)^{-\nu_{0}/2} X_{ij}^{\nu_{0}/2} + k_{0}^{-\nu_{0}/2}
\]

where \( \nu_{0} = \nu_{0} + n\beta \)

\( s_{x} = (\nabla_{ij} X_{ij})^{T} (\nabla_{ij} X_{ij} + k_{0})^{-1} \nabla_{ij} X_{ij} \)

\( \chi^{2}(\nu_{0},\sigma^{2}_{0}) \) act as pseudo data points, \( I \) is the identity matrix, \( k_{0} \) is a scale parameter, \( \Gamma \) is the gamma function, and \( n \) to be the number of samplings points in a substring. More details about the derivation of Eq. 2 can be found in [17]:

5.2. Forward recursion

Denote \( Y = [Y_{1}, Y_{2}, \ldots, Y_{j}] \) has \( k \) change points and its density is \( R(Y_{j}) \). Then, \( R(Y_{j}) \) can be calculated recursively as follows [17]:

\[
R(Y_{j}) = \sum_{v=j}^{\infty} \sum_{i=1}^{v} \sum_{j=1}^{v} R(Y_{v-1}) f(X_{v}, Y_{v-1}, Y_{j}) \tag{3}
\]

\[
P_{k}(Y_{j}) = \sum_{v=j}^{\infty} \sum_{i=1}^{v} R(Y_{v-1}) f(Y_{v}, Y_{j}) \tag{4}
\]

for \( j = 1, 2, \ldots, N \)

5.3. Stochastic back trace via Bayes rule

Defining the prior distribution on the number and location of the of change points ( \( f(k = K) \) and \( f(c_{1}, c_{2}, \ldots, c_{k} | K = k) \) ) are essentially to calculating the partition functions as follows [17]:

\[
f(Y_{K}) = \sum_{K=0}^{K_{max}} \sum_{c_{1}, \ldots, c_{K}} f(Y_{K} | k_{c_{1}, \ldots, c_{K}}) 
\times f(K = k, c_{1}, \ldots, c_{k})
\tag{5}
\]

and

\[
f(K = k, c_{1}, \ldots, c_{k}) = \frac{0.5}{k_{max} \left( \begin{array}{c} N \\ k \end{array} \right)}
\]

where \( k_{max} \) denote the maximum number of changes in the data.

6. Experiment & Results

Our aim in this section is to detect the change in the pre-valve pressure signal in the UAV fuel system due to a failure of valve being jammed in a mid-range position. To detect these changes in the pre-valve pressure signal, we use the BCP detection technique developed by [17]. The malfunction of the shut-off valve is implemented for different degrees of severity of the seizure of the shut-off valve by using the DPV. Nine degrees of severity were generated corresponding to 100%, 90%, 80%, 70%, 60%, 50%, 40%, 30% and 20% valve opening. Position 100% valve open corresponds to a healthy valve, 20% shut-off valve open corresponds to an almost stuck shut-off valve. The fault is injected for 30sec before removing it completely (back to health shut-off valve) and injecting it again with different degree of severity.

The threshold value of the flow rate through the shut-off valve is the most important detection setting for making decision about a significant fault in the valve. When the change in the pre-valve pressure signal detects due to a failure in the valve and the flow rate decreases we compare the current flow rate with the threshold. If more flow rate than defined by threshold has changed we assume that we have detected a fault in the valve.

In this work, we assumed the minimum accepted level for the volumetric flow rate through the valve to be 0.66 l/min (Figure 9). When the probability of change point in the pre-valve pressure signal is more than 0.95 and the flow rate less than 0.66 l/min, we can confirm that a fault in the valve is detected. Setting the threshold value is a big challenge, because the sensitivity of change detection will be decreased if the value of the threshold is set too high. In contrast, if the value of the threshold is set too low, this will increase the ratio of the false alarm rate.

The data for each individual pressure measurement is recorded for 600 sec. 2400 samples of data (\( N = 2400 \)) were recorded for testing. 10 datasets has been used for testing. We assumed that the pre-valve pressure regime between each change can be presented linearly by \( Y = \beta_{1} + \beta_{2}X \), and set the maximum number of changes (in the pre-valve pressure to \( k_{max} = 50 \)). We set the value of \( \nu_{0} \), \( \sigma^{2}_{0} \), and \( k_{0} \) to be 0.1, 0.04, and 0.013, respectively.

The analysis of the pressure transducer (measure before the shut-off valve) by the BCP approach is shown in Figure 10. The blue (solid) line represents the Pre-Valve pressure signal, while the dashed blue line represents the model of the Pre-
Valve pressure signal predicted by the BCP algorithm and the red line represents the probability of a change point in the Pre-Valve pressure signal due to a failure in the valve.

The values of the probability of detecting a change in the pressure signal are shown as spikes at the bottom of Figure 10. The shape of the spikes presents the confidence in detecting the change and the uncertainty in the exact time of detecting the change in the pressure signal. For example, spike with small amplitude and wide spread indicates low confidence in detecting the change and wide range of uncertainty about the exact time of detecting the change in the signal, and vice versa.

As shown in Figure 10, there are some spikes with probability of change more than 0.95 which indicate a change in the shut-off valve, but this change will be ignored because the flow rate at the change point is less than 0.66 l/min. For example, the probability of change when emulate severity with 50% valve opening is 0.99 and the flow rate at that point through the valve is around 0.68 l/min. On the other hand, when the probability of change is more than 0.95 and the flow rate at the change point is more than 0.66 l/min a serious change will be detected and confirmed, such as the probability of change when emulate severity with 50% valve opening is 0.99 and the flow rate at that point is around 0.60 l/min.

The BCP approach is tested with different $\nu_0$, $\sigma_\beta$, and $k_\beta$ values. It was clear that the value of these parameters which define the prior distribution in BCP because it has big impact on the posterior distribution of the number of detected changes in the pressure signal. Also, it was noticed that noise amplitude has big impact on the shape of the spikes. For example, increasing the amplitude of the pressure signal will increase the spread of the spike which indicates more uncertainty about the exact time of detecting the change in the pressure signal, and vice versa.

7. Conclusions

A linear regression model used to construct the Pre-Valve pressure signal. The number and location of serious changes in the valve was identified through implementing the BCP detection algorithm to the Pre-Valve pressure signal. The conclusion about the fault severity of a stuck shut-off valve was drawn by correlating the probability of change point in the pressure signal with the required flow rate through the valve. The level of noise in the pressure signal had big impact of changing the spread of the spikes and consequently changing the level of confidence in defining the time of change in the pressure signal.

A significant advantage of using the BCP approach in this work is its ability to cope with the uncertainty surrounding the solution regarding the number and location of change points in the Pre-Valve pressure signal due to a failure in the valve. However, the computational complexity, and the high sensitivity due to the prior distribution on the number and location of the change points are the main disadvantages of the BCP approach.
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