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Abstract. Container technology is a light weight back-end virtualization solution which copes with the growing demand for Internet service concurrency. Network services can be provided by a series of containers between which network requests are sent and responded. We call these cooperating containers a container service chain. On a certain physical cluster, there are various available container placement of a service chain. Different container placement causes different service response time. In order to reduce the response time of container service chain, a greedy algorithm for container service chain placement is proposed based on heuristic information. Through quantitative analyzing resources provided by hosts and consumed by containers, we build a mathematic model of container service chain. We use this model to decide where to place container when service is expanded, and where to remove container when service is reduced. Our model reduced the response time of container service chains by 40% compared to average placement.
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1. Introduction

In the past few decades, the scale of Internet was growing rapidly. In the 44th China Statistical Report on Internet Development publish by CNNIC in 2019, the number of Chinese netizens has increased to 854 million [1]. The huge network user crowd are consuming the Internet through various services, such as websites, mobile applications, and online games. Take the example of T-mall at double eleven, which is a shopping festival of china, the peak request concurrency is 140 thousand per second in 2015, and 175 thousand per second in 2016.

Therefore, the back-end service providers are focusing on providing the services at scale. Virtualization is one of the emerging technologies used in data centers and cloud environments to improve both hardware and development efficiency. In the past, the virtual machine is a common virtualization method. A virtual machine has its own isolated CPU, memory, block I/O, and network resources, etc. However, using virtual machines means running many duplicate instances of the same OS and many redundant boot volumes. They make virtual machines suffer from noticeable performance overhead, large storage requirement, and limited scalability.

As a result, containers were designed and implemented to address these limitations. Containers can provide multiple isolated service units of the application while sharing the host operating system and physical resources. Felter et al. [2] compared the resource consumption between containers and virtual machines under the same deployment, and draw the conclusion that containers cost less resource.
Containers have three stages of development. In the beginning, a container is only a calculating thread running on a Unix server. Then comes docker, which introduces a way of simplifying the tooling required to create and manage containers. Docker also uses cgroup to limit the resource that can be used by a container, which gives containers certain independence. It means seeing from the physical server, containers are essentially just regular processes. Meanwhile, seeing from the container, a container enjoys a virtualized resource environment, not only just CPU and memory, but also bandwidth, ports, disk i/o, etc. The latest stage is container cluster orchestrator, for example, Google Kubernetes and Docker Swarmkit. Kubernetes is an open-source system for automating deployment, scaling, and management of containerized applications. The prototype of Kubernetes is Borg, a Google internal use container control system, and Google published it at 2014. At present, Kubernetes becomes the most mainstream container cluster orchestrator.

An essential feature of Kubernetes is automatically changing the scale of the container cluster based on the request load. Kubernetes proposes a concept called pod. A pod consists of one or more containers of a same image. A service provided by a Kubernetes cluster consists of one or more pods. When the request number of a service changes, Kubernetes will automatically increase or decrease the container number of the pods. The relationship between Kubernetes service, pod and container is shown in figure 1.
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**Figure 1.** The relationship of K8s service, pods and containers.

There are many studies about how to improve the performance of virtual backend. Harter et al. [3] find that the container startup latency is considerably larger than expected, in which copying package data accounts for most of container startup time. So, they implemented a tool called slack which can reduce the amount of copying and transferring packages to speed up the startup procedure. Nathan et al. [4] proposed CoMICOn, which addresses the problem by sharing the image in a cooperative manner. Hegde et al. [5] also proposed SCoPe to characterize the provisioning time in terms of system features. It presents a statistical model to guide provisioning strategy. However, these works are all aiming at reducing the startup time, and ignored the service runtime response time.

Assuming that the hardware of physical server cluster, the configuration and amount of containers are determined, the runtime response time can only be affected by the location of containers, in other words, the placement of containers. It is different from placement problem with topology like middlebox placement [6-9]. Gog et al. [10] compared the scalability between Docker Swarmkit [11] and Google Kubernetes [12], and then proposed firmament to achieve low latency in large-scale clusters by using multiple min-cost max-flow algorithms. On the other hand, focusing on workload scheduling, Kaewkasi et al. [13] describes an Ant Colony Optimization algorithm for a cluster of Docker containers. However, the algorithm does not distinguish various containers, which usually have a diverse requirements. Mao et al. [14] proposed DRAPS to reduce the physical resource cost rate instead of response time. What’s more, the studies we mentioned above are all general solutions. Our work, on the contrary, aims at find an optimal placement of container service chain scaling.

The way in which Kubernetes scales the cluster is simply equal distribution. It can be concluded as adding in turn and deleting randomly. This naïve way is usually unable to find the optimal deployment.
If the connection relationship between the pods is determined, in other words, service chain exists, we can use the relationship as heuristic information to improve the performance of the service chain. It will reduce the total response time of the cluster.

In this paper, we make the following contributions:

- **A Service Chain Model:** We propose a model to simulate the response procedure of container cluster when the hardware of physical server cluster, the configuration and number of containers are given. By this model we can calculate the response time of the service provided by the cluster.

- **A Greedy Optimization Algorithm:** We propose a complete container placement scheme based on greedy algorithm, which assigns the container to appropriate physical node and reduce service response time in a service chain cluster. The simulation demonstrates that our greedy algorithm outperforms the Kubernetes default average scheme and reduces response time as much as about 40% on a given cluster.

The rest of this paper is organized as follows. Section II describes the service chain model, and the way to calculate the response time of a service chain. Section III elaborates the greedy algorithm to find the optimal placement. The algorithm is implemented in Section IV. Section V shows the evaluation results of the greedy algorithm. Section VI concludes this paper and shows the future work.

## 2. Models

In this section, we will design a model to imitate the response procedure of container service chain, and explain how to calculate the response time.

### 2.1. Structure of Container Service Chain Cluster

The structure of a typical container service chain is shown in figure 2. Physical servers provide various resources, such as CPU, bandwidth and store. The container service chain in figure 2 contains three parts. The first part is DB, which stores data and provide data to Web server. Therefore, this part requires store resource mostly as well as network resource. The second part is Web, which need to handle the data and output the web page to LB. The mostly cost resource is CPU. The last part LB directly communicate with user requests of high concurrency, so it need network resource mostly. We describe the relationship between containers by the distance to users. In the example above, DB is the furthest part. Meanwhile, LB is the nearest part.

![Figure 2. A typical K8s service chain.](image)

In Kubernetes, the whole container service chain can be deployed as a service. Each part of the service chain is a pod. There is data transmission between two adjacent parts. Different replicas of a pod can be deployed on different physical servers.

### 2.2. Constraints of Container Deployment

To answer the question that how many containers we need to deploy, we suppose that a unit of requests need a unit of service chain, and one-unit service chain consists of one replica of each pod.

To simplify the problem, we suppose physical servers only provides three kinds of resources which we mentioned above. CPU resource represents resources for calculation, such as CPU cycle and RAM. Bandwidth resource represents network resources. Bandwidth is consumed when two adjacent pods in a
service chain are placed on different physical servers. Store resource represents the storage space provided by hard disks.

We define a placement plan as how we put a container service chain cluster on a physical server cluster when both of them have fixed parameters and amount. These three constraints work in different mechanisms. Store constraint requires that the summation of storage space needed by pods on a single physical server cannot be more than the storage space provided by it. However, there are no such simply sum-up requirement on CPU and bandwidth constraints. Limited calculate resource means that calculate tasks are solved in a fixed speed. If we put too many calculate tasks on a physical server, then this server needs a lot of time to solve them, which will become a bottleneck of the whole cluster. Bandwidth constraint behaves similar with CPU constraint. Placement does not change the total calculate task, but changes the total data transmission. We will explain how to calculate the response time of a placement in next subsection.

2.3. Calculation of Response Time

In figure 3, there are 3 units of requests, and the required 3 units of container service chains are deployed on 3 physical servers. Remember that a unit of requests is not a single request, but a number of requests that need a unit of service chain to handle. In this example, when a user sends a request to the server cluster, the request first arrives at the LB pod. Then LB pod send calculate request to the Web pod. The Web pod asks DB pod for data. After fetched data form DB pod, Web pod start to calculate and send the result to the LB pod. Finally, the LB pod send the web page to the user. A request finished. In this example, there are only data transmission from a far pod to a near pod because the data transmitted form a near pod to a far pod can be ignored. However, in general scenarios, data transmission in both directions exists.

![Figure 3. An example of incrementally scaling K8s cluster.](image)

At the micro level, containers in a service chain work in order to response a request. However, at the macro level, a unit of requests contains massive requests. When a part of a request is solved on a part of the service chain, other parts of the service chain are handling other requests. Therefore, the response procedure is non-sequential in time, but a concurrency procedure.
The response time of the cluster is decided by the physical server with longest response time, so we first calculate response time separately for each physical server and then compare them. The response time of a physical server contains three parts, the transmission time of ingress traffic, the transmission time of egress traffic and the calculate time. The response time is decided by the longest one of them.

The transmission time of ingress traffic and egress traffic can be calculated as equations (1) and (2). $T_{input}$ and $T_{output}$ represent transmission time of ingress traffic and egress traffic. $D_{input}$ and $D_{output}$ represent the ingress and egress traffic of each pod on a physical server. $BW_{input}$ and $BW_{output}$ represent the ingress and egress bandwidth of the physical server. Generally speaking, the ingress bandwidth of a NIC equals the egress bandwidth of it. Suppose the bandwidth is known, we need to calculate the ingress traffic and egress traffic in order to calculate the transmission time.

$$T_{input} = \frac{\sum D_{input}}{BW_{input}}$$  

$$T_{output} = \frac{\sum D_{output}}{BW_{output}}$$  

Considering the load balance mechanism between adjacent pods in the service chain, the ingress or egress traffic of a pod comes from or goes to every adjacent pod equally. Suppose that the ingress traffic comes from the far pods, and the egress traffic comes from the near pods, the way to calculate $D_{input}$ and $D_{output}$ is shown as equations (3) and (4). $D_{far}$ and $D_{near}$ represent the traffic generated by a unit of this pod. $C_{far}$ and $C_{near}$ represent the all far pods and near pods, while $C_{far\text{diff}}$ and $C_{near\text{diff}}$ represent far pods and near pods deployed on different physical servers.

$$D_{input} = D_{far} \times \left( \frac{\sum C_{far\text{diff}}}{\sum C_{far}} \right)$$  

$$D_{output} = D_{near} \times \left( \frac{\sum C_{near\text{diff}}}{\sum C_{near}} \right)$$

Assuming that there are $m$ units of service chains, for each pod, we need to calculate the traffic between it and $2m$ adjacent pods. The time complexity is shown in equation (5).

$$T(n) = O(n^2)$$  

Compared to transmission time, it is easier to calculate the computing time. It can be calculated as dividing the summation of computing tasks deployed on a physical server by its computing power. The process is shown in equation (6). $T_{cal}$ represents the computing time. $C_{cal}$ represents the computing power.

$$T_{cal} = \frac{\sum D_{cal}}{C_{cal}}$$

We only need to traverse each pod once to calculate the computing time, so the time complexity is shown in equation (7). Because it’s one magnitude lower than calculating transmission time, the time complexity to calculate response time of a physical server can be represented by equation (5).

$$T(n) = O(n)$$

Here comes an example showing how to calculate the response time of a container service chain. The placement is shown in the top part of figure 3. The resources provided by physical server and the tasks of each pod are shown in table 1. For server 0, the total computing task is:

$$50 \times 2 + 1000 + 200 = 1300$$

| Hardware | Parameter |
|----------|-----------|
| CPU      | Intel® Core(TM) i5-8250U @ 1.6GHz 1.8GHz |
| RAM      | 8.00 GB   |

**Table 1.** The configuration of the laptop.
The computing time is:

\[ 1300 / 5 = 260 \] (9)

The ingress transmission task is:

\[ 100 \times 2 \times 2/3 + 10 \times 2/3 + 1000 = 1140 \] (10)

The ingress transmission time is:

\[ 1140 / 5 = 228 \] (11)

The egress transmission task is:

\[ 100 \times 1/3 + 10 \times 2 \times 1/3 = 40 \] (12)

The egress transmission time is:

\[ 40 / 5 = 8 \] (13)

Therefore, the bottle neck of server 0 is computing time, 260, which is the response time of server 0. The response time of server 1 and server 2 can also be calculated in the same way. The response time of server 1 is 250, and server 2 is 240. As a result, the response time of the whole service chain is the maximum of them, 260.

3. Algorithm

In this section, we will design a greedy algorithm to find the optimal container service chain with minimal response time.

3.1. Analysis of Simple Traverse Algorithm

With the response time computing model, we can calculate the time complexity of searching the optimal placement.

If we use simple traversal algorithm to search the optimal placement, we need to calculate response time of every possible placement. Suppose there are x physical servers with the same parameters. A service chain contains y pods, and there are z units of requests. Without regard to the storage constraint, the number of possible placements can be calculated as a combination problem shown in equation (14).

\[ N = \binom{x-1}{y} \times \binom{yz \times (x-1)}{y} \times \binom{yz \times (x-1)!}{y!} \times \binom{(y+z)!}{y!} \] (14)

The time complexity exceeds polynomial complexity. Therefore, finding optimal placement with simple traversal algorithm is a NP-hard problem.

What’s more, even if we can calculate the optimal placement under a given request number, the request number changes rapidly in an auto scaling Kubernetes cluster. The optimal placement under a request number may be unable to adjust to the optimal placement under another request number by simply adding and removing pods.

Still in the situation in figure 3, the optimal placement under 3 requests is shown as above, with a response time of 260. The optimal placement under 4 requests is shown in right bottom with a response time of 420. However, the optimal placement without pod migration is shown in left bottom with a response time of 440.

In conclusion, calculating the optimal placement under a given request number is complex and meaningless. What we need to solve is the problem that when the request number increases or decrease, where should we deploy new pods or which pods should we remove, in other words, an incremental optimization algorithm of pod placement.

3.2. Greedy Algorithm

We simply use a greedy algorithm to optimize service chain incremental placement.
A greedy algorithm is any algorithm that follows the problem-solving heuristic of making the locally optimal choice at each stage with the intent of finding a global optimum. In many problems, a greedy strategy does not usually produce an optimal solution, but nonetheless a greedy heuristic may yield locally optimal solutions that approximate a globally optimal solution in a reasonable amount of time. The problem of place service chain on physical servers can be easily decomposed into a series of single service chain deployment problem or single pod deployment problem.

There are two optional greedy algorithms. We describe the problem of finding optimal service chain placement as follows. There are x physical servers. A unit of service chain contains y pods. An increasement of z units of service chain takes place in a modification.

The first algorithm is finding the optimal placement in the granularity of service chain. In the procedure we add a unit of service chain to the cluster, we traverse all possible plans of placing the y pods in a unit of service chain on x physical servers and find the placement with the shortest response time. Repeat this process z times, and we will find the optimal placement. The number of possible placements can be calculated as equation (15).

\[ N_{\text{incre}} = z \times x^y \] (15)

Although x and y are both constant, and there is a linear relation between the service chain increase number z and the number of possible placements, for long service chain and large-scale physical server cluster, \( x^y \) will becomes larger than \( 2^{32} \), which is the order of magnitude that computers can solve. So it is infeasible to find the optimal placement in the granularity of service chain.

The other algorithm is finding the optimal placement in the granularity of pod. In the procedure we add a unit of service chain to the cluster, for each pod we traverse all x physical servers to find an optimal place which makes the response time shortest. Each of the y pods in a service chain need to be placed, and there are z units of service chain need to be added to the cluster. The number of possible placements can be calculated as equation (16).

\[ N_{\text{incre}} = z \times x \times y \] (16)

Because x and y are both constant, this algorithm has linear time complexity. Besides, \( x^y \) is far less than \( 2^{32} \), so this algorithm is feasible.

\[ P_a = \frac{1+\alpha}{1+\alpha+D} \] (17)

4. Implementation

However, in the second greedy algorithm, the pods in a unit of service chain is placed one by one, there is the problem that the numbers of adjacent pods are not equal, which means it is unable to calculate the response time of the cluster. To solve this question, we make the following improvements.

First, use the actual number of pods to calculate the data transmission between pods. If a pod has 3 far pods and 4 near pods, the data transmitted to far pods are divided into three equal parts and that transmitted to near pods are divided into four equal parts.

Second, imitate the random choosing and iterating idea of K-means algorithm [15]. After find the greedy optimal solution by the first traverse, we relocate the pods in this unit of service chain one by one. This procedure repeats several times.

Third, that there are multiple optimal solutions in some situations. We find that a balanced placement will benefit the subsequent optimization procedure. Therefore, when two placements have a same response time, the variance of the physical servers’ load is calculated. The load can be defined as the number of pods or data transmission on a physical server, etc. In the algorithm implemented in this paper, the load is computing tasks on a physical server.

Because the reason why the numbers of adjacent pods are not equal is the pods in a unit of service chain is deployed one by one, the number differnce between adjacent pods is at most 1. When the number of service chain is huge, this can be ignored. By applying improvement 2, the placement of prior pods can be adjusted with the placement of after pods. If we repeat the relocation process in
improvement \(2 \times m\) times, the response time needs to be calculated \(N_{\text{incres}}\) times, which shown in equation (18).

\[
N_{\text{incres}} = z \times (m + 1) \times x \times y
\]  

(18)

In our implementation, \(m\) is 5.

The algorithm of adding a unit of service chain is shown in algorithm 1.

**Algorithm 1 Incremental pod placement algorithm**

**Input:** Physical server array \(S\), service chain \(C\), max repeat time \(m_{\text{max}}\)

**Output:** The Optimal placement

1. **PROCEDURE:** INCREASE\((S, C, M_{\text{max}})\)
2. for \(m=0\) to \(m_{\text{max}}\) do
3.   for \(i=0\) to \(C\).size() do
4.     Record the minimal response time of all tried placement \(m_{\text{time}}=\text{inf}\). The index of placement \(\text{plan}=1\). The variance \(\text{variance}=\text{inf}\).
5.     for \(j=0\) to \(S\).size() do
6.       Place the \(i\)th pod on the \(j\)th server
7.       Calculate the response time \(\text{temp}_{\text{time}}\) and the variance of loads \(\text{temp}_{\text{Var}}\)
8.       if \(\text{temp}_{\text{time}}<\text{mintime}\)
9.         \(\text{mintime} = \text{temp}_{\text{time}}\)
10.        \(\text{plan}=j\)
11.       \(\text{minVar}=\text{temp}_{\text{Var}}\)
12.      else if \(\text{temp}_{\text{time}}=\text{mintime} \&\& \text{temp}_{\text{Var}}<\text{minVar}\)
13.         \(\text{plan}=j\)
14.        \(\text{minVar}=\text{temp}_{\text{Var}}\)
15.      Remove the latest deployment of the \(i\)th pod
16.    Deploy the \(i\)th pod on the \(\text{plan}_{\text{th}}\) physical server
17. return Deployment

If the scale change is decreasing instead of increasing, we can directly remove the latest unit of service chain. The time complexity is just \(y\).

Compared to other placement problem, such as Knapsack problem, service chain placement problem doesn’t have a specific optimization goal. The Goals of different users are also different. Time sensitive service requires that the response time should be as short as possible. Cloud service provider prefers less data transmission. The consumer would like to rest as less cloud servers as possible.

To fit our algorithm with different optimization goals. We only need to modify the comparison in each loop. In this paper, our optimization goal is response time, so we calculate and compare response time in each loop.

5. Evaluation

In this section, we will compare the response time of the placement generated by our greedy algorithm and equally distributed algorithm used by Kubernetes. The parameters in our simulation is shown as follows.

The length of service chain:
(1) Short service chain with 3 pods in length.
(2) Long service chain with 10 pods in length.
(3) Forked service chain with 10 pods.

The scale of physical server cluster:
(1) Small cluster containing 5 servers.
(2) Medium cluster containing 20 servers.
(3) Large cluster containing 100 servers.
Each scene is a combination of a service chain and a physical server cluster. There are 9 scenes in total. The comparison between our greedy algorithm and equally distribution algorithm is shown in figure 4. In the scene with long service chain, the greedy algorithm can reduce about 40% response time with most of the scales. When the length of service chain is short, the greedy algorithm also approximates the performance of equally distribution algorithm.

![Figure 4. Response time of service chains.](image)

The computing time of finding placement is shown in figure 5. The configuration of the laptop we used is shown in table 1. The computing time has the polynomial correlation with the service chain scale, which proves the theoretical result. Even on a laptop, the placement can be calculated in seconds. The cost time can be ignored compared to the start time of the containers.
6. Conclusion
In this work, we built a container service chain model for Kubernetes clusters, and use this model to calculate response time. Then we designed a greedy algorithm to find the optimal placement of service chain on physical servers and implemented it. Compared the equally distribution algorithm used by Kubernetes, our algorithm reduces response time by 40%, and the time complexity is acceptable.

The future work is to build a better model for Kubernetes clusters and abstract out more optimization goals. And find a white box optimization algorithm instead of this black box greedy algorithm.
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