On global existence and blowup of solutions of Stochastic Keller–Segel type equation

Oleksandr Misiats, Oleksandr Stanzhytskyi and Ihsan Topaloglu

Abstract. In this paper we consider a stochastic Keller–Segel type equation, perturbed with random noise. We establish that for special types of random perturbations (i.e. in a divergence form), the equation has a global weak solution for small initial data. Furthermore, if the noise is not in a divergence form, we show that the solution has a finite time blowup (with nonzero probability) for any nonzero initial data. The results on the continuous dependence of solutions on the small random perturbations, alongside with the existence of local strong solutions, are also derived in this work.
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1. Introduction

In this paper we consider the stochastic aggregation-diffusion equation of Keller–Segel type in $\mathbb{R}^2$ for $t \geq 0$, given by

\begin{align}
&d\rho = \left( \frac{a^2}{2} \Delta \rho - \chi \nabla \cdot (\rho \nabla c) \right) dt + \Phi(\rho, \nabla \rho) dW(t, x), \\
&- \Delta c = \rho, \\
&\rho(0) = \rho_0,
\end{align}

Here $\Phi(\cdot, \cdot)$ is Lipschitz in both arguments,

\begin{equation}
W(x, s) := \sum_{k=1}^{N} \alpha_k e_k(x) W_k(s),
\end{equation}

with $\|e_k\|_{\infty} \leq 1$ and $W_k$ denoting independent scalar Wiener processes. In case $N = \infty$ we additionally assume that $\sum_{k=1}^{\infty} \alpha_k^2 < \infty$ and $\{e_k : k \geq 1\}$
is an orthonormal basis in $L^2(\mathbb{R}^2)$. The initial condition $\rho_0$ is a non-negative integrable function. The solution of the second equation can be expressed as

$$c = (-\Delta)^{-1}\rho = G \ast \rho(x),$$

where $G$ is the Bessel potential; hence we will refer to $\nabla \cdot (\rho \nabla G \ast \rho)$ as the nonlocal term, and (1.1) can be equivalently written in nonlocal form:

$$\begin{aligned}
\frac{d\rho}{dt} = -\frac{a^2}{2} \Delta \rho - \chi \nabla \cdot (\rho \nabla G \ast \rho) + \Phi(\rho, \nabla \rho) dW(t, x), \\
\rho(0) = \rho_0.
\end{aligned}$$

The deterministic version of the equation (1.1) is the well-known Keller–Segel model of chemotaxis, originally proposed in [19]. An important aspect of the Keller–Segel equation is that the diffusion term $\Delta \rho$ and the nonlocal quadratic aggregation term $\nabla \cdot (\rho \nabla G \ast \rho)$ are in direct competition: the diffusion term contributes to global existence (in the extreme case it is a heat equation with $\chi = 0$ and $\Phi = 0$), while the quadratic term initiates finite time blowup in certain norms. Thus, depending on the mass of the initial value, solutions of the Keller–Segel equation may exist globally (for small initial mass) or blow up in finite time (for large initial mass) (see [1,3,4,12,18] as well as [13,14] for a comprehensive survey). In this work we show that the noise term typically contributes to blowup of solutions, and in certain cases initiates blowup even for small masses.

The Keller–Segel equation can be derived from a system of interacting particles $\{(X_i(t))\}_{i=1}^N$ satisfying stochastic differential equations

$$dX_i(t) = \frac{1}{N-1} \sum_{i \neq j}^N \nabla K(X_i(t) - X_j(t)) dt + \sqrt{2} dB_i(t), \quad i = 1, \ldots, N, \quad t > 0,$$

where $K$ is a radially increasing interaction kernel (such as $K(x) = -|x|^{2-d}$) and $\{B_i(t)\}_{i=1}^N$ are independent Wiener processes. The rigorous derivation of the Keller–Segel equation from the microscopic particle system follows, for example, through the propagation of chaos as $N \to \infty$ (see [5,17] and references therein).

The particle system which leads to the classical deterministic Keller–Segel only contains idiosyncratic noises that are independent from one particle to another. As the effects of these noises average out in the large particle limit $N \to \infty$ they lead to a deterministic equation. However, incorporating common environmental noises, such as temperature, light, and sound, is crucial for a more precise modeling of chemotaxis.

In [6] the authors obtain a propagation of chaos result for the particle system with common noise given by

$$dX_i(t) = \frac{1}{N} \sum_{i \neq j}^N \nabla K(X_i(t) - X_j(t)) dt + \sum_{j=1}^{\infty} \sigma_j(X_i(t)) dB_j(t), \quad i = 1, \ldots, N,$$
where $K$ is an interaction kernel such that $\nabla K$ is uniformly Lipschitz, $\sigma_j : \mathbb{R}^d \to \mathbb{R}^d$ are also uniformly Lipschitz and $B_j(t)$ are independent real-valued Brownian motions for $j \in \mathbb{N}$. They show that, the weak limit, in probability, of the empirical measure \( \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i(t)} \) is the measure $\mu(t)$ which satisfies the stochastic PDE

$$d\mu(t) = \frac{1}{2} \Delta \mu(t) + \nabla \cdot (\mu(t)F(\mu(t))) \, dt - \sum_{j=1}^{\infty} \nabla (\sigma_j(x)\mu(t)) \, dB_j(t)$$

in some distributional sense, where $F(\mu(t)) = \int_{\mathbb{R}^d} \nabla K(x-y) \, d\mu_y(t)$.

The works addressing stochastic Keller–Segel model include [10] and [15]. In [10], the authors establish the local existence of solutions for a large class of nonlinear SPDEs, including stochastic Keller–Segel type equation on torus. The work [15] by Huang and Qiu addresses a Keller–Segel type stochastic aggregation-diffusion equation in the entire space, in which the interactions are determined by Bessel potentials. The authors obtain the SPDE as the large particle limit of a system of stochastic differential equations with common noise (in divergence form) and prove, using the contraction argument in spirit of [6], the local existence and uniqueness for weak solutions on the interval $[0,T]$, where $T$ depends on the $L^4$-norm of the initial value. Furthermore, the authors show that if the $L^4$-norm of the initial value is sufficiently small, the equation admits a global weak solution.

On the contrary, if the initial data is large, in the deterministic case it is well known (see e.g. [2,4]) that global existence of solutions is impossible, since the solution has finite time blowup. The finite time blowup of the solutions are not considered in [15]. Hence, to the best of our knowledge, the question of a finite time blowup for stochastic Keller–Segel model, has not been addressed in the literature yet. Only recently, in [26], Rosenzweig and Staffilani study a large class of active scalar equations in arbitrary dimension (including parabolic-elliptic Patlak–Keller–Segel equation) and show that a random diffusion term can lead to global solutions for such equations which, without any diffusion, would have finite time blowup.

In this paper we deal with the stochastic Keller–Segel equation, with the stochastic perturbation of the following two types. The first choice of noise is of divergence type, which is a particular case of the noise in [15]:

$$\begin{cases}
\begin{aligned}
d\rho &= \left( \frac{\nu^2 + \sigma^2}{2} \Delta \rho - \chi \nabla \cdot (\rho \nabla G \ast \rho) \right) \, dt + \sigma \nabla \rho \, dW(t), \ x \in \mathbb{R}^2 \\
\rho(0) &= \rho_0.
\end{aligned}
\end{cases} \tag{1.4}$$

where $\sigma > 0$ is a constant, $W(t) = (W_1(t), W_2(t))$, with $W_1$ and $W_2$ being independent scalar Wiener processes, and for the convenience of further presentation, we denote

$$\nu^2 := a^2 - \sigma^2 > 0.$$
The second choice is a noise of non-divergence type:

\[
\begin{aligned}
&d\rho = \left( \frac{a^2}{2} \Delta \rho - \chi \nabla \cdot (\rho \nabla G \ast \rho) \right) dt + \Phi(\rho) dW(t, x), \\
&\rho(0) = \rho_0,
\end{aligned}
\]  

(1.5)

where \( \Phi(\cdot) \) is Lipschitz and \( W(x, s) \) is defined in (1.2). Sometimes we will refer to the noise in (1.5) as the general noise. The noise of this type is consistent with the one typically used in the abstract theory of SPDEs by Da Prato and Zabczyk [7, 8] when studying the long time behavior and invariant measures for stochastic PDEs, both in local [23–25] and nonlocal [11] settings.

Let us overview the main results of the present paper.

• In Sect. 3, which is devoted to the existence of solutions, we start our analysis with Theorem 3.1. First we show that the equation (1.4) has a local-in-time weak solution, which is in the space \( L^p(\mathbb{R}^2) \), \( p \geq 2 \) with probability 1.

We further show in Theorem 3.2, by means of a priori estimates, that the local solution is in fact global, provided the initial mass is sufficiently small. Similar results were obtained in [15] for \( p = 4 \) only.

We conclude Sect. 3 with the analysis of Keller–Segel with general noise (1.5). Using the approach of Debussche, Glatt-Holtz, and Temam [9], in Theorem 3.6 we show that this equation has a local strong solution for any initial data.

• In Sect. 4 we analyze several scenarios, under which the solutions of (1.3) cease to exist globally in time, and define several types of blowup behavior (see Definition 4.1 below). We start with Theorem 4.2, in which we show that for sufficiently large initial mass, the solutions of (1.4) have finite time blowup with probability 1.

Theorem 4.5 establishes a similar result for the solutions of equation (1.5). However, the analysis in this case is more difficult, since the \( L^1 \) norm of solutions is preserved only on average (in contrast with (1.4), where it is preserved almost surely), and there are no a priori bounds on the length of the existence intervals for solutions.

We conclude Sect. 4 by showing that it is not possible to establish the analog of Theorem 3.2 for the equation (1.5) with general noise. In particular, in Theorem 4.5 we argue that for any nonzero initial data the solution has a finite time blowup, with a nonzero probability.

• Finally, in Sect. 5 we show, that small random perturbations of the equation (1.4) converge to the solutions of deterministic Keller–Segel equation.
2. Preliminaries

We start by noting some properties of the Bessel potential which accounts for the nonlocal contribution. The space of Bessel potentials is defined as the Sobolev space $W^{k,p}({\mathbb R}^n)$. Since $c = (-\Delta)^{-1} \rho$, if $\rho \in L^p({\mathbb R}^n)$ with $1 < p < n$, then $c \in W^{2,p}({\mathbb R}^n)$. 

Using the Sobolev embedding $W^{k,p}({\mathbb R}^n) \subset C^{r,\alpha}({\mathbb R}^n)$ where $n < pk$, $\alpha \in (0,1]$, $\frac{1}{p} - \frac{k}{n} = -\frac{r-\alpha}{n}$, with the choices of $n = 2$, $k = 2$, and $r = 1$, we see that $\alpha > 0$ is equivalent to assuming that $p > 2$. Therefore $W^{2,p}({\mathbb R}^2) \subset C^{1,\alpha}({\mathbb R}^2)$ for all $p > 2$ and $\alpha > 0$.

In particular, we have that
\[
\|G \ast \rho\|_{W^{1,\infty}({\mathbb R}^2)} \leq C_p \|G \ast \rho\|_{W^{2,p}({\mathbb R}^2)} \leq C_p \|\rho\|_p
\]
for all $p > 2$. Here and in the rest of the paper $\|\cdot\|_p$ denotes the $L^p({\mathbb R}^n)$-norm.

Let $(\Omega, \mathcal{F}, \mathcal{F}_t, P)$ be a complete filtered probability space. Denote by $\mathcal{F}_t^W$, $t \geq 0$ the augmented filtration, generated by the Wiener process in (1.1). Following [15], we introduce the spaces:

**Definition 2.1.** For each Banach space $(X, \|\cdot\|_X)$, for all $q \geq 1$ and $0 \leq t < \tau \leq T$, denote $S^q_{\mathcal{F}}([t, \tau]; X)$ to be the set of $X$-valued, $\mathcal{F}_t$-adapted and continuous processes $\{\xi_s, s \in [t, \tau]\}$, such that
\[
\|\xi\|_{S^q_{\mathcal{F}}([t, \tau]; X)} := \left\{ \begin{array}{ll}
\left( \mathbb{E} \sup_{s \in [t, \tau]} \|\xi_s\|_X^q \right)^{1/q}, & q \in [1, \infty); \\
\text{ess sup}_{\omega \in \Omega} \sup_{s \in [t, \tau]} \|\xi_s\|_X, & q = \infty.
\end{array} \right.
\]

**Definition 2.2.** Denote $L^q_{\mathcal{F}}([t, \tau]; X)$ to be the set of $X$-valued, predictable processes $\{\xi_s, s \in [t, \tau]\}$, such that
\[
\|\xi\|_{L^q_{\mathcal{F}}([t, \tau]; X)} := \left\{ \begin{array}{ll}
\left( \mathbb{E} \int_t^\tau \|\xi_s\|_X^q \, ds \right)^{1/q}, & q \in [1, \infty); \\
\text{ess sup}_{\omega \in \Omega} \sup_{s \in [t, \tau]} \|\xi_s\|_X, & q = \infty.
\end{array} \right.
\]

**Definition 2.3.** A family of random functions $\rho(t)$ in $S^\infty_{\mathcal{F}_T}([0, T]; L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2))$ is a weak solution of (1.3) on $[0, T]$ if for any $\varphi \in C^2_c(\mathbb{R}^2)$ and $t \in [0, T]$ almost surely we have
\[
\begin{align*}
&\int_{\mathbb{R}^2} \varphi(x) \rho(x, t) \, dx - \int_{\mathbb{R}^2} \varphi(x) \rho(x, 0) \, dx \\
&= \int_0^t \left( \frac{a^2}{2} \int_{\mathbb{R}^2} \Delta \varphi(x) \rho(x, s) \, dx - \chi \int_{\mathbb{R}^2} \rho(s) \nabla \varphi(x) \nabla \left( G \ast \rho(s) \right) \, dx \right) \, ds \\
&\quad + \int_0^t (\varphi(\cdot), \Phi \, dW(s, \cdot)),
\end{align*}
\]
where
\[
(\varphi(\cdot), \Phi \, dW(s, \cdot)) := \sum_{k=1}^{\infty} a_k \int_{\mathbb{R}^2} \varphi(x) \Phi(\rho(\nabla \rho) e_k(x)) \, dx \, dW_k(s).
\]
The rigorous definition of a strong solution will we given in Sect. 3.3.
The following proposition is crucial in establishing the physical properties of the solution of Keller–Segel equation, namely, the preservation of mass and non-negativity.

**Proposition 2.4.** Suppose $\rho_0 \in L^1(\mathbb{R}^2)$ is such that $\rho_0 \geq 0$ and
\[ \int_{\mathbb{R}^2} \rho_0(x) \, dx = m_0. \]
Then a local solution satisfies the following properties.

(i) *(Positivity property)* If $\rho(x,t)$ is a local solution of either (1.4) or (1.5), then for all $t$ from the interval of existence we have $\rho(x,t) \geq 0$ a.s.

(ii) *(Preservation of mass property)* If $\rho(x,t)$ is a local solution of (1.4), then for all $t$ from its interval of existence we have
\[ \int_{\mathbb{R}^2} \rho(x,t) \, dx = m_0 \text{ a.s.} \]

(iii) *(Preservation of average mass property)* If $\rho(x,t)$ is a local solution of (1.5), then for all $t$ from its interval of existence
\[ \mathbb{E} \int_{\mathbb{R}^2} \rho(x,t) \, dx = m_0. \]

We postpone the proof of this proposition to Sect. 3.1. The proof of the next proposition relies on the generalized Ito’s formula [21].

**Proposition 2.5.** Let $\rho(t,x)$ be a weak solution of (1.4). Then
\[
\| \rho \|_p^p - \| \rho_0 \|_p^p = -\int_0^t \int_{\mathbb{R}^2} \frac{1}{2} \nu^2 (p-1) \rho^{p-2} |\nabla \rho|^2 \, dx \, ds - \chi \int_0^t \int_{\mathbb{R}^2} \frac{1}{p} \rho^{p-1} \nabla \cdot (\rho \nabla c) \, dx \, ds. 
\]  
(2.2)

**Proof.** Note that, formally, for $p > 2$ and $\mathcal{F}(\rho) = \rho^p$, we have
\[ d\mathcal{F} = p \rho^{p-1} \, d\rho + \frac{1}{2} p(p-1) \rho^{p-2} \sigma^2 |\nabla \rho|^2 \, dt. \]
Hence, using [21], Theorem 2.1, we have
\[
\| \rho \|_p^p - \| \rho_0 \|_p^p = -\int_0^t \int_{\mathbb{R}^2} \left( \frac{1}{2} \nu^2 + \sigma^2 \right) (p-1) \rho^{p-2} |\nabla \rho|^2 + \chi p \rho^{p-1} \nabla \cdot (\rho \nabla c) \, dx \, ds 
+ \int_0^t \int_{\mathbb{R}^2} \frac{1}{p} \rho^{p-2} \sigma^2 |\nabla \rho|^2 \, dx \, ds - \int_0^t \int_{\mathbb{R}^2} \sigma p \rho^{p-1} \nabla \rho \, dW(t). 
\]
Since
\[ \int_{\mathbb{R}^2} p \rho^{p-1} \nabla \rho \, dx = \int_{\mathbb{R}^2} \nabla (\rho^p) \, dx = 0, \] the formula (2.2) follows. □
3. Existence of solutions

In this section we show that both equations (1.4) and (1.5) have local solutions. In addition, we show that for small initial data, the equation (1.4) has a global in time solution. For the rest of the paper we denote by $H^1$ the Sobolev space $W^{1,2}$.

3.1. Local existence of weak solutions for Eq. (1.4)

In this section we show that the stochastic Keller–Segel equation with the noise in divergence form (1.4) is locally well posed.

**Theorem 3.1.** For any $\rho_0 \in L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \cap H^1(\mathbb{R}^2)$, $p \geq 2$, with $\int_{\mathbb{R}^2} \rho_0(x) \, dx = m_0$, there exists $T = T(m_0) > 0$ such that (1.4) has a weak solution $\rho(x, t) \in L^2_{x,w}(0, T; H^1(\mathbb{R}^2)) \cap S^\infty_{x,w}([0, T]; L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2))$.

**Proof.** For any $p \geq 2$ and $T > 0$ introduce the space

$$S_T := \left\{ \rho = \rho(x, t, \omega) \in S^\infty_{x,w}([0, T]; L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2)) : \text{ess sup}_{\omega \in \Omega} \sup_{t \in [0, T]} \| \rho \|_p < \infty. \right\}$$

For $\xi \in S_T$, we define the linearized equation

$$\begin{cases}
\frac{d\rho}{dt} = \left( \frac{1}{2} (\nu^2 + \sigma^2) \Delta \rho - \chi \nabla \cdot (\rho \nabla G * \xi) \right) \, dt + \sigma \nabla \rho \, dW(t), \\
\rho(0) = \rho_0.
\end{cases} \quad (3.1)$$

It follows from [20] (Theorem 5.1 and Theorem 7.1) that this equation has a unique solution $\rho_\xi \in L^2_{x,w}(0, T; H^1(\mathbb{R}^2)) \cap S^\infty_{x,w}([0, T]; L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2))$. Now, we define the metric space

$$B := \left\{ \xi \in S_T : \text{ess sup}_{\omega \in \Omega} \sup_{t \in [0, T]} \| \xi \|_p \leq 2 \| \rho_0 \|_p \right\},$$

with the usual metric given by

$$d(u, v) := \text{ess sup}_{\omega \in \Omega} \sup_{t \in [0, T]} \| u - v \|_p.$$

In order to obtain local existence, our goal is to show that

$$B \ni \xi \mapsto \rho_\xi \in B, \quad (3.2)$$

as well as the contraction property

$$d(\rho_\xi, \rho_\eta) \leq zd(\xi, \eta), \quad \text{for } \xi, \eta \in B \text{ and } 0 < z < 1. \quad (3.3)$$

To show (3.2), let $\rho_0 \in L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2)$, $\rho_0 \geq 0$. In a similar way to Proposition 2.5, we may apply generalized Ito’s formula for the solution $\rho(x, t)$ of the linearized equation (3.1). This way, for any $\xi \in B$, we have

$$\| \rho(t) \|_p^p - \| \rho_0 \|_p^p = - \int_0^t \int_{\mathbb{R}^2} \frac{1}{2} \nu^2 \rho(p-1) \rho^{p-2} |\nabla \rho|^2 \, dx \, ds - \chi \int_0^t \int_{\mathbb{R}^2} \nu \rho^{p-1} \nabla \cdot (\rho \nabla (G * \xi)) \, dx \, ds. \quad (3.4)$$
Furthermore, for any $q \geq 2$ we may estimate the last term as follows:

$$
p \left| \int_{\mathbb{R}^2} \rho^{p-1} \nabla \cdot (\rho \nabla (G \ast \xi)) \, dx \right| = p(p-1) \left| \int_{\mathbb{R}^2} \rho \rho^{p-2} \nabla \rho \cdot \nabla (G \ast \xi) \, dx \right|
$$

$$
\leq p(p-1) \int_{\mathbb{R}^2} |\rho|^{p-2/2} \rho^{(p-2)/2} \nabla \cdot \nabla (G \ast \xi) | \, dx
$$

(by H"older inequality) \leq p(p-1)\|\rho\|^{(p-2)/2}_2 \|\rho^{1+(p-2)/2} \nabla (G \ast \xi)\|_2

(by Young inequality) \leq 2p(p-1)\varepsilon \|\rho\|^{(p-2)/2}_2 \nabla \rho \|_2^2 + \frac{p(p-1)}{2\varepsilon} \|\rho^{p/2} \nabla (G \ast \xi)\|_2^2

\leq 2p(p-1)\varepsilon \|\rho\|^{(p-2)/2}_2 \nabla \rho \|_2^2 + \frac{p(p-1)}{2\varepsilon} \|\nabla (G \ast \xi)\|_2^2 \|\rho\|_p^2 + C_q \frac{p(p-1)}{2\varepsilon} \|\xi\|_q^2 \|\rho\|_p^p.

(3.5)

Choosing $\varepsilon > 0$ such that $2\varepsilon p(p-1) \leq \frac{1}{2} \nu^2 p(p-1)$ yields

$$
\|\rho(t)\|_p^p \leq \|\rho_0\|_p^p + \frac{1}{2\varepsilon} \int_0^t \|\xi\|_p^2 \|\rho\|_p^p \, ds.
$$

Then, by Gr"onwall’s inequality,

$$
\|\rho(t)\|_p^p \leq \|\rho_0\|_p^p \exp \left( \int_0^t \|\xi\|_p^2 \, ds \right) \leq \|\rho_0\|_p^p \exp \left( 4\|\rho_0\|_p^2 T \right) \leq 2^p \|\rho_0\|_p^p

(3.6)

for $T$ small enough. Therefore $\rho_\xi : B \rightarrow B$.

We now proceed with the proof of the contraction property (3.3). Let $\xi, \eta \in B$, and let $\rho_\xi$ and $\rho_\eta$ the corresponding solutions of (3.1) with the same initial data $\rho_0$. Define $\bar{\rho} := \rho_\xi - \rho_\eta$. Then $\bar{\rho}$ satisfies

$$
d\bar{\rho} = \left( \frac{\nu^2 + \sigma^2}{2} \Delta \bar{\rho} - \chi \nabla \left( \rho_\xi \nabla (G \ast \xi) - \rho_\eta \nabla (G \ast \eta) \right) \right) \, dt + \sigma \nabla \bar{\rho} \, dW(t).
$$

Again, using Ito’s formula in a similar way to (2.2), we get

$$
\|\bar{\rho}\|_p^p
$$

$$
= - \int_0^t \int_{\mathbb{R}^2} \frac{1}{2} \nu^2 p(p-1) \bar{\rho}^{p-2} \nabla \rho \|^2 \, dx \, ds
$$

$$
- \chi \int_0^t \int_{\mathbb{R}^2} \rho \bar{\rho}^{p-1} \nabla \cdot \left( \rho_\xi \nabla (G \ast \xi) - \rho_\eta \nabla (G \ast \eta) \right) \, dx \, ds.
$$
Now we integrate the second term by parts, and add and subtract $\rho_\eta \nabla (G * \xi)$,

\[- \int_{\mathbb{R}^2} \bar{\rho}^{p-1} \nabla \cdot (\rho_\xi \nabla (G * \xi) - \rho_\eta \nabla (G * \eta)) \, dx\]

\[= \int_{\mathbb{R}^2} (p-1) \bar{\rho}^{p-2} \nabla \bar{\rho} (\rho_\xi \nabla (G * \xi) - \rho_\eta \nabla (G * \xi) + \rho_\eta \nabla (G * \xi) - \rho_\eta \nabla (G * \eta)) \, dx\]

\[= (p - 1) \int_{\mathbb{R}^2} \bar{\rho}^{p-1} \nabla \bar{\rho} \cdot \nabla (G * \xi) \, dx\]

\[+ (p - 1) \int_{\mathbb{R}^2} \bar{\rho}^{p-2} \nabla \bar{\rho} \cdot (\rho_\eta \nabla (G * (\xi - \eta))) \, dx\]

\[=: I_1 + I_2.\]

Observe that $\bar{\rho}^{p-1} \nabla \bar{\rho} = \bar{\rho}^{p/2} \bar{\rho}^{p/2-1} \nabla \bar{\rho} = \frac{2}{p} \bar{\rho}^{p/2} \nabla (\bar{\rho}^{p/2})$ as well as $\|\nabla (G * \xi)\|_\infty \leq C_p \|\xi\|_p$ by (2.1). Then we estimate

\[
\int_0^t |I_1(s)| \, ds \leq \frac{2(p-1)}{p} \int_0^t \left( \int_{\mathbb{R}^2} |\nabla \bar{\rho}^{p/2}|^2 \, dx \right)^{1/2} \left( \int_{\mathbb{R}^2} \bar{\rho}^p |\nabla (G * \xi)|^2 \right)^{1/2} \, ds
\]

\[\leq \frac{4(p-1)}{p} \int_0^t \int_{\mathbb{R}^2} |\nabla \bar{\rho}^{p/2}|^2 \, dx \, ds + C_{p \in 1} \int_0^t \int_{\mathbb{R}^2} \bar{\rho}^p \|\xi\|^2_p \, dx \, ds,
\]

where the first inequality follows from Hölder and the second one from Young inequalities.

We now estimate $I_2$. Again, using Hölder and Young inequalities,

\[|I_2| \leq \frac{2(p-1)}{p} \left( \int_{\mathbb{R}^2} |\nabla \bar{\rho}^{p/2}|^2 \, dx \right)^{1/2} \left( \int_{\mathbb{R}^2} \rho_\eta^2 \bar{\rho}^{p-2} |\nabla (G * (\xi - \eta))|^2 \, dx \right)^{1/2}
\]

\[\leq \frac{4(p-1)\varepsilon_2}{p} \int_{\mathbb{R}^2} |\nabla \bar{\rho}^{p/2}|^2 \, dx + \frac{p-1}{p \in 2} \int_{\mathbb{R}^2} \bar{\rho}^{p-2} \rho_\eta^2 |\nabla (G * (\xi - \eta))|^2 \, dx.
\]

Applying the Young’s inequality $ab \leq \frac{p-2}{p} a^{p/(p-2)} + \frac{2}{p} b^{p/2}$ to the second term on the right-hand side, we get

\[
\int_{\mathbb{R}^2} \bar{\rho}^{p-2} \rho_\eta^2 |\nabla (G * (\xi - \eta))|^2 \, dx
\]

\[\leq \frac{p - 2}{p} \int_{\mathbb{R}^2} \bar{\rho}^p \, dx + \frac{2}{p} \int_{\mathbb{R}^2} \rho_\eta^p |\nabla (G * (\xi - \eta))|^p \, dx\]

\[\leq \frac{p - 2}{p} \int_{\mathbb{R}^2} \bar{\rho}^p \, dx + \frac{2C \|\xi - \eta\|_p}{p} \int_{\mathbb{R}^2} \rho_\eta \, dx\]

\[\overset{(3.6)}{\leq} \frac{p - 2}{p} \int_{\mathbb{R}^2} \bar{\rho}^p \, dx + \frac{2^{p+1}}{p} C \|\rho_0\|_p \|\xi - \eta\|_p^p.
\]
Choosing $\varepsilon_1$ and $\varepsilon_2$ so that $\nu^2 = 2(\varepsilon_1 + \varepsilon_2)$ and noting that $\text{ess sup}_{\omega \in \Omega} \sup_{t \in [0,T]} \| \xi \|_p^2 \leq 4\|\rho_0\|_p^2$ as $\xi \in B$, we have
\[
\|\bar{\rho}\|_p^p \leq \frac{p-1}{p} \left( \frac{4C_p \|\rho_0\|_p^2}{\varepsilon_1} + \frac{p-2}{p\varepsilon_2} \right) \int_0^t \|\bar{\rho}\|_p^p ds + \frac{(p-1)2^{p+1}}{p^2\varepsilon_2} C_p \|\rho_0\|_p^p \int_0^t \|\xi - \eta\|_p^p ds.
\]  
(3.7)

Using Gronwall’s inequality once again, the estimate (3.7) yields $\|\bar{\rho}\|_p^p \leq C_1 e^{C_2 t} \int_0^t \|\xi - \eta\|_p^p ds$ for some constants $C_1 > 0$ and $C_2 > 0$. This means that $d(\rho_\xi, \rho_\eta) \leq C_1 e^{C_2 t} d(\xi, \eta)$, i.e., we have a contraction property (3.3) for sufficiently small $T > 0$. \hfill $\square$

We now prove Proposition 2.4.

Proof of Proposition 2.4. It follows from [20, Theorem 5.12], that the solution $\rho$ of the linearized equation (3.1) satisfies $\rho(x, t) \geq 0$ if $\rho_0(x) \geq 0$, for every $\xi \in S_T$. In particular, this statement holds if $\xi = \rho(x, t)$, which is the fixed point in the proof of Theorem 3.1. The proof of (i) for the general noise case (1.5) is analogous.

To prove (ii), let us write the solution of (1.4) in the mild form
\[
\rho(t) = S(t)\rho_0 - \chi \int_0^t S(t-s) [\nabla : (\rho(s)\nabla(G \ast \rho(s)))] \, ds + \sigma \int_0^t S(t-s) [\nabla \rho(s)] \, dW(s)
\]  
(3.8)

where $S(t)$ is the heat semigroup. Using the properties of convolution (see e.g. [2])
\[
\int_{\mathbb{R}^2} S(t)v(x) \, dx = \int_{\mathbb{R}^2} v(x) \, dx,
\]  
(3.9)

and
\[
\int_{\mathbb{R}^2} \nabla S(t)v(x) \, dx = 0 \quad \text{for every } v \in L^1(\mathbb{R}^2),
\]  
(3.10)

we obtain
\[
\int_{\mathbb{R}^2} \rho(x, t) \, dx = \int_{\mathbb{R}^2} \rho_0(x) \, dx
\]  
from (3.8).
Finally, to show (iii), for fixed $t > 0$ from the interval of the existence of the solution, we represent the mild solution of (1.5) as

$$
\rho(t) = S(t)\rho_0 - \chi \int_0^t S(t-s)[\nabla \cdot (\rho(s)\nabla (G*\rho(s)))] \, ds
$$

$$
+ \int_0^t S(t-s)[\Phi(\rho, \nabla \rho)] \, dW(x, s).
$$

Taking the expected values of both sides, (3.11) becomes

$$
\mathbb{E}\rho(t) = S(t)\rho_0 - \chi \mathbb{E}\int_0^t S(t-s)[\nabla \cdot (\rho(s)\nabla (G*\rho(s)))] \, ds.
$$

Then using (3.9), (3.10) and Fubini’s theorem we get

$$
\mathbb{E}\int_{\mathbb{R}^2} \rho(t, x) \, dx = \int_{\mathbb{R}^2} \rho_0(x) \, dx,
$$

as stated. □

3.2. Global existence of solutions for (1.4)

In this section we show that for sufficiently small initial masses, the local solution, obtained in the previous section, is in fact global.

**Theorem 3.2.** Let $\int_{\mathbb{R}^2} \rho_0 \, dx = m_0$. There exists a constant $C = C(p)$, such that if

$$
C\left(\frac{-\nu^2p(p-1)}{2} + \chi\right)m_0^{-p/(p-1)} + \chi m_0^{(p-2)/(p-1)} \leq 0 \quad \text{for } p \geq 2,
$$

then the solution of (1.1) exists for all $t \geq 0$ and $\|\rho(t)\|_p \leq \|\rho_0\|_p$ a.s.

**Proof.** Let us start with the proof of this result for $p = 2$, which is technically simpler due to Nash inequality. By the Sobolev embedding $W^{k, p}(\mathbb{R}^n) \subset C^{r, \alpha}(\mathbb{R}^n)$, $\alpha \in (0, 1)$, $\frac{1}{p} - \frac{k}{n} = -\frac{r+\alpha}{n}$, with $p = n = k = 2$ and $\alpha = 1$, $r = 0$, we have

$$
\|\rho\|_{C^{0,1}(\mathbb{R}^2)} \leq C\|\rho\|_{W^{2,2}(\mathbb{R}^2)}.
$$

Since $\|\nabla u\|_{L^\infty(\mathbb{R}^2)} \leq C\|u\|_{C^{0,1}(\mathbb{R}^2)}$ for any $u \in W^{1,\infty}(\mathbb{R}^2) \cap C^{0,1}(\mathbb{R}^2)$, we get

$$
\|\nabla (G*\rho)\|_{\infty} \leq C\|G*\rho\|_{C^{0,1}(\mathbb{R}^2)} \leq C\|G*\rho\|_{W^{2,2}(\mathbb{R}^2)} \leq C\|\rho\|_2.
$$

Now, combining the Ito’s formula (2.2) and the estimate (3.5) with $p = q = 2$, we obtain

$$
\|\rho\|^2_2 - \|\rho_0\|^2_2 = -\nu^2 \int_0^t \int_{\mathbb{R}^2} |\nabla \rho|^2 \, dx \, ds - 2\chi \int_0^t \int_{\mathbb{R}^2} \nabla \cdot (\rho \nabla (G*\rho)) \, dx \, ds
$$

$$
\leq -\nu^2 \int_0^t \int_{\mathbb{R}^2} |\nabla \rho|^2 \, dx \, ds + \chi \varepsilon \int_0^t \|\nabla \rho\|^2_2 \, ds + \chi C \int_0^t \|\rho\|^2_2 \|\rho\|^2_2 \, ds
$$

$$
= (\nu^2 + \chi) \int_0^t \|\nabla \rho\|^2_2 \, ds + \chi C \int_0^t \|\rho\|^2_2 \, ds.
$$
Using the Nash inequality \( \|u\|_{2}^{1+2/n} \leq C\|u\|_{1}^{2/n}\|\nabla u\|_{2} \) with \( n = 2 \) and \( \|\rho\|_{1} = m_{0} \), we have \( \|\rho\|_{2}^{2} \leq Cm_{0}\|\nabla \rho\|_{2} \). Thus

\[
\|\rho\|_{2}^{2} - \|\rho_{0}\|_{2}^{2} \leq (-\nu^{2} + \chi + C\chi m_{0}^{2}) \int_{0}^{t} \|\nabla \rho\|_{2}^{2} \, ds
\]

The above inequality implies that under (5) we have \( \|\rho(t)\|_{2}^{2} \leq \|\rho_{0}\|_{2}^{2} \) for all \( t \geq 0 \), yielding the global existence of a weak solution for \( p = 2 \).

We now proceed with the proof of Theorem 3.2 for \( p > 2 \). Once again, combining (2.2) and (3.5) with \( p > 2 \) and \( q > 2 \), we have

\[
\|\rho\|_{p}^{p} - \|\rho_{0}\|_{p}^{p} \leq \left( -\nu^{2}p(p-1) + \varepsilon\chi \right) \int_{0}^{t} \|\nabla \rho\|_{2}^{2} \, ds + \frac{C\chi}{\varepsilon} \int_{0}^{t} \|\rho\|_{q}^{2} \|\rho\|_{p}^{p} \, ds.
\]

Next we use the Gagliardo-Nirenberg inequality, \( \|D^{j}u\|_{\tilde{p}} \leq C\|D^{m}u\|_{r}^{\alpha} \|u\|_{\tilde{q}}^{1-\alpha} \) with \( \frac{1}{\tilde{p}} = \frac{j}{n} + \left( \frac{1}{r} - \frac{m}{n} \right) \alpha + \frac{1-\alpha}{q} \). We take \( j = 0, r = 2, m = 1, n = 2, \tilde{p} = s \geq 1 \) so that \( \tilde{q} = (1-\alpha)s \geq 1 \), and apply the inequality to \( u = \rho^{p/2} \):

\[
\|\rho^{p/2}\|_{s} \leq C\|\nabla \left( \rho^{p/2} \right)\|_{2}^{2} \|\rho^{p/2}\|_{(1-\alpha)s}^{1-\alpha}.
\]

On the other hand,

\[
\|\rho^{p/2}\|_{s} = \|\rho\|_{ps/2}^{p/2} \quad \text{and} \quad \|\rho^{p/2}\|_{(1-\alpha)s}^{1-\alpha} = \|\rho\|_{p(1-\alpha)s/2}^{p(1-\alpha)/2}.
\]

So, the Gagliardo-Nirenberg inequality for \( \rho^{p/2} \) becomes

\[
\|\rho\|_{ps/2}^{p/2} \leq C\|\nabla \left( \rho^{p/2} \right)\|_{2}^{2} \|\rho\|_{p(1-\alpha)s/2}^{p(1-\alpha)/2}.
\]

(3.14)

Next, we apply the interpolation inequality \( \|f\|_{\tilde{p}} \leq \|f\|_{p_{0}^{(1-\theta)}} \|f\|_{p_{1}^{\theta}} \) with \( \tilde{p} = (1-\theta)p_{0} + \theta p_{1} \). Taking

\[
\tilde{p} = \frac{p(1-\alpha)s}{2}, \quad p_{0} = \frac{ps}{2}, \quad p_{1} = 1,
\]

and recalling \( \|\rho\|_{1} = m_{0} \), we have \( \|\rho\|_{p(1-\alpha)s/2}^{p(1-\alpha)/2} \leq m_{0}^{\theta/s} \|\rho\|_{ps/2}^{p(1-\theta)/2} \). So, we get that \( \|\rho\|_{p(1-\alpha)s/2}^{p(1-\alpha)/2} \leq m_{0}^{\theta/s} \|\rho\|_{ps/2}^{p(1-\theta)/2} \). Now, by (3.14),

\[
\|\nabla \left( \rho^{p/2} \right)\|_{2} \geq m_{0}^{-\theta/(\alpha s)} \|\rho\|_{ps/2}^{p\theta/(2\alpha)}.
\]

Also, \( \tilde{p} = (1-\theta)p_{0} + \theta p_{1} \) implies that \( \frac{\theta}{\alpha} = \frac{ps}{ps-2} \). Hence,

\[
\|\rho\|_{ps/2}^{p\theta/(2\alpha)} = \left( \int_{\mathbb{R}^{2}} \rho^{ps/2} \, dx \right)^{p/(p-2)} \quad \text{and} \quad m_{0}^{-\theta/(\alpha s)} = m_{0}^{-p/(ps-2)}.
\]

Altogether,

\[
\|\rho\|_{p}^{p} - \|\rho_{0}\|_{p}^{p} \leq C \left( -\nu^{2}p(p-1) + \varepsilon\chi \right) m_{0}^{-2p/(ps-2)} \int_{0}^{t} \left( \int_{\mathbb{R}^{2}} \rho^{ps/2} \, dx \right)^{2p/(ps-2)} \, ds
\]

\[
+ \frac{\chi}{\varepsilon} \int_{0}^{t} \|\rho\|_{q}^{2} \|\rho\|_{p}^{p} \, ds.
\]
Now taking $s = 2$ and $\varepsilon = 1$ the right-hand side becomes
\[
\int_0^t C \left( -\frac{\nu^2 p(p-1)}{2} + \chi \right) m_0^{-p/(p-1)} \left( \int_{\mathbb{R}^2} \rho^p \, dx \right)^{p/(p-1)} + \chi \|\rho\|_p^p \|\rho\|_q^2 \, ds
\]
\[
= \int_0^t \|\rho\|_p^p \left[ C \left( -\frac{\nu^2 p(p-1)}{2} + \chi \right) m_0^{-p/(p-1)} \|\rho\|_p^{p/(p-1)} + \chi \|\rho\|_q^2 \right] \, ds.
\]
We use the interpolation inequality $\|\rho\|_q^2 \leq \|\rho\|_p^{2(1-\theta)} \|\rho\|_1^{2\theta}$ with $\frac{1}{q} = \frac{1-\theta}{p} + \theta$ to obtain $\|\rho\|_q^2 \leq \|\rho\|_p^{2(1-\theta)} m_0^{2\theta}$. Noting that $2(1-\theta) = \frac{p}{p-1}$ and $2\theta = \frac{p-2}{p-1}$, we obtain that
\[
\|\rho\|_p^p - \|\rho_0\|_p^p \leq \int_0^t \left[ C \left( -\frac{\nu^2 p(p-1)}{2} + \chi \right) m_0^{-p/(p-1)} + \chi m_0^{(p-2)/(p-1)} \right] \|\rho\|_p^p \|\rho\|_p^{p/(p-1)} \, ds \leq 0
\]
for $m_0$ sufficiently small. \hfill \Box

**Corollary 3.3.** Let $\rho^1(x, t)$ and $\rho^2(x, t)$ be two solutions of (1.4) with both $\rho^1(x, 0)$ and $\rho^2(x, 0)$ satisfying (3.13). Then there is $C > 0$, independent of $\rho^1$ and $\rho^2$, such that
\[
\mathbb{E} \sup_{t \in [0, T]} \|\rho^1(x, t) - \rho^2(x, t)\|_p^p \leq C \|\rho^1(x, 0) - \rho^2(x, 0)\|_p^p \quad (3.15)
\]

**Proof.** The condition (3.13) guarantees that both solutions $\rho^1(x, t)$ and $\rho^2(x, t)$ are defined globally and bounded in $L^p(\mathbb{R}^2)$. The proof of this corollary now follows the lines of the proof of the contraction property (3.3) in Theorem 3.1. \hfill \Box

### 3.3. Local existence of strong solutions for (1.5)

In this section we will apply an abstract result by Debussche, Glatt-Holtz, and Temam [9] to establish the existence of local strong solutions for the equation (1.5). For the convenience of the reader, we introduce the necessary notions and results from [9].

Fix a pair of separable Hilbert spaces $V \subset H$, such that the embedding is compact and dense. This way we have a Gelfand triple $V \subset H \subset V'$, where $V'$ is the dual of $V$, relative to dot products in $H$. Introduce $(\cdot, \cdot), |\cdot|, ((\cdot, \cdot))$, $\|\cdot\|$ to be the norms and inner products in $H$ and $V$ respectively. The duality product between $V'$ and $V$ is written $(\cdot, \cdot)$.

The framework developed in [9] deals with abstract stochastic evolution equations of the form
\[
dU + (AU + B(U, U) + F(U)) \, dt = \sigma(U) \, dW, \quad U(0) = U_0. \quad (3.16)
\]
Here $A : D(A) \subset H \to H$ is an unbounded, densely defined, bijective, linear operator such that $(AU, U^2) = ((U, U^2))$ for all $U, U^2 \in D(A)$. The operator $B$ is a bilinear form mapping $V \times D(A)$ continuously to $V'$ and $D(A) \times D(A)$ continuously to $H$, and the nonlinearity $F : V \to H$ satisfies the Lipschitz condition. Finally, we assume that
\[
\sigma : H \to L^2(\mathcal{U}, H),
\]
also satisfies the Lipschitz condition, where $U$ is an auxiliary Hilbert space and $L^2(U, H)$ is the space of Hilbert-Schmidt operators between $U$ and $H$.

**Definition 3.4.** (cf. Definition 2.2 in [9]) Let $S = (\Omega, F, \{F_t\}, t \geq 0, P, W)$ be a fixed stochastic basis and suppose $U_0 \in V$.

(i) A pair $(U, \tau)$ is a local strong solution of (3.16) if $\tau$ is a strictly positive stopping time and $U(\cdot \wedge \tau)$ is a $F_t$-adapted process in $V$ so that

$$U(\cdot \wedge \tau) \in L^2(\Omega, C([0, \infty); V)) \cap L^2(\Omega, L^2_{loc}([0, \infty); D(A)))$$

(3.17)

and

$$U(t \wedge \tau) + \int_0^{t \wedge \tau} (AU + B(U, U) + F(U)) \, ds = U_0 + \int_0^{t \wedge \tau} \sigma(U) \, dW.$$  

(3.18)

(ii) A strong solution of (3.16) is pathwise unique up to the stopping time $\tau > 0$ if for any pair of strong solutions $(U^1, \tau)$ and $(U^2, \tau)$ with the same initial condition $U_0$ we have

$$P\{U^1(t \wedge \tau) - U^2(t \wedge \tau) = 0 \text{ for all } t \geq 0\} = 1.$$

The following result was shown in [9, Theorem 2.1]:

**Theorem 3.5.** Suppose the bilinear form $B(U, U)$ satisfies

$$|\langle B(U, U^\sharp), U^\flat \rangle| \leq c_0 \|U\| \|AU^\sharp\| \|U^\flat\| \quad \text{for all } U, U^\flat \in V, U^\sharp \in D(A)$$

(3.19)

and

$$\|\langle B(U, U^\sharp), U^\flat \rangle\| \leq c_0 \|U\|^{1/2} \|AU^\sharp\|^{1/2} \|U^\flat\|^{1/2} \|AU^\sharp\|^{1/2} \|U^\flat\|^{1/2} \|U^\flat\| \quad \text{for all } U, U^\sharp \in D(A), U^\flat \in H.$$  

(3.20)

Then the equation (3.16) has a unique local strong solution, defined for $t \in [0, \zeta(\omega))$, where $\zeta(\omega)$ satisfies

$$\sup_{t \in [0, \zeta]} \|U(t\wedge \zeta)\|^2 + \int_0^\zeta |AU|^2 \, ds = \infty$$

almost surely on the set $\{\zeta < \infty\}$.

The main result of this section is the following theorem.

**Theorem 3.6.** For any $\rho_0 \in H^1(\mathbb{R}^2)$, the equation (1.5) has a unique local strong solution defined for $t \in [0, \tau(\omega))$ in the sense of Definition 3.4, where $\tau(\omega)$ satisfies

$$\sup_{t \in [0, \tau]} \|\rho\|_{H^1(\mathbb{R}^2)} + \int_0^\tau \|D^2\rho\|_2 \, ds = +\infty$$

almost surely on the set $\{\tau < \infty\}$. 
Proof. For \( u \in V \) and \( u^\sharp \in H \) define \( B(u, u^\sharp) := \nabla \cdot (u \nabla (G * u^\sharp)) : V \times H \to H \) with \( D(A) = H^2(\mathbb{R}^2), V = H^1(\mathbb{R}^2), H = L^2(\mathbb{R}^2) \) and the \( \| \cdot \|_H \) norm will be denoted with \( \| \cdot \|_H \). In order to apply Theorem 3.5, we need to check that the conditions (3.19) and (3.20) on the bilinear form are satisfied.

Let us start with verifying the condition (3.19). For all \( u, u^\flat \in V \) and \( u^\sharp \in D(A) \),

\[
\langle B(u, u^\sharp), u^\flat \rangle = \int_{\mathbb{R}^2} \nabla \cdot (u \nabla (G * u^\sharp)) u^\flat \, dx = -\int_{\mathbb{R}^2} u \nabla (G * u^\sharp) \cdot \nabla u^\flat \, dx.
\]

Hence, by Holder inequality, \(| \langle B(u, u^\sharp), u^\flat \rangle \| \leq \| \nabla u^\flat \|_H \| u \nabla (G * u^\sharp) \|_H \). In view of the embedding \( W^{2,2}(\mathbb{R}^2) \subset W^{1,\infty}(\mathbb{R}^2) \), we have

\[
\| \nabla (G * u^\sharp) \|_\infty \leq C \| u^\sharp \|_H.
\]  

Therefore,

\[
| \langle B(u, u^\sharp), u^\flat \rangle \| \leq \| \nabla u^\flat \|_H \| u^\sharp \|_H \| u \|_H \leq \| u^\flat \|_V \| u^\sharp \|_D(A) \| u \|_V,
\]

and (3.19) follows. It remains to verify that the condition (3.20) is satisfied. For any \( u, u^\sharp \in D(A) \) and \( u^\flat \in H \), we have \(| \langle B(u, u^\sharp), u^\flat \rangle \|^2 \leq \| B(u, u^\sharp) \|^2_H \| u^\flat \|^2_H \).

Since \( -\Delta (G * u^\sharp) = u^\sharp \),

\[
B(u, u^\sharp) = \nabla \cdot (u \nabla (G * u^\sharp)) = \nabla u \cdot \nabla (G * u^\sharp) - u u^\sharp.
\]

Hence,

\[
\| B(u, u^\sharp) \|^2_H \leq 2 \| \nabla u \cdot \nabla (G * u^\sharp) \|^2_H + 2 \| u u^\sharp \|^2_H \]

\[
\leq 2C \| \nabla u \|^2_H \| u^\sharp \|^2_H + 2 \int_{\mathbb{R}^2} u^2 (u^\sharp)^2 \, dx
\]

\[
\leq 2C \| \nabla u \|^2_H \| u^\sharp \|^2_H + 2 \left( \int_{\mathbb{R}^2} u^4 \, dx \right)^{1/2} \left( \int_{\mathbb{R}^2} (u^\sharp)^4 \, dx \right)^{1/2}.
\]

Then, using the interpolation inequality

\[
\int_{\mathbb{R}^2} u^4 \, dx \leq 2 \int_{\mathbb{R}^2} u^2 \, dx \int_{\mathbb{R}^2} | \nabla u |^2 \, dx,
\]

we get

\[
\| B(u, u^\sharp) \|^2_H \leq 2C \| \nabla u \|^2_H \| u^\sharp \|^2_H + 4 \| u \|_H \| \nabla u \|_H \| u^\sharp \|_H \| \nabla u^\sharp \|_H
\]

\[
\leq C_1 \left( \| \nabla u \|^2_H \| u^\sharp \|^2_H + \| u \|_V \| u \|_V \| u^\sharp \|_V \| u^\sharp \|_V \right)
\]

\[
= 2C_1 \| u \|^2_V \| u^\sharp \|^2_V
\]

\[
\leq 2C_1 \| u \|_V \| u \|_{D(A)} \| u^\sharp \|_V \| u^\sharp \|_{D(A)} \| u^\sharp \|_H.
\]

which implies the desired result

\[
| \langle B(u, u^\sharp), u^\flat \rangle \| \leq \| B(u, u^\sharp) \|_H \| u^\flat \|_H \leq C \| u \|_V \| u \|_{D(A)} \| u^\sharp \|_V \| u^\sharp \|_{D(A)} \| u^\sharp \|_H.
\]

The statement of Theorem 3.6 now follows from Theorem 3.5. \( \square \)
4. Blowup of solutions

In this section we will show that the solutions of both (1.4) and (1.5) fail to exist globally if the initial data is large enough. In addition, in subsection 4.3 we show that the solution of (1.5) fails to exist globally for any initial data. It is worth mentioning, that in each of these cases, the reason for the lack of global existence will be different, which leads to the need of introducing various types of blowup throughout this section. Namely, we define three types of blowup.

**Definition 4.1.** Let \( \xi(\omega) \in [0, +\infty] \) such that \( \mathbb{P}(\xi(\omega) < \infty) > 0 \).

(i) \( \xi(\omega) \) is a finite time blowup for (1.3) of **Type 1** if

\[
\sup_{t \in [0, \xi]} \| \rho \|_{H^1(\mathbb{R}^2)} + \int_0^\xi \| D^2 \rho \|_2 \, ds = +\infty \tag{4.1}
\]

for all \( \omega \) such that \( \xi(\omega) < \infty \).

(ii) \( \xi(\omega) \) is a finite time blowup for (1.3) of **Type 2** if

\[
\int_{\mathbb{R}^2} |x|^2 \rho(x, \xi) \, dx = +\infty \tag{4.2}
\]

for all \( \omega \) such that \( \xi(\omega) < \infty \).

(iii) \( \xi(\omega) \) is a finite time blowup for (1.3) of **Type 3** if there exists \( R > 0 \) such that

\[
\mathbb{E} \| \rho(x, \xi) \|_{L^\infty(B_R)} = +\infty. \tag{4.3}
\]

4.1. Blowup in the case of large mass for solutions of (1.4)

In this subsection we show that the solutions of (1.4) fail to exist globally for large enough initial conditions. The main result of this subsection is the following Theorem:

**Theorem 4.2.** Assume the initial condition \( \rho_0(x) \) is such that

\[
\int_{\mathbb{R}^2} |x|^2 \rho_0(x) \, dx < \infty
\]

and \( m_0 = \int_{\mathbb{R}^2} \rho_0(x) \, dx \) satisfies

\[
\frac{\chi}{2\pi} m_0 > 2(\nu^2 + \sigma^2). \tag{4.4}
\]

Then the solution of (1.4) with the initial condition \( \rho_0 \) has a **Type 3** blowup \( \xi(\omega) \). Furthermore, \( \xi(\omega) \) satisfies \( \xi(\omega) \leq T \) a.s., where \( T > 0 \) is such that

\[
\left( -2(\nu^2 + \sigma^2) m_0 + \frac{\chi}{2\pi} m_0^2 \right) T - \int_{\mathbb{R}^2} |x|^2 \rho_0(x) \, dx > 0. \tag{4.5}
\]

Before we prove this theorem we introduce the following definition that will be used in the proof.

**Definition 4.3.** For every \( \varepsilon > 0 \) the function \( \varphi_\varepsilon \in C^2_0(\mathbb{R}^2) \) is smooth cutoff function for \( |x|^2 \) if \( \varphi_\varepsilon(x) = |x|^2 \) for \( |x| \leq \varepsilon^{-1} \), \( \varphi_\varepsilon(x) = 0 \) for \( |x| \geq 2\varepsilon^{-1} \), with \( |\Delta \varphi_\varepsilon| \leq 4 \) and \( \nabla \varphi_\varepsilon \) uniformly Lipschitz with Lipschitz constant 2.
Proof of Theorem 4.2. Let $\rho$ be a weak solution of (1.4) whose local existence is guaranteed by Theorem 3.1 for all initial conditions. Using the symmetrization of the double integral, the Definition 2.3 of the weak solution can be equivalently written in the form (see e.g. [4], Section 2.1)

$$\int_{\mathbb{R}^2} \varphi(x) \rho(x, t) \, dx - \int_{\mathbb{R}^2} \varphi(x) \rho(x, 0) \, dx$$

$$= \int_0^t \left( \int_{\mathbb{R}^2} \frac{\nu^2 + \sigma^2}{2} \Delta \varphi(x) \rho(x, t) \, dx \right) \, ds$$

$$- \frac{\chi}{4\pi} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{(\nabla \varphi(x) - \nabla \varphi(y)) \cdot (x - y)}{|x - y|^2} \rho(x, s) \rho(y, s) \, dx \, dy \, ds$$

$$- \int_0^t \int_{\mathbb{R}^2} \rho(x, s) \nabla \varphi(x) \, dW(s)$$

(4.6)

for all $\varphi \in C^2_0(\mathbb{R}^2)$.

Then by Definition 4.3 we have

$$\int_{\mathbb{R}^2} |\Delta \varphi__\epsilon| \rho \, dx \leq 4m_0, \quad \text{and}$$

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{|\nabla \varphi__\epsilon(x) - \nabla \varphi__\epsilon(y)| \cdot |x - y|}{|x - y|^2} \rho(x, s) \rho(y, s) \, dx \, dy \leq 2m_0^2.$$

Therefore, noting that

$$\mathbb{E} \int_0^t \int_{\mathbb{R}^2} \rho(x, s) \nabla \varphi__\epsilon(x) \, dx \, dW(s) = 0,$$

we get

$$\mathbb{E} \int_{\mathbb{R}^2} \varphi__\epsilon(x) \rho(x, t) \, dx - \int_{\mathbb{R}^2} \varphi__\epsilon(x) \rho(x, 0) \, dx \leq \int_0^t (4m_0 + 2m_0^2) \, ds = (4m_0 + 2m_0^2) t,$$

which, in turn implies that $\mathbb{E} \int_{\mathbb{R}^2} \varphi__\epsilon(x) \rho(x, t) \, dx \leq (4m_0 + 2m_0^2) t + \int_{\mathbb{R}^2} |x|^2 \rho_0(x) \, dx$.

Hence, we have

$$\int_{\mathbb{R}^2} \varphi__\epsilon(x) \rho(x, t) \, dx < \infty \ a.s.$$

Since $\rho(x, t) \geq 0$, we may now apply Fatou’s lemma to get

$$\mathbb{E} \int_{\mathbb{R}^2} |x|^2 \rho(x, t) \, dx \leq \liminf_{\varepsilon \to 0} \mathbb{E} \int_{\mathbb{R}^2} \varphi__\epsilon(x) \rho(x, t) \, dx < \infty.$$

Therefore,

$$\int_{\mathbb{R}^2} |x|^2 \rho(x, t) \, dx < \infty \ a.s.$$

Assume $\rho(x, t)$ is defined for all $m_0 > 0$ and $t \geq 0$. Substituting $\varphi__\epsilon(x)$ in the definition (4.6), and passing to the limit as $\varepsilon \to 0$ in every integral using
Lebesgue Dominated Convergence Theorem, we have
\[
\lim_{\varepsilon \to 0} \left[ E \int_{\mathbb{R}^2} \varphi_\varepsilon(x) \rho(x, t) \, dx - \int_{\mathbb{R}^2} \varphi_\varepsilon(x) \rho(x, 0) \, dx \right] = E \int_{\mathbb{R}^2} |x|^2 \rho(x, t) \, dx - \int_{\mathbb{R}^2} |x|^2 \rho(x, 0) \, dx = \left( 2 (\nu^2 + \sigma^2) m_0 - \frac{X}{2\pi} m_0^2 \right) t < 0
\]
for \( m_0 \) satisfying (4.4) and \( t \geq T \) satisfying (4.5). The inequality (4.7) implies that for sufficiently small \( \varepsilon_0 > 0 \) we have
\[
E \int_{\mathbb{R}^2} \varphi_{\varepsilon_0}(x) \rho(x, t) \, dx < 0.
\]
This contradicts the fact that \( \rho(x, t) \geq 0 \) a.e. Since \( \varphi_{\varepsilon_0}(x) \) has compact support, the solution \( \rho(x, t) \) must have a Type 3 blowup. \( \square \)

4.2. Blowup in the case of large mass for solutions of (1.5)
In this subsection we establish the lack of global existence for the solutions of the equation (1.5). Once again, following [4], Section 2.1, we can represent the weak solution of (1.5) in the form
\[
\int_{\mathbb{R}^2} \varphi(x) \rho(x, t) \, dx - \int_{\mathbb{R}^2} \varphi(x) \rho(x, 0) \, dx = \int_0^t \left( \int_{\mathbb{R}^2} \frac{a^2}{2} \Delta \varphi(x) \rho(x, s) \, dx \right. \\
- \frac{X}{4\pi} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{(\nabla \varphi(x) - \nabla \varphi(y)) \cdot (x - y)}{|x - y|^2} \rho(x, s) \rho(y, s) \, dx \, dy \left. \right) \, ds \\
+ \int_{\mathbb{R}^2} \int_0^t \Phi(\rho(x, s)) \varphi(x) \, dW(x, s) \, dx,
\]
for all \( \varphi \in C_0^2(\mathbb{R}^2) \). As we showed in Sect. 3.3, the solution of (4.8) exists for \( t \in [0, \tau(\omega)) \) for some random variable \( \tau(\omega) \in (0, +\infty] \).

Remark 4.4. The stopping time \( \tau(\omega) \) from [9] satisfies (4.1); however, we cannot call it a finite time blowup of Type 1 as it can possibly be infinite with probability 1.

Before we proceed let us introduce the following notation:
\[
m_0 := \int_{\mathbb{R}^2} \rho_0(x) \, dx \quad M_0 := \int_{\mathbb{R}^2} |x|^2 \rho_0(x) \, dx,
\]
\[
m(t) := \int_{\mathbb{R}^2} \rho(x, t) \, dx \quad M(t) := \int_{\mathbb{R}^2} |x|^2 \rho(x, t) \, dx.
\]

Theorem 4.5. Suppose there exists \( t_1 > 0 \) such that \( \mathbb{P}(\tau(\omega) \geq t_1) = 1 \). Then for \( m_0 \) sufficiently large (depending explicitly on \( t_1 \) and \( M_0 \)) \( t_1 \) is a Type 3 blowup.
The principal technical difference between Theorem 4.2 and Theorem 4.5 is that while the solutions of (1.4) satisfy \( \int_{\mathbb{R}^2} \rho(x, t) \, dx = m_0 \), the quantity \( \int_{\mathbb{R}^2} \rho(x, t) \, dx \) is in fact a random variable for the solutions of (1.5). This causes additional complications. In particular, for the proof of Theorem 4.5 we need the following auxiliary result.

**Lemma 4.6.** Let \( \rho(x, t) \) be a local solution of (1.5) with \( |\Phi(\rho)| \leq L|\rho| \). For \( t_1 \) given by Theorem 4.5, let \( B := \{ \omega \in \Omega : \int_{0}^{t_1} (\int_{\mathbb{R}^2} \rho(x, s) \, dx)^2 \, ds = +\infty \} \). Then \( \mathbb{P}(B) = 0 \).

**Proof.** It follows from (3.17) that
\[
\mathbb{E} \sup_{t \in [0, t_1]} \|\rho(t, \cdot)\|_{H^1(\mathbb{R}^2)}^2 < \infty. \tag{4.9}
\]
Then
\[
m^2(t) \leq 2m_0^2 + 2 \left( \sum_{k=1}^{\infty} a_k \int_{0}^{t} \int_{\mathbb{R}^2} \Phi(u) e_k(x) \, dx \, dW_k(s) \right)^2
\]
Using the property of stochastic integral
\[
\mathbb{E} \sup_{t \in [0, T]} \left| \int_{0}^{t} f(s) \, dW(s) \right|^2 \leq 4 \int_{0}^{T} \mathbb{E} f^2(s) \, ds
\]
as well as (4.9), we get
\[
\mathbb{E} \sup_{t \in [0, t_1]} m^2(t) \leq 2m_0^2 + 8 \sum_{k=1}^{\infty} a_k^2 \int_{0}^{t_1} \mathbb{E} \left( \int_{\mathbb{R}^2} \Phi(\rho) e_k(x) \, dx \right)^2 \, ds
\]
\[
\leq 2m_0^2 + 8 \sum_{k=1}^{\infty} a_k^2 \int_{0}^{t_1} \left( \mathbb{E} \int_{\mathbb{R}^2} L^2 |\rho(s, x)|^2 \, dx \int_{\mathbb{R}^2} e_k^2(x) \, dx \right) \, ds
\]
\[
\leq 2m_0^2 + 8 \sum_{k=1}^{\infty} a_k^2 L^2 t_1 \mathbb{E} \sup_{t \in [0, t_1]} \|\rho(t, \cdot)\|_{H^1(\mathbb{R}^2)}^2 < \infty.
\]
Therefore,
\[
\mathbb{E} \int_{0}^{t_1} m^2(t) \, dt = \int_{0}^{t_1} \mathbb{E} m^2(t) \, dt \leq t_1 \mathbb{E} \sup_{t \in [0, t_1]} m^2(t) < \infty,
\]
which implies that
\[
\int_{0}^{t_1} m^2(t) \, dt < \infty \text{ a.s.}
\]
and the statement of the Lemma follows. \( \square \)

**Proof of Theorem 4.5.** Consider two cases:

**Case 1:** Suppose
\[
\mathbb{E} \int_{0}^{t_1} \left( \int_{\mathbb{R}^2} \rho(x, s) \, dx \right)^2 \, ds = +\infty. \tag{4.10}
\]
By Lemma 4.6, $\int_{0}^{t_1} \left( \int_{\mathbb{R}^2} \rho(x, s) \, dx \right)^2 < +\infty$ a.s. For $\varepsilon > 0$, let $\varphi_{\varepsilon}$ be given by Definition 4.3. Introduce the next function

$$
\rho_{\varepsilon}(x, s) = \begin{cases} 
\rho(x, s) & \text{if } |x| \leq \frac{1}{\varepsilon}, \\
0 & \text{if } |x| > \frac{1}{\varepsilon}.
\end{cases}
$$

Then

$$
\int_{0}^{t_1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{\nabla \varphi_{\varepsilon}(x) - \nabla \varphi_{\varepsilon}(y)}{|x - y|^2} \cdot (x - y) \rho_{\varepsilon}(x, s) \phi_{\varepsilon}(y, s) \, dx \, dy \, ds
= 2 \int_{0}^{t_1} \left( \int_{\mathbb{R}^2} \rho_{\varepsilon}(x, s) \, dx \right)^2 \, ds.
$$

On one hand, by Fatou’s lemma and (4.10)

$$
\liminf_{\varepsilon \to 0} \mathbb{E} \int_{0}^{t_1} \left( \int_{\mathbb{R}^2} \rho_{\varepsilon}(x, s) \, dx \right)^2 \, ds \geq \mathbb{E} \int_{0}^{t_1} \left( \int_{\mathbb{R}^2} \rho(x, s) \, dx \right)^2 \, ds = +\infty.
$$

On the other hand,

$$
\int_{0}^{t_1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{\nabla \varphi_{\varepsilon}(x) - \nabla \varphi_{\varepsilon}(y)}{|x - y|^2} \cdot (x - y) \left( \rho_{\varepsilon}(x, s) \phi_{\varepsilon}(y, s) - \rho(x, s) \phi(y, s) \right) \, dx \, dy \, ds \to 0
$$
a.s. as $\varepsilon \to 0$, since

$$
\int_{0}^{t_1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{\nabla \varphi_{\varepsilon}(x) - \nabla \varphi_{\varepsilon}(y)}{|x - y|^2} \cdot (x - y) \left( \rho_{\varepsilon}(x, s) \phi_{\varepsilon}(y, s) - \rho(x, s) \phi(y, s) \right) \, dx \, dy \, ds
\leq 2 \int_{0}^{t_1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \left( \rho_{\varepsilon}(x, s) \phi_{\varepsilon}(y, s) - \rho(x, s) \phi_{\varepsilon}(y, s) \right) \, dx \, dy \, ds
$$

with $0 \leq \rho_{\varepsilon}(x, s) \phi_{\varepsilon}(y, s) - \rho_{\varepsilon}(x, s) \phi_{\varepsilon}(y, s) \leq \rho(x, s) \phi(y, s)$ and $\int_{0}^{t_1} \int_{\mathbb{R}^2} \rho(x, s) \phi(y, s) \, dx \, dy < +\infty$ a.s. Since

$$
|\Delta \varphi_{\varepsilon}(x) \rho(x, s)| \leq 4 \rho(x, s)
$$

and

$$
4 \mathbb{E} \int_{\mathbb{R}^2} \rho(x, s) \, dx = 4m_0 < \infty,
$$

by Lebesgue Dominated Convergence Theorem,

$$
\mathbb{E} \int_{0}^{t_1} \int_{\mathbb{R}^2} \Delta \varphi_{\varepsilon}(x) \rho(x, s) \, dx \, ds \to 4t_1 m_0, \quad \varepsilon \to 0.
$$

Hence, taking the expected value of both sides in (4.8), we obtain that there exists $\varepsilon_0 > 0$ such that for all $\varepsilon < \varepsilon_0$

$$
\mathbb{E} \int_{\mathbb{R}^2} \varphi_{\varepsilon}(x) \rho(x, t_1) \, dx < 0,
$$

and since supp $\varphi_{\varepsilon} \subset B_{1/\varepsilon}$, we conclude that $\mathbb{E} \|\rho(x, t_1)\|_{L^\infty(B_{2/\varepsilon_0})} = +\infty$.

**Case 2:** Suppose

$$
\mathbb{E} \int_{0}^{t_1} \left( \int_{\mathbb{R}^2} \rho(x, s) \, dx \right)^2 \, ds < +\infty.
$$

(4.11)
Since
\[ \frac{\left| \nabla \varphi_\varepsilon(x) - \nabla \varphi_\varepsilon(y) \right|}{|x - y|} \rho(x, s)\rho(y, s) \leq 2\rho(x, s)\rho(y, s), \]
using (4.11) and Lebesgue Dominated Convergence Theorem, we may pass to the limit as \( \varepsilon \to 0 \) to obtain
\[ \mathbb{E} \int_0^{t_1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{\nabla \varphi_\varepsilon(x) - \nabla \varphi_\varepsilon(y)}{|x - y|^2} \cdot (x - y)\rho(x, s)\rho(y, s) \, dx \, dy \, ds \]
\[ \to 2\mathbb{E} \int_0^{t_1} \left( \int_{\mathbb{R}^2} \rho(x, s) \, dx \right)^2 \, ds \geq 2 \int_0^{t_1} \left( \int_{\mathbb{R}^2} \rho(x, s) \, dx \right)^2 \, ds \]
\[ = 2 \int_0^{t_1} m_0^2 \, ds = 2m_0^2 t_1. \]
Therefore, for \( \varepsilon \leq \varepsilon_0 \), we have
\[ \mathbb{E} \int_{\mathbb{R}^2} \varphi_\varepsilon(x)\rho(x, t) \, dx \leq M_0 - \frac{\chi}{2\pi} t_1 m_0^2 + 2a^2 m_0 t_1 < 0, \]
and, once again, \( \mathbb{E} \|\rho(x, t_1)\|_{L^\infty(B_{2/\varepsilon_0})} = +\infty. \)

### 4.3. Blowup for any mass for solutions of (1.5)

In this section we show that in the case of linear multiplicative noise, the equation (1.5) has a blowup with nonzero probability for any nontrivial initial conditions. In other words, we show that any nontrivial local solution cannot be extended globally.

Recall that by Proposition 2.4 we have \( \mathbb{E} m(t) = m_0 \) for \( t \geq 0 \) within the interval of existence. We consider (1.5) with \( \Phi(\rho) := \sigma \rho \) for some \( \sigma \in \mathbb{R} \), and \( W(x, s) := W(s) \).

**Theorem 4.7.** Let \( \rho(x, t) \) be a solution of (1.5) with an initial condition \( \rho_0 \in H^1(\mathbb{R}^2) \), \( \rho_0 \neq 0 \) and \( \int_{\mathbb{R}^2} |x|^2 \rho_0(x) \, dx < +\infty \). Then there exists \( t_2 = t_2(m_0) < \infty \) and a random variable \( \xi(\omega) \) such that \( \xi(\omega) \) is a finite time blowup for \( \rho(x, t) \) of either **Type 1** or **Type 2**, and \( p_2 := \mathbb{P}(\xi(\omega) < t_2) > 0 \), with \( p_2 \) determined explicitly in terms of \( m_0 \).

**Proof.** It follows from Theorem 3.6 that the local solution of (1.5) is a strong solution. Hence we can integrate (1.5) both in \( x \) and in \( t \) and thus obtain the following ordinary linear stochastic equation for the function \( m(t) \):
\[ m(t) - m_0 = \sigma \int_0^t m(s) \, dW(s). \]  
(4.12)

Let \( t \) be a Markov’s moment in (4.12) with respect to the filtration \( \mathcal{F}_s^W \). Note that (4.12) is a linear SDE of the form \( dm(t) = \sigma m(t) \, dW(t) \), which, using Ito’s formula, has the explicit solution
\[ m(t) = m_0 \exp \left( \frac{\sigma^2}{2} t + \sigma W(t) \right). \]  
(4.13)
Next, we show that \( M(t) = \int_{\mathbb{R}^2} |x|^2 \rho(x,t) \, dx < \infty \) a.s. for \( t \leq \tau(\omega) \), where \( \tau(\omega) \) is defined as in Theorem 3.6. Using \( \varphi_\varepsilon \) given by Definition 4.3, we have

\[
- \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{(\nabla \varphi_\varepsilon(x) - \nabla \varphi_\varepsilon(y)) \cdot (x-y)}{|x-y|^2} \rho(x,s) \rho(y,s) \, dx \, dy \\
\leq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{|\nabla \varphi_\varepsilon(x) - \nabla \varphi_\varepsilon(y)|}{|x-y|} \rho(x,s) \rho(y,s) \, dx \, dy \\
\leq 2 \left( \int_{\mathbb{R}^2} \rho(x,s) \, dx \right)^2 = 2m^2(s),
\]

and \( \int_{\mathbb{R}^2} \Delta \varphi_\varepsilon(x) \rho(x,s) \, dx \leq 4m(s) \). Now define

\[
u_\varepsilon(s) := \int_{\mathbb{R}^2} \rho(x,s) \varphi_\varepsilon(s) \, dx
\]

\[
\psi_\varepsilon(s) := -\frac{\chi}{4\pi} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{(\nabla \varphi_\varepsilon(x) - \nabla \varphi_\varepsilon(y)) \cdot (x-y)}{|x-y|^2} \rho(x,s) \rho(y,s) \, dx \, dy \\
+ \frac{\sigma^2}{2} \int_{\mathbb{R}^2} \Delta \varphi_\varepsilon(x) \rho(x,s) \, dx.
\]

Then \( u_\varepsilon \) satisfies the SDE

\[
\begin{cases}
\, du_\varepsilon(t) = \psi_\varepsilon(t) \, dt + \sigma u_\varepsilon(t) \, dW(t) \\
u_\varepsilon(0) = \int_{\mathbb{R}^2} \rho_0(x) \varphi_\varepsilon(x) \, dx.
\end{cases}
\] (4.14)

Let \( u^+ \) solve

\[
\begin{cases}
\, du^+(t) = (2a^2 m(t) + \frac{\chi}{2\pi} m^2(t)) \, dt + \sigma u^+(t) \, dW(t) \\
u^+(0) = M_0.
\end{cases}
\] (4.15)

Since \( u^+(0) \leq u_\varepsilon(0) \) and \( \psi_\varepsilon(t) \leq 2a^2 m(t) + \frac{\chi}{2\pi} m^2(t) \), then using the stochastic comparison theorem by Watanabe and Ikeda [16], we have

\[
0 \leq u_\varepsilon(t) \leq u^+(t) \quad \text{for all } t \geq 0.
\] (4.16)

Note that

\[
u^+(t) = \Psi(t) \left( M_0 + \int_0^t (2a^2 m(s) + \frac{\chi}{2\pi} m^2(s)) \Psi^{-1}(s) \, ds \right),
\]

where \( \Psi(t) = \exp \left( -\frac{\sigma^2}{2} t + \sigma W(t) \right) \). Then, using (4.13), we have

\[
\int_0^t (2a^2 m(s) + \frac{\chi}{2\pi} m^2(s)) \Psi^{-1}(s) \, ds = 2a^2 m_0 t + \frac{\chi}{2\pi} m_0^2 \int_0^t \exp \left( -\frac{\sigma^2}{2} s + \sigma W(s) \right) \, ds.
\]

Hence,

\[
u^+(t) = \exp \left( -\frac{\sigma^2}{2} t + \sigma W(t) \right) \times \left( M_0 + 2a^2 m_0 t + \frac{\chi m_0^2}{2\pi} \int_0^t \exp \left( -\frac{\sigma^2}{2} s + \sigma W(s) \right) \, ds \right) < \infty
\] (4.17)
for all \( t \geq 0 \). Passing to the limit \( \varepsilon \to 0 \) in (4.16), we have

\[
M(t) = \lim_{\varepsilon \to 0} u_\varepsilon(t) \leq u^+(t) < \infty.
\]

Let \( u(s) = \int_{\mathbb{R}^2} |x|^2 \rho(x, s) \, dx \). Since \((u_\varepsilon(s) - u(s))^2 \leq 2(u^+(s))^2\) and

\[
\int_0^t (u^+(s))^2 \, ds < \infty,
\]

by Lebesgue Dominated Convergence Theorem, we have

\[
\int_0^t (u_\varepsilon(s) - u(s))^2 \, ds \to 0
\]

in probability. This, in turn, implies that

\[
\int_0^t \int_{\mathbb{R}^2} \rho(x, s) \varphi_\varepsilon(x) \, dx \, dW(s) \to \int_0^t \int_{\mathbb{R}^2} |x|^2 \rho(x, s) \, dx \, dW(s) \quad \text{a.s.}
\]

Then we can pass to the limit \( \varepsilon \to 0 \) in (4.8), and get

\[
M(t) - M_0 = \int_0^t 2a^2m(s) - \frac{\chi}{2\pi} m^2(s) \, ds + \sigma \int_0^t M(s) \, dW(s). \quad (4.18)
\]

Therefore we get that

\[
M(t) = \exp \left( -\sigma^2t + \sigma W(t) \right) \left( M_0 + 2a^2m_0t - \frac{\chi m^2_0}{2\pi} \int_0^t \exp \left( -\frac{\sigma^2}{2}s + \sigma W(s) \right) \, ds \right).
\]

Now, fix \( \alpha, \beta > 0 \). For \( t > 0 \), we define the random set

\[
A_{t, \alpha, \beta}^t := \{ \omega \in \Omega : W(s) \geq \left( \frac{\sigma}{2} + \alpha \right)s - \beta, \ s \in [0, t] \}.
\]

Then for every \( \omega \in A_{t, \alpha, \beta}^t \) and for every \( s \in [0, t] \) we have \(-\frac{\sigma^2}{2}s + \sigma W(s) \geq \sigma \alpha s - \sigma \beta\). This implies that

\[
\int_0^t \exp \left( -\frac{\sigma^2}{2}s + \sigma W(s) \right) \, ds \geq \frac{1}{\sigma \alpha} e^{-\sigma \beta} (e^{\sigma \alpha t} - 1),
\]

and we get

\[
M(t) \leq \Psi(t) \left( M_0 + 2a^2m_0t + \frac{\chi m^2_0}{\sigma \alpha e^{\sigma \beta} 2\pi} - \frac{\chi m^2_0}{\sigma \alpha 2\pi} e^{\sigma (\alpha t - \beta)} \right).
\]

Let \( t_2 \) be such that

\[
M_0 + 2a^2m_0t_2 + \frac{\chi m^2_0}{\sigma \alpha e^{\sigma \beta} 2\pi} \leq \frac{\chi m^2_0}{\sigma \alpha 2\pi} e^{\sigma (\alpha t_2 - \beta)}.
\]

(4.19)

Then \( M(t_2) \leq 0 \), which contradicts the positivity of \( \rho(x, t) \). Thus,

\[
p_{t_2, \alpha, \beta} := \mathbb{P}(A_{t_2, \alpha, \beta}^t) > 0
\]

is the probability of Type 2 blowup under the condition that \( \tau(\omega) > t_2 \).

We are now ready to estimate the probability of Type 1 or Type 2 blowup for \( \rho(x, t) \). Let

\[
B_{t_2} := \{ \omega \in \Omega : \tau(\omega) \leq t_2 \} \quad \text{with} \quad \mathbb{P}(B_{t_2}) = z \in [0, 1].
\]
Clearly $\omega \in B_{t_2}$ implies Type 1 blowup. Let $I$ and $II$ denote the events of Type 1 and Type 2 blowup, respectively. Then
\[ \mathbb{P}(I \cup II) \geq \mathbb{P}(B_{t_2}) = z. \] (4.20)

On the other hand,
\[
\begin{align*}
\mathbb{P}(I \cup II) & \geq \mathbb{P}(A_{t_2}^{\alpha,\beta} \cap B_{t_2}) = \mathbb{P}(A_{t_2}^{\alpha,\beta}) + \mathbb{P}(B_{t_2}) - P(A_{t_2}^{\alpha,\beta} \cup B_{t_2}) \\
& \geq \mathbb{P}(A_{t_2}^{\alpha,\beta}) + \mathbb{P}(B_{t_2}) - 1 = p_{t_2}^{\alpha,\beta} + (1 - z) - 1 \tag{4.21}
\end{align*}
\]

Combining (4.20) and (4.21), we have $\mathbb{P}(I \cup II) \geq \max\{z, p_{t_2}^{\alpha,\beta} - z\}$. Since the right-hand side is minimal if $z = \frac{1}{2}p_{t_2}^{\alpha,\beta}$, we have that $\mathbb{P}(I \cup II) \geq \frac{1}{2}p_{t_2}^{\alpha,\beta} > 0$. \hfill \Box

5. Small perturbation

In this section we consider the limit behavior of solutions of (1.3) as the noise contribution vanishes. To this end, for small $\varepsilon > 0$ we consider
\[
\begin{align*}
\left\{ \begin{array}{l}
d\rho_\varepsilon = \left(\frac{a^2}{2} \Delta \rho_\varepsilon - \chi \nabla \cdot (\rho_\varepsilon \nabla (G \ast \rho_\varepsilon))\right) dt + \varepsilon \nabla \rho_\varepsilon dW(t) \\
\rho_\varepsilon(0) = \rho_0,
\end{array} \right.
\end{align*}
\] (5.1)

and
\[
\begin{align*}
\left\{ \begin{array}{l}
d\rho_* = \left(\frac{a^2}{2} \Delta \rho_* - \chi \nabla \cdot (\rho_* \nabla (G \ast \rho_*))\right) dt \\
\rho_*(0) = \rho_0.
\end{array} \right.
\end{align*}
\] (5.2)

Assume
\[
C \left( \frac{-\nu^2 (p-1)}{2} + \chi \right) m_0^{-p/(p-1)} + \chi m_0^{(p-2)/(p-1)} < 0 \quad \text{for } p \geq 2,
\]
with $C$ defined in Theorem 3.2. Hence, if $\rho_\varepsilon$ and $\rho_*$ are two global solutions of (5.1) and (5.2) respectively, for $\varepsilon$ small enough, these solutions are defined globally as a consequence of Theorem 3.2. The main result of this section is the following Theorem.

Theorem 5.1. Let $\rho_0 \in H^s(\mathbb{R}^2) \cap L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2)$ with $s > 3$ and $p \geq 2$. Then for any $T > 0$ we have
\[
\mathbb{E} \sup_{t \in [0,T]} \|\rho_\varepsilon(t) - \rho_*(t)\|_p^p \to 0 \quad \text{as } \varepsilon \to 0. \tag{5.3}
\]

Proof. Using \cite[Theorem 1.7]{22}, we obtain $\rho_* \in C([0,\infty); H^s(\mathbb{R}^2) \cap L^1(\mathbb{R}^2))$. In particular,
\[
\sup_{t \in [0,T]} \left\{ \|\rho_*(t)\|_2, \|\nabla \rho_*(t)\|_2 \right\} \leq A \tag{5.4}
\]
for some $A > 0$. Let $y_\varepsilon := -\rho_\varepsilon - \rho_*$. Then,
\[
\begin{align*}
\left\{ \begin{array}{l}
dy_\varepsilon = \left(\frac{a^2}{2} \Delta y_\varepsilon - \chi \nabla \cdot (\rho_\varepsilon \nabla (G \ast \rho_\varepsilon) - \rho_* \nabla (G \ast \rho_*))\right) dt + \varepsilon \nabla \rho_\varepsilon dW(t) \\
y_\varepsilon(0) = 0.
\end{array} \right.
\end{align*}
\] (5.5)
Note that, as we showed in Sect. 3.2, \( \text{ess sup}_{\omega \in \Omega} \sup_{t \in [0,T]} \| \rho_\varepsilon \|_p \leq \| \rho_0 \|_p \). Now, Ito’s formula for \( \| y_\varepsilon(t) \|_p \) yields

\[
\| y_\varepsilon \|_p^p = -p(p-1) \frac{a^2}{2} \int_0^t \int_{\mathbb{R}^2} y_\varepsilon^{p-2} |\nabla y_\varepsilon|^2 \, dx \, ds \\
- \chi p \int_0^t \int_{\mathbb{R}^2} y_\varepsilon^{p-1} \nabla \cdot (\rho_\varepsilon \nabla (G * \rho_\varepsilon) - \rho_* \nabla (G * \rho_*)) \, dx \, ds \\
+ \varepsilon^2 \frac{1}{2} \int_0^t \int_{\mathbb{R}^2} p(p-1) y_\varepsilon^{p-2} \| \nabla \rho_\varepsilon \|^2 \, dx \, ds \\
+ \varepsilon \int_0^t \int_{\mathbb{R}^2} p y_\varepsilon^{p-1} \nabla \rho_\varepsilon \, dx \, dW(s)
\]

Next we will estimate each \( I_1, \ldots, I_4 \) in (5.6). Note that

\[
I_1 = -a^2 p(p-1) \frac{2}{p^2} \int_0^t \int_{\mathbb{R}^2} \left| \nabla \left( y_\varepsilon^{p/2} \right) \right|^2 \, dx \, dt. \quad (5.7)
\]

For the second term, noting that the nonlocal term can be written as \( \nabla \cdot \left( y_\varepsilon \nabla (G * \rho_\varepsilon) + \rho_* \nabla (G * y_\varepsilon) \right) \), and using the bound \( \text{ess sup}_{\omega \in \Omega} \sup_{t \in [0,T]} \| \rho_\varepsilon \|_p \leq \| \rho_0 \|_p \), we estimate

\[
\left| \chi \int_{\mathbb{R}^2} p y_\varepsilon^{p-1} \nabla \cdot (y_\varepsilon \nabla (G * \rho_\varepsilon)) \, dx \right|
\]

\[
= \chi p(p-1) \left| \int_{\mathbb{R}^2} y_\varepsilon^{p-1} \nabla (G * \rho_\varepsilon) |\nabla y_\varepsilon|^2 \, dx \right|
\]

\[
\leq \chi p(p-1) \left( \int_{\mathbb{R}^2} |y_\varepsilon^{p/2-1} \nabla y_\varepsilon|^2 \, dx \right)^{1/2} \left( y_\varepsilon^p |\nabla (G * \rho_\varepsilon)|^2 \, dx \right)^{1/2}
\]

\[
\leq \chi \frac{2(p-1)}{p} \left( \int_{\mathbb{R}^2} |\nabla y_\varepsilon^{p/2}|^2 \, dx \right)^{1/2} \left( y_\varepsilon^p |\nabla (G * \rho_\varepsilon)|^2 \, dx \right)^{1/2}
\]

\[
\leq \alpha 2 \chi (p-1) \| \nabla y_\varepsilon^{p/2} \|_2^2 + \frac{1}{\alpha} 2 \chi (p-1) C_p^2 \| \rho_\varepsilon \|_p^2 \int_{\mathbb{R}^2} y_\varepsilon^p \, dx
\]

\[
\leq \alpha 2 \chi (p-1) \| \nabla y_\varepsilon^{p/2} \|_2^2 + \frac{1}{\alpha} 2 \chi (p-1) C_p^2 \| \rho_0 \|_p^2 \int_{\mathbb{R}^2} y_\varepsilon^p \, dx.
\]

Likewise, we have

\[
\left| \chi \int_{\mathbb{R}^2} p y_\varepsilon^{p-1} \nabla \cdot (\rho_* \nabla (G * y_\varepsilon)) \, dx \right|
\]

\[
= \chi p(p-1) \left| \int_{\mathbb{R}^2} y_\varepsilon^{p-2} \rho_* \nabla (G * y_\varepsilon) \cdot \nabla y_\varepsilon \, dx \right|
\]

\[
\leq \chi p(p-1) \left( \int_{\mathbb{R}^2} |\nabla y_\varepsilon^{p/2}|^2 \, dx \right)^{1/2} \left( y_\varepsilon^{p-2} \rho_*^2 |\nabla (G * y_\varepsilon)|^2 \, dx \right)^{1/2}
\]
\[
\frac{\alpha^2 \chi(p-1)}{p} \int_{\mathbb{R}^2} \|\nabla y_{\epsilon}^{p/2}\|^2 \, dx + \frac{1}{\alpha} \frac{2 \chi p(p-1) C_p}{\epsilon_\rho} \int_{\mathbb{R}^2} y_{\epsilon}^{p-2} \rho^2 \, dx \\
\leq \frac{\alpha^2 \chi(p-1)}{p} \int_{\mathbb{R}^2} \|\nabla y_{\epsilon}^{p/2}\|^2 \, dx + \frac{C_p \chi p(p-1)}{\alpha} \left( \int_{\mathbb{R}^2} y_{\epsilon}^{p} \, dx \right)^{\frac{p-2}{p}} \times \\
\times \left( \int_{\mathbb{R}^2} \rho^2 \, dx \right)^{\frac{2}{p}} \left( \int_{\mathbb{R}^2} y_{\epsilon}^{p} \, dx \right)^{\frac{2}{p}} \\
\leq \frac{\alpha^2 \chi(p-1)}{p} \int_{\mathbb{R}^2} \|\nabla y_{\epsilon}^{p/2}\|^2 \, dx + \frac{C_p \chi p(p-1)}{\alpha} \|\rho_0\|_p^2 \left( \int_{\mathbb{R}^2} y_{\epsilon}^{p} \, dx \right)^{\frac{2}{p}} .
\] (5.9)

Then putting together (5.8) and (5.9), for the second term in (5.6) we obtain

\[
|I_2| \leq \int_0^t \alpha \left( 2 \chi(p-1) + \frac{2 \chi(p-1)}{p} \right) \|\nabla y_{\epsilon}^{p/2}\|^2 \, ds + C \int_0^t \int_{\mathbb{R}^2} y_{\epsilon}^{p} \, dx \, ds .
\] (5.10)

For the third term in (5.6), note that

\[
\frac{\epsilon^2}{2} p(p-1) \int_{\mathbb{R}^2} y_{\epsilon}^{p-2} |\nabla \rho_\epsilon|^2 \, dx \\
\leq \frac{\epsilon^2}{2} p(p-1) \int_{\mathbb{R}^2} y_{\epsilon}^{p-2} |\nabla y_{\epsilon}|^2 \, dx + \epsilon^2 p(p-1) \int_{\mathbb{R}^2} y_{\epsilon}^{p-2} |\nabla \rho_*|^2 \, dx .
\] (5.11)

The first term on the right-hand side will be compensated by \(I_2\). To estimate \(\int_{\mathbb{R}^2} y_{\epsilon}^{p-2} |\nabla \rho_*|^2 \, dx\), first note that \(\|y_\epsilon\|_p \leq \|\rho_\epsilon\|_p + \|\rho_*\|_p \leq 2 \|\rho_0\|_p\). Then, by the embedding \(W^{3+\alpha,2}(\mathbb{R}^2) \subset C^{2,\alpha}(\mathbb{R}^2)\) with \(\alpha \in (0,1]\), we have

\[
\|\nabla \rho_*\|_\infty \leq C \sup_{t \in [0,\tau]} \|\rho_*(t)\|_{W^{3+\alpha,2}(\mathbb{R}^2)} \leq A ,
\] (5.12)

where the constant \(A > 0\) is given in (5.4). Furthermore, using the interpolation inequality,

\[
\|y_\epsilon\|^{p-2}_{p-1} \leq \|y_\epsilon\|^{2p-2}_{p} \|y_\epsilon\|^{2}_{p} \leq C \text{ess sup}_{\omega \in \Omega} \sup_{t \in [0,\tau]} \|y_\epsilon\|^{2p-2}_{p} \leq C \|\rho_*\|^{2p-2}_{p} .
\] (5.13)

Combining these, we get

\[
|I_3| \leq \frac{\epsilon^2}{2} p(p-1) \frac{4}{p} \int_0^t \int_{\mathbb{R}^2} |\nabla y_{\epsilon}^{p/2}|^2 \, dx \, ds + C \tau \epsilon^2 .
\] (5.14)

Now we estimate the stochastic term \(I_4\). Note that \(\int_{\mathbb{R}^2} y_{\epsilon}^{p-1} \nabla \rho_\epsilon \, dx = \int_{\mathbb{R}^2} y_{\epsilon}^{p-1} \nabla y_\epsilon \, dx = 0\). Then

\[
\mathbb{E} \sup_{t \in [0,\tau]} |I_4| \leq \epsilon p \mathbb{E} \sup_{t \in [0,\tau]} \left| \int_0^t \int_{\mathbb{R}^2} y_{\epsilon}^{p-1} \nabla \rho_* \, dx \, dW(s) \right| \\
\leq \epsilon p \left( \mathbb{E} \left( \sup_{t \in [0,\tau]} \left| \int_0^t \int_{\mathbb{R}^2} y_{\epsilon}^{p-1} \nabla \rho_* \, dx \, dW(s) \right| \right)^2 \right)^{1/2} \\
\leq \epsilon p \left( \mathbb{E} \int_0^t \mathbb{E} \left| \int_{\mathbb{R}^2} y_{\epsilon}^{p-1} \nabla \rho_* \, dx \right|^2 \, ds \right)^{1/2} .
\]
Proceeding similar as in the estimate for $I_3$ we obtain that
\[
\mathbb{E} \sup_{t \in [0,T]} |I_4(t)| \leq C\varepsilon. \tag{5.15}
\]
Going back to (5.6) and putting together (5.7), (5.10), and (5.14), we get
\[
\|y_\varepsilon(t)\|_p^p \leq \left( -2a^2 \frac{p-1}{p} + \alpha 2(p-1) + \frac{2\chi(p-1)}{p} \right) \int_0^t \|\nabla y_\varepsilon^{p/2}(s)\|_2^2 \, ds
\]
\[
+ C_1 \int_0^t \|y_\varepsilon(s)\|_p^p \, ds + \frac{2\varepsilon^2 (p-1)}{p} \int_0^t \|\nabla y_\varepsilon^{p/2}(s)\|_2^2 \, ds
\]
\[
+ C_2 T \varepsilon^2 + \sup_{t \in [0,T]} \varepsilon \left| \int_0^t \int_{\mathbb{R}^2} y_\varepsilon^{p-1} \nabla \rho_\varepsilon \, dxdW(s) \right|
\]
\[
\leq C_3 \int_0^t \|y_\varepsilon(s)\|_p^p \, ds + C_2 T \varepsilon^2 + \varepsilon \sup_{t \in [0,T]} \left| \int_0^t \int_{\mathbb{R}^2} y_\varepsilon^{p-1} \nabla \rho_\varepsilon \, dxdW(s) \right|.
\] \tag{5.16}
For $\alpha$ and $\varepsilon$ sufficiently small, Grönwall’s inequality implies that
\[
\|y_\varepsilon(t)\|_p^p \leq \left( C_2 \varepsilon^2 T + \varepsilon \sup_{t \in [0,T]} \left| \int_0^t \int_{\mathbb{R}^2} y_\varepsilon^{p-1} \nabla \rho_\varepsilon \, dxdW(s) \right| \right) e^{C_T}.
\]
Finally, taking expectations and using the estimate (5.15), we obtain
\[
\mathbb{E} \sup_{t \in [0,T]} \|y_\varepsilon(t)\|_p^p \to 0, \quad \varepsilon \to 0,
\]
which yields the desired result. \qed
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