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1 Introduction

Hybrid aerial-underwater systems have been increasingly explored in the last couple of years [1]. Vehicles capable of acting both in the air and under the water offer a large number of applications in a variety of scenarios, some of them extreme, ranging from the extreme cold of polar regions to the hot and humid climate of rain forests. Operating and transiting between air and water in such challenging environments are difficult tasks, with many setbacks to achieve a good perception and actuation overall [2]. Most of these Hybrid Unmanned Aerial Underwater Vehicles (HUAUVs) were inspired by aerial vehicles, such as quadcopters and hexacopters [3]. These derivations benefit the motion control in the air and underwater, generally eliminating the need for changes in their mechanics and geometry characteristics. On the other hand, the problem is that a design based on aerial vehicles tends to present a considerably better performance in the air than in the water medium. The opposite is also true for those based on underwater vehicles.

Specifically, hybrid vehicles based on the aerial quadrotor platform are good examples of how the bias for a specific medium influences the overall performance [3, 4, 5, 6, 7]. The structure of multirotor Unmanned Aerial Vehicles (UAVs) generally offers a relatively easy control strategy to perform the actuation and many researchers have already taken advantage of it to design their own prototypes of HUAUVs. However, as discussed in our previous work [8], conventional motion strategies are inefficient when deploying UAV-like platforms under the water medium. The high density of the aquatic medium generates intense drag forces and disturbances [9].

In this paper, we bring the novel concept of HUAUVs that we presented in our previous work [8]. Furthermore, we present a trajectory planning algorithm that takes into consideration the medium transition and the vehicle’s dynamics. Besides that, we discuss with more detail our previously proposed model of a hybrid vehicle (HyDrone) [8], which has a focus in both mediums, seeking to achieve a good aerodynamic and hydrodynamic performance with the same structure. We show that our proposed planning algorithm manages to successfully perform the navigation through the distinct environments and avoid collision with obstacles. Figure 1 shows our vehicle navigating in the environments.

The main contributions of this work are listed as follows:

- we present more details about the modelling and control of the HyDrone, an HUAUV proposed in [8] for better aquatic performance.
- we present a trajectory planning method for HUAUVs that takes into account the problem of media transition. The generated trajectories are smooth, in the sense that they keep the robot in hovering mode when transiting from air to water, or vice-versa.
- we demonstrate, with simulated experiments using the HyDrone, that our set of algorithms is successful in navigating the robot to a goal region, even when subjected to unknown static obstacles.

To the best of our knowledge, this is the first high-level planner for HUAUVs. Other papers in the literature deal with the transition problem in terms of low-level control analysis, or simply ignored the question. Knowing that abrupt changes in the environment density may cause problems such as control instability, impact
on mechanical devices, current peaks in motors, and sensor interference, we use a trajectory planner to reduce the impact of media change.

The paper has the following structure: Sec. 2) shows the related works; we explain the dynamic modeling of our proposed vehicle, and the set of planning algorithms in the Sec. 3; Sec. 4 shows the simulated experiments; and Sec. 5) shows our discussion, outlining the future works.

2 Related Work

The study of Hybrid Unmanned Aerial Underwater Vehicles is an emerging field in Mobile Robotics. In the last decade, the number of contributions to this field has increased significantly, with many proposed concepts and prototypes. Yet, it still has many challenges that need to be addressed, such as media transition control, underwater communication, sensor fusion, and planning strategies.

From the first works regarding HUAUVs to recent studies, no major contributions were added to the high-level motion planning of quadrotor-based HUAUVs branch. In recent work, Grando et al. presented a navigation strategy based on reinforcement learning to HUAUVs. Nevertheless, their method is limited to pre-trained cluttered environments. Planning is one of the challenges associated with this class of vehicles, given the need to efficiently navigate and transit between two fluids that are three orders of magnitude apart with respect to specific mass.

Some studies have been conducted on modeling and control of HUAUVs, as in , wherein the authors propose a robust attitude control with provable global stability and a comparative analysis of nonlinear state estimation methods, respectively. Additionally, in , the authors propose firstly a straight-
forward control scheme for a proof-of-concept prototype, and secondly a more advanced control system also adding the use of quaternions for orientation representation. Finally, in [14] the authors present a hybrid controller designed for trajectory tracking considering the full system and preliminary experimental results, making this work as far as our knowledge goes, one of the few to address the smooth transition control. But trajectory planning is out of scope for all of them.

The motion planning problem is not new to Mobile Robotics, having many classical approaches and proposed solutions [15][16][17]. However, an approach that considers the vehicle dynamics is a key element to obtain a smooth performance, especially during the media transition. On the other hand, environments filled with obstacles, and more specifically with different navigation densities, are hard to address.

One known approach that can handle nonlinear dynamics and complex workspaces is the Rapidly-exploring Random Tree (RRT) [18]. In this method, the authors generate random trees that rapidly explore the environment by a robot model in an open-loop. This seminal work by Lavalle and Kuffner was later the basis for many approaches like the one with a closed-loop prediction by Kuwata et al. [19], called Closed Loop Rapidly-exploring Random Tree (CL-RRT), and the less resource-consuming one by Karaman and Frazzoli [20]. Particularly, the CL-RRT is interesting because it allows real-time planning since it has an execution loop. It also is more robust to model uncertainties, external disturbances and even the presence of dynamic obstacles [21].

RRTs have already applied to hybrid systems, whose dynamics vary abruptly, often in the function of external events [22][23]. For some given conditions, they have proved to be probabilistic complete, an important topic for randomized planning methods.

Other hybrid robots’ studies have applied different techniques to deal with the motion planning problem. Wu et al. [24] applied an adaptive and global-best guided cuckoo search (CS) algorithm, called improved CS (ICS) algorithm to plan for a water diving transition. Additionally, in a work by Wu [25], a coordinated path planning between a HUAUV and an Autonomous Underwater Vehicle (AUV) was developed using a particle swarm optimization algorithm. Finally, Wu et al. [26] proposed an improved teaching-learning-based optimization (ITLBO) algorithm to strengthen the influence of individual historical optimal solutions in an environment-induced multi-phase trajectory optimization problem focused on the underwater target-tracking task. Recently, Su et al., [27] improved the (ITLBO)-based trajectory optimization changing the optimization function. The previous works in the field do not consider obstacles, and they are not suitable for real-time application. Thus, we are proposing a trajectory planning capable of (re)calculate in real-time and capable to deal with obstacles in the environment.

Concerning the current literature in HUAUVs, it is possible to see that most of the papers are concentrated on low-level aspects of robotics, ranging from platform design to control stability, especially concerning the transition problem. Therefore, in the sequence, we present a trajectory planning strategy, based on the CL-RRT, to deal with the trans-media navigation at a high level, with all advantages inherited from randomized planners.
3 Methodology

In this section, we describe our trajectory planning strategy for Hybrid Unmanned Aerial Underwater Vehicles. To do this, we used the vehicle HyDrone, a hybrid vehicle that outperforms other platforms in underwater navigation while keeping the advantages of quadrotor-like aerial vehicles [8]. In the sequence, we describe the vehicle dynamics, control laws, and switching strategy used in the planner.

Fig. 2 presents both, aerial and underwater operation modes. In the air, aerial propellers generate forces and moments that make the robot acts like a typical quadcopter UAV, with $p$ and angular $\psi$ movements in $\mathbb{R}^3$ occurring in the function of the unbalance in the speed $\Omega$ of the rotors. On the other hand, in the water, aquatic propellers operate similarly to a Remotely Operated Vehicle (ROV), with two propellers generating forces $f_\rho$ along the $x$-axis of the vehicle body, and the other two responsible for providing the thrust along $z$-axis. Also, between both media, there is a transition zone in which the robot only navigates up or down, as will be further explained.

Problem 1 Let a HUAUV ruled by dynamics (1) to (4) in aerial operation mode and (9) to (12) in aquatic operation mode, with their respective control laws for each media. This vehicle navigates in a cluttered environment $\mathcal{X}$, filled with unknown static obstacles. Let us also assume the existence of a transition zone $-\mu \leq z \leq \mu$, for some $\mu > 0$. Then, the main objective is to find a trajectory in real-time from the starting location of the vehicle to a given goal $r_{\text{goal}}$, such that $x(t) \in \mathcal{X}_{\text{free}}$ for all $t > 0$. The planner algorithm must also guarantee a smooth transition between air and water within the transition zone.
3.1 Aerial dynamics and control

Firstly we describe the mathematical model for the aerial operation mode. Being \( x \in \mathbb{R}^{12} \) the state vector and \( u \in \mathbb{R}^{4} \) the input vector, we have:

\[
x = \begin{bmatrix} p & \psi & v & \omega \end{bmatrix}^T \quad \text{and} \quad u = \begin{bmatrix} \delta_T & \delta_\phi & \delta_\theta & \delta_\psi \end{bmatrix}^T,
\]

where \( v \) and \( p \) represent the vehicle’s center mass velocity and linear position, respectively. The first one is given in meter per second and the second one in meters, where both values are relative to the world’s reference frame \( \{W\} \in \mathbb{R}^{3} \).

Also, \( \omega \) represents the angular velocity vector (in \( \text{rad/s} \)) relative to the body’s reference frame \( \{B\} \) attached to the center of mass of the HUAUV. For the last, \( \psi \) is the orientation vector in the Lie Group \( \text{SO}(3) \) (in radians), relative to \( \{W\} \) as \( v \) and \( p \). At the same time, inputs \( \delta_T, \delta_\phi, \delta_\theta, \) and \( \delta_\psi \) are functions describing the influence of the rotor speed vector \( \Omega \in \mathbb{R}^{4} \) (in \( \text{rpm} \)) on the vertical thrust force and angular roll, pitch and yaw moments, respectively.

The final vehicle’s dynamics can be written as follows:

\[
\dot{p} = v, \tag{1}
\]

\[
m_\rho \dot{v} = -R_\psi C |v|v - \omega \times mv - mg + R_\psi \begin{bmatrix} 0 \\ 0 \\ \sum_{i=1}^{4} f_{\rho i} \end{bmatrix}, \tag{2}
\]

\[
\dot{\psi} = \begin{bmatrix} \cos \theta & 0 & -\cos \phi \sin \theta \\ 0 & 1 & \sin \phi \\ \sin \theta & 0 & \cos \phi \cos \theta \end{bmatrix} \omega, \tag{3}
\]

\[
J_\rho \dot{\omega} = -N |\omega|\omega - \omega \times J\omega + l \begin{bmatrix} f_{\rho 2} - f_{\rho 4} \\ f_{\rho 3} - f_{\rho 1} \\ - \sum_{i=1}^{4} (-1)^i f_{\rho i} \end{bmatrix}, \tag{4}
\]

where \( R_\psi \in \text{SO}(3) \) denotes Euler rotation matrix. Also, \( m_\rho = m + m_a(\rho) \) represents the sum of the robot’s mass and the added mass effect, respectively. Additionally, \( g \) the gravity vector. The sum of the vehicle’s tensor of inertia and the added inertia effect are given by \( J_\rho = J + J_a(\rho) \). In the air, \( m_\rho \approx m \) and \( J_\rho \approx J \). Considering the origin of the inertial system and vehicle coincident, and the symmetrical vehicle, the tensor of inertia matrix can be simplified by nullifying the terms outside the main diagonal.

Matrices \( C \) and \( N \) represent the drag coefficients for translational and rotational motion represented by

\[
C = \frac{\rho}{2} \begin{bmatrix} \nabla^{2/3} C_u & 0 & 0 \\ 0 & \nabla^{2/3} C_v & 0 \\ 0 & 0 & \nabla^{2/3} C_w \end{bmatrix}, \quad \text{and}
\]

\[
N = \frac{\rho}{2} \begin{bmatrix} \nabla^{5/3} C_p & 0 & 0 \\ 0 & \nabla^{5/3} C_q & 0 \\ 0 & 0 & \nabla^{5/3} C_r \end{bmatrix},
\]

\[\text{Actuator dynamics are neglected since they are faster than variations on the states.}\]
respectively [28]. The drag effect depends on the vehicle’s attitude since $v$ is in $\{W\}$.

Finally, $f_{\rho i} = \rho \zeta_\rho \Omega_i^2$, $\forall i = 1 \ldots 4$, are the forces generated by the vehicle’s motors running with $\Omega_i$ speed (in rpm), and rotation moments are dependent of the distance between the rotor and the vehicle’s center of mass $l$. These forces are proportional to the thrust coefficient $\zeta_\rho$, which is a function of geometric parameters of the propeller and physical characteristics of the medium. It is important to observe that both, forces and moments, are dependent on environment density $\rho$.

To stabilize the vehicle in the aerial operation mode, we used nonlinear or linearized control laws at the operating point $\{\phi, \theta\} \approx 0$ [3]. In such a case, we can define the speed of aerial propellers as:

$$\Omega = \begin{bmatrix} 1 & 0 & -1 & 1 \\ 1 & 1 & 0 & -1 \\ 1 & 0 & 1 & 1 \\ 1 & -1 & 0 & -1 \end{bmatrix} u.$$ (5)

As previously said, $u$ represents the unbalancing of forces and moments of equations (2) and (4), respectively, therefore,

$$\delta_T = \frac{\lambda_p e_z + \lambda_d \dot{e}_z + \lambda_i \int e_z}{\cos \phi \cos \theta} + \left( \frac{m \|g\|}{4 \rho \zeta_\rho} \right)^{\frac{1}{2}},$$ (6)

is the nonlinear control law used for stabilizing the robot along the $z$-axis, where the error $e_z = z_{\text{ref}} - z$, $\lambda_p$, $\lambda_i$ and $\lambda_d$ are Proportional Integral Derivative (PID) control gains, and $\rho \approx 1$ is the air density. Also, we can define:

$$\begin{bmatrix} \delta \phi \\ \delta \theta \\ \delta \psi \end{bmatrix} = \lambda_p \begin{bmatrix} e_\phi \\ e_\theta \\ e_\psi \end{bmatrix} + \lambda_d \begin{bmatrix} \dot{e}_\phi \\ \dot{e}_\theta \\ \dot{e}_\psi \end{bmatrix} + \lambda_i \int \begin{bmatrix} e_\phi \\ e_\theta \\ e_\psi \end{bmatrix},$$ (7)

as PID controllers for the robot’s attitude, where the error $e_\phi = \phi_{\text{ref}} - \phi$, $e_\theta = \theta_{\text{ref}} - \theta$ and $e_\psi = \psi_{\text{ref}} - \psi$. To move the robot along $y$ and $x$-axes, we use $\phi_{\text{ref}}$ and $\theta_{\text{ref}}$, respectively, such that:

$$\begin{bmatrix} \phi_{\text{ref}} \\ \theta_{\text{ref}} \end{bmatrix} = \lambda_p \mathbf{R}_\phi \begin{bmatrix} e_x \\ e_y \end{bmatrix} + \lambda_d \mathbf{R}_\phi \begin{bmatrix} \dot{e}_x \\ \dot{e}_y \end{bmatrix},$$ (8)

with the errors $e_x = x_{\text{ref}} - x$ and $e_y = y_{\text{ref}} - y$. In this context, we can operate the UAV in closed-loop by setting the reference vector:

$$\mathbf{r} = \begin{bmatrix} x_{\text{ref}} & y_{\text{ref}} & z_{\text{ref}} & \psi_{\text{ref}} \end{bmatrix}^T.$$
3.2 Underwater dynamics and control

Next, we describe the mathematical model for the aquatic operation mode. Since the vehicle operates such a typical ROV [29], we must define a new input vector $u \in \mathbb{R}^4$, such that:

$$u = [\delta_T \; \delta_V \; \delta_\theta \; \delta_\psi]^T,$$

where now $\delta_V$ represents the forward thrust.

In the water, the complete dynamics of the robot can be written as:

$$\dot{p} = v,$$

$$m_\rho \dot{v} = -\rho R_\psi C |v| v - \omega \times mv - g_\rho + R_\psi \begin{bmatrix} f_{\rho^2} + f_{\rho^4} \\ 0 \\ f_{\rho^1} + f_{\rho^3} \end{bmatrix} ,$$

$$\dot{\psi} = \begin{bmatrix} \cos \theta & 0 & -\cos \phi \sin \theta \\ 0 & 1 & \sin \phi \\ \sin \theta & 0 & \cos \phi \cos \theta \end{bmatrix} \omega,$$

$$J_\rho \dot{\omega} = -\rho N |\omega| \omega - \omega \times J \omega - c_\rho + l \begin{bmatrix} 0 \\ f_{\rho^3} - f_{\rho^1} \\ f_{\rho^2} - f_{\rho^4} \end{bmatrix} ,$$

where the water density is $\rho \approx 10^3$. Also, $g_\rho$ and $c_\rho$ are terms that incorporate gravity and buoyancy forces to provide underwater stability, in such a way that the resulting gravity force is:

$$g_\rho = (m - \rho V)g, \quad \text{such that} \quad \rho V > m,$$

where buoyancy is slightly greater than weight, and

$$c_\rho = c(m + \rho V)\|g\| \begin{bmatrix} \sin \phi \\ \sin \theta \\ 0 \end{bmatrix} ,$$

is the passive stability moment. These two are both dependent upon the density $\rho$ of the medium in which the robot with volume $V$ navigates. A restoring moment is ensured by correctly positioning the center of mass (where the gravity vector $g$ acts) at a distance $c$ of the center of buoyancy.

In multi-rotor systems, the unbalancing forces and moments generated by the vehicle’s thrust systems are the sources of movement. This characteristic is the same in different environments. However, the control strategies of aquatic robots such as ROVs are better feasible in the water environment. Both are discussed as follows.

In the underwater operation mode, the force provided by the set of propellers is divided into horizontal and vertical components. Therefore, the speed in the motors is now ruled by:

$$\Omega = \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & -1 \end{bmatrix} u.$$
Concerning actuation forces and moments, we use the following control law to stabilize the depth of the robot:

$$\delta_T = \lambda_p e_z + \lambda_d \dot{e}_z + \lambda_i \int e_z \cos\phi \cos\theta - \left(\frac{\|g\|}{2\rho g}\right)^{\frac{1}{2}}. \tag{14}$$

Meanwhile, attitude moments can be stabilized by control laws similar to those in Eq. (7),

$$\begin{bmatrix} \delta \theta \\ \delta \psi \end{bmatrix} = \lambda_p \begin{bmatrix} e_{\theta} \\ e_{\psi} \end{bmatrix} + \lambda_d \begin{bmatrix} \dot{e}_{\theta} \\ \dot{e}_{\psi} \end{bmatrix} + \lambda_i \int \begin{bmatrix} e_{\theta} \\ e_{\psi} \end{bmatrix} dt, \tag{15}$$

where $\delta_{\phi}$ is assumed to be null since roll moment is self-stabilized. In this configuration, the robot behaves similarly to a nonholonomic airplane, in a way that its position can be stabilized by a simple kinematic nonlinear control law:

$$\delta V = \lambda_v d + \lambda_\alpha e_{\psi}^2, \tag{16}$$

where $d$ and $\psi_{\text{ref}}$ are the Euclidean distance and the orientation angle between $[x_{\text{ref}}, y_{\text{ref}}]$ and $[x, y]$, respectively. Similarly to the aerial case, we can define:

$$r = [x_{\text{ref}} \ y_{\text{ref}} \ z_{\text{ref}} \ \psi_{\text{ref}}]^T.$$

### 3.3 Hybrid trajectory planning

As previously discussed, our hybrid vehicle presents two different operating modes: the aerial mode discussed in Sec. 3.1, and the aquatic mode in Sec. 3.2. Here, it is assumed an abrupt switch when the vehicle transits from air to water or vice-versa, basically cause by the change in the environment density $\rho$.

Problem 1 formalizes the objective as finding a feasible and collision-free trajectory for our HUAUV, leading it from its starting position to some goal location $r_{\text{goal}}$. Of course, depending on these initial and final points, and on the obstacle geometries, the vehicle may need to execute a transition between both media.

It is hard to ensure, from a controller perspective, a smooth transition in such a complex hybrid system. Therefore, in this paper, we decide to work with a hybrid trajectory planner that takes into account the operating modes and the transition zone between them, as presented in Fig. 2. This planning strategy computes reference commands for the local control laws that impose a vertical motion mode for the vehicle to dive in or take off from the water.

To solve Prob. 1, we proposed a set of algorithms based on the so-called CL-RRT [19]. The CL-RRT is a variant of the classic RRT approach in which we use a tree $T$ composed of nodes $N_k$ to explore the obstacle-free portion of the environment. Each node has two components, one that represents reference commands to the low-level control laws, and another that uses the system dynamics to validate the first one. This validation process ensures that the reference $r$ is the node can be sent to the controllers of the vehicle without leading him to a state collision.

The CL-RRT is generally composed of two procedures: one responsible for expanding the tree through the environment, and another responsible for choosing the current best trajectory $P$ in the tree and send it to be tracked by the vehicle.
In Algorithms 1 and 2, we present our hybrid version to the CL-RRT for hybrid aerial-aquatic vehicles.

Alg. 1 works as the RRT, in the sense that it expands an exploring random tree through the collision-free portions of the space. However, differently from the seminal method proposed by [30], here we modify the system propagation dynamics to incorporate the transition between operating modes due to the change of the major environment. The algorithm input is the tree \( T \) to be expanded, the current obstacle-free representation of the environment \( X_{\text{free}}(t) \) mapped by the robot, the goal \( r_{\text{goal}} \), and the current \( t \).

**Algorithm 1 Expand the hybrid tree \( T \)**

**Require:** \( T, X_{\text{free}}(t), r_{\text{goal}}, t \)

1: sample \( r_{\text{samp}} \) from \( \mathbb{R}^n \) space (out the transition zone) or choose \( r_{\text{goal}} \\
2: for each node \( N \in T \), in the sorted order, do \\
3: calculate \( r(t+T) \) by connecting \( r_N(t) \) and \( r_{\text{samp}} \\
4: if \( r(t+T) \) and \( r_N(t) \) have \( z > \mu \) then \\
5: use \( r(t+T) \) and the aerial model to propagate \( x(t) \) obtaining \( x(t+T) \) \\
6: else if \( r(t+T) \) and \( r_N(t) \) have \( z < -\mu \) then \\
7: use \( r(t+T) \) and the underwater model to propagate \( x(t) \) obtaining \( x(t+T) \) \\
8: end if \\
9: if there is a medium transition between \( x(t) \) and \( x(t+T) \) then \\
10: re-propagate \( r(t+T) \) and \( x(t+T) \) to take off/dive (vertical) mode \\
11: if it fails, goto line 3 \\
12: end if \\
13: if \( x(t) \in X_{\text{free}}(t) \forall t \in [t,t+T] \) then \\
14: add intermediate nodes \( N_k \) to \( T \) \\
15: set appropriate cost-to-go of the trajectory at \( N_k \) \\
16: else if \( N_k \) are feasible then \\
17: add all \( N_k \) to \( T \) and mark them unsafe and break \\
18: end if \\
19: end for

The method starts at line 1 where it samples a configuration \( r_{\text{samp}} \) from the reference command space. Then, for each node in the tree, it tries to connect the reference command in \( N \) to \( r_{\text{samp}} \) using a linear propagation during \( T \) seconds.

Fig. 3 illustrate this expansion process, where the yellow branches are these reference states, while reds branches are the dynamic models propagate using the correspondent yellow ones. This propagation happens at lines 5, 7 or 10 depending on the conditions of \( r(t+T) \) and \( r_N(t) \). Here, the main idea is to guarantee that, if the reference command propagated in the tree leads to a media transition, than an special action must be taken. This action is randomly chosen between take off or dive beyond the transition zone, as illustrated in Fig. 3.

The remainder of the algorithm is to validate the new nodes in \( T \) by testing them against the current map of the space raised by the robot. Nodes that do not lead to colliding with the obstacles are accepted, while others are rejected. Particularly, at line 11 nodes that fail to perform a vertical movement when passing from one medium to other are also eliminated. By failing, we mean the cases when the vehicle enters or leaves the water surface with \( v \) along \( x \) and \( y \) axis significantly different from zero. In order words, when moving in the transition zone, only vertical speed is allowed, and consequently \( \phi_{\text{ref}} = \theta_{\text{ref}} = 0 \).
To be able to solve Prob. 1, we propose a second algorithm that uses the growing tree to guide the vehicle through the environment in real-time. When the mission is performed in dynamic and uncertain environments, the robot must keep growing the exploring tree during the execution cycle to be able to adapt to unpredictable situations [21]. Therefore, the procedure called execution loop computes the current best trajectory $P$ at time instant $t$, guiding the robot towards the goal position. Alg. 2 starts with the initial position of the agent and goes on in the loop that finishes when the main target is achieved.

At line 3, the robot uses its sensors to estimate its state and the surrounding environment. It happens every $T$ period, and it will be used in the three expansion procedure. In the sequence, we use the dynamic model of the vehicle to estimate the future state, which will be used to compute the best trajectory while the tree is expanding in line 10. However, once we have a hybrid system that behaves differently depending on the environment it is navigating, we must evaluate the altitude value $z(t)$ before compute $x(t + T)$. When $z(t)$ is higher than zero, that means the vehicle is flying and the aerial model must be used in the prediction (line 7).

The remainder of the algorithm works like the classic CL-RRT [19]. After expanding the tree, it computes the current best bath and uses it to guide the vehicle in the next iteration of the procedure. Several heuristics can be used to define this trajectory. Here, we use the simple one, that chooses the branch closest to the goal location. When such a trajectory does not exist, we generally take a safety action that may be the complete stop of the robot when possible (line 22). For example, in quadrotor-like vehicles, we can use a hovering mode that...
Algorithm 2 Execution loop

Require: Initial state $x(0)$ and goal reference $r_{\text{goal}}$
1: initialize $\mathcal{T}$ with node at $x(0)$
2: repeat
3: update current state $x(t)$ and space constraints $X_{\text{free}}(t)$
4: if $z(t) \in x(t) > 0$ then
5: propagate $x(t)$ to $x(t + T)$ by using (1) to (4) with aerial controllers
6: else
7: propagate $x(t)$ to $x(t + T)$ by using (9) and (12)
8: end if
9: repeat
10: expand $\mathcal{T}$ by using Alg. 1
11: until time limit $T$ is reached
12: choose the current best trajectory $\mathcal{P} \in \mathcal{T}$
13: if $\mathcal{P} \in \emptyset$ then
14: apply safety action and goto line 22
15: end if
16: re-propagate from $x(t + T)$ by using references associated with $\mathcal{P}$
17: if $x(t) \in X_{\text{free}}(t) \forall t \in [t, t + T]$ then
18: send best trajectory references to the controller
19: else
20: remove infeasible parts of $\mathcal{T}$ and goto line 12
21: end if
22: $t \leftarrow t + T$
23: until reach $r_{\text{goal}}$

allows them to wait until the tree is further extended and a new best trajectory is computed.

When $\mathcal{P}$ exists, it is possible to use it to re-propagate the current state of the vehicle to evaluate its feasibility. Only then, the references in the best trajectory are sent to the controllers of the real vehicle, and infeasible portions of $\mathcal{T}$ are removed.

4 Experiments

In this section, we present results of our proposed approach. Simulation trials were executed using Matlab language on an Intel Core\textsuperscript{TM} i7-7500U CPU 2.70 GHz x 4 and 16 GB of RAM under Ubuntu 20.04. The main robot parameters were compiled in Tab. 1. Most of them were based on a real-world prototype of the HyDrone (Fig. 4), currently under development on the NAUTEC/FURG, Brazil. The parameters adopted for the aquatic propeller were based on our previous work [9], while the values for the aerial propeller were extracted from [4].

All experiments were executed in an environment with dimensions $20 \text{ m} \times 20 \text{ m} \times 15 \text{ m}$, in which we have randomly distributed 20 spherical obstacles. Since such physical constraints are completely unknown, we endow the robot with the sensory capacity to detect any static obstacle within a radius of up to 3 meters, so that it is able to constantly upgrade $X_{\text{free}}(t)$ information.

Finally, the water surface is defined in a way that the water column is 5 m height. That allows to use $\mu = 0.8 \text{ m}$, a value at least three times higher than the robot’s height.
Fig. 4: HyDrone real-world prototype under development.

Table 1: Parameters used in the simulated experiments.

| Medium | Par. Values | Par. Values |
|--------|-------------|-------------|
| Both   | $m$ [kg] 1.29 | $g$ [m/s$^2$] $\begin{bmatrix} 1.45 & 0.02 & -0.08 \\ 0.02 & 2.88 & -0.01 \\ -0.08 & -0.01 & 1.54 \end{bmatrix} \times 10^{-2}$ |
|        | $l$ [m] 0.27 | $l$ [kgm$^2$] $\begin{bmatrix} 1.45 & 0.02 & -0.08 \\ 0.02 & 2.88 & -0.01 \\ -0.08 & -0.01 & 1.54 \end{bmatrix} \times 10^{-2}$ |
|        | $c$ [m] 0.02 | $C$ diag[1.25, 1.25, 4.99] $\times 10^{-2}$ |
|        | $\bar{V}$ [m$^3$] 1.60$\times 10^{-3}$ | $N$ diag[1.25, 1.25, 4.99] $\times 10^{-2}$ |
| Air    | $m_\rho$ [kg] 1.29 | $\xi_\rho$ 2.45$\times 10^{-7}$ |
|        | $\rho \approx 1.29$ kg/m$^3$ | $\eta_\rho$ 5.00$\times 10^{-11}$ |
|        | $\zeta_\rho$ 2.45$\times 10^{-7}$ | $\eta_\rho$ 5.00$\times 10^{-11}$ |
| Water  | $m_\rho$ [kg] 1.93 | $\xi_\rho$ 1.62$\times 10^{-9}$ |
|        | $\rho \approx 1000.00$ kg/m$^3$ | $\eta_\rho$ 1.00$\times 10^{-11}$ |
|        | $\zeta_\rho$ 1.62$\times 10^{-9}$ | $\eta_\rho$ 1.00$\times 10^{-11}$ |

Fig. 5 illustrates an execution of the tree expansion (Alg. 1) in the aforementioned environment, with all obstacles known a priori. Here, we only show the reference portions of each node in $T$ to demonstrate its hybrid behavior. It is possible to notice that all nodes of the tree that promote the transition between water and air make it using a vertical reference propagation. Therefore, we can assure that every best path leading from an aerial location (red branches) to an underwater location (purple branches) is planned by using smooth references.

4.1 Experiment 1: air to water

In the first experiment, the robot starts at $p(0) = [-9 -9 8]^T$ with null angles and speeds, and its objective is to reach $r_{\text{goal}} = [9 9 -3]^T$. Fig. 6 presents the complete trajectory executed by the robot until it reaches a little region around the goal. At the beginning, $X_{\text{free}}(0) = X$, since the robot has no prior knowledge.
Fig. 5: CL-RRT planner with transition mode: red nodes represent reference commands valid for the aerial trajectories, while purple nodes are references for the underwater trajectories. The tree root is given by the black dot in the air, while the goal is represented by the purple cross under the water.

about the working space. As it advances in the planned trajectory, more obstacles are detected and incorporates in the planner.

Figures 7 and 8 present the position and orientation of the vehicle over time for this first experiment. The transition from the air to the water happens at approximately 18 sec after the start. In that instant, it is possible to perceive that velocities at $x$ and $y$ axes are almost null, while the vehicle descends below $-\mu$. Only when it is outside the transition zone is that the planner is allowed to vary the lateral forces and moments. This behavior can also be seen in the attitude, once $\phi$ and $\theta$ angles are also near zero when the transition is performed. So, we had a smooth transition media around the operating points of the aerial and aquatic modes.

Also, it is interesting to notice that, although most of the path was traveled by air, the robot spent more time in the water, which can be explained in part by the low speed in the underwater environment. Seeking trajectories that balance flight and submersion time optimizing the robot energy is an interesting challenge for future work.

4.2 Experiment 2: water to air

In the second experiment, the robot has started at $p(0) = [9 -9 -3]^T$ with null angles and speeds, and its objective is to reach $r_{goal} = [-9 9 7]^T$. Fig. 9 presents the complete trajectory, while Figures 10 and 11 show the state behavior of the robot over time. Although the robot has now started underwater, the conclusions of the previous experiment remain valid. This time, however, the robot remained less time in the water, possibly due to the interference of the first obstacle detected.
Fig. 6: First experiment: navigation in the cluttered environment with transition from air to water. Black spheres represent the obstacles detected by the robot during the loop execution of Alg. 2.

Fig. 7: Robot position over time for the first experiment. Red lines are the executed trajectory and the black dot line are the planned one.
Fig. 8: Robot attitude over time for the first experiment. Red lines are the executed trajectory and the black dot line are the planned one.

Fig. 9: Second experiment: navigation in the cluttered environment with transition from water to air. Black spheres represent the obstacles detected by the robot during the loop execution of Alg. 2.
Fig. 10: Robot position over time for the second experiment.

Fig. 11: Robot attitude over time for the second experiment.

5 Conclusions and future work

In this paper, we have addressed the problem of real-time trajectory planning for Hybrid Unmanned Aerial Underwater Vehicles in unknown cluttered environments. To this end, we have proposed a variant of the Closed Loop Rapidly-exploring Random Tree approach in which we have considered the hybrid dynamics of the system. Since we have used simple control laws that are unable to ensure stability during the environment change, we have employed a planning step in the tree expansion that forces stable vertical movements to be followed every time the vehicle decides to go from air to water or vice-versa. Simulated experiments demon-
strate the effectiveness of our approach, either from air to water or vice versa. The media transition in all cases was performed in a smooth way, as demonstrated in the states of the vehicle over time.

In future work, we intend to use control laws more robust to the density switch, in such a way that it will be possible to compute trajectories more aggressive to this kind of hybrid system. We can also think of some kind of optimization process that will allow the robot not only to compute the trajectory but also decide where is the best point to transit from one medium to another. This evaluation will probably depend on how much energy or time is spent in the air and in the water.
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