Current regulations will not protect patient privacy in the age of machine learning
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The current state of healthcare is being rapidly disrupted by the advent of sophisticated computational machine learning (ML) tools and massive amounts of data. These tools take advantage of advances both in algorithms and in the availability of data to address health issues in ways that were impossible before. From massive consortium-level genomic studies that crunch through huge datasets to find genetic signals for rare diseases to individual fitness trackers that warn of cardiac arrhythmias or promote better sleep or even just encourage exercise, there is certainly much to find encouraging.

But as with any disruption, there are important fears that need to be addressed, and the current regulatory environment has not caught up to the technology to properly address these concerns. The implications to personal privacy of these tools is forefront among the fears. Health data are particularly sensitive, and therefore people — from the users of the fitness trackers to the contributors to big consortia — are strongly invested in its protection. The key privacy-related questions that arise are (i) who has access to the data; (ii) what are those with access allowed to do with the data; (iii) what information can be learned from the data; and (iv) how should they be stored. We contend that current privacy regulations do not offer satisfactory answers to any of these questions, as is shown by the following case studies that highlight the tension between the benefits of Big Data healthcare and fears of lost privacy.

Golden State Killer: In a case that reached its climax fittingly on “National DNA Day”, the capture of the suspected Golden State Killer in 2018 brought the tradeoff between the promises and the risks to privacy of genomic data into the societal spotlight.

The Golden State Killer was a notorious serial killer and rapist in the 1970s and 1980s who committed at least thirteen murders, fifty rapes, and hundreds of burglaries [1]. His capture, even after so many years, is certainly a victory for justice and vindicates at least the efficacy of using DNA to solve yet unsolved crimes. The method by which he was apprehended, however, raises important questions concerning the privacy of genealogical data. Homicide investigators matched DNA found at crime scenes exhaustively to open source genealogy databases (which record ancestry using DNA data) like GEDMatch, identifying not the killer himself...
but rather his relatives. Painstaking construction of family trees based on these matches led to the identification of the suspect who was apprehended.

The privacy-motivated questions above are thrown into sharp relief here. Should law enforcement be allowed to search these databases without a warrant? How can one protect their genomic information when their privacy depends not only on their own decisions but also on those of (potentially distant) family members?

**Personal Genomes Project:** Even for those willing to accept surveillance of health data by law enforcement in the name of security, issues of access to large repositories of these data by private actors cause concern. For example, in order to fully realize the promise of personalized medicine, i.e. healthcare tailored to a patient’s specific genome, in 2005 the ambitious Personal Genome Project (PGP) was set up, aiming to release to the public the genetic information of 100,000 volunteers. The radical notion underlying the project was “open consent”, whereby genetic data and as much additional information as desired by the volunteers would be completely openly released online with the informed consent of the study participants [2]. Participants in the project would thus be aware of and in control of what information would be released. The PGP now contains over two-thousand genomes and has spread to beyond the United States, and the repository of genetic data has been extremely useful to researchers studying personalized medicine.

However, the PGP repository was quickly found to be vulnerable to re-identification attacks, i.e. the uncovering of anonymous information in a dataset. Sweeney, Abu, and Winn (2013) [3] were able to recover the names of those on the project with 84 to 97 percent accuracy by using other reported information matched with publicly available records. This calls into question the very notion of open consent: participants who did not consent to revealing their names but did provide other demographic information were actually unwittingly revealing their names, through relatively straightforward matching with other datasets. The crucial question, “What information can be learned?” thus effectively undermines the open consent paradigm because, as we will see, one of the key features of new algorithms for Big Data is their ability to integrate data from many sources to draw unforeseen conclusions.

Other large consortia (e.g. the Thousand Genome Project, the UKBioBank, etc.) have now erred on the side of caution, veering away from openness and instituting access controls on their data. As we will discuss below, even these controls are not sufficient.

**Fitness trackers:** Many companies are also now amassing their own troves of healthcare data in parallel with and far more opaquely than these research consortia. While this is perhaps unsurprising for those companies embedded in the healthcare industry and which face relatively stringent regulations regarding their use of data (e.g. health insurers), we concern ourselves primarily with those that occupy a gray area: not subject to those stringent regulations but still in possession of large quantities of sensitive data. For example, consider the increasing ubiquity of “wearable” health devices, like FitBits, that track various health outcomes. These fitness trackers offer benefits to their wearers: they can track sleep, step counts, exercise, and even spot suspicious cardiac patterns. Perhaps even more tangibly, some health insurance companies have started offering discounts to customers for using health trackers to stay healthy [4]. As with the previous examples, these benefits are accompanied by rising concerns with the stewardship of the health data collected. Recent research [4] has found that many popular devices have extremely lax security standards for the data they collect. Other work has found that privacy leakages in the Bluetooth communication between these trackers and a smartphone can track a person’s movements (and identify them by gait) [5], or, related to the above discussion of re-identification, can leverage information posted on social media from these trackers with other public information to find home addresses [6]. The relatively lax regulatory environment that governs these trackers does not help mitigate these risks. In fact, the lack of regulation means that the answers to our framing questions are known only to the companies themselves.

**Contact Tracing:** The global COVID-19 pandemic, which is still unchecked as this paper is being written [7], has given new urgency and tangibility to the intersection between health data and privacy. While much of the world economy is stagnating due to the enforcement of lockdowns and “social distancing”, policymakers and health experts are desperate to allow public life to resume safely. A powerful tool in the epidemiological arsenal is contact tracing, where, when an individual is found to be infected, all of the people they have come in contact with are immediately tested so the infection cannot spread far [8]. Even when contact tracing was restricted to the early stages of an outbreak (because contacts had to be painstakingly traced manually), privacy concerns abounded [9]. But now, Big Data means those infected can be tracked algorithmically. The benefits of these tools being scaled up are clear: if widely taken up, people could go about their lives confident that those infected will learn quickly and can isolate. Several countries and some states, along with Apple and Google, have begun rolling out smartphone apps. These tools range from decentralized, where device IDs are anonymized and location not collected, to highly centralized where location data are available for use by public health officials [10]. Despite a laudable focus on “privacy-by-design” by companies, organizations, and governments involved in developing these applications, many privacy experts are sounding the alarm, worried that safeguards protecting such sensitive data that are lowered during an emergency may stay that way. Collected on apps often made and moderated by private companies, for use by governments to enforce regulations, and potentially a an extremely useful trove for public health researchers, the prospect of algorithmic contact tracing combines all of the questions raised in the above case studies with unprecedented stakes.
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These case studies explore the landscape of concerns raised by the interaction between regulation of healthcare data and the technical capabilities of new algorithms. To better understand the gaps in regulation implied by the above examples, we present here a survey of both the uses of machine learning in healthcare and the current state of privacy regulations in this space and close with a discussion of possible changes to the regulatory environment to address the issues discussed.

Machine learning in healthcare

Since the advent of algorithms called “neural networks” that could quickly and accurately identify images, machine learning has entered common parlance and been touted as a panacea for virtually all computational challenges that researchers face [11]. To those not familiar with the literature, it can be difficult to discern what exactly constitutes an application of ML. Here, we consider mainly the subfield known as supervised learning and adopt a simple definition. An ML algorithm is a tool that, given a large quantity of labeled data, can accurately assign labels to data that have not been labeled yet².

The combination of massive increases in computational power and vast troves of medical data newly available to researchers has encouraged the field to bring the tools from ML to bear on problems in medicine [12]. In fact, the image classification prowess that popularized ML itself has directly translated to medicine, for example in identifying tumors for radiologists [13]. But the framework of supervised learning is easily extended to problems beyond image classification: determining which small molecules (potential drugs) are likely to be effective for binding to proteins [14]; which mutations in genomes are likely to flag potential diseases [15]; or combat unconscious bias in care for patients in chronic pain [16].

A particularly promising application of ML is in the field of genomics, i.e. the analysis of DNA. The success of the Human Genome Project in spurring the development of so-called “next-generation” sequencing technologies has provided the massive amounts of raw material that ML algorithms require to draw insights. The PGP and other consortia like the UK Biobank aim to make genomic data available to ML practitioners because of their benefits to healthcare research. But in the case of the Golden State Killer, it was tools from ML that allowed for the generation of open source genealogy databases like GEDMatch and for law-enforcement to feasibly align their DNA fragments with all the contents of those databases.

Private companies, universities, and government organizations have all collected massive amounts of this data. ML algorithms are at their strongest when they are able to combine data from these various sources and integrate it to answer questions that each individual dataset would not have answered alone. For example, while contact tracing alone does not require sophisticated ML, these data can be combined with location data, hospital admission data, social networking data, and so on to learn far richer epidemiological models that go beyond standard assumptions of how people interact [17]. ML tools are able to perform this integration because they do not need to be explicitly told the weights or features of each dataset that are important. Using the given labeled data, ML tools can themselves learn the salient aspects of each dataset. But as seen in the PGP example above, this combination of datasets also has a privacy cost in allowing re-identification of intentionally hidden data. Since tools from ML are able to endanger privacy, it falls on regulations to protect that privacy.

Privacy in healthcare

Protecting one’s genetic and healthcare data has particularly strong resonance because the information contained is both immutable and comprehensive: theoretically, virtually all the information about a person is contained in their genome, and this genome is, at least for now, impossible to change [18]. In the age of ML algorithms, the danger is amplified by the propensity of these algorithms to effectively integrate various pieces of disparate information [19], each of which, on its own, might not carry much weight.

Because of the many stakeholders with an interest in the health data ecosystem, each with different incentives, even defining privacy is not straightforward. These data, while obviously valuable to their owner, are also of interest to the state, to researchers, and to companies, not even mentioning various nefarious actors. And while the regulatory framework changes depending on the actor, as we discuss below, a key theme that emerges is that the act of voluntarily giving up one’s data precludes it from many forms of protection. These repositories of voluntary health data are proliferating: people give their health data to companies like 23AndMe, participate in consortia like the PGP, and track their own data with wearable technologies, even though the privacy implications of these voluntary disclosures are unclear.

Properly protecting privacy is thus a multifaceted goal. Leaks must be prevented and access must be controlled, but, as importantly, the consequences of voluntary releases of data need to be understood. Informed consent is a crucial aspect of collecting health data, but we do not understand the potential of ML algorithms well enough for this to be possible.

Constitutional privacy: Unlike in Europe, where the Right to Privacy is enshrined in the European Convention on Human Rights, there is no explicit right to privacy enshrined in the US Constitution. Courts have instead consistently upheld an implicit right to privacy using the protections guaranteed primarily by the First and Fourth Amendments. This mode of jurisprudence owes to the seminal Warren and Brandeis article “The Right to Privacy” (1890), which connects a right to privacy to the protection against “unreasonable search and
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seizure” without “probable cause” guaranteed by the Fourth Amendment\(^3\) [20]. Thus, the privacy afforded to Americans hinges on the interpretation of “unreasonable search” and “probable cause”.

As methods of data collection by the state became more and more sophisticated, the parameters and boundaries of this right to privacy have been repeatedly contested, often in precedent-setting Supreme Court cases. Protections were extended from physical objects owned by a petitioner to any data where the owner exhibits an “expectation of privacy” that “society is prepared to accept as reasonable” [21]. This “reasonable expectation of privacy” doctrine has been used by the courts to determine what kind of information the government is allowed to collect about a private citizen.

Crucially for healthcare data, the courts have repeatedly found that data given to an organization voluntarily do not carry a reasonable expectation of privacy [22]. This is known as the Third-party Doctrine and is why law enforcement were able to call upon genealogy databases in the aforementioned Golden State Killer case: all the data in those databases were given voluntarily [1]. In the age of ML, this standard is itself unreasonable: consumers and patients have little idea of the ways that the data they give up voluntarily can be used by these sophisticated ML algorithms. The genomes and biodata collected not just by companies like 23 And Me and now Google and Apple, but also by organizations like the NIH, are all potentially searchable because they were given voluntarily. And again, the potential to combine these data with other publicly available records in the ML crucible raises existential fears about the continued existence of a right to privacy for healthcare data. In the recent United States v. Jones case, four of the Supreme Court justices themselves threw up their hands, questioning the appropriateness of the Third-party Doctrine for the digital age [23].

HIPAA and HITECH: While Fourth Amendment protections of medical data from searches by the state remain murky, lawmakers have recognized the sensitivity of healthcare data and have passed legislation that regulates access and storage for non-state actors, notably the Health Insurance Portability and Accountability Act (HIPAA) of 1996 [24], later augmented by the Health Information Technology for Economic and Clinical Health (HITECH) Act of 2009 [25]. HIPAA is a cornerstone of healthcare data protection in the United States. It regulates the way that protected health information (PHI) can be shared between major players in the healthcare system: insurance companies, healthcare providers, and healthcare clearinghouses. In addition to regulating access to sensitive data, HIPAA provides some standards for responsible stewardship [26]. Since HIPAA’s adoption, these protections have been crucial in easing the interoperability of different parts of the healthcare system while preserving privacy.

Unfortunately, the power of ML algorithms undermines the privacy protections afforded by these regulations. Crucially, HIPAA sets no restrictions on de-identified data, i.e. data after “the removal of specified identifiers of the individual and of the individual’s relatives, household members, and employers” such that “the covered entity has no actual knowledge that the remaining information could be used to identify the individual” [24]. Especially when combined with other sources, this de-identified data can be re-identified, thereby circumventing the spirit of the HIPAA regulations [3].

HIPAA also does not cover data provided to entities not part of the healthcare system, and these non-covered providers are becoming more significant. Private companies, selling wearable health monitors or gene-sequencing kits, are collecting data that are protected only by their opaque privacy policies [18]. And, as yet, it is unclear the HIPAA-burdens that will be placed on those involved in creating and maintaining contact-tracing apps, which, since users will have to download these apps, will certainly be collecting their data voluntarily. Data are also voluntarily given to research organizations, like the aforementioned Thousand Genomes Project or the PGP. Since there are no federal regulations stipulating the privacy standards these consortia need to uphold, their protocols for privacy are not standardized and cannot easily be evaluated. These major lapses in HIPAA thus still compromise privacy, motivating access controls from consortia that hold health data.

Access controls: A tempting solution for addressing the gaps left by HIPAA and HITECH is massively restricting access. However, openness has benefits as well because of the aforementioned promises of ML. To protect patient data and to encourage participation in research projects, consortia often restrict access to the data by establishing some mechanism of trust in those who use them, but this is in tension with the goal of disseminating these data for broad use. For example, the National Institutes of Health (NIH) had instituted a Genome Data Sharing Policy, which stipulated that NIH-funded research needed to be shared; upon recognizing the potential for various re-identification attacks, the NIH was forced to institute access controls under the new database of Genotypes and Phenotypes (dbGaP) [27]. These re-identification methods are effective even when parts of data are hidden or omitted from the dataset since statistical tools can be brought to bear to find correlations between the omitted data and data that are available.

Access controls are an unsatisfying solution for ensuring privacy. Primarily, it is difficult to develop a mechanism for allowing access to all those who would use the data for its intended purpose while rejecting malicious requests. And of course, researchers who gain access can still combine the data with other sources to gain insights into the study participants that might go above and beyond what they consented to. Current regulations do not restrict this integration of data from multiple sources. Thus, these controls
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3“The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no warrants shall issue, but upon probable cause supported by oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized.”
only serve to stratify researchers into those who are able to meet the thresholds for access and those who cannot, while doing little to protect the privacy of the owners of the data.

**Algorithmic privacy:** In the absence of more stringent regulations, computer scientists have taken it upon themselves to build privacy directly into their algorithms. Researchers have defined different mathematical notions of privacy in order to develop methods that can provably preserve it. These notions build off of Claude Shannon's seminal work in communication theory [28], which described information as a mathematical concept, and in cryptography. Thus, from an algorithmist's point of view, a dataset protects privacy if it does not reveal information about a participant in that dataset. Multiple paradigms for algorithmic privacy exist, and while all are promising, all still remain active areas of research.

Differential privacy [29] is one of the most popular paradigms for privacy preservation: a dataset is differentially private if any statistics computed on that dataset would be the same whether any particular individual was included or excluded. This helps prevent re-identification attacks when statistics are released from healthcare databases.

While theoretically promising, incorporating differential privacy into healthcare datasets is not a solved problem [27]. In order to guarantee this level of privacy is achieved, noise needs to be added to the results with a higher magnitude than the influence of any particular data point. However, especially for rare genetic variants, adding this amount of noise masks any useful results that the dataset could have provided.

**Secret sharing** [30] is a privacy protocol that encourages sharing of data currently siloed among different biobanks and consortia. Here, the data are decentralized: each data point is chopped up and sent to different, independent actors. Crucially, the fragment of the data point sent to an actor gives no information about the data point itself. When a researcher wants to perform some analysis on a secret-shared dataset, their query is transformed into operations that each actor can perform on their fragment; the researcher can recombine the transformed fragments from each of the actors, which will be the answer to their query.

In this protocol, neither the researcher nor any of the actors needs to have access to the full dataset; also, recent work [14] has shown that secret sharing can be made practical even for large biological datasets. However, re-identification attacks are still possible, when the results of a query on a secret-shared dataset are combined with other publicly available datasets. In the absence of regulation that forces all medically relevant data to upload some stringent privacy protocol, the availability of public data makes even those datasets with strict privacy protections vulnerable to re-identification.

**Homomorphic encryption** [31] is an even stronger privacy protocol than secret sharing. Under this paradigm, data are stored only in encrypted form. When a researcher queries the database, the query is transformed to a query on the encrypted data itself, and the result is returned. Under this protocol, the data is never in plain-text, and so any researcher can query the database and any party can be the steward for the data.

Unfortunately, efficient homomorphic encryption is still far away. While relatively simple operations can be performed in existing homomorphic paradigms, these do not scale well to the complex (and numerous) operations that modern ML queries require.

While research into algorithmic privacy is welcome and promising, until regulations incentivize stewards of data to incorporate these protocols, open-access datasets will remain a weak link for privacy.

**Outlook**

Disruption has virtually always accompanied technological progress, and the disruption caused by ML in healthcare is no different. Just as it would be a mistake to shun the technological potential completely out of fear for privacy, it would also be undesirable to keep current privacy standards unchanged in the face of this development. Society needs to determine the meaning of privacy in the digital age, and the extent to which this notion of privacy can accommodate the openness necessary for the tools from ML to be widely accessible and successful [32]. We present here some directions that such a process could follow.

A more appropriate expectation of privacy: While the Supreme Court determined in United States v. Miller that information given to a third-party voluntarily carried no expectation of privacy, the Court has showed signs of circumscribing this stance in more recent cases. In her concurrence in United States v. Jones, Justice Sotomayor famously wrote, “it may be necessary to reconsider the premise that an individual has no reasonable expectation of privacy in information voluntarily disclosed to third parties” [23]. Certainly if, for example, contact tracing apps become widely adopted, the notion that voluntarily given data deserve no protection will come under further scrutiny.

The edifice of the Third-party Doctrine crumbled a little bit more in 2018 in Carpenter v. United States: the Court ruled that the it was an unreasonable search under the Fourth Amendment for the government to search the petitioner's historical cell-phone records which contained his physical location — despite the fact that these records were technically given by him voluntarily to the cell-phone provider [33]. The Court recognized that in the digital world, a cell-phone contract is hardly voluntary in the spirit of the word, while also setting new tests for the reasonableness of trawling historical records.

**Extending the applicability of HIPAA:** HIPAA currently only applies to healthcare providers, health insurance companies, and clearinghouses. Other private companies that also deal with health data could also be forced to comply. Companies like 23AndMe, open-access repositories of genealogy data like GEDMatch, and makers of fitness trackers like FitBit, for example, do not function as health-providers but certainly hold...
sensitive information about their customers. Extending the definition of a “covered provider” in HIPAA to incorporate these groups would force them to treat sensitive data as protected health information, with the restrictions and protections that accompany that designation.

A similar consideration is strengthening the standard of de-identification required for health data to be exempted from the “protected” classification. As discussed earlier, the current standard lets the covered provider off the hook as long as they do not think the data can be re-identified. However, the capabilities of ML to combine insights from various disparate sources of data mean that a covered provider’s judgment on re-identification risk might not be accurate. Stricter controls, perhaps drawing on the algorithmic privacy paradigms discussed earlier could make de-identification more robust.

**Transparent privacy policies:** Private companies are not subject to Fourth Amendment considerations of privacy; consumer privacy is instead enforced by the Federal Trade Commission (FTC), which ensures that companies abide by their privacy policies [34]. However, the privacy policies of many companies are notoriously dense and difficult to parse for the average consumer. Drabiak (2017) [18] has written an entire paper just parsing the privacy policy of 23AndMe and highlighting the risks to consumers hidden in the dense wording. For consent to be informed and enthusiastic, the consumer must be able to understand exactly what the data they part with can and will be used for. The FTC’s guidelines already encourage businesses to make their privacy policies comprehensible⁴, but the standards for comprehensibility and the mechanisms for enforcing this could be strengthened.

There is great scope for harnessing the power of machine learning to further positive health outcomes in a way that protects the privacy of the providers of data. It is imperative that policymakers craft appropriate regulation that will allow ML to thrive while mitigating any risk of harm.
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