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Abstract

To handle the sparsity of the extrinsic rewards in reinforcement learning, researchers have proposed intrinsic reward which enables the agent to learn the skills that might come in handy for pursuing the rewards in the future, such as encouraging the agent to visit novel states. However, the intrinsic reward can be noisy due to the undesirable environment’s stochasticity and directly applying the noisy value predictions to supervise the policy is detrimental to improve the learning performance and efficiency. Moreover, many previous studies employ $\ell^2$ norm or variance to measure the exploration novelty, which will amplify the noise due to the square operation. In this paper, we address aforementioned challenges by proposing a novel curiosity leveraging the nuclear norm maximization (NNM), which can quantify the novelty of exploring the environment more accurately while providing high-tolerance to the noise and outliers. We conduct extensive experiments across a variety of benchmark environments and the results suggest that NNM can provide state-of-the-art performance compared with previous curiosity methods. On 26 Atari games subset, NNM achieves a human-normalized score of 1.09, which doubles that of competitive intrinsic rewards-based approaches. Our code will be released publicly to enhance the reproducibility.

1 Introduction

In the past few years, deep reinforcement learning (DRL) has achieved spectacular performance on a wide range of challenging sequential decision-making tasks, ranging from Atari games [21], the board game Go [30], StarCraft game [36], to multiple robotic control tasks [38]. Despite these promising results, the DRL systems rely on well-defined extrinsic reward from the environment, which requires significant human engineering. It is impractical to manually engineer dense reward functions for every task which an agent aims to solve [6]. Moreover, the extrinsic rewards of real-world tasks can be sparse or missing. Many of the previous DRL methods struggle with the heavy design of the extrinsic reward and the sparsity of the external reward.

As human agents, we are driven by the curiosity to learn new skills which might come in handy for pursuing the rewards in the future, and are accustomed to handle the sparse external rewards [24]. Previous findings from the developmental psychologists also suggest that intrinsic motivation (i.e., curiosity) may be the primary driver for the development of children [26,31]. Motivated by human intrinsic motivation, a few attempts employ the intrinsic reward to improve the performance of DRL by generating curiosity during the learning phase [18,6,25]. Most formulations of curiosity can be grouped into two broad classes [24]: novelty-search based and prediction-error based methods.
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Novelty-search based approaches assign the intrinsic rewards when the agent moves to a new state \([4, 14]\). Prediction-error based approaches encourage the agent to perform actions which can reduce the prediction error based on its knowledge about the environment \([24, 27, 7, 32]\). Previous studies \([25, 18, 24, 6, 33]\) demonstrate that intrinsic rewards could be helpful to alleviate the problems of sparse extrinsic rewards.

Table 1: The calculations of the curiosity-based intrinsic rewards. The encoded state-space and action can be denoted as \(z_t\) and \(a_t\) in time-step \(t\). \(g(\cdot)\) is the prediction model, \(c\) is a positive constant value.

| Method       | Calculation                                                                 | Description                              |
|--------------|------------------------------------------------------------------------------|------------------------------------------|
| ICM [24]     | \(\|g(z_{t+1}|z_t, a_t) - z_{t+1}\|^2\)                                    | \(g(\cdot)\) is the prediction model    |
| Disagreement[25] | \(\text{Variance}\{g_i(z_{t+1}|z_t, a_t), i = 1, \ldots, n\}\)          | \(n\) predict models                    |
| RND [6]      | \(\|g(z_t, a_t) - \hat{g}(z_t, a_t)\|^2\)                                | \(\hat{g}\) means frozen network        |
| APT [18]     | \(\sum_{j \in \text{random}} \log \|z_t - z_j\|^2\)                     | \(k\)-nearest neighbors                 |
| ProtoRL [40] | \(\sum_{j \in \text{prototypes}} \log \|z_t - z_j\|^2\)                  | \(k\)-nearest neighbors                 |
| NGU [1]      | \(1/(\sum_{j \in N_{k}} K(z_t, z_i) + c)\)                               | \(K(\cdot)\) is inverse to             |
|              |                                                                              | Euclidean distance                       |

Despite the success of curiosity-based approaches in DRL, current approaches are still confronted with several challenges. Firstly, in DRL, the deep model is used to generate value predictions to supervise the learning. Due to the contamination of the noise, such as the environment stochasticity, the value predictions can be inaccurate while the policy networks fail to model the uncertainty of their predictions or actions. Directly applying the noisy values to supervise the learning can be detrimental to the performance \([19]\), as these value predictions are unstable. Very few attempts have been made to mitigate the impact of undesirable noise. Secondly, many of previous attempts employed the \(\ell^2\) norm or the variance (as shown in Table 1) to measure the novelty. It is widely-known that both \(\ell^2\) norm and variance are sensitive to the outliers and the noise, especially for the high-dimensional states, as the impact of the noisy values can be amplified due to the squared terms.
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Figure 1: Calculated intrinsic reward when the observation input \(Z\) is contaminated by noise or outliers. \(Z\) is a \(5 \times 128\) matrix (with 5 states, 128 dimensions). Left: \(Z\) is with random noise sampled from \(\mathcal{N}(0, \epsilon^2)\); Right: \(Z\) is with the synthetic outlier (add a random value to \(Z\)). Curves show the produced intrinsic reward results when \(\epsilon\) and outliers gradually increase from 0 to 1.

We address aforementioned challenges by proposing a novel intrinsic reward, leveraging the nuclear norm maximization (NNM). As Figure 1 shows, a toy experiment is conducted using the synthetic data to demonstrate the advantages of nuclear norm-based approach as to the robustness to the noise and outliers. Here, we compare the nuclear norm with two representative curiosity forms: the variance and \(\ell^2\) norm (in its logarithmic form), which correspond to Disagreement \([25]\) and APT \([18]\) respectively (introduced in Table 1). We provide the calculated intrinsic rewards of different forms in Figure 1 with random noise and outliers added. We see that the nuclear norm is much more stable and robust to the noise and outliers changes of input.

To summarize, our main contributions are: (1) We firstly analyze the shortcomings of previous curiosity-based intrinsic rewards, especially the lack of robustness to the noise and outliers. (2) We present a new intrinsic reward based on the NNM, which can actively encourage the exploration of novel state in the task-agnostic environment. Our solution can provide superior performance, while retaining higher noise or outlier tolerance. Moreover, our method is easy to implement and adds
minimal overhead to the computation performed. (3) We show that our method significantly outperforms the competitive intrinsic rewards on multiple benchmarks including DeepMind Control Suite (DMC) [34] and Atari Suite [3], either training the agent with only intrinsic reward or combined with extrinsic rewards. On 26 Atari games subset, NNM archives a human-normalized score of 1.09, which doubles that of competitive intrinsic rewards-based approaches. On DMC suites, we achieve state-of-the-art performance on 11 of 12 tasks.

2 Related work

Curiosity: Many attempts adopt the framework of intrinsic reward $r^{int}$ to improve the performance of DRL. One representative category of intrinsic rewards is called curiosity, which endeavors to make agents curious to unknown states and focuses on novelty search. One intuitive curiosity is the count-based approach, which is not scalable in high-dimensional situations. DDQN-PC [2], A3C+ [4], DQN-PixelCNN [23], and φ-EB [20] adopt the density models to measure the visited time of states, which allows to compute the pseudo-count. Inverse Curiosity Model (ICM) [24] is one pioneer work for curiosity. ICM trains a prediction model which takes current feature state and current action as input, and outputs a next predicted state, the distance between predicted state and true state is applied as intrinsic reward, with the intuition that more visited state-action pairs as training data would lead to more accurate prediction. Similar to ICM [24], RND [6] assesses the state novelty by distilling a random neural network, which is simpler in structure. However, these approaches suffer from the undesirable-noise issue [24]. Disagreement [25] learns the ensemble of prediction models instead of a single model, and explores the variance of different abstract predicted representations to measure the novelty. As the state-of-the-art approach using the pre-training and fine-tune paradigm, Unsupervised Active Pre-training (APT) [18] aims to motivate the agent with a reward $r_t$ to maximize the entropy in an abstract representation space. Either the variance or the $\ell^2$ norm can amplify the noise due to the square operations. Very few attempts have been made to mitigate the noise for the intrinsic rewards, which however is the main goal of this paper. We explore a novel intrinsic reward leveraging the nuclear norm.

Nuclear Norm: As one popular convex surrogate function for the rank function, nuclear norm is widely-used for low-rank modeling. Low-rank matrices appear throughout sciences and engineering, such as in computer vision, recommendation systems, bioinformatics and economics [16, 35]. Due to the incomplete or corrupted observation of the low-rank matrix, many of previous attempts focus on the low-rank matrix recovery problem [10]. Hu et al. [13] provides a comprehensive survey for Low Rank Regularization (LRR), mainly analysing the effect of using LRR as loss function by nuclear norm or other tools. Cui et al. [8] and Xiong et al. [37] apply nuclear norm and weighted nuclear norm as loss functions to minimize rank of matrix for image classification task respectively, and both of them achieve superior results. However, our work aims to maximize the nuclear norm of the encoded states induced by the policy. By utilizing the properties of nuclear norm, our proposed method is more robust to the undesirable noise, and performs better or comparably well as other more complex and specialized state-of-the-art methods.

3 Nuclear Norm Maximization-based Curiosity

Our method to improve curiosity of the agent is based on the nuclear norm. We will first introduce the nuclear norm and notation briefly, then describe our NNM approach.

3.1 Nuclear Norm

For a vector $z \in \mathbb{R}^{1 \times m}$, the $\ell^1$ and $\ell^2$ norms can be denoted as $||z||_1 = \sum_{i=1}^{m} |z_i|$ and $||z||_2 = \sqrt{\sum_{i=1}^{m} z_i^2}$ respectively. Let $Z = [z_1, z_2, \ldots, z_n] \in \mathbb{R}^{m \times n}$, where the $i$-th column of $Z$ is denoted as $z_i = (z_{i1}, z_{i2}, \ldots, z_{im}) \in \mathbb{R}^{1 \times m}$. The Frobenius norm ($F$-norm) of the matrix $Z$ is defined as $||Z||_F = \sqrt{\sum_{i=1}^{n} ||z_i||_2^2}$, which denotes the sum of the squares of all elements in the matrix and then calculate the square root. Suppose $Z$ is a linear independent matrix, the singular values of $Z$ can be denoted as $\sigma_i, (i = 1, 2, \ldots, d), d = \min (m, n)$. Then the eigenvalues of matrix
$Z^T Z$ are $\sigma^2_i, (i = 1, 2, \cdots, d)$ . The nuclear norm of $Z$ can be denoted as:

$$\|Z\|_* = \text{trace} \left( (Z^T Z)^{1/2} \right) = \sum_{i=1}^{d} \sigma_i,$$

which constitutes a special case of the Schatten norm $\|Z\|_p = \left( \sum_{i=1}^{d} \sigma_i^p \right)^{\frac{1}{p}}$. Nuclear Norm is also known as trace norm, or schatten 1 norm. Due to the incomplete or corrupted observations, the matrix can be contaminated. Thus, the recovery of data from the corrupted data has become increasingly important. In most cases of interest, this inverse problem can be severely ill-posed and the accurate estimation heavily relies on some prior knowledge. For example, previous attempts employ the inherent redundancy of the underlying modeling matrix, which can be further formulated as a matrix completion problem using the low-rank regularization \cite{22}. The low-rank regularized estimation issue is formulated as: $\min_{Z} \text{rank}(Z)$.

### 3.2 Nuclear-Norm Maximization-based Intrinsic Rewards

Our main idea is to accurately qualify novelty by nuclear norm of matrix when visiting a state, alleviating the perturbation of noise and outliers. Inspired by Disagreement \cite{25} and APT \cite{18}, the matrix was generated by the ensemble of prediction models or stored memory. Concretely, the matrix with the size of $m \times n$ consists of $n$ encoded states and each state is $m$-dimension, which come from outputs $\hat{z}^1, \hat{z}^2, \cdots, \hat{z}^n$ of $n$ prediction models, or spliced by current state $\hat{z}^1$ and its $(n-1)$ nearest neighbor states $\hat{z}^2, \hat{z}^3, \cdots, \hat{z}^n$. Here, $z$ represents the abstract state by mapping raw high-dimensional observation to low-dimensional abstract space. As each column of the matrix $Z$ represents an encoded state, the $\text{rank}(Z)$ can be used to represent the diversity within the matrix, due to the fact that higher $\text{rank}(Z)$ denotes larger linear irrelevance among the encoded states. Unlike previous studies and applications based on the rank of matrix \cite{11, 8, 13, 37} employing the low-rank modeling, on the contrary, we creatively use the rank by maximizing $\text{rank}(Z)$ to enlarge the exploration diversity, which encourages the agent to visit more different states of high diversity. Thus, the intuition of our intrinsic reward can be achieved by: $\max_{Z} \text{rank}(Z)$.

Generally, two ways can be used to $\max_{Z} \text{rank}(Z)$: as loss function or as reward. However, directly maximizing the matrix rank is an NP-hard non-convex problem so it can’t be taken as loss function. Besides, the value of matrix rank is discrete and can not precisely reflect the novelty of states, so applying raw value of matrix rank as reward to guide the learning wouldn’t achieve our goal well. Mathematically, just as $\ell^1$ norm is the tightest convex relaxation of $\ell^0$ norm for a vector, the
This inequality shows that where $\theta$ with only intrinsic reward. Then we can use the total reward $(\sum d_i)$.

According to Equation 3, we can get:

\[ 1 \leq \|Z\|_s \leq \|Z\|_F \leq \sqrt{\max(m, n)}. \]

Based on the above analysis, in order to adapt the intrinsic reward to a stable range, the parameter can be set using an automated manner: $\lambda = 1/\sqrt{\max(m, n)}$. Therefore, the whole intrinsic reward can be defined as:

\[ r^\text{int} = \frac{|Z|_s}{\|Z\|_F \cdot \sqrt{\max(m, n)}}. \]

Finally, we can get:

\[ \max_{\theta_F} \mathbb{E}_{\pi(x_t, \theta_F)} \left[ \sum \gamma^t \left( \alpha r^\text{int}_t + \beta r^\text{ext}_t \right) \right], \]

\[ i.e., \quad \max_{\theta_F} \mathbb{E}_{\pi(x_t, \theta_F)} \left[ \sum \gamma^t \left( \alpha \frac{|Z|_s}{\|Z\|_F \cdot \sqrt{\max(m, n)}} + \beta r^\text{ext}_t \right) \right], \]

where $\theta_F$ represents parameters of policy, $\gamma$ is the discounted factor, $\alpha$ and $\beta$ are the coefficient of intrinsic and extrinsic reward respectively. Specifically, $\alpha = 1$ and $\beta = 0$ refer to training policy with only intrinsic reward. Then we can use the total reward $(\alpha r^\text{int}_t + \beta r^\text{ext}_t)$ to guide the training process, and the action which obtains higher accumulated reward will be encouraged more greatly. Many classic algorithms such as PPO [28] and DQN [21] can be adopted as the base RL algorithm, and we use PPO [28] in our implementation. Figure 2 and Algorithm 1 present the whole framework and pseudo-code of NNM.
Algorithm 1: Nuclear Norm Maximization-based Intrinsic Rewards

Randomly Initialize policy network \( \pi_{\theta_P} \).

repeat
  \for t = 1, \ldots, T \do
  Receive observation \( s_t \) from environment
  \( a_t \leftarrow \pi_{\theta_P}(a|s_t) \) based on policy network \( \pi_{\theta_P} \).
  Take action \( a_t \), receive observation \( s_{t+1} \) and extrinsic reward \( r^e_t \) from environment.
  Generate encoded state vectors \( \hat{z}^1, \hat{z}^2, \ldots, \hat{z} \).
  Form matrix \( Z \) by concatenating each state vector \( [\hat{z}^1, \hat{z}^2, \ldots, \hat{z}] \).
  Calculate intrinsic reward \( r^i_t = \|Z\|_*/(\|Z\|_F \cdot \sqrt{\max(m, n)}) \).
  Calculate total reward \( r^t_t = \alpha r^i_t + \beta r^e_t \).
  \( s_t \leftarrow s_{t+1} \).
  Collect each step data and store episodic data when an episode is finished
\end repeat
Sample batch data as \( [(s_t, a_t, r^t_t), \ldots] \) from replay buffer.
Update \( \theta_P \) with sampled data by maximizing \( r^t_t \) using RL algorithm.

until max iteration or time reached;

4 Results

Experimental Settings. We test our methods on two kinds of widely-used environments: the Atari Suite [3] and the DeepMind Control Suite [34]. To conduct quantitative comparisons, we follow the Disagreement [25] settings for the Atari Suite and settings of URLB [15] for the DeepMind Control Suite in our experiments.

NNM outperforms previous curiosity based methods. Table 2 lists aggregate metrics and scores of three agents trained with only intrinsic reward on the Atari 26 (raw scores of the full 57 Atari games can be found in the supplementary). Human and random scores are adopted from Hessel et al. [12] and ICM scores are from Burda et al. [5]. As done in previous works [18, 39, 29], we normalize the episodic return as human-normalized scores (HNS) by expert human scores to account for different score scales in each game. # Superhuman means the game numbers exceeding human scores. Specifically, HNS is calculated as the average of \((\text{agent score} - \text{random score}) / (\text{human score} - \text{random score})\) of all games. NNM displays an overwhelming superiority over Disagreement and ICM, since it surpasses both baselines in most 26 games. Even though NNM lost to Human in most games, it still has excellent advantages in a few games, such as Jamesbond and Breakout, thus obtaining a high HNS score of 1.09, twice of Disagreement and ICM. Overall, the HNS of NNM with only intrinsic reward means it nearly approximates the human level. For the full 57 Atari games (Table 3), NNM also gets a high HNS score of 0.86, about 50% relative improvement compared with Disagreement and ICM. Besides, NNM achieves super-human performance on nine games, slightly surpassing another two baselines.

Figure 3 compares the learning curves of NNM with three baselines, including Disagreement [25], ICM [24] and RND [6], on 6 random chosen Atari games. NNM has shown evident advantages in most games on the performance and learning speed. Especially on the Gopher and Kung Fu Master, the convergent episode reward of NNM is more than twice that of other methods.

We also compare the performance of agents trained with both intrinsic reward and extrinsic reward. The intrinsic and extrinsic reward coefficients are set to \( \alpha = 1 \) and \( \beta = 2 \) for all methods. As shown in Figure 4, NNM has got more significant scores and minor variance compared with other methods, proving the effectiveness of NNM further.

NNM outperforms previous pre-training strategy. To obtain better sample efficiency for DRL, many well-performed approaches employ the pre-training and fine-tune paradigm [15]. Therefore, we
Table 2: Performance comparison of curiosity methods with only intrinsic reward on 26 Atari games subset.

| Game       | Random | Human | Disagreement | ICM    | NNM (ours) |
|------------|--------|-------|--------------|--------|------------|
| Alien      | 227.8  | 7127.7| 363.5        | 211.5  | 516.5      |
| Amidar     | 5.8    | 1719.5| 137.2        | 102.2  | 222.1      |
| Assault    | 222.4  | 742.0 | 332.2        | 351.4  | 343.6      |
| Asterix    | 210.0  | 8503.3| 735.0        | 501.3  | 1395.0     |
| Bank Heist | 14.2   | 753.1 | 292.0        | 282.1  | 52.3       |
| BattleZone | 2360.0 | 37187.5| 7230.0      | 2380.0 | 4730.0     |
| Boxing     | 0.1    | 12.1  | 4.6          | 4.5    | 4.7        |
| Breakout   | 1.7    | 30.5  | 55.5         | 175.5  | 164.0      |
| ChopperCommand | 811.0 | 7387.8| 992.0        | 582.8  | 1324.0     |
| Crazy Climber | 10780.5 | 23829.4| 33954.0      | 13125.5 | 8522.0     |
| Demon Attack | 107805.0 | 35829.4| 142.4        | 212.4  | 149.2      |
| Freeway    | 0.0    | 29.6  | 3.2          | 3.0    | 3.3        |
| Frostbite  | 65.2   | 4334.7| 239.1        | 512.5  | 120.6      |
| Gopher     | 257.6  | 2412.5| 2605.2       | 2506.2 | 5929.8     |
| Hero       | 1027.0 | 30826.4| 2942.2      | 3024.6 | 4404.0     |
| Jamesbond  | 29.0   | 302.8 | 674.5        | 687.6  | 3053.5     |
| Kangaroo   | 52.0   | 3035.0| 457.0        | 751.0  | 669.0      |
| Krull      | 1598.0 | 2665.5| 2740.9       | 3120.5 | 4977.5     |
| Kung Fu Master | 258.5 | 22736.3| 4976.0       | 3987.5 | 9687.0     |
| Ms Pacman  | 307.3  | 6951.6| 385.7        | 448.2  | 564.1      |
| Pong       | -20.7  | 14.6  | -3.6         | -3.5   | -0.8       |
| Private Eye| 24.9   | 69571.3| 36.0         | -500.0 | 0.0        |
| Qbert      | 163.9  | 13455.0| 913.8        | 2735.0 | 2041.8     |
| Road Runner| 11.5   | 7845.0| 1885.0       | 1535.0 | 56.0       |
| Seaquest   | 68.4   | 42054.7| 357.6        | 513.6  | 777.8      |
| Up N Down  | 533.4  | 11693.2| 11270.5     | 12271.5| 19109.5    |
| Mean HNS   | 0.0    | 1.0   | 0.51         | 0.50   | 1.09       |

# Superhuman: 0  N/A  5  4  5

Figure 3: Performance comparison on six randomly selected Atari games with only intrinsic reward.
Figure 4: Performance comparison on three randomly selected Atari games, by combining the intrinsic and extrinsic rewards.

Conduct more experiments on the DeepMind Control Suite to demonstrate the effectiveness of NNM for the pre-training. Specifically, we test Disagreement, APT and NNM on three domains [15], i.e., Walker, Quadruped and Jaco Arm (from easiest to hardest), each of which contains four tasks. In the pre-training phase, the agent is trained for 2 million steps with only intrinsic rewards. In the fine-tuning phase, the pre-trained agent learns from extrinsic rewards with 100k steps, which is far less than the pre-training. The above strategy is conducted on all 12 tasks for all methods.

Figure 5: Performance of different methods in the fine-tuning phase.

Figure 5 plots learning curves (fine-tuning phase) of three methods in 6 of 12 tasks. NNM displays a comparable convergence speed as APT, both of which are superior to Disagreement. However, the convergence result of NNM surpasses APT significantly. Table 4 reports the final scores of all models and their standard deviations. The performance of ICM, RND and APS [17] are reported by URLB [15]. The results show that NNM achieves new state-of-the-art results on 11 of the 12 tasks, indicating its ability of boosting the performance and robustness of model by pre-training.

NNM is robust to the noise. As mentioned before, predicting the future in the face of environmental uncertainty is extremely difficult. To verify the robustness, we add Gaussian noise with standard deviation of 0.25 to the feature vector as the noisy component of the environments [9]. Figure 6 plots
Table 4: Quantitative performance comparison with different curiosity methods on DMC.

| Domain | Task         | ICM   | RND   | APS   | Disagreement | APT   | NNM   |
|--------|--------------|-------|-------|-------|---------------|-------|-------|
| Walker | Flip         | 417 ± 16 | 474 ± 39 | 546 ± 20 | 407 ± 75 | 653 ± 62 | 825 ± 86 |
|        | Run          | 247 ± 21 | 406 ± 30 | 134 ± 16 | 291 ± 81 | 506 ± 51 | 535 ± 9  |
|        | Stand        | 859 ± 23 | 911 ± 5  | 721 ± 44 | 680 ± 107 | 933 ± 3  | 961 ± 2  |
|        | Walk         | 627 ± 42 | 704 ± 30 | 527 ± 79 | 595 ± 153 | 925 ± 11 | 949 ± 13 |
|        | Jump         | 178 ± 35 | 637 ± 12 | 463 ± 51 | 383 ± 265 | 688 ± 6  | 717 ± 30 |
|        | Run          | 110 ± 18 | 450 ± 6  | 281 ± 17 | 389 ± 61  | 498 ± 32 | 491 ± 48 |
|        | Stand        | 312 ± 68 | 766 ± 43 | 542 ± 53 | 628 ± 114 | 858 ± 44 | 910 ± 31 |
|        | Walk         | 126 ± 27 | 536 ± 39 | 436 ± 79 | 384 ± 28  | 813 ± 10 | 890 ± 38 |
|        | Reach bottom left | 111 ± 11 | 110 ± 5  | 76 ± 8  | 113 ± 17  | 112 ± 57 | 146 ± 33 |
|        | Reach bottom right | 97 ± 9  | 117 ± 7  | 88 ± 11 | 142 ± 3   | 137 ± 18 | 171 ± 16 |
|        | Reach top left | 82 ± 14 | 99 ± 6   | 68 ± 6  | 121 ± 17  | 146 ± 46 | 185 ± 3  |
|        | Reach top right | 103 ± 11 | 100 ± 6  | 76 ± 10 | 131 ± 10  | 87 ± 4  | 149 ± 9  |

The performance gap of agents perturbed with and without noise across three environments. The performance of Disagreement degrades evidently in all three environments, and ICM also experiences such degradation in the former two environments. Such evidence indicates that Disagreement and ICM could overfit the noise, thus being not robust. On the contrary, the performance of NNM degrades only in the Jamesbond environment but improves instead in another two environments. This interesting phenomenon implies that NNM may leverage noise as a profitable stimulation to some extent. Overall, these comparisons strongly prove the robustness of NNM over Disagreement and ICM.

Figure 6: The Performance gap with/without noise between Baselines and NNM (ours) on three Atari games.

5 Conclusion

A novel intrinsic reward for DRL is proposed to address the issue of sparse extrinsic rewards, leveraging the nuclear norm maximization. Our key contribution is introducing a simple yet effective intrinsic reward derived from nuclear norm maximization, which allows the task-agnostic learning. Our method can provide high tolerance to the undesirable noise and the outliers. Extensive experiments on Atari games and DMControl suite indicate our solution can consistently improves the performance on multiple tasks. Compared with fully supervised canonical DRL algorithms, NNM achieves better or comparable results on the Atari games. The results also suggest that: NNM outperforms all previous unsupervised pre-training method for DRL.
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