We present a novel class incremental learning approach based on deep neural networks, which continually learns new tasks with limited memory for storing examples in the previous tasks. Our algorithm is based on knowledge distillation and provides a principled way to maintain the representations of old models while adjusting to new tasks effectively. The proposed method estimates the relationship between the representation changes and the resulting loss increases incurred by model updates. It minimizes the upper bound of the loss increases using the representations, which exploits the estimated importance of each feature map within a backbone model. Based on the importance, the model restricts updates of important features for robustness while allowing changes in less critical features for flexibility. This optimization strategy effectively alleviates the notorious catastrophic forgetting problem despite the limited accessibility of data in the previous tasks. The experimental results show significant accuracy improvement of the proposed algorithm over the existing methods on the standard datasets. Code is available.¹

1. Introduction

Deep neural networks have achieved outstanding results in various applications including computer vision [13, 29, 31, 32, 38], natural language processing [45, 47], speech recognition [5, 10], robotics [25], bioinformatics [6], and many others. Despite their impressive performance on offline learning problems, it is still challenging to train models for a sequence of tasks in an online manner, where only a limited number of examples in the previous tasks are available due to memory constraints or privacy issues.

Although fine-tuning is a good strategy to learn a new task given an old model, it is not effective for streaming tasks due to the catastrophic forgetting problem [30]; the model performs well on the current task while it often fails to generalize on the previous ones. Therefore, incremental learning, the framework capacitating online learning without forgetting, has been studied actively. To mitigate the catastrophic forgetting problem, several branches of algorithms have been discussed. Architectural approaches employ network expansion schemes [27, 41, 49] instead of using static models. Rehearsal methods present the strategies to summarize the tasks in the past by storing exemplar sets [4, 37] or generate samples by estimating the data distribution in the previous tasks [43]. On the other hand, parameter regularization methods [3, 22, 51] prevent important weights from deviating the previously learned models. Knowledge distillation approaches [21, 26] focus on minimizing the divergences from the representations of the previous models while effectively adapting to new tasks.

We present a knowledge distillation approach for class incremental learning, where the model incrementally learns new classes via knowledge distillation, with limited acces-

¹https://github.com/kminsoo/AFC
sibility to the data from the classes in the old tasks. Existing approaches based on knowledge distillation simply minimize the distances between the representations of the old and new models without considering which feature maps are important to maintain the previously acquired knowledge. Although [35] addresses this issue, it is limited to the heuristic assignments of the importance weights. On the contrary, we estimate how the representation change given by a model update affects the loss, and show that the minimization of the loss increases can be achieved by a proper weighting of feature maps for knowledge distillation. In a nutshell, the proposed approach maintains important features for robustness, while making less critical features flexible for adaptivity. Note that our optimization strategy aims to minimize the upper bound of the expected loss increases over the previous tasks, which eventually reduces the catastrophic forgetting problem. Figure 1 illustrates the main idea of the proposed approach. The main contributions and characteristics of our algorithm are summarized below:

- We propose a simple but effective knowledge distillation algorithm for class incremental learning based on knowledge distillation with feature map weighting.
- We theoretically show that the proposed approach minimizes the upper bound of the loss increases over the previous tasks, which is derived by recognizing the relationship between the distribution shift in a feature map and the change in the loss.
- Experimental results demonstrate that the proposed technique outperforms the existing methods by large margins in various scenarios.

The rest of the paper is organized as follows. Section 2 discusses related works to class incremental learning. The details of our method is described in Section 3, and the experimental results are presented in Section 4. Finally, we conclude this paper in Section 5.

2. Related Work

Existing class incremental learning approaches are categorized into one of the following four groups: architectural, rehearsal, parameter regularization, and knowledge distillation methods. This section reviews the previous methods in each category.

2.1. Architectural Methods

Most architectural methods adjust network capacity dynamically to handle a sequence of incoming tasks. Progressive networks [41] augment a network component whenever learning a new task. Continual neural Dirichlet process mixture [24] estimates the joint likelihood of a new sample and its label by which it decides whether an additional network component is required to handle the new sample. There exist a few algorithms related to network augmentation, which increase the number of active channels adaptively with a sparse regularization to maintain the proper model size in a data-driven way [1, 49]. Although these approaches are effective to deal with a long sequence of tasks, they require creating and storing additional network components and performing multiple forward pass computations for inference, which incur extra computational costs.

2.2. Rehearsal and Pseudo-Rehearsal Methods

Rehearsal methods save a small number of examples that represent the whole dataset effectively and utilize the stored data to learn a new task; the techniques in this category often focus on sample selection for rehearsal Incremental Classifier and Representation Learning (iCaRL) [37] selects the examples in a greedy manner with a cardinality constraint by approximating the mean of training data. Also, [4] identifies an exemplar set for the best approximation of the feasible region in the model parameter space induced by the whole data. On the other hand, pseudo-rehearsal techniques estimate the data distribution of the previous tasks and train new models using generated samples together with the real data of the new task to mitigate the class imbalance problem. For example, [34] synthesizes the fake samples of the old tasks to balance the number of examples between old and new classes by employing class-conditional image synthesis networks [33].

2.3. Parameter Regularization Approaches

Parameter regularization approaches encourage or penalize the updates of individual parameters depending on their importance. To be more specific, Elastic Weight Consolidation (EWC) [22] estimates the rigidity or flexibility of each parameter based on the Fisher information matrix and employs its relevance to the previous tasks for model update. Synaptic Intelligence (SI) [51] also provides the weight of each parameter by estimating the path integral along the optimization trajectory for individual parameters. On the other hand, [3] calculates the importance in an unsupervised manner by computing the gradient of the magnitude of the network output. However, as discussed in [16, 46], parameter regularization methods empirically present relatively lower accuracy than the techniques in other categories, and might serve as a poor proxy for keeping the network output [8].

2.4. Knowledge Distillation Approaches

Knowledge distillation is originally proposed to achieve better generalization performance by transferring knowledge from a pretrained model (i.e., teacher) to a target network (i.e., student) through matching their logits [7], output distributions [14], intermediate activations [39], or attention maps [50]. In the class incremental learning scenarios,
the model trained for old tasks is often considered as the teacher network while the student network corresponds to the model to be learned with the additional data in a new task from the initialization point given by the pretrained weights of the teacher.

As the teacher’s knowledge, iCaRL [37] employs the sigmoid output of each class in the previous tasks while [9, 48, 52] use the normalized softmax outputs with a temperature scaling. Unified Classifier Incrementally via Rebalancing (UCIR) [15] tackles the forgetting problem by maximizing the cosine similarity between the features embedded by the teacher and the student. On the other hand, Learning without Memorizing (LwM) [11] minimizes the difference of the gradients given by the highest score classes in the old tasks with respect to intermediate feature maps, which is motivated by [42]. Pooled Outputs Distillation (PODNet) [12] minimizes the difference of the pooled intermediate features in the height and width directions instead of performing element-wise comparisons; such a relaxed objective using knowledge distillation turns out to be effective for class incremental learning.

Different from the previous works including the closely related method [35], our approach estimates the importance of each feature map for knowledge distillation and provides the theoretical foundation for the adaptive weighting of feature maps. Note that the proposed knowledge distillation algorithm with the adaptive feature map weighting minimizes the loss increases by model updates over the previous tasks.

3. Proposed Algorithm

This section describes the proposed approach based on the knowledge distillation, which alleviates the catastrophic forgetting issue for class incremental learning.

3.1. Problem Formulation

Convolutional neural networks [13, 18] typically contain multiple basic building blocks, each of which is composed of convolutions, batch normalizations [19], and activation functions. A convolutional neural network learner at an incremental stage \( t \), denoted by \( M^t(\cdot) \), involves a classifier, \( g(\cdot) \), and \( L \) building blocks, \( \{f_{\ell}(\cdot); \ell = 1, 2, \ldots, L\} \), which is expressed as

\[
\hat{y} = M^t(x) = g(h) = g(f_L \circ \cdots \circ f_{\ell} \circ \cdots \circ f_1(x)).
\]

Note that the classifier maps \( h \in \mathbb{R}^{d'} \), an embedding vector given by the last building block, to a vector \( \hat{y} \in \mathbb{R}^n \), where \( n' \) denotes the number of the observed classes until the \( t \)th task. The \( \ell \)th building block \( f_{\ell}(\cdot) \) also maps an input \( Z_{\ell-1} \) to a set of feature maps \( Z_{\ell} = \{Z_{\ell,1}, Z_{\ell,2}, \ldots, Z_{\ell,C_{\ell}}\} \). As mentioned earlier, the network \( M^t(\cdot) \) is initialized by the model parameters in the previous stage \( M^{t-1}(\cdot) \) except the additional parameters introduced to handle new classes in the classifier. For notational convenience, we introduce two functions \( F_{\ell}(\cdot) \) and \( G_{\ell}(\cdot) \) splitting the whole model into two subnetworks as follows:

\[
M^t(x) = G_{\ell}(Z_{\ell}) = G_{\ell}(F_{\ell}(x)).
\]

At the time of training \( M^t \), it optimizes the following objective function to mitigate catastrophic forgetting issue while learning new classes:

\[
\min_{M^t} \mathbb{E}_{(x,y) \sim \mathcal{D}_{\text{data}}^{t-1}} \left[ \mathcal{L}(M^t(x), y) \right],
\]

where \( \mathcal{D}_{\text{data}}^{t-1} \) is the data distribution of the past tasks until the \( t-1 \)th incremental learning stage, and \( \mathcal{L}(\cdot, \cdot) \) is a task-specific loss, e.g., classification loss in this work. However, it is well known that simply optimizing the objective while learning for new classes leads to catastrophic forgetting. Although the discrepancy between two adjacent continual learning models, \( M^{t-1}(\cdot) \) and \( M^t(\cdot) \), may be small, the amount of forgetting gets more significant as the errors for the old tasks increase with respect to new models.

To analyze the effect of the distribution change from \( Z_t \) to \( Z'_t \) obtained respectively by \( M^{t-1}(\cdot) \) and \( M^t(\cdot) \) in the \( t \)th layer, we compute the loss given by \( Z'_t \) via the first order Taylor approximation as follows:

\[
\mathcal{L}(G_{\ell}(Z'_t), y) \approx \mathcal{L}(G_{\ell}(Z_t), y) + \sum_{c=1}^{C_{\ell}} \left( \nabla_{Z_{\ell,c}} \mathcal{L}(G_{\ell}(Z_t), y), Z'_{\ell,c} - Z_{\ell,c} \right) F,
\]

where \( \langle \cdot, \cdot \rangle_F \) is the Frobenius inner product, i.e., \( \langle A, B \rangle_F = \text{tr}(A^T B) \). Note that \( \nabla_{Z_{\ell,c}} \mathcal{L}(G_{\ell}(Z_t), y) \in \mathcal{R}^{H_t \times W_t} \) is given by the backpropagation in \( M^{t-1}(\cdot) \). Using Eq. (4), we define the loss increases due to the distribution shift in the \( \ell \)th channel of the \( t \)th layer, \( \Delta \mathcal{L}(Z'_{\ell,c}) \), as

\[
\Delta \mathcal{L}(Z'_{\ell,c}) := \left( \nabla_{Z_{\ell,c}} \mathcal{L}(G_{\ell}(Z_t), y), Z'_{\ell,c} - Z_{\ell,c} \right) F.
\]

Instead of solving the optimization problem in Eq. (3), we minimize the expected loss increases of old data incurred by the model updates at the \( t \)th incremental learning stage, which is given by

\[
\min_{M^t} \sum_{t=1}^{L} \sum_{c=1}^{C_{\ell}} \mathbb{E}_{(x,y) \sim \mathcal{D}_{\text{data}}^{t-1}} \left[ \Delta \mathcal{L}(Z'_{\ell,c}) \right]^2.
\]

Minimizing Eq. (6) via the standard stochastic gradient descent method requires the additional backpropagation process in \( M^{t-1}(\cdot) \) unless we store the gradient of the feature maps with respect to \( M^{t-1}(\cdot) \) for each example, which increases computational cost or memory overhead substantially. We will discuss how to address this issue next.
Figure 2. Incremental accuracy on CIFAR100, 50 incremental stages, with ResNet-32 over three different class orders by varying different sample sizes for importance estimation. The legend indicates the mean and standard deviation of the results.

### 3.2. Practical Objective Function

According to Eq. (6), the distribution shift in each channel affects the loss function with a different magnitude. To avoid storing a large number of feature maps or performing additional backpropagation procedures, we derive an upper bound of the objective function in Eq. (6) as

\[
\mathbb{E} \left[ \Delta \mathcal{L}(Z_{t,c}) \right] \\
= \mathbb{E} \left[ \nabla Z_{t,c} \mathcal{L}(G_t(Z_t), y), Z_{t,c} - Z_{t,c} \right] \\
\leq \mathbb{E} \left[ \left\| \nabla Z_{t,c} \mathcal{L}(G_t(Z_t), y) \right\|_F \cdot \left\| Z_{t,c} - Z_{t,c} \right\|_F \right] \\
\leq \sqrt{\mathbb{E} \left[ \left\| \nabla Z_{t,c} \mathcal{L}(G_t(Z_t), y) \right\|_F^2 \right]} \cdot \mathbb{E} \left[ \left\| Z_{t,c} - Z_{t,c} \right\|_F^2 \right],
\]

where the expectations are taken over \( \mathcal{P}_{\text{data}}^{t-1} \). Refer to the supplementary file for the detailed derivation.

Then, we define a more practical objective function, the upper bound of Eq. (6), as follows:

\[
\min_{\lambda^t} \sum_{t=1}^{L} \sum_{c=1}^{C_t} I'_{t,c} \mathbb{E}_{x \sim \mathcal{P}_{\text{data}}^{t-1}} \left[ \left\| Z_{t,c} - Z_{t,c} \right\|_F \right],
\]

where the importance is given by

\[
I'_{t,c} := \mathbb{E}_{(x,y) \sim \mathcal{P}_{\text{data}}^{t-1}} \left[ \left\| \nabla Z_{t,c} \mathcal{L}(G_t(Z_t), y) \right\|_F^2 \right],
\]

which is estimated by a Monte Carlo integration at the previous stage using \( M_{t-1} \) and employed for training \( M^t \). Note that we need marginal cost for storing \( I'_{t,c} \), since it is just a scalar corresponding to each channel. The importance \( I'_{t,c} \) can be interpreted as a weight factor because the larger value of \( I'_{t,c} \) incurs the bigger changes in the loss given by the same perturbation in the feature map. Furthermore, Figure 2 shows that a larger sample sizes estimates more reliable importance and consequently leads to better generalization performance.

### 3.3. More Robust Objective Function

Although the optimization of the objective function in Eq. (10) is effective to maintain the representations of the examples in the previous tasks, we usually have a limited number of exemplars and face a critical challenge in reducing catastrophic forgetting. Therefore, we also adopt the data in the current task together with the ones in the previous tasks, which leads to the following optimization problem:

\[
\min_{\lambda^t} \sum_{t=1}^{L} \sum_{c=1}^{C_t} I'_{t,c} \mathbb{E}_{x \sim \mathcal{P}_{\text{data}}^{t-1}} \left[ \left\| Z_{t,c} - Z_{t,c} \right\|_F^2 \right],
\]

where its only difference from Eq. (10) is the distribution for the computation of the expectation. Note that the use of the examples in the current task for the purpose of preserving the representations in the previous stages is also motivated by other knowledge distillation approaches [11, 12, 15, 26]. This strategy is also supported by the following proposition.

**Proposition 1.** Let \( \mathcal{Y}^t, \mathcal{Y}^t_{\text{new}}, \) and \( q^t \) be a set of previously observed classes (\( \mathcal{Y}^{t-1} \)), the set of newly observed classes at \( t \)th incremental learning stage, and the distribution of the data in the current task, respectively. Let the distribution of labels in \( \mathcal{Y}^t \) be a mixture of two prior distributions corresponding to \( \mathcal{Y}^t_{\text{old}} \) and \( \mathcal{Y}^t_{\text{new}} \) with weights \( \phi^t_{\text{old}} \) and \( \phi^t_{\text{new}} \), respectively. Assuming that the data generating process for each class, \( \mathcal{P}_{\text{data}}^t(x|y) \), does not change over the incremental stages, the objective in Eq. (10) with the weight factor \( \phi^t_{\text{old}} \) is bounded above by that in Eq. (11).

**Proof.** By the definition of the label distribution for \( \mathcal{Y}^t \), the class prior distribution \( \mathcal{P}_{\text{data}}^t(y) \) is given by

\[
\mathcal{P}_{\text{data}}^t(y) = \mathcal{P}_{\text{data}}^t(y|\mathcal{Y}^t_{\text{old}})\phi^t_{\text{old}} + \mathcal{P}_{\text{data}}^t(y|\mathcal{Y}^t_{\text{new}})\phi^t_{\text{new}}
\]

\[
= \mathcal{P}_{\text{data}}^{t-1}(y)\phi^t_{\text{old}} + q^t_{\text{data}}(y)\phi^t_{\text{new}}.
\]

Based on this equation, \( \mathcal{P}_{\text{data}}^t(x) \) can be expressed as

\[
\mathcal{P}_{\text{data}}^t(x) = \sum_{y \in \mathcal{Y}^t_{\text{old}}} \mathcal{P}_{\text{data}}^{t-1}(y)\mathcal{P}_{\text{data}}^{t-1}(x|y) + \sum_{y \in \mathcal{Y}^t_{\text{new}}} \mathcal{P}_{\text{data}}^{t-1}(y)\mathcal{P}_{\text{data}}^{t-1}(x|y)
\]

\[
= \phi^t_{\text{old}} \cdot \sum_{y \in \mathcal{Y}^t_{\text{old}}} q^t_{\text{data}}(y)\mathcal{P}_{\text{data}}^{t-1}(x|y) + \phi^t_{\text{new}} \cdot \sum_{y \in \mathcal{Y}^t_{\text{new}}} q^t_{\text{data}}(y)\mathcal{P}_{\text{data}}^{t-1}(x|y),
\]

(13)
Then, by denoting \( \Delta Z_{t,c} := \| Z_{t,c}^{\ell} - Z_{t,c} \|^2 \), which is always non-negative, we obtain the following inequality:

\[
\mathbb{E}_{x \sim P_{d_{\text{old}}}^{t-1}} \left[ \Delta Z_{t,c} \right] \\
\leq \mathbb{E}_{x \sim P_{d_{\text{old}}}^{t-1}} \left[ \Delta Z_{t,c} \right] + \frac{\phi_{\text{old}}^{\ell}}{\phi_{\text{old}}^{t}} \mathbb{E}_{x \sim P_{d_{\text{old}}}^{t-1}} \left[ \Delta Z_{t,c} \right].
\]

By multiplying both sides of Eq. (14) by \( \phi_{\text{old}}^{t} \) and using Eq. (13), we have

\[
\phi_{\text{old}}^{t} \mathbb{E}_{x \sim P_{d_{\text{old}}}^{t-1}} \left[ \Delta Z_{t,c} \right] \\
\leq \phi_{\text{old}}^{t} \mathbb{E}_{x \sim P_{d_{\text{old}}}^{t-1}} \left[ \Delta Z_{t,c} \right] + \phi_{\text{new}}^{t} \mathbb{E}_{x \sim P_{d_{\text{new}}}^{t}} \left[ \Delta Z_{t,c} \right],
\]

which concludes the proof.

Proposition 1 implies that the optimization procedure of Eq. (11) minimizes the upper bound of the loss increases over the previous tasks using the examples in the previous and current tasks effectively.

3.4. Final Loss Function

The final goal of \( M^t(\cdot) \) is to minimize the combination of the classification loss and the discrepancy loss as

\[
L_{\text{total}}^t = L_{\text{cls}}^t + \lambda_{\text{disc}} \cdot \lambda^t L_{\text{disc}}^t,
\]

where \( \lambda_{\text{disc}} \) is a hyperparameter and an adaptive weight, \( \lambda^t \), is set to \( \sqrt{\frac{\lambda_{\text{disc}}}{n_{\text{new}}}} \) as proposed in [12, 15]. For the classification loss \( L_{\text{cls}}^t \), we adopt a local similarity classifier (LSC) [12] by adaptively aggregating the cosine similarities obtained from multiple class embedding vectors, which is given by

\[
\hat{y}_k = \sum_j s_{k,j} \langle \theta_{k,j}, h \rangle, \quad s_{k,j} = \frac{\exp \langle \theta_{k,j}, h \rangle}{\sum_i \exp \langle \theta_{k,i}, h \rangle},
\]

where \( \theta_{k,j} \) is the \( j \)-th normalized class embedding vector for the \( k \)-th class and \( \hat{y}_k \) is the score for the \( k \)-th class. Then, the classification loss \( L_{\text{cls}}^t \) is defined with a label \( g^{(b)} \) as

\[
L_{\text{cls}}^t = \frac{1}{B} \sum_{b=1}^{B} \left[ - \log \frac{\exp \left( \eta (\hat{y}_b) - \delta \right)}{\sum_{g \neq g_b} \exp \left( \eta g_b \right)} \right] + \left. \right|_{\eta = 0}^{\eta = 1},
\]

where \( \eta \) is a learnable scaling parameter, \( \delta \) is a constant to encourage a larger inter-class separation, \( B \) is the mini-batch size, and \( [\cdot]_+ \) denotes the ReLU activation function. Also, the discrepancy loss, \( L_{\text{disc}}^t \), is given by

\[
L_{\text{disc}}^t := \frac{1}{B} \sum_{b=1}^{B} \sum_{t=1}^{L} I_{\ell,c}^{(b)} \| Z_{t,c}^{(b)} - Z_{t,c}^{(b)} \|_F^2,
\]

where \( I_{\ell,c}^{(b)} \) is introduced to balance the scale of the importances across layers, which is given by

\[
I_{\ell,c}^{(b)} = \frac{I_{\ell,c}^{(b)}}{\frac{1}{L} \sum_{c=1}^{L} I_{\ell,c}^{(b)}}.
\]

Algorithm 1 presents the details of the importance estimation procedure after training \( M^t(\cdot) \).

3.5. Management of Exemplar Set

To maintain the exemplar set for each class after training \( M^t(\cdot) \), we employ the nearest-mean-of-examplers selection rule [37] as in other class incremental learning methods. For inference, we employ two methods; one is the nearest-mean-of-examplers classification rule [37] and the other is based on the classifier probabilities as discussed in [12, 15], which we call NME and CNN, respectively.

3.6. Discussion about Computational Cost

As in most approaches based on knowledge distillation, we perform 2 forward passes and 1 backward pass during training. Different from the previous approaches, at the end of the training phase of each task, we update the importance by performing a pair of forward and backward pass computations using the old exemplars and examples in the current task as presented in Algorithm 1. Therefore, the additional computation of our method is only for the importance update, which happens only once per task; it is negligible compared to the training cost of each task.

4. Experiments

This section compares our algorithm with the previous approaches on the standard datasets, and analyzes the experimental results thorough ablation studies.
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4.1. Dataset
We employ the standard datasets, CIFAR100 [23] and ImageNet100/1000 [40], for evaluation of class incremental
learning algorithms. The CIFAR100 dataset contains
50,000 and 10,000 32 × 32 color images for training and testing. The ImageNet1000 dataset consists of 1,281,167 images for training and 50,000 images for validation across
1,000 classes. ImageNet100 is a subset of ImageNet1000
with randomly selected 100 classes. For image preprocessing and class order, we follow the protocol in PODNet [12] for fair comparisons. Except the initial task containing half
the total number of tasks for all datasets, the remaining classes
are evenly distributed across tasks. After each incremental stage, we store 20 images per class and construct exemplar
sets unless stated otherwise.

4.2. Implementation Details
The proposed method is implemented based on the publicly available official code of PODNet and tested using a NVIDIA Tesla V100 GPU, without modifying any experimental
settings and network structures for fair comparisons. For all datasets, we adopt the SGD optimizer with a momentum of 0.9, an initial learning rate of 0.1 with a cosine
annealing schedule, and a batch size of 128. We train
a 32-layer ResNet [13] for 160 epochs with a weight decay of 0.0005 for CIFAR100, and an 18-layer ResNet [13] for 90 epochs with a weight decay of 0.0001 for ImageNet
datasets, where all compared methods also use the same backbones. Following the heuristics proposed in [12, 50], we normalize each feature map using its Frobenius norm
to compute the discrepancy loss to further improves performance. We select the same layers with PODNet for knowledge distillation. In case of $\lambda_{disc}$, we set it to 4.0 for CIFAR100 and 10.0 for ImageNet.
For comparisons, we report average incremental accuracy [37]—the average of the accuracies over seen classes across all incremental stages, where the results of other
methods except GeoDL [44], DDE [17], and SSIL [2] are retrieved from [12] if not specified otherwise. Our algorithm is referred to as Adaptive Feature Consolidation
(AFC) to present experimental results in this section.

4.3. Results on CIFAR100
We test the proposed method, AFC, in various class incremental learning scenarios. Table 1 clearly shows that the proposed approach achieves the highest accuracy in all the
tested numbers of incremental stages. Note that the reproduced results of PODNet with NME inference are worse than the reported ones, even though we use their official
code. Compared with the reproduced PODNet and the other techniques, the performance gap becomes larger as the number of stages grows, which implies that the proposed
method is more robust to challenging scenarios than the previous methods. AFCs with NME and CNN for inference outperform the reported results of PODNet in [12] and
achieve the state-of-the-art performance.

4.4. Results on ImageNet
Table 2 presents the results from all algorithms including
AFC on ImageNet100 and ImageNet1000 our algorithm; AFC shows outstanding performance compared to all the

| New classes per stage | CIFAR100 |
|-----------------------|----------|
|                       | 50 stages | 25 stages | 10 stages | 5 stages |
|                       | 1        | 2         | 5         |          |
| iCaRL [37]            | 44.20 ± 0.98 | 50.60 ± 1.06 | 53.78 ± 1.16 | 58.08 ± 0.59 |
| BiC [48]              | 47.09 ± 1.48 | 48.96 ± 1.03 | 53.21 ± 1.01 | 56.86 ± 0.46 |
| UCIR (NME) [15]       | 48.57 ± 0.37 | 56.82 ± 0.19 | 60.83 ± 0.70 | 63.63 ± 0.87 |
| UCIR (CNN) [15]       | 49.30 ± 0.32 | 57.57 ± 0.23 | 61.22 ± 0.69 | 64.01 ± 0.91 |
| Mnemonics [28]        | -        | 60.96 ± 0.72 | 62.28 ± 0.43 | 63.34 ± 0.62 |
| GDeep [36]            | 59.76 ± 1.49 | 59.97 ± 1.51 | 60.24 ± 1.42 | 60.70 ± 1.53 |
| PODNet (NME) [12]     | 61.40 ± 0.68 | 62.71 ± 1.26 | 64.03 ± 1.30 | 64.48 ± 1.32 |
| PODNet (CNN) [12]     | 57.98 ± 0.46 | 60.72 ± 1.36 | 63.19 ± 1.16 | 64.83 ± 0.98 |
| PODNet (NME) [12]     | 56.78 ± 0.41 | 59.54 ± 0.66 | 63.27 ± 0.69 | 65.32 ± 0.65 |
| PODNet (CNN) [12]     | 57.86 ± 0.38 | 60.51 ± 0.62 | 62.78 ± 0.78 | 64.62 ± 0.65 |
| GeoDL [44]            | 52.28 ± 3.91 | 60.21 ± 0.46 | 63.61 ± 0.81 | 65.34 ± 1.05 |
| SSIL [2]              | 53.64 ± 0.77 | 58.02 ± 0.79 | 61.52 ± 0.44 | 63.02 ± 0.59 |
| AFC (NME)             | 62.58 ± 1.02 | 64.06 ± 0.75 | 64.29 ± 0.92 | 65.82 ± 0.88 |
| AFC (CNN)             | 62.18 ± 0.57 | 63.89 ± 0.93 | 64.98 ± 0.87 | 66.49 ± 0.81 |
Table 2. Performance comparison between AFC and other state-of-the-art algorithms on ImageNet100 and ImageNet1000.

| New classes per stage | ImageNet100 | | ImageNet1000 | | | |
|-----------------------|-------------|-------------|-------------|-------------|-------------|
|                       | 50 stages   | 25 stages   | 10 stages   | 5 stages    | 10 stages   | 5 stages    |
| iCaRL [37]            | 54.97       | 54.56       | 60.90       | 65.56       | 46.72       | 51.36       |
| BiC [48]              | 46.49       | 59.65       | 65.14       | 68.97       | 59.92       | 61.56       |
| UCIR (NME) [15]       | 55.44       | 60.81       | 65.83       | 69.07       | 61.28       | 64.34       |
| UCIR (CNN) [15]       | 57.25       | 62.94       | 70.71       | 71.04       | 65.77       | 67.51       |
| UCIR (CNN) + DDE [17] | -           | -           | 70.20       | 72.34       | -           | -           |
| Mnemonics [28]        | -           | 69.74       | 71.37       | 72.58       | -           | -           |
| PODNet (CNN) [12]     | 62.48       | 68.31       | 74.33       | 75.54       | 64.13       | 66.95       |
| PODNet (CNN) + DDE [17]| -           | -           | 75.41       | 76.71       | -           | -           |
| GeoDL [44]            | 72.08       | 73.34       | 75.75       | 76.87       | 67.02       | 68.90       |

Figure 3. The sorted importance of the feature maps in the last block on ImageNet100 with 50 stages, and ImageNet1000 with 10 stages.

Table 3. Sensitivity analysis regarding the memory budget per class on CIFAR100 with 50 stages. AFC with Eq. (10) optimizes the discrepancy loss over the only exemplar sets without using the data in the current task.

| Memory budget per class | 5  | 10  | 20  | 50  |
|-------------------------|----|-----|-----|-----|
| iCaRL [37]              | 16.44 | 28.57 | 44.20 | 48.29 |
| BiC [48]                | 20.84 | 21.97 | 47.09 | 55.01 |
| UCIR (CNN) [15]         | 22.17 | 42.70 | 49.30 | 57.02 |
| PODNet (CNN) [12]       | 35.59 | 48.54 | 57.98 | 63.69 |
| AFC (CNN) with (10)     | 40.37 | 55.24 | 61.73 | 65.10 |
| AFC (CNN)               | 44.66 | 55.78 | 62.18 | 65.07 |

Table 4. Performance comparison of feature distillation approaches on CIFAR100 with 50 stages.

| Inference methods          | NME | CNN |
|---------------------------|-----|-----|
| Fine-tuning               | 41.56 | 40.76 |
| Uniform Importance        | 42.21 | 40.81 |
| GradCam Preserving [11]   | 41.89 | 42.07 |
| Gram Matrix Preserving [20] | 41.74 | 40.80 |
| Channel Preserving [12]   | 55.91 | 50.34 |
| Gap Preserving [12]       | 57.25 | 53.87 |
| PODNet [12]               | 61.42 | 57.64 |
| PODNet* [12]              | 57.15 | 57.51 |
| AFC                       | 62.58 | 62.18 |

Figure 3 visualizes the importance of the feature maps in the last block on ImageNet100 with 50 stages, and ImageNet1000 with 10 stages.

Table 3. Sensitivity analysis regarding the memory budget per class on CIFAR100 with 50 stages. AFC with Eq. (10) optimizes the discrepancy loss over the only exemplar sets without using the data in the current task.

4.5. Analysis and Ablation Studies

We analyze the estimated importance and discuss the effects of memory size for exemplar sets, feature distillation methods, varying initial task sizes, and discrepancy loss.

Importance visualization Figure 3 visualizes the importance of individual feature maps in the last building block, which are sorted after training the final task. It demonstrates that the standard deviation on ImageNet1000 is smaller than that on ImageNet100. This is because more features are needed to effectively learn the knowledge from the examples in ImageNet1000 since the dataset is more challenging. On the other hand, although it is not shown in the figure, we also observe the relatively higher standard deviation in the early stages for both datasets, which is partly because the features in the early stages are less critical to the loss.

Effect of memory budget To assess the effectiveness of the proposed method, we vary the memory budget. Table 3 illustrates that AFC outperforms the state-of-the-art methods by large margins under several different memory budgets. AFC optimized using the exemplar sets together with the current data tends to achieve better generalization performance than AFC with Eq. (10) when the memory budget is small. However, when the budget per class increases as large as 50, AFC with Eq. (10) achieves slightly better accuracy, which is probably because Eq. (10) leads to a tighter
Comparison with feature distillation approaches We present an experimental result by applying different feature distillation approaches on CIFAR100 with 50 stages. Table 4 shows the performance of class incremental learning algorithms based on knowledge distillation, where AFC is compared with 7 different methods including “Fine-tuning” and “Uniform Importance” with all the importances set to 1. According to the results, AFC outperforms all the compared algorithms. In addition, Figure 4 also implies that AFC is more robust to catastrophic forgetting than PODNet consistently throughout the incremental stages.

Results by varying initial task sizes We test the proposed method by reducing the number of classes in the initial task while each of the remaining tasks only contains only one class, which makes the problem more challenging by increasing the total number of the incremental stages. Table 5 presents that AFC outperforms the previous algorithms consistently.

Effect of $\lambda_{\text{disc}}$ for discrepancy loss Table 6 presents the results on CIFAR100 with 50 stages by varying $\lambda_{\text{disc}}$, which controls the balance between the previous knowledge and the current task. As shown in Table 6, the proposed method is not sensitive to the hyperparameter.

5. Conclusion

We presented a simple but effective knowledge distillation approach via adaptive feature consolidation, which adjusts the weight of each feature map for balancing between adaptivity to new data and robustness to old ones in class incremental learning scenarios. We formulated the importance of a feature in a principled way by deriving the relationship between the discrepancy in the distribution of each feature and the change in the loss. We further relaxed the original objective function and incorporated knowledge distillation to effectively reduce computational cost and memory overhead. Experimental results show that the proposed approach outperforms the existing ones by large margins.
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6. Appendix

This section first derives the upper bound of the expectation of the loss change, \( \Delta \mathcal{L}(Z'_t, c) \), in model updates, which is a detailed version of (7), (8), and (9). Secondly, we present the results from two different strategies to maintain exemplar sets. Thirdly, we compare with PODNet based on other metrics and using the random exemplar selection rule. Finally, we discuss the limitation.

6.1. Detailed Derivation of (7), (8), and (9)

By Eq. (5), the expected loss change given by model updates is

\[
\mathbb{E}\left[\Delta \mathcal{L}(Z'_t, c)\right] = \mathbb{E}\left[\nabla_{Z_t} \mathcal{L}(G_t(Z_t), y), Z'_t, c - Z_t, c\right],
\]

where the expectations are taken over \( \mathcal{P}_{data}^{t-1} \). Let \( A_{m,n} \) be the element at the \( m \)th row and \( n \)th column of the matrix \( A \). Then, Eq. (8) is given by the following derivation:

\[
\langle \nabla_{Z_t} \mathcal{L}(G_t(Z_t), y), Z'_t, c - Z_t, c\rangle_F = \text{tr}(\nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)^T(Z'_t, c - Z_t, c))
\]

\[
= \sum_{i=1}^{W_t} \sum_{j=1}^{H_t} \langle \nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)^T_i(z'_{t, c} - z_{t, c})_j\rangle_i
\]

\[
= \sum_{i=1}^{W_t} \sum_{j=1}^{H_t} \langle \nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)^T_i(z'_{t, c} - z_{t, c})_j\rangle_i \cdot (z'_{t, c} - z_{t, c})_j
\]

\[
\leq \left( \sum_{i=1}^{W_t} \sum_{j=1}^{H_t} \langle \nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)^T_i\rangle_i \right) \cdot \left( \sum_{i=1}^{W_t} \sum_{j=1}^{H_t} (z'_{t, c} - z_{t, c})^2_{ij}\right)^{1/2}
\]

\[
= \|\nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)\|_F \cdot \|Z'_t, c - Z_t, c\|_F, \quad (21)
\]

On the other hand, for any given random variable \( X \) and \( Y \), the following inequality holds for any real \( k \):

\[
\mathbb{E}[(kX + Y)^2] \geq 0
\]

\[
\iff \mathbb{E}[X^2]k^2 + 2k\mathbb{E}[XY] + \mathbb{E}[Y^2] \geq 0.
\]

Because the number of all zeros for the above inequality is at most 1, the discriminant must be less than or equal to 0 as follows:

\[
\mathbb{E}[XY]^2 - \mathbb{E}[X^2]\mathbb{E}[Y^2] \leq 0
\]

\[
\iff |\mathbb{E}[XY]| \leq \sqrt{\mathbb{E}[X^2]\mathbb{E}[Y^2]}.
\]

By Eq. (23), we have the upper bound of the expectation of Eq. (21), which is given by

\[
\mathbb{E}\left[\|\nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)\|_F \cdot \|Z'_t, c - Z_t, c\|_F\right]
\]

\[
\leq \sqrt{\mathbb{E}\left[\|\nabla_{Z_t} \mathcal{L}(G_t(Z_t), y)\|_F^2\right]} \cdot \mathbb{E}\left[\|Z'_t, c - Z_t, c\|_F^2\right], \quad (24)
\]

and, we obtain Eq. (9).

6.2. Results from Two Different Strategies to Maintain Exemplar sets

In all experiments of the main paper, we store the same number of exemplars for each class in the previous tasks, \( e.g. 20 \) examples per class \( (R_{per} = 20) \). We also run the experiments with another strategy, where we allocate a fixed amount of memory for the entire old tasks, \( e.g. 2000 \) examples in total \( (R_{total} = 2000) \). Table 7 illustrates the results on CIFAR-100 from the two strategies, which show the outstanding performance of the proposed approach, AFC, in both cases.

6.3. Results by Other Metrics

We report the backward transfer and average accuracy by comparing AFC with PODNet. Table 8 and 9 demonstrate that AFC also outperforms PODNet in terms of most metrics. Although AFC is marginally worse than PODNet (NME) on lower stage settings (10 and 5 stages) in terms of the backward transfer metric, it clearly outperforms PODNet for 50 and 25 stage settings, which suffer from more catastrophic forgetting.

6.4. Results by Random Exemplar Selection Rule

Table 10 shows that the nearest-mean of exemplars rule is more effective than the random selection rule for both AFC and PODNet compared with the result of Table 1 in the main paper. Note that AFC also outperforms PODNet combined with the random selection for the exemplars.

6.5. Limitation

Existing methods for class incremental learning essentially require the exemplar sets for the old tasks in order to reduce the catastrophic forgetting problem. Storing the exemplar sets such as the personal medical datasets potentially poses risk in privacy. Moreover, the proposed method and other functional regularization approaches require additional forward passes for the old models, which leads to extra computational cost in terms of FLOPs, memory, and power consumptions. Therefore, it would be important to develop algorithms applicable to the resource-hungry systems.
Table 7. Comparisons between AFC and the state-of-the-art algorithms on CIFAR100 with two strategies for maintaining exemplar sets. One stores 2,000 images for the entire old classes in total, where 2,000 images are equally distributed across all the classes in the previous tasks while the other always keep 20 images for each of old classes, which are referred to as $R_{\text{total}} = 2,000$ and $R_{\text{per}} = 20$, respectively. Note that the results with $R_{\text{per}} = 20$ are copied from our main paper and methods with asterisks (*) denote our reproductions using the official code given by the authors. A bold-faced number represents the best performance in each column.

| New classes per stage | $R_{\text{total}} = 2000$ | $R_{\text{per}} = 20$ |
|-----------------------|---------------------------|---------------------|
|                       | 50 stages                 | 10 stages           | 50 stages | 10 stages |
| iCaRL [37]            | 42.34                     | 56.52               | 44.20     | 53.78     |
| BiC [48]              | 48.44                     | 55.03               | 47.09     | 53.21     |
| UCIR (NME) [15]       | 54.08                     | 62.89               | 48.57     | 60.83     |
| UCIR (CNN) [15]       | 55.20                     | 63.62               | 49.30     | 61.22     |
| GDumb* [36]           | 60.98                     | 61.33               | 59.76     | 60.24     |
| PODNet (NME) [12]     | 62.47                     | 64.60               | 61.40     | 64.03     |
| PODNet (CNN) [12]     | 61.87                     | 64.68               | 57.98     | 63.19     |
| PODNet (NME)* [12]    | 60.53                     | 64.30               | 56.78     | 63.27     |
| PODNet (CNN)* [12]    | 61.86                     | 64.92               | 57.86     | 62.78     |
| AFC (NME)             | **63.88 ± 0.83**          | **65.42 ± 0.79**    | **62.58 ± 0.79** | **64.29 ± 0.78** |
| AFC (CNN)             | **64.01 ± 0.83**          | **65.92 ± 0.79**    | **62.18 ± 0.79** | **64.98 ± 0.79** |

Table 8. Performance comparison between AFC and PODNet on CIFAR100 based on backward transfer metric.

| Backward Transfer (%) | CIFAR100 |
|-----------------------|----------|
|                       | 50 stages | 25 stages | 10 stages | 5 stages |
|                        | 1        | 2         | 5         |
| PODNet (NME)* [12]    | -20.05 ± 0.85 | -17.38 ± 1.11 | **-14.49 ± 0.78** | -11.98 ± 0.78 |
| PODNet (CNN)* [12]    | -29.49 ± 1.65 | -27.06 ± 1.71 | -25.60 ± 1.32 | -23.45 ± 1.58 |
| AFC (NME)             | **-15.34 ± 0.54** | **-13.64 ± 0.97** | **-14.86 ± 0.43** | **-12.91 ± 1.90** |
| AFC (CNN)             | **-18.52 ± 1.45** | **-17.42 ± 0.77** | **-18.53 ± 0.80** | **-17.18 ± 1.19** |

Table 9. Performance comparison between AFC and PODNet on CIFAR100 based on average accuracy metric.

| Average Accuracy (%) | CIFAR100 |
|----------------------|----------|
|                      | 50 stages | 25 stages | 10 stages | 5 stages |
|                      | 1        | 2         | 5         |
| PODNet (NME)* [12]   | 46.80 ± 1.21 | 49.63 ± 1.19 | 53.10 ± 0.78 | 55.77 ± 0.55 |
| PODNet (CNN)* [12]   | 48.57 ± 0.25 | 51.30 ± 0.61 | 52.70 ± 0.36 | 54.80 ± 0.70 |
| AFC (NME)            | **52.30 ± 0.50** | **54.37 ± 0.64** | **54.70 ± 0.72** | **56.73 ± 1.07** |
| AFC (CNN)            | **52.77 ± 0.21** | **54.50 ± 0.44** | **54.93 ± 0.51** | **56.87 ± 0.40** |

Table 10. Performance comparison between AFC and PODNet on CIFAR100 using the random selection for exemplars.

| Random Exemplar Selection Rule | CIFAR100 |
|-------------------------------|----------|
|                               | 50 stages | 25 stages | 10 stages | 5 stages |
|                               | 1        | 2         | 5         |
| PODNet (NME)* [12]            | 54.99 ± 0.84 | 58.11 ± 0.79 | 61.75 ± 1.04 | 63.67 ± 1.02 |
| PODNet (CNN)* [12]            | 55.55 ± 1.83 | 58.18 ± 1.56 | 61.12 ± 1.39 | 63.35 ± 1.01 |
| AFC (NME)                     | **60.37 ± 0.83** | **62.12 ± 0.68** | **62.65 ± 0.95** | **64.31 ± 0.55** |
| AFC (CNN)                     | **59.51 ± 1.04** | **61.55 ± 0.96** | **62.90 ± 1.15** | **64.53 ± 1.10** |