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Abstract

Deep ensembles can be considered as the current state-of-the-art for uncertainty quantification in deep learning. While the approach was originally proposed as a non-Bayesian technique, arguments supporting its Bayesian footing have been put forward as well. We show that deep ensembles can be viewed as an approximate Bayesian method by specifying the corresponding assumptions. Our findings lead to an improved approximation which results in an enlarged epistemic part of the uncertainty. Numerical examples suggest that the improved approximation can lead to more reliable uncertainties. Analytical derivations ensure easy calculation of results.

1 Introduction

Deep learning has been successfully applied to numerous tasks due to its ability to learn complex relationships from data. The black box character of the employed deep neural networks, however, is a major drawback. Thorough testing [1, 2] and explainable AI [3, 4] have been proposed to overcome this issue. Uncertainty quantification [5, 6] is another approach that can be viewed in this context. However, quantifying the uncertainty associated with the predictions of a trained network has its own merit and is particularly relevant when decisions are taken in sensitive applications such as medical diagnosis [7] or autonomous driving [8].

Several methods have been proposed to quantify the uncertainty associated with the prediction of a deep neural network [9, 10]. Currently, deep ensembles [11] is one of the most common methods. Different studies have shown that deep ensembles often outperform other methods [12, 13, 14, 15]. Furthermore, ensemble techniques scale well to high-dimensional problems and are easy to implement [13, 16]. These techniques can thus be seen as state-of-the-art for uncertainty quantification in deep learning.

Deep ensembles are based on a combination of multiple networks, an idea that dates back to the 20th century. In [17], better accuracies were achieved for an ensemble of networks than when employing a single network; the use of multiple networks to account for model uncertainty has been proposed in [18]. Ensemble learning has gained in popularity ever since [19]. A breakthrough in the application of ensembling for deep learning was the introduction of deep ensembles [11] in 2017, where an ensemble of independently trained networks is treated as a uniformly weighted Gaussian mixture model. In [20], deep ensembles are even used to introduce a metric to measure the performance of other ensembling methods by counting the number of networks needed to reach a specified performance.

Uncertainty quantification by deep ensembles has been proposed without referring to a Bayesian background and has even been explicitly classified as a non-Bayesian approach in [11, 14, 21]. Several ideas have been put forward to embed deep ensembles into a
Bayesian framework. Examples comprise early stopping [22], regularizing parameters around different values drawn from a prior distribution [23] and creating a link to Gaussian processes via the neural tangent kernel [24]. In [25], deep ensembles are associated to Bayesian model averaging [26], while in [13], they are represented as an approach that builds on an approximation of a multimodal posterior for the network parameters.

In following this latter perspective, we argue that deep ensembles provide an approximate Bayesian inference in which the true posterior is replaced with an average of delta distributions around local maximum a posterior (MAP) estimates for the parameters of the network. We specify the statistical model and prior distributions required to achieve this result. By using an average of delta distributions as an approximation of the posterior, the formulas applied in deep ensembles [11] follow directly. To improve this approximation, we propose replacing the delta distributions with Gaussian distributions, which is a well-known technique from Laplace approximation [27]. A similar idea is presented in [25], where the approximated posterior distribution is generalized to a mixture of Gaussians which are independently trained as stochastic-weight-averaging Gaussians (SWAG) [28]. The approximation of the posterior by a family of Gaussian distributions is well known from Bayesian neural networks [29] and variational inference in general [30].

By applying variational inference, we maximize the ELBO to determine the additional parameters of the Gaussian mixture distribution. However, rather than maximizing the ELBO with respect to all parameters during network training, we propose a two-step approach. First, conventional training of the ensemble of networks yields local MAPs of the network parameters, which are taken as the locations of the Gaussian mixture distribution. In the second step, the remaining parameters are determined by maximizing the ELBO. In this way, training of the deep ensembles does not have to be altered, and our improved approximation of the posterior can be obtained via post-processing.

Previous work suggests that model uncertainty can be captured using only a few or even just one Bayesian layer at the end of the network [31, 32, 33]. Therefore, we also consider only the weights of the last layer in the neural networks to be random, and do not apply any nonlinear transformations afterwards. This allows an analytical solution for the maximization of the ELBO to be derived. As a consequence, the proposed variational inference can be easily applied by simple post-processing of the results obtained by conventional deep ensembles.

The improved approximation of the posterior leads to a modification of the formulas used to perform uncertainty quantification by deep ensembles. Specifically, the epistemic part of the uncertainty is enlarged by an additional contribution. We argue that, in the context of regression problems, the epistemic part of the uncertainty can be the relevant part when the goal is to infer the regression function, and the proposed modification is then necessary to arrive at a reliable uncertainty quantification.

Our contribution is the following. We specify the statistical model, the prior distributions and the form of approximation required such that uncertainty quantification by deep ensembles [11] can be viewed as an approximate Bayesian method. This approximation is then improved by extending the family of distributions used to approximate the posterior from delta distributions to Gaussian distributions. The ELBO is maximized to determine the additional parameters, leading to a simple post-processing procedure of conventional deep ensembles. By using numerical examples, we demonstrate the impact of the proposed modified uncertainty quantification and compare its results with those obtained by conventional deep ensembles. We argue that the increased epistemic part of the un-
certainty is relevant in those regression tasks where the goal is to infer the regression function. Analytical derivations are given which allow for analytical calculations of the proposed procedure.

The paper is organized as follows. In Section 2, the conditions are specified under which uncertainty quantification by deep ensembles can be viewed as an approximate Bayesian method. The improvement of this approximation through a family of Gaussian mixture distributions is then considered in Section 3, including an analytical derivation of the additional variational parameters. In Section 4, numerical examples are presented that explore the impact of the proposed approach in the context of regression problems. Finally, conclusions are drawn in Section 5.

2 Deep ensembles as a Bayesian approximation

In this work we focus on regression problems. The assumed heteroscedastic regression model is given as

\[ y \mid x \sim N \left( \eta_\theta(x), \sigma^2_\theta(x)I \right) , x \in \mathbb{R}^p, y \in \mathbb{R}^p , \]  

(1)

where the conditional distribution for \( y \) given \( x \) is taken as a Gaussian distribution with mean \( \eta_\theta(x) \) and covariance matrix \( \sigma^2_\theta(x)I \). Both \( \eta_\theta(x) \) and \( \sigma^2_\theta(x) \) are modeled by deep neural networks. The mean \( \eta_\theta(x) \), viewed as a function of \( x \), will be termed the regression function, and we are particularly interested in its inference. The available training data \( (x_i, y_i), i = 1, \ldots, N \), shall follow model (1) and are denoted by \( D \).

In a Bayesian framework [34, 35, 36], the posterior distribution \( \pi(\theta \mid D) \) is determined (or approximated) and used for inference. For example, as an estimate of the regression function \( \eta_\theta(x) \) and its associated uncertainty one could take the posterior mean and posterior standard deviation of \( \eta_\theta(x) \). If one is interested in predicting a future observation \( y \) at a specified \( x \), on the other hand, the posterior predictive distribution \( \pi(y \mid x, D) \) should be considered. The posterior predictive distribution accounts for both the uncertainty in the parameters \( \theta \) and the additional uncertainty of \( y \) expressed by the covariance matrix \( \sigma^2_\theta(x)I \).

The total uncertainty associated with the posterior predictive distribution of the neural network predictions can be divided into an aleatoric part and an epistemic part [37, 38]. While the former is related to the irreducible part of the uncertainty, the epistemic uncertainty characterizes the uncertainty about the model (i.e. the model parameters \( \theta \) in our setting). The epistemic uncertainty can be reduced by increasing the size of the available training data. The aleatoric uncertainty is represented in our model (1) by the covariance matrix \( \sigma^2_\theta(x)I \) and characterizes the uncertainty about the (future) realization of an observation \( y \) given its mean \( \eta_\theta(x) \).

In the deep ensembles method [11], an ensemble of individually trained networks is considered. To predict an observation \( y \), the mean of the predictions of the single networks is formed. The (squared) uncertainty associated with this prediction is taken as the sum of the covariance matrix of the individual predictions and the estimated aleatoric part of the prediction (i.e. \( \sigma^2_\theta(x)I \) in our model (1)).

Deep ensembles were originally introduced as a non-Bayesian method [11]. However, it has been repeatedly pointed out that deep ensembles can be viewed from a Bayesian perspective [9, 13, 25]. More precisely, conventional deep ensembles, as defined in [11],
can be viewed as an approximate Bayesian inference where the posterior \( \pi(\theta | D) \) of the network parameters \( \theta \) given the data \( D \) is approximated by a family of delta distributions, i.e.

\[
\pi(\theta | D) \approx q(\theta) := \frac{1}{L} \sum_{l=1}^{L} \delta(\theta - \hat{\theta}^{(l)}),
\]

while choosing the prior \( \pi(\theta) \) for the network parameters normally distributed as

\[
\theta \sim N(0, \lambda^{-1}I),
\]

where \( \lambda \) is the L2 regularization parameter for the network parameters.

To show this, let the data \( D = \{(x_i, y_i), i = 1, \ldots, N\} \) be iid samples following the regression model in (1). Each neural network of the ensemble is independently trained according to [11] by minimizing the loss function

\[
\text{loss} = -L(\theta; D) + \frac{1}{2} \lambda \| \theta \|^2,
\]

where \( \| \cdot \| \) is the L2 norm, and \( L(\theta; D) \) equals (up to a constant) the log likelihood for the statistical model in (1). The parameter estimates \( \hat{\theta}^{(l)}, l = 1, \ldots, L \), obtained for the ensemble of L networks, are at the same time (local) estimates for the maximum a posteriori probability (MAP) of \( \theta \) when assigning the prior (3). By taking the average of \( L \) probability mass functions at the local MAPs as an approximation of the posterior \( \pi(\theta | D) \) (cf. (2)), the approximation of the posterior predictive distribution for the statistical model in (1) is then given by

\[
\pi(y | x, D) = \int \pi(\theta | D)N(y; \eta_{\hat{\theta}^{(i)}}(x), \sigma_{\hat{\theta}^{(i)}}^2(x)) \, d\theta \approx \frac{1}{L} \sum_{l=1}^{L} N(y; \eta_{\hat{\theta}^{(l)}}(x), \sigma_{\hat{\theta}^{(l)}}^2(x)I),
\]

which equals the expression given in [11] for the deep ensembles.

The average over delta distributions taken at point estimates (2) is a crude approximation of the posterior. Nonetheless, deep ensembles outperform many other Bayesian approaches due to their ability to explore different modes of the posterior distribution [39]. Figure 1, which is inspired by [39] (Fig. 1) and [25] (Fig. 3), illustrates this behavior.

By using the approximation (5), mean and covariance matrix of the posterior predictive distribution are obtained as

\[
E(y | x, D) = \frac{1}{L} \sum_{l=1}^{L} \eta_{\hat{\theta}^{(l)}}(x),
\]

\[
\text{Cov}(y | x, D) = \frac{1}{L} \sum_{l=1}^{L} \left\{ (\eta_{\hat{\theta}^{(l)}}(x) - E(y | x, D)) (\eta_{\hat{\theta}^{(l)}}(x) - E(y | x, D))^T + \sigma_{\hat{\theta}^{(l)}}^2(x)I \right\},
\]

where \( E \) stands for expectation and Cov for covariance, cf. Appendix A.1. Note that (6) yields the inferred regression function \( \eta_{\theta}(x) = E(y | x, D) \) according to the statistical model (1), while (7) describes the total uncertainty associated with the prediction of the network ensemble. Mean and covariance matrix of the posterior predictive distribution
are in accordance with the results given in [11] for the original approach of the deep ensembles. In [11], the comparison between different methods is based on the posterior predictive distribution. The covariance matrix (7) comprises the reducible epistemic part of the uncertainty as well as the irreducible aleatoric part. However, when the goal is to infer the underlying regression function, an accurate estimation of the epistemic uncertainty is essential. The epistemic uncertainty is given by the covariance matrix of the single estimates of the regression function obtained by the ensemble of trained networks. Mean and covariance matrix of the regression function are deduced in the following lemma.

**Lemma 1.** The approximate Bayesian inference associated with deep ensembles yields a posterior \( \pi(\eta|x,D) \) for the regression function \( \eta \equiv \eta_\theta(x) \) given by

\[
\pi(\eta|x,D) = \frac{1}{L} \sum_{l=1}^{L} \delta(\eta - \eta_{\theta_l}(x)),
\]

with mean and covariance matrix given by

\[
\begin{align*}
E(\eta|x,D) &= \frac{1}{L} \sum_{l=1}^{L} \eta_{\theta_l}(x), \\
Cov(\eta|x,D) &= \frac{1}{L} \sum_{l=1}^{L} \left\{ (\eta_{\theta_l}(x) - E(\eta|x,D)) (\eta_{\theta_l}(x) - E(\eta|x,D))^T \right\}.
\end{align*}
\]

**Proof.** The proof is given in Appendix A.2. \( \square \)

Note that the expectation of the posterior for the regression function (9) equals the expectation of the posterior predictive distribution (6), while its covariance matrix (10) contains only the epistemic part of the covariance matrix of the posterior predictive distribution (7).

### 3 Extension to Gaussian mixture distributions

If the aleatoric part of the covariance matrix of the posterior predictive distribution (7) is dominant, the covariance matrix of the regression function (10) is expected to be significantly smaller than that of the posterior predictive distribution (cf. example in Figure

![Figure 1: This example figure illustrates the solution space of the network parameters on the x-axis and the negative loss function on the y-axis. The deep ensembles explore multiple modes in comparison to other Bayesian approaches which focus on a single mode but consider multiple moments. The proposed extension combines these two ideas.](image-url)
3 and results in Table 2). It follows that the (crude) approximation of the posterior in (2) with a family of delta distributions, which ignores the nonzero width of the true posterior around its (local) MAPs, is irrelevant for the total uncertainty in these cases. Nevertheless, this approximation can lead to a significant underrating of the epistemic uncertainty.

An improved approximation of the posterior distribution \( \pi(\theta|D) \) is given by

\[
q(\theta) = \frac{1}{L} \sum_{l=1}^{L} N(\theta; \hat{\theta}^{(l)}, \gamma_l I),
\]

where the \( \gamma_l \) correspond to the variances around the (local) MAPs \( \hat{\theta}^{(l)} \). The approximation (11) of the posterior extends the approximation in (2) by allowing for a finite width of the posterior around the (local) MAPs, and it reduces to (2) for \( \gamma_l \to 0 \).

The general idea behind variational inference [30] is to approximate the posterior \( \pi(\theta|D) \) by a distribution that can be more easily handled. Specifically, one seeks the best approximation of the posterior within a parametric family of distributions such as the Gaussian mixture distribution in (11). One way to do so is to use a Laplace approximation, for which the parameters of a single Gaussian approximation are calculated from the local properties of the posterior at the MAP (cf. [27]). In deep learning approaches, however, the parameters are typically determined by minimizing the Kullback-Leibler divergence \( KL(q(\theta)||\pi(\theta|D)) \) between the chosen family of distributions and the posterior. This is equivalent to maximizing the evidence lower bound (ELBO)

\[
ELBO = E_q[\log p(D|\theta)] - KL(q(\theta)||\pi(\theta)) .
\]

Instead of maximizing the ELBO with respect to all parameters during network training, we here suggest a two-step procedure. First, the networks are independently trained in accordance with the conventional deep ensembles training procedure. The resulting (local) MAPs of the network parameters are taken as the first moments of the Gaussian mixture distributions. Second, the remaining parameters of (11), which are the variances \( \gamma_l \), are deduced by maximizing the ELBO (12) in a post-processing step. This can be done numerically for example via a grid search.

In the following, we assume that the only random weights in the network are those in the last layer. Furthermore, we do not consider the randomness of \( \sigma^2_\theta(x) \), but only that of \( \eta_\theta(x) \). The reason is that we are interested in the epistemic part of the uncertainty associated with the regression function. Also, \( \sigma^2_\theta \) would not depend on the last layer but rather be an individual network parameter, when choosing a homoscedastic approach instead, which could be a promising alternative to the heteroscedastic model (1). Maximizing the ELBO can then be performed analytically, as stated in Theorem 1 below (cf. also Figure 2 for visualizing the parameters treated as random in the proposed approach). Mean and covariance matrix of the regression function for the improved approximate Bayesian inference are given in Theorem 2 below, while Algorithm 1 summarizes the proposed approach.

**Theorem 1.** Let only the weights of the last layer in the neural network, which are related to the prediction of the regression function \( \eta_\theta(x) \), be random and assume a linear transformation from the last layer to the network output. Approximate maximization of the ELBO (12) can then be done analytically when considering the approximation of
Figure 2: The proposed model of a single network is visualized here. A sample \( y|x \) from the posterior predictive distribution is drawn from the network outputs \( N(\eta_\theta(x), \sigma_\theta^2(x)) \). All network weights are fixed to the MAP estimates after training, except the last linear unit of the predicted mean value \( \eta_\theta(x) \). The weights of this last linear unit are normally distributed around the trained MAPs \( \hat{\theta} \) with variances \( \gamma_l, l = 1, \ldots, L \).

The posterior distribution given in (11), leading to the expression (36) in the Appendix. Furthermore, the variances in (11) tend to zero for an infinite amount of training data.

**Proof.** The proof is given in Appendix A.3.

---

**Algorithm 1:** improved approximation of

**Result:** \( q(\theta) := \frac{1}{L} \sum_{l=1}^{L} N(\theta; \hat{\theta}(l), \gamma_l I), \) instead of \( q(\theta) := \frac{1}{L} \sum_{l=1}^{L} \delta(\theta - \hat{\theta}(l)); \)

1. initialize and independently train networks \( \eta_{\hat{\theta}(l)}, l = 1, \ldots, L, \) in accordance with the deep ensembles approach;
2. compute \( \gamma_l, l = 1, \ldots, L, \) according to (36).

---

**Theorem 2.** The improved approximation for the Bayesian inference associated with deep ensembles (from delta to normal distributions, cf. equation (11)) yields a posterior \( \pi(\eta|x, D) \) for the regression function \( \eta \equiv \eta_\theta(x) \) given by

\[
\pi(\eta|x, D) = \frac{1}{L} \sum_{l=1}^{L} \int \delta(\eta - \eta_\theta(x)) N \left( \theta; \hat{\theta}(l), \gamma_l I \right) d\theta ,
\]

with mean and covariance matrix given approximately by

\[
E(\eta|x, D) \approx \frac{1}{L} \sum_{l=1}^{L} \eta_{\hat{\theta}(l)}(x) ,
\]

\[
Cov(\eta|x, D) \approx \frac{1}{L} \sum_{l=1}^{L} \left\{ (\eta_{\hat{\theta}(l)}(x) - E(\eta|x, D)) (\eta_{\hat{\theta}(l)}(x) - E(\eta|x, D))^T + \gamma_l J_l J_l^T \right\} ,
\]

where \( J_l = \partial \eta/\partial \theta \) is evaluated at \( \theta = \hat{\theta}(l) \). The Jacobian matrix \( J_l \) can be easily calculated in terms of the output of the next-to-last layer when considering only the weights of the last layer in the neural networks to be random, and when applying no nonlinear transformation to the output of the last layer.
Proof. The proof is given in Appendix A.4.

The improved approximation of the Bayesian inference associated with deep ensembles yields the same expectation (14) for the regression function as the original approximation (9), together with a covariance matrix (15) that includes the additional term $\gamma_l J_l J_l^T$ (compared to (10)). In this way, the epistemic part of the uncertainty of the conventional deep ensembles is enlarged. Samples from the posterior (13) for the regression function can be easily obtained by first sampling an $l \in \{1, \ldots, L\}$ with probability $\frac{1}{L}$. Second, a $\theta^{(l)}$ is sampled from $N(\hat{\theta}^{(l)}, \gamma_l I)$ and third, $\eta_{\theta^{(l)}}(x)$ is evaluated. To sample from the posterior predictive distribution, a fourth step is added: sample a $y$ from $N(\eta_{\theta^{(l)}}(x), \sigma^2_{\hat{\theta}^{(l)}}(x)I)$ of the $l$th network. The sampling procedure is summarized in Algorithm 2.

Algorithm 2: sample from the posterior of the regression function $\pi(\eta|x, D)$ and from the posterior predictive distribution $\pi(y|x, D)$

| Result: sample from $\pi(\eta|x, D)$: steps 1-3; sample from $\pi(y|x, D)$: steps 1-4; |
|---|
| 1. sample $l$th network uniformly from $l \in \{1, \ldots, L\}$; |
| 2. sample network weights $\theta^{(l)}$ from $N(\hat{\theta}^{(l)}, \gamma_l I)$; |
| 3. evaluate $\eta_{\theta^{(l)}}(x)$; |
| 4. evaluate $\sigma^2_{\hat{\theta}^{(l)}}(x)$ and sample from $N(\eta_{\theta^{(l)}}(x), \sigma^2_{\hat{\theta}^{(l)}}(x)I)$.

4 Results

In this section, we numerically compare the classical deep ensembles [11] (DE) to the introduced extended approach (DE extended). The implemented code, together with examples, is provided\(^1\). Following Algorithm 1, the network training procedure is exactly the same for the classical and the extended deep ensembles. The inferred regression function is identical in both cases, namely the average over the estimates of all ensemble members $\frac{1}{L} \sum_{l=1}^{L} \eta_{\theta^{(l)}}(x)$ at the trained MAPs $\hat{\theta}$. The only difference is the additional term of the extended covariance matrix in (15), which is related to the epistemic part of the uncertainty.

The architecture of all networks in this work is fully connected, with three hidden layers consisting of 128, 64, and 32 neurons, respectively. Uncertainties are understood as 95% credible intervals calculated in terms of an assumed Gaussian distribution using the approximate variance formulas (i.e. 1.96 times the standard deviation). Coverage probabilities refer to the number of test cases that lie within the 95% symmetric credible interval. Training and test data are always disjoint and all obtained results are shown in respect to the test set.

Experiments on simulated data

Training is performed over 60 epochs with a learning rate drop factor of 0.1 for the last five epochs and a mini batch size of 64. The regularization parameter $\lambda$ is always set to one

\(^1\)BayesianDeepEnsembles
over the number of available training data. All data of the output space are normalized by subtracting the mean and dividing the difference by the standard deviation of the corresponding training set. The input data are uniformly drawn from the support \([-1, 1]\). The training and test sets are disjoint. All presented results refer to the test data. The hyperparameters and the network architecture are not fine-tuned, as the achieved accuracy suffices for the purpose of this work.

Figure 3: The results are plotted for the classical deep ensembles (first row) and the proposed extension (second row). The coverage probabilities (cp) and root-mean-squared errors (rmse) are given for the estimated posterior predictive distribution (first column) and the regression function (second column). The estimates, predictions and corresponding uncertainties are plotted (in blue) together with the underlying disturbed and undisturbed ground truth data (in red). In the third column, the epistemic uncertainties are plotted together with the errors of the estimated regression function to the ground truth.

Figure 3 shows the predicted regression function and the resulting total and epistemic uncertainties for the classical and extended deep ensembles together with the ground truth. The data \(y(x) \in \mathbb{R}, x \in [-1, 1]\), are normally distributed around the regression function \(\eta(x) = \frac{1}{2}((4.5x)^4 - (18x)^2 + 22.5x)\) with a standard deviation of 10. An ensemble of 10 networks was trained using 200 data samples with a learning rate equal to 1/200. The total uncertainty is much greater than the epistemic part of the uncertainty for the classical deep ensembles, when comparing the first two images of the first row. This means that the aleatoric part of the uncertainty is dominant. The total uncertainty almost perfectly covers the underlying disturbed data and hence, the approximation of the posterior predictive distribution seems to work well for both approaches. However, the second column shows that the uncertainty for the inferred regression function covers the ground truth in less than 60% of the considered test cases for the conventional deep ensembles, i.e. the conventional deep ensembles underrate the uncertainty. In contrast, the extended deep ensembles cover the regression function completely, as shown in the second row (second and third image), and hence yield a more reliable, yet to some extent conservative, uncertainty quantification.

Another comparison between the classical and extended deep ensembles is given in Figure
Figure 4: The coverage probabilities for the regression function of the classical deep ensembles approach and its suggested extension are plotted in the first row in dependence on an increasing amount of training data and an increasing number of ensemble members, respectively. The second row shows the corresponding root-mean-squared errors (which are the same for both approaches).

4, which analyzes the dependence of the amount of training data and the number of trained ensemble members on the epistemic uncertainty. The data samples \( y(x) \in \mathbb{R}, x \in [-1, 1] \), are normally distributed around the regression function \( \eta(x) = \sum_{i=1}^{2}(1.5x_i - 1)^2(1.3x_i + 1)^2 \) with a standard deviation of 0.2. The results of the first column of Figure 4 are based on an ensemble of 10 networks which are trained with a learning rate of 0.001. The ensembles yielding the plots in the second column are trained using 600 data samples with a learning rate of 1/600. The results show that the extended approach consistently outperforms the classical deep ensembles with a coverage probability of over 80% in almost every setting. Even for a single network, the coverage of the extended method is about 70%, while there is no epistemic uncertainty at all in the classical method for this case. We observe in this example that the uncertainty is not further improved when the number of networks for the ensemble is increased. The uncertainties of the two approaches are expected to converge for an infinite amount of training data, which seems to be supported by the observed results. Finally, we note that the root-mean-squared error of the predicted regression function is the same for the two approaches since the same estimates are reached. It decreases for an increasing amount of training data and is more stable for an increasing number of ensemble members.

Experiments on real data

The proposed extension is tested on four real data sets downloaded from the UCI data base [40]. A summary of the data sets (e.g. amount of training and test data) and the chosen hyper parameters for the network training are given in Table 1. All data are normalized, i.e. the mean is subtracted and the difference is divided by its standard deviation. All networks are trained using the Adam optimizer [41] and a constant learning rate up to the last five epochs where the learning rate drops by a factor of 0.5 in every epoch. The results are shown in Table 2 for the classical deep ensembles [11] and the proposed
extension. All investigations are conducted for an ensemble of five neural networks and an ensemble of ten neural networks, respectively. Note that the root-mean-squared error (RMSE) of the predicted regression function based on the given (noisy) target values and the aleatoric uncertainty are the same for both methods since the proposed extension has only an effect on the epistemic uncertainty via the post-processing step. The epistemic and total coverages describe the relative amount of target data that lie in the 95% symmetric credible intervals. The epistemic coverage relates only to the epistemic uncertainty, while the total coverage relates to both the epistemic and the aleatoric uncertainty, i.e. the total uncertainty. A “good” uncertainty estimation would have a total coverage of 95%, which is roughly true for both variants and the here considered examples. The epistemic uncertainty, however, relates to the distance of the inferred regression function to the underlying ground truth, which is unknown. The epistemic coverage therefore refers to the same noisy target values as the total coverage, and is expected to be smaller than 95%.

The ratio between the epistemic and aleatoric variances describes the proportion of the two estimated uncertainty sources. Furthermore, this ratio shows how the epistemic part of the uncertainty changes for the proposed extension in comparison the original method. In the considered examples, the aleatoric part dominates the uncertainty, because the ratio of the epistemic and aleatoric variances is always smaller than one. However, the proposed extension has a significant impact on the estimated epistemic uncertainties in the first two data sets (QSAR aquatic toxicity and yacht hydrodynamics) where only comparatively few data samples are available. Here, the increase of the epistemic uncertainty and the epistemic coverage for the proposed extension of deep ensembles can be considered an improvement, because the total coverage remains well calibrated without being further increased. In contrast, the proposed extension shows no effect on the last data set (year prediction MSD), which means that the proposed approximation of the posterior of the network parameters (11) through a family of normal distributions can safely be replaced with a family of delta distributions according to the classical deep ensembles (2).
Table 2: The results are shown for the classical deep ensembles and the proposed extension for the four data sets from Table 1. The root-mean-squared error (RMSE) of the predicted regression function and the epistemic and total coverages, i.e. the relative amount of target data that lie in the 95% symmetric credible intervals, are based on the given (noisy) target values. The ratio describes the mean over the test set of the estimated epistemic variances divided by the estimated aleatoric variances.

finding is also in accordance with the expectation that widths of the normal distributions tend to zero when the amount of training data become large (cf. Theorem 1).

5 Conclusions and Outlook

In this work, we have explicitly derived the deep ensembles [11] as an approximation of a conventional Bayesian inference by stating the underlying approximations and assumptions, including the required statistical model and choice of prior. We have developed an extension to the deep ensembles that improves its uncertainty quantification without losing any of the advantages of the approach, and without altering its training procedure or inferred regression function. This is achieved by replacing the delta distributions that serve as an approximation of the posterior for the network parameters in a Bayesian framework with normal distributions that have finite variances. The corresponding variances can be computed analytically in a post-processing step by minimizing the Kullback-Leibler divergence between the approximate posterior and the true posterior. The introduced method can also be employed to easily obtain an epistemic uncertainty for a single trained neural network.

The proposed extension of the deep ensembles yields an additional term to the covariance matrix of the estimated regression function that results in an enlarged epistemic uncertainty. Simple numerical experiments illustrate the effect of the extended approach.
leading to a more appropriate uncertainty quantification for the inferred regression function than classical deep ensembles.

The aim of this paper was to explicitly state the underlying approximations and assumptions needed to view the deep ensembles as an approximate Bayesian method, and to introduce a straightforward and easy-to-implement extension that leads to an improved uncertainty quantification for this state-of-the-art method. The basis of the proposed extension is similar to ideas that have already been put forward in related work [28, 25]. In contrast to those approaches, however, the extension of deep ensembles presented here does not alter the actual method, but simply adds a post-processing step. Future work could address the adaption to classification problems, replacing the linear unit of the network output with a convolution layer for imaging tasks, and relaxing the uniform weights $1/L$ of the Gaussian mixture distributions. Combining our extension with other methods that improve the accuracy of deep ensembles [47] or their extrapolation power [23] could be analyzed as well.
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Appendix A

A.1 Mean and covariance matrix of the posterior predictive distribution for the original deep ensembles approach

The first (6) and central second (7) moments of the approximation (5) of the posterior predictive distribution are calculated as follows:
\[ E(y|x, D) = \int y \pi(y|x, D) dy \]
\[ \approx \frac{1}{L} \sum_{l=1}^{L} \int y N(y; \eta_{\hat{\theta}}(x), \sigma_{\hat{\theta}}^2(x) I) dy \]
\[ = \frac{1}{L} \sum_{l=1}^{L} \eta_{\hat{\theta}}(x), \]

\[ Cov(y|x, D) = \int \left[ (y - E(y|x, D))(y - E(y|x, D))^T \right] \pi(y|x, D) dy \]
\[ \approx \frac{1}{L} \sum_{l=1}^{L} \int \left[ (\eta_{\hat{\theta}}(x) - E(y|x, D))(\eta_{\hat{\theta}}(x) - E(y|x, D))^T \right. \]
\[ + (y - \eta_{\hat{\theta}}(x))(\eta_{\hat{\theta}}(x) - E(y|x, D))^T \]
\[ + (\eta_{\hat{\theta}}(x) - E(y|x, D))(y - \eta_{\hat{\theta}}(x))^T \]
\[ + (y - \eta_{\hat{\theta}}(x))(y - \eta_{\hat{\theta}}(x))^T N(y; \eta_{\hat{\theta}}(x), \sigma_{\hat{\theta}}^2(x) I) dy \]
\[ = \frac{1}{L} \sum_{l=1}^{L} \left[ (\eta_{\hat{\theta}}(x) - E(y|x, D))(\eta_{\hat{\theta}}(x) - E(y|x, D))^T + \sigma_{\hat{\theta}}^2(x) I \right]. \]

### A.2 Proof of Lemma 1

Application of the change-of-variables formula and the approximation (2) of the posterior \( \pi(\theta|D) \) yield the following for the regression function \( \eta \equiv \eta_\theta(x) \):

\[ \pi(\eta|x, D) = \int \delta(\eta - \eta_\theta(x)) \pi(\theta|D) d\theta \]
\[ \approx \int \delta(\eta - \eta_\theta(x)) \frac{1}{L} \sum_{l=1}^{L} \delta(\theta - \hat{\theta}(l)) d\theta \]
\[ = \frac{1}{L} \sum_{l=1}^{L} \delta(\eta - \eta_{\hat{\theta}}(x)). \]

The expectation and covariance matrix then follow immediately:

\[ E(\eta|x, D) = \int \eta \pi(\eta|x, D) d\eta \]
\[ \approx \frac{1}{L} \sum_{l=1}^{L} \int \eta \delta(\eta - \eta_{\hat{\theta}}(x)) d\eta \]
\[ = \frac{1}{L} \sum_{l=1}^{L} \eta_{\hat{\theta}}(x), \]
Using (17), the following equations hold:

\[
\text{Cov} (\eta | x, D) = \int \left[ (\eta - E(\eta | x, D)) (\eta - E(\eta | x, D))^T \right] \pi(\eta | x, D) d\eta
\approx \frac{1}{L} \sum_{l=1}^{L} \int \left[ (\eta_{\theta_{l}}(x) - E(\eta | x, D)) (\eta_{\theta_{l}}(x) - E(\eta | x, D))^T \right.
+ (\eta - \eta_{\theta_{l}}(x)) (\eta_{\theta_{l}}(x) - E(\eta | x, D))^T
+ (\eta_{\theta_{l}}(x) - E(\eta | x, D)) (\eta - \eta_{\theta_{l}}(x))^T
+ (\eta - \eta_{\theta_{l}}(x)) (\eta - \eta_{\theta_{l}}(x))^T \delta(\eta - \eta_{\theta_{l}}(x)) d\eta
\]

\[
= \frac{1}{L} \sum_{l=1}^{L} \left[ (\eta_{\theta_{l}}(x) - E(\eta | x, D)) (\eta_{\theta_{l}}(x) - E(\eta | x, D))^T \right]. \quad \square
\]

A.3 Proof of Theorem 1

The objective function to be maximized is the ELBO from equation (12):

\[
\text{ELBO} = E_q \log p(D|\theta) - KL(q(\theta)\|\pi(\theta)) .
\]

The first term of equation (12) is the expectation of the log likelihood (up to a constant):

\[
E_q \log p(D|\theta) = - \frac{1}{2L} \sum_{l=1}^{L} \sum_{i=1}^{N} \int \left( \theta; \tilde{\theta}_{x}^{(l)}, \gamma l \right) \left( \frac{|y_i - \eta_{\theta}(x_i)|^2}{\sigma_{\theta_{x}}^2(x_i)} + p_y \log(\sigma_{\theta_{x}}^2(x_i)) \right) d\theta,
\]

(16)

where \(||.||\) refers to the \(L^2\) norm. Note that the parameters of the last layer related to the variances \(\sigma_{\theta_{x}}^2\) of the statistical model (1) are fixed after the network training. The parameters \(\theta\) of the corresponding mean \(\eta_{\theta}\) are drawn only from the last layer to the output without any nonlinearity. Hence, the network output of the \(l\)th ensemble member can be written as

\[
\eta_{\theta}(x) = W_{\theta} \tilde{\eta}_{\theta_{l}}^{(l)}(x), \quad W_{\theta} = W_{\theta_{x}} + \sqrt{\gamma l} \mathcal{E} \in \mathbb{R}^{p_y \times p_{\eta}}, \mathcal{E} \sim N(0, I),
\]

(17)

where \(\tilde{\eta}_{\theta_{l}}^{(l)}(x)\) is the output of the next-to-last layer of the trained network. The dependence of \(\tilde{\eta}_{\theta_{l}}^{(l)}(x)\) on \(\theta\) is suppressed, assuming that the corresponding MAP estimates for \(\theta\) are taken. \(W_{\theta}\) contains the parameters of the linear unit drawn from a normal distribution around the MAPs \(W_{\theta_{l}}\) with the same elementwise variance \(\gamma l\) for each parameter. Here, the operation “\(\sim\)” means “elementwise drawn”. \(\mathcal{E}\) is a matrix with the same dimensionality as \(W_{\theta_{l}}\), i.e. the output dimension \(p_y\) times the dimension of the last layer \(p_{\eta}\).

Using (17), the following equations hold:

\[
\int \left( \theta; \tilde{\theta}_{x}^{(l)}, \gamma l \right) ||y - \eta_{\theta}(x)||^2 d\theta
= E_{\mathcal{E}} \left[ ||y - (W_{\theta_{x}} + \sqrt{\gamma l} \mathcal{E}) \tilde{\eta}_{\theta_{l}}^{(l)}(x)||^2 \right]
\]

\[
= E_{\mathcal{E}} \left[ ||y - W_{\theta_{x}} \tilde{\eta}_{\theta_{l}}^{(l)}(x)||^2 - 2(y - W_{\theta_{x}} \tilde{\eta}_{\theta_{l}}^{(l)}(x))^T (\sqrt{\gamma l} \mathcal{E} \tilde{\eta}_{\theta_{l}}^{(l)}(x)) + ||\sqrt{\gamma l} \mathcal{E} \tilde{\eta}_{\theta_{l}}^{(l)}(x)||^2 \right]
\]

\[
= ||y - \eta_{\theta_{l}}(x)||^2 - \gamma l E_{\mathcal{E}} \left[ ||\mathcal{E} \tilde{\eta}_{\theta_{l}}^{(l)}(x)||^2 \right],
\]

(18)
where $\eta_{\theta^{(l)}}$ is the trained network with MAP estimates. Furthermore, the following holds:

$$E_{\theta} \left[ \|E_{\tilde{\theta}^{(l)}}(x)\|^2 \right] = E_{\theta} \left[ (E_{\tilde{\theta}^{(l)}}(x))^T (E_{\tilde{\theta}^{(l)}}(x)) \right]$$

$$= \sum_{\alpha=1}^{p_y} \sum_{\beta=1}^{p_y} \tilde{\theta}^{(l)}(x)_{\alpha} E_{r,\alpha} E_{r,\beta} \tilde{\theta}^{(l)}(x)_{\beta} \tag{20}$$

$$= \sum_{\alpha=1}^{p_y} \sum_{\beta=1}^{p_y} \tilde{\theta}^{(l)}(x)_{\alpha} E_{r,\alpha} \tilde{\theta}^{(l)}(x)_{\alpha} \tag{21}$$

$$= \sum_{\alpha=1}^{p_y} \sum_{\beta=1}^{p_y} \tilde{\theta}^{(l)}(x)_{\alpha} (\text{Var}(E_{r,\alpha}) + E_{r,\alpha}^2) \tilde{\theta}^{(l)}(x)_{\alpha} \tag{22}$$

$$= p_y \|\tilde{\theta}^{(l)}(x)\|^2. \tag{23}$$

Inserting (19) and (24) into equation (16) yields:

$$E_{q} \log p(D|\theta) = -\frac{1}{2L} \sum_{l=1}^{L} \sum_{i=1}^{N} \left( \|y_i - \eta_{\theta^{(l)}}(x)\|^2 + \gamma p_y \|\tilde{\theta}^{(l)}(x)\|^2 \right) + p_y \log(\sigma^2_{\eta^{(l)}}(x_i)) \right) \tag{25}$$

The second term of the ELBO (12) is the Kullback-Leibler divergence between the approximation of the posterior $q(\theta)$ and the chosen prior $\pi(\theta)$. The following holds:

$$KL \left( q(\theta) \| \pi(\theta) \right) = \int q(\theta) \log \frac{q(\theta)}{\pi(\theta)} d\theta \tag{26}$$

$$= \int \frac{1}{L} \sum_{l=1}^{L} N \left( \theta; \hat{\theta}^{(l)}, \gamma I \right) \log \left( \frac{1}{\frac{1}{L} \sum_{r=1}^{L} N \left( \theta; \hat{\theta}^{(r)}, \gamma I \right) } \right) d\theta \tag{27}$$

$$\approx \frac{1}{L} \sum_{l=1}^{L} \int N \left( \theta; \hat{\theta}^{(l)}, \gamma I \right) \log \left( \frac{\frac{1}{L} N \left( \theta; \hat{\theta}^{(l)}, \gamma I \right) }{\pi(\theta)} \right) d\theta \tag{28}$$

$$= \frac{1}{L} \sum_{l=1}^{L} KL \left( N(\theta; \hat{\theta}^{(l)}, \gamma I) \| \pi(\theta) \right) - \frac{1}{L} \sum_{l=1}^{L} \log(L). \tag{29}$$

The approximation

$$\int N \left( \theta; \hat{\theta}^{(l)}, \gamma I \right) \log \left( \sum_{r=1}^{L} N \left( \theta; \hat{\theta}^{(r)}, \gamma I \right) \right) d\theta$$

$$\approx \int N \left( \theta; \hat{\theta}^{(l)}, \gamma I \right) \log \left( N \left( \theta; \hat{\theta}^{(l)}, \gamma I \right) \right) d\theta \tag{30}$$

is valid under the assumption that the between-variability of the MAP estimates is large compared to the within-variability, since then the first term of the integrand (the normal distribution around $\hat{\theta}^{(l)}$) goes sufficiently fast to zero for distant $\hat{\theta}^{(r)}, r \neq l$.

It is well known that the Kullback-Leibler divergence between two Gaussians can be calculated analytically. It follows that:

$$KL \left( N(\theta; \hat{\theta}^{(l)}, \gamma I) \| \pi(\theta) \right) = KL \left( N(\theta; \hat{\theta}^{(l)}, \gamma I) \| N(\theta; 0, \lambda^{-1} I) \right) \tag{31}$$

$$= \frac{1}{2} \left( p_\theta \gamma \lambda + \lambda \|\hat{\theta}^{(l)}\|^2 - p_\theta - p_\theta \log(\gamma \lambda) \right), \tag{32}$$
where \( p_\theta := \dim(\hat{\theta}^{(l)}) \), \( l = 1, \ldots, L \). Here, \( p_\theta = p_gp_\eta \), as only the weights \( W_\theta \) of the last linear unit of the network are random. It follows with (29) that

\[
KL(q(\theta)\|\pi(\theta)) = \frac{1}{2L} \sum_{l=1}^{L} \left( p_gp_\eta\gamma_l\lambda + \lambda\|W_{\hat{\theta}^{(l)}}\|_F^2 - p_gp_\eta\gamma_l\log(\gamma_l\lambda) \right) - \frac{1}{L} \sum_{l=1}^{L} \log(L), \tag{33}
\]

where \( \cdots \cdot \cdot \cdot \|_F \) denotes the Frobenius norm.

Now, the ELBO is given by combining (25) and (33):

\[
ELBO = E_q \log p(D|\theta) - KL(q(\theta)\|\pi(\theta)) = - \frac{1}{2L} \sum_{l=1}^{L} \sum_{i=1}^{N} \left( \frac{\|y_i - \eta_{\hat{\theta}^{(l)}}(x_i)\|^2}{\sigma_{\hat{\theta}^{(l)}}^2(x_i)} + p_g\log(\sigma_{\hat{\theta}^{(l)}}^2(x_i)) \right) + \frac{1}{2} \sum_{l=1}^{L} \left( \sum_{i=1}^{N} p_g\|\hat{\theta}^{(l)}(x_i)\|^2 + p_gp_\eta\lambda \right) - \frac{1}{L} \sum_{l=1}^{L} \log(L)
\]

\[
\frac{1}{L} \sum_{l=1}^{L} \log(L) - \frac{1}{2} \sum_{i=1}^{N} \left( \frac{\|y_i - \eta_{\hat{\theta}^{(l)}}(x_i)\|^2}{\sigma_{\hat{\theta}^{(l)}}^2(x_i)} + p_g\log(\sigma_{\hat{\theta}^{(l)}}^2(x_i)) \right) + \frac{1}{2} \sum_{l=1}^{L} \left( \sum_{i=1}^{N} p_g\|\hat{\theta}^{(l)}(x_i)\|^2 + p_gp_\eta\lambda \right) \gamma_l + \frac{1}{2} p_gp_\eta\log(\gamma_l). \tag{34}
\]

In total, the ELBO takes the form:

\[
ELBO = \frac{1}{L} \sum_{l=1}^{L} (a_l + b_l\gamma_l + c_l\log(\gamma_l)), \tag{35}
\]

where \( a_l, b_l, c_l \) are given analytically in dependence on the (local) MAP estimates \( \hat{\theta}^{(l)}, l = 1, \ldots, L \). The maximizer of (35) w.r.t. the \( \gamma_l \) is given by

\[
\gamma_l = - \frac{c_l}{b_l} = \frac{p_\eta}{\sum_{i=1}^{N} \|\hat{\theta}^{(l)}(x_i)\|^2 + p_\eta\lambda}, \quad l = 1, \ldots, L. \tag{36}
\]

Note that \( b_l \neq 0 \) holds. It can be expected that \( \sum_{i=1}^{N} \|\hat{\theta}^{(l)}(x_i)\|^2 \) is unbounded as \( N \) grows, since the individual networks are trained independently. Under this assumption, it follows that \( \gamma_l \to 0 \) for \( N \to \infty \). \( \square \)

### A.4 Proof of Theorem 2

The proof is straightforward in analogy to the proof of Theorem 1 (cf. Appendix A.2), with the following addition:

\[
\int (\eta - \eta_{\hat{\theta}^{(l)}}(x)) (\eta - \eta_{\hat{\theta}^{(l)}}(x))^T \delta(\eta - \eta_{\theta}(x))N \left( \theta; \hat{\theta}^{(l)}, \gamma_l1 \right) d\theta d\eta \approx \gamma_l J_l J_l^T, \quad l = 1, \ldots, L,
\]
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using the first-order Taylor approximation \( \eta_\theta(x) \approx \eta_{\hat{\theta}(l)}(x) + J_l(\theta - \hat{\theta}(l)) \) of \( \eta_\theta \) for \( \theta \) in the vicinity of \( \hat{\theta}(l) \).

The derivative \( J_l \) can be easily calculated based on the output of the next-to-last layer of the trained networks (cf. Appendix A.3 (17)) and equation (14).  \( \square \)