A Methodology to Involve Domain Experts and Machine Learning Techniques in the Design of Human-Centered Algorithms
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Abstract. Machine learning techniques are increasingly applied in Decision Support Systems. The selection processes underlying a conclusion often become black-boxed. Thus, the decision flow is not always comprehensible by developers or end users. It is unclear what the priorities are and whether all of the relevant information is used. In order to achieve human interpretability of the created algorithms, it is recommended to include domain experts in the modelling phase. Their knowledge is elicited through a combination of machine learning and social science techniques. The idea is not new, but it remains a challenge to extract and apply the experts’ experience without overburdening them. The current paper describes a methodology set to unravel, define and categorize the implicit and explicit domain knowledge in a less intense way by making use of co-creation to design human-centered algorithms, when little data is available. The methodology is applied to a case in the health domain, targeting a rheumatology triage problem. The domain knowledge is obtained through dialogue, by alternating workshops and data science exercises.
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1 Introduction

Decision Support Systems (DSSs), a set of manual or computer-based interactive tools made to support complex decision-making and problem solving, have demonstrated applicability in a multitude of realms [1–4]. Ideally, DSSs are built through a collaboration between data scientists, who build the models on historical data, and domain experts, who communicate their proficiency in order to discern the relative importance of the data features, and to tune the model parameters [5]. Collecting expert knowledge and skills entails obtaining access to both the explicit and tacit knowledge they apply in decision-making. This necessity is underscored by precedents such as the case in which a DSS was created for a hospital in order to detect patients with sepsis. The involved physician expected the system to work on the limited set of explicit
parameters he used during his consultations. However, data scientists failed to build an effective model. Subsequently, the physician was asked to classify patients solely on data given to the model. This led to poor results which convinced him that the model required previously unexpressed parameters. Yet, the collection of relevant tacit knowledge is cumbersome and time-consuming, as experts are often unaware that they even possess it, or instinctively apply it. This makes it remarkably difficult for them to verbalize the information, and for others to collect it [6]. Furthermore, the sharing of tacit knowledge is influenced by the level of trust between the two parties [7]. These factors have led scholars of information technology systems to refer to the practice as the ‘knowledge acquisition bottleneck’ in system development [8]. Recent papers in the research field have addressed the statistical model development or the co-creation interface design of the DSS. However, a detailed description of the applied co-creation method for acquiring the underlying rules for a DSS is missing in literature, although being recognized as a strenuous task [9–11].

The current paper presents a co-creation method that aims to facilitate the troublesome task of substantiating the experts’ tacit and explicit domain knowledge by visualizing it in a graph, easily interpretable by the data scientist. An efficient procedure is proposed that requires limited investment from the domain experts. In a next step, the data scientist uses the created graph to structure the data and fine-tune the data-driven developed model. The proposed method thus makes the singular modeling decisions explicit. This eventually allows the domain expert to reflect not only on the outcomes of the applied DSS, but also on the process and choices leading to the offered recommendations, hence rendering the underpinning algorithms interpretable by humans. This is of importance as granting insight into the reasoning behind an automated decision has been known to enhance the trust and uptake of such systems [12]. An additional benefit of the involvement of domain experts is that they can act as a gateway to larger historical, annotated data sets.

The remainder of the paper is structured as follows: the first section provides an overview of the applicability of DSSs and how domain experts are traditionally involved in algorithmic design. Next, we propose the interdisciplinary method of domain expert involvement for contributing their knowledge, during which we present how it was applied in order to address a triage problem in the field of rheumatology. The paper concludes with a review of the advantages and limitations of our approach and how expert knowledge can be used to create open and interpretive DSSs, while refraining from overburdening the involved expert.

2 Related Work

2.1 Decision Support Systems

Human judgement and decision-making are often suboptimal, especially in situations where the amount of information required to attain the best solution is substantial and the outcome is expected to be precise [13]. DSSs help out by structuring the cognitive process latent to the decision-making, and by granting educated access to the various required information sources [13]. Entering the fourth decade since their inception,
DSS applicability has been demonstrated in a multitude of realms, such as business, engineering and the military [1–4, 14]. As decision-making in healthcare is growing in complexity, DSSs have also been developed specifically for clinical settings [4, 11]. Notwithstanding their suitability for multiple domains and the recent fast-paced research developments in the DSS domain, their actual adoption rate remains low. One of the causes mentioned is the lack of adequate interpretability [15]. The tools made for this purpose should be amenable to verification testing, which means that developers and end users should be able to assure that the DSS is based on correct assumptions and that it operates conform to accepted domain expertise [15].

2.2 Knowledge Acquisition for DSS

Many intelligent DSS implementations are based on expert systems, or knowledge-based systems [9, 16–19]. Their foundation is established through different knowledge acquisition techniques, such as computer modeling, case based reasoning, observations and co-creation methods [10]. The next two sections provide an overview of the machine learning and social science techniques that facilitate the process, how they can benefit from each other and the challenges they continue to encounter.

Machine Learning Techniques (ML). Computing power becomes increasingly potent through advancements in data science and machine learning. This allows for the automatic inference of the required decision rules from historical data through white-box or black-box machine learning. White-box techniques, such as decision tree induction and classification rule mining, are able to give an explanation and, as previously indicated, are applicable for expert decision support within critical domains [20]. However, their predictive performance tends to be lower than that of black-box techniques, such as artificial neural networks. The latter approaches are often able to learn features automatically with higher predictive performance, but they cannot provide an explanation for their predictions [20].

A number of challenges with the application of machine learning techniques for knowledge acquisition persist. First, a prerequisite of both white-box and black-box machine learning techniques to result in sound algorithms is access to a considerable amount of historical training data, which is not always easy to obtain. Second, it has to be noted that high predictive accuracy and consistency on historical data sets do not necessarily lead to the development of proper predictive systems, as the performance can be poor when having to deal with novel, unknown or uncertain cases [21]. Moreover, integral black-box methods have as a consequence the inaccessibility of knowledge and procedure on which decisions are based and are thus incomprehensible to their developers or eventual users. When the results of a DSS are not up to par, their designers are thus unable to know which parameters should be altered or deleted altogether. Furthermore, the application domain experts and end users of these tools cannot convey decisions on blind faith, when they are unable to explain them [12]. These considerations led us to further examine how machine learning for knowledge acquisition can be supported by input from social science techniques.
Social Science Techniques. Already in 1987, it was acknowledged by Keen that the DSS field is located at the intersection of human judgement and the power of computer technology [2]. Current social science techniques of knowledge collection for DSSs are often a combination of literature review and quantitative and qualitative data collection, such as surveys and interviews [18]. The benefits of these methods are: 1) gaining access to applied decision rules that do not necessarily come forth from the historical data; 2) the explicit account of parameters enhances the interpretability at the modeling phase, which leads to greater interpretability at run-time; and lastly, 3) the involved domain experts might act as a gateway to historical (training) data. However, it is not difficult to understand why knowledge acquisition is still considered a bottleneck in the development of DSSs. The unwillingness to share due to mistrust, and the unavailability of experts with sufficient time are well-known obstacles [5]. Furthermore, the externalization of the tacit knowledge that domain experts gather through experience, and apply in a subconscious manner, remains a challenge as it is often a non-organized part of the experts’ intuition [5, 9, 17, 22]. To this end, the use of metaphors and narratives is prescribed in order to facilitate this externalization. However, the exact course of action is not specified [9]. Moreover, literature mentions how tacit knowledge is often only revealed during observations when a prototype of the DSS is already available [22].

The methodology disclosed in the current paper seeks to overcome these drawbacks by providing an efficient means to capture tacit knowledge before a prototype is developed. It is part of a larger evolution investigating how machine learning and social science techniques can complement each other for knowledge acquisition in the development of DSSs [10]. The method consists of a succession of generative workshops with explicit probing and project techniques, designed to obtain latent and tacit knowledge [23]. Involvement of domain experts in this manner has been recognized to reduce the chance of overlooking crucial data [18]. More specifically, this paper aims to address the general lack of an explicit presentation of the detailed protocol used for knowledge acquisition in DSS design in literature [10].

3   A Methodology for Knowledge Acquisition for DSS Design

The present paper proposes a methodology for the materialization of expert knowledge through a succession of qualitative workshops. The method is particularly applicable towards the development of the knowledge base in a variety of domains for which the decision-making process is susceptible to automated support. Each step of the protocol is rigorously described with an immediate illustration of how it is implemented in a health use case, regarding the support of triage in the field of rheumatology. Figure 1 provides an overview of the protocol.
3.1 Step 1: Mapping of Context and Motivation for DSS Development

The need for a DSS can be propagated in different ways: the research team can observe the benefits themselves and take it up in subsequent explorations with relevant experts (top-down), or domain experts can voice their concerns and contact the research team with their request (bottom-up). In both cases, it cannot be assumed that the researchers fully understand the context, frustrations and motivations in the specific domain.

After an introductory meeting with domain experts, a preliminary literature review and context mapping is performed. However, an exhaustive understanding is unattainable, and can even be counterproductive for the course of the development process, as it undermines the need for detailed descriptions from experts. Nevertheless, a basic understanding is imperative in order to decide upon 1) the minimum number of workshops, 2) the required domain expertise and characteristics of the attending participants, 3) the number of participants in each workshop and, 4) the mix of participants in each workshop. The participants should have different experiences and should preferably not be part of the same team, as this would result in shared implicit knowledge that would not be clearly articulated.

Application in the Rheumatology Use Case. A rheumatologist who witnessed the potential utility of a DSS contacted the research team and briefly explained his motivation and the context in which he operates as follows.

Rheumatologists in Flanders, Belgium have to cope with an ever-increasing workload. This is due to the growing number of patients per expert, as a result of an aging population and a decrease in active rheumatologists, as the older generation is retiring and new doctors specializing in the field are scarce. The rheumatologist had strong beliefs that a digital triage system, supporting General Practitioners (GPs) in their diagnosis, could remove some of the burden from the medical specialist, if able to reduce the number of misguided patient referrals. As a first step, he enables a number of GPs to fill in a digital checklist for patients who were suspected of suffering from rheumatism. Data for 127 patients was collected. As a second step, the rheumatologist
went through the data to determine if the specific patients were eligible to get an urgent appointment. Although successful, the post-analysis by the professional was too labor-intensive to be practical in a real-life setting.

In a first meeting with the research team, it was established that the logical step forward was to extract the knowledge rheumatologists applied in evaluating such digital checklists. It was decided that three workshops would be conducted: one with rheumatologists affiliated with a university, one with private rheumatologists, and one with general practitioners. The objective of the workshops was to identify the patients who were eligible for referral according to each party involved, which rules they apply in their diagnosis, and which data sources should be accessible. A fourth workshop, containing a mix of the different participants, would subsequently be conducted in order to validate the extracted knowledge.

3.2 Step 2: Gathering Historical Data and Explicit Knowledge

The inclusion of domain experts from early on in the creation of a DSS, before a prototype is conceived, is a valuable asset as they can act as a gateway to annotated historical data. During the initial meeting, it is discussed if they know or are in the possession of annotated data. Moreover, the experts can refer to easily collectable, explicit knowledge they apply in the course of the decision-making process. This consists of the decision rules and data sources experts can effortlessly identify when inquired about the information they base their day-to-day judgements upon. These are in subsequent steps used for both the creation of a baseline DSS and the further development of the co-creation workshops.

Application in the Rheumatology Use Case. As the rheumatologist declared in the initial meeting that he was already in possession of a digital checklist and referral data for 127 patients, the research team inquired for an anonymized version of this labeled training data. This file was based on the already-existing screening sheet with patient data and the evaluation of the expert on whether they were urgently to be referred to a rheumatologist.

3.3 Step 3: Preparation and Application of the Labeled Training Data in Machine Learning (ML)

The information on knowledge application that was gathered in the second step allowed for the creation of a baseline DSS. The objective was to discover how successful the DSS is when created by purely using different data-mining algorithms on the available historical annotated data. Gathered training data is often not directly useable to its full extent as input for machine learning, e.g. due to inconsistent input of parameters such as variable data formats, open text fields that allow unstructured input and missing values. Therefore, an initial data cleaning is often required. Even when the results of this initial ML exercise are not convincing, the examination of the data and the creation of a baseline DSS remain important: not only does this give a baseline performance
level by which future enhancements through the adoption of expert knowledge can be measured, but it also serves as an incentive for the domain experts to accept that an interdisciplinary approach, such as the one presented in this protocol, is beneficial.

**Application in the Rheumatology Use Case.** Based on the anonymized patient data file provided by the rheumatologist, a baseline DSS was built. The expert emphasized the need for an interpretable DSS which meant that it needed to be capable of giving an explanation regarding which process had led to its conclusions. This was required to gain the trust of the domain experts, i.e., the rheumatologists and GPs, in the designed system. The physicians will only be comfortable to use the DSS and follow its recommendation, if they fully understand how the model works. Moreover, it allows the rheumatologist to understand why the patient was referred, so that the urgency of the case can be assessed in deciding upon an appointment date. Therefore, white-box machine learning algorithms were put forward to design the DSS. The most well-known white-box algorithms are decision tree induction and rule learning [24, 25]. Based on its wide successful adoption in practice, the See5 toolkit was used for the rheumatology case [26–28]. It uses the C5.0 algorithm to manufacture decision trees or collections of if-then rules. Several classifiers (either decision trees or rule sets) are generated rather than just one. When a new case is to be classified, each classifier votes for its predicted class and the votes are counted to determine the final class.

As a first step, the data file provided by the rheumatologist needed to be cleaned. This was performed based on the input gathered during the initial meeting with the expert. As a result, 215 different, sometimes overlapping, items on the checklist were derived as input for the DSS. These consisted, for example, of an indication of all the joints and whether they were swollen or painful to the patient, the medical history of the patient, his/her medication usage, results of laboratory tests and medical imaging, etc. An initial filtering of unimportant items, e.g., administrative features, was performed to reach a set of 188 items. See5 generated DSS algorithms with an error rate ranging between 29.36% and 53.8%, when using two separate disjoint datasets for training and evaluation, and an error rate between 7.1% and 14.19% when the complete set was used for training and validation. This was clearly due to the fact that the set of 188 items per case was too large compared to the number of available cases, i.e. 127 patients. Therefore, unconvincing results were obtained, even when trained and executed on the same set. Additional domain knowledge was required in order to reduce the number of items.

### 3.4 Step 4: Design of the Co-Creation Workshops

As an intermediate step, the social scientists involved perform an investigation on probing material and adapting generative techniques aimed at extracting domain expertise. Through a set of workshops, the implicit knowledge the domain experts possessed is extracted and tested. The challenge lies in allowing the participants to share their experiences and intermittently ask them pertinent questions as a non-specialist in the field. This inquiry by an inexperienced party may determine the participants to tell
their stories in a precise manner. Different tools can be used to help convey the descriptions, such as text, narration and visualizations. Each workshop has its specific set-up and lasts for a maximum of two hours. Two different types of workshops can be distinguished: a first set where the knowledge of the experts is gathered and systematized (acquisition workshops), and a second set in which the resulting flowcharts are validated (validation workshop). In the following sections we will elaborate on these, as well as the sequence of different exercises that constitute each session. In general, a preparatory step is required in order to discuss and structure the workshop format. In general, they should contain the different elements enumerated in the following sections. The material used can vary according to the different object of expertise. The specific workshops that are discussed below were designed in close collaboration with the data scientist.

3.5 Step 5: Acquisition Workshops

First Section: Introduction. In the first part of the Acquisition Workshops (AWs), the structure and objectives are introduced to the participants. This component does not differ from that of other interpretative social science research methods. The essential steps required are:

- The organizers present themselves, as well as their roles in the workshop as presented in Table 1.
- The project is shortly presented as well as the contribution of the current workshop to its goal.
- The structure and objectives of the session is explained.
- If the session is being recorded, the participants are notified of this, as well as of what will happen with the recordings.
- An informed consent is provided and signed by all participants. This document describes the aims of the session, what will happen with its results and the possible risks for the participants.
- The different participants and organizers present themselves and their background.

Table 1. The different roles of the organizers during the workshop

| Expertise        | Roles                                      | Applied Reasoning |
|------------------|--------------------------------------------|-------------------|
| Data Scientist   | Architect of the DSS                       | Deduction         |
|                  | Schematizes the articulated knowledge of the domain expert |                   |
| Social Scientist #1 | Facilitator of the workshops               | Induction         |
|                  | Inquires until all relevant knowledge surfaces |                   |
| Social Scientist #2 | Note taker                                |                   |
|                  | Brings attention to missing information    | N/A               |
Second Section: Experience Case Description. Each participant is asked to write down in a few lines a specific case from their experience, for which the decision-making process was intriguing or peculiar. Every expert subsequently shares the case with the other participants. The objective is to steer the discussion away from an abstract level towards more practical and experience-based examples. After each attendant discloses their case to the group, one of them is selected through a short discussion led by the social scientists. This example will lead the rest of the expert consultation, as a common ground on which the participants can share their implicit knowledge. The particularity of the case can for example be attained by pursuing cases where the decision was difficult to make, a bad decision was eventually made or the urgency of the case was underestimated. Past experience has shown that looking for extreme examples contributes to a more animated discussion.

Application in the Rheumatology Use Case. The rheumatologists were asked to write down three different patient cases: a patient that was wrongfully referred to them, a patient that was referred too late, and a patient that was correctly and timely referred. In the alternate workshop, the general practitioners were asked to write down one case in which they had difficulty in deciding if the patient should see a rheumatologist. Afterwards the participants presented their cases to the group with an emphasis on the particularity of each case. After a short discussion, the most thought-provoking patient case was selected, which would be used throughout the workshop.

Third Section: Playing the Omnipotent DSS. In this phase, the experts have to work together and take up the role of an all-knowing and powerful DSS. This fictional system has access to every conceivable information source. The objective of this exercise is to define what information and knowledge are crucial to be considered and in what order it should be requested by the system. The questions that should be repetitively asked by the social scientist facilitating the process are:

- What knowledge do you need (next) to make an educated decision?
- Where do you get this information from?
- Why do you feel this information is pertinent?
- Can you give examples of the knowledge? How do they relate to one another?
- Does everyone agree with this?

Simultaneously, the data scientist takes on the role of the system architect who visualizes the thought processes on large papers. The different information components indicated by the participants are compartmentalized, related to each other and given an hierarchy based on importance. Imperative to this process is a mutual recognition and reciprocal communication flow between facilitator and DSS architect. The facilitator aims to assist the DSS architect by abstracting from the situational and working towards a consensus. When saturation is achieved as no new information components are distinguished, the exercise enters a new phase. The other experience cases, described by the participants but not yet used, are run through the designed omnipotent DSS. This
allows to question the structure, components and sequence as provided by the DSS architect.

Application in the Rheumatology Use Case. In the use case, the facilitator sketched the situation as follows: a patient arrived at a general practitioner, being supported by a DSS. Together the participants had to take up the role of this DSS and decide on whether the patient needed to be immediately referred to a rheumatologist. They had to indicate their information needs during the different stages of the patient visit. The rheumatologist or GP that presented the case needed to provide the information required by her/his colleagues. After each request for information, the facilitator enquired about its importance and at what time the DSS may need this particular piece of information. During this process, the data scientist schematized the whole process. If something was not possible to schematize or a conflict appeared on the existing schema, this was mentioned. In case something was missed, the note-taker brought this to the attention of both the facilitator and the data scientist. After each discussion, the facilitator asked what the follow-up question would be that the system needed in order to make a meaningful referral. This process was repeated until the participants, and thus the DSS, had gathered all of the information they needed.

Fourth Section: Synthesis and Evaluation. The process of the workshop is reviewed in a joint effort with the participants. This starts with a recapitulation of the explicit knowledge available at the start of the session and how this is supplemented by the tacit knowledge that became available. At this moment, an inquiry is made of the information and procedures that are still lacking. Some time is also devoted to the evaluation of the process itself: do the contributors feel that they got to voice their concerns and that their participation was worthwhile?

Application in the Rheumatology Use Case. This final part of the AW started with running through the diagram of different patient cases from the start, in order to see whether all required information needs had materialized. Once everything was included, the original digital screening sheet was brought to the table in order to help identify the differences with the new diagram and to look for an explanation for these differences. Afterwards some time was devoted to the evaluation of the workshops.

3.6 Step 6: Formalization and Issue Detection

After each acquisition workshop, the resulting flowcharts are formalized and structured, with extra input from the transcripts of the note-taker, as some information may have been overlooked during the session itself.

After the finalization of all AWs, the data scientist compares the different flowcharts and integrates them into one consolidated diagram, containing all the different concepts and flows that had been previously indicated (See Fig. 2). Ambiguities and experienced missing links that should be taken into account in the validation workshop (VW) are noted down in the course of this process.
3.7 Step 7: Validation Workshop

Objective of the Validation Workshop. The objective of the validation workshop (VW) is to run through the integrated flowchart and to take away any existing ambiguity that still resides over the priority and necessity of the different questions that the DSS needs to take into account. It also re-evaluates the information sources it needs to address in order to formulate a successful outcome. If the AWs were conducted with different types of stakeholders, a sub-selection with equal representation of each party needs to be present in the VW. The different steps that are undertaken in the VW are summarized below.
Application in the Rheumatology Use Case. The participants of the VW were two rheumatologists and two general practitioners.

First Section: Introduction. The intent and procedure of the workshop is introduced in this section. This process is similar to the introduction of the AW.

Second Section: Prioritization of Components. The result of the AWs is an integrated flowchart, which lists the main information components that are necessary to formulate an informed decision. As preparation for the VW, the different components are listed. In this first part of the workshop, the participants are asked to go through the list individually and give a priority rating (Low/Neutral/High) to each of the information needs. This exercise is repeated until all components have been rated. The sheets of the different responders are gathered, processed and integrated by the data scientist and note-taker. The result of this process is presented to participants and discussed in group until a consensus about the priority level of each of the sub-questions is reached.

Application in the Rheumatology Use Case. In the rheumatology case, it became apparent that two main information needs existed: inquiries about pain and swollen joints. These main components contained several sub-components which were listed on two different files that were shared with the participants. All participants went through these questions individually and ranked them according to their importance (Low/Neutral/High). Afterwards, the results of this exercise were discussed publicly. This exercise resulted in the deletion of some of the sub-questions.

Third Section: Experience Case Description and Playing the Omnipotent DSS. Similar to the AW, the stakeholders are asked to describe a case for which the decision-making process was peculiar. These cases are then used to jointly run through the integrated flowchart, making use of the priority levels that were obtained during the previous exercise. In an ideal situation, the use of the flowchart should guide the participants towards the right conclusion for each of the cases. If this is not the case, the possible reasons for the drawbacks are explored until a new consensus is found.

Application in the Rheumatology Use Case. In the rheumatology case, the participants were asked to write down an experience case. Similar to the AWs, the rheumatologist had to describe a case that was wrongfully or tardily referred to them. The attending GPs had to describe a difficult case to diagnose. One of them was chosen to run through the integrated flowchart. New pitfalls in the flowchart were discovered and discussed in the group.

Fourth Section: Synthesis and Evaluation. The validation workshop ends similar to the acquisition workshops, with an overview of the results and an open discussion about the followed procedure.
3.8 Step 8: Optimized Machine Learning based on Expert Involvement

Not all data engineering enhancements done in step 3 resulted in better performance of the DSS. Therefore, it is of utmost importance to apply the correct re-engineering principles in the correct situation, something which can be achieved with the application of domain expertise. The presented protocol allows for this information to be extracted, shared and correctly applied. Based on the expert knowledge, data engineering principles can be applied to reduce the number of items into more practical input features in order to achieve a more accurate result. Afterwards, the new results are compared with the baseline DSS created in step 3.

Application in the Rheumatology Use Case. First, some continuously valued items (e.g. blood pressure values) were converted into value portioned ones, based on boundaries indicated during the workshops. Second, labeled data that was never mentioned during the workshops was discarded (e.g. the medication history). Third, some items were too detailed, according to the domain experts, and these could be clustered into a single input item. An example here is the localization of joints that could be clustered into six categories: left/right hand, left/right foot and left/right side of the body. Different weights were also attached to the components (e.g. morning stiffness was given a higher importance). Similarly, misclassification costs were given a weight. Under-diagnosis was for instance deemed much worse than over-diagnosis. However, it has to be noted that some of the parameters that were deemed important by the domain experts were not included in the labeled data set. This resulted in the newly developed DSS not having access to all of the required information.

The previously discussed baseline DSS for the rheumatology case achieved error rates between 29.36% and 53.8%. After expert involvement, a best-case DSS was achieved with an error percentage of 22.8%. As mentioned, the DSS is a combination of various decision trees or rule sets that achieve the final result through majority voting. Through a manual check-up off all these trees and sets, it was possible to find a DSS algorithm which performed 100% correct. However, it has to be kept in mind that this was achieved with only a limited dataset at hand and that the inclusion of more diverse data would probably lead to errors in that particular DSS algorithm as well.

4 Discussion

Since the inception of DSSs, the importance of domain expert inclusion in the constitution of a knowledge base has been underwritten [2]. However, to our knowledge, there is a lack of information regarding the specifics of co-creation protocols guiding knowledge acquisition [10]. In general, the externalization of tacit knowledge is said to be enabled by the application of narratives or metaphors, but a description of an approved method is missing [9].

The current paper addresses these issues by clearly presenting a methodology to unravel, define and categorize the implicit and explicit domain knowledge, through an alternation of co-creation workshops. The objective is to enable the discovery of
underlying skills and know-how as they are provided through dialogue by professionals in the field. This interpretability at the modeling phase is more likely to create interpretability at use time in comparison to black-box machine learning methods. Unlike previous attempts, the proposed methodology captures the domain knowledge before a prototype of the DSS is developed. This allows experts to exert a higher influence on the design choices.

The methodology was applied in a health case targeting a triage problem in the domain of rheumatology. The preliminary results have been encouraging as both the tacit and explicit knowledge of domain experts could be extracted and formalized. However, it should be stated that it is impossible to know if all relevant tacit knowledge was extracted during the succession of workshops. During the workshops, no mistrust towards the researchers was noticed. The participants stayed engaged throughout the process as long as it did not last longer than the envisioned two hours. Although some participants showed some initial reserve, this changed throughout their involvement in the group discussions and as they witnessed the rules materialize in the drawings of the data scientist. The results strengthen the authors’ conviction that the use of narration through the experience case description exercise as well as the simultaneous diagram creation can be used to extract knowledge, also in other domains than DSS creation, e.g. organizational information sharing.

The domain expert involvement guided the subsequent data engineering. An initial comparison of the baseline DSS with the one created after the involvement of the domain expert had some promising results. However, due to the data set’s small size, as only data on 127 patients was present, and because not all required information was available in the initial labeled training set, the study requires more future validation.

This method is only one example; we would like to stimulate the community to develop other ways of involving the domain expert in knowledge capture processes in a pragmatic and efficient way.

Further validations of the applied methodology in alternative application domains are necessary. Additional research is also required in order to see how the aim of interpretability at run-time can be implemented so that the end-user receives insight into why specific decisions are made on their behalf. Moreover, if such a system is used by more people, it might become beneficial to add a feedback loop where users can indicate themselves which parameters should hold more weight in the decision-making process, so that the knowledge base on which the system operates is adapted to new findings.
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