Invertible generalized synchronization: A putative mechanism for implicit learning in biological and artificial neural systems
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Regardless of the marked differences between biological and artificial neural systems, one fundamental similarity is that they are essentially dynamical systems that can learn to imitate other dynamical systems, without knowing their governing equations. The brain is able to learn the dynamic nature of the physical world via experience; analogously, artificial neural systems can learn the long-term behavior of complex dynamical systems from data. Yet, precisely how this implicit learning occurs remains unknown. Here, we draw inspiration from human neuroscience and from reservoir computing to propose a first-principles framework explicating putative mechanisms of implicit learning. Specifically, we show that an arbitrary dynamical system implicitly learns other dynamical attractors (chaotic or non-chaotic) by embedding them into its own phase space through invertible generalized synchronization. By sustaining the embedding through fine-tuned feedback loops, the arbitrary dynamical system can imitate the attractor dynamics it has learned. To evaluate the mechanism’s relevance, we construct several distinct neural network models that adaptively learn and imitate multiple attractors. We observe and theoretically explain the emergence of five distinct phenomena reminiscent of cognitive functions: (i) imitation of a dynamical system purely from the time series, (ii) learning of multiple dynamics by a single system, (iii) switching among the imitations of multiple dynamical systems, either spontaneously or driven by external cues, (iv) filling-in missing variables from incomplete observations of a learned dynamical system, and (v) deciphering superimposed input from different dynamical systems. Collectively, our findings support the notion that artificial and biological neural networks can learn the dynamic nature of their environment, and systems within their environment, through the single mechanism of invertible generalized synchronization.

The human brain is not only a set of $1.4 \times 10^{26}$ atoms, but also a dynamical system that evolves non-autonomously according to physical principles. One of its particularly notable functions is the capacity to imitate some other dynamical process solely by being exposed to the output of that process, without ever formally encoding the governing equations \[1\]. To gain a physical intuition for this phenomenon, we can consider a few pertinent examples. Imitating a dynamical system with a fixed point or limit cycle attractor corresponds to memorizing and reciting an exemplary trajectory. Imitating a more complex dynamical system with, for example, a quasi-periodic torus or chaotic attractor corresponds to inventing new trajectories that are distinct from the original exemplary trajectory, while still obeying its underlying dynamical rules. Practically, this same phenomenon manifests in the human’s ability to envision the orbits of physical objects based on previous observations of the physical world, the human’s ability to speak grammatically correct sentences simply by listening to others, and the human’s ability to hum a familiar or invented melody in their mind. While we may often take these capabilities for granted, they are reflective of a common mechanism that remains far from understood.

Notably, the capacity for dynamical systems to imitate other dynamical systems generalizes beyond neural systems and, in fact, even beyond biological systems. Indeed, over the last two decades intricate machine learning models and algorithms have been engineered to learn complex dynamics from data \[7\]. Such models and algorithms come in many flavors, with a particularly powerful type being reservoir computing (RC) networks, also known as echo-state networks or a liquid state machines. RC networks demonstrate a marked capacity to learn and persistently imitate various dynamical systems. For example, RC networks can learn (i) the recorded periodic movement of a human running \[22\], (ii) low-dimensional chaotic systems such as the Lorenz or Rössler attractors \[22, 24\], and (iii) even the Kuramoto-Sivashinsky system which is governed by partial differential equations that exhibit spatiotemporal chaos \[25\]. Is the correspondence between RC networks and biological neural networks in their capacity to imitate external dynamical systems more than happenstance?

We suspect there exists a general principle that allows a naive dynamical system to persistently imitate and reproduce the behavior of a target dynamical system, after implicitly assimilating only example trajectories. With-
FIG. 1. Schematic depiction of our learning framework. (a) During the learning phase, the mind encodes the observed dynamics as it evolves on attractor \( A \). The mind is operationalized as a central dynamical system here shown in yellow, where sensory information is initially encoded and from which sensory information can later be retrieved. The exemplary sensory input trajectory being generated by an autonomous input dynamical system is shown in green. The internally generated signal is directed into the central system through a feedback loop (shown by the curved arrow) that is recruited during the testing phase. (b) During the testing phase, the mind reproduces the learned dynamics as it evolves on attractor \( P \). The internally generated signal is directed into the central system through a feedback loop (shown by the curved arrow) that is recruited during the testing phase.

In this section, we show that a simple dynamical framework built upon invertible generalized synchronization \[25\] can be informed by biological features of the human brain that have been operationalized in appropriate mathematics. We choose a generic set of features to ensure that the framework affords a systematic and analytical investigation of the underlying mechanism that is relevant to many natural and artificial learning systems.

A. Attractor encoding by invertible generalized synchronization

We begin by considering the reinstatement hypothesis, which posits that the content-specific activity in the human cortex at the time of encoding is reinstated as the encoded information is being retrieved \[26, 27\]. Recent experimental evidence supports this idea, suggesting that patterns of neural activity initially encode sensory input and then those same patterns of neural activity recur when the encoded information is retrieved \[28, 29\]. In building our mathematical framework, we parallel this reinstatement hypothesis by recruiting a central dynamical system, \( x_{t+1} = f(x_t, \cdot) \), where sensory information is initially encoded and from which sensory information can later be retrieved (Fig. 1).

We consider the exemplary sensory input trajectory \( s(t) \in \mathbb{R}^n \) being generated by an autonomous input dynamical system

\[
s(t + 1) = g(s(t)). \tag{1}
\]

For input dynamical systems that are continuous in time, \( g(\cdot) \) can be considered as the flow map which takes \( s \) forward in time by a time step \( \tau \). During the learning phase (Fig. 1(a)), the central system is driven by \( s(t) \), and evolves following

\[
x(t + 1) = f(x(t), s(t)), \tag{2}
\]

where \( x \in \mathbb{R}^N \), and \( N \gg 1 \).

In this setup, the autonomous input system (Eq. 1) and the non-autonomous central system (Eq. 2) are one-way coupled and collectively form a drive-response system. Through invertible \[35\] generalized synchronization \[50, 52\], the central system becomes synchronized to the input system in a particular way. Specifically, starting from any initial state, the \( x(t) \), after a transient time, becomes uniquely determined by the state of the input system,

\[
x(t) = \psi(s(t)), \tag{3}
\]

and evolves onto \( P = \psi(A) \), where \( \psi: A \rightarrow P \) is invertible. The attractor \( P \), an embedding of \( A \) in \( \mathbb{R}^N \), plays...
Invertible generalized synchronization allows the central dynamical system to embed a dynamical attractor \( A \) into its own phase space. However, it is important to note that invertible generalized synchronization is not generically possible for any arbitrary pair of one-way coupled dynamical systems. In the context of the brain, this non-universality means that the human brain may not be able to learn any arbitrary dynamical system. To determine whether and when invertible generalized synchronization is possible between two coupled dynamical systems, we can consider the common criterion that the largest conditional Lyapunov exponent of the central system is negative (see Appendix A.1 for further details). As a consequence of the Whitney embedding theorem, if generalized synchronization does occur, the \( \psi(\cdot) \) in Eq. (3) is likely to be invertible as long as the dimension of the central system is large \((N \gg n)\) [35].

B. Internal imitation of the external signal

Complementing the central system that encodes the attractor \( A \), we consider an internally generated output that imitates the external sensory input \( s \). The internal imitator operationalizes the human capacity to enhance and consolidate learned information by interacting with working memory [54–60]; colloquially, this phenomenon is sometimes called an *inner voice* [54–60]. The external sensory signal \( s \) that the central system encodes is internalized, and can be recreated even when there is no external signal [60]. We consider this process to be downstream of the central system, and formalize it as a decoding function,

\[
\tilde{s}(t) = \phi(x(t)),
\]

where \( \tilde{s} \in R^n \) is the internally generated output. During the learning phase, the \( \phi(\cdot) \) is adaptively modified towards

\[
\phi^*(x) \equiv \psi^{-1}(x), \text{ for } \forall x \in \mathcal{P},
\]

such that the internal imitator produces a trajectory that is concurrent with the external sensory input: \( \tilde{s}(t) = (\psi^{-1} \circ \phi)(s(t)) = s(t) \).

C. Retrieving and imitating the learned dynamics

Upon the completion of the learning phase, the whole system evolves autonomously due to the absence of the external input signal \( s \). We refer to this period as a testing phase (Fig. 1(b)), during which the internal output \( \tilde{s} \) imitates the dynamical trajectory on the learned attractor \( A \), as the central system retrieves and reinstates its trajectories on \( \mathcal{P} \). Here, we consider a specific form of information retrieval to constitute the testing phase.

In the study of human memory, extra cortical regions are engaged when humans mentally rehearse and retrieve previously learned sensory information in the absence of exogenous input [38–41]. Motivated by these observations, we let the internally generated \( \tilde{s} \) be directed into the central system through a feedback loop that is recruited only during the testing phase. As \( \tilde{s} \) replaces the absent external \( s \), the central system reinstates its behavior on \( \mathcal{P} \). In this setup, the central system during the testing phase evolves autonomously without external input, following

\[
x(t+1) = f(x(t), \tilde{s}(t)) = f(x(t), \phi(x(t))).
\]

When the internal output function implemented in Eq. (4) is ideal, i.e., \( \phi = \psi^{-1} \), any learning phase trajectory \( x(t) \) on \( \mathcal{P} \) (from the driven central system governed by Eqs. (1,2)), is also a solution of the autonomous central system equation (Eq. (6)). Thus, we say that this \( N \)-dimensional autonomous central system incorporates the local dynamics of the \( n \)-dimensional dynamical system (Eq. (1)) on the attractor \( A \). Moreover, to guarantee that the internal output accurately and persistently imitates the learned dynamics on \( A \), the autonomous central system should evolve on \( \mathcal{P} \) in a manner that is transversely stable. To ensure that \( \mathcal{P} \), an embedding of the low-dimensional dynamical attractor \( A \) in \( N \)-dimensional space, is indeed an attractor of the autonomous central system (Eq. (6)), one can analyze its transverse stability by checking the sign of the corresponding transversal Lyapunov exponents. As previously shown [35], the rate of divergence from the learned attractor during the autonomous mode can be predicted by the value of the largest transversal Lyapunov exponent (see Appendix A.2 for further details).

D. Instantiating the learning framework *in silico*

With this general dynamical framework, many complex learning functions naturally emerge, including learning multiple dynamics, switching between learned dynamics, filling-in missing variables, and separating superimposed signals. To study these functions, we instantiate the central system *in silico* as a high dimensional dynamical system that responds consistently to external driving signals; this choice facilitates lossless encoding through invertible generalized synchronization in the learning phase. Here we let the central system be a random RNN with sparse Erdős–Rényi topology akin to a typical reservoir computer [24, 65, 66]. In Appendix C, we study other choices for the central system, including an RNN with a non-Erdős–Rényi topology and a dynamical network with random polynomial-type interactions.

Formally, we define the central system as

\[
f(x,s) = \tanh(Ax + W_{in}s + c),
\]

where \( A \in R^{N \times N} \) is the adjacency matrix of a sparse Erdős–Rényi network, \( W_{in} \in R^{N \times n} \) is the input weight.
matrix, and $c \in \mathbb{R}^{N \times 1}$ is a constant bias vector. While more complex approaches exist \cite{68}, we implement the internal output as a simple linear function

$$\phi(x) = W_{out}x,$$  \hspace{1cm} (8)

where $W_{out}$ is an $n$-by-$N$ matrix. From a random initial $W_{out}$, it is adapted during the learning phase according to a delta rule,

$$W_{out}(t + 1) = W_{out}(t) + \alpha \Delta(t)x^T(t),$$  \hspace{1cm} (9)

such that the discrepancy between the input and the output, $s(t) - \hat{s}(t) = \Delta(t) \in \mathbb{R}^{n \times 1}$, is gradually eliminated. This particular adaptive learning rule is inspired by the biological process of spike-time-dependent plasticity and is also used in other artificial learning systems \cite{68}.

II. MULTISTABILITY IN TASK SWITCHING BETWEEN MULTIPLE LEARNED RULES

Capitalizing on the power of invertible generalized synchronization, the embedding-based learning framework that we describe can be easily extended to learn multiple attractors, which are either chaotic or non-chaotic, denoted by $A_k \subset \mathbb{R}^n$ where $k = 1, 2, ..., K$. As a proof-of-principle experiment, we show in Fig. 3 a system that learns to imitate $K = 4$ attractors: one periodic, one quasi-periodic, and two chaotic (see Appendix B for further details). We refer to the imitation of each dynamical attractor as a task. The linear output weight matrix $W_{out}$ is adapted following Eq. (9) as the whole system repeatedly goes through the 4 learning phases (see Appendix D for further details regarding this multi-attractor learning schedule). While this learning framework can learn to imitate non-chaotic attractors, we are particularly interested in the learning of chaotic attractors, where the system does more than reciting a memorized exemplary trajectory. Thus, and also for simplicity and clarity of exposition, in the remainder of this paper, we only consider learning and imitating two chaotic attractors: the Lorenz and the Rössler attractors.

Formally, through invertible generalized synchronization in each of the $K$ learning phases, the central system forms the corresponding internal representation by embedding $A_k \subset \mathbb{R}^n$ into its own phase space $\mathbb{R}^N$. That is,

$$P_k = \psi_k(A_k),$$  \hspace{1cm} (10)

where $\psi_k : A_k \rightarrow P_k$ is invertible. Given that $P_k \cap P_l = \emptyset$ and $A_k \cap A_l = \emptyset$ for any $k \neq l$, we combine the $K$ generalized synchronization functions into a single invertible function $\psi : \cup_{k=1}^K A_k \rightarrow \cup_{k=1}^K P_k$. (See Appendix B.5 for a method to improve learning performance by avoiding overlap between $P_k$s.) Then, the ideal output function is the inverse of $\psi$ that maps each $P_k$ back onto $A_k$, i.e., $A_k = \phi^*(P_k)$ for $k = 1, 2, ..., K$. Given that $\phi = \phi^*$ in Eq. (6), if each representation $P_k$ is an attractor of the testing phase central system, the central system is able to imitate any of the $K$ attractors. After implementing this setup in silico, we observe that the central system depicted in Fig. 2(a) can successfully learn to imitate both the Lorenz and the Rössler dynamics (Fig. 4(a)).

Once multiple attractors $A_k$ are learned, it is of interest to consider the phenomenon of task switching, which is a capacity displayed by many natural neural systems. When $P_k$ becomes an attractor of Eq. (6), we say that the attractor $A_k$ is stably learned, since the output tra-
FIG. 4. Distinct types of task switching between multiple learned rules. (a) Output \( \hat{s}(t) \) generated by a learning system that successfully learns both the Lorenz and the Rössler attractors. Switching back and forth between two attractors can be induced by external cues. (b) Spontaneous task switching from one attractor that is not stably learned to another attractor that is stably learned. (c) A transient excursion observed when the Rössler attractor is not stably learned.

jectory \( \hat{s}(t) \) cannot spontaneously depart from that attractor. In this case, we can consider explicitly triggering a switch from one task to another; that is, from the scenario in which the central system imitates one attractor to the scenario in which the central system imitates another attractor. Notice that the generalized synchronization guarantees that the central system state \( x(t) \) converges to \( \psi(s(t)) \) after a short period of time in the testing phase. Thus, we can use a short external input cue, \( s(t) \in A_k \), and lead the central system \( x \) from an arbitrary state to the desired \( P_k \).

Instantiating these ideas \textit{in silico}, we can begin the testing phase dynamics from a random initial state \( x(t = 0) \). In Fig. 4(a), the output \( \hat{s}(t) \) evolves following the black dotted line and converges onto the Lorenz attractor \( A_{\text{Lorenz}} \). Then, for a very short period of time, we provide an external input \( s(t) \) from a Rössler system. We observed that this external input successfully induced a switch from \( A_{\text{Lorenz}} \) to \( A_{\text{Rössler}} \) (green dotted line). Thereafter the central system evolves autonomously without any external input for a long period of time, generating the \( \hat{s}(t) \) that traces out the Rössler attractor. We then use a short Lorenz input \( s(t) \) to drive the central system away from imitating the Rössler attractor and towards imitating the Lorenz attractor (yellow dotted line). Thereafter, the central system evolves autonomously with the testing phase dynamics, and generates a very long output trajectory that traces out the Lorenz attractor (red).

Next, it is interesting to consider the case in which not all attractors are stably learned. In this scenario, we would expect spontaneous task switching, independent of any external input. In Fig. 4(b), we consider a case in which the Lorenz system is stably learned but the Rössler system is not. That is, the autonomously evolving central system is transversely stable on \( P_{\text{Lorenz}} \) but transversely unstable on \( P_{\text{Rössler}} \). Here we show that starting from an initial condition \( x \in P_{\text{Rössler}} \), the output of the testing phase \( \hat{s} \) remains on the Rössler attractor (blue) for an extended period of time and then spontaneously departs from the Rössler attractor and converges onto the Lorenz attractor (red). Relatedly, it is interesting to consider the scenario in which an attractor is not stably learned. In Fig. 4(c), we observe that the output of the testing phase \( \hat{s}(t) \) exhibits a transient excursion as it unstably imitates the Rössler attractor, in contrast to the dynamics observed in spontaneous task switching.

III. NETWORK MECHANICS UNDERLYING MULTIPLE LEARNED ATTRACTIONS

Critically, because the learning of multiple attractors is achieved by embedding and incorporating multiple attractors into a single system (Eq. 6), different imitation tasks can be executed simply by letting the central system state \( x(t) \) revisit the corresponding \( P_k \). An important corollary of this fact is that no hyperparameters such as synaptic strengths are altered. We refer to the physical synapses as structural connections, and note that they are given by \( A \). While we cannot explain the learning of multiple attractors with the pattern of structural connections, it is possible that there is explanatory content in the emergent pattern of functional connections, which are defined as statistical similarities in neuronal time series.

To investigate this possibility, we consider the structural connectivity given by the random adjacency matrix \( A \in \mathbb{R}^{N \times N} \), and the functional connectivity given by the Pearson correlation matrix of the recorded activity \( x(t) \in \mathbb{R}^{N \times 1} \) for \( t \) during the Lorenz (Rössler) task, \( F_L \in \mathbb{R}^{N \times 1} \) (\( F_R \in \mathbb{R}^{N \times N} \)). To summarize the emergent patterns of functional connectivity, we apply a commonly used community detection technique [69] known as mod-
FIG. 5. The task-dependent functional connectome estimated from the statistical similarity in activity time series between neurons in the RNN. We show the functional connectome for the Lorenz task (a,c) and for the Rössler task (b,d) for an example RNN using the Force Atlas Layout in Gephi. For the sake of visualization, we only show 100 randomly chosen neurons out of the full $N = 2000$. In panels (e-f) we show the full functional connectivity matrices where neurons in panel (e) (f) are sorted into clusters detected from the Lorenz-task (Rössler-task) functional connectivity matrix using a data-driven community detection algorithm. Neurons in panels (a,b) (c,d) are colored according to the three (two) clusters detected from the Lorenz-task (Rössler-task) functional connectome. (g-h) The average functional connectivity within and between communities as estimated in an ensemble of 100 RNNs. (i-j) The average structural connectivity (synaptic weights) within and between communities as estimated in the same ensemble of 100 RNNs.

ularity maximization \[70\] enacted with a particularly effective heuristic \[71\] to identify groups of neurons that show similar time series. We found strong but distinct community structure in $F_L$ and $F_R$. In Fig. 5(e), we show $F_L$ (red) and $F_R$ (blue) with all nodes sorted by the community structure identified in $F_L$. Similarly, in Fig. 5(f), we show $F_L$ (red) and $F_R$ (blue) with all nodes sorted by the community structure identified in $F_R$. These observations indicate that while neurons remain identically structurally connected in both tasks, their emergent collective dynamics differ.

To quantify these observations more fully, we constructed 100 randomly organized and trained neural networks, and for each we calculated the average functional connectivity among pairs of neurons that are within versus communities identified from either $F_L$ or $F_R$ (labeled “WL”, “BL”, “WR”, and “BR”, respectively, in Fig. 5(e,f)). In Figs. 5(g,h)), we observe that the functional connectivity estimated from the Lorenz task and averaged within the communities identified from the Lorenz task data, $\langle F_L \rangle_{WL}$, is significantly larger than the functional connectivity estimated from the Lorenz task and averaged between the communities identified from the Lorenz task data, $\langle F_L \rangle_{BL}$. Similarly, for the Rössler task, $\langle F_R \rangle_{WR}$ is significantly larger than $\langle F_R \rangle_{BR}$. In contrast, the fact that $\langle F_L \rangle_{WR}$ is not significantly larger than $\langle F_L \rangle_{BL}$, and similarly $\langle F_R \rangle_{WL}$ is not significantly larger than $\langle F_R \rangle_{BL}$, supports our qualitative observation that the community structure in the functional connectivity matrix of the Lorenz task is distinct from the community structure in the functional connectivity matrix of the Rössler task.

Lastly, we asked whether there existed any structural basis for the observed emergent functional communities. Importantly, random networks are far from homogeneous, and can display locally dense areas as well as locally sparse areas that occur simply by chance. It is therefore intuitively possible that the random network $A$ contains degenerate weak community structure that supports the distinct community structure present in the functional connectivity when the system generates different patterns of emergent dynamics. To investigate this possibility, we calculated the average structural connectivity within the Lorenz communities, $\langle A \rangle_{WL}$, within the Rössler communities, $\langle A \rangle_{WR}$, between the Lorenz communities, $\langle A \rangle_{BL}$, and between the Rössler communities, $\langle A \rangle_{BR}$. We observed greater average structural connectivity within communities than between communities: that is, $\langle A \rangle_{WL}$ and $\langle A \rangle_{WR}$ were significantly larger than $\langle A \rangle_{BL}$ and $\langle A \rangle_{BR}$ (Fig. 5(g,h)). This observation
IV. INFERENCE OF MISSING VARIABLES FROM LEARNED DYNAMICAL SYSTEMS

Here we consider the problem of inferring missing variables of a dynamical system that is previously learned. Given that dynamical attractors $A_k$ are successfully learned, we consider the case in which a new trajectory $s(t)$ on attractor $A_k$ is given but with some of the variables $[s]_i$ missing. The goal is to use the acquired knowledge of $A_k$, together with the remaining variables $[s]_j$, to infer values of the missing variables $[s]_i$, where $i \neq j$. To perform this inference, we evolve the central system following the testing phase dynamics shown in Eq. (2), and we replace the missing variables $[s]_i$ in $s$ by the corresponding output variables $\hat{[s]}_i$, obtained from Eq. (4) (Fig. 6(a–c)). If the central system driven by available variables $[s]_j$ and its own output variables $\hat{[s]}_j$ maintains generalized synchronization with the input dynamical system that generates $s$, then the inference is expected to be successful.

To instantiate this problem in silico, we train an RNN with $N = 2000$ neurons to learn both the Lorenz and the Rössler systems. Then, we test the inference of this RNN in three scenarios, where zero, one, and two variables $[s]_i$ from $s(t)$ are missing (Fig. 6(a–c)). The inferred trajectories are the central system outputs $\hat{s}$ for the Lorenz and the Rössler tasks, respectively. In agreement with intuition, more missing variables lead to poorer inference quality, where the quality is quantified by the normalized mean squared error (NMSE). A more negative $\text{LYP}_{\text{max}}$ suggests a stronger generalized synchronization.
central system (Fig. 7), and we construct a 3-dimensional mixed input signal $s_{\text{mix}}(t) = s_{\text{lor}}(t) + s_{\text{ros}}(t)$, where $s_{\text{lor}}(t)$ and $s_{\text{ros}}(t)$ are independent trajectories from the Lorenz attractor $\mathcal{A}_{\text{Lorenz}}$ and the Rössler attractor $\mathcal{A}_{\text{Rössler}}$, respectively. As the central system encodes the mixed input into its own state variable $x(t)$, we seek two output weight matrices, $W_{\text{lor}}$ and $W_{\text{ros}}$, that can successfully reconstruct the segregated signals, i.e., $W_{\text{lor}}x(t) \approx s_{\text{lor}}(t)$ and $W_{\text{ros}}x(t) \approx s_{\text{ros}}(t)$. We find that such output matrices do exist, because the delta-rule adaptation of both $W_{\text{lor}}$ and $W_{\text{ros}}$ converges after many repetitions of the learning phase.

Next we test the decoding power of the trained central system by constructing a new mixed input signal $s_{\text{mix}}(t)$ (Fig. 7(b)), which differs markedly from the mixed signal used in the learning phase. Starting from a random initial state $x(t)$, we drive the central system with this new mixed input $s_{\text{mix}}(t)$ and monitor the two 3-dimensional outputs $\tilde{s}_{\text{lor}}(t) = W_{\text{lor}}x(t)$ and $\tilde{s}_{\text{ros}}(t) = W_{\text{ros}}x(t)$ (Fig. 7(c,d)). We observe that the segregated signals are indeed reconstructed from the central system by the two output matrices. Taken together, these simulations demonstrate that segregated signals can be retrieved and reconstructed from the state variable of the central system in our learning framework when the central system receives mixed signals.

In order to build a deeper intuition, it is helpful to consider the relevant underlying mechanism within the dynamical systems framework. Formally, we consider the input signal $s_{\text{mix}} = s_{\text{lor}} + s_{\text{ros}}$ a superposition of any Lorenz trajectory and any Rössler trajectory, and we formulate a 6-dimensional dynamical system that combines the Lorenz system and the Rössler system. The state variable of this combined system is the Cartesian product of the state variables of the Lorenz system and the Rössler system,

$$s_{\text{com}}(t) = \begin{bmatrix} s_{\text{lor}}(t) \\ s_{\text{ros}}(t) \end{bmatrix} \in \mathbb{R}^6.$$  

As $s_{\text{lor}}(t)$ and $s_{\text{ros}}(t)$ evolve on the Lorenz attractor $\mathcal{A}_{\text{Lorenz}}$ and the Rössler attractor $\mathcal{A}_{\text{Rössler}}$, respectively, the $s_{\text{com}}(t)$ evolves onto an attractor that is the Cartesian product of the two attractors, $\mathcal{A}_{\text{com}} = \mathcal{A}_{\text{Lorenz}} \times \mathcal{A}_{\text{Rössler}} \subset \mathbb{R}^6$. Then, we consider the central system as a response system that is one-way coupled to the combined dynamical system through an incomplete measurement function $h(\cdot)$,

$$s_{\text{mix}} = h(s_{\text{com}}) = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} s_{\text{lor}} \\ s_{\text{ros}} \end{bmatrix}.$$  

Although $h(\cdot)$ only provides a 3-dimensional projection $s_{\text{mix}}$ of the 6-dimensional full measurement of the combined system, $s_{\text{com}}$, the invertible generalized synchronization between the central system and the combined system may still occur [33]. Once synchronized, the state of the central system $x(t) \rightarrow \psi(s_{\text{com}}(t))$, where $\psi(\cdot)$ is invertible on $\mathcal{A}_{\text{com}}$. The $\mathcal{A}_{\text{com}}$ is then encoded into the central system in the form of an internal representation $P_{\text{com}} = \psi(\mathcal{A}_{\text{com}})$. Thus, it becomes obvious that one can reconstruct both $s_{\text{lor}}$ and $s_{\text{ros}}$ by output weight matrices that approximate the $\psi^{-1}(\cdot)$. That is,

$$\begin{bmatrix} W_{\text{lor}} \\ W_{\text{ros}} \end{bmatrix} x \approx \psi^{-1}(x),$$  

for $x \in P_{\text{com}}$. Thus we see that it is the nature of the information encoding that allows for the existence of output matrices that can reconstruct segregated signals from $x(t)$. The mechanism of information encoding – invertible generalized synchronization – does not only encode the mixed input $s_{\text{mix}}$, but also the two segregated signals $s_{\text{lor}}$ and $s_{\text{ros}}$ into its state space, even though the segregated signals are not explicitly given to the central system.

VI. CONCLUSION

Complementing probabilistic models for learning hidden properties from experience [72][79], we propose a gen-
eral dynamical systems model derived from first principles. Surprisingly, this simple dynamical model produces successful learning of attractor dynamics from exemplary trajectories on these attractors. Our model also supports many other complex learning functions, such as task-switching, filling-in missing variables, and separating mixed inputs. We believe that the model serves as a promising preliminary framework that can be extended in future studies to include additional biological details supporting better performance. But perhaps most importantly, the framework sheds light on the possible dynamical origin of the emergence of many learning functions in biological and artificial systems.
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APPENDIX A: LYAPUNOV EXPONENTS AND THE STABILITY OF ENCODING AND RETRIEVAL

1. Largest conditional Lyapunov exponent and generalized synchronization

One common criterion of generalized synchronization is the sign of the largest conditional Lyapunov exponent [51]. By conditional, we mean that in this directionally coupled drive-response system (Eqs. (1,2)) — the stability of the response system (Eq. (2)) is measured under the condition that it is driven by an unperturbed input system (Eq. (1)). Specifically, we drive the learning phase central system (Eq. (2)) with the same input trajectory \( s(t) \) that is on \( \mathcal{A} \), yet from two nearby random initial states: \( x(0) \) and \( \dot{x}(0) = x(0) + \delta_0 \), where \( \|\delta_0\|_2 \ll 1 \). The largest conditional Lyapunov exponent \( \lambda_{\text{max}} \) is then the exponential convergence or divergence rate of the distance \( \|\delta_t\|_2 = \|x'(t) - x(t)\|_2 \) between these two trajectories,

\[
\lambda_{\text{max}} = \lim_{T \to \infty} \frac{1}{T} \log(\|\delta_t\|_2 / \|\delta_0\|_2). \tag{A1}
\]

Notice that \( \delta_t \) evolves following,

\[
\delta_{t+1} = J(t)\delta_t, \tag{A2}
\]

where \( J(t) \in \mathbb{R}^{N \times N} \) is the Jacobian matrix of the externally driven response system,

\[
J(t) = \left. \frac{\partial f(x,s)}{\partial x} \right|_{x=x(t),s=s(t)} \tag{A3}
\]

Here, \( \dot{x}(t) \) is the trajectory of the central system (Eq. (2)), and \( \dot{s}(t) \) the driving trajectory from the input system (Eq. (1)). With Eqs. (A1-A3), we can numerically estimate the largest conditional Lyapunov exponent \( \lambda_{\text{max}} \). If \( \lambda_{\text{max}} < 0 \), we say that the central system exhibits generalized synchronization to the input system, and the input information is encoded into the central system in the form of \( x = \psi(s) \). Conversely, when \( \lambda_{\text{max}} \geq 0 \), the state of the central system can not be uniquely determined by the input \( s \).

To provide further intuition, we perform a series of numerical experiments. Using the learning schedule discussed in Appendix D, we train the output functions of 640 randomly constructed RNNs with Erdős-Rényi topology on both the Lorenz and the Rössler tasks. Once the learning schedules are finished, regardless of the convergence of \( W_{\text{out}} \), we calculate the learning phase error for each task; that is, we calculate the mean squared error between the actual sensory input \( s(t) \) and the predicted sensory input \( \dot{s}(t) \). These encoding errors are plotted together with the largest conditional Lyapunov exponents in Fig. 8. The results are sorted by the largest conditional Lyapunov exponent in an increasing order. Consistent with prior theoretical work [51], the learning phase errors are particularly large when the largest conditional Lyapunov exponents become positive.

2. Largest transversal Lyapunov exponent and the persistence of the imitation

To generate an output signal that reliably imitates the learned dynamics, the testing phase autonomous central system (Eq. (6)) should remain on \( \mathcal{P} \). Although the generalized synchronization guarantees that the central system remains on \( \mathcal{P} \) during the learning phase, it is not necessarily the case when the central system becomes autonomous during the testing phase. Thus, it is worth analyzing the testing phase stability by calculating the Lyapunov exponents of this autonomous central system as it evolves on \( \mathcal{P} \). Specifically, we calculate the Lyapunov exponents of the autonomous central system using the Jacobian of the testing phase central system

\[
J(t) = \left. \frac{df(x,\phi(x))}{dx} \right|_{x=x(t)} \tag{A4}
\]
FIG. 8. Relation between the largest conditional Lyapunov exponent and the learning phase error. These two panels show (left y-axis) the largest conditional Lyapunov exponent in the learning phase and (right y-axis) the corresponding learning phase error, for the Lorenz task (left panel) and the Rössler task (right panel) for 640 trained RNNs with Erdős-Rényi topology. These 640 RNNs were constructed using 10 random realizations for each of the 64 parameter pairs \((\rho, \xi)\) spanning the two-dimensional space defined by the spectral radius \(\rho = 0.5, 0.6, ..., 2.0\) of the Erdős-Rényi graph and the separation parameter \(\xi = 5, 10, 15, 20\) between the two attractors. Collectively, these results show that – for either task – the learning phase error is particularly great when the largest conditional Lyapunov exponent is positive.

FIG. 9. Relation between the largest Lyapunov exponents of the testing phase autonomous system and the testing phase error. These two panels show (left y-axis) the three largest Lyapunov exponents of the testing phase autonomous system as well as (right y-axis) the testing phase error, on the Lorenz task (left panel) and the Rössler task (right panel) for 640 trained RNNs with Erdős-Rényi topology. These 640 RNNs are sorted from least to greatest third largest Lyapunov exponent. When the third largest Lyapunov exponent is non-negative, the transversal Lyapunov exponent is greater than zero, and thus the internal representations are not transversally stable, resulting in notably worse performance. For those instances that have relatively low error, the first two Lyapunov exponents are close to the positive and zero Lyapunov exponents from the Lorenz and Rössler systems.

evaluated along a trajectory \(\hat{x}(t)\) from the learning phase central system (Eq. (2)), rather than the testing phase central system (Eq. (4)). This choice is motivated by our goal to evaluate the stability of a trajectory that remains on \(\mathcal{P}\) even when the autonomous central system is transversely unstable and cannot be sustained on \(\mathcal{P}\).

As the high-dimensional autonomous central system incorporates the local dynamics of the low-dimensional input system on \(\mathcal{A}\), it inherits all the non-negative Lyapunov exponents from the input dynamical system \([24, 35]\). Thus, \(\mathcal{P}\) is an attractor of Eq. (6) if its \(m+1\)-th Lyapunov exponent is negative, where \(m\) is the number of non-negative Lyapunov exponents from the exemplary signals used in the learning phase, \(m = 2\) for both the Lorenz and the Rössler systems, as they both contain one positive and one zero Lyapunov exponent. For the 2-D torus attractor, \(m = 2\) because it contains two zero Lyapunov exponents and zero positive Lyapunov exponents. For the limit cycle attractor, \(m = 1\) because it has only one non-negative Lyapunov exponent that is zero. For a fixed point attractor, \(m = 0\) because it does not have any non-negative Lyapunov exponents. Thus, for either the Lorenz or the Rössler attractors, if the central system is transversally stable on the corresponding internal representation \(\mathcal{P}\), the 3rd largest Lyapunov exponent of the central system given by Eq. (6) should be negative.

3. Quantifying learning performance using the testing phase error

During the testing phase, the system autonomously generates new streams of signals using the implicitly acquired dynamical rules. Since the new streams of signals are chaotic and are not intended to be identical to any of the exemplary signals used in the learning phase, it is impossible to quantify the error in the same manner as we did in the learning phase. Thus, we propose a different quantitative performance measure that we call the “test-
ing phase error,” which describes the difference between the implicit dynamical rules acquired and the dynamical rules underlying the system that generated the exemplary sensory inputs.

Along an extended trajectory $\tilde{s}(t)$ generated by the testing phase central system, we denote the system’s movement during one unit of time as $\delta \tilde{s}(t) = \tilde{s}(t + 1) - \tilde{s}(t)$. Based on the actual dynamics of the input system (Eq. (1)), we also calculate the ideal movement vector $\delta s(t) = g(\tilde{s}(t)) - \tilde{s}(t)$ from each point $\tilde{s}(t)$. The testing phase error is then defined as

$$
testing \ phase \ error = \langle \|\delta \tilde{s}(t) - \delta s(t)\|_2^2 \rangle_t, \quad (A5)$$

where $\langle \cdot \rangle_t$ denote the time average along the trajectory. When the autonomously generated trajectory $\tilde{s}(t)$ evolves on $\mathcal{A}$ with the correct underlying dynamics, the testing phase error is small ($\sim 0.1$). When the generated trajectory escapes from $\mathcal{A}$, the testing phase error can be very large.

In the results shown in Fig. 8, the testing phase error is small when the central system is transversely stable on the internal representation $\mathcal{P}$. However, due to the bubbling phenomenon [80], we also note that – while the largest transversal Lyapunov exponent describes the overall stability on $\mathcal{P}$ – it is possible for the generated trajectory to escape from $\mathcal{A}$ even when the transversal Lyapunov exponent is negative. From the results reported in Fig. 8, we observe that there are many instances where the testing phase error is close to 1. These instances may correspond to the cases where the generated trajectory escapes (via bubbling) from $\mathcal{A}$ and lands on a fixed point, resulting in $\delta \tilde{s}(t) = 0$, and thereby leading to a testing phase error of approximately 1.

**APPENDIX B: PREPARING INPUT TRAJECTORIES FROM CHAOTIC AND NON-CHAOTIC SYSTEMS**

In the main text, we demonstrate the capacity to learn the dynamics of multiple attractors with a proof-of-principle study considering 4 attractors: one periodic, one quasi-periodic, and two chaotic. We also demonstrate the ability to successfully induce task switching among these four attractors. Outside of this specific study, the remainder of this paper predominantly focuses on the learning of the two widely studied 3-dimensional chaotic dynamical systems: the Lorenz system and the Rössler system. In the following subsections, we describe the 4 dynamical systems in detail, and we also describe the construction of exemplary trajectories from each.

1. **Input trajectory from the Lorenz system**

The input trajectory $s_{lor}(t)$ from the Lorenz system is generated as follows. We integrate the differential equations of the Lorenz system

$$
\begin{align*}
\frac{d}{dt} X_{lor} &= 10 Y_{lor} - 10 X_{lor}, \\
\frac{d}{dt} Y_{lor} &= -X_{lor} Z_{lor} + 28 X_{lor} - Y_{lor}, \\
\frac{d}{dt} Z_{lor} &= X_{lor} Y_{lor} - 8 Z_{lor}/3,
\end{align*}
$$

(B1)

using a 4-th order Runge-Kutta integrator with time step $\delta t = 10^{-3}$ from a random initial state. The coefficients of the Lorenz system in Eq. (B1) are chosen such that the system has a similar time scale to that of the Lorenz system. We then normalize each of the three variables, $X_{lor}$, $Y_{lor}$, and $Z_{lor}$, such that they all have a mean of zero and a variance of one. We then save the normalized trajectory as the Lorenz-task input trajectory $s_{lor}(t)$ with time resolution $\tau = 0.02$.

2. **Input trajectory from the Rössler system**

Similar to the Lorenz system, the input trajectory $s_{ros}(t)$ from the Rössler system is generated as follows. We integrate the differential equations of the Rössler system

$$
\begin{align*}
\frac{d}{dt} X_{ros} &= -5 Y_{ros} - 5 Z_{ros}, \\
\frac{d}{dt} Y_{ros} &= 5 X_{ros} + 5 Y_{ros}/2, \\
\frac{d}{dt} Z_{ros} &= 10 + 5 Z_{ros}(X_{ros} - 4),
\end{align*}
$$

(B2)

using a 4-th order Runge-Kutta integrator with time step $\delta t = 10^{-3}$ from a random initial state. The coefficients of the Rössler system in Eq. (B2) are chosen such that the system has a similar time scale to that of the Lorenz system. We then normalize each of the three variables, $X_{ros}$, $Y_{ros}$, and $Z_{ros}$, such that they all have a mean of zero and a variance of one. We then save the normalized trajectory as the Rössler-task input trajectory $s_{ros}(t)$ with time resolution $\tau = 0.02$.

3. **Input trajectory from a system with a stable limit cycle**

In addition to the two chaotic systems, we consider a dynamical system with less complex dynamics, where the attractor is a limit cycle. In this case, orbits in the phase space of such dynamical systems spiral into a closed periodic orbit. We engineer a 3-dimensional dynamical system with such limit cycle attractor dynamics. We integrate the differential equations of the following system

$$
\begin{align*}
\frac{d}{dt} X_{lmc} &= 10 X_{lmc} * (2 - X_{lmc}^2 - Y_{lmc}^2) - 10 Y_{lmc}, \\
\frac{d}{dt} Y_{lmc} &= 10 Y_{lmc} * (2 - X_{lmc}^2 - Y_{lmc}^2) + 10 X_{lmc}, \\
\frac{d}{dt} Z_{lmc} &= -10 Z_{lmc},
\end{align*}
$$

(B3)
using a 4-th order Runge-Kutta integrator with time step \( \delta t = 10^{-3} \) from a random initial state. We thereby obtain an orbit that approaches a periodic orbit. We then normalize each of the three variables, \( X_{\text{inc}}, Y_{\text{inc}}, \) and \( Z_{\text{inc}} \), such that they all have a mean of zero and a variance of one, except for \( Z_{\text{inc}} \). We then save the normalized trajectory as the Limit-Cycle-task input trajectory \( \mathbf{s}_{\text{inc}}(t) \) with time resolution \( \tau = 0.02 \).

4. Input trajectory from a system with a quasi-periodic torus attractor

Another non-trivial attractor, which is neither chaotic nor periodic, is the quasi-periodic torus attractor. The orbit of such a system flows along the surface of a 2-dimensional torus. The motion is quasi-periodic because it is composed of oscillations of two incommensurate frequencies. The orbit on the torus attractor will densely cover the torus without collapsing into a periodic orbit. Following prior work [81], we engineer a 3-dimensional dynamical system with such quasi-periodic torus attractor dynamics. We integrate the differential equations of the following system

\[
\begin{align*}
\frac{d}{dt} X_{\text{trs}} &= 2\pi Y_{\text{trs}}, \\
\frac{d}{dt} Y_{\text{trs}} &= 2\pi Y_{\text{trs}}(X_{\text{trs}}^2 - 0.5X_{\text{trs}}^4) - 4\pi^2 X_{\text{trs}}, \\
\frac{d}{dt} Z_{\text{trs}} &= 0.9 - X_{\text{trs}},
\end{align*}
\]

using a 4-th order Runge-Kutta integrator with time step \( \delta t = 10^{-3} \) from a random initial state. We thereby obtain an orbit on the quasi-periodic torus attractor. We then normalize each of the three variables, \( X_{\text{trs}}, Y_{\text{trs}}, \) and \( Z_{\text{trs}} \), such that they all have a mean of zero and a variance of one. We then save the normalized trajectory as the Torus-task input trajectory \( \mathbf{s}_{\text{trs}}(t) \) with time resolution \( \tau = 0.02 \).

5. Avoiding overlap between internal representations in multitask learning

In the multitask learning scenario, the central system (Eq. 2) learns attractor dynamics by forming an internal representation during the learning phase. During the testing phase, a successful central system will evolve autonomously on the internal representations of the Lorenz task \( \mathcal{P}_{\text{Lorenz}} \) and of the Rössler task \( \mathcal{P}_{\text{Rössler}} \). However, if there exists any overlap between the two internal representations, at least one of the tasks will not be accurately learned. The reason for this inaccuracy is that the output mapping function \( \phi : \mathcal{P} \rightarrow \mathcal{A} \), where \( \mathcal{P} = \mathcal{P}_{\text{Lorenz}} \cup \mathcal{P}_{\text{Rössler}} \) and \( \mathcal{A} = \mathcal{A}_{\text{Lorenz}} \cup \mathcal{A}_{\text{Rössler}} \), loses its one-to-one nature on the intersected region \( \mathbf{x} \in \mathcal{P}_{\text{Lorenz}} \cap \mathcal{P}_{\text{Rössler}} \). As a consequence, when \( \mathbf{W}_{\text{out}} \) is sequentially updated following Eq. 3 on multiple attractors whose internal representations intersect each other, \( \mathbf{W}_{\text{out}} \) does not converge.

To explicitly prevent such overlap, we modify the input trajectories by increasing the mean of the Lorenz-task input \( \mathbf{s}_{\text{inc}}(t) \) to \( [\xi,\xi,\xi] \), and by decreasing the mean of the Rössler-task input \( \mathbf{s}_{\text{ros}}(t) \) to \( [-\xi,-\xi,-\xi] \), where \( \xi \geq 0 \). For the sake of visualization, we adopt \( \xi = 10 \) for the simulated examples shown in the main text. Results shown in Figs. 10 demonstrate that a larger value of \( \xi \) results in lower testing phase errors on both tasks.

APPENDIX C: INSTANTIATING THE LEARNING FRAMEWORK WITH DIFFERENT CENTRAL SYSTEMS

Our goal in building this general theoretical framework was to provide a simplistic and general explanation of learning dynamics observed in many neurobiological systems. To support its generalizability, we seek to demonstrate that this dynamical learning framework specified by Eqs. (126) is robust to many different choices of the central system. To this end, we perform a range of numerical simulations to test several different central systems. In this section, we report on the nature of those experiments and also on the performance of these diverse central systems in learning both the Lorenz and Rössler tasks. Specifically, in Appendix C.1-3, we let the central system be an RNN with several different topologies, while in Appendix C.4, we let the central system be a random polynomial system with polynomial degree equal to 5, wrapped in the sigmoidal function \( \tanh(\cdot) \) to prevent divergence.

1. RNNs with Erdős-Rényi topology

In the numerical simulations whose results we have reported thus far, we model the central system as an RNN of \( N = 2000 \) neurons with Erdős-Rényi topology. The \( \tanh(\cdot) \) in Eq. (7) operates on a vector and returns a vector with the same shape that satisfies \( [\tanh(\mathbf{x})]_i = \tanh([\xi_i]) \). The adjacency matrix \( \mathbf{A} \in \mathbb{R}^{2000 \times 2000} \) is the weighted adjacency matrix of the RNN. The input weight matrix \( \mathbf{W}_{\text{in}} \in \mathbb{R}^{2000 \times 3} \) propagates a 3-dimensional input \( \mathbf{s} \) (either externally or internally generated) to the 2000 neurons. The vector \( \mathbf{c} \in \mathbb{R}^{2000 \times 1} \) is a random vector whose elements are drawn uniformly from \( [-1,1] \). We choose a simple topology of the recurrent neural network where the adjacency matrix \( \mathbf{A} \) is a sparse Erdős-Rényi random matrix. The sparseness of the Erdős-Rényi-type random matrix \( \mathbf{A} \) (the fraction of non-zero elements) is set to be 0.02. All non-zero elements in \( \mathbf{A} \) are drawn uniformly from \( [-\sigma,\sigma] \). The value of \( \sigma \) is determined by having the spectral radius of \( \rho \) the magnitude of the largest eigenvalue of \( \mathbf{A} \) be equal to 1.4. We construct the input weight matrix \( \mathbf{W}_{\text{in}} \) in such a way as to ensure that each neuron receives one and only one input.
variable from the 3-dimensional input. The input connection strength (each nonzero element in $W_{in}$) is drawn uniformly at random from the interval $[-0.05, 0.05]$.

2. RNNs with a balanced Watts–Strogatz topology

In addition to modeling the central system as an RNN with Erdős–Rényi topology, we sought to determine whether similar learning success could be attained.
by a central system modeled as an RNN with non-random topology. Specifically, we considered a commonly studied small-world topology as instantiated in so-called Watts–Strogatz networks [82] that are balanced with inhibitory synapses. The setup of the central system is identical to that of the Erdős–Rényi examples (Eq. (7)) as previously discussed, except for a different adjacency matrix $A$. We construct the Watts–Strogatz adjacency matrix following the protocol described in [83], with network size $N = 2000$ and degree $\kappa = 40$. When the rewiring probability equals 0, the network is a regular ring lattice. Before the random rewiring process, the adjacency matrix is symmetric and satisfies

$$A_{i,j>i} = \begin{cases} \frac{1}{d_{i,j}}, & \text{if } d_{i,j} \leq \kappa/2 \\ 0, & \text{otherwise} \end{cases},$$

(C1)

where $d_{i,j} = j - i \mod N$. Then, with the given rewiring probability, each existing unidirectional connection between node $i$ and node $j$ is replaced with another unidirectional connection between node $i$ and a randomly chosen node $j' \neq i$, to which node $i$ was not already connected. To balance the network with inhibitory synapses, we independently assign a sign to each element in the adjacency matrix $A$ uniformly at random and with a chance of one half. Then, we achieve a desired spectral radius $\rho$ (the largest absolute value of its eigenvalues) by multiplying the matrix $A$ by a scalar. As shown in Fig. 11, this system can consistently learn both the Lorenz and Rössler tasks, and its performance rises as the rewiring probability increases and the spectral radius decreases. Thus, the greatest performance is reached for the most randomly wired balanced Watts–Strogatz networks. However, we note that the networks obtained when the rewiring probability is equal to 1 do not display the same topology as Erdős–Rényi networks, because synapse strengths are not uniformly distributed over the range $[-\sigma, \sigma]$.

3. RNNs with the Pseudo Watts–Strogatz random networks

Continuing in our study of the robustness of our learning framework to the topology of the network, we further consider a slightly modified Watt–Strogatz model. Specifically, we modify the protocol used in the previous example by first constructing a ring lattice, $A_{i,j>i} = \begin{cases} \frac{2d_{i,j}}{\kappa}, & \text{if } d_{i,j} \leq \kappa/2 \\ 0, & \text{otherwise} \end{cases}$, (C2)

that is antisymmetric (i.e., $A = -A^T$). Then, given the rewiring probability, each directional connection from node $i$ to node $j$ is replaced by a connection to a randomly chosen node $j' \neq i$, to which node $i$ was not already connected. Then, we multiply the matrix $A$ by a scalar to obtain the desired spectral radius $\rho$. With this pseudo Watt–Strogatz model, the connection strengths are approximately uniformly distributed over $[-\sigma, \sigma]$. Thus, using this model we can test how the learning performance varies as the network changes from a ring lattice structure to an Erdős–Rényi network. When the rewiring probability is 0, each node is connected to only $\kappa = 40$ neighboring nodes on the ring lattice, with $\kappa/2 = 20$ on each side. When the rewiring probability is 1, all connections are randomly rewired, and thus the topology approximates that of an Erdős–Rényi network. The performance of this pseudo Watt–Strogatz network is shown in Fig. 12. Again, we find that this system can consistently learn both the Lorenz and Rössler tasks, and its performance rises as the rewiring probability increases and the spectral radius decreases.
4. Random polynomial network model

To further demonstrate the generalizability of this learning framework (Eqs. (1,2,6)), we consider another high-dimensional dynamical system that differs markedly from an RNN. Specifically, we construct the following high-dimensional random polynomial-type central system with polynomial degree 5. In this model, the state of the central system \( x \in \mathbb{R}^{N=2000} \), driven by a 3-dimensional input signal \( s \in \mathbb{R}^{n=3} \) (either externally or internally generated), evolves following

\[
x_i(t+1) = \tanh\left( \sum_{j=1}^{2000} \sum_{k=1}^{5} [A_k]_{i,j} \cdot x_j^k(t) \right) + \sum_{j=1}^{3} [W_{in}]_{i,j} \cdot s_j(t) + [c]_i,
\]

where the input weight matrix \( W_{in} \) and the bias term \( c \) are defined similarly to those in the previous models. To prevent divergence of the central system, we wrap the random polynomial with the sigmoidal function \( \tanh(\cdot) \). The coefficients of these polynomials are denoted by five random matrices \( A_k \in \mathbb{R}^{N \times N} \), each with a fraction of non-zero elements set to 0.02. The non-zero elements are randomly and independently drawn from the uniform distribution \([-\sigma, \sigma] \), where \( \sigma > 0 \) is chosen such that the spectral radius of each \( A_k \) equals \( \rho \). In Fig. [13] we show the performance of the polynomial-type central system. We observe that these systems can robustly learn both tasks with very small testing phase error when the spectral radius \( \rho \) is less than one.

APPENDIX D: LEARNING BY ADAPTING THE OUTPUT WEIGHT MATRICES

Throughout our numerical simulations, all exemplary Lorenz and Rössler input trajectories have length 1000 time units, spanned by \( 5 \times 10^4 \) data points obtained with a sampling rate of \( \tau = 0.02 \). During each learning phase, the output matrix \( W_{out} \) adapts following Eq. (9) where \( \alpha > 0 \) is the learning rate.

Notice that by starting the central system from an arbitrary initial state \( x(0) \), the generalized synchronization occurs after a short transient period. As a result, we consider that the input signal is not being encoded into the state of the central system during this transient period. We therefore freeze the \( W_{out}(t) \) for the first \( 5 \times 10^4 \) time points (chosen to be longer than the transient period) and only allow \( W_{out}(t) \) to adapt for the remaining \( 4.5 \times 10^4 \) time points during the learning phase. We repeat this process 1000 times to allow \( W_{out}(t) \) to converge. For cases where two or more attractors are learned, we let the system repetitively learn all tasks in an alternate manner. Specifically, we continually adapt the output connection strengths as the system repetitively engages in the learning phases of each task 200 times. For the remaining 800 repetitions, in order to enhance the convergence of the multitask learning, we break down the learning phases into even shorter pieces during which we continue to allow \( W_{out}(t) \) to adapt. To ensure that \( W_{out} \) converges, we empirically choose the learning rate \( \alpha = 10^{-3} \) for the first 300 repetitions and then we decrease the learning rate thereafter so that the later learning periods serve to fine-tune \( W_{out} \).

At this point in the exposition, we wish to emphasize that the above learning scheme is a somewhat biologically plausible scheme that we chose from a set of many other possible schemes. The convergence of this
FIG. 13. Relation between the testing phase error and the spectral radius of the structural graph on which the polynomial system is instantiated. In these heatmaps, color indicates the testing phase error on the Lorenz task (left) and on the Rössler task (center). We also show the mean testing phase error averaged across the two tasks (right). This set of panels corresponds to a separation parameter of $\xi = 20$. Panels reflect results obtained from 160 randomly constructed polynomial systems, where the sparse random coefficient matrices $A_{1,2,...,5}$ have been scaled to obtain a spectral radius of $\rho = 0.5, 0.6, ..., 2.0$ (x-axis). For each of the 16 values of $\rho$, we construct 10 realizations of the topology (y-axis).

We therefore turn to statistical analyses. Specifically, we begin by evaluating the strength of structural connectivity within the functional communities elicited by the Rössler task, and we compare it to the strength of structural connections within the functional communities elicited by the Lorenz task (Fig. 15A–B). We consider the positive and negative structural connections separately. We find that the strength of structural connectivity is consistently greater within communities elicited by the Rössler task than within communities elicited by the Lorenz task (two-sample $t$-tests for positive connections in community one $t = -11.57, p = 5.53 \times 10^{-24}$ and in community two $t = -10.05, p = 1.88 \times 10^{-19}$, and for negative connections in community one $t = -12.02, p = 2.37 \times 10^{-25}$ and in community two $t = -10.58, p = 5.22 \times 10^{-21}$). We also note visually that the variance of structural connection strength in the functional communities elicited by the Rössler task is smaller than the variance of structural connection strength in the functional communities elicited by the Lorenz task.

To further assess potential structural differences in the functional communities elicited by each task, we calculate two different graph statistics: the clustering coefficient and the global efficiency (Fig. 15C–F). We begin with a signed clustering coefficient metric, and find no significant differences between (i) the clustering coefficient of the structural subnetwork composed of nodes assigned to the first functional community elicited by the Rössler task and (ii) the clustering coefficient of the structural subnetwork composed of nodes assigned to the first functional community elicited by the Lorenz task (two-sample $t$-test $t = -0.39, p = 0.70$). We observe similar non-significant results for the second functional community ($t = 0.04, p = 0.96$). Finally, we consider the global efficiency, and we assess this metric in the structural subnetwork of positive connections and negative connections, separately, as well as in the full network constructed by taking the absolute value of edge

particular adaptive learning scheme depends on many heuristic factors, such as the value of the learning rate $\alpha$. However, it is of particular interest to address the general convergence for different adaptive learning schemes. Based on our previous discussion of the information encoding mechanism, we are guaranteed that the internal representations $P$s are solely determined by the generalized synchronization function ($P = \Psi(A)$), and are thus not affected by updating $W_{\text{out}}$. Therefore, regardless of the particular learning scheme that one adopts, the learning of $W_{\text{out}}$ only converges if there exists an output weight matrix such that $s = W_{\text{out}}x$ where $x \in P$ and $s \in A$. Consequently, from our theory we obtain two necessary but not sufficient conditions for learning convergence. One necessary condition is an invertible generalized synchronization between the drive system and the central system, which occurs when the largest conditional Lyapunov exponent is negative. The other necessary condition specific to learning multiple attractors is that the internal representations of different attractors cannot overlap.

APPENDIX E: DIFFERENCE IN STRUCTURAL CONNECTIVITY MATRIX WITHIN DIFFERENT FUNCTIONAL CONNECTIVITY CLUSTERS

In this section, we examine the intra-community structural connectivity for functional communities elicited by either the Rössler or Lorenz tasks. First, we visualize the structural connectivity matrices, ordered either by the functional communities elicited by the Lorenz task (left panel in Fig. 14) or by the functional communities elicited by the Rössler task (right panel in Fig. 14). Because of the marked sparsity of the structural matrix, it is difficult to make any explicit inferences from this visualization.
FIG. 14. Structural connectivity matrix ordered based on the community structure from functional connectivity matrices. Left The structural connectivity matrix $A$ ordered based on the functional community structure elicited by the Lorentz task. Right The structural connectivity matrix $A$ ordered based on the functional community structure elicited by the Rössler task. We conclude that the marked sparsity of the structural matrix hampers any explicit inferences from this visualization.

strengths in $A$. We find consistently that global efficiency of the structural network is higher in functional communities elicited by the Rössler task than in functional communities elicited by the Lorentz task. Specifically, when considering the subnetwork of positive structural connections a two-sample $t$-test gives $t = -9.86$, $p = 6.66 \times 10^{-19}$ for the first community and $t = -9.83$, $p = 8.3 \times 10^{-19}$ for the second community. Similarly, when considering the subnetwork of negative structural connections, a two-sample $t$-test gives $t = -6.31$, $p = 1.75 \times 10^{-9}$ for the first community and $t = -9.57$, $p = 4.71 \times 10^{-18}$ for the second community. Finally, when considering the full network constructed by taking the absolute value of edge strengths in $A$, a two-sample $t$-test gives $t = -8.25$, $p = 2.14 \times 10^{-14}$ for the first community and $t = -7.70$, $p = 6.31 \times 10^{-13}$ for the second community.

Collectively, these results demonstrate that the functional communities elicited by the two tasks (Rössler and Lorentz) differ in their structural support. This fact is perhaps intuitive given that the functional communities are driven by the input dynamics, which differ appreciably across the two attractors. Yet, further work is needed to understand whether there might be a way of predicting exactly what sort of structural topology is expected in the functional communities elicited by distinct attractors. Finally, we note that these data support the notion that attractor dynamics are not learned by distinct subnetworks of neurons, but instead by all neurons in specific regions in the phase space.

APPENDIX F: MISSING VARIABLE INFERENCE WITH NEURONS RECEIVING MULTIPLE INPUT SIGNALS

In the demonstration given in the main text, the missing variable inference task is accomplished by the central system where each of the $N$ neurons is connected to 1 of the 3 input channels. To better understand this behavior, it is useful to consider whether the system could still perform the inference task if all $N$ neurons in the central system are connected to all 3 input channels. In this section, we perform additional numerical simulations to directly address this question. Specifically, in contrast to our simulations in the main text, each of the elements in the input weight matrix $W_{in} \in \mathbb{R}^{N \times 3}$ is now randomly and uniformly drawn from $[-0.05, 0.05]$. In Fig. 16, we show that this new system’s performance on the missing-variable inference problem is similar to the performance that we observed for the original system where every neuron receives signals from only one input channel (compare to Fig. 5(D) in the main text). We conclude that the robustness that we observe in Fig. 5 cannot be attributed solely to the fact that each neuron only receives one of the three input variables.
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