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We study worst-case-growth-rate-optimal (GROW) e-statistics for hypothesis testing between two group models. It is known that under a mild condition on the action of the underlying group G on the data, there exists a maximally invariant statistic. We show that among all e-statistics, invariant or not, the likelihood ratio of the maximally invariant statistic is GROW, both in the absolute and in the relative sense, and that an anytime-valid test can be based on it. The GROW e-statistic is equal to a Bayes factor with a right Haar prior on G. Our treatment avoids nonuniqueness issues that sometimes arise for such priors in Bayesian contexts. A crucial assumption on the group G is its amenability, a well-known group-theoretical condition, which holds, for instance, in scale-location families. Our results also apply to finite-dimensional linear regression.

1. Introduction. We develop e-statistics and anytime-valid methods (Ramdas et al., 2023) for composite hypothesis testing problems where both null and alternative models remain unchanged under a group of transformations. Assume that the parameter of interest is a function δ = δ(θ) that is invariant under these transformations. Here, θ ∈ Θ is the parameter of a probabilistic model P = {Pθ : θ ∈ Θ} on an observation space X. In the simplest case that we address, we are interested in testing whether the invariant parameter δ takes one of two values, that is,

\[ H_0 : \delta(\theta) = \delta_0 \text{ vs. } H_1 : \delta(\theta) = \delta_1. \tag{1} \]

A prototypical example is the one-sample t-test where \( P = \{ N(\mu, \sigma) : (\mu, \sigma) \in \mathbb{R} \times \mathbb{R}^+ \} \) and the parameter of interest is the effect size \( \delta(\mu, \sigma) = \mu/\sigma \), an invariant function of the model parameters under changes of scale. Other examples include tests about the correlation coefficient, which is invariant under affine transformations, and the variance of the principal components, an invariant under rotations around the origin (for more examples, see Berger, Pericchi and Varshavsky, 1998). Data can be reduced by only considering its invariant component. Roughly speaking, by replacing the data \( X^n = (X_1, \ldots, X_n) \) with an invariant statistic \( M_n = m_n(X^n) \), one discards all information that is not relevant to the parameter \( \delta \) (see the formal definitions in Section 2). For example, for the one-sample t-test, we can set \( M_n \) equal to the t-statistic \( M_{S,n} \propto \hat{\mu}_n/\hat{\sigma}_n \) but also to \( M_n = (X_1/|X_1|, \ldots, X_n/|X_1|) \). Both are invariant functions under rescaling of all data points by the same factor that retain, as we will see, as much information as possible about the data.

By reducing the data through an invariant function, an invariant test can be obtained. Through the lens of the invariance-reduced data \( M_n \), the composite hypotheses about \( \theta \) simplify and (1) becomes simple-vs.-simple in terms of \( \delta \). Indeed, because it is an invariant function, the density of \( M_n \) depends only on \( \delta \). Let us denote \( p^{M_n} \) and \( q^{M_n} \) the densities of
$M_n$ under $\mathcal{H}_0$ and $\mathcal{H}_1$, respectively. Both fixed-sample-size and sequential tests can be based on assessing the value of the likelihood ratio

\begin{equation}
T^{M_n} := \frac{q^{M_n}(m_n(X^n))}{p^{M_n}(m_n(X^n))}.
\end{equation}

However, it is not a priori clear whether this reduction affects the optimality of the resulting tests. In other words, does the family of invariant tests, i.e., tests that can be written as a function of (2), contain the best ones?

For fixed-sample size tests, with power as a criterion, the answer is positive: a celebrated theorem of Hunt and Stein (Lehmann and Romano, 2005, Section 8.5) shows that, when looking for a test that has max-min power, no loss is incurred by looking only among group-invariant tests. In classical sequential testing, the principle of invariance has been used (Cox, 1952; Hall, Wijsman and Ghosh, 1965), but no optimality results are known. In this article we address this question and provide an analogue of the Hunt-Stein theorem within the setting of anytime-valid tests. We replace power by GROW (see again below), the natural optimality criterion in this context, and we show that, under some regularity conditions, $T^{M_n}$ is the optimal $e$-statistic for testing (1).

The $e$-statistic (also known as $e$-variable or $e$-value) is a central concept within the theory of anytime-valid testing (Vovk and Wang, 2021; Shafer, 2021; Grünwald, de Heide and Koolen, 2023; Ramdas et al., 2020), interest in which has recently exploded — Ramdas et al. (2023) provide a comprehensive overview. The main objective that is achieved by testing with $e$-statistics is finite-sample type-I error control in two common situations: when experiments are optionally stopped—as sampling is stopped at a data-dependent sample size—, and when aggregating the evidence of interdependent experiments. In the latter case, called optional continuation (Grünwald, de Heide and Koolen, 2023, GHK from now on), the decision to start a new experiment may depend in unknowable ways on the outcome of previous experiments (Vovk and Wang, 2021). We will use the qualifier anytime-valid as an umbrella term that covers both optional stopping and continuation, and study invariance reductions for anytime-valid tests; we stress that, as elaborated in Appendix C, anytime-valid testing, while taking place in a sequential setting, is different from classical, Wald-style sequential testing, in which power is meaningful. While $e$-statistics have also found applications beyond anytime-validity, for example in multiple testing (Wang and Ramdas, 2022; Ren and Barber, 2022) and when not just the stopping time but also the relevant loss function or significance level may depend in unknowable ways on the data itself (decision-theoretic robustness, Grünwald (2023)), our results focus on optimality in the anytime-valid context. In this context, power is not a meaningful measure of optimality (see Section 2.4). A natural replacement of power is the GROW criterion, which stands for growth rate optimal in the worst case. Informally, among all $e$-statistics, those that are GROW accumulate evidence against the null as fast as possible (in terms of sample size). Some other authors refer to GROW as ‘maximal $e$-power’ (Zhang, Ramdas and Wang, 2023) or as ‘optimizing the Kelly criterion’ (Ramdas et al., 2023). Sometimes, it is beneficial to consider instead the growth rate relative to an oracle that knows the distribution of the data, not in absolute terms. $e$-statistics that are optimal in this relative sense are called relatively GROW. Especially this relative criterion (or closely related variations of it) has often been used to design $e$-statistics; recent examples include (Henzi et al., 2023; Waudby-Smith and Ramdas, 2023); see Ramdas et al. (2023) for a more comprehensive list.

Under regularity conditions, a GROW $e$-statistic can be found by minimizing the Kullback-Leibler (KL) divergence between the convex hull of the null and alternative models (GHK). Indeed, the likelihood ratio of the distributions that achieve this minimum KL is a GROW $e$-statistic. As such, $e$-statistics can be seen as composite generalizations of likelihood ratios. In
particular, any likelihood ratio of a statistic that has the same distribution under all elements of the null and another single distribution under the alternative is an e-statistic (GHK). As a consequence, for any invariant function of the data $M_n$, the likelihood ratio statistic $T^{M_n}$ from (2) is an e-statistic for the testing problem (1). As our main contribution, we show that, under regularity conditions, if $M_n$ is a maximally invariant statistic of the data or of a sufficient statistic for $\theta$, then the KL divergence between $q_{M_n}$ and $p_{M_n}$ equals the minimum KL divergence between the convex hulls of the null and alternative models. By the result of GHK mentioned above that links KL minimization to GROW e-statistics, $T^{M_n}$ is GROW. A maximally invariant statistic, informally, loses as little information as possible about the data while being invariant. For example, with $V_n = (X_1/|X_1|, \ldots, X_n/|X_1|)$, setting $M_n := V_n$ as in the beginning of the introduction for the t-test gives a maximal invariant, while using $M'_n := V_{n-1}$ gives an invariant that is not maximal. Furthermore, the t-statistic is not maximally invariant for the raw data, but it is a maximally invariant function of $(\hat{\mu}_n, \hat{\sigma}_n)$ which is a sufficient statistic. Consequently, the likelihood ratio statistic $T^{M_{S,n}}$, where $M_{S,n}$ is the t-statistic, and $T^{M_n}$ with $M_n = V_n$ coincide and are both GROW.

Additionally, we show that the GROW e-statistic coincides with the relatively GROW e-statistic in the group-invariant setting. Hence, $T^{M_n}$ is relatively GROW as well. This growth rate optimality motivates the use of $T^{M_n}$ in optional continuation settings. As a further contribution, we show that every time that $M_n$ is a maximal invariant the sequence $T = (T^{M_n})_{n \in \mathbb{N}}$ is a nonnegative martingale. This extends its use and optimality to optional stopping.

The rest of this article is organized as follows. In Section 2 we introduce notation, formally lay the groundwork for group-invariant testing, review e-statistics and their optimality criteria, and discuss related work. Section 3 is devoted to stating our main results: showing that the e-statistic $T^{M_n}$ for a maximally invariant function $M_n = m_n(X^n)$ is both GROW and relatively GROW, proving that $T^{M_n}$ is suited for both optional continuation and optional stopping, and extending these results to composite hypotheses, i.e. sets $\Delta_1$ and $\Delta_0$ of $\delta$’s, both with and without a prior distribution imposed on them (for general discussion on how to choose $\delta_j, \Delta_j$ or such priors, we refer to GHK, Section 6). Next, in Section 4, we apply our results to two examples. We end this article with Section 5, where we provide additional discussion about the technical conditions that our results require and about related work on group-invariant testing; and Section 6, where we give all proofs that were omitted earlier.

2. Preparation for the Main Results. This section is structured as follows. We first introduce notation. Then, in section 2.2.2, we introduce the formal setup and our running example, the t-test. In Section 2.3, we define e-statistics, our main objects of study, and in Section 2.4 we define our optimality criteria. Finally, Section 2.5 highlights previous work.

2.1. Notation. We write $X$ for a random variable taking values in the observation space $X$, endowed with a measurable structure, and $X^n := (X_1, \ldots, X_n)$ for $n$ independent copies of $X$ under the distributions that are to be considered. Statistics of the data are denoted as $T = t(X^n)$, where $t$ is implicitly assumed to be a measurable function. We use letters $P$ and $Q$ to refer to distributions of $X$. For a statistic $T = t(X^n)$, we write $P^T$ for the image measure of $P$ under $t$, that is, $P^T\{T \in B\} = P\{t(X^n) \in B\}$. When writing conditional expectations, we write $E^P[f(X)|Y]$, and $P^X|Y$ for the conditional distribution of $X$ given $Y = y$. We only deal with situations where such conditional distributions exist. If we are considering a set of distributions parameterized in terms of a parameter space $\Theta$, we write $E^P_\theta[f(X)]$ rather than $E^P[f(X)]$ for the sake of readability. Furthermore, for a prior distribution $\Pi$ on $\Theta$, we write $\Pi^P \Pi_\phi$ for the marginal distribution that assigns probability $\Pi^P \Pi_\phi\{X \in B\} = \int P_\phi\{X \in B\}d\Pi(\theta)$ to any measurable set $B$. For the posterior distribution of $\theta$ given $X$ we write $\Pi^{\theta|X}$. The Kullback-Leibler (KL) divergence between $Q$ and $P$ is denoted by...
KL(\(Q, P\)) = \(E^Q[\ln(\frac{dQ}{dP})]\) (Kullback and Leibler, 1951). Given two subsets \(H, K\) of a group \(G\) we write \(HK = \{hk : h \in H, k \in K\}\) for the set of all products between elements of \(H\) and elements of \(K\). Similarly, for \(g \in G\) and \(K \subseteq G\), we write \(gK = \{gk : k \in K\}\) for the translation of \(K\) by \(g\), and \(K^{-1} = \{k^{-1} : k \in K\}\) for the set of inverses of \(K\). We say that \(K\) is symmetric if \(K = K^{-1}\). If \(G\) acts on \(\mathcal{X}\), then we denote the action of \(G\) on \(\mathcal{X}\) by \((g, x) \mapsto gx\) for \(g \in G\) and \(x \in \mathcal{X}\), and extend the action to \(\mathcal{X}^n\) component-wise; that is, \((g, x^n) \mapsto g(x^n) := (gx_1, \ldots, gx_n)\) for \(g \in G\) and \(x^n \in \mathcal{X}^n\). We write \(gB = \{gb : b \in B\}\) for the left translate of a subset \(B \subseteq \mathcal{X}\) by \(g\). If \(G\) acts on \(\Theta\), the notation is completely analogous.

### 2.2. Group invariance.

We consider a group \(G\) that acts freely on both the observation space \(\mathcal{X}\) and the parameter space \(\Theta\). Recall that \(G\) acts freely on a set \(Z\) if anytime that \(gz = z\) for some \(g \in G\) and \(z \in Z\), then \(g\) is the identity element of the group \(G\). A probabilistic model \(\mathcal{P} = \{P_\theta : \theta \in \Theta\}\) on \(\mathcal{X}\) is said to be invariant under the action of \(G\) if the distribution \(P_\theta\) satisfies

\[
P_\theta\{X \in B\} = P_{g\theta}\{X \in gB\}
\]

for any \(g \in G\), measurable \(B \subseteq \mathcal{X}\), and \(\theta \in \Theta\). Furthermore, a function \(m(x)\) is said to be invariant under the action of \(G\) if \(m(gx) = m(x)\) for all \(x \in \mathcal{X}\) and \(g \in G\); in other words, \(m\) is constant on the orbits of \(G\). Moreover, \(m\) is said to be maximally invariant if it indexes the orbits of \(\mathcal{X}\) under the action of \(G\); that is, \(m(x) = m(x')\) for \(x, x' \in \mathcal{X}\) if and only if there exists a \(g \in G\) such that \(x = gx'\). A statistic is called (maximally) invariant if the corresponding function is. These definitions are completely analogous for functions defined on \(\Theta\). In particular, we study situations where the parameter of interest \(\delta = \delta(\theta)\) is a maximally invariant function of the parameter \(\theta\). We then say that \(\delta\) is a maximally invariant parameter.

We now reparametrize the problem described in (1) using the group \(G\). Using that the action of the group on the parameter space is free, we can reparametrize each orbit in \(\Theta / G\) with \(G\). Indeed, we can pick an arbitrary but fixed element in the orbit \(\theta_0 \in \delta^{-1}(\delta_0)\) and, for any other element \(\theta \in \delta^{-1}(\delta_0)\), we can identify \(\theta\) with the group element \(g(\theta) \in G\) that transports \(\theta_0\) to \(\theta\), that is, such that \(g(\theta)\theta_0 = \theta\). Hence, with a slight abuse of notation, we can identify \(\theta \in \delta^{-1}(\delta_0)\) with \(g = g(\theta) \in G\) and identify \(P_\theta = P_{g(\theta)\theta_0}\) with \(P_g\). The same identification can be carried out in the alternative model by an analogous choice of \(\theta_1 \in \delta^{-1}(\delta_1)\). The starting problem (1) may now be rewritten in the form

\[
\mathcal{H}_0 : X^n \sim P_g, \ g \in G, \quad \text{vs.} \quad \mathcal{H}_1 : X^n \sim Q_g, \ g \in G.
\]

To make notation more succinct, we use \(Q = \{Q_g\}_{g \in G}\) to denote the alternative hypothesis and \(\mathcal{P} = \{P_g\}_{g \in G}\) for the null. As will follow from our discussion, our results are insensitive to the choices of \(\theta_0 \in \delta^{-1}(\delta_0)\) and \(\theta_1 \in \delta^{-1}(\delta_1)\).

As mentioned in the introduction, tests for (4) are classically based on the likelihood ratio \(T^{M_n}\) of a maximally invariant statistic \(M_n = m_n(X^n)\), as in (2). While the distribution of \(M_n\) might be unknown, it is well-known that its likelihood ratio can be computed by integration over the group \(G\) whenever the following hold: (1) the action is continuous and proper, (2) \(G\) is a \(\sigma\)-compact locally compact topological group, and (3) for all \(g\), \(P_g\) and \(Q_g\) are dominated by a relatively left invariant measure \(\nu\). In (1), an action is proper if the map \(G \times \mathcal{X}^n \rightarrow \mathcal{X}^n \times \mathcal{X}^n\) defined by \((g, x^n) \mapsto (gx^n, x^n)\) is proper, that is, the inverse of any compact set is compact. In (2), a topological group is a group equipped with a topology, such that the group operation, seen as a function \(G \times G \rightarrow G\), is continuous. Furthermore, since \(G\) is assumed to be locally compact, there exists a measure \(\rho\) on \(G\) that is right invariant (see Bourbaki, 2004, VII,§1,nb 2). This means that for any \(g \in G\) and any \(B \subseteq G\) that is measurable, it holds that
$\rho\{Bg\} = \rho\{B\}$. The measure $\rho$ is called the Haar measure, it is unique up to a multiplicative factor, and it is finite if and only if $G$ is compact. Using disintegration-of-measure results from Bourbaki (2004, VIII.27), Andersson (1982) shows that $T_{M_n}$ can be computed as

$$T_{M_n} = \frac{q_{M_n}(m_n(X^n))}{p_{M_n}(m_n(X^n))} = \int_{G} q_{g}(X^n) d\rho(g) \int_{G} p_{g}(X^n) d\rho(g),$$

where $p_g$ and $q_g$ denote the densities of $P_g$ and $Q_g$ respectively. This is known as Wijsman’s representation theorem (for extended statement and discussion, see Eaton, 1989, Theorem 5.9). Note that (5) implies that the likelihood ratio $T_{M_n}$ is independent of the choice of maximal invariant $M_n$. Remarkably, work by Stein, reported by Hall, Wijsman and Ghosh (1965), shows that it does not even matter whether we consider a maximal invariant of the original data, or whether we first reduce the data through sufficiency and then consider a maximal invariant of the sufficient statistic. In the t-test example, this shows that the likelihood ratio of the t-statistic is equal to that of $M_n$ as in the start of the introduction. We further discuss this result in Appendix A.

Finally, the classical theorem of Hunt and Stein (Lehmann and Romano, 2005, Section 8.5) shows that, under some regularity conditions, when looking for a test that is minimally optimal in the sense of power, it is sufficient to look among invariant tests, i.e. tests that can be written as a function of $T_{M_n}$ as in (2). One of the crucial assumptions underlying their result is the amenability of $G$. A group $G$ is amenable if there exists a sequence of almost-right-invariant probability distributions, that is, a sequence $\Pi_1, \Pi_2, \ldots$ such that, for any measurable set $B \subseteq G$ and $g \in G$.

$$\lim_{k \to \infty} |\Pi_k \{H \in B\} - \Pi_k \{H \in Bg\}| = 0.$$ 

Amenable groups have been thoroughly studied (Paterson, 1988) and include, among others, all finite, compact, commutative, and solvable groups. The easiest example of a nonamenable group is the free group in two elements and any group containing it. Another prominent example of a nonamenable group is that of invertible $d \times d$ matrices with matrix multiplication.

**Example 1** (t-test under Gaussian assumptions). Consider an i.i.d. sample $X^n = (X_1, \ldots, X_n)$ of size $n \in \mathbb{N}$ from an unknown Gaussian distribution $N(\mu, \sigma)$, with $\mu \in \mathbb{R}$ and $\sigma \in \mathbb{R}$. In the 1-sample t-test, we are interested in testing whether $\mu/\sigma = \bar{\delta}_0$ or $\mu/\sigma = \bar{\delta}_1$ for some $\delta_0, \delta_1 \in \mathbb{R}$. For $c \in \mathbb{R}^+$, we have that $cX \sim N(c\mu, c\sigma)$, so it follows that the Gaussian model is invariant under scale transformations. The corresponding group is $G = (\mathbb{R}^+, \cdot)$, which acts on $X^n$ by component-wise multiplication and on $\Theta = (c, (\mu, \sigma)) \mapsto (c\mu, c\sigma)$ for each $c \in G$ and $(\mu, \sigma) \in \Theta$. The parameter of interest, $\bar{\delta} = \mu/\sigma$, is scale-invariant and indexes the orbits of the action of $G$ on $\Theta$. A maximally invariant statistic is $M_n := (X_1/|X_1|, \ldots, X_n/|X_1|)$. The right Haar measure $\rho$ on $G$ is given by $d\rho(\sigma) = d\sigma/\sigma$, so that the likelihood ratio of $M_n$ can be expressed, as in (5), by

$$T_{M_n} = \int_{\sigma > 0} \frac{1}{\sigma} \exp \left( -\frac{n}{2} \right) \left[ \left( \frac{\bar{X}_n}{\sigma} - \bar{\delta}_1 \right)^2 + \frac{1}{n} \sum_{i=1}^{n} \left( \frac{X_i - \bar{X}_n}{\sigma} \right)^2 \right] \frac{d\sigma}{\sigma},$$

where $\bar{X}_n := \frac{1}{n} \sum_{i=1}^{n} X_i$. The results by Stein, discussed in Appendix A, show that the likelihood ratio of the t-statistic, i.e. $M_{S,n} \propto \hat{\mu}_n/\hat{\sigma}_n$, is equal to the expression obtained in (6).
2.3. The family of e-statistics, and optional continuation and stopping. We now define e-statistics, our measure of evidence against the null hypothesis. The family of e-statistics comprises all nonnegative real statistics whose expected value is bounded by one under all elements of the null, that is, all statistics $T_n = t_n(X^n)$ such that $T_n \geq 0$ and

\begin{equation}
\sup_{g \in G} \mathbb{E}^g[T_n] \leq 1.
\end{equation}

An example of an e-statistic is the likelihood ratio statistic in any simple-vs-simple testing problem (see e.g. GHK, Section 1 or Ramdas et al. (2023)). In particular, (2) is an e-statistic for the hypotheses in (4). e-statistics are appropriate in optional continuation contexts because of the following two properties that are consequences of (7).

1. The type-I error of the test that rejects the null hypothesis anytime that $T_n \geq 1/\alpha$ is smaller than $\alpha$, a consequence of (7) and Markov’s inequality.

2. Suppose that $X^n$ and $X^m$ are the independent outcomes of two subsequent experiments. Let $T_n = t_n(X^n)$ be an e-statistic for $X^n$ and let $\{T_{m,\varphi} : \varphi \in \Phi\}$ be a family of e-statistics for $X^m$ indexed by some set $\Phi$. Suppose further that, after observing the first sample $X^n$, the specific $T_{m,\varphi}$ used to measure evidence for the second sample is chosen as a function of $X^n$, that is, we use $T_{m,\varphi}$ where $\varphi = \hat{\varphi}(X^n)$ is some function of $X^n$. Then $T_{n+m} := T_n T_{m,\hat{\varphi}}$ is also an e-statistic, irrespective of the definition of $\hat{\varphi}$. In particular, this includes the scenario where we only continue to the second experiment if a certain outcome is observed in the first one. Indeed, $\Phi$ may contain a special value 1 so that $t_m(X^m; 1) = 1$ is constant, irrespective of $X^m$. Then, $T_{n+m} = T_n$ every time that $\varphi = 1$.

Together, these two properties imply that the test that rejects the null if $T_{n+m} \geq 1/\alpha$ has type-I error bounded by $\alpha$, no matter the definition of $\hat{\varphi}$. Such type-I error guarantees are essentially impossible using p-values (GHK, Section 1.3). Some—not all—types of e-statistics can additionally be used in two related settings: (a) optional stopping, when there is a single sequence of data $X_1, X_2, \ldots$ and we want to do a test with type-I error guarantees based on all data seen so far, irrespective of when we stop; and (b) optional continuation as in 2. above, but with individual e-statistics whose sample size is itself not fixed but determined by some stopping rule. As is well-known, for both (a) and (b) it is sufficient that $(T_n)_{n \in \mathbb{N}}$ is a nonnegative martingale with respect to some filtration $\mathcal{F}$ (see e.g. Ramdas et al., 2023, or GHK). The first part follows from Ville’s inequality for nonnegative martingales: the probability that there will ever be a sample size $n$ at which $T_n \geq 1/\alpha$ is bounded by $\alpha$. We thus have type-I error control under optional stopping, which takes care of (a) above. The optional stopping theorem implies that for every stopping time $\tau$ adapted to $\mathcal{F}$, $T_\tau$ is also an e-statistic, taking care of (b). For completeness, we provide more details in Appendix C, including a subtlety regarding (b): while they seem unlikely to arise in practice, there do exist stopping times $\tau'$ relative to the data that are not stopping times relative to $\mathcal{F}$. We show an example where $T_{\tau'}$ is not an e-statistic and (b) breaks.

2.4. Optimality criteria for e-statistics. The standard optimality criterion for hypothesis tests satisfying a certain type-I error guarantee is worst-case power maximization for a fixed-sample-size or, with classic sequential tests, for a fixed stopping rule. This criterion cannot be used when the stopping rule is unknown because knowledge of the stopping rule is required by the definition of power. Additionally, an e-statistic that optimizes power at fixed stopping time will take the value zero with positive probability, making it useless for optional continuation by multiplication. A more sensible criterion for e-statistics under optional continuation is growth rate optimality in the worst case (GHK). Should it exist, an e-statistic $T_n^*$ is GROW.
if it maximizes the worst-case expected logarithmic value under the alternative hypothesis, that is, if it maximizes

\[ T_n \mapsto \inf_{g \in G} \mathbb{E}_g^{Q}[\ln T_n] \]

over all \( e \)-statistics. The following theorem, stated in our notation for group-invariant problems, shows that in most cases the GROW \( e \)-statistic takes the form of a particular Bayes factor.

**Theorem 1 (GHK Theorem 1 in Section 4.3).** Suppose that there exists a statistic \( V_n = v_n(X^n) \) such that

\[ \inf_{\Pi_0, \Pi_1} \text{KL}(\Pi_1^{\circ} Q_g, \Pi_0^{\circ} P_g) = \min_{\Pi_0, \Pi_1} \text{KL}(\Pi_1^{\circ} Q_g^{V_n}, \Pi_0^{\circ} P_g^{V_n}) < \infty, \]

where \( \Pi_0 \) and \( \Pi_1 \) are probability distributions on \( G \). Let \( \Pi_0^{\circ} \) and \( \Pi_1^{\circ} \) be probability distributions that achieve the minimum on the right hand side. Then

\[ \max_{T_n \in \text{e-stat.}, g \in G} \inf_{\Pi_0, \Pi_1} \mathbb{E}_g^{Q}[\ln T_n] = \text{KL}(\Pi_1^{\circ} Q_g^{V_n}, \Pi_0^{\circ} P_g^{V_n}), \]

and the maximum on the left is achieved by \( T_n^* \) as given by

\[ T_n^* := \frac{\int q_g^{V_n}(v_n(X^n))d\Pi_1^{\circ}(g)}{\int p_g^{V_n}(v_n(X^n))d\Pi_0^{\circ}(g)}. \]

In other words, the \( e \)-statistic \( T_n^* \) is GROW for testing \( \{P_g\}_{g \in G} \) against \( \{Q_g\}_{g \in G} \).

The statistic \( V_n \) may be any measurable function, taking values in any set \( V_n \) equipped with a corresponding \( \sigma \)-algebra, but in all examples in our paper we can take \( V_n = \mathbb{R}^m \) for some \( m \leq n \). By allowing \( V_n \neq X^n \), the theorem also covers cases in which the infimum on the left in (9) is not achieved. This will be the case when in the next section we apply Theorem 1 to obtain Corollary 3 whenever, as in the t-test example, the group \( G \) is not compact.

Given its worst-case nature, the GROW \( e \)-statistic, while appropriate in some scenarios (e.g. testing exponential families with given minimum effect sizes and no nuisance parameters), is too conservative in others (GHK). GHK propose, for those cases, to maximize a relative form of (8), leading to less conservative \( e \)-statistics. We say that an \( e \)-statistic \( T_n^* \) is relatively GROW if it maximizes the gain in expected logarithmic value relative to an oracle that is given the particular distribution in the alternative hypothesis from which data are generated, that is, if \( T_n^* \) maximizes, over all \( e \)-statistics,

\[ T_n \mapsto \inf_{g \in G} \left\{ \mathbb{E}_g^{Q}[\ln T_n] - \sup_{T_n^* \in \text{e-stat.}} \mathbb{E}_g^{Q}[\ln T_n^*] \right\}. \]

As we will see and contrary to the general case, in the group-invariant setting, any GROW \( e \)-statistic is also relatively GROW. Hence, both criteria coincide and the differences that have been observed between them (raising the sometimes difficult question: which one to choose?) are not a concern for our purposes (Ramdas et al., 2023).

### 2.5. Previous and related work.

Group-invariant problems have a long tradition in statistics. They have been studied both for fixed-sample-size experiments Eaton (1989); Lehmann and Romano (2005) and classical, Wald-type sequential experiments (Rushton, 1950; Cox, 1952). For fixed-sample-size tests, our main result can be viewed, to some extent, as an anytime-valid analogue of the Hunt-Stein theorem. The proof techniques that are
needed for our result are, however, distinct. At the core of the proof of the Hunt-Stein theorem lies the fact that the power is a linear function of the test under consideration. In its proof, an approximate symmetrization of the test is carried out using almost-right-invariant priors without affecting power guarantees. This line of reasoning cannot be directly translated to our setting because of the nonlinearity of the objective function that characterizes the optimal e-statistics that we consider (see Section 2.4). As for sequential tests with group invariance, most previous work (including the pioneering Rushton (1950); Cox (1952) and in fact, as far as we could ascertain, all work pre-dating Robbins (1970)) dealt, like Wald’s original SPRT, with a priori fixed stopping rules and is not directly comparable to our anytime-valid work (see Appendix C for elaboration of this point). Notable exceptions are the works of Robbins (1970) and Lai (1976), who do consider anytime validity. Lai (1976) also used the expression in (6) for the t-test, which, in our terminology, is using the fact that it gives an e-statistic. However, our main concern, optimality of e-statistics, has not been explored in this context.

Related ideas can also be found in the Bayesian literature, where group-invariant inference with right Haar priors has been studied (Dawid, Stone and Zidek, 1973; Berger, Pericchi and Varshavsky, 1998). It has been shown that, in contrast to some other improper priors, inference based on right Haar priors yields admissible procedures in a decision-theoretical sense (Eaton and Sudderth, 2002, 1999). However, there have also been concerns that the underlying group (and hence the right Haar prior) is not uniquely defined in some situations, and that different choices lead to different conclusions (Sun and Berger, 2007; Berger and Sun, 2008). Interestingly, as we briefly discuss in Section 5 and at length in Appendix B, this issue cannot arise in our setting. In the same appendix, we point out similarities and the main difference to the information-theoretic work of Liang and Barron (2004), who provide exact min-max procedures for predictive density estimation for general location and scale families under Kullback-Leibler loss. In a nutshell, despite some similarities, the precise min-max result that they prove is not comparable to the results presented here.

3. Main Results. In this section, we state the main results of this article. In Section 3.1 we show that the likelihood ratio \( T^{M_n} \) for a maximal invariant \( M_n \) is simultaneously GROW and relatively GROW. Next, in Section 3.2, we show that \( T^{M_n} \) can be used to build an anytime-valid test. Finally, in Section 3.3 we extend these results to the case that the hypotheses remain composite after reduction by invariance.

3.1. **GROW for simple invariant hypotheses.** In order to build intuition, we first demonstrate our line of reasoning using the very special case of finite groups. So, assume for now that \( G \) is a finite group, for instance, a group of permutations. Since the uniform probability distribution \( \Pi_{U(G)} \) on \( G \) is right invariant, the Haar measure \( \rho \) coincides with \( \Pi_{U(G)} \) up to scaling. By Wijsman’s representation theorem (5), the likelihood ratio for any maximal invariant \( M_n = m_n(X^n) \) can be written as

\[
T^{M_n} = \frac{q^{M_n}(m_n(X^n))}{p^{M_n}(m_n(X^n))} = \frac{1}{|G|} \sum_{g \in G} q_g(X^n) \bigg/ \frac{1}{|G|} \sum_{g \in G} p_g(X^n).
\]

Furthermore, Theorem 1 above takes a simple form for finite parameter spaces, as is the case here, namely

\[
\max_{T_n, \text{e-stat.}} \min_{g \in G} E_g^Q[\ln T_n] = \min_{\Pi_0, \Pi_1} \text{KL}(\Pi_0^g Q_g, \Pi_1^g P_g),
\]

where the minimum on the right hand side is taken over all pairs of distributions on \( G \). We now employ the information processing inequality (Cover and Thomas, 2006, Section 2.8) which says that KL divergence decreases when taking functions of the data (i.e. if \( A \) and \( B \)}
are distributions for $X$ and $U = u(X)$, then $\text{KL}(A || B) \geq \text{KL}(A^U || B^U)$. In our setting, the information processing equality implies that for any pair $(\Pi_0, \Pi_1)$ of probability distributions on $G$,

$$\text{(13)} \quad \text{KL}(\Pi^g_0 Q_g, \Pi^g_0 P_g) \geq \text{KL}(Q^{M_n}, P^{M_n}).$$

This lower bound can be rewritten as $\text{KL}(Q^{M_n}, P^{M_n}) = \text{KL}(\Pi^g_{U(G)} Q_g, \Pi^g_{U(G)} P_g)$ because of the second equality in (11). Therefore, the minimum KL on the right hand side of (12) is achieved for the particular choice of two uniform priors on $G$. Finally, we have that $E_g^Q [\ln T^{M_n}] = \text{KL}(Q^{M_n}, P^{M_n})$ for all $g \in G$. Putting everything together

$$\max_{T_n \text{ e-stat.}} \min_{g \in G} E_g^Q [\ln T_n] = \text{KL}(Q^{M_n}, P^{M_n}) = \min_{g \in G} E_g^Q [\ln T^{M_n}];$$

in other words, $T^{M_n}$ is a GROW e-statistic. A natural question is whether this same reasoning can be reproduced for infinite groups. If the Haar measure $\rho$ could always be chosen to be a probability measure, we could replace $\Pi_{U(G)}$ by $\rho$ everywhere in the reasoning above and conclude that $T^{M_n}$ is GROW in general. However, $\rho$ is finite if and only if $G$ is compact (see e.g. Reiter and Stegeman, 2000, Proposition 3.3.5). This is a severe limitation; it would not even cover our guiding example, the t-test, because the group $(\mathbb{R}^+ \times \cdots)$ is not compact (see Example 1). The main technical contribution of this article is the extension of the above optimality result to amenable groups (see Section 2.2). Setting technical details aside, the core of the proof of Theorem 2 is replacing the Haar measure above by a sequence of almost-right-invariant probability measures and showing that the KL converges to its infimum. Our arguments require the following additional assumptions.

**Assumption 1.** Let $G$ be a topological group acting on a topological space $\mathcal{X}^n$, both equipped with their Borel $\sigma$-algebra. The group $G$, the observation space $\mathcal{X}^n$, and the probabilistic models under consideration satisfy the following three properties:

1. As topological spaces, $G$ and $\mathcal{X}^n$ are Polish—separable, completely metrizable and locally compact.
2. The action of $G$ on $\mathcal{X}^n$ is free, continuous and proper.
3. The models $\{P_g\}_{g \in G}$ and $\{Q_g\}_{g \in G}$ are invariant and have densities with respect to a common measure $\mu$ on $\mathcal{X}^n$ that is relatively left invariant with some multiplier $\chi$—$\mu \{gB\} = \chi(g) \mu \{B\}$ for any measurable set $B \subseteq \mathcal{X}^n$ and $g \in G$. All densities have a single common support.

Assumption 1 holds in most cases of interest for the purpose of parametric inference; some examples where it holds are given in Section 4. The topological assumptions on $G$ and $\mathcal{X}$ have two purposes. The first is to ensure that Wijsman’s representation theorem (5) holds. Though (5) requires slightly weaker assumptions than those presented here, see Section 2.2, the strengthened conditions are needed for the second purpose: to ensure that the observation space $\mathcal{X}^n$ can be put in bijective and bimeasurable\footnote{We call an invertible map bimeasurable if both the map and its inverse are measurable.} correspondence with a subset of $G \times \mathcal{X}^n / G$, where the group $G$ acts naturally by multiplication on the first component (Bondar, 1976). This will be used extensively in the proofs given in Section 6. With these assumptions, everything is in place to state the main results of this article.
Theorem 2. Let \( M_n = m_n(X^n) \) be a maximally invariant statistic under the action of the group \( G \) on \( X^n \). Assume that \( G \) is amenable, that Assumption 1 holds, and that there is \( \varepsilon > 0 \) such that

\[
\mathbb{E}^Q \left[ \ln \frac{q_1(X^n)}{p_1(X^n)} \right]^{1+\varepsilon}, \mathbb{E}^{M_n} \left[ \ln \frac{q^{M_n}(M_n)}{p^{M_n}(M_n)} \right]^{1+\varepsilon} < \infty,
\]

where the subindex 1 refers to the unit element of \( G \). Then

\[
\inf_{\Pi_0, \Pi_1} \text{KL}(\Pi_0^g Q_g, \Pi_1^g P_g) = \text{KL}(Q^{M_n}, P^{M_n}),
\]

where the infimum is over all pairs \((\Pi_0, \Pi_1)\) of probability distributions on \( G \).

Corollary 3. Under the assumptions of Theorem 2, a GROW e-statistic for testing \( \mathcal{H}_1 \) against \( \mathcal{H}_0 \) as in (4) is given by the likelihood ratio of any maximally invariant statistic \( M_n = m_n(X^n) \), i.e.

\[
T^{M_n} = \frac{q^{M_n}(m_n(X^n))}{p^{M_n}(m_n(X^n))}.
\]

Corollary 3 follows from the combination of Theorem 2 with Theorem 1. The results are stated in terms of the likelihood ratio of any maximal invariant for the original data. However, as mentioned briefly in Section 2.2 and in detail in Appendix A, one can use instead any maximal invariant for a sufficient statistic of the original data, rather than for the data itself. The resulting likelihood ratio is identical and the optimality results therefore remain valid. Next, we show that in the group-invariant setting, any statistic that is GROW is also relatively GROW, meaning that any e-statistic maximizes (8) also maximizes (10). This is not true in general; the result relies crucially on the invariance of the models. For example, for contingency tables, the two e-statistics are vastly different (Turner, Ly and Grünwald, 2023).

Theorem 4. Suppose that Part 3 of Assumption 1 is satisfied and that, for each \( g \in G \), there exists \( h \in G \) such that \( \text{KL}(Q_g, P_h) \) is finite. Then the map defined by

\[
g \mapsto \sup_{T_n \in \text{e-stat.}} \mathbb{E}^Q[\ln T_n]
\]

is constant. Consequently, any maximizer of (8) also maximizes (10), that is, an e-statistic is GROW if and only if it is relatively GROW for the hypothesis testing problem (4).

Corollary 5. \( T^{M_n} \) from Corollary 3 is not only GROW, it is also relatively GROW.

Example 1 (continued). It is known that he group \( G = (\mathbb{R}^+, \cdot) \) of the t-test is amenable—the sequence of probability distributions \( \text{Uniform}([-n, n])_{n \in \mathbb{N}} \) is almost right invariant. It is readily verified that Assumption 1 and condition (14) are also satisfied. Hence, Corollary 3 implies that the likelihood ratio for the t-statistic, given in (6), is a GROW e-statistic. Moreover, it follows from Corollary 5 that it is also relatively GROW.

3.2. Anytime-validity. As discussed in Section 2.3, any e-statistic can be used in the context of optional continuation with fixed sample sizes, but not all e-statistics are suitable for optional stopping and optional continuation with data-dependent sample sizes. A sufficient condition that allows us to engage in these two additional uses is that the sequence of e-statistics is a nonnegative martingale. We now show that this is the case for the sequence \( (T^{M_n})_{n \in \mathbb{N}} \).
Proposition 6. If \((M_n)_{n \in \mathbb{N}}\) is a sequence of maximally invariant statistics \(M_n = m_n(X^n)\) for the action of \(G\) on \(X^n\), then the process \((T^{M_n})_{n \in \mathbb{N}}\) is a nonnegative martingale with respect to the filtration \((\sigma(M_1, \ldots, M_n))_{n \in \mathbb{N}}\) under any of the elements of the null hypothesis.

In particular, Proposition 6 implies that under every stopping time \(\tau\) defined relative to the filtration induced by \((M_n)_{n \in \mathbb{N}}, T^{M_\tau}\) is itself an \(e\)-statistic; see Appendix C for the (standard) proof. There is an interesting subtlety here however: if \(\tau'\) is a stopping time relative to the filtration induced by \((X_n)_{n \in \mathbb{N}}\) but not relative to the coarser filtration induced by \((M_n)_{n \in \mathbb{N}}\), then \(T^{M_{\tau'}}\) is not necessarily an \(e\)-statistic anymore. Thus, with such \(T^{M_{\tau'}}\), we cannot engage in optional continuation. This is generally not a problem, since most stopping times encountered in practice are stopping times relative to the filtration induced by \((M_n)_{n \in \mathbb{N}}\). This includes the aggressive stopping time ‘stop at the smallest \(n\) at which \(T^{M_n} \geq 1/\alpha'\). However, in Appendix C.1 we give an explicit example of a stopping time \(\tau'\) relative to the filtration induced by \((X_n)_{n \in \mathbb{N}}\) in the t-test such that \(T^{M_{\tau'}}\) is not an \(e\)-statistic.

3.3. \(GROW\) for composite invariant hypotheses. Until now we have considered null and alternative hypotheses that become simple when viewed through the lens of the maximally invariant statistic. As we saw, in the t-test this corresponds to testing simple hypotheses about the effect size \(\delta\). In this section we consider hypotheses that are composite in the maximally invariant parameter. We also consider problems in which a fixed prior is placed on the maximally invariant parameter \(\delta\). This implements the method of mixtures, a standard method to combine test martingales (Wald, 1945; Darling and Robbins, 1968), which was already used in the context of the anytime-valid t-test (Lai, 1976).

Suppose that the initial hypotheses are not defined by a single value of the maximally invariant parameter \(\delta = \delta(\theta)\), as in (1), but are instead given by

\[
\mathcal{H}_0 : \delta(\theta) = \delta, \quad \delta \in \Delta_0 \text{ vs. } \mathcal{H}_1 : \delta(\theta) = \delta, \quad \delta \in \Delta_1,
\]

where \(\Delta_0\) and \(\Delta_1\) are two sets of possible values of \(\delta = \delta(\theta)\). In Section 2.2, we reparametrized \(\{P_\theta\}_{\theta \in \Theta, \delta(\theta) = \delta_0}\) and \(\{P_\theta\}_{\theta \in \Theta, \delta(\theta) = \delta_1}\) in terms of \(G\), and denoted the resulting models as \(\{P_g\}_{g \in G}\) and \(\{Q_g\}_{g \in G}\) respectively. Instead of only considering \(\delta_0\) and \(\delta_1\), we can do the same for all \(\delta \in \Delta_0\) and \(\delta \in \Delta_1\). We denote the resulting models as \(\{P_{g,\delta}\}_{g \in G, \delta \in \Delta_0}\) and \(\{Q_{g,\delta}\}_{g \in G, \delta \in \Delta_1}\). As an example, \(P_{g,\delta_0}\) and \(Q_{g,\delta_1}\) correspond to what were previously simply \(P_g\) and \(Q_g\). The problem (15) may now be rewritten as

\[
\mathcal{H}_0 : X^n \sim P_{g,\delta}, \quad \delta \in \Delta_0, \quad g \in G \text{ vs. } \mathcal{H}_1 : X^n \sim Q_{g,\delta}, \quad \delta \in \Delta_1, \quad g \in G.
\]

Since the distribution of a maximally invariant function of the data \(M_n = m_n(X^n)\) depends on the parameter \(\delta\), these hypotheses are not simple when data are reduced through invariance. The main objective of this section is to show that, when searching for a \(GROW\) \(e\)-statistic for (16), it is enough to do so for the invariance-reduced problem

\[
\mathcal{H}_0 : M_n \sim P_{\delta}^{M_n}, \quad \delta \in \Delta_0 \text{ vs. } \mathcal{H}_1 : M_n \sim Q_{\delta}^{M_n}, \quad \delta \in \Delta_1.
\]

We follow the same steps that we followed in Section 3.1, and begin by showing that if there exists a minimizer for the KL minimization problem associated to (17), then it has the same value as that associated to (16).

Proposition 7. Assume that there exists a pair of probability distributions \(\Pi^0_{\delta}, \Pi^1_{\delta}\) on \(\Delta_0\) and \(\Delta_1\) that satisfy

\[
\text{KL}(\Pi^0_{\delta} Q_{\delta}^{M_n}, \Pi^0_{\delta} P_{\delta}^{M_n}) = \min_{\Pi_0, \Pi_1} \text{KL}(\Pi^0_{\delta} Q_{\delta}^{M_n}, \Pi^0_{\delta} P_{\delta}^{M_n}).
\]
For each \( g \in G \), define the probability distributions \( \mathbf{P}_g^* = \Pi_0^{g, \delta} \mathbf{P}_{g, \delta} \) and \( \mathbf{Q}_g^* = \Pi_1^{g, \delta} \mathbf{Q}_{g, \delta} \) on \( \mathcal{X}^n \). If the models \( \{ \mathbf{P}_g^* \}_{g \in G} \) and \( \{ \mathbf{Q}_g^* \}_{g \in G} \) satisfy the assumptions of Theorem 2, then
\[
\inf_{\Pi_n, \Pi_1} \text{KL}(\Pi_1^{g, \delta} \mathbf{Q}_{g, \delta}, \Pi_0^{g, \delta} \mathbf{P}_{g, \delta}) = \min_{\Pi_n, \Pi_1} \text{KL}(\Pi_1^{g, \delta} \mathbf{Q}_{0}^{M_n}, \Pi_0^{g, \delta} \mathbf{P}_{0}^{M_n}).
\]

From this proposition, using Theorem 1 and the steps used for Corollaries 3 and 5, we can conclude that the ratio of the Bayes marginals for the invariance-reduced data \( M_n \) using the optimal priors \( \Pi_0^* \) and \( \Pi_1^* \) is both a GROW and a relatively GROW \( e \)-statistic for (16). We now state the corollary and apply it to our running example, the t-test.

**COROLLARY 8.** Under the assumptions of Proposition 7, the statistic given by
\[
T^* = \frac{\int q_{\delta}^{M_n}(m_n(X^n))d\Pi_1^*(\delta)}{\int p_{\delta}^{M_n}(m_n(X^n))d\Pi_0^*(\delta)}
\]
is a (both absolute and relative) GROW \( e \)-statistic for (16).

**EXAMPLE 1 (continued).** Suppose, in the t-test setting, that we are interested in testing
\[
\mathcal{H}_0 : \delta \in (-\infty, \delta_0] \text{ vs. } \mathcal{H}_1 : \delta \in [\delta_1, \infty)
\]
for some \( \delta_0 < \delta_1 \), where, recall, \( \delta = \mu/\sigma \) is the maximally invariant parameter. Corollary 8 shows that no loss is incurred if we only look among \( e \)-statistics that are a function of the maximally invariant function \( M_n \), the t-statistic. Since the density of the t-statistic is monotone in \( \delta \), we can use Proposition 3 of GHK, Section 3.1, to infer that the minimum in (18) is achieved by the probability distributions \( \Pi_1^* \) and \( \Pi_0^* \) that put all of their mass on \( \delta_0 \) and \( \delta_1 \), respectively. Corollary 8 yields that \( T_n^* = \frac{p_{\delta_0}^{M_n}}{p_{\delta_1}^{M_n}} \) is GROW among all possible \( e \)-statistics of the original data (not only the scale-invariant ones). This result can be extended to other families with this type of monotonicity property.

Another approach to deal with the unknown parameter values is to employ proper prior distributions, as is standard practice both within Bayesian statistics and with \( e \)-statistics. That is, we may want to use specific priors \( \Pi_0^* \) and \( \Pi_1^* \) on \( \Delta_0 \) and \( \Delta_1 \) respectively. If we define for each \( g \) the probability distributions \( \tilde{\mathbf{P}}_g = \Pi_0^* \mathbf{P}_{g, \delta} \) and \( \tilde{\mathbf{Q}}_g = \Pi_1^* \mathbf{Q}_{g, \delta} \), and the resulting models \( \{ \tilde{\mathbf{P}}_g \}_{g \in G} \) and \( \{ \tilde{\mathbf{Q}}_g \}_{g \in G} \) also satisfy the conditions of Corollary 3, the proof of Proposition 7 also provides the following corollary.

**COROLLARY 9.** Let \( \tilde{\Pi}_0^* \) and \( \tilde{\Pi}_1^* \) be two probability distributions on \( \Delta_0 \) and \( \Delta_1 \), respectively. Let \( \{ \tilde{\mathbf{P}}_g \}_{g \in G} \) and \( \{ \tilde{\mathbf{Q}}_g \}_{g \in G} \) be two probability models defined by \( \tilde{\mathbf{P}}_g = \Pi_0^* \mathbf{P}_{g, \delta} \) and \( \tilde{\mathbf{Q}}_g = \Pi_1^* \mathbf{Q}_{g, \delta} \). If \( \{ \tilde{\mathbf{P}}_g \}_{g \in G} \) and \( \{ \tilde{\mathbf{Q}}_g \}_{g \in G} \) satisfy the conditions of Corollary 3, then the \( e \)-statistic
\[
\tilde{T}_n = \frac{\int q_{\delta}(m_n(X^n))d\tilde{\Pi}_1^*(\delta)}{\int p_{\delta}(m_n(X^n))d\tilde{\Pi}_0^*(\delta)}
\]
is both GROW and relatively GROW for testing \( \{ \tilde{\mathbf{P}}_g \}_{g \in G} \) against \( \{ \tilde{\mathbf{Q}}_g \}_{g \in G} \).

**EXAMPLE 1 (continued).** Jeffreys (1961) proposed a Bayesian version of the t-test based on the Bayes factor (6) with \( \delta_0 \) to 0 and a Cauchy prior centered at 0 on \( \delta_1 \). Populized as the Bayesian t-test (Rouder et al., 2009), it is an instance of (19) with \( \tilde{\Pi}_1^* \) set to aforementioned Cauchy prior and \( \tilde{\Pi}_0^* \) putting mass 1 on \( \delta_0 = 0 \). It is itself an \( e \)-statistic (GHK), but condition (14) of Theorem 2 does not hold because the Cauchy distribution does not have any moments.
Thus, we cannot verify whether (19) has the relative GROW property. However, as soon as we replace the Cauchy prior by any prior centered at 0 for which, for some $\varepsilon > 0$, the $(2 + \varepsilon)$-th moment exists (such as e.g. a normal distribution centered at 0, as has also been proposed for this problem), we can use Lemma 1 in the next section (applied with $d = 1$) to infer that assumption (14) holds. Finally, Proposition 9 can be applied to conclude that the corresponding Bayes factor is then relatively GROW.

4. Testing multivariate normal distributions under group invariance. We show how the theory developed in the previous sections can be applied to hypothesis testing under normality assumptions. The latter is particularly suited for the group-invariant setting, because the family of normal distributions carries a natural invariance under scale-location transformations, as we have already seen in Example 1. Different subsets of scale-location transformations correspond to different parameters of interest. We develop two examples in detail. The first is an alternative to Hotelling’s $T^2$ for testing whether the (multivariate) mean of the distribution is identically zero. The corresponding group is that of lower triangular matrices with positive entries on the diagonal. This test is in direct relation with the step-down procedure of Roy and Bargmann (1958)$^2$ (see also Subbaiah and Mudholkar, 1978). The second example that we consider is, in the setting of linear regression, a test for whether or not a specific regression coefficient is identically zero. In this case, the group is a subset of the affine linear group.

4.1. The lower triangular group. Consider data $X^n = (X_1, \ldots, X_n)$ where $X_i \in \mathcal{X} = \mathbb{R}^d$. We assume each $X_i$ to have a Gaussian distribution $N(\mu, \Sigma)$ with unknown mean $\mu \in \mathbb{R}^d$ and covariance matrix $\Sigma$. We consider a test for whether the mean $\mu$ of the distribution is zero. To formalize the test, recall that the Cholesky decomposition of a positive definite matrix $\Sigma$ is $\Sigma = \Lambda \Lambda'$ for a unique $\Lambda \in LT^+(d)$. Here, $LT^+(d)$ denotes the group of lower triangular matrices with positive entries on the diagonal, which is amenable. We can therefore parametrize the Gaussians in terms of $(\mu, \Lambda)$, taking the parameter space to be $\Theta = \mathbb{R}^d \times LT^+(d)$. In this parametrization, consider the following hypothesis testing problem, which generalizes the t-test (Example 1) to dimensions $d \geq 1$:

$$H_0 : \Lambda^{-1} \mu = \delta_0 \text{ vs. } H_1 : \Lambda^{-1} \mu = \delta_1.$$  \hspace{1cm} (20)

A test for whether $\mu$ is zero can be obtained by setting $\delta_0 = 0$. The group $LT^+(d)$ acts freely and continuously on $\mathcal{X}^n$ through component-wise matrix multiplication, i.e. $(L, X^n) \mapsto (LX_1, \ldots, LX_n)$ for any $L \in LT^+(d)$. This action is continuous and free, and can be shown to be proper on the restriction of $\mathcal{X}^n$ to matrices of rank $d$ if $n \geq d + 1$. If $X_i \sim N(\mu, \Lambda)$, then $LX_i \sim N(L\mu, L\Lambda)$, so that $LT^+(d)$ acts on $\Theta$ by $(L, (\mu, \Lambda)) \mapsto (L\mu, L\Lambda)$ for each $(\mu, \Lambda) \in \Theta$ and $L \in LT^+(d)$. A maximally invariant parameter under this action is $\delta(\mu, \Lambda) = \Lambda^{-1} \mu$, so that (20) is indeed a test of the form described in Section 2.2. Furthermore, seen as a subset of $\mathbb{R}^{d \times n}$, the restriction of the Lebesgue measure to $\mathcal{X}^n$ is relatively left-invariant with multiplier $\chi(L) = |\det(L)|^n$. It follows that Assumption 1 holds and therefore, the likelihood ratio of any maximally invariant statistic is GROW by Corollary 3.

By the results of Hall, Wijsman and Ghosh (1965), recapped in Appendix A, this likelihood ratio must coincide with that of an invariantly sufficient statistic for $\delta$. We now proceed to compute one such statistic. Recall that the pair $S_n = s_n(X^n) = (\bar{X}_n, \bar{V}_n)$, consisting of the unbiased estimators $\bar{X}_n$ and $\bar{V}_n$ for the mean and covariance matrix respectively, is a sufficient statistic for $(\mu, \Sigma)$. Analogous to the technique we used for the

---

$^2$Even though not explicitly in group-theoretic terms, the test of Roy and Bargmann (1958) test is based on a different maximally invariant function of the data. The fact that the test statistic of Roy and Bargmann (1958) is maximally invariant is shown by Subbaiah and Mudholkar (1978).
parameter space, we can perform the Cholesky decomposition \( \bar{V}_n = L_n L'_n \). The statistic 
\( M_{S,n} = m_{S,n}(S_n) = \sqrt{\frac{n}{n-1}} L_n^{-1} X_n \) is maximally invariant under the action of \( LT^+(d) \) on \( S_n \); in other words, \( M_{S,n} \) is invariantly sufficient for \( \delta \). Hence, the GROW e-statistic can be written as 
\( T^{M_{S,n}} = q^{M_{S,n}} / p^{M_{S,n}} \). Since it was used in Example 1 (underneath Corollary 9), we give an explicit expression for the likelihood ratio \( T^{M_{S,n}} \) when \( \delta_0 = 0 \), from which values for other \( \delta_0 \) can be computed. It is based on a more general computation in Appendix D.

**Lemma 1.** For the maximally invariant statistic 
\( M_{S,n} = \sqrt{\frac{n}{n-1}} L_n^{-1} X_n \), we have

\[
q^{M_{S,n}}(m_{S,n}(S_n)) \quad \frac{1}{p^{M_{S,n}}(m_{S,n}(S_n))} = e^{-\frac{2}{n}||\delta||^2} \int e^{n(\delta_i, TA^{-1} M_{S,n})} dP_{n,I}(T),
\]

where \( A_n \) is the lower triangular matrix resulting from the Cholesky decomposition \( \sqrt{M_{S,n}} = A_n A_n' \), and \( P_{n,I} \) is the distribution according to which \( nTT' \sim W(n, I) \), a Wishart distribution.

**Proof.** This follows from Proposition 1 in Appendix D with \( \gamma = \sqrt{n} \delta_1 \), \( X = \sqrt{n} \bar{X}_n \), \( m = n - 1 \), and \( S = \bar{V}_n \).

4.2. Linear regression. Consider the problem of testing whether one of the coefficients of a linear regression is zero under Gaussian error assumptions. Assume that the observations are of the form \((X_1, Y_1, Z_1), \ldots, (X_n, Y_n, Z_n)\), where \( X_i, Y_i \in \mathbb{R} \) and \( Z_i \in \mathbb{R}^d \) for each \( i \). We consider the linear model given by

\[
Y_i = \gamma X_i + \beta Z_i + \sigma \epsilon_i,
\]

where \( \gamma \in \mathbb{R} \), \( \beta \in \mathbb{R}^d \) and \( \sigma \in \mathbb{R}^+ \) are the parameters, and \( \epsilon_1, \ldots, \epsilon_n \) are i.i.d. errors with standard Gaussian distribution \( N(0, 1) \). We are interested in testing

\[
H_0 : \gamma / \sigma = \delta_0 \quad \text{vs.} \quad H_1 : \gamma / \sigma = \delta_1.
\]

A test for whether \( \gamma = 0 \) is readily obtained by taking \( \delta_0 = 0 \). This problem is invariant under the action of the group \( G = \mathbb{R}^+ \times \mathbb{R}^d \) given by \((\gamma, \beta, \sigma) \mapsto (\gamma c, c \beta + v, c \sigma)\) (Kariya, 1980; Eaton, 1989). The corresponding action of \( G \) on the parameter space is given by \((\gamma, \beta, \sigma) \mapsto (\gamma, \beta, \sigma)\). A maximally invariant parameter is \( \delta(\gamma, \beta, \sigma) = \gamma / \sigma \), so that the problem in (22) is of the form described in Section 2.2. Furthermore, it can be shown that the action of \( G \) on \( X \) is continuous and proper, and that \( G \) is amenable. Since the Lebesgue measure is again relatively left invariant, it follows that Assumption 1 holds. All that remains is to find a maximally invariant function of the data. To this end, define the vectors \( Y^n = (Y_1, \ldots, Y_n)' \) and \( X^n = (X_1, \ldots, X_n)' \), and the \( n \times d \) matrix \( Z_n = [Z_1, \ldots, Z_n]' \) whose rows are the vectors \( Z_1, \ldots, Z_n \). Assume that \( Z_n \) has full rank. A maximally invariant function of the data is given by \( M_n = \left( \frac{A_n Y^n}{||A_n Y^n||}, X^n, Z_n \right) \), where \( A_n \) is an \((n - d) \times n\) matrix whose columns form an orthonormal basis for the orthogonal complement of the column space of \( Z_n \) (Kariya, 1980; Bhowmik and King, 2007). In order to compute the likelihood ratio for \( M_n \), we assume that the mechanism that generates \( X^n \) and \( Z_n \) is the same under both hypotheses, so that we only need to consider the distribution of \( U_n = \frac{A_n Y^n}{||A_n Y^n||} \) conditionally on \( X^n \) and \( Z_n \). Bhowmik and King (2007) show that for arbitrary effect size \( \delta \), the density of this distribution is given by

\[
p^u_{\delta}(u|X^n, Z_n) = \frac{1}{2} \Gamma\left(\frac{k}{2}\right) \pi^{-\frac{k}{2}c(d)} \left[ 1 F_1 \left( \frac{k}{2}, \frac{1}{2}, \frac{a^2(u, \delta)}{2} \right) + \sqrt{2} a(u, \delta) \frac{\Gamma(1 + k/2)}{\Gamma(k/2)} 1 F_1 \left( \frac{1 + k}{2}, \frac{3}{2}, \frac{a^2(u, \delta)}{2} \right) \right],
\]
where \( k = n - d \), \( u \) is a unit vector in \( \mathbb{R}^k \), \( a(u, \delta) = \delta X^{n'} A_n u, c(\delta) = -\frac{1}{2} \delta^2 X^{n'} A_n A_n' X^n \), and \( I_1 \) is the confluent hypergeometric function. This can be used to compute the likelihood ratio for \( M_n \), which is the relatively GROW \( e \)-statistic for testing (22). In fact, Bhowmik and King compute in more generality the density of the maximally invariant statistic when \( X \) is allowed to have a non-linear effect on \( Y \). This does not impact the group invariance structure of the model, so that our results can also be used in this semilinear setting if the hypotheses are adjusted accordingly.

5. Discussion and Future Work. In this concluding section we bring up an issue that deserves further discussion and may inspire future work. We also use this issue to highlight the differences between our work and related work in a Bayesian context.

5.1. Amenability is not always necessary. We have shown that, if a hypothesis testing problem is invariant under a group \( G \) and our assumptions are satisfied, then amenability of \( G \) is a sufficient condition for the likelihood ratio of the maximal invariant to be GROW. A natural question is therefore whether amenability is also a necessary condition for the latter to hold. This is not only of theoretical relevance: some groups that are important for statistical practice are not amenable. For instance, the general linear group \( GL(d) \), which is the relevant group in Hotelling’s test, is nonamenable. The setup of Hotelling’s test is similar to that in Section 4.1, except that the hypotheses are given by

\[
H_0 : \|\Lambda^{-1} \mu\|^2 = 0 \quad \text{vs.} \quad H_1 : \|\Lambda^{-1} \mu\|^2 = \gamma.
\]

A maximally invariant statistic is the \( T^2 \)-statistic \( n \bar{X}_n' V_n^{-1} \bar{X}_n \), where, as in Section 4.1, \( \bar{X}_n \) and \( V_n \) are the unbiased estimators of the mean and the covariance matrix, respectively. Notice that this test is equivalent to (20) with the alternative expanded to \( \Delta = \{\delta : \|\delta\|^2 = \gamma\} \), but that \( T^2 \) is not a maximal invariant under the lower triangular group. However, Giri, Kiefer and Stein (1963) have shown that for \( d = 2 \) and \( n = 3 \), the likelihood ratio of the \( T^2 \)-statistic can be written as an integral over the likelihood ratio in (21) with a proper prior on \( \delta \in \Delta \) as defined there. It follows as a result of Proposition 7 that the likelihood ratio of the \( T^2 \)-statistics is also GROW in the case that \( d = 2 \) and \( n = 3 \). These results can be extended to the case that \( d = 2 \) with arbitrary \( n \) by the work of Shalaevskii (1971). An interesting question is whether amenability can be replaced by a weaker condition, and/or whether a counterexample to Theorem 2 for nonamenable groups can be given.

5.2. Nonuniqueness issues with right Haar priors do not arise. As the above example illustrates, it is sometimes possible to represent the same \( H_0 \) and \( H_1 \) via (at least) two different groups. As we explain in full detail in Appendix B, this is generally unproblematic: as soon as the assumptions of Theorem 2 hold for at least one of the two groups, we can construct the GROW \( e \)-statistic, and it is uniquely defined. Superficially, this may seem to contradict Sun and Berger (2007) who point out that in some settings, the underlying group is not uniquely determined and then the right Haar prior for the considered model \( \mathcal{P} \) is not uniquely defined. Then, different choices of right Haar prior give different Bayesian posteriors—a fact that has sometimes been taken as a criticism of objective Bayesian approaches. Such nonuniqueness is avoided in our approach. The reason is, essentially, that whereas the GROW \( e \)-statistic \( T^*_n \) is a ratio between Bayes marginals for different models \( H_0 \) and \( H_1 \) at the same sample size \( n \), the Bayes predictive distribution based on a single model \( \mathcal{P} \) is a ratio between Bayes marginals for the same \( \mathcal{P} \) at different sample sizes \( n \) and \( n - 1 \). The role of ‘same’ and ‘different’ being interchanged, it turns out that this Bayes predictive distribution can depend on the group on which the right Haar prior for \( \mathcal{P} \) is based. Since the Bayes predictive distribution can be rewritten as a marginal over the Bayes posterior, which is Sun and Berger...
(2007)’s quantity of interest, it is then not surprising that this Bayes posterior may also change if the underlying group is changed. Instead, one may quantify uncertainty by the e-posterior, an e-statistic-based measure of uncertainty recently put forward by Grünwald (2023): if one replaces the standard Bayes posterior on \( \delta \) by the e-posterior based on the GROW e-statistic \( T^*_n \), the nonuniqueness issue disappears as well.

6. Proofs. In this section, we give all the proofs that were omitted earlier. We first provide two remarks that will be useful throughout the proofs.

Remark 1. Without loss of generality, we may modify 3 in Assumption 1 as follows:

3’ The models \( \{P_g\}_{g \in \mathbb{G}} \) and \( \{Q_g\}_{g \in \mathbb{G}} \) are invariant and have densities with respect to a common measure \( \nu \) on \( \mathcal{X}^n \) that is left invariant.

The reason that there is no loss in generality is that from any relatively left-invariant measure \( \mu \) with multiplier \( \chi \), a left-invariant measure \( \nu \) can be constructed. Indeed, Bourbaki (2004, Chap. 7, §2 Proposition 7) shows that, under our assumptions, for any multiplier \( \chi \) there exists a function \( \varphi : \mathcal{X}^n \to \mathbb{R} \) with the property that \( \varphi(gx) = \chi(g)\varphi(x) \) for any \( x \in \mathcal{X} \) and \( g \in G \). With this function at hand, one can define the measure \( d\nu(x) = d\mu(x)/\varphi(x) \), which is left invariant. After multiplication by \( \varphi \), probability densities with respect to \( \mu \) are readily transformed into probability densities with respect to \( \nu \). The invariance of the models implies that the densities of \( P_g \) and \( Q_g \) with respect to \( \nu \) take the form \( p_g(x^n) = p_1(g^{-1}x^n) \) and \( q_g(x^n) = q_1(g^{-1}x^n) \) for any \( x^n \in \mathcal{X}^n \), where 1 denotes the unit element of the group \( G \). It follows that for any \( g, h \in G \) it holds that \( p_g(x^n) = p_h(hg^{-1}x^n) \) for all \( x^n \in \mathcal{X}^n \). A similar statement can be made for \( q_g \).

Remark 2. So far, we have only considered the right Haar measure \( \rho \) on \( G \), however on any locally compact group \( G \) there also exists a left-invariant measure \( \lambda \), called the left Haar measure. It can be shown that \( \lambda \) is relatively right invariant with a multiplier \( \Delta \), that is, for any measurable \( B \subseteq G \) and \( g \in G \) it holds that \( \lambda\{Bg\} = \Delta(g)\lambda\{B\} \) for any \( g \in G \). Moreover, a computation shows that the measure \( \rho' \) defined by \( \rho'\{B\} = \lambda\{B^{-1}\} \) for each measurable \( B \subseteq G \), is right invariant; in other words, \( \rho' \) is a right Haar measure. We may therefore choose \( \rho \) to be equal to \( \rho' \) and in the following, we always refer to right and left Haar measures that are related to each other by that identity. In our proofs we will use that for any integrable function \( f \) defined on \( G \), the identities \( \int f(h) d\rho(h) = \int f(h)/\Delta(h) d\lambda(h) \) and \( \int f(h^{-1}) d\lambda(h) = \int df(h) d\rho(h) \) hold (see Eaton, 1989, Section 1.3).

6.1. Proofs of Theorem 4, Proposition 6, Proposition 7. Here we prove all results in the main text except the main Theorem 2, which is deferred to the next subsection.

Proof of Theorem 4. Let \( g \) be a fixed group element of \( G \). Recall from Remark 1 that we may assume that both models are dominated by a left invariant measure \( \nu \) on \( \mathcal{X} \). Theorem 1 by GHK (its simplest instantiation in their Section 2) implies that

\[
\sup_{T_n \text{ e-stat.}} E_g^Q[\ln T_n] = \inf_{\Pi_0} KL(Q_g, \Pi_0 \cdot P_g'),
\]

where the infimum is over all distributions \( \Pi_0 \) on \( G \). We will show that for any pair \( g, h \in G \) and any prior \( \Pi \) on \( G \), there exists a prior \( \Pi' \) such that

\[
KL(Q_g, \Pi' \cdot P_g') = KL(Q_h, \Pi' \cdot P_g').
\]
From this, our claim will follow: by symmetry, the previous display implies that $g \mapsto \sup_{t_n \in \text{E-stat}} \mathbb{E}_g^{\mathbb{Q}}[\ln T_n]$ is constant over $G$ because of its relation to the KL minimization in (24). Let $\hat{p} = \int p_g' d\bar{\Pi}(g')$, use both the invariance of $\nu$ and of $\mathbb{Q}$, and compute

$$\begin{align*}
\text{KL}(Q_g, \Pi^g P_{g'}) &= \mathbb{E}_g^{\mathbb{Q}} \left[ \ln \frac{q_g(X^n)}{\hat{p}(x^n)} \right] = \int q_g(x^n) \ln \frac{q_g(x^n)}{\hat{p}(x^n)} d\nu(x^n) \\
&= \int q_h(hg^{-1} x^n) \ln \frac{q_h(hg^{-1} x^n)}{\hat{p}(x^n)} d\nu(x^n).
\end{align*}$$

Next, define $\bar{\Pi}$ as the probability distribution on $G$ that assigns $\bar{\Pi}\{H \in B\} = \Pi\{H \in gh^{-1} B\}$ for any measurable set $B \subseteq G$. Then

$$\bar{p}(x^n) = \int p_{g'}(x^n) d\bar{\Pi}(g') = \int p_{gh^{-1} g'}(x^n) d\bar{\Pi}(g') = \int p_g'(h g^{-1} x^n) d\bar{\Pi}(g').$$

Define $\hat{p} = \int p_{g'} d\bar{\Pi}(g')$. The two last displays together imply that

$$\text{KL}(Q_g, \Pi^g P_{g'}) = \int q_h(hg^{-1} x^n) \ln \frac{q_h(hg^{-1} x^n)}{\hat{p}(h g^{-1} x^n)} d\nu(x^n).$$

After a change of variable and using the invariance of $\nu$, the right hand side of this equation equals $\text{KL}(Q_g, \Pi^g P_{g'})$. Thus, this last equation is nothing but (25), as was our objective. By our previous discussion, the result follows. \qed

**Proof of Proposition 6.** Let $g \in G$ be arbitrary but fixed. We start by showing that $T^{M_n}$ equals the likelihood ratio for $M_n = (M_1, \ldots, M_n)$ between $P_g$ and $Q_g$. For each $t > 1$, the maximally invariant statistic at $n - 1$, $M_{n-1} = m_{n-1}(X^{n-1})$ is invariant if seen as a function of $X^n$. Hence, by the maximality of $m_{n-1}$, $M_{n-1}$ can be written as a function of $M_n$. Repeating this reasoning $n - 1$ times yields that $M_n$ contains all information about the value of $M^{n-1} = (M_1, \ldots, M_{n-1})$, all the maximally invariant statistics at previous times. Two consequences fall from these observations. First, no additional information about $T^{M_n}$ is gained by knowing the value of $M^{n-1} = (M_1, \ldots, M_{n-1})$ with respect to only knowing $M_{n-1}$, that is, $\mathbb{E}_g^{\mathbb{P}}[T^{M_n} | M_{n-1}] = \mathbb{E}_g^{\mathbb{Q}}[T^{M_n} | M^{n-1}]$. Second, the likelihood ratio between $P_g$ and $Q_g$ for the sequence $M_1, \ldots, M_n$ equals the likelihood ratio for $M_n$ alone, that is,

$$T^{M_n} = \frac{q^{M_1, \ldots, M_n}(m_1(X^1), \ldots, m_n(X^n))}{p^{M_1, \ldots, M_n}(m_1(X^1), \ldots, m_n(X^n))).}$$

The previous two consequences, and a computation, together imply that $(T^{M_n})_{n \in \mathbb{N}}$ is an $M$-martingale under $P_g$, that is, $\mathbb{E}_g^{\mathbb{P}}[T^{M_n} | M^{n-1}] = T^{M_{n-1}}$. Since $g \in G$ was arbitrary, the result follows. \qed

**Proof of Proposition 7.** Let $\Pi_0^{g, \delta}, \Pi_1^{g, \delta}$ be two probability distributions on $G \times \Delta_0$ and $G \times \Delta_1$, respectively. If we call $\Pi_0^{g}$ and $\Pi_1^{g}$ their respective marginals on $\Delta_0$ and $\Delta_1$, then the information processing inequality implies that

$$\text{KL}(\Pi_1^{g, \delta} Q_{g, \delta}, \Pi_0^{g, \delta} P_{g, \delta}) \geq \text{KL}(\Pi_1^{g, \delta} Q_{g, \delta}, \Pi_0^{g, \delta} P_{g, \delta}) \geq \text{KL}(\Pi_1^{g, \delta} Q_{g, \delta}, \Pi_0^{g, \delta} P_{g, \delta}).$$

This means that the right-most member of the previous display is a lower bound on our target infimum, that is,

$$\inf_{\Pi_0, \Pi_1} \text{KL}(\Pi_1^{g, \delta} Q_{g, \delta} \Pi_0^{g, \delta} P_{g, \delta}) \geq \text{KL}(\Pi_1^{g, \delta} Q_{g, \delta}, \Pi_0^{g, \delta} P_{g, \delta}).$$

To show that this is indeed an equality, it suffices to prove it when taking the infimum over a smaller subset of probability distributions $\Pi_0, \Pi_1$. We proceed to build such a subset.
Let $\mathcal{P}(\Pi_0^{\delta})$ be the set of probability distributions on $G \times \Delta_0$ with marginal distribution $\Pi_0^{\delta}$. Define analogously the set of probability distributions $\mathcal{P}(\Pi_1^{\delta})$ on $G \times \Delta_1$. By our assumptions, Theorem 2 can be readily used to conclude that

$$\inf_{(\Pi_0, \Pi_1)\in \mathcal{P}(\Pi_0^{\delta}) \times \mathcal{P}(\Pi_1^{\delta})} \text{KL}(\Pi_1^{g,\delta}Q_{g,\delta}, \Pi_0^{g,\delta}P_{g,\delta}) = \text{KL}(\Pi_1^{\delta}Q_{\delta}^{M_n}, \Pi_0^{\delta}P_{\delta}^{M_n})$$

holds; (26) and (27) together imply the result that we were after.  

6.2. Proof of the main theorem, Theorem 2. For the proof of the main result, we use an equivalent definition of amenability to the one that was already anticipated in Section 2.2. We take the one that suits our purposes best (see Bondar and Milnes, 1981, p. 109, Condition A_1). That is, a group $G$ is amenable if there exists an increasing sequence of symmetric compact subsets $C_1 \subseteq C_2, \cdots \subseteq G$ such that, for any compact set $K \subseteq G$,

$$\frac{\rho\{C_i\}}{\rho\{C_i \cap K\}} \to 1, \text{ as } i \to \infty.$$

In this formulation, amenability is the existence of almost invariant symmetric compact subsets of the group $G$. We use these sets to build a sequence of almost invariant probability measures when $G$ is noncompact.

Proof of Theorem 2. Under our assumptions, Theorem 2 of Bondar (1976) implies the existence of a bimeasurable one-to-one map $r : X^n \to G \times X^n / G$ such that $r(x^n) = (h(x^n), m(x^n))$ and $r(gx^n) = (gh(x^n), m(x^n))$ for $h(x^n) \in G$ and $m(x^n) \in X^n / G$. Hence, by a change of variables, we can take densities with respect to the image measure $\mu$ of $\nu$ under the map $r$ on $G \times X^n / G$. Call the random variables $M = m(X^n)$ and $H = h(X^n)$.

We can therefore assume, without loss of generality, that the data is of the form $(H, M)$, that the group $G$ acts canonically by multiplication on the first component, and that the measures are with respect to a $G$-invariant measure $\mu = \lambda \times \beta$ where $\lambda$ is the Haar measure on $G$ and $\beta$ is some measure on $X^n / G$ (see Remark 1). Note that rewriting the data in this way does not affect our objective because the KL divergence remains unchanged under bijective transformations of the data. For each $g \in G$, write $P_g^{H|m}$ and $Q_g^{H|m}$ for the conditional probabilities $P_g^H \{ \cdot | M = m \}$ and $Q_g^H \{ \cdot | M = m \}$, which can be obtained through disintegration (see Chang and Pollard, 1997), and write $p_g(\cdot | m)$ and $q_g(\cdot | m)$ for their respective conditional densities with respect to the left Haar measure $\lambda$.

We turn to our KL minimization objective. The chain rule for the KL divergence implies that, for any probability distribution $\Pi$ on $G$,

$$\text{KL}(\Pi^gQ_g, \Pi^gP_g) = \text{KL}(Q^M, P^M) + \int \text{KL}(\Pi^gQ_g^{H|m}, \Pi^gP_g^{H|m})dQ^M(m).$$

In order to prove our claim, we will build a sequence $\{\Pi_i\}_{i \in \mathbb{N}}$ of probability distributions on $G$ such that the term in (28) pertaining the conditional distributions given $M$—the second term on the right hand side—goes to zero, that is, such that

$$\int \text{KL}(\Pi_i^gQ_g^{H|m}, \Pi_i^gP_g^{H|m})dQ^M(m) \to 0 \text{ as } i \to \infty.$$

We define the distributions $\Pi_i$ as the normalized restriction of the right Haar measure $\rho$ to carefully chosen compact sets $C_i \subseteq G$, that we describe in brief. In other words, for $B \subseteq G$ measurable, we define $\Pi_i$ by

$$\Pi_i\{g \in B\} := \frac{\rho\{B \cap C_i\}}{\rho\{C_i\}},$$

$$\inf_{(\Pi_0, \Pi_1)\in \mathcal{P}(\Pi_0^{\delta}) \times \mathcal{P}(\Pi_1^{\delta})} \text{KL}(\Pi_1^{g,\delta}Q_{g,\delta}, \Pi_0^{g,\delta}P_{g,\delta}) = \text{KL}(\Pi_1^{\delta}Q_{\delta}^{M_n}, \Pi_0^{\delta}P_{\delta}^{M_n})$$
Next, the choice of compact sets $C_i$. For technical reasons that will become apparent later, we pick $C_i = J_i K_i L_i$, where $J_i$, $K_i$, and $L_i$ are increasing compact symmetric neighborhoods of the unity of $G$ with the growth condition that $C_i$ is not much bigger—measured by $\rho$—than $J_i$. More precisely, we choose $C_i$ according to the following lemma.

**Lemma 2.** Under the amenability of $G$ there exist sequences $\{J_i\}_{i \in \mathbb{N}}$, $\{K_i\}_{i \in \mathbb{N}}$ and $\{L_i\}_{i \in \mathbb{N}}$ of compact symmetric neighborhoods of the unity of $G$, each increasing to cover $G$, such that

$$\frac{\rho \{J_i\}}{\rho \{J_i K_i L_i\}} \to 1 \text{ as } i \to \infty.$$ 

The proof of this Lemma is given in Appendix D.1. There is no risk of dividing by $\infty$ in (30): by the continuity of the group operation each $C_i$ is compact, hence $\rho \{C_i\} < \infty$. Lemma 2 ensures that $\Pi_i \{g \in J_i\} \to 1$ as $i \to \infty$, a fact that will be useful later in the proof. Write $Q^H_{\rho} := \Pi_i^H Q_{\rho}^H$, and $P^H_{\rho} := \Pi_i^H P_{\rho}^H$ for their respective densities. We use a change of variable and split the integral in our quantity of interest from (29). To this end, notice that for any function $f = f(h, m)$, the expected value $E_g^Q[f(\lambda, M)] = E_1^Q[f(g H, M)]$. Indeed,

$$\iint f(h, m) q_g(h, m) d\lambda(g) d\beta(m) = \iint f(h, m) q_1(g^{-1} h, m) d\lambda(g) d\beta(m) = \iint f(g h, m) q_1(h, m) d\lambda(g) d\beta(m).$$

Use this fact to obtain that

$$\int \text{KL}(\Pi_i^H Q_{\rho}^H, \Pi_i^H P_{\rho}^H) dQ_{\rho}(m) = \int E_1^Q \left[ \ln \frac{q_i(g H | M)}{p_i(g H | M)} \right] d\Pi_i(g) = \int_{A} E_1^Q \left[ \mathbb{1}_{\{g H \in J_i K_i\}} \ln \frac{q_i(g H | M)}{p_i(g H | M)} \right] d\Pi_i(g) + \int_{B} E_1^Q \left[ \mathbb{1}_{\{g H \not\in J_i K_i\}} \ln \frac{q_i(g H | M)}{p_i(g H | M)} \right] d\Pi_i(g).$$

We separate the rest of the proof in two steps, one for bounding each term in (31). These steps use two technical lemmas that we prove in Appendix D.1.

**Bound for A in (31):** Recall that

$$\ln \frac{q_i(g h | m)}{p_i(g h | m)} = \ln \int \mathbb{1}_{\{g' \in J_i K_i L_i\}} q_{g'}(g h | m) d\rho(g') \int \mathbb{1}_{\{g' \in J_i K_i L_i\}} p_{g'}(g h | m) d\rho(g').$$

Use $N = J_i K_i$—not necessarily symmetric—and $L = L_i$ in the following lemma.

**Lemma 3.** Let $N$ and $L$ be compact subsets of $G$. Assume that $L$ is symmetric. Then, for each $m \in \mathcal{X}^m / G$ it holds that

$$\sup_{h' \in N} \left\{ \ln \frac{\mathbb{1}_{\{g \in N L\}} q_g(h' | m) d\rho(g)}{\mathbb{1}_{\{g \in N L\}} p_g(h' | m) d\rho(g)} \right\} \leq - \ln P_1 \{H \in L | M = m\}.$$ 

With this lemma at hand, conclude that, for all $g h \in J_i K_i$, and $m \in \mathcal{M}$

$$\ln \frac{q_i(g h | m)}{p_i(g h | m)} \leq - \ln P_1 \{H \in L_i | M = m\}. $$
At the same time this implies that \( A \) in (31) is smaller than
\[
- \int \ln P_{1} \{ H \in L_{i} \mid M = m \} dQ(m).
\]

Since the sets \( L_{i} \) were chosen to satisfy \( L_{i} \uparrow G \), the probability \( P_{1} \{ H \in L_{i} \mid M = m \} \to 1 \) monotonically for each value of \( m \). Consequently the quantity in last display tends to 0 by the monotone convergence theorem, and so does \( A \) in (31). This ends the first step of the proof. Now, we turn to the second term in (31).

**Bound for \( B \) in (31):** Our strategy at this point is to show that, as \( i \to \infty \),
\[
\int Q_{1} \{ gH \notin J_{i}K_{i} \} d\Pi_{i}(g) \to 0,
\]
and to use (14) to show our goal, that \( B \) in (31) tends to zero. To show (32), notice that if \( g \in J_{i} \) and \( h \in K_{i} \), then \( gh \in J_{i}K_{i} \), which implies that
\[
\int Q_{1} \{ gH \notin J_{i}K_{i} \} d\Pi_{i}(g) \geq \Pi_{i} \{ g \in J_{i} \} Q_{1} \{ H \in K_{i} \}.
\]

Since the sets \( K_{i} \) increase to cover \( G \), we have \( Q_{1} \{ H \in K_{i} \} \to 1 \) as \( i \to \infty \), and by our initial choice of sets \( J_{i}, K_{i}, L_{i} \), the probability \( \Pi_{i} \{ g \in J_{i} \} \to 1 \), as \( i \to \infty \). Hence (32) holds. To bound the second term, we use the following lemma with \( \Pi = \Pi_{i} \).

**Lemma 4.** Let \( \Pi \) be a distribution on \( G \). Then, for each \( h \in G \) and \( m \in \mathcal{X}^{n}/G \), setting \( d\Pi(g|h, m) = \frac{q_{g}(h|m)d\Pi(g)}{q_{g}(h|m)d\Pi_{i}(g)} \), it holds that
\[
\ln \frac{\int q_{g}(h|m)d\Pi(g)}{p_{g}(h|m)d\Pi_{i}(g)} \leq \int \ln \frac{q_{g}(h|m)}{p_{g}(h|m)} d\Pi(g|h, m).
\]

After invoking the previous lemma, apply Hölder’s and Jensen’s inequality consecutively to bound \( B \) in (31) by
\[
\int \left[ 1 \{ gh \notin J_{i}K_{i} \} \int \ell(g|h|m)d\Pi_{i}(g'|h, m) \right] dQ_{1}(h, m)d\Pi_{i}(g) \leq \left( \int Q_{1} \{ gH \notin J_{i}K_{i} \} d\Pi_{i}(g) \right)^{1/q} \left( \int \ell(g|h|m)d\Pi_{i}(g'|h, m) \right)^{p} \left( \int dQ_{1}(h, m)d\Pi_{i}(g) \right)^{1/p} \to 0 \text{ as } i \to \infty \text{ by (32)}
\]
where here and in the sequel, \( \ell(g|h|m) \) abbreviates \( \ln \frac{q_{e}(h|m)}{p_{e}(h|m)} \), and \( p = 1 + \epsilon \) and \( q \) is \( p \)'s Hölder conjugate, that is, \( 1/p + 1/q = 1 \). Next, we show that the second factor on the right of (33) remains bounded as \( i \to \infty \). By Jensen’s inequality, this quantity is smaller than
\[
\left( \int \left( \int \ell(g|h|m)d\Pi_{i}(g'|h, m)dQ_{1}(h, m)d\Pi_{i}(g) \right)^{p} \right)^{1/p}.
\]

After a series of rewritings and using our Assumption (14), we will show that this quantity is bounded. First, we deduce that
\[
\int \ell(g|h|m)d\Pi_{i}(g'|h, m)dQ_{1}(h, m)d\Pi_{i}(g) = \int \ell(h|m)d\Pi_{i}(g'|h, m)dQ_{g}(h, m)d\Pi_{i}(g).
\]
where we used again the change of variable that we used to obtain (31)—but now in the opposite direction—and in the final equality, we used Bayes’ theorem. Hence, as

\[
\left( \mathbb{E}_Q^1 \left[ \ln \frac{q_1(H|M)}{p_1(H|M)} \right] \right)^{1/p} \leq \left( \mathbb{E}_Q^1 \left[ \ln \frac{q_1(H,M)}{p_1(H,M)} \right] \right)^{1/p} + \left( \mathbb{E}_Q^1 \left[ \ln \frac{q_1(M)}{p_1(M)} \right] \right)^{1/p} \leq \infty
\]

by (14), we have shown that (33) tends to 0 as \( i \to \infty \) and that consequently B in (31) tends to 0 in the same limit.

After completing these two steps, we have shown that both A and B in (31) tend to 0 as \( i \to \infty \), and that consequently the claim of the theorem follows. All is left is to prove lemmas 2, 3, and 4. The proofs being straightforward but tedious, we delegated these to Appendix D.
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APPENDIX A: INVARIANCE AND SUFFICIENCY

The relationship between invariance and sufficiency has been thoroughly investigated (Hall, Wijsman and Ghosh, 1965; Hall, Wijsman and Ghosh, 1995; Berk, 1972; Nogales and Oyola, 1996). Consider a $G$-invariant hypothesis testing problem such that a sufficient statistic is available. If the action of $G$ on the original data space induces a free action on the sufficient statistic, there must be a maximally invariant function of the sufficient statistic. With this structure in mind, the results presented thus far suggest two approaches for solving the hypothesis testing problem. The first is to reduce the data using the sufficient statistic, and to test the problem using the maximally invariant function of the sufficient statistic. The second approach is to use the maximally invariant function of the original data. These two approaches yield two potentially different growth-optimal $e$-statistics, and one question arises naturally: are both approaches equivalent? In this section we show that this is indeed the case, under certain conditions.

We now introduce the setup formally. At the end of this section we revisit our guiding example, the t-test, and show how the results of this section apply to it. Let $\Theta$ be the parameter space, and let $\delta = \delta(\theta)$ be a maximally invariant function of $\theta$ for the action of $G$ on $\Theta$. Let $s_n : \mathcal{X}_n \rightarrow \mathcal{S}_n$ be a sufficient statistic for $\theta \in \Theta$. Consider again the hypothesis testing problem in the form presented in (1). Assume further that $G$ acts freely and continuously on the image space $\mathcal{S}_n$ of the sufficient statistic $S_n = s_n(X^n)$, and assume that $s_n$ is compatible with the action of $G$ in the sense that, for any $X^n \in \mathcal{X}_n$ and any $g \in G$, the identity $g s_n(X^n) = s_n(g X^n)$ holds, where $(g, s) \mapsto gs$ makes reference to the action of $G$ on $\mathcal{S}_n$. Let $M_{X,n} = m_{X,n}(X^n)$ and $M_{S,n} = m_{S,n}(S_n)$ be two maximally invariant functions for the actions of $G$ on $\mathcal{X}_n$ and $\mathcal{S}_n$, respectively. Because of their invariance, the distributions of $M_{X,n}$ and $M_{S,n}$ depend only on the maximally invariant parameter $\delta$. Hall, Wijsman and Ghosh (1965, Section II.3) proved that, under regularity conditions, if $S_{X,n} = s_{X,n}(X^n)$ is sufficient for $\theta \in \Theta$, then the statistic $M_{S,n} = m_{S,n}(S_n)$ is sufficient for $\delta$. In that case, we call $M_{S,n}$ invariantly sufficient. Here we state the version of their result, attributed by Hall, Wijsman and Ghosh (1965) to C. Stein, that suits best our purposes.

THEOREM 10 (C. Stein). If there exists a Haar measure on the group $G$, the statistic $M_{S,n} = m_{S,n}(s_n(X^n))$ is invariantly sufficient, that is, it is sufficient for the maximally invariant parameter $\delta$.

With this theorem at hand, and the fact that the KL divergence does not decrease by the application of sufficient transformations, we obtain the following proposition.

PROPOSITION 11. Let $s_n : \mathcal{X}_n \rightarrow \mathcal{S}_n$ be a sufficient statistic for $\theta \in \Theta$. Assume that $G$ acts freely on $\mathcal{S}_n$ and that $s_n(g X^n) = gs_n(x^n)$ for all $X^n \in \mathcal{X}_n$ and $g \in G$. Let $M_{S,n}$ be a maximal invariant for the action of $G$ on $\mathcal{S}_n$, and let $M_{S,n} = m_{S,n}(s_n(X^n))$. Then,

$$KL\left(\mathbf{P}_{\delta_1}^{M_{X,n}}, \mathbf{P}_{\delta_0}^{M_{X,n}}\right) = KL\left(\mathbf{P}_{\delta_1}^{M_{S,n}}, \mathbf{P}_{\delta_0}^{M_{S,n}}\right).$$

PROOF. The function $M_{S,n} = m_{S,n}(s_n(X^n))$ is invariant, and consequently its distribution only depends on the maximally invariant parameter $\delta$. Since $M_{X,n}$ is maximally invariant for the action of $G$ on $\mathcal{X}_n$, there is a function $f$ such that $M_{S,n} = f(M_{X,n})$. By Stein’s theorem, Theorem 10, $M_{S,n}$ is sufficient for $\delta$. Consequently, $f$ is a sufficient transformation. Hence, from the invariance of the KL divergence under sufficient transformations, the result follows.

---

3 The assumption that there exists an invariant measure on $G$ implies what Hall, Wijsman and Ghosh (1965) call Assumption A (see Hall, Wijsman and Ghosh, 1965, discussion in p. 581)
Via the factorization theorem of Fisher and Neyman, the likelihood ratio for the maximal invariant $M_{X,n}$ coincides with that of the invariantly sufficient $M_{S,n}$. As a consequence, we obtain the answer to the motivating question of this section: performing an invariance reduction on the original data and on the sufficient statistic are equivalent.

**Corollary 12.** Under the assumptions of Proposition 11, if $S_n = s_n(X^n)$,

$$\frac{q_{M_{X,n}}(m_{X,n}(X^n))}{p_{M_{X,n}}(m_{X,n}(X^n))} = \frac{q_{M_{S,n}}(m_{S,n}(S_n))}{p_{M_{S,n}}(m_{S,n}(S_n))}.$$  

Hence, if assumptions of Corollary 3 also hold, the likelihood ratio for the invariantly sufficient statistic $M_{S,n}$ is (relatively) GROW.

**Example 1 (continued).** We have seen that a maximally invariant function of the data is $M_{X,n} = m_{X,n}(X^n) = (X_1 / |X_1|, \ldots, X_n / |X_1|)$ while the t-statistic $M_{S,n} = m_{S,n}(X^n) \propto \hat{\mu}_n / \hat{\sigma}_n$ is a maximally invariant function of the sufficient statistic $s_n(X^n) = (\hat{\mu}_n, \hat{\sigma}_n)$. Stein’s theorem (Theorem 10) shows that the t-statistic $M_{S,n}$ is sufficient for the maximally invariant parameter $\delta = \mu / \sigma$. Corollary 12 shows that the likelihood ratio for the t-statistic is relatively GROW.

**Appendix B: Detailed Comparison to Sun and Berger (2007) and Liang and Barron (2004): Two Families vs. One**

As the example in Section 5.1 illustrates, it is sometimes possible to represent the same $\mathcal{H}_0$ and $\mathcal{H}_1$ via (at least) two different groups, say $G_a$ and $G_b$. Group $G_a$ is combined with parameter of interest in some space $\Delta_a$ and priors $\Pi^{\delta_j}_j$ on $\Delta_a$ achieving (18) relative to group $G_a$, for $j = 0, 1$: group $G_b$ has parameter of interest in $\Delta_b$ and priors $\Pi^{\delta_j}_j$ achieving (18) relative to group $G_b$; yet the tuples $\mathcal{T}_a = (G_a, \Delta_a; \{\Pi^{\delta_j}_j\}_{j=0,1})$ and $\mathcal{T}_b = (G_b, \Delta_b; \{\Pi^{\delta_j}_j\}_{j=0,1})$ define the same hypotheses $\mathcal{H}_0$ and $\mathcal{H}_1$. That is, the set of distributions $\{\mathbf{P}_g^*\}_{g \in G_a}$ obtained by applying Proposition 7 with group $G_a$ (representing $\mathcal{H}_0$ defined relative to group $G_a$) coincides with the set of distributions $\{\mathbf{P}_g^1\}_{g \in G_a}$ obtained by applying Proposition 7 with group $G_b$ (representing $\mathcal{H}_0$ defined relative to group $G_b$); and analogously for the set of distributions $\{\mathbf{P}_g^0\}_{g \in G_b}$ and the set of distributions $\{\mathbf{P}_g^1\}_{g \in G_b}$. In the example, $G_a$ was GL(d) and the priors $\Pi_0^{\delta_j}, \Pi_1^{\delta_j}$ were degenerate priors on 0 and $\gamma$ as in (23), respectively; $G_b$ was the lower triangular group with a specific prior as indicated in the example. In such a case with multiple representations of the same $\mathcal{H}_0$ and $\mathcal{H}_1$, using the fact that the notion of "GROW" does not refer to the underlying group, Corollary 8 can be used to identify the GROW e-statistic as soon as the assumptions of Proposition 7 hold for at least one of the tuples $\mathcal{T}_a$ or $\mathcal{T}_b$. Namely, if the assumptions hold for just one of the two tuples, we use Corollary 8 with that tuple; then $T^*$ as defined in the corollary must be GROW, irrespective of whether $T^*$ based on the other tuple is the same (as it was in the example above) or different. If the assumptions hold for both groups, then, using the fact that the GROW e-statistic is essentially unique (see Theorem 1 of GHK for definition and proof), it follows that $T^*(X^n)$ as defined in Corollary 8 must coincide for both tuples.

Superficially, this may seem to contradict Sun and Berger (2007) who point out that in some settings, the right Haar prior is not uniquely defined, and different choices for right Haar prior give different posteriors. To resolve the paradox, note that, whereas we always formulate two models $\mathcal{H}_0$ and $\mathcal{H}_1$, Sun and Berger (2007) start with a single probabilistic model, say $\mathcal{P}$, that can be written as in (3) for some group $G$. Their example shows that the same $\mathcal{P}$ can sometimes arise from two different groups, and then it is not clear what group,
and hence what Haar prior to pick, and their quantity of interest, the Bayesian posterior, can depend on the choice.

In contrast, our quantity of interest, the GROW $e$-statistic $T^*_n$, is uniquely defined as soon as there exists one group $G$ with $\mathcal{H}_0$ and $\mathcal{H}_1$ as in (1) for which the assumptions of Theorem 2 hold; or more generally, as soon as there exists one tuple $\mathcal{T} = (G, \Delta, \{\Pi^{\alpha}_j\}_{j=0,1})$ for which the assumptions of Proposition 7 hold, even if there exist other such tuples.

To reconcile uniqueness of the GROW $e$-statistic $T^*_n$ with nonuniqueness of the Bayes posterior, note that the former is a ratio between Bayes marginals for different models $\mathcal{H}_0$ and $\mathcal{H}_1$ at the same sample size $n$. In contrast, the Bayes predictive distribution based on a single model $\mathcal{P}$ is a ratio between Bayes marginals for the same $\mathcal{P}$ at different sample sizes $n$ and $n-1$. The role of ‘same’ and ‘different’ being interchanged, it turns out that this Bayes predictive distribution can depend on the group on which the right Haar prior for $\mathcal{P}$ is based. Since the Bayes predictive distribution can be rewritten as a marginal over the Bayes posterior for $\mathcal{P}$, it is then not surprising that this Bayes posterior may also change if the underlying group is changed.

The consideration of two families $\mathcal{H}_0$ and $\mathcal{H}_1$ vs. a single $\mathcal{P}$ is also one of the main differences between our setting and the one of Liang and Barron (2004), who provide exact min-max procedures for predictive density estimation for general location and scale families under Kullback-Leibler loss. Their results apply to any invariant probabilistic model $\mathcal{P}$ as in (3) where the invariance is with respect to location or scale (and more generally, with respect to some other groups including the subset of the affine group that we consider in Section 4.2). Consider then such a $\mathcal{P}$ and let $p^{M_n}(m_n(X^n))$ be as in (5). As is well-known, provided that $n'$ is larger than some minimum value, for all $n > n'$, $r(X_{n' + 1}, \ldots, X_n \mid X_1, \ldots, X_{n'}) := p^{M_n}(m_n(X^n))/p^{M_{n'}}(m_{n'}(X^{n'}))$ defines a conditional probability density for $X_{n' + 1}, \ldots, X_n$; this is a consequence of the formal-Bayes posterior corresponding to the right Haar prior becoming proper after $n'$ observations, a.s. under all $\mathcal{P} \in \mathcal{P}$. For example, in the t-test setting, $n' = 1$. Liang and Barron (2004) show that the distribution corresponding to $r$ minimizes the $\mathcal{P}^{n'}$-expected KL divergence to the conditional distribution $\mathcal{P}^n \mid X^{n'}$, in the worst case over all $\mathcal{P} \in \mathcal{P}$. Even though their optimal density $r$ is defined in terms of the same quantities as our optimal statistic $T^*_n$, it is, just as Berger and Sun (2008), considered above, a ratio between likelihoods for the same model at different sample sizes, rather than, as in our setting, between likelihoods for different models, both composite, at the same sample sizes. Our setting requires a joint KL minimization over two families, and therefore our proof techniques turn out quite different from their information- and decision-theoretic ones.

**APPENDIX C:** ANYTIME-VALID TESTING UNDER OPTIONAL STOPPING AND OPTIMAL CONTINUATION

Consider the setting of Section 2.2. Let $X = (X_n)_{n \in \mathbb{N}}$ be a random process, where each $X_n$ is an observation that takes values on a space $\mathcal{X}$. Let $(M_n)_{n \in \mathbb{N}}$ be a sequence where, for each $n$, $M_n = m_n(X^n)$ is a maximally invariant function for the action of $G$ on $\mathcal{X}^n$.

Suppose that data $X_1, X_2, \ldots$ are gathered one by one. Here, a sequential test is a sequence of zero-one-valued statistics $\xi = (\xi_n)_{n \in \mathbb{N}}$ adapted to the natural filtration generated by $X_1, X_2, \ldots$. We consider the test defined by $\xi_n = 1 \{T^{M_n} \geq 1/\alpha\}$ for some value $\alpha$. We note that Wald-style—Sequential Probability Ratio Tests—tests are different because they would output "no decision" until a particular sample size $n$. Afterwards, they would output 1 ("reject the null") or 0 ("there is no evidence to reject the null") forever. In contrast, in the present setting $\xi_n = 1$ means "if you stop now, for whatever reason, it is safe to reject the null". Below we prove the anytime validity of $\xi$. Additionally, we show that, for certain stopping times $\tau \leq \infty$, the optionally stopped $e$-statistic $T^{M_\tau}$ remains an $e$-statistic. This fact
validates the use of the stopped $T^{M_t}$ for optional continuation because we can multiply the $e$-statistics $T^{M_t}$ across studies while retaining type-I error control. This result is not new and we add it merely for completeness; it follows by standard arguments as Ramdas et al. (2023) or GHK.

**Proposition 13.** Let $T^* = (T^{M_n})_{n \in \mathbb{N}}$, where, for each $n$, $T^{M_n}$ is the likelihood ratio for the maximally invariant function $M_n = m_n(X^n)$ for the action of $G$ on $X^n$. Let $\xi = (\xi_n)_{n \in \mathbb{N}}$ be the sequential test given by $\xi_n = 1 \{ T^{M_n} \geq 1/\alpha \}$. Then, the following two properties hold:

1. The sequential test $\xi$ is anytime valid at level $\alpha$, that is,
   \[
   \sup_{\theta_0 \in \Theta_0} P_{\theta_0} \{ \xi_N = 1 \} \leq \alpha.
   \]

2. Suppose that $\tau \leq \infty$ is a stopping time with respect to the filtration induced by $M = (M_n)_{n \in \mathbb{N}}$. Then the optionally stopped $e$-statistic $T^{M_\tau}$ is also an $e$-statistic, that is,
   \[
   \sup_{\theta_0 \in \Theta_0} P_{\theta_0}^{\mathbf{P}}[T^{M_\tau}] \leq 1. \tag{34}
   \]

It is natural to ask whether (34) also holds for stopping times that are adapted to the full data $(X^n)_{n \in \mathbb{N}}$ but not to the reduced $(M_n)_{n \in \mathbb{N}}$. In our t-test example, this could be a stopping time $\tau^*$ such as “$\tau^* := 1$ if $|X_1| \notin [a, b]; \tau^* = 2$ otherwise” for some $0 < a < b$. The answer is negative: after proving Proposition 13, we show that, for appropriate choice of $a$ and $b$, this $\tau^*$ is a counterexample. This means that such nonadapted $\tau^*$ cannot be safely used under optional continuation. However, using such a stopping time has no repercussions for optional stopping, since the time $N$ in part 1 of the proposition above is not even required to be a stopping time—$N$ is not restricted by the filtration induced by $M$ and it is even allowed to depend on future observations.

**Proof of Proposition 13.** From Proposition 6, we know that $T^* = (T^{M_n})_{n \in \mathbb{N}}$ is a nonnegative martingale with expected value equal to one. Let $\xi = (\xi_n)_n$ be the sequential test given by $\xi_n = 1 \{ T^{M_n} \geq 1/\alpha \}$. The anytime-validity at level $\alpha$ of $\xi$, is a consequence of Ville’s inequality, and the fact that the distribution of each $T^{M_n}$ does not depend on $g$. Indeed, these two, together, imply that

\[
\sup_{g \in G} P_g \{ T^{M_n} \geq 1/\alpha \text{ for some } n \in \mathbb{N} \} \leq \alpha.
\]

This implies the first statement. Now, let $\tau \leq \infty$ be a stopping time with respect to the filtration induced by $M$. If the stopping time $\tau$ is almost surely bounded, $T^{M_\tau}$ is an $e$-statistic by virtue of the optional stopping theorem. However, since $T^*$ is a nonnegative martingale, Doob’s martingale convergence theorem implies the existence of an almost sure limit $T^*_\infty$. Even when $\tau$ might be infinite with positive probability, Theorem 4.8.4 of Durrett (2019) implies that $T^{M_\tau}$ is still an $e$-statistic. \hfill \Box

**C.1. Importance of the filtration for randomly stopped $E$-Statistics.** Consider the t-test as in Example 1. Fix some $0 < a < b$, and define the stopping time $\tau^* := 1$ if $|X_1| \notin [a, b]$, $\tau^* = 2$ otherwise. Then $\tau^*$ is not adapted to (hence not a stopping time relative to) $(M_n)_n$ as defined in that example, since $M_1 \in \{-1, 1\}$ coarsens out all information in $X_1$ except its sign. Now let $\delta_0 := 0$ (so that $\mathcal{H}_0$ represents the normal distributions with mean $\mu = 0$ and arbitrary variance). Let $T_{n, \delta_1}(X^n)$ be equal to the GROW $e$-statistic $T^{M_n}(X^n)$ as in (6);
here we make explicit its dependence on $\delta_1$. For $\mathcal{H}_1$, to simplify computations, we put a prior $\tilde{\Pi}_1^\delta$ on $\Delta_1 := \mathbb{R}$. We take $\tilde{\Pi}_1^\delta$ to be a normal distribution with mean 0 and variance $\kappa$. We can now apply Corollary 9 (with prior $\tilde{\Pi}_1^\delta$ putting mass 1 on $\delta = \delta_0 = 0$), which gives that $\tilde{T}_n = t_n(X^n)$ is an $e$-statistic, where

$$
\tilde{t}_n(x^n) = \int \frac{1}{\sqrt{2\pi\kappa^2}} \exp \left(-\frac{\delta_1^2}{2\kappa^2}\right) \cdot T_n^\ast(x^n) d\delta_1
$$

coincides with a standard type of Bayes factor used in Bayesian statistics. By exchanging the integrals in the numerator, this expression can be calculated analytically. The Bayes factor $\tilde{T}_1$ for $x^1 = x_1$ is found to be equal to 1 for all $x_1 \neq 0$, and the Bayes factor for $(x_1, x_2)$ is given by:

$$
\tilde{T}_2 = \frac{\sqrt{2\kappa^2 + 1} \cdot (x_1^2 + x_2^2)}{\kappa^2(x_1 - x_2)^2 + (x_1^2 + x_2^2)}.
$$

Now we consider the function

$$
f(x) := \mathbb{E}_{X_2 \sim N(0,1)}[\tilde{t}_2(x, X_2)].
$$

$f(x)$ is continuous and even. We want to show that, with $\tau^*$ as above, $\tilde{T}_2$ is not an $E$-variable for some specific choices of $a, b$ and $\kappa$. Since, for any $\sigma > 0$, the null contains the distribution under which the $X_i$ are i.i.d. $N(0, \sigma)$, the data may, under the null, in particular be sampled from $N(0, 1)$. It thus suffices to show that

$$
\mathbb{E}_{X_1, X_2 \sim N(0,1)}[\tilde{T}_2] = \mathbb{P}_{X_1 \sim N(0,1)}[\{X_1 \not\in [a, b]\}] + \mathbb{E}_{X_1 \sim N(0,1)}[\mathbb{1}_{|X_1| \in [a, b]} f(X_1)] > 1.
$$

From numerical integration we find that $f(x) > 1$ on $[a, b]$ and $[-b, -a]$ if we take $\kappa = 200$, $a \approx 0.44$ and $b \approx 1.70$. The above expectation is then approximately equal to 1.19, which shows that, even though $\tilde{T}_n$ is an $e$-statistic at each $n$ by Corollary 9 (it is even a GROW one), $\tilde{T}_2$ is not an $e$-statistic (its expectation is 0.19 too large), providing the claimed counterexample.

**APPENDIX D: FURTHER DERIVATIONS, COMPUTATIONS AND PROOFS**

In this appendix, we prove the technical lemmas whose proof was omitted from the main text. In Section D.1, we prove the lemmas used in the proof of Theorem 2. In Section D.2, we show the computations omitted from Section 4.1.

**D.1. Proof of technical lemmas 2, 3, and 4 for Theorem 2.**

**Proof of Lemma 2.** Let $\{\varepsilon_i\}_i$ be a sequence of positive numbers decreasing to zero. Let $\{K_i\}_{i \in \mathbb{N}}$ and $\{L_i\}_{i \in \mathbb{N}}$ be two arbitrary sequences of compact symmetric subsets that increase to cover $G$. Fix $i \in \mathbb{N}$. The set $K_iL_i$ is compact and by our assumption there exists a sequence $\{J_l\}_{l \in \mathbb{N}}$ and such that $\rho(J_l) / \rho(J_lK_iL_i) \to 1$ as $l \to \infty$. Pick $l(i)$ to be such that $\rho(J_{l(i)}) / \rho(J_{l(i)}K_iL_i) \geq 1 - \varepsilon_i$. The claim follows from a relabeling of the sequences. \(\square\)

**Proof of Lemma 3.** Let $h \in N$. Then we can write

$$
\int \mathbb{1}_{\{g \in NL\}} q_g(h|m) d\rho(g) = \int \mathbb{1}_{\{g \in NL\}} q_1(g^{-1}h|m) d\rho(g)
$$

$$
= \int \mathbb{1}_{\{g \in (NL)^{-1}\}} q_1(gh|m) d\lambda(g) = \Delta(h^{-1}) \int \mathbb{1}_{\{g \in (NL)^{-1}h\}} q_1(g|m) d\lambda(g)
$$

$$
= \Delta(h^{-1}) Q_1(H \in (NL)^{-1}h \mid M = m)
$$
The same computation can be carried out for \( p \). Consequently
\[
\ln \frac{\int 1 \{ g \in NL \} q_g(h|m) d\rho(g)}{\int 1 \{ g \in NL \} p_g(h|m) d\rho(g)} = \ln \frac{Q_1 \{ H \in \{ NL \}^{-1} h | M = m \}}{P_1 \{ H \in \{ NL \}^{-1} h | M = m \}}
\]
\[
\leq - \ln P_1 \{ H \in \{ NL \}^{-1} h | M = m \}.
\]
By our assumption that \( h \in N \), we have that \( (NL)^{-1} h = L^{-1} N^{-1} h \supseteq L^{-1} = L \). This implies that the last quantity of the previous display is smaller than \( - \ln P_1 \{ H \in L | M = m \} \).

The result follows.

PROOF OF LEMMA 4. The result follows from a rewriting and an application of Jensen’s inequality. Indeed,
\[
- \ln \frac{\int p_g(h|m) d\Pi(g)}{\int q_g(h|m) d\Pi(g)} = - \ln \frac{\int q_g(h|m) \frac{p_g(h|m)}{q_g(h|m)} d\Pi(g)}{\int q_g(h|m) d\Pi(g)} = - \ln \int \frac{p_g(h|m)}{q_g(h|m)} d\Pi(g|h, m)
\]
\[
\leq - \int \ln \frac{p_g(h|m)}{q_g(h|m)} d\Pi(g|h, m) = \int \ln \frac{q_g(h|m)}{p_g(h|m)} d\Pi(g|h, m),
\]
as it was to be shown.

D.2. Derivation and Computation for Section 4.1. We now provide Proposition 14, giving the derivation underlying Lemma 1 in the main text about the likelihood ratio \( T_{S,n}^* \) for \( \delta_0 = 0 \), followed by details about numerical computation.

PROPOSITION 14. Let \( X \sim N(\gamma, I) \), and let \( mS \sim W(m, I) \) be independent random variables. Let \( LL' = S \) be the Cholesky decomposition of \( S \), and let \( M = \frac{1}{\sqrt{m}} L^{-1} X \). If \( P_{0,m} \)

is the probability distribution under which \( X \sim N(0, I) \), then, the likelihood \( \frac{p_{\gamma,m}^M}{p_{0,m}^M} \) ratio is given by
\[
\frac{p_{\gamma,m}^M(M)}{p_{0,m}^M(M)} = e^{-\frac{1}{2} \| \gamma \|^2} \int e^{(\gamma, TA^{-1}M)} dP_{m+1,I}(T)
\]
where \( A \in L^+ \) is the Cholesky factor \( AA' = I + MM' \), and \( P_{m+1,I}^T \) is the probability distribution on \( L^+ \) such that \( TT' \sim W(m + 1, I) \).

PROOF. Let \( \Sigma = \Lambda \Lambda' \) be the Cholesky decomposition of \( \Sigma \). The density \( p_{\gamma,\Lambda}^X \) of \( X \) with respect to the Lebesgue measure on \( \mathbb{R}^d \) is
\[
p_{\gamma,\Lambda}^X(X) = \frac{1}{(2\pi)^{d/2} \det(\Lambda)^{d/2}} \exp \left( -\frac{1}{2}(\Lambda^{-1}X - \gamma)(\Lambda^{-1}X - \gamma)' \right),
\]
where, for a square matrix \( A \), we define \( \exp(A) \) to be the exponential of the trace of \( A \). Let \( W = mS \). Then, the density \( p_{\gamma,\Lambda}^W \) of \( W \) with respect to the Lebesgue measure on \( \mathbb{R}^{d(d-1)/2} \) is
\[
p_{\gamma,\Lambda}^W(W) = \frac{1}{2^{md/2}\Gamma_d(n/2)\det(\Lambda)^m} \det(S)^{(m-d-1)/2} \exp \left( -\frac{1}{2}(\Lambda\Lambda')^{-1}W \right).
\]
Now, let \( W = TT' \) be the Cholesky decomposition of \( W \). We seek to compute the distribution of the random lower lower triangular matrix \( T \). To this end, the change of variables \( W \mapsto T \) is
one-to-one, and has Jacobian determinant equal to \(2^d \prod_{i=1}^d \ell_{ii}^{d-i+1}\). Consequently, the density \(p_{\gamma,\Lambda}^T(T)\) of \(T\) with respect to the Lebesgue measure is

\[
p_{\gamma,\Lambda}^T(T) = \frac{2^d}{2^{md/2} \Gamma_d(m/2)} \det(\Lambda^{-1}T)^m \text{etr} \left( -\frac{1}{2}(\Lambda^{-1}T)(\Lambda^{-1}T)' \right) \prod_{i=1}^d \ell_{ii}^{d-i}.
\]

We recognize \(d\nu(T) = \prod_{i=1}^d \ell_{ii}^{-i}dT\) to be a left Haar measure on \(\mathbb{L}_+\), and consequently

\[
p_{\gamma,\Lambda}^T(T) = \frac{2^d}{2^{md/2} \Gamma_d(m/2)} \det(\Lambda^{-1}T)^m \text{etr} \left( -\frac{1}{2}(\Lambda^{-1}T)(\Lambda^{-1}T)' \right)
\]
is the density of \(T\) with respect to \(d\nu(T)\). After these rewritings, the density \(\tilde{p}_{\gamma,\Lambda}^{X,T}(X, T)\) of the pair \((X, T)\) with respect to \(dX \times d\nu(T)\) is given by

\[
\tilde{p}_{\gamma,\Lambda}^{X,T}(X, T) = \frac{2^d \det(\Lambda^{-1}T)^m}{K} \text{etr} \left( -\frac{1}{2}(\Lambda^{-1}T)(\Lambda^{-1}T)' - \frac{1}{2}(\Lambda^{-1}X - \gamma)(\Lambda^{-1}X - \gamma)' \right)
\]

with \(K = (2\pi)^{d/2} 2^{md/2} \Gamma_d(n/2)\). The change of variables \((X, T) \mapsto (T^{-1}X, T)\) has Jacobian determinant equal to \(T^{-1}\nu\). If \(M = T^{-1}X\), then, the density \(\tilde{p}_{\gamma,\Lambda}^{M,T}(M, T)\) of \((M, T)\) with respect to \(dM \times d\nu(T)\) is given by

\[
\tilde{p}_{\gamma,\Lambda}^{M,T}(M, T) = \frac{\det(\Lambda^{-1}T)^{m+1}}{K} \text{etr} \left( -\frac{1}{2}(\Lambda^{-1}T)(\Lambda^{-1}T)' - \frac{1}{2}(\Lambda^{-1}TM - \gamma)(\Lambda^{-1}TM - \gamma)' \right).
\]

We now marginalize \(T\) to obtain the distribution of the maximal invariant \(M\). Since the integral is with respect to the left Haar measure \(d\nu(T)\), we have that

\[
\int_{T \in \mathbb{L}^+} \tilde{p}_{\gamma,\Lambda}^{M,T}(M, T)d\nu(T) = \int_{T \in \mathbb{L}^+} \tilde{p}_{\gamma,\Lambda}^{M,T}(M, \Lambda^{-1}T)d\nu(T) = \int_{T \in \mathbb{L}^+} \tilde{p}_{\gamma,\Lambda}^{M,T}(M, T)d\nu(T),
\]

and consequently,

\[
p_{\gamma,\Lambda}^M(M) = \frac{2^d}{K} \int_{T \in \mathbb{L}^+} \det(T)^{m+1} \text{etr} \left( -\frac{1}{2}TT' - \frac{1}{2}(TM - \gamma)(TM - \gamma)' \right) d\nu(T)
\]
\[
= \frac{2^d}{K} e^{-\frac{1}{2}||\gamma||^2} \int_{T \in \mathbb{L}^+} \det(T)^{m+1} \text{etr} \left( -\frac{1}{2}T(I + MM')T' + \gamma(TM)' \right) d\nu(T).
\]

The matrix \(I + MM'\) is positive definite and symmetric. It is then possible to perform its Cholesky decomposition \((I + MM') = AA'\). With this at hand, the previous display can be written as

\[
p_{\gamma,\Lambda}^M(M) = \frac{e^{-\frac{1}{2}||\gamma||^2}}{K} \int_{T \in \mathbb{L}^+} \det(T)^{m+1} \text{etr} \left( -\frac{1}{2}(TA)(TA)' + \gamma(TM)' \right) d\nu(T).
\]

We now perform the change of variable \(T \mapsto TA^{-1}\). To this end, notice that \(d\nu(A^{-1}) = d\nu(T) \prod_{i=1}^d a_{ii}^{-(d-2i+1)}\), and consequently

\[
p_{\gamma,\Lambda}^M(M) = \frac{2^d e^{-\frac{1}{2}||\gamma||^2}}{K \det(A)^{m+d+2}} \prod_{i=1}^d a_{ii}^{2i} \int_{T \in \mathbb{L}^+} \det(T)^{m+1} \text{etr} \left( -\frac{1}{2}TT' + \gamma(TA^{-1}M)' \right) d\nu(T)
\]
\[
= \frac{\Gamma_d \left( \frac{m+1}{2} \right)}{\pi^{d/2} \Gamma_d \left( \frac{m}{2} \right)} \prod_{i=1}^d a_{ii}^{2i} \left[ e^{\frac{1}{2}||\gamma||^2} P_{m+1}^{T \gamma T A^{-1} M} \right].
\]
so that at $\gamma = 0$ the density $p_{0, \Lambda}^M(M)$ takes the form

$$p_{0, \Lambda}^M(M) = \frac{\Gamma_d \left( \frac{m+1}{2} \right)}{\pi^{d/2} \Gamma_d \left( \frac{m}{2} \right)} \prod_{i=1}^d a_{ii}^{2i} \det(A)^{m+d+2},$$

and consequently the likelihood ratio is

$$\frac{p_{\gamma, \Lambda}^M(M)}{p_{0, \Lambda}^M(M)} = e^{-\frac{1}{2} \|\gamma\|^2} \int e^{\langle \gamma, TA^{-1}M \rangle} dP_{m+1}(T).$$

\[ \square \]

**Remark 3 (Numerical computation).** Computing the optimal $e$-statistic is feasible numerically. We are interested in computing

$$\int e^{\langle x, Ty \rangle} dP_{m+1}(T),$$

where $T$ is a $\mathcal{L}^+$-valued random lower triangular matrix such that $TT' \sim W(m + 1, I)$, and $x, y \in \mathbb{R}^d$. Define, for $i \geq j$, the numbers $a_{ij} = x_i y_j$. Then $\langle x, Ty \rangle = \sum_{i \geq j} a_{ij} T_{ij}$. By Bartlett’s decomposition, the entries of the matrix $T$ are independent and $T_{ii}^2 \sim \chi^2((m + 1) - i + 1)$, and $T_{ij} \sim N(0, 1)$ for $i > j$. Hence, our target quantity satisfies

$$\int [e^{\langle x, Ty \rangle}] dP_{m+1}(T) = \int e^{\sum_{i \geq j} a_{ij} T_{ij}} dP_{m+1}(T) = \prod_{i \geq j} e^{a_{ij} T_{ij}} dP_{m+1}(T).$$

On the one hand, for the off-diagonal elements satisfy, using the expression for the moment generating function of a standard normal random variable,

$$\mathbb{E}_{m+1}[e^{a_{ij} T_{ij}}] = \exp \left( \frac{1}{2} a_{ij}^2 \right).$$

For the diagonal elements the situation is not as simple, but a numerical solution is possible. Indeed, for $a_{ii} \geq 0$, and $k_i = (m + 1) - i + 1$

$$\mathbb{E}_{m}[e^{a_{ii} T_{ii}}] = \frac{1}{2} \Gamma \left( \frac{k_i}{2} \right) \int_0^\infty x^{k_i/2 - 1} \exp \left( -\frac{1}{2} x + a_{ii} \sqrt{x} \right) dx$$

$$= 1 F_1 \left( \frac{k_i}{2}, \frac{1}{2}, \frac{a_{ii}^2}{2} \right) + \frac{\sqrt{\pi} a_{ii} \Gamma \left( \frac{k_i+1}{2} \right)}{\Gamma \left( \frac{k_i}{2} \right)} 1 F_1 \left( \frac{k_i+1}{2}, \frac{3}{2}, \frac{a_{ii}^2}{2} \right),$$

where $1 F_1 (a, b, z)$ is the Kummer confluent hypergeometric function. For $a_{ii} < 0$,

$$\frac{1}{2^{k_i/2} \Gamma \left( \frac{k_i}{2} \right)} \int_0^\infty x^{k_i/2 - 1} \exp \left( -\frac{1}{2} x + a_{ii} \sqrt{x} \right) dx = \frac{\Gamma \left( \frac{k_i}{2} \right)}{2^{k_i-1} \Gamma \left( \frac{k_i}{2} \right)} U \left( \frac{k_i}{2}, \frac{1}{2}, \frac{a_{ii}^2}{2} \right),$$

and $U$ is Kummer’s U function.