Temporal recalibration for improving prognostic model development and risk predictions in settings where survival is improving over time
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Abstract

Background: Prognostic models are typically developed in studies covering long time periods. However, if more recent years have seen improvements in survival, then using the full dataset may lead to out-of-date survival predictions. Period analysis addresses this by developing the model in a subset of the data from a recent time window, but results in a reduction of sample size.

Methods: We propose a new approach, called temporal recalibration, to combine the advantages of period analysis and full cohort analysis. This approach develops a model in the entire dataset and then recalibrates the baseline survival using a period analysis sample.

The approaches are demonstrated utilizing a prognostic model in colon cancer built using both Cox proportional hazards and flexible parametric survival models with data from 1996–2005 from the Surveillance, Epidemiology, and End Results (SEER) Program database. Comparison of model predictions with observed survival estimates were made for new patients subsequently diagnosed in 2006 and followed-up until 2015.

Results: Period analysis and temporal recalibration provided more up-to-date survival predictions that more closely matched observed survival in subsequent data than the standard full cohort models. In addition, temporal recalibration provided more precise estimates of predictor effects.

Conclusion: Prognostic models are typically developed using a full cohort analysis that can result in out-of-date long-term survival estimates when survival has improved in recent years. Temporal recalibration is a simple method to address this, which can be used when developing and updating prognostic models to ensure survival predictions are more closely calibrated with the observed survival of individuals diagnosed subsequently.
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Key Messages

- If survival has been improving over time, standard full cohort models can under-estimate survival.
- Period analysis uses a more recent subset of data to produce survival estimates which are more up-to-date, however it reduces the sample size and number of events used in the analysis.
- Temporal recalibration combines the sample size advantages associated with full cohort analysis with the up-to-date estimates produced with period analysis.
- Temporal recalibration can be used at the model development stage or to update existing prognostic models when new data becomes available.

Introduction

For individuals diagnosed with a particular disease or health condition, prognostic models can provide outcome predictions and aid treatment decisions. In this article, we focus on the outcome of time-until-death from colon cancer and survival predictions, however the approach can be generalized. Prognostic models contain multiple predictors and are typically developed using a regression format such as logistic, Cox or a parametric survival model. It is often of interest to provide survival predictions at different time points, such as 1, 5 and 10 years after diagnosis. For 10-year predictions, it is necessary to have a model development dataset that includes individuals who were diagnosed at least 10 years ago, such that the analysis has sufficient follow-up length. However, this can lead to out-of-date (miscalibrated) survival predictions for recently diagnosed individuals if there have been improvements in survival over calendar time: e.g. in recent years treatment may have improved survival compared with 5 or 10 years earlier. Improvements in survival for colorectal cancer have been reported in a number of different countries.

With the development of online tools and apps, survival estimates from prognostic models have become more accessible. Some models such as PREDICT, a prognostic model for breast cancer, and QCancer, a prognostic model for colorectal cancer, are freely available online for both clinicians and the public. The survival estimates produced from these, and many other webtools, are from a standard full cohort analysis approach. Such models may produce survival predictions that under-estimate the true survival probability of recently diagnosed patients (and conversely over-estimate the actual risk of adverse outcomes).

Period analysis has been used in population-based cancer studies to obtain up-to-date estimates of survival and in this article we explore its use in the development and updating of prognostic models. Period analysis defines a recent time window and only the risk-time and events that fall within this window contribute to the estimates of the hazard rates and predictor effects. This method is not commonly used for prognostic models, however Keogh et al. produced survival predictions for cystic fibrosis patients using period analysis. A disadvantage with period analysis is that it results in a reduction of sample size for model development. This could be particularly problematic in small datasets, when there are rare predictor patterns or rare events, and may lead to a low number of events per predictor parameter, which increases the potential for model overfitting.

In this article we introduce a new approach, called temporal recalibration, that combines the use of full cohort analysis, period analysis and recalibration methods. Specifically it aims to maximize the use of data toward model development, with the full dataset used to model predictor effects and the baseline survival recalibrated in a recent time window to produce more up-to-date survival predictions for new individuals. We illustrate and compare these methods using an example of colon cancer from the Surveillance, Epidemiology, and End Results (SEER) Program database.

Methods

Cox proportional hazards models and post-estimation of the baseline

Cox proportional hazards (PH) models are frequently used to develop prognostic models. The model is of the form:
function $h(t; x_i) = h_0(t)e^{\beta x_i}$,

with $h(t; x_i)$ the hazard function, $h_0(t)$ the baseline hazard function and $\beta x_i$ the prognostic index.\(^{18}\)

The cumulative hazard function $H(t; x_i)$ must be approximated to calculate survival predictions as it is not directly modelled. This can be achieved post-estimation using a non-parametric approach, or by a smoother using fractional polynomials or splines.\(^7,19\) In this article, restricted cubic splines are used to create a smooth approximation of the log cumulative baseline hazard post-estimation. The same knot locations as the flexible parametric survival models (FPMs) (see Supplementary File 1, available as Supplementary data at IJE online) were used to ensure a fair comparison. The baseline survival curve was approximated by $\hat{S}_0(t) = e^{-\hat{h}_0(t)}$, and survival predictions for individuals with different values of the prognostic index by $\hat{S}(t; x_i) = \hat{S}_0(t)^{\hat{c}^\beta x_i}$.

It is possible to extend these models to include time-dependent predictor effects (i.e. non-proportional hazards). Period analysis\(^{20}\) (see the Period analysis section) can be performed using delayed entry techniques.

Flexible parametric survival models

Although Cox models are widely used for prognostic modelling, FPMs have several advantages. FPMs directly model the log baseline cumulative hazard function which allows for smooth survival curves to be produced during model development, without the need for post-estimation smoothing.\(^{21}\) It remains straightforward to include time-dependent predictor effects\(^{22}\) and incorporate delayed entry. FPMs use restricted cubic splines to directly model the baseline $\ln[H_0(t; x_i)]$ (see Supplementary File 1, available as Supplementary data at IJE online). A prognostic model can be written in the following form where $\zeta(\ln(t)|\gamma, k_0)$ is the restricted cubic spline function and $\beta x_i$ is the prognostic index.\(^{23}\)

$$\ln[H(t; x_i)] = \zeta(\ln(t)|\gamma, k_0) + \beta x_i$$

Period analysis

Period analysis, in the context of population-based cancer data, was developed by Brenner and Gefeller.\(^{20}\) Only individuals who contribute follow-up time during the period window are included in the analysis to estimate predictor effects and baseline survival (see Table 1). This reduces the sample size since people who experienced the event before the window (e.g. Participant B, see Figure 1) are excluded. Only the events that occur within the window are considered in the analysis and therefore the choice of window width is a balance between ensuring up-to-date survival estimates and having sufficient events (and events per predictor parameter). The width of the window could be determined by meeting the criteria defined by Riley et al.\(^{15}\) Further details and a sensitivity analysis of using different window widths are included in Supplementary File 4, available as Supplementary data at IJE online.

Delayed entry techniques are used to left truncate the follow-up time of people diagnosed before the window so that the short-term hazard rates are only estimated from those diagnosed within or shortly before the period window (e.g. Participant D, see Figure 1).

This method has been shown to produce more up-to-date survival estimates than full cohort analysis in population-based cancer settings for many types of cancer in different countries\(^9,12\) and is used routinely within international cancer survival comparisons.\(^3,24\)

Temporal recalibration

A key disadvantage with period analysis is the reduction in sample size and number of events for model estimation. To address this, we propose temporal recalibration, which combines the sample size advantages associated with the full cohort analysis with the up-to-date predictions from period analysis.

### Table 1. Summary of the data used for the estimation of the baseline and predictor effects for each method

| Method              | Baseline | Predictor effects |
|---------------------|----------|-------------------|
| Full cohort         | Full     | Full              |
| Temporal recalibration | Recent  | Full              |
| Period analysis     | Recent   | Recent            |

### Figure 1

Contribution of follow-up time from four hypothetical participants (diagnosed 1 January) to a 2-year period window of 2004–05.
The process of fitting a temporal recalibration model is as follows. (i) Fit a survival model using the full cohort dataset to estimate the predictor effects using all individuals. (ii) Recalibrate the model by re-estimating the baseline using the subset of individuals from a period analysis sample, while holding the predictor effect estimates from step (i) fixed.

Recalibrating the baseline in a recent period analysis sample allows for improvements in survival to be captured and leads to more up-to-date predictions. Under proportional hazards the model can be written in the following form for FPMs:

\[
\ln[H_{\text{new}}(t; x_i)] = \tilde{\xi}_{\text{new}}(\ln(t); \gamma, k_0) + \text{offset}(P_L)
\]

where \(\tilde{\xi}_{\text{new}}(\ln(t); \gamma, k_0)\) is the updated spline function for the log cumulative baseline hazard function estimated in the recent period data, \(k_0\) are the knot locations from the full cohort model and offset\( (P_L)\) is the prognostic index estimated from the full cohort model as an offset term. Fixing the predictor effects with constraints when fitting in the period analysis sample would offer an equivalent approach.

For a Cox PH model it can be written as:

\[
h_{\text{new}}(t; x_i) = h_{0_{\text{new}}}(t)e^{\text{offset}(P_L)}
\]

where \(h_{\text{new}}(t; x_i)\) and \(h_{0_{\text{new}}}(t)\) are the hazard and baseline hazard functions respectively, estimated on the recent time window, and offset\( (P_L)\) is the prognostic index estimated from the full cohort model as an offset term.

As with period analysis, the choice of the window width is a bias-variance trade-off (see Supplementary File 4, available as Supplementary data at IJE online). The width of the window could possibly be reduced compared with a standard period analysis approach as it is only necessary to have a sufficient number of events to estimate the baseline (and not the predictor effects). In temporal recalibration we explicitly assume the predictor effects are the same as they were in the full cohort model (see Table 1).

Assessing the performance of predictions
Marginal survival (i.e. average across all individuals) can be calculated both within-sample (i.e. in the same dataset used to develop the model) and out-of-sample (i.e. in new individuals) by calculating every individual’s predicted survival over time, and then averaging the survival curves:

\[
\overline{\hat{S}}(t) = \frac{1}{N} \sum_{i=1}^{n} \hat{S}(t; x_i)
\]

Out-of-sample marginal survival predictions can be compared with the observed survival (Kaplan–Meier estimates) to determine the calibration of a model’s survival predictions for a new group of individuals.

Studying the marginal survival only assesses how well the model performs on average (sometimes referred to as calibration-in-the-large), whereas calibration plots can be used to determine the model’s performance in different risk groups at particular time points. In this article the risk groups were defined by dividing the prognostic index from the full cohort models into 10 equally sized risk groups.

The E/O statistic quantifies calibration-in-the-large by comparing predicted or expected \((E)\) outcome risk to the observed \((O)\) risk through \(E(t) = \frac{1 - S_{\text{exp}}(t)}{1 - S_{\text{obs}}(t)}\). \(E\) is calculated from the marginal survival prediction from the model \([S_{\text{exp}}(t)]\) and \(O\) is from the observed Kaplan–Meier curve \([S_{\text{obs}}(t)]\). A value of 1 indicates agreement.

Harrell’s c-index can be used to assess the concordance of survival predictions from proportional hazards models. A value of 1 indicates perfect concordance.

We now compare full cohort, temporal recalibration and period analysis approaches using an illustrative example of colon cancer.

Example
Data
We used the public-access SEER database from the USA. The SEER program covers \(~34\%\) of the US population and collects population-based data on all reported cases of cancer within the cancer registries included in the SEER program. The analysis was restricted to adults who were aged 18–99 years at the time of their diagnosis of colon cancer (ICD10 codes C18.0–C18.9). If there were any duplicates of the patient ID, only the first record was retained. Patients with an unknown survival time (recorded to the nearest month) or incomplete dates for their diagnosis or death were also excluded. Data from 1996–2015 were available for this analysis. As the aim was to identify which model gave better long-term survival predictions in new data, the data were split at 2005 for illustration purposes. Data from 1996–2005 were used to develop the models and a 2 year period window from 1 January 2004 to 31 December 2005 was used to fit the temporal recalibration and period analysis models. The data from 2006–15 were then used to validate the models. Baseline characteristics for the development dataset can be found in Table 2.

Models
Cause-specific Cox and FPMs were fitted, meaning that deaths due to causes other than colon cancer were
censored. Age at diagnosis, stage at diagnosis (localized, regional, distant), grade of the tumour (I–IV), sex and race (restricted to White and Black patients only) were included as predictors. Age was modelled using restricted cubic splines with three degrees of freedom, and stage, grade, sex and race were modelled categorically. All predictors were forced to be included (i.e. there was no variable selection). For the FPMs, five degrees of freedom were used to model the log baseline cumulative hazard and, to simplify the process of recalibration, the baseline splines were not orthogonalized. Example code used to fit these models is provided in Supplementary File 2, available as Supplementary data at IJE online. In this illustrative example, any participants with missing predictor values were excluded in order to more easily compare the approaches, though in practice multiple imputation is usually preferable.

Age at diagnosis was winsorized to provide more stability in the extremes by adding an additional constraint forcing the splines to be constant for the top and bottom 2% of the age distribution. In further analyses, the PH assumption was relaxed using time-dependent predictor effects for age and stage. To compare the model predictions from these three approaches, the marginal predicted survival for the 5601 patients diagnosed in 2006 was calculated using each model and compared with the observed Kaplan–Meier estimates. This was further assessed through calibration plots at 10 years after diagnosis.

All analyses were performed using Stata Version 15.0. FPMs were fitted using the user-written package stpm2 and Harrell’s c-index was calculated for these models using the user-written package stcstat2.

### Results

In terms of predictor effect estimates, the log hazard ratios and standard errors were very similar regardless of whether Cox models or FPMs were used (Table 3). The log hazard ratios were fairly similar for full cohort and period analysis, however the standard errors from the period analysis approaches were around twice as large due to the reduction in sample size. Overfitting was minimal due to the large number of events relative to the number of predictor parameters, highlighted by a uniform shrinkage factor for the full cohort model of 0.999.

Similar marginal survival predictions were produced regardless of whether Cox or FPMs were used when predicting for patients diagnosed in 2006 (Figure 2). The marginal survival predictions for temporal recalibration and period analysis were very similar and consistently provided more well-calibrated estimates than the standard full cohort

### Table 2. Baseline characteristics of the 48 861 participants in the development dataset once participants with missing predictor values were removed. Mean (SD) is presented for continuous variables and n (%) for categorical variables

| Variable                  | Mean (SD) or n (%)  |
|---------------------------|---------------------|
| Age                       | 70.1 (13.0)         |
| Sex                       |                     |
| Male                      | 23 674 (48.5%)      |
| Female                    | 25 187 (51.5%)      |
| Race                      |                     |
| White                     | 42 296 (86.6%)      |
| Black                     | 6565 (13.4%)        |
| Stage at diagnosis        |                     |
| Stage 1                   | 18 469 (37.8%)      |
| Stage 2                   | 21 529 (44.1%)      |
| Stage 3                   | 8863 (18.1%)        |
| Grade of tumour at diagnosis |                     |
| Grade 1                   | 5496 (11.2%)        |
| Grade 2                   | 32 992 (67.5%)      |
| Grade 3                   | 9871 (20.2%)        |
| Grade 4                   | 502 (1.0%)          |

### Table 3. Comparison of the sample size, number of events, log hazard ratios (HR) and standard errors (s.e.) of the log hazard ratios for the categorical predictors in each model

|                  | Flexible parametric survival model | Cox proportional hazards model |
|------------------|-----------------------------------|-------------------------------|
|                  | Full cohort | Period analysis | Full cohort | Period analysis |
| Sample size      | 48 861      | 33 197         | 48 861      | 33 197         |
| Number of events | 12 040      | 2900           | 12 040      | 2900           |
| Predictor effects: log HR (s.e. of log HR) |                     |                     |
| Female           | −0.05 (0.018) | −0.10 (0.038)   | −0.05 (0.018) | −0.10 (0.038)   |
| Black            | 0.24 (0.025)  | 0.27 (0.051)    | 0.24 (0.025) | 0.27 (0.051)    |
| Stage 2          | 1.15 (0.031)  | 1.18 (0.060)    | 1.15 (0.031) | 1.18 (0.060)    |
| Stage 3          | 2.98 (0.031)  | 2.92 (0.062)    | 2.96 (0.031) | 2.90 (0.062)    |
| Grade 2          | 0.22 (0.039)  | 0.09 (0.073)    | 0.22 (0.039) | 0.10 (0.073)    |
| Grade 3          | 0.68 (0.041)  | 0.55 (0.078)    | 0.67 (0.041) | 0.54 (0.078)    |
| Grade 4          | 0.81 (0.088)  | 0.78 (0.146)    | 0.79 (0.088) | 0.75 (0.146)    |
The survival probability is underestimated for all risk groups in the full cohort analysis models, and in 9 of the 10 groups the predictions are the furthest from the reference line. However, using temporal recalibration, all the predicted survival estimates increase and agree more closely with the Kaplan–Meier estimates. Although the marginal survival predictions from the temporal recalibration and period analysis models are very similar, small differences in predicted survival can be seen for the highest risk groups. Including time-dependent effects for age and stage in the FPM improves the calibration in the third highest risk group, however there is very little difference in the marginal survival estimates, see Supplementary File 3, available as Supplementary data at IJE online.

A comparison of model performance in terms of calibration and concordance of survival predictions is displayed in Table 4. Calibration improves by 0.02 by performing temporal recalibration which is large at the population level and improves the net benefit of the model. In other scenarios, the difference may be greater if there have been more substantial changes in baseline survival over calendar time. As the predictor effects for the temporal recalibration models are constrained to be the...
same as those from the full cohort model, Harrell’s c-index will always be the same for these models. In this example, the predictor effects for the period analysis models were also very similar and therefore Harrell’s c-index is the same to three decimal places.

**Updating Prognostic Models**

Temporal recalibration can also be used to produce up-to-date survival estimates when new data become available by simply re-estimating the baseline without the need for repeating the model-building process or re-estimating the predictor effects. This is akin to previous work by Riley et al., Schuetz et al., and Steyerberg that show how recalibrating the baseline hazard in new (local) settings can be important. To illustrate this, prognostic models were fitted using FPMs with data from 1986–95, and data from 1996–2005 was used to update these models. As stage was only available from 1995 onwards, only age, sex, race and grade were included as predictors, and for simplicity PHs was assumed. Table 5 defines the models M1-M6 that were compared in this analysis.

To illustrate the difference in survival predictions for these models, 10-year survival was estimated for patients diagnosed in 2006 and compared with the Kaplan–Meier estimates for these patients, see Figure 3.

Using the original model (M1) resulted in a difference between the observed and predicted survival of 0.12, which was reduced to 0.08 by using a longer timespan (M2) and 0.05 by using a more recent cohort (M3). Temporal recalibration models (M4 and M5) and the period analysis model (M6) produced the closest estimates which differed by <0.02. Performing temporal recalibration improves the calibration of the full cohort models by at least 0.03 and a larger improvement of >0.10 is observed when recalibrating the original full cohort model. Despite different models being temporally recalibrated, the predictions overlaid exactly. This demonstrates that

| Model | Description | Data for predictor effects | Data for baseline |
|-------|-------------|---------------------------|-------------------|
| M1    | Original full cohort model | 1986–95 | 1986–95 |
| M2    | Full cohort model with all available data | 1986–2005 | 1986–2005 |
| M3    | Full cohort model with most recent data | 1996–2005 | 1996–2005 |
| M4    | Temporal recalibration of M1 | 1986–95 | Period window 2004–05 |
| M5    | Temporal recalibration of M3 | 1996–2005 | Period window 2004–05 |
| M6    | Period analysis | Period window 2004–05 | Period window 2004–05 |
Temporal recalibration is appropriate in this example since the predictor effects do not greatly change over time and therefore it is only necessary to re-estimate the baseline.

**Discussion**

Often there are large underlying improvements in survival over the follow-up available in a model development dataset, which presents a challenge for subsequently making predictions for newly diagnosed patients. We have shown that survival predictions from prognostic models developed using a standard full cohort approach underestimate survival of recently diagnosed patients. However, more up-to-date, and thus accurate, survival predictions can be produced by developing prognostic models using temporal recalibration, where the baseline hazard is recalibrated in a subset of most recent data. This idea is similar to the approach of period analysis, but has the additional benefit of more precisely estimating predictor effects as it uses all the data to estimate the prognostic index.

Unlike period analysis, it is possible to directly apply temporal recalibration to a range of existing prognostic models (i.e. Cox PH models, FPMs with time-dependent effects) to update the survival predictions without the need of repeating the model-building process or re-estimating predictor effects. No additional data are required, only a period analysis sample of the most recent data is needed to re-estimate the baseline and produce more up-to-date predictions which better reflect the survival of those currently being diagnosed. We have also shown the importance of regularly updating prognostic models when new data become available and how this can easily be achieved using temporal recalibration.

We have used SEER public use data for colon cancer patients, with a range of predictors in order to illustrate the approach. For cancer sites and settings with smaller improvements over calendar time, the predicted survival estimates from a standard and temporally recalibrated approach would differ less. However, the approach would still be valid in this case. In this example we only showed complete case analysis, however, temporal recalibration could be performed on imputed datasets and the survival predictions from the models could be combined using Rubin’s rules.39,40 Example code for fitting these models is included in Supplementary File 2, available as Supplementary data at IJE online.

Temporal recalibration assumes that the predictor effects are the same in the recent data as in the full cohort and therefore do not change as a function of diagnosis date. This is in contrast to period analysis which updates both the baseline and the prognostic index. Therefore, the parameter estimates from the full cohort and period analysis models can be informally compared to verify that this assumption is plausible. Further, careful consideration should be given to the consistency of predictor’s values over time, but this is an issue generally and not specific to the approach we outline here.

Temporal recalibration is a similar concept to model updating,41 in which the calibration of predictions from a previously developed prognostic model are externally validated using new data obtained from a more recent time point. In that setting, if the model consistently under or over predicts survival, it is recalibrated; typically predictor effects are kept fixed (i.e. as originally estimated), but the baseline is updated. The difference with temporal recalibration is that the period analysis sample (used for the recalibration) is not a separate dataset and has already been included in the full cohort model to estimate predictor effects.

An alternative to temporal recalibration and period analysis would be to model the year of diagnosis directly and then predict survival using the most recent year included in the model. This approach would make developing and updating existing prognostic models more challenging as it would require the year of diagnosis to be modelled appropriately, which may include time-dependent effects and non-linear terms. This method would also rely more heavily on extrapolation of effects when producing long-term survival predictions for the most recent calendar year. However, with temporal recalibration the long-term hazards are estimated directly from those included in the period window. With both temporal recalibration and modelling the year of diagnosis it may be necessary to consider interactions between predictor effects and year of diagnosis.42

Many existing prognostic models use the standard full cohort approach. We have illustrated that using temporal recalibration could update these survival predictions and be a more accurate reflection of the prognosis of patients who are currently being diagnosed.
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**Funding**

This work was supported by Cancer Research UK [C41379/A27383].

**Conflict of Interest**

None declared.
References

1. Riley RD, van der Windt D, Croft P, Moons K. Prognosis Research in Healthcare: Concepts, Methods, and Impact. Oxford: Oxford University Press, 2019.

2. Steyerberg EW, Moons KG, van der Windt DA et al.; for the PROGRESS Group. Prognosis Research Strategy (PROGRESS) 3: prognostic model research. PLoS Med 2013; 10:e1001381.

3. Coleman M, Forman D, Bryant H et al. Cancer survival in Australia, Canada, Denmark, Norway, Sweden, and the UK, 1995-2007 (the International Cancer Benchmarking Partnership): an analysis of population-based cancer registry data. Lancet 2011;377:127–38.

4. Schnackenhorn P, Jonasson L, Olafsdottir EJ et al. Why is colorectal cancer survival improving by time? A nationwide survival analysis spanning 35 years. Int J Cancer 2017;141:531–39.

5. van Steenbergen LN, Elferink MAG, Krijnen P et al. Improved survival of colon cancer due to improved treatment and detection: a nationwide population-based study in The Netherlands 1989-2006. Ann Oncol 2010;21:2206–12.

6. White A, Joseph D, Rim SH, Johnson CJ, Coleman MP, van Steenbergen LN, Elferink MAG, Krijnen P. Improved colorectal cancer survival in the United States by race and stage (2001-2009): findings from the CONCORD-2 study. Cancer 2017;123(Suppl 24):S014–36.

7. Candido Dos Reis FJ, Wishart GC, Dicks EM et al. An updated PREDICT breast cancer prognostication and treatment benefit prediction model with independent validation. Breast Cancer Res 2017;19:58.

8. Hippius-Cox J, Coupland C. Development and validation of risk prediction equations to estimate survival in patients with colorectal cancer: cohort study. BMJ 2017;357:j2497.

9. Brenner H, Söderman B, Hakulinen T. Use of period analysis for providing more up-to-date estimates of long-term survival rates: empirical evaluation among 370,000 cancer patients in Finland. Int J Epidemiol 2002;31:456–62.

10. Ellison LF. An empirical evaluation of period survival analysis using data from the Canadian Cancer Registry. Ann Epidemiol 2006;16:191–96.

11. Houterman S, Janssen-Heijnen MLG, van de Poll-Franse LV, Brenner H, Coebergh JW. Higher long-term cancer survival rates in the Netherlands using up-to-date period analysis. Ann Oncol 2006;17:709–12.

12. Talbäck M, Rosén M, Stenbeck M, Dickman PW. Cancer patient survival in Sweden at the beginning of the third millennium—predictions using period analysis. Cancer Causes Control 2004;15:967–76.

13. Smith LK, Lambert PC, Botha JL, Jones DR. Providing more up-to-date estimates of patient survival: a comparison of standard survival analysis with period analysis using life-table methods and proportional hazards models. J Clin Epidemiol 2004;57:14–20.

14. Keogh RH, Szcesniak R, Taylor-Robinson D, Bilton D. Up-to-date and projected estimates of survival for people with cystic fibrosis using baseline characteristics: a longitudinal study using UK patient registry data. J Cyst Fibros 2018;17:218–27.

15. Riley RD, Snell KL, Ensr J et al. Minimum sample size for developing a multivariable prediction model: PART II - binary and time-to-event outcomes. Stat Med 2019;38:1276–96.

16. Surveillance, Epidemiology, and End Results (SEER) Program (www.seer.cancer.gov) Research Data (1973–2015), National Cancer Institute, DCCPS, Surveillance Research Program, released April 2018, based on the November 2017 submission.

17. Mallett S, Royston P, Waters R, Dutton S, Altman DG. Reporting performance of prognostic models in cancer: a review. BMC Med 2010;8:21.

18. Cox DR. Regression models and life-tables. J R Stat Soc Series B Stat Methodol 1972;34:187–220.

19. Royston P, Altman DG. External validation of a Cox proportional model: principles and methods. BMC Med Res Methodol 2013; 13:33.

20. Brenner H, Gefeller O. An alternative approach to monitoring cancer patient survival. Cancer 1996;78:2004–10.

21. Royston P, Parmar MK. Flexible parametric proportional-hazards and proportional-odds models for censored survival data, with application to prognostic modelling and estimation of treatment effects. Stat Med 2002;21:2175–97.

22. Royston P, Lambert PC. Flexible Parametric Survival Analysis Using Stata: Beyond the Cox Model. College Station, TX: Stata Press, 2011.

23. Hinchliffe SR, Lambert PC. Flexible parametric modelling of cause-specific hazards to estimate cumulative incidence functions. BMC Med Res Methodol 2013;13:13.

24. Allemani C, Weir HK, Carreira H et al. Global surveillance of cancer survival 1995–2009: analysis of individual data for 25,676,887 patients from 279 population-based registries in 67 countries (CONCORD-2). Lancet 2015;385:977–1010.

25. Lambert PC, Dickman PW, Rutherford MJ. Comparison of different approaches to estimating age standardized net survival. BMC Med Res Methodol 2015;15:64.

26. Steyerberg EW. Clinical Prediction Models. New York: Springer, 2009.

27. Snell KI, Ensor J, Debray TP, Moons KG, Riley RD. Meta-analysis of prediction model performance across multiple studies: which scale helps ensure between-study normality for the C-statistic and calibration measures? Stat Methods Med Res 2018;27:3505–22.

28. Harrell FE, Lee KL, Mark DB. Multivariable prognostic models: issues in developing models, evaluating assumptions and adequacy, and measuring and reducing errors. Stat Med 1996;15:361–87.

29. National Cancer Institute, Surveillance, Epidemiology, and End Results (SEER) Overview Factsheet, 2018. https://seer.cancer.gov/about/factsheets/SEER_Overview.pdf (30 January 2020, date last accessed).

30. Wilcox R. Trimming and Winsorization. Encyclopedia of Biostatistics. Chichester: John Wiley & Sons Ltd, 2005.

31. Syriopoulou E, Mozumder SI, Rutherford MJ, Lambert PC. Robustness of individual and marginal model-based estimates: a sensitivity analysis of flexible parametric models. Cancer Epidemiol 2019;58:17–24.
32. StataCorp.  *Stata Statistical Software: Release 15*. College Station, TX: StataCorp LLC, 2017.
33. Lambert PC, Royston P. Further development of flexible parametric models for survival analysis. *Stata J* 2009;9:265–90.
34. Royston P. STCSTAT2: Stata module to compute Harrell’s c-index for flexible parametric models. Statistical Software Components S457227, Boston College Department of Economics, 2011.
35. van Houwelingen JC, Le Cessie S. Predictive value of statistical models. *Stat Med* 1990;9:1303–25.
36. Vickers AJ, Van Calster B, Steyerberg EW. Net benefit approaches to the evaluation of prediction models, molecular markers, and diagnostic tests. *BMJ* 2016;352:i6.
37. Riley RD, Enser J, Snell KI et al. External validation of clinical prediction models using big datasets from e-health records or IPD meta-analysis: opportunities and challenges. *BMJ* 2016;353:i3140.
38. Schuetz P, Koller M, Christ-Crain M et al. Predicting mortality with pneumonia severity scores: importance of model recalibration to local settings. *Epidemiol Infect* 2008;136:1628–37.
39. White IR, Royston P. Imputing missing covariate values for the Cox model. *Stat Med* 2009;28:1982–98.
40. Miles A. Obtaining predictions from models fit to multiply imputed data. *Sociol Methods Res* 2016;45:175–85.
41. Steyerberg EW, Borsboom GJ, van Houwelingen HC, Eijkemans MJ, Habbema JD. Validation and updating of predictive logistic regression models: a study on sample size and shrinkage. *Stat Med* 2004;23:2567–86.
42. Steyerberg EW, Harrell FE. Prediction models need appropriate internal, internal-external, and external validation. *J Clin Epidemiol* 2016;69:245–7.