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SUMMARY
Sensory areas are spontaneously active in the absence of sensory stimuli. This spontaneous activity has long been studied; however, its functional role remains largely unknown. Recent advances in technology, allowing large-scale neural recordings in the awake and behaving animal, have transformed our understanding of spontaneous activity. Studies using these recordings have discovered high-dimensional spontaneous activity patterns, correlation between spontaneous activity and behavior, and dissimilarity between spontaneous and sensory-driven activity patterns. These findings are supported by evidence from developing animals, where a transition toward these characteristics is observed as the circuit matures, as well as by evidence from mature animals across species. These newly revealed characteristics call for the formulation of a new role for spontaneous activity in neural sensory computation.

SPONTANEOUS ACTIVITY AND ITS POTENTIAL FUNCTIONAL ROLES
Spontaneous activity (SA) is defined as activity that is not directly driven by external sensory stimuli, i.e., internally generated patterns of neural activity. This activity is observed in many species, from fish to rodents to humans (Fox et al., 2005; Mohajerani et al., 2013; Romano et al., 2015) and in both developing and mature animals. Spontaneous patterns of neural activity are highly structured across neurons and in time (Bartoszek et al., 2021; Clancy et al., 2019; Han et al., 2008; Kenet et al., 2003; Luczak et al., 2009; Miller et al., 2014; see Box 3). These structured neural patterns often also appear during the presentation of sensory stimuli, suggesting that these patterns may interact with sensory processing (Chen et al., 2006). Given the prevalence of SA across sensory areas and species, there exist several hypotheses for its functional role in neural circuits.

Very early in development, SA patterns are hypothesized to aid in circuit development. Indeed, disrupting the structure of early SA alters circuit development (Arroyo and Feller, 2016; Kirkby et al., 2013; Xu et al., 2011), indicating that SA plays a role in the formation of appropriate brain wiring (Ackman and Crair, 2014; Leighton and Lohmann, 2016; Luhmann et al., 2016). However, sensory areas are also spontaneously active after early stages of development when the animal starts interacting with the environment (Avitan et al., 2017; Romano et al., 2015), and key features of SA in developing animals are observed into maturity. Therefore, it is likely that SA serves an additional functional role in more mature animals.

In mature animals, many of the hypothesized roles of SA are based on the characteristics of the recorded activity. For instance, previous studies in passive or anesthetized mice, ferrets, and monkeys found that SA recordings were low dimensional and contained structured synchronous population-wide fluctuations, suggesting that the activity had a limited capacity to store information (Grinvald et al., 2003; Luczak et al., 2009; Okun et al., 2015). Several of these studies also found that the low-dimensional SA patterns were similar to sensory-driven activity (SdA) patterns and that this similarity increased over development (Berkes et al., 2011; Han et al., 2008; Hoffman and McNaughton, 2002; Kenet et al., 2003; Luczak et al., 2009).

Due to the similarity between spontaneous and sensory patterns, the researchers postulated that SA represents prior distributions over stimuli and facilitates Bayesian computations. These studies, however, were limited to quantifying recordings of tens of neurons simultaneously or quantifying neural activity in anesthetized states; it is now possible to monitor hundreds to tens of thousands of neurons in various species while the animals are awake and behaving (Datta et al., 2019; Ji et al., 2016; Vladimirov et al., 2018).

Recent studies using these new recording techniques have reported findings that transform our current understanding of SA. Large-scale recordings across brain areas, species, and developing or mature animals reveal many diverse patterns of neural activity during SA suggestive of high-dimensional structure and thus high capacity to represent various distinct factors, such as various behaviors (Gründemann et al., 2019; Lanore et al., 2021; Pietri et al., 2017; Romano et al., 2015; Stringer et al., 2019b; Strother et al., 2018). Furthermore, these SA patterns are distinct from sensory-driven neural patterns in the visual...
cortex of the awake mouse and in the optic tectum of the awake larval zebrafish (Avitan et al., 2021; Stringer et al., 2019b). This dissimilarity between spontaneous and sensory-driven patterns increases across zebrafish development (Avitan et al., 2021). Other internally generated signals, such as task context and behavioral choice, are also represented by neuronal directions orthogonal to sensory-driven patterns (Goris et al., 2017; Hajnal et al., 2021; Zhao et al., 2020). Together, these studies suggest that sensory areas process information on a background of high-dimensional SA that can represent many variables.

Here, we discuss recent studies describing the properties of SA in both developing and mature animals and across several species. Based on these properties, we propose that SA aids the circuit in combining several internal and external factors to regulate moment-by-moment adaptive behavior. We also examine how the orthogonality of spontaneous and sensory-driven patterns enables faithful representations of external stimuli alongside internal representations.

DEVELOPMENTAL CHANGES IN SPONTANEOUS ACTIVITY INDICATE A NEW FUNCTIONAL ROLE

SA is a hallmark of nervous system development. One of the best-studied drivers for early SA in central visual structures is spontaneous retinal waves which are observed across many species (Ackman and Crair, 2014; Meister et al., 1991; Thompson et al., 2017; Warland et al., 2006; Zhang et al., 2016). These waves drive correlated patterns of activity that propagate across large populations of neurons in visual cortex (Ackman et al., 2012). From a coding perspective, retinal waves provide central structures with sensory statistics similar to those the animal will encounter once its sensory apparatus is better developed (Albert et al., 2008; Butts et al., 2007; Molnár et al., 2020). However, visual cortex is spontaneously active after the disappearance of retinal waves and also active in the mature animal that is capable of executing complex behaviors. How can these patterns contribute to neural sensory processing? To address this question, we will cover recent studies that report the developing features of SA and discuss how these developed features may support the role of SA in sensory computations.

SA in sensory areas of developing animals initially appears as synchronous low-dimensional activity (Figure 1A) (see also Box 1). In the mammalian visual cortex, spontaneous coordinated patterns of neural activity consist of a large fraction of neurons before eye opening (Figure 1Aii), and this fraction progressively increases in the following weeks (Colonnese and Phillips, 2018; Golshani et al., 2009; Rochefort et al., 2009; Siegel et al., 2012). This decorrelation of neurons coincides with a decrease in retinal waves in the second postnatal week (Colonnese and Phillips, 2018; Gribizis et al., 2019; Martini et al., 2021) and allows for intrinsic cortical activity or external drivers to shape SA. High-dimensional intrinsic SA in visual areas was also observed in the developing larval zebrafish even after the removal of the eyes (Avitan et al., 2017; Pietri et al., 2017), in agreement with high-dimensional SA observed in the mammalian mature brain (Figure 1Aii; see section spontaneous activity is high dimensional and Box 3), suggesting that this transition serves a function.

From a coding perspective, the transition to high-dimensional spontaneous neural activity increases the capacity of SA to store distinct factors which may be required during sensory processing.

SA in developing animals continues to reorganize even after the circuit is capable of driving behavior, and these changes are linked to behavior. Evidence linking SA to behavior in developing systems comes from different species. The larval zebrafish visual system is sufficiently mature by 5 days post fertilization for the fish to start hunting for survival (Gahtan et al., 2005). Tectal SA around this day substantially changes with increased overall activity at the single-cell level, increased synchronous activity, and an increase in functional connectivity measures (Avitan et al., 2017). In the functionally mature tectal circuit, SA is organized in several assemblies composed of highly correlated neurons (Avitan et al., 2017; Pietri et al., 2017; Romano et al., 2015; see Box 3). These neuronal assemblies are spatially organized, and their activation predicts orienting tail movements (Pietri et al., 2017; Romano et al., 2015; Figure 1Bi), even in the chronic absence of retinal input (Pietri et al., 2017). In the developing awake rat, an increase in movement-associated firing rates in the visual cortex occurs just before eye opening (between P10 and P13) (Murata and Colonnese, 2018; Figure 1Bi). This link between SA and behavior becomes even stronger in the adult mouse where spontaneous neural activity is predicted with high accuracy from multiple dimensions of facial movements (Figure 1Bii; Benisty et al., 2021; Musall et al., 2019; Salkoff et al., 2020; Stringer et al., 2019b). Thus, SA in developing animals demonstrates an increasing correlation with behavior in agreement with observations in the mammalian adults (see section behavioral representations in spontaneous activity patterns).

Another key feature of the circuit is the relation between sensory-driven and spontaneous patterns of activity over development. Similarity between the two was observed across many species mostly using small-scale recordings in anesthetized animals (Han et al., 2008; Hoffman and McNaughton, 2002; Kenet et al., 2003; Lutzak et al., 2009). This similarity has led to the suggestion that SA maintains an internal model for patterns of activity likely to be evoked by sensory stimuli (Ikezoe et al., 2012; Ringach, 2009) and that during development, SA patterns gradually refine to become more similar to sensory-driven patterns. Although multiunit recordings of spontaneous and sensory-driven activity in 16 neurons showed increasing similarity across development (Berkes et al., 2011), recent work imaging a large population of neurons in the developing optic tectum of the awake larval zebrafish demonstrated that these patterns become less similar and geometrically diverge over development (Avitan et al., 2021; Figure 1C). These sensory-driven patterns of activity were collected in response to prey-like stimuli, which are highly ecologically relevant stimuli for larval survival, and showed a decrease in cosine similarity with spontaneous patterns and a constant degree of overlap in neuron identity members of spontaneous neural assemblies. These findings that the statistics of sensory-driven and SA grow more distant as development proceeds are in agreement with the orthogonality between spontaneous and sensory-driven patterns observed in mature animals (Omer et al., 2019; Stringer et al., 2019b) and suggest that the
A circuit aims for orthogonality and uses it for function (see spontaneous activity is orthogonal to sensory-driven activity). For instance, the circuit can represent many non-sensory factors required for sensory processing in patterns orthogonal to sensory patterns, thus enabling the existence of highly accurate sensory representations alongside non-sensory representations (Poulet and Crochet, 2019; Stringer et al., 2021).

Together, sensory areas process information on a background of SA, which, through development, becomes high dimensional, closely related to behavior, and orthogonal to sensory-driven patterns, i.e., occupying a particular subspace of activity patterns. These key features of SA suggest that in addition to its role in guiding appropriate wiring, SA holds the representation of factors that may be required for processing sensory information and regulating behavior.

**SPONTANEOUS ACTIVITY IS HIGH DIMENSIONAL**
Recent studies in zebrafish, mice, ferrets, monkeys, and humans have revealed that SA contains many diverse neural activity patterns.
patterns (Avitan et al., 2017; Gotts et al., 2020; Lanore et al., 2021; MacDowell and Buschman, 2020; Omer et al., 2019; Smith et al., 2018; Stringer et al., 2019b) (see summary in Table 1). Estimating neural patterns present in SA is not straightforward because there is no trial structure over which to average out single neuron noise like in evoked recordings. Therefore, several recent studies estimate the number of patterns or the dimensionality of spontaneous neural activity in a statistically rigorous way such that only repeatable patterns that spanned many neurons are quantified as significant dimensions (see Box 1; Lanore et al., 2021; MacDowell and Buschman, 2020; Stringer et al., 2019b). Using these techniques, researchers observed that SA in several mouse brain regions is high dimensional. These dimensionality estimates may even be a lower bound of the full circuit dimensionality: the number of dimensions required to explain a certain amount of variance increases with the number of neurons recorded (Lanore et al., 2021; Stringer et al., 2019b).

Previous studies reported low-dimensional SA, suggesting that the number of possible variables represented was limited (Grinvald et al., 2003; Luczak et al., 2009; Okun et al., 2015). However, the dimensionality of SA reported by these studies was likely constrained by the number of neurons recorded or by the state of the animal, e.g., if only 10 neurons are recorded, then the dimensionality of the recording can be at most ten-dimensional (Gao et al., 2017). Another constraint on dimensionality is the complexity of the behavioral task or the external stimuli being presented during the recording (Cowley et al., 2016; Gao et al., 2017): the various neural patterns of SA need to be active during the recording to identify them (see section behavioral representations in spontaneous activity patterns).

Therefore, large-scale recordings in awake and behaving animals, enabled by recent recording techniques, were necessary to reveal the high-dimensional nature of SA.

The existence of many diverse SA patterns in sensory areas suggests that many internal or potentially external variables can be represented. This provides the animal with the ability to keep track of various behavioral and cognitive variables within sensory areas and potentially use these representations in decision-making, rather than combining them in downstream association areas. One advantage of this approach is that precise and high-dimensional sensory information in sensory areas does not need to be conveyed to downstream areas for decision-making, and instead, the filtering of relevant sensory information can be performed directly in the sensory area (Poulet and Crochet, 2019). We will explore the content of SA and its role in computation in the following sections.

**BEHAVIORAL REPRESENTATIONS IN SPONTANEOUS ACTIVITY PATTERNS**

Several SA patterns captured in large-scale recordings correspond to various behaviors such as running, whisking, sniffing, grooming and freezing in mice (Benisty et al., 2021; Clancy et al., 2019; Gründemann et al., 2019; Lanore et al., 2021; Stringer et al., 2019b), leg movements and locomotion in flies (Fujiwara et al., 2017; Strother et al., 2018; Zolin et al., 2021), and tail flicks in zebrafish (Pietri et al., 2017; Romano et al., 2015). Due to the high-dimensional nature of SA, many different behaviors can be represented in the same circuit, and indeed, multiple dimensions of behavior were detected in SA across
ally correlated patterns continue during presentations of sensory stimuli (Stringer et al., 2019b) and during decision-making tasks (Engelhard et al., 2019; Musall et al., 2019; Salkoff et al., 2020; Steinmetz et al., 2019). We explore the cellular mechanisms underlying these behaviorally correlated patterns in Box 2.

Such behavioral representations can interact with incoming sensory signals to modulate overall stimulus responses depending on the behavioral state. For instance, head and body movements modulate visual and auditory stimulus responses in mice, rats, and flies (Bouvier et al., 2020; Chiappe et al., 2010; Dadarlat and Stryker, 2017; Guitchounts et al., 2020; Maimon, 2011; McGinley et al., 2015a; Niell and Stryker, 2010; Vinck et al., 2015; Williamson et al., 2015). These types of movements are often associated with the overall attention or arousal level of the animal, which can be decoded from the pupil diameter (McGinley et al., 2015b). Also, other abstract behavioral states, such as satiation, can alter SA patterns and modulate odor responses in mouse olfactory areas (Allen et al., 2019). This stimulus response modulation observed across various studies is a form of gain modulation that multiplicatively changes all stimulus responses, rather than specifically enhancing the responses to certain stimuli (Ferguson and Cardin, 2020; Figures 2A and 2B). Gain modulation in many cases does not impair linear decoding of sensory stimuli but instead may increase the overall sensory information available in downstream decision-making areas (Abdolrahmani et al., 2021; Allen et al., 2019; Engel et al., 2016; Kanashiro et al., 2017; Ni et al., 2021; Stringer et al., 2021).

Certain behavioral signals have also been shown to modulate specific sensory responses: in flies, courtship behavior was shown to increase the activity of a specific visual pathway for small object detection (Hindmarsh Sten et al., 2021), and in mice, locomotion was shown to increase neural responses to large full-field stimuli relative to responses to smaller stimuli (Ayaz et al., 2013; Busse et al., 2017). Conversely, sensory stimuli can modulate spontaneous, behavior-driven activity: in darkness, head movements decrease neural activity, whereas in light, head movements increase neural activity (Bouvier et al., 2020; Guitchounts et al., 2020). Specific modulation is proposed by the predictive processing hypothesis, which postulates that behavioral signals interact with sensory-driven signals to generate predictions of future stimuli; evidence for this theory exists in visual and auditory areas (Keller and Mrsic-Flogel, 2018). For example, after mice hear the same tone during running for several days, auditory cortical neurons have suppressed responses to the specific running-related tone during running, suggesting the presence of a predictive processing circuit (Schneider et al., 2018). Note that evidence for predictive processing has to be carefully analyzed as both stimulus and motor changes must be controlled for experimentally (see e.g., Muzzo and Saleem, 2021). Also, given the widespread nature of these behavioral representations across brain areas, there are likely additional roles for these signals beyond predictive processing, which we will explore more in the section possible functional roles for spontaneous activity.

Together, recent work across species suggests that a subset of spontaneous neural patterns correspond to various behaviors in the absence or presence of sensory cues and also during decision-making tasks. Therefore, the term “spontaneous” activity for activity in the absence of sensory stimuli may be inaccurate, given the representations of non-sensory factors, such as movement, navigation, arousal, and vestibular signals. These non-sensory representations in sensory-driven neurons suggest that a major function of sensory areas is to integrate diverse sensory and non-sensory information to drive flexible behaviors. Do the representation of behaviors in sensory areas impair neurons’ abilities to encode sensory variables?

### SPONTANEOUS ACTIVITY IN MANY CASES IS ORTHOGONAL TO SENSORY-DRIVEN ACTIVITY

Like SA, sensory stimuli also activate a diverse set of neural patterns, and various studies have observed tens to hundreds of significant dimensions in flies, zebrafish, mice, and primates (Avitan et al., 2017; Cowley et al., 2016; Kong et al., 2022; Murthy et al., 2008; Stringer et al., 2019a). Many neurons are active during both spontaneous and sensory-driven activity, but it appears that the neurons present in a specific SA pattern are not all driven by the same sensory stimulus. In other words, the SA neural subspace appears to be orthogonal to the sensory-driven neural subspace (see Box 3). For example, in the visual cortex of mice, neurons driven by the same behaviors during SA are tuned to various visual stimuli during passive stimulus viewing; therefore, the representations of behaviors and visual stimuli are orthogonal (Stringer et al., 2019b; Figures 2C and 2D). Additionally, in an associative learning task, the representations of behavioral state are orthogonal to the neural representation of

---

| Study                  | Species | Brain area       | # of neurons | Dimensions at | % variance explained | Cross-validated |
|------------------------|---------|------------------|--------------|---------------|----------------------|----------------|
| Stringer et al., 2019b| mouse   | visual cortex    | ~10,000      | 128           | 86% of shared, 31% of raw | yes            |
| Stringer et al., 2019b| mouse   | brain-wide ephys | ~3,000       | 128           | 35% of raw           | yes            |
| Lanore et al., 2021   | mouse   | cerebellum       | ~300         | 22            | 34% of raw           | yes            |
| Avitan et al., 2017   | zebrafish| optic tectum     | ~100         | 50            | 80% of raw           | no             |
| MacDowell and Buschman| mouse   | dorsal cortex    | widefield    | 14            | 75% of raw           | yes            |
| Smith et al., 2018    | ferret  | visual cortex    | widefield    | 13            | 75% of raw           | no             |
| Gotts et al., 2020    | human   | whole-brain      | widefield    | 56            | 90% of raw           | no             |

Table 1. Estimated dimensionality of spontaneous neural activity in large-scale recordings demonstrates the high-dimensional nature of spontaneous activity.
The cortex operates in multiple states, which are characterized by varying amounts of fluctuation in spontaneous population activity. The classical desynchronized and synchronized states are associated with the awake or sleep states and constitute two points on a continuum of states (Buzsáki, 2006; Steriade, 2003). The desynchronized state is characterized with rapid local patterns, and the synchronized state is characterized with low-frequency, large-scale synchronized rhythms of neuronal activity. Several underlying cellular mechanisms have been shown to control these variations. Cortical neurons change their intrinsic firing patterns during shifts in the level of vigilance, where changes in membrane potential shift neurons from being intrinsically bursting to regularly spiking (Steriade, 2001; Steriade et al., 2001). The thalamus plays a critical role in generating synchronized fluctuations. Synaptic activity arising locally in the thalamus or in distant structures have a substantial impact on intrinsic properties of thalamic neurons as well as their oscillatory activity (Destexhe, 2009; Destexhe et al., 1999; Haider and McCormick, 2009; McCormick and Bal, 1997). High-frequency cortical correlated synaptic activity observed during the awake state (Steriade, 1978) modifies the biophysical properties of cortical neurons and affects their integrative properties (Bermander et al., 1991; Destexhe et al., 1999; Holmes and Woody, 1989). In addition, long-range synaptic networks were shown to generate different types of brain rhythms and control their duration (McCormick and Pape, 1990). Brain states are also controlled through slow-acting modulators, mostly in the brainstem or hypothalamic nuclei that have broad projections as well as local and long-range rapidly acting excitatory and inhibitory neurotransmitter pathways (Lee et al., 2014; McCormick and Bal, 1997; Steriade et al., 1993; Thiele and Beligrove, 2018; van den Brink et al., 2019; Zagha and McCormick, 2014).

Neural activity also rapidly changes during arousal-related movements like locomotion or whisking. This rapid change in brain activity coincides with changes in the intrinsic properties of single neurons. In awake mice, membrane potential oscillations are associated with quiet wakefulness and stable depolarization with active whisking and locomotion (Crochet and Petersen, 2006; McGinley et al., 2015a; Petersen, 2019; Polack et al., 2013; Poulet and Crochet, 2019). Outside periods of walking and whisking, there are also periodic bouts of depolarization and suppression of spontaneous population activity associated with arousal, as measured by increases in pupil diameter (McGinley et al., 2015a, 2015b; Vinck et al., 2015). This suggests that inputs to excitatory neurons alone do not explain behavior-related firing patterns. Instead, there may be increased drive to both excitatory and inhibitory neurons or other changes in intrinsic properties that cause a balancing of membrane potentials near threshold (Kanashiro et al., 2017; Stringer et al., 2016).

**Box 2. Cellular and local network mechanisms of spontaneous activity generation**

The cortex operates in multiple states, which are characterized by varying amounts of fluctuation in spontaneous population activity. The classical desynchronized and synchronized states are associated with the awake or sleep states and constitute two points on a continuum of states (Buzsáki, 2006; Steriade, 2003). The desynchronized state is characterized with rapid local patterns, and the synchronized state is characterized with low-frequency, large-scale synchronized rhythms of neuronal activity. Several underlying cellular mechanisms have been shown to control these variations. Cortical neurons change their intrinsic firing patterns during shifts in the level of vigilance, where changes in membrane potential shift neurons from being intrinsically bursting to regularly spiking (Steriade, 2001; Steriade et al., 2001). The thalamus plays a critical role in generating synchronized fluctuations. Synaptic activity arising locally in the thalamus or in distant structures have a substantial impact on intrinsic properties of thalamic neurons as well as their oscillatory activity (Destexhe, 2009; Destexhe et al., 1999; Haider and McCormick, 2009; McCormick and Bal, 1997). High-frequency cortical correlated synaptic activity observed during the awake state (Steriade, 1978) modifies the biophysical properties of cortical neurons and affects their integrative properties (Bermander et al., 1991; Destexhe et al., 1999; Holmes and Woody, 1989). In addition, long-range synaptic networks were shown to generate different types of brain rhythms and control their duration (McCormick and Pape, 1990). Brain states are also controlled through slow-acting modulators, mostly in the brainstem or hypothalamic nuclei that have broad projections as well as local and long-range rapidly acting excitatory and inhibitory neurotransmitter pathways (Lee et al., 2014; McCormick and Bal, 1997; Steriade et al., 1993; Thiele and Beligrove, 2018; van den Brink et al., 2019; Zagha and McCormick, 2014).

Neural activity also rapidly changes during arousal-related movements like locomotion or whisking. This rapid change in brain activity coincides with changes in the intrinsic properties of single neurons. In awake mice, membrane potential oscillations are associated with quiet wakefulness and stable depolarization with active whisking and locomotion (Crochet and Petersen, 2006; McGinley et al., 2015a; Petersen, 2019; Polack et al., 2013; Poulet and Crochet, 2019). Outside periods of walking and whisking, there are also periodic bouts of depolarization and suppression of spontaneous population activity associated with arousal, as measured by increases in pupil diameter (McGinley et al., 2015a, 2015b; Vinck et al., 2015). This suggests that inputs to excitatory neurons alone do not explain behavior-related firing patterns. Instead, there may be increased drive to both excitatory and inhibitory neurons or other changes in intrinsic properties that cause a balancing of membrane potentials near threshold (Kanashiro et al., 2017; Stringer et al., 2016).

A conditioned auditory stimulus in the amygdala (Gründemann et al., 2019). Orthogonality of spontaneous and sensory-driven patterns also exists in the optic tectum of larval zebrafish, where neurons that are co-active during SA have varied visual tuning (Avitan et al., 2021; Tripplett et al., 2020). If sensory-driven and behavioral patterns were closely aligned, i.e., neurons that were active during a specific stimulus presentation were also always active during a specific behavior, then a downstream area from visual cortex would not be able to distinguish between stimulus presentations and behaviorally driven activity. Therefore, the separation of behavioral and stimulus neural subspaces enables high-fidelity decoding from neural populations, regardless of the animal’s actions (Goris et al., 2017; Montijn et al., 2016; Stringer et al., 2021; Figure 2C).

During decision-making tasks, several dimensions of internally generated activity in sensory areas correspond to representations of choice and behavioral context (Hajnal et al., 2021; Kim and Shadlen, 1999; Lee et al., 2020; Musall et al., 2019; Reinert et al., 2021; Salkoff et al., 2020; Steinmetz et al., 2019). This internally generated activity is also represented in different neural subspaces from sensory-driven activity. For instance, in the mouse visual cortex, visual information and task context (auditory versus visual) are optimally decoded from the neural population using orthogonal vectors (Hajnal et al., 2021; Figure 2E). In macaque middle temporal visual area (MT), visual information and choice information are represented in orthogonal subspaces (Zhao et al., 2020). Other studies in mouse and macaque primary visual areas have suggested that choice-specific information is not present before the behavioral choice in primary visual areas (Goris et al., 2017; Steinmetz et al., 2019; Stringer et al., 2021); instead, non-stimulus-related activity during a behavioral task may be related to the movements of the animal (Musall et al., 2019; Salkoff et al., 2020). Together, a recent and growing body of work across species, brain areas, and behavioral tasks reports an orthogonal relationship between spontaneous and sensory-driven patterns.

This distinction between sensory-driven and non-sensory neural patterns in primary sensory areas enforces more accurate sensory coding by keeping the variability originating from non-sensory factors in a different neural subspace from sensory-driven activity. In addition, this orthogonality may allow modulatory circuits access to sensory representations for attentional or contextual modulation (Dubreuil et al., 2021). Since behaviorally driven spontaneous patterns are orthogonal to sensory-driven patterns, neurons represent many possible behavior-stimulus combinations (Stringer et al., 2019b), and these integrated representations may provide a scaffold for learning.

**POSSIBLE FUNCTIONAL ROLES FOR SPONTANEOUS ACTIVITY**

In the previous sections, we collected evidence showing that spontaneous and sensory-driven patterns of neural activity grow more distant over development and become distinct in the mature animals. We suggest that this dissimilarity enables a high-fidelity readout of sensory-driven patterns, which is not disturbed by spontaneous patterns. It is unclear, however, that...
In (C), the stimulus vectors $v_{stim1}$ and $v_{stim2}$ are orthogonal to the behavioral neurons 1 and 2 and negative for 3 and 4.

The orthogonality between these vectors was also observed by behavior (whisking); hence, the whisking vector $v_{whisk}$ is positive for neurons 1 and 2 are more active during whisking, and neurons 3 and 4 are less active during whisking (bottom traces). Neurons 1 and 2 are more active during whisking, and neurons 3 and 4 are less active during whisking; hence, the whisking vector $v_{whisk}$ is positive for neurons 1 and 2 and negative for 3 and 4.

The discriminant direction in neural population space which best distinguishes these vectors was also observed experimentally in mice (Stringer et al., 2019b).

The discriminant direction in neural population space which best distinguishes the context of the task (visual or auditory) in a context-dependent behavioral task in mice (Hajnal et al., 2021).

**Figure 2. Behavioral modulation and orthogonality of spontaneous and evoked pattern**

(A) The response of the stimulus vector (defined as the activity of the vector averaged during each stimulus presentation) was found to be multiplicatively modulated by behavioral state as defined by running speed in mice (Dadarlat and Stryker, 2017; Niell and Stryker, 2010) (data from Stringer et al., 2019b).

(B) Each dot represents the response of stimulus vectors for stimulus 1 and 2 for each presentation of stimulus 1 (blue) and stimulus 2 (green). A one-dimensional multiplicative gain model fit to the neural data (red line) explained most of the variability in these vectors’ responses (around 90%, see Stringer et al., 2019b).

(C) A toy schematic of the activity of 4 neurons which are additively modulated by behavior (whisking) and driven by stimuli (either stimulus 1 or stimulus 2). Neurons 1 and 3 are driven by stimulus 1; hence, the stimulus vector for stimulus 1 $v_{stim1}$ is positive for those neurons. The activity of the stimulus vector is defined as the neural activity projected onto that vector (bottom traces). Neurons 1 and 2 are more active during whisking, and neurons 3 and 4 are less active during whisking; hence, the whisking vector $v_{whisk}$ is positive for neurons 1 and 2 and negative for 3 and 4.

(D) In (C), the stimulus vectors $v_{stim1}$ and $v_{stim2}$ are orthogonal to the behavioral vector $v_{whisk}$. The orthogonality between these vectors was also observed experimentally in mice (Stringer et al., 2019b).

(E) The discriminant direction in neural population space which best distinguishes between visual stimuli was found to be orthogonal to the discriminant direction which best distinguishes the context of the task (visual or auditory) in a context-dependent behavioral task in mice (Hajnal et al., 2021).

We propose that the presence of SA patterns alongside sensory-driven patterns may facilitate the learning of associations between sensory inputs and other correlates such as behavior or internal state. The fly mushroom body is an example of a brain area that multiplexes sensory, behavioral, and reward information to perform associative learning. In the fly mushroom body, Kenyon cells are sparsely driven by odor signals (Murthy et al., 2008), and dopaminergic neurons are modulated by various behaviors and contexts such as locomotion, starvation, and mating experience (Siju et al., 2020; Zolin et al., 2021). The dopaminergic neurons modulate the synapses from Kenyon cells onto the output neurons of the mushroom body and also modulate the output neurons themselves. The mushroom body output neurons encode different valences and drive behaviors such as avoidance of negative valence stimuli or attraction to positive valence stimuli (Aso et al., 2014; Cohn et al., 2015; Hige et al., 2015; Modí et al., 2020; Oswald and Waddell, 2015; Zolin et al., 2021). The activation of dopaminergic neurons after a specific odor leads to changes in synapses from Kenyon cells to mushroom body output neurons, supporting the use of behavioral and valence signals to form specific odor memories (Cohn et al., 2015; Handler et al., 2019; Hige et al., 2015).

Associations between stimuli and behaviors may also directly occur in the sensory cortical areas of mammals. For example, after a mouse learns either an active decision-making task or a passive association, there is an increase in the number of visual cortical neurons that respond to the rewarded visual stimulus compared with the unrewarded stimulus (Henschke et al., 2020; Pakan et al., 2018) (see also Clopath et al., 2017; Keller et al., 2017). If these rewarded stimulus neurons also drive the mouse to perform the rewarded behavior, then the mouse’s performance would improve as these neurons increase their activity. The circuit may therefore receive reward-related signals to increase the activity of these neurons that are linked to a certain behavior and stimulus, resulting in the learning of the task. Indeed, certain cortical neurons in sensory areas can directly drive behaviors in rodents such as corticostriatal neurons, i.e., neurons that project to the striatum (Cox and Witkin, 2019; Shepherd, 2013). For example, the activation of corticostriatal neurons in auditory cortex can bias the choices of rats in an auditory discrimination task (Znamenskiy and Zador, 2010). The shaping of associations between sensory stimuli and behavioral decisions directly in sensory areas may be advantageous due to the high-dimensional nature of sensory representations in these areas compared with downstream brain regions.

Together, these hypotheses suggest that learning would alter sensory representations in primary sensory areas such that orthogonality between sensory and behavioral variables would no longer be maintained. The breaking of orthogonality for learned stimuli may enable faster responses to learned stimuli, rather than sending the stimulus and behavioral information to association areas.
CONCLUDING REMARKS AND FUTURE PERSPECTIVES

SA is a fundamental property of the circuit observed from the very early days of circuit assembly. Although early SA is known to guide appropriate circuit wiring, the role of SA in the wired behaving circuit is unknown. During development, SA also undergoes substantial changes, such as an increase in dimensionality and in behavioral correlation. The acquisition of these properties that are maintained in the mature circuit suggests that these properties serve a function. The high-dimensional nature of SA in sensory areas implies that SA can store many internal and external variables. Some of these variables include behaviors, choice information, and task context. The combination of this crucial information with sensory information may be essential for flexible sensory processing. The maintenance of SA patterns in orthogonal representations to sensory representations keeps sensory coding performance intact while instructing adaptive behaviors.

Although little is known about the role of SA in association cortical areas, SA in these areas is also reported to be modulated by behavior (Musall et al., 2019; Salkoff et al., 2020; Steinmetz et al., 2019; Stringer et al., 2019b). In mice, neural activity in these areas also reflects sensory, context, and choice variables in decision-making tasks (Akrami et al., 2018; Erlich et al., 2015; Katz et al., 2016; Lee et al., 2020; Licata et al., 2017). In primates, intraparietal association areas are modulated by sensory, motor, and vestibular inputs (Chen et al., 2011; Colby et al., 1996; Linden et al., 1999). However, perturbing the activity in association areas does not always alter the behavioral choice of the animal (Erlich et al., 2015; Katz et al., 2016; Zhong et al., 2019).

More research in both sensory and association areas is required to determine the role of SA patterns in learning decision-making tasks. We suggest that recording spontaneous and sensory-driven activity throughout the learning process may provide insights into how SA can shape sensory responses and decision-making across brain areas.

Recent techniques for recording neural activity in the awake animal, such as large-scale fluorescent calcium imaging and Neuropixels recordings, now allow the inspection of hundreds to thousands of neurons during spontaneous and sensory-driven activities, providing new opportunities to study the role of SA in complex behaviors and decision-making.
activity, alongside new techniques for monitoring behaviors (Datta et al., 2019; Hausmann et al., 2021). These techniques create the opportunity for new experiments and theories to dissect the functional role of SA in neural computation.
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