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We calculate the ghost two-point function in Coulomb gauge QCD with a simple model vacuum gluon wavefunction using Monte Carlo integration. This approach extends the previous analytic studies of the ghost propagator with this ansatz, where a ladder-rainbow expansion was unavoidable for calculating the path integral over gluon field configurations. The new approach allows us to study the possible critical behavior of the coupling constant, as well as the Coulomb potential derived from the ghost dressing function. We demonstrate that IR enhancement of the ghost correlator or Coulomb form factor fails to quantitatively reproduce confinement using Gaussian vacuum wavefunctional.
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I. INTRODUCTION

A combination of analytical calculations, based on Dyson-Schwinger equations [1–13] and lattice gauge simulations [14–36], has given new insights into the behavior of QCD Green’s functions. In particular, it has been found that in the Landau gauge at low momentum the ghost propagator is enhanced while the gluon propagator is suppressed. Dyson-Schwinger equations potentially admit solutions that are critical in the infrared (IR), i.e. the ghost propagator is divergent and the gluon propagator vanishes at zero momentum. On the other hand, the interpretation of lattice results is still somewhat controversial, since the IR region is sensitive to finite volume effects and possible lattice artifacts in mapping between the continuum and lattice definition of propagators [2, 27–30]. One of the original motivations for such studies follows from the observation that for the physical spectrum to consist only of color singlet states it is necessary that the ghost and gluon propagators are critical (in the sense defined above) [37, 38]. The absence of colored states in the physical spectrum is often taken as a manifestation of confinement. The relation between the IR behavior of the ghost and gluon propagators and the expectation value of the color charge is tied to the realization of the residual gauge symmetry remaining after imposing the Landau gauge condition [39]. The connection between remnant gauge symmetries and confinement, however, remains an unsettled issue, therefore so does the relation between the IR behavior of the propagators and confinement. The relationship between the gluon and ghost propagators and confinement can be investigated in other gauges, and the Coulomb gauge can be particularly illuminating [40–45].

In the Coulomb gauge the time component of the vector potential becomes constrained by the transverse gluon field defined in the spatial directions alone. $A^a(x)$ satisfies, $\nabla \cdot A^a = 0$ for all color components, $a = 1 \cdots N_c^2 - 1$, leading to an instantaneous potential between color charges. This potential depends on the inverse of the Faddeev-Popov, or ghost, operator, $M^{-1}(A) = [\nabla \cdot D(A)]^{-1}$, with $D(A)$ being the covariant derivative in the adjoint representation. It was postulated by Gribov [46] and by Zwanziger [47] that gauge field configurations near the boundary of the field space domain, the Gribov horizon, dominate matrix elements and, since at the boundary the Faddeev-Popov operator vanishes, the instantaneous Coulomb potential is expected to be enhanced compared to the value at zero field [46–50]. This could signal confinement. Furthermore, since for a state containing a static quark-antiquark pair in the vacuum the Coulomb potential provides an upper limit on the total energy, Zwanziger concluded that a necessary condition for confinement is that the expectation value of the Coulomb potential in such state is also confining [40]. From the point of view that the energy spectrum is a direct probe of confinement, it seems relevant to investigate matrix elements of the inverse of the Faddeev-Popov operator. Analytical calculations have been performed in, for example, Refs. [42, 44, 45, 51–55]. These typically start from an ansatz for the vacuum wave functional and various approximations are used to derive Dyson equations for correlations functions. Since the Coulomb energy involves fields at one time slice, only spatial correlations are needed. Through a systematic study of the IR behavior of the gluon-gluon correlation function and the Faddeev-Popov operator it was shown that within the particular set of approximations used to derive the Dyson equations, all self consistent solutions are IR finite, but close to being critical. Most likely what this means is that the vacuum wave functionals used in these calculations do not yet account for all field configurations responsible for confinement. Another way of seeing this is through the
behavior of the spatial Wilson loops, for which such wave functionals fail to reproduce the area law behavior. If and when missing configurations are properly accounted for one would still face the question of reliability regarding the other approximations used in deriving the Dyson equations. These are typically based on the large-$N_C$ expansion and examination of the IR and ultraviolet (UV) behavior of higher order diagrams. To leading order this amounts to summing the rainbow-ladder diagrams.

In this paper we confront the Dyson equations for the Coulomb gauge correlators with direct evaluation of the underlying matrix elements using Monte Carlo techniques for the path integral over the transverse gluon fields. The numerical techniques are close in spirit to those of lattice gauge theory, and are detailed in Section III. We begin by giving, in Section II, a short summary of the Coulomb gauge and derivation of the Dyson equation. A summary and conclusions are given in Section IV.

II. COULOMB GAUGE QCD

In the Schrödinger representation the degrees of freedom of the Coulomb gauge Yang-Mills theory are: the transverse gluon fields, $A^a(x)$, which are the generalized coordinates, and their conjugate momenta $\Pi^a(x) = -i\delta/\delta A^a(x)$, equal to the negative of the transverse chromo-electric field [56]. These satisfy the canonical commutation relation,

$$[\Pi^{\alpha,a}, A^{\beta,b}(y)] = -i\delta_{ab}\delta^{ij}(\nabla_x)\delta(x-y),$$  \hspace{1cm} (1)

where $\delta^{ij}_T$ is the transverse projector $\delta^{ij}_T(\nabla) = \delta_{ij} - \nabla_i\nabla_j/\nabla^2$. The canonical Hamiltonian is a function of the generalized coordinates and momenta, and is given by

$$H = \frac{1}{2}\int dx \left[ J^{-1}\Pi^a(x)J\cdot\Pi^a(x) + B^{a2}(x) \right] + V,$$  \hspace{1cm} (2)

where the chromo-magnetic field, $B$, is given by,

$$B^a(x) = \nabla \times A^a(x) + \frac{g}{2}f^{abc}A^b(x) \times A^c(x).$$ \hspace{1cm} (3)

As usual, repeated indices are summed over. In Eq. (2), $J = \det(M(A))$ represents the curvature of the Coulomb gauge field domain and is given by the Jacobian of the transformation from the $A^0 = 0$ (Weyl) gauge – which has a flat field space – to the Coulomb gauge. Here, $M$ is the Faddeev-Popov operator,

$$M^{ab}(x,y) = \left[ -\nabla_x^2\delta^{ab} + g f^{abc}A^c \cdot \nabla_y \right]\delta^3(x-y).$$ \hspace{1cm} (4)

The Coulomb potential, $V$, is obtained by using the equations of motion to eliminate the longitudinal gauge field, and can be written

$$V = \frac{1}{2}\int d^3x d^3y J^{-1}\rho^a(x)J K^{ab}(x,y;A)\rho^b(y),$$ \hspace{1cm} (5)

where, in the absence of quarks, the color charge density is given by

$$\rho^a(x) = f^{abc}\Pi^b(x) \cdot A^c(x),$$ \hspace{1cm} (6)

and the Coulomb kernel, $K(A)$ is

$$K(A) = gM^{-1}(A)(-\nabla)gM^{-1}(A).$$ \hspace{1cm} (7)

In the abelian limit this kernel reduces to,

$$K^{ab}(x,y) = \frac{g^2\delta^{ab}}{4\pi|x-y|},$$ \hspace{1cm} (8)

the familiar expression for the Coulomb potential between charges located at points $x$ and $y$. Denoting the vacuum wave functional by $\Psi[A] = \langle A|\Psi\rangle$, the vacuum expectation value, $\langle vev\rangle$ of an operator $O[A]$ in the Coulomb gauge is given by,

$$\langle O \rangle = \frac{\langle \Psi|O|\Psi\rangle}{\langle \Psi|\Psi\rangle},$$ \hspace{1cm} (9)

where

$$\langle \Psi|O|\Psi\rangle = \int_{\Lambda} DAJ[A]|O[A]|\Psi[A]|^2,$$ \hspace{1cm} (10)

and the integral is restricted to the fundamental modular region (FMR) $\Lambda \in \Omega$ which is inside the Gribov region $\Omega$. The FMR is defined as the set of gauge fields $A^a(x)$ corresponding to the absolute minima of the functionals $I[g] = \int dx (A^a(x))^2$ minimized with respect to time-independent gauge transformations $g = g(x)$, while the Gribov region $\Omega$ also includes local minima of $I$. It has been argued by Zwanziger [57] that the bulk of the integral measure is concentrated on the common boundary of FMR and the Gribov region and in the Monte Carlo simulations presented here only the restriction to $\Omega$ will be implemented. The $vev$ of the inverse of the Faddeev-Popov operator, which in the Coulomb gauge plays the dual role of the ghost propagator and the running coupling, is given by

$$\frac{d(k)}{k^2} = \frac{1}{N_c^2 - 1}\delta^{ab}\int d^3x e^{ik\cdot x}\langle \Psi|gM^{-1,ab}(x,0)|\Psi\rangle,$$ \hspace{1cm} (11)

where $d(k)$ is referred to as the ghost dressing function; at tree-level, $d(k) = 1$. If the expectation value of the Coulomb kernel is approximated by the square of the $vev$ of the ghost propagator then the momentum space Coulomb potential between a color-singlet static quark-antiquark pair becomes $V(k) = -C_Fd^2(k)/k^2$ [41, 42, 44]. In general, however, one expects the two $vev$s to be different and this difference can be accommodated via an additional form factor and results in the potential of the form $V(k) = -C_Fd^2(k)f(k)/k^2$ [51, 58]. It is clear that if the ghost becomes IR enhanced, $d(k) >> 1$ as $k \to 0$, the Coulomb interactions between color charges becomes stronger as the separation between charges increases. To obtain a linearly rising potential, however, it would be necessary for the product $d^2(k)f(k)$ to be critical with $d^2(k)f(k) \to k^{-2}$ as $k \to 0$. 





A. Dyson equations

The set of coupled Dyson equations for the ghost dressing function \( d(k) \), the Coulomb dressing function \( f(k) \) and the gap equation, which determines the gluon-ghost correlation function, were derived and extensively studied in Refs. [45, 51–55]. Here we only summarize the main features of the ghost and gluon correlation functions. In these studies the vacuum wave functional was parametrized as a gaussian

\[
\Psi[A] = \exp\left( -\frac{1}{2} \int \frac{d^3k}{(2\pi)^3} \omega(k) A^a(k) A^a(-k) \right),
\]

with \( \omega(k) \) being a parameter. It was shown in Refs. [52–55] that, to leading order in the loop expansion, the effect of the curvature \( \mathcal{J} \) could be absorbed by a redefinition of \( \omega \) with the gap equation correlating the low-momentum behavior of \( \omega \) and the curvature. In the subsequent derivations of the Dyson equations we thus set \( \mathcal{J} = 1 \). The vacuum wave functional can be optimized by minimizing the vacuum energy density with respect to \( \omega(k) \). This leads to a gap equation which after renormalization depends on the renormalized coupling \( g_r(\mu) \) and the boundary condition \( \omega(k \to 0) = m_g \). As long as \( m_g \) is finite one finds that the solution of gap equation is qualitatively insensitive to \( g_r(\mu) \) and can be well describe by,

\[
\omega(k) = \begin{cases} 
  m_g & \text{if } k < m_g \\
  k & \text{otherwise}.
\end{cases}
\]

It should be noted that \( m_g \) is a mass parameter introduced by the ansatz wave functional and should not be confused with the QCD scale introduced by renormalization. The latter appears in the renormalized Dyson equation for the ghost dressing function which, as mentioned earlier, can be identified with the running coupling. In principle, \( m_g = m_g(g_r(\mu), \mu) \) should be renormalization point invariant and just like \( g_r(\mu) \) determined by a physical observable e.g. the string tension. Within the set of truncations build in the derivation of the Dyson series, most likely the renormalization group invariance of \( m_g \) can not be proven and we shall consider \( m_g \) as a free parameter. Given \( \omega(k) \) the Dyson series for the ghost dressing function can be sum up and represented as a single integral equation within the rainbow-ladder approximation, illustrated in Fig. 1. All omitted diagrams have at least one vertex loop correction (e.g. last diagram in Fig. 1), which were shown to be generally smaller than the self-energy loops [51]. The diagrams shown in Fig. 1 represent functional integrals over \(|\Psi[A]|^2 \) of polynomials of the \( A \) field originating from the expansion of the inverse Faddeev-Popov operator

\[
\frac{1}{\langle \Psi|\Psi \rangle} \int \mathcal{D}Ag \frac{|\Psi[A]|^2}{-\nabla \cdot D[A]} \to \frac{g}{\nabla^2} \left[ 1 + \frac{1}{\langle \Psi|\Psi \rangle} \int \mathcal{D}Ag \cdot \frac{\nabla^2}{\nabla^2} gA \times \nabla + \cdots \right]
\]

where \( \times \) refers to the color space. Neglecting the restriction to the Gribov region enables one to perform the functional integrals analytically, and neglecting contractions that corresponds to vertex corrections makes it possible to re-sum the series, resulting in,

\[
\frac{1}{d(k)} = \frac{1}{g(\Lambda)} - N_C \int_{\Lambda} \frac{d\hat{q}}{(2\pi)^3} \frac{1 - (\hat{k} \cdot \hat{q})^2}{(k - q)^2} d(|k - q|).
\]

The dependence of the bare coupling, \( g = g(\Lambda) \), and the loop integral on the UV cut-off has been shown explicitly. Instead of using the bare coupling and the UV cutoff as the renormalization point, the equation can be renormalized at a finite momentum scale through subtraction, which also defines the renormalized coupling as \( g_r(\mu) \equiv d(\mu) \)

\[
\frac{1}{d(k)} = \frac{1}{d(\mu)} - N_C \int_{\Lambda} \frac{d\hat{q}}{(2\pi)^3} \left[ 1 - (\hat{k} \cdot \hat{q})^2 \frac{d(|k - q|)}{(k - q)^2} - \frac{2\omega(q)}{|k| - |\mu|} \right].
\]

As discussed above, the mass scale is brought in through the function \( \omega \), and in the case discussed here, it is given by \( m_g = \omega(0) \). Thus from now on we will use the notation \( \hat{k} \equiv k/m_g \) to denote dimensionless momenta. The solution of the Dyson equation for the ghost propagator depends on one more parameter, the value of \( d(\mu) \) at a single point, i.e. at \( \mu = m_g/\mu_0 = 1 \). In Fig. 2 we plot the numerical solutions of Eq. (16), as a function of momentum in units of \( m_g \), for three choices of \( d(\hat{k}) = 1 \). As \( d(1) \) is increased the solutions become more IR enhanced until at, approximately, \( d(1) \sim 3.41 \) the solution becomes critical [51]. Above this critical point the Dyson equation has no solutions, i.e. develops a Landau point at physical, \( k > 0 \) momentum. This is a sign that the functional integration in Eq. (14) has crossed the Gribov horizon. The mass scale dependence of the ghost propagator can be best understood by using an angular approximation, to the integral in Eq. (16),

\[
|k - q| \to \theta(k - q)k + \theta(q - k)q.
\]
which enables one to transform the integral equation to a first order differential equation that can be solved analytically and further well approximated by [51],

\[ d(\tilde{k}) = \frac{d(\tilde{\mu})}{[1 + \beta_L d^{1/\gamma}(\tilde{\mu}) (\tilde{k} - \tilde{\mu})]^{\gamma}}, \quad \tilde{k} \leq 1, \tag{18} \]

\[ d(\tilde{k}) = \frac{d(\tilde{\mu})}{[1 + \beta_H d^{1/\gamma}(\tilde{\mu}) \log(\tilde{k} \tilde{\mu})]^{\gamma}}, \quad \tilde{k} \geq 1, \tag{19} \]

where \( \gamma = 1/2 \) and \( \beta_L = (5/6)(N_C/3)/\pi^2 \) and \( \beta_H = (N_C/3)/\pi^2 \) i.e. \( \beta_L \sim \beta_H \sim 0.1 \) for \( N_C = 3 \). It clearly follows that the ghost propagator is independent of the renormalization scale, \( \mu \) and depends on a single value of \( d(\tilde{\mu}) \) at an arbitrarily chosen renormalization point. Furthermore, from Eq. (18) it follows that a solution exists, i.e. there is no Landau pole, as long as \( d(\tilde{\mu}) < 1/(\beta_L \mu)^\gamma \).

As discussed above, the approximations leading to Eq. (16) include eliminating all vertex corrections and neglecting the restriction on the functional integral to be contained within the Gribov horizon. In the following we present results from a Monte Carlo simulation of the ghost propagator that does not have these limitations.

**III. MONTE CARLO CALCULATION**

The evaluation of the functional integral in Eq. (10) is usually performed analytically by expanding the operator \( O \) in a power series over the gauge field \( A \) and truncating at some order (c.f. Eq. (14) ). Here we avoid these approximations by evaluating the functional integral by Monte Carlo integration using the model wave-function (12) with the approximate solution (13) for \( \omega(k) \).

The gluon configurations are generated on a \( N_d = 3 \) dimensional momentum space grid. The gluon fields \( A_i^a(k) \) are \( N_d \times (N_C^2 - 1) \) complex numbers per lattice site, where \( A_i^a(-k) = A_i^a(k) \). The momentum is discretized on the lattice as

\[ k_i = \frac{2\pi n_i}{a N_i}, \quad |n_i| \in \left( -\frac{N_i}{2}, \frac{N_i}{2} \right), \quad i \in \{1, 2, 3\}, \tag{20} \]

where \( a \) denotes the lattice spacing. The gauge fields must satisfy the position space Coulomb gauge condition

\[ \sum_{i=1}^{N_d} A_i^a(x) - A_i^a(x - ai) = 0, \tag{22} \]

which translates in the momentum space to

\[ \sum_{i=1}^{N_d} (1 - \cos(ak) + i \sin(ak)) A_i^a(ak) = 0. \tag{23} \]

From now on we will use the notation \( \hat{A}(\hat{k}) \equiv A(ak)/a^2 \), etc. in reference to dimensionless quantities scaled with the lattice spacing. The coupling is incorporated by generating \( g \hat{A}_i^a(\hat{k}) \) rather than \( A_i^a(\hat{k}) \), which requires substituting \( \omega(k) \) with \( \omega(k)/g^2 \) in the model wavefunction.

The gluon fields are generated with the distribution

\[ |\Psi[A]|^2 = \exp \left\{ -\frac{1}{N_L} \sum_{n_i} \sum_{a=1}^{N_d} \sum_{i=1}^{N_d^2} \frac{\hat{A}_i^a(\hat{k}) \hat{A}_i^\dagger(\hat{k})}{g^2} \right\}. \tag{24} \]

This is accomplished by independently generating two of the vector components, \( A_{i1}^a \), with a heatbath, then constructing the third component such that the momentum space Coulomb gauge condition, Eq. (23), is satisfied.

The calculation of the Jacobian is akin to the calculation of the quark determinant in lattice QCD and in the present work it is set to one. The Jacobian was included in Ref. [52] in a certain truncation scheme. There it was found to lessen the dependence of the Coulomb potential to the choice of coupling.

As a first test we evaluate the gluon propagator,

\[ g^2 \hat{G}(\hat{k}) = \frac{1}{N_d^3 N_d^2 - 1} \sum_{i=1}^{N_d^2} \sum_{a=1}^{N_d^2} \hat{G}_i^a(\hat{k}) \hat{G}_i^\dagger(\hat{k}). \tag{25} \]

The value of \( G(k) \) is analytically known to be \( G(k) = 1/2\omega(k) \). The numerical result, shown in Fig. 3 does indeed agree with the analytical one, where the numerical statistics are improved by taking the \( Z_3 \) average, that is, averaging over the three equivalent directions in momentum space. Since \( \hat{k} = \hat{m}_g \hat{k} \) the physical propagator in units of \( m_g \) is given by

\[ m_g G(k) = \hat{m}_g \hat{G}(k). \tag{26} \]
The gluon propagator is expressed as the expected value of the inverse of the Faddeev-Popov (FP) operator, Eq. (11). The discrete form of the FP operator was derived in Ref. [47]

\[ M^{ab}(\hat{x}, \hat{y})\phi^b(\hat{y}) = \sum_{i=1}^{N_d} \delta^{ab} \left( \phi^b(\hat{y} + i) + \phi^b(\hat{y} - i) - 2\phi(\hat{y}) \right) - f^{abc} \left( \partial^b(\hat{y} + i)A_c^i(\hat{y}) - \partial^b(\hat{y} - i)A_c^i(\hat{y} - i) \right), \]

which is real and symmetric. Note that the region of integration in Eq. (10) is the Gribov region where \( M \) is positive definite. Thus any gauge field configuration that produces a Faddeev-Popov operator with negative eigenvalues must be discarded.

With periodic boundary conditions imposed on the lattice, \( M^{ab}(x, y) \) has \( N^2 - 1 \) trivial zero modes, making it formally non-invertible. This problem is avoided by following Ref. [22] and solving

\[ \int_V dy M^{ab}(x, y)\phi^b(y) = \delta^{ab} \left( \delta(x) - \frac{1}{V} \right). \quad (27) \]

The position-color vectors are then Fourier transformed to momentum space and the inverse of \( M^{ab}(x, 0) \) recovered.

\[
\int_V dx e^{-ik\cdot x} \langle \phi^a(x) \rangle = \int_V dx e^{-ik\cdot x} \langle (M^{-1})^{aa}(x, 0) \rangle - \frac{1}{V} \int_V dy \int_V dx e^{-ik\cdot x} \langle (M^{-1})^{aa}(x, y) \rangle = \frac{D(k)}{g} - \frac{\delta(k)}{g} \int_V dx \frac{D(x)}{g},
\]

where \( D(k) \equiv d(k)/k^2 \). The average is taken over gauge field configurations, and finally the ghost propagator is \( Z_3 \) averaged. In the free case, \( M \rightarrow -\nabla^2 \) and the propagator would be

\[
\hat{D}(k) = \frac{g}{4 \sum \sin^2(k) / 2} = \frac{g}{k^2}, \quad (29)
\]

which defines an appropriate momentum variable. The same philosophy is used in conventional lattice QCD studies of gluon propagator [16, 59, 60].

With the model wavefunction (12), the coupling \( g \) is a free parameter. The larger \( g \) is chosen to be, the broader the Gaussian. This increases the fluctuations of the gauge fields and \( M \) develops smaller eigenvalues, resulting in the infrared enhancement of \( \langle M^{-1}(k) \rangle \). With increasing the value of \( g \), the FP operator becomes likely to develop negative eigenvalues. While this means that a (possibly large) proportion of the generated gauge fields must be rejected, it is necessary for the entire domain of the functional integration to be sampled. The number of rejected configurations grows rapidly when the value of \( g \) approaches certain critical value, which depends on the value of \( m_g \) used in the model for \( \omega(k) \) of Eq. (13). This is easily understandable, as larger value of \( m_g \) means the gluon wavefunction is infrared enhanced in a larger interval of momenta, yielding narrower Gaussian width over that interval.

Each generated gauge configuration used in calculating the ghost dressing function is checked to lay in the Gribov region by calculating several eigenvalues of the FP operator to ensure their positivity. If the latter constrain is not imposed, the resulting ghost propagators are dominated by numerical fluctuations (resemble random noise) in the region where the generated gauge configurations have large fraction laying outside of Gribov region.

For example, for \( m_g = 1.5 \), the fraction of rejected configuration ranges from nearly 0% for \( g < 1 \) to 100% for \( g > 1.1 \) with sharp increase above \( g = 1 \). For \( m_g = 5 \) this “critical" value of \( g \) increases to about 1.6. In our calculations we restrict to the region of \( g \), where the fraction of rejected configurations does not exceed 20% to maintain moderate computational time. The resulting ghost dressing function is shown in Fig. 4 for a calculation with 1000 gluon configurations on a \( 40^3 \) lattice with \( m_g = 1.25 \) and \( g = 0.7 \).

In order to relate the calculated ghost dressing function
to the physical region several issues should be resolved that would allow to draw a correspondence. Here we review the most relevant ones.

A. Lattice Artifacts

Discretization of space introduces several artifacts, that should be accounted for. These are errors introduced by finite lattice volume, finite lattice spacing, which also induces broken spatial rotational symmetry.

1. Finite Lattice Spacing

It is argued in the Refs. [16, 59, 60] that using the redefined lattice momentum variable of Eq. (29) allows one to avoid the leading-order discretization errors arising from the ultra-violet cutoff in momentum introduced by the finite lattice spacing. Still, the errors from reducing the spatial rotational symmetry $O(3)$ group down to discrete $Z(3)$ are unaccounted for. These manifest themselves as a large spread in the ghost propagator. This spread occurs in a characteristic pattern, as can be seen in Fig. 4, which becomes more prominent with increased lattice volume. These patterns can be easily understood by considering a selection of subsets of the points plotted by using certain criteria imposed on the momentum variable. The first subset considered has the constraint that all three components of the momentum are equal to each other (laying on the diagonal direction of the lattice). This selection of the data forms a smooth line through the upper part of the plot. A subset including points with two of the momentum components equal to each other and the third one set to zero (along the diagonal direction of the cube’s side) forms another smooth curve, this one going through the middle of the plot. Finally, the subset with only one non-zero component of momentum (along the side of the cube) forms a line passing through the lowest part of the plot. These subsets are shown in Fig. 5a. Furthermore, if the constraints described above are allowed to be violated by a few units of minimum lattice momentum, the rest of the points in the plot start to fall into these subgroups, as shown in Fig. 5b. Thus, for the further analysis of our data we will use only a subset of points with momentum components not differing from each other by more than one unit of minimum lattice momentum. This is the “cylinder cut” introduced in Refs. [16, 59], which allows us to select the points least affected by errors introduced by the broken rotational symmetry and leaves a sufficient number of points for statistical analysis.

2. Finite Volume Effects

While a consistent treatment of the finite volume effects requires extensive investigation into discretization of the theory on the lattice, here we simply investigate this dependence by comparing benchmark calculations on lattices with different volumes. A set of calculations with four different lattice volumes is shown in Fig. 6, which shows that there are very small variations only in the low momenta region for lattice volumes from $20^3$ to $40^3$. Thus we choose to use lattice volume of $20^3$ for the further calculations, which allows for both reasonable computational time and small errors.

B. Renormalization

The introduction of a finite momentum grid provides a sharp cutoff for the regularization of the ultra-violet divergences, i.e., it is equivalent to the role of $\Lambda$ in Eq. (15). In order to identify the ghost dressing function with the running coupling, for each lattice spacing it should be possible to choose the lattice coupling, $g$ in Eq. (24), so that the results of simulations are independent of the lattice spacing. In the simulation, explicit dependence on the lattice spacing enters through dependence on $m_\gamma = a m_\gamma$, e.g. when the lattice ghost dressing function is plotted against $\tilde{k} = k/m_\gamma = k/\hat{m}_\gamma$, the result should be independent of $\hat{m}_\gamma$ and depend only on the value of the renormalized coupling. In practice, we produce a series of simulations with different values of $g$ in the range between $g = 0.5 - 1.5$ and $\hat{m}_\gamma$ in the range of the accessible lattice momenta $2\pi/N_{\text{Lat}} \leq \hat{m}_\gamma \leq \sqrt{3}\pi$. We then compare with the scaling predicted by the solutions of the Dyson equations given in Eqs. (18) and (19), in the low and high momentum region, respectively. In the high
momentum regime, $k/m_g = \hat{k}/\hat{m}_g$ is kept large by running simulations with small $\hat{m}_g$, i.e. with $\hat{m}_g \gtrsim 2\pi/N_{\text{Lat}}$. In this regime the constituent gluon mass is close to the minimum accessible momentum scale on the lattice and the gluon propagator is close to asymptotic while the non-perturbative effects are only present for a few, lowest momentum points. This regime should be described by Eq. (19),

$$
d(\hat{k}) = \frac{d(\hat{\mu})}{\left[1 + \beta'_H d^{1/\gamma}(\hat{\mu}) \log \left( \frac{\hat{k}}{\hat{\mu}} \right) \right]^\gamma},
$$

where $\beta'_H$ and $\gamma'$ will be treated as fit parameters. For $N_g = 20$ each data set has 30 momentum points after the imposed “diagonal” cut described above. We choose 6 data sets with $\hat{m}_g \in [0.1, 1]$ and $g \in [0.3, 0.75]$, where the 25 highest momentum points can be considered to be in the asymptotic region. For each value of the coupling, $g$, the value of $d(\hat{\mu})$ is fixed by the data itself with $\hat{\mu}$ set equal to the momentum cut-off, $\hat{\mu} = \sqrt{3}\pi/\hat{m}_g$. The formula in Eq. (19) is fitted to all 150 data points by varying $\beta'_H$ and $\gamma'$. The resulting remarkably good fits are shown in Fig. 7 with the best-fit value of $\beta'_H = 0.86(2)$ and $\gamma' = 0.5(2)$. The data deviate from the perturbative form at intermediate momenta, which is to be expected.

On the other hand, in simulations with large $\hat{m}_g$, i.e. for $\hat{m}_g \lesssim \sqrt{3}\pi$, Eq. (18) should apply. Then the constituent gluon mass is close to the largest accessible momentum scale on the lattice. This regime is dominated by non-propagating gluons induced by non-perturbative dressing. Here we expect,

$$
d(\hat{k}) = \frac{d(\hat{\mu})}{\left[1 + \beta'_L d^{1/\gamma}(\hat{\mu}) \right]^{\gamma}}.
$$

In this region we select a total of 8 data sets composed of $\hat{m}_g \in [3.5]$ and $g \in [1.1.4]$, where the 15 lowest momentum points can be considered to be in the non-perturbative region. Here, $d(\hat{\mu})$ is obtained from each data set itself, at $\hat{\mu}$ chosen, to avoid finite-volume effects, to be the second lowest momentum point. In the low momentum range a total of 120 data points was fitted varying $\beta'_L$, while keeping $\gamma' = 1/2$ which was previously determined from the high momentum fit. A sample of data
FIG. 7: (Color Online) Simultaneous fits to the ghost dressing function $d(k/m_g)$ versus $k/m_g$ for $\hat{m}_g \gtrsim 2\pi/N_{\text{Lat}}$.

FIG. 8: (Color Online) Simultaneous fits to the ghost dressing function $d(k/m_g)$ versus $k/m_g$ for $\hat{m}_g \lesssim \sqrt{3}\pi$.

We have computed the ghost correlation function by direct Monte Carlo simulation of the functional integral with a model gaussian wave functional and compared it with the solution of the corresponding Dyson equation. We have found that the scaling behavior of the solution of the Dyson equation is reproduced in the simulation. This confirms that the corrections to the rainbow-ladder approximation are both IR and UV finite, and do not change the scaling properties. The $\beta$ function obtained from simulations is, however, an order of magnitude larger than the one from the Dyson equation. This is to be expected, since the Dyson equation does not properly take into account the boundary of the field space integral, and thus is expected to overestimate the magnitude of the allowed field values and thus of the critical coupling. The Monte Carlo simulation still needs to have the Faddeev-Popov Jacobian implemented, but that is not expected to qualitatively change the results.

In our simulations we have found that positivity of the Faddeev-Popov operator is not sufficient to produce critical behavior. This needs to be investigated further, in particular on larger volumes; nevertheless, since the simple gaussian vacuum wave functional does not probe topological configurations (e.g. of magnetic disorder) it is not too surprising that the IR enhancement of the ghost correlator or Coulomb form factor fails to quantitatively reproduce confinement. For this purpose a wave functional of the type proposed in Ref. [61] should be tried.
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