Detecting dynamical changes in time series by using the Jensen Shannon Divergence
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Abstract

Most of the time series in nature are a mixture of signals with deterministic and random dynamics. Thus the distinction between these two characteristics becomes important. Distinguishing between chaotic and aleatory signals is difficult because they have a common wide-band power spectrum, a delta-like autocorrelation function, and share other features as well. In general signals are presented as continuous records and require to be discretized for being analyzed. In this work we present different schemes for discretizing and for detection of dynamical changes in time series. One of the main motivations is to detect transition from chaotic regime to random regime. The tools used are originated in Information Theory. The schemes proposed are applied to simulated and real life signals, showing in all cases a high proficiency for detecting changes in the dynamics of the associated time series.

1 Introduction

In many areas of science the dynamics of processes underlying the studied phenomena can be represented by means of finite time series, that can be interpreted as realizations of stochastic processes (SP) or as orbits of deterministic processes. Although they are very different in nature, Wold demonstrated that under certain restrictions there is a relationship between them \cite{1}. His famous theorem establishes that a stationary stochastic process can be decomposed as a deterministic part (DP), which can be described accurately by a linear combination of its own past, and a second part represented as moving average component of finite order. A different situation occurs when we have a non stationary time series. In these situations it is not possible to separate the series in a deterministic and in a stochastic part. Moreover, in cases in which the DP is chaotic, it is possible to find a DP which produces a time series that could be very difficult to distinguish of a SP \cite{2, 3}. For these reasons, the issue of distinguishing between time series produced by deterministic chaos from noise has led to the development of different scheme of analysis. This problem has already been treated with various techniques such as: complexity-entropy plane \cite{4, 5, 6}, Lyapunov exponents \cite{7, 2, 8} or applying neural networks \cite{9}, among others. Chaotic signals always produce time series with strong physical structure, unlike those originated in stochastic processes. These have a little structure depending on their correlations factors \cite{10}. The basic idea behind our schemes is to use quantifiers of how close or far are two time series. The quantifiers is the Jensen–Shannon Divergence (JSD), which was introduced as a measure of similarity between two probability distributions function (PDF) \cite{11}. Quantifiers based on information theory, such as the JSD require to associate to a given time series a probability distribution (PD). Thus the determination of the most suitable PD is a fundamental problem, because of the PD and the sample space are inextricably linked. Many methods have been proposed to deal with this problem. Among others, we can mention binary symbolic dynamics \cite{12}, Fourier analysis \cite{13}, frequency counting \cite{14}, wavelet transform \cite{15} or comparing the order of neighboring relative values \cite{16}. In a similar approach, we propose to explore a way of mapping continuous-state sequences into discrete-state sequences via the so-called alphabetic mapping \cite{17}.

Here we present two methods for analyzing time series. The first one provides a relative distance between two different time series. It consists in the application of the JSD to a previously discretized signal, through alphabetic mapping. The quantity so evaluated will be called the alphabetic Jensen–Shannon divergence (aJSD).

The second method detects the changes in the dynamics of a time series, through an sliding window which run over the previously mapped signal. This window is divided in two parts. To each part we can assign the corresponding PD, which can be compared by using the JSD. In both cases the change in the underlying dynamics of the time
Let $X$ be a discrete-states variable $x_i$, $i = 1, 2, \ldots, N$ and let $P_1$ and $P_2$ be two probability distributions for $X$, which we denote as $P_1^{(1)} = P_1(x_i)$ and $P_2^{(2)} = P_2(x_i)$, with $0 \leq p_i^{(k)} \leq 1$ and $\sum_{i=1}^{N} p_i^{(k)} = 1$ for all $i = 1, 2, \ldots, n$ and $k = 1, 2$. If $\pi_1$ and $\pi_2$ denote the weights of $P_1$ and $P_2$ respectively, with the restrictions $\pi_1 + \pi_2 = 1$ and $\pi_1, \pi_2 \geq 0$, the JSD is defined by

$$D_{JS}(P_1, P_2) = H(\pi_1 P_1 + \pi_2 P_2) - (\pi_1 H(P_1) + \pi_2 H(P_2))$$

(1)

where

$$H(P) = -C \sum_{i=1}^{N} p_i \log(p_i)$$

(2)

is the Shannon entropy for the probability distribution $P$. We take $C = 1/\log(2)$ so that the entropy (and also the JSD) is measured in bits.

It can be shown that the JSD is positive defined, symmetric and it is zero if and only if $P_1 = P_2$ [11]. Moreover JSD is always well defined, it is the square of a metric [21] and it can be generalized to compare an arbitrary number of distributions, in the following way: Let $P_1(x), \ldots, P_M(x)$ be a set of probability distributions and let $\pi_1, \ldots, \pi_M$ be a collection of non negative numbers such that $\sum_{j=1}^{M} \pi_j = 1$. Then the JSD between the probability distributions $P_j(x)$ with $j = 1, \ldots, M$ is defined by

$$D_{JS}(P_1, \ldots, P_M) = H \left[ \sum_{j=1}^{M} \pi_j P_j \right] - \sum_{j=1}^{M} \pi_j H[P_j].$$

(3)

### 2.2 Alphabetic Mapping

In Nature it can be found discrete-state sequences, such as DNA sequences or those generated by logical circuits, but most of the “the real life” signals are presented as continuous records. Thus to use the JSD first we have to discrete the data. There are many ways to overcome this requirement. Here we use the alphabetic mapping introduced by Yang [17].

For a given continuous series $\{x_t\}$, we can mapping this real-values series in a binary series easily, depending the relative values between two neighbor points $[x_t; x_{t+1}]$ in the following way:

$$s_n = \begin{cases} 
0, & \text{if } x_t \leq x_{t+1} \\
1, & \text{if } x_t > x_{t+1}
\end{cases}$$

$S$ is a binary sequence $S = \{s_1, s_2, \ldots, s_{N-1}\}$ where $s_i = 0$ or 1. Consider two integers $d \geq 2$ and $\tau \geq 1$, let us then define a trajectory in the $d$-dimensional space as

$$Y_t \rightarrow [s_{t-(d-1)\tau}, \ldots, s_t] \quad t \geq (d-1)\tau$$

It is possible to calculate entropy for continuous states signals but the estimation of a differential entropy from the data is not an easy task [22].
The vector $Y_t^{d,\tau}$ is called “alphabetic word, where $d$ is the “embedding dimension” (the number of bit taken to create the word) and $\tau$ is called the “delay”. Taken’s theorem gives conditions on $d$ and $\tau$, such that $Y_t^{d,\tau}$ preserves the dynamical properties of the full dynamic system (e.g., reconstruction of strange attractors) \[23, 24\].

By shifting one data point at time, the algorithm produces a collection of bit-word $\{Y_t^{d,\tau}\}$ over the whole series. Therefore, it is plausible that the occurrence of these bit-word reflects the underlying dynamics of the original time series. Different types of dynamics produce different distributions on these $Y_t^{d,\tau}$ series. We define $w_t^{d,\tau}$, as the symbol corresponding to the word $Y_t^{d,\tau}$. From these we construct a new series $W_t^{d,\tau} = \{w_t^{d,\tau}\}$ which quantify the original series. The number of the different symbols (alphabets length) depends on the number of bit taken; in this case is $2^d$.

To give an example of the mapping we can consider the series $\{3, 5, 4, 8, 3, 6, 2, 1, 4, 1, 3, 7, 8, 5, 10, 4, 8, 9\}$, which has a corresponding the serie $S = \{1, 0, 0, 1, 0, 0, 1\}$. For the election of the parameter $d = 4$ and $\tau = 1$, the first word to appear is $Y_1^{4,1} = (1, 0, 0, 1)$, the second one is $Y_2^{4,1} = (0, 0, 1, 0)$, and the other three are $Y_3^{4,1} = (0, 1, 0, 1)$, $Y_4^{4,1} = (1, 0, 1, 1)$ and $Y_5^{4,1} = (0, 1, 1, 0)$.

Frequently it is necessary to process signals of two or more dimensions such as bi-dimensional chaotic maps, polysomnography, EEG, etc. The components of such signals are mostly coupled, given signal values depending not only on the previous values but also on the values reached by the other signals. Therefore by making a one-dimensional analysis we can lost some valuable information. Taking the idea discussed above for one-dimensional signals (1D), we have applied the same algorithm with a slight modification to analyze 2-dimensional (2D) signals without losing information.

For a given continuous 2D series $X_t = (x(t), y(t))$, we assign a 1D string, by the relative values between the two components vector at each time $t$, $[x_t; y_t]$ in the following way:

$$S_t = \begin{cases} 
0 & \text{si } x_t \geq y_t \\
1 & \text{si } x_t < y_t
\end{cases}$$

### 3 JSD combined with the alphabetic mapping

Once discretized the signals we can approximate the PD by the frequency of occurrence of the symbols $W_t^{d,\tau}$. From this PD, we can develop the following analysis schemes:

- **Distance between two signals**: Given two different sequences, for example, a chaotic and a random sequences, we map each one by using the methods explained in section \[22\]. This gives us two sets of symbols $W_t^{d,\tau} = \{w_t^{d,\tau}\}$ and $\tilde{W}_t^{d,\tau} = \{\tilde{w}_t^{d,\tau}\}$. We calculate the frequency appearance of the symbols for both sequences $P^W = P(W_t^{d,\tau})$ and $\tilde{P}^W = P(\tilde{W}_t^{d,\tau})$. Finally, we calculate the Jensen Shannon divergence between these two distributions $D_{JS}^{W,\tilde{W}} = D_{JS}(P^W | \tilde{P}^W)$.

- **Sliding Window**: We introduce an sliding window that moves over the symbolic sequence corresponding to the original signal. The window has a width $\Delta > 0$ and the position $k$ (referring the position of the center of the window over the sequence). For each position $k$, we can divide the window in two sub windows, one to the left and the other to the right of the position $k$. For both windows, we evaluate the frequency of occurrence of symbolic patterns: to the right $P(W_{r}^{d,\tau}) = P^R$ and to the left $P(W_{l}^{d,\tau}) = P^L$. Finally we evaluate the associate JSD, $D_{JS}(k) = D_{JS}(P^L | P^R)$ as a function of the pointer position $k$. The position where the maximum value of the JSD occurs, $D_{JS_{max}} = max[D_{JS}(k)]$, it is interpreted as the place where a significant change in the probability distribution patterns $W_t^{d,\tau}$, has occurred. This change can be associated to a variation in the statistical properties of the original signal. The only restriction in the election of window’s width is that $\Delta$ must be greater than the number of possible patterns generated by the alphabetic mapping ($\Delta >> 2^d$).

Two sequences with the same statistical properties, should lead to identical probability distributions and therefore, the divergence between them should take a very small value, close to zero but non zero. This fact is due to the statistical fluctuations. The estimators for probability distributions corresponding to sequences must be constructed and then the fluctuations of this construction will yield to JSD values greater than zero. To address this problem Grosse et al. \[20\] introduced a quantity called "significance" which allows to see if the values reached by the JSD are greater than the statistical fluctuations. This amount depends on the sequence length and the size of the alphabet of symbols used in the representation of the sequence. An expression for the significance value has presented in the reference \[20\]. A limitation of that expression is that it is valid only for an alphabet with no more than five symbols. Therefore we must modify the criteria introduced by Grosse et al, to identify values of the JSD that are genuinely above statistical fluctuations. To do that, we proposed to calculate the aJSD on a set
of $Ns = 10^5$ ensembles generated for each signal using the same parameters but with different initial conditions. After quantifying the signals we have $Ns$ different sequences ($W_i^r, ..., W_N^r$).

The first step is to calculate the aJSD between all sequences belonging to the same group of segments, that we call “auto-aJSD,”

$$D_{JS}^W = D_{JS}(P_i^W | P_j^W), \; i, j = 1, ..., N_s, \; for \; i \neq j$$

Then we evaluate the average value $\mu^W = \langle D_{JS}^W \rangle$ over all the sets of sequences with its respective standard deviation $\sigma^W = \langle (D_{JS}(P_i^W | P_j^W) - \mu^W)^2 \rangle^{1/2}$. The next step is the same, but using the two group of signals to be compared. For all the aJSD values resulting from all the signal we take the average $\mu^{W,\bar{W}} = \langle D_{JS}(P_i^{W,\bar{W}}) \rangle$, with its respective standard deviation $\sigma^{W,\bar{W}} = \langle (D_{JS}(P_i^{W,\bar{W}}) - \mu^{W,\bar{W}})^2 \rangle^{1/2}$.

Finally two sequences are different (in the statistical sense) if the inequality:

$$\mu^{W,\bar{W}} - \sigma^{W,\bar{W}} \geq \max[\mu^W + \sigma^W, \mu^{\bar{W}} + \sigma^{\bar{W}}]$$

is satisfied. If the values of the aJSD do not pass this criteria we say that the two signals are not statistically distinguishable one from each other.

4 Characterization of chaotic maps and colored noises

To test our scheme of analysis we used sequences extracted from the bibliography. We use 18 chaotic maps and 5 colored noises, that we describe briefly.

4.1 Chaotic maps

We consider 18 chaotic maps which were taken from the reference [25]. They can be grouped as follows:

1. 1D chaotic maps: also call non–inverted maps. They are dynamical sequences for which the image has more than one pre-image and in each interaction a loss of information occurs, generating in this way a chaotic system [25].

- the lineal congruential generator [26],
- the gaussian map [27],
- the logistic map [28],
- the Pinchers map [29],
- the Ricker’s population model [30],
- the sine circle [31],
- the sine map [32],
- the Spencer map [33] and
- the tent map [34].

The maps that have been used are :

- the Hénon map [35],
- the Lonzi map,
- the delayed logistic map [36],
- the tinkerbell map [37],
- the dissipative standard map [38],
- the Arnold’s cat map [39],
- the chaotic web map [40],
- the Chirikov standard map [41],
- the gingerbreadman map [42] and
- the Hénon area-preserving quadratic map [35].
4.2 Colored noises

Noises with a power spectrum that varies with frequency are called colored noises. There are many types of noises, depending on the shape of the power spectrum and the distribution of values. The noise power spectrum often varies with frequency as $1/f^\alpha$ (some time called Hurst noise). White noise correspond to $\alpha = 0$. To generate all noises we used the algorithm described in [4, 43].

5 Distinguishing between chaotic and random sequences

In this section we present the results obtained from evaluating the aJSD between chaotic maps and colored noises. We apply the two methods described in section 2. First we create an aJSD distance matrix between chaotic and noise signals and between chaotic and chaotic maps. In the second place we merge two different signals (i.e. one chaotic and one noisy) and through the aJSD sliding window method it is possible to detect the signal changes from one regime to another.

5.1 Distance matrix between sequences

For each type of process explained in the previous section we generate $N_s = 10^6$ time series of $L_s = 10^6$ data points with identical parameters [25] and a random initialiation. We compute a distances matrix between chaotic and colored noises, using the significance criterion for the aJSD values as explained in section 3. For the discretization of the signals we used the parameters $\tau = 1$ and $8 < d < 12$. Fig. 1 displays the matrix for the corresponding parameters $d = 8$ and $\tau = 1$. For different embedding dimension, we obtained similar results.

In the case of the aJSD distances matrix corresponding to chaos-noise (Fig: 1) we can observe that most of chaotic maps are distinguishable from the different types of colorated noises. The number in the boxes represent the values of the aJSD. Lower is this value, more similar are the sequences. Only for the particular case of the lineal congruential generator map (LCG) and white noise (WN), the aJSD value does not pass the significance criterion. An interpretation of this is that the LCG map is an example of a random number generator passing the Miller–Rabin test [44]. Therefore the distribution of words $\{W^{(8,1)}\}$ corresponding to LCG and WN are similar.

The same evaluation have been done between chaotic maps. Figure 2 displays the corresponding distance matrix. As it can be seen all the aJSD values are above significance criterion. An interpretation of this is that the LCG map is an example of a random number generator passing the Miller–Rabin test [44]. Therefore the distribution of words $\{W^{(8,1)}\}$ corresponding to LCG and WN are similar.

The same analysis was performed for 2D chaotic series. In this case we use the two-dimensional assignment described in section 2.2 and where the parameters $8 < d < 12$ and $\tau = 1$ were chosen . Fig 3 shows the corresponding aJSD distance matrix for the parameters $d = 8$ and $\tau = 1$. As observed for one-dimensional chaotic maps, all distances over passed the significance criteria, being all maps distinguishable one from each other. There exists an strong correspondence between the values of the aJSD and the similarity (or dissimilarity) of the topology of the phase diagrams of the maps. The aJSD values decrease as the topology of the phase diagram tend to be similar, can see it in the case of Hénon map and the Lonzi map. Conversely when two maps are topographical different, such Hénon map preserver area and Chirikov map, the aJSD increas. Different embedding dimensions changes the absolute value of the aJSD but the relative value between the elements of the distance matrix remain unaltered.

Let us recall that in our scheme the aJSD measure the distance between the PDF associated with the set of words $\{W^{(d,\tau)}\}$ and $\{\tilde{W}^{(d,\tau)}\}$. As a consequence of the Taken’s theorem [24], these sets of words are in correspondence with certain aspects of the phase space of each original signal. Series which have a similar dynamics, have similar phase space and PDF comparable giving low values of the aJSD.

5.2 Detection changes in time series

Here we use the proposed sliding window scheme for detecting changes in a signal. For this purpose we used two different signals of equal length $L_{x_1} = L_{x_2} = 5.10^4$ symbols each one, which are merged in a single sequence, where the signal $x_1$ is a chaotic one and $x_2$ is a random one, or two different chaotic sequences. Examples of

\[\text{All phase diagrams belong to chaotic time series used in this work are shown in the Sprott book (Appendix 25).}\]
Figure 1: aJSD distance matrix between 1D chaotic sequences and colored signals. The values chosen of the parameters $d$ and $\tau$ are: $d = 8$ and $\tau = 1$. It can be observed that there is a good discrimination between chaotic sequences and noise. aJSD values vary according to the correlation noise and the dynamics of chaotic series. The value 0.00 means that the aJSD has not exceeded the significance criterion set out in section 3 so that the two sequences are indistinguishable from each other. Similar results were found for parameters $8 < d < 12$ and $\tau = 1$, showing that the method is robust respect the election parameter $d$. 

|          | White Noise | Pink Noise | Brown Noise | Blue Noise | Violet Noise |
|----------|-------------|------------|-------------|------------|--------------|
| Congruential | 0.000       | 0.042      | 0.146       | 0.028      | 0.061        |
| Gauss    | 0.065       | 0.151      | 0.284       | 0.030      | 0.028        |
| Logistic | 0.370       | 0.451      | 0.458       | 0.357      | 0.341        |
| Pinchers | 0.452       | 0.529      | 0.623       | 0.364      | 0.304        |
| Rikers   | 0.470       | 0.563      | 0.634       | 0.406      | 0.353        |
| Sine circle | 0.518      | 0.518      | 0.565       | 0.546      | 0.566        |
| Sine     | 0.389       | 0.460      | 0.445       | 0.385      | 0.377        |
| Spencer  | 0.430       | 0.505      | 0.600       | 0.344      | 0.289        |
| Tent     | 0.367       | 0.449      | 0.461       | 0.351      | 0.333        |
Figure 2: aJSD distance matrix between 1D chaotic sequences. The values chosen for the parameters $d$ and $\tau$ are: $d = 8$ and $\tau = 1$. It can be observed a good discrimination between the different chaotic sequences. The absolute values of aJSD vary according to the similarity between the phase diagrams of the chaotic sequences, giving information of the similarity about the dynamics of such sequence. Similar dynamics give similar sequences. Similar results were found for parameters $8 < d < 12$ and $\tau = 1$.
Figure 3: aJSD distance matrix between 2D chaotic sequences. The values chosen for the parameters $d$ and $\tau$ are: $d = 8$ and $\tau = 1$. The matrix shows aJSD values is a good discrimination between the different chaotic sequences. As happen in the 1D chaotic maps, when more similar are the phase space, lower is the value of aJSD. Similar results were found for parameters $8 < d < 12$ and $\tau = 1$. 

|        | Henon | Lonzi | Delayed | Tinkerbell | Dissipative | Arnolds cat | Gingerbread | Chirikov | Henon area |
|--------|-------|-------|---------|------------|-------------|-------------|-------------|----------|------------|
| Henon  | 0.000 | 0.019 | 0.691   | 0.645      | 0.502       | 0.554       | 0.693       | 0.674    | 0.693      |
| Lonzi  | 0.019 | 0.000 | 0.692   | 0.649      | 0.503       | 0.555       | 0.693       | 0.680    | 0.693      |
| Delayed| 0.691 | 0.692 | 0.000   | 0.265      | 0.671       | 0.550       | 0.594       | 0.453    | 0.633      |
| Tinkerbell | 0.645 | 0.649 | 0.265   | 0.000      | 0.611       | 0.478       | 0.649       | 0.524    | 0.663      |
| Dissipative | 0.502 | 0.503 | 0.671   | 0.611      | 0.000       | 0.161       | 0.593       | 0.656    | 0.603      |
| Arnolds cat | 0.554 | 0.555 | 0.550   | 0.478      | 0.161       | 0.000       | 0.551       | 0.456    | 0.574      |
| Gingerbread | 0.693 | 0.693 | 0.594   | 0.649      | 0.593       | 0.551       | 0.000       | 0.693    | 0.052      |
| Chirikov | 0.674 | 0.680 | 0.453   | 0.524      | 0.656       | 0.456       | 0.693       | 0.000    | 0.693      |
| Henon area | 0.693 | 0.693 | 0.633   | 0.663      | 0.603       | 0.574       | 0.052       | 0.693    | 0.000      |
two combined normalized sequences are plotted in Figures 4 A and B. Figure 4 shows the results obtained by applying the aJSD to four combinations of chaos-noise sequences. The aJSD achieves its maximum value exactly at the merging point of the two sequences, which is marked with a dotted vertical line. Similar results were observed in the case of sequences generated by chaotic processes. In these cases the aJSD value reaches several orders of magnitude higher than those corresponding to a single stationary sequence.

6 Application of the aJSD to real data

Now we test our proposed schemes for a group of real world signals. The first one is a set of ECG signals on which we calculated the distance matrix of aJSD between groups of patients with different cardiac pathologies. In the second application we use our methods to detected the alignment of the axis of an electric motor.

6.1 Distinction between groups of patients with heart diseases

In this study case the signals correspond to the time intervals between heartbeats (BBI) on 15 patients. The patients were grouped into 3 set of 5 patients each one. The first group consists of healthy persons with normal sinus rhythm (NSR); the second set contains patients suffering from congestive heart failure (CHF), and the third one is composed of patients suffering atrial fibrillation (AF). These set of data are freely available at: www.physionet.org/challenge/chaos/.

Each series represents a record of 24 hours (approximately 100,000 intervals). The analysed records do not have any previous filter. Figure 5 plots the aJSD distance matrix among the three sets, for the parameters \( d = 8 \) and \( \tau = 1 \). The aJSD can discriminate between the members of the control group and the pathological groups, being greater the distance between the members of the pathological groups and the members of the control group.
Figure 5: aJSD distance matrix for three groups of 5 patients each one: the normal sinus rhythm (NSR) group, the congestive heart failure (CHF) group and the atrial fibrillation (AF) group. The aJSD can discriminate between these three groups. The parameter used in this matrix was $d = 8$ and $\tau = 1$. The same results were obtained for higher embedding dimensions ($8 \leq d \leq 12$).

frequency time between heartbeats for the patients belonging to the control group, remains virtually unchanged, while for patients with pathologies the interbeats time is altered. The difference between heartbeats is captured through the alphabetical mapping, giving different patterns distributions of $W^{d,\tau}$ for each group.

6.2 Misalignment detection of an electric motor

The second example corresponds to a record taken from the axis movement of an electric motor. The first signal corresponds to the vibration measure using a capacitive accelerometer, mounted along the $z$ axis on the motor bearing (Figure 6A). The second one, is a signal taken from an optical incremental rotary encoder drum, with about 145 pulses per revolution as shown in Figure (6B). The third is a signal generated by a piezoelectric accelerometer mounted in the same place that the capacitive signal, which is plotted in Figure (6C). The last signal is the rate of the engine load and depicted in Figure (6D). The data were obtained with a sampling frequency of $25 \times 10^3$ Hz without any preprocessing. For more technical details on the recording setup see (reference [45]). Each signal has a length of $N = N_a + N_m = 14.10^4$, in where the first $N_a = 7.10^4$ measurement values correspond to axis in the aligned position and $N_m = 7.10^4$ the in misaligned position. For all the signals we used the following parameters: $d = 8$, $\tau = 1$ and $\Delta = 4.10^4$. The results are shown in Fig. 6. It should be noted that for all signals, the aJSD maximum value is reached exactly when the shaft alignment state changes. That point is identified by the dotted vertical line. In the case of the signals from the vibration measurement by the piezoelectric accelerometers as capacitive, the value of the maximum aJSD is smaller and more volatile than the other two methods. This fact can be associated with the efficacy of the measurement method. In all cases the different signals are clearly detectable by the methods here proposed.

7 Discussion

In paper we have introduced the notion of alphabetic Jensen Shannon Divergence to measure a the distance between time series. The method can be used for one-dimensional and two-dimensional signals. Using this measure, we have developed two methods to distinguish between different types of signals. Particularly we used

---

[3] It is related to the frequency of rotation of the shaft by means of a "Keyphasor"
Figure 6: aJSD analysis using a sliding windows, corresponding to the four different signals taken on the axis of an electric motor. (A) Signal of a capacitive accelerometer mounted on the $z$ axis of the motor bearing. (B) An optical signal incremental rotary encoder drum with 145 pulses per revolution. (C) Signal generated by a piezoelectric accelerometer mounted on the same place as A. (D) Signal engine load rate. All signals were analysed choosing the parameters $d = 8$, $\tau = 1$, $\Delta = 40000$. 
them distinguish random from chaotic signals, and to compare different types of chaotic signals between them. Through the aJSD distance matrix, we were able to show that chaotic signals are clearly distinguishable from random signals with diverse power spectrum. It is important to remark that chaotic signals with different phase space structure are distinguishable from one another, also. The values taken by the entries of the distance matrix, are in correspond with the similarity (or dissimilarity of the corresponding phase spaces). This fact was observed for one and two dimensional chaotic sequences. Our methods were also applied to real world sequences. In particular some corresponding to ECG records, from healthy and sick patients.

We also developed a procedure detect dynamical changes in a signal by using a sliding window that moves on the resulting symbolic sequence after mapping the original series by a alphabetical assignment, being the centre of the original window moved a place per step. Then the aJSD is evaluated for the two corresponding sub-sequences belonging to each half of the window. The maximum value of the divergence corresponds to the point where occurs a change in the probability distribution of the discretized signal. We tested the method using two different signals merged. The aJSD allows to detect the point where the two different signals were coupled in order to constitute signals with chaos-noise and chaos-chaos parts. Finally we use this scheme to evaluate the alignment condition of the axis of an electric motor.

Both methods have shown to be robust respect to the election of the parameters in the probability distribution evaluation. Among the main advantage we can highlight that both are easily implemented for the analysis of real world signals.
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