An evaluation of noncoding genome annotation tools through enrichment analysis of 15 genome-wide association studies
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Abstract

Functionally annotating genetic variations is an essential yet challenging topic in human genetics research. As large consortia including ENCODE and Roadmap Epigenomics Project continue to generate high-throughput transcriptomic and epigenomic data, many computational frameworks have been developed to integrate these experimental data to predict functionality of genetic variations in both protein-coding and noncoding regions. Here, we compare a number of recently developed annotation frameworks for noncoding regions through enrichment analysis on genome-wide association studies (GWASs). We also compare several different strategies to quantify enrichment using GWAS summary statistics. Our analyses highlight the importance of jointly modeling context-specific annotations with genome-wide data in providing statistically powerful and biologically interpretable enrichment for complex disease associations. Our findings provide insights into when and how computational genome annotations may benefit future complex disease studies on the genome-wide scale.
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Introduction

Facilitated by reliable, high-throughput microarray technology, genome-wide association studies (GWASs) have become a popular and relatively economical method to study complex disease genetics. Over the past decade, GWASs have greatly accelerated the processes of identifying trait-associated single-nucleotide polymorphisms (SNPs) [1], mapping causal gene candidates [2], and uncovering biological pathways involved in disease etiology [3–5]. To date, tens of thousands of SNP–trait associations have been identified and replicated for numerous complex diseases and traits. Despite the early and continuing success of GWAS, many issues remain unresolved. First, evidence has emerged that the genetic basis of complex traits consists of a large number of regulatory elements [5], while only a small proportion of heritability can be attributed to the statistically significant genetic loci identified by GWASs [3]. Second, the complex structure of linkage disequilibrium (LD) in the genome hinders us from distinguishing biologically functional risk variants from neutral SNPs in LD. In addition, the majority of identified susceptibility loci are located in noncoding regions in the human genome [6]. Without accurate noncoding genome annotation, it remains challenging to interpret GWAS associations.

In contrast to protein-coding genes, which are generally better annotated with information regarding transcriptional activity and protein structure, annotating the noncoding genome is largely limited by our lack of comprehensive understanding of the genome’s regulatory machinery and a lack of gold-standard training and validation data. However, overwhelming evidence has suggested a critical role of noncoding DNA elements in complex disease etiology [7]. Consequently, there is pressing need for accurate annotation of noncoding genome functionality. As publicly accessible, high-throughput transcriptomic and epigenomic annotation data become available [8, 9], numerous statistical and computational methods have been developed to characterize noncoding genome functionality through
integration of annotation data. These frameworks delineate the functional potential of DNA variants with different levels of specificity. Most existing methods produce a single score to quantify the general functionality for each DNA variation [10–13]. As data on various cell types are made available, metrics that summarize variants’ functional potential on the single tissue and cell-type level have emerged [14, 15]. In addition to different levels of specificity, these frameworks also vary in their input data, modeling techniques and the interpretation of the output metrics. Commonly used annotations include molecular data that pinpoint various transcriptional regulations and evolutionary conservation metrics measured by aligning different species’ DNA sequences [16]. Most frameworks exploit annotations from multiple categories yet with different focuses. The models also vary in their supervised or unsupervised nature. Supervised-learning models’ performance and generalizability depend heavily on the quality of the labeled training data [10, 11]. Unsupervised-learning models, on the other hand, are more difficult to train [12–15]. This is because they generally require a wider range of informative features for the learning to perform the classification tasks. Finally, the interpretation of output metrics varies across different methods and so far there is no gold standard in assessing the quality and utility of these annotation tools. Although some of these computational genome annotations can potentially be evaluated and compared through functional genomics experiments, such work is in many cases low-throughput, undesirably costly and labor-intensive.

Integration of GWAS results with functional genome annotations has achieved some success and provided biological insights into the genetic basis of disease etiology. Many statistical and computational methods that explicitly model functional annotations have been proposed and implemented to address challenging problems in human genetics research, including functional variant fine-mapping [17–21], estimating annotation-stratified heritability [22, 23], pleiotropy analysis [24] and genetic risk prediction [25–27]. However, there is no consensus among researchers regarding which annotation to use under different contexts. In this article, we compare different annotation frameworks through enrichment analysis using summary statistics from 15 GWASs. We evaluate the ability of these annotations in providing consistent and significant heritability enrichment across complex diseases and traits. In addition, we examine whether the heritability enrichments are biologically interpretable to biologists and disease specialists by investigating the consistency between the patterns of heritability enrichment with what was reported in the existing literature. Our analyses provide insights into the specific context where the annotations may be applied to benefit GWAS-based analyses, and provide guidance for designing integrative models in future studies.

Methods

GWAS data sets

We downloaded summary statistics for 15 GWAS traits, including Crohn’s disease (CD), multiple sclerosis (MS), rheumatoid arthritis (RA), bipolar disorder (BD), schizophrenia (SCZ), Alzheimer’s disease (ALZ), body mass index (BMI), height (HT), waist–hip ratio adjusted for BMI (WHR), high- and low-density lipoprotein cholesterol (HDL and LDL), systolic blood pressure (SBP), coronary artery disease (CAD), cognitive performance (CP) and education attainment (EDU). All summary statistics are publicly accessible (URLs provided in Table 1). These data sets represent a spectrum of immune, psychiatric, neurological, anthropometric, cardiovascular and metabolic traits. In addition, it has been shown that GWAS sample size is critical in enrichment analysis using LD score regression [15, 23]. Thus, we selected studies with relatively large sample sizes, so that we could have meaningful comparisons of different annotation tools and analysis strategies.

Functional annotations

We considered seven recently developed computational annotation methods with precalculated scores readily available (Table 2). Leveraging various types of annotation data, methods such as CADD, GWAVA, GenoCanyon and EIGEN can predict the general functionality of genetic variations in the human genome [10–13]. CADD and GWAVA incorporated a supervised-learning approach. CADD was implemented as a support vector machine classifier that integrates conservation metrics, regulatory information and transcript information as predictive features. GWAVA is based on a modified random forests algorithm. It provides three different versions of prediction scores, corresponding to three different control data sets in the training process: a random selection of SNPs from across the genome (i.e. GWAVA-unmatched), a collection of SNPs matched for distance to the nearest transcription start site (TSS) with the disease-implicated variants (i.e. GWAVA-TSS) and a collection of all 1000 Genomes variants in the 1 kb surrounding each of the disease-implicated variants (i.e. GWAVA-region). We compared all three sets of scores in our analysis. The performance of supervised-learning models is subject to the quality and the abundance of the labeled training data. In contrast, GenoCanyon and EIGEN, two recent methods based on unsupervised-learning methods, are less affected by the limitations of training data. Both tools can produce integrative metrics measuring the functional potential of genetic variations from a collection of conservation scores and epigenomic annotations. We compared the distribution of different annotation scores. Spearman’s correlation was used to quantify similarities between annotations. We also studied the overlap between dichotomized annotations under different quantile cutoffs.

In addition to these annotation frameworks that predict the general functional potential of genetic variants, context-specific functional annotations have been developed to exploit the rich epigenomic and transcriptomic data from diverse tissue and cell types. GenoSkyline is able to predict functional regions for seven broadly defined tissues, namely, brain, gastrointestinal tract, lung, heart, blood, muscle and epithelium [14]. With further improved specificity, GenoSkyline-Plus predicts context-specific functionality to 127 tissue and cell types assayed in the Roadmap Epigenomics Project [15]. Another tool, fitCons, defines the functional potential for point mutations from an evolutionary perspective. It measures the potential of genetic variations in influencing the fitness by contrasting the patterns of polymorphism and quantifying the divergence of genomic sites with nearby neutral sites [42]. fitCons provides precalculated scores for three ENCODE cell lines, i.e. human umbilical vein epithelial cells (HUVECs), H1 human embryonic stem cells (H1 hESCs) and lymphoblastoid cells (GM12878). An integrated score that combines information from all three cell types is also provided. Context-specific annotations may not only increase the statistical power to prioritize risk variants from GWAS associations but also shed light on the biological interpretation of GWAS findings. To comparatively evaluate the performance of the integrative functional annotations, we also calculated enrichment solely based on H3K4me3, a well-studied histone mark highly enriched near active promoters and TSSs [43].
Precomputed scores for all these annotations are publicly available (Table 2). We extracted annotation scores for all SNPs in the 15 GWASs using hg19 coordinates. Scores saved in BED format are matched to variant coordinates using tabix [44], and scores saved in bigWig format are extracted using bigWig utilities [45].

Enrichment calculation

To make enrichment results comparable across different annotations, we dichotomized each annotation metric using the upper 30% quantile as the cutoff. We also performed a sensitivity analysis and tested the robustness of enrichment results to different cutoffs (Supplementary Figure S1). Quantiles were calculated based on SNPs with minor allele count >5 in samples with European ancestry in the 1000 Genomes Project as described in [23]. Genetic variations with annotation scores exceeding the cutoff were labeled as ‘functional’ in general or specific to a cell type, depending on the annotation method, whereas the rest were labeled as ‘non-functional’. We calculated enrichment using heritability estimated from GWAS summary statistics using annotation-stratified LD score regression [23] (implemented software available at https://github.com/bulkil/dscl/). Finucane et al. provided a set of 52 baseline annotations including several histone marks, chromatin states, promoter and enhancer regions and conservation metrics (Supplementary Table S1). We followed the recommended protocol of LDSC and always included these baseline annotations in the model to achieve better model fitting. Then, we added one integrative annotation at a time and studied the heritability enrichment in each annotation category. Enrichment was defined as the ratio of the proportion of heritability explained by the annotated SNPs and the proportion of SNPs covered by that annotation:

$$\text{Enrichment} = \frac{\% \text{ total heritability explained by the annotated SNPs}}{\% \text{ annotation coverage}}$$

GenoSkyline-Plus predicts the functionality of genetic variations in 127 tissue and cell types. Genetic variants predicted to be functional in one cell type may also be functional in other related cell types. Given consideration to the overlap among these annotation tracks, we compared two analysis strategies: (1) incorporate 127 cell-type-specific annotations one track at a time along with the 52 baseline annotations in the model; and (2) incorporate all 127 context-specific annotation tracks and baseline annotations in the model. In the full joint model with the complete set of annotations, we studied the tissue-specific enrichment controlling for baseline annotations as well as functional regions in all other tissues.

Results

General functional annotations

Spearman’s correlations between general functional annotations are shown in Figure 1. All annotations were positively

---

**Table 1. List of 15 complex diseases and traits**

| Trait                  | Abbreviation | Sample size | Reference | URL                                                                 |
|------------------------|--------------|-------------|-----------|----------------------------------------------------------------------|
| Crohn’s disease        | CD           | 21,389      | [28]      | http://www.ibdgenetics.org                                           |
| Multiple sclerosis     | MS           | 27,148      | [29]      | https://www.immunobase.org/downloads/protected_data/GWAS_Data/        |
| Rheumatoid arthritis   | RA           | 80,799      | [30]      | https://www.immunobase.org/downloads/protected_data/GWAS_Data/        |
| Bipolar disorder       | BPD          | 16,731      | [31]      | https://www.med.unc.edu/pgc/results-and-downloads                    |
| Schizophrenia          | SCZ          | 82,315      | [32]      | https://www.med.unc.edu/pgc/results-and-downloads                    |
| Alzheimer’s disease    | ALZ          | 54,162      | [33]      | http://www.pasteur-lille.fr/en/recherche/u744/lgap/lgap_download.php  |
| Coronary artery disease| CAD          | 184,305     | [34]      | http://www.cardiogramplus4d.org/downloads/                           |
| Body mass index        | BMI          | 234,069     | [35]      | http://www.broadinstitute.org/collaboration/giant/index.php/GIANT_consortium_data_files |
| Height                 | HT           | 253,288     | [36]      | http://www.broadinstitute.org/collaboration/giant/index.php/GIANT_consortium_data_files |
| Waist–hip ratio        | WHR          | 210,086     | [37]      | http://www.broadinstitute.org/collaboration/giant/index.php/GIANT_consortium_data_files |
| HDL cholesterol        | HDL          | 99,900      | [38]      | http://csg.sph.umich.edu/abecasis/public/lipids2010/                 |
| LDL cholesterol        | LDL          | 95,454      | [38]      | http://csg.sph.umich.edu/abecasis/public/lipids2010/                 |
| Systolic blood pressure| SBP          | 69,909      | [39]      | http://www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/study.cgi?study_id=phs000585.v2.p1 |
| Cognitive performance  | CP           | 106,736     | [40]      | http://ssgac.org/Data.php                                           |
| Education years        | EDU          | 293,723     | [41]      | http://www.thessgac.org/#data/kuzq8                                  |

**Table 2. List of computational genome annotations**

| Annotation   | Version | Year | Reference | URL                                                      |
|--------------|---------|------|-----------|---------------------------------------------------------|
| CADD         | 1.3     | 2014 | Kircher et al. [10] | http://cadd.gs.washington.edu |
| GWAVA        | 1.0     | 2014 | Ritchie et al. [11] | https://www.sanger.ac.uk/sanger/StatGen_Gwava |
| GenoCanyon   | 1.0.3   | 2015 | Lu et al. [12] | http://genocanyon.med.yale.edu |
| EIGEN        | 1.0     | 2015 | Ionita-Laza et al. [13] | http://www.columbia.edu/~i2135/eigen.html |
| fitCons      | 1.0.1   | 2016 | Lu et al. [14] | http://compgen.cshl.edu/fitCons/ |
| GenoSkyline  | 1.0.1   | 2016 | Lu et al. [15] | http://genocanyon.med.yale.edu/GenoSkyline |
| GenoSkyline-Plus | 1.0.0 | 2017 | Lu et al. [15] | http://genocanyon.med.yale.edu/GenoSkyline |
correlated. GWAVA-unmatched and GWAVA-TSS ($\rho = 0.69$), CADD and EIGEN ($\rho = 0.65$) and GWAVA-unmatched and GenoCanyon ($\rho = 0.53$) had stronger correlations than other pairs, whereas GenoCanyon and GWAVA-region had the weakest correlation ($\rho = 0.05$).

Using each annotation’s upper 30% quantile as a cutoff, regions annotated as functional by a pair of dichotomized annotations covered 10–20% of the genome (Supplementary Table S2). The odds ratios (ORs) of proportions of concordant classification and inconsistent classification between each pair of dichotomized annotations ranged from 1.34 to 11.59. Consistent with rank correlations, more concordant classifications were seen between dichotomized GWAVA-unmatched and GWAVA-TSS (OR = 11.59), CADD and EIGEN (OR = 8.35) and GWAVA-unmatched and GenoCanyon (OR = 5.01). The least concordant dichotomized annotations were GenoCanyon and GWAVA-region (OR = 1.34).

In addition to the descriptive exploration of similarities between annotations, we evaluated the disease heritability enrichments for different annotations using GWAS summary statistics. We first tested the robustness of enrichment results to different choices of dichotomization cutoffs. Supplementary Figure S1 suggests that for different annotations, the enrichment significance patterns change by cutoffs. GenoCanyon showed more significant enrichments for lower quantile cutoffs across traits. CADD and EIGEN, in contrast, showed stronger evidence of enrichments for higher quantile cutoffs. GWAVA annotations showed no systematic pattern for different dichotomization cutoffs. For example, within anthropometric traits, GWAVA-unmatched had more significant enrichments for higher quantile cutoffs in BMI, contrary pattern in HT, and showed the most significant enrichment when using the upper 30% quantile as the cutoff in WHR. Our findings suggest that the optimal cutoff may differ by the genetic basis of traits and diseases. One may use different quantile cutoffs for single-trait studies; however, one consistent dichotomization cutoff is needed for comparison across various annotations. Notice that (1) despite that the strength of the enrichment evidence varied by dichotomization cutoffs, the significantly enriched annotations were relatively robust to different cutoff choices, and (2) among all cutoffs, the upper 30% quantile cutoff preserved most of the significant enrichments; we thus selected the upper 30% quantile as the dichotomization cutoff to make further detailed comparisons.

Different annotations showed distinct patterns of enrichment for disease heritability (Figure 2). GenoCanyon showed significant heritability enrichments in all traits and diseases. GWAVA annotations were frequently significantly enriched across traits. In particular, GWAVA-unmatched was significantly enriched for ALZ and HDL. Heritability enrichments in other traits were comparable among three GWAVA tracks. EIGEN and CADD, on the other hand, showed significant enrichments in considerably fewer traits. EIGEN was consistently significantly enriched in psychiatric disorders (BPD and SCZ), anthropometric traits (BMI, HT and WHR), cardiovascular traits (SBP and CAD) and social traits (CP and EDU), but was lack of performance in immune diseases and metabolic traits. CADD was typically significantly enriched for traits that were highly polygenic (e.g. HT and EDU) but showed no significant result in any of the immune diseases, neuropsychiatric disorders and metabolic traits.

**Context-specific functional annotations**

GenoSkyline was powerful to identify tissues that were relevant to a complex trait or disease. In addition, the top enriched GenoSkyline annotation tracks often showed more significant enrichments than general functional annotations (Figure 3). For example, GenoSkyline-blood was strongly associated with immune diseases (CD $P = 6.2 \times 10^{-18}$, MS $P = 1.9 \times 10^{-19}$ and RA $P = 5.1 \times 10^{-17}$) as well as neurodegenerative disease (ALZ $P = 7.8 \times 10^{-7}$) in trait heritability. GenoSkyline-brain is the most significantly enriched annotation for heritability of psychiatric disorders (BPD $P = 5.8 \times 10^{-6}$ and SCZ $P = 6.8 \times 10^{-13}$, BMI ($P = 4.8 \times 10^{-14}$) and social traits (CP $P = 2.4 \times 10^{-7}$ and EDU $P = 1.8 \times 10^{-6}$). Another approach, fitCons, provided insight into the association between traits and three specific cell types. Overall, all fitCons tracks were significantly enriched for SCZ, anthropometric traits (BMI, HT and WHR) and CAD. In particular, fitCons-GM12878 was highly enriched for immune diseases, neuropsychiatric disorders and cognitive social traits; fitCons-H1hESC was also significantly associated with neuropsychiatric disorders and cognitive social traits but showed no significant enrichment in immune diseases, and fitCons-HUVEC was consistently enriched for immune diseases and metabolic/cardiovascular traits. The fitCons-multicell integrated information from all three cell types. However, fitCons-multicell did not show apparent superior performance than its context-specific annotations.

**Functional annotation for 127 tissue and cell types**

For functional annotations with even higher specificity, given that annotation tracks may overlap, we compared the functionally relevant cell types identified from the marginal model and the joint model (see ‘Methods’ section). We then contrasted the enrichment patterns of GenoSkyline-Plus annotations and a single histone mark H3K4me3.

Using annotation-stratified LD score regression, we first estimated the marginal association between a trait and each annotation track adjusting for 52 baseline annotations. The marginal model effectively identified a collection of relevant tissues and cell types for each trait (Figure 4; Supplementary Figure S2). Furthermore, jointly modeling all 127 cell type-specific and 52 baseline annotations allows us to control for the potential confounding effect among annotations and thus was superior in pinpointing specific cell types that were significantly enriched for the trait. The heritability enrichments partitioned by tissue and cell types are generally consistent with what has been reported in the literature [15, 17, 23]. Take the enrichment pattern
In comparison with integrative cell-type-specific annotations generated by GenoSkyline-Plus, we also applied a joint model to the raw ChIP-seq peaks for histone mark H3K4me1. Single histone mark annotations were able to relate immune diseases to blood cells and SCZ to brain cells (Figure 5). However, we observed substantially fewer significantly enriched tracks based on only one histone mark (Supplementary Figure S2 right panel; Supplementary Figure S3). For example, no significant enrichment in heart was identified for SBP in single histone mark tracks, whereas four GenoSkyline-Plus tracks relating to heart, namely, fetal heart, right atrium, left ventricle and aorta, were significantly enriched for SBP. These results highlight the benefits of integrating various types of epigenomic and transcriptomic information to improving the statistical power in enrichment analysis.

Discussion

Emerging evidence suggests a crucial role of regulatory elements in the genetic basis and etiology of complex traits and
diseases [4, 5]. Across all 15 studies considered, over 90% of significant variants are located in the regulatory regions (Supplementary Table S1). To better understand GWAS associations located in the regulatory regions, there is a great need to develop and exploit integrative noncoding functional annotations. Accurate functional annotation of DNA variations in the noncoding genome can provide insights into the genetic architecture of complex human traits. Through exploratory analysis

Figure 4. Comparison of enrichment patterns of GenoSkyline-Plus annotations based on different analytical strategies. We present only blood-, brain- and heart-related annotations for clarity. The enrichment figure of complete annotations and all 15 traits can be found in Supplementary Figure S2. The left panel is based on a marginal model, and the right panel is based on a full joint model with complete set of annotations. Grouping of annotation tracks was based on the order of tissue and cell types in the Roadmap Epigenomics Project. Asterisks indicate significant enrichment after Benjamini–Hochberg correction with false discovery rate controlled at 0.01.

Figure 5. Heritability enrichment in H3K4me1 ChIP-seq peaks based on a joint model using complete set of annotations. We present only blood-, brain- and heart-related annotations for clarity. The enrichment figure of complete annotations and all 15 traits can be found in Supplementary Figure S3. Asterisks indicate significant enrichment after Benjamini–Hochberg correction with the false discovery rate controlled at 0.01.
of both continuous and dichotomized annotations, we demonstrated that GWAVA-unmatched and GWAVA-TSS, CADD and EIGEN, and GWAVA-unmatched and GenoCanyon were more similar than other pairs of annotations. In addition, we evaluated different annotations through comprehensive enrichment analysis on 15 complex traits. For supervised-learning approaches, GWAVA presented more significant enrichments than CADD in trait heritability, particularly in psychiatric disorders and metabolic traits. Comparing the three sets of GWAVA scores trained using different benign variants, enrichment patterns were comparable among three tracks, while GWAVA-unmatched was superior in providing unique significant heritability enrichments in ALZ and HDL. These results reveal that the choice of training data set may have considerable impacts on the performance of supervised-learning methods. For unsupervised approaches, GenoCanyon showed more significant enrichments than EIGEN across different data sets, which suggested its better performance in GWAS-related applications. As an alternative approach to evaluate functional annotations through estimating disease heritability enrichment, we may also calculate the enrichment solely based on GWAS top hits. The idea was to evaluate how well functional annotations capture and overlap with GWAS top hits. For illustration, we investigated how annotation tools with different levels of specificity annotated the BIN region, a major risk locus for ALZ. Supplementary Figure S5 demonstrates that context-specific annotations better align with top significant SNP–trait associations and thus are better than general annotations in prioritizing GWAS signals. However, the LD structure at identified risk loci may impede us from providing valid estimation and biological meaningful interpretations for the enrichments. The significant evidence might be spurious if the functional annotations happen to overlap with top hits in strong LD [47]. This situation is almost inevitable and there is no effective and straightforward way of accounting LD in this context. In comparison, estimating heritability enrichment using complete GWAS summary statistics through LD score regression exploits more information from the GWAS data and incorporates the LD structure into the model, and thus is superior in providing more accurate and interpretable enrichment estimations.

As high-throughput annotation data continue to expand, tissue-specific annotations have been developed to take full advantage of the abundant information. Tissue-specific annotations surpassed general functional annotations in two ways. First, they established the connection between tissues and complex traits, and therefore added to our knowledge about the biological mechanism for the traits. Second, enrichment in biologically relevant tissues was more significant than the enrichment in general, nonspecific annotations, showing improved statistical power. GenoSkyline annotations identified known functionally relevant tissue types for complex traits. Brain was the most enriched tissue for SCZ, BFD, BMI, CP and EDU, while blood was significantly enriched for immune diseases such as CD, MS and RA. Despite context-specific, fitCons scores were only available for three cell lines. Whether it can also provide similar insights about complex traits remains to be investigated using data from primary human tissues. With even higher specificity, GenoSkyline-Plus provides functional predictions for 127 tissue and cell types. Regarding different analytical strategies, jointly modeling all context-specific and baseline annotation tracks was preferred in the sense that it reduced confounding effects because of the substantial overlap among annotations and thus efficiently pinpointed tissue and cell types most relevant to the traits. For example, almost all blood cells were significantly enriched for immune diseases (CD, MS and RA) in the marginal analysis, making the results difficult to interpret. The joint analysis, in contrast, highlighted three cell types, namely, primary T helper cells PMA-I stimulated, primary monocytes from peripheral blood and primary natural killer cells from peripheral blood for immune diseases, providing biological insights and guidance to the follow-up validations. Comparing integrative annotations with raw ChIP-seq peaks, GenoSkyline-Plus identified considerably more significantly enriched tracks than that based on H3K4me3 only. No significant enrichment in heart was identified for SBP in single histone mark tracks, whereas four heart-related tracks in GenoSkyline-Plus annotations, namely, fetal heart, right atrium, left ventricle and aorta, were significantly enriched for SBP. In summary, the computational algorithms, modeling techniques and the composition of various input data jointly contribute to the comprehensive performance of functional annotations in heritability enrichment analysis. Our results suggest that jointly modeling various types of annotation data, including histone marks, DNase-I hypersensitive sites and transcription activity, increases power in enrichment analysis while maintaining the biological interpretability.

It is worth noting that unremitting efforts have been made to predict genome functionality through integrating epigenomic and transcriptomic data, and innovative methods continue to emerge. Chen et al. [48] recently developed DIVAN, a novel approach that predicts genetic variations’ disease-specific functionality. Lee et al. [49] developed deltaSVM that estimates the functional effect of DNA variations in a given regulatory element active in cell-type-dependent activities. An almost concurrent model DeepSEA, proposed by Zhou et al. [50] leverages information on sequence context and predicts chromatin effects of genomic variations. The most recent method LINSIGHT, developed by Huang et al. [51], adopted an evolutionary model and predicts deleterious noncoding variations from functional genomic data and conservation scores. These methods focus on different aspects of noncoding genome functionality and have different levels of cell type specificity. Along with the annotations we discussed in our analysis, many of them may be integrated into GWAS downstream analysis and benefit complex disease research in the future.

We evaluated state-of-the-art noncoding genome annotations through heritability enrichment analysis using GWAS summary statistics for 15 complex diseases and traits. We exploited several different strategies to quantify heritability enrichments and compared annotations with difference level of specificity. However, our study has several limitations. First, analyzing GWAS summary statistics as opposed to using individual-level data may lead to information loss. However, in our analysis, we applied LD score regression to estimate heritability enrichment. This method has been shown to provide comparable heritability estimated with individual-level data when GWAS sample size is large [23]. Therefore, when summary statistics are available in large sample populations, the benefits may outweigh limitations arising from the inaccessibility of individual-level data [52]. Second, our analysis focused on common SNPs in GWAS. It is possible that some functional annotations and analysis strategies are more suitable for the analysis of rare variants or structural variations. Those questions will need to be further investigated using sequencing data in the future. Third, we used enrichment of trait heritability to assess the effectiveness of functional annotations. This strategy cannot be used to study disease-specific functional annotations, e.g. DIVAN [48], as GWAS information may have been
embedded in the model training. Nevertheless, our comparative analysis covers a large collection of recently proposed noncoding functional annotations and provides insights into the selection of annotations and analysis strategies in future studies. Finally, we note that no statistical method could be guaranteed to work well on all GWASs, and neither does our analysis. This could be because of many reasons, including sample size, genetic architecture and data quality issues. We note, however, as GWAS summary statistics become increasingly accessible, it is now possible to apply a method to a large number of independent GWAS data sets to demonstrate the consistent performance. In the past few years, this has become a popular approach to justify the effectiveness of a method [17, 53–55]. In this article, we analyzed a variety of complex traits from 15 GWASs, so that consistently superior performance of certain annotations provided convincing evidence to our conclusion.

Taken together, overwhelming evidence has shown that context-specific information obtained from high-throughput genomic experiments and comparative sequence analysis is beneficial for genetic studies. It not only improves the prediction accuracy of context-specific functional regions in the genome but also provides biological insights into the etiology of complex diseases and traits. With the context-specific annotations, different tissues and cell types are highlighted for different traits, which will add to our knowledge about these traits. With more comprehensive epigenomic and transcriptomic data being generated and made publicly available, the breadth and resolution of the annotation will be improved, and the integrative analyses of these genomic data will lead to more accurate and informative prediction of the context-specific functionality of genetic variations, reliable and applicable to more complex diseases and traits.

**Key Points**

- Among general functional annotations, GWAVA-unmatched and GWAVA-TSS, CADD and EIGEN, and GWAVA-unmatched and GenoCanyon are more similar than other pairs of annotations.
- The enrichment patterns of annotations differ by different analytical strategies and across traits.
- Among general annotations, GWAVA shows considerably more significant enrichments than CADD in supervised approaches, and GenoCanyon presents more significant enrichments than EIGEN in unsupervised approaches. Comparing GWAVA tracks, GWAVA-unmatched is preferred in providing unique significant enrichments in ALZ and HDL.
- Jointly modeling all context-specific and baseline annotation tracks is preferable to reduce confounding effects because of substantial overlap among annotations and highlight tissue and cell types most relevant to the traits.
- Compared with general functional and single histone mark annotations, context-specific annotations can identify considerably more significantly enriched and biologically interpretable tissue and cell types to complex traits.
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