Acceleration for Microflow Simulations of High-Order Moment Models by Using Lower-Order Model Correction

Zhicheng Hu *, Ruo Li †, Zhonghua Qiao ‡

March 12, 2018

Abstract

We study the acceleration of steady-state computation for microflow, which is modeled by the high-order moment models derived recently from the steady-state Boltzmann equation with BGK-type collision term. By using the lower-order model correction, a novel nonlinear multi-level moment solver is developed. Numerical examples verify that the resulting solver improves the convergence significantly thus is able to accelerate the steady-state computation greatly. The behavior of the solver is also numerically investigated. It is shown that the convergence rate increases, indicating the solver would be more efficient, as the total levels increases. Three order reduction strategies of the solver are considered. Numerical results show that the most efficient order reduction strategy would be \( m_{l-1} = \lceil m_l/2 \rceil \).
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1 Introduction

Microflow simulations are of great interest in a number of high-tech fields such as the Micro-Electro-Mechanical-Systems (MEMS) devices. As the characteristic length shrinks into micro-scale regime, typically ranging from 0.1 \( \mu \)m to several tens of microns, the traditional Navier-Stokes-Fourier (NSF) model becomes frequently to show large deviations from the real physics, and consequently one has to find new models to simulate the microflows. Indeed, as the fundamental equation of the kinetic theory, the Boltzmann equation is able to describe flows well in such micro-scale regimes [32]. Whereas, due to the intrinsic high dimensionality, numerical solution of the Boltzmann equation still remains a real challenge, even when its complicated integral collision operator (see e.g. [12]) is replaced by some simplified relaxational operators, such as the Bhatnagar-Gross-Krook (BGK) model [1], the ellipsoidal statistical BGK (ES-BGK) model [17], the Shakhov model [30], etc. On the other hand, the Boltzmann equation contains a detailed microscopic description of flows while in practice we are mainly interested in the macroscopic quantities of physical meaning, which can be extracted by taking moments from the
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distribution function. Therefore, it still has a great demand nowadays to develop appropriate macroscopic transport models, also referred to as extended hydrodynamic models, which could give a satisfactory description of flows with a considerable reduction of computational effort. The moment method, originally introduced by Grad [14], was considered as one of the most powerful approaches to this end.

Recently, in view of the importance of hyperbolicity for a well-posed model, a globally hyperbolic moment method, following the Grad moment method with an appropriate closure ansatz, was proposed in [3, 4]. Therein a series of high-order moment models, that are all globally hyperbolic, is derived from the Boltzmann equation in a systematic way. These models are viewed as extensions of the NSF model in a macroscopic point of view, and the systematic derivation makes it possible to use the model up to arbitrary order for practical applications. From numerical point of view, they actually constitute a semi-discretization of the Boltzmann equation, wherein the velocity space is discretized by a certain Hermite spectral method. Benefit from this, convergence of these models to the underlying Boltzmann equation is expected with a high-order rate as the order of the model increases, see [5] for example. Through a further investigation of these hyperbolic moment models, a routine procedure to derive globally hyperbolic moment models from general kinetic equations was introduced in [5].

To simulate flows by using the high-order moment models, an accompanying numerical method, abbreviated as the NRxx method, has been developed in [6–10]. It has a uniform framework for the model of arbitrary order, thus the implementation of the algorithm for the model of a large order would not be encountered difficulties. Some successful applications not limited to gas flow problems can be found in [11, 20]. However, it turns out that the general designed NRxx method becomes inefficient, when the steady-state problems are considered or the model of a sufficient large order is employed. While on the other hand, there are quite some important applications in microflows, in which the main concern is the steady-state solution, or the model of a very large order is necessary for numerical purpose, see e.g. [5]. In such situations, any improvement in efficiency is worth of consideration.

As one of popular acceleration techniques for steady-state computation, multigrid methods [2, 15] have been received increased attention in the past few decades, and have been successfully applied in the classical hydrodynamics [18, 23, 27]. In our previous paper [19], a nonlinear multigrid (NMG) iteration, for the steady-state computation of the hyperbolic moment models, has been developed, by using the spatial coarse grid correction. Following the general design idea of the NRxx method, this NMG iteration is also unified for the model of arbitrary order. It has been shown that significant improvement in convergence has been obtained by the resulting NMG solver in comparison to the direct time-stepping NRxx scheme. Yet it still takes a number of computational cost when the order of the model is considerable large.

In this paper, we would consider the acceleration strategy for the steady-state computation of the moment models from a novel direction. It is pointed out that the hyperbolic moment models are in some sense hierarchical models with respect to the model’s order. Precisely speaking, all equations in a moment model are contained in a higher-order moment model, after removing the closure ansatz. Observing this, it might be feasible to accelerate the computation of the high-order moment model by using the lower-order model correction, providing that the transformation operators between moment models of different orders are appropriately proposed. This would give rise to a multi-level moment algorithm for the high-order moment model, as the NMG algorithm by using the spa-
tial coarse grid correction. The expectation, that such a new idea should be effective, is mainly based on the following observations. Firstly, the lower-order model correction can be viewed as the coarse grid correction of velocity space, recalling that the moment model is derived from the velocity discretization of the Boltzmann equation. Consequently, the resulting multi-level moment solver would constitute a multigrid solver of velocity space for the Boltzmann equation. To the best of our knowledge, there is almost no efforts on developing multigrid method of velocity space for the Boltzmann equation in the literatures. Secondly, since a certain Hermite spectral method is employed to derive the moment model from the Boltzmann equation, the present multi-level moment solver would to some extent coincide with the so-called $p$-multigrid method \[13,16\] or spectral multigrid method \[25,29\], which has been successfully applied in various fields, see e.g. \[22,24,26,31,33\]. Finally, numerical examples carried in the present paper verify that this new idea is indeed able to accelerate the steady-state computation significantly.

To accomplish the multi-level moment algorithm, the framework of nonlinear multigrid algorithm developed in \[15\] would be used. The implementation follows the basic idea of the NR$xx$ method, such that the resulting nonlinear multi-level moment (NMLM) solver also has a uniform framework for the model of arbitrary order, and has the same input and output interfaces as the NMG solver introduced in \[19\]. Moreover, the transformation operators between models of different orders could be implemented efficiently under the framework of the NR$xx$ method. For the smoother of the NMLM solver, the Richardson iteration with a cell-by-cell symmetric Gauss-Seidel acceleration is proposed. A remaining important issue is how to choose the order sequence for the NMLM solver, such that the resulting solver not only improves the convergence rate but also saves considerable computational cost. To this end, three order reduction strategies are numerically investigated in the current paper to give the best order reduction strategy. The behavior of the proposed NMLM solver, with respect to the total levels of the solver, is also numerically investigated. It turns out that the convergence rate is improved as the total levels increases.

The remainder of this paper is organized as follows. The governing Boltzmann equation and the corresponding hyperbolic moment models of arbitrary order with a unified spatial discretization are briefly reviewed in section 2. Then the nonlinear multi-level moment solver for the high-order moment model is comprehensively introduced in section 3. Its behavior is numerically investigated in section 4 by two examples, which also shows the robustness and efficiency of the proposed multi-level moment solver. Finally, we give some concluding remarks in section 5.

2 The governing equations

In this section, we give a brief review of the governing Boltzmann equation with BGK-type collision term in microflows, and the globally hyperbolic moment models of arbitrary order, followed with a unified spatial discretization.

2.1 Boltzmann equation with BGK-type collision term

In the kinetic theory of microflows, the probability density of finding a microscopic particle with velocity $\xi \in \mathbb{R}^3$ at position $x \in \Omega \subset \mathbb{R}^D$ ($D = 1, 2, or 3$) is measured by the distribution function $f(x, \xi)$, whose evolution is governed by the Boltzmann equation of the form

$$\xi \cdot \nabla_x f + F \cdot \nabla_\xi f = Q(f) \tag{1}$$
in the steady-state case. Here $F$ is the acceleration of particles due to external forces, and the right-hand side $Q(f)$ is the collision term representing the interaction between particles. As can be seen in [12], the original Boltzmann collision term is a multi-dimensional integral, which turns out to be too inconvenient to handle for numerical solution. Alternatively, several simplified collision models are already able to capture the major physical features of interest in a number of cases. In the present work, we focus on the class of simplified relaxation models for $Q(f)$, saying, the BGK-type collision term, which has a uniform expression given by

$$Q(f) = \nu(f^E - f),$$  \hspace{1cm} (2)

where $\nu$ is the average collision frequency that is assumed independent of the particle velocity, and $f^E$ is the equilibrium distribution function depending on the specific model selected. For instance, we have:

- For the ES-BGK model [17], $f^E$ is an anisotropic Gaussian distribution

$$f^E(x, \xi) = \frac{\rho(x)}{m_s\sqrt{\det[2\pi \Lambda(x)]}} \exp\left(-\frac{1}{2}(\xi - u(x))^T \Lambda(x)^{-1}(\xi - u(x))\right),$$  \hspace{1cm} (3)

where $\Lambda = (\lambda_{ij})$ is a $3 \times 3$ matrix with

$$\lambda_{ij}(x) = \theta(x)\delta_{ij} + \left(1 - \frac{1}{\Pr}\right)\frac{\sigma_{ij}(x)}{\rho(x)}, \hspace{1cm} i, j = 1, 2, 3.$$  

- For the Shakhov model [30], $f^E$ reads

$$f^E(x, \xi) = \left[1 + \frac{(1 - \Pr)(\xi - u(x)) \cdot q(x)}{5\rho(x)\theta(x)} \left(\frac{|\xi - u(x)|^2}{\theta(x)} - 5\right)\right] f^M(x, \xi),$$  \hspace{1cm} (4)

where $f^M$ is the local Maxwellian given by

$$f^M(x, \xi) = \frac{\rho(x)}{m_s[2\pi\theta(x)]^{3/2}} \exp\left(-\frac{|\xi - u(x)|^2}{2\theta(x)}\right).$$  \hspace{1cm} (5)

In the above equations, $m_s$ is the mass of a single particle, $\delta_{ij}$ is the Kronecker delta symbol, and $\Pr$ is the Prandtl number. The macroscopic quantities, i.e., density $\rho$, mean velocity $u$, temperature $\theta$, stress tensor $\sigma$, and heat flux $q$, are related with the distribution function $f$ by

$$\rho(x) = m_s \int_{\mathbb{R}^3} f(x, \xi) \, d\xi, \hspace{1cm} \rho(x)u(x) = m_s \int_{\mathbb{R}^3} \xi f(x, \xi) \, d\xi,$$

$$\rho(x)|u(x)|^2 + 3\rho(x)\theta(x) = m_s \int_{\mathbb{R}^3} |\xi|^2 f(x, \xi) \, d\xi,$$

$$\sigma_{ij}(x) = m_s \int_{\mathbb{R}^3} (\xi_i - u_i(x))(\xi_j - u_j(x)) f(x, \xi) \, d\xi - \rho(x)\theta(x)\delta_{ij}, \hspace{1cm} i, j = 1, 2, 3,$$

$$q(x) = \frac{m_s}{2} \int_{\mathbb{R}^3} |\xi - u(x)|^2 (\xi - u(x)) f(x, \xi) \, d\xi.$$  \hspace{1cm} (6)

Note in the special case $\Pr = 1$, both the ES-BGK model and the Shakhov model reduce to the simplest BGK model [1], for which $f^E \equiv f^M$. 


2.2 Hyperbolic moment equations of arbitrary order

For convenience, we introduce $\mathcal{F}_{M}^{[\hat{u}, \hat{\theta}]}$ and $\mathcal{F}_{M}^{[\hat{u}, \hat{\theta}]}$ to denote, respectively, the linear spaces spanned by Hermite functions

$$\mathcal{H}_{\alpha}^{[\hat{u}, \hat{\theta}]}(\xi) = \frac{1}{m_{\alpha}(2\pi \theta)^{3/2}} \prod_{d=1}^{3} He_{\alpha_d}(v_{d}) \exp \left( -v_{d}^{2}/2 \right), \quad \mathbf{v} = \frac{\xi - \hat{u}}{\sqrt{\theta}}, \forall \xi \in \mathbb{R}^{3}, \tag{7}$$

for all $\alpha \in \mathbb{N}^{3}$ and for $\alpha$ with $|\alpha| \leq M$, where $M \geq 2$ is a positive integer, $[\hat{u}, \hat{\theta}] \in \mathbb{R}^{3} \times \mathbb{R}^{+}$ are two parameters, $|\alpha|$ is the sum of all its components given by $|\alpha| = \alpha_{1} + \alpha_{2} + \alpha_{3}$, and $He_{n}(\cdot)$ is the Hermite polynomial of degree $n$, i.e.,

$$He_{n}(x) = (-1)^{n} \exp \left( x^{2}/2 \right) \frac{d^{n}}{dx^{n}} \exp \left( -x^{2}/2 \right).$$

It is easy to show that all $\mathcal{H}_{\alpha}^{[u, \theta]}(\xi)$ are orthogonal to each other over $\mathbb{R}^{3}$ with respect to the weight function $\exp \left( |\mathbf{v}|^{2}/2 \right)$. It follows that $\mathcal{F}_{M}^{[u, \theta]}$ forms a finite dimensional subspace of $L^{2}(\mathbb{R}^{3}, \exp \left( |\mathbf{v}|^{2}/2 \right) d\xi)$ with $\mathcal{F}_{M}^{[u, \theta]} \subset \mathcal{F}_{M+1}^{[u, \theta]} \subset \cdots \subset \mathcal{F}_{1}^{[u, \theta]}$.

Following the derivation of the hyperbolic moment system of an arbitrary order $M$ presented in [4][7][8], the distribution function $f$ is approximated in $\mathcal{F}_{M}^{[u, \theta]}$ with the parameters $\hat{u}$ and $\hat{\theta}$ are exactly the local mean velocity $\mathbf{u}(x)$ and temperature $\theta(x)$ determined from $f$ itself via (6), that is,

$$f(x, \xi) \approx \sum_{|\alpha| \leq M} f_{\alpha}(x) \mathcal{H}_{\alpha}^{[u(x), \theta(x)]}(\xi), \tag{8}$$

With such an approximation, we have from (3) the following relations

$$f_{0} = \rho, \quad f_{e_{1}} = f_{e_{2}} = f_{e_{3}} = 0, \quad \sum_{d=1}^{3} f_{2e_{d}} = 0, \quad \sigma_{ij} = (1 + \delta_{ij}) f_{e_{i} + e_{j}}, \quad q_{i} = 2f_{3e_{i}} + \sum_{d=1}^{3} f_{2e_{d} + e_{i}}, \quad i, j = 1, 2, 3,$$

where $e_{1}, e_{2}, e_{3}$ are introduced to denote the multi-indices $(1, 0, 0)$, $(0, 1, 0)$, $(0, 0, 1)$, respectively.

By plugging (8) into the Boltzmann equation (1) with BGK-type collision term (2), matching the coefficients of the same basis function, and applying the regularization proposed in [4], the hyperbolic moment system of order $M$ is then obtained as follows

$$\sum_{j=1}^{D} \left[ \left( \theta \partial f_{a - e_{j}} \partial x_{j} + u_{j} \frac{\partial f_{a}}{\partial x_{j}} + (1 - \delta_{|\alpha|, M})(\alpha_{j} + 1) \frac{\partial f_{a + e_{j}}}{\partial x_{j}} \right) \right.$$

$$+ \sum_{d=1}^{3} \frac{\partial u_{d}}{\partial x_{j}} \left( \theta f_{a - e_{d} - e_{j}} + u_{j} f_{a - e_{d}} + (1 - \delta_{|\alpha|, M})(\alpha_{j} + 1) f_{a - e_{d} + e_{j}} \right)$$

$$+ \frac{1}{2} \frac{\partial \theta}{\partial x_{j}} \sum_{d=1}^{3} \left( \theta f_{a - 2e_{d} - e_{j}} + u_{j} f_{a - 2e_{d}} + (1 - \delta_{|\alpha|, M})(\alpha_{j} + 1) f_{a - 2e_{d} + e_{j}} \right) \bigg] \tag{10}$$

$$= \sum_{d=1}^{3} F_{d} f_{a - e_{d}} + \nu (f_{a}^{E} - f_{a}), \quad |\alpha| \leq M,$$
where \( F_d \) is the \( d \)th component of the acceleration \( \mathbf{F} \), and \( f^E_\alpha \) are coefficients of the projection of \( f^E \) in the same function space \( \mathcal{F}_{M[u, \theta]}^u \), namely,

\[
f^E(x, \xi) \approx \sum_{|\alpha| \leq M} f^E_\alpha(x) \mathcal{H}_{\alpha}^{u(x), \theta(x)}(\xi).
\]

As can be seen in [7] and [8], the coefficients \( f^E_\alpha \) can be analytically calculated for the Shakhov model and the ES-BGK model.

The moment system (10) is usually regarded as macroscopic transport model in the kinetic theory, while from the derivation point of view, it is actually a semi-discretization of the Boltzmann equation, where the velocity space is discretized by a certain Hermite spectral method. Consequently, the moment system (10) is expected to converge to the underlying Boltzmann equation with a high-order rate as the system’s order \( M \) increases, when the solution is smooth. Meanwhile, it allows us to return to the Boltzmann equation to construct unified numerical solvers for the moment system of arbitrary order. In turn, any solver developed for the moment system can also be viewed as a solver for the Boltzmann equation.

From (10) we see that all moments, including the mean velocity \( u \), the temperature \( \theta \) and the expansion coefficients \( f_\alpha \), are nonlinearly coupled with each other. With additional relations given in (9), we have that the total number of independent moments in (10) is equal to the number of equations, which is clear to be

\[
\mathcal{M}_M = \binom{M + 3}{3},
\]

e.g., \( \mathcal{M}_{10} = 286 \) and \( \mathcal{M}_{26} = 3654 \). It turns out that the system might be very large when a high-order moment model is under consideration, implying the computational cost would be still considerable for a general designed numerical method. While on the other hand, high-order moment model such as \( M = 10 \) is commonly used in microflow simulations, as can be seen in [8], where we can even see that the hyperbolic moment model up to the order \( M = 26 \) is necessary for the planar Couette flow with \( Kn = 1.199 \).

2.3 Spatial discretization

In the rest of this paper, we restrict ourselves to one spatial dimensional case. A unified finite volume discretization for the moment model (10) of arbitrary order can be obtained by the so-called NRxx method, which was first introduced in [6, 9] and then developed in [7, 8, 10]. Specifically, we begin with the spatial finite volume discretization of the Boltzmann equation (1), which can be written in a general framework of the form

\[
\frac{F(f_i(\xi), f_{i+1}(\xi)) - F(f_{i-1}(\xi), f_i(\xi))}{\Delta x_i} = G(f_i(\xi)),
\]

over the \( i \)th grid cell \([x_i, x_{i+1}]\), where \( \{x_i\}_{i=0}^N \) constitute a mesh of the spatial domain \([0, L] \) with the length of the \( i \)th cell to be \( \Delta x_i = x_{i+1} - x_i \). Here \( f_i(\xi) \) is the approximate distribution function on the \( i \)th cell, \( F(f_i, f_{i+1}) \) is the numerical flux defined at \( x_{i+1} \), the right boundary of the \( i \)th cell, and the right-hand side \( G(f_i) \) corresponds to the discretization of the acceleration and collision terms of the Boltzmann equation (1). With the assumption that \( f_i(\xi) \) belongs to a function space \( \mathcal{F}_{M[u, \theta]}^u \), i.e.,

\[
f_i(\xi) = \sum_{|\alpha| \leq M} f_{i, \alpha} \mathcal{H}_{\alpha}^{u_i, \theta_i}(\xi),
\]

\( \mathcal{H}_{\alpha}^{u_i, \theta_i}(\xi) \) is the expansion coefficient of the distribution function at the \( i \)th cell.
all terms of (13), numerical fluxes $F(f_{i-1}, f_i)$, $F(f_i, f_{i+1})$ and the right-hand side $G(f_i)$, can be computed and approximated as the functions in the same space $\mathcal{F}_M^{[\tilde{u}, \bar{\theta}]}$, that is, they can be expressed in terms of the same basis functions of $f_i(\xi)$ as follows,

$$F(f_{i-1}, f_i) = \sum_{|\alpha| \leq M} F_\alpha(f_{i-1}, f_i) \mathcal{H}_\alpha^{[\tilde{u}, \bar{\theta}]}(\xi),$$

$$F(f_i, f_{i+1}) = \sum_{|\alpha| \leq M} F_\alpha(f_i, f_{i+1}) \mathcal{H}_\alpha^{[\tilde{u}, \bar{\theta}]}(\xi),$$

$$G(f_i(\xi)) = \sum_{|\alpha| \leq M} G_{i,\alpha} \mathcal{H}_\alpha^{[\tilde{u}, \bar{\theta}]}(\xi).$$

Substituting the above expansions into (13) and matching the coefficients of the same basis function $\mathcal{H}_\alpha^{[\tilde{u}, \bar{\theta}]}(\xi)$, we then get a system which is a discretization of the hyperbolic moment system (10) on the $i$th cell, providing that the parameters $\tilde{u}_i$, $\bar{\theta}_i$ are mean velocity $u_i$ and temperature $\theta_i$ of the $i$th cell, respectively, such that the relation (11) holds for $f_{i,\alpha}$, and the numerical flux $F(f_i, f_{i+1})$ is designed specially to coincide with the hyperbolicity of the moment system. Accordingly, the set of mean velocity $u_i$, temperature $\theta_i$ and expansion coefficients $\tilde{f}_{i,\alpha}$ forms a solution of the moment system on the $i$th cell. In the rest of this paper, we would equivalently say the corresponding distribution function $f_i(\xi) \in \mathcal{F}_M^{[u, \theta]}$ is the solution of the moment system on the $i$th cell for simplicity.

From the moment system (10), we can easily deduce that $G_{i,\alpha} = \sum_{d=1}^{3} F_{i,d} f_{i,\alpha-e_d} + \nu_1(f_{i,\alpha}^E - f_{i,\alpha})$, whereas the computation of the numerical fluxes $F(f_{i-1}, f_i)$ and $F(f_i, f_{i+1})$, subsequently the coefficients $E_\alpha(f_{i-1}, f_i)$ and $F_\alpha(f_i, f_{i+1})$, is not straightforward. In order to written the numerical fluxes in the form given in (13), it usually requires a transformation between $\mathcal{F}_M^{[u, \theta]}$ and $\mathcal{F}_M^{[\tilde{u}, \bar{\theta}]}$, no matter which kind of numerical flux is chosen, since the solution $f_{i\pm1}(\xi) \in \mathcal{F}_M^{[u, \theta]}$ are originally expressed in terms of different set of basis functions. A fast transformation between two spaces, $\mathcal{F}_M^{[u, \theta]}$ and $\mathcal{F}_M^{[\tilde{u}, \bar{\theta}]}$, which constitutes the core of the NR$x$x$\nu$ method, has already been provided in [9]. In the current paper, we would call such transformation, whenever it is necessary, without explicitly pointing out. Additionally, the numerical flux presented in [8] is employed in our experiments for comparison.

3 Numerical methods

This section is devoted to develop an efficient solver for the high-order moment model (10), following the idea to accelerate the computation by using the lower-order moment model correction. We first introduce a basic iterative method for the moment model (10) of a given order upon the unified discretization (13), then illustrate the key ingredients of using the lower-order model correction, and finally give a multi-level moment solver for the high-order moment model (10).

3.1 Basic nonlinear iteration

Defining the local residual on the $i$th cell by

$$R_i(f_{i-1}, f_i, f_{i+1}) = \frac{F(f_i(\xi), f_{i+1}(\xi)) - F(f_{i-1}(\xi), f_i(\xi))}{\Delta x_i} - G(f_i(\xi)),$$  (16)
the discretization (13) can be rewritten into
\[ R_i(f_{i-1}, f_i, f_{i+1}) = r_i(\xi), \]  
(17)
with \( r_i(\xi) \equiv 0 \), where \( r_i(\xi) \in F_{M}^{[u_i, \theta_i]} \) is a known function in a slightly more general sense. It is apparent that the above discretization gives rise to a nonlinear system coupling all unknowns, i.e., \( u_i, \theta_i \) and \( f_{i,\alpha}, i = 0, 1, \ldots, N - 1, |\alpha| \leq M \), together. Since the discretization relies on the basis functions which usually change on different cells, it is quite difficult to obtain a global linearization for the discretization problem. Alternatively, we consider a localization strategy of using the cell-by-cell Gauss-Seidel method.

A symmetric Gauss-Seidel (SGS) iteration, to produce a new approximate solution \( f^{n+1} \) with \( f^{n+1}_i(\xi) \in F_{M}^{[u^{n+1}_i, \theta^{n+1}_i]} \) from a given approximation \( f^n \) with \( f^n_i(\xi) \in F_{M}^{[u^n_i, \theta^n_i]} \), consists of two loops in opposite directions as follows.

1. Loop \( i \) increasingly from 0 to \( N - 1 \), and obtain \( f^{n+\frac{1}{2}}_i(\xi) \) by solving
\[ R_i(f^{n+\frac{1}{2}}_{i-1}, f^{n+\frac{1}{2}}_i, f^{n}_i+1) = r_i(\xi). \]  
(18)
2. Loop \( i \) decreasingly from \( N - 1 \) to 0, and obtain \( f^{n+1}_i(\xi) \) by solving
\[ R_i(f^{n+1}_{i-1}, f^{n+1}_i, f^{n+1}_{i+1}) = r_i(\xi). \]  
(19)

The Gauss-Seidel method reduces the original global problem into a sequence of local problems, i.e., \( [18] \) or \( [19] \), on each cell with the distribution function on that cell as the only unknown. Thereby, both \( [18] \) and \( [19] \) can be abbreviated to
\[ R_i(f_i) = r_i(\xi), \]  
(20)
by removing the superscripts and the dependence on the distribution function \( f_{i-1}(\xi), f_{i+1}(\xi) \) on the adjacent cells. Certainly, the equation (20) is still a nonlinear problem. In \( [19] \), a Newton type method has been proposed to solve it, wherein numerical differentiation was employed to calculate the Jacobian matrix instead of the complicated analytical derivation. The resulting iteration, the so-called SGS-Newton iteration, exhibits faster convergence rate than a common explicit time-integration scheme. Through a number of numerical tests, however, we observed that for a general code implementation, the computational cost of each SGS-Newton iteration grows rapidly as the system’s order \( M \) increases, leading that the total cost might be more expensive than the explicit time-integration method for a sufficient high-order moment model. Although optimization of the implementation of numerical differentiation can improve the efficiency of the method, such an optimization does usually heavily rely on the specific choice of the numerical flux, hence loses the generality of the method.

Currently, we are focusing on establishing the framework and verifying the effectiveness of the idea using the lower-order model correction to accelerate the computation of the high-order moment model. So we solve (20) in this paper by one step of a simple relaxation method, namely, Richardson iteration, as in [21]. The Richardson iteration reads
\[ f^{n+1}_i(\xi) = f^n_i(\xi) + \omega_i (r_i(\xi) - R_i(f^n_i)), \]  
(21)
which numerically consists of two steps as follows:
1. Compute an intermediate distribution function \( f_i^*(\xi) \) in \( F_M^{[u^i, \theta^i]} \), that is, its expansion coefficients \( f_{i,\alpha}^* \) in terms of the basis functions \( \mathcal{H}_{\alpha}^{[u^i, \theta^i]}(\xi) \) are calculated by
\[
f_{i,\alpha}^* = f_{i,\alpha}^n + \omega_i (r_{i,\alpha} - R_{i,\alpha}) \quad |\alpha| \leq M,
\]
where \( f_{i,\alpha}^n \), \( r_{i,\alpha} \), and \( R_{i,\alpha} \) represent expansion coefficients respectively of \( f_{i,\alpha}^*(\xi) \), \( r_i(\xi) \) and \( R_i(f_i^t) \) in terms of the same basis functions.

2. Compute the new macroscopic velocity \( u_i^{n+1} \) and temperature \( \theta_i^{n+1} \) from \( f_i^*(\xi) \), then project \( f_i^*(\xi) \) into \( F_M^{[u_i^{n+1}, \theta_i^{n+1}]} \) to obtain \( f_i^{n+1}(\xi) \).

The relaxation parameter \( \omega_i \) in (21) is selected according to the local CFL condition
\[
\omega_i \frac{\lambda_{\text{max},i}}{\Delta x_i} < 1,
\]
and the strategy to preserve the positivity of the local density and temperature, see [19] for details. Here, \( \lambda_{\text{max},i} \) is the largest value among the absolute values of all eigenvalues of the hyperbolic moment model (11) on the \( i \)th cell.

Now we have a basic nonlinear iteration, referred to as SGS-Richardson iteration in the rest of this paper, for the moment model (11) of a certain order. A single level solver would then be obtained by performing this basic iteration until the steady state has been achieved. The criterion indicating the steady state is adopted as
\[
\|\tilde{R}\| \leq \text{tol},
\]
where \( \text{tol} \) is a given tolerance, and \( \|\tilde{R}\| \) is the norm of the global residual \( \tilde{R} \) given by
\[
\|\tilde{R}\| = \sqrt{\frac{1}{L} \sum_{i=0}^{N-1} \|\tilde{R}_i\|^2 \Delta x_i}.
\]
Here, the local residual \( \tilde{R}_i \) is defined on the \( i \)th cell by \( \tilde{R}_i(\xi) = r_i(\xi) - R_i(f_{i-1}, f_i, f_{i+1}) \), and its norm is computed using the weight \( L^2 \) norm of the linear space \( F_M^{[u_i, \theta_i]} \), that is,
\[
\|\tilde{R}_i\| = \left( \int (\tilde{R}_i(\xi))^2 \exp\left(\frac{|\xi - u_i|^2}{2\theta_i}\right) \, d\xi \right)^{1/2}.
\]
Using the orthogonality of basis functions, it follows that
\[
\|\tilde{R}_i\| = \sqrt{\sum_{|\alpha| \leq M} C_{\alpha} \tilde{R}_{i,\alpha}^2},
\]
where \( C_{\alpha} = m_s^{-2}(2\pi)^{-3/2} (\theta_i)^{-|\alpha|-3/2} \) with \( \alpha! = \alpha_1!\alpha_2!\alpha_3! \), and \( \tilde{R}_{i,\alpha} \) is the expansion coefficients of \( \tilde{R}_i(\xi) \) in \( F_M^{[u_i, \theta_i]} \).

**Remark 1.** It is not suitable to calculate (26) more simple with \( C_{\alpha} = 1 \), by noting that \( f_{i,\alpha} \) as well as \( \tilde{R}_{i,\alpha} \) has the same dimension unit with \( \rho_i \theta_i^{(\alpha)/2} \). In fact, \( C_{\alpha} = m_s^{-2}(2\pi)^{-3/2} (\theta_i)^{-|\alpha|-3/2} \) is also used to make each term in the summation of (26) have the same dimension unit \( m_s^{-2} \rho_i^2 \theta_i^{-3/2} \). Perhaps it is better to replace the weight function \( \exp(|\xi - u_i|^2 / (2\theta_i)) \) in (25) by \( \rho_i / (m_s f_i^M) = (2\pi \theta_i)^{3/2} \exp(|\xi - u_i|^2 / (2\theta_i)) \), in the sense that now each term in the summation of (26) would be dimensionalyzed to \( m_s^{-2} \rho_i^2 \).
Remark 2. Limited by machine float-point precision, the calculation of \(|26|\) becomes inaccurate when \(M\) is a little big, \(M \geq 10\) for example. This influences the study on the performance of the proposed method in this paper. Noting on the other hand that the macroscopic quantities of physical interest can be obtained from the first several moments, we approximate the norm of the local residual by

\[
\|\tilde{R}_i\| \approx \sqrt{\sum_{|\alpha| \leq \min\{M,3\}} C_\alpha \tilde{R}_{i,\alpha}^2},
\]

instead of \(26\) in our numerical experiments. The local residual computed by \(27\) changes with respect to \(M\) even for the same \(u_i, \theta_i, f_{i,\alpha}, i = 0,1,\ldots,N-1, |\alpha| \leq M,\) and \(M > 4,\) since the numerical flux presented in \(8\) depends on the eigenvalues of the moment model, which clearly change with respect to \(M.\) Therefore, we can still use \(27\) to measure the residual and find the correct result for a high-order moment model, even when the steady-state solution of a lower-order moment model is employed as the initial value.

As explained in \(21,\) the SGS-Richardson iteration can be viewed as the variation of an explicit time-integration scheme. Consequently, although the total computational cost is saved a lot by the SGS-Richardson iteration for it converges in general several times faster than the explicit time-integration scheme, the asymptotic behavior of both two methods are similar. For example, the increase rate of the total iterations with respect to spatial grid number \(N\) or model’s order \(M\) is similar for both the SGS-Richardson iteration and the explicit time-integration scheme. In order to get a more efficient solver, we have considered in \(19\) and \(21\) the strategy using the coarse grid correction to accelerate the convergence, and it has been validated that the resulting nonlinear multigrid solvers have a significant improvement in efficiency.

In this paper, we would consider the acceleration strategy for the high-order moment model from another direction. Precisely speaking, we would like to accelerate the convergence by using the lower-order model correction. The details for this new strategy will be given in the following subsections.

3.2 Lower-order model correction

Let us rewrite the underlying problem resulting from \(17\) of a high order \(M\) into a global form as

\[
R_M(f_M) = r_M,
\]

and suppose \(f_M\) with its \(i\)th component \(\tilde{f}_{M,i}(\xi) \in F_M^{[u_{M,i},\theta_{M,i}]}\) is an approximate solution for the above problem. Like with the spatial coarse grid correction used in \(19,\) the lower-order problem is given by

\[
R_m(f_m) = r_m \triangleq R_m(\tilde{f}_M^m f_M) + I_M^m (r_M - R_M(\tilde{f}_M)),
\]

where \(\square_M^m\) is the restriction operators moving functions from the high \(M\)th-order function space to a lower \(m\)th-order function space. The lower-order operator \(R_m\) is analogous to the high-order counterpart \(R_M,\) that is, \(R_m(f_m)\) is obtained by the discretization formulation \(10\) of the \(m\)th-order moment model. It follows that the lower-order problem \(29\) can be solved using the same strategy as the high-order problem \(28.\) When the solution
of the lower-order problem \([29]\) is obtained, the solution of the high-order problem \([28]\) is then corrected by
\[
\hat{f}_M = f_M + I^M_m \left(f_m - \bar{I}^m_M f_M \right),
\]
where \(I^M_m\) is the prolongation operator moving functions from the \(m\)th-order function space to the \(M\)th-order function space.

Recalling that the moment model \([10]\) is derived from the Boltzmann equation \([1]\) by a special Hermite spectral discretization of the velocity space, we conclude that the above lower-order model correction is in fact a coarse grid correction of velocity space. Furthermore, the idea using lower-order model correction does to some extent coincide with the so-called \(p\)-multigrid method \([13, 16]\), which accordingly provides us with a reference to design the solver for our purpose.

### 3.3 Restriction and prolongation

In the current work, the lower-order problem \([29]\) is defined on the same spatial mesh as the high-order problem \([28]\). Therefore, it is enough to give the definition of the restriction and prolongation operators on an individual element of the spatial mesh. For simplicity, the index \(i\) of the spatial element is omitted in this subsection.

By means of the unified expression \([14]\) which deals with all moments of the model as a whole, we can design the restriction and prolongation operators following the \(p\)-multigrid method \([13, 16]\). Let \(\phi^M\) and \(\phi^m\) denote the column vectors of basis functions spanning the \(M\)th-order space \(\mathcal{F}_M^{[u_M, \theta_M]}\) and the \(m\)th-order space \(\mathcal{F}_m^{[u_m, \theta_m]}\), respectively. The weighted \(L^2\) projection of \(\phi^m\) in \(\mathcal{F}_m^{[u_m, \theta_m]}\) is then given by \(P^T \phi^M\), where \(P\) is a \(M_M \times M_m\) matrix defined as
\[
P = \left( \int \phi^M (\phi^M)^T \exp \left( \frac{\|\xi - u_M\|^2}{2\theta_M} \right) \, d\xi \right)^{-1} \int \phi^M (\phi^m)^T \exp \left( \frac{\|\xi - u_M\|^2}{2\theta_M} \right) \, d\xi.
\]

Similarly, the weighted \(L^2\) projection of \(\phi^M\) in \(\mathcal{F}_m^{[u_m, \theta_m]}\) is given by \(Q^T \phi^m\), where \(Q\) is a \(M_m \times M_m\) matrix defined as
\[
Q = \left( \int \phi^m (\phi^m)^T \exp \left( \frac{\|\xi - u_m\|^2}{2\theta_m} \right) \, d\xi \right)^{-1} \int \phi^m (\phi^M)^T \exp \left( \frac{\|\xi - u_m\|^2}{2\theta_m} \right) \, d\xi.
\]

Thus, the prolongation operator \(I^M_m\) and the residual operator \(I^m_M\) can be defined, respectively, by the matrix \(P\) and its transpose \(P^T\). That is, for the functions \(g_m = (\phi^m)^T g_m \in \mathcal{F}_m^{[u_m, \theta_m]}\) and \(g_M = (\phi^M)^T g_M \in \mathcal{F}_M^{[u_M, \theta_M]}\), where the bold symbols \(g_M\) and \(g_m\) are the column vectors of the corresponding expansion coefficients \(g_{M,\alpha}\) and \(g_{m,\alpha}\), we have
\[
I^M_m g_m = (\phi^M)^T P g_m, \quad I^m_M g_M = (\phi^m)^T P^T g_M.
\]

Usually, the solution restriction operator \(I^m_M\) does not have to be the same as the residual restriction operator \(I^m_M\), and can be defined as \(I^m_M g_M = (\phi^m)^T Q g_M\).

In contrast to the \(p\)-multigrid method, unfortunately, the computation of the matrices \(P\) and \(Q\) would be very expensive, since \(u_m, \theta_m\) are commonly not equal to \(u_M, \theta_M\), and even all these values, consequently the basis functions \(\phi^m\) and \(\phi^M\), have been changing throughout the iterative procedure. Not only that, the exact matrices \(P\) and \(Q\) are in
fact unknown when the restriction operators $I^m_M$ and $P^m_M$ are applied in (29), for $u_m$ and $\theta_m$ can not be obtained until (29) has been solved.

To find the way out, let us return to the lower-order problem (29). As stated in previous, all terms of (29), in the initial discretization of each element, are represented in terms of $\phi^m$, the basis functions of $F_M^{[u_m, \theta_m]}$ that is determined by the initial guess $\hat{f}_m$. Without any other information, a good choice for $\bar{\varphi}$ terms of previous, all terms of (29), in the initial discretization of each element, are represented in $\theta$ fact unknown when the restriction operators $\tilde{M}$ and $\tilde{I}$ are applied in (29), for $u_m$ and $\theta_m$ can not be obtained until (29) has been solved.

It follows that $u_m = \bar{u}_M$ and $\theta_m = \bar{\theta}_M$, which indicate that $\bar{\varphi}$ coincides with the first $\mathcal{M}_m$ functions of $\varphi^M$, the basis functions of $F_M^{[u_M, \theta_M]}$. Using the orthogonality of the basis functions, the special matrix $\bar{Q}$, defined as (32) for $\varphi^M$ and $\phi^m$, becomes $\bar{Q} = [I, \mathbf{0}]$, where $I$ is the identity matrix of order $\mathcal{M}_m$ and $\mathbf{0}$ represents the $\mathcal{M}_m \times (\mathcal{M}_M - \mathcal{M}_m)$ zero matrix. Noting that the initial guess $f_m$ in practice is always taken by $\hat{f}_m$, we now define the restriction operator $I^m_M$ from $F_M^{[u_m, \theta_m]}$ into $F_m^{[u_m, \theta_m]}$ as $I^m_M g_m = (\phi^m)^T \bar{Q} g_m$, that is, $I^m_M$ is just a simple truncation operator that directly gets rid of the part in terms of the basis functions $H_M^{[u_m, \theta_m]}(\xi)$ with $|\alpha| > m$. Since the high-order residual is finally projected into $F_m^{[u_m, \theta_m]}$ in (29), we define the residual restriction operator $I^m_M$ the same as $\tilde{I}_M^m$.

When the correction step (31) is performed, we can first calculate the new velocity $\hat{u}_M$ and temperature $\bar{\theta}_M$, then the prolongation operator $I^m_M$ from $F_m^{[u_m, \theta_m]}$ into $F_M^{[u_m, \theta_m]}$ can be applied as $I^m_M g_m = (\varphi^M)^T \bar{P} g_m$, where $\varphi^M$ is the basis functions of the updated high-order solution space, and $\bar{P}$ is the matrix defined as (31) for $\varphi^M$ and $\phi^m$. To implement the prolongation procedure efficiently, the lower-order correction in $F_m^{[u_m, \theta_m]}$ is first retruncated into $F_m^{[u_m, \theta_m]}$, then projected into $F_M^{[u_M, \theta_M]}$ by the transformation proposed in (32). In other words, $\bar{P}$ is computed by $\bar{P} = \mathcal{P}_0 \bar{Q}^T$ instead of direct computation by the formula (31), where $\mathcal{P}_0$ is the matrix representation of the transformation between two spaces with the same order.

### 3.4 Multi-level moment solver

Obviously, the lower-order problem (29) itself can also be solved by the two-level method using a much lower-order model correction. Recursively applying this two-level strategy then gives rise to a nonlinear multi-level moment (NMLM) iteration.

Let $m_l$, $l = 0, 1, \ldots, L$, denote the order of the $l$th-level problem, and satisfy $2 \leq m_0 < m_1 < \cdots < m_L$. Then the $(l + 1)$-level NMLM iteration, denoted by $f_{m_{l+1}}^{n+1} = \text{NMLM}_l(f_{m_{l+1}}^n, r_{m_{l+1}})$, is given in the following algorithm.

**Algorithm 1** (Nonlinear multi-level moment (NMLM) iteration).

1. If $l = 0$, call the lowest-order solver, which will be given later, to have a solution $f_{m_0}^{n+1}$; otherwise, go to the next step.
2. Pre-smoothing: perform $s_l$ steps of the SGS-Richardson iteration beginning with the initial approximation $f_{m_l}^n$ to obtain a new approximation $f_{m_l}^n$.
3. Lower-order model correction:
(a) Compute the high-order residual as $\bar{R}_{ml} = r_{ml} - R_{ml}(\bar{f}_{ml})$.

(b) Prepare the initial guess of the lower-order problem by the restriction operator $\tilde{I}_{ml}^{-1}$ as $\bar{f}_{ml} = \tilde{I}_{ml}^{-1} \bar{f}_{ml}$.

(c) Calculate the right-hand side of the lower-order problem (29) as $r_{ml}^{-1} = I_{ml}^{-1} \bar{R}_{ml} + R_{ml}^{-1}(\bar{f}_{ml} - 1)$.

(d) Recursively call the NMLM algorithm (repeat $\gamma$ times with $\gamma = 1$ for a so-called $V$-cycle, $\gamma = 2$ for a $W$-cycle, and so on) as $\tilde{f}_{ml} = \text{NMLM}^{-1}(\tilde{f}_{ml-1}, r_{ml-1})$.

(e) Correct the high-order solution by $\hat{f}_{ml} = \bar{f}_{ml} + I_{ml}^{-1}_{ml-1}(\tilde{f}_{ml-1} - \bar{f}_{ml-1})$.

4. Post-smoothing: perform $s_2$ steps of the SGS-Richardson iteration beginning with $\hat{f}_{ml}$ to obtain the new approximation $f_{ml+1}$.

The $(l + 1)$-level NMLM solver for the problem of order $m_l$ is then obtained by performing the above $(l + 1)$-level NMLM iteration until the steady state has been achieved. Obviously, the one-level NMLM solver is just the single level solver of SGS-Richardson iteration.

Since the lowest-order problem is still a nonlinear problem with the lowest-order operator $R_{m_0}$ analogous to the operator $R_{m_l}$ on other order levels, a direct method for its exact solution is clearly unavailable, and the SGS-Richardson iteration using as the smoothing operator is again applied to give the lowest-order solver. In view of that the spatial mesh is unchanged in the above NMLM algorithm, accurately solving the lowest-order problem would lead to too much SGS-Richardson iterations to make the whole NMLM solver inefficient. Hence, only $s_3$ steps of the SGS-Richardson iteration is performed in each calling of the lowest-order solver, where $s_3$ is a positive integer a little larger than the smoothing steps $s_1 + s_2$.

A remaining technical issue is how to set the order of the lower-order problem. The order reduction strategy of either $m_{l-1} = m_l - 1$ or $m_{l-1} = \lceil m_l / 2 \rceil$ is frequently used in the $p$-multigrid algorithm. Apart from them, the strategy of $m_{l-1} = m_l - 2$ is also considered by noting that the solution in our experiments exhibit a property depending on the parity of the order of the model. In next section, we will investigate the performance of all these three order reduction strategies, and try to give the best one in the interest of improving efficiency.

4 Numerical examples

We present in this section two numerical examples, the planar Couette flow and the force driven Poiseuille flow, to investigate the main features of the proposed NMLM solver. For simplicity, we consider the dimensionless case and the particle mass $m_*$ is always 1. A $V$-cycle NMLM solver with $s_1 = s_2 = 2$ and $s_3 = 10$ is performed for all numerical tests. The tolerance indicating the achievement of steady state is set as $tol = 10^{-8}$. We have observed that the behavior of the NMLM solver are similar for the BGK-type collision models. Thus only results for the ES-BGK collision model with the Prandtl number $Pr = 2/3$ are given below.

To complete the problem, the Maxwell boundary conditions derived in [7] are adopted for our moment models. As mentioned in [19], such boundary conditions could not determine a unique solution for the steady-state moment model [10]. In order to recover
the consistent steady-state solution with the time-stepping scheme and the NMG solver proposed in [19], the correction employed in [19,28] is also applied to the solution at each NMLM iterative step.

4.1 The planar Couette flow

The planar Couette flow is frequently used as benchmark test in the microflows. Consider the gas in the space between two infinite parallel plates, which have the same temperature $\theta^W$ and are separated by a distance $L$. One plate is stationary, and the other is translating with a constant velocity $u^W$ in its own plane. Although there is no external force acting on the gas, that is, $\mathbf{F} \equiv 0$, the gas will still be driven by the motion of the plate, and finally reach a steady state.

We adopt the same settings as in [8,19]. To be specific, the gas of argon is considered, and we have $\theta^W = 1, L = 1$. The dimensionless collision frequency $\nu$ is given by

$$\nu = \sqrt{\frac{\pi}{2}} \frac{\Pr \theta^{1-w}}{Kn},$$

where $Kn$ is the Knudsen number, and $w$ is the viscosity index. For the gas of argon, the value of $w$ is 0.81. With these parameters, the proposed NMLM solver delivers exactly the steady-state solution obtained in [8,19]. Since in [8] the solution of the moment models has been compared with the reference solution obtained in [28], and its convergence with respect to the order $M$ has been validated, we omit any discussion on the accuracy and the convergence with respect to $M$ of our solution. As examples, the steady-state solution for $Kn = 0.1199$ and $1.199$ with $u^W = 1.2577$ on a uniform grid of $N = 2048$ are displayed in Figure 1 and 2 respectively, in comparison to the reference solution. It can be seen that the moment model of order $M = 10$ is enough to give satisfactory results for $Kn = 0.1199$, while the moment model up to order $M = 23$ or 26 is still necessary to be used for $Kn = 1.199$.

![Figure 1: Solution of the Couette flow for $Kn = 0.1199$ with $u^W = 1.2577$ on a uniform grid of $N = 2048$.](image)

As pointed out in [8], the moment models reduce degrees of freedom significantly in comparison to the discrete velocity method that was used in [28]. While on the other hand, we have observed from our computations that as a variation of explicit time-integration scheme, the SGS-Richardson iteration converges in general several times faster, consequently more efficient, than the time-integration scheme employed in [8]. Therefore, below we only investigate the effectiveness of the multi-level strategy using lower-order model correction to accelerate the convergence and the behavior of the resulting NMLM solver.
Figure 2: Solution of the Couette flow for $Kn = 1.199$ with $u^W = 1.2577$ on a uniform grid of $N = 2048$.

For comparison, all the computations start from the same global equilibrium with

$$\rho^0(x) = 1, \quad u^0(x) = 0, \quad \theta^0(x) = 1. \quad (35)$$

We perform the NMLM solver with different levels and order reduction strategies for the moment model of various orders on three uniform grids of $N = 128, 256, 512$, respectively. Only some of numerical results are shown in this paper, since the NMLM solver exhibits similar features for all cases. In the tables given below, $K$ and $T$ represent respectively the total number and CPU seconds of the NMLM iterations to reach the steady state, while $K_s$ and $T_s$ are corresponding quantities of the single level solver.

First the Couette flow for $Kn = 0.1199$ and $u^W = 1.2577$ is considered. Table 1 gives the performance results for the case of order $M = 4$ and $5$. The corresponding convergence histories on the uniform grid of $N = 512$ are shown in Figure 3 for $M = 4$ and in Figure 4 for $M = 5$, respectively. It is quite inspiring that the NMLM solver is effective for such cases, where the order of the moment model is not very large. For both cases, the convergence is accelerated and the total computational cost, i.e., the CPU time, is reduced a lot, by the multi-level NMLM iterations, in comparison to the single level solver. It can be seen that for two-level NMLM solvers, the order reduction strategy $m_{l-1} = m_l - 2$ converges faster than the strategy $m_{l-1} = m_l - 1$. Moreover, the computational cost of each NMLM iteration for the former strategy is also less than the latter strategy, since the strategy $m_{l-1} = m_l - 2$ employs a lower-order model correction with the order less than the counterpart of the strategy $m_{l-1} = m_l - 1$. Thus, the overall performance of the strategy $m_{l-1} = m_l - 2$ is better than the strategy $m_{l-1} = m_l - 1$, when the same two levels is used in the NMLM solver. As the total levels up to 3, the convergence rate of the NMLM solver becomes better than both two-level NMLM solvers. Although the strategy $m_{l-1} = m_l - 1$ becomes also more efficient as the total levels increases, the three-level NMLM solver with the strategy $m_{l-1} = m_l - 1$ would still not be more efficient than the two-level NMLM solver with the strategy $m_{l-1} = m_l - 2$. At last, it can also be found from Table 1 that the multi-level NMLM solver behaves similar to the single level solver as well as the explicit time-integration scheme. That is, the total number of NMLM iterations doubles and the total CPU seconds quadruples, as the grid number $N$ doubles.

For the case of order $M = 10$, the performance results are listed in Table 2 and the corresponding convergence histories on the uniform grid of $N = 512$ are shown in Figure 5. Now the order reduction strategy $m_{l-1} = \lfloor m_l/2 \rfloor$ can also be applied. It can be seen again that the multi-level NMLM solvers for all three order reduction strategies could accelerate the steady-state computation. In more details, when the NMLM solvers
with the same total levels are performed, the most efficient order reduction strategy is $m_{t-1} = \lceil m_l/2 \rceil$, the second is $m_{t-1} = m_l - 2$, and the third is $m_{t-1} = m_l - 1$, for that they are in descending sort not only on the speed of convergence, but also on the computational cost of each NMLM iteration. As the total levels increases, both the convergence rate and the efficiency of the NMLM solver become better for each order reduction strategy. However, the 8-level NMLM solver with the strategy $m_{t-1} = m_l - 1$ does still less efficient than the 5-level NMLM solver with the strategy $m_{t-1} = m_l - 2$, whereas the overall performance of the latter solver is just close to the 3-level NMLM solver with the strategy $m_{t-1} = \lceil m_l/2 \rceil$, for which the total computational cost is saved by approximately more than 80% in comparison to the single level solver. In addition, we have again that the total number of NMLM iterations doubles and the total CPU seconds quadruples, as the grid number $N$ doubles.

As mentioned previous, the moment model up to order $M = 23$ or 26 should be taken into consideration when $Kn = 1.199$. A partial performance results are shown in Table 4 for the case of order $M = 23$, and in Table 5 for the case of order $M = 26$, respectively. The corresponding convergence histories are plotted in Figure 8. We do not present results of the NMLM solver with the strategy $m_{t-1} = m_l - 1$ here, since compared with the single level solver it turns out a little improvement in efficiency, although the speed of convergence is raised much. This is reasonable by noting that the order of the lower-order problem just reduces 1 at each level, for example, the order sequence for $M = 26$ is 26, 25, 24, . . . , which indicates that the lower-order model correction still takes a lot of computational cost. In fact, the computational cost of lower-order model correction can not be underestimated, even when the strategy $m_{t-1} = m_l - 2$, giving the order sequence 26, 24, 22, . . . for $M = 26$, is adopted. Moreover, it can be seen that the multi-level NMLM solver has some degeneracy, especially for the solver with the strategy $m_{t-1} = \lceil m_l/2 \rceil$. As a result, the overall performance of the multi-level NMLM solver would not be as good as the solver when $Kn = 0.1199$, although the efficiency is still improved much compared with the single level solver. Furthermore, unlike the observation when $Kn = 0.1199$, the convergence rate of the strategy $m_{t-1} = \lceil m_l/2 \rceil$ is worse than the strategy $m_{t-1} = m_l - 2$. However, with the help of great reduction of the computational cost at each NMLM iteration, the strategy $m_{t-1} = \lceil m_l/2 \rceil$ finally exhibits more efficient than the strategy $m_{t-1} = m_l - 2$. On the other hand, oscillations of the residual are now observed at the beginning iterations of single level solver. For the multi-level NMLM solvers, the oscillations become more severer, and may introduce instability of the solver. Actually, the 5-level NMLM solver with the strategy $m_{t-1} = \lceil m_l/2 \rceil$ breaks down in our computations. In view of these, a possible way of taking both efficiency and stability into account might be to adopt the order reduction strategy $m_{t-1} = m_l - \delta m$, such that $\delta m > 2$ and $m_l - \delta m > \lceil m_l/2 \rceil$. At last, we have again that the convergence rate is improved by the multi-level NMLM solver as the total levels increases, and the multi-level NMLM solvers behave similarly to the single level solver, as the grid number $N$ doubles.

It is noted from Table 4 that the total iterations $K$ is almost doubled as $M$ increases from 23 to 26, while the total iterations $K$ shown in Table 5 increases much slower as $M$ increases from 4 to 10. The significant difference is mainly due to the different performance of the smoothing operator (equivalently the single level solver) with respect to the Knudsen number $Kn$. To see it in more detail, we plot $K$ in terms of $M$ for the NMLM solver in Figure 8. It can be seen that the total iterations $K$ of the single level solver increases linearly with respect to $M$ for the case $Kn = 0.1199$, whereas for the case $Kn = 1.199$ the total iterations $K$ of the single level solver shows a strong difference with
respects to the parity of \( M \), especially for a larger \( M \). To be specific, the total iterations \( K \) increases linearly with a smaller rate with respect to odd \( M \), and with a larger rate with respect to even \( M \). As for the two-level and three-level NMLM solvers with the same order reduction strategy, we can see the total iterations \( K \) increases linearly with similar rate with respect to \( M \), in comparison to the corresponding single level solver.

In summary, it is effective to accelerate the steady-state computation by using the multi-level NMLM solver. The convergence rate would become better as the total levels increases, and the total computational cost is then saved a lot by comparing with the single level solver. Among three order reduction strategies, the strategy \( m_{i-1} = \left\lfloor m_i / 2 \right\rfloor \) would be most efficient, followed with the strategy \( m_{i-1} = m_i - 2 \), and then the strategy \( m_{i-1} = m_i - 1 \).

\[
\begin{align*}
M = 4 & & M = 5 \\
\hline
L + 1 & 1 & 2 & 2 & 1 & 2 & 3 & 2 \\
K & 3055 & 283 & 210 & 4217 & 261 & 174 & 228 \\
K_i / K & 1.0 & 15.638 & 18.833 & 1.0 & 16.157 & 24.236 & 18.496 \\
T_i / T & 1.0 & 1.937 & 3.161 & 1.0 & 1.984 & 4.088 & 2.886 \\
\end{align*}
\]

Table 1: Performance of the NMLM solver for the Couette flow with \( Kn = 0.1199 \), \( u_W = 1.2577 \) and \( M = 4, 5 \).

| \( N = 128 \) | \( N = 256 \) | \( N = 512 \) |
|---------------|---------------|---------------|
| \( T \) | \( K \) | \( T \) | \( K \) | \( T \) | \( K \) |
| \( N = 128 \) | 476 | 354 | 276 | 224 | 189 | 168 | 156 \\
| \( K_i / K \) | 14.639 | 19.684 | 25.246 | 31.107 | 36.868 | 41.476 | 44.667 \\
| \( T_i / T \) | 1.845 | 2.867 | 3.023 | 1.846 | 2.518 | 2.886 | 3.886 |

Table 2: Performance of the NMLM solver for the Couette flow with \( Kn = 0.1199 \), \( u_W = 1.2577 \) and \( M = 10 \) (part I).

### 4.2 The force driven Poiseuille flow

The force driven Poiseuille flow is another benchmark test frequently investigated in the literatures [7, 19, 34, 35]. Similar to the Couette flow, there are two infinite parallel
Table 3: Performance of the NMLM solver for the Couette flow with $Kn = 0.1199$, $uW = 1.2577$ and $M = 10$ (part II).

| $L + 1$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $m_{i-1} = m_i - 2$ | 9 | 10 | 11 | $m_{i-1} = |m_i/2|$ | 12 | 13 | 14 |
|---------|---|---|---|---|---|---|---|-------------------|---|---|---|-------------------|---|---|---|
| $N = 128$ | $K$ | 450 | 312 | 221 | 165 | 1357 | 237 | 6968 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $N = 256$ | $K$ | 789.648 | 597.272 | 497.074 | 363.046 | 531.005 | 334.993 | 1905.477 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $N = 512$ | $K$ | 15.484 | 22.333 | 31.529 | 42.230 | 19.518 | 29.401 | 1.0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $T$ | 2.413 | 3.190 | 3.833 | 5.249 | 3.588 | 5.688 | 1.0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $K_s/K$ | 15.471 | 22.361 | 31.637 | 43.150 | 19.489 | 29.457 | 1.0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $T_s/T$ | 2.007 | 3.302 | 4.208 | 4.854 | 3.704 | 4.531 | 1.0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

Table 4: Performance of the NMLM solver for the Couette flow with $Kn = 1.199$, $uW = 1.2577$ and $M = 23$.

| $L + 1$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $m_{i-1} = m_i - 2$ | 9 | 10 | 11 | $m_{i-1} = |m_i/2|$ | 12 | 13 | 14 |
|---------|---|---|---|---|---|---|---|-------------------|---|---|---|-------------------|---|---|---|
| $N = 128$ | $K$ | 796 | 660 | 481 | 396 | 530 | 1440 | 1440 | 138 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $N = 256$ | $K$ | 2658.912 | 2296.565 | 17201.641 | 17694.056 | 13069.990 | 18894.415 | 19519.867 | 10330.927 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $N = 512$ | $K$ | 1593 | 1386 | 1220 | 1099 | 1007 | 2405 | 2602 | 2409 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $T$ | 10550.167 | 96564.039 | 86944.937 | 79480.186 | 57305.984 | 62363.809 | 72069.420 | 65186.066 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $K_s/K$ | 16.991 | 20.492 | 28.119 | 26.729 | 25.519 | 9.392 | 9.392 | 10.108 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $T_s/T$ | 1.165 | 1.345 | 1.796 | 1.746 | 2.364 | 1.635 | 1.583 | 2.991 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $K_s/K$ | 15.488 | 22.393 | 31.816 | 44.132 | 19.491 | 29.467 | 1.0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $T_s/T$ | 2.133 | 2.509 | 3.459 | 6.396 | 3.725 | 5.124 | 1.0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

Table 5: Performance of the NMLM solver for the Couette flow with $Kn = 1.199$, $uW = 1.2577$ and $M = 26$.

plates, which are separated by a distance of $L = 1$, and have the same temperature of $\theta W = 1$. However, both plates are stationary now, and the gas between them is driven by an external constant force, which is set as $F = (0, 0.2555, 0)^T$ in our tests. Additionally,
the collision frequency $\nu$ is given by the hard sphere model as

$$\nu = \frac{16}{5} \sqrt{\frac{\theta}{2\pi Kn \rho}},$$  \hspace{1cm} (36)$$

and the Knudsen number $Kn = 0.1$ is considered. With these settings, the steady-state solution obtained by the NMLM solver is shown in Figure 9 which recovers exactly the steady-state solution presented in [19].
Figure 6: Convergence history of the NMLM solver for the Couette flow with $Kn = 1.199$, $u^W = 1.2577$ and $M = 23$ on a uniform grid of $N = 512$.

Figure 7: Convergence history of the NMLM solver for the Couette flow with $Kn = 1.199$, $u^W = 1.2577$ and $M = 26$ on a uniform grid of $N = 512$.

Figure 8: Total iterations in terms of $M$ of the NMLM solver for the Couette flow with $u^W = 1.2577$ on a uniform grid of $N = 512$. The total iterations of the single level solver is rescaled by a factor of 12 for $Kn = 0.1199$ and 8 for $Kn = 1.199$ respectively.

We still omit the discussion on the accuracy and the convergence of the solution with respect to order $M$, and focus on the behavior of the proposed NMLM solver. As the
Couette flow, the NMLM solvers, with different levels and order reduction strategies for the moment model of various orders on three uniform grids of $N = 128$, $256$, $512$, are performed. The computations also begin with the global equilibrium. Again just partial numerical results are shown here, for similar features can be observed for all cases. To be specific, the performance results are given in Table 6 for the case of order $M = 4$, $5$, and in Table 7-8 for the case of order $M = 10$, respectively. The corresponding convergence histories on the uniform grid of $N = 512$ are displayed respectively in Figure 10 for $M = 4$, in Figure 11 for $M = 5$, and in Figure 12 for $M = 10$. The total iterations $K$ in terms of $M$ for the NMLM solver is presented in Figure 13. All these results show that the multi-level NMLM solver is able to accelerate the steady-state computation significantly.

In comparison to results of the Couette flow with $Kn = 0.1199$, a similar behavior of the multi-level NMLM solver can be observed. In more details, we can see that the most efficient order reduction strategy is $m_{l-1} = \lceil m_l/2 \rceil$, the second is $m_{l-1} = m_l - 2$, and the third is $m_{l-1} = m_l - 1$. As can be seen from the tables, the ratio of $K_s$ and $K$ are all consistent with those for the Couette flow. Consequently, the convergence rate of the multi-level NMLM solver with all three order reduction strategies increase as the total levels increases, and the total computational cost is saved greatly in comparison to the single level solver. In addition, as the grid number $N$ doubles, all multi-level NMLM solver show similar features as the single level solver. Thus, the acceleration ratio will be maintained even when a more fine spatial grid is adopted.

Figure 9: Solution of the force driven Poiseuille flow on a uniform grid of $N = 2048$.

| $N$ | $M = 4$ | $M = 5$ |
| --- | --- | --- |
| $L$ | $T$ | $K_s/K$ | $T_s/T$ | $T$ | $K_s/K$ | $T_s/T$ | $T$ | $K_s/K$ | $T_s/T$ |
| 128 | $K$ | 6660 | 168.395 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 256 | $T$ | 405 | 73.819 | 16.444 | 2.281 | 16.444 | 2.281 | 16.444 | 2.281 |
| 512 | $K_s/K$ | 350 | 80.196 | 20.182 | 2.100 | 20.182 | 2.100 | 20.182 | 2.100 |
| 128 | $T_s/T$ | 320 | 300.558 | 10.0 | 1.0 | 10.0 | 1.0 | 10.0 | 1.0 |
| 256 | 1.0 | 15.565 | 15.565 | 2.281 | 1.921 | 2.281 | 1.921 | 2.281 | 1.921 |
| 512 | 2.0 | 15.602 | 15.602 | 2.0 | 1.876 | 2.0 | 1.876 | 2.0 | 1.876 |

Table 6: Performance of the NMLM solver for the Poiseuille flow with $M = 4$, $5$. 
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Table 7: Performance of the NMLM solver for the Poiseuille flow with \( M = 10 \) (part I).

| \( L + 1 \) | \( m_{l-1} = m_l - 2 \) | \( m_{l-1} = |m_l/2| \) |
|---|---|---|
| \( K \) | 722 | 498 |
| \( T \) | 1683.538 | 1014.106 |
| \( K_s/K \) | 15.500 | 22.472 |
| \( T_s/T \) | 1.405 | 2.332 |

Table 8: Performance of the NMLM solver for the Poiseuille flow with \( M = 10 \) (part II).

| \( L + 1 \) | \( m_{l-1} = m_l - 1 \) | \( L + 1 = 2 \) | \( m_{l-1} = m_l - 2 \) | \( L + 1 = 2 \) |
|---|---|---|---|---|
| \( K \) | 763 | 566 | 441 | 352 |
| \( T \) | 1579.371 | 1469.207 | 873.198 | 1246.409 |
| \( K_s/K \) | 14.667 | 19.772 | 25.376 | 31.793 |
| \( T_s/T \) | 1.497 | 1.610 | 2.708 | 1.897 |

Figure 10: Convergence history of the NMLM solver for the Poiseuille flow with \( M = 4 \) on a uniform grid of \( N = 512 \).

5 Concluding remarks

The acceleration for the steady-state computation of the high-order moment model by using the lower-order model correction has been investigated in this paper. A nonlinear
Figure 11: Convergence history of the NMLM solver for the Poiseuille flow with $M = 5$ on a uniform grid of $N = 512$.

Figure 12: Convergence history of the NMLM solver for the Poiseuille flow with $M = 10$ on a uniform grid of $N = 512$.

Figure 13: Total iterations in terms of $M$ of the NMLM solver for the Poiseuille flow on a uniform grid of $N = 512$. The total iterations of the single level solver is rescaled by a factor of 12.

multi-level moment solver which has unified framework for the moment model of arbitrary order is then developed. The convergence rate would be improved as the total levels of the NMLM solver increases. It is demonstrated by numerical experiments of two benchmark
problems that the proposed NMLM solver improves the convergence rate significantly and
the total computational cost could be saved a lot, in comparison to the single level solver. Three order reduction strategies for the lower-order model correction are also considered. It turns out that the most efficient strategy is \( m_{l-1} = \lceil m_l/2 \rceil \), the second is \( m_{l-1} = m_l - 2 \), and the third is \( m_{l-1} = m_l - 1 \).

It should be pointed out that the NMLM solver does not as efficient as the nonlinear multigrid solver developed in [19]. However, we have that the spatial grid for our NMLM solver is unchanged at each level, and the acceleration ratio obtained by the NMLM solver would be maintained on different spatial grid. Then a natural way of obtaining a more efficient steady-state solver might be to combine both NMLM iteration and nonlinear multigrid iteration together. This will be investigated in our future work.
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