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Figure 1: Left: Driver points to an outside-vehicle object. Right: Driver points to an inside-vehicle object.

ABSTRACT
Advanced in-cabin sensing technologies, especially vision based approaches, have tremendously progressed user interaction inside the vehicle, paving the way for new applications of natural user interaction. Just as humans use multiple modes to communicate with each other, we follow an approach which is characterized by simultaneously using multiple modalities to achieve natural human-machine interaction for a specific task: pointing to or glancing towards objects inside as well as outside the vehicle for deictic references. By tracking the movements of eye-gaze, head and finger, we design a multimodal fusion architecture using a deep neural network to precisely identify the driver’s referencing intent. Additionally, we use a speech command as a trigger to separate each referencing event. We observe differences in driver behavior in the two pointing use cases (i.e. for inside and outside objects), especially when analyzing the preciseness of the three modalities eye, head, and finger. We conclude that there is no single modality that is solely optimal for all cases as each modality reveals certain limitations. Fusion of multiple modalities exploits the relevant characteristics of each modality, hence overcoming the case dependent limitations of each individual modality. Ultimately, we propose a method to identify whether the driver’s referenced object lies inside or outside the vehicle, based on the predicted pointing direction.
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1 INTRODUCTION
Interaction between the driver and the car is becoming an increasingly popular topic. Speech modality, which is commonly used in personal assistant systems in production vehicles, assists the driver by reducing touch-based interaction which can be a source of distraction [33, 36]. However, using only speech as interacting modality can be cumbersome, especially in situations, where the users want to reference objects which are unknown to them. Therefore, for natural interaction involving deictic references, one needs other modalities as well, such as head pose, eye-gaze, or finger-pointing gestures. Integrating another modality for deictic referencing with speech, thereby increases usability as well as naturalness. Bolt’s
pioneering work, “Put that there” [5], combined speech and gestures demonstrating the practicality of using multimodal input for natural user interaction. Multimodal interaction has since been rigorously studied and incorporated into the car [11, 26, 27, 29, 30].

In the context of driving experience, gesture recognition enables direct interaction with the vehicle surroundings while also allowing interaction with a wide range of in-vehicle functions. Deictic references, such as “what is that landmark?” or “what does this button do?,” provide drivers with feedback for inquisitive commands if the referenced object can be identified. On the other hand, control commands, such as “stop over there” or “close that window,” can assist the driver in ease of control. Though accurate detection of the driver’s pointing direction is a technical challenge in itself, a more crucial problem in this task is the lack of sufficient precision in the user’s pointing direction [6, 32]. Ray casting based finger pointing techniques are limited by the user’s pointing accuracy [20]. Therefore, gaze input has previously been used to obtain information about the driver’s focus of attention.

In this paper, we use features from the three modalities, head pose, eye gaze and finger pointing and fuse them to identify driver’s referencing, where the referenced object may be situated inside or outside the vehicle. The drivers’ behavior while pointing to objects is also extensively studied. The contributions of this paper include: 1) a comparison between driver’s pointing behavior to objects inside the car and to objects outside the car, 2) a study of precision of the three modalities, eye-gaze, head pose and finger pointing, and their fusion to identify the referenced object and 3) an effective approach to differentiate the referencing of inside-vehicle control elements and outside-vehicle landmarks. Furthermore, we discuss the importance of multimodal fusion and its effectiveness as compared to single modalities in different cases.

2 RELATED WORK

Pointing gestures and eye gaze tracking as input modalities for user interaction have been studied extensively. Selection made by using gaze and head pose has been done such as by Kang et al. [16]. Using gaze, even if accompanied by head pose, presents challenges particularly in cases where objects are located in close proximity to each other [13]. This is because gaze lacks a natural trigger due to its always-on characteristic, and has the potential to be quite volatile [3]. Use of an additional modality such as speech in addition to gaze (in order to trigger the selection of objects) has often been made. [19]. EyePointing [35] makes use of finger pointing to trigger the selection of objects on a screen using gaze direction. Misu et al. [22] and Kim et al. [17] make use of head pose using speech as a trigger for driver queries of outside-vehicle objects.

Gestures and free hand pointing add to the naturalness of the driver as they lessen the driver’s cognitive demand as compared to touch based inputs, making finger pointing a useful input as well [33, 36]. This was also demonstrated by Pfleging et al. in their work combining speech and gestures with minimal touch inputs on the steering wheel [30]. For selection of Points-of-Interest (POI) while driving a vehicle, Suras-Perez et al. [34] and Fujimura et al.[10] used finger pointing with speech and hand-constraint finger pointing, respectively. However, the use of finger pointing can be a difficult task especially when trying to identify objects that do not lie straight ahead [4]. In fact, while studying driver behaviors in a driving simulator, Gomaa et al. found gaze accuracy to be higher than pointing accuracy [11]. To improve the accuracy of pointing for object selection inside the car, Roeder et al. [31] utilized a simple rule based approach that involves gaze tracking, and demonstrated that it improved finger pointing accuracy. However, the experiment was limited to four objects on the screen. Chaterjee et al. also combined gaze and gesture as inputs and showed better results with integration of the two than if either input is used separately [7].

As research has shown, the use of multiple input modalities can surpass a single input modality in terms of performance [9, 18, 37], multimodal user interaction offers a significant utility for in-vehicle application. Mitrevska et al. demonstrate an adaptive control of in-vehicle functions using an individual modality (speech, gaze or gesture) or a combination of two or more [23]. Müller and Weinberg discuss methods for a multimodal interaction using gaze, touch and speech for in-vehicle tasks presenting a few advantages and disadvantages of individual modalities [26]. Moniri et al. [24] combined eye gaze, head pose, and pointing gestures for multimodal interaction for outside-vehicle referencing for object selection. Nesselrath et al. adopted a multimodal approach, combining three input modalities: gaze, gestures, and speech in a way that objects were first selected by gaze, e.g., windows or side mirrors, and then controlled using speech or gesture [27].

These approaches mostly use gaze information and increase the naturalness of the user interaction by including a secondary input such as speech or gesture. However, these multimodal approaches do not use the opportunity to enhance the preciseness of gaze tracking, although some use semantics from speech to narrow down the target. Our work achieve this enhancement in preciseness with the use of multimodal fusion of relevant deictic information from gaze, finger pointing, and head pose as input modalities [4]. Instead of using finger pointing as a trigger for selection, we use it as an equal input modality, while utilizing speech modality as a trigger.

For multimodal fusion, the use of deep neural networks has been explored previously [21, 28, 38]. Gomaa et al. study gaze and pointing modality for the driver’s behavior while pointing to outside objects [11]. They further proposed various machine learning methods, including deep neural networks for a personalized fusion to enhance the predictions [12]. Aftab et al. demonstrate how multiple inputs, namely, head pose, gaze and finger pointing gesture, enhance the predictions of the driver’s pointing direction for object selection inside the vehicle [1] and what limitations arise when pointing to objects outside the vehicle [2].

In our approach, we use a model-level fusion approach for selection of a wide range of objects that may be situated inside the vehicle or outside the vehicle. As head pose and gaze direction are directly related in identifying visual behavior [15, 25], we use these two modalities along with finger pointing for two tasks: i) to identify whether the object to be selected lies inside or outside the vehicle, and ii) to precisely predict the pointing direction in each case. Each of the three modalities is processed as equal input, and the network learns from the training data.

In summary, object selection inside the vehicle and driver queries to outside-vehicle objects have been rigorously studied. However, to our knowledge, no study simultaneously deals with objects both
inside and outside the vehicle. We merge concepts from previous research work to perform a comparison of the two above mentioned types of pointing. Our work differs from past work in that we deal with both in-vehicle objects as well as outside-vehicle objects. We compare and demonstrate modality specific limitations in both types of pointing and learn to distinguish between the two types. While most studies use simulators, we perform our experiments in a real car within authentic environment which both gives drivers a relatively realistic impression and helps us achieve more genuine and applicable results. Furthermore, unlike some of the related work, we use non contact sensors for tracking eye and gestures that allows users to behave more naturally.

3 EXPERIMENT DESIGN

For the application of deictic referencing with finger pointing and gaze, we used a real vehicle for data collection. For simplicity and ease of data collection, the vehicle was kept stationary at different locations on the road. Consequently, during all the pointing events at various objects inside and outside the vehicle, the primary focus of the driver was not on driving the vehicle, as would be the case in the self-driving cars in the future. Various non-contact and un-obtrusive sensors were used to measure the drivers’ gestural, head and eye movements.

3.1 Apparatus

We set the apparatus up in the same way as by Aftab et al. [1, 2]. Two types of camera systems were used: 1) Gesture Camera System (GCS) and 2) Visual Camera System (VCS). The two camera systems were carefully chosen and consist of sensors placed in positions which are being used in production vehicles, e.g., BMW 7-series and BMW iX offer a camera fitted behind steering wheel to analyze the driver’s face as well as another camera at the car ceiling for gesture controls.

The GCS, which was mounted on the car ceiling next to the rear-view mirror, consisted of a Time-of-Flight (ToF) 3D camera with a QVGA resolution (320 × 240). It tracked both of the driver’s hands for gestures and detected ‘one finger pointing gesture’ from either or both hands, providing the 3D position of the finger tip as well as the direction of the pointing gesture as a 3D normalized vector. The direction vector was calculated from the 3D position of the finger base to the 3D position of the finger tip, and normalized to have a unit norm.

The VCS, installed behind the steering wheel, captured the driver’s head and eye movements. It provided the 3D position of the head center and the eyes along with the head orientation (as euler angles) and gaze direction as a 3D vector with unit norm.

Apart from these two camera systems, four additional cameras were placed inside the car, two of which recorded the driver’s actions while the other two recorded the environment. These four cameras were used to analyze the events visually.

For speech, the Wizard-of-Oz (WoZ) method was used to note the timestamp of the speech command used with the pointing gesture. A secondary person (acting as a wizard) noted the instant (hereafter called the WoZ timestamp) when the driver made the referencing gesture and said, "what is that?" with the help of a push button.

This timestamp was used to identify the approximate time when the gesture took place.

3.2 Feature Extraction

From the two camera systems, GCS and VCS, we extracted the finger pose, eye pose and head pose, where pose constitutes both position and direction of the modalities. In total, we have six features. These are explained as follows:

- Finger pose: the 3D position of the finger tip and (normalized) direction vector of the finger pointing gesture in the 3D vector space.
- Eye pose: the 3D position of the point between the two eyes and (normalized) direction vector of the eye gaze in the 3D vector space.
- Head pose: the 3D position of the center of the head and the Euler angles (as yaw, pitch and roll) of the head orientation.

3.2.1 Pre-processing Data. For each pointing event, we extracted a time interval of 0.8 seconds such that it included the WoZ timestamp (denoting the time of the speech command) within it. The duration of the time interval was based on the observation by Ru¨melin et al.[33] for comfortable pointing time. This interval amounted to 36 frames (at 45 frames per second), forming a short temporal sequence. We used the whole temporal sequence for the model training explained later in Section 4.2.

During the data collection, some of the referencing events contained occlusion in one or more modalities, which resulted in some frames with a few missing features. The occlusion in eye pose or head pose mainly occurred when the arm, that was used to point, was held in front of the face (as in Figure 1) or when the head was turned to the far sides preventing the tracking of the eyes. In a few cases while pointing, the participants extended their arms beyond the field-of-view of the gesture camera, especially when pointing with the left hand to the left side, resulting in missing features of the finger modality. In order to fill in the missing features, we used linear interpolation from the two nearest neighbouring frames.

3.2.2 Axes Translation. We followed the ISO 8855 [14] standard for the car coordinate system with the exception of the origin’s position
(see Figure 2). We did not choose the origin at the center of the front axle because the inside objects lie before the front axle of the car and the outside objects lie ahead of car’s axle. Consequently, having the origin at the center of the front axle, the ground truth vector, which is calculated from the origin to the center of the AOI or POI (defined in Section 4.2.2), seemingly becomes in opposite directions for inside and outside objects. For example, consider an object inside the vehicle, AOI 7, and an object outside the vehicle, POI 1. Despite the two objects lying in almost the same horizontal direction from the driver’s perspective (i.e., approximately similar yaw angles for both) as shown in Figure 2, the ground truth vectors have a difference of about 130°. Therefore, for a fair comparison of pointing to inside and outside objects, and to have a comparable ground truth direction, we translate the origin by 

\[ x = 2 \text{ m}, \quad y = -0.4 \text{ m}, \quad z = 0 \text{ m} \]

such that the origin resides at the approximated center point behind the driver’s seat. Throughout the paper, this is kept fixed for all experiments for consistency. With this translation the ground truth vectors have a similar yaw direction for both objects (see Figure 2, right).

Consequently, all features from both cameras were transformed to the car coordinate system, with the origin behind the driver’s seat (see Figure 3).

### 3.3 Experiment Types

The experiments were divided into two types, the cockpit use case and the environment use case. For both of these types, the apparatus and the vehicle were kept the same, and vehicle was kept stationary. In both use cases, the participants were asked to point naturally to the pre-selected objects, and say "what is that?”. They were free to choose either hand for pointing. Some objects were larger than others and drivers could choose to point to any visible part of the surface area. The difference between the two use cases lay in the chosen objects. Consequently, the pointing directions differed as well as the angular width and angular height of objects. The objects in both use cases were chosen such that they were in front of the driver, including the far right as well as far left sides with respect to the driver, in order to have a sufficiently large variance of direction angles in both cases.

#### 3.3.1 Cockpit Use Case

In the first type of experiment, 12 distinct areas inside the vehicle were chosen, called the Areas-of-Interest (AOIs). These were different control elements of the car that the driver could potentially reference for touch-free control, shown in Figure 4a illustrated by red circles. Figure 4b shows the measured points of the corners or vertices of the AOIs with crosses ‘x’, and the mean point of each AOI with a circle ‘o’. These define the areas where the users in this first type of experiments should point to. Consequently, the AOIs have different (but fixed) sizes at chosen distances and locations as shown in Figure 4b.

Referencing of AOIs was independent of car position. All participants were asked to point to the given 12 AOIs for 0 times, not necessarily in the same sequence. However, not all samples could be correctly recorded and therefore, had to be discarded due to technical issues with the setup. In total, we had 2514 samples that were used for training and testing for the cockpit use case.

Referencing of AOIs was independent of car position. All participants were asked to point to the given 12 AOIs for 0 times, not necessarily in the same sequence. However, not all samples could be correctly recorded and therefore, had to be discarded due to technical issues with the setup. In total, we had 2514 samples that were used for training and testing for the cockpit use case.

#### 3.3.2 Environment Use Case

In the second type of experiment, 5 different landmarks situated in front of the vehicle were chosen. The landmarks were buildings and antennas. These are referred to as Points-of-Interest (POIs). Referencing of POIs was conducted in 4 different car poses, where pose constitutes both position and orientation, to add a large variety of pointing directions. The

---

1 GPS coordinates 1: 48.220446N 11.724796E, 2: 48.220363N 11.724800E, 3: 48.220333N 11.724782E, 4: 48.221293N 11.724942E
coordinates of the car poses and the POIs were manually measured with a laser sensor, Leica Multistation², and converted from geodetic coordinates to Cartesian coordinates with origin at the driver’s seat. The POIs and car poses in the environment use case are shown in Figure 5. It can be seen that the outside objects or POIs in this stationary use case also have different but fixed sizes, each with fixed distance and location w.r.t. the vehicle.

In the fourth car pose, only 3 out of the 5 POIs were visible to the driver. Consequently, the 4 car poses and 5 POIs provided 18 different pointing directions in front of the driver as well as on the right and left sides of the driver (see car position '2' and '3' in Figure 5).

Similar to the cockpit use case, the participants were asked to point to each POI from each of the four different car poses. The car pose and POI were repeatedly changed so that users did not get accustomed to the next POI to be referenced. We collected 6590 samples for the environment use case. The reason for the relatively larger data collection for the environment case is two fold: i) there were more pointing directions, and ii) we needed a larger variance in data to get adequate results and to obtain a robust model for environment use case. This was because of the relatively larger pointing errors by the users in the environment use case as compared to the cockpit use case - as can be seen in Section 3.6, Figures 6a and 6b.

3.4 Participants and Data Collection

For our experiments, thirty participants took part in at least one of the two experiments. However, for the sake of fair comparison, we only considered those 11 participants which took part in both experiments. The participants ranged from 20 years old to 40 years old, with a mean age of 28.7 and a standard deviation of 5.7. Two of the eleven participants were females. Three participants wore glasses and one wore contact lenses, while the rest did not wear any glasses or lenses. Only one participant was left handed. However, the hand used for gesture by the right handed users was not always the right hand. In the cockpit use case, 23% of the events were performed with left hand. In the environment use case, about 12% were carried out with the left hand. It is important to mention here that due to a few administrative and technical reasons, the number of samples per driver are not perfectly balanced. Furthermore, we collected more samples for the environment use case than the cockpit use case.

3.5 Dataset Split

We split the dataset into three sets: training set, validation set and test set. The division of the sets was participant based. This means that no reference sample from participants in the training set appeared in either the validation or the test set, and vice versa. This ensures real-world validity. For generalization, we used a leave-one-out cross validation to evaluate our models. The leave-one-out split resulted in 11 splits of the dataset that were used for testing as we had 11 participants. Weighted average is used to calculate the final metrics. In this, the entire dataset is covered in the test set. For each test split, a different participant (not present in the training set), was used for validation. Consequently, we had 11 splits of the training set as well, each with a different subset of the participants.

3.6 Analysis of Modality Measurement

3.6.1 Precision of Measured Modalities.

We started by analyzing the quality of data collection. To this end, for each modality we calculated the mean and standard deviation of the angular distance between the measured direction and the ground truth direction at the instant when the WoZ button is pressed (i.e., at the WoZ timestamp). This instance lies in the middle of the pointing gestures in almost all events. Only for simplifying the analysis of the 3D vectors, all coordinates were converted from Cartesian (x, y, z) to spherical coordinates (r, θ, φ). The mean and standard deviation of the modalities for the two use cases are illustrated in Figures 6a and 6b for the yaw and pitch directions, respectively.

It can be seen that in the environment use case, the measured direction angles w.r.t. ground truth for the finger modality (30.3° in yaw and 26.3° in pitch) are significantly larger than the other two modalities in both yaw and pitch. Furthermore, the standard deviations of the finger direction w.r.t. ground truth (33.0° in yaw and 17.0° in pitch) are also large than the standard deviation of eye direction and head direction. This might be caused by the relatively low availability of the finger modality in the environment use case (discussed in more details in sections 5.2.2 and 5.4).

²https://leica-geosystems.com/en-us/products/total-stations/multistation
In the cockpit use case, we observe a relatively large angular distance in the pitch angles for all three modalities. The eye direction has the largest angular distance in the pitch angles (54.7°) in comparison with the other two modalities. This larger angular deviation of eye direction stems from the position of the origin lying below the eye position. As the ground truth vector is calculated from origin, the pitch direction of ground truth for all AOIs and POIs would be upwards, whereas the eye direction for the majority of the AOIs would be downwards. Therefore, relatively high values were measured for the eye direction as well as the head direction towards AOIs in the cockpit use case. However, the pitch angles of the head (20.7°) exhibit a much smaller offset as compared to the pitch of the eye direction. This indicates that, on average, the head direction was not entirely turned towards the AOI.

3.6.2 Distribution of Direction Angles. The distribution of the direction of the eye, head and finger pointing is vital to understand the contrast between pointing inside the vehicle and outside. As the control elements mainly lie below the windscreen, the referencing direction for the AOIs would mostly be downwards while for the POIs, it would be slightly upwards or parallel to the road. This trend is observed in our data collection, which is shown by distribution of the modalities’ (pitch) direction in Figure 7. From the distributions of the two cases, we see a clear separation in the eye direction in Figure 7c. The finger direction has overlapping distributions (see Figure 7b), whereas the head direction has no separation in pitch directions at all (see Figure 7d). Interestingly, the finger position also plays a distinctive role in differentiating between the types of referencing objects (see Figure 7a). For all drivers, the pitch angles of the finger tip position w.r.t. the origin at the center point behind driver’s seat for the cockpit use case has a mean and standard deviation of 29.0° and 5.4°, respectively (see Figure 7b). Whereas, for the environment use case, considering all drivers, the pitch of the finger tip position has a mean of 40.0° and a standard deviation of 6.8°.

4 MULTIMODAL FUSION MODELS

We propose a two-step approach, illustrated in the overall architecture in Figure 8, for the recognition of use case type and for the fusion of modalities.

4.1 Case Distinction Model

Firstly, taking the six features as input, for early fusion, we use a shallow Convolutional Neural Network (CNN) model (consisting of 2 convolutional layers and 1 dense layer) with a binary cross-entropy loss to predict whether the driver referenced an object inside or outside the car. Each of the two convolutional layers contains 64 kernels with a size of $3 \times 3$. The shallow model for use case distinction is trained independently from the fusion model (which is discussed in Section 4.2). The model consisted of approximately 21,000 trainable parameters.
The output of the model is used to load the appropriate weights for the fusion model, which is trained separately for the two use cases. If the referenced object is determined to be an AOI, the weights of the cockpit use case are applied to the fusion model, and if the referenced object is determined to be a POI, the weights of the environment use case are applied to the fusion model.

4.2 Fusion Model

For each referencing event, we aim to predict the direction angle towards an AOI or POI w.r.t the ground truth. Therefore, the problem we deal with is a regression problem as the output is continuous. We adopt a model-level fusion method [8] for integration of the set of pre-processed features mentioned in Section 3.2. The model-level fusion also has the tendency to implicitly learn the temporal relations between modalities [38]. A deep CNN is designed having linearly regressed output, which is trained on the collected data from the 11 participants. The motivation behind the choice of the deep CNN model is to cover the large number of behavioral cases exhibited by the participants which a rule-based or a simple linear regression model may not be able to cover. As the input features form a temporal sequence, the convolution block operates in the temporal dimension as well as the feature dimension. The overall architecture is shown in Figure 8.

4.2.1 Model Description. The input, \( x \), to the CNN model is a batch of size \( b \), such that \( x \in \mathbb{R}^{b \times t \times f \times d} \), where \( t = 36 \) is the number of temporal (consecutive) frames that form the sequence, \( f = 6 \) is the number of features (2 for each modality) and \( d = 3 \) is the number of dimensions in each feature (cartesian coordinates). The CNN model consists of two convolutional layers, applied on each modality (eye, head and finger) separately, each with a kernel size of \( 2 \times 2 \) and Rectified Linear Unit (ReLU) activation function, followed by an average pooling layer of size \( 2 \times 1 \).

The convolutional feature maps are then concatenated and two more convolutional layers of kernel size \( 3 \times 3 \) with ReLU activation functions are applied. The convolutions in these layers share the information from each modality. The number of kernels for each convolution layer is selected to be 128. A flatten layer is used to vectorize the feature maps before finally applying a fully connected layer, which uses linear activation to provide the linearly regressed fused 3D direction vector, \( y \in \mathbb{R}^{b \times d} \). The CNN model has approximately 0.5M parameters when all three modalities were used as inputs, approximately 0.43M parameters when two modalities were used and about 0.36M parameters when only one modality was used.

4.2.2 Ground Truth. In order to calculate the ground truth in the cockpit use case, the measured points of the AOIs (shown in Figure 4b) were translated to the car coordinate system. In the environment use case, the GPS coordinates of the eight corners of each POI were measured in WGS84 (World Geodetic System) standard. The geodetic coordinates of the POI corners were first converted to Cartesian Earth-Centered, Earth-Fixed (ECEF) and then, to the car coordinate system using an affine transformation with the rotation and translation matrices calculated from the car pose. We, then, defined ground truth as the normalized 3D vector with unit norm calculated from origin (i.e. driver’s seat) to the center of the AOI or POI.
POI, calculated by taking the mean of the measured corner points of AOI or POI, respectively.

4.2.3 Loss function. For the training of the network, Mean Angular Distance (MAD) between the output vector and the ground truth vector was used as the loss function, \( L \). In other words, the angle between the two vectors is minimized. Mathematically:

\[
L = \text{MAD} = \frac{1}{N} \sum_{i=1}^{N} \theta_i \in [0, \pi] 
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \arccos \left( \frac{\hat{y}_i \cdot y_i}{\| \hat{y}_i \| \cdot \| y_i \|} \right) \tag{2} 
\]

where \( \hat{y}_i \) is the \( i \)-th 3-dimensional predicted vector, \( y_i \) is the \( i \)-th 3-dimensional ground truth vector, \( \theta_i \) is the angle between the two 3D vectors, and \( N \) is the total number of samples.

4.3 Model Training

For each modality or combination of modalities in both use cases, the shallow case distinction model and the CNN fusion model were trained separately. Each training was performed with the same parameters: a batch size of 32, Adam optimizer with a variable learning rate starting from 0.001, and 50 epochs. The model which minimized the validation loss was chosen to evaluate the test set. Finally, the weighted average of the test sets provided the performance metrics.

4.4 Performance Metrics

4.4.1 Classification Accuracy. To measure the performance of the case distinction model, we use a binary classification accuracy, as there are only two cases. The accuracy is the percentage of correctly identified cases, i.e., true positive rate for binary classification.

4.4.2 Mean Angular Distance (MAD) and Standard deviation of Angular Distance (Std.AD). We use two metrics to measure the performance of the fusion model in terms of precision. The MAD is used to evaluate the precision of the regression output from the model. It is defined as mean of the angular distance between the predicted and ground truth vectors. It is the same as the loss function used above and is mathematically shown in Eq. 1. The smaller the angular distance between them, the more precise the prediction is. Therefore, lower MAD means better precision. We also calculate the standard deviation of the angular distance (Std.AD) to analyze the variation in the angular distances.

4.4.3 Hit Rate. For each pointing reference, a hit was considered if the direction angle of predicted (output) direction vector was within the range of angular width and angular height of the object (i.e AOI or POI) with a tolerance of \( \pm 2^\circ \) and \( \pm 1^\circ \), respectively. This is illustrated in Figure 9. The hit rate was then calculated by dividing the sum of all hits by the total number of referencing events, shown in Eq. 3.

\[
\text{hit rate} = \frac{\sum \text{hit}}{\sum \text{referencing events}} \tag{3}
\]

\[
\text{hit} = \begin{cases} 
1 & \text{if } (\theta_{\text{min}} - 2 < \theta < \theta_{\text{max}} + 2) \\
1 & \text{if } (\phi_{\text{min}} - 1 < \phi_{\text{pitch}} < \phi_{\text{max}} + 1) \\
0 & \text{otherwise}
\end{cases} \tag{4}
\]

where \( \theta \) and \( \phi \) are the horizontal (hereafter called yaw) and vertical (hereafter called pitch) angles of the vectors (when converted to spherical coordinates), respectively, and \( \theta_{\text{min}}, \theta_{\text{max}}, \phi_{\text{min}} \) and \( \phi_{\text{max}} \) are the minimum and maximum angles of the angular width in yaw and pitch for the referenced object with respect to the car.

It is important to note that the hit rate is not the accuracy of correct identification of the AOI or POI. The object (AOI or POI) can, in some cases, still be correctly identified even though it was not hit, based on the closest cosine proximity. In the context of this paper, we do not compare the object identification accuracy as this depends upon the location and density of the objects, which are different in the cases we study.

5 EXPERIMENTS AND RESULTS

In this section, we analyze and discuss the results obtained from our various experiments. For each experiment, we test our results using a weighted average from the 11-fold cross-validation as discussed before in Section 3.5.

5.1 Case Distinction Results

As there is a considerable difference in the distributions of the pitch angles of the modalities, especially finger direction and position for the two use cases (shown in Figures 7a and 7b), we expected a simple CNN model to handle the classification task. While using all six features from the three modalities, an 11-fold accuracy for classification of 98.6% was achieved (see Figure 10). We observed eye gaze as the dominant contributor with an accuracy of 96.3%, which was further enhanced by the finger modality to 98.1% possibly because of the different finger positions for inside and outside.
5.2 Ablation Study: Modality Specific and Fusion Results

The ablation study helps to understand the effects of different components of the network. We use single modalities, a combination of two modalities and all three modalities simultaneously to train the fusion model and analyze the effects of adding modalities in both cockpit and environment cases. Figures 11 and 12 show a comparison of the results for all modality combinations for both cases. It is important to keep in mind that each result involved a new training of the CNN model based on the chosen subset of modalities.

5.2.1 Cockpit Use Case. In the cockpit use case, the model trained with only finger modality performs the best amongst the models trained with single modalities. It has an MAD of 6.1° which is lower than the ones obtained using only eye or only head, even though the standard deviation of finger is relatively high (see Figure 11). By adding eye pose or head pose, the MAD is reduced to 3.7° or 2.7°, respectively, thereby enhancing the precision. Fusion of all three modalities has the best outcome with an MAD of 2.5°. The same trend can be seen in hit rates. Finger has a hit rate of 75%, which is the highest hit rate amongst the three modalities. The combination of all three modalities increases the hit rate to about 87% (see Figure 12).

Finger modality exhibits the highest precision (i.e., an MAD of 6.1°). This is due to the small distance of the AOIs from the finger tip as the AOIs are close by to the driver’s hands. Eye gaze being less precise is counter intuitive at first glance. However, a deeper analysis of the recorded videos of the drivers from the additional four cameras discussed in Section 3.1 revealed that the drivers were mostly looking downwards and in some cases, the eyelids covered the pupils partially which caused erroneous tracking of the gaze. This was especially true for AOIs 1, 2 and 3 which lie near the gearbox. Because of the erroneous tracking and the volatile nature of eye gaze, its MAD of 7.2° is the largest in the cockpit use case, with a Std.AD of 8.6°. It is interesting to see that despite the larger MAD of gaze modality compared to head, the hit rate for gaze modality of 56% is slightly higher than that for head modality. This indicates that with gaze, the predictions hit the target AOI slightly more, but on the other hand, predictions using only gaze have more outliers compared to head, which cause the Std.AD to be relatively high.

Even though finger has the most hits amongst all three modalities, it has a relatively high Std.AD, indicating many outliers (i.e., predictions with very large error). Upon careful analysis of the sensor data and looking at the recorded videos from the additional cameras, we were able to identify a few reasons for the outliers. The main reason in the cockpit use case was the driver’s left hand pointing towards AOI 10 and 11. Since these two lie below the steering wheel, far from the field-of-view of the GCS, the tracking of the left hand often had erroneous measured data, or there was no tracking of the left hand. Among other reasons, is different pointing direction for the same AOI, e.g. for AOI 9 the majority of the users pointed with right hand but there are a few samples with the left hand as well. Since the AOI 9 is so close to the driver, the change of hand causes a huge difference in the angle of pointing direction. This is because the finger position and direction were different for each event w.r.t the ground truth, which is always kept the same for consistency.

5.2.2 Environment Use Case. In this case, finger modality has the least precision (i.e., the highest MAD at 19.9°), while eye has the best precision among the three modalities with an MAD of 9.3°. Finger modality has a very high standard deviation as well, i.e. an Std.AD of 21.7 (see Figure 11). It was observed that when using only the finger modality, the predictions had many outliers with very large errors which cause the larger value of MAD as well as Std.AD. In addition to outliers, due to the relatively larger size of POIs in comparison with the size of AOIs, the participants’ pointing directions have a large variance as they were free to choose any place on the POI to point. This is one of the reasons why a relatively larger dataset was required for an adequate prediction precision in environment use case as compared to cockpit use case. However,
the main reason for the finger modality being least precise was the use of left hand for pointing to the left side, which resulted in the hand dropping out of the field of view of the gesture camera causing partial unavailability of the finger pose. This happens in about 20% of the referencing events. The majority of the outliers lie in the car poses 2 and 3, each having about 49% outliers, while car pose 1 and 4 only had about 1% outliers. In car pose 3, there are about 30% pointing events with the left hand use, while other positions each have about 10% with the left hand.

Looking at the hit rate in the environment use case in Figure 12, eye modality has the highest hit rate at 61% while finger modality has the lowest hit rate at 38%. These results are almost contrary to the cockpit use case. Amongst single modalities, eye has the highest hit rate in environment use case and the lowest precision in the cockpit use case (see Figure 12), while finger has the lowest hit rate as well as precision. Whereas in the cockpit use case, finger has the highest hit rate and precision, while eye has the lowest precision. Therefore, to tackle both use cases, the use of only uni-modal input would not be an optimal choice as the above-mentioned results reveal that two different modalities perform best in the two use cases.

Furthermore, the fusion of all modalities increases the hit rate up to 68% and reduces the MAD to 7°. However, the Std.AD of 8.6° obtained when fusing all three modalities is still relatively high in the environment use case. This is because, despite the relatively high availability of eye compared to finger, the eye gaze features are often missing especially when looking to the far right or the far left, such as in car pose 2 or car pose 3, respectively. Occlusion of the face occurs often as well when the pointing arm appears in front of the face, thereby occluding the head. Nevertheless, the results obtained from fusing all three modalities show a clear improvement over uni-modal inputs in terms of hit rate as well as MAD.
5.3 Driver Specific Results

The results pertaining to specific driver behaviors are shown in Figure 13 for all 11 drivers. The precision and hit rate obtained for each driver in both cases have a large variance. An interesting outcome that we observe here is that some drivers have good pointing precision as well as hit rate in one use case, but not in the other. For example, driver ’2’ has a relatively high hit rate and low MAD, i.e., high precision, in the cockpit use case (shown with blue diamond markers), but has the lowest hit rate and a relatively low precision in the environment use case (shown with orange square markers). Similarly, driver ’3’ has the lowest hit rate in cockpit use case, but has slightly above average hit rate and precision in the environment use case. With this, we can conclude that drivers behave differently in different cases. More specifically, drivers have different strengths and weaknesses as to how accurate they are in employing the various modalities, and an extensive study of both cases is indeed necessary.

5.4 Cross-dataset Learning

In the previous sections, we either used only cockpit data for training as well as testing or we used only environment data for training as well as testing. In this section, in order to show the differences between the two use cases, we conducted multiple tests with cross-dataset learning of the CNN model. This means for testing on environment use case, the model training uses the cockpit dataset only and model testing uses the environment data only, and vice versa for testing on cockpit use case. The results from the cross-dataset learning are shown in Figure 14.
The MAD and Std.Ad of the model trained on cockpit dataset and tested on the environment dataset are 30.8° and 14.1°, respectively (see Figure 14a), which are significantly higher than when the model was trained and tested on environment data only. A hit rate of only 2.7% was achieved in this test (see Figure 14b). Similarly, using only the environment dataset for model training, and testing on cockpit dataset, an MAD and Std.Ad of 28.3° and 12.6°, respectively, were achieved, while only 0.7% of the events hit the target AOI. Despite the fact that the users simply point to either an AOI or POI in both uses cases, the results obtained from cross-dataset learning indicate that one model can not be generalized for both use cases in an optimal manner. This might be caused by the unavailability of certain modalities in either use case. For example, we observed that finger modality has the highest availability in the cockpit use case with the highest hit rate as well, while head modality had the highest availability in the environment use case and eye modality had the highest hit rate. Consequently, a model trained using only inside vehicle data will rely more on the finger modality, which we have shown to be less precise than gaze in the outside vehicle use case, resulting in decreased precision for POIs. Therefore, in order to have an application with deictic referencing, it is vital to have the appropriate variation of pointing directions in the dataset that will be used for training.

Furthermore, we conducted tests using all data (i.e., using both cockpit data and environment data simultaneously for training). The test MAD and test Std.Ad for cockpit use case were 3.9° an 8.1°, respectively, which is 1.4° larger in MAD and 4.4° larger in the Std.Ad than when we used only cockpit data for training. The hit rate decreased from 86.8% to 76.9%. When testing on the environment data with the model trained using both datasets, no significant changes were seen. This might be induced by the higher ratio of environment data compared to cockpit data.

6 CONCLUSION

In this paper, we analyzed and studied features from three modalities, eye-gaze, head and finger, to determine the driver’s referenced object, while using speech as a trigger. The experiments were divided into two types, pointing to objects inside the vehicle and pointing to objects outside the vehicle. For the objects inside the vehicle, finger pointing was observed to be the dominant modality, whereas, for the objects outside, gaze was the dominant modality amongst the three. This shows that there is not a single modality that would be optimal for both types of pointing. Rather, as the sensors do not offer 100% tracking availability for single modalities because of multiple factors such as occlusion or movement out of view, there is a need for multimodal fusion for improved recognition of the referenced direction as well as for better generalization for different use cases.

Therefore, we propose a 2-stage CNN based multimodal fusion architecture to initially determine whether the driver’s referenced object lies inside or outside the vehicle. In the second step, based on the recognized use case type, the appropriately trained model for fusion of the modalities is applied to better estimate the pointing direction. We successfully identified the placement of the referenced object to be inside or outside the vehicle with an accuracy of 98.6%. The fusion of all three modalities has been shown to outperform individual modalities, in terms of both the mean angular distance as well as the hit rate. Referencing interior objects reveals to be more precise than for the exterior objects. The hit rate for the interior objects is also shown to be greater than the hit rate of exterior objects mainly due to the shorter distance of the interior objects to the driver’s hands. Furthermore, we compared mean angular distance and hit rate of the drivers in both cases, and concluded that drivers’ referencing behavior is different in the two cases. In addition to this, we compared cross-dataset performances in the two use cases and illustrated that one use case can not produce sufficiently good results in the other because the two use cases in fact exhibit different limitations and conditions. Simultaneous use of all data for a generalized approach may be one solution, however, this results in a slight reduction in precision (i.e., increase in mean angular distance) as well as hit rate for inside-vehicle objects.

In general, our paper provides a novel application of natural user interaction for driver assistance systems exploiting the interdependencies between multiple modalities. This paves new ways for further work in recognizing the driver’s referencing intent which would include both the referenced object as well as the action to be taken, allowing a more natural user experience.
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