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Abstract

We extend recent higher order concentration results in the discrete setting to include functions of possibly dependent variables whose distribution (on the product space) satisfies a logarithmic Sobolev inequality with respect to a difference operator that arises from Glauber type dynamics. Examples include the Ising model on a graph with \(n\) sites with general, but weak interactions (i.e. in the Dobrushin uniqueness regime), for which we prove concentration results of homogeneous polynomials, as well as random permutations, and slices of the hypercube with dynamics given by either the Bernoulli-Laplace or the symmetric simple exclusion processes.
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1 Introduction

In this article, we study higher order versions of the concentration of measure phenomenon for functions of random variables \(X_1, \ldots, X_n\) defined on some probability space \((\Omega, A, \mathbb{P})\) with values in some Polish space \(X_i : \Omega \to S_i\) which are not necessarily independent. The term higher order shall emphasize that we prove tail estimates for functions with possibly non-bounded first order differences, or functions for which the \(L^\infty\) norm of its differences increases with the size of the system, even after a proper normalization, such as quadratic forms.

To formalize this intuition we consider certain difference operators. By a difference operator we mean an operator \(\Gamma : L^\infty(\mu) \to L^\infty(\mu)\) for some probability measure \(\mu\) satisfying \(\Gamma(af + b) = |a|\Gamma(f)\) for \(b \in \mathbb{R}\) and either \(a > 0\) or \(a \in \mathbb{R}\) (note that this is usually not a linear operator in the language of functional analysis). The restriction
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\( f \in L^\infty(\mu) \) is merely a minimal requirement, and in the cases that we will consider in the applications (i.e. finite probability spaces) \( L^\infty(\mu) \) is the space of all functions. Here, \( \mu \) is the distribution of \( X := (X_1, \ldots, X_n) \) on \( S := \times_{n=1}^n S_i \).

In this work, we will mainly consider two specific difference operators, for which we use the following notation. For a vector \( x = (x_1, \ldots, x_n) \) and \( I \subset \{1, \ldots, n\} \) we write \( x_I := (x_i)_{i \in I} \) and \( x_{\bar{I}} := (x_i)_{i \notin I} \). If \( I = \{j\} \) for some \( j \in \{1, \ldots, n\} \) we abbreviate it as \( x_j \) and \( x_{\bar{j}} \).

Now, consider some set of subsets of \( \{1, \ldots, n\} \), denoted by \( \mathcal{I} \). Given any subset \( I \in \mathcal{I} \) let \( \mu(\cdot \mid x_I) \) be the regular conditional probability (see Proposition 2.1 for an existence statement), and define

\[
\vartheta_I f(x) := \left( \frac{1}{2} \int (f(x) - f(x_{I^c}, y_I))^2 d\mu(y_I \mid x_I) \right)^{1/2},
\]

\[
h_I f(x) := \frac{1}{\sqrt{2}} \| f(x_{I^c}, y_I) - f(x_{I^c}, z_I) \|_{L^\infty(\mu(\cdot \mid x_{I^c}) \otimes \mu(\cdot \mid y_{I^c}))(y_I, z_I)}.
\]

We let \( \partial f = (\partial_I f)_{I \in \mathcal{I}} \) and \( h f = (h_I f)_{I \in \mathcal{I}} \) to obtain a vector of “partial derivatives” indexed by \( \mathcal{I} \). Now, for either \( \partial \) or \( h \), we define a difference operator by setting \( \Gamma(f) = |f| \) or \( \Gamma(f) = |h f| \) for the Euclidean norm \( |\cdot| \) and call it the associated operator to \( (\partial, \mathcal{I}) \) or \( (h, \mathcal{I}) \) respectively. Using \( h \), it is possible to define higher order difference operators \( h^{(d)} \) for any \( d \geq 2 \) as follows. For any \( I_1, \ldots, I_d \in \mathcal{I} \) set

\[
h_{I_1 \ldots I_d} f = h_{I_1}(h_{I_2 \ldots I_d} f),
\]

and define the tensor of \( d \)-th order differences \( h^{(d)} f(x) \) with coordinates \( h_{I_1 \ldots I_d} f(x) \) (here, a \( (d-) \) tensor is simply a vector indexed by \( \mathcal{I}^d \)). Again, we define \( |h^{(d)} f(x)| \) as the Euclidean norm. For instance, \( |h f(x)| \) is just the Euclidean norm of the “gradient” \( h f(x) \), and \( |h^{(2)} f(x)| \) is the Hilbert–Schmidt norm of the “Hessian” \( h^{(2)} f(x) \). Additionally, we will use the notation \( \|f\|_p \) for the \( p \)-norm of a function \( f \) (with respect to a measure \( \mu \) which is clear from the context) and write

\[
\|h^{(d)} f\|_p := (\mathbb{E}_\mu |h^{(d)} f|^p)^{1/p}
\]

for any \( p \in (0, \infty) \) (for \( p = \infty \) this is the essential supremum with respect to \( \mu \)).

Next let us recall the notion of a Poincaré inequality and a logarithmic Sobolev inequality in the framework of difference operators. We say that \( \mu \) satisfies a Poincaré inequality with constant \( \sigma^2 > 0 \) with respect to some difference operator \( \Gamma \) (in short: \( \text{PI}_\Gamma(\sigma^2) \)) if for all \( f \in L^\infty(\mu) \)

\[
\text{Var}_\mu(f) \leq \sigma^2 \mathbb{E}_\mu(\Gamma f)^2, \tag{1.2}
\]

where \( \text{Var}_\mu(f) = \mathbb{E}_\mu f^2 - (\mathbb{E}_\mu f)^2 \) is the variance functional. \( \mu \) is said to satisfy a logarithmic Sobolev inequality with constant \( \sigma^2 > 0 \) with respect to some difference operator \( \Gamma \) (in short: \( \text{LSI}_\Gamma(\sigma^2) \)) if for all \( f \in L^\infty(\mu) \)

\[
\text{Ent}_\mu(f^2) \leq 2\sigma^2 \mathbb{E}_\mu(\Gamma f)^2. \tag{1.3}
\]

Here, we denote by \( \text{Ent}_\mu(f) := \text{Ent}(f) := \mathbb{E}_\mu f \log f - \mathbb{E}_\mu f \log \mathbb{E}_\mu f \in [0, \infty] \) the entropy functional defined for nonnegative functions.

It is well known that logarithmic Sobolev inequalities are stronger than Poincaré inequalities, i.e. if \( \mu \) satisfies \( \text{LSI}_\Gamma(\sigma^2) \), it also satisfies a \( \text{PI}_\Gamma(\sigma^2) \), see for example [3] in the context of Markov semigroups, [14, Lemma 3.1] in the framework of Markov chains, or [8, Proposition 3.6], where also modified logarithmic Sobolev inequalities have been considered. We shall tacitly use this implication.

We formulate a general concentration result in Section 1.2 which may be applied to functions of the spins in Ising models, of random permutations and on slices of the hypercube. We start with an application to the Ising model with general interactions.
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1.1 Ising model

In the special case of the Ising model $q^n$ on $n$ sites the difference operator under consideration can be written as

$$|\partial f|(\sigma) = \left(\frac{1}{2} \sum_{i=1}^n (f(\sigma) - f(T_i\sigma))^2 q^n(-\sigma_i|\sigma_i^c)\right)^{1/2} \quad \text{for} \quad \sigma \in \{-1, +1\}^n,$$

where $T_i\sigma = (\sigma_i^c, -\sigma_i)$ is the switch operator of the $i$-th spin and $q^n(\cdot | \sigma_i^c)$ is the conditional probability. Additionally, we have

$$|hf|(\sigma) = \left(\frac{1}{2} \sum_{i=1}^n (f(\sigma) - f(T_i\sigma))^2\right)^{1/2}.$$

The first result establishes a logarithmic Sobolev inequality for $q^n$ and might be of independent interest.

**Proposition 1.1.** Let $q^n$ be the probability measure on $\{-1, +1\}^n$ defined by normalizing $\pi(\sigma) = \exp\left(\frac{1}{2} \sum_{i,j} J_{ij} \sigma_i \sigma_j + \sum_{i=1}^n h_i \sigma_i\right)$, where $\max_{i=1,\ldots,n}|h_i| \leq \tilde{\alpha}$ and $J = (J_{ij})$ is symmetric, satisfies $J_{ii} = 0$ and

$$||J||_{\ell^\infty \to \ell^\infty} = \max_{i=1,\ldots,n} \sum_{j=1}^n |J_{ij}| \leq 1 - \alpha. \quad (1.4)$$

There is a constant $C = C(\alpha, \tilde{\alpha})$ such that for any $f : \{-1, +1\}^n \to \mathbb{R}$

$$\operatorname{Ent}_{q^n}(f^2) \leq 2C \mathbb{E}_{q^n} |\partial f|^2. \quad (1.5)$$

Moreover, for any $f$ and $p \geq 2$ it holds

$$\|f\|_p^2 - \|f\|_2^2 \leq 2C(p - 2)\|hf\|_p^2. \quad (1.6)$$

Equation (1.5) is a generalization of the LSI on $\{-1, +1\}^n$ equipped with the uniform measure, which corresponds to the Ising model with $J = 0$ and $h = 0$. In general, the case $J = 0$ yields $n$ independent random variables $\sigma_1, \ldots, \sigma_n$ with $\mathbb{P}(\sigma_i = 1) = \frac{1}{2}(1 + \tanh(h_i))$. Thus a uniform bound on $\|h\|_\infty$ is necessary in order for the logarithmic Sobolev constant to be stable, see e.g. [14, Theorem A.1], and there cannot be an $\tilde{\alpha}$-independent constant $C$. Condition (1.4) appears in various contexts, we shall call it Dobrushin uniqueness condition (see for example [17, equations (2.1) and (2.2)]). The Dobrushin uniqueness condition implies an approximate tensorization result, which is central for our proof.

In a series of papers [28, 26, 25] B. Zegarlinski and D. Stroock have established the equivalence of the logarithmic Sobolev inequality and the so-called Dobrushin–Shlosman mixing condition on $\{-1, +1\}^\mathbb{Z}^d$. Here we prove one implication using an approximate tensorization result by K. Marton [20] for the easier case $\{-1, +1\}^n$.

From an iteration procedure we obtain the following theorem establishing tail estimates for functions of spins in the Ising model with bounded differences of higher order.

**Theorem 1.2.** Let $d \in \mathbb{N}$, $q^n$ as in Proposition 1.1 and $f : \{-1, +1\}^n \to \mathbb{R}$. Assuming the conditions

$$\|h^{(k)} f\|_2 \leq 1 \quad \text{for all} \quad k = 1, \ldots, d - 1 \quad (1.7)$$

$$\|h^{(d)} f\|_\infty \leq 1, \quad (1.8)$$

there exists some constant $C = C(\alpha, \tilde{\alpha}, d) > 0$ such that

$$\mathbb{E}_{q^n} \exp \left( C|f - \mathbb{E}_{q^n} f|^{2/d} \right) \leq 2.$$
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Especially we have

\[ q^n(|f - E_{q^n} f| \geq t) \leq 2 \exp \left( - \frac{t^{2/d}}{c n \|A\|_{2/\delta}^2} \right). \]

As an application, one can show concentration results for homogeneous polynomials of spins in the Ising model with bounded coefficients as follows. To begin with, let us consider the case with \( h = 0 \).

**Theorem 1.3.** Let \( d \in \mathbb{N} \), \( q^n \) be an Ising model as in Proposition 1.1 with \( h = 0 \). There is a constant \( c = c(d, \alpha) > 0 \) such that for any \( d \)-tensor \( A = (a_I)_{|I|=d} \) the \( d \)-homogeneous polynomial \( f(\sigma) = \sum_{|I|=d} a_I \prod_{i \in I} \sigma_i =: \sum_{|I|=d} a_I \sigma_I \) satisfies for all \( t > 0 \)

\[ q^n(|f - E_{q^n} f| \geq t) \leq 2 \exp \left( - \frac{t^{2/d}}{c n \|A\|_{2/\delta}^2} \right). \] (1.9)

This result improves upon [15, Theorem 1] as well as on [11, Theorem 5] by removing the logarithmic dependence in the exponential. More precisely, in [15] it is shown that for some weakly dependent Ising models \( \pi \) without external field (for example, under (1.4)), every degree \( d \) polynomial \( f \) with coefficients in \([-K, K]\) satisfies

\[ \pi(|f - E_{\pi} f| \geq t) \leq C n^d \exp \left( - \frac{t^{2/d}}{CK^{2/\delta}} \right). \]

Similar concentration inequalities have been proven in [11]; given a degree \( d \) multilinear polynomial \( f \) in the spin variables of an Ising model \( \pi \) (in an \( \alpha \)-high temperature regime without external field, i.e. for models satisfying (1.4)) with coefficients in \([-K, K]\), [11, Theorem 5] states that there are two constants such that for any \( t \geq CK(n \log^2 n)^{d/2} \) we have

\[ \pi(|f - E_{\pi} f| \geq t) \leq 2 \exp \left( - \frac{\alpha t^{2/d}}{CK^{2/\delta} n \log n} \right). \]

In contrast, (1.9) is optimal in terms of the dependence on \( n \) and with respect to the power of \( t \). To see this, note that the uniform measure \( \mu = \otimes_{i=1}^n \frac{1}{2} (\delta_{-1} + \delta_1) \) can also be interpreted as an Ising model. In this case, for the tensor \( A = (a_{i_1, \ldots, i_d}) \) with entries \( a_{i_1, \ldots, i_d} = 1 \) if \( i_1 \neq \ldots \neq i_d \) and 0, else, we have \( \text{Var}(f) \sim n^d \), so that \( f \) needs to be normalized by \( n^{-d/2} \). Regarding the power of \( t \), the invariance principle in [22, Theorem 2.1] shows that for the same multilinear form \( f \) as above the distributions of \( f(X) \) and \( f(G) \) for a Gaussian vector \( G \) are close in Kolmogorov distance. On the other hand, the behavior of a Gaussian chaos is known (see e.g. [18]). Consequently, the decay \( t^{2/d} \) is the correct one for large values of \( t \).

By subtracting certain lower-order polynomials from the multilinear forms, we can moreover provide some possibly sharper estimates involving Hilbert–Schmidt norms. Here we also consider Ising models with an external field \( h \neq 0 \). Note that the major difference to the Ising model without external field is the loss of spin symmetry, i.e. the map \( \sigma \mapsto -\sigma \) does not preserve the measure \( q^n \) (more precisely, the push-forward is an Ising model with external field \(-h\)), and hence in general all homogeneous polynomials of odd degree are not centered random variables anymore. To overcome this obstruction we can recover concentration results for polynomial functions in \( \sigma_i := \sigma_i - E_{q^n} \sigma_i \). To this end, define the diagonal as

\[ \Delta_d := \{(i_1, \ldots, i_d) \in \{1, \ldots, n\}^d : |\{i_1, \ldots, i_d\}| < d\}. \]

A tensor \( A = (a_{i_1, \ldots, i_d})_{i_1, \ldots, i_d=1,\ldots,n} \) is said to have a vanishing diagonal if \( a_I = 0 \) for all \( I \in \Delta_d \), and symmetric if \( a_{i_1, \ldots, i_d} = a_{\pi(i_1), \ldots, \pi(i_d)} \) for any permutation \( \pi \in S_d \). For notational convenience, let us write for any subset \( I \subset \{1, \ldots, n\} \) the product \( \sigma_I := \prod_{i \in I} \sigma_i \).
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shall stick to the following four cases. Let $d \in \{1, \ldots, 4\}$ and define for any $d$-tensor $A = (a_{i_1, \ldots, i_d})$ with vanishing diagonal the functions

\[ f_{1,A}(\sigma) = \sum_{i=1}^n a_i \tilde{\sigma}_i, \]
\[ f_{2,A}(\sigma) = \sum_{i,j=1}^n a_{ij} (\tilde{\sigma}_{ij} - E \tilde{\sigma}_{ij}), \]
\[ f_{3,A}(\sigma) = \sum_{i,j,k=1}^n a_{ijk} (\tilde{\sigma}_{ijk} - E \tilde{\sigma}_{ijk} - 3\tilde{\sigma}_i E(\tilde{\sigma}_{jk})), \]
\[ f_{4,A}(\sigma) = \sum_{i,j,k,l=1}^n a_{ijkl} (\tilde{\sigma}_{ijkl} - E \tilde{\sigma}_{ijkl} - 4\tilde{\sigma}_i E \tilde{\sigma}_{jkl} - 6\tilde{\sigma}_{ij} E \tilde{\sigma}_{kl} + 6 E \tilde{\sigma}_{ij} E \tilde{\sigma}_{kl}). \]

Here, the coefficients are merely of combinatorial nature, making it possible to write the polynomial in a slightly more concise form.

**Theorem 1.4.** Let $q^n$ be an Ising model as in Proposition 1.1, possibly with an external field $h$. Let $d \in \{1, 2, 3, 4\}$ be fixed, $A = (a_{i_1, \ldots, i_d})$ a symmetric tensor with vanishing diagonal and $f_{d,A}$ as above. For some constant $C = C(\alpha, A, d) > 0$ we have

\[ q^n (|f_{d,A} - E_q^n f_{d,A}| > t) \leq 2 \exp \left( - \frac{t^{2/d}}{C \|A\|^2_{HS}} \right). \]  

(1.10)

Theorem 1.4 can be extended to arbitrary $d \in \mathbb{N}$, i.e. there is a sequence of polynomials of degree $d$ with all “partial derivatives” being centered, which allows for the same iteration of the proof as we show for $d = 1, 2, 3, 4$. However, as the formulation of the $f_{d,A}$ is cumbersome, we refer to [24].

Lastly, note that in (1.10) the constant is given by the Hilbert–Schmidt norm of $A$, whereas in (1.9) we have the bigger constant $n\|A\|^2_{\infty}$. However, (1.10) is valid for the function $f_{d,A}$, not for a general multilinear polynomial as in Theorem 1.3.

1.2 General results

The results for the Ising model are an application of our main result. For measures $\mu$ satisfying $\text{LSI}_{(s,T)}(\sigma^2)$ we derive moment inequalities which relate the $L^p(\mu)$-norms of functions $f$ with $L^p(\mu)$ norms of their differences $|\delta f|$. This leads to concentration of measure of higher order for functions with bounded differences of higher order.

**Theorem 1.5.** Let $d \in \mathbb{N}$, suppose that $\mu$ satisfies $\text{LSI}_{(s,T)}(\sigma^2)$ and let $f \in L^\infty(\mu)$. Assuming the conditions

\[ \|b^{(k)} f\|_2 \leq \min(1, \sigma^{d-k}) \quad \text{for all } k = 1, \ldots, d - 1 \]  

(1.11)

\[ \|b^{(0)} f\|_\infty \leq 1, \]  

(1.12)

we have

\[ E_\mu \exp \left( \frac{1}{12\sigma^2} |f - E_\mu f|^{2/d} \right) \leq 2. \]

Since we are interested in the asymptotic for large $n$, the logarithmic Sobolev constant $\sigma^2$ might depend on $n$. However, if $\sigma^2$ is independent of $n$, one may rewrite condition (1.11) as

\[ \|b^{(k)} f\|_2 \leq 1 \quad \text{for all } k = 1, \ldots, d - 1. \]  

(1.13)

Moreover, note that here one needs to control the first $d-1$ differences, but since we require bounds for $L^2(\mu)$ norms, various tools like variance decomposition or Poincaré inequality are available to achieve this.
1.3 Outline

In Section 2 we prove elementary properties of the difference operators, and the main result Theorem 1.5 by estimating the growth of moments under an LSI. Section 3 contains examples of measures satisfying an LSI with respect to the Glauber type dynamics. In Section 3.1 we prove Theorems 1.2 and 1.3 as well as Proposition 1.1 and show by way of example that a third-order polynomial in the Ising model is concentrated around a first order polynomial as an interpretation of Theorem 1.4. Sections 3.2 and 3.3 serve to demonstrate how to interpret the LSI with respect to difference operators corresponding to \(\partial,\mathcal{I}\) in the cases of random walks generated by switchings on either the symmetric group and the Bernoulli-Laplace and symmetric simple exclusion process, to indicate possible further applications. Finally, in Section 4 we give a proof of an approximate tensorization result.

2 Higher order difference operators for dependent arguments

Recall that we are working on a product space of the form \(S = S_1 \times \ldots \times S_n\) for some Polish spaces \(S_i\). For any \(I \subset \{1, \ldots, n\}\), we write \(S_I := \otimes_{i \in I} S_i\) and \(S_{I^c} := \otimes_{i \not\in I} S_i\) and denote by \(\mu_I\) (and \(\mu_{I^c}\)) the push-forward measure under the projection onto \(S_I\) (and \(S_{I^c}\)).

In order to make sense of the difference operators defined in the introduction, we recall the disintegration theorem in a special form for product spaces (although not endowed with product probability measures) required in our context. For the existence refer to [12, Chapter III] and for a modern formulation to [5, Theorem 5.3.1].

**Proposition 2.1** (Disintegration theorem for product spaces). Let \(S_1, \ldots, S_n\) be Polish spaces, \(S := S_1 \times \ldots \times S_n\) endowed with the Borel \(\sigma\)-algebra and a Borel probability measure \(\mu\). For any \(I \subset \{1, \ldots, n\}\) there exists a Markov kernel \((\mu(\cdot \mid x_{I^c}))_{x_{I^c} \in S_{I^c}}\) such that for any \(A \in \mathcal{B}(S)\)

\[
\mu(A) = \int \mu(A \mid x_{I^c}) \, d\mu_{I^c}(x_{I^c}).
\]

Moreover, the Markov kernel can be seen as a family of probability measures on \(S_I\) and for any \(f \in L^1(\mu)\) we have the decomposition formula

\[
\int f \, d\mu = \int_{S_{I^c}} \int_{S_I} f(x_{I^c}, y_I) \, d\mu_{I^c}(y_I) \, d\mu_I(x_{I^c}).
\]

**Remark 2.2.** The quantity \(\int |\partial f|^2 \, d\mu\) can be interpreted as a Dirichlet form. Indeed, defining the Markov kernel \(m(x, dy) = \frac{1}{|I|} \sum_{i \in I} \mu(dy \mid x_{I^c})\), it can be shown by expanding

\[
\int \int (f(x) - f(y))^2 m(x, dy) \, d\mu(x)
\]

that if we define \(Lf(x) = \int f(y) - f(x) m(x, dy)\) for any integrable \(f\), this yields

\[
\langle f, -Lf \rangle_{\mu} = \frac{1}{2|I|} \sum_{i \in I} \int \int (f(x) - f(x_{I^c}, y_I))^2 d\mu_I(y_I \mid x_{I^c}) \, d\mu(x) = \frac{1}{|I|} \int |\partial f|^2 \, d\mu.
\]

Hence there is an intimate connection to a Markov chain viewpoint in the sense that there is a natural dynamics for which \(\int |\partial f|^2 \, d\mu\) is the Dirichlet form.

The special case given by \(I = I_1 := \{i\}, i = 1, \ldots, n\) translates into the disintegration with respect to \(n - 1\) variables and is well known, since the dynamics corresponds to the Glauber dynamics. Here, \(\partial f\) and \(\delta f\) are vectors in \(\mathbb{R}^n\). In probabilistic terms the definition of \(\delta_i f(x)\) can be interpreted as an upper bound on the difference of \(f\) if one updates the coordinate \(i\), conditional on \(x_{I^c}\). Moreover, \(\delta_i\) already appeared in the works of C. McDiarmid on concentration inequalities for functions with bounded differences, see e.g. [21]. In our situation, \(\delta_i f(x)\) can still fluctuate and does not need to be bounded, resulting in possibly non-Gaussian concentration bounds.
In some cases, \( h_I f \) is a function which depends on \( x_I \) only, e.g. if all the measures \( \mu(\cdot \mid x_I) \) have full support. However, we would like to stress that in general the supports do not need to agree for different \( x_I \) and thus the supremum might depend on \( x_I \), especially in situations which incorporate some kind of exclusion. A typical example is the disintegration of the measure on \( \{1, \ldots, n\}^n \) given by the push-forward of the uniform random permutation under \( \sigma \mapsto (\sigma(i))_{i=1, \ldots, n} \), for which any disintegration is a Dirac measure on one point, see also Section 3.2.

In the case of product measures it is unnecessary to use the disintegration theorem. Instead, one can simply define \( \mu(\cdot \mid x_I) = \otimes_{i} \mu_i \). The definitions then coincide with [7].

To prove Theorem 1.5 we shall need two ingredients: a pointwise estimate on consecutive differences as well as control on the growth of moments under a logarithmic Sobolev inequality.

**Lemma 2.3.** For any \( f \in L^\infty(\mu) \) and any \( d \geq 1 \) we have the pointwise estimate
\[
|h_I h^{(d)} f| \leq |h_I^{(d+1)} f|.
\]

**Proof.** Let \( I \in \mathcal{I} \) and \( x \in S \) be fixed and write \( \|\cdot\|_{I,x} \) for the norm on \( L^\infty(\mu(\cdot \mid x_I) \otimes \mu(\cdot \mid x_I)) \). Using the reverse triangle inequality for \( |\cdot| \) and the triangle inequality for \( \|\cdot\|_{I,x} \) we obtain
\[
(h_I h^{(d)} f)^2 = \frac{1}{2} \left\| h^{(d)} f(\cdot, y_I) - h^{(d)} f(\cdot, z_I) \right\|_{I,x}^2 \\
\leq \frac{1}{2} \left\| h^{(d)} f(\cdot, y_I) - h^{(d)} f(\cdot, z_I) \right\|_{I,x}^2 \\
= \frac{1}{2^{d+1}} \left\| \sum_{I_1, \ldots, I_d} (h_{I_1} \ldots h_{I_d} f(\cdot, y_I) - h_{I_1} \ldots h_{I_d} f(\cdot, z_I)) \right\|_{I,x}^2 \\
\leq \frac{1}{2^{d+1}} \sum_{I_1, \ldots, I_d} (h_I h_{I_1} \ldots h_{I_d} f)^2.
\]
Summing over \( I \in \mathcal{I} \) and taking the square root yields the result. \( \square \)

By an adaption of an argument by S. G. Bobkov [6, Theorem 2.1], which in turn is based on arguments going back to L. Gross [16] as well as S. Aida and D. Stroock [3], we have the following result.

**Proposition 2.4.** Let \( \mu \) be a measure on a product space of Polish spaces satisfying \( \text{LSI}_{(0, \mathcal{I})}(\sigma^2) \) with constant \( \sigma^2 > 0 \). Then, for any \( f \in L^\infty(\mu) \) and any \( p \geq 2 \), we have
\[
\|f\|_p^2 - \|f\|_2^2 \leq 2\sigma^2(p-2)\|h f\|_p^2
\]
(2.1)
as well as
\[
\|f\|_p^2 - \|f\|_2^2 \leq 2\sigma^2(p-2)\|h f\|_p^2.
\]

Actually, up to a constant, \( \text{LSI}_{(0, \mathcal{I})}(\sigma^2) \) is equivalent to (2.1), which has also been remarked in [6]. In the proof, we write \( x_+ := \max(x, 0) \) for the positive part of a real number, and \( x_+^2 := (x^+)^2 \).

**Proof.** Let \( p > 0 \), and let \( f \) be any measurable function on an arbitrary probability space such that \( 0 < \|f\|_{p+\varepsilon} < \infty \) for some \( \varepsilon > 0 \). We have the general formula
\[
\frac{d}{dp} \|f\|_p = \frac{1}{p^2} \|f\|_p^{1-p}\text{Ent}(\|f\|_p^{p}),
\]
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which implies

\[ \frac{d}{dp} \|f\|_p^2 = \frac{2}{p^2} \|f\|_p^{2-p} \text{Ent}(\|f\|^p). \] (2.3)

Moreover, note that for any \( I \in \mathcal{I} \) we have by Proposition 2.1

\[ \mathbb{E}_\mu(\partial_I f)^2 = \frac{1}{2} \int I (f(x) - f(x_I, y_I))^2 d\mu(y_I) | x_I \cdot d\mu(x) \]
\[ = \int I I (f(x_I, y_I) - f(x_I, z_I))^2 d\mu(y_I) | x_I \cdot d\mu(z_I) | x_I \cdot d\mu_I(x_I) \]
\[ = \int I (f(x) - f(x_I, y_I))^2 d\mu(y_I) | x_I \cdot d\mu(x). \]

Therefore, it follows that

\[ \mathbb{E}_\mu|f|^2 = \sum_{I \in \mathcal{I}} \int I (f(x) - f(x_I, y_I))^2 d\mu(y_I) | x_I \cdot d\mu(x) \] (2.4)

Now let \( p > 2 \) and \( f \) be non-constant. (The assumption \( \|f\|_{p+\epsilon} < \infty \) is always true since \( f \in L^{\infty}(\mu) \).) Applying the logarithmic Sobolev inequality (1.3) to the function \( g := |f|^{p/2} \) and rewriting this in terms of (2.4) yields

\[ \text{Ent}(\|f\|^p) \leq 2\sigma^2 \sum_{I \in \mathcal{I}} \int I (g(x) - g(x_I, y_I))^2 d\mu(y_I) | x_I \cdot d\mu(x) \] (2.5)
\[ = 2\sigma^2 \sum_{I \in \mathcal{I}} \int I I (g(x_I, y_I) - g(x_I, z_I))^2 d\mu(y_I) | x_I \cdot d\mu(z_I) | x_I \cdot d\mu_I(x_I). \] (2.6)

Using the inequality \((ab^2 - \frac{b^2}{4})_+ \leq \frac{a^2}{4}b^p - (a - b)_+^2 \) valid for all \( a, b \geq 0 \) and \( p \geq 2 \), we obtain

\[ (g(x) - g(x_I, y_I))^2 \leq \frac{p^2}{4} (|f| - |f(x_I, y_I)|)^2 |f|^{p-2} \leq \frac{p^2}{4} (f - f(x_I, y_I))^2 |f|^{p-2}, \]
from which it follows in combination with (2.5) that

\[ \text{Ent}(\|f\|^p) \leq p^2\sigma^2 \int |f|^{p-2} \sum_{I \in \mathcal{I}} (\partial_I f)^2 d\mu = p^2\sigma^2 \mathbb{E}_\mu|f|^{p-2}|\partial f|^2 \]

and in combination with (2.6) that

\[ \text{Ent}(\|f\|^p) \leq p^2\sigma^2 \mathbb{E}_\mu|f|^{p-2}|f|^2. \]

Hölder’s inequality with exponents \( \frac{s}{2} \) and \( \frac{s}{p-2} \) applied to the last integral yields

\[ \text{Ent}(\|f\|^p) \leq p^2\sigma^2 \|f\|_s \|f\|^{p-2}_p \text{ and } \text{Ent}(\|f\|^p) \leq p^2\sigma^2 \|f\|^2 \|f\|^{p-2}. \]

Plugging this into (2.3), we arrive at the differential inequality \( \frac{d}{dp} |f|_p^2 \leq 2\sigma^2 \|\partial f\|_p^2 \) or \( \frac{d}{dp} |f|_p^2 \leq 2\sigma^2 |f|_p^2 \) respectively, which after integration gives (2.1) and (2.2).

We prove Theorem 1.5 by estimating the growth of moments in the following way. Recall that if a real-valued function \( f \) on some probability space \((\Omega, \mathcal{A}, \mathbb{P})\) satisfies

\[ \|f\|_k \leq \gamma^k \] (2.7)

for any \( k \in \mathbb{N} \) and some constant \( \gamma > 0 \), it has sub-exponential tails, i.e.

\[ \mathbb{E} \exp \left( \frac{1}{2\gamma e} |f| \right) \leq 2. \] (2.8)
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Indeed, for any $c > 0$, we have
\[
E \exp(c|f|) = 1 + \sum_{k=1}^{\infty} c^k \frac{E|f|^k}{k!} \leq 1 + \sum_{k=1}^{\infty} (c\gamma)^k \frac{k^k}{k!} \leq \sum_{k=0}^{\infty} (c\gamma)^k,
\]
where the last inequality follows from $k! \geq \left( \frac{k}{e} \right)^k$ for all $k \in \mathbb{N}$. Inserting $c = \frac{1}{2\gamma e}$ we arrive at (2.8).

**Proof of Theorem 1.5.** We assume $E_\mu f = 0$, as we can recenter $f$ and use the properties of the difference operator to show that all inequalities hold for $f - E_\mu f$ as well.

For any $p \geq 2$, applying (2.2) to $|h^{(k-1)}f|$ for $k = 1, \ldots, d$ and Lemma 2.3 in the second step gives
\[
\|h^{(k-1)}f\|_p^2 \leq \|h^{(k-1)}f\|_2^2 + 2\sigma^2(p-2)\|h^{(k-1)}f\|_p \leq \|h^{(k-1)}f\|_2^2 + 2\sigma^2(p-2)\|h^{(k-1)}f\|_p^2,
\]
As pointed out in the introduction, $\mu$ in particular satisfies a $PL_{1/2}(\sigma^2)$, and it is easily seen that this moreover implies a $PL_{1/2}(\sigma^2)$. Consequently, by an iteration and an application of the Poincaré inequality for $h$ we arrive at
\[
\|f\|_p^2 \leq \|f\|_2^2 + \sum_{k=1}^{d-1} (2\sigma^2(p-2))^k \|h^{(k)}f\|_2^2 + (2\sigma^2(p-2))^d \|h^{(d)}f\|_p^2
\leq \sigma^2\|h\|_2^2 + \sum_{k=1}^{d-1} (2\sigma^2(p-2))^k \|h^{(k)}f\|_2^2 + (2\sigma^2(p-2))^d \|h^{(d)}f\|_p^2
\leq \sum_{k=1}^{d-1} (2\sigma^2p)^k \|h^{(k)}f\|_2^2 + (2\sigma^2p)^d \|h^{(d)}f\|_p^2.
\]
Now, since $\|h^{(k)}f\|_2 \leq \min(1, \sigma^{d-k})$ for all $k = 1, \ldots, d-1$ and $\|h^{(d)}f\|_\infty \leq 1$ by assumption, we obtain
\[
\|f\|_p^2 \leq \sigma^2 \sum_{k=1}^{d} (2p)^k \leq \frac{1}{1-(2p)}(2\sigma^2p)^d \leq (3\sigma^2p)^d
\]
and therefore
\[
\|f\|_p \leq (3\sigma^2p)^{d/2}.
\]
Moreover, for all $p < 2$, by Hölder’s and Jensen’s inequality we have
\[
\|f\|_p \leq \|f\|_2 \leq (6\sigma^2)^{d/2}.
\]
Considering $p = 2k/d$ for $k \in \mathbb{N}$ yields $\|f\|^{2/d}_k \leq 6\sigma^2k$. In view of (2.7), this completes the proof. □

3 Applications

3.1 Ising model

The Ising model is a probability measure on its configuration space $\{-1, +1\}^n$. Let $J = (J_{ij})$ be a symmetric matrix with vanishing diagonal (the interaction matrix), $h \in \mathbb{R}^n$ (the external field) and define $\pi : \{-1, +1\}^n \to \mathbb{R}$ via
\[
\pi(\sigma) = \exp \left( \frac{1}{2} \langle \sigma, J\sigma \rangle + \langle h, \sigma \rangle \right) = \exp \left( \frac{1}{2} \sum_{i,j} J_{ij} \sigma_i \sigma_j + \sum_{i=1}^n h_i \sigma_i \right).
\]
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Equip \( \{-1,+1\}^n \) with the Gibbs measure \( q^n(\sigma) = Z^{-1} \pi(\sigma) \), with \( Z \) being the normalization constant. For each \( i \in \{1, \ldots, n\} \) denote by \( T_i : \{-1,+1\}^n \to \{-1,+1\}^n \) the operator which switches the sign of the \( i \)-th coordinate. Here, the factor \( \frac{1}{2} \) corresponds to the fact that we made the matrix symmetric, i.e. \( J = \tilde{J} + J^T \), where \( \tilde{J} \) is an upper triangular matrix. This is consistent with the Curie-Weiss model in [10, Example 2.1] or [9], but not with [15].

We want to use an approximate tensorization of entropy result proven in [20] and the results from the last section to obtain concentration inequalities for polynomials in the spin variables of Ising models which are sufficiently close to being product measures. In [20], the author proves an approximate tensorization property of the relative entropy with respect to a fixed measure \( q^n \) in the sense that

\[
\text{Ent}_{q^n}(f) \leq \frac{C}{\beta} \sum_{i=1}^{n} \int \text{Ent}_{q^n(\cdot | y_i)}(f(y_i, \cdot)) dq^n(y).
\]

Here, \( \beta \) is the minimal conditional probability and \( C \) is a constant depending on \( q^n \). However in the proof of [20, Theorem 1] there is a small oversight, hence (and for the sake of completeness) we include a full exposition of the proof in Section 4, see Theorem 4.2. Moreover, [20, Theorem 2] replaces one of the conditions of [20, Theorem 1] by another condition, which is easier to check, see Theorem 4.2 (iii). Indeed, this condition holds via bounds on the operator norm of a coupling matrix \( A = (A_{ik})_{i \neq k} \) defined as any matrix such that

\[
\sup_{x,z \in \{-1,+1\}^n, x_k = z_k} d_{TV} (q^n(\cdot | x_k), q^n(\cdot | z_k)) \leq A_{ik}.
\]

Provided that \( ||A||_{\ell^2 \to \ell^2} < 1 \), an approximate tensorization property holds with \( C = (1 - ||A||_{\ell^2 \to \ell^2})^{-2} \). Our aim is to prove that these properties hold.

The conditional probabilities of the Ising model \( q^n(\cdot | \sigma_i) \) are given by

\[
q^n(\sigma_i | \sigma_i) = \frac{1}{2} \left( 1 + \tanh \left( \sum_j J_{ij} \sigma_j + h_i \sigma_i \right) \right).
\]

\[\tag{3.1}\]

**Lemma 3.1.** Let \( q^n \) be an Ising model with an interaction matrix \( J \) satisfying \( J_{ii} = 0 \) and \( ||J||_{\ell^\infty \to \ell^\infty} \leq 1 - \alpha \). Then \( ||J||_{\ell^2 \to \ell^2} \leq ||J||_{\ell^\infty \to \ell^\infty} \leq 1 - \alpha \).

Moreover, if \( |h| \leq \tilde{\alpha} \), then for some \( c(\alpha, \tilde{\alpha}) \) it holds

\[
q^n(\cdot | \sigma_i) \in (c(\alpha, \tilde{\alpha}), 1 - c(\alpha, \tilde{\alpha})).
\]

**Proof.** Let \( i \neq k \) be fixed and \( y, z \in \{-1,+1\}^n \) differ in the \( k \)-th coordinate only, i.e. \( y = T_k z \). Define \( \sigma := (z_i, 1) \) and \( m_i(\sigma) := \sigma_i \sum_j J_{ij} \sigma_j + h_i \sigma_i \). We have by equation (3.1) and the 1-Lipschitz property of the \( \tanh \)

\[
d_{TV} (q^n(\cdot | y_i), q^n(\cdot | z_i)) \leq \frac{1}{2} |m_i(\sigma) - m_i(T_k \sigma)| = |J_{ki}|.
\]

The inequality (3.2) holds since

\[
||J||_{\ell^2 \to \ell^2} \leq \sqrt{||J||_{\ell^\infty \to \ell^\infty} ||J^T||_{\ell^\infty \to \ell^\infty}} \leq 1 - \alpha,
\]

where we used the estimate \( |\lambda_i(JJ^T)| \leq ||JJ^T|| \leq ||J|| ||J^T|| \) for any operator norm, and that \( J \) is symmetric. The second statement follows easily by using equation (3.1) and the estimate

\[
\max_{\sigma \in \{-1,+1\}^n} \max_{i=1,\ldots,n} ||m_i||_{\ell^\infty} \leq ||J||_{\ell^\infty \to \ell^\infty} + ||h||_{\ell^\infty}.
\]
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We are now ready to prove Proposition 1.1, i.e. the logarithmic Sobolev inequality (1.5) and the moment inequality (1.6).

Proof of Proposition 1.1. We can apply Lemma 3.1 to see that by Theorem 4.2(iii) we have for some $\beta = \beta(\alpha, \tilde{\alpha})$

\[
\text{Ent}_{q^n}(f^2) \leq \frac{1}{\alpha^2 \beta} \sum_{i=1}^{n} \int \text{Ent}_{q^n}((y_{i^c})f^2(y_{i^c}, \cdot))dq^n(y),
\]

so that it remains to find a uniform bound for the entropy given $y_{i^c}$. To this end, fix $i \in \{1, \ldots, n\}$, $y_{i^c} \in \{-1, +1\}^{n-1}$ and to lighten notation write $q(\cdot) := q^n(\cdot | y_{i^c})$. $q$ is a measure on $\{-1, +1\}$ and the Markov chain given by $K(x_0, x_1) = q(x_1)$ is reversible w.r.t. $q$. By [14, Theorem A.1] (see also [8, Example 3.8]) $(K, q)$ satisfies a logarithmic Sobolev inequality with a constant depending on $q_* = \min_{x \in \{-1, +1\}} q(x)$. However, this constant is bounded from below by Lemma 3.1 uniformly in $y_{i^c} \in \{-1, +1\}^{n-1}$ and $n \in \mathbb{N}$. Thus, we have

\[
\text{Ent}_q(f^2) \leq C \int \int (f(x) - f(y))^2 dq(x) dq(y).
\]

Inserting (3.4) into (3.3) yields for some constant $C = C(\alpha, \tilde{\alpha})$

\[
\text{Ent}_{q^n}(f^2) \leq C \sum_{i=1}^{n} \int \int (f(y_{i^c}, x) - f(y_{i^c}, y))^2 dq(x) dq(y) dq^n(y) = 2C \int \text{Ent}_{q^n}(df)^2,
\]

which proves the LSI for $q^n$. Equation (1.6) is now a consequence of Proposition 2.4. \qed

Proof of Theorem 1.2. Theorem 1.2 is an application of Theorem 1.5, since $q^n$ satisfies a logarithmic Sobolev inequality with respect to $\mathcal{I} = \{\{1\}, \ldots, \{n\}\}$.

One can calculate using the reverse triangle inequality and the monotonicity of the square function as in the proof of Lemma 2.3 that for any $i_1 \neq i_2 \neq \ldots \neq i_d$

\[
(h_{i_1 \ldots i_d}f)^2 \leq 2^{-d} \left| \left( \prod_{j=1}^{d} (1d - T_{i_j}) \right) f \right|^2
\]

holds, which also implies

\[
|h^{(d)}f| \leq \left( 2^{-d} \sum_{|I|=d} \left( \left( \prod_{i \in I} (1d - T_{i}) \right) f \right)^2 \right)^{1/2}.
\]

Here, we define for any $f : \{-1, +1\}^n \to \mathbb{R}$ the function $T_{i}f := f \circ T_{i}$, and define $T_{i_1 \ldots i_d}$ via iteration. Note that on the right-hand side of the summing over $|I| = d$ instead of $i_1, \ldots, i_d$, since $h_{i_1 \ldots i_d}f = 0$ if $i_j = i_k$ for some $j \neq k$.

For the operator appearing on the right-hand side of equation (3.6), it was already shown in [23] (see also [7, Lemma 2.2]) that the chain of pointwise inequalities from Lemma 2.3 holds.

Proof of Theorem 1.3. Let $f = \sum_{|I|=d} a_I \sigma_I = \sum_{|I|=d} a_I \prod_{i \in I} \sigma_i$ be a $d$-th order homogeneous polynomial and without loss of generality assume $\|A\|_\infty = 1$ for the tensor $A = (a_I)$. As in the proof of Proposition 1.1 we obtain

\[
\|f - E_q^n f\|_p^2 \leq \sum_{k=1}^{d-1} p^k (2C(\alpha))^k \|h^{(k)}f\|_2^2 + p^d (2C(\alpha))^d \|h^{(d)}f\|_2^2.
\]
Now for any \( k \in \{1, \ldots, d - 1\} \) we have \((b_{i_1, \ldots, i_k} f)^2 \leq 2^k (\sum_{i_1, \ldots, i_k \not \in I} a_{i_1, i_2, \ldots, i_k} \sigma_{I})^2\) by equation (3.5). It follows from [15, Lemma 3.1] that
\[
\|b^{(k)} f\|_2^2 = \sum_{i_1, \ldots, i_k} \|b_{i_1, \ldots, i_k} f\|_2^2 \leq c_k n^d,
\]
since for each fixed \( i_1, \ldots, i_p \) the integrand is a polynomial of degree at most \( 2(d - k) \) with coefficients bounded by 1. Hence ultimately we obtain for any \( p \geq 2 \)
\[
\|f - E_{q^n} f\|_p^2 \leq n^d (2C(\alpha))^d \max(1, c_1, \ldots, c_{d-1}) \sum_{k=1}^d p^k,
\]
which can be rewritten as
\[
\|n^{-d/2}(f - E_{q^n} f)\|_p \leq C(\alpha, d) p^{d/2}
\]
with \( C(\alpha, d) = (2C(\alpha))^d/2 \max(1, c_1, \ldots, c_{d-1})^{1/2} d^{1/2} \), which is equivalent to the exponential integrability of \(|n^{-d/2}(f - E_{q^n} f)|^{2/d} \), and the result readily follows.

\[\square\]

**Remark 3.2.** Actually equation (3.7) can be used to provide a more accurate estimate of the tail properties of \( f - E_{q^n} f \) in the spirit of [1, Theorem 7] and [2, Theorem 3.3]. It is based on the idea that Chebyshev’s inequality yields for any \( p \geq 1 \)
\[
q^n(|f - E_{q^n} f| \geq \epsilon \|f - E_{q^n} f\|_p) \leq \exp(-p).
\]

First, observe that by taking the square root and using the subadditivity in equation (3.7) we obtain
\[
\epsilon \|f - E_{q^n} f\|_p \leq \epsilon \left( \sum_{k=1}^{d-1} (2C(\alpha) p \|b^{(k)} f\|_2^{2/k})^{k/2} + (2C(\alpha) p \|A\|^{d/2})^{d/2} \right).
\]

Now consider the function
\[
\eta_f(t) := \min \left( \frac{t^{2/d}}{2C(\alpha) p \|A\|^{d/2}}, \min_{k=1, \ldots, d-1} \frac{t^{2/k}}{2C(\alpha) \|b^{(k)} f\|_2^{2/k}} \right),
\]
where \( A = (a_I) \) is the tensor of coefficients. If \( \eta_f(t) \geq 2 \) holds, a short calculation shows that we have
\[
\epsilon \|f - E_{q^n} f\|_{\eta_f(t)} \leq (dt) t.
\]

Applying equation (3.8) to \( p = \eta_f(t) \) yields
\[
q^n(|f - E_{q^n} f| \geq (dt) t) \leq q^n(|f - E_{q^n} f| \geq \epsilon \|f - E_{q^n} f\|_{\eta_f(t)}) \leq \exp(-\eta_f(t)),
\]

so that combined with the trivial estimate (for \( p \leq 2 \)) we obtain
\[
q^n(|f - E_{q^n} f| \geq (dt) t) \leq \epsilon^2 \exp(-\eta_f(t)).
\]

To remove the \( dt \) factor, rescale \( f \) by \( dt \) and use the estimate \( \eta_{(dt)f}(t) \geq \frac{\eta_f(t)}{(dt)p} \).

**Proof of Theorem 1.4.** Let us prove by induction that for \( p \geq 2 \) we have for \( f = \sum_{A} a_{f, A} X \)
\[
\|f - E_{q^n} f\|_p^2 \leq c_p p^d \|A\|_{\text{HS}}^2.
\]

First, for \( d = 1 \) this is clear since \( f := f_{1, A}(X) = \sum_i a_i X_i \) and by equation (1.6) we have
\[
\|f - E_{q^n} f\|_p^2 \leq 2C p \|f\|_p^2 = 2C p \|A\|_{\text{HS}}^2.
\]
Higher order concentration for functions of weakly dependent random variables

For \( d \geq 2 \) use (1.6) again to get

\[
\|f - \mathbb{E}q^n f\|_p^2 \leq 2Cp \|bf\|_p^2 = 2Cp \left( \sum_{i=1}^n (h_i f)^2 \right)^{p/2} \leq 2Cp \sum_{i=1}^n \|h_i f\|_p^2
\]

\[
\leq 2Cp \sum_{i=1}^n c_{d-1}d^{d-1} \|A(i)\|_{HS}^2 = 2Cd^{d/2} \sum_{i=1}^n \|A(i)\|_{HS}^2 = 2Cd^{d/2} \|A\|_{HS}^2.
\]

Here we have used the fact for any \( f_{d,A} \) we have \( h_i f = c_d f_{d-1,A(i)} - \mathbb{E} f_{d-1,A(i)} \), where \((A(i))_{1,\ldots,d-1} = A_{1,\ldots,d-1,i}\) is a symmetric \((d-1)\)-tensor with vanishing diagonal.

From equation (3.9) the first inequality easily follows as already shown in the proof of Theorem 1.5.

In the absence of a magnetic field, i.e. for \( h = 0 \), the \( d = 2 \) case translates into the concentration inequality

\[
q^n(\|f - \mathbb{E}f\|_2 > t) \leq 2 \exp \left( -\frac{t^2}{C \|A\|_{HS}^2} \right)
\]

for \( f(\sigma) = \tfrac{1}{2}(\sigma, A\sigma) = \sum_{i<j} a_{ij}(\sigma_i \sigma_j - \mathbb{E} \sigma_i \sigma_j) \) and some symmetric matrix \( A = (a_{ij}) \). It is also possible to prove this using Theorem 1.2 by showing that

\[
\|h_i f\|_2 \leq 4C\|A\|_{HS} \quad \text{and} \quad \|b(2)f\|_\infty \leq 4C\|A\|_{HS}.
\]

The \( d = 3 \) case has an interesting interpretation since it shows that a polynomial of order three is not concentrated around its mean (which in this case would be zero), but around a first order correction. For example, for the 3-tensor \( A = (a_{ijk}) \) given by \( a_{ijk} = n^{-3/2} \) whenever the three indices are distinct, and 0 otherwise, we obtain concentration inequalities for

\[
f(\sigma) = n^{-3/2} \sum_{i,j,k} a_{ijk} \sigma_i \sigma_j \sigma_k - 3n^{-3/2} \sum_{i=1}^n \sigma_i \sum_{j,k \neq i} E \sigma_j \sigma_k =: f_3(\sigma) + f_1(\sigma).
\]

Here, the correction term \( f_1 \) is sub-Gaussian, as a short calculation shows that we have \( \|h_i f_1\|^2 = 2n^{-3} \sum_{i=1}^n c_i^2 \) for \( c_i := 3E \sum_{j,k \neq i} \sigma_j \sigma_k \), and [15, Lemma 3.1] yields \( c_i^2 \leq Cn^2 \) for any \( i \in \{1, \ldots, n\} \).

More generally, we show concentration inequalities for \( f_3(\sigma) = \sum_{i\neq j \neq k} a_{ijk} \sigma_i \sigma_j \sigma_k \) by approximating it with a linear term.

**Corollary 3.3.** Let \( A = (a_{ijk}) \) be a symmetric 3-tensor with vanishing diagonal and define \( f(\sigma) = \sum_{i,j,k} a_{ijk} \sigma_i \sigma_j \sigma_k \). We have for any \( t \geq 0 \) for some constant \( C = C(\alpha) \)

\[
q^n(\|f\|_2 > t) \leq 4 \exp \left( -\frac{1}{C} \min \left( \frac{t^2}{\sum_{i=1}^n \left( \sum_{j,k} a_{ijk} E q^n \sigma_j \sigma_k \right)^2}, \frac{t^{2/3}}{\|A\|_{HS}^2} \right) \right).
\]

**Proof.** Let \( \tilde{f} := f - f_1 \) for \( f_1(\sigma) := 3 \sum_{i=1}^n \sigma_i \sum_{j,k} a_{ijk} E q^n \sigma_j \sigma_k \). Clearly, \( \tilde{f} = f_{3,A} \) for the 3-tensor \( A \), so that we have for any \( t \geq 0 \)

\[
q^n(\|\tilde{f}\|_2 > t) \leq 2 \exp \left( -\frac{1}{C} \frac{t^{2/3}}{\|A\|_{HS}^2} \right).
\]

On the other hand, we have by Theorem 1.2 an estimate for \( f_1 \) as

\[
q^n(\|f_1\|_2 > t) \leq 2 \exp \left( -\frac{1}{C} \frac{t^2}{\sum_{i=1}^n \left( \sum_{j,k} a_{ijk} E q^n \sigma_j \sigma_k \right)^2} \right).
\]

The proof now follows by standard arguments and the relation \( \{\|f\|_2 > t\} \subset \{\|f_1\|_2 \geq t/2\} \cup \{\|f_1\|_2 t/2\} \).
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Similar arguments also work for \(d = 4\), with terms of order \(t^2\) and \(t\) by an approximation with \(f_{i,A}\).

### 3.2 Random permutations

Next we consider random permutations which we shall describe as a probability measure on \(\{1, \ldots, n\}^n\), more precisely as the uniform measure \(\sigma_n\) on \(S_n := \{(x_1, \ldots, x_n) : x_i \neq x_j \text{ for all } i \neq j\}\). With this definition it fits into our framework.

Since conditioning on \(n-1\) variables is useless (as the disintegrated measure will be a Dirac measure on the remaining element \(x_i\)), the symmetric simple exclusion process.

More specifically, let \(\mathcal{S}_n \subset \{0,1\}^n\) and define \(C_{n,r} = \{x \in \{0,1\}^n : \sum_i x_i = r\}\) (a slice of the hypercube), equipped with the uniform measure \(\mu_{n,r}\) on \(C_{n,r}\). Furthermore, define the two generators acting on \(f : C_{n,r} \to \mathbb{R}\) as

\[
K_{n,r}f(\eta) = \sum_{i,j} \eta_i(1 - \eta_j)(f(\tau_{ij}\eta) - f(\eta)),
\]

which is the generator of the so-called Bernoulli-Laplace model, and

\[
L_{n,r}f(\eta) = \sum_{i=1}^n (f(\tau_{i,i+1}\eta) - f(\eta)),
\]

Let \(c \geq 2\) be a constant.

We can rephrase [19, Theorem 1] in the following way.

**Lemma 3.4.** Consider \((S_n, \sigma_n)\) and \(\mathcal{I} = \mathcal{I}_2\). Then there exists a constant \(c > 0\) independent of \(n\) such that

\[
\text{Ent}_{\sigma_n}(f^2) \leq 2c \frac{\log n}{n} \int |\partial f|^2 d\sigma_n,
\]

i.e. \((S_n, \sigma_n)\) satisfies LSI\((\partial, \mathcal{I})\)'s \(\frac{c \log n}{n}\).

**Proof.** The proof is rewriting the statement of [19, Theorem 1] in our notation, using the fact that the conditional measures are two-point Dirac measures. More precisely, we have

\[
\text{Ent}_{\sigma_n}(f^2) \leq c \log n \sum_{I} (f(\tau_I x) - f(x))^2
\]

\[
= \frac{c}{n} \log n \sum_{I} \int \int \int \int (f(x_{I'}) - f(x_{I'}))^2 d\sigma_n(yI_{I'} \mid x_{I'}) d\sigma_n(zI_{I'} \mid x_{I'}) d\sigma_n(x)
\]

\[
= \frac{2c}{n} \log n \int |\partial f|^2 d\sigma_n,
\]

where the summation is over all \(I = (i,j)\). \(\square\)

### 3.3 Bernoulli-Laplace and symmetric simple exclusion process

There are two other Markov chains, whose Dirichlet form can be described in terms of a subset \(\mathcal{I}\) and difference operators \(\partial_I\), which are the Bernoulli-Laplace model and the symmetric simple exclusion process.

More specifically, let \(S_n := \{0,1\}^n\) and define \(C_{n,r} = \{x \in \{0,1\}^n : \sum_i x_i = r\}\) (a slice of the hypercube), equipped with the uniform measure \(\mu_{n,r}\) on \(C_{n,r}\). Furthermore, define the two generators acting on \(f : C_{n,r} \to \mathbb{R}\) as

\[
K_{n,r}f(\eta) = \sum_{i,j} \eta_i(1 - \eta_j)(f(\tau_{ij}\eta) - f(\eta)),
\]

which is the generator of the so-called Bernoulli-Laplace model, and

\[
L_{n,r}f(\eta) = \sum_{i=1}^n (f(\tau_{i,i+1}\eta) - f(\eta)),
\]
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The second case is just a special case of the above one, which yields

\[
E_q \text{probability measure } X \text{ entropy of measures. To this end, let } I \text{ and moreover rewrite it in the terms of entropy (of functions) instead of relative normalization.}
\]

\[\eta \text{ since otherwise we obtain } \tau_{i,j} = \eta.\]

\[\text{As a consequence, } \mu_{n,r} \text{ satisfies a logarithmic Sobolev inequality with respect to } (\delta, I_{2,1}) \text{ with constant } c \log \left( \frac{\eta^2}{n} \right) \text{ and a logarithmic Sobolev inequality with constant } cn^2 \text{ with respect to } (\delta, I_1), \text{ where } c \text{ is a constant independent of } n \text{ and } r.\]

\[\text{Proof. For brevity's sake, fix } n, r \text{ and drop the subscripts } n, r, \text{ i.e. write } D^L \text{ for } D^L_{n,r}, D^K \text{ for } D^K_{n,r} \text{ and } \mu \text{ for } \mu_{n,r}. \text{ For } I = I_{2,1} \text{ let } I = (i, j) \text{ be given and observe that}\]

\[
\mu(\cdot \mid x_{I'}) = \begin{cases} 
\delta_{(1,1)} & \text{if } x_{I'} = 1 \\
\frac{1}{2}(\delta_{(0,1)} + \delta_{(1,0)}) & \text{if } x_{I'} = 0 \\
\delta_{(0,0)} & \text{if } x_{I'} = 0
\end{cases}
\]

and thus

\[
\int |\delta f|^2 d\mu = \sum_{I \in I_{2,1}} \int (\delta_I f)^2 d\mu(\eta) = \frac{1}{2} \sum_{I} \int (f(\eta) - f(\tau_I \eta))^2 \eta_i (1 - \eta_j) d\mu(\eta) = D^K(f).
\]

The second case is just a special case of the above one, which yields

\[
\int |\delta f|^2 d\mu = \frac{1}{2} \sum_{I} \int (f(\eta) - f(\tau_i \eta))^2 d\mu = D^L(f).
\]

Note that we omit \(\eta_i (1 - \eta_{i+1})\) since otherwise we obtain \(\tau_{i,i+1} = \eta.\)

The LSI follows from [19, Theorem 4, Theorem 5], taking into account the missing normalization.

\[\square\]

### 4 Approximate tensorization of the relative entropy in finite product spaces

In this section we reformulate and provide a complete proof of a result by K. Marton [20] and moreover rewrite it in the terms of entropy (of functions) instead of relative entropy of measures. To this end, let \(\mathcal{X}\) be a finite set, \(\mathcal{X}^n\) its \(n\)-fold product and fix a probability measure \(q^n\) on \(\mathcal{X}^n\), which need not be a product measure. Define the total variation distance

\[
d_{TV}(\mu, \nu) := \sup_{A \subseteq \mathcal{X}^n} |\mu(A) - \nu(A)| = \frac{1}{2} \sum_{x \in \mathcal{X}^n} |\mu(\{x\}) - \nu(\{x\})|,
\]

the relative entropy

\[H(\mu \mid \nu) = \int \frac{d\mu}{d\nu} \log \frac{d\mu}{d\nu} \text{ for } \mu \ll \nu,
\]

and the Wasserstein-2-type distance

\[W_2(\mu, \nu) := \inf_{\pi \in C(\mu, \nu)} \left( \sum_{i=1}^n \pi(x_i \neq y_i)^2 \right)^{1/2}.
\]
Here $C(\mu, \nu)$ is the set of all couplings of $\mu$ and $\nu$, i.e. probability measures $\pi$ on $X^n \times X^n$ with marginals $\mu$ and $\nu$. Note that the infimum in the definition is always attained, since $C(\mu, \nu)$ is a compact subset of $\mathcal{P}(X^n \times X^n)$ equipped with the weak topology and the map $\pi \mapsto (\sum_{i=1}^n \pi(x_i \neq y_i)^2)^{1/2}$ is lower semicontinuous. This fact and the gluing lemma for measures with a common marginal can be used to prove that $W_2$ is a distance function on $\mathcal{P}(X^n)$, see for example [27, Chapter 6] for a similar line of reasoning and [4, Theorem 2.1] for the gluing lemma. Denote by $\mu_i, \nu_i$ the pushforward measure under the projection onto the $i$-th coordinate of $\mu$ and $\nu$ respectively. By the subadditivity of the square root (for the upper bound for $W_2$) as well as the fact that every coupling $\pi$ on $X^n \times X^n$ of $\mu, \nu$ induces (by the projection onto the coordinates $x_i, y_i$) a coupling $\pi_i$ of $\mu_i, \nu_i$, we obtain

$$
\left(\sum_{i=1}^n d^2_{TV}(\mu_i, \nu_i)^{1/2}\right) \leq W_2(\mu, \nu) \leq \sqrt{n}d_{TV}(\mu, \nu).
$$

(4.1)

We will need the following lemma, which is also found in [20, Lemma 2] with a slightly worse constant.

**Lemma 4.1.** Let $q$ be a measure on a finite space $X$ and let $\beta_q := \inf_{x \in X_+} q(x)$, where $X_+ := \{x \in X : q(x) > 0\}$. For any measure $p \ll q$ we have

$$
H(p \parallel q) \leq 2\beta_q^{-1}d^2_{TV}(p, q).
$$

**Proof.** The shifted logarithm $f(x) := \log(1 + x)$ is a concave function on $(-1, \infty)$, so that for any $x \geq 0$ we have $f(x) \leq f'(0)x = x$. Rewrite $\frac{p}{q} = 1 + \frac{p-x}{q}$ to obtain

$$
H(p \parallel q) = \sum_{x \in X_+} q(x) \left(1 + \frac{p(x) - q(x)}{q(x)}\right) f\left(\frac{p(x) - q(x)}{q(x)}\right) \leq \sum_{x \in X_+} q(x) \left(1 + \frac{p(x) - q(x)}{q(x)}\right) \frac{p(x) - q(x)}{q(x)} = \sum_{x \in X_+} \frac{(p(x) - q(x))^2}{q(x)} \leq \beta_q^{-1}\sum_{x \in X_+} (p(x) - q(x))^2 \leq \beta_q^{-1}d^2_{TV}(p, q) \sum_{x \in X} |p(x) - q(x)| = 2\beta_q^{-1}d^2_{TV}(p, q). \quad \Box
$$

Unfortunately, the factor $2\beta_q^{-1}$ cannot be removed. To see this, consider $X = \{0, 1\}$ and let $q(0) = 1 - q(1) = \alpha_1$ with $\alpha_1 \in (0, 1/2)$ (so that $\beta = \alpha_1$) and consider the family of measures $p_\varepsilon$ given by $p_\varepsilon(0) = \alpha_1 + \varepsilon$; an easy calculation yields $d^2_{TV}(p_\varepsilon, q) = \varepsilon^2$ and $H(p_\varepsilon \parallel q) \sim 2\beta^{-1}\varepsilon^2$ and thus the constant is optimal.

As a consequence of Lemma 4.1, for any measure $q$ on a finite space $X$ and any $p$ satisfying $p \ll q$ we have

$$
d^2_{TV}(p, q) \leq \frac{1}{2}H(p \parallel q) \leq \beta_q^{-1}d^2_{TV}(p, q).
$$

The following theorem is the main result of this section. We use the same notations as before, i.e. for any measure $p^n$ on $X^n$ and any subset $I \subset \{1, \ldots, n\}$ we denote by $p^n(\cdot | y_I)$ the conditional probability measure on $X_I$ given by conditioning on $y_I$. For $I = \{1, \ldots, n\}$ we set $p^n(\cdot | y_I) = p^n$, and for any $i = 1, \ldots, n$ $p^n_i$ denotes the induced measure on the $i$-th coordinate.

**Theorem 4.2.** Let $q^n$ be a measure with full support on $X^n$ and define the lower bound $\beta := \min_{i=1, \ldots, n, \min_{x \in X^n}} q^n(x_i | x_I)$

\begin{itemize}
    \item[(i)] Let $p^n$ a probability measure and assume that for all subsets $I \subseteq \{1, \ldots, n\}$ and all $y_I \in X_I$ we have
    \begin{equation}
    W_2^2(p^n(\cdot | y_I), q^n(\cdot | y_I)) \leq C \sum_{i \in I} \mathbb{E}_{p^n(\cdot | y_I)} d^2_{TV}(p^n(\cdot | y_{\setminus i}), q^n(\cdot | y_{\setminus i})),
    \end{equation}
\end{itemize}
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then
\[
H(p^n \parallel q^n) \leq \frac{C}{\beta} \sum_{i=1}^{n} E_{p^n} H(p^n(\cdot \mid y_i) \parallel q^n(\cdot \mid y_i))
\]  

(4.3)

(ii) If \( f \) denotes the density of \( p^n \) with respect to \( q^n \), this can be rewritten as
\[
\text{Ent}_{q^n}(f) \leq \frac{C}{\beta} \sum_{i=1}^{n} \int \text{Ent}_{q^n(\cdot \mid y_i)}(f(y_j, \cdot)) dq^n(y).
\]  

(4.4)

(iii) Assume that the coupling matrix \( A = (a_{ij})_{i \neq j} \) (see Section 3.1) of \( q^n \) satisfies the condition \( \|A\|_{l_2 \rightarrow l_2} < 1 \). Then (4.2) holds with \( C = (1 - \|A\|_{l_2 \rightarrow l_2})^{-2} \), so that also (4.3) and (4.4) hold with the same constant.

Proof. First note that \( \beta > 0 \) due to the assumption of \( q^n \) having full support.

(i): We will prove the theorem by induction. In the case \( n = 1 \) there is nothing to prove if one interprets \( q^n(\cdot \mid y_i) = q \). For \( n \geq 2 \), using the decomposition theorem for the relative entropy (see for example [13, Theorem D.13]) gives
\[
H(p^n \parallel q^n) = \frac{1}{n} \sum_{i=1}^{n} H(p^n_i \parallel q^n_i) + \frac{1}{n} \sum_{i=1}^{n} \int H(p^n(\cdot \mid y_i) \parallel q^n(\cdot \mid y_i)) dp^n(y).
\]  

(4.5)

We will treat the two terms separately. For the first term, using the estimate \( H(p^n_i \parallel q^n_i) \leq 2\beta^{-1} d^2_{TV}(p^n_i, q^n_i) \) from Lemma 4.1, the inequalities (4.1) and (4.2) as well as Pinsker’s inequality gives
\[
\frac{1}{n} \sum_{i=1}^{n} H(p^n_i \parallel q^n_i) \leq \frac{2}{\beta n} \sum_{i=1}^{n} d^2_{TV}(p^n_i, q^n_i) \leq \frac{2}{\beta n} W^2(p^n, q^n)
\]
\[
\leq \frac{2C}{\beta n} \sum_{i=1}^{n} \int d^2_{TV}(p^n(\cdot \mid y_i), q^n(\cdot \mid y_i)) dp^n(y)
\]
\[
\leq \frac{C}{\beta n} \sum_{i=1}^{n} \int H(p^n(\cdot \mid y_i) \parallel q^n(\cdot \mid y_i)) dp^n(y).
\]

For the second term we use the induction hypothesis. For each fixed \( i \in \{1, \ldots, n\} \) and \( y_i \in X \) we interpret \( q^n(\cdot \mid y_i) \) as a measure on \( X_{\setminus i} \), for which
\[
\beta(q^n(\cdot \mid y_i)) = \min_{j \neq i} \min_{x \in X_{\setminus i}} \frac{q^n(x \mid y_i)}{q^n(z \in X_{\setminus i} : z_j = x_j, z_i = y_i)}
\]
\[
= \min_{j \neq i} \min_{x \in X_{\setminus i}} \frac{q^n(\cdot \mid z_j, y_i) = x} {q^n(z_j = y_i)}
\]
\[
\geq \min_{j=\ldots,i} \min_{z \in X_{\setminus i}} \frac{q^n(z_j, z_i)} {q^n(z_j = y_i)} = \beta(q^n)
\]
and (4.2) hold with the same constant \( C \). To rewrite (4.3) let us denote by \( z \in X_{\setminus i} \) a generic vector. A short calculation shows that the conditional probability of \( p^n(\cdot \mid y_i) \) with respect to the projection \( pr_{\setminus i} : X_{\setminus i} \rightarrow X_{\setminus i} \), for some \( j \neq i \) is given by \( p^n(\cdot \mid z_j, y_i) \), and the same holds for \( q^n(\cdot \mid y_i) \). Thus we obtain
\[
\int \int H(p^n(\cdot \mid y_i) \parallel q^n(\cdot \mid y_i)) dq^n(\cdot \mid y_i) dp^n(y)
\]
\[
\leq \frac{C}{\beta} \sum_{j \neq i} \int \int H(p^n(\cdot \mid z_j, y_i) \parallel q^n(\cdot \mid z_j, y_i)) dp^n(z \mid y_i) dp^n(y)
\]
\[
= \frac{C}{\beta} \sum_{j \neq i} \int H(p^n(\cdot \mid y_{\setminus i}) \parallel q^n(\cdot \mid y_{\setminus i})) dp^n(y).
\]
Higher order concentration for functions of weakly dependent random variables

Summation over $i$ gives
\[
\frac{1}{n} \sum_{i=1}^{n} E_{p^n} H(p^n(\cdot \mid y_i) \mid q^n(\cdot \mid y_i)) \leq \frac{C(n - 1)}{\beta n} \sum_{i=1}^{n} E_{p^n} H(p^n(\cdot \mid y_i) \mid q^n(\cdot \mid y_i)),
\]
which combined with the first term yields the claim.

(ii): (4.4) is a simple rewriting of (4.3), noting that as a consequence of the disintegration theorem (or in this case Bayes’ theorem) we have
\[
\frac{dp^n(\cdot \mid y_i)}{dq^n(\cdot \mid y_i)}(y_i) = \frac{f(y_i, y_i)}{\int f(y_i, x_i) dq^n(x_i \mid y_i)} \quad \text{and} \quad \frac{dp^n_i}{dq^n_i}(x_i) = \int f(x_i, x_i) dq^n(x_i \mid x_i).
\]

(iii): See [20, Theorem 2]. \qed

As mentioned, in [20, Theorem 1] it is stated that using the quantity
\[
\beta := \inf_{i=1, \ldots, n} \inf_{x \in X^n : q^n(x) > 0} q^n(x_i \mid x_i)
\]
one can deduce $q^n(z : z_i = x_i) \geq \beta$ for all $x_i$ such that the left-hand side is nonzero. This is possible only if $q^n$ has full support. A counterexample is given by the push-forward of a random permutation under the map $\sigma \mapsto (\sigma_1, \ldots, \sigma_n)$, which satisfies $\beta = 1$.

Another possibility is to modify the quantity as
\[
\tilde{\beta}(q^n) := \inf_{i=1, \ldots, n} \inf_{x \in X^n : q^n(x) > 0} q^n(z : z_i = x_i),
\]
but this definition does not behave well under conditional probabilities. It is not true that in general that for a fixed $y_i \in X$ we have $\tilde{\beta}(q^n(\cdot \mid y_i)) \geq \tilde{\beta}(q^n)$, which can be seen in examples.
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