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Abstract

We give a characterization of positive definite integrable functions on a product of two Gelfand pairs as an integral of positive definite functions on one of the Gelfand pairs with respect to the Plancherel measure on the dual of the other Gelfand pair.

In the very special case where the Gelfand pairs are Euclidean groups and the compact subgroups are reduced to the identity, the characterization is a much cited result in spatio-temporal statistics due to Cressie, Huang and Gneiting.

When one of the Gelfand pairs is compact the characterization leads to results about expansions in spherical functions with positive definite expansion functions, thereby recovering recent results of the author in collaboration with Peron and Porcu. In the special case when the compact Gelfand pair consists of orthogonal groups, the characterization is important in geostatistics and covers a recent result of Porcu and White.
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1 Introduction

In connection with analysis of spatiotemporal datasets it has been valuable to have knowledge about covariance functions on \( \mathbb{R}^d \times \mathbb{R} \) or \( S^d \times \mathbb{R} \), where \( S^d \) denotes the unit sphere in \( \mathbb{R}^{d+1} \), and \( \mathbb{R} \) is a model for time. During the last 30 years there has been numerous papers in this area as witnessed e.g. by the recent survey paper by Porcu, Furrer and Nychka [22] with more than 200 citations.

Covariance functions are positive definite and conversely, by a Theorem of Kolmogorov, every positive definite function is the covariance function of some Gaussian random field. For an introduction to these concepts see e.g. [19].
In [9] Cressie and Huang considered continuous positive definite functions \( C : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \) and proposed a way to produce such functions, see Proposition 1.1.

Berg and Porcu [5] extended the seminal work of Schoenberg [27] to expansions of positive definite functions on \( \mathbb{S}^d \times \mathbb{R} \), but realized that the same type of result holds, if the temporal space \( \mathbb{R} \) is replaced by an arbitrary locally compact group \( L \). Later Berg, Peron and Porcu [6] showed how to extend the framework further from products \( \mathbb{S}^d \times L \) to products of compact Gelfand pairs and locally compact groups \( L \). The sphere \( \mathbb{S}^d \) appears as the homogeneous space \( O(d+1)/O(d) \), where \( O(d) \) is the orthogonal group in \( \mathbb{R}^d \). The pair of groups \( (O(d+1), O(d)) \) is an example of a compact Gelfand pair. In a recent paper [21] the authors consider covariance functions on products \( \mathbb{S}^{d_1} \times \mathbb{S}^{d_2} \) of spheres. All these results will be covered by our treatment of harmonic analysis on products of Gelfand pairs.

Let us motivate the results to follow by outlining the main idea of [9] and following their terminology.

Consider a correlation function \( C : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \) given as

\[
C(h; u) = \int \int e^{ih'\omega - iu\tau} g(\omega; \tau) d\omega \, d\tau,
\]

where \( g \) is a continuous probability density on \( \mathbb{R}^d \times \mathbb{R} \). In (1) and below \( h, \omega \) are column vectors in \( \mathbb{R}^d \) and \( h'\omega \) is their scalar product.

Under the assumption that \( C \) is integrable, the authors of [9] write

\[
g(\omega; \tau) = (2\pi)^{-d} \int \int e^{-ih'\omega - iu\tau} C(h; u) d\omega \, du = (2\pi)^{-d} \int e^{-iu\tau} h(\omega; u) du,
\]

where

\[
h(\omega; u) = (2\pi)^{-d} \int e^{-ih'\omega} C(h; u) d\omega = \int e^{iu\tau} g(\omega; \tau) d\tau.
\]

Here the first equality in (2) follows from the Inversion Theorem for Fourier integrals on \( \mathbb{R}^{d+1} \), and the second equality is a consequence of Fubini’s Theorem, but has to be used with some care, because the function \( h \) is only defined for almost all \( u \in \mathbb{R} \), since the function \( C(\cdot; u) \) is only Lebesgue integrable on \( \mathbb{R}^d \) for \( u \in \mathbb{R} \) outside a Lebesgue null set.

The second equality in (3) comes from the Inversion Theorem for Fourier integrals on \( \mathbb{R} \) again without making the assumptions precise for the Inversion Theorem to hold.

Cressie and Huang then assume that \( h \) can be written

\[
h(\omega; u) = \rho(\omega; u)k(\omega)
\]

with the following assumptions

(C1) For each \( \omega \in \mathbb{R}^d, \rho(\omega; \cdot) \) is a continuous correlation function such that \( \int |\rho(\omega; u)| \, du < \infty \) and \( k(\omega) > 0 \).
(C2) $\int k(\omega) d\omega < \infty$.

Note that $k(\omega) = h(\omega; 0)$. The result of Cressie and Huang can be stated as follows, where we have reformulated the two conditions without the factor $k(\omega)$ and using the terminology of Section 2:

**Proposition 1.1.** Assume that $h : \mathbb{R}^d \times \mathbb{R} \to \mathbb{C}$ is a continuous function satisfying

(C1’) For each $\omega \in \mathbb{R}^d$, $h(\omega ; \cdot) \in \mathcal{P}(\mathbb{R}) \cap L^1(\mathbb{R})$.

(C2’) $\int_{\mathbb{R}^d} h(\omega; 0) d\omega < \infty$.

Then $C : \mathbb{R}^d \times \mathbb{R} \to \mathbb{C}$ defined by

$$C(h; u) := \int_{\mathbb{R}^d} e^{ih^\prime \omega} h(\omega; u) d\omega$$

(5)

belongs to $\mathcal{P}(\mathbb{R}^d \times \mathbb{R})$.

In Proposition 3.6 we give a far reaching generalization of the above Proposition. We stress that the functions $C \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R})$ given by (5) are not necessarily integrable, see the Appendix, even though integrability of $C$ was a motivating assumption.

This result by Cressie and Huang has been taken up and refined by several authors, see [15], [23], [2].

The result of [15] p. 598 can be stated like this, where we use the mathematical terminology ”continuous positive definite function” instead of the statistical terminology ”covariance function”.

**Theorem 1.2.** Let $k, l$ be positive integers. A continuous, bounded, symmetric and integrable function $C : \mathbb{R}^k \times \mathbb{R}^l \to \mathbb{R}$ is positive definite if and only if

$$C_\omega(u) = \int_{\mathbb{R}^l} e^{-ih^\prime \omega} C(h; u) dh, \quad u \in \mathbb{R}^l$$

(6)

is a continuous positive definite function for almost all $\omega \in \mathbb{R}^k$.

From a mathematical point of view Equation (6) has to be made precise in the sense that $C(\cdot; u)$ need only be integrable on $\mathbb{R}^k$ for almost all $u \in \mathbb{R}^l$ by Fubini’s Theorem, so for $u$ in a null-set the Fourier transform in (6) is not well defined.

This paper gives a unifying framework that encompasses all the relevant contributions in the construction and characterization of space-time covariance functions. Specifically we have chosen to present our results using the abstract language of locally compact groups ([13], [26]) and harmonic analysis on Gelfand pairs ([12], [29], [31]). The latter includes the classical framework for harmonic analysis on locally compact abelian groups ([25], [4], [26]) and the case of homogeneous spaces like the spheres $S^d$ ([14, Chap. 9], [27], [10]). We have tried to formulate the results under minimal assumptions and to introduce stringent mathematical formulation of previous results that are mathematically inaccurate.
In this way the work of several authors like [2], [9], [15], [21], [23], [24] will be special cases of our main Theorem 3.1.

We give some background material about harmonic analysis on Gelfand pairs in Section 2. The main results in harmonic analysis on Gelfand pairs are analogues of Bochner’s Theorem, the Inversion Theorem and Plancherel’s Theorem, which are classical theorems about locally compact abelian groups. We also need an addition to Bochner’s Theorem. It is presented in Theorem 2.2, and we call it the Integrable Bochner Theorem. We cannot claim anything new in this theorem, but we have only been able to find it formulated in an old paper of ours, see [3, Corollary 2.3], or under unnecessary extra conditions, see [26], Theorems 1.9.8 and 1.9.12.

In Section 3 we formulate our main result Theorem 3.1, which we call the Cressie-Huang-Gneiting Theorem about products of two Gelfand pairs. The name is chosen to acknowledge the inspiring results of [9] and [15]. Theorem 1.2 is a special case of this result when \( \mathbb{R}^k \) and \( \mathbb{R}^l \) are considered as abelian Gelfand pairs.

Corollary 3.4 treats the special case, where the first Gelfand pair is compact, leading to series expansions in spherical functions.

In Section 4 we discuss Corollary 3.4 in the special case, where the first Gelfand pair is \((O(d+1), O(d))\) and the second is abelian. This covers the Theorem of Porcu and White in [24] about covariance functions on spheres cross time.

In Section 5 we deviate from the main theme by revisiting a result of Gneiting. In [16] he showed that a completely monotonic function defines positive definite functions on spheres \( S^d \) of any dimension. We give a new proof of this result. The new proof has the advantage over the original proof of Gneiting by giving expressions for the power series coefficients in terms of a family of polynomials related to exponential Bell partition polynomials.

In the Appendix we prove the existence of a strictly positive, bounded, continuous and integrable function \( f \) on \( \mathbb{R} \) for which the Fourier transform \( \mathcal{F}f \) is not integrable. This shows that the construction of Cressie and Huang in [9] does not lead to all integrable positive definite functions on the product \( \mathbb{R}^d \times \mathbb{R} \).

## 2 Harmonic analysis on Gelfand Pairs

For a locally compact topological space \( X \) endowed with a positive Radon measure \( \mu \) we denote by \( L^p(X, \mu) = L^p(\mu) \) the Banach space of equivalence classes of measurable functions whose \( p \)'th power \( (1 \leq p < \infty) \) is \( \mu \)-integrable.

In the following \( G \) denotes a locally compact group with neutral element \( e_G \) and left Haar measure \( \omega_G \). A function \( f : G \to \mathbb{C} \) is called positive definite if for any \( n \in \mathbb{N} \) and any \( u_1, \ldots, u_n \in G \) the \( n \times n \)-matrix

\[
[f(u_k^{-1}u_l)]_{k,l=1}^n
\]
is positive semidefinite, i.e., for any \((a_1, \ldots, a_n) \in \mathbb{C}^n\)
\[
\sum_{k,l=1}^{n} f(u_k^{-1}u_l) a_k a_l \geq 0,
\]
(7)
see e.g. [13, p. 255], where \(f\) is said to be of positive type, or [26, p.14]. It is known that a positive definite function \(f\) is bounded and satisfies
\[
f(u^{-1}) = \overline{f(u)}, \quad |f(u)| \leq f(e_G), \quad u \in G.
\]
(8)

The set of continuous and positive definite functions on \(G\) is denoted \(\mathcal{P}(G)\).

If the group \(G\) is abelian, we use the additive notation, and the neutral element is denoted 0. We shall mainly reserve the letter \(A\) for locally compact abelian groups, LCA-groups in short. Concerning harmonic analysis on LCA-groups \(A\), we refer to [25]. The dual group \(\hat{A}\) consists of all continuous group homomorphisms \(\gamma : A \to \mathbb{T}\), called characters. Here \(\mathbb{T}\) is the unit circle in the complex plane, considered as a multiplicative group. The group operation of \(\hat{A}\) is pointwise multiplication.

The Fourier transform of a function \(f \in L^1(\omega_A) = L^1(A, \omega_A)\) is denoted \(\mathcal{F}f\) or \(\mathcal{F}_Af\), if it is necessary to mention the group, and is defined by
\[
\mathcal{F}_Af(\gamma) = \mathcal{F}f(\gamma) = \int_A \overline{\gamma(u)} f(u) d\omega_A(u), \quad \gamma \in \hat{A}.
\]
(9)

Harmonic analysis on LCA-groups is a special case of harmonic analysis on Gelfand pairs \((G, K)\), where \(G\) is a locally compact group and \(K\) is a compact subgroup of \(G\) such that the convolution algebra of \(K\)-bi-invariant continuous functions with compact support on \(G\) is commutative. We use the terminology of [6], which contains a short introduction to Gelfand pairs, but refer to [12], [29] and [31] for detailed information about Gelfand pairs. In [12] all groups are assumed metrizable and separable, but this is no restriction for the applications to statistics. For any Gelfand pair \((G, K)\) the group \(G\) is unimodular, cf. [3], so the left invariant Haar measure \(\omega_G\) is also right invariant. For functions \(f_1, f_2 : G \to \mathbb{C}\) their convolution \(f_1 \ast f_2\) is then defined as
\[
f_1 \ast f_2(x) = \int_G f_1(y) f_2(y^{-1}x) d\omega_G(y) = \int_G f_1(xy^{-1}) f_2(y) d\omega_G(y), \quad x \in G,
\]
whenever the integrals make sense.

For a set \(\mathcal{E}\) of functions on \(G\) we denote by \(\mathcal{E}_K^\sharp\) the set of functions from \(\mathcal{E}\) which are bi-invariant under \(K\).

For \(f \in C(G)\), i.e., \(f : G \to \mathbb{C}\) is continuous, we define
\[
f^\sharp(u) := \int_K \int_K f(kuk') d\omega_K(k) d\omega_K(k'), \quad u \in G,
\]
(10)
where $\omega_K$ is Haar measure on $K$ normalized to $\omega_K(K) = 1$. Then $f^\# \in C^b_K(G)$ and

$$\int_G f(u)d\omega_G(u) = \int_G f^\#(u)d\omega_G(u)$$

provided $f \in L^1(\omega_G)$.

The compact subgroup $K$ determines an equivalence relation $\sim$ in $G$ defined by $x \sim y$ if and only if $x = kyk'$ for some $k, k' \in K$. The equivalence classes are the compact sets $KxK, x \in G$, which are called double cosets. The set of double cosets is denoted $K \backslash G/K$, and it is a locally compact space in the quotient topology, which by definition is the finest topology making the mapping $x \mapsto KxK$ from $G$ to $K \backslash G/K$ continuous. Functions on $K \backslash G/K$ can be identified with functions on $G$ which are bi-invariant with respect to $K$.

For an LCA-group $A$ the pair $(A, \{0\})$ is a Gelfand pair called abelian. The characters for LCA-groups are replaced by positive definite spherical functions for Gelfand pairs $(G, K)$. A spherical function is a continuous function $\varphi : G \to \mathbb{C}$ satisfying $\varphi(e_G) = 1$ and

$$\int_K \varphi(ukv)d\omega_K(k) = \varphi(u)\varphi(v), \quad u, v \in G. \tag{11}$$

It is automatically bi-invariant under $K$. For abelian Gelfand pairs Equation (11) becomes the homomorphism property of characters.

For $f \in L^1(\omega_G)^2_K$ the Fourier transform is the function $\mathcal{F} f : Z \to \mathbb{C}$ defined by

$$\mathcal{F} f(\varphi) = \int_G \overline{\varphi(u)}f(u)d\omega_G(u), \quad \varphi \in Z, \tag{12}$$

where $Z$ is the set of positive definite spherical functions for $(G, K)$, called the dual space of the Gelfand pair. It carries a locally compact topology such that $\varphi_j \to \varphi$ in this topology if and only if $\varphi_j(u) \to \varphi(u)$ uniformly for $u$ in compact subsets of $G$. Recall from (8) that $\varphi \in Z$ has the property $|\varphi(u)| \leq \varphi(e_G) = 1$ for $u \in G$. If several Gelfand pairs $(G, K)$ are present, we write $\mathcal{F}_G f$ instead of $\mathcal{F} f$.

We construct an approximative identity $(\rho^V_\nu)_{\nu \in V}$ for a Gelfand pair in the following way: Let $C_c(G)$ denote the set of continuous functions on $G$ with compact support, and let $V$ denote the downwards filtering family of compact neighbourhoods $V$ of $e_G$ in $G$. For $V \in \mathcal{V}$ we choose $\rho_V \in C_c(G)_+$ satisfying $\text{supp}(\rho_V) \subseteq V$ and $\int \rho_V d\omega_G = 1$. Therefore $\rho^V_\nu \in C_c(G)^2_K$ is non-negative with integral 1. Given a bi-invariant function or measure $f$, the general principle is that $f * \rho^V_\nu \to f$ as $V$ shrinks to $e_G$ in a topology appropriate for $f$. For $f \in C(G)^2_K$ the convergence is uniform on compact subsets of $G$. Notice that $\rho^V_\nu d\omega_G$ converges vaguely to $\omega_K$ when $V \to e_G$. 
There exists a positive Radon measure $\nu$ on $Z$ called the Plancherel measure. It is the unique measure such that
\[
\int_G |f(u)|^2 \omega_G(u) = \int_Z |\mathcal{F}f(\varphi)|^2 d\nu(\varphi) \tag{13}
\]
for all $f \in C_c^1(G)$. 

The mapping $\varphi \mapsto \overline{\varphi}$ is an involutive homeomorphism of $Z$, and $\nu$ is invariant under this mapping:
\[
\int_Z h(\overline{\varphi}) d\nu(\varphi) = \int_Z h(\varphi) d\nu(\varphi), \quad h \in L^1(\nu). \tag{14}
\]

We need the Inversion Theorem for Gelfand pairs in the following form generalizing [28, Corollary 1.21] for Euclidean groups. It is a special case of the Inversion Theorem in [3, p. 140]:

**Theorem 2.1.** Let $(G, K)$ be a Gelfand pair and let $f \in L^1(\omega_G)_K$ be such that $\mathcal{F}f \in L^1(\nu)$. Then
\[
f(u) = \int_Z \varphi(u) \mathcal{F}f(\varphi) d\nu(\varphi), \quad \omega_G \text{ a.e. in } G.
\]

We recall the Bochner-Godement Theorem, cf. [6, Theorem 2.1], [29, Theorem 6.4.4], according to which $f \in \mathcal{P}_K^1(G)$ if and only if there exists a (uniquely determined) positive finite Radon measure $\mu$ on $Z$ such that
\[
f(u) = \int_Z \varphi(u) d\mu(\varphi), \quad u \in G. \tag{15}
\]

The following result is useful for verifying that a given function $f$ is positive definite, when the measure $\mu$ is unknown. It is a special case of Corollary 2.3 in [3] and is essential for the following.

**Theorem 2.2** (The Integrable Bochner Theorem). Let $(G, K)$ be a Gelfand pair and let $f : G \to \mathbb{C}$ be a continuous and integrable function which is bi-invariant under $K$. Then $f$ is positive definite if and only if
\[
\mathcal{F}f(\varphi) \geq 0, \quad \varphi \in \text{supp}(\nu).
\]

If the equivalent conditions hold, then $\mathcal{F}f \in L^1(\nu)$ and
\[
f(u) = \int_Z \varphi(u) \mathcal{F}f(\varphi) d\nu(\varphi), \quad u \in G.
\]
Proof. For the convenience of the reader we give a proof.

(i) Assume first that $\mathcal{F}f(\varphi) \geq 0$ for $\varphi \in \text{supp}(\nu)$.

Under the additional hypothesis that $\mathcal{F}f \in L^1(\nu)$, we get by Theorem 2.1

$$f(u) = \int_Z \varphi(u) \mathcal{F}f(\varphi) d\nu(\varphi), \quad u \in G,$$

and we have equality for all $u \in G$, because $f$ is assumed continuous. For $h \in C_c(G)$ we then have $(\tilde{h}(u) := h(u^{-1}), \ u \in G)$,

$$\int_G f(u) \tilde{h} \ast h(u) \, d\omega_G(u) = \int_G \tilde{h} \ast h(u) \int_Z \varphi(u) \mathcal{F}f(\varphi) d\nu(\varphi) d\omega_G(u)$$

$$= \int_Z \mathcal{F}f(\varphi) \int_G \varphi(u) \tilde{h} \ast h(u) d\omega_G(u) d\nu(\varphi) \geq 0,$$

because

$$\int_G \varphi(u) \tilde{h} \ast h(u) d\omega_G(u) \geq 0$$

for all $\varphi \in Z$, and then $f \in \mathcal{P}(G)$, cf. [13, p. 256].

Without the assumption $\mathcal{F}f \in L^1(\nu)$, we consider $f_V := f \ast \rho_V^\sharp \ast (\rho_V^\sharp)^\sim$, using an approximative identity. Since $\mathcal{F}f_V = \mathcal{F}f | \mathcal{F}(\rho_V^\sharp)^2$ is non-negative and $\nu$-integrable by (13), we get $f_V \in \mathcal{P}(G)$ by what has just been proved. We next use that $f_V(u) \to f(u)$ locally uniformly for $u \in G$ as $V$ shrinks to $e_G$, and we get $f \in \mathcal{P}(G)$.

(ii) Conversely, if $f$ is assumed positive definite, we know from Bochner-Godement’s Theorem that (15) holds for a uniquely determined positive finite measure $\mu$ on $Z$. However, by the Inversion Theorem in the form of [29, p. 84-85], the integrability of $f$ implies that $\mathcal{F}f \in L^1(\nu)$ and $d\mu = \mathcal{F}f d\nu$, and this forces $\mathcal{F}f$ to be non-negative on $\text{supp}(\nu)$.

$$\square$$

Remark 2.3. The reader is warned that the support of the Plancherel measure $\text{supp}(\nu)$ can be strictly smaller than $Z$. This cannot happen for compact Gelfand pairs $(G, K)$ (i.e., if $G$ is compact) and for abelian Gelfand pairs $(A, \{0\})$.

For compact Gelfand pairs the dual space $Z$ is discrete and for each $\varphi \in Z$ we consider a certain vector space

$$H_\varphi := \text{span}\{\varphi_g \mid g \in G\}. \quad (16)$$

Here $\varphi_g(x) := \varphi(g^{-1}x)$ is a right invariant continuous function on $G$ considered as a continuous function on the homogeneous space $G/K$. It is a classical fact that $H_\varphi$ is of finite dimension, which we denote by $\delta(\varphi)$, and the Plancherel measure is $\nu(\{\varphi\}) = \delta(\varphi)$. cf. [29, p.86] or [6, p. 265].

In the abelian case $Z$ is the dual group $\hat{A}$, and $\nu$ is the Haar measure on $\hat{A}$ called dual to $\omega_A$, meaning that the Inversion Theorem holds, cf. [25, p. 24].
For the reader’s convenience we state Theorem 2.2 for the important special cases of abelian and compact Gelfand pairs.

**Corollary 2.4.** Let $A$ be an LCA-group and $f : A \to \mathbb{C}$ a continuous and integrable function.

Then $f \in \mathcal{P}(A)$ if and only if

$$
\mathcal{F} f(\gamma) \geq 0, \quad \gamma \in \hat{A}.
$$

If the equivalent conditions hold, then $\mathcal{F} f \in L^1(\omega_{\hat{A}})$ and

$$
f(u) = \int_{\hat{A}} \gamma(u) \mathcal{F} f(\gamma) d\omega_{\hat{A}}(\gamma), \quad u \in A.
$$

**Corollary 2.5.** Let $(G,K)$ be a compact Gelfand pair and $f \in C(G)^+_K$.

Then $f \in \mathcal{P}(G)$ if and only if

$$
\mathcal{F} f(\varphi) \geq 0, \quad \varphi \in Z.
$$

If the equivalent conditions hold, then $\mathcal{F} f \in L^1(\nu)$ and

$$
f(u) = \sum_{\varphi \in Z} \delta(\varphi) \varphi(u) \mathcal{F} f(\varphi), \quad u \in G.
$$

The expansion is absolutely and uniformly convergent for $u \in G$.

**Remark 2.6.** If $f : A \to \mathbb{C}$ is integrable without being continuous on an LCA-group $A$, then it is possible that $\mathcal{F} f \geq 0$ without $f$ being positive definite in the classical sense and in particular bounded. We give an example with $A = \mathbb{R}$.

Linnik’s probability densities $p_\alpha$, $0 < \alpha \leq 1$ are symmetric on $\mathbb{R}$ with

$$
\mathcal{F} p_\alpha(t) = (1 + |t|^\alpha)^{-1}, \quad t \in \mathbb{R}.
$$

They are given as

$$
p_\alpha(x) = \frac{\sin(\alpha \pi / 2)}{\pi} \int_0^\infty \frac{e^{-xy} y^\alpha}{1 + y^\alpha e^{\alpha \pi / 2}} dy, \quad x \geq 0,
$$

see [18], [17]. In particular

$$
p_\alpha(0) = \lim_{x \to 0} p_\alpha(x) = \infty,
$$

and $p_\alpha$ is decreasing and continuous on $]0, \infty[$.

Cooper [8] initiated a study of the set $\mathcal{P}(J)$ of measurable functions $f : \mathbb{R} \to \mathbb{C}$ satisfying

$$
\int_{-\infty}^\infty \int_{-\infty}^\infty f(x - y)h(x)h(y) dx dy \geq 0,
$$

for all $h \in J$, where $J$ is a family of measurable functions $h : \mathbb{R} \to \mathbb{C}$.

Note that if $f$ is continuous then

$$
f \in \mathcal{P}(C_c(\mathbb{R})) \iff f \in \mathcal{P}(\mathbb{R}).
$$

Theorem 2 in [20] states that for $f \in L^1(\mathbb{R})$ one has

$$
\mathcal{F} f \geq 0 \iff f \in \mathcal{P}(L^2(\omega_{\mathbb{R}})).
$$
3 The Cressie-Huang-Gneiting Theorem for Gel-
fand pairs

3.1 Products of two Gelfand pairs

For two Gelfand pairs \((G_1, K_1), (G_2, K_2)\) with dual spaces \(Z_1, Z_2\) the product \((G_1 \times G_2, K_1 \times K_2)\) is again a Gelfand pair. Its dual space can be identified with \(Z_1 \times Z_2\) in the following way: For \(\varphi \in Z_1, \psi \in Z_2\)

\[
\varphi \otimes \psi(x, y) := \varphi(x)\psi(y), \quad (x, y) \in G_1 \times G_2
\]

is a positive definite spherical function for \((G_1 \times G_2, K_1 \times K_2)\), and all positive definite spherical functions for the product Gelfand pair are given in this way.

The Plancherel measure for \((G_1 \times G_2, K_1 \times K_2)\) is the product measure \(\nu_1 \otimes \nu_2\) of the Plancherel measures \(\nu_i\) for \((G_i, K_i), i = 1, 2\).

For \(f \in L^1(G_1 \times G_2, \omega_{G_1 \times G_2})\) let

\[
G'_1 := \{ x \in G_1 \mid f(x, \cdot) \in L^1(G_2, \omega_{G_2}) \}.
\]

By Fubini’s Theorem \(\omega_{G_1}(G_1 \setminus G'_1) = 0\) and \(G'_1\) is \(K_1\) bi-invariant. For all \(x \in G'_1\) we have \(f(x, \cdot) \in L^1(\omega_{G_2})\), and for those \(x\) we define

\[
\mathcal{F}_{G_2} f(x, \cdot)(\psi) = \int_{G_2} \overline{\psi(y)} f(x, y) d\omega_{G_2}(y), \quad \psi \in Z_2.
\]

Similarly

\[
G'_2 := \{ y \in G_2 \mid f(\cdot, y) \in L^1(G_1, \omega_{G_1}) \}
\]

satisfies \(\omega_{G_2}(G_2 \setminus G'_2) = 0\) and \(G'_2\) is \(K_2\) bi-invariant. For all \(y \in G'_2\) we have \(f(\cdot, y) \in L^1(\omega_{G_1})\), and for those \(y\) we define

\[
\mathcal{F}_{G_1} f(\cdot, y)(\varphi) = \int_{G_1} \overline{\varphi(x)} f(x, y) d\omega_{G_1}(x), \quad \varphi \in Z_1.
\]

**Theorem 3.1.** Let \((G_1, K_1)\) and \((G_2, K_2)\) be Gelfand pairs with dual spaces \(Z_1\) and \(Z_2\), and let \(f : G_1 \times G_2 \to \mathbb{C}\) be a continuous and integrable function, bi-
invariant under \(K_1 \times K_2\).

The following conditions are equivalent:

(i) \(f \in \mathcal{F}(G_1 \times G_2)\).

(ii) For almost all \(\psi \in \text{supp}(\nu_2)\) the function \(x \mapsto \mathcal{F}_{G_2} f(x, \cdot)(\psi)\) (defined for \(x \in G'_1\)) is equal almost everywhere in \(G_1\) to a \(K_1\) bi-invariant continuous positive definite function denoted \(p_{G_1}[f, \psi]\) on \(G_1\).

(iii) For almost all \(\varphi \in \text{supp}(\nu_1)\) the function \(y \mapsto \mathcal{F}_{G_1} f(\cdot, y)(\varphi)\) (defined for \(y \in G'_2\)) is equal almost everywhere in \(G_2\) to a \(K_2\) bi-invariant continuous positive definite function denoted \(p_{G_2}[f, \varphi]\) on \(G_2\).
If the equivalent conditions are satisfied, then \( p_{G_1}[f, \psi] \in L^1(\omega_{G_1}), p_{G_2}[f, \varphi] \in L^1(\omega_{G_2}) \) and for \((x, y) \in G_1 \times G_2\)

\[
f(x, y) = \int_{\text{supp}(\nu_1)} \varphi(x)p_{G_2}[f, \varphi](y)\,dv_1(\varphi) = \int_{\text{supp}(\nu_2)} \psi(y)p_{G_1}[f, \psi](x)\,dv_2(\psi),
\]

where the first integrand is defined for \(\nu_1\)-almost all \(\varphi \in \text{supp}(\nu_1)\) and the second integrand is defined for \(\nu_2\)-almost all \(\psi \in \text{supp}(\nu_2)\).

**Proof.** Since the pairs \((G_1, K_1)\) and \((G_2, K_2)\) appear symmetrically, it is enough to prove that (i) is equivalent to (ii).

Suppose first that \(f \in \mathcal{P}(G_1 \times G_2)\). By the Integrable Bochner Theorem \(2.2\) we know that \(\mathcal{F}_{G_1 \times G_2}f(\varphi, \psi) \geq 0\) for \(\varphi \in \text{supp}(\nu_1), \psi \in \text{supp}(\nu_2)\) and \(\mathcal{F}_{G_1 \times G_2}f \in L^1(\nu_1 \otimes \nu_2)\). Furthermore,

\[
f(x, y) = \int_{Z_1 \times Z_2} \varphi(x)\psi(y)\mathcal{F}_{G_1 \times G_2}f(\varphi, \psi)\,d\nu_1 \otimes \nu_2(\varphi, \psi), \quad (x, y) \in G_1 \times G_2. \tag{22}
\]

We also have

\[
\mathcal{F}_{G_1 \times G_2}f(\varphi, \psi) = \int_{G_1 \times G_2} \overline{\varphi(x)}\overline{\psi(y)}f(x, y)\,d\omega_{G_1} \otimes \omega_{G_2}(x, y)
\]

\[
= \int_{G_1'} \left( \overline{\varphi(x)} \int_{G_2} \overline{\psi(y)}f(x, y)\,d\omega_{G_2}(y) \right)\,d\omega_{G_1}(x)
\]

\[
= \int_{G_1'} \overline{\varphi(x)}\mathcal{F}_{G_2}f(x, \cdot)(\psi)\,d\omega_{G_1}(x), \tag{23}
\]

where \(G_1'\) is as in \((17)\).

Since \(\mathcal{F}_{G_1 \times G_2}f \in L^1(\nu_1 \otimes \nu_2)\), Fubini’s Theorem shows that

\[
\text{supp}(\nu_1)' := \{ \varphi \in \text{supp}(\nu_1) \mid \mathcal{F}_{G_1 \times G_2}f(\varphi, \cdot) \in L^1(\nu_2)\}
\]

satisfies \(\nu_1(\text{supp}(\nu_1) \setminus \text{supp}(\nu_1)') = 0\), and similarly

\[
\text{supp}(\nu_2)' := \{ \psi \in \text{supp}(\nu_2) \mid \mathcal{F}_{G_1 \times G_2}f(\cdot, \psi) \in L^1(\nu_1)\}
\]

satisfies \(\nu_2(\text{supp}(\nu_2) \setminus \text{supp}(\nu_2)') = 0\).

In particular \((23)\) holds for \(\varphi \in \text{supp}(\nu_1), \psi \in \text{supp}(\nu_2)'\), so the Inversion Theorem \(2.1\) applied for \(\psi \in \text{supp}(\nu_2)'\) gives

\[
\mathcal{F}_{G_2}f(x, \cdot)(\psi) = \int_{Z_1} \varphi(x)\mathcal{F}_{G_1 \times G_2}f(\varphi, \psi)\,d\nu_1(\varphi) \tag{26}
\]

for almost all \(x \in G_1\). The right-hand side of this equation as a function of \(x\) is a continuous positive definite function on \(G_1\) denoted \(p_{G_1}[f, \psi]\), i.e.,

\[
p_{G_1}[f, \psi](x) := \int_{Z_1} \varphi(x)\mathcal{F}_{G_1 \times G_2}f(\varphi, \psi)\,d\nu_1(\varphi), \quad x \in G_1. \tag{27}
\]
Clearly (27) is bi-invariant under $K_1$. Furthermore, $p_{G_1}[f,\psi] \in L^1(\omega_{G_1})$ because
\[
\int_{G_1} |p_{G_1}[f,\psi](x)| \, d\omega_{G_1}(x) = \\
\int_{G_1} |F_{G_2}f(x,\cdot)(\psi)| \, d\omega_{G_1}(x) \leq \int_{G_1} \left( \int_{G_2} |f(x,y)| \, d\omega_{G_2}(y) \right) \, d\omega_{G_1}(x) < \infty.
\]
We can now use Fubini’s Theorem and (27) to expand (22) to
\[
f(x,y) = \int_{\text{supp}(\nu_2)} \psi(y) \left( \int_{\text{supp}(\nu_1)} \varphi(x) F_{G_1 \times G_2}f(\varphi,\psi) \, d\nu_1(\varphi) \right) \, d\nu_2(\psi) \\
= \int_{\text{supp}(\nu_2)} \psi(y) p_{G_1}[f,\psi](x) \, d\nu_2(\psi),
\]
which is the second equality in (21).

Assume next that (ii) holds, i.e., for almost all $\psi \in \text{supp}(\nu_2)$ the function $x \mapsto F_{G_2}f(x,\cdot)(\psi)$ is equal for almost all $x \in G_1$ to a function $p_{G_1}[f,\psi] \in P_{\#K_1}(G_1)$. As before the latter is integrable on $G_1$, so by the Integrable Bochner Theorem 2.2
\[
F_{G_1}(p_{G_1}[f,\psi])(\varphi) = \int_{G_1} \overline{\varphi(x)} \, p_{G_1}[f,\psi](x) \, d\omega_{G_1}(x) \geq 0, \quad \varphi \in \text{supp}(\nu_1),
\]
i.e.,
\[
\int_{G_1} \overline{\varphi(x)} \left( \int_{G_2} \overline{\psi(y)} f(x,y) \, d\omega_{G_2}(y) \right) \, d\omega_{G_1}(x) = F_{G_1 \times G_2}f(\varphi,\psi) \geq 0
\]
for almost all $\psi \in \text{supp}(\nu_2)$ and all $\varphi \in \text{supp}(\nu_1)$. Since $F_{G_1 \times G_2}f$ is continuous on $Z_1 \times Z_2$, we get $F_{G_1 \times G_2}f \geq 0$ on $\text{supp}(\nu_1) \times \text{supp}(\nu_2)$, so $f$ is positive definite by Theorem 2.2.

**Remark 3.2.** Theorem 1.2 of Gneiting is a special case of Theorem 3.1 for the abelian Gelfand pairs $(G_1, K_1) = (\mathbb{R}^k, \{0\})$ and $(G_2, K_2) = (\mathbb{R}^l, \{0\})$ and the equivalence of (i) and (iii). Theorem 3.1 also yields the clarifying details missing in the formulation of Gneiting’s Theorem.

**Remark 3.3.** Let $f$ satisfy the equivalent conditions of Theorem 3.1, i.e.,
\[
f \in \mathcal{P}(G_1 \times G_2) \cap L^1(\omega_{G_1 \times G_2})_{K_1 \times K_2}.
\]
Then $f(\cdot, e_{G_2}) \in \mathcal{P}(G_1)_{K_1}$. It is possible to construct examples so that $f(\cdot, e_{G_2}) \notin L^1(\omega_{G_1})$, i.e., $e_{G_2} \notin G_2$.

In case the first Gelfand pair in Theorem 3.1 is compact, we get the following:
Corollary 3.4. Let the assumptions in Theorem 3.1 hold, and assume that $G_1$ is compact.

Then $G_2' = G_2$ (defined in (19)) and (20) is defined for all $(y, \varphi) \in G_2 \times Z_1$ and is continuous from $G_2 \times Z_1$ to $\mathbb{C}$.

The following conditions are equivalent:

(i) $f \in \mathcal{P}(G_1 \times G_2)$.

(ii) For almost all $\psi \in \text{supp}(\nu_2)$ the function $x \mapsto \mathcal{F}_{G_2} f(x, \cdot)(\psi)$ (defined for $x \in G_1'$) is equal almost everywhere in $G_1$ to a $K_1$ bi-invariant continuous positive definite function denoted $p_{G_1}[f, \psi]$ on $G_1$.

(iii) $p_{G_2}[f, \varphi](y) := \mathcal{F}_{G_1} f(\cdot, y)(\varphi)$, $y \in G_2$ belongs to $\mathcal{P}_{K_2}^d(G_2)$ for each $\varphi \in Z_1$.

If the equivalent conditions hold, then $p_{G_2}[f, \varphi] \in L^1(\omega_{G_2})$ for each $\varphi \in Z_1$ and for $(x, y) \in G_1 \times G_2$

$$f(x, y) = \sum_{\varphi \in Z_1} \delta(\varphi)\varphi(x)p_{G_2}[f, \varphi](y) = \int_{\text{supp}(\nu_2)} \psi(y)p_{G_1}[f, \psi](x) \, d\nu_2(\psi), \quad (28)$$

where the sum is absolutely and uniformly convergent and the last integrand is defined for $\nu_2$-almost all $\psi \in \text{supp}(\nu_2)$.

Proof. If $G_1$ is compact, then it is known that $Z_1$ is discrete and $\text{supp}(\nu_1) = Z_1$, cf. Remark 2.3. For $y \in G_2$, $f(\cdot, y)$ is continuous on $G_1$, and hence integrable so $G_2' = G_2$. Furthermore, it is enough to verify that (20) is continuous for $y \in G_2$ for each fixed $\varphi \in Z_1$. However, if $y_j \to y \in G_2$, then $f(x, y_j) \to f(x, y)$ uniformly for $x \in G_1$ and the result follows.

The first formula in (28) holds in particular for $x = e_{G_1}, y = e_{G_2}$ and this shows that the series is absolutely and uniformly convergent. \hfill $\Box$

In case both Gelfand pairs in Theorem 3.1 are compact, we get the following:

Corollary 3.5. Let $(G_1, K_1)$ and $(G_2, K_2)$ be compact Gelfand pairs with dual spaces $Z_1$ and $Z_2$, and let $f : G_1 \times G_2 \to \mathbb{C}$ be a continuous function, which is bi-invariant under $K_1 \times K_2$.

The following conditions are equivalent:

(i) $f \in \mathcal{P}(G_1 \times G_2)$.

(ii) $p_{G_1}[f, \psi](x) := \mathcal{F}_{G_2} f(x, \cdot)(\psi) \in \mathcal{P}_{K_2}^d(G_1)$ for all $\psi \in Z_2$.

(iii) $p_{G_2}[f, \varphi](y) := \mathcal{F}_{G_1} f(\cdot, y)(\varphi) \in \mathcal{P}_{K_2}^d(G_2)$ for all $\varphi \in Z_1$.

If the equivalent conditions hold, then we have

$$f(x, y) = \sum_{\varphi \in Z_1} \delta(\varphi)\varphi(x)p_{G_2}[f, \varphi](y) = \sum_{\psi \in Z_2} \delta(\psi)\psi(y)p_{G_1}[f, \psi](x), \quad (x, y) \in G_1 \times G_2$$

(29)

and both expansions are absolutely and uniformly convergent on $G_1 \times G_2$. 
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3.2 Products of Gelfand pairs and locally compact groups

Let \((G,K)\) be a Gelfand pair and let \(L\) be an arbitrary locally compact group. The set of continuous functions \(f : G \times L \rightarrow \mathbb{C}\) which are bi-invariant with respect to \(K\) in the first variable is denoted \(C^\#_K(G,L)\). As explained in Section 2 this space can be identified with the set of continuous functions from \((K\backslash G/K) \times L\) to \(\mathbb{C}\), where \(K\backslash G/K\) is the set of double cosets. Let

\[P^\#_K(G,L) := C^\#_K(G,L) \cap \mathcal{P}(G \times L)\]

denote the set of continuous positive definite functions on \(G \times L\) which are bi-invariant with respect to \(K\) in the first variable.

We now extend Proposition 1.1 by replacing \(\mathbb{R}^d\) by an arbitrary Gelfand pair \((G,K)\) and \(\mathbb{R}\) by an arbitrary locally compact group \(L\).

**Proposition 3.6.** Let \((G,K)\) be a Gelfand pair with dual space \(Z\) and Plancherel measure \(\nu\), and let \(L\) be a locally compact group. Let \(h : \text{supp}(\nu) \times L \rightarrow \mathbb{C}\) be a continuous function satisfying

(i) For each \(\varphi \in \text{supp}(\nu)\) we have \(h(\varphi, \cdot) \in \mathcal{P}(L)\).

(ii) \(\int_Z h(\varphi, e_L) d\nu(\varphi) < \infty\).

Then \(C : G \times L \rightarrow \mathbb{C}\) defined by

\[C(x,u) = \int_Z \varphi(x) h(\varphi, u) d\nu(\varphi)\]

belongs to \(P^\#_K(G,L)\).

**Proof.** Note that \((x,u) \mapsto \varphi(x) h(\varphi, u)\) belongs to \(P^\#_K(G,L)\) for each \(\varphi \in \text{supp}(\nu)\). This follows from well-known stability properties of positive definiteness, see e.g. [6, Proposition 3.2]. Furthermore, \(|\varphi(x) h(\varphi, u)| \leq h(\varphi, e_L)\), so \(C\) is well-defined because of (ii), and also positive definite in the sense of (7).

We shall finally prove the continuity of \(C\) and by a classical property of positive definite functions, it is enough to prove continuity at \((e_G, e_L)\). For given \(\varepsilon > 0\) we choose a compact set \(\Gamma \subset \text{supp}(\nu)\) such that

\[\int_{\text{supp}(\nu) \setminus \Gamma} h(\varphi, e_L) d\nu(\varphi) < \varepsilon.\]

We next choose a neighbourhood \(U \times V\) of \((e_G, e_L)\) in \(G \times L\) such that for \((x,u,\varphi) \in U \times V \times \Gamma\)

\[|\varphi(x) h(\varphi, u) - h(\varphi, e_L)| \leq \frac{\varepsilon}{\nu(\Gamma)},\]

which is possible because \(\varphi(x) h(\varphi, u)\) is continuous for \((x,u,\varphi) \in G \times L \times Z\).
For \((x, u) \in U \times V\) we then get
\[
C(x, u) - C(e_G, e_L) = \int_{\text{supp}(\nu) \setminus \Gamma} (\varphi(x)h(\varphi, u) - h(\varphi, e_L)) \, d\nu(\varphi) \\
+ \int_{\Gamma} (\varphi(x)h(\varphi, u) - h(\varphi, e_L)) \, d\nu(\varphi).
\]

The first and the second integral are in absolute value bounded by respectively \(2\varepsilon\) and \(\varepsilon\), hence
\[
|C(x, u) - C(e_G, e_L)| \leq 3\varepsilon,
\]
and the continuity follows.

Suppose now that \((G, K)\) is a compact Gelfand pair and \(L\) is an arbitrary locally compact group. For \(f \in C^2_K(G, L)\) and \(u \in L\) the function \(f(\cdot, u)\) belongs to \(C^\#_K(G) \subset L^2(G)^\#_K\) and has an expansion
\[
f(x, u) \sim \sum_{\varphi \in Z} \delta(\varphi) F f(\cdot, u)(\varphi) \varphi(x), \tag{30}
\]
which converges in \(L^2(G)\) because \((\sqrt{\delta(\varphi)} \varphi)_{\varphi \in Z}\) is an orthonormal basis in \(L^2(G)^\#_K\), cf. [6, Theorem 2.6]. The expansion coefficient functions are
\[
B(\varphi)(u) := \delta(\varphi) F f(\cdot, u)(\varphi) = \delta(\varphi) \int_{G} \overline{\varphi(x)} f(x, u) \, d\omega_G(x), \quad u \in L. \tag{31}
\]

Clearly \(B(\varphi) : L \to \mathbb{C}\) is continuous.

The main result, Theorem 3.3 of [6], states the following.

**Theorem 3.7.** [Berg-Peron-Porcu 2018] Let \((G, K)\) denote a compact Gelfand pair, let \(L\) be a locally compact group and let \(f : G \times L \to \mathbb{C}\) be a continuous function. Then \(f\) belongs to \(P^2_K(G, L)\) if and only if the expansion functions \(B(\varphi)\) given by (31) satisfy
\[
(i) \ B(\varphi) \in P(L), \ \varphi \in Z, \\
(ii) \sum_{\varphi \in Z} B(\varphi)(e_L) < \infty.
\]

If the equivalent conditions hold, then we have
\[
f(x, u) = \sum_{\varphi \in Z} B(\varphi)(u) \varphi(x), \quad x \in G, u \in L, \tag{32}
\]
and the sum is absolutely and uniformly convergent for \((x, u) \in G \times L\).

When \(L\) denotes the group consisting just of the neutral element, Theorem 3.7 reduces to the Bochner-Godement Theorem for compact Gelfand pairs.

If we apply the Bochner-Godement Theorem to the compact Gelfand pair \((G_1 \times G_2, K_1 \times K_2)\) of Corollary 3.5, we can add the following fourth condition equivalent to \(f \in P(G_1 \times G_2)\):
\((iv)\) \(f(x, y) = \sum_{\varphi \in Z_1} \sum_{\psi \in Z_2} B(\varphi, \psi) \varphi(x) \psi(y), \quad (x, y) \in G_1 \times G_2. \quad (33)\)

The above expansion is uniformly absolutely convergent and the non-negative numbers \(B(\varphi, \psi)\) are given by

\[
B(\varphi, \psi) = \delta(\varphi) \delta(\psi) \int_{G_1 \times G_2} \varphi(x) \psi(y) f(x, y) d\omega_{G_1 \otimes G_2}(x, y), \quad \varphi \in Z_1, \psi \in Z_2.
\]

When \(L\) of Theorem 3.7 is abelian, \(A = L\), we get the following result: The first part is a reformulation of Corollary 3.4, if we consider \(A\) as an abelian Gelfand pair \((A, \{0\})\). The second part gives a sharper result under the condition (36).

**Theorem 3.8.** Let \((G, K)\) denote a compact Gelfand pair, let \(A\) denote an LCA-group and let \(f : G \times A \to \mathbb{C}\) be a continuous function bi-invariant with respect to \(K\) in the first variable and integrable with respect to \(\omega_G \otimes \omega_A\).

Then the expansion functions \(B(\varphi), \varphi \in Z\) given by (31) belong to \(L^1(\omega_A)\).

Define

\[
F_A f(x, \cdot)(\gamma) := \int_A \gamma(u) f(x, u) d\omega_A(u), \quad \gamma \in \hat{A}, x \in G', \quad (34)
\]

where as before

\[
G' := \{x \in G \mid f(x, \cdot) \in L^1(\omega_A)\}
\]

is a bi-invariant set such that \(\omega_A(G \setminus G') = 0\).

The following conditions are equivalent:

(i) \(f \in P^*_K(G, A)\).

(ii) For almost all \(\gamma \in \hat{A}\) the function \(F_A f(x, \cdot)(\gamma)\) defined for \(x \in G'\) is equal almost everywhere to a function in \(P^*_K(G)\) denoted \(p_G[f, \gamma]\).

(iii) \(B(\varphi) \in P(A)\) for each \(\varphi \in Z\).

If the equivalent conditions hold, then

\[
f(x, u) = \sum_{\varphi \in Z} B(\varphi)(u) \varphi(x) = \int_{\hat{A}} \gamma(u) p_G[f, \gamma](x) d\omega_{\hat{A}}(\gamma), \quad (x, u) \in G \times A, \quad (35)
\]

where the sum is absolutely and uniformly convergent, and the last integrand is defined for almost all \(\gamma \in \hat{A}\).

In case there exists a function \(\ell \in L^1(\omega_A)\) such that

\[
|f(x, u)| \leq \ell(u), \quad (x, u) \in G \times A,
\]

then \(G' = G\) and \(F_A f(x, \cdot)(\gamma)\) given by (34) is continuous on \(G \times \hat{A}\). In this case condition (ii) simplifies to

\(\text{(ii') For all } \gamma \in \hat{A} \text{ the function } p_G[f, \gamma](x) := F_A f(x, \cdot)(\gamma) \text{ belongs to } P^*_K(G).\)
Proof. It is easy to see from (31) that $B(\varphi)$ is continuous and integrable on $A$ for each $\varphi \in Z$.

Condition (36) clearly implies that the expression (34) is well-defined for $(x, \gamma) \in G \times \hat{A}$. To see the continuity we proceed as follows:

Fix $\varepsilon > 0$ and choose a compact set $J \subset A$ such that \( \int_{A \setminus J} \ell(u) \, d\omega_A(u) < \varepsilon \).

For $\delta > 0$ to be specified later, we choose a neighbourhood $V$ of $e_G \in G$ such that for $x, y \in G$ satisfying $x^{-1}y \in V$ we have $|f(x, u) - f(y, u)| < \delta$ when $u \in J$. This is possible because $f$ is uniformly continuous on $G \times J$. We next consider $\gamma, \chi \in \hat{A}$ with $\sup_{u \in J} |\gamma(u) - \chi(u)| < \delta$. For such $\gamma, \chi$ and $x, y \in G$ with $x^{-1}y \in V$ we get

\[
F_Af(x, \cdot)(\gamma) - F_Af(y, \cdot)(\chi) = \int_A (\gamma(u) - \chi(u)) f(x, u) \, d\omega_A(u) + \int_A \chi(u) (f(x, u) - f(y, u)) \, d\omega_A(u),
\]

and hence

\[
|F_Af(x, \cdot)(\gamma) - F_Af(y, \cdot)(\chi)| \\
\leq \int_A |\gamma(u) - \chi(u)| \ell(u) \, d\omega_A(u) + \int_A |f(x, u) - f(y, u)| \, d\omega_A(u) \\
\leq \int_J |\gamma(u) - \chi(u)| \ell(u) \, d\omega_A(u) + \int_J |f(x, u) - f(y, u)| \, d\omega_A(u) + 4\varepsilon \\
\leq \delta \int_J \ell(u) \, d\omega_A(u) + \delta \omega_A(J) + 4\varepsilon \leq \delta \left( \int \ell \, d\omega_A + \omega_A(J) \right) + 4\varepsilon \leq 5\varepsilon,
\]

if $\delta$ is specified to be less than $\varepsilon(\int \ell(u) \, d\omega_A(u) + \omega_A(J))^{-1}$.

(Notice that in case $\hat{A}$ and $G$ are metrizable, the continuity of $F_Af(x, \cdot)(\gamma)$ follows simply from (36) and the Theorem of Lebesgue on dominated convergence.)

4 The Porcu-White Theorem

As background material for this section one can consult [14, Chap. 9].

We now consider the compact Gelfand pair $(O(d + 1), O(d))$, where $O(d)$ is the compact group of orthogonal $d \times d$ matrices. The homogeneous space $O(d + 1)/O(d)$ can be identified with the unit sphere $S^d$ in $\mathbb{R}^{d+1}$ in the following way.

The compact group $G = O(d + 1)$ operates in $\mathbb{R}^{d+1}$ and in $S^d$. We use the notation $e_1, \ldots, e_{d+1}$ for the standard basis in $\mathbb{R}^{d+1}$. The fixed-point group of the matrices $g \in O(d + 1)$ satisfying $ge_1 = e_1$, is of the form

\[
g = \begin{pmatrix} 1 & 0 \\ 0 & \tilde{g} \end{pmatrix},
\]
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where \( \tilde{g} \in O(d) \), the zero in the upper right corner represents a zero row vector of length \( d \), and the zero in the lower left corner represents a zero column vector of length \( d \).

This shows that the fixed-point group \( K \) of \( e_1 \) is isomorphic to \( O(d) \) and in the following identified with \( O(d) \). The mapping \( g \mapsto ge_1 \) of \( G = O(d + 1) \) onto \( S^d \) is constant on the left cosets \( gK \), and hence induces a bijection of \( G/K \) onto \( S^d \), and it is a homeomorphism.

The mapping \( g \mapsto ge_1 \) of \( G = O(d + 1) \) onto \([-1, 1]\) is constant on the double cosets, and if \( ge_1 \cdot e_1 = he_1 \cdot e_1 \) for \( g, h \in G \), then they belong to the same double coset. Therefore the space of double cosets \( K \backslash G/K \) is homeomorphic to \([-1, 1]\). This shows that complex functions on \( G \) which are bi-invariant with respect to \( K \), can be identified with functions \( f : [-1, 1] \to \mathbb{C} \). In fact, for such a function, \( g \mapsto f(ge_1 \cdot e_1) \) is a bi-invariant function on \( G \), and all bi-invariant functions on \( G \) have this form. The bi-invariant functions depend only on the upper left corner \( g_{1,1} \) of \( g \in O(d + 1) \).

The surface measure of \( S^d \) is denoted \( \omega_d \), and it is of total mass

\[
\sigma_d := \omega_d(S^d) = \frac{2\pi^{(d+1)/2}}{\Gamma((d + 1)/2)}.
\] (37)

Furthermore, we have

\[
\int_{-1}^1 (1 - x^2)^{d/2-1} \, dx = \sigma_d/\sigma_{d-1}.
\]

In the following we consider the probability measure \( \tau_d \) on \([-1, 1]\) given by the weight function

\[
(\sigma_{d-1}/\sigma_d)(1 - x^2)^{d/2-1}, \quad -1 < x < 1.
\] (38)

The image measure of normalized Haar measure \( \omega_G \) on \( G = O(d + 1) \) under the mapping \( g \mapsto ge_1 \) of \( G \) onto \( S^d \) is the normalized surface measure \( \omega_d/\sigma_d \). The image measure of \( \omega_G \) under the mapping \( g \mapsto ge_1 \cdot e_1 \) of \( G \) onto \([-1, 1]\) is the probability measure \( \tau_d \).

The positive definite spherical functions are the normalized Gegenbauer polynomial \( c_n(d, x), n = 0, 1, \ldots \), given by

\[
c_n(d, x) = C_n^{((d+1)/2)}(x)/C_n^{((d+1)/2)}(1) = \frac{n!}{(d - 1)n} C_n^{((d+1)/2)}(x),
\] (39)

where \( C_n^{(\lambda)} \) are the classical Gegenbauer polynomials in the notation of \([\lambda]\). Furthermore, \( (a)_n := a(a+1) \cdots (a+n-1) \) is the Pochhammer symbol.

A spherical harmonic of degree \( n \) for \( S^d \) is the restriction to \( S^d \) of a real-valued harmonic homogeneous polynomial in \( \mathbb{R}^{d+1} \) of degree \( n \). Together with the zero function, the spherical harmonics of degree \( n \) form a finite dimensional vector space denoted \( \mathcal{H}_n(d) \). It is a subspace of the space \( \mathcal{C}(S^d) \) of continuous functions.
on $S^d$ and can be identified with the space $H_\varphi$ corresponding to the spherical function $\varphi = c_n(d, \cdot)$. We have

$$\delta(c_n(d, \cdot)) = N_n(d) := \dim \mathcal{H}_n(d) = \frac{(d)_n-1(2n+d-1)}{n!}, \quad n \geq 1, \quad N_0(d) = 1. \quad (40)$$

Let now $A$ be an LCA-group and let $f : [-1, 1] \times A \rightarrow \mathbb{C}$ be a continuous function. For the spherical function $c_n(d, \cdot)$ the expansion function $B(c_n(d, \cdot))$ from (31) with $L = A$ is called the $d$-Schoenberg function of $f$ in [5], where it is denoted $b_{n,d}$. Formula (31) can be reduced to

$$b_{n,d}(u) = N_n(d) \int_{-1}^1 f(x, u)c_n(d, x)d\tau_d(x), \quad u \in A. \quad (41)$$

Note that using the terminology of [5] we have

$$\mathcal{P}_{O(d)}^d(O(d+1), A) = \mathcal{P}(S^d, A),$$
and functions $f$ from these spaces can be considered as functions $f : O(d+1) \times A \rightarrow \mathbb{C}$ which are bi-invariant with respect to $O(d)$ in the first variable or as functions $f : [-1, 1] \times A \rightarrow \mathbb{C}$. Similarly

$$\mathcal{P}_{O(d)}^d(O(d+1)) = \mathcal{P}(S^d),$$
and functions $f$ from these spaces can be considered as functions $f : O(d+1) \rightarrow \mathbb{C}$ which are bi-invariant with respect to $O(d)$ or as functions $f : [-1, 1] \rightarrow \mathbb{C}$.

Specializing Theorem 3.8 to the compact Gelfand pair $(O(d+1), O(d))$ we get:

**Theorem 4.1.** Let $A$ be an LCA-group and let $f : [-1, 1] \times A \rightarrow \mathbb{C}$ be a continuous function, assumed integrable with respect to the product measure $\tau_d \otimes \omega_A$. The $d$-Schoenberg functions $b_{n,d}$ given by (41) belong to $L^1(\omega_A)$. Let $N \subset [-1, 1]$ denote the $\tau_d$-null set such that $f(x, \cdot) \in L^1(\omega_A)$ for $x \in [-1, 1] \setminus N$ and define

$$\mathcal{F}_Af(x, \cdot)(\gamma) := \int_A \gamma(u)f(x, u)d\omega_A(u), \quad \gamma \in \hat{A}, x \in [-1, 1] \setminus N. \quad (42)$$

The following conditions are equivalent:

(i) $f \in \mathcal{P}(S^d, A)$.

(ii) For almost all $\gamma \in \hat{A}$ the function $\mathcal{F}_Af(x, \cdot)(\gamma)$ defined for $x \in [-1, 1] \setminus N$ is equal $\tau_d$-almost everywhere to a function $p[f, \gamma] \in \mathcal{P}(S^d)$.

(iii) $b_{n,d} \in \mathcal{P}(A)$ for each $n \geq 0$.

If the equivalent conditions hold, then for $(x, u) \in [-1, 1] \times A$

$$f(x, u) = \sum_{n=0}^{\infty} b_{n,d}(u)c_n(d, x) = \int_{\hat{A}} \gamma(u)p[f, \gamma](x)d\omega_A(\gamma), \quad (43)$$
where the sum is absolutely and uniformly convergent, and the last integrand is defined for almost all \( \gamma \in \hat{A} \).

In case there exists a function \( \ell \in L^1(\omega_A) \) such that
\[
|f(x,u)| \leq \ell(u), \quad x \in [-1,1], u \in A,
\]
then \( N = \emptyset \) and \( F_A f(x,\cdot)(\gamma) \) given by (12) is continuous on \([-1,1] \times \hat{A} \). The \( \omega_{\hat{A}} \) null-set in (ii) can be chosen as the empty set.

**Remark 4.2.** In [24, Theorem 1] Porcu and White proved Theorem 4.1 in the special case of \( A = \mathbb{R} \) and with a special function \( \ell \) satisfying (44).

They consider the function
\[
\ell(u) = B_d(u) := \sum_{n=0}^{\infty} |b_{n,d}(u)|, \quad u \in A,
\]
and they assume \( B_d \in L^1(\omega_A) \).

Let us prove that
\[
|f(x,u)| \leq B_d(u), \quad (x,u) \in [-1,1] \times A.
\]

In fact for fixed \( u \in A \) the continuous function \( f(\cdot,u) \) has the expansion
\[
\sum_{n=0}^{\infty} b_{n,d}(u)c_n(d,x)
\]
in terms of the orthogonal polynomials \( c_n(d,x) \), and the series converges in \( L^2(\tau_d) \).

By a classical theorem there exists a sequence \( n_j = n_j(u), j = 1,2,\ldots \) of natural numbers tending to infinity such that
\[
\lim_{j \to \infty} \sum_{n=0}^{n_j} b_{n,d}(u)c_n(d,x) = f(x,u)
\]
for almost all \( x \in [-1,1] \), and hence for those \( x \)
\[
|f(x,u)| = \lim_{j \to \infty} \left| \sum_{n=0}^{n_j} b_{n,d}(u)c_n(d,x) \right| \\
\leq \lim_{j \to \infty} \sum_{n=0}^{n_j} |b_{n,d}(u)| = B_d(u).
\]

By continuity in \( x \) we then get (46).

In [21] the authors consider positive definite functions on products of spheres \( S^{d_1} \) and \( S^{d_2} \). Their Theorem B.1 is a special case of Corollary 3.5 applied to the product of the two compact Gelfand pairs \( (O(d_i+1),O(d_i)), i = 1,2 \).
5 Revisiting a Theorem of Gneiting

In Schoenberg’s fundamental paper \[27\] there is a characterization of the class
\[P(S^\infty) := \cap_{d=1}^\infty P(S^d)\]
as the power series
\[f(x) = \sum_{n=0}^{\infty} b_n x^n, \quad x \in [-1, 1]\] (47)
where \(b_n \geq 0\) and \(f(1) = \sum b_n < \infty\).

Gneiting \[16\] introduced the class \(\Psi_\infty\) of continuous functions \(\psi : [0, \pi] \to \mathbb{R}\) of the form \(\psi(\theta) = f(\cos(\theta))\) with \(f \in P(S^\infty)\) and \(f(1) = 1\).

Theorem 7 in \[16\] states the following:

**Theorem 5.1** (Gneiting). Let \(\rho : [0, \infty) \to \mathbb{R}\) be a completely monotonic function with \(\rho(0) = 1\). Then the restriction of \(\rho\) to \([0, \pi]\) belongs to \(\Psi_\infty\).

**Remark 5.2.** The statement of Gneiting’s Theorem is actually that the restriction to \([0, \pi]\) of a non-constant completely monotonic function belongs to \(\Psi_\infty^+\), where the plus sign refers to the positive definiteness being strict. We shall not consider this aspect and therefore the assumption of being non-constant is not important. The purpose of this section is to give a new proof of Theorem 5.1 and the new proof has the advantage that we obtain information about the power series coefficients \(b_n\) from (47).

**Remark 5.3.** Schoenberg \[27\] proved that
\[\lim_{d \to \infty} c_n(d, x) = x^n, \quad -1 < x < 1,\]
where \(c_n(d, x)\) are the spherical functions for \((O(d + 1), O(d))\) from Eq. (39). This has been generalized to inductive limits of suitable sequences \((G_n, K_n)\) of Gelfand pairs, see \[11\] and references therein.

**Proof of Theorem 5.1.**

By a theorem of Bernstein, cf. \[30\] p. 160], the functions of Theorem 5.1 have the form
\[\rho(\theta) = \int_0^\infty \exp(-a\theta) \, d\mu(a),\] (48)
where \(\mu\) is a probability measure on \([0, \infty)\). Because of stability properties of the set \(\Psi_\infty\), it is enough to prove that \(\exp(-a\theta) \in \Psi_\infty\) for each \(a > 0\).

If we let \(\text{Arccos} : [-1, 1] \to [0, \pi]\) denote the inverse of \(\cos : [0, \pi] \to [-1, 1]\), we have to prove that \(\exp(-a\text{Arccos} x)\) has non-negative power series coefficients.

We first notice that
\[\text{Arccos}(x) = \frac{\pi}{2} - \sum_{n=0}^{\infty} \frac{(1/2)_n}{n!} \frac{x^{2n+1}}{2n + 1}, \quad |x| \leq 1.\] (49)
To see (49), we use that the derivative of Arccos\((x)\) is \(-(1 - x^2)^{-1/2}\) and
\[
(1 - x^2)^{-1/2} = \sum_{n=0}^{\infty} \binom{n+1/2}{n} (-x^2)^n, \quad |x| < 1.
\]
For any \(a > 0\) we then have
\[
\exp(-a\operatorname{Arccos}(x)) = e^{-a\pi/2} \exp\left(a \sum_{n=0}^{\infty} \frac{(1/2)_n}{n!} \frac{x^{2n+1}}{2n + 1}\right) = e^{-a\pi/2} \sum_{n=0}^{\infty} \frac{r_n(a)}{n!} x^n, \quad |x| \leq 1,
\]
where \(r_n(a) > 0\) for all \(n\). □

Of course the expressions for \(r_n(a)\) are complicated, but using the exponential Bell partition polynomials \(B_n\) we can find expressions for the coefficients \(r_n(a)\). From [7, Section 11.2] we have
\[
\exp \left( \sum_{k=1}^{\infty} \frac{a_k}{k!} x^k \right) = \sum_{n=0}^{\infty} \frac{B_n(a_1, \ldots, a_n)}{n!} x^n.
\]
It is known that
\[
B_0 = 1, \quad B_1(a_1) = a_1, \quad B_2(a_1, a_2) = a_1^2 + a_2,
\]
and in general we have the recursion formula
\[
B_{n+1}(a_1, \ldots, a_{n+1}) = \sum_{k=0}^{n} \binom{n}{k} B_{n-k}(a_1, \ldots, a_{n-k}) a_{k+1}.
\]
We now use
\[
a_{2n+1} = a \frac{(1/2)_n (2n)!}{n!} = a ((2n - 1)!!)^2, \quad a_{2n} = 0,
\]
\(((2k-1)!! := 1 \cdot 3 \cdot 5 \cdots (2k-1))\) and define \(r_n(a) := B_n(a_1, \ldots, a_n)\). We see that the recursion becomes
\[
r_{n+1}(a) = a \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n}{2k} r_{n-2k}(a) ((2k - 1)!!)^2,
\]
so \(r_n(a)\) is a monic polynomial in \(a\) of degree \(n\) with non-negative coefficients. The first polynomials are given by
\[
r_0(a) = 1, \quad r_1(a) = a, \quad r_2(a) = a^2, \quad r_3(a) = a^3 + a, \quad r_4(a) = a^4 + 4a^2
\]
\[
r_5(a) = a^5 + 10a^3 + 9a, \quad r_6(a) = a^6 + 20a^4 + 64a^2, \quad r_7(a) = a^7 + 35a^5 + 259a^3 + 225a.
\]
For the completely monotonic normalized function \(\rho\) given by (48) we find
\[
\rho(\theta) = \sum_{n=0}^{\infty} c_n n! \cos^n(\theta), \quad c_n = \int_{0}^{\infty} e^{-a\pi/2} r_n(a) d\mu(a).
\]
6 Appendix

We shall give an example showing that the functions $C(h; u)$ constructed in Proposition 1.1 need not be integrable.

In the following $\mathcal{F}f$ denotes the Fourier transform of a function $f : \mathbb{R} \to \mathbb{C}$ given by

$$\mathcal{F}f(t) = \int_{-\infty}^{\infty} e^{-itx} f(x) \, dx, \quad t \in \mathbb{R}. $$

Let $C_0[-1, 1]$ denote the set of continuous functions $f : [-1, 1] \to \mathbb{C}$ vanishing at “infinity”, i.e.,

$$\lim_{x \to -1} f(x) = \lim_{x \to 1} f(x) = 0.$$

It is a Banach space under the uniform norm $||f|| = \sup \{|f(x)| \mid -1 < x < 1\}$.

We proceed in a number of steps.

1: There exists $f \in C_0[-1, 1]$ such that $\mathcal{F}f \notin L^1(\mathbb{R})$.

This is a classical application of the Banach-Steinhaus Theorem to the continuous linear functionals on the Banach space $C_0[-1, 1]$:

$$L_n(f) = \int_{-n\pi}^{n\pi} \mathcal{F}f(t) \, dt = \int_{-1}^{1} f(x) \frac{2\sin(n\pi x)}{x} \, dx, \quad f \in C_0[-1, 1].$$

In fact, assuming that $L_n, n \geq 0$ is pointwise bounded, we get that $||L_n||$ is bounded, which is a contradiction because $||L_n||$ tends to infinity for $n \to \infty$. This shows the existence of an $f \in C_0[-1, 1]$ such that $(L_n(f))$ is an unbounded sequence, and in particular $\mathcal{F}f \notin L^1(\mathbb{R})$.

2: There exists $f \in C^+_0[-1, 1]$ with $\max f = 1$ such that $\mathcal{F}f \notin L^1(\mathbb{R})$.

This is an easy consequence of 1.

3: There exists $f \in C^+_c(\mathbb{R})$ with $\max f = 1$ and $f(x) > 0$ for $x \in [0, 1]$ such that $\mathcal{F}f \notin L^1(\mathbb{R})$.

For $f$ as in 2 let $x_0 \in \mathbb{R}$ satisfy $f(x_0) = 1$. Then there exists $\delta > 0$ such that $f(x) > 0$ for $x \in [x_0, x_0 + \delta]$, and $x \to f(\delta x + x_0)$ satisfies 3.

4: There exists $f \in C(\mathbb{R}) \cap L^1(\mathbb{R})$ such that $0 < f(x) < 1$ for all $x \in \mathbb{R}$ and $\mathcal{F}f \notin L^1(\mathbb{R})$.

Let $h$ have the properties of 3 and let $a_n > 0, n \in \mathbb{Z}$ be such that $a_0 = 1/2, \sum_{n \in \mathbb{Z}, n \neq 0} a_n = 1/4$. Then

$$f(x) = \sum_{n \in \mathbb{Z}} a_n h(x - n), \quad x \in \mathbb{R}.$$
is continuous and has the properties $0 < f(x) \leq 3/4$ for $x \in \mathbb{R}$ and $\int f(x)dx = 3/4 \int h(x)dx < \infty$. Furthermore,

$$\mathcal{F}f(t) = \mathcal{F}h(t) \sum_{n \in \mathbb{Z}} a_n e^{-itn},$$

hence

$$|\mathcal{F}f(t)| = |\mathcal{F}h(t)| \left| \sum_{n \in \mathbb{Z}} a_n e^{-itn} \right| \geq |\mathcal{F}h(t)| \left( a_0 - \sum_{n \in \mathbb{Z}, n \neq 0} a_n \right) = 1/4 |\mathcal{F}h(t)|,$$

showing that $\mathcal{F}f \notin L^1(\mathbb{R})$.

**Conclusion:** Define

$$g(\omega; \tau) = \frac{1}{\sqrt{2\pi}} f(\omega)e^{-\tau^2/2}, \quad (\omega, \tau) \in \mathbb{R} \times \mathbb{R},$$

where $f$ satisfies 4. Then $g$ is strictly positive, continuous and integrable and

$$h(\omega; u) := \int_{-\infty}^{\infty} g(\omega; \tau) e^{i\nu \tau} d\tau = f(\omega)e^{-u^2/2}$$

satisfies (C1') and (C2') of Proposition 1.1 with $d = 1$ and

$$C(h; u) = \int_{-\infty}^{\infty} e^{ith} h(\omega; u) d\omega = e^{-u^2/2} \mathcal{F}f(-h) \notin L^1(\mathbb{R}^2).$$

**Acknowledgment** The author wants to thank Emilio Porcu, Zoltán Sasvári and Ryszard Szwarc for valuable advice during the preparation of this paper. The author also wants to thank two independent referees for valuable comments.

**References**

[1] G. E. Andrews, R. Askey and R. Roy, Special Functions. Cambridge University Press, Cambridge 1999.

[2] T. V. Apanasovich, M. G. Genton, Cross-covariance functions for multivariate random fields based on latent dimensions, Biometrika 97 (2010), 15–30.

[3] C. Berg, Dirichlet forms on symmetric spaces, Ann. Inst. Fourier, Grenoble 23,1 (1973), 135–156.

[4] C. Berg, G. Forst, Potential Theory on Locally Compact Abelian Groups. Springer, Berlin 1975.
[5] C. Berg, E. Porcu, From Schoenberg coefficients to Schoenberg functions, Constr. Approx. 45 (2017), 217–241.

[6] C. Berg, A. P. Peron and E. Porcu, Orthogonal expansions related to compact Gelfand pairs. Expo. Math. 36 (2018), 259–277.

[7] C. A. Charalambides, Enumerative Combinatorics, Chapman & Hall/CRC, Boca Raton, Florida, 2002.

[8] J. L. B. Cooper, Positive definite functions of a real variable, Proc. London Math. Soc. (3), 10 (1960), 53–66.

[9] N. Cressie, H.-C. Huang, Classes of Nonseparable, Spatiotemporal Stationary Covariance Functions, Journal of the American Statistical Association 94 (1999), 1330-1340.

[10] F. Dai, Y. Xu, Approximation Theory and Harmonic Analysis on Spheres and Balls. Springer, Berlin 2013.

[11] M. Dawson, G. ´Olafsson and J. A. Wolf, Direct systems of spherical functions and representations, J. Lie Theory 23 (2013), 711–729.

[12] J. Dieudonné, Éléments D’Analyse, Tome VI, Chapitre XXII. Gauthier-Villars, Paris, 1975.

[13] J. Dixmier, Les $C^*$-algèbres et Leurs Représentations. Gauthier-Villars, Paris, 1964.

[14] J. Faraut, Analysis on Lie Groups. An Introduction. Cambridge University Press, Cambridge 2008.

[15] T. Gneiting, Nonseparable, Stationary Covariance Functions for Space-Time Data, Journal of the American Statistical Association 97 (2002), 590–600.

[16] T. Gneiting, Strictly and non-strictly positive definite functions on spheres, Bernoulli 19(4), (2013), 1327–1349.

[17] S. Kotz, I. V. Ostrovskii and A. Hayfavi, Analytic and asymptotic properties of Linnik’s probability densities, I. J. Math. Anal. Appl. 193 (1995), 353–371.

[18] Ju. V. Linnik, Linear forms and statistical criteria, I, II. Select. Transl. Math. Statist. Probab. 3 (1963), 1–90. [Original paper appeared in Ukrainskii Mat. Zh. 5 (1953), 207–290.]
[19] J. Mateu, E. Porcu, Positive Definite Functions: From Schoenberg to Space-Time Challenges. Department of Mathematics, University Jaume I, Castellon, Spain 2008.

[20] T. R. L. Phillips, K. M. Schmidt, On unbounded positive definite functions, Math. Pannon. 26(2), (2018), 33–51.

[21] E. Porcu, G. Cleanthous, G. Georgiadis, P. A. White and A. Alegria, Random fields on the hypertorus: Covariance modeling, regularities and approximations. Technical Report: Submitted for publication.

[22] E. Porcu, R. Furrer and D. Nychka, 30 years of space-time covariance functions. WIREs Computational Statistics. DOI:org/10.1002/wics.1512.

[23] E. Porcu, P. Gregori and J. Mateu, Nonseparable stationary anisotropic space-time covariance functions. Stoch Environ Res Risk Assess 21 (2006), 113–122.

[24] E. Porcu, P. White, Towards a complete picture of stationary covariance functions on spheres cross time. Electronic Journal of Statistics 13 (2019), 2566–2594.

[25] W. Rudin, Fourier Analysis on Groups. Interscience Publishers, New York 1962.

[26] Z. Sasvári, Positive Definite and Definitizable Functions. Akademie Verlag, Berlin 1994.

[27] I. J. Schoenberg, Positive definite functions on spheres, Duke Math. J. 9 (1942), 96–108.

[28] E. M. Stein, G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces. Princeton University Press, Princeton 1971.

[29] G. van Dijk, Introduction to Harmonic Analysis and Generalized Gelfand Pairs. De Gruyter Studies in Mathematics, 36. Walter de Gruyter & Co., Berlin, 2009. x+223 pp. ISBN: 978-3-11-022019-3.

[30] D. V. Widder, The Laplace Transform. Princeton University Press, Princeton 1941.

[31] J. A. Wolf, Harmonic Analysis on Commutative Spaces. Mathematical Surveys and Monographs Volume 142, American Mathematical Society, 2007.

Christian Berg
Department of Mathematical Sciences, University of Copenhagen
Universitetsparken 5, DK-2100, Denmark
e-mail: berg@math.ku.dk