XENON1T implications for the DAMA annual modulation:
The good, the bad and the ugly.
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Previous work has argued that the DAMA annual modulation signal might be due to electron recoils in plasma dark matter models. A specific model assuming mirror dark matter and featuring collisional shielding of a detector due to Earth-bound dark matter was put forward by this author [arXiv:1806.04293]. That explanation predicted a low energy electron recoil signal in the XENON1T experiment. In light of the excess of electron recoils observed in XENON1T, we re-examine that model’s predictions for both DAMA and XENON1T.

PACS numbers:

I. INTRODUCTION

Dark matter direct detection experiments have the noble aim to discover the interactions of dark matter. There have been several notable results, including an annual modulation signal (in the 1-6 keV energy range) observed in the DAMA detector [1–3], and more recently, a low energy excess of electron recoil events in the XENON1T experiment at around 2 keV[4]. An electron recoil excess has also been seen in the Darkside-50 experiment [5] at much lower energy $\sim 0.1$ keV. That excess was interpreted as unmodelled background by the Darkside Collaboration, and considered in isolation is not particularly compelling, but is relevant to the new physics interpretation of DAMA and XENON1T to be discussed here. It is also notable that the constraints on dark matter interactions with ordinary matter have reached impressive levels, e.g. [6–8], including rather stringent limits on electron recoils at low energies [9–12].

It has been argued in [13, 14] (see also [15–17] for earlier related work), that a viable explanation for the DAMA annual modulation is possible (circa mid-2018) in the context of mirror dark matter, and plasma dark matter models more generally. The DAMA signal is interpreted in terms of electron recoils arising from kinetic mixing induced Coulomb interactions of MeV mass-scale dark electrons. Shielding of the detector from the halo wind due to Earth-bound dark matter plays an important role. It can lead to large annual modulation amplitude, as well as an interaction rate with characteristic form: $dR/dE_R \sim 1/E_R^{2}$ for $E_R \lesssim E_T$ and more sharply falling for $E_R \gtrsim E_T$. The location of the spectral knee, $E_T$, is model dependent.

In this paper we focus on the specific scenario of Ref.[13] which assumes mirror dark matter and features collisional shielding of a detector from the halo wind. In the context of that model, we study here the compatibility of the DAMA annual modulation with the XENON1T excess and examine other recent constraints. Although we focus on a specific model, the important features of the interaction rate are anticipated to arise quite generally in plasma dark matter models featuring shielding. The simplified shielding model of Ref.[13] provides a specific realization which can be thought of as a useful proxy for a wider range of shielding models, and also particle physics models.

This paper is organized as follows. In section II we give a brief discussion of the most relevant features of the model, and we re-examine the DAMA annual modulation signal for a particular benchmark point suggested in [13]. The predicted shape of the annual modulation spectrum is much steeper than the DAMA measurements - a characteristic feature of this kind of model with kinetic mixing induced Coulomb interactions. Energy scale and resolution uncertainties are explored as a means of ‘flattening the curve’. In section III the implications for the XENON1T experiment are examined for the same model and parameter point. In section IV we discuss the challenge to this interpretation of the DAMA annual modulation signal arising from the XENON1T S2-only analysis. In section V we conclude.

II. THE DAMA EXPERIMENT

For over a decade the DAMA collaboration has observed an annual modulation in a Sodium Iodide detector located at Gran Sasso [113]. The modulation has a high statistical significance ($\sim 12\sigma$) and is compatible with general expectations from halo dark matter in the Milky Way [18]. A nuclear recoil interpretation is now strongly disfavoured by other experiments, e.g. [19,21]. An electron recoil interpretation is less constrained, although not without significant obstacles as we will see.

Electron recoils in the keV range are expected to be quite suppressed in the commonly considered WIMP dark matter models, and do not appear to be a viable explanation of the DAMA signal [22,24]. However, keV scale electron recoils can arise quite naturally in plasma dark matter models, the prototypical dark matter-
ter sector consisting of light ‘dark electrons’ and heavier ‘dark protons’ coupled together via massless ‘dark photons’ [25]. The dark photon can kinetically mix with the ordinary photon [26], and thereby induce a tiny ordinary electric charge of $ee$ for the dark electron [27]. If the dark matter halo of the Milky Way takes the form of a highly ionized dark plasma then energy equipartition implies that dark electrons and dark protons have the same temperature, which can be in the keV range (or close to keV scale). In that case, keV electron recoils can result from the Coulomb scattering of (MeV mass scale) dark electrons off atomic electrons [15, 16]. For the Milky Way galaxy, the dark halo is modelled as a highly ionized plasma consisting of mirror nuclei and mirror electrons, with temperature estimated to be around $T \approx 0.3$ keV [37] (for a review see e.g. [38]). The nuclear components are made up of mirror hydrogen and helium nuclei, the latter expected to be the dominant component [29, 39], with possibly only trace amounts of heavier elements. The mirror electrons and mirror nuclei can be detected via scattering on electrons and nuclei. Here, the focus is on electron recoils. The kinetic mixing induced Coulomb scattering cross section for mirror electrons of velocity, $v$, scattering on electrons at rest is

$$\frac{d\sigma}{dE_R} = \frac{\lambda}{E_R^2 v^2}$$

where $\lambda = 2\pi\varepsilon^2\alpha^2/m_e$. The cross section on an atom is approximated with a step function, $g_T$, which accounts for the number of bound electrons with binding energy less than $E_R$. The rate of electron recoils is then:

$$\frac{dR}{dE_R} = g_T N_T n_{e'} \int_{|v|>|v_{min}} \frac{d\sigma}{dE_R} f_{e'}(v)|v|d^3v = g_T N_T n_{e'} \frac{\lambda}{E_R} I$$

where $N_T$ is the number of target atoms per unit mass and $f_{e'}(v)$ [$n_{e'}$] is the distribution [number density] of mirror electrons arriving at the detector. The rate is proportional to the average of the inverse velocity:

$$I \equiv \int_{|v|>|v_{min}} f_{e'}(v) \frac{1}{|v|}d^3v$$

with $v_{min} = \sqrt{2E_R/m_e}$. The distribution, $f_{e'}(v)$, even if Maxwellian far from the Earth, is expected to be drastically modified by shielding effects, as we show now discuss.

Dark matter can accumulate within the Earth, where it thermalizes with the ordinary matter and forms an extended distribution. This Earth-bound dark matter is expected to strongly influence halo dark matter particles near the Earth’s surface, effectively shielding the detector from the halo wind. The mechanism is quite complex involving the generation of dark electromagnetic fields in both the Earth-bound dark matter and the halo plasma near the Earth. In addition, collisional shielding can also play a role. In fact, it has been argued that these shielding effects can strongly enhance the annual and diurnal modulations, with near maximal annual modulation possible [13, 15].

The shielding is assumed to modify the velocity distribution, so that only the high velocity tail of the mirror electron distribution survives to reach the detector, assumed here to be located in the northern hemisphere. That is, shielding strongly suppresses $f_{e'}(v)$ below some cut-off, $v_e$. If this happens, and it is by no means certain, then remarkable simplification occurs: the velocity integral, $I$ [Eq.(3)], becomes independent of recoil energy at sufficiently low recoil energies where $v_{min}(E_R) = \sqrt{2E_R/m_e} < v_e$. In that energy range, the energy dependence of the rate follows that of the cross section. For kinetic mixing induced Coulomb interactions, we expect the behaviour:

$$\frac{dR}{dE_R} \propto 1/E_R^2 \quad \text{for} \quad E_R \lesssim E_T$$

where $E_T \sim m_e v_e^2/2$. For $E_R \gtrsim E_T$ the rate falls much more steeply.

---

1. Units with $\hbar = c = 1$ are assumed throughout.

2. For a detector located in the southern hemisphere, shielding will stop all halo dark matter particles from reaching the detector for part of the day, leading to maximal sidereal daily modulation.

3. Technically, the rate only follows Eq.(4) for $E_R \gtrsim 0.05$ keV, as the cross section at very low recoil energies becomes suppressed due to the lack of loosely bound atomic electrons with binding energies much less than $E_R$. At such low energies a more sophisticated treatment of the cross section would be required.

4. In more general plasma dark models, where the dark electron mass is different from the electron mass, $E_T \sim 2\mu^2 v_e^2/m_e$, where $\mu = m_{e_d}m_e/(m_{e_d} + m_e)$ is the reduced mass.
In ref.[13] we focused on the mirror dark matter model, and considered a highly simplified model for collisional shielding of the detector from Earth-bound mirror helium. We will not review the details of that shielding model here. In a sense the details are not so important since, as argued above, we expect the behaviour to occur quite generally, and may well apply to the case where shielding is dominated by dark electromagnetic fields (within the Earth and nearby halo plasma). In this vain, the simplified shielding model of Ref.[13] provides a specific realization which can be thought of as a useful proxy for a wider range of shielding models, and also particle physics models.

The model of Ref.[13], hereafter denoted as ‘the model’, was defined in terms of four parameters: $\epsilon, n_{\text{He}}(R_E), T_0, v$, where $\epsilon$ is the kinetic mixing strength, $n_{\text{He}}(R_E)$ is the Earth-bound mirror helium density at the Earth’s surface, and $T_0$ ($v$) is the average halo temperature (halo temperature annual variation amplitude) at the detector location. The analysis of Ref.[13] considered two illustrative choices for $T_0, v$, set $\epsilon = 2 \times 10^{-10}$, and fixed $n_{\text{He}}$, so that the predicted electron recoil rate matched the excess observed in the Darkside-50 experiment [5] (see below for further explanation). The two parameter choices considered were (a) $T_0 = 0.3$ keV, $v = 0.06$ keV and (b) $T_0 = 0.6$ keV, $v = 0.1$ keV. The model predictions with these parameter choices for the electron recoil rate in the DAMA/LIBRA experiment were given in figure 4a of [13], and for convenience is reproduced here in Figure 1.

Figure 1 demonstrates the expected behaviour of the recoil rate [Eq.(4)]. From the figure we can identify the ‘knee’ in the spectrum at $E_T \approx 1.7$ keV for point (a) and $E_T \approx 3.5$ keV for point (b). As mentioned above, the average rate was normalized at low energies to be in rough agreement with the Darkside-50 excess (at $E_R \sim 0.1$ keV). A few words are required to explain the thinking here. The Darkside Collaboration interpreted their excess as unmodelled background, and considered in isolation is not of particular significance. However, the interaction rate predicted in this model, normalized to the DAMA data at $E_R \sim 1.5$ keV, implies an electron recoil rate roughly matching the excess observed in the Darkside-50 experiment. That is, the bulk of the Darkside-50 excess would have to be due to dark matter interactions in this interpretation of DAMA. Furthermore, the two experiments can only be consistent with each other if the annual modulation amplitude is large ($\gtrsim 50\%$), which is the case in the specific model considered here. See [14] for further discussion.

The predicted rates in Figure 1 were derived by modelling the detector energy resolution in the usual way:

$$\frac{dR}{dE_m} = \int \frac{dR}{dE_R} \frac{e^{-(E_R-E_m)^2/2\sigma^2}}{\sigma\sqrt{2\pi}} \times \epsilon_F(E_R) dE_R$$  \hspace{1cm} (5)

where $E_m$ denotes the measured recoil energy in the experiment and $\sigma$ is the detector averaged resolution. (The efficiency, $\epsilon_F$, is set to unity for the DAMA experiment as they give their amplitudes corrected for the efficiency.) The energy resolution is energy dependent and the standard fit was assumed:

$$\frac{\sigma}{E_R} = \beta + \alpha E_R^{-1/2}$$  \hspace{1cm} (6)

with central values $\alpha = 0.448$ and $\beta = 0.0091$ [11].

Henceforth we focus on the parameter choice (a) for further study as the point (b) is disfavoured by the scale of the excess observed in XENON1T. In Figure 2, we compare the predicted modulation amplitude of the model for that parameter point with the DAMA/LIBRA phase 2 data [1]. Evidently, the measured rate is much flatter than the steep spectrum predicted in the model, and a very poor description of the data results. Clearly, we need to ‘flatten the curve’.

The situation could possibly be rectified, at least partially, due to uncertainties in the low energy response of the detector. We explore these uncertainties, in a purely phenomenological way, by considering a small adjustment to the energy scale at low energies and some modifications to the resolution. The energy scale adjust-
placement in Eq.(5) of behaviour. To examine such an effect, we make the re-examine the effect of a deviation away from Gaussian standard resolution case, no changes are made to the way given by the above equation, with the Jacobian factor, the integrand in Eq.(5) is evaluated at the true energy, as $E = 1 + 0$

$$E_{\text{true}} = E_R - \frac{0.20 \text{ keV}}{\sqrt{E_R/\text{keV}}} \quad (7)$$

which produces a $\sim 0.1$ keV offset at $E_R = 3.2$ keV, rising to 0.2 keV offset at $E_R = 1$ keV. In practice this means that for each $E_R$ value, the rate in the integrand in Eq.(5) is evaluated at the true energy, as given by the above equation, with the Jacobian factor, $J = 1 + 0.10(E_R/\text{keV})^{-3/2}$ incorporated. For the standard resolution case, no changes are made to the way resolution is incorporated, i.e. $\sigma$ is defined in terms of $E_R$, not $E_{\text{true}}$, and is given in Eq.(6).

With regards to the resolution modification, we first examine the effect of a deviation away from Gaussian behaviour. To examine such an effect, we make the replacement in Eq.(5) of

$$e^{-(E_R-E_m)^2/2\sigma^2}/\sigma\sqrt{2\pi} \rightarrow e^{-(E_R-E_m)^p/2\sigma^p}/\sigma N(p)\sqrt{2\pi} \quad . \quad (8)$$

For $p < 2$ ($p > 2$) the distribution is enhanced (suppressed) in the tail compared to the standard Gaussian distribution. Since we are interested in flattening the curve, we shall consider the $p < 2$ case, choosing for definiteness $p = 1.5$. The corresponding normalization factor is $N \simeq 1.143$. Finally, the size of the width, $\sigma$, could potentially deviate at low energies from the linear extrapolation, Eq.(6), where measurements are unavailable. Specifically, we examine the inclusion of a quartic term (in $E_R^{-1/2}$):

$$\frac{\sigma}{E_R} = \beta + \alpha E_R^{-1/2} + \gamma E_R^{-2} \quad (9)$$

with $\beta = 0.01$, $\alpha = 0.42$, $\gamma = 0.30$. The comparison of this resolution function with the calibration data is shown in Figure 3.

The rising $\sigma$ values might unduly enhance the predicted rate above threshold due to upward fluctuations of very low energy events ($E_R \lesssim 0.5$ keV). Such an effect could not be realistic due to sharply falling efficiency in this very low energy region. In analyzing these non-standard cases, we therefore assume a low energy cut due to loss of efficiency, $\epsilon_F(E_R) = 0$ for $E_R \leq 0.5$ keV, and $\epsilon_F(E_R) = 1$ for $E_R > 0.5$ keV. Irrespective of the resolution modification, such a cut should make the modelling of the low energy response in the detector more realistic. Naturally, it would be preferable to deal with data uncorrected for efficiency and incorporate the efficiency function estimated from calibration data. However, the information provided by the DAMA collaboration is insufficient for this to be done.

Figure 4 shows the effect of the energy scale and resolution modifications. That figure shows some improvement, and one might take the optimistic view that there is some potential to explain the DAMA/LIBRA measurements below 3 keV. However, the existence of substantial annual modulation above 3 keV seems quite puzzling from this perspective. It suggests more drastic modifications to the ones considered here, whether such significant modifications are possible is, of course, unclear.

The flattening the curve issue is not the only thing to worry about. This interpretation of the DAMA annual modulation appears to be at odds with the results from the LUX experiment. That experiment did not find any evidence for electron recoils in excess of their background model, and their study [9] excluded the model discussed here. More generally, they have obtained very impressive constraints on annual and diurnal modulations of electron recoils [10]. However, there are a couple of loose ends, one of which is the location issue. The LUX detector operated in the Homestake mine, while DAMA, XENON1T and Darkside-50 are all located in Gran Sasso. While both locations have similar latitude (44.3° for Homestake, 42.4° for Gran Sasso), the surrounding geography is very different. In fact, the Gran Sasso location seems somewhat special as it is high in altitude relative to the surrounding terrain. This relatively high altitude might reduce the influence of shielding, and even a modest reduction could be important.
as the interaction rate is exponentially sensitive to such variations, given that only the high velocity tail of the mirror electron distribution survives to reach the detector. Although rough calculations find that such effects are unlikely to give more than a ‘factor of two’ difference in electron recoil rate in the collisional shielding model considered, the realistic case is anticipated to be more complex and there is potential for more important location dependence.  

III. THE XENON1T EXPERIMENT

The XENON1T experiment has observed an excess of electron recoil events in a combined S1 and S2 analysis near their low energy threshold of around 2 keV [4]. The statistical significance of the excess is modest, \( \sim 3.5\sigma \), and while background interpretations exist [4, 43] one can also interpret the excess as a possible signal for new physics [4]. Indeed, the XENON1T excess has sparked much interest in the theoretical community, including new physics models involving axions, nonstandard neutrino properties as well as dark matter e.g. [43] (by no means an exhaustive list of the many proposals offered).

The XENON1T excess is compatible with a rising \( dR/dE_R \propto 1/E_R^2 \) rate at low energies, except possibly the lowest energy bin, and interpretations in terms of mirror dark matter [44], and more general dark plasma models [45] have already been proposed. The first of these papers examined mirror dark matter with shielding treated in a general way, as in Eq.(4), and considered parameter space where \( E_T \geq 4 \) keV. The second paper, which included this author, looked at the more general plasma dark matter case, and studied the parameter region where the Earth-bound dark matter is so compact as to make shielding unimportant. These papers, as they focused solely on XENON1T, do not address the pertinent question of the compatibility of the XENON1T excess with the DAMA annual modulation signal.

Returning to the particular model discussed in section II, it was noted in Ref.[13] that the model predicts an electron recoil average rate for the XENON1T experiment in the 2-6 keV range of \( \sim 10^{-4} \) cpd/kg/keV for the parameter point (a) discussed here. That estimate assumed a sharp cutoff in the detection efficiency of the S1 signal conservatively taken to be 2.2 keV. The calibration data given in [4] suggests that this is somewhat higher (\( \sim 0.6 \) keV) than realistic, however there can be energy scale uncertainties. Our purpose here is to study the predicted rate in more detail and compare with the XENON1T data.

The rate of electron recoils predicted in the XENON1T experiment takes the general form as given in Eq.(5).

\[
R \propto \frac{1}{E_R^2}
\]

There is a modest adjustment to the cross section arising from a slight change to the number of loosely bound atomic electrons at 2 keV (44 for Xe, 54 for NaI). The modelling of the efficiency and resolution are of central importance.

The energy resolution for the XENON1T experiment can be modelled with a Gaussian distribution with \( \sigma \) of the form, Eq.(6), with \( \alpha = 0.31, \beta = 0.0037 \) [4, 49]. In the analysis presented here, we also consider a non-standard resolution case, as in Eq.(5), setting \( p = 1.6 \) (\( \lambda' \approx 1.103 \)). Again, this is a purely phenomenological modification employed as a means to flatten the curve, not otherwise justified; there are better motivated modifications, such as a skewed normal distribution [43] which could be considered instead, especially if one is of the view that the ends does not justify the means.

The detector efficiency function, \( \epsilon(E_R) \), is also very

FIG. 5: Modelling the \(^{220}\)Rn calibration data. The green curve shows the best fit with standard resolution assumed, while the purple curve shows the best fit assuming modified resolution (see text).

FIG. 6: The model prediction for the low energy recoil rate in XENON1T. The green curve assumes standard resolution, while the purple curve assumes modified resolution.

---

5 Generally, dark electromagnetic fields may play an important role in the shielding mechanism. In particular, halo dark matter can ionize a surface layer of the Earth-bound mirror helium leading to the formation of a ‘dark ionosphere’ [15]. In that case, the importance of shielding is expected to be quite sensitive to the height of the detector relative to the dark ionosphere. If the dark ionosphere is located close to the Earth’s surface, then significant location dependence seems possible, even for detectors at the same latitude.
The model prediction for the low energy recoil rate in XENON1T. A \( \sim 0.6 \) keV energy scale correction is assumed, Eq. (11). (a) assumes standard resolution while (b) is the modified resolution case considered. The red curve is the XENON1T \( B_0 \) background model.

important, and can be estimated by using the \(^{220}\text{Rn}\) calibration data (figure 6 of Ref.[4]). Approximating the \(^{220}\text{Rn}\) beta decay spectrum as flat at low energies \( (E_R < 10 \text{ keV}) \), and modelling the efficiency with a sigmoid function (defined with two free parameters \( \lambda, E_R^0 \)):

\[
S(E_R) = \frac{1}{1 + e^{-\lambda(E_R - E_R^0)}}
\]

we obtain a good fit to the calibration data, shown in Figure 5. A \( \chi^2 \) analysis, assuming standard resolution, gives \( \chi_{\text{min}}^2 = 37.1 \) for 34 degrees of freedom for the best fit values: \( \lambda = 26.2, E_R^0 = 1.55 \) keV. This exercise, repeated for the modified resolution case considered, yields \( \chi_{\text{min}}^2 = 39.8 \) for 34 degrees of freedom with best values: \( \lambda = 28.1, E_R^0 = 1.61 \) keV. Note the efficiency function used includes a normalization factor of 0.87, mainly due to the selection efficiency cut [4]. That is, \( \epsilon_F(E_R) = 0.87 \times S(E_R) \).

It is straightforward to evaluate the rate for the model [for the parameter point (a) with \( T_0 = 0.3 \) keV, \( T_\gamma = 0.05 \) keV, \( \epsilon = 2 \times 10^{-10} \)]. Figure 6 shows the result of this computation for both standard resolution and the alternative case. In both cases this rate is over an order of magnitude larger than the observed excess. This is disappointing, however the tension might not be quite as severe as Figure 6 suggests due to the sensitivity of the predictions to energy scale uncertainties.

Since the recoil rate is rising sharply at low energies \( |dR/dE_R| \propto 1/E_R^2 \), for \( E_R \lesssim E_T \), with a spectral ‘knee’ at \( E_T \sim 1.7 \) keV, the predicted rate will be quite sensitive to a mismodelling of the energy scale. In ref. [13] it has been argued that a slight \( \sim 0.5 \) keV offset is plausible at around 2.3 keV rising even higher at low energies. That is, the measured 2.3 keV energy could correspond to 2.8 keV true recoil energy. To explore the possible effect of such a mismodelling of the energy scale we consider:

\[
E_R^{\text{true}} = E_R + \frac{0.95 \text{ keV}}{\sqrt{E_R/\text{keV}}}
\]

which produces a \( \sim 0.6 \) keV offset at \( E_R^{\text{true}} = 2.3 \) keV (marginally higher than the 0.5 keV offset considered in [13]) and rising higher at lower energies. Figure 7a (standard resolution) and Figure 7b (modified resolution) show the rate, taking into account the effect of a mismodelled energy scale as given in Eq. (11).

The normalization of the predicted excess is still somewhat high (factor of \( \sim 2 \)), which suggests an even larger energy scale mismodelling or some other inaccuracy in the way the rate is modelled. A reduction in kinetic mixing strength, \( \epsilon \), could also be considered, but such reduction would have to be modest if the DAMA signal is to be accommodated. Still, Figure 7 does suggest that the XENON1T excess might be consistent with the model. That is, a simultaneous explanation for both the XENON1T electron recoil excess and the DAMA annual modulation seems possible, however there are qualifications. With regard to DAMA (as discussed in section II) there are tensions in explaining the overall shape of the annual modulation, and there are some compatibility issues with LUX constraints. However, the most serious constraint on this interpretation of the DAMA annual modulation signal arises from the XENON1T S2-only analysis.

### IV. THE ELEPHANT IN THE ROOM: THE XENON1T S2 SIGNAL

We have yet to discuss the elephant in the room. The model’s increasing rate at low energies, \( dR/dE_R \propto 1/E_R^2 \) suggests a rate substantially larger than the limit claimed by the XENON1T S2-only analysis [12]. That analysis considered the S2-only events and employed an array of cuts with the aim to effectively remove the substantial background. The cuts are quite severe as the effective exposure of \( \sim 20 \) tonne-day (for \( E_R \gtrsim 0.3 \) keV) is around 20 times lower than that of XENON1T’s main analysis [8]. The XENON1T analysis results in the impressive limit of \( dR/dE_R \lesssim 1 \) events/tonne/day/keV at \( E_R \sim 1 \) keV. In comparison the model discussed here predicts around 30 events/tonne/day/keV at that energy.

Uncertainties in the energy scale are unlikely to resolve the disagreement. The total number of electron recoils
between 0.3 keV and 3 keV, for a 20 tonne-day exposure is estimated to be around 1200 in the model. This can be compared with the ~ 50 or so events observed between S2 [PE] 150 - 3000. The conclusion is clear: the interpretation of the DAMA annual modulation signal discussed in this paper is not compatible with the XENON1T S2-only analysis.

The cuts employed in the XENON1T S2-only analysis are quite important, and nontrivial, the most significant of which involves a constraint on the S2 width. Without a S1 signal, the interaction depth $z$ cannot be determined. Since the width of the S2 waveform in time is expected to correlate with the depth due to diffusion of the electrons during drift, the S2 width can be used to help locate events in the interior of the detector where backgrounds are low. The data when plotted in terms of S2 width and S2 [PE] show a region with very few events, from which very stringent constraints follow (of order 1000 times more stringent than the S2-only analysis of XENON100 data, where such cuts were not employed). The impressive limits from the XENON1T S2-only analysis assume, therefore, that the correlation of S2 width with depth is calibrated correctly. The calibration of the S2 width with $z$, was modelled using XENON1T’s waveform simulator, and is in nice agreement with neutron generator calibration data, although the neutron generated events are typically of higher energy as both S1 and S2 events are observed.

Although the interpretation of the DAMA annual modulation discussed in this paper is incompatible with the XENON1T S2-only constraints, the incompatibility does not extend to interpretations of the XENON1T excess on its own, within the class of models discussed here. For example, without modification to the energy scale, the model’s prediction for the XENON1T excess, given in Figure 6, would need to be scaled by down by a factor of around ~ 30 (since the rate is proportional to $e^2$, this factor of 30 reduction can be achieved by setting $e \approx 3.7 \times 10^{-11}$ instead of $e = 2 \times 10^{-10}$). This scaling will reduce the number of events in the 0.3 keV - 2 keV range from around 1200 to about 40 or so for a 20 tonne-year exposure. This revised rate would presumably be compatible with the S2-only analysis, when modest energy scale uncertainties are included. In particular the plasma dark matter interpretations of the XENON1T excess discussed in [44] and [45] are likely compatible with the XENON1T S2-only analysis.\(^6\)

V. DISCUSSION

In this paper we have examined a particular dark matter model with several distinctive features. These include: Milky Way halo composed of highly ionized dark plasma, shielding of a detector due to Earth-bound dark matter, and a Coulomb-type interaction with ordinary matter induced by the kinetic mixing interaction. These features all occur in the mirror dark matter model, where one contemplates a hidden sector which is an exact duplicate of the standard model. They can also arise in closely related, but more general dark sector models. Electron recoils in the keV energy range naturally occur in such models due to dark electron Coulomb scattering off atomic electrons.

The shielding plays an important role in modifying the distribution of halo dark electrons reaching the detector. If only the high velocity tail of the distribution survives to reach the detector then a simple picture emerges: The interaction rate falls like $dR/dE_R \propto 1/E_R^2$ for $E_R \lesssim E_T$ and more sharply falling for $E_R \gtrsim E_T$. The location of the spectral knee, $E_T$, is model dependent. A particular shielding model was developed in [13], and two parameter points studied, one with $E_T \sim 1.7$ keV and the other with $E_T \sim 3.5$ keV. At that time it was argued that the DAMA annual modulation signal could be explained consistently with other experiments for both parameter points, and that XENON1T should provide an important test of the model. Our initial purpose here was to re-examine that explanation of the DAMA annual modulation signal in light of the XENON1T results reported in [1]. We have found that a simultaneous explanation of the DAMA signal and low energy XENON1T electron recoil excess appears possible, although some significant tension remains. The spectral shape of the DAMA annual modulation measurements is rather difficult to accommodate, while the normalization of the XENON1T excess suggests a ~ 0.6 keV energy mismodelling in that experiment.

The LUX collaboration did not see any electron recoil excess, and their study in [9] excluded the parameter point discussed here. More generally, they have obtained very strong constraints on annual and daily modulation of electron recoil events [10]. However, there are caveats. The LUX detector operated in the Homestake mine, while DAMA, XENON1T and Darkside-50 are all located in Gran Sasso. The shielding effect could be sensitive to a variation in height above sea level, elevation of surrounding terrain etc., that is, feature location dependence. Although such dependence is expected to be modest in the collisional shielding model considered, dependence on location could be more significant in the more general case where dark electromagnetic fields play a role in shielding (e.g. if there is a dark ionosphere near the Earth’s surface). Also, the rate in the LUX experiment should show the same sensitivity to a small energy scale mismodelling as was discussed here in the context of XENON1T, where a ~ 0.6 keV energy scale recalibration wouldn’t make a significant difference.

\(^6\)In these models, the integrated number of events in the 0.3 keV - 2 keV range for a 20 tonne-year exposure in xenon would be lower, around 10-20 events, as they model the XENON1T excess without a spectral knee [55] or one with $E_T > 4$ keV [44].
reduced the rate by over an order of magnitude (figure 6 cf. figure 7a).

An even more serious challenge to the plasma dark matter interpretation of the DAMA modulation arises from the S2-only analysis of XENON1T data [12]. That analysis obtained a very stringent limit on electron recoils of $dR/dE_R \lesssim 1$ events/tonne/day/keV at $E_R \sim 1$ keV. There is clear incompatibility with that analysis and the model discussed here. If this interpretation of the DAMA annual modulation is to survive it would require the XENON1T S2-only analysis to have some fundamental flaw. The incompatibility does not extend to plasma dark matter interpretations of the XENON1T excess on its own, as considered recently in [44, 45], as the electron recoil rate at $E_R \sim 1$ keV is estimated to be around 0.1-1 events/tonne/day/keV in those scenarios.

The XENON1T S2-only analysis does suggest that the DAMA annual modulation explanation given by this author in [14] is unlikely. Nevertheless, direct detection experiments appear as an ideal way to probe plasma dark matter models (and, of course, the general concept of dark matter), and the near future looks promising with sensitive forthcoming experiments, including XENONnT [51], LZ [52], PandaX [53]. There is some hope, therefore, that the scientific 'Holy Grail', that the discovery of dark matter would represent, will not remain elusive for much longer.
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