Hyperforests on the complete hypergraph by Grassmann integral representation
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Abstract

We study the generating function of rooted and unrooted hyperforests in a general complete hypergraph with \( n \) vertices by using a novel Grassmann representation of their generating functions. We show that this new approach encodes the known results about the exponential generating functions for the different number of vertices. We also consider some applications, such as counting hyperforests in the \( k \)-uniform complete hypergraph and the one complete in hyperedges of all dimensions. Some general features of the asymptotic regimes for a large number of connected components are discussed.

PACS numbers: 05.50.+q, 02.10.Ox, 11.10.Hi, 11.10.Kk

1. Introduction

In this paper we shall be concerned mainly with the problem of evaluating the weight of rooted and unrooted hyperforests in the complete hypergraph with \( n \) vertices \( \mathbb{K}_n \) when the weight of a hyperedge depends only on its cardinality. These questions are usually analysed by using the exponential generating function and the Lagrange inversion formula [1, 2], even though it seems that they have been posed and solved in the context of statistical mechanics [3]. But, at least in the case of ordinary graphs, the entropy of trees and rooted forests of a generic graph can be evaluated by using Kirchhoff’s matrix-tree theorem. For the case of unrooted forests a solution can be obtained by the use of a novel generalization of Kirchhoff’s theorem [4], where the generating function of spanning forests in a graph, which arises as the \( q \to 0 \) limit of the partition function of the \( q \)-state Potts model [5–8], can be represented as a Grassmann integral involving a quadratic (Gaussian) term together with a special nearest-neighbour four-fermion interaction. Furthermore, this fermionic model possesses an \( \mathfrak{o}(1|2) \) supersymmetry. By applying this method the classical result [9, 10] that the number of unrooted forests on the complete graph with \( n \) vertices for large \( n \) behaves asymptotically as \( n^{n-2} \sqrt{\pi} \) can be recovered.
Our fermionic model also allows us to obtain more detailed information. For example in [12] the renormalization flow for unrooted forests on the triangular lattice has been analysed.

A further generalization has been achieved in [13], where, given a hypergraph \( G = (V, E) \) (that is, \( E \) is an arbitrary collection of subsets of \( V \), each of cardinality \( \geq 2 \)), by exploiting the underlying \( \mathfrak{osp}(1|2) \) supersymmetry, a class of Grassmann integrals permits an expansion in terms of spanning hyperforests. More precisely, let us introduce, at each vertex \( i \in V \), a pair of Grassmann variables \( \psi_i, \bar{\psi}_i \), which obey the usual rules for Grassmann integration [14, 15].

For each subset \( A \subseteq V \) we define the monomial \( \tau_A = \prod_{i \in A} \bar{\psi}_i \psi_i \), and for each number \( \lambda \) (in \( \mathbb{R} \) or \( \mathbb{C} \)), we define the Grassmann element \( f^{(\lambda)}_A = \lambda (1 - |A|) \tau_A + \sum_{i \in A} \bar{\psi}_i \psi_i \tau_A \setminus \{i\} \) (1.1)

and introduce a notation for the integral on all the Grassmann fields on the vertices

\[
\int \mathcal{D}V(\psi, \bar{\psi}) := \prod_{i \in V} \int d\bar{\psi}_i \, d\psi_i \quad \text{(1.2)}
\]

\[
\int \mathcal{D}V_i(\psi, \bar{\psi}) := \prod_{i \in V} \int d\bar{\psi}_i \, d\psi_i \exp[t_i \bar{\psi}_i \psi_i]. \quad \text{(1.3)}
\]

Given arbitrary hyperedge weights \( \{w_A\}_{A \in E} \), the general Grassmann integral (‘partition function’)

\[
Z = \int \mathcal{D}V_A(\psi, \bar{\psi}) \exp \left[ \sum_{A \in E} w_A f^{(\lambda)}_A \right] \quad \text{(1.4)}
\]

has a combinatorial interpretation in terms of spanning hyperforests.

Special cases provide the generating functions for rooted and unrooted spanning (hyper)forests and spanning (hyper)trees. The generating function of unrooted spanning hyperforests, with a weight \( w_A \) for each hyperedge \( A \) and a weight \( \lambda \) for each connected component is given by

\[
\int \mathcal{D}V(\psi, \bar{\psi}) \exp \left[ \lambda \sum_{i \in V} \bar{\psi}_i \psi_i + \sum_{A \in E} w_A f^{(\lambda)}_A \right] = \sum_{F \in \mathcal{F}(G)} \left( \prod_{A \in F} w_A \right)^{\lambda k(F)} \quad \text{(1.5)}
\]

where the sum runs over spanning hyperforests \( F \) in \( G \), and \( k(F) \) is the number of connected components of \( F \) (note that the second equality in (1.6) uses proposition 2.1). If we set \( w_A = 1 \) for all the hyperedges \( A \in E \), we get as a coefficient of \( \lambda^p \) in the polynomial on the right-hand side of the previous equation the number of unrooted hyperforests of the hypergraph \( G \) with \( p \) components.

If, on the other hand, we specialize (1.4) to \( \lambda = 0 \), we obtain:

\[
\int \mathcal{D}V_A(\psi, \bar{\psi}) \exp \left[ \sum_{A \in E} w_A f^{(0)}_A \right] = \sum_{F \in \mathcal{F}(G)} \left( \prod_{A \in F} w_A \right)^{\sum_{i \in V(F)} t_i} \quad \text{(1.7)}
\]

where the sum runs over spanning hyperforests \( F \) in \( G \) with components \( F_1, \ldots, F_l \), and \( V(F_u) \) is the vertex set of the hypertree \( F_u \). This is the generating function of rooted spanning hyperforests.
hyperforests, with a weight \( w_A \) for each hyperedge \( A \) and a weight \( t_i \) for each root \( i \). By taking the derivatives with respect to \( t_1, \ldots, t_r \) at \( t = 0 \) we easily get the generating function of spanning hyperforests rooted at the vertices \( i_1, \ldots, i_r \), which is

\[
\int \mathcal{D}_V(\psi, \bar{\psi})(\bar{\psi}\psi)i_1 \cdots (\bar{\psi}\psi)i_r \exp \left[ \sum_{A \in E} w_A f_A(0) \right]
\]

where we used the shortened notation \( (\bar{\psi}\psi)_i := \bar{\psi}_i \psi_i \). If we now set \( w_A = 1 \) for all the hyperedges \( A \in E \), we get the number of hyperforests of the hypergraph \( G \) with connected components \( r \) hypertrees rooted at the vertices \( i_1, \ldots, i_r \). Note that in the case of an ordinary graph \( f_{ij}(0) = f_{[i,j]}(0) = (\bar{\psi}_i - \bar{\psi}_j)(\psi_i - \psi_j) \) is a quadratic form in the Grassmann fields, and the previous integral reduces to the evaluation of a reduced determinant of the Laplacian matrix, in agreement with the matrix-tree theorem.

In what follows we shall obtain explicit formulae for the case of the hypergraph \( \mathcal{K}_n \) which is complete in hyperedges of all possible cardinality, with weight \( w_s \) on the hyperedges of cardinality \( s \) for \( s = 2, \ldots, n \), that is with \( w_A = w_{|A|} \). These results could in principle and in many cases have been already derived by using the standard methods of enumerative combinatorics, that is the Lagrange inversion formula in connection with the formalism of the exponential generating functions. We hope to convince the reader that also in these cases our Grassmann formalism provides an alternative, simple and compact way to recover the total weights for rooted and unrooted hyperforests on \( n \) labelled vertices, which is to say spanning on the complete hypergraph \( \mathcal{K}_n \).

This paper is organized as follows. In section 2 we recall relevant notions from graph theory. In section 3 we illustrate how, at least in the case of a complete graph, the representation for the generating function of unrooted hyperforests (1.6) can be deduced from that for the rooted hypertrees (1.7). In section 4 we collect all the explicit Grassmann integrals that will be used in the following. In section 5, we show the relation between our Grassmann integrals and the explicit solutions achieved by standard methods. In section 6 we deal with rooted hyperforests, while section 7 is devoted to unrooted hyperforests. By restricting our general model to the case in which only one weight is nonzero, that is \( w_p = \delta_{p,k} \), we obtain the explicit evaluation of the number of rooted and unrooted spanning hyperforests on the \( k \)-uniform complete hypergraphs \( \mathcal{K}_n^k \) with \( n \)-vertices. These results are presented respectively in sections 6.1 and 7.1. Here we also derive a novel general simple expression for the number of unrooted hyperforests with \( p \) hypertrees in terms of associated Laguerre polynomials and its asymptotic expansion for a large number of vertices. We also consider another special case, the one in which all the weights are equal, that is \( w_p = 1 \) for all \( p \), in section 6.2. We give in section 7.2 the evaluation of the number of hyperforests rooted on \( p \) vertices for the hypergraph \( \mathcal{K}_n \). Some conclusions are presented in section 8. Appendix A collects some basic features of Stirling numbers of the second kind, Bell numbers and Bell polynomials. In appendix B we report, for reader convenience, the derivation of the number of (hyper-)trees in a unified way by the standard exponential generating function formalism and Lagrange inversion formula. In appendix C we provide some results on the asymptotic behaviour of the associated Laguerre polynomials which are used in the main text.

2. Graphs and hypergraphs

A (simple undirected finite) graph is a pair \( G = (V, E) \), where \( V \) is a finite set and \( E \) is a collection (possibly empty) of 2-element subsets of \( V \). The elements of \( V \) are the vertices of the graph \( G \), and the elements of \( E \) are the edges. Usually, in a picture of a graph, vertices are
drawn as dots and edges as lines (or arcs). Please note that, in the present definition, loops \((\bullet \bullet)\) and multiple edges \((\bullet \bullet \bullet)\) are not allowed. We write \(|V|\) (resp. \(|E|\)) for the cardinality of the vertex (resp. edge) set; more generally, we write \(|S|\) for the cardinality of any finite set \(S\).

A graph \(G' = (V', E')\) is said to be a subgraph of \(G\) (written \(G' \subseteq G\)) in case \(V' \subseteq V\) and \(E' \subseteq E\). If \(V' = V\), the subgraph is said to be spanning. We can, by a slight abuse of language, identify a spanning subgraph \((V', E')\) with its edge set \(E'\).

A walk (of length \(k \geq 0\)) connecting \(v_0\) with \(v_k\) in \(G\) is a sequence

\[
(v_0, e_1, v_1, e_2, v_2, \ldots, e_k, v_k)
\]

such that all \(v_i \in V\), all \(e_i \in E\) and \(v_{i-1}, v_i \in e_i\) for \(1 \leq i \leq k\). A cycle in \(G\) is a walk in which

(a) \(v_0, \ldots, v_{k-1}\) are distinct vertices of \(G\), and \(v_k = v_0\)
(b) \(e_1, \ldots, e_k\) are distinct edges of \(G\); and
(c) \(k \geq 2\).\(^1\)

The graph \(G\) is said to be connected if every pair of vertices in \(G\) can be connected by a walk. The connected components of \(G\) are the maximal connected subgraphs of \(G\). It is not hard to see that the property of being connected by a walk is an equivalence relation on \(V\), and that the equivalence classes for this relation are nothing other than the vertex sets of the connected components of \(G\). Furthermore, the connected components of \(G\) are the induced subgraphs of \(G\) on these vertex sets. We denote by \(c(G)\) the number of connected components of \(G\). Thus, \(c(G) = 1\) if and only if \(G\) is connected.

A forest is a graph that contains no cycles. A tree is a connected forest. (Thus, the connected components of a forest are trees.) It is easy to prove, by induction on the number of edges, that

\[
|E| - |V| + c(G) \geq 0
\]  

(2.1)

for all graphs, with equality if and only if \(G\) is a forest.

In a graph \(G\), a spanning forest (resp. spanning tree) is simply a spanning subgraph that is a forest (resp. a tree). We denote by \(\mathcal{F}(G)\) [resp. \(T(G)\)] the set of spanning forests (resp. spanning trees) in \(G\). As mentioned earlier, we will frequently identify a spanning forest or tree with its edge set.

A rooted tree is a tree with a distinguished vertex called the root. A rooted forest is a graph whose connected components are rooted trees.

Hypergraphs are the generalization of graphs in which edges are allowed to contain more than two vertices. Unfortunately, the terminology for hypergraphs varies substantially from author to author, so it is important to be precise about our own usage. For us, a hypergraph is a pair \(G = (V, E)\), where \(V\) is a finite set and \(E\) is a collection (possibly empty) of subsets of \(V\), each of cardinality \(\geq 2\). The elements of \(V\) are the vertices of the hypergraph \(G\), and the elements of \(E\) are the hyperedges (the prefix ‘hyper’ can be omitted for brevity). Note that we forbid hyperedges of 0 or 1 vertices (some other authors allow these).\(^3\) We shall say that

\(^1\) Actually, in a graph as we have defined it, all cycles have length \(\geq 3\) (because \(e_1 \neq e_2\) and multiple edges are not allowed). We have presented the definition in this way with an eye to the corresponding definition for hypergraphs (see below), in which cycles of length 2 are possible.

\(^2\) If \(V' \subseteq V\), the induced subgraph of \(G\) on \(V'\), denoted by \(G[V']\), is defined to be the graph \((V', E')\) where \(E'\) is the set of all the edges \(e \in E\) that satisfy \(e \subseteq V'\) (i.e., whose endpoints are in \(V'\)).

\(^3\) Our definition of hypergraph is the same as that of McCammond and Meier [16]. It is also the same as that of Gessel and Kalikow [17], except that they allow multiple edges and we do not: for them, \(E\) is a multiset of subsets of \(V\) (allowing repetitions), while for us \(E\) is a set of subsets of \(V\) (forbidding repetitions).
$A \in E$ is a $k$-hyperedge if $A$ is a $k$-element subset of $V$. A hypergraph is called $k$-uniform if all its hyperedges are $k$-hyperedges. Thus, a 2-uniform hypergraph is nothing other than an ordinary graph.

The definitions of subgraphs, walks, cycles, connected components, trees and forests given above for graphs were explicitly chosen in order to immediately generalize to hypergraphs: it suffices to copy the definitions verbatim, inserting the prefix ‘hyper’ as necessary. The analogue of the inequality (2.1) is the following:

**Proposition 2.1.** Let $G = (V, E)$ be a hypergraph. Then

$$\sum_{A \in E} (|A| - 1) - |V| + c(G) \geq 0,$$

with equality if and only if $G$ is a hyperforest.

Proofs can be found, for instance, in [18, p 392, proposition 4] or [17, pp 278–9, lemma].

Please note one important difference between graphs and hypergraphs: every connected graph has a spanning tree, but not every connected hypergraph has a spanning hypertree. Indeed, it follows from proposition 2.1 that if $G$ is a $k$-uniform hypergraph with $n$ vertices, then $G$ can have a spanning hypertree only if $k - 1$ divides $n - 1$. Of course, this is merely a necessary condition, not a sufficient one!

The hypergraph $K^{(k)}_n$ has $|V| = n$ vertices and is complete in the $k$-hyperedges, in the sense that it is $k$-uniform and for all choices of $k$ different vertices $i_1, \ldots, i_k$ in $V$ the hyperedge $\{i_1, \ldots, i_k\}$ belongs to the set of its hyperedges.

The hypergraph $\overline{K}_n$ has $|V| = n$ vertices and is complete in the $k$-hyperedges for all $2 \leq k \leq n$, so that $E(\overline{K}_n) = \bigcup_{k=2}^n E(K^{(k)}_n)$.

### 3. Exponential generating function for hypertrees and hyperforests

Let us consider the complete hypergraph $\overline{K}_n$ for every $n$, with general hyperedge-weights $w_A$ which vary only with the cardinality of the hyperedge $A$, i.e. $w_A = w_{|A|}$. The $k$-uniform complete hypergraph $K^{(k)}_n$ corresponds to the case in which the only non-vanishing weight is $w_k$.

Let $t_n$ be the total weight of rooted hypertrees in the case of $n$ vertices $|V| = n$, $w = \{w_k\}_{k \geq 2}$ and let

$$T(z) = T(z, w) := \sum_{n \geq 0} t_n(w) \frac{z^n}{n!}$$

(3.1)

the exponential generating function for the sequence $\{t_n\}$.

The exponential generating function for rooted hyperforests is therefore $e^{T(z)}$, where $t$ counts the number of connected components.

In the case of complete hypergraphs we can also consider the exponential generating function for unrooted trees

$$U(z) = U(z, w) := \sum_{n \geq 0} u_n(w) \frac{z^n}{n!}$$

(3.2)

where $u_n$ is the weight of unrooted trees in the case of $n$ vertices $|V| = n$. Of course as the root of a tree on $n$ vertices can be chosen in $n$ ways

$$t_n = nu_n$$

(3.3)

4 We do not use the symbol $K_n$ because this is usually used for the complete graph $K_n^{(2)}$ with $n$ vertices.
and therefore
\[ T(z) = z \frac{d}{dz} U(z) \] (3.4)
and conversely
\[ U(z) = \int_0^z \frac{d\omega}{\omega} T(\omega). \] (3.5)

By using a recursion relation, as is done in appendix B, we see that the exponential generating function for rooted hypertrees satisfies the relation
\[ T(z) = z \exp \left[ \sum_{k \geq 2} w_k T(z)^{k-1} \frac{(k-1)!}{(k-1)} \right] \] (3.6)
therefore
\[ z = T \exp \left[ -\sum_{k \geq 2} w_k T(z)^{k-1} \frac{(k-1)!}{(k-1)} \right] \] (3.7)
and by changing variables from \( \omega \) to \( T(\omega) \) in the integral in (3.5) we easily get
\[ U(z) = T(z) + \sum_{k \geq 2} w_k (1 - k) \frac{T(z)^k}{k!} \] (3.8)
that is the exponential generating function for unrooted hypertrees can be expressed in terms of the exponential generating function of rooted hypertrees [3]. Furthermore, the exponential generating function for unrooted hyperforests, with parameter \( \lambda \) to count the number of connected components, is simply \( e^{\lambda U(z)} \) and this can also be expressed in terms of the exponential generating function of rooted hypertrees by means of (3.8).

Let us use these relations in order to re-obtain, at least in the case considered here of the complete hypergraph, the generating function of unrooted hyperforests in the Grassmann representation from the generating function of rooted hyperforests.

Formula (1.7) for the generating function of unrooted hyperforests for \( K_n \), at \( t_i = t \) for every vertex, means that
\[ n! [z^n] e^{T(z)} = \int D_n(\psi, \bar{\psi}) \exp \left[ t (\bar{\psi}, \psi) + \sum_{A \in E} w_{|A|} f_A^{(0)} \right] \] (3.9)
where we shortly denoted
\[ D_n(\psi, \bar{\psi}) := D_{V(K_n)}(\psi, \bar{\psi}) = \prod_{i=1}^n d\bar{\psi}_i d\psi_i \] (3.10)
and
\[ (\bar{\psi}, \psi) := \sum_{i \in V(K_n)} (\bar{\psi}_i \psi_i) = \sum_{i=1}^n \bar{\psi}_i \psi_i. \] (3.11)
And, if \( f(z) \) can be expanded in powers of \( z \), \([z^n] f(z)\) is the coefficient of \( z \) in the expansion.

It follows that for every power \( r \), the coefficient of \( t^r \) is equal to
\[ n! [z^n] T(z)^r = \int D_n(\psi, \bar{\psi})(\bar{\psi}, \psi)^r \exp \left[ \sum_{A \in E} w_{|A|} f_A^{(0)} \right] \] (3.12)
and therefore for each function $L$ defined by a formal power series

$$n! [z^n] L[T(z)] = \int D_n(\psi, \bar{\psi}) L[[\bar{\psi}, \psi]] \exp \left[ \sum_{A \in E} w_{|A|} f_A^{(0)} \right].$$

(3.13)

Now, the exponential generating function for unrooted hyperforests is $e^{\lambda U(z)}$, where $\lambda$ counts the hypertrees in the hyperforests and we know by (1.6) that

$$n! [z^n] e^{\lambda U(z)} = \int D_n(\psi, \bar{\psi}) \exp \left\{ \lambda (\bar{\psi}, \psi) + \sum_{A \in E} w_{|A|} f_A^{(0)} \right\},$$

(3.14)

but

$$\sum_{A \in E} w_{|A|} f_A^{(0)} = \sum_{A \in E} w_{|A|} \left[ \lambda (1 - |A|) \tau_A + f_A^{(0)} \right]$$

(3.15)

and

$$\sum_{A \in E} w_{|A|} (1 - |A|) \tau_A = \sum_{k \geq 2} w_k (1 - k) \sum_{A:|A|=k} \tau_A = \sum_{k \geq 2} w_k (1 - k) \frac{(\bar{\psi}, \psi)^k}{k!}$$

(3.16)

so that

$$n! [z^n] e^{\lambda U(z)} = \int D_n(\psi, \bar{\psi}) \exp \left\{ \lambda \left[ (\bar{\psi}, \psi) + \sum_{k \geq 2} w_k (1 - k) \frac{(\bar{\psi}, \psi)^k}{k!} \right] + \sum_{A \in E} w_{|A|} f_A^{(0)} \right\}.$$  

(3.17)

But this is exactly formula (3.13) when

$$L(y) = e^{\lambda K(y)}$$

(3.18)

with

$$K(y) := y + \sum_{k \geq 2} w_k (1 - k) \frac{y^k}{k!}$$

(3.19)

which is such that $U(z) = K[T(z)]$ by (3.8).

### 4. Useful lemmas on Grassmann integrals

In the following we shall make use of very simple results for Grassmann integrals.

**Lemma 4.1.** Let $|V| = n$ be the number of vertices, then

$$\int D_n(\psi, \bar{\psi}) \frac{1}{s!} (\bar{\psi}, \psi)^s = \delta_{s,n}.$$ 

**Proof.** It trivially follows from induction in $n$. $\square$

We soon derive, by expansion in powers, that

**Corollary 4.2.** Let $g$ be a generic function of the scalar product, that is a polynomial as the scalar product is nilpotent of degree $n$, then

$$\int D_n(\psi, \bar{\psi}) g((\bar{\psi}, \psi)) = n! [z^n] g(z) = \frac{n!}{2\pi i} \oint \frac{dz}{z^{n+1}} g(z)$$

where the contour integral is performed in the complex plane constrained to encircle the origin.
These are the ingredients to observe that

**Lemma 4.3.** Let $|V| = n$ be the number of vertices, $g$ a generic function, when $i_1, \ldots, i_r$ is a set of distinct vertices, then

$$\int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)_{i_1} \cdots (\bar{\psi} \psi)_{i_r} g((\bar{\psi}, \psi)) = \frac{(n-r)!}{n!} \int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)_{i_1} \cdots (\bar{\psi} \psi)_{i_r} g((\bar{\psi}, \psi))$$

$$= (n-r)! [z^{n-r}] g(z).$$

**Proof.** By integrating over $\bar{\psi}_{i_1}, \psi_{i_1}, \ldots, \bar{\psi}_{i_r}, \psi_{i_r}$ on the left-hand side we get an integral of the form used in the previous lemma, where both the integration measure and the scalar product were restricted on the remaining $n-r$ vertices, so that

$$\int D_{n-r}(\psi, \bar{\psi}) g((\bar{\psi}, \psi)) = (n-r)! [z^{n-r}] g(z).$$

By expanding instead on the right-hand side we get

$$\sum_{s \geq 0} \frac{(n-r)!}{n!} \int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)^r e^{s ((\bar{\psi}, \psi) + (\bar{\psi}, J \psi) g((\bar{\psi}, \psi))} = (n-r)! [z^{n-r}] g(z)$$

and we get our result by using lemma 4.1. \hfill \Box

Let $J$ be the matrix with unit entries for each $i, j \in V$

$$J_{ij} = 1. \tag{4.1}$$

Our common tool is the following

**Lemma 4.4.** Let $|V| = n$ be the number of vertices, $g$ and $h$ generic functions, then

$$\int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)^r e^{h((\bar{\psi}, \psi) + (\bar{\psi}, J \psi) g((\bar{\psi}, \psi))}$$

$$= \int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)^r e^{h((\bar{\psi}, \psi))} \left[ 1 + (\bar{\psi}, \psi) g((\bar{\psi}, \psi)) \right].$$

**Proof.** Let us expand the second part of the exponential

$$\int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)^r e^{h((\bar{\psi}, \psi))} \sum_s \frac{(\psi, J \psi)^s}{s!} g((\bar{\psi}, \psi))^s$$

$$= \int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)^r e^{h((\bar{\psi}, \psi))} \left[ 1 + (\bar{\psi}, J \psi) g((\bar{\psi}, \psi)) \right]$$

$$= \int D_n(\psi, \bar{\psi}) (\bar{\psi} \psi)^r e^{h((\bar{\psi}, \psi))} \left[ 1 + (\bar{\psi}, \psi) g((\bar{\psi}, \psi)) \right]$$

because all higher powers of $(\bar{\psi}, J \psi)$ vanish. We get the final line because in the rest of the integral for each $i$ the field $\bar{\psi}_i$ is always multiplied by the companion $\psi_i$ and thus the only contribution in $(\bar{\psi}, J \psi)$ comes from the diagonal part, that is $(\bar{\psi}, \psi)$. \hfill \Box

5. Relation with previous approaches

In virtue of our lemmas, the Grassmann integrals for the generating functions of rooted and unrooted hyperforests at a fixed number of vertices can be expressed as a unique contour integral of a complex variable. In this section we will show the change of variables which explicitly maps those integrals into the coefficient of the corresponding exponential generating function in the number of vertices, without using the Lagrange inversion formula.
The sum on all the edges appears in both main formulae (3.9) and (3.17), and in our model it becomes

$$
\sum_{A \in E} w_k \sum_{A \in |A|=k} f^{(0)}_A = \sum_{k \geq 2} w_k \left[ (n - k + 1) \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 1)!} - (\bar{\psi}, (J - I)\psi) \frac{(\bar{\psi}, \psi)^{k-2}}{(k - 2)!} \right]
$$

and

$$
= \sum_{k \geq 2} w_k \left[ n \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 1)!} - (\bar{\psi}, J\psi) \frac{(\bar{\psi}, \psi)^{k-2}}{(k - 2)!} \right]
$$

\hspace{1cm} (5.1)

and according to lemma 4.4, for any function $h$ of the scalar product $(\psi, \bar{\psi})$

$$
\int D_n(\psi, \bar{\psi}) h((\bar{\psi}, \psi)) \exp \left[ \sum_{A \in E} w_k \left( \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 1)!} - \frac{(\bar{\psi}, J\psi)^{k-2}}{(k - 2)!} \right) \right] = \int D_n(\psi, \bar{\psi}) h((\bar{\psi}, \psi))
$$

\hspace{1cm} \times \exp \left[ n \sum_{k \geq 2} w_k \frac{1}{(k - 1)!} \right] \left[ 1 - \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 2)!} \right]

\hspace{1cm} (5.2)

so the Grassmann integrals reduce to what has been formally obtained in corollary 4.2 and we have for (3.9)

$$
n [z^n] e^{T(z)} = \int D_n(\psi, \bar{\psi}) \left[ 1 - \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 2)!} \right]
$$

\hspace{1cm} \times \exp \left[ t(\bar{\psi}, \psi) + n \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)}{(k - 1)!} \right]

\hspace{1cm} \exp \left[ t\xi + n \sum_{k \geq 2} w_k \frac{\xi^{k-1}}{(k - 1)!} \right]

\hspace{1cm} (5.3)

which is nothing but

$$
[z^n] e^{T(z)} = \frac{1}{2\pi i} \oint \frac{dz}{z^{n+1}} \exp (\lambda (\bar{\psi}, \psi) + n \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)}{(k - 1)!} + n \sum_{k \geq 2} w_k \frac{\xi^{k-1}}{(k - 1)!})
$$

\hspace{1cm} (5.4)

with the change of variables (3.6) with $T(z) = \xi$, as

$$
\frac{dz}{z} = \frac{d\xi}{\xi} \left[ 1 - \sum_{k \geq 2} w_k \frac{\xi^{k-1}}{(k - 2)!} \right].
$$

\hspace{1cm} (5.5)

Analogously for (3.17)

$$
n [z^n] e^{JU(z)} = \int D_n(\psi, \bar{\psi}) \left[ 1 - \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 2)!} \right]
$$

\hspace{1cm} \times \exp \left[ \lambda \left( (\bar{\psi}, \psi) + \sum_{k \geq 2} w_k (1 - k) \frac{(\bar{\psi}, \psi)^{k-1}}{k!} \right) + n \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)^{k-1}}{(k - 1)!} \right]

\hspace{1cm} (5.6)
\[
= \frac{n!}{2\pi i} \oint \frac{d\xi}{\xi^{n+1}} \left[ 1 - \sum_{k \geq 2} w_k \frac{\xi^{k-1}}{(k-2)!} \right] \times \exp \left[ \lambda \left( \xi + \sum_{k \geq 2} w_k (1 - \frac{\xi^{k-1}}{k!}) \right) + n \sum_{k \geq 2} w_k \frac{\xi^{k-1}}{(k-1)!} \right]
\]

which, by using the same change of variables, is nothing but

\[
[z^n] e^{U(z)} = \frac{1}{2\pi i} \oint \frac{dz}{z^{n+1}} e^{U(z)} \quad (5.6)
\]

6. Rooted hyperforests

Let us begin with the evaluation of (1.8), that is the case \( \lambda = 0 \) which evaluates the weight of rooted hyperforests on \( r \) vertices \( i_1, \ldots, i_r \), which on the complete hypergraph \( \mathcal{K}_n \) does not depend on the particular choice of the vertices, and we denote this weight by \( v_{n,r} \). We have

\[
v_{n,r} = v_{n,r}(w) = \int D_n(\psi, \bar{\psi})(\bar{\psi} \psi)_{i_1} \cdots (\bar{\psi} \psi)_{i_r} \times \exp \left[ n \sum_{k \geq 2} w_k (\bar{\psi}, \psi)_{k-1} - \sum_{k \geq 2} w_k (\bar{\psi}, J \psi)_{k-2} \right] \times \exp \left[ n \sum_{k \geq 2} w_k (\bar{\psi}, \psi)_{k-1} - \sum_{k \geq 2} w_k (\bar{\psi}, \psi)_{k-1} \right]
\]

Of course there are \( \binom{n}{r} \) different choices for \( r \) different vertices, therefore, if we denote by

\[
E_n(t; w) = n![z^n] e^{T(T)}
\]

the generating function of rooted hyperforests on \( n \) vertices, its Grassmann representation is

\[
E_n(t; w) = \int D_n(\psi, \bar{\psi}) \left[ 1 - \sum_{k \geq 2} w_k (\bar{\psi}, \psi)_{k-1} \right] e^{t(\bar{\psi} \psi) + n \sum_{k \geq 2} w_k (\bar{\psi}, \psi)_{k-1}}.
\]

The expansion in power series of

\[
E_n(t; w) = \sum_{r \geq 0} t_{n,r}(w)t^r
\]

provides the total weight of rooted hyperforests with \( r \) connected components

\[
t_{n,r} = t_{n,r}(w) = n![z^n][t^r] e^{T(T)} = [t^r]E_n(t; w)
\]
then
\[
t_{n,r} = \binom{n}{r} v_{n,r} = \int D_n(\psi, \psi') \frac{\psi' - \psi}{r!} \left[ 1 - \sum_{k \geq 2} \frac{u_k (\psi' - \psi)^{k-1}}{(k-2)!} \right] e^{\theta \sum_{s \geq 1} w_s y_s} \tag{6.5}
\]

while then the total weight of rooted hyperforests
\[
E_\theta(w) := E_\theta(1; w) = \sum_{r \geq 0} t_{n,r}(w)
\]
is given by the generating function at \(t = 1\).

Let us now introduce the function
\[
\theta(x, y; w) := \exp \left[ x \sum_{k \geq 2} \frac{w_k y^{k-1}}{(k-1)!} \right] := \sum_{s \geq 0} P_s(x; w) \frac{y^s}{s!}
\]
which is the exponential generating function for the exponentials \(P_s(x; w)\) in the variable \(x\), which varies with the choice of the weights \(w\). We recognize that
\[
\sum_{k \geq 2} \frac{w_k y^{k-1}}{(k-2)!} \theta(x, y; w) = \frac{y}{x} \frac{\partial}{\partial y} \theta(x, y; w) = \frac{1}{x} \sum_{s \geq 1} P_s(x; w) \frac{y^s}{(s-1)!}.
\]

Therefore the integral in (6.2) can be re-expressed by using
\[
e^{\theta} \theta(x, y; w) = \sum_{s \geq 0} \sum_{r \geq 0} P_s(x; w) t^r \frac{y^s}{r! s!} \tag{6.9}
\]

and
\[
\sum_{k \geq 2} \frac{w_k y^{k-1}}{(k-2)!} e^{\theta} \theta(x, y; w) = \sum_{s \geq 0} \sum_{r \geq 0} P_s(x; w) t^r \frac{y^{s+r}}{r! s!} \tag{6.10}
\]
The same expression could be written also with the help of the derivative with respect to the variable \(t\), let \(D = \frac{\partial}{\partial t}\), then
\[
\sum_{k \geq 2} \frac{w_k y^{k-1}}{(k-2)!} e^{\theta} \theta(x, y; w) \tag{6.11}
\]

\[= \sum_{k \geq 2} \frac{w_k}{(k-2)!} D^{k-1} e^{\theta} \theta(x, y; w) \tag{6.12}\]

\[= \sum_{k \geq 2} \frac{w_k}{(k-2)!} D^{k-1} \sum_{s \geq 0} \sum_{r \geq 0} P_s(x; w) t^r \frac{y^{s+r}}{r! s!} \tag{6.13}\]

\[= \sum_{s \geq 0} P_s(x; w) \sum_{r \geq 0} \frac{y^{s+r}}{s!} \sum_{k \geq 2} \frac{w_k}{(k-2)!} \frac{1}{[r - (k-1)]!} t^{r-(k-1)} \tag{6.14}\]

\[= \sum_{s \geq 0} \sum_{k \geq 2} P_{s-(k-1)}(x; w) \sum_{r \geq 0} \frac{t^r y^{s+r}}{r! [s - (k-1)]! (k-2)!} \sum_{k \geq 2} \frac{w_k}{(k-2)!} \frac{1}{(k-2)!} \tag{6.15}\]

so that by comparing term by term in (6.10) and (6.15) we recover a recursion relation for the polynomials \(P_s(x; w)\)
\[
P_s(x; w) = x \sum_{k \geq 2} \frac{w_k (s-1)}{k-2} P_{s-(k-1)}(x; w). \tag{6.16}
\]
In terms of the polynomials $P_s(x; w)$ we soon get for the generating function of rooted hyperforests

$$E_n(t; w) = \sum_{r \geq 0} \sum_{r' \geq 0} P_r(n; w) t^r \int D_n(\psi, \bar{\psi}) (\bar{\psi}, \psi)^{r'} \frac{1 - s}{n}$$

$$= \sum_{r \geq 1} \binom{n-1}{r-1} P_{n-r}(n; w) t^r. \tag{6.17}$$

Therefore the total weight of rooted hyperforests is

$$E_n(w) = \sum_{r \geq 1} \binom{n-1}{r-1} P_{n-r}(n; w) \tag{6.19}$$

and the total weight of rooted hyperforests with $r$ hypertrees is

$$t_{n,r} = \binom{n-1}{r-1} P_{n-r}(n; w) \tag{6.20}$$

from which in particular we obtain for $r = 0$

$$t_{n,0} = 0 \tag{6.21}$$

for all choices of the weights $w$, a generalization of what occurs for the case of ordinary trees because the determinant of the weighted Laplacian on the graph is always vanishing.

Also, as $P_0(x; w) = 1$ for all choices of the weights $w$, of course

$$t_{n,n} = 1 \tag{6.22}$$

as there is only one possible hyperforest with $n$ hypertrees, the trivial one in which each hypertree is a vertex.

The weight of rooted hypertrees $t_n$ is given by the case $r = 1$

$$t_n := t_{n,1} = P_{n-1}(n; w). \tag{6.23}$$

A more explicit expression for the polynomials $P_s(x; w)$ is obtained by expanding the exponential in the definition (6.7)

$$P_s(x; w) = s! [y^s] \theta(x, y; w)$$

$$= s! \prod_{j \geq 2} \sum_{l_j} \frac{1}{l_j!} \left( \frac{x w_j}{(j-1)!} \right)^{l_j} y_j^{(j-1)}$$

$$= s! \sum_{\{l\}} \delta_{s, \sum_l \frac{1}{l} l_j (j-1)} \left( \prod_{j \geq 2} \frac{1}{l_j!} \left( \frac{x w_j}{(j-1)!} \right)^{l_j} \right)$$

so that if we define the coefficients $p_{s,l}(w)$ by

$$P_s(x; w) = \sum_{l \geq 0} p_{s,l}(w) x^l \tag{6.24}$$

we get

$$p_{s,l} = p_{s,l}(w) = s! [y^s] [x^l] \theta(x, y; w)$$

$$= s! \sum_{\{l\}} \delta_{s, \sum_l \frac{1}{l} l_j (j-1)} \left( \prod_{j \geq 2} \frac{1}{l_j!} \left( \frac{w_j}{(j-1)!} \right)^{l_j} \right).$$
In order to understand the constraint which is imposed in the sum on the coefficients \(l_j\)'s, remember that from proposition 2.1, if \(l_j\) is the number of hyperedges of cardinality \(j\), \(n\) is the number of vertices and \(r\) is the number of connected components, which in our case is the number of hypertrees

\[
0 = \sum_{A \in E} (|A| - 1) - |V| + c(G) = \sum_{j \geq 2} l_j (j - 1) - n + r \tag{6.25}
\]

and this is exactly the constraint which is imposed. The number \(l\) is instead the total number of hyperedges.

### 6.1. On the \(k\)-uniform complete hypergraph

In the \(k\)-uniform complete hypergraph \(K_n^{(k)}\), the hyperedges are all the subsets \(A \subset V\) of \(k\) vertices: \(|A| = k\). This is therefore the particular case of our model in which if we introduce the vectors \(e_k\) such that their components are

\[
(e_k)_s = \delta_{ks} \tag{6.26}
\]

we have weights

\[
w = w e_k \tag{6.27}
\]

and as we wish to count configurations we have to set \(w = 1\) so that in the general formulae \(w_k = 1\) and all the other weights for the hyperedges have to be set to zero. We have

\[
\theta(x, y; e_k) = \exp\left[ x^{y - 1} \right] \tag{6.28}
\]

and therefore

\[
P_s(x; e_k) = \begin{cases} 
  \frac{s!}{(s-1)![(k-1)!]^{\frac{s}{k-1}}} x^{\frac{s}{k-1}} & \text{if } s = l(k-1) \text{ for integer } l \\
  0 & \text{otherwise}
\end{cases} \tag{6.29}
\]

which satisfy the recursion relation (6.16) which for \(w = e_k\) takes the form

\[
P_s(x; e_k) = x (s - 1) P_{s-1}(x; e_k). \tag{6.30}
\]

We easily get that

\[
p_{s,l}(e_k) = \begin{cases} 
  \frac{s!}{l![l-(1-1)!]} & \text{if } s = l(k-1) \text{ for integer } l \\
  0 & \text{otherwise}
\end{cases} \tag{6.31}
\]

On \(K_n^{(k)}\), the numbers \(n_E = l\) of hyperedges and the number of connected components \(c(G) = r\) are related by (6.25)

\[
l(k - 1) - n + r = 0 \tag{6.32}
\]

that is

\[
n_E = l = \frac{n - r}{k - 1} \tag{6.33}
\]

is the number of hyperedges (of degree \(k\)).

For the number of rooted hyperforests with \(r\) hypertrees on the \(k\)-uniform complete hypergraph \(K_n^{(k)}\), we have when \(n - r\) can be divided by \(k - 1\)
\[ t_{n,r}(e_k) = \binom{n-1}{r-1} P_{n-r}(n; e_k) \]
\[ = \binom{n-1}{r-1} \frac{(n-r)!}{(\frac{n-r}{r-1})![(k-1)!]^\frac{n}{r-1}} \]
\[ = \binom{k-1}{n_E+r-1} \frac{[(k-1)n_E]!}{n_E![(k-1)!]^n_E} [(k-1)n_E+r]^n_E \]

where the prefactor in (6.35)
\[ \frac{(n-r)!}{\left(\frac{n-r}{r-1}\right)![(k-1)!]^\frac{n}{r-1}} \]
is exactly the number of ways in which \( n-r \) vertices can be divided into \( (n-r)/(k-1) \) groups of \( k-1 \) elements and in (6.36) we have replaced the dependence from the number of vertices \( n \) with that from the number of hyperedges \( n_E \).

In the case of simple graphs \( (k=2) \) it follows that
\[ t_{n,r}(e_2) = \binom{n-1}{r-1} n^{n-r} \]

which at \( r=1 \) provides the well-known result by Cayley about the number \( u_n^{(2)} \) of spanning unrooted trees on the complete graph with \( n \) vertices
\[ u_n(e_2) = t_n(e_2) = n^{n-2}. \]

Also
\[ E_n(t; e_2) = \sum_{r \geq 1} \binom{n-1}{r-1} n^{n-r} t^r = t(n+t)^{n-1} \]

which could be obtained by direct evaluation as
\[ E_n(t; e_2) = \int D_n(\psi, \bar{\psi})[1 - (\psi, \bar{\psi})] e^{(t+n)(\bar{\psi}, \psi)} = (t+n)^n \left[ 1 - \frac{n}{n+t} \right]. \]

This relation says at \( t=1 \) that the total number of rooted forests is
\[ E_n(e_2) = (n+1)^{n-1}. \]

In this simple case the whole generating function can also be expressed in terms of the generalized exponential [1] (the usual exponential is at \( \alpha = 0 \))
\[ E_\alpha(z) := \sum_{n \geq 1} \frac{(\alpha n + 1)^{n-1}}{n!} \]

which satisfies
\[ E_\alpha(z) - \alpha \ln E_\alpha(z) = z \quad E_\alpha(z) = \mathcal{E}(\alpha z)^{\frac{1}{\alpha}} \]

where \( \mathcal{E}(z) \) is a shorthand for \( \mathcal{E}_1(z) \). Indeed
\[ e^{t^T(z)} = \sum_{n \geq 1} E_n(t; e_2) \frac{z^n}{n!} = \sum_{n \geq 1} \frac{(n+1)^{n-1}}{n!} \frac{(tz)^n}{n!} = \mathcal{E}_1(tz) = \mathcal{E}(z)^t = e^{t^T(\mathcal{E})}. \]
6.2. The complete hypergraph

We shall consider here the complete hypergraph $K_n$ when all the hyperedge weights $w_d$ are set to one, that is

$$w = 1$$

(6.46)

where $1$ is the vector with 1 on all components. We have

$$\theta(x, y; 1) := \exp[x(e^y - 1)] = \sum_{s \geq 0} b_s(x) \frac{y^s}{s!}$$

(6.47)

where $b_s(x)$ are the Bell polynomials, see appendix A, and therefore

$$P_s(x; 1) = b_s(x) = \sum_{l \geq 0} \{s\}_{l} x^l$$

(6.48)

so that

$$ps,l(1) = \{s\}_{l}$$

(6.49)

where $\{s\}_{l}$ is a Stirling number of the second kind, and it is the number of ways to partition a set of cardinality $s$ into $l$ nonempty subsets.

The recursion relation (6.16) becomes here

$$b_s(x) = x \sum_{k \geq 1} \binom{s - 1}{k - 1} b_{s-k}(x).$$

(6.50)

The number of rooted hyperforests with $r$ hypertrees on the $k$-uniform complete hypergraph $K_n$ is therefore

$$t_{n,r}(1) = \binom{n - 1}{r - 1} b_{n-r}(n) = \binom{n - 1}{r - 1} \sum_{n_E \geq 0} n_E^{n-r} \{n-r\}_{n_E}$$

(6.51)

and the total number of rooted hyperforests is

$$E_n(1) = \sum_{r \geq 1} t_{n,r}(1) = \sum_{k \geq 1} \binom{n - 1}{k - 1} b_{n-k}(n) = \frac{b_n(n)}{n}$$

(6.52)

because of (6.50) for $x = n$.

7. Unrooted hyperforests

According to our general formula the generating function for unrooted hyperforests on $n$ vertices is given by the Grassmann integral

$$F_n(\lambda; \mathbf{w}) := n! [z^n] e^{U(z)}$$

$$= \int D_n(\psi, \bar{\psi}) \exp \left\{ \lambda \left[ (\bar{\psi}, \psi) + \sum_{k \geq 2} w_k (1-k) \frac{(\bar{\psi}, \psi)^k}{k!} \right] \right\}$$

$$\times \exp \left[ n \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)^{k-1}}{(k-1)!} - (\bar{\psi}, J \psi) \sum_{k \geq 2} w_k \frac{(\bar{\psi}, \psi)^{k-2}}{(k-2)!} \right]$$

(7.1)

which we expand in $\lambda$

$$F_n(\lambda; \mathbf{w}) = \sum_{p=0}^\infty u_{n,p}(\mathbf{w}) \lambda^p$$

(7.2)

where $u_{n,p}(\mathbf{w})$ is the total weight of unrooted hyperforests with $p$ hypertrees.
We find it convenient to introduce the polynomials $\Pi_s(\lambda; w)$ and the coefficients $\pi_{s,p}(w)$ according to
\[
\exp\left[ \lambda \left( y + \sum_{k \geq 2} w_k (1 - k) \frac{y^k}{k!} \right) \right] = \sum_{s \geq 0} \Pi_s(\lambda; w) \frac{y^s}{s!} = \sum_{s \geq 0} \sum_{p \geq 0} \pi_{s,p}(w) \lambda^p \frac{y^s}{s!}.
\]
(7.3)

It soon follows that
\[
F_n(\lambda; w) = \sum_{s \geq 1} \Pi_s(\lambda; w) \int D_n(\psi, \bar{\psi}) (\bar{\psi}, \psi)^s \frac{d\psi}{s!}
\]
\[
\times \exp \left[ n \sum_{k \geq 2} w_k (\bar{\psi}, \psi)^{k-1} \frac{1}{(k-1)!} - (\bar{\psi}, J \psi) \sum_{k \geq 2} w_k (\bar{\psi}, \psi)^{k-2} \frac{1}{(k-2)!} \right]
\]
\[
= \sum_{s \geq 1} \Pi_s(\lambda; w) t_{n,s}(w)
\]
(7.4)
\[
= \sum_{s \geq 1} \left( \frac{n - 1}{s - 1} \right) \Pi_s(\lambda; w) P_{n-s}(n; w).
\]
(7.5)

The total weight of unrooted hyperforests on the set of $n$ vertices, irrespective of the number of hypertrees, is obtained from the partition function at $\lambda = 1$
\[
F_n(w) := F_n(1; w) = \sum_{s \geq 1} \Pi_s(1; w) t_{n,s}(w).
\]
(7.7)

Also we get
\[
u_{n,p} = u_{n,p}(w) = \sum_{s \geq 1} \pi_{s,p}(w) t_{n,s}(w)
\]
\[
= \sum_{s \geq 1} \left( \frac{n - 1}{s - 1} \right) \pi_{s,p}(w) P_{n-s}(n; w).
\]
(7.8)

Remark that from the definition
\[
\pi_{s,p}(w) = 0 \quad \text{when} \quad p > s
\]
(7.9)

so that $\Pi_s(\lambda; w)$ is a polynomial of degree $s$. It is monic because
\[
\pi_{s,s}(w) = 1.
\]
(7.10)

And remark also that $\pi_{s,0}(w) = 0$ while
\[
\pi_{s,1}(w) = \begin{cases} 1 \\ u_s(1 - s) \end{cases} \quad \text{for} \quad s = 1 \quad \text{otherwise}.
\]
(7.11)

Accordingly $u_{n,0}(w) = 0$ and $u_{n,n}(w) = 1$, while it follows that the weight of unrooted hypertrees on $n$ vertices is simply the weight of the rooted hypertrees divided by $n$; indeed
from (7.8)

\[ u_n(w) := u_{n,1}(w) = P_{n-1}(n; w) + \sum_{s \geq 2} w_s (1-s) \binom{n-1}{s-1} P_{n-s}(n; w) \]  

(7.13)

\[ = P_{n-1}(n; w) - (n - 1) \sum_{s \geq 2} w_s \binom{n-2}{s-2} P_{n-s}(n; w) \]  

(7.14)

\[ = \frac{P_{n-1}(n; w)}{n} \]  

(7.15)

\[ = \frac{u_n(w)}{n} \]  

(7.16)

where we used the recursion relation (6.16) for the polynomials \( P_s(x; w) \) at \( x = n \) and \( s = n - 1 \).

More formally we can follow a different strategy. Let \( D = \frac{\partial}{\partial t} \) then

\[
\exp \left[ \lambda \left( y + \sum_{k \geq 2} w_k (1-k) \frac{x^k}{k!} \right) \right] = \exp \left[ \lambda \sum_{k \geq 2} w_k (1-k) \frac{D^k}{k!} \right] \exp(ty) \Big|_{t=\lambda} \]  

(7.17)

so that

\[
\Pi_z(\lambda, w) = \exp \left[ \lambda \sum_{k \geq 2} w_k (1-k) \frac{D^k}{k!} \right] t^z \Big|_{t=\lambda} \]  

(7.18)

and therefore

\[
F_n(\lambda; w) = \exp \left[ \lambda \sum_{k \geq 2} w_k (1-k) \frac{D^k}{k!} \right] E_n(t, w) \Big|_{t=\lambda} \]  

(7.19)

now, we expand first the second exponential, to get once more

\[
F_n(\lambda; w) = \exp \left[ \lambda \sum_{k \geq 2} w_k (1-k) \frac{D^k}{k!} \right] E_n(t, w) \Big|_{t=\lambda} \]  

(7.20)
7.1. On the k-uniform complete hypergraph

When \( w = e_k \) the formula (7.3) becomes

\[
\exp \left[ \lambda \left( y + (1 - k) \frac{y^k}{k!} \right) \right] = \sum_{r \geq 0} \Pi_r(\lambda; e_k) \frac{y^r}{s!} = \sum_{r \geq 0} \sum_{p \geq 0} \pi_{s,p}(e_k) \lambda^s \frac{y^r}{s!}.
\] (7.21)

We introduce a family of generalized Hermite polynomials \( H_s^{(k)}(x) \) as defined by the generating function

\[
\exp \left[ xz + (1 - k) \frac{z^k}{k!} \right] = \sum_{s \geq 0} H_s^{(k)}(x) \frac{z^s}{s!}
\] (7.22)

which when \( k = 2 \) are related to the ordinary Hermite polynomials \( H_s \) by

\[
H_s^{(2)}(x) = \frac{1}{2^s} H_s \left( \frac{x}{2} \right),
\] (7.23)

where \( H_s \) are sometimes used [22]. Similar generalizations of the Hermite polynomials can be found in [23–25]. We then get

\[
\Pi_r(\lambda; e_k) = \lambda^r H_r^{(k)}(\lambda^\frac{1}{k}).
\] (7.24)

Thus the generating function of unrooted hyperforests is

\[
F_n(\lambda; e_k) = \sum_{p \geq 0 \atop p:(n-p)(k-1)} \frac{(n-1)!}{(n-p)!} \frac{(n-p)!}{((k-1)!)} n^{\frac{n-p}{\lambda}} \lambda^\frac{1}{2} H_p^{(k)}(\lambda^\frac{1}{2}),
\] (7.25)

where the sum is restricted to the values of \( p \) such that \( n - p \) can be divided by \( k - 1 \). By using (7.19) we get instead

\[
F_n(\lambda; e_k) = \exp \left[ \lambda(1 - k) \frac{D^k}{k!} + \frac{D^{k-1}}{(k-1)!} \right] \left[ t^n - n \left( \frac{n-1}{k-2} \right) t^{n-k+1} \right]_{t=\lambda}
= \lambda^\frac{n}{\sqrt{k}} \exp \left[ \left( 1 - k \right) \frac{D^k}{k!} + \frac{n}{\lambda^\frac{1}{2}} \frac{D^{k-1}}{(k-1)!} \right] \left[ t^n - n \left( \frac{n-1}{k-2} \right) t^{n-k+1} \right]_{t=\lambda}
= \lambda^\frac{n}{\sqrt{k}} \exp \left[ \frac{n}{\lambda^\frac{1}{2}} \frac{D^{k-1}}{(k-1)!} \right] \left[ H_n^{(k)}(t) - \frac{n}{\lambda^\frac{1}{2}} \left( \frac{n-1}{k-2} \right) H_{n-k+1}^{(k)}(t) \right]_{t=\lambda}.
\]

In the particular case \( k = 2 \) we soon get

\[
F_n(\lambda; e_2) = \sqrt{\lambda}^n \left[ \frac{1}{\sqrt{\lambda}} + \frac{n}{\sqrt{\lambda}} \right] - \frac{n}{\sqrt{\lambda}} \frac{1}{\sqrt{\lambda}} \left[ \sqrt{\lambda} + \frac{n}{\sqrt{\lambda}} \right] \] (7.26)

because \( \exp \left[ a \frac{D}{\sqrt{\lambda}} \right] \) is the translation operator from \( t \) to \( t + \alpha \). The same result can be obtained by using (7.2) and (6.41) as

\[
F_n(\lambda; e_2) = \exp \left[ -\lambda \frac{D^2}{2} \right] E_n(t, e_2)_{t=\lambda}
= \exp \left[ -\lambda \frac{D^2}{2} \right] \left[ (t+n)^n - n(t+n)^{n-1} \right]_{t=\lambda}
= \exp \left[ -\frac{D^2}{2} \right] \sqrt{\lambda} \left[ \left( t + \frac{n}{\sqrt{\lambda}} \right)^n - n \left( t + \frac{n}{\sqrt{\lambda}} \right)^{n-1} \right]_{t=\sqrt{\lambda}}
= \sqrt{\lambda}^n \left[ \frac{1}{\sqrt{\lambda}} + \frac{n}{\sqrt{\lambda}} \right] - \frac{n}{\sqrt{\lambda}} \frac{1}{\sqrt{\lambda}} \left[ \sqrt{\lambda} + \frac{n}{\sqrt{\lambda}} \right].
\]
This formula has been reported in [26] for $\lambda = 1$, where it counts the total number of unrooted forests. In this case (7.25) becomes instead

$$F_n(e_\lambda) = \sum_{p \geq 1} \left( \frac{n-1}{p-1} \right) n^{n-p} \text{He}_p(1)$$  \hfill (7.27)

in agreement with what obtained in [26] and reported as the series A001858 in the The On-Line Encyclopedia of Integer Sequences by Sloane [27].

By using $D = \frac{\partial}{\partial x}$ we get

$$\exp \left[ xz + (1 - k) \frac{x^k}{k!} \right] = \exp \left[ \frac{1-k}{k!} D^k \right] \exp[xz]$$  \hfill (7.28)

and therefore

$$H_s^{(k)}(x) = \exp \left[ \frac{1-k}{k!} D^k \right] x^s$$  \hfill (7.29)

$$= \sum_{q \geq 0} \frac{1}{q!} \left( \frac{1-k}{k!} \right)^q D^q x^s$$  \hfill (7.30)

$$= \sum_{q \geq 0} \frac{1}{q!} \left( \frac{1-k}{k!} \right)^q \frac{s!}{(s-kq)!} x^{s-kq}$$  \hfill (7.31)

which implies because of (7.24)

$$\Pi_s(\lambda; e_\lambda) = \sum_{q \geq 0} \frac{1}{q!} \left( \frac{1-k}{k!} \right)^q \frac{s!}{(s-kq)!} \lambda^{s-(k-1)q}$$  \hfill (7.32)

so that

$$\pi_{s,p}(e_k) = \sum_{q \geq 0} \frac{1}{q!} \left( \frac{1-k}{k!} \right)^q \frac{s!}{(s-kq)!} \delta_{p,s-(k-1)q}$$  \hfill (7.33)

and therefore, by using (7.8)

$$u_{n,p}(e_k) = \sum_{q \geq 0} u_{n,p,q(k-1)}(e_k) \left[ \frac{p + q(k-1)!}{p-q)!} \left( \frac{1-k}{k!} \right)^q \right]$$  \hfill (7.34)

$$= \frac{(n-1)!}{p!} \left[ \frac{n}{(k-1)!} \right] \sum_{q=0}^p \left( \frac{p}{q} \right) \frac{p + (k-1)q}{(\frac{n}{k} - q)!} \left( \frac{1-k}{k!} \right)^q$$  \hfill (7.35)

when $n - p$ can be divided by $k - 1$, otherwise it vanishes, where we used the relation (6.20) and the explicit expression (6.35). Once more in the simpler case $k = 2$ this formula reduces to

$$u_{n,p}(e_2) = \frac{1}{p!} \sum_{q=0}^p \left( -\frac{1}{2} \right)^q \left( \frac{n}{p+q} \right) \frac{n-1}{p+q-1} n^{n-p-q}(p+q)!$$  \hfill (7.36)

a result which can be found in [11, 28].
In order to proceed we need the sums
\[ \frac{1}{p!} \sum_{q=0}^{p} \binom{p}{q} \frac{(-z)^{-q}}{(v - q)!} = \frac{(-z)^{-p}}{v!} L_p^{(v-p)}(z) \]  
(7.37)
\[ \frac{1}{p!} \sum_{q=0}^{p} \binom{p}{q} q(-z)^{-q} \frac{1}{(v - q)!} = -\frac{d}{dz} \frac{(-z)^{-p}}{v!} L_p^{(v-p)}(z) \]  
(7.38)
\[ = \frac{(-z)^{-p}}{v!} \left[ pL_p^{(v-p)}(z) + z L_p^{(v-p+1)}(z) \right] \]  
(7.39)
\[ = \frac{(-z)^{-p}}{v!} v L_p^{(v-p)}(z) \]  
(7.40)
where \( L_n^{(α)}(x) \) are the associated Laguerre polynomials
\[ L_m^{(α)}(x) := \sum_{\nu=0}^{\infty} \binom{n+\alpha}{\nu} \frac{(-x)^{\nu}}{\nu!} \]  
(7.41)
which satisfy the recursion relation
\[ L_{p-1}^{(k)}(z) = \frac{1}{z} \left[ pL_p^{(k)}(z) - (p+k)L_{p-1}^{(k)}(z) \right]. \]  
(7.42)
We arrive at the representation
\[ u_{n,p}(e_k) = \left( n - 1 \right)! \frac{n}{\left( \frac{n-p}{p-k} \right)!} \left\{ \frac{(-z)^{-p}}{v!} L_p^{(v-p)}(z) \right\} \times \left\{ pL_p^{(v-p)} \left( \frac{kn}{k-1} \right) + (n-p)L_{p-1}^{(v-p)} \left( \frac{kn}{k-1} \right) \right\} \]  
(7.43)
for the number of unrooted hyperforests with \( p \) hypertrees on the \( k \)-uniform complete hypergraph \( K_n^{(k)} \) with \( n \) vertices.

In order to study the asymptotic behaviour of the previous expression in the limit of large \( n \) at fixed \( p \) we need the following expansion for the Laguerre polynomial,
\[ L_n^{(k)}(z) \sim \frac{(-n)^{n-k}}{k^n} \frac{1}{1 + \frac{s}{n} \left( 1 + \frac{2k(p-s)}{2n(k-1)} \right)} + O \left( \frac{1}{n^2} \right) \]  
(7.44)
that can be easily obtained from the definition (7.41), as shown in appendix C, then
\[ pL_p^{(v-p)} \left( \frac{kn}{k-1} \right) + (n-p)L_{p-1}^{(v-p)} \left( \frac{kn}{k-1} \right) \sim \frac{(-n)^{p-1} k^{-1}}{(p-1)! n(k-1)} \]  
(7.45)
because the leading terms in the two contributions cancel out. We get
\[ u_{n,p}(e_k) \sim \left( n - 1 \right)! \frac{n^{-n}}{(p-1)! \left( \frac{n-p}{p-k} \right)! \left( k-1 \right)!} \left( \frac{k}{k-1} \right)^{p-1}. \]  
(7.46)
Remark that when \( p = 1 \) this formula is exact; indeed
\[ u_n(e_k) = u_{n,1}(e_k) = \left( n - 1 \right)! \frac{n^{-n}}{(p-1)! \left( \frac{n-p}{p-k} \right)! \left( k-1 \right)!} = \left( \frac{n}{n} \right) = \frac{L_n(1)}{n} \]  
(7.47)
is the number of unrooted hypertrees in \( n \) vertices, because of the general result (7.16) and the explicit expression (6.35). In [19] this number is quoted as obtained in [20].
The formula (7.46) at \( k = 2 \) provides the result
\[
\hat{u}_{n,p}(e_2) \simeq \left( \frac{n - 1}{p - 1} \right) \frac{n^{n-p-1}}{2^{p-1}}
\]
(7.48)
already obtained in [11] by a different method. It follows that the partition function is, if \( \lambda \) is such that the relevant contribution to the sum comes from regions which do not change with \( n \), a problem which we will discuss elsewhere, we get
\[
\sum_{p=0}^{\infty} \hat{u}_{n,p}(e_2) e^p \sim n^{n-2} \lambda \sum_{p=0}^{n-1} \left( \frac{n}{p} \right) (\frac{\lambda}{2n})^p = n^{n-2} \lambda \left( 1 + \frac{\lambda}{2n} \right)^{n-1}
\]
which at \( \lambda = 1 \) provides the well-known result by [9, 10].

More generally, by using the Stirling approximation for large factorials
\[
\hat{u}_{n,p}(e_k) \simeq \frac{n^{n-2}}{e^{n-\frac{k}{2}}} \frac{\sqrt{k - 1}}{[(k - 2)!]^{\frac{k-1}{2}}} \frac{1}{(p - 1)!} \left( \frac{k - 1}{k} \right)^{p-1}
\]
(7.49)
while
\[
\sum_{p=0}^{\infty} \hat{u}_{n,p}(e_k) e^p \simeq \frac{n^{n-2}}{e^{n-\frac{k}{2}}} \frac{\sqrt{k - 1}}{[(k - 2)!]^{\frac{k-1}{2}}} \lambda \frac{e^{\frac{k}{2}(k-2)^{\frac{k-1}{2}}}}{[(k-1)!]^{\frac{k-1}{2}}}.
\]
(7.50)

7.2. On the complete hypergraph

When \( w = 1 \) (7.3) becomes
\[
\exp[\lambda(1 - y)(e^y - 1)] = \sum_{s \geq 0} \prod_{r \geq 1} \frac{\Pi_s(\lambda; 1)^{y^r}}{s!} = \sum_{s \geq 0} \sum_{p \geq 0} \pi_{s,p}(1) \lambda^p \frac{y^s}{s!}
\]
(7.51)
Now
\[
\pi_{s,p}(1) = s! [y^s] [\lambda^p] \exp[\lambda(1 - y)(e^y - 1)]
\]
(7.52)
\[
= s! [y^s] (1 - y)^p \frac{(e^y - 1)^p}{p!}
\]
(7.53)
\[
= s! [y^s] \sum_{m \geq 0} (-1)^m \binom{p}{m} \sum_{q \geq 0} \left\{ \frac{q + p}{p} \right\} \frac{y^{q+p}}{(q+p)!}
\]
(7.54)
\[
= \sum_{q \geq 0} (-1)^{s-p-q} \left( \frac{p}{s-p-q} \right) \left\{ \frac{p + q}{p} \right\} \frac{s!}{(p+q)!}
\]
(7.55)
so that the number of unrooted hyperforests with \( p \) hypertrees obtained by formula (7.8), by using the number of rooted hyperforests given in (6.51), is
\[
\hat{u}_{n,p}(1) = \sum_{s \geq 1} \frac{(n-1)}{(s-1)} \hat{u}_{n-s}(n) \sum_{q \geq 0} (-1)^{s-p-q} \left( \frac{p}{s-p-q} \right) \frac{s!}{(p+q)!}
\]
(7.56)
Of course, because of the general result (7.16),
\[ u_n(1) = u_{n,1}(1) = \frac{t_{n,1}(1)}{n} = \frac{b_{n-1}(n)}{n} = \sum_{r \geq 0} \binom{n-1}{r} n^{r-1} \quad (7.57) \]
a sequence which is reported with the number A030019 in the The On-Line Encyclopedia of Integer Sequences by Sloane [27].

8. Conclusions

We have studied the generating function of both rooted and unrooted hyperforests in the complete hypergraph with \( n \) vertices, when the weight of each hyperedge depends only on its cardinality. All the results could also be obtained by starting from recursion relations in the number of vertices, to obtain implicit relations for the formal power series of the generating function, which can be afterwards solved by using the Lagrange inversion formula. However we showed here how the same problem can be directly and more easily solved by means of a novel Grassmann representation.

Once we obtained the general solutions we restricted our work to particular cases to recover more explicit results. In particular we considered the case of the \( k \)-uniform complete hypergraph, where only edges of cardinality \( k \) are present. When this weight is set to one we are reduced to a counting problem. We thus obtained a generalization of many known results in the case \( k = 2 \) namely of ordinary forests on the complete graph. In the case of unrooted hyperforests we also recovered a novel explicit expression for their number with \( p \) connected components, that is hypertrees, in terms of the associated Laguerre polynomials, for any \( k \). We have also presented the asymptotic behaviour of these numbers for a large number of vertices.

A second direct application of the general solutions is obtained for the complete hypergraph when all the hyperedges have the same weights.
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Appendix A. Stirling and Bell numbers, Bell polynomials

The Stirling numbers of the second kind, denoted by \( \left\{ \begin{array}{c} n \\ k \end{array} \right\} \) according to the notation introduced in 1935 by Jovan Karamata and promoted later by Donald Knuth, stand for the number of ways to partition a set of cardinality \( n \) into \( k \) nonempty subsets. Thus
\[
\left\{ \begin{array}{c} n \\ k \end{array} \right\} = 0 \quad \text{for} \quad n < k \\
\left\{ \begin{array}{c} n \\ 0 \end{array} \right\} = 0 \quad \text{for} \quad n \geq 1 \\
\left\{ \begin{array}{c} 0 \\ 0 \end{array} \right\} = 1 
\]
if we agree that there is one way to partition an empty set into zero nonempty parts. Chosen an object among \( n > 0 \) to be partitioned into \( k \) nonempty parts, we either put it into a class by itself (in \( \left\{ \begin{array}{c} n \\ k \end{array} \right\} \) ways) or put it together with some nonempty subset of the other \( n-1 \) objects (there are \( k \left\{ \begin{array}{c} n-1 \\ k \end{array} \right\} \) possibilities, because each of the \( \left\{ \begin{array}{c} n-1 \\ k \end{array} \right\} \) ways to partition the \( n-1 \) other
objects into \( k \) nonempty parts gives \( k \) subset that the chosen object can join), hence we get the recurrence
\[
\begin{bmatrix} n \\ k \end{bmatrix} = k \begin{bmatrix} n - 1 \\ k \end{bmatrix} + \begin{bmatrix} n - 1 \\ k - 1 \end{bmatrix}
\]
which enables us to compute them.

Their exponential generating function is
\[
\sum_{n \geq 0} \frac{n^n}{k!} x^n = \sum_{n \geq k} \frac{n^n}{k!} x^n = \frac{(e^x - 1)^k}{k!}.
\]

The Bell number \( b_n \) is the number of all possible subsets of a set of cardinality \( n \), hence
\[
b_n = \sum_{k \geq 0} \begin{bmatrix} n \\ k \end{bmatrix}.
\]

Their exponential generating function is
\[
\sum_{n \geq 0} b_n x^n = \sum_{k \geq 0} \sum_{n \geq 0} \begin{bmatrix} n \\ k \end{bmatrix} x^n = \sum_{k \geq 0} \frac{(e^x - 1)^k}{k!} = e^{xe^{-1}}.
\]

Appendix B. Exponential generating function

Counting the number of unrooted trees \( u_n \) on the complete graph \( K_n^{(2)} \) is presented in [1, chapter 7] as a simple application of the formalism of the exponential generating function.

For \( n > 0 \) the recurrence
\[
u_n = \sum_{m \geq 0} \frac{1}{m!} \sum_{a_1, \ldots, a_m} \begin{bmatrix} n - 1 \\ a_1 + \cdots + a_m - 1 \end{bmatrix} a_1 \cdots a_m u_{a_1} \cdots u_{a_m}
\]
can be obtained as follows. A given vertex is attached to \( m \) components of sizes \( a_1, \ldots, a_m \). There are \( \begin{bmatrix} n - 1 \\ a_1 + \cdots + a_m \end{bmatrix} \) ways to assign \( n - 1 \) vertices to those components and \( a_1 \cdots a_m \) ways to connect the given vertex to them. There are \( u_{a_1} \cdots u_{a_m} \) ways to connect those individual components with spanning trees; and we divide by \( m! \) because the \( m \) components are not ordered.

As the number of rooted trees is
\[
t_n = nu_n
\]
the recurrence relation can be re-written as
\[ \frac{t_n}{n!} = \sum_{m>0} \frac{1}{m!} \frac{\sum_{a_1,\ldots,a_m} \frac{t_{a_1} \cdots t_{a_m}}{a_1! \cdots a_m!}}{a_1 + \cdots + a_m = n - 1}. \]  \tag{B.3} 

By introducing the exponential generating function for the sequence \( \{t_n\} \)
\[ T(z) := \sum_{n \geq 0} \frac{t_n}{n!}z^n \]  \tag{B.4} 

it follows that the inner sum in (B.3) is the coefficient of \( z^{n-1} \) in \( T(z)^m \)
\[ \frac{t_n}{n!} = [z^{n-1}] \sum_{m \geq 0} \frac{1}{m!} T(z)^m = [z^{n-1}] e^{T(z)} \]  \tag{B.5} 

where we have included also the case \( n = 1 \) by adding the contribution \( m = 0 \). And therefore
\[ T(z) = ze^{T(z)} \]  \tag{B.6} 

so that because of (6.43) and (6.44) \( T \) is related to the generalized exponential \( \mathcal{E} \) by
\[ T(z) = z\mathcal{E}(z). \]  \tag{B.7} 

\( T \) is also related to the Lambert \( W \) function [29] by
\[ T(z) = -W(-z). \]  \tag{B.8} 

Now
\[ u_n = \frac{t_n}{n} = \frac{n!}{n} [z^{n-1}] \mathcal{E}(z) = n^{n-2}. \]  \tag{B.9} 

This result is usually attributed to Cayley in 1889 [30], but in his paper he refers to a previous result by Borchardt in 1860 [31].

More generally when \( \theta(u) \) is a formal power series in \( u \) with \( \theta(0) = 1 \), a relation for the formal power series \( T(z) \) of the form
\[ T(z) = ze^{\theta(T(z))} \]  \tag{B.10} 

has a unique solution, which is given by the Lagrange inversion formula [2]
\[ [z^n] T(z) = \frac{1}{n} [T^{n-1}] \theta(T)^n. \]  \tag{B.11} 

Furthermore
\[ [z^n] T(z)^r = \frac{1}{n} [T^{n-r}] \theta(T)^n. \]  \tag{B.12} 

In our application to the trees, \( \theta(T) = e^T \) and therefore
\[ u_n = \frac{t_n}{n} = \frac{n!}{n} [e^T] \mathcal{E}(z) = \frac{(n-1)!}{n} [T^{n-1}] e^T = \frac{n^{n-1}}{n}. \]  \tag{B.13} 

While the number of rooted forests with \( r \) trees is given by
\[ t_{n,r} = \frac{n!}{r!} [e^T] T(z)^r = \frac{(n-1)!}{(r-1)!} [T^{n-r}] e^{\theta T} = \left( \frac{n-1}{r-1} \right) n^{n-r}. \]  \tag{B.14} 

More generally, in the case of the \( k \)-uniform complete hypergraph \( \mathcal{K}_n^{(k)} \) with weights \( w_k \)
the recurrence relation for the weight of unrooted hypertrees is
\[ u_n = \sum_{m \geq 0} \frac{w_k^{m-n}}{(m/(k-1))! \cdot (k-1)!} \sum_{a_1,\ldots,a_m \text{ with } a_1 + \cdots + a_m = m-1} \binom{n-1}{a_1,\ldots,a_m} a_1 \cdots a_m u_{a_1} \cdots u_{a_m}. \]  \tag{B.15}
where at variance with respect to (B.1) the sum on \( m \) is restricted to integers that can be divided by \( k - 1 \) and appears a combinatorial factor \( \frac{m!}{(m-1)!(k-1)!} \) because this is the number of ways in which the \( m \) sub-hypertrees can be hooked to the starting vertex by using hyperedges of cardinality \( k \). As a consequence the equation for the rooted hypertrees becomes

\[
\frac{t_n}{n!} = \left[ z^{n-1} \right] \sum_{l \geq 1} \frac{u_l}{l!} T(z)^{(k-1)l} = \left[ z^{n-1} \right] e^{n T(z)/(k-1)}
\]

which is to say

\[
T(z) = z e^{\sum_{k \geq 2} \frac{w_k T(z)^{k-1}}{k}}.
\]

We can now apply the Lagrange inversion formula with \( \theta(T) = e^{\sum_{k \geq 2} \frac{w_k T(z)^{k-1}}{k}} \) and therefore

\[
u_n = \frac{t_n}{n} = \frac{n!}{n} \left[ z^n T(z) \right] = \frac{(n-1)!}{n} \sum_{k \geq 2} \frac{w_k T(z)^{k-1}}{(k-1)!} = \frac{1}{n} \frac{(n w_k)!}{(z-1)! (k-1)!}
\]

(18.18) 

While the weight for the rooted hyperforests with \( r \) hypertrees is

\[
T_n r = \frac{n!}{r!} T(z)^r = \frac{(n-1)!}{(r-1)!} \sum_{k \geq 2} \frac{w_k T(z)^{k-1}}{(k-1)!} = \frac{(n-1)!}{(r-1)!} \frac{(nw_k)!}{(z-1)! (k-1)!}
\]

(18.19) 

when \((n-r)/(k-1)\) is an integer. It is indeed the total number of hyperedges.

In the general case of the complete hypergraph \( \overline{K}_n \), the recurrence relation for the total weight of unrooted hypertrees is more involved, but the possibilities of attaching hyperedges of different cardinality at the starting vertex are mutually avoiding and this makes the recursion affordable. It follows that the generating function satisfies the equation

\[
T(z) = \sum_{k \geq 2} w_k T(z)^{k-1}.
\]

(18.20) 

so that

\[
u_n = \frac{t_n}{n} = \frac{(n-1)!}{(r-1)!} \sum_{k \geq 2} \frac{w_k T(z)^{k-1}}{(k-1)!} = \frac{(n-1)!}{(r-1)!} P_{n-r}(w)
\]

(18.21) 

where we introduced the polynomials \( P_{n-r}(w) \) of the weights \( w_k \)'s defined in (6.7).

In the simpler case in which all the weights are equal to, say, \( x \), the recurrence relation for the unrooted hypertrees is

\[
u_n = \sum_{m \geq 0} \sum_{l \geq 0} \frac{1}{m!} \left[ \frac{m}{l} \right] x^l \sum_{a_1, a_2, \ldots, a_n} \frac{(n-1)!}{a_1 \cdots a_m} a_1 \cdots a_m u_{a_1} \cdots u_{a_n}
\]

(22.22) 

where, at variance with respect to (B.1) there appears a factor \( \left[ \frac{m}{l} \right] \) because this is the number of ways in which the \( m \) sub-hypertrees can be hooked to the starting vertex by using \( l \) generic hyperedges. As a consequence the equation for the rooted hypertrees becomes

\[
\frac{t_n}{n!} = \left[ z^{n-1} \right] \sum_{m \geq 0} \sum_{l \geq 0} \frac{1}{m!} \left[ \frac{m}{l} \right] x^l T(z)^m = \left[ z^{n-1} \right] e^{x(T(z)-1)}
\]

(23.23) 

which is to say

\[
T(z) = z e^{x(T(z)-1)}
\]

(24.24) 

that is (B.20) for \( w_k = x \) for all \( k \), a relation that in the case \( x = 1 \) is reported in the Warme’s PhD Thesis [21] as due to W D Smith, but see also [17]. We can now apply the Lagrange inversion formula with \( \theta(T) = e^{x(T(z)-1)} \) and therefore

\[
u_n = \frac{t_n}{n} = \frac{n!}{n} \left[ z^n T(z) \right] = \frac{(n-1)!}{n} \left[ T^{n-1} e^{nx(T(z)-1)} \right] = \frac{b_{n-1}(nx)}{n}
\]

(25.25) 

25
While the total weight of rooted hyperforests with \( r \) hypertrees is
\[
t_{n,r} = \frac{n!}{r!} \left[ \frac{1}{e^x} T(z) \right]^r = \frac{(n-1)!}{(r-1)!} T^{n-r} e^{n(x^2-1)} = \left( \frac{n-1}{r-1} \right) b_{n-r}(nx).
\] (B.26)

Appendix C. Asymptotic behaviour of associated Laguerre polynomials

In this appendix we will study the asymptotic behaviour of the associated Laguerre polynomial
\[
L_{s}^{(\frac{s+v}{d} - p)} \left( \frac{d}{d-1} \right)
\]
for large \( n \).

We remark that for \( \alpha, \nu, s \) all integers and \( \alpha \gg 1 \)
\[
\frac{(s + \alpha)!}{(v + \alpha)!} = (s + \alpha) \cdots (v + 1 + \alpha)
\]
\[
\simeq \alpha^{s-v} + \alpha^{s-v-1} [s + \cdots + (v + 1)]
\]
\[
= \alpha^{s-v} + \alpha^{s-v-1} \left[ \frac{s(s+1)}{2} - \frac{\nu(v+1)}{2} \right]
\]
if
\[
\alpha = \frac{n - p}{d - 1} - p
\]
we get, for \( n \gg 1 \) at first order in \( 1/n \)
\[
\alpha^{s-v} \simeq \left( \frac{n}{d-1} \right)^{s-v} \left[ 1 - (s - v) \frac{pd}{n} \right]
\]
and
\[
\frac{(s + \alpha)!}{(v + \alpha)!} \simeq \left( \frac{n}{d-1} \right)^{s-v} \left\{ 1 - (s - v) \frac{pd}{n} + \frac{d-1}{n} \left[ \frac{s(s+1)}{2} - \frac{\nu(v+1)}{2} \right] \right\}
\]
so that
\[
L_{s}^{(\alpha)} \left( \frac{dn}{d-1} \right) = \sum_{v=0}^{s} \frac{(s + \alpha)!}{(v + \alpha)! (s-v)!} \left( \frac{dn}{d-1} \right)^{v}
\]
\[
\simeq \left( \frac{n}{d-1} \right)^{s} \frac{1}{s!} \sum_{v=0}^{s} \binom{s}{v} (-d)^{v}
\]
\[
\times \left\{ 1 - (s - v) \frac{pd}{n} + \frac{d-1}{n} \left[ \frac{s(s+1)}{2} - \frac{\nu(v+1)}{2} \right] \right\}.
\]

Now
\[
\sum_{v=0}^{s} \binom{s}{v} (-d)^{v} = (1 - d)^{s}
\]
and by taking one and two derivatives with respect to \( -d \) we get
\[
\sum_{v=0}^{s} v \binom{s}{v} (-d)^{v-1} = s (1 - d)^{s-1}
\]
\[
\sum_{v=0}^{s} v(v - 1) \binom{s}{v} (-d)^{v-2} = s(s-1)(1 - d)^{s-2}
\]
and therefore
\[
\sum_{v=0}^{s} v(v+1) \binom{s}{v} (-d)^v = s(s-1)(1-d)^{s-2} d^2 - 2s(1-d)^{s-1} d
\]
\[
= s(s+1)(1-d)^{s-2} d^2 - 2s(1-d)^{s-2} d
\]
and we get
\[
L_s^{(a)} \left( \frac{dn}{d-1} \right) \approx \left( \frac{n}{d-1} \right)^{s-1} \left\{ \left(1-d\right)^s - \frac{s(s+1)}{2} \left(1-d\right)^{s-2} d^2 + s(1-d)^{s-2} d \right\}
\]
\[
= \frac{(-n)^s}{s!} \left\{ 1 + \frac{s(p+1)d}{(d-1)n} + \frac{s(s+1)(1-2d)}{2(d-1)n} \right\}
\]
from which (7.44) follows.

References

[1] Graham R L, Knuth D E and Patashnik O 1994 Concrete Mathematics: A Foundation for Computer Science 2nd edn (Reading, MA: Addison-Wesley)
[2] Wilf H S 1994 Generating Functionology 2nd edn (San Diego, CA: Academic)
[3] Husimi K 1950 Note on Mayer’s theory of cluster integrals J. Chem. Phys. 18 682–4
[4] Caracciolo S, Jacobsen J L, Saleur H, Sokal A D and Sportiello A 2004 Fermionic field theory for trees and forests Phys. Rev. Lett. 93 080601 (Preprint cond-mat/0403271)
[5] Stephen M J 1976 Percolation problems and the Potts model Phys. Lett. A 56 149–50
[6] Wu F Y 1977 Number of spanning trees on a lattice J. Phys. A: Math. Gen. 10 L113–5
[7] Jacobsen J L, Salas J and Sokal A D 2005 Spanning forests and the q-state Potts model in the limit q → 0 J. Stat. Phys. 119 1153 (Preprint cond-mat/0401026)
[8] Sokal A D 2005 The multivariate Tutte polynomial (alias Potts model) for graphs and matroids Surveys in Combinatorics ed Bridget S Webb (Cambridge: Cambridge University Press) pp 173–226 (Preprint math.CO/0503607)
[9] Rényi A 1959 Some remarks on the theory of trees Pub. Math. Inst. Hungarian Acad. Sci. 4 73–85
[10] Dénes J 1959 The representation of a permutation as the product of a minimal number of transpositions, and its connection with the theory of graph Pub. Math. Inst. Hungarian Acad. Sci. 4 63–71
[11] Caracciolo S, Sokal A D and Sportiello A (in preparation)
[12] Caracciolo S, Grandi C De and Sportiello A 2007 Renormalization flow for unrooted forests on a triangular lattice Nucl. Phys. B 787 260–82 (Preprint 0705.3891)
[13] Caracciolo S, Sokal A D and Sportiello A 2007 Grassmann integral representation for spanning hyperforests J. Phys. A: Math. Theor. 40 13799–835 (Preprint 0706.1509)
[14] Berezin F A 1987 Introduction to Superanalysis (Dordrecht: Reidel)
[15] Zinn-Justin J 1996 Quantum Field Theory and Critical Phenomena 3rd edn (Oxford: Clarendon)
[16] McCammond J and Meier J 2004 The hypertree poset and the $l^2$-Betti numbers of the motion group of the trivial link Math. Ann. 328 633–52
[17] Gessel I M and Kallikow L H 2005 Hypergraphs and a functional equation of Bouwkamp and de Bruijn J. Comb. Theory A 110 275–89
[18] Berge C 1973 Graphs and Hypergraphs (Amsterdam: North-Holland)
[19] Karoński M and Łuczak T 2002 The phase transition in a random hypergraph J. Comp. Appl. Math. 142 125–35
[20] Selivanov B I 1972 Perekhislennie odnomerykh hipergrafov c provodimostrokovostostrukturo Kombinatorika i Analiz 2 60–7
[21] Warme D M 1998 Spanning trees in hypergraphs with applications to Steiner trees, PhD Dissertation University of Virginia available online at http://citeseer.ifi.unizh.ch/warme98spanning.html
[22] Abramowitz M and Stegun I A (ed) 1971 Orthogonal Polynomials Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables 9th edn (New York: Dover) chapter 22, p 789
[23] Subramanyan P R 1990 Springs of the Hermite polynomials Fib. Q. 28 156–61
[24] Djordjević G and Milovanović G V 1993 Polynomials related to the generalized Hermite polynomials Facta Univ. Niš, Ser. Math. Inform. 8 35–42
[25] Djordjević G 1996 On some properties of generalized Hermite polynomials Fib. Q. 34 2–6
[26] Takács L 1990 On the number of distinct forests SIAM J. Disc. Math. 3 574–81
[27] Sloane N J A The On-Line Encyclopedia of Integer Sequences http://www.research.att.com/~njas/sequences/
[28] Bollobás B 1998 Modern Graph Theory (Berlin: Springer) exercise 64, p 290
[29] Corless R M, Gonnet G H, Hare D E G, Jeffrey D J and Knuth D E 1996 On the Lambert W Function Adv. Comput. Maths. 5 329–59
[30] Cayley A 1889 A theorem on trees Q. J. Math., Oxford Ser. (Collected Mathematical Papers vol 13) 23 376–8
[31] Borchardt C W 1860 Über eine der Interpolation entsprechende Darstellung der Eliminations-resultante J. f. d. Reine Angew. Math. 57 111–21