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Abstract. We study the Modular Isomorphism Problem (MIP) for groups of small order based on an improvement of an algorithm described by B. Eick. Our improvement allows to determine quotients $I(kG)/I(kG)^m$ of the augmentation ideal without first computing the full augmentation ideal $I(kG)$. It allows us to verify that the MIP has a positive answer for groups of order $3^7$ and to significantly reduce the cases that need to be checked for groups of order $5^6$. We further provide a proof for an observation of Baginski and provide a negative answer to a question of Bleher, Kimmerle, Roggenkamp and Wursthorn.

1. Introduction

1.1. The Modular Isomorphism Problem.

A classical algebraic problem asks to determine when two non-isomorphic groups $G$ and $H$ might have isomorphic group rings over a given ring $R$. Most classical variations of this question have been answered, e.g. when $R$ is the ring of integers [Her01]. We denote the group ring of $G$ over $R$ by $RG$. The most famous formulation which remains open today and goes back at least to Brauer [Bra63, §9 of Supplements] is the

Modular Isomorphism Problem (MIP): Let $p$ be a prime, $k$ a field of characteristic $p$ and let $G$ and $H$ be finite $p$-groups. Does $kG \cong kH$ imply $G \cong H$?

From now on we will assume that $G$ and $H$ are finite $p$-groups and that $k$ is a field of characteristic $p$. Though it found considerable attention not many strong results were achieved on the MIP, at least compared to results on other isomorphism questions on group rings. We refer to [HS06, EK11] for an overview of (most) known results and to [BK19, Sak20, BdR20] for some very recent work on the problem. A block-theoretical version of MIP was recently considered in [NS18]. The strongest generic result available for groups of small order is that the MIP has a positive answer for groups of order at most $p^5$ [SS96].

The MIP takes its strongest form, when one assumes that $k$ is the field with $p$ elements, in which case $kG$ is a finite object. Hence an algorithmic approach to the MIP for two given groups appears natural and two algorithms have been developed to deal with the problem: A cohomological algorithm by Roggenkamp and Scott was improved by Wursthorn and used to solve the MIP for groups of order $2^6$ and $2^7$ [Wur90, Wur93, BKHW99], but his implementation appears to be lost. A second algorithm was developed by Eick, implemented as a GAP-package [GAP19, Eic20] and used to study groups of order $3^6$, $2^8$ and $2^9$ [Eic08, EK11]. Eick’s algorithm provides a canonical form for a nilpotent algebra $I$ starting with a structure constant table for $I$ and inductively computing canonical forms for the quotients $I/I^n$.

Recall that the augmentation ideal $I(kG)$ of $kG$ consists of the elements of $kG$ with coefficient sum equal to 0. It is easy to see that $kG \cong kH$ if and only if $I(kG) \cong I(kH)$, cf. [Eic08, 2. Corollary]. Now $I(kG)$ is a nilpotent ideal and thus Eick’s algorithm can be used to find a canonical form for $I(kG)/I(kG)^m$ for any positive integer $m$. Our main improvement to Eick’s algorithm is described in Section 4. It facilitates the computation of a structure constants table for $I(kG)/I(kG)^m$ for some initial value $m$ (which can be increased if necessary), whereas Eick’s version starts by calculating a structure constants table for the full augmentation ideal $I(kG)$. For groups of order $3^7$ and $5^6$ this improvement turns out to be crucial as otherwise the calculations are too time and memory consuming.
1.2. Results.
We summarize the results obtained using our improvement of Eick’s algorithm, which is available as a GAP-package 
ModisonExt [MM20].

Theorem 1.1. MIP has a positive answer for groups of order $3^7$.

For the groups of order $5^6$ we reduce the verification of the Modular Isomorphism Problem to six cases. Here $SG(5^6, i)$ refers to the $i$-th group of order $5^6$ as indexed in the Small Groups Library of GAP.

Theorem 1.2. If there are non-isomorphic groups $G = SG(5^6, i)$ and $H = SG(5^6, j)$ of order $5^6$ such that $kG \cong kH$, then $(i, j)$ is a subset of one of the following sets:

\{183, 184, 185, 186\}, \{202, 203, 204, 205\}, \{553, 554\}, \{580, 594, 595, 596\}, \{584, 599, 600, 601\}, \{628, 629\}.

While improving Eick’s implementation we also noticed a small mistake in the program used to verify the MIP for groups of order $3^6$, $2^8$ and $2^9$ which leads to the necessity to re-examine these orders. Our computations yield the following result for groups of order $3^6$ and $2^8$.

Theorem 1.3. MIP has a positive answer for the groups of order $3^6$ and $2^8$.

Apart from the improved efficiency, our version also allows to compare groups of any order. In [Eic20] it was only possible to apply the algorithms to groups which are contained in the Small Groups Library of GAP. This further extends the possibilities for computational investigations of the MIP and allows to develop ideas for theoretical proofs of the MIP based on experimental observations for bigger groups with special properties.

1.3. Group-theoretical invariants.
An object is called a group-theoretical invariant of $kG$, if it depends only on $G$ and is determined by the group algebra $kG$. Any program to verify MIP usually starts by comparing group-theoretical invariants and only compares the isomorphism types of the group algebras of those groups for which all invariants coincide. We include many invariants from the literature which were not included before; for an overview see Theorem 2.1. Notably, the following observation was made (without proof) by Bagiński [Bag99] and allows to eliminate some computationally difficult cases. We denote by $\gamma_i(G)$ the $i$-th term of the lower central series of $G$.

Proposition 1.4. Let $G$ be a finite $p$-group generated by two elements and assume $kG \cong kH$. Then $G/\gamma_2(G)^p\gamma_4(G) \cong H/\gamma_2(H)^p\gamma_4(H)$.

We give more details and a proof in Section 3.

1.4. The Jennings bound and a question by Bleher, Kimmerle, Roggenkamp & Wursthorn.
We denote by $D_3(G)$ the Jennings-Zassenhaus series of $G$ and for a pair of group $G$ and $H$ we define the Jennings bound of $G$ and $H$ to be the maximal integer $s$ such that $G/D_s(G) \cong H/D_s(H)$. Let $s$ be the Jennings bound for $G$ and $H$. Then it follows from Jennings’ construction of a basis of the augmentation ideal, cf. Section 5, that $I(kG)/I(kG)^s \cong I(kH)/I(kH)^s$. In particular when running Eick’s algorithm for $G$ and $H$, one knows a priori that at least $I(kG)/I(kG)^s$ has to be considered.

Let $r$ be a minimal integer such that $I(kG)/I(kG)^r \not\cong I(kH)/I(kH)^r$. As necessarily $r > s$, if we want to say that $G$ and $H$ are “close to being a counterexample to the MIP”, it appears appropriate to consider the relation between $s$ and $r$. In Section 5 we give a negative answer to the following question by Bleher, Kimmerle, Roggenkamp and Wursthorn [BKRW99]:

Question. Let $G$ and $H$ be non-isomorphic $p$-groups of the same order such that $D_{n+1}(G) = 1$. Does $I(kG)/I(kG)^{2n+1} \not\cong I(kH)/I(kH)^{2n+1}$ always hold?

There are four pairs of groups of order $2^8$ that violate this bound; see Proposition 5.1. In the same section, we also pose a question involving the Jennings bound for odd primes.

Notation: As already stated, we denote by $\gamma_i(G)$ the lower central series and by $D_3(G)$ the Jennings-Zassenhaus series of $G$ (see Section 4 for the definition of this series). The commutator subgroup $\gamma_2(G)$ is also denoted $G'$. By $Z(G)$ we denote the center of $G$ and by $\Phi(G)$ the Frattini-subgroup of $G$. For $g \in G$ we denote by $C_G(g)$ the centralizer of $g$ in $G$. For $g, h \in G$ we let $[g, h]$ be the commutator $g^{-1}h^{-1}gh$. We also write $g^h = h^{-1}gh$. 
The augmentation homomorphism of $kG$ is a ring homomorphism from $kG$ to $k$ which maps an element to the sum of its coefficients. The augmentation ideal of $kG$, denoted by $I(kG)$, consists of all the elements of $kG$ of augmentation 0. Moreover, we denote by $V(kG)$ the elements of $kG$ with coefficient sum 1. Note that any element of $V(kG)$ is a unit in $kG$ as $kG$ is a local algebra, so $V(kG)$ is the so-called normalized unit group of $kG$.

2. Group-theoretical invariants and known results

We call a property of $G$ an invariant of $kG$ if any group $H$ such that $kG \cong kH$ also has this property (equivalently every group base $H \leq V(kG)$ has this property). Being the dimension of $kG$ as $k$-vector space the order of $G$ is clearly an invariant.

We give a list of many known invariants. We start by those contained in [BKRW99] and then add further ones. Note that the invariants used by the GAP-package ModIsom are those listed in [BKRW99, Theorem 7], these are exactly the points (a) to (h) in the following theorem. We do not always include references to the original proofs.

Theorem 2.1. The following properties of $G$ are invariants of $kG$.

(a) The isomorphism type of $G/\Phi(G)$.
(b) The isomorphism type of $G/G'$.
(c) The isomorphism type of $Z(G)$.
(d) The isomorphism type of $G/(\gamma_2(G)^p\gamma_3(G))$ (“Sandling quotient”).
(e) The isomorphism types of $D_i(G)/D_{i+1}(G)$, $D_i(G)/D_{i+2}(G)$ and $D_i(G)/D_{i+1}(G)$ for all $i \geq 1$ (Passi-Sehgal, Ritter-Sehgal).
(f) The number of conjugacy classes of maximal elementary abelian subgroups (of any order) in $kG$.
(g) $\sum_{g \in G} \log_p(|C_G(g)/\Phi(C_G(g))|)$ where the sum runs over conjugacy classes of $G$ (“Roggenkamp parameter”).
(h) The number of conjugacy classes of maximal elementary abelian subgroups (of any order) in $G$ (“Quillen invariant”).
(i) The isomorphism type of $G/D_4(G)$, if $p \neq 2$ [Her07].
(j) The number of conjugacy classes of $p^n$-th powers which have the same order as a class which powers to them (Parmenter-Polcino Milies) [HS06, Corollary 2.4].
(k) If $G$ is (elementary abelian)-by-abelian and $\gamma_2p(G) = 1$, then the isomorphism type of $\Phi(G)$ [HS06, p. 16].
(l) If $G'$ is cyclic, the size of the biggest cyclic subgroup containing $G'$ [San96, Proposition 4].
(m) If $G/C_G(G'/\Phi(G'))$ is cyclic, then the isomorphism types of $C_G(G'/\Phi(G'))/\Phi(G')$ [Bag99, Corollary 7] and $G/\Phi(C_G(G'/\Phi(G'))) [Bag99, Theorem 9].$
(n) The isomorphism types of $G' \cap Z(G)$ and $Z(G)/(G' \cap Z(G))$ [San85, Theorem 6.11].
(o) If $G$ is of class 2, then the isomorphism type of $G/Z(G)$ [San85, Theorem 6.23].
(p) The isomorphism types of $D_i(G')/D_{i+1}(G')$ for all $i \geq 1$ [San85, Lemma 6.26].
(q) The nilpotency class of $G/\Phi(G')$ [BC88, Proposition 1.2].
(r) The nilpotency class of $G$ is an invariant if one of the following holds: $exp(G) = p$, the nilpotency class of $G$ equals 2, $G'$ is cyclic [BK07, Theorem 2] or if $G$ is of maximal class [BK19, Corollary 3.1].
(s) If $G$ is 2-generated, then the isomorphism type of $G/\gamma_2(G)^p\gamma_4(G)$. These are the last lines of [Bag99] given without a proof. We include a proof in Section 3.

We included all the invariants listed in Theorem 2.1 in our program. Of course also any cohomology group $H^n(G, A)$ is an invariant, for any $kG$-module $A$, but expressing this in terms of $G$ is usually not easy. If we denote by $k$ the trivial $kG$-module, then the dimension of $H^1(G, k)$ is already included in Theorem 2.1 as $G/\Phi(G)$. We also included the dimension of $H^2(G, k)$ in our program.

For many classes of groups for which the MIP is known to hold, this follows from Theorem 2.1. This might be a direct application, e.g. if $D_4(G) = 1$, or combining several of the criteria listed, e.g. for metacyclic groups [San96]. We list classes of groups for which MIP has been solved, but for which, to our knowledge, the results do not follow from Theorem 2.1.

Theorem 2.2. If $G$ is one of the following, then MIP has a positive answer for $G$.

(a) 2-groups of maximal class [Bag92].
(b) $p$-groups of maximal class and order at most $p^{p+1}$ which have a maximal abelian subgroup [BC88].
(c) \(p\)-groups with center of index \(p^2\) [Dre89].

Moreover, MIP holds for certain 3-groups of maximal class, but the conditions are too technical to be included here [BK19].

3. The small group ring and Bagiński’s invariant

A group-theoretical invariant which is very useful to us to eliminate some candidates to counterexamples which would have a very high Jennings bound is given without proof by Bagiński in the last lines of [Bag99]. He mentions that it should follow similar to Sandling’s proof in [San89], but it is not evident how to achieve this. We give a proof of Bagiński’s observation using the algebra constructed by Sandling, but in the way it is described in [HS06, Section 2.3]. Bagiński wrote us however that his proof is different from ours.

We first collect some standard results which will be useful to us.

Lemma 3.1. Let \(G\) be a group, \(a, b, c \in G\) and \(n\) a positive integer.

(i) The following identities hold [Hup67, Chapter III, 1.2 Hilfssatz]:

\[
\begin{align*}
[a, b]^{-1} &= [b, a], \\
[a, bc] &= [a, c][a, b]^c, \\
(ab, c) &= [a, c][b, c].
\end{align*}
\]

(ii) If \([a, b]\) commutes with \(a\) and \(b\) then \((ab)^n = a^n b^n [b, a]^{(2)}\) [Hup67, Chapter III, 1.3 Hilfssatz].

Proposition 3.2. [San89] Let \(k\) be the field with \(p\) elements. Denote by \(I\) the two sided ideal in \(kG\) generated by elements of the form \((g-1)(n-1)\) where \(g \in G\) and \(n \in G'\). Let \(g_1, \ldots, g_m\) be elements in \(G\) whose images in \(G/G'\) form an independent generating set of the abelian group \(G/G'\). Let \(S\) be the group of normalized units in \(kG/I\). By abuse of notation denote the image of an element \(u \in kG\) in \(S\) also as \(u\). Then:

(i) The ideal \(I\) does not depend on the choice of a group basis in \(kG\). The isomorphism type of \(kG/I\) does only depend on the isomorphism type of \(G/\Phi(G')\).

(ii) Assume from now on that \(\Phi(G') = 1\). There is a natural short exact sequence

\[1 \to G' \to S \to V(kG/G') \to 1.\]

Moreover \(G\) is a normal subgroup in \(S\).

(iii) Let \(A\) be the subgroup of \(S\) generated by elements of the form \(1 + (g_1 - 1)^{k_1}(g_2 - 1)^{k_2}\ldots (g_m - 1)^{k_m}\) where \(k_1, \ldots, k_m\) are non-negative integers such that \(k_1 + \ldots + k_m \geq 2\). Then \(S = GA\) and the action of \(a = 1 + (g_1 - 1)^{k_1}(g_2 - 1)^{k_2}\ldots (g_m - 1)^{k_m}\) in \(A\) on \(G\) is given by

\[ [g, a] = [g, g_1, g_1, \ldots, g_1, g_2, \ldots, g_2, g_3, \ldots, g_m] \]

where in the above expression each \(g_i\) appears exactly \(k_i\) times.

(iv) Assume additionally that \(\gamma_4(G) = 1\). Then \(A\) is abelian and \(S = G \rtimes A\). Moreover an independent generating set of \(A\) is given by the elements \(1 + (g_1 - 1)^{k_1}(g_2 - 1)^{k_2}\ldots (g_m - 1)^{k_m}\) where \(k_1 + \ldots + k_m \geq 2\), not all the \(k_1, \ldots, k_m\) are divisible by \(p\) and \(k_i\) is smaller than the order of \(g_i\) for each \(1 \leq i \leq m\). The order of \(1 + (g_1 - 1)^{k_1}(g_2 - 1)^{k_2}\ldots (g_m - 1)^{k_m}\) is the smallest number \(t\) such that \((g_i - 1)^{k_i t} = 0\) for some \(1 \leq i \leq m\) for which \(k_i \neq 0\).

The ring \(kG/I\) in the previous proposition is also known as the small group ring.

Proof. These facts follow from the results in [San89] and are explicitly given, though not in this compressed form, in [HS06, Section 2.3, pp.15-16].

We are now in the position to give a proof of Bagiński’s observation.

Proof of Proposition 1.4. Let \(I\) be the two-sided ideal of \(kG\) generated by the elements of the form \((g-1)(n-1)\) for \(g \in G\) and \(n \in G'\). Let \(S\) be the normalized unit group of \(kG/I\). As from now on all our calculations will take place in \(kG/I\) we will denote the image of an element \(u\) of \(kG\) in \(kG/I\) simply as \(u\).

The isomorphism type of \(kG/I\) depends only on the isomorphism type of \(G/\Phi(G')\), so we can assume that \(\Phi(G') = 1\), i.e. \(G'\) is elementary abelian. From the facts given in Proposition 3.2 we easily derive that \(\gamma_i(G) = \gamma_i(S)\) for any \(i \geq 2\) where we understand \(\gamma_i(G)\) as a subgroup of \(S\), cf. also [SS95, Theorem 1.3]. So \(\gamma_4(G)\) is a subgroup in \(S\) not depending on the choice of the group base in \(kG\). Hence we can also
assume $\gamma_4(G) = 1$ by considering $S/\gamma_4(S)$. If even $\gamma_3(G) = 1$ holds, then we are done by Theorem 2.1, so we can assume $\gamma_3(G) \neq 1$.

Denote the generators of $G$ as $c$ and $d$ and assume that the order of $c$ is greater than or equal to the order of $d$. So by Proposition 3.2 we can write $S$ as a semidirect product $G \rtimes A$ where $A$ is an abelian group and a set of independent generators of $A$ is given by elements of the form $1 + (c-1)(d-1)^t$ where $i,j \in \mathbb{Z}_{\geq 0}$, $i + j \geq 2$ and not both $i$ and $j$ are divisible by $p$. Furthermore, the only generators of $A$ of the form $1 + (c-1)(d-1)^t$ which are potentially not commuting with $G$ are $1 + (c-1)(d-1)$, $1 + (c-1)^2$ and $1 + (d-1)^2$. So we have the structure of $S$ given explicitly. The proposition will now follow from the following claim. Note that all invariants of $H$ appearing in the claim are known invariants of the group bases of the modular group algebras of finite $p$-groups, cf. Theorem 2.1.

Claim: If $H$ is a normal subgroup of $S$ generated by two elements such that $\gamma_3(H) \neq 1$, $|H| = |G|$, $Z(H) \cong Z(G)$ and $Z(H)/(Z(H) \cap H') \cong Z(G)/(Z(G) \cap G')$, then $H$ is isomorphic to $G$.

Proof: Let $H$ be a subgroup in $S$ with the claimed properties such that $H = \langle g, hh \rangle$ with $g, h \in G$ and $a, b \in A$. Note that $\gamma_3(S) = 1$, so also $\gamma_3(H) = 1$. As $G$ is 2-generated note that $G'/\gamma_3(G) = \langle [c,d] \rangle$ [Hup67, III, Hilfssatz 1.11]. Moreover, $A$ centralizes $G'$. Using the commutator identities from Lemma 3.1 we obtain

$$[ga,hb] = [gb,ha][a,b][a,b] = [gb,ha][a,b]$$

As $\gamma_3(H) \neq 1$ this implies $[g,h] \equiv [c,d]^t \mod \gamma_3(G)$ for some $1 \leq i \leq p - 1$ and also $G' = H'$, where the last equality means equality of sets. We next show that $[c,d]^t = 1$ if $p$ is odd and $[c,d]^2 = [c,d]$ if $p = 2$. This also follows from the identities in Lemma 3.1 as we then get $[c,d]^p = [c,d]^p[c,d,d][c,d^2,d] \ldots [c,d^{p-1},d]$. From $[c,d]^t = [c,d]^{t^i}$ (using $\gamma_3(G) = 1$) it then follows $[c,d]^p = [c,d,[d]^{t^i}]$. This in turn implies that $g$ and $h$ are not in $G^p$ and must be generators of $G$. Furthermore, $(ga)^p = g^p a^p [g,a]^\ell$ by Lemma 3.1, as $[g,a]$ is central in $S$. Note that if $p = 2$ and $[g,a] \neq 1$ then the order of $g$ is not 2. Indeed, otherwise the group generated by $g$ and $G'$ consists only of involutions as $g^p = [g,h]$ is also of order 2. Hence $\sigma(ga) = \max(\sigma(a), \sigma(g))$. As $|G| = |H|$ and $Z(G) \cong Z(H)$ we obtain that $\sigma(a) \leq \sigma(g)$.

Note that $[g,h]$ is not a $p$-th power by the above, as otherwise it would be central. Hence we can write $G$ in terms of generators and relations in the following way where we skip obvious relation such as $[g,h] = g^{-1} h^{-1} gh$.

$$G = \langle g, h, [g, h], [g, h, g], [g, h, h] |$$

$$g^{(t)}{\gamma_{i}}{\gamma_{j}}{\gamma_{k}}{\gamma_{l}}{\gamma_{m}}{\gamma_{n}} \rangle$$

where $\alpha_{g}, \alpha_{h} \in \{1, 2\}$, but not both are 1, and $\beta_{g}, \beta_{h}, \gamma_{g}, \gamma_{h} \in \{0, 1, \ldots, p - 1\}$. From the calculations in the preceding paragraph it follows that $(ga)^{(t)}{\gamma_{i}}{\gamma_{j}}{\gamma_{k}}{\gamma_{l}}{\gamma_{m}}{\gamma_{n}} = \gamma_{a}^{(t)}{\gamma_{b}}{\gamma_{c}}[g, h, g]^{\alpha_{g}}[g, h, h]^{\alpha_{h}}[g, h]^{\gamma_{a}}[g, h, g]^{\gamma_{b}}[g, h, h]^{\gamma_{c}}$. Assume that $(ga)^{(t)}{\gamma_{i}}{\gamma_{j}}{\gamma_{k}}{\gamma_{l}}{\gamma_{m}}{\gamma_{n}} \neq 1$. Then by the above it must equal $a^{(t)}{\gamma_{i}}{\gamma_{j}}{\gamma_{k}}{\gamma_{l}}{\gamma_{m}}{\gamma_{n}}$, where $\sigma(a) \neq p$. But $a^{(t)}{\gamma_{i}}{\gamma_{j}}{\gamma_{k}}{\gamma_{l}}{\gamma_{m}}{\gamma_{n}} \in H$ is a central element such that we would have $Z(H) \neq Z(G)$. Hence the generators of $H$ satisfy exactly the same relations as the generators of $G$ and the groups are indeed isomorphic.

We will also use Proposition 3.2 for groups which are not 2-generated in Section 6.3.

4. Quotients of the augmentation ideal and the algorithm of Eick

A first algorithmic approach to MIP was developed by Roggenkamp and Scott [RS93] and improved and implemented by Wursthorn [Wur90, Wur93]. It is based on the idea to compare $I(kG)/I(kG)^t$ with $I(kH)/I(kH)^t$ and if there exists a $t$ such that $I(kG)/I(kG)^t$ and $I(kH)/I(kH)^t$ are not isomorphic, then also $kG$ and $kH$ are not isomorphic. Wursthorn’s implementation appears not to be accessible anymore nowadays. A new algorithm which iteratively computes a canonical form for $I(kG)/I(kG)^t$ was developed by Eick [Eic08] and implemented in the GAP-package ModIsom [Eic20].

As mentioned in the introduction, our calculations are based on computational improvements to the programs provided in ModIsom. Most crucially, the implementation of Eick, applied to a pair of groups $G$ and $H$, first computes the presentation of $I(kG)$ and $I(kH)$ and then proceeds to compare the isomorphism types of $I(kG)/I(kG)^t$ and $I(kH)/I(kH)^t$ for increasing $t$. For groups of order 3$^t$ or 5$^t$ the computation of the presentations of $I(kG)$ and $I(kH)$ is very time and memory consuming and we instead calculate only the presentation of $I(kG)/I(kG)^s$ and $I(kH)/I(kH)^s$ for some initial value $s$. This value can be increased if needed during the calculations. A natural starting value for $s$ is the Jennings bound.
of $G$ and $H$. We elaborate on the theoretical background which allows an efficient computation of a presentation for $I(kG)/I(kG)^s$.

Most studies of the MIP are based on the work of Jennings who described an explicit basis for the augmentation ideal of the modular group algebra of a $p$-group [Jen41]. Note that $kG \cong kH$ if and only if $I(kG) \cong I(kH)$. For a finite $p$-group $G$ the Jennings-Zassenhaus series is a series of subgroups $G = D_1(G) \geq D_2(G) \ldots \geq D_n(G) = 1$ defined as

$$D_m(G) = \prod_{i \not\mid m} \gamma_i(G)^{p^i}$$

where $i \geq 1$ and $j \geq 0$. Note that subsequent quotients in this series are elementary abelian and hence can be viewed as $k$-vector spaces. This series coincides with the series of dimension subgroups of $G$ with respect to $kG$, i.e.

$$D_m(G) = G \cap (1 + I(kG)^m).$$

If $D_i(G)/D_{i+1}(G)$ has dimension $s$, let $g, h$ be elements of $G$ such that $\{g, hD_{i+1}(G) \mid 1 \leq j \leq s\}$ forms a basis of $D_i(G)/D_{i+1}(G)$. Note that $s = 0$ is possible, as $D_i(G)/D_{i+1}(G)$ might be the trivial group. For an element $g \in G$ set $\tilde{g} = g - 1 \in kG$ and define the weight of $\tilde{g}$ as the maximal integer $w$ such that $g \in D_{w}(G)$. Define the weight of an element of shape $\tilde{g}_1 \tilde{g}_2 \ldots \tilde{g}_m$ as the sum of the weights of $\tilde{g}_j$ for $1 \leq j \leq m$. Then a basis of $I(kG)^m/I(kG)^{m+1}$ is given by elements of type $\prod (\tilde{g}_j)^{\alpha_{i,j}}$ of weight $m$ where $i$ and $j$ run over all admissible values and $0 \leq \alpha_{i,j} \leq p - 1$. In particular a basis of $I(kG)$ is given by all elements of form $\prod (\tilde{g}_j)^{\alpha_{i,j}}$ and we call it a Jennings basis. The weight of an arbitrary element $x \in I(kG)$ is defined as the minimal weight of an element of the Jennings basis which appears in the linear combination of $x$ when expressed in the Jennings basis. See [DdSMS99, Chapters 11, 12] for more details on dimensions subgroups and the Jennings-Zassenhaus series.

The Jennings basis allows one to easily compute a presentation for $I(kG)$ in terms of generators and relations. Note that to compute the product of two elements of the Jennings basis the only needed knowledge is how elements of the form $\overline{g_i h_j}$ multiply with each other. For elements $g, h \in G$ we have

$$\overline{gh} = \overline{g} \cdot \overline{h} = (g - 1)(h - 1) + (g - 1) + (h - 1) = \overline{\tilde{g}} + \overline{\tilde{h}}. \quad (1)$$

Hence if $\overline{\tilde{g}}$ and $\overline{\tilde{h}}$ appear as elements of a Jennings basis such that $\overline{\tilde{g}} \cdot \overline{\tilde{h}}$ is not contained in the Jennings basis, i.e. $\overline{\tilde{g}}$ appears later in the ordered basis than $\overline{\tilde{h}}$, then

$$\overline{\tilde{g}} \cdot \overline{\tilde{h}} = \overline{\tilde{g}} - \overline{\tilde{h}} = \overline{\tilde{g}} + \overline{\tilde{h}} = \overline{g + h\tilde{g} - h\tilde{h}} = \overline{g + h + \tilde{g} + h\tilde{g} - \tilde{h}}.$$

So to express $\overline{\tilde{g}} \cdot \overline{\tilde{h}}$ as a linear combination of Jennings basis elements it remains to express $\overline{[g, h]}$ as such a linear combination. Now if $g \in D_i$ and $h \in D_j$, then $[g, h] \in D_{i+j}$ and hence $[g, h]$ has bigger weight than $\overline{\tilde{g}}$ and $\overline{\tilde{h}}$. Thus we can continue the process for $[g, h]$ until we reach a trivial commutator.

A special situation appears if we want to compute $\overline{\tilde{g}}^p$. Assume $\overline{\tilde{g}} = \overline{g_1} \ldots \overline{g_m}$ for certain elements $g_1, \ldots, g_m$ such that $\overline{g_i}$ is an element of the Jennings basis and $1 \leq \alpha_i \leq p - 1$ for every $1 \leq i \leq m$, then using $\overline{\tilde{g}}^p = \overline{\tilde{g}^p}$ we obtain from (1) that

$$\overline{\tilde{g}}^p = \sum_{M \subseteq \{1, \ldots, m\}} \prod_{j \in M} \overline{g_j}^{\alpha_j}. \quad (2)$$

So the information needed to effectively multiply in the Jennings basis is given by the expression in the Jennings basis of the commutators $[g, h]$ and the $p$-th powers $\overline{\tilde{g}}^p$.

If we are only interested in a presentation of $I(kG)/I(kG)^s$ for a certain integer $s$, then we can drop the summands of $\overline{g_i h_j}$ and $\overline{\tilde{g}}^p$ of weight at least $s$, so that the multiplication becomes much more efficient. In most cases for two given $p$-groups $G$ and $H$ of the same order the smallest number $\tau$ satisfying $I(kG)/I(kG)^\tau \neq I(kH)/I(kH)^\tau$ is much smaller than the smallest number $t$ such that $I(kG)^t = 0$. So to solve MIP for a given pair of groups one does not need to start with a multiplication table of $I(kG)$ but can start with a much smaller quotient.
We give a sketch of our algorithm.

**Algorithm 1: MIPBinSplit**

| Data: List \( L \) of groups or group id’s, integers \( s, t, m \) for starting, step and maximal level |
|-------------------------------------------------|
| Result: An integer \( r \) such that \( I(kG)/I(kG)^r \neq I(kH)/I(kH)^r \) for any \( G, H \in L \) or false |
| LT := []; |
| for \( G \) in \( L \) do |
| Add to LT table containing the basic information and multiplication for \( I(kG)/I(kG)^r \) |
| end |
| \( a := s \) |
| for \( i = 1, \ldots, m \) do |
| if \( i > a \) then |
| Recompute LT to contain information for \( I(kG)/I(kG)^a \) |
| end |
| for \( G \) in \( L \) do |
| Compute canonical form of \( I(kG)/I(kG)^r \) from the information in LT using ModIsom |
| end |
| if All canonical forms are different then |
| \( r := i \) |
| break |
| end |
| return If defined, \( r \) s.t. \( I(kG)/I(kG)^r \neq I(kH)/I(kH)^r \) for any \( G, H \in L \), otherwise false |

5. **A QUESTION OF BLEHER, KIMMERLE, ROGENKAMP & WURSTHORN**

We recall the question of Bleher, Kimmerle, Roggenkamp & Wursthorn from Section 1.4. In fact, the original question from [BKRW99] contains two parts and we give a negative answer to the first part of the question.

**Question.** (Bleher-Kimmerle-Roggenkamp-Wursthorn) Let \( G \) and \( H \) be non-isomorphic \( p \)-groups [of the same order] such that \( D_{n+1}(G) = 1 \). Does \( I(kG)/I(kG)^{2^{n+1}} \neq I(kH)/I(kH)^{2^{n+1}} \) always hold? Does it hold if \( G/D_n(G) \cong H/D_n(H) \) and \( D_n(G) \) is cyclic?

The condition that \( G \) and \( H \) are of the same order is not stated in [BKRW99], but probably assumed. It is needed as can be seen with easy examples such as \( G \) and \( H \) being cyclic groups of order \( p \) and \( p^2 \) respectively for an odd prime. In [BKRW99] it is also stated that this bound is not reached by groups of order \( 2^6 \), contradicting our calculations*.

However, in regard to pairs of groups which share the known group-theoretical invariants this is true.

We are able to give a negative answer to the first part of Question 1.4.

**Proposition 5.1.** Let \( G = SG(2^8, i) \) and \( H = SG(2^8, j) \) where

\[ (i, j) \in \{ (1272, 1273), (1274, 1275), (1778, 1781), (1779, 1780) \}. \]

Then \( D_5(G) = 1 \) and \( G/D_4(G) \cong H/D_4(H) \) while

\[ I(kG)/I(kG)^9 \cong I(kH)/I(kH)^9 \quad \text{and} \quad I(kG)/I(kG)^{10} \neq I(kH)/I(kH)^{10}. \]

For all the groups \( G \) appearing in Proposition 5.1 the last non-trivial dimension subgroup \( D_4(G) \) is elementary abelian of rank 2. So these groups do not provide a negative answer to the second part of Question 1.4. We also did not encounter any other groups in our calculations which would give such an answer.

In [BKRW99] only 2-groups are considered, while we work mostly with odd primes. For all groups of order \( 3^6, 3^7 \) and \( 5^6 \) the bound of Question 1.4 is not reached. In the notation of Question 1.4 one always has \( I(kG)/I(kG)^{2^n} \neq I(kH)/I(kH)^{2^n} \) in all our observed examples. Even a stronger bound holds in our examples, though admittedly we did not study primes bigger than 5 systematically.

*There are 8 pairs of groups which reach this bound, namely \( [15, 16], [46, 47], [46, 48], [46, 49], [47, 48], [106, 107], [161, 162], [164, 165] \).
Question 5.2. Let \( p \) be an odd prime and \( G \) and \( H \) \( p \)-groups of the same order. Let \( s \) be the Jennings bound of \( G \) and \( H \) and set \( m = \max \{ s, 2s - \frac{p-1}{2} \} \). Does \( I(kG)/I(kG)^{m+1} \not\cong I(kH)/I(kH)^{m+1} \) always hold?

The bound in Question 5.2 is reached by both 3-groups and 5-groups we studied, but not violated by any of them, cf. Section 6 for more details. Proposition 5.1 suggests to also include other data than just the prime and the Jennings bound in questions of the type as 1.4 and 5.2. A new systematic study of groups of order \( 2^k \) might be a start to obtain new ideas in this direction.

The Jennings bound was also useful to detect an error in ModIsom. Namely for \( G = SG(3^6, 14) \) and \( H = SG(3^6, 15) \) we have \( G/D_4(G) \cong H/D_4(H) \) while ModIsom returned \( kG/I(kG)^4 \not\cong kH/I(kH)^4 \) when using the function CheckBin.

6. Groups of small order

In this section we describe the computational results we achieved with our improvements of Eick’s ModIsom. We include an overview of groups of all sizes for which a proof was given with the aid of computers. Note that for \( 2^6 \) a proof was given which used the computer only to compute group-theoretical invariants [HS06]. We call a set of groups a bin, if the groups share all the group-theoretical invariants listed in Theorem 2.1.

| Size of group | # All groups | # Bins | Maximal size of bin | # Groups in bins |
|--------------|-------------|--------|--------------------|-----------------|
| \( 2^6 \)    | 267         | 8      | 3                  | 17              |
| \( 2^7 \)    | 2328        | 158    | 5                  | 343             |
| \( 2^8 \)    | 56092       | 4406   | 14                 | 11476           |
| \( 3^6 \)    | 504         | 18     | 2                  | 36              |
| \( 3^7 \)    | 9310        | 444    | 21                 | 1236            |
| \( 5^3 \)    | 684         | 82     | 19                 | 343             |

Table 1. Basic parameters of our calculations

To see how useful the newly included group-theoretical invariants described in Theorem 2.1 are, one can compare the numbers in Table 1 with the numbers in [Eic08, p. 3908]. The results of our calculations are also included as data in the package [MM20].

6.1. Groups of orders studied before. For groups of order \( 2^6 \) we recover the results of Wursthorn [Wur93] which were recalculated in [HS06]. For groups of order \( 2^7 \) we recover the result of [BKRW99]. For groups of order \( 3^6 \) and \( 2^8 \) we recover the proof of the MIP for these groups from the first usage of Eick’s algorithm [Eic08]. With regard to the Jennings bound we find no counterexamples to Questions 1.4 or 5.2 in the class of groups of order \( 2^6 \), \( 3^6 \) or \( 2^7 \). Both bounds are sharp for certain groups of these orders, namely for order \( 3^6 \) the bound is reached by the pairs \([97, 98]\) while for \( 2^7 \) it is reached by the pairs \([555, 556], [886, 891], [887, 893], [1644, 1645], [1683, 1684], [1815, 1816] \) and \([1830, 1831]\).

The groups of order \( 2^8 \) for which the bound of Question 1.4 is violated are listed in Proposition 5.1. There are some differences compared to the observations in [Eic08]. Although we have to deal with way fewer groups of order \( 3^6 \) compared to [Eic08], we still can not confirm the claim that among the groups sharing all group-theoretical invariants the pair \( (SG(3^6, 63), SG(3^6, 64)) \) is the only one not satisfying \( kG/I(kG)^{10} \not\cong kH/I(kH)^{10} \). E.g. for \( G = SG(3^6, 97) \) and \( H = SG(3^6, 98) \) we have \( I(kG)/I(kG)^{17} \cong I(kH)/I(kH)^{17} \) (the Jennings bound of \( G \) and \( H \) is 9).

Unfortunately we lack the computational possibilities to reevaluate the MIP for groups of order \( 2^9 \) which has been studied in [EK11]. This remains to be done.

6.2. Groups of order \( 3^7 \). For groups of order \( 3^7 \) we obtain a full result showing that the MIP has a positive answer for all groups of this order. Bagiński’s observation proved in Section 3 turns out to be very useful as it allows to avoid the application of the algorithm to groups with Jennings bound 81.

There is no pair of groups violating the bound of Question 5.2 while there are four bins of groups in which each pair of groups reaches it, namely \([243, 244], [294, 295, 296, 297, 298, 299], [358, 359] \) and \([5846, 5847]\).
6.3. Groups of order $5^6$. Bagiński’s observation proved in Section 3 turns out to be very useful as it allows to avoid the application of the algorithm to groups with Jennings bound 125. Moreover, for some groups which are not 2-generated the description of the unit group of the small group ring given in Section 3 still turns out to be useful. Namely if $\gamma_2(G)\gamma_4(G) = 1$ and $kG \cong kH$, then the unit group $S$ of the small group ring of $kG$ must contain a normal subgroup isomorphic to $H$. Having the explicit description of $S$ from Proposition 3.2 one can use GAP to construct $S$ and look for a copy of $H$ in $S$. The bins which took a long time to finish in our main algorithm, but could be handled by this application of Proposition 3.2 are $[48, 49], [162, 163], [168, 169]$ and $[550, 551]$. A pair of groups $G$ and $H$ which satisfy $\gamma_2(G)\gamma_4(G) = 1$ and $\gamma_2(H)\gamma_4(H) = 1$, but which have isomorphic unit groups of small group rings are $[553, 554]$. In fact our calculations were not performed for the whole group $S$ but for $S/Z(S) \cap A$ which also contains any group base.

No groups for which we could answer MIP violate the bound expressed in Question 5.2 while there are four bins for which each pair of groups reaches this bound, namely $[577, 578, 579], [581, 582, 583], [675, 676, 677, 678, 679]$ and $[681, 682, 683, 684]$.

Remark 6.1. An argument which is sometimes used to distinguish $kG$ and $kH$ is to count the number of elements in $kG$ which satisfy a certain condition which is defined independently of $G$. This has been done in [Pas65] or for certain groups in [Wur93], cf. also [HS06, Section 2.7]. Two maps are typically used:

\[
\varphi_{n,m,\ell} : I(kG)^n / I(kG)^{n+m} \to I(kG)^{np^\ell} / I(kG)^{np^\ell + m}, \ x \mapsto x^{p^\ell}
\]

and

\[
\psi_n : Z(kG) \cap I(kG)^n \to Z(kG), \ x \mapsto x^n
\]

and the number of elements mapping to 0 under these maps are compared. For the open cases of groups of order 56 we did not find integers $n, m, \ell$ which give different numbers of elements under $\varphi_{n,m,\ell}$ and moreover all non-trivial class sums in all the groups become 0 when taken to the 5-th power, i.e. $\psi_n$ can not be used.
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