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Abstract

We propose and study a novel continuous space-time model for wireless networks which takes into account
the stochastic interactions in both space through interference and in time due to randomness in traffic. Our
model consists of an interacting particle birth-death dynamics incorporating information-theoretic spectrum-
sharing. Roughly speaking, particles (or more generally wireless links) arrive according to a Poisson Point
Process on space-time, and stay for a duration governed by the local configuration of points present and then
exit the network after completion of a file transfer. We analyze this particle dynamics to derive an explicit
condition for time ergodicity (i.e. stability) which is tight. We also prove that when the dynamics is ergodic, the
steady-state point process of links (or particles) exhibits a form statistical clustering. Based on the clustering,
we propose a conjecture which we leverage to derive approximations, bounds and asymptotics on performance
characteristics such as delay and mean number of links per unit-space in the stationary regime. The mathematical
analysis is combined with discrete event simulation to study the performance of this type of networks.

I. INTRODUCTION

We consider the problem of studying the spatial dynamics of Device-to-Device (D2D) or ad-hoc wireless
networks. Such wireless networks have received a tremendous amount of attention, due on the one hand to
their increasing ubiquity in modern technology and on the other hand to the mathematical challenge in their
modeling and performance assessment. Wireless is a broadcast medium and hence the nodes sharing a common
spectrum in space interact through the interference they cause to one another. Understanding the limitations
due to interference and theoretically optimal protocols in such a static spatial setting has long been considered
in network information theory under the interference channel [1]. The full characterization of the interference
channel is however a long standing open-problem in network information theory.

In recent years, Stochastic Geometry ([2], [3]) has emerged as a way of assessing performance of links in
large-scale networks interacting through interference in space. These tools have been very popular to model and
analyze wireless system performance for a variety of network architectures including D2D networks, mobile-ad
hoc networks [4] and cellular networks [5]. However, the main drawback in these models is that they do not
have a notion of temporal interaction and do not allow one to represent random traffic (they usually rely on a
“full-buffer” assumption, i.e., every link always has a packet to transmit).

This additional dimension of interaction among wireless links sharing a common spectrum adds to the
complexity of their performance analysis but nonetheless is very crucial to understand network performance.
Most prior work aiming at studying the temporal interaction of links model spatial interactions through binary
on-off behavior encoded by interference or conflict graphs. The temporal interactions are then modeled using
queuing theoretic ideas of flow based models (for ex: [6], [7], [8]). Such flow models have a long history in
applied mathematics and engineering. They were initially proposed to study dynamic resource allocation in
wired networks ([9], [10]), and were subsequently used to model and study wireless networks. Flow based
queuing models have inspired many seminal results in applied probability and networks in the past. The main
drawback in employing such models in a wireless scenario however is that the spatial and information-theoretic
interactions are overly simplified and not captured precisely.
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Motivated by this, we propose a new spatial flow model, which uses the continuum space to model link interaction through interference as prescribed by the information-theoretic setting, and also takes into account the interaction of links across time due to traffic variations. To the best of our knowledge, the analysis of such continuum space-time models for wireless networks has not been considered so far.

The mathematical framework we follow for spatial birth-death process has been studied in different contexts in the probability literature starting from the work of Preston [11]. In recent years, [12] and [13] have also studied in great detail, the problem of general spatial birth and death process which is the basis of our modeling. From a methodological point of view, the work of [14] is the closest in spirit to our work as it also studies a space-time interacting particle process (of a wireline peer-to-peer network). There are several fundamental differences between the model of [14], which is intrinsically stable, and exhibits repulsion, and our model, which is potentially unstable and which exhibits attraction (clustering). Another difference from [14] is that the death-rate (defined later) is a linear-function of the state whereas our model is non-linear because of the information-theoretic formulation, thereby making the analysis more challenging. Nevertheless, we use some of the ideas developed in that paper.

From an engineering viewpoint, this work is motivated by emerging interest in applications like Device-to-Device (D2D) networks and Internet of Things (IoT). These two applications can be viewed as an instance of our abstract mathematical model which is more general. D2D is being considered as a viable networking architecture in future cellular standards to improve system capacity by offloading some traffic from base-station to other mobile devices that have the same content. Some of the more important use cases for such offloading are in a crowded setting (like a stadium or a concert) where there is a huge density of mobile devices. Another important application of D2D is in enabling cellular operators to provide “proximity based services”. In such settings, a mobile may access content (which we model as files) from nearby mobile users possessing the content (which may be likely owing to geographical and temporal proximity) rather than from a base-station. Such networking architectures are being envisioned to both reduce the load on the base-stations and also to develop new markets for mobile services. Thus, a snapshot of a D2D network will resemble our model with some mobile devices connecting to and downloading files from other mobile devices that are nearby. IoT is another technology gaining momentum due to the vast market opportunities to develop user applications that leverage the IoT network (for instance in tracking sensors for health, security etc). This network also resembles a wireless ad-hoc network with different things communicating occasionally data to each other or to a central access point using the shared wireless medium.

Contributions of the Paper

The main contributions of the present paper are two fold

1) **Continuous Space-Time Model:** In Section [II] we define precisely the mathematical model of the network along with the assumptions we are imposing for the mathematical analysis. This model is one of the contributions of the present paper as it captures both the stochastic interactions in space and time. In Section [III] we state the main mathematical results of our paper. In subsection [III-A] we give an exact characterization of the time-ergodicity criterion. In section [III-B] we prove the intuitive result that, when it exists, the steady-state point process in our model exhibits a form of clustering (made precise later), which is detrimental to performance as it creates higher interference powers at typical receivers than in a network with complete independence. We provide proof of ergodicity criterion in the Appendix (Section [VIII]) which requires the use of Point-Process theory and in particular Palm calculus and stochastic coupling arguments.

2) **Approximate Formulas for Delay and Insights:** In Section [IV] we propose two formulas to approximately compute the mean-number of links per-unit space and the average delay of a link. The simplest heuristic is a first order Poisson approximation which relies on a single intensity parameter and hence cannot take clustering into account. There is numerical evidence that this first order approximation is also a
bound which overestimates the system performance. This bound is tight for light and heavy traffic, but loose in the intermediate cases. Hence we propose another heuristic, which is a second order cavity type approximation of the second moment measure [15] of the steady-state point process. This heuristic we find through simulations to work very well in all regimes. In Section V, we propose and evaluate through simulations certain other heuristics for performance to get further insight into the dynamics in our model. Finally, we conclude by remarking how one can propose and analyze similar models in the case of MIMO channels.

II. SYSTEM MODEL - BIRTH-DEATH MODEL FOR WIRELESS FLOWS

In this section, we precisely describe the mathematical model of spatial birth and death network which we later analyze.

A. Spatial Domain

The wireless links considered in this setup are transmitter-receiver pairs. The network at any point of time consists of a certain number of transmitters each transmitting to its own unique intended receiver. This is also commonly referred to as the “dipole-model” of a D2D ad-hoc wireless network.

The wireless links live in \( S \subset \mathbb{R}^2 = [-Q, Q] \times [-Q, Q] \), a square region of the Euclidean plane where \( Q \) is a large but fixed finite constant. To avoid edge effects, we identify the opposite edges of the square and wrap it around to form a torus. We denote by \(|S|\) as the area of the region \( S \) which is \( 4Q^2 \). We present the mathematical analysis assuming \( S \) is a square torus as it makes exposition of proof ideas easier.

B. Links and Traffic Arrival Process

The links arrive into the network as a stationary marked space-time process on \( S \times \mathbb{R} \) with intensity \( \lambda \). This marked point-process on \( S \times \mathbb{R} \) is denoted by \( \mathcal{A} \). An atom \( p \) of \( \mathcal{A} \) represents the receiver and is denoted by \((x_p, b_p)\). \( x_p \in S \) denotes the spatial location of receiver \( p \) and \( b_p \in \mathbb{R} \) denotes the time of arrival into the network of receiver \( p \). Hence, one can represent the point process \( \mathcal{A} \) as \( \mathcal{A} = \sum_{p \in \mathbb{Z}} \delta_{(x_p, b_p)} \), where \( \delta_{(x,b)} \) refers to the Dirac-mass at \((x, b)\) \( \in S \times \mathbb{R} \). To each point \( p \) of \( \mathcal{A} \), we associate a vector mark of \((y_p, L_p)\), where \( y_p \in S \) and \( L_p \in \mathbb{R}^+ \), where \( y_p \) refers to the location of the transmitter of receiver \( p \) and \( L_p \) denotes the file-size which the transmitter of \( p \) wants to send to the receiver of \( p \). We refer to the pair \((x_p, y_p)\) as link \( p \) whose receiver is in location \( x_p \) and transmitter in location \( y_p \).

The set of links present or alive in the network at time \( t \) is denoted by \( \phi_t \) i.e. \( \phi_t = \{(x_1; y_1),..., (x_{N_t}; y_{N_t})\} \), where \( N_t \) is the number of links alive in the network at time \( t \). The exact dynamics describing which links are present at a particular time \( t \) will be specified in the sequel. More formally, \( \phi_t = \sum_{i=1}^{N_t} \delta_{x_i} \), is a point-process on \( S \) of receivers marked with the location of their transmitters. We use the terminology “configuration of links” to refer to a marked point-process on \( S \) (atoms representing the receiver locations) with its marks (representing its corresponding transmitter locations) in \( S \). We denote by \( \phi^T = \{y_1,..., y_{N_t}\} \), the point-process corresponding to the marks of the configuration of links \( \phi \) (for e.g. \( \phi^T_t \) corresponds to the point-process of transmitters present in the network at time \( t \)) and \( \phi^R_t \) to denote the unmarked point-process of the configuration \( \phi \) (for e.g. \( \phi^R_t \) refers to the point-process of receivers present at time \( t \)).

This arrival process can be seen as an incarnation of links initiating communication in a IoT or a D2D network for instance. When it has a file to transmit (which comes randomly in time), a node “switches on” and initiates contact with its receiver. Across times, these devices may move around (especially in a D2D setting) and when the next file arrives to be transmitted, the spatial location can be different from that of the previous file arrival instant in this node. When viewed from outside, these random communication initiations can be thought of as a point-process on space-time which we model as the link arrival process.
C. Data Rate

The transmitter of each link \( p \) has a file of size \( L_p \) measured in units of bits which needs to be communicated to its receiver. The transmitter sends this file to its receiver at a time varying rate given by the instantaneous Shannon rate. More precisely, given a configuration of links \( \phi \) and a link \((x; y) \in \phi\), define the following function

\[
R(x, \phi) = C \log_2 \left( 1 + \frac{1}{N_0 + I(x, \phi)} \right).
\]

In the above expression, \( C \) is a constant with units in bits per unit time, \( N_0 \) denotes the thermal noise power at the receiver and \( I(x, \phi) \) denotes the interference seen at location \( x \) due to configuration \( \phi \). The interference at location \( x \) is the sum of attenuated powers from the transmitters in \( \phi^T \setminus \{y\} \). The attenuation is distance dependent and is encoded by a “path-loss function” \( l(\cdot) : \mathbb{R}^+ \to \mathbb{R}^+ \). This then gives

\[
I(x, \phi) = \sum_{u \in \phi^T \setminus \{y\}} l(||x - u||),
\]

where \( ||x - y|| \) refers to the Euclidean distance between the points \( x \) and \( y \) in the torus \( \mathbb{S} \). Note that the interference at any receiver is the sum of attenuated powers from all other transmitters other than the transmitter of this tagged receiver under consideration. Denote by \( a \) the constant (which can possibly be infinite) \( a = \int_{x \in \mathbb{S}} l(||x||)dx \).

Some common examples of path-loss functions are

- \( l(r) = r^{-\alpha} \) with \( \alpha > 2 \) called the “power-law path-loss” model.
- \( l(r) = (r + k)^{-\alpha} \) where \( k \) is a constant is commonly called the “bounded path-loss” model.

In our analysis however, we remain general and do not explicitly assume a particular form for the function \( l(\cdot) \). Equation (1) is the Shannon formula for the Gaussian SISO (Single Input Single Output) channel with signal power 1 and the noise coming in from interference and thermal noise \([16]\). We will comment on extensions to MIMO channels in Section VI.

In Equation (1), we did not consider the effect of random channel fading. However, one can easily model the effect of fast fading by defining the rate-function as

\[
R^f(x, \phi) = \mathbb{E}_h \log_2 \left( 1 + \frac{h_{xy}}{N_0 + \sum_{u \in \phi^T \setminus \{y\}} h_{ux} l(||t - x||)} \right),
\]

where \( h_{xy} \) and \( h_{ux} \) are independent random-variables representing the value of the fading power between the different transmitters and receivers and the expectation is with respect to this random vector of fades \( h \). All of our theoretical results extend to this case but with a bit more notation and computation cost. Since the proof ideas are the same, we decided to only discuss the model without fading.

D. The Dynamics

This setup now allows one to precisely define the network dynamics. A link arriving with receiver in location \( x_p \in \mathbb{S} \) and its transmitter at location \( y_p \in \mathbb{S} \) at time \( t_p \) with file of size \( L_p \) leaves the network at time \( d_p \) given by the following recursive definition

\[
d_p = \inf \left\{ t > b_p : \int_{u=t_p}^t R(x_p, \phi_u)du \geq L_p \right\}.
\]

In the above equation, \( \phi_u \) denotes the point process of all links “alive” at time \( u \) i.e. \( \phi_u^R = \sum_{p \in \mathbb{Z}} \delta_{x_p} 1_{\{u \in [b_p, d_p]\}} \) and \( \phi_u^T = \sum_{p \in \mathbb{Z}} \delta_{y_p} 1_{\{u \in [b_p, d_p]\}} \) where \( \delta_x \) denotes to the Dirac-measure at location \( x \in \mathbb{S} \). We refer to the time instant \( b_p \) as the “birth” time of link \( p \) and \( d_p \) as the “death” time of link \( p \). This is the justification for calling this dynamics a “spatial birth-death” model, i.e. transmitter-receiver pairs are “born” at time \( b_p \) and “die” at
time $d_p$ and leave the network.

This model is the wireless analog of the “flow-level” model introduced by Massoulie and Roberts [10] to evaluate and study wired networks, particularly the Internet. The flow-model in the present paper is based on a more precise modeling of the wireless interactions compared to the standard conflict graph model of interference. The spatial birth-death model can also be viewed as a “dynamic” version of the model considered in [17], namely the Gaussian Interference channel with point-to-point (ptp) codes. In our model, each link or a “flow” is a gaussian ptp channel using a ptp codebook (as made evident in the rate-formulation in Equation 1). It was shown in [17], that one can consider other schemes such as Successive Interference Cancellation or Joint Optimal Decoding to get strictly better performance than considering IAN in cases of static links that use ptp codes. We however only study the dynamic version of the IAN case and leave the other cases for future work.

E. Mathematical Assumptions

All the analysis and results rely on the following assumptions on the system model presented in the previous section.

1) The link arrival process is a time-space stationary Poisson Point Process of intensity $\lambda$. The probability of an arrival of a receiver in an infinitesimal location $dx$ in an infinitesimal time interval $dt$ is $\lambda dx dt$.
2) The file sizes of each transmitter are i.i.d. and exponentially distributed with mean $L$ bits.
3) The transmitter location $y$ of a receiver at $x$ is assumed to be located uniformly and independently of everything else on the perimeter of a ball of radius $T$ centered at $x$.
4) The thermal noise power $N_0 > 0$ is a fixed constant.
5) The path-loss function is bounded and non-decreasing. This is a reasonable assumption since energy is only dissipated on traveling through space and the received energy can be no larger than the transmit energy.

These assumptions (especially the statistical ones) are imposed primarily for mathematical tractability. It is well known, at least in the context of the Internet, that file sizes are Pareto [18] and it would make modeling sense to assume heavy-tailed file sizes. We will relax the statistical assumption on exponential file-sizes in the simulation studies.

In our model, we always have unit signal strength (as reflected in Equation (1)), independent of the link length $T$. Hence, our mathematical problem statement is independent of $T$ and thus, our results also do not depend on $T$ and hold for all $T$. The interpretation is that the link-lengths are those obtained after a form of “zoom” on the network, and that this zoom does not affect the signal strength. Of special interest to us will be the scenario when $T = 0$. This corresponds to the scenario when one “zooms out” and the link-lengths are much smaller compared to the ambient network size (i.e. $Q$ is very large). In this special case, the point process $\phi_t$ is simple and unmarked since the transmitter and receiver locations are identical, and the signal power is nevertheless still one. The interference function at a point $x$ from configuration $\phi$ is then $I(x, \phi) = \sum_{y \in \phi \setminus \{x\}} I(||y - x||)$. This is of special interest as it yields a much clearer picture of the dynamics, especially that of clustering (defined later). We however observe that none of our mathematical theorems or simulation results depends on the value of $T$. Hence, we assume this in certain proofs to provide a clearer picture.

The statistical assumptions, namely the Poisson arrival process and i.i.d. exponential file sizes imply that the process $\phi_t$ is a continuous time measure-valued Markov Chain on the state space of marked simple counting measure on $S$ denoted as $M(S)$ [13]. More precisely, the process $\phi_t$ is a piece-wise constant jump Markov Process i.e., from a time $t$, the next change in the configuration will occur after an exponentially distributed time duration with rate $\lambda |S| + \frac{1}{\tau} \sum_{x \in \phi_t} R(x, \phi_t)$. This interpretation follows since births occur at the epochs of an exponential clock with rate $\lambda |S|$ and the death rate of any receiver $x$ in configuration $\phi$ is $\frac{1}{\tau} R(x, \phi)$ which is independent of everything else. The assumption $Q < \infty$ ensures that $\phi_t$ is a piece-wise constant jump process.
TABLE I: Table of Notation

| Notation | Description |
|----------|-------------|
| $\phi_t$ | Point-process of receivers alive at time $t$ marked with their corresponding transmitter locations |
| $\phi_t(S)$ | The number of links alive at time $t$ |
| $\phi^T_x$ | The point-process of transmitter locations at time $t$ |
| $\phi^R_x$ | The point-process of receiver locations at time $t$ |
| $\phi_0$ | The steady state marked point-process corresponding to $\phi_t$ |
| $\phi_0(S)$ | The random variable denoting the number of links in steady-state |
| $\mathbb{E}_{\phi_0}$ | The Palm probability measure with respect to $\phi_0$ |
| $K_\phi(r)$ | The Ripley K-function for point process $\phi$ |
| $T$ | The link length in the model |
| $\beta$ | The intensity of the point process $\phi_0$ |
| $a$ | $\int_{x \in S} I(||x||)dx$ |

Extending the analysis of stability to the case of $S = \mathbb{R}^2$ is way more challenging and is left for future work. The large torus is meant to emulate the Euclidean space. The fact that it is similar to the Euclidean space (in terms of interference field and hence birth and death dynamics) justifies our use of the Palm calculus of the Euclidean space rather than that of the torus in some derivations.

The first natural question we ask about $\phi_t$ is that of time ergodicity which we address in the next section. Time ergodicity implies that the process $\phi_t$ admits an unique steady-state in which the links form a stationary and space-ergodic point process on $S$. Moreover, since $S$ is a compact set, the stationary-regime when it exists will put only finitely many points in $S$ at any given instant almost-surely. Denote by $\phi_0$ the steady-state point-process of links i.e. the links that are “alive” or active in steady-state. $\phi_0$ is a point-process on $S$ with atoms representing the locations of receivers and marks representing the relative transmitter locations.

Denote by $\beta$ the density of links present in the network in steady-state (assuming it exists). More formally, $\beta$ denotes the intensity of the receiver point-process $\phi_0^R$ (which is the ground point process of $\phi_0$) on $S$ when the dynamics is in steady state. Note that the intensity of the transmitter point-process $\phi_0^T$ in steady-state is also $\beta$ since every receiver in the model has exactly one transmitter. The distribution of the relative location of the transmitter of a typical receiver of $\phi_0^R$ is uniform on the perimeter of a ball of radius $T$ around this receiver. However, the transmitter locations across different receivers of $\phi_0^R$ are not independent due to the correlation (clustering) induced by the dynamics.

The interpretation of time ergodicity is also connected to the phase-transition of mean delay. Little’s law for this dynamics yields $\beta = \lambda W$, where $W$ is the average sojourn time of a typical link i.e., $W = \mathbb{E}[d_0 - b_0]$; which follows from PASTA [19]. The process $\phi_t$ being time ergodic is equivalent to asserting that $W < \infty$, i.e. finite mean delay for a typical link in the network.

III. MAIN THEORETICAL RESULTS

The main theoretical results of our paper are on the time-ergodicity (or stability) conditions of the dynamics $\phi_t$ and on a certain structural characterization of the steady-state point process of $\phi_t$ whenever it exists. As noted earlier, this result holds for all $T$ (since the mathematical problem statement is independent of $T$) and in particular for the case of $T = 0$ as well when there is an unmarked point process $\phi_t$. The proofs of the theorems are presented in the Appendix. Recall the notation that $a = \int_{x \in S} I(||x||)dx$.

A. Stability Criterion

We state our main theoretical results on the stability criterion (i.e. time ergodicity) of the dynamics.
Theorem 1. If \( \lambda > \frac{C}{\ln(2) La} \), then the Markov Chain \( \phi_t \) admits no stationary regime.

We see from the proof (in Section [VIII]) that this theorem only needs the weaker assumption that \( l(\cdot) \) be such that \( l(r) < \infty \) for all \( r > 0 \). This indeed is a weaker assumption than assuming that the function \( l(\cdot) \) is bounded. Thus, we have as immediate corollary to this theorem:

Corollary 1. For the path-loss model \( l(r) = r^{-\alpha}, \alpha > 2 \), for all \( \lambda > 0 \), and all mean file sizes, the process \( \phi_t \) admits no stationary-regime.

Proof: This follows since the integral \( \int_{x \in \mathbb{S}} l(||x||)dx \) diverges for the function \( l(r) = r^{-\alpha} \) for all \( \alpha > 2 \).

The next result provides the sufficient condition for time ergodicity i.e. existence and uniqueness of a stationary regime.

Theorem 2. If \( \lambda < \frac{C}{\ln(2) La} \), then the Markov Chain \( \phi_t \) is time ergodic, i.e. has an unique stationary regime.

We note that the above theorems are valid even in the case of fading if one used the rate-function in Equation (3) with the fades being unit-mean i.i.d. random variables. The two theorems identify the exact critical arrival rate \( \lambda_c = \frac{C}{La \ln(2)} \). We however refrain from studying the critical case as it is technically more subtle.

In the sequel, whenever we refer to \( \phi_0 \), we implicitly assume \( \phi_t \) is ergodic, i.e. the condition \( \lambda < \frac{C}{\ln(2) La} \) holds.

B. Clustering

In this section, we state the main structural characterization of the steady-state point process \( \phi_0 \) when it exists i.e. when \( \lambda < \frac{C}{La \ln(2)} \). We need the following definition of clustering.

Definition 1. (CLUSTERING) Let \( \phi \) be a stationary configuration of links, i.e. it is a stationary marked point-process on \( \mathbb{S} \) with its marks in \( \mathbb{S} \). Then \( \phi \) is said to be clustered if for all bounded, positive, non-increasing functions \( f(\cdot) : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \), the following inequality holds

\[
\mathbb{E}_0^\phi[F(0, \phi)] \geq \mathbb{E}[F(0, \phi)],
\]  

(5)

where \( F \) is the shot-noise defined as follows. For any atom (receiver) \( x \in \phi \) with its corresponding mark (transmitter) \( y \in \mathbb{S} \), the shot noise \( F(x, \phi) := \sum_{T \in \phi \cap \{y\}} f(||T-x||) \).

Theorem 3. If the dynamics \( \phi_t \) is ergodic, then the steady state point process \( \phi_0 \) is clustered.

By substituting \( f(\cdot) = l(\cdot) \) in Equation (5), we get that the mean of the interference measured at any uniformly randomly chosen receiver in the steady-state point process (this is the interpretation of the Palm probability) is larger than the mean of the interference measured at any uniformly randomly chosen location of space in \( \mathbb{S} \).

To get an understanding as to why the above definition is a form of clustering, consider the case \( T = 0 \) which gives a clearer picture. In this case, Theorem [3] gives a clustering comparison of \( \phi_0 \) with a Poisson Point Process (PPP) of same intensity. Let \( \psi \) be a PPP of the same intensity as \( \phi_0 \). Then, from Slivnyak’s theorem (Theorem 1.4.5, [3]), one can rewrite the inequality in (5) as

\[
\mathbb{E}_0^\phi[F(0, \phi_0)] \geq \mathbb{E}_0^\psi[F(0, \phi_0)],
\]  

(6)

where \( \mathbb{E}_0^\phi[F(0, \phi_0)] = \mathbb{E}[F(0, \psi)] \) follows from Slivnyak’s theorem which is equal to \( \beta \int_{x \in \mathbb{S}} f(||x||)dx \) from Campbell’s Theorem (Theorem 1.4.3, [3]). Slivnyak’s theorem essentially gives that the PPP has no clustering i.e. the Inequality (5) is an equality. Hence, we automatically have a shot noise comparison of the steady state point process \( \phi_0 \) with a PPP.
The comparison with a PPP also gives us a comparison of Ripley K-function \cite{20} of \( \phi_0 \) with that of a PPP. The Ripley K-function \( K_\phi(\cdot) : \mathbb{R}^+ \to \mathbb{R}^+ \) of a point-process \( \phi \) is defined as
\[
K_\phi(r) = \frac{1}{\lambda} \mathbb{E}_{\phi}[\phi(B(0, r))] - 1
\]
where \( \beta \) is the intensity of \( \phi \) and \( \mathbb{E}_{\phi}[\cdot] \) is the Palm probability measure of \( \phi \). This function can be interpreted as the mean number of points (scaled by the intensity of the point-process) within distance \( r \) to the origin conditioned on a point of \( \phi \) to be present at the origin. Ripley K-function is commonly used in statistical analysis of point-patterns to identify if an empirical data-set exhibits statistical clustering \cite{20}. Based on the shot-noise comparison with a PPP, we have the following corollary.

**Corollary 2.** Assume \( \phi_t \) is in steady-state and \( T = 0 \). Denote by \( \beta \) to be the intensity of \( \phi_0 \) and \( \psi \) to be a PPP on \( S \) with intensity \( \beta \). Then, \( K_{\phi_t}(r) \geq K_\psi(r) \).

**Proof:** Consider \( f(x) = 1(x \leq r) \) in Theorem 3.

We will use Ripley K-function in the simulations to compare the point process \( \phi_0 \) with a PPP to derive a bound on the intensity \( \beta \) of \( \phi_0 \) as a function of \( \lambda, L \) and \( l(\cdot) \).

Intuitively, it is not surprising to expect a clustered point-process in steady state. An arriving link gets lower rate if it is in a crowded area of transmitters, due to interference. This arriving link also causes more interference to the cluster of links already present thereby causing more interference and slowing everyone down. This reinforcement of service slowdown is actually the fundamental reason making the system always unstable in the power law attenuation function case. More generally, when \( \phi_t \) is sampled in steady-state, it is expected to be clustered which Theorem 3 formalizes. A snapshot of the point-process \( \phi_0 \) is presented in Figure 4 which gives a visual understanding of the clustering.

### IV. PERFORMANCE ANALYSIS - STEADY STATE FORMULAS

In this section, we propose two heuristic formulas for \( \beta \) the intensity of the point process \( \phi_0 \) as a function of \( \lambda \). Note that a heuristic formula for \( \beta \) gives a heuristic formula for mean delay \( W \) through Little’s Law (\( \beta = \lambda W \)).

We propose two formulas - \( \beta_f \) called the Poisson Heuristic and \( \beta_s \) called Second-Order heuristic to approximate \( \beta \) the intensity of the steady-state point process \( \phi_0 \). We show that subject to a natural conjecture (Conjecture 1), \( \beta_f \) is a lower bound on \( \beta \). We see from simulations however that \( \beta_s \) is a much better approximation of \( \beta \) compared to \( \beta_f \). Both these formulas are derived based on approximately evaluating the following Equation we established in \cite{19}
\[
\lambda L = \beta f \mathbb{E}^{0}_{\phi_0} \left[ \log_2 \left( 1 + \frac{1}{N_0 + I(0)} \right) \right].
\]

**The Poisson Heuristic**

The Poisson heuristic formula \( \beta_f \) is given by the largest solution to the following fixed point equation
\[
\lambda L = \frac{\beta_f}{\ln(2)} \int_{z=0}^{\infty} e^{-N_0 z} \left( 1 - e^{-z} \right) e^{-\beta_f \int_{z \in S} (1 - e^{-z(I|z|)})} dz.
\]  

This formula is obtained by approximating the expectation in Equation (7) by assuming the following “Independent Poisson heuristic”. We assume that \( \phi_0 \) is an independently marked Poisson-process with the transmitter locations of different receivers in \( \phi_0 \) being independent. Since the transmitter locations are assumed to be independent, the process \( \phi_0^{Tx} \) will also be a PPP in this Poisson heuristic. We state the following lemma without proof from \cite{21} which is useful in computing the expectation under the Poisson assumption.

**Lemma 1.** Let \( X, Y \) be non-negative and independent Random Variables. Then,
\[
\mathbb{E} \left[ \ln \left( 1 + \frac{X}{Y + a} \right) \right] = \int_{z=0}^{\infty} \frac{e^{-az}}{z} (1 - \mathbb{E}[e^{-zX}]) \mathbb{E}[e^{-zY}] dz.
\]
\begin{align*}
\lambda L &= \beta f E_0^\phi \left[ \log_2 \left( 1 + \frac{1}{N_0 + I(0)} \right) \right] \\
&= \beta f E_\psi \left[ \log_2 \left( 1 + \frac{1}{N_0 + I(0)} \right) \right] \\
&= \frac{\beta f}{\ln(2)} \int_{z=0}^{\infty} e^{-N_0 z} (1 - e^{-z}) e^{-\beta f \int_{x \in S} (1 - e^{-s I(|x|)}) dx} \, dz,
\end{align*}

where \( \psi \) is a Poisson Point Process on \( S \) with intensity \( \beta f \). The equality (a) follows from Slivnyak’s theorem and the equality (b) follows from Lemma 1 and the formula for the Laplace functional of a Poisson Point Process. The subscript \( f \) refers to the computation of the density under this Poisson heuristic. This establishes the formula in Equation (8).

We now make the following conjecture on the higher-order moment measures of \( \phi_0 \), which we will leverage to show that \( \beta_f \) is a lower bound on \( \beta \).

**Conjecture 1.** Let \( \phi_0 \) be the point process on \( S \) corresponding to the stationary distribution of \( \phi_t \) with intensity \( \beta \). Denote by \( \psi \) to be an independently marked Poisson Point Process on \( S \) with intensity \( \beta_f \). The mark of any atom \( x \) of \( \psi \) is a point \( y \) drawn uniformly on the perimeter of a circle of radius \( T \) around \( x \). Then, for any \( s > 0 \), we have

\[
E_0^\phi \left[ e^{-s I(0; \phi_0)} \right] \leq E_\psi \left[ e^{-s I(0; \psi)} \right].
\]

Note that from Slivnyak’s theorem we also have \( E_\psi \left[ e^{-s I(0; \psi)} \right] = E_\psi \left[ e^{-s I(0; \psi)} \right] \). This conjecture which is validated through simulations in Figure 1 is a stronger statement on the structural characterization of \( \phi_0 \) than stated in Theorem 3. This conjecture gives that not only the mean, but each moment of the interference measured at a typical receiver of \( \phi_0 \) is larger than that measured at a typical receiver of an equivalent Poisson Point Process. We saw in Corollary 2 that the Ripley K-function for \( \phi_0 \) is larger than that of an equivalent Poisson Point Process of the same intensity. This says that conditioned on a point of \( \phi_0 \) being present at the origin, one would expect more points to be closer to the origin in \( \phi_0 \) than in an equivalent Poisson Point Process of the same density. The intuition for the conjecture then follows from the fact that the path-loss function \( l(\cdot) \) is non-decreasing.

**Proposition 4.** Subject to Conjecture 1, we have that \( \beta \geq \beta_f \), where \( \beta_f \) is the largest solution of Equation (8).

**Proof:**

Let \( g(\beta) = \beta E_{\phi_0}^0 [R(0; \phi_0)] \) (where \( \phi_0 \) has intensity \( \beta \)) and let \( p(\beta) = \beta E_{\psi}^0 [R(0; \psi)] \) where \( \psi \) is a PPP on \( S \) with intensity \( \beta \). Rate-conservation equation (7) gives that \( \lambda L = g(\beta) \) and our heuristic computation
is $\lambda L = p(\beta_f)$. From our conjecture and Lemma 1, we have the inequality $g(\beta) \leq p(\beta)$. The function $g(\beta) = \beta E_{\phi_0} R(0; \phi_0)$ is monotone non-decreasing in $\beta$ as it describes the true dynamics through the equation $\lambda L = g(\beta)$. The monotonicity of $g(\cdot)$ along with the inequality $g(\beta) \leq p(\beta)$ gives the performance bound $\beta \geq \beta_f$.

An interesting observation here is that $\beta_f$ does not depend on the link-distance $T$ and is a bound on $\beta$ for all values of $T$. Proposition 4 then gives $\beta_f |S|$ as a lower bound on the mean number of links present in the network in steady state and $\frac{\beta_f}{\lambda}$, as a lower bound on mean-delay of a typical link.

The Poisson heuristic completely ignores the spatial clustering we established in Theorem 3 and assumes complete-spatial randomness. Since it does not account for the clustering it underestimates the typical interference seen at a receiver and therefore predicts a lower density of links. We see through simulations, that this heuristic is poor (i.e. the gap between $\beta$ and $\beta_f$ is large) in certain traffic regimes (Figure 2). This is not surprising as one cannot neglect the effect of spatial correlations except in asymptotic regimes of heavy and light-traffic (detailed later). Motivated by the poor performance of the Poisson heuristic in certain regimes, we propose a “second-order heuristic” $\beta_s$ which takes into account the spatial correlations by considering an approximation of the second-order moment measure of $\phi_0$. We see through simulations (Figure 2) that $\beta_s$ is a much better approximation of $\beta$ than $\beta_f$ in all traffic regimes.

**Second-Order Heuristic**

We propose a heuristic formula $\beta_s$ for approximating $\beta$ in Equation (9). For all values of $T$, $\beta_s$ is given by

$$
\beta_s = \frac{\lambda L}{C \log_2 \left( 1 + \frac{1}{N_0 + I_s} \right)},
$$

(9)

where $I_s$ is the smallest solution of the fixed-point equation

$$
I_s = \lambda L \int_{x \in S} \frac{I(||x||)}{C \log_2 \left( 1 + \frac{1}{N_0 + I_s + ||x-y||} \right)} dx.
$$

(10)

We call the heuristic in Equation (9) a second-order heuristic since it follows from an approximation of the second-order moment measure of $\phi_0$ as follows. Let $I_s$ denote the interference of a typical point at $\phi_0$ and assume it is non-random and equal to its mean. Then, Equation (9) follows from RCL in Equation (7). To compute $I_s$, we use the following approximation of the second order moment measure $\rho^{(2)}(x, y)$ of $\phi_0$ as

$$
\rho^{(2)}(x, y) \approx \frac{\beta L}{C \log_2 \left( 1 + \frac{1}{N_0 + I_s + ||x-y||} \right)}.
$$

(11)
Intuitively, the approximation is a form of cavity approximation which can be understood as follows. Two points at locations $x$ and $y$ will each “see” an interference of $I_s$ which is the interference of a typical point plus the additional interference caused by the presence of the other point. Using the above interpretation of interference, Equation (11) is a form of RCL on the pair of points at $x$ and $y$. The average increase of the pair happens at rate $2\lambda \beta r$ and the average decrease of the pair happens at the rate equal to the sum of rates (since file-sizes are i.i.d. exponential) received by points $x$ and $y$ which is approximately $2(C/L) \log_2 \left( 1 + \frac{1}{N_0 + L + l(x-x)} \right)$ from the cavity approximation. Now, using the fact that $E_{\phi_0} I_0 := I_s = \frac{1}{\beta} \int_{x \in S} l(||x||) \rho(2)(x, 0) dx$, we get Equation (10) from Equation (11).

The heuristic $\beta_s$ is compared against the true $\beta$ and the Poisson heuristic $\beta_f$ in Figure 2. The second-order heuristic performs much better compared to the Poisson-heuristic as it takes into account some notion of spatial correlations which the Poisson heuristic completely ignores.

V. SIMULATION STUDIES

We perform simulations to gain a finer understanding of our model which can pave way for future mathematical research. We see that the bound in Proposition 4 is tight in the two asymptotic regimes of light and heavy-traffic where the effect of spatial correlations vanishes. We also argue that, in these two asymptotic regimes, the heuristic $\beta_s$ is “close” to $\beta_f$ thereby implying that $\beta_s$ is also a good approximation to $\beta$. As noticed in Figure 2, $\beta_f$ is a poor approximation to $\beta$ compared to $\beta_s$ in the intermediate traffic-regime which we further highlight in this section.

To explore the impact of spatial correlations, we study the tails of delay of a typical link and correlation between delays of different links in space. We observe that our model exhibits marked difference in terms of tail delay behavior from that of an equivalent queuing system which is obtained by a “spatial-fluid” approximation. We conclude from these studies that although our model resembles that of a queue (for e.g. the dynamics satisfies Little’s Law), there are significant differences due to the spatial correlations, which in hindsight is not so surprising. We finally perform simulations with heavy-tailed file size distribution and observe qualitatively the same phenomena as seen under exponential file-size distribution. We state our simulation results as claims which are not formal conjectures, but are meant to provide a starting point for future research.

A. Simulation Setup

The path-loss function we consider is $l(r) = (r + 1)^{-4}$. Although all of the results qualitatively hold for any bounded-non-increasing function, we choose this power law function due to its wide-spread popularity in modeling wireless propagation. We assume unit link-length $T = 1$ unless otherwise mentioned. We however note that all the qualitative results carry over for any value of $T$ including the case of $T = 0$. The pictures of point-process and the Ripley K-functions we test are those corresponding to the receivers.

B. Tightness of $\beta_f$

We study the bound in Proposition 4 by empirically noticing how much $K_{\phi_0}$, the Ripley K-function of $\phi_0$ deviates from that of an equivalent PPP denoted by $K_{\text{PPP}}$. The two Ripley K-functions being almost identical implies that the steady-state is “almost” Poisson and thereby the bound in Proposition 4 is good. On the other hand, if there is significant deviation between the two Ripley K-function, then the bound is poor. We know from Corollary 2 that $K_{\phi_0}(r) \geq K_{\text{PPP}}(r)$ for all $r \geq 0$. Here, we are interested in seeing how large this difference can be.

To plot the Ripley K-functions, we simulated the Markov chain $\phi_t$ in forward time for a long time to obtain a single sample of the steady-state $\phi_0$. We used the Spatstat package in R [22] to perform spatial statistics and plot $K_{\phi_0}$. A single sample is sufficient as we take a large enough space (i.e. large $S$) so that a single sample
of \( \phi_0 \) has about 500 points. Due to spatial ergodicity of \( \phi_0 \), we get a smooth estimate of the K-function from a single sample.

We observe in Figures 3a, 3b and 3c that the functions \( K_{\phi_0} \) and \( K_{\text{PPP}} \) are very close in heavy and light traffic and are very different in intermediate traffic. The Heavy traffic corresponds to the scenario when \( \lambda \) is very close to the critical \( \lambda_c \) and the light traffic corresponds to the case when \( \lambda \) is very “close” to 0. We do not rigorously demarcate the exact space-time scaling needed to define the two asymptotic limiting regimes as it is beyond the scope of this paper.

**Claim 1.** \( \phi_0 \) is almost Poisson in light-traffic. Moreover, the delay of a typical link converges weakly to an exponential distribution with mean \( L \log_2 \left( 1 + \frac{1}{N_0} \right)^{-1} \) as \( \lambda \to 0 \).

In the light-traffic regime, \( \lambda \) is very “small” compared to \( L \), and thereby \( \beta \) is also “small”. This then implies that the distribution for the interference \( I(0, \phi_0) \) is close to 0 thereby making the interaction between the points almost negligible. The rate-function can then be approximated as \( R(x, \phi) \approx \log_2 \left( 1 + \frac{1}{N_0} \right) \) and the dynamics resembles that of a spatial \( M/M/\infty \) queue whose stationary spatial distribution is a PPP. The intensity \( \beta \) in this regime is \( \beta_l = \lambda \left( \log_2 \left( 1 + \frac{1}{N_0} \right) \right)^{-1} \). The subscript \( l \) refers to the density computation in the interaction-less approximation. Figure 3c shows evidence that \( \phi_0 \) exhibits very little clustering in this regime and is “close” to a PPP.

**Claim 2.** In the heavy-traffic regime, \( \phi_0 \) is almost Poisson, i.e. the effect of clustering vanishes as \( \lambda \to \lambda_c \).

The intuition behind the heavy-traffic behavior is that as \( \lambda \) approaches \( \lambda_c \), the stationary distribution is very dense i.e. \( \beta \) is large. Hence, the interference of a typical arriving link is mainly dominated by the local geometry which does not change much during the life-time of the typical link. This indicates that the dynamics then behaves very similarly to a heavily loaded \( M/M/1 \) Processor Sharing (PS) queue and the correlation across space is negligible in this regime. Moreover, it is easy to see that \( \lambda = \lambda_c \) is an asymptote for Equation (8) i.e. as \( \lambda \to \lambda_c, \beta_f \to \infty \). This further strengthens the belief that the stationary distribution is close to Poisson in the heavy-traffic regime as it predicts the correct stability boundary. Making this claim rigorous or even just state a mathematical conjecture is quite challenging and would require an appropriate scaling of space and time similar to the diffusion scaling considered for a single server PS queue [23].

**C. Tightness of \( \beta_s \)**

We argue here that in both the low and heavy-traffic regimes, the approximation \( \beta_s \) is close to \( \beta_f \) and is hence a good approximation of the true \( \beta \). In low-traffic, as \( \lambda \to 0 \), the smallest solution of Equation (10) tends
Fig. 4: A sample of $\phi_0$ when $\lambda = 0.99$ and $l(r) = (r + 1)^{-4}$. This is a visual representation of the clustering of points.

to 0 and hence the formula for $\beta_s \approx \frac{\lambda L}{C \log_2 \left(1 + \frac{1}{N_0 + \beta a}\right)}$. This from Claim 1 gives that $\beta_s$ and $\beta_f$ predict the same value in low-traffic. In high-traffic regime, as $\lambda \to \lambda_c$, the value if $I_s$ from Equation (10) is very high. Thus, the second-order moment-measure approximation $\rho^{(2)}(x, y)$ in Equation (11) is almost constant i.e. does not depend of the actual values of $x$ and $y$ as $l(\cdot)$ is a bounded function. This implies that the effect of clustering vanishes in this heuristic and hence is close to $\beta_f$.

D. Intermediate Clustered Regime

In the intermediate regime, the Poisson approximation is poor and the steady state-point process is quite clustered (see Figures 4 and 3b) i.e. $K_{\phi_0}$ is much larger than $K_{PPP}$. However, we see from Figure 2 that the second-order heuristic $\beta_s$ performs much better than the Poisson heuristic in this regime as it takes into account some form spatial-correlations at-least upto second-order moment measure of $\phi_0$. However, Figure 4 which shows a snapshot of $\phi_0$ which is a clustered process is very interesting as it indicates interesting properties of higher order moment measures. One observes for instance “filaments” of points which are locally directional in spite of the fact that the dynamics is isotropic. Such behavior indicates that the higher order moment measures of $\phi_0$ (of order greater than 2) may have interesting properties which we cannot capture neither in Theorem 3 nor in the heuristic $\beta_s$. Understanding the higher order moment measure of $\phi_0$ can also aid in proposing a provably better performance bound in this intermediate regime. Studying these higher order moment measures of $\phi_0$ will be a very interesting and challenging direction of research.

E. Delay Tails

To get a heuristic understanding of the delay tails, one would be tempted at first glance to approximate our model by an equivalent $M/M/1$ PS queue using a spatial-fluid approximation that neglects randomness in space. We see through simulations, that any approximation that neglects spatial interactions will predict much larger delays for a typical link than the true delays in our model.

Claim 3. The delay tails in our model are exponential and have a faster decay than that of an equivalent $M/M/1$ PS queue obtained by a “spatial-fluid” approximation.

An equivalent $M/M/1$ PS queue approximation has the following parameters - arrival rate $\lambda$, service requirement of mean $L$ and service capacity of the server $\lambda_c$ which is split equally among all customers in the queue. Such a PS queuing model is equivalent to a first-order approximation where the spatial randomness vanishes and a point in steady-state receives rate of $C \log_2 \left(1 + \frac{1}{N_0 + \beta a}\right)$ where $\beta$ is the density of points in the steady-state. Hence, the quantity $\frac{C}{\ln(2)}$ (which is an upper bound on the total rate given to all points i.e.
\( C / \log_2 \left( 1 + \frac{1}{\gamma_0 + \beta a} \right) \leq C \ln(2) / \ln(2) \) can be seen as the maximum service capacity of the spectrum in \( S \) which is equally shared by all links accessing the spectrum. Another simple picture as to why the above \( M/M/1 \) PS queue is a simple heuristic is to observe that this queue corresponds to the scenario when one ignores spatial interactions among the arriving points and assumes that the total spectrum “capacity” of \( \lambda_c \) is shared equally among all the links sharing the spectrum in \( S \). Hence, the mean-delay under the \( M/M/1 \) - PS model for a typical point is \( \frac{1}{\lambda_c} \) and the stability criteria for this queue is the same as that for our spatial model. However, we note from simulations (Figure 6) that the delay tails predicted by the heuristic \( M/M/1 \) queue which completely ignores spatial interactions are much larger than those observed in our model.

The poor performance of the queuing approximation can be understood by studying the correlation between the delays of different links. In Figure 7 we plot the correlation between the delay experienced by two links arriving at the same time as a function of their distance. We consider the \( T = 0 \) case and hence the distance between two links is just the distance between the two points. Numerically, we plotted Figure 7 by first sampling a steady-state point process (by running the Markov Chain \( \phi_t \) for a long time) and then introducing two additional links to this sample with independent file-sizes. We then run the dynamics from this state until the two additional links die and then compute the correlation between their delays.

We see from Figure 7 that as the distance between the two links increases, the delays of the two links are almost uncorrelated even though they arrive at the same time. This indicates that, two links arriving at the same time will be almost oblivious to each other and will each roughly receive independent service if they arrive far enough apart in space. This is unlike in the \( M/M/1 \) - PS queue approximation where two customers arriving at the same time have positively associated delays as both of them will be competing for the same spectrum resource. This suggests that the spatial heterogeneity is key in extracting more “service” from the spectrum than predicted by a model which considers spectrum as a fixed quantity of good to be divided among contending links.

\[ F. \ Heavy \ Tailed \ File \ Sizes \]

**Claim 4.** \( \phi_t \), with file-sizes being Pareto distributed of mean \( L \) and finite variance, admits a stationary regime with the critical \( \lambda \) being smaller than or equal to \( \frac{C}{\ln(2)La} \).

This model also exhibits the interesting phenomenon of prominent clustering in the intermediate traffic regime and very little to no-clustering in the asymptotic regimes of high and low traffic. Note that the term “high-traffic” in this context is somewhat loose since we do not even know exactly the stability region. With regards to delays, our model predicts tails that are stochastically dominated by the delay of a typical customer of an equivalent \( M/GI/1 \) PS queue (see Figure 8). The equivalent queue we simulated against had a capacity of \( \lambda_c \) which from
Fig. 6: Comparison of the delays with that of an equivalent M/M/1 - PS queue. The critical $\lambda_c = 1.42$.

Fig. 7: Decay of delay correlation of two points born at the same time, as a function of their distance. $\lambda = 0.8$.

Claim [H] is an upper bound on the capacity. Nonetheless, the delay predicted in our model is stochastically smaller. This observation again highlights the importance of taking into account the spatial heterogeneity in modeling the “service” provided by the spectrum.

Fig. 8: Comparison of the delay under Pareto file size distribution with mean $L$ and shape $\alpha = 2.5$.

VI. EXTENSION TO THE MIMO CHANNEL

In the previous sections, we considered the case when both the transmitter and the receiver of a link have a single antenna. In this section, we briefly highlight, an extension of the Spatial Birth-Death (SBD) model to account for the scenario when both transmitters and receivers have multiple antennas while still treating interference from other transmitters as noise.
A. Generalized MIMO Framework for treating Interference as Noise

The MIMO setting is similar to the single antenna dynamics described in Section II except, the rate function in Equation (1) will be modified suitably to account for the presence of multiple antennas. In this section, we provide an extension of the rate function with fading in Equation (3) to this MIMO setting. In particular, we extend Telatar’s formula [24] for MIMO channel capacity to the network case with interference treated as noise.

The Telatar formula for capacity of a MIMO point-to-point channel with \( X_t \) transmit antennas and \( X_r \) receive antennas is given by the formula

\[
C = \mathbb{E} \left[ \log_2 \left( \det \left( \mathbf{I}_{X_r} + H \Sigma_S H^\dagger \Sigma_N^{-1} \right) \right) \right],
\]

(12)

where the expectation is with respect to the channel matrix \( H \) which is a random variable and possibly on the matrices \( \Sigma_S \) and \( \Sigma_N \), which could in general be functions of \( H \). The notation \( H^\dagger \) is used to denote the complex conjugate of \( H \). The matrix \( \Sigma_S \) is a \( X_t \times X_t \) matrix denoting the outer product of the signaling vector and \( \Sigma_N \) is a \( X_r \times X_r \) matrix denoting the outer product of the noise vector at the receiver. The matrix \( \mathbf{I}_{X_r} \) is the \( X_r \times X_r \) identity matrix. The channel capacity formula in Equation (12) captures many different scenarios such as presence or absence of Channel State Information at Transmitter (CSIT) by suitably optimizing over the correlation matrix \( \Sigma_S \). For instance, in the absence of CSIT, the optimal \( \Sigma_S \) is deterministic, while in the presence of CSIT, the optimal power allocation is by a water-filling on the singular values of the channel matrix \( H \) and the signaling vector is along the principal components of the matrix \( H \) (Chapter 8, [25]). Thus, in the CSIT case, \( \Sigma_S \) will be a function of \( H \) and hence the expectation in Equation (12) will also bear on \( \Sigma_S \) in this case.

We present an extension of the formula in Equation (12) to a network setting by suitably defining the rate function \( R(x; \phi) \) of Equation (3). Recall that the arrival process \( A \) is a marked PPP on \( S \times \mathbb{R} \) with the atoms denoting the receivers and the marks, which are \( S \) valued, denoting the location of the transmitters. We call \( \phi \) a configuration of links if its atoms are locations of receivers and the marks of the atoms denote the corresponding transmitter locations. The notation \( \phi^T \) is used to denote the set of transmitters or marks of the atoms of \( \phi \).

**Proposition 5.** The generalized MIMO rate function \( R(x; \phi) \) where \( \phi \) is a configuration of links on \( S \) and \( x \in \phi \) is an atom of the point-process \( \phi \) is given by

\[
R(x; \phi) = C \mathbb{E} \left[ \log_2 \left( \det \left( \mathbf{I}_{X_r} + H_{xx} S_x \Sigma_S H_{xx}^\dagger \Sigma_N^{-1} \left( \phi; \{H_{yx}\}_{y \in \phi \{x\}}, \{S_y\}_{y \in \phi \{x\}} \right) \right) \right),
\]

(13)

where the expectation is with respect to the i.i.d. collection of channel random matrices \( \{H_{xy}\}_{y \in \phi} \) and the i.i.d. collection of signaling vectors \( \{S_y\}_{y \in \phi} \). \( H_{xx} \) denotes the matrix \( \Sigma_N \) which is a \( X_r \times X_r \) matrix, and \( H_{xy} \) is the outer product of the interference vector plus noise, i.e. \( \Sigma_N = N_0 \mathbf{I}_{X_r} + \left( \sum_{y \in \phi^\dagger \{x\}} \sqrt{r(||x-y||)} H_{yx} S_y \right) \left( \sum_{y \in \phi^\dagger \{x\}} \sqrt{r(||x-y||)} H_{yx} S_y \right)^\dagger \).

**Proof:**

For a static and deterministic configuration of links \( \phi \), and for a receiver at location \( x \in \phi \) with its corresponding transmitter at location \( u \) (referred to as the tagged link in this proof), we need to argue that Equation (13) is the capacity of this link under fast-fading when treating interference as noise. Assume that the channel between any transmitter whose receiver is at location \( a \in \phi \) and any receiver \( b \in \phi \) is given by \( H_{ab} \) and is i.i.d. across \( a \) and \( b \) and equal in distribution to a random matrix \( H \). Denote by \( S_x \) as the \( X_t \times 1 \) random signaling vector of the transmitter of the tagged link. Note that \( S_x \) could possibly depend on the channel realization \( H_{xx} \) depending on whether there is CSIT or not. The interference signal at the receiver in location \( x \) is

\[
I(x; \phi) = \sum_{y \in \phi^\dagger \{x\}} \sqrt{r(||x-y||)} H_{yx} S_y,
\]

(14)
where \( H_{yx} \) and \( S_y \) are i.i.d. and independent of each other with \( H_{yx} \) equal in distribution to \( H \) and \( S_y \) equal in distribution to \( S_x \). Thus, the matrix \( \Sigma_N \) is the sum of the outer product of \( I(x; \phi) \) and the thermal noise co-variance matrix \( N_0 I_x \). Recall that the path-loss function \( l(\cdot) \) denotes the attenuation in the signal power and hence, the signal itself is attenuated by \( \sqrt{l(\cdot)} \). Now using the Telatar formula of Equation (12) for the case when the noise signal is the sum of thermal noise and interference, we get Equation (13).

The birth-death dynamics in the MIMO setting is then described through Equation (4) with the rate-function as given in Equation (13). The formulation in Equation (13) is the network version of channel capacity of MIMO under presence of fast fading and treating interference as noise. This generalized setup of the MIMO system and the critical arrival rate for this model can then be computed. Note that the transmission strategy where \( S_x S_x^H = \frac{1}{X_x} I \) is optimal in the case when there is no CSIT, total transmit power constraint of 1 and the channel matrix is composed of i.i.d. entries (Chapter 8, [25]).

The following statistical assumptions model the independent channel MIMO system for which the critical arrival density \( \lambda_c \) can be computed as a corollary of the single antenna analysis.

- All channel realizations between any transmit antenna and receive antenna are i.i.d. complex normal with 0 mean and unit variance.
- For any coordinate \( i \in [1, X_t] \), and any link \( x \) and at any time \( t \), we have \( \mathbb{E}[(S^H_x)_i (S_x^H)_i^*] = 1/X_t \). where the vector \( S^H_x \) is the transmitted signal by transmitter whose receiver is at location \( x \) at time \( t \). This indicates that the total power 1 is split equally on each antenna.
- For any coordinates \( i, j \in [1, X_r] \) and any two links \( x \neq y \) and any time \( t \), we have \( \mathbb{E}[(S^H_x)_i (S^H_x)_j^*] = 0 \). This assumption gives that the signal across antennas are uncorrelated.

Under the foregoing assumptions, the rate function in Equation (13) can be simplified to

\[
R(x, \phi) = C \mathcal{E}_{\phi} \left[ \sum_{i=1}^{X_t} \log_2 \left( 1 + \frac{1}{X_t(N_0 + I(x; \phi))} \sigma_i(HH^T) \right) \right], \tag{15}
\]

where \( H \) is a \( X_t \times X_r \) random matrix denoting the channel statistics. The quantity \( \sigma_i(A) \) refers to the \( i \)th eigen-value of the matrix \( A \) where the eigenvalues are indexed in some arbitrary fashion. The interference \( I(x, \phi) \) is just a scalar and is given by

\[
I(x, \phi) = \sum_{y \in \phi \setminus \{u\}} l(||y - x||), \tag{16}
\]

where \( \phi^T \) is the set of points on \( S \) corresponding to the transmitters and the transmitter of the receiver at location \( x \in \phi \) is assumed to be present at \( u \in \phi^T \). If one, employs the MIMO rate Equation (15), then one gets the following result:

**Corollary 3.** The critical arrival intensity of links \( \lambda_c \) under the foregoing assumptions is \( \frac{C X_r}{\ln \ln(2)} \).

We provide a proof sketch in Appendix XII. We phrase the above result as a corollary since it is not surprising to have as critical density in this case of independent MIMO channel with no CSIT as \( X_r \) times the critical density for a single-antenna link based SBD process. The total transmit power is 1 just as in the case with single antenna, however the presence of \( X_r \) receive antennas per link implies that the network can support
upto $X_r$ times more transmitters than in the case with single antenna link. This result indicates that the effect of having multiple antennas at the transmitter is not beneficial if there is no CSIT. On the other hand, in the presence of CSIT, one would expect to receive gain from the presence of multiple transmit antennas as $S_x$ is a function of the channel realization $H_{xx}$ thereby exploiting the diversity from multiple transmit antennas better. However, we do not pursue this question in the present paper and leave the analysis of the generalized MIMO system to future work.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel space-time interacting particle system to model spectrum sharing in ad-hoc wireless networks. We computed exactly the phase-transition point for time ergodicity. We also proved the intuitive fact that the steady-state point-process corresponding to this dynamics exhibits clustering. In order to understand the performance metric of density of links in steady-state, we proposed a Poisson heuristic $\beta_f$ (which is a bound subject to Conjecture [1]) and a second order heuristic $\beta_s$. We saw from simulations that both the heuristics are tight in the two asymptotic regimes of heavy and light traffic. However, in the intermediate traffic regime, we found that the heuristic $\beta_s$ performs much better compared to the Poisson heuristic $\beta_f$ as $\beta_s$ accounts for some spatial correlations which are non negligible in this regime. We also saw through simulations that any form of simplistic modeling of spatio-temporal interactions through PPP or equivalent queues ignoring spatial clustering, leads to poor estimates for performance.

From a mathematical perspective, we identified several challenging directions of future work in the simulation section. In particular, understanding the higher order moment measure of $\phi_0$ will be key in evaluating or providing provably tighter bounds for performance metrics. Understanding the higher-order moment measures may also aid in making progress on Conjecture [1]. From an information-theoretic perspective, we considered a dynamic interference network where links treat interference as noise. However, it will be interesting to consider other receiver schemes such as Successive Interference Cancellation or Joint-Decoding and show that the critical arrival rate for these schemes are strictly better than considering all Interference as Noise. This will then yield the complete dynamic version of the model considered in [17], namely a dynamic version of an interference network with point-to-point codes.
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APPENDIX

VIII. PROOF OF THEOREM 1

Proof: We prove this by contradiction. Assume that \( \phi_t \) is in stationary regime and that \( \lambda > \frac{C}{\ln(2) L a} \). We use the Miyazawa’s Rate-Conservation Principle or Law (RCL) (e.g. [26], 1.3.3) to set-up a system of equations and identify a contradiction. Applying the RCL to the stochastic process \( \phi_t(S) \) which counts the number of links yields,

\[
\lambda |S| = \lambda_d, \tag{17}
\]

where \( \lambda_d \) is the intensity of the point-process on \( \mathbb{R} \) corresponding to the epochs of a death-time. Since we assumed that \( \phi_t \) is in stationary regime, the point process formed on the real line by the instants of a death is stationary with intensity \( \lambda_d = \lambda |S| \). Applying RCL to the total “work-load” in the network i.e. the total number of links yields,

\[
\lambda |S| L = \mathbb{E} \left[ \sum_{x \in \phi_0} R(x, \phi_0) \right], \tag{18}
\]

where \( R(x, \phi) \) is given in Equation (1). From the definition of Palm Probability of \( \phi_0 \), we have that

\[
\lambda |S| L = \mathbb{E}^0_{\phi_0} [R(0, \phi_0)] \mathbb{E} [\phi_0(S)], \tag{19}
\]

where \( \mathbb{E}^0_{\phi_0} \) is the (spatial) Palm Probability of the spatial point process \( \phi_0 \) and \( \phi_0(S) \) is the random variable denoting the number of links in the network in steady-state. Note that from our assumption that \( \phi_t \) is in stationary regime ensures the existence of the Palm Probability measure of the spatial point process \( \phi_0 \). Applying rate-conservation to the stochastic process \( I_t = \sum_{x \in \phi_t} I(x, \phi_t) \), the sum interference seen at all receivers (which could possibly be \( \infty \)), we get

\[
\lambda |S| \mathbb{E}^T[I] = \lambda_d \mathbb{E}^1[D], \tag{20}
\]

with \( I = I_{0+} - I_0 \) and \( D = I_0 - I_{0-} \). Here, \( \mathbb{E}^T \) denotes the (time) Palm probability corresponding to the point process on \( \mathbb{R} \) of birth instants and \( \mathbb{E}^1 \) denotes the (time) Palm probability of the point process on \( \mathbb{R} \) corresponding to the instants of death. From Equation (17) we have

\[
\mathbb{E}^1[D] = \mathbb{E}^1[D]. \tag{21}
\]

From the PASTA property and the fact that the births are uniform in \( S \), we have from Campbell’s theorem that

\[
\mathbb{E}^1[D] = 2 \mathbb{E}[\phi_0(S)] \frac{a}{|S|}. \tag{22}
\]

Since the file-sizes at all transmitters are i.i.d. exponential with mean \( L \), the point process on the real line corresponding to the death-instants admits as stochastic-intensity \( R_t = \frac{1}{2} \sum_{x \in \phi_t} R(x, \phi_t) \) with respect to the filtration \( F_t = \sigma(\phi_s : s \leq t) \), the sigma algebra corresponding to the locations. Hence, it then follows from Papangelou’s theorem (e.g. [26], Theorem 1.9.2) that

\[
\frac{d \mathbb{E}^T}{d \mathbb{E}} |_{\phi_{-}} = \frac{R_0}{\mathbb{E}[R_0]}. \tag{23}
\]

Since the decrease in total interference (in state \( \phi_{0-} \)) is of magnitude \( I(X, \phi_0) \) with probability \( \frac{R(X, \phi_0)}{LR_0} \) if \( X \in \phi_{0-} \), we get

\[
\mathbb{E}^1[D] = 2 \mathbb{E} \left[ \frac{R_0}{\mathbb{E}[R_0]} \sum_{x \in \phi_0} \frac{R(x, \phi_0)}{LR_0} I(x, \phi_0) \right]
\]

\[
= 2 \mathbb{E} \left[ \sum_{x \in \phi_0} \frac{R(x, \phi_0) I(x, \phi_0)}{LR_0} \right]
\]

\[
= 2 \frac{\mathbb{E}^0_{\phi_0} [R(0, \phi_0)] I(0, \phi_0)]}{\mathbb{E} [\phi_0(S)]}. \tag{24}
\]
Now combining, Equations (24), (22) and (18), we get

\[ a = \frac{E_{\phi_0}[R(0, \phi_0)I(0, \phi_0)]}{\lambda}. \]  

(25)

From Equation (1) and basic calculus, we have that

\[ R(0, \phi_0)I(0, \phi_0) \leq \frac{C}{\ln(2)}, \]

which is a deterministic bound that is true for any \( \phi \in M(S) \). Applying this inequality to Equation (25), we get the inequality that

\[ \lambda \leq \frac{C}{\ln(2)La}. \]

(26)

Inequality (26) is a contradiction to our assumption that \( \phi_t \) is in stationary regime and that \( \lambda > \frac{C}{\ln(2)La} \). \( \square \)

IX. PROOF OF THEOREM 2

For simplicity of the proof, we assume the link distance \( T = 0 \). The high level idea of the proof is that we tessellate the space \( S \) and study another “upper-bound” Markov Chain living on a countable state-space which we analyze through fluid limit techniques. We then conclude about the ergodicity of \( \phi_t \) which is a Markov Chain on the topological space \( M(S) \).

To define the upper-bound chain, we first tessellate the square \( S \) into cells where each cell is a square of length exactly \( \epsilon \). Since \( S \) is a torus, we assume without loss of generality that the origin is in the center of a cell. One can find a sequence of such tessellations with the side length of the cells going to 0. The tessellation for each valid \( \epsilon > 0 \) results in \( n_\epsilon \), a finite number of cells as \( S \) is compact. Index the cells by \( i \) and let \( A_i \) denote the subset of \( S \) corresponding to cell \( i \) and \( a_i \in A_i \) denote its center. The cell containing the origin is indexed 0 i.e. \( a_0 = 0 \). For such an \( \epsilon \) tessellation, we define a new path-loss function \( l_\epsilon(x,y) \) where \( l_\epsilon(x,y) = l_\epsilon(a_i, a_j) \) for all \( x \in A_i \) and \( y \in A_j \) and

\[ l_\epsilon(a_i, a_j) = \sup \{ l(||b_i - b_j||) : ||b_i - a_i||, ||b_j - a_j|| \in \{0, \epsilon\} \}. \]

Note that the function \( l_\epsilon \) satisfies

\[ \sum_i l_\epsilon(a_i, a_j) = \sum_i l_\epsilon(a_i, 0) = \frac{1}{\epsilon^2} \int_{x \in S} l_\epsilon(||x||)dx, \]

(27)

since \( S \) is a square torus and each cell \( A_i \) is a square of side-length \( \epsilon \).

The upper bound Markov-Chain is denoted as \( \phi_{\epsilon}^{(e)} \) which takes value in the space \( M(S) \). This chain has the exact same dynamics as described in Equation (1) except that the interference comes from \( l_\epsilon(.,.,) \) instead of from \( l(.,.) \).

**Lemma 2.** For all time \( t \), the point-process \( \phi_{\epsilon}^{(e)} \) stochastically dominates \( \phi_t \). This implies that if \( \phi_{\epsilon}^{(e)} \) is stable for a particular \( \lambda \), then so is \( \phi_t \) for that value of \( \lambda \).

**Proof:**

We have from the monotonicity of \( l(.,.) \), \( l_\epsilon(x,y) \geq l(x,y) = l(||x - y||) \) for each \( x,y \in S \). Thus, for each \( x \in S \) and each \( \phi \in M(S) \), \( I_\epsilon(x, \phi) \geq I(x, \phi) \) and subsequently \( R_\epsilon(x, \phi) \leq R(x, \phi) \) as \( R(x, \phi) \) is a decreasing function of \( I(x, \phi) \). Therefore the point process \( \phi_{\epsilon}^{(e)} \) stochastically dominates the point process \( \phi_t \). This follows from the fact that for any \( \phi \in M(S) \), we have that the birth rate \( \lambda|S| \) is the same for both process, whereas the death-rate of each point of \( x \in \phi \) satisfies \( \frac{1}{2}R_\epsilon(x, \phi) \leq \frac{1}{2}R(x, \phi) \). Also form Equation (1), if \( \phi_1 \subseteq \phi_2 \), then for each \( x \in \phi_1 \cap \phi_2 \), \( R(x, \phi_1) \geq R(x, \phi_2) \). Hence one can construct a coupling of the process \( \phi_t \) and \( \phi_{\epsilon}^{(e)} \) such that \( \phi_t \subseteq \phi_{\epsilon}^{(e)} \) \( \forall t \), i.e. a point is alive in \( \phi_t \) only if it is also alive in \( \phi_{\epsilon}^{(e)} \). Therefore, if \( \phi_{\epsilon}^{(e)} \) is ergodic for a given \( \lambda \), then \( \phi_t \) is also ergodic for that arrival rate \( \lambda \). \( \square \)

Define \( X^{(e)}(t) = \{ \phi_{\epsilon}^{(e)}(A_i) \}_{i=1}^{n_\epsilon} \) as the \( n_\epsilon \) dimensional vector taking values in \( \mathbb{N}^{n_\epsilon} \). It is easy to see that \( X^{(e)}(t) \) is a Markov-Chain since the path-loss function \( l_\epsilon(x,y) \) does not distinguish between two different locations of space inside a cell. It is also evident that if \( X^{(e)}(t) \) is ergodic, then \( \phi_{\epsilon}^{(e)} \) is ergodic since \( \lim_{t \to \infty} \mathbb{P}[\phi_{\epsilon}^{(e)}(S) < \infty] = \lim_{t \to \infty} \mathbb{P}[||X^{(e)}(t)||_1 < \infty] = 1 \). The second equality follows from the fact that
\( X^{(\epsilon)}(t) \) is a finite-dimensional ergodic Markov chain on \( \mathbb{N}^{n_{\epsilon}} \). Hence, a sufficient condition for stability of \( \phi_{t} \) is a condition for the Markov Chain \( X^{(\epsilon)}(t) \) to be ergodic.

We show in Theorem 6 that \( X^{(\epsilon)}(t) \) (and hence \( \phi^{(\epsilon)}_{t} \)) is ergodic if
\[
\lambda < \frac{C}{\ln(2) \int_{x \in S} l^{x}(x, 0) dx},
\]
which will actually conclude the proof of Theorem 2. This can be seen as follows. Since the point process \( \phi^{(\epsilon)}_{t} \) stochastically dominates \( \phi_{t} \), we can optimize the stability region in Equation (28) by choosing the best \( \epsilon \). As the function \( r \to l(r) \) is monotone, \( l_{\epsilon}(x, 0) \) is monotone increasing in \( \epsilon \) for each \( x \in S \) and hence we want to have \( \epsilon \) as small as possible. Furthermore, the function \( r \to l(r) \) has only a countable set of discontinuity points (as it is bounded non-increasing), we have that as \( \epsilon \) goes to 0, \( l_{\epsilon}(x, 0) \) converges to \( l(x, 0) \) for almost-every \( x \in S \). Hence, \( \lim_{\epsilon \to 0} \int_{x \in S} l^{\epsilon}(|x|) dx = \int_{x \in S} l(|x|) dx \) from the Monotone Convergence theorem. Therefore, if \( X^{(\epsilon)}(t) \) is ergodic under condition in Equation (28), then \( \phi_{t} \) will be ergodic under the condition
\[
\lambda < \limsup_{\epsilon \to 0} \frac{C}{\ln(2) \int_{x \in S} l^{x}(x, 0) dx} = \frac{C}{\ln(2) \int_{x \in S} l(x, 0) dx},
\]
which will conclude the proof of Theorem 2.

**Theorem 6.** \( X^{(\epsilon)}(t) \) is ergodic under the condition in Equation (28).

**Proof:**
We can write the following evolution for the vector \( X^{(\epsilon)}(t) \) which we refer to as \( X(t) \) in the sequel for convenience as
\[
\begin{align*}
X_{t} &\to X_{t} + 1 \text{ at rate } \lambda \epsilon^{2} \\
X_{t} &\to X_{t} - 1 \text{ at rate } \\
X_{t} &\log_{2} \left( 1 + \frac{1}{N_{0} + \sum_{j=1}^{n_{\epsilon}} (X_{t} - 1)(j = i) l_{\epsilon}(a_{i}, a_{j})} \right).
\end{align*}
\]

Under condition in Equation (28), we show the following drift argument to hold which will conclude the proof.

**Theorem 7.** [27] Let \( X(t) \) be a Markov Chain taking values in a countable state space \( S \). Assume there exists a function \( L : S \to \mathbb{R}_{+} \) and constants \( A < \infty \), \( \epsilon > 0 \) and an integrable stopping time \( \tau \) such that for all \( x \in S \):
\[
L(x) > A \implies \mathbb{E}_{x} L(X(\tau)) \leq L(x) - \epsilon \mathbb{E}_{x}(\tau). \tag{30}
\]
If in addition the set \( \{ x : L(x) \leq A \} \) is finite and \( \mathbb{E}_{x} L(X(1)) < \infty \) for all \( x \in S \), then \( X(t) \) is ergodic.

We will show that the above theorem is satisfied with the Lyapunov function \( L(x) = ||x||_{\infty} \) and
\[
\hat{\tau} = L(X(0)) \left( \frac{C}{\ln(2) \sum_{k=0}^{n_{\epsilon}-1} l_{\epsilon}(a_{k}, 0)} - \lambda \epsilon^{2} \right)^{-1} = L(X(0)) \tau, \tag{31}
\]
a deterministic finite stopping-time. We will use the notation that \( ||x||_{\infty} = |x| \) which is also equal to \( L(x) \).

To establish the drift condition, we pass to the fluid-limit. A fluid limit of the Markov-Process \( X(t) \) is denoted by \( x(t) \) which is a \( n_{\epsilon} \) dimensional vector. \( x(t) \) is defined as a fluid limit if there exists non-decreasing Lipschitz continuous function \( \{ D_{i}(t) \}_{i=0}^{n_{\epsilon}-1} \) such that
\[
x_{i}(t) = x_{i}(0) + \lambda \epsilon^{2} t - D_{i}(t),
\]
where the derivative of \( D_i(t) \) satisfies 
\[
\frac{d}{dt}D_i(t) = \frac{Cz_i(t)}{L \ln(2) \sum_{k=0}^{n_i-1} x_k(t) l_e(a_i, a_k)},
\]
or equivalently, the fluid limit \( x(t) \) satisfies the following set of differential equations. If \( ||x(t)||_\infty > 0 \),
\[
\frac{d}{dt}x_i(t) = \lambda e^2 - \frac{C x_i(t)}{L \ln(2) \sum_{k=0}^{n_i-1} x_k(t) l_e(a_i, a_k)} \tag{32}
\]
and if \( ||x(t)||_\infty = 0 \),
\[
\frac{d}{dt}x_i(t) = 0.
\]

For \( y \in \mathbb{R}^{n_i} \), denote by \( S(y) \) the set of fluid functions \( x(t) \) such that \( x(0) = y \). The following theorem establishes that the above fluid equation is indeed obtained through an appropriate space and time scaling. It also establishes as a corollary that \( S(y) \) is non-empty for any \( y \in \mathbb{R}^{n_i} \).

**Theorem 8.** Consider a sequence of deterministic initial conditions \( \{X^{(k)}(0)\}_{k \geq 1} \) for the Markov Chain \( X(t) \) and a sequence of positive integers \( \{z_k\}_{k \geq 1} \) with \( \lim_{k \to \infty} z_k = \infty \) such that the limit \( \lim_{k \to \infty} z_k^{-1} X^{(k)}(0) = x(0) \) exists. Then for all \( T > 0 \) and all \( \epsilon > 0 \), the following convergence takes place
\[
\lim_{k \to \infty} \mathbb{P} \left( \inf_{t \in S(x(0))} \sup_{t \in [0, T]} |z_k^{-1} X^{(k)}(z_k t) - x(t)| > \epsilon \right) = 0.
\]

This proof is standard and is postponed later on in the appendix.

From the description of the dynamics, if we have \( L(x(t)) = 0 \), then \( x_i(t) = 0 \) for all \( i \). Since \( x(t) \) is a finite-dimensional vector, there exists at-least one coordinate \( i^* \) such that \( x_{i^*}(t) = L(x(t)) \). Then one can write
\[
\frac{d}{dt}L(x(t)) = \lambda e^2 - \frac{C L(x(t))}{L \ln(2) \sum_{k=0}^{n_i-1} x_k(t) l_e(a_{i^*}, a_k)} \leq \lambda e^2 - \frac{C}{L \ln(2) \sum_{k=0}^{n_i-1} l_e(a_k, 0)}, \tag{33}
\]
where the second inequality comes by the fact that \( x_i(t) \leq L(x(t)) \) and the symmetry of the torus as given in Equation (27). From Equation (33), we see that under the condition given in (28), \( L(x(s)) = 0 \) for all \( s \geq \tau \) whenever \( L(x(0)) = 1 \), where \( \tau = \left( \frac{C}{L \ln(2) \sum_{k=0}^{n_i-1} l_e(a_k, 0) - \lambda e^2} \right)^{-1} \), a deterministic time as defined in Equation (31).

**Lemma 3.** If condition in Equation (28) holds, then
\[
\lim_{L(x) \to \infty} \frac{1}{L(x)} \mathbb{E}_x[|X(L(x)\tau)|] = 0. \tag{34}
\]
where \( \tau \) is defined in Equation (31).

**Proof:** The first observation is that the family of random variables \( \{X_i(|x|)\}_{x \in \mathbb{N}^{n_i} \setminus \{0\}} \) is uniformly integrable. Indeed, let \( \{A_i(\cdot)\}_{i=0}^{n_i-1} \) be i.i.d. unit rate PPP denoting the arrivals into cell \( i \). Then
\[
X_i(t) \leq X_i(0) + A_i(\lambda e^2 t). \tag{35}
\]
Thus, for \( X(0) = x \),
\[
\frac{X_i(|x| \tau)}{|x|} \leq \frac{x_i}{|x|} + \frac{A_i(\lambda e^2 |x| \tau)}{|x|}. \tag{36}
\]
We have that \( \frac{x_i}{|x|} \leq 1 \) and the mean of \( \frac{A_i(\lambda e^2 |x| \tau)}{|x|} \) equal to \( \lambda e^2 \tau \). The variance of \( \frac{A_i(\lambda e^2 |x| \tau)}{|x|} \) is \( \lambda e^2 \tau \). The variance of \( \frac{X_i(|x| \tau)}{|x|} \) is \( \lambda e^2 \tau \) for all \( x \in \mathbb{N}^{n_i} \setminus \{0\} \). As the variance is uniformly bounded, the random variables \( \left\{ \frac{X_i(|x| \tau)}{|x|} \right\}_{x \in \mathbb{N}^{n_i} \setminus \{0\}} \) are uniformly integrable. In addition, \( \frac{|X(|x| \tau)|}{|x|} \leq \sum_i \frac{X_i(|x| \tau)}{|x|} \), gives that \( \left\{ \frac{|X_i(|x| \tau)|}{|x|} \right\}_{x \in \mathbb{N}^{n_i} \setminus \{0\}} \) is uniformly integrable since it
is bounded above by a finite sum of random variables belonging to uniformly integrable families.

Let $x_k$ be any sequence of initial conditions such that $|x_k| \to \infty$. This implies that $a_k = X^{(k)}(0)/|x_k| = x_k/|x_k|$ with $a_k \in [-1, 1]^n$ for all $k$. Since the cube $[-1, 1]^n$ is compact, there is a convergent sub-sequence i.e. $\frac{X^{(k)}(0)}{|x_k|} \to x(0)$ with $|x(0)| = 1$. From Theorem 3 there is a further sub-sequence of $k(l)$ such that $\frac{X^{(k(l))}|x_k'|}{|x_k'|} \to x(\tau)$ almost surely where the function $x(\cdot) \in S(x(0))$. Under the stability condition (28), we have that for any fluid-limit function $x(\cdot) \in S(x(0))$, $x(\tau) = 0$ whenever $|x(0)| \leq 1$. This establishes that given any arbitrary sequence of initial conditions $x_k$ with $|x_k| \to \infty$, one can find a further sub-sequence $k'(l)$ such that
\[
\lim_{k'(l) \to \infty} \frac{1}{|x_{k'(l)}|} |X^{k'(l)}(0)| \to 0, \text{ a.s.} \tag{37}
\]
Therefore, we can conclude that for any sequence $x_k$ with $|x_k| \to \infty$, we have $\frac{1}{|x_k|} |X^{k}(|x_k|)}| \to 0$ in probability. But since, the family of random variables $\left\{ \frac{|X^{k}(|x_k|)}{|x|} \right\}_{x \in \mathbb{N}}$ is uniformly integrable, we have that
\[
\lim_{k \to \infty} \frac{1}{|x_k|} \mathbb{E}[|X^{k}(|x_k|)|] = 0. \tag{38}
\]
As $x_k$ was an arbitrary sequence, Equation (34) holds whenever condition (28) holds.

From Equation (34), we have that for any $\epsilon > 0$, there is a large enough $A$ such that Equation (30) holds. Furthermore, for any finite $A$, the set $\left\{ x \in \mathbb{N}^N : ||x|| \leq A \right\}$ is finite. Hence, we have that $X(t)$ is stable under the stability condition (28) which proves Theorem 2.

\section*{X. PROOF OF THEOREM 3}

\textbf{Proof:} The proof idea is to apply Rate-Conservation equations similar to that of Theorem 1. For any receiver-transmitter pair $(x; y) \in \phi_t$, define $B_t(x) = \sum_{T \in \phi_t \setminus \{y\}} f(||T - x||)$ and the cadlag process $\mathcal{B}_t = \sum_{x \in \phi_t} B_t(x)$.

Since we assume that the dynamics $\phi_t$ is ergodic, we write RCL for the stochastic process $\mathcal{B}_t$

\[
\lambda |S| \mathbb{E} \left[ 2 \int_{x \in S} B_0(x) \frac{dx}{|S|} \right] = \lambda_0 \mathbb{E} \left[ \frac{R_0}{\mathbb{E}[R_0]} \sum_{T_n \in \phi_0} \frac{R(T_n, \phi_0)}{R_0} 2B_0(T_n) \right] \tag{39}
\]

The LHS follows from PASTA and the fact that a birth can happen anywhere in $S$ uniformly and independently. The RHS follows from the Papangelou’s theorem that the point process on $\mathbb{R}$ corresponding to the death epochs admits $R_t = \frac{1}{T} \sum_{x_n \in \phi_0} R(X_n, \phi_0)$ as its Stochastic Intensity with respect to the filtration $\mathcal{F}_t = \sigma (\{\sigma_s : s \leq t\})$, the sigma algebra generated by the location of the links. We also have $\lambda_0 = \lambda |S|$ from Equation (17) and $\mathbb{E}[R_0] = \lambda |S| L$ from Equation (18). Using this to simplify Equation (39), we get
\[
\mathbb{E}[B_0(0)] = \frac{1}{\lambda |S| L} \mathbb{E} \left[ \sum_{T_n \in \phi_0} R(T_n, \phi_0) B_0(T_n) \right], \tag{40}
\]

where we used Fubini’s theorem and the fact that $\phi_0$ is stationary in simplifying the LHS. Using the definition of Palm probability to simplify the RHS, we get
\[
\mathbb{E}[B_0(0)] = \frac{\beta |S|}{\lambda L |S|} \mathbb{E}^0_{\phi_0} \left[ R(0, \phi_0) B_0(0) \right]. \tag{41}
\]

Since both $f(\cdot)$ and the path-loss $l(\cdot)$ are positive non-increasing functions, we have the deterministic behavior that if $B_0(0)$ increases, then $R(0, \phi_0)$ decreases. Hence, we can use the association inequality
\[
\mathbb{E}_{\phi_0}^0 \left[ R(0, \phi_0) B_0(0) \right] \leq \mathbb{E}_{\phi_0}^0 \left[ R(0, \phi_0) \right] \mathbb{E}_{\phi_0}^0 \left[ B_0(0) \right] \tag{42}
\]
Employing Inequality (42) in Equation (41), and the RCL $\lambda L = \beta \mathbb{E}_{\phi_0}^0 [R(0, \phi_0)]$ from equation (19) we get
\[ \mathbb{E}[B_0(0)] \leq \mathbb{E}_{\phi_0}^0[B_0(0)]. \] (43)

**XI. Proof of Theorem 8**

**Proof:** This can be argued by contradiction. Assume that for some $\epsilon > 0$ and a sub-sequence
\[ \mathbb{P} \left( \inf_{f \in \mathcal{S}(x(0))} \sup_{t \in [0, T]} |z_k^{-1} X(z_k t) - f(t)| > \epsilon \right) \geq \epsilon \] (44)
Without loss of generality, assume the above holds true for all $k \geq 1$.

The trajectories of the process $X_k^k(t)$ can be written in terms of independent unit-rate Poisson process $A_i^k$ and $D_i^k$
\[ X_k^k(t) = X_k^k(0) + A_i^k(\lambda e^2 t) - D_i^k \left( \int_0^t X_i^k(u) \log_2 \left( 1 + \frac{1}{N_0 + I_i^k(t)} \right) du \right). \] (45)
That is, $X_k^k(t)$ is a functional of the Point Process satisfying the set of Equations (45).

One can rewrite equation (45) by a change of variables as
\[ \frac{1}{z_k} X_k^k(z_k t) = \frac{1}{z_k} X_k^k(0) + \frac{1}{z_k} A_i^k(\lambda e^2 z_k t) - \frac{1}{z_k} D_i^k \left( \int_0^{z_k t} X_k^k(u) \log_2 \left( 1 + \frac{1}{N_0 + I_i^k(t)} \right) du \right). \] (46)

Now replacing $u$ by $z_k t$, we get the following
\[ \frac{1}{z_k} X_k^k(z_k t) = \frac{1}{z_k} X_k^k(0) + \frac{1}{z_k} A_i^k(\lambda e^2 z_k t) - \frac{1}{z_k} D_i^k \left( z_k \int_0^t X_i^k(z_k l) \log_2 \left( 1 + \frac{1}{N_0 + I_i^k(z_k l)} \right) dl \right), \] (47)
which can be written as
\[ \frac{1}{z_k} X_k^k(z_k t) = \frac{1}{z_k} X_k^k(0) + e^2 t - \int_0^t X_i^k(z_k l) \log_2 \left( 1 + \frac{1}{N_0 + I_i^k(z_k l)} \right) dl + \delta_i^k(t), \] (48)
where the error term $\delta_i^k(t)$ satisfies the stochastic bound
\[ \sup_{t \in [0, T]} |\delta_i^k(t)| \leq \frac{1}{z_k} \sup_{t \in [0, \lambda e^2 T]} |A_i^k(z_k t) - z_k t| + \frac{1}{z_k} \sup_{t \in [0, T \log_2(\epsilon)]} |D_i^k(z_k t) - z_k t|. \] (49)

The error term $\delta_i^k(t)$ is bounded by the following lemma.

**Lemma 4.** [28] Let $\Xi$ be a unit rate PPP on the real line. Then for all $T > 0$ and all $\lambda > 0$,
\[ \mathbb{P} \left( \sup_{t \in [0, T]} |\Xi(t) - t| \geq \lambda T \right) \leq e^{-\lambda h(\lambda)} + e^{-\lambda h(-\lambda)} \] (50)
where $h(\lambda) = (1 + \lambda) \log(1 + \lambda) - \lambda$.

This lemma in particular implies that there exists a sub-sequence $k(l), l \geq 1$ and a sequence $\epsilon(l) \to 0$ such that $\forall i$
\[ \sum_{l \geq 1} \mathbb{P} \left( \sup_{t \in [0, T]} |\delta_i^{k(l)}(t)| \geq \epsilon(l) \right) < \infty \]

By Borel-Cantelli’s lemma, there exists a sub sequence such that for all $i$, $\lim_{l \to \infty} \sup_{t \in [0, T]} |\delta_i^{k(l)}(t)| \to 0$ almost surely.
Now consider the random function $w_k(t) = \int_0^t X^k_{ij}(z_k l) \log_2 \left( 1 + \frac{1}{N_0 + I^k_i(z_k l)} \right) dl$ which is Lipschitz for each sample path $\omega$, i.e.

$$w_k(t) - w_k(s) = \int_s^t X^k_{ij}(z_k l) \log_2 \left( 1 + \frac{1}{N_0 + I^k_i(z_k l)} \right) dl \leq (t - s) \frac{\log_2(e)}{\sup_{x,y \in \mathbb{S}} p(x,y)} < \infty. \quad (52)$$

From the Arzela-Ascoli theorem, there exists a sub-sequence such that $w_k(t)$ converges uniformly on $[0, T]$ to a Lipschitz continuous function $D_i(t)$ for each sample path $\omega$. This along with the bound on $\sup_{t \in [0, T]} |\delta_{ij}(t)|$ yields that there is a sub-sequence such that

$$\frac{X^k_{i j}(z_k t)}{z_k} \to x_{ij}(t) := x_i(0) + \lambda_i t - D_i(t), \text{ a.s.,} \quad (53)$$

where the convergence happens uniformly over $[0, T]$. $D_i(t)$ is Lipschitz since $x_i(t)$ is Lipschitz continuous. It remains to show that $\bar{D}_i(t) = \frac{x_{i}(t)}{T_i}$. Since $D_i(t)$ is Lipschitz continuous, by Rademacher’s theorem, it is differentiable almost everywhere on $[0, T]$. For all $h > 0$,

$$\int_t^{t+h} X^k_{i j}(z_k l) \log_2 \left( 1 + \frac{1}{N_0 + I^k_i(z_k l)} \right) dl \to \int_t^{t+h} \frac{x_{i}(l)}{T_i^k} dl.$$ 

This follows from dominated convergence and the Lipschitz continuity of $l \to x_{ij}(l)$. Therefore $\bar{D}_i(t) = \frac{x_{i}(t)}{T_i}$. Hence, we have shown that given any sequence of initial conditions $X^k(0)$ and number $z_k$ such that the limit $\frac{X^k(0)}{z_k} = x(0)$ exists, we can find a sub-sequence $k_l$ such that $\frac{X^k_{ij}(z_k t)}{z_k}$ converges almost surely to the Lipschitz continuous fluid limit function $x(t)$. This is a contradiction and hence the theorem is proved.\[\Box\]

**XII. Proof Sketch for Corollary 5**

We just provide the proof outline for the necessary condition. The sufficient condition follows identically as in proof of Theorem 2. For the necessary condition, note that all Rate-Conservation Equations (Equations 17, 18 and 24) hold. In particular, we only have a different upper bound for $R(x; \phi_0)I(x; \phi_0)$ since the rate-function used is a different one. From Equation (15), we have

$$\chi L \int_{x \in \mathbb{S}} l(|x|) dx \leq \lim_{q \to \infty} \mathbb{E}_H \left[ \sum_{i=1}^{X_r} q \log_2 \left( 1 + \frac{1}{X_t (N_0 + q) \sigma_i (HH^\dagger)} \right) \right]$$

$$\n + \mathbb{E}_H \left[ \sum_{i=1}^{X_r} \lim_{q \to \infty} q \log_2 \left( 1 + \frac{1}{X_t (N_0 + q) \sigma_i (HH^\dagger)} \right) \right]$$

$$= \frac{\log_2(e)}{X_t} \mathbb{E}_H \left[ \sum_{i=1}^{X_r} \sigma_i (HH^\dagger) \right]$$

$$\leq \log_2(e) X_r.$$

where (a) follows from the Monotone Convergence theorem and (b) follows from the fact that $H$ is a matrix whose entries are i.i.d. complex-normal random variables with zero mean and unit variance. Re-arranging inequality (54) yields the necessary condition on the stability region for the MIMO channel model with independent channels.