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Abstract

Natural question generation (QG) is a challenging yet rewarding task, that aims to generate questions given an input passage and a target answer. Previous works on QG, however, either (i) ignore the rich structure information hidden in the word sequence, (ii) fail to fully exploit the target answer, or (iii) solely rely on cross-entropy loss that leads to issues like exposure bias and evaluation discrepancy between training and testing. To address the above limitations, in this paper, we propose a reinforcement learning (RL) based graph-to-sequence (Graph2Seq) architecture for the QG task. Our model consists of a Graph2Seq generator where a novel bidirectional graph neural network (GNN) based encoder is applied to embed the input passage incorporating the answer information via a simple yet effective Deep Alignment Network, and an evaluator where a mixed objective function combining both cross-entropy loss and RL loss is designed for ensuring the generation of semantically and syntactically valid text. The proposed model is end-to-end trainable, and achieves new state-of-the-art scores and outperforms all previous methods by a great margin on the SQuAD benchmark.

1 Introduction

Natural question generation (QG) is a challenging yet rewarding problem. It has many useful applications including improving the question answering task (Chen et al., 2017, 2019a) by providing more training data (Du et al., 2017; Tang et al., 2017; Song et al., 2017; Yuan et al., 2017; Li et al., 2018), generating practice exercises and assessments for educational purposes (Heilman and Smith, 2010; Heilman, 2011; Danon and Last, 2017) and helping dialog systems, such as Alexa and Google Assistant, to kick-start and continue a conversation with human users (Mostafazadeh et al., 2016). While many other works focus on QG from images (Mostafazadeh et al., 2016; Fan et al., 2018; Li et al., 2018) or knowledge bases (Serban et al., 2016; Elsahar et al., 2018), in this work, we focus on QG from textual data.

Conventional methods (Mostow and Chen, 2009; Heilman and Smith, 2010; Heilman, 2011; Hussein et al., 2014) for QG rely on heuristic rules or hand-crafted templates, with low generalizability and scalability. Recent attempts have focused on neural network-based approaches that do not require manually-designed rules and are end-to-end trainable. Inspired by neural machine translation, these approaches formulate the QG task as a sequence-to-sequence (Seq2Seq) learning problem, applying various types of encoders and decoders, and have shown promising results (Du et al., 2017; Zhou et al., 2017; Song et al., 2018a, 2017; Kumar et al., 2018a). However, these methods ignore the hidden structural information associated with a word sequence such as the syntactic parsing tree. Thus, they may fail to utilize the rich text structure which complements the simple word sequence.

It has been observed that in general, training Seq2Seq models using cross-entropy based objectives has some limitations such as exposure bias and inconsistency between train/test measurement (Ranzato et al., 2015; Wu et al., 2016; Norouzi et al., 2016; Paulus et al., 2017; Gong et al., 2019), and thus does not always produce the best results on discrete evaluation metrics. To tackle these issues, some recent QG approaches (Song et al., 2017; Kumar et al., 2018b) aim at directly optimizing evaluation metrics using Reinforcement Learning (RL) (Williams, 1992). However, existing approaches generally do not consider joint mixed objective functions with both semantic and syntactic constraints for guiding text
passage.

Early works on neural QG did not take into account the target answer information when generating a question. Recent works (Zhou et al., 2017; Song et al., 2018a, 2017; Kumar et al., 2018a; Kim et al., 2018; Liu et al., 2019) have explored various ways of utilizing the target answer to guide the generation of the question, resulting in more relevant questions with better quality. These methods mainly focus on either simply marking the answer location in the passage (Zhou et al., 2017; Liu et al., 2019) using complex passage-answer matching strategies (Song et al., 2018a, 2017), or carefully separating answers from passages when applying a Seq2Seq model. However, they neglect potential semantic relations between word pairs and thus do not explicitly model the global interactions among sequence words in the embedding space.

To address the aforementioned issues, we propose a reinforcement learning based generator-evaluator architecture for QG. Our generator employs a modified graph-to-sequence (Graph2Seq) (Xu et al., 2018a) model that encodes the graph representation of a passage using a graph neural network (GNN) based encoder, and outputs a question sequence using a RNN decoder. Our evaluator is trained by optimizing a mixed objective function combining both cross-entropy loss and RL loss which is based on discrete evaluation metrics, where we first pretrain the model with regular cross-entropy loss.

We design a two-stage training strategy to align passage graphs and investigate their performance impact on a GNN encoder.

- The proposed model achieves new state-of-the-art scores and outperforms all previous methods by a great margin on the SQuAD (Rajpurkar et al., 2016) benchmark.

## 2 An RL-based Generator-Evaluator Architecture

Given a passage $X^p = \{x^p_1, x^p_2, \ldots, x^p_N\}$ and a target answer $X^a = \{x^a_1, x^a_2, \ldots, x^a_L\}$, the task of natural question generation is to generate the best natural language question $Y = \{y_1, y_2, \ldots, y_T\}$ which maximizes the conditional likelihood $Y = \arg\max Y P(Y | X^p, X^a)$.

We use 300-dim GloVe (Pennington et al., 2014) embeddings and 1024-dim BERT (Devlin et al., 2018) embeddings to embed each word in the passage and the answer. Let us denote $g^p_i$ and $g^a_j$ as the GloVe embeddings of passage word $x^p_i$ and answer word $x^a_j$, respectively. Similarly, their corresponding BERT embeddings are denoted by $BERT^p_i$ and $BERT^a_j$, respectively.

### 2.1 Deep Alignment Network

Answer information is crucial for generating relevant questions from a passage. Unlike previous methods that simply mark the answer location in the passage (Zhou et al., 2017), we propose the Deep Alignment Network (DAN) for incorporating answer information to the passage.

We highlight our contributions as follows:

- We propose a novel RL based Graph2Seq model for natural question generation.
- We design a simple yet effective Deep Alignment Network for explicitly modeling answer information.
- We design a novel bidirectionally Gated Graph Neural Network to process directed passage graphs.
- We design a two-stage training strategy to train the proposed model with both cross-entropy and RL losses.
- We explore different ways of constructing passage graphs and investigate their performance impact on a GNN encoder.

The proposed model achieves new state-of-the-art scores and outperforms all previous methods by a great margin on the SQuAD (Rajpurkar et al., 2016) benchmark.
In this work, we define the attention score $\beta_{i,j} \propto \exp(\text{ReLU}(WX^p_i)\text{T}\text{ReLU}(WX^a_j))$ where $W \in \mathbb{R}^{d \times d_a}$ is a trainable model parameter with $d$ being the hidden state size.

2.1.1 Word-level Alignment

We first do soft-alignment at the word-level based on the GloVe embeddings of the passage and the answer. Specifically, we compute the aligned answer embeddings by $f_{\text{align}}(X^p) = \text{Align}(g^p; g^a, g^o)$, where $f_{\text{align}}(x^p_i)$ is the aligned answer embedding for the $i$-th passage word.

For each passage word $x^p_i$, we concatenate its GloVe embedding $g^p_i$, BERT embedding $\text{BERT}^p_i$, linguistic feature (i.e., case, NER and POS) vector $f_{\text{feat}}(x^p_i)$ and the aligned answer embedding $f_{\text{align}}(x^p_i)$ to obtain a $d_p$-dim vector $w^p_i$. A bidirectional LSTM (Hochreiter and Schmidhuber, 1997) is applied to the passage embeddings $W^p = \{w^p_i\}_{i=1}^N$ to obtain contextualized passage embeddings $H^p \in \mathbb{R}^{d \times N}$. Similarly, for each answer word $x^a_i$, we concatenate its GloVe embedding $g^a_i$ with its BERT embedding $\text{BERT}^a_i$ to obtain a $d_a$-dim vector $w^a_i$. Another BiLSTM is applied to the answer embeddings $W^a = \{w^a_i\}_{i=1}^L$ to obtain contextualized answer embeddings $H^a \in \mathbb{R}^{d \times L}$.

2.1.2 Hidden-level Alignment

We proceed to do soft-alignment at the hidden state level based on the contextualized passage and answer embeddings. Similarly, we compute the aligned answer embeddings by $f_{\text{align}}^2(X^p) = \text{Align}(g^p; \text{BERT}^p; H^p), [g^a; \text{BERT}^a; H^a]$. $H^p$.

Finally, we apply another BiLSTM to the concatenation of the contextualized passage embeddings $H^p$ and the aligned answer embeddings $f_{\text{align}}^2(X^p)$ to get a $d$ by $N$ passage embedding matrix $X$.

2.2 Bidirectional Graph Encoder

While a Recurrent Neural Network (RNN) is good at modeling local interactions among consecutive passage words, a Graph Neural Network (GNN) can better utilize the rich text structure and the global interactions among sequence words, and thus further improve the representations. Therefore, we construct a passage graph $G$ which consists of each passage word as a node, and apply a GNN to the graph.

2.2.1 Passage Graph Construction

While it is straightforward to apply GNNs to graph structured data, it is not clear what is the best way of representing text as a graph. In this work, we explore both static and dynamic ways of constructing a graph for textual data.

Syntax-based static graph construction: We construct a directed unweighted passage graph based on dependency parsing. For each sentence in a passage, we first get its dependency parse tree. Then, we connect those neighboring dependency parse trees by connecting those nodes that are at a sentence boundary and next to each other.

Semantic-aware dynamic graph construction: We dynamically build a weighted graph to model semantic relationships among passage words. We make the process of building such a graph depend on not only the passage, but also on the answer. Specifically, we first apply a self-attention mechanism to the word-level passage embeddings $W^p$ to compute an attention matrix $A$, serving as a
weighted adjacency matrix for the passage graph, defined as \( A = \text{ReLU}(UW^p)^T \text{ReLU}(UW^p) \) where \( U \) is a \( d \times d_p \) trainable weight.

Considering that a fully connected passage graph is not only computationally expensive but also makes little sense for graph processing, we proceed to extract a sparse and directed graph where the \( K \) nearest neighbors (including itself) as well as the associated attention scores (i.e., the remaining attentions scores are masked off) for each node. Finally, we apply a softmax function to these selected adjacency matrix elements to get two normalized adjacency matrices, namely, \( A^{-1} \) and \( A^+ \), for incoming and outgoing directions, respectively.

\[
A^{-1} = \text{softmax}(\hat{A}) \\
A^+ = \text{softmax}(\hat{A}^T) \\
\hat{A} = \text{topk}(A)
\]

Note that the supervision signal is able to back-propagate through the KNN-style graph sparsification operation since the \( K \) nearest attention scores are kept and used to compute the weighted adjacency matrices.

### 2.2.2 Bidirectional Gated Graph Neural Networks

Unlike the previous Graph2Seq work (Xu et al., 2018a) that uses bidirectional GraphSAGE (Hamilton et al., 2017), we instead propose a novel Bidirectional Gated Graph Neural Network (BiGGNN) to process the directed passage graph. We extend the Gated Graph Sequence Neural Networks (Li et al., 2015) to handle directed graphs. Node embeddings are initialized to the representation of node \( v \) as \( h^n_v \). To compute the graph-level representation, we first apply a linear projection to the node embeddings, and then apply a maxpooling over all node embeddings to get a \( d \)-dim vector \( h_G \).

And for the semantic-aware dynamic graph, we compute a weighted average for aggregation where the weights come from the normalized adjacency matrices \( A^{-1} \) and \( A^+ \), defined as,

\[
h^k_{N^{-i}(v)} = \sum_{u \in N^{-i}(v)} a^{-1}_{i,u} h^{k-1}_u \\
h^k_{N^+(v)} = \sum_{u \in N^+(v)} a^+_{i,u} h^{k-1}_u
\]

While (Xu et al., 2018a) learn separate node embeddings for both directions independently, we choose to use a fusion function to fuse the information aggregated in two directions in every hop, which we find works better.

\[
h^k_N = \text{Fuse}(h^k_{N^{-i}(v)}, h^k_{N^+(v)})
\]

And the fusion function is designed as a gated sum of two information sources,

\[
\text{Fuse}(a, b) = z \ast a + (1 - z) \ast b \\
z = \sigma(W_z[a; b; a \ast b; a - b] + b_z)
\]

where \( \sigma \) is a sigmoid function and \( z \) is a gating vector.

Finally, a Gated Recurrent Unit (GRU) (Cho et al., 2014) is used to update the node embeddings by incorporating the aggregation information,

\[
h^k_v = \text{GRU}(h^{k-1}_v, h^k_N)
\]

After \( n \)-hops of GNN computation where \( n \) is a hyperparameter of GNN computation where \( n \) is a hyperparameter of

### 2.3 Decoder

On the decoder side, we follow the previous works (See et al., 2017; Song et al., 2017) to adopt an attention-based (Bahdanau et al., 2014; Luong et al., 2015) LSTM model with copy (Vinyals et al., 2015; Gu et al., 2016) and coverage mechanisms (Tu et al., 2016). The decoder takes the graph-level embedding \( h_G \) followed by two separate fully-connected layers as initial hidden states (i.e., \( c_0 \) and \( s_0 \)) and the node embeddings \( \{h^n_v, \forall v \in G\} \) as the attention memory, and generates the output sequence one word at a time.
The particular decoder used in this paper closely follows the work of (See et al., 2017) and we refer the readers to (See et al., 2017) for more details on the decoder. We now briefly describe the decoder. Basically, at each decoding step \( t \), an attention mechanism learns to attend to the most relevant words in the input sequence, and computes a content vector \( h_t^c \) based on the current decoding state \( s_t \), the current coverage vector \( c_t \) and the attention memory. In addition, the generation probability \( P_{\text{gen}} \in [0, 1] \) is calculated from the context vector \( h_t^c \), the decoder state \( s_t \) and the decoder input \( y_{t-1} \). Next, \( P_{\text{gen}} \) is used as a soft switch to choose between generating a word from the vocabulary, or copying a word from the input sequence. We dynamically maintain an extended vocabulary which is the union of the usual vocabulary and all words appearing in a batch of source examples (i.e., passages and answers). Finally, in order to encourage the decoder to utilize the diverse components of the input sequence, a coverage mechanism is applied. At each step, we maintain a coverage vector \( c_t \), which is the sum of attention distributions over all previous decoder time steps. A coverage loss is also computed to penalize repeatedly attending to the same locations of the input sequence.

### 2.4 Policy Based Reinforcement Learning

The most widely used way to train a sequence learning model is to optimize the log-likelihood of the ground-truth output sequence at each decoding step, which is known as the teacher forcing algorithm (Williams and Zipser, 1989).

However, it has been observed that optimizing such cross-entropy based training objectives for sequence learning does not always produce the best results on discrete evaluation metrics (Ranzato et al., 2015; Wu et al., 2016; Norouzi et al., 2016; Paulus et al., 2017; Gong et al., 2019). There are two main limitations of this method. First, a model has access to the ground-truth sequence up to the next token during training but does not have such supervision when testing, resulting in accumulated errors. This gap of model behavior between training and inference is called exposure bias (Ranzato et al., 2015). Second, there is an evaluation discrepancy between training and testing. A model is optimized with cross-entropy loss during training while evaluated with discrete evaluation metrics during testing.

To address the above issues, we present an evaluator where a mixed objective function combining both cross-entropy loss and RL loss is designed for ensuring the generation of semantically and syntactically valid text. We learn a policy that directly optimizes an evaluation metric using REINFORCE (Williams, 1992). In this work, we utilize the self-critical policy gradient training algorithm (Rennie et al., 2017), which is an efficient REINFORCE algorithm that, rather than estimating the reward signal, or how the reward signal should be normalized, utilizes the output of its own test-time inference algorithm to normalize the rewards it experiences.

For this training algorithm, at each training iteration, the model generates two output sequences: the sampled output \( Y^s \), produced by multinomial sampling, that is, each word \( y_t^s \) is sampled according to the likelihood \( P(y_t^s | X, y_{<t}) \) predicted by the generator, and the baseline output \( \hat{Y} \), obtained by greedy search, that is, maximizing the output probability distribution at each decoding step. We define \( r(\hat{Y}) \) as the reward of an output sequence \( \hat{Y} \), computed by comparing it to corresponding ground-truth sequence \( Y^* \) with some reward metrics. The loss function is defined as:

\[
L_{\text{rl}} = (r(\hat{Y}) - r(Y^*)) \sum_t \log P(y_t^s | X, y_{<t})
\]  

As we can see, if the sampled output has a higher reward than the baseline one, we maximize its likelihood, and vice versa.

**Evaluation metric as reward function:** We use one of our evaluation metrics, BLEU-4, as our reward function \( f_{\text{eval}} \), which lets us directly optimize the model towards the evaluation metrics.

**Semantic metric as reward function:** One drawback of some evaluation metrics like BLEU is that they do not measure meaning, but only reward systems for n-grams that have exact matches in the reference system. To make our reward function more effective and robust, we additionally use word movers distance (WMD) as a semantic reward function \( f_{\text{sem}} \). WMD is the state-of-the-art approach to measure the dissimilarity between two sentences based on word embeddings (Kusner et al., 2015). Following (Gong et al., 2019), we take the negative of the WMD distance between a generated sequence and the ground-truth sequence and divide it by the sequence length as its semantic score.

We define the final reward function as:

\[
r(Y) = f_{\text{eval}}(Y, Y^*) + \alpha f_{\text{sem}}(Y, Y^*)
\]  

where \( \alpha \) is a scalar.
2.5 Training and Testing

We train our model in two stages. In the first state, we train the model using regular cross-entropy loss, defined as,

\[ L_{lm} = -\sum_{i} \log P(y_i^* | X, y_{<i}) + \lambda \text{covloss}_t \]  

(8)

where \( y_i^* \) is the word at the \( t \)-th position of the ground-truth output sequence and covloss\(_t\) is the coverage loss defined as \( \sum_{i} \min(a^T_i, c^T_i) \), with \( a^T_i \) being the \( i \)-th element of the attention vector over the input sequence at time step \( t \). Note that the scheduled teacher forcing strategy (Bengio et al., 2015) is adopted to alleviate the exposure bias problem.

In the second stage, we fine-tune the model by optimizing a mixed objective function combining both cross-entropy loss and reinforcement loss, defined as,

\[ L = \gamma L_{rl} + (1 - \gamma) L_{lm} \]  

(9)

where \( \gamma \) is a scaling factor controlling the trade-off between cross-entropy and reinforcement losses. A similar mixed-objective learning function has been used by (Wu et al., 2016; Paulus et al., 2017) for machine translation and text summarization.

During the testing phase, we use beam search of width 5 to generate our final predictions.

3 Experiments

In this section, we conduct evaluation of our proposed model against state-of-the-art models. Following previous works, we use the SQuAD dataset (Rajpurkar et al., 2016) as our benchmark, described below. The implementation of the model will be publicly available soon.

3.1 Data and Metrics

SQuAD contains more than 100K questions posed by crowd workers on 536 Wikipedia articles. Since the test set of the original SQuAD is not publicly available, the accessible parts (90%) are used as the entire dataset in our experiments. For fair comparison, we evaluated our model on both data split-1 (Song et al., 2018a)\(^1\) that contains 75,500/17,934/11,805 examples and data split-2 (Zhou et al., 2017)\(^2\) that contains 86,635/8,965/8,964 examples.

Following previous works, we report and use BLEU-4 (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005) and ROUGE-L (Lin, 2004) as our evaluation metrics (BLEU-4 and METEOR were initially designed for evaluating machine translation systems and ROUGE-L was initially designed for evaluating text summarization systems).

3.2 Model Settings

We keep and fix the GloVe vectors for the most frequent 70,000 words in the training set. For BERT embeddings, we compute BERT embeddings on the fly for each word in text using a (trainable) weighted sum of all BERT layer outputs. The embedding sizes of case, POS and NER tags are set to 3, 12 and 8, respectively. The size of all hidden layers is set to 300. We apply a variational dropout (Kingma et al., 2015) rate of 0.4 after word embedding layers and 0.3 after RNN layers. We set the neighborhood size to 10 for dynamic graph construction. The number of GNN hops is set to 3. During training, in each epoch, we set the initial teacher forcing probability to 0.75 and exponentially increase it to \( 0.75 \times 0.9999^i \) where \( i \) is the training step. We set \( \alpha \) in the reward function to 0.1, \( \gamma \) in the mixed loss function to 0.99, and the coverage loss ratio \( \lambda \) to 0.4. We use Adam (Kingma and Ba, 2014) as the optimizer and the learning rate is set to 0.001 in the pretraining stage and 0.00001 in the fine-tuning stage. We reduce the learning rate by a factor of 0.5 if the validation BLEU-4 score stops improving for three epochs. We stop the training when no improvement is seen for 10 epochs. We clip the gradient at length 10. The batch size is set to 60 and 50 on data split-1 and split-2, respectively. All hyper-parameters are tuned on the development set.

3.3 Baseline methods

We compare our model with the following baseline methods: NQG++ (Zhou et al., 2017), MPQG+R (Song et al., 2017), ASs2s (Kim et al., 2018) and CGC-QG (Liu et al., 2019).

3.4 Evaluation Results and Case Study

Table 1 shows the experimental results comparing against all baseline methods. First of all, as we can see, our full model G2S\(_{std} + \)BERT+RL achieves the new state-of-the-art scores on both data splits and outperforms all previous methods by a great margin. Notably, some previous state-of-the-art
**Methods**

| Methods            | BLEU-4 | METEOR | ROUGE-L | BLEU-4 |
|--------------------|--------|--------|---------|--------|
| NQG++ (Zhou et al., 2017) | –      | –      | –       | 13.29  |
| MPQG+R (Song et al., 2017) | 13.98  | 18.77  | 42.72   | 13.91  |
| ASs2s (Kim et al., 2018) | 16.20  | 19.92  | 43.96   | 16.17  |
| CGC-QG (Liu et al., 2019) | –      | –      | –       | 17.55  |
| G2S$_{sta}$ +BERT+RL (our model) | **17.94** | **21.76** | **46.02** | **18.30** |

Table 1: Evaluation results of baseline methods and our model on the SQuAD test set. Higher scores indicate better performance. Note that we only report BLEU-4 on Split-2 since most of the baselines only report this result.

**Passage:** for the successful execution of a project, effective planning is essential.

**Gold:** what is essential for the successful execution of a project?

**Seq2Seq:** what type of planning is essential for the project?

**G2S$_{sta}$ w/o DAN:** what type of planning is essential for the successful execution of a project?

**G2S$_{sta}$:** what is essential for the successful execution of a project?

**G2S$_{sta}$ +BERT:** what is essential for the successful execution of a project?

**G2S$_{sta}$ +BERT+RL:** what is essential for the successful execution of a project?

**Passage:** the church operates three hundred sixty schools and institutions overseas.

**Gold:** how many schools and institutions does the church operate overseas?

**Seq2Seq:** how many schools does the church have?

**G2S$_{sta}$ w/o DAN:** how many schools does the church have?

**G2S$_{sta}$:** how many schools and institutions does the church have?

**G2S$_{sta}$ +BERT:** how many schools and institutions does the church have?

**G2S$_{sta}$ +BERT+RL:** how many schools and institutions does the church operate?

Table 2: Generated questions on SQuAD split-2 test set. Target answers are underlined.

In Table 2, we further show a few examples that illustrate the quality of generated text given a passage under different models. As we can see, incorporating answer information helps the model identify the answer type of the question to be generated, thus makes the generated questions more relevant and specific. Also, we find our Graph2Seq model can generate more complete and valid questions compared to the Seq2Seq baseline. Lastly, it shows that fine-tuning the model using REINFORCE can improve the quality of the generated questions.

### 3.5 Ablation Study of the Proposed Model

| Methods                  | Split-2 BLEU-4 |
|--------------------------|---------------|
| G2S$_{sta}$ +BERT+RL     | 18.30         |
| G2S$_{sta}$ +BERT-fixed+RL | 18.20   |
| G2S$_{sta}$ +BERT         | 18.02         |
| G2S$_{sta}$ +BERT-fixed   | 17.86         |
| G2S$_{sta}$ +RL           | 17.49         |
| G2S$_{sta}$              | 16.96         |
| G2S$_{dyn}$              | 16.81         |
| G2S$_{dyn}$ w/o feat.    | 16.51         |
| G2S$_{sta}$ w/o feat.    | 16.65         |
| G2S$_{dyn}$ w/o DAN       | 12.58         |
| G2S$_{sta}$ w/o DAN       | 12.62         |
| G2S$_{sta}$ w/ DAN-word only | 15.92 |
| G2S$_{sta}$ w/ DAN-hidden only | 16.07 |
| G2S$_{sta}$ w/ GGNN-forward | 16.53 |
| G2S$_{sta}$ w/ GGNN-backward | 16.75 |
| G2S$_{sta}$ w/o BIGGNN (Seq2Seq) | 16.14 |
| G2S$_{sta}$ w/o BIGGNN, w/ GCN | **14.47** |

Table 3: Ablation study on the SQuAD split-2 test set. Higher scores indicate better performance.
SQuAD split-2 test set. By turning off the Deep Alignment Network (DAN), the BLEU-4 score of G2S$_{sta}$ dramatically drops from 16.96% to 12.62%, which indicates the importance of answer information for QG and shows the effectiveness of DAN. We have a similar observation for the G2S$_{dyn}$ model. Further experiments demonstrate that both word-level (G2S$_{sta}$ w/ DAN-word only) and hidden-level (G2S$_{sta}$ w/ DAN-hidden only) answer alignments in DAN are helpful. We can see the advantages of Graph2Seq learning over Seq2Seq learning on this task by comparing the performance between G2S$_{sta}$ and Seq2Seq. In our experiments, we also observe that doing both forward and backward message passing in the GNN encoder is beneficial. Surprisingly, using GCN (Kipf and Welling, 2016) as the graph encoder (and converting the input graph to an undirected graph) harms the performance. In addition, fine-tuning the model using REINFORCE can further improve the model performance in all settings (i.e., w/ and w/o BERT), which shows the benefits of directly optimizing evaluation metrics. Besides, we find that the pretrained BERT embedding has a considerable impact on the performance and fine-tuning BERT embedding even further improves the performance, which demonstrates the power of large-scale pretrained language models. Incorporating common linguistic features (i.e., case, POS, NER) also helps the overall performance to some extent. Lastly, we find that syntax-based static graph construction slightly performs better than semantic-aware dynamic graph construction, even though the latter one seems to be more powerful (i.e., answer-aware and history-aware) and can be optimized towards the QG task in an end-to-end manner. Another big advantage of dynamic graph construction we can see is that it does not rely on domain knowledge to construct the graph. We leave how to better construct a dynamic graph for textual data in an end-to-end manner as future work. Another interesting direction is to explore effective ways of combining both the static and dynamic graphs.

4 Related Work

4.1 Natural Question Generation

Early works (Mostow and Chen, 2009; Heilman and Smith, 2010; Heilman, 2011; Hussein et al., 2014) for QG focused on rule-based approaches that rely on heuristic rules or hand-crafted templates, with low generalizability and scalability. Recent attempts have focused on Neural Network (NN) based approaches that do not require manually-designed rules and are end-to-end trainable. Existing NN based approaches (Du et al., 2017; Zhou et al., 2017; Song et al., 2018a; Kumar et al., 2018a) rely on the Seq2Seq model with attention, copy or coverage mechanisms. In addition, various ways (Zhou et al., 2017; Song et al., 2018a, 2017; Kim et al., 2018) have been proposed to utilize the target answer so as to guide the generation of the question. To address the limitations of cross-entropy based sequence learning, some approaches (Song et al., 2017; Kumar et al., 2018b) aim at directly optimizing evaluation metrics using REINFORCE.

4.2 Graph Neural Networks

Over the past few years, graph neural networks (GNNs) (Kipf and Welling, 2016; Gilmer et al., 2017; Hamilton et al., 2017; Li et al., 2015) have drawn increasing attention. Recently, GNNs have been applied to extend the widely used Seq2Seq architectures (Sutskever et al., 2014; Cho et al., 2014) to Graph2Seq architectures (Xu et al., 2018a,b,c; Song et al., 2018b). Very recently, researchers have explored methods to automatically construct a graph of visual objects (Norcliffe-Brown et al., 2018) or words (Liu et al., 2018; Chen et al., 2019b) when applying GNNs to non-graph structured data.

5 Conclusion

We proposed a novel reinforcement learning based Graph2Seq model for natural question generation, where the answer information is utilized by a simple yet effective Deep Alignment Network and a novel bidirectional GNN is proposed to process the directed passage graph. Our two-stage training strategy takes the benefits of both cross-entropy based and REINFORCE based training when training a sequence learning model. On the SQuAD dataset, our proposed model achieves the new state-of-the-art scores and outperforms all previous methods by a great margin. We also explore different ways of constructing graphs of textual data for graph neural networks. In the future, we would like to investigate more effective ways of automatically learning graph structures from free text.
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