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Abstract

We study the eigenvalue problem for some special class of anti-triangular matrices. Though the eigenvalue problem is quite classical, as far as we know, almost nothing is known about properties of eigenvalues for anti-triangular matrices. In this paper, we show that there is a nice class of anti-triangular matrices whose eigenvalues are given explicitly by their elements. Moreover, this class contains several interesting subclasses which we characterize in terms of probability measures. We also discuss the application of our main theorem to the study of interacting particle systems, which are stochastic processes studied in extensive literature.

1 Introduction

The aim of this paper is to study the eigenvalue problem for anti-triangular matrices. In general, it is impossible to express the eigenvalues of a given matrix explicitly in terms of its elements. Obviously, for a triangular matrix, the eigenvalues are given by its diagonal elements. On the other hand, for an anti-triangular matrix, such a simple relation seems hard to expect. However, in this paper, we show that for a certain class of anti-triangular
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matrices, similar property holds. Moreover, this class contains several interesting subclasses which we characterize in terms of probability measures.

The eigenvalue problem is one of the most classical and well-studied topics in wide fields of mathematics. In the theory of Markov chains, an estimate of the eigenvalues of a transition matrix is essential to know the speed of convergence to an invariant measure (or stationary distribution). Recently, in the study of interacting particle systems, which are continuous time Markov processes with discrete state space, it is shown that an estimate of the eigenvalues of some special matrix obtained from an invariant measure is also useful to know the speed of convergence to the invariant measure. This matrix is, by the way of construction, an anti-triangular, stochastic and “symmetric” (in the sense defined in this paper) matrix. Our original motivation was to estimate the eigenvalue of this type of matrix. Therefore, we also discuss what is shown for this original case by our main theorem in the last part of the paper.

2 Notations and main results

2.1 General case

We denote by $M(n+1, \mathbb{C})$ the $\mathbb{C}$-linear space of square matrices of size $n+1$ and by $M_L(n+1, \mathbb{C})$ the $\mathbb{C}$-linear space of lower triangular matrices of size $n+1$. Let $G = (g_{ij})_{i,j=0}^n \in M(n+1, \mathbb{C})$ be the matrix with nonzero elements $g_{i,n-1} = 1, i = 0, 1, \ldots, n$;

$$G = \begin{pmatrix}
0 & 1 & 1 \\
1 & 0 & 1 \\
\vdots & & \ddots \\
1 & \cdots & 0
\end{pmatrix}.$$

(2.1)

Note that $G^{-1} = G$.

**Definition 2.1.** A matrix $X = (x_{ij})_{i,j=0}^n \in M(n+1, \mathbb{C})$ is called a “lower anti-triangular matrix” if $x_{ij} = 0$ for $i + j < n$;

$$X = \begin{pmatrix}
0 & & \cdots & x_{0,n} \\
& \ddots & \cdots & \vdots \\
&& \ddots & \cdots \\
x_{n,0} & \cdots & & 2
\end{pmatrix}.$$

(2.2)
In other words, a matrix \( X = (x_{ij})_{i,j=0}^{n} \in M(n+1, \mathbb{C}) \) is “lower anti-triangular” if and only if \( X = \tilde{X}G \) for some \( \tilde{X} \in ML(n+1, \mathbb{C}) \).

Analogously, we can define upper anti-triangular matrices. The eigenvalue problem for the upper anti-triangular matrices is equivalent to that for the lower anti-triangular matrices since for any upper anti-triangular matrix \( X, G^{-1}XG \) is lower anti-triangular and vice versa. Therefore, from now on, we only consider the lower anti-triangular matrices and as long as it is not stated otherwise, “anti-triangular” always means “lower anti-triangular” and “triangular” always means “lower triangular”.

Generally, it is not easy to express the eigenvalues of an anti-triangular matrix in terms of its elements. On the other hand, there are interesting examples for which we are able to do this.

**Example 2.2.** Let \( T = (t_{ij})_{i,j=0}^{n} \) and \( S = (s_{ij})_{i,j=0}^{n} \in ML(n+1, \mathbb{C}) \) be matrices with elements \( t_{ij} = \frac{1}{n+1}1_{i \geq j} \) and \( s_{ij} = \left( \begin{array}{c} i \\ j \end{array} \right) \frac{1}{2n}1_{i \geq j} \). Then, \( TG \) and \( SG \) are anti-triangular matrices written as

\[
TG = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\frac{1}{n+1} & \frac{1}{n+1} & \cdots & \frac{1}{n+1}
\end{pmatrix}
\]

and

\[
SG = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{1}{2n} & \frac{1}{2n} & \cdots & \frac{1}{2n}
\end{pmatrix}
\]

Remarkably, the eigenvalues of \( TG \) are

\[
\left( 1, -\frac{1}{2}, \frac{1}{3}, -\frac{1}{4}, \ldots, (-1)^n \frac{1}{n+1} \right) = \left( t_{00}, -t_{11}, t_{22}, -t_{33}, \ldots, (-1)^nt_{nn} \right)
\]

and the eigenvalues of \( SG \) are

\[
\left( 1, -\frac{1}{2}, \frac{1}{4}, -\frac{1}{8}, \ldots, (-1)^n \frac{1}{2n} \right) = \left( s_{00}, -s_{11}, s_{22}, -s_{33}, \ldots, (-1)^ns_{nn} \right)
\]

We have a proof for this fact in Example 2.24.
Now, we can expect that a similar property holds for some class of triangular matrices. We first make clear the property we will study.

**Definition 2.3.** We say that \( X = (x_{ij}) \in M_L(n+1, \mathbb{C}) \) has “anti-diagonal eigenvalue property” if \( XG \) is similar to \( \text{diag}(x_{00}, -x_{11}, x_{22}, \ldots, (-1)^nx_{nn}) \).

**Definition 2.4.** We say that \( X = (x_{ij}) \in M(n+1, \mathbb{C}) \) has “weak anti-diagonal eigenvalue property” if \( \det(\lambda I - XG) = \prod_{i=0}^{n}(\lambda - (-1)^ix_{ii}) \) where \( I \) is the identity matrix.

As stated above, \( T \) and \( S \) have anti-diagonal eigenvalue property. Obviously, if a matrix \( X \) has anti-diagonal eigenvalue property, then it has weak anti-diagonal eigenvalue property. On the other hand, if a matrix \( X = (x_{ij}) \) has weak anti-diagonal eigenvalue property and satisfies \( (-1)^ix_{ii} \neq (-1)^jx_{jj} \) for all \( i \neq j \), then \( X \) has anti-diagonal eigenvalue property. We also remark that the statement “the set of eigenvalues of \( XG \) is equal to \( \{(-1)^ix_{ii}; i = 0, 1, \ldots, n\} \)” is not equivalent to “\( XG \) has anti-diagonal eigenvalue property” nor “\( XG \) has weak anti-diagonal eigenvalue property”.

To characterize triangular matrices having (weak) anti-diagonal eigenvalue property, we first study the cases \( n = 1 \) and 2.

**Lemma 2.5.** If \( n = 1 \), then a triangular matrix \( X \) has “weak anti-diagonal eigenvalue property” if and only if there exists \( a, b \in \mathbb{C} \) such that

\[
XG = \begin{pmatrix}
0 & a \\
b & a - b
\end{pmatrix}.
\]

Proof. Let

\[
X = \begin{pmatrix}
a & 0 \\
c & b
\end{pmatrix}
\]

and solve the equation \( \det(\lambda I - XG) = \lambda(\lambda - c) - ab = (\lambda - a)(\lambda - (-b)) \) for any \( \lambda \in \mathbb{C} \), then we have \( c = a - b \). \( \square \)

In particular, for any given pair of numbers \( (\lambda_0, \lambda_1) \in \mathbb{C}^2 \), there exists a unique triangular matrix \( X \) satisfying \( (x_{00}, x_{11}) = (\lambda_0, \lambda_1) \) and having “weak anti-diagonal eigenvalue property”.

**Lemma 2.6.** If \( n = 2 \), then a triangular matrix \( X \) has “weak anti-diagonal eigenvalue property” if and only if there exists \( a, b, c \in \mathbb{C} \) and \( p, q \in \mathbb{C} \) satisfying \( pq = 2(a - b)(b - c) \) such that

\[
XG = \begin{pmatrix}
0 & 0 & a \\
0 & b & p \\
c & q & a - 2b + c
\end{pmatrix}.
\]
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Proof. The same as the proof of Lemma 2.5.

In particular, for any given triplet of numbers \((\lambda_0, \lambda_1, \lambda_2) \in \mathbb{C}^3\), there exist uncountably many triangular matrices \(X\) satisfying \((x_{00}, x_{11}, x_{22}) = (\lambda_0, \lambda_1, \lambda_2)\) and having weak anti-diagonal eigenvalue property.

On the other hand, for any triplet of numbers \((\lambda_0, \lambda_1, \lambda_2) \in \mathbb{C}^3\) satisfying \(\lambda_0 \neq \lambda_1\), there exists a unique triangular matrix \(X\) whose all leading principle submatrices having weak anti-diagonal eigenvalue property. Precisely,

\[
XG = \begin{pmatrix}
0 & 0 & \lambda_0 \\
0 & \lambda_1 & \lambda_0 - \lambda_1 \\
\lambda_2 & 2(\lambda_1 - \lambda_2) & \lambda_0 - 2\lambda_1 + \lambda_2
\end{pmatrix}.
\] (2.8)

From the above observations, it seems too complicated to characterize all matrices having (weak) anti-diagonal eigenvalue property. Therefore, we introduce the notion of global (weak) anti-diagonal eigenvalue property and characterize matrices having this property.

Let \(N_0 = \mathbb{N} \cup \{0\}\) and \(M(\infty, \mathbb{C}) = \{X = (x_{ij})_{i,j \in \mathbb{N}_0}\}\) be the set of matrices with infinitely many rows and columns and \(M_L(\infty, \mathbb{C}) = \{X = (x_{ij})_{i,j \in \mathbb{N}_0}; x_{ij} = 0 (\forall i < j)\}\) the set of lower triangular matrices with infinitely many rows and columns.

**Definition 2.7.** We say that \(X \in M_L(n+1, \mathbb{C})\) or \(\in M_L(\infty, \mathbb{C})\) has “global (weak) anti-diagonal eigenvalue property” if all finite leading principal submatrices of \(X\) have (weak) anti-diagonal eigenvalue property.

We denote the set of matrices having global anti-diagonal eigenvalue property and global weak anti-diagonal eigenvalue property by \(M_L'(n+1, \mathbb{C})\), \(M_L'(\infty, \mathbb{C})\), \(M_L^{*,\text{weak}}(n+1, \mathbb{C})\) and \(M_L^{*,\text{weak}}(\infty, \mathbb{C})\) respectively.

In the rest of the paper, if a matrix \(X\) is defined by its entries \((x_{ij})\) where \(x_{ij}\) depends only on \(i\) and \(j\), then we regard \(X\) as an element of \(M(n+1, \mathbb{C})\) as well as of \(M(\infty, \mathbb{C})\) depending on the context.

**Remark 2.8.** Both of \(T\) and \(S\) in Example 2.2 are in \(M_L^*(n+1, \mathbb{C})\) and also in \(M_L^*(\infty, \mathbb{C})\).

Our goal is to give a good characterization of \(M_L^*(n+1, \mathbb{C})\) (or \(M_L^*(\infty, \mathbb{C})\)) and \(M_L^{*,\text{weak}}(n+1, \mathbb{C})\) (or \(M_L^{*,\text{weak}}(\infty, \mathbb{C})\)).

Let \(P = (p_{ij})\) be the matrix with entries \(p_{ij} = \binom{i}{j}1_{\{i \geq j\}}\). It is easy to see that \((P^{-1})_{ij} = (-1)^{i-j}(i)\binom{i}{j}1_{\{i \geq j\}}\). We define the linear subspaces \(V_P(n)\) of \(M(n+1, \mathbb{C})\) and \(V_P(\infty)\) of \(M(\infty, \mathbb{C})\) by

\[V_P(n) = \{X \in M(n+1, \mathbb{C}); P^{-1}XP\text{ is a diagonal matrix}\},\] and
\[ V_P(\infty) = \{ X \in M(\infty, \mathbb{C}); \forall n \in \mathbb{N}, \ X|_n : = (x_{ij})_{i,j=0}^n \in V_P(n) \}, \]

respectively.

**Lemma 2.9.** For \( G \in M(n+1, \mathbb{C}) \), \( Q := P^{-1}GP \) is an upper triangular matrix with \( Q_{ij} = (-1)^i \binom{n-i}{j-i} \mathbf{1}_{\{j \geq i\}} \). In particular, \( Q_{ii} = (-1)^i \).

**Proof.** We consider the correspondence between elements of \( M(n+1, \mathbb{C}) \) and operators on polynomials of degree \( n \). Define operators \( T_P \) and \( T_G \) on polynomials of degree \( n \) as

\[
(T_P f)(x) = f(x+1), \quad (T_G f)(x) = x^nf\left(\frac{1}{x}\right).
\]

Then, the matrix representation with a basis \( \{ e_i(x) = x^i; 0 \leq i \leq n \} \) of \( T_P \) and \( T_G \) are \( P \) and \( G \) respectively. Let \( T_Q \) be the operator having the matrix representation \( Q \). Then,

\[
(T_Q e_i)(x) = (T_P T_G T_P^{-1} e_i)(x) = \left(\frac{1}{x+1} - 1\right)^i(x+1)^n
\]

\[
= (-x)^i(x+1)^{n-i} = \sum_{j=0}^{n} (-1)^i \binom{n-i}{j-i} \mathbf{1}_{\{j \geq i\}} e_j(x).
\]

Therefore, \( Q_{ij} = (-1)^i \binom{n-i}{j-i} \mathbf{1}_{\{j \geq i\}}. \) \( \square \)

**Proposition 2.10.** The following hold:

\[
(2.9) \quad V_P(n) \subset M_L^{*,weak}(n + 1, \mathbb{C}), \quad V_P(\infty) \subset M_L^{*,weak}(\infty, \mathbb{C}).
\]

**Proof.** By Lemma 2.9 if \( X \in V_P(n) \) (or \( V_P(\infty) \)), then \( P^{-1}XP \) is an upper triangular matrix with diagonal elements \((-1)^i x_{ii}\). That is, \( X \) has weak anti-diagonal eigenvalue property. \( \square \)

Define the maps \( \Pi : \mathbb{C}^{n+1} \to M_L^{*,weak}(n + 1, \mathbb{C}) \) and \( \Phi : M_L^{*,weak}(n + 1, \mathbb{C}) \to \mathbb{C}^{n+1} \) by

\[
\Pi((\lambda_0, \lambda_1, \ldots, \lambda_n)) = PDP^{-1}, \text{ where } D = \text{diag}(\lambda_0, \lambda_1, \ldots, \lambda_n), \text{ and } \]

\[
\Phi(X) = (x_{00}, x_{11}, \ldots, x_{nn}), \text{ where } X = (x_{ij})_{0 \leq i,j \leq n}.
\]

We define \( \Pi : \mathbb{C}^{\mathbb{N}_0} \to M_L^{*,weak}(\infty, \mathbb{C}) \) and \( \Phi : M_L^{*,weak}(\infty, \mathbb{C}) \to \mathbb{C}^{\mathbb{N}_0} \) in the same manner.

Obviously, \( \Pi \) is injective. For \( \Phi \), we have a simple corollary of Proposition 2.10.
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Corollary 2.11. $\Phi$ is surjective.

Proof. It is enough to see that $\Phi \circ \Pi = \Id$ and it follows by the fact that $P$ is triangular. 

Remark 2.12. For $X \in V_P(n)$ or $V_P(\infty)$, $\Pi \circ \Phi(X) = X$ also holds.

Next, we study the injectivity of $\Phi$. It is equivalent to study whether $M^*_{L,\text{weak}}(n+1, \mathbb{C}) = V_P(n)$ or not. As we saw in Lemmas 2.5 and 2.6 if \( n = 1 \), then $\Phi$ is injective, but if $n = 2$, it is not. On the other hand, if we consider $E_2 := \{(\lambda_0, \lambda_1, \lambda_2) \in \mathbb{C}^3; \lambda_0 \neq \lambda_1\}$, then $\Phi : \Phi^{-1}(E_2) \rightarrow E_2$ is injective. Namely, we may be able to find a sequence of polynomials $H_k(z) = H_k(z_0, \ldots, z_k-1) \in \mathbb{C}[z_0, \ldots, z_k-1]$ such that if $H_k(\lambda_0, \lambda_1, \ldots, \lambda_k-1) \neq 0$ for all $1 \leq k \leq n$, then there exists a unique matrix $X \in M^*_{L,\text{weak}}(n+1, \mathbb{C})$ satisfying $\Phi(X) = (\lambda_0, \lambda_1, \ldots, \lambda_n)$. For example, we can take $H_1(z) = 1$ and $H_2(z) = H_2(z_0, z_1) = z_0 - z_1$. We are going to show that it is the case.

First, we study a sufficient condition for a given sequence $(z_0, z_1, \ldots, z_n)$, $X \in M^*_{L,\text{weak}}(n+1, \mathbb{C})$ satisfying $\Phi(X) = (z_0, z_1, \ldots, z_n)$ and $X|_{n-1} = P|_{n-1}D|_{n-1}P^{-1}|_{n-1}$ with $D = \text{diag}(z_0, z_1, \ldots, z_n)$ is unique. In other words, we consider a sufficient condition of $(z_0, z_1, \ldots, z_n)$ for the following holds: “If $X \in M^*_{L,\text{weak}}(n+1, \mathbb{C})$ satisfies $\Phi(X) = (z_0, z_1, \ldots, z_n)$ and $X = PDP^{-1} + W$ with

\[
(2.10) \quad W = \begin{pmatrix} 0 \\ w_0 & w_1 & \cdots & w_{n-1} & 0 \end{pmatrix},
\]

then $W = 0^n$.

If $X \in M^*_{L,\text{weak}}(n+1, \mathbb{C})$ and $\Phi(X) = (z_0, z_1, \ldots, z_n)$, then

$$
\det(\lambda I - XG) = \prod_{i=0}^{n}(\lambda - (-1)^i z_i) = \det(\lambda I - PDP^{-1}G)
$$

holds. Therefore, for $X = PDP^{-1} + W$, we have

$$
\det(\lambda I - (PDP^{-1} + W)G) = \det(\lambda I - PDP^{-1}G)
$$

and it is equivalent to

$$
\det(\lambda I - P^{-1}(PDP^{-1} + W)GP) = \det(\lambda I - DP^{-1}GP - P^{-1}WGP) = \det(\lambda I - DP^{-1}GP).
$$

Let

$$
U := P^{-1}WGP = \begin{pmatrix} 0 \\ u_0 & u_1 & \cdots & u_{n-1} & u_n \end{pmatrix}
$$
where \( u_i = \sum_{k=0}^{n-1} w_k p_{n-k,i} \). In particular, \( W = 0 \) if and only if \( U = 0 \). Let \( C_j \)
be the \((n, j)\) cofactor of \( \lambda I - DP^{-1}GP \). Then, by expanding determinants \( \lambda I - DP^{-1}GP - U \) and \( \lambda I - DP^{-1}GP \) on the \( n \)-th row, we have
\[
- \sum_{j=0}^{n} u_j C_j + (\lambda - (-1)^n z_n) C_n = (\lambda - (-1)^n z_n) C_n
\]
which is equivalent to
\[
(2.11) \quad \sum_{j=0}^{n} u_j C_j = 0.
\]
Since \( \lambda I - DP^{-1}GP = \lambda I - DQ \) where \( Q_{ij} = (-1)^i \binom{n-i}{j-i} \delta_{j\geq i} \) by Lemma 2.9, \( (\lambda I - DQ)_{ij} = \lambda \delta_{ij} - z_i (-1)^i \binom{n-i}{j-i} \delta_{j\geq i}, \)
that is,
\[
\lambda I - DP^{-1}GP = \begin{pmatrix}
\lambda - z_0 & -nz_0 & \cdots & \cdots & -\binom{n}{1} z_0 & \cdots & -z_0 \\
0 & \lambda + z_1 & (n-1)z_1 & \cdots & \binom{n-1}{1} z_1 & \cdots & -z_1 \\
0 & 0 & \lambda - z_2 & \cdots & \cdots & \cdots & -z_2 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \lambda - (-1)^n z_n
\end{pmatrix}
\]
Therefore, the coefficient of \( \lambda^n \) in \( \sum_{j=0}^{n} u_j C_j \) is \( u_n \), and so if \( \sum_{j=0}^{n} u_j C_j = 0 \), then \( u_n = 0 \). On the other hand, for \( 0 \leq j \leq n-1 \), \( C_j = \sum_{k=0}^{n-1} \lambda^k f_{k,j}(z_0, z_1, \ldots, z_{n-1}) \)
where \( f_{k,j} \) is a homogeneous polynomial of degree \( n - k \) which is linear in each \( z_0, z_1, \ldots, z_{n-1} \). Denote the determinant of the \( n \times n \) matrix having \( f_{k,j}(z_0, z_1, \ldots, z_{n-1}) \) as the entry in row \( k \) and column \( l \) by \( H_n(z) \), namely
\[
H_n(z) \equiv H_n(z_0, z_1, \ldots, z_{n-1}) = \det(f_{k,j}(z_0, z_1, \ldots, z_{n-1}))_{k,j=0,\ldots,n-1}.
\]
Obviously, \( H_n(z) \) is a polynomial of \( z_0, z_1, \ldots, z_{n-1} \). By the construction, if \( H_n(z) \neq 0 \), then the linear system (2.11) admits only the trivial solution \( (u_0, \ldots, u_n) = (0, \ldots, 0) \).

**Lemma 2.13.** For any \( n \in \mathbb{N}_0 \), \( H_n(z) \neq 0 \).
Proposition 2.15. Proof. We do this by the mathematical induction on \( n \). We will show that the coefficient of the term \( z_0^n z_1^{n-1} \cdots z_{n-1} \) is not 0. Note that we have the following unique decomposition of \( z_0^n z_1^{n-1} \cdots z_{n-1} \) into the product of \( n \) monomials of degree 1, 2, \( \ldots \), \( n \) where each of them is linear in \( z_0, z_1, \ldots, z_{n-1} \):

\[
z_0^n z_1^{n-1} \cdots z_{n-1} = z_0(z_0 z_1)(z_0 z_1 z_2) \cdots (z_0 z_1 z_2 \cdots z_{n-1}).
\]

Then the coefficient of the term \( z_0^n z_1^{n-1} \cdots z_{n-1} \) of \( H_n(z) \) is

\[
(2.12) \quad \sum_{\sigma} \prod_{k=0}^{n-1} f_{k,\sigma(k)}^{0,1,\ldots,n-k-1},
\]

where \( f_{k,j}^{0,1,\ldots,n-k-1} \) is the coefficient of \( z_0 z_1 \cdots z_{n-k-1} \) of \( f_{k,j}(z) \). Now, it is easy to see that \( f_{n-1,j}^{0,1} = \pm \delta_{0j} \) where \( \pm \) depends on \( n \). Also, for \( j \geq 1 \), \( f_{n-2,j}^{0,1} = \pm \delta_{1j} \) and for \( j \geq 2 \), \( f_{n-3,j}^{0,1} = \pm \delta_{2j} \) and so on. Thus, \( (2.12) \) is equal to \( \prod_{k=0}^{n-1} f_{k,n-k-1}^{0,1,\ldots,n-k-1} = \pm 1 \neq 0 \). \( \square \)

Now, we have a sufficient condition to characterize \( M_L^+(n+1, \mathbb{C}) \) and \( M_L^+(\infty, \mathbb{C}) \). Let \( E_n := \{(z_0, z_1, \ldots, z_n) \in \mathbb{C}^{n+1} : H_k(z_0, z_1, \ldots, z_k) \neq 0, k \leq n \} \) and \( E := \{(z_i)_{i \in \mathbb{N}_0} : H_k(z_0, z_1, \ldots, z_k) \neq 0, k \in \mathbb{N}\} \).

Remark 2.14. By Lemma 2.13, \( E_n \neq \emptyset \). Moreover, \( E \neq \emptyset \). In fact, since \( E = \bigcap_{n=1}^{\infty} E_n \), for any probability measure \( \mu \) on \( \mathbb{C} \) with positive density function, \( \mu^{\otimes \mathbb{N}_0}(E) = \lim_{n \to \infty} \mu^{\otimes \mathbb{N}_0}(E_n) = 1 \).

Proposition 2.15. \( \Phi : \Phi^{-1}(E_n) \to E_n \) is injective.

Proof. We do this by the mathematical induction on \( n \). The claim is true for \( n = 1 \).

Next, assume that the claim holds for \( n = k \). Fix \( (\lambda_0, \lambda_1, \ldots, \lambda_{k+1}) \in E_{k+1} \) and suppose that \( X \in M_L^+(k + 2, \mathbb{C}) \) satisfies \( \Phi(X) = (\lambda_0, \lambda_1, \ldots, \lambda_{k+1}) \). By the definition, the matrix \( X|_k \) satisfies \( \Phi(X|_k) = (\lambda_0, \lambda_1, \ldots, \lambda_k) \) and \( X|_k \in M_L^+(k + 1, \mathbb{C}) \). Since \( (\lambda_0, \lambda_1, \ldots, \lambda_k) \in E_k \), by the inductive assumption, \( X|_k = PD\tilde{P}^{-1} \) where \( D = \text{diag}(\lambda_0, \lambda_1, \ldots, \lambda_k) \). Also, by the assumption \( x_{k+1,k+1} = \lambda_{k+1} \) and \( x_{i,k+1} = 0 \) for \( i \leq k \). Therefore, we only need to show that \( x_{k+1,j+1} = \lambda_{j+1} \) for \( 0 \leq j \leq k \) are determined uniquely under the condition that \( X \in M_L^+(k + 2, \mathbb{C}) \). This follows from the definition of the set \( E_{k+1} \).

Therefore, the claim holds for all \( n \in \mathbb{N}_0 \). \( \square \)

Proposition 2.16. \( \Phi : \Phi^{-1}(E) \to E \) is injective.

Proof. It is shown in the same way as in the proof of Proposition 2.15. \( \square \)
To characterize $M^*_L(n+1, \mathbb{C})$ and $M^*_L(\infty, \mathbb{C})$, we define \( \tilde{E}_n \) and \( \tilde{E} \) by

\[
\tilde{E}_n := E_n \cap \{ (\lambda_0, \lambda_1, \ldots, \lambda_n) \in \mathbb{C}^{n+1}; (-1)^i \lambda_i \neq (-1)^j \lambda_j (i \neq j) \}
\]

\[
\tilde{E} := E \cap \{ (\lambda_n)_{n \in \mathbb{N}} \in \mathbb{C}^{\infty}; (-1)^i \lambda_i \neq (-1)^j \lambda_j (i \neq j) \}.
\]

As a consequence of this section, we have the following theorem.

**Theorem 2.17.** \( \Phi : \Phi^{-1}(\tilde{E}_n) \rightarrow \tilde{E}_n \) is one-to-one and \( \Phi^{-1}(\tilde{E}_n) \subset M^*_L(n+1, \mathbb{C}) \). Also, \( \Phi : \Phi^{-1}(\tilde{E}) \rightarrow \tilde{E} \) is one-to-one and \( \Phi^{-1}(\tilde{E}) \subset M^*_L(\infty, \mathbb{C}) \).

### 2.2 Stochastic and symmetric case

In this section, we characterize two interesting subclasses of the matrices having global (weak) anti-diagonal eigenvalue property.

**Definition 2.18.** We say that \( X = (x_{ij}) \in M_L(n+1, \mathbb{C}) \) or \( M_L(\infty, \mathbb{C}) \) is "stochastic" if \( x_{ij} \geq 0 \) for all \( i, j \) and \( \sum_{j=0}^{\infty} x_{ij} = (\sum_{j=0}^{\infty} x_{ij}) = 1 \) for all \( i \).

**Definition 2.19.** We say that \( X = (x_{ij}) \in M_L(n+1, \mathbb{C}) \) or \( M_L(\infty, \mathbb{C}) \) is "symmetric" if \( x_{i,j} = x_{i,j} \) for all \( i \geq j \).

To make the notations simple, in this section, we only consider the infinite matrices, but similar results also hold for finite matrices.

We denote the set of stochastic lower triangular matrices by \( M_{L,\text{stoch}} = M_{L,\text{stoch}}(\infty, \mathbb{C}) \) and the set of symmetric lower triangular matrices by \( M_{L,\text{sym}} = M_{L,\text{sym}}(\infty, \mathbb{C}) \). We define \( M_{L,\text{stoch}}^* = M_L^* \cap M_{L,\text{stoch}} \), \( M_{L,\text{sym}}^* \), \( M_{L,\text{weak}}^* \), \( M_{L,\text{sym}}^* \) and \( M_{L,\text{weak}}^* \) are defined by the same way.

**Remark 2.20.** \( T \) and \( S \) in Example 2.2 are in \( M_{L,\text{stoch}}^* \cap M_{L,\text{sym}}^* \).

Our goal is to characterize the sets \( M_{L,\text{stoch}}^* \), \( M_{L,\text{sym}}^* \) and \( M_{L,\text{stoch}}^* \cap M_{L,\text{sym}}^* \).

#### 2.2.1 Stochastic case

We start from an important lemma.

**Lemma 2.21.** Let \( A(u) \) be the matrix with entries \( A(u)_{ij} = (\binom{i}{j}) u^j (1-u)^{i-j} 1_{i \geq j} \). Then, \( P^{-1} A(u) P = \text{diag}(1, u, u^2, \ldots, u^n) \), and hence \( A(u) \in V_P(n) \). In particular, the set \( \{ A(u); i = 0, 1, \ldots, n \} \) forms a basis of \( V_P(n) \) for any distinct \( u_0, u_1, \ldots, u_n \).

**Proof.** By the direct computation,

\[
(P^{-1} A(u) P)_{ij} = \sum_{k=0}^{n} \sum_{l=0}^{n} (P^{-1})_{ik} A(u)_{kl} P_{lj} = \sum_{k=0}^{i} \sum_{l=0}^{k} (P^{-1})_{ik} A(u)_{kl} P_{lj}
\]
Then, by multinomial theorem, \((P^{-1}A(u)P)_{ij} = u^j \delta_{ij}\).

Remark 2.22. When \(0 \leq u \leq 1\), \(A(u)\) is a stochastic matrix.

Theorem 2.23. Let \(\mu\) be a Borel probability measure on \([0,1]\). Then the matrix 
\(A_\mu := \int_0^1 A(u)\mu(du)\) is in \(V_P(\infty) \cap M_{L,stoch}\) and hence in \(M_{L,\text{weak}}^*\). In particular, if \(\text{support}(\mu) \not\subset \{0,1\}\), then \(A_\mu\) is in \(M_{L,\text{stoch}}^*\).

Proof. By Lemma 2.21 we can show that
\[
(P^{-1}A_\mu P)_{ij} = \int_0^1 (P^{-1}A(u)P)_{ij}\mu(du) = \delta_{ij} \int_0^1 u^j \mu(du).
\]
Then, since \(P, A_\mu\) and \(P^{-1}\) are triangular, \(P^{-1}|_n A_\mu|_nP|_n = (P^{-1}A_\mu P)|_n\) and so \(A_\mu \in V_P(\infty)\). On the other hand, by the definition, it is obvious that \(A_\mu\) is a stochastic matrix. Finally, we see that if \(\text{support}(\mu) \not\subset \{0,1\}\), then \((-1)^i (A_\mu)_{ii} \neq (-1)^j (A_\mu)_{jj}\) for all \(i \neq j\). In fact, if there exists a pair \(i > j\) such that \((-1)^i (A_\mu)_{ii} = (-1)^j (A_\mu)_{jj}\), then
\[
\int_0^1 (u^j - u^i)\mu(du) = \int_0^1 u^j (1 - u^{i-j})\mu(du) = 0.
\]
Namely, \(\text{support}(\mu) \subset \{0,1\}\).

Example 2.24. If \(\mu\) is the Lebesgue measure on \([0,1]\), then \(A_\mu = T\). If \(\mu = \delta_{1/2}\), then \(A_\mu = S\).

Remark 2.25. The matrix \(A_\mu\) appears naturally in the context of classical probability theory as an expectation of a random 0-1 matrix identified with “mixed Bernoulli increasing process”. Precisely, let \(Y_1, Y_2, \ldots\) be an infinite sequence of exchangeable binary random variables, i.e., \(Y_i \in \{0,1\}\) and
\[
(Y_1, Y_2, \ldots) \overset{d}{=} (Y_{\sigma(1)}, Y_{\sigma(2)}, \ldots)
\]
for any finite permutation \(\sigma \in \bigcup_{n=1}^\infty S_n\). By de Finetti’s theorem, \((Y_1, Y_2, \ldots)\) is a mixture of a sequence of i.i.d. Bernoulli random variables, that is, there exists a probability measure \(\mu\) on \([0,1]\) such that for all \(i\)
\[
\text{Prob}(Y_1 = a_1, \ldots, Y_i = a_i) = \int_0^1 u^j (1 - u)^{i-j}\mu(du)
\]
when \((a_1, a_2, \ldots, a_i) \in \{0, 1\}^i\) and \(\sum_{k=1}^i a_k = j\). Therefore, setting \(S_i = \sum_{k=1}^i Y_k\) \((S_0 = 0)\) we have \((A_\mu)_{ij} = \text{Prob}(S_i = j)\), and hence \(A_\mu = E[B]\) with \(B = (1_{\{S_i = j\}})_{i,j=0}^\infty \in M_L(\infty, \mathbb{C})\). Here \(\mu\) is the limiting distribution of the sequence \(\frac{S_n}{n}\) (cf. [1]).

By the above theorem, we can define a map \(A : \mathcal{P}([0, 1]) \to V_P(\infty) \cap M_{L, \text{stoch}}\) as \(A(\mu) = A_\mu\) where \(\mathcal{P}([0, 1])\) is a set of probability measures on \([0, 1]\).

Now, our interest is whether \(A\) is injective or not, and surjective or not. To study this problem, we introduce some notions.

**Definition 2.26.** A sequence of real numbers \((a_i)_{i \in \mathbb{N}_0}\) is said to be completely monotone if its difference sequences satisfy the equation

\[
(-1)^j (\Delta^j a)_i \geq 0
\]

for all \(i, j \geq 0\). Here, \(\Delta\) is the difference operator given by

\[
(\Delta a)_i = a_{i+1} - a_i.
\]

Now, recall a beautiful result by Hausdorff:

**Proposition 2.27** (Hausdorff, [6]). For any completely monotone sequence \((a_n)_{n \in \mathbb{N}_0}\) satisfying \(a_0 = 1\), there exists a unique probability measure \(\mu\) on \([0, 1]\) such that

\[
\int_0^1 u^i \mu(du) = a_i
\]

for \(i \in \mathbb{N}_0\).

Namely, we can define an injective map \(\mathcal{M} : C \to \mathcal{P}([0, 1])\) where \(C\) denotes the set of completely monotone sequence of real numbers satisfying its first term is 1: \(C := \{(a_i)_{i \in \mathbb{N}_0}; (a_i)_{i \in \mathbb{N}_0}\text{ is completely monotone, }a_0 = 1\}\) and \(a_i = \int_0^1 u^i \mathcal{M}(a)(du), i \in \mathbb{N}_0\). Then, we have the following lemma.

**Lemma 2.28.** \(\Phi \circ A \circ \mathcal{M} = \text{Id}\).

**Proof.** By the definition, for any \(a = (a_i) \in C\), \((\Phi \circ A \circ \mathcal{M}(a))_i = (A \circ \mathcal{M}(a))_i = \int_0^1 u^i \mathcal{M}(a)(du) = a_i\) for \(i \in \mathbb{N}_0\).

Next, we will show that \(\Phi(V_P(\infty) \cap M_{L, \text{stoch}}) \subset C\). We prepare simple lemmas.

**Lemma 2.29.** For a sequence of real numbers \((a_i)_{i \in \mathbb{N}_0}\),

\[
(\Delta^j a)_i = \sum_{k=0}^j \binom{j}{k} (-1)^{j-k} a_{k+i}.
\]

**Proof.** This is proved by the mathematical induction on \(j\). \(\square\)

**Lemma 2.30.** Assume \(X = (x_{ij}) \in V_P(\infty)\). Then, \((-1)^{i-j} x_{ij} = 1_{\{i \geq j\}} \binom{i}{j} (\Delta^{i-j} \lambda)_j\) where \((\lambda_i)_{i \in \mathbb{N}_0} = \Phi(X)\).
Proof. Since $X \in V_P(\infty)$, $X|_n = PDP^{-1}$ for some $D = \text{diag}(d_0, d_1, \ldots, d_n)$. Then, by the exact computation, $x_{ii} = P_i d_i P_i^{-1} = d_i$. Therefore, for $i \geq j$,

$$x_{ij} = (PDP^{-1})_{ij} = \sum_{k=j}^{i} \binom{i}{j} x_{kk} (-1)^{k-j} \binom{k}{j} = \sum_{k=0}^{i-j} \binom{i}{k+j} (-1)^{k+j} \lambda_{k+j} = \binom{i}{j} \sum_{k=0}^{i-j} \binom{i-j}{k} (-1)^{k} \lambda_{k+j}.$$ 

So, (2.15) completes the proof.

Proposition 2.31. Assume $X \in V_P(\infty) \cap M_{L,\text{stoch}}$. Then, $\Phi(X) \in C$.

Proof. Since $X$ is stochastic, $x_{ij} \geq 0$ for all $i, j$. By Lemma 2.30, we have $(-1)^{i-j}(\Delta^{i-j})_{ij} \geq 0$ for all $i \geq j$ where $(\lambda_i)_{i \in \mathbb{N}_0} = \Phi(X)$ which implies the sequence $\Phi(X)$ is completely monotone. Also, since $X$ is triangular and stochastic, $X_{00} = \Phi(X)_0 = 1$. Namely, $\Phi(X) \in C$.

Now, we have following simple relations.

Proposition 2.32. The following hold:

(i) $A \circ M \circ \Phi|_{V_P(\infty) \cap M_{L,\text{stoch}}} = \text{Id}$.

(ii) $M \circ \Phi|_{V_P(\infty) \cap M_{L,\text{stoch}}} \circ A = \text{Id}$.

Proof. (i) By Proposition 2.31, for any $X \in V_P(\infty) \cap M_{L,\text{stoch}}$, we can define $(A \circ M \circ \Phi)(X)$ and by the definition, $(A \circ M \circ \Phi)(X) = (A \circ M \circ \Phi)(X) \in V_P(\infty)$. Therefore, to show $X = (A \circ M \circ \Phi)(X)$, we only need to show that $\Phi(X) = (A \circ M \circ \Phi)(X)$, since $\Phi((A \circ M \circ \Phi)(X))_i = (A \circ M \circ \Phi)(X)_i = \int_0^1 u_i(A(M(\Phi(X))))(du) = (\Phi(X))_i$ for $i \in \mathbb{N}_0$. Therefore, we have for any $X \in V_P(\infty) \cap M_{L,\text{stoch}}$, $(A \circ M \circ \Phi)(X) = X$.

(ii) For $\mu \in \mathcal{P}([0, 1])$, to show $\mu = (M \circ \Phi|_{V_P(\infty) \cap M_{L,\text{stoch}}} \circ A)(\mu)$, it is enough to prove that $\int_0^1 u_i(du) = \int_0^1 u_i(M \circ \Phi|_{V_P(\infty) \cap M_{L,\text{stoch}}} \circ A)(\mu)(du)$ since $M$ is a map. By the definition, $\int_0^1 u_i(M \circ \Phi|_{V_P(\infty) \cap M_{L,\text{stoch}}} \circ A)(\mu)(du) = (\Phi|_{V_P(\infty) \cap M_{L,\text{stoch}}} \circ A)(\mu)_i = A(\mu)|i = \int_0^1 u_i(du)$, and the proof is completed.

Remark 2.33. Combining Lemma 2.28 and Proposition 2.32, we have $A$, $M$ and $\Phi : V_P(\infty) \cap M_{L,\text{stoch}} \to C$ are all bijections.

Finally, we have a characterization of matrices as follows.

Theorem 2.34. For $X \in M_L(\infty, \mathbb{C})$, the following conditions are equivalent:

(i) $X \in V_P(\infty) \cap M_{L,\text{stoch}}$.

(ii) $X = A \mu$ for some $\mu \in \mathcal{P}([0, 1])$.

(iii) $X = A(\lambda)$ for some $\lambda = (\lambda_i)_{i \in \mathbb{N}_0} \in C$.

Moreover, if the above conditions are satisfied, then $X \in M_L^{\text{weak}}$ and the probability measure $\mu$ given in (ii) is unique and $M(\lambda) = \mu$ where $\lambda$ is the sequence given in (iii).
Theorem 2.35. Let $\lambda = (\lambda_n)_{n \in \mathbb{N}_0} \in E$. Then, for $X = (x_{ij}) \in M_L(\infty, \mathbb{C})$, the following conditions are equivalent:

(i) $X \in M^*_\text{weak, stoch}$ and $\Phi(X) = \lambda$.

(ii) $\lambda \in C$ and $X = A_\mu$ where $\mu = \mathcal{M}(\lambda)$.

(iii) $\lambda \in C$ and $X = \Pi(\lambda)$.

Moreover, if $\lambda \in \tilde{E}$, then if the above conditions are satisfied, $X \in M^*_L, \text{stock}$.

Remark 2.36. We can show the results in this subsection by considering the correspondence between $M(\infty, \mathbb{C})$ and operators on polynomials. Namely, we define operators on polynomials $T_\mu$ for $\mu \in \mathcal{P}([0,1])$ and $T_P$ as

$$ (T_\mu f)(x) = \int_0^1 f(xu + 1 - u)\mu(du), \quad (T_P f)(x) = f(x + 1). $$

Then, the matrix representation of $T_\mu$ is $A_\mu$ and $T_P$ is $P$. Then, it is easy to see that

$$ (T_P T_\mu T_P^{-1} f)(x) = \int_0^1 f(xu)\mu(du). $$

From this expression, we see that $e_i(x) = x^i$ is an eigenfunction corresponding to the eigenvalue $\int_0^1 u^i\mu(du)$.

2.2.2 Stochastic and symmetric case

Next, we consider the stochastic and symmetric case. Here, we start from lemmas again.

Lemma 2.37. $A_\mu \in M_{L, \text{sym}}$ if and only if $\mu$ is invariant under the reflection with respect to $\frac{1}{2}$.

Proof. If $\mu$ is invariant under the reflection with respect to $\frac{1}{2}$, then for any $i \geq j$,

$$ (A_\mu)_{ij} = \binom{i}{j} \int_0^1 w^i(1 - u)^{i-j}\mu(du) = \binom{i}{j} \int_0^1 (1 - u)^j w^{i-j}\mu(du) = \binom{i}{i-j} \int_0^1 w^{i-j}(1 - u)^{i-j}\mu(du) = (A_\mu)_{j,i-j}, $$

so $A_\mu \in M_{L, \text{sym}}$. To show the opposite, assume $A_\mu \in M_{L, \text{sym}}$. Denote the reflection of $\mu$ with respect to $\frac{1}{2}$ by $\bar{\mu}$. Then,

$$ \int_0^1 u^i\bar{\mu}(du) = \int_0^1 (1 - u)^i\mu(du) = (A_\mu)_{0,i} = (A_\mu)_i $$

where the last equality follows by the assumption $A_\mu \in M_{L, \text{sym}}$. Therefore, $\mathcal{M}^{-1}(\mu) = \mathcal{M}^{-1}(\bar{\mu})$ which implies $\mu = \bar{\mu}$. \hfill $\square$

Define a subset of $\mathbb{C}^{\mathbb{N}_0}$ as follows:

$$ D := \{ \lambda = (\lambda_i)_{i \in \mathbb{N}_0}; \lambda_{2i+1} = \frac{1}{2} \sum_{k=0}^{2i} \binom{2i+1}{k} (-1)^k \lambda_k, \forall i \in \mathbb{N}_0 \}. $$

Remark 2.38. There is a natural bijection between $D$ and $\{(\lambda_i)_{i \in 2\mathbb{N}_0}\}$. 
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Lemma 2.39. For \( \lambda \in C \), \( \mathcal{M}(\lambda) \) is invariant under the reflection with respect to \( \frac{1}{2} \), if and only if \( \lambda \in D \).

Proof. If \( \mathcal{M}(\lambda) \) is invariant under the reflection with respect to \( \frac{1}{2} \), then

\[
\lambda_{2i+1} = \int_0^1 u^{2i+1} \mathcal{M}(\lambda)(du) = \sum_{k=0}^{2i+1} \binom{2i+1}{k} (-1)^k \int_0^1 u^k \mathcal{M}(\lambda)(du) = \sum_{k=0}^{2i+1} \binom{2i+1}{k} (-1)^k \lambda_k.
\]

Therefore, \( \lambda \in D \). On the other hand, if \( \lambda \in D \), then \( \int_0^1 u^{2i+1} \mathcal{M}(\lambda)(du) = \int_0^1 (1 - u)^{2i+1} \mathcal{M}(\lambda)(du) \) for \( i \in \mathbb{N}_0 \) as above. Moreover, it is obvious that \( \int_0^1 u^0 \mathcal{M}(\lambda)(du) = \int_0^1 (1 - u)^0 \mathcal{M}(\lambda)(du) \). Now, if we know that \( \int_0^1 u^k \mathcal{M}(\lambda)(du) = \int_0^1 (1 - u)^k \mathcal{M}(\lambda)(du) \) for all \( 0 \leq k \leq 2i - 1 \), then

\[
\int_0^1 (1 - u)^{2i} \mathcal{M}(\lambda)(du) = \sum_{k=0}^{2i-1} \binom{2i}{k} (-1)^k \int_0^1 u^k \mathcal{M}(\lambda)(du) + \int_0^1 u^{2i} \mathcal{M}(\lambda)(du)
\]

\[
= \sum_{k=0}^{2i-1} \binom{2i}{k} (-1)^k \int_0^1 (1 - u)^k \mathcal{M}(\lambda)(du) + \int_0^1 u^k \mathcal{M}(\lambda)(du)
\]

\[
= \int_0^1 (1 - (1 - u)^{2i}) \mathcal{M}(\lambda)(du) - \int_0^1 (1 - u)^{2i} \mathcal{M}(\lambda)(du) + \int_0^1 u^{2i} \mathcal{M}(\lambda)(du).
\]

Namely, \( \int_0^1 u^k \mathcal{M}(\lambda)(du) = \int_0^1 (1 - u)^k \mathcal{M}(\lambda)(du) \) holds for \( k = 2i \). Then, by the mathematical induction, \( \int_0^1 u^k \mathcal{M}(\lambda)(du) = \int_0^1 (1 - u)^k \mathcal{M}(\lambda)(du) \) holds for all \( k \in \mathbb{N}_0 \) which implies \( \mathcal{M}(\lambda) \) is invariant under the reflection with respect to \( \frac{1}{2} \). \( \square \)

Then, next follows straightforwardly.

Proposition 2.40. For \( X \in M_L(\infty, \mathbb{C}) \), the following conditions are equivalent:

(i) \( X \in V_P(\infty) \cap M_{L,\text{stoch}} \cap M_{L,\text{sym}} \).

(ii) \( X = A_\mu \) for some \( \mu \in \mathcal{P}([0, 1]) \) which is invariant under the reflection with respect to \( \frac{1}{2} \).

(iii) \( X = \Pi(\lambda) \) for some \( \lambda = (\lambda_i)_{i \in \mathbb{N}_0} \in C \cap D \).

Moreover, if the above conditions are satisfied, then \( X \in M^*,\text{weak} \cap M^*,\text{weak} \) and the probability measure \( \mu \) given in (ii) is unique and \( \mathcal{M}(\lambda) = \mu \) where \( \lambda \) is the sequence given in (iii).

Theorem 2.41. Let \( \lambda = (\lambda_n)_{n \in \mathbb{N}_0} \in E \). Then, for \( X \in M_L(\infty, \mathbb{C}) \), the following conditions are equivalent:

(i) \( X \in M^*,\text{weak} \cap M^*,\text{weak} \) and \( \Phi(X) = \lambda \).

(ii) \( \lambda \in C \cap D \) and \( X = A_\mu \) where \( \mu = \mathcal{M}(\lambda) \).
Lemma 2.42. Let $M$. Corollary 2.43. Proof. finite dimensional case. Finally, we consider the symmetric case. In this subsection, we first study the 2.2.3 Symmetric case $\text{Theorem 2.44.}$ For $X \in M_{L,\text{stoch}} \cap M_{L,\text{sum}}^*$.

### 2.2.3 Symmetric case

Finally, we consider the symmetric case. In this subsection, we first study the finite dimensional case.

Let $D(n) := \{(\lambda_0, \lambda_1, \ldots, \lambda_n) : \lambda_{2i+1} = \frac{1}{2} \sum_{k=0}^{2i} \binom{2i+1}{k} (-1)^k \lambda_k, \forall i \leq \frac{n-1}{2}\}$.

**Lemma 2.42.** Let $B(u) = \frac{1}{2}(A(u) + A(1-u))$. Then, $B(u) \in V_P(n+1) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$. In particular, if $n$ is odd, then the set $\{B(u_i), i = 0, 1, \ldots, \frac{n-1}{2}\}$ forms a basis of $V_P(n+1, \mathbb{C}) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$ whenever $\{|\{u_i, 1-u_i; i = 0, 1, \ldots, \frac{n-1}{2}\}| = n+1$. Also, if $n$ is even, then the set $\{B(u_i), i = 0, 1, \ldots, \frac{n-2}{2}\} \cup \{B(\frac{1}{2})\}$ forms a basis of $V_P(n+1, \mathbb{C}) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$ whenever $\{|\{u_i, 1-u_i; i = 0, 1, \ldots, \frac{n-2}{2}\}| = n$.

**Proof.** Since $A(u), A(1-u) \in V_P(n+1)$ and $V_P(n+1)$ is a linear space, $B(u) \in V_P(n+1)$. Also, if $i \geq j$, then $B(u)_{ij} = \frac{1}{2}A(u)_{ij} + \frac{1}{2}A(1-u)_{ij} = \binom{i}{j} \frac{1}{2}(u^i(1-u)^{i-j} + (1-u)^j u^{i-j}) \neq \binom{i}{j} \frac{1}{2}(u^i(1-u)^{i-j}) = \frac{1}{2}A(u)_{i,i-j} + \frac{1}{2}A(1-u)_{i,i-j} = B(u)_{i,i-j}$. Therefore, $B(u) \in V_P(n+1) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$.

Next, we will show that the dimension of the linear space $V_P(n+1, \mathbb{C}) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$ is $\left\lfloor \frac{n+2}{2} \right\rfloor$. Since $\{|A(u_i), i = 0, 1, \ldots, n\}$ is linearly independent for any distinct $v_0, v_1, \ldots, v_n$, if $n$ is odd, then $\{|B(u_i), i = 0, 1, \ldots, \frac{n-1}{2}\}$ is linearly independent whenever $\{|\{u_i, 1-u_i; i = 0, 1, \ldots, \frac{n-1}{2}\}| = n+1$. Namely, dim($V_P(n+1, \mathbb{C}) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$) $\geq \left\lfloor \frac{n+2}{2} \right\rfloor$. For the same reason, dim($V_P(n+1, \mathbb{C}) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$) $\geq \left\lfloor \frac{n+2}{2} \right\rfloor$ holds also for even $n$. Now, we only need to show that dim($V_P(n+1, \mathbb{C}) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$) $\leq \left\lfloor \frac{n+2}{2} \right\rfloor$. Here, we see that if $X \in V_P(n+1) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$, then $\Phi(X) \in D(n)$ since $\Phi(X)_{2i+1} = x_{2i+1,2i+1} = x_{2i+1,0} = \sum_{k=0}^{2i+1} P_{2i+1,k} x_{kk} P_{k,0}^{-1} = \sum_{k=0}^{2i+1} \binom{2i + 1}{k} \Phi(X)_k (-1)^k$.

As $\Phi : V_P(n+1) \cap M_{L,\text{sym}}(n+1, \mathbb{C}) \to D(n)$ is an injective linear map and the dimension of $D(n)$ is $\left\lfloor \frac{n+2}{2} \right\rfloor$, we complete the proof.

From the result, we have a simple corollary.

**Corollary 2.43.** $\Phi : V_P(n+1) \cap M_{L,\text{sym}}(n+1, \mathbb{C}) \to D(n)$ is an isomorphism and its inverse is $\Pi$.

**Theorem 2.44.** For $X \in M_L(\infty, \mathbb{C})$, the following conditions are equivalent:

(i) $X \in V_P(\infty) \cap M_{L,\text{sym}}$.

(ii) $X = \Pi(\lambda)$ for some $\lambda = (\lambda_i)_{i \in \mathbb{N}_0} \in D$.

Moreover, if the above conditions are satisfied, then $X \in M_{L,\text{sym}}^*$.
Proof. First assume (i) holds. Then, we only need to show that $\Phi(X) \in D$ and it follows from the proof of Lemma 2.42. Next, assume (ii) holds. Then, by the definition of $\Pi$, $X|n = \Pi((\lambda_0, \lambda_1, \ldots, \lambda_n)) \in V_P(n+1) \cap M_{L,\text{sym}}(n+1, \mathbb{C})$ for any $n$. Namely, $X \in V_P(\infty) \cap M_{L,\text{sym}}$. \[\square\]

**Theorem 2.45.** Let $\lambda = (\lambda_n)_{n \in \mathbb{N}_0} \in E$. Then, for $X \in M_{L}(\infty, \mathbb{C})$, the following conditions are equivalent:

(i) $X \in M_{L,\text{sym}}^{*,\text{weak}}$ and $\Phi(X) = \lambda$.

(ii) $\lambda \in D$ and $X = \Pi(\lambda)$.

Moreover, if $\lambda \in \tilde{E}$ and the above conditions are satisfied, then $X \in M_{L,\text{sym}}^{*}$.  

3 Interacting particle process

In this section, we consider a special matrix obtained from an invariant probability measure of interacting particle systems.

The interacting particle system is a Markov process describing a dynamics of “particles” moving on discrete sites. Its state space is $\mathbb{N}_0^L$ where $L$ is the number of sites. An element $\eta = (\eta_x)_{1 \leq x \leq L} \in \mathbb{N}_0^L$ represents the configuration of particles, namely $\eta_x$ represents the number of particles at a site $x$.

We are interested in a conservative interacting particle system. Precisely, we consider a Markov process where the sum of the numbers of particles $\sum_{x=1}^{L} \eta_x$ is conserved. In other words, the configuration space $\Sigma_{L,n} := \{\eta \in \mathbb{N}_0^L; \sum_{x=1}^{L} \eta_x = n\}$ is invariant under our dynamics. In particular, we consider a process having product invariant measure. Let $\nu$ be a probability measure on $\mathbb{N}_0$ and $\nu^{\otimes L}$ be the product of $\nu$ on $\mathbb{N}_0^L$. We assume that $\nu(i) > 0$ for all $i \in \mathbb{N}_0$ throughout the paper. Then, if the process is conservative and $\nu^{\otimes L}$ is an invariant measure, then $\nu_{L,n} = \nu^{\otimes L}|_{\Sigma_{L,n}}$ is also an invariant measure.

We also assume that our dynamics on $\Sigma_{L,n}$ is ergodic. Then the distribution of the process at time $t$ converges to $\nu_{L,n}$ as $t \to \infty$ independently of the initial distribution. The speed of this convergence is one of the main interest in the study of Markov processes and also is important when we study the scaling limit of our Markov process. This speed is estimated by the spectral gap, which is the smallest non-zero eigenvalue of a certain operator defined by the generator of the process. The spectral gap generally depends on $L$ and $n$.

A sharp estimate of the spectral gap in terms of $L$ and $n$ is essential in the study of the hydrodynamic limit, which is one of the important scaling limits motivated by the rigorous study of statistical mechanics. So, there are many works on it (Cf. [1, 5, 7, 8]). Recently, Caputo [2] introduced a new and elementary method, and Sasada [9] showed that the method is applicable to a fairly general class of models. The key step of this method is to give a sharp estimate of the spectral gap for $L = 3$ case, and for this purpose, we need to estimate the
Lemma 3.1. Actually, \( R_n \) is smaller than or equal to \( \lambda \). Then, it is easy to see that

\[ r^{(n)}_{ij} = 0 \quad \text{if} \quad i + j > n, \quad \sum_{j=0}^{n} r^{(n)}_{ij} = 1 \quad \forall \ i, \quad r^{(n)}_{ij} = r^{(n)}_{i,n-i-j} \quad \forall \ i + j \leq n. \]

Lemma 3.2. For any \( n \), all eigenvalues of \( R_n \) are real. Moreover, since \( R_n \) is an irreducible stochastic matrix, 1 is an eigenvalue of \( R_n \) and any other eigenvalue \( \lambda \) is smaller than or equal to 1 in absolute value, \( |\lambda| \leq 1 \).

**Proof.** The latter part of the claim follows from the Perron-Frobenius theorem. The former part follows from the fact \( R_n \) is a self-adjoint operator on \( L^2(\pi_1 \circ \nu_{3,n}) \) where \( \pi_1 : \Sigma_{3,n} \to \{0,1,\ldots,n\} \) is \( \pi_1(\eta) = \eta_1 \) and \( R_n : L^2(\pi_1 \circ \nu_{3,n}) \to L^2(\pi_1 \circ \nu_{3,n}) \) is defined as \( R_n f(j) = \sum_{k=0}^{n} r^{(n)}_{jk} f(k) \) for \( f : \{0,1,\ldots,n\} \to \mathbb{R} \). We have

\[ E_{\nu_{3,n}}[(R_n f)(\eta_1)g(\eta_1)] = E_{\nu_{3,n}}[f(\eta_1)R_n g(\eta_1)] \]

for any \( f \) and \( g \) since \( R_n f(\eta_1) = E_{\nu_{3,n}}[f(\eta_2)|\eta_1] \), therefore \( R_n \) is self-adjoint. \( \square \)

From the observation of [1], we need to find a sufficient condition on \( \nu \) for the following hold:

\[ \inf_{n} \min \{ \text{eigenvalues of } R_n \} > -1, \]

\[ \sup_{n} \max \{ \{ \text{eigenvalues of } R_n \} \setminus \{1\} \} < \frac{1}{2}. \]

Lemma 3.2. For any \( \nu \) satisfying \( \nu(i) > 0 \) for all \( i \in \mathbb{N}_0 \), \( \inf_{n} \min \{ \text{eigenvalues of } R_n \} \geq -\frac{1}{2} \). In particular, (3.2) holds.

**Proof.** For any \( f : \mathbb{N}_0 \to \mathbb{R} \), since \( \nu_{3,n} \) is invariant under the exchange of sites, we have

\[
E_{\nu_{3,n}}[f(\eta_1) f(\eta_1)] + 2 E_{\nu_{3,n}}[f(\eta_1)(R_n f)(\eta_1)] = E_{\nu_{3,n}}[f(\eta_1) f(\eta_1)] + 2 E_{\nu_{3,n}}[f(\eta_1) f(\eta_2)]
\]

\[
= \frac{1}{3} \sum_{i=1}^{3} \sum_{j=1}^{3} E_{\nu_{3,n}}[f(\eta_i) f(\eta_j)] = \frac{1}{3} E_{\nu_{3,n}}[(\sum_{i=1}^{3} f(\eta_i))^2] \geq 0.
\]

Namely, \( \min \{ \text{eigenvalues of } R_n \} \geq -\frac{1}{2} \). \( \square \)
It is not simple to find a sufficient condition for (3.3). So, we use the results in the preceding section.

Define \( \tilde{R}_\nu = (\tilde{r}_{ij}) \in M(\infty, \mathbb{C}) \) as

\[
(3.4) \quad \tilde{r}_{ij} = \nu_{2,i}(\eta_1 = j) = r_{n-i,j}^{(n)},
\]

then

\[
\tilde{r}_{ij} = 0 \text{ if } i < j, \quad \sum_{j=0}^{\infty} \tilde{r}_{ij} = 1 \quad \forall i, \quad \tilde{r}_{ij} = \tilde{r}_{i,i-j} \quad \forall i \geq j.
\]

Namely, \( \tilde{R}_\nu \in M_{L,\text{stoch}} \cap M_{L,\text{sym}} \). If \( \tilde{R}_\nu \) has global weak anti-diagonal eigenvalue property, then the eigenvalues of \( R_n = G\tilde{R}_{|n} \) are \( (-1)^i \tilde{r}_{ii} \), and hence

\[
(3.5) \quad \sup_n (\max \{ \text{eigenvalues of } R_n \} \setminus \{1\}) = \sup_i \left\{ (-1)^i \tilde{r}_{ii}; i \geq 2 \right\}.
\]

Therefore, our goal is to characterize the probability measures \( \nu \) such that the associated \( \tilde{R}_\nu \) has global weak anti-diagonal eigenvalue property and satisfies (3.5). By Proposition 2.10, \( \tilde{R}_\nu \in V_{\nu}(\infty) \) is a sufficient condition for the former property.

Now, we introduce some notations. For any given function \( g : \mathbb{N} \to (0, \infty) \), let

\[
(3.6) \quad Z_i = \sum_{j=0}^{i} g(i)g(j),
\]

and a matrix \( A_g \in M(\infty, \mathbb{C}) \) be

\[
(3.7) \quad (A_g)_{ij} = \frac{1}{Z_i} \left( \frac{g(i)}{g(j)} \right) I_{\{i \geq j\}}
\]

where \( \left( \frac{g(i)}{g(j)} \right) = \frac{g(i)!}{g(j)!g(i-j)!} \), \( g(i)! = g(i)g(i-1) \cdots g(1) \) for \( i \in \mathbb{N} \) and \( g(0)! = 1 \).

Note that these notations are different from the usual binomial coefficients or factorial.

Since we assume that \( \nu(i) > 0 \) for all \( i \in \mathbb{N}_0 \), we can define \( g_{\nu} : \mathbb{N} \to (0, \infty) \) as \( g_{\nu}(i) = \frac{\nu(i-1)}{\nu(i)} \), and for any \( i \geq j \)

\[
(3.8) \quad \tilde{r}_{ij} = \frac{\nu(j)\nu(i-j)}{\sum_{k=0}^{i} \nu(k)\nu(i-k)} = \left( \sum_{k=0}^{i} \frac{\nu(k)\nu(i-k)}{\nu(i)} \right)^{-1} \frac{\nu(j)\nu(i-j)}{\nu(i)} = \frac{1}{Z_i} \left( g_{\nu}(i) \right)
\]

by the definition (3.21). Namely, \( \tilde{R}_\nu = A_{g_{\nu}} \). Then, the condition (3.5) is equivalent to \( \inf \{ Z_{2i}; i \geq 1 \} > 2 \). Since \( Z_{2i} \geq 2 + \frac{g_{\nu}(2i)}{g_{\nu}(1)} = 2 + \frac{g_{\nu}(2i)}{g_{\nu}(1)} \), it is equivalent to \( \inf \{ g_{\nu}(2i); i \geq 1 \} > 0 \).

So, we first study a sufficient and necessary condition for \( A_g \in V_{\nu}(\infty) \) in terms of \( g \) where \( g \) is not necessarily given as \( g_{\nu} \) by some probability measure \( \nu \).
Remark 3.3. In the case \( g(i) = \alpha \) and \( g(i) = \alpha i \) for some constant \( \alpha > 0 \), the matrix \( A_g \) is equal to \( T \) and \( S \) in Example 2.2, respectively. In terms of \( \nu \), in the case \( \nu \) is a geometric distribution and a poisson distribution, the matrix \( \tilde{R}_\nu = A_{g_\nu} \) is equal to \( T \) and \( S \) in Example 2.2, respectively.

Remark 3.4. The function \( g \) has an important meaning in the zero-range process, which is one of the most important interacting particle systems. The positive number \( g(i) \) represents the “jump rate” of a particle under the condition that there are \( i \) particles at the same site of the particle. We refer to [4] for the precise description of zero-range processes. For the known results on the spectral gap estimates for zero-range processes, we refer to [5, 7].

Lemma 3.5. Let \( c > 0 \) and \( \tilde{g}(i) = cg(i) \). Then \( A_g = A_{\tilde{g}} \).

Proof. Straightforward.

So, from now on we only consider a function \( g \) satisfying \( g(1) = 1 \).

Theorem 3.6. For each \( s \in (0, \infty) \), there can be at most one function \( g \) satisfying \( g(1) = 1 \), \( g(2) = s \) and \( A_g \in V_P(\infty) \).

Proof. By the direct computation, if \( A_g \in V_P(\infty) \), we have

\[
(P^{-1} A_g P)_{i,i-1} = -i \frac{1}{Z_{i-1}} \left( \frac{g(i) - 1}{g(i-1)} \right) + \frac{1}{Z_i} \left( \frac{g(i)}{g(i-1)} \right) + i \frac{1}{Z_i} g(i) = 0
\]

which should be rewritten as

\[
(g(i) + i) Z_{i-1} = i Z_i
\]

for any \( i \geq 2 \).

Let \( \tilde{Z}_i := \sum_{j=1}^{i} \frac{g(i)!}{g(j)!g(i+1-j)!} \). Note that \( \tilde{Z}_i \) depends only on \( g(1), g(2), \ldots, g(i) \).

Then, we have

\[
Z_i = \sum_{j=0}^{i} \left( \frac{g(i)}{g(j)} \right) = 2 + \sum_{j=1}^{i-1} \left( \frac{g(i)}{g(j)} \right) = 2 + g(i) \sum_{j=1}^{i-1} \frac{g(i-1)!}{g(j)!g(i-j)!} = 2 + g(i) \tilde{Z}_{i-1}
\]

for \( i \geq 2 \). Therefore, (3.9) is rewritten as \( (g(i) + i) Z_{i-1} = i(2 + g(i) \tilde{Z}_{i-1}) \) and therefore

\[
(g(i) + i) \tilde{Z}_{i-1} = i Z_{i-1} - 2
\]

for \( i \geq 2 \). Therefore, (3.9) is rewritten as \( (g(i) + i) Z_{i-1} = i(2 + g(i) \tilde{Z}_{i-1}) \) and therefore

\[
g(i) \tilde{Z}_{i-1} = i(Z_{i-1} - 2)
\]

Given \( i \geq 3 \) and \( g(1), g(2), \ldots, g(i-1) > 0 \), it is obvious that \( Z_{i-1} > 2 \). Therefore \( g(i) > 0 \) satisfying (3.9) exists if and only if \( i \tilde{Z}_{i-1} - Z_{i-1} > 0 \) and it is determined uniquely by \( g(1), g(2), \ldots, g(i-1) \).
Theorem 3.7. Given $0 < s < 2$, let $t = \frac{s}{2}$ and $g(i) = \frac{i^t}{i + t - 1} = \frac{i^t}{2(i-1)i(i-2)}$. Then, $g(1) = 1$, $g(2) = \frac{2^t}{2t} = s$ and $A_g \in V_P(\infty)$.

Proof. Let $\mu_t$ be the beta distribution with probability density $B(t, t)^{-1}x^{t-1}(1-x)^{t-1}dx$ on $[0, 1]$. We will show that $A_{\mu_t} = A_g$. Then $A_g \in V_P(\infty)$ follows from Theorem 2.21.

By the direct computation, for $i \geq j$

$$(A_{\mu_t})_{ij} = \frac{1}{B(t, t)} \binom{i}{j} \int_0^1 x^{j+t-1}(1-x)^{i+j-t-1}dx,$$

$$= \frac{\Gamma(2t)}{\Gamma(t)\Gamma(t)\Gamma(j+1)\Gamma(i-j+1)} B(j+t, i-j+t)$$

$$= \frac{\Gamma(2t)\Gamma(i+1)\Gamma(j+t)\Gamma(i-j+t)}{\Gamma(t)\Gamma(t)\Gamma(j+1)\Gamma(i-j+1)\Gamma(i+2t)}.$$

On the other hand, $g(n)! = \frac{n! n^{i(t)} t}{(n+t-1)(n+t-2)\cdots t} = t^n \frac{\Gamma(n+1)\Gamma(t)}{\Gamma(n+t)}$. Therefore, for $i \geq j$

$$(A_{g})_{ij} = \frac{1}{Z_i} \frac{(g(i))}{Z_j} = \frac{1}{Z_i} \frac{\Gamma(i+1)\Gamma(j+t)}{\Gamma(i+t)\Gamma(j+1)\Gamma(i-j+1)\Gamma(t)}.$$

To prove $A_{\mu_t} = A_g$ we only need $Z_i = \frac{\Gamma(2t)\Gamma(i+t)}{\Gamma(t)\Gamma(i+2t)} = \frac{(2t)}{(t)}$ where $(t)_i = \prod_{k=0}^{i-1} (k+t)$. By the definition of $A_{\mu_t}$ and $A_g$, $\sum_{j=0}^i (A_{\mu_t})_{ij} = 1 = \sum_{j=0}^i (A_g)_{ij}$ for any $i \in \mathbb{N}_0$, so we complete the proof.

Theorem 3.8. Let $g(i) = i$. Then $g(1) = 1$, $g(2) = 2$ and $A_g \in V_P(\infty)$.

Proof. It follows from $A_g = A_{\frac{i}{2}}$ straightforwardly.

Theorem 3.9. Let $s > 2$. Then there does not exist any function $g$ such that $g(1) = 1$, $g(2) = s$ and $A_g \in V_P(\infty)$.

Proof. Let us consider a sequence of rational functions $\{f_i\}_{i \in \mathbb{N}}$ on $\mathbb{C}$ defined as $f_i(z) = \frac{iz}{2(i-1)(i-2)}$. Let $\{V_i\}$ and $\{\tilde{V}_i\}$ be the sequences of rational functions as

$$V_i(z) = \sum_{j=0}^i \binom{i}{j} \frac{f_j(z)}{f_j(z)} = \sum_{j=0}^i \frac{f_j(z)!}{f_j(z)! f_{i-j}(z)!},$$

$$\tilde{V}_i(z) = \sum_{j=0}^i \frac{f_j(z)!}{f_{i-j}(z)! f_{i+1-j}(z)!}.$$
Now, for given $s > 2$, assume that there exists a function $g : \mathbb{N} \to (0, \infty)$ such that $g(1) = 1, g(2) = s$ and $A_g \in V_P(\infty)$. Then, since $g(1) = f_1(s), g(2) = f_2(s)$ and $g(i)$ must satisfy (3.10) by Theorem 3.6 for all $i \in \mathbb{N}, g(i) = f_i(s)$. However, we have $f_i(s) < 0$ for large enough $i$, which implies a contradiction.

From the preceding theorems, we have a sufficient and necessary condition for $A_g \in V_P(\infty)$ in terms of $g$.

**Theorem 3.10.** Let $g : \mathbb{N} \to (0, \infty)$. Then, $A_g \in V_P(\infty)$ if and only if $g = \alpha G_t$ for some $t > 0$ and $\alpha > 0$ where $G_t(i) = \frac{\mu_i}{i + t - 1}$ or $g = \alpha Id$ for some $\alpha > 0$.

**Remark 3.11.** By Theorem 3.10 and the proof of Theorem 3.7 we have

$$\{ A_g : g : \mathbb{N} \to (0, \infty) \} \cap V_P(\infty)$$

$$= \{ A_{\mu_t} : \mu_t \text{ is the beta distribution with parameters } (t, t), t \in (0, \infty) \}.$$  

From the viewpoint of infinite exchangeable sequences in Remark 2.22, the above class is exactly the same as those obtained from the classical Polya urn model. Precisely, consider the Polya urn initially with same number of black and white balls. Then, we get an infinite sequence of random variables $Y_1, Y_2, \ldots$ by letting $Y_i = 1$ if the ball at $i$-th drawing is white and $Y_i = 0$ if it is black. The sequence obtained by this procedure is exchangeable and satisfies

$$\text{Prob}(Y_1 = a_1, \ldots, Y_i = a_i)$$

$$= \int_0^1 u^j (1-u)^{i-j} \mu_t(du) = \int_0^1 u^j (1-u)^{i-j} \frac{u^{t-1}(1-u)^{t-1}}{B(t,t)} du$$

when $(a_1, a_2, \ldots, a_i) \in \{0,1\}^i$ and $\sum_{k=1}^i a_k = j$ (cf. [2]). Here, the parameter $t$ represents the ratio of the initial number of white balls (= that of black balls) to the number of balls added after each drawing. The case where no ball is added corresponds to $t = \infty$.

Finally, we give a sufficient and necessary condition for $\hat{R}_\nu = A_{g_\nu} \in V_P(\infty)$ in terms of $\nu$.

**Theorem 3.12.** Let $\nu$ be a probability measure on $\mathbb{N}_0$ satisfying $\nu(i) > 0$ for all $i \in \mathbb{N}_0$. Then, $\hat{R}_\nu \in V_P(\infty)$ if and only if $\nu$ is a negative binomial distribution or a poisson distribution. Moreover, if so, (3.3) holds.

**Proof.** First, assume $\hat{R}_\nu = A_{g_\nu} \in V_P(\infty)$. Then, by Theorem 3.10, $g_\nu$ must be $\alpha G_t$ or $\alpha Id$. If $g_\nu = \alpha G_t$, then $\nu(i) = \nu(0) \prod_{j=1}^i (\alpha G_t(j))^{-1} = \nu(0)(\alpha t)^{-i} \frac{i^i}{i!}$. Since $\nu$ is a probability measure, $\nu(0)$ must be $p^t$ where $p = 1 - \frac{1}{\alpha t}$ with $\alpha t > 1$. Namely, $\nu$ is the negative binomial distribution with parameters $(t, 1 - \frac{1}{\alpha t})$ and in particular, if $t = 1$, then $\nu$ is the geometric distribution with parameter $1 - \frac{1}{\alpha}$. Also, if $g_\nu = \alpha Id$, then $\nu$ is the poisson distribution with parameter $\frac{1}{\alpha}$. 
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On the other hand, if \( \nu \) is the negative binomial distribution with parameters \((t, p)\), then \( g_\nu = \frac{1}{(1-p)^t} G_t \). In particular, if \( \nu \) is the geometric distribution with parameter \( p \) then \( g_\nu = \frac{1}{1-p} G_1 \). Also, if \( \nu \) is the poisson distribution with parameter \( \lambda \), then \( g_\nu = \frac{1}{\lambda} \text{Id} \). Namely, for all the cases \( \tilde{R}_\nu = A_{g_\nu} \in V_P(\infty) \) by Theorem 3.10.

Obviously, for all the cases, \( \inf_{i \in \mathbb{N}} \{ g_\nu(i) \} > 0 \), so (3.5) holds, and hence (3.3) holds.

In this way, we found a sufficient condition for (3.3) in terms of \( \nu \), but it is still restrictive, so to find a sufficient condition for more general \( \nu \) (or \( g \)) is still an interesting open problem.
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