In this work, we aim to capitalize on the unique few-shot capabilities of large-scale language models (LSLMs) to overcome some of their challenges with respect to grounding to factual and up-to-date information. Motivated by semi-parametric language models (LMs), which ground their decisions in external retrieved evidence, we use few-shot prompting to learn to condition LMs on information returned from the web using Google Search, a broad and constantly updated knowledge source. Our approach does not involve fine-tuning or learning additional parameters, thus making it applicable to any LM, offering therefore a strong baseline. Indeed, we find that LMs conditioned on the web surpass performance of closed-book models of similar, or even larger, model sizes in open-domain question answering. Finally, we find that increasing the inference-time compute of models, achieved via using multiple retrieved evidences to generate multiple answers followed by a reranking stage that uses scores generated by the same LMs, leads to better performance and alleviates lower performance of smaller few-shot LMs. All in all, our findings suggest that it might be beneficial to slow down the race towards the biggest model and instead shift attention towards finding more effective ways to use models, including but not limited to, better prompting or increasing inference-time compute.
their decisions in external retrieved evidence to reduce hallucinations and improve factuality \cite{9}. Specifically, we use the Internet as a source of up-to-date knowledge, and rely on the powerful few-shot capabilities of these LSLMs to learn how to use it effectively for answering questions. Taking open-domain question answering as a task where factual correctness is vital, we design a system that given a question uses a retrieval model to retrieve relevant documents from the Internet. Then, using few-shot learning we prompt the model to answer the question via conditioning on the retrieved documents, without the need to fine-tune or learn extra parameters.

As a retrieval system we use a search engine – in particular Google Search – allowing us to treat the whole web as a knowledge source. While Wikipedia has been the dominant knowledge source driving progress on a multitude of tasks, given the current progress and the quest towards more complex interactions, there has never been a better time to widen their scope, embracing the opportunities working with the whole web, such as considering a wider range of topics and views, as well as the many challenges, such as working with more noisy and potentially uncurated and unsafe text in the wild. Indeed, there is momentum building up in breaking away from Wikipedia-only research \cite{10–13}.

To test the effectiveness of equipping LSLMs with Internet search on open-domain question answering, we use a mix of single-hop and multi-hop, language generation and classification tasks. We find that our biggest LSLMs benefit from conditioning on the web through few-shot prompting. For the language generation tasks, we see a relative performance increase of 15%-30% over the commonly used closed-book few-shot approach. Surprisingly, we find that our method achieves gains, albeit smaller, even on complex multi-hop questions, despite the fact that these questions suffer from higher retrieval errors. Moreover, we see that in certain cases conditioning models on the Internet makes up performance-wise for their smaller size. While perhaps the mainstream view places scaling models’ parameters as the primary way to increase their few-shot performance, our results add to the stream of work that emphasizes instead better use of the models’ powerful prompting abilities \cite{14,15}. As such, our approach presents a lightweight method applicable to virtually any pre-trained LM without the need for fine-tuning or adding extra learnable parameters. Finally, increasing the inference-time compute of models via sampling multiple answers and reranking using scores computed from the same LSLMs not only adds further performance gains, but also alleviates generally decreased performance of smaller few-shot LMs, partly closing their performance gap with larger models.

All in all, our findings hint at the possibility of slowing down the race towards the biggest model and instead shifting the attention to more targeted and effective use of models’ few-shot capabilities in combination with increasing inference-time compute, a generally more scalable approach.

2 Related Work

**Semi-parametric language models** Semi-parametric LMs have been recently gaining momentum \cite{5,6,16,17}, extending monolithic parametric models with information from a knowledge source. This process facilitates overcoming distribution shift (e.g., domain or temporal) in a flexible way by simply updating the external knowledge. When applied to question answering tasks \cite{7,8,18}, they surpass performance of parametric-only models – they are able to efficiently handle an increasing number of retrieved passages and ground their predictions into additional information, thus reducing hallucinations and improving factuality. However, to be faithful to their input, these models need to be trained (or fine-tuned) to attend to the additional input. In contrast, our work pushes the limits of few-shot prompting as a way to learn to condition on external evidence, which requires no additional parameters, thus making our method applicable to virtually any pre-trained LM.

**Web as knowledge source** Open-domain question answering traditionally has been studying carefully constructed benchmarks, where answerability of questions from Wikipedia has been confirmed through annotations. Recently a new trend emerged — using the whole web as knowledge source to support more varied and rich interactions. Augenstein et al. \cite{19} and Fan et al. \cite{20} make use of web data through commercial search engines as a part of building more diverse datasets for fact-checking. On the other hand, Piktus et al. \cite{12} find that considering the web as a retrieval source brings material gains to knowledge intensive tasks, despite any difficulties with building a search index from an order of magnitude more (noisy) data than Wikipedia. To avoid similar challenges with building and maintaining a search index, recent work that aims in improving factuality in user interactions adopts the use of commercial search engines as building block for their systems \cite{10,11,13,21}. Similar to us, Nakano et al. \cite{11} analyze benefits of increasing compute at inference time. However, unlike
us, they either target open-ended dialogue interactions [10, 13] or focus on optimizing performance using more intensive techniques like fine-tuning and reinforcement learning [11, 21]. In our work, we take a more light-weight approach without introducing learnable parameters. We push the limits of few-shot prompting and emphasize the need to establish strong baselines, aiming at gaining insights into the strengths and weaknesses of this generally applicable, due to its simplicity, approach.

3 Few-shot prompting for Internet-augmented Language Models

In this section, we describe our approach for improving the performance of pre-trained LMs in the task of open-domain question answering. Specifically, we propose to use few-shot prompting as a flexible and robust way to condition any pre-trained LSLM on external evidence, allowing for better grounding to factual and up-to-date information. Our approach consists of 3 steps (see Appendix A.1 for an illustration of the method). First, given a question we retrieve a set of relevant documents from the web using a search engine (§3.1). We then use the retrieved evidence to condition the LM through few-shot prompting (§3.2). Finally, we generate multiple candidate answers from each evidence and, to select the best answer, rerank them using scores computed using the same LM (§3.3).

3.1 Retrieve: Google Search for document retrieval

Given a question \(q\), we need to obtain a set of relevant documents \(D\) which would allow us to extend the model’s knowledge to factual and (potentially) new information not already present in its weights. With a view to more realistic and open-ended user interactions, we retrieve documents using an off-the-shelf search engine, i.e., Google Search. Specifically, we use each question \(q\) verbatim as a query and issue a call to Google Search via the Google Search API [1]. For each question, we retrieve the top 20 urls and parse their HTML content to extract clean text, resulting in a set of documents \(D\) per question \(q\). While using the question verbatim as a search query is a plain vanilla approach, we find this to be an adequate first step, especially since search engines typically perform additional steps (e.g., query expansion) for improved user interactions. Nevertheless, and as we will discuss later in Section 5.1, the complexity of certain (multi-hop) questions pose problems to this simple approach, calling for more sophisticated learning to search approaches [22, 10, 11].

As documents in \(D\) can originate from news or Wikipedia articles to whole books, they tend to be long, with an average length of 2,056 words. As this exceeds the input sequence length of models, we condition the model on shorter excerpts extracted from the documents in \(D\). Specifically, we first chunk all documents into paragraphs of 6 sentences. We then embed \(q\) and the paragraphs using TF-IDF and using cosine similarity we produce a (ranked) list of evidence paragraphs \(P\), thus only using in the prompt smaller, more relevant parts of the full documents.

Overall, using Google Search allows us to tap into the diverse and ever-growing content on the web, instead of being confined on the information found in the static snapshots of the curated content on Wikipedia, a commonly used knowledge source in question answering tasks. In addition to the above benefits, we found that Google Search and the web offers also practical performance gains and is on-par (even sometimes outperforming) current Wikipedia-based state-of-the-art dense retrievers (see Section 5). We discuss broader limitations and opportunities of using search engines in Section 6.

3.2 Prompt: Few-shot prompting for conditioning on evidence

Given a question \(q\) and a set of retrieved paragraphs \(P\), we use few-shot prompting to condition pre-trained LMs on the paragraphs. This is done by taking the conventional \(k\)-shot prompting for (closed-book) QA, that only considers tuples of \(⟨\text{questions, answers}⟩\), and extending it with an evidence paragraph, resulting in a prompt of the form

\[
\text{Evidence: } ...
\]

\[
\text{Question: } ...
\]

\[
\text{Answer: } ...
\]

In all experiments we set \(k = 15\). In Section 4 we give details on how we obtain the \(⟨\text{evidence, question, answer}⟩\) triplets to populate the prompt.

[https://developers.google.com/custom-search](https://developers.google.com/custom-search)
While experimenting with prompts, we found that swapping the question with the evidence, thus increasing the distance between questions and answers, yielded consistently lower results across all our datasets. We hypothesize that this is another manifestation of LMs’ struggles to incorporate information from longer contexts; further performance increase could be achieved by selecting in-context examples for the prompt retrieved based on similarity to the question being answered \[23\].

### 3.3 Rerank: Increasing inference-time compute via answer reranking

Increasing compute of models via scaling the number of parameters, hence increasing training-time compute, has been shown to improve performance of models in various few-shot tasks \[32\]. Here, we ask whether similar gains can be obtained when scaling the inference-time compute. While there are multiple ways this can be achieved (e.g., considering different adaptive computation methods or the recently proposed chain-of-thought reasoning LMs \[24\]), here we do it through sampling multiple answers from the model, which we then rerank using different probabilistic factorizations of the question answering task as scoring functions.

Specifically, as \( P \) contains retrieved paragraphs ordered via their similarity to question \( q \), we select the top \( n = 50 \), use each one separately to prompt the model and produce multiple candidate answers for each paragraph (for classification tasks we produce a distribution over all class labels for each paragraph). Overall, this allows us to consider a larger number of possible answers candidates while overcoming potential retrieval errors – considering more paragraphs increases retrieval recall.

Given an answer \( a_i \) for a question \( q \) conditioned on each of the \( n \) retrieved paragraph \( p_i \), we consider the following ways for estimating the answer probability: (i) direct inference, where we choose an answer that maximizes \( p(a_i | q) = \sum_{i=1}^{n} p_{tfidf}(p_i | q) \cdot p(a_i | q, p_i) \), referred to as RAG throughout this work as it is inspired from the model of Lewis et al. \[22\]; (ii) Noisy channel inference, where we choose an answer that maximizes \( p(a_i, q | p_i) = \frac{p(q | a_i, p_i) \cdot p(a_i | p_i)}{p(q | p_i)} \), \[25\] \[26\]; (iii) Product-of-Experts (PoE), which combines all probabilities used above, in addition to \( p(p_i | q) \).\[27\]

#### Pre-trained LSLMs as scorers

All conditional probabilities are computed using LMs that we \( k \)-shot prompt for producing the respective distributions \( (k = 15) \) (see Appendix A.4 for example prompts). In this way, we turn LMs into models of arbitrary probabilities, which to the best of our knowledge is something that has not been explored before. Exception to this is \( p_{tfidf}(p_i | q) \) that is computed as the normalized cosine similarities between the TF-IDF passage and question representations – as the passages tend to be long, we found it challenging to derive reliable estimates of \( p(p_i | q) \) using prompted LMs.

### 4 Experimental Setup

#### Datasets

We use 3 question answering datasets: the single-hop NQ \[27\], and the multi-hop HOTPOTQA \[28\] and STRATEGYQA \[29\], and a fact-checking multi-hop dataset FEVER \[30\]. We select these datasets as they allow us to consider a mixture of language generation (NQ, HOTPOTQA) and classification (2-way for STRATEGYQA, 3-way for FEVER) tasks, as well as single- and multi-hop questions. We represent all items in the datasets as tuples \( (q, A, G) \), where \( q \) is the question, \( A \) is the the set of possible answers (or a single class label for the classification datasets), and \( G \) is the set of gold evidence documents provided by the dataset. For the few-shot learning, we use the prompt format presented in Section 3.2 and create dataset-specific 15-shot prompts (for each of the datasets, we use the same set of questions for the few-shot examples), for a total of 4 prompts (for computing different probabilistic factorizations), populating them with the necessary (evidence, question, answer) triplets from each dataset\[28\]. As evidence, we use the gold evidence documents in \( G \).

#### Evaluation metrics

To evaluate the performance on these tasks, we report exact match for generation tasks and accuracy for classification tasks. Moreover, to better understand the interaction between retrieval and subsequent QA performance, we introduce a retrieval score. For generation tasks, we calculate answer recall in the conditioning evidence paragraphs \( P \). For classification tasks, since the answer takes the form of a class label, we instead compute the normalized word overlap (excluding stopwords) between the gold paragraph \( G \) and each of the conditioning paragraphs in \( P \), and report the maximum word overlap achieved among the paragraphs \( P \).

\[27\] The interpolation weights of probabilities are optimized on a held-out set of 10% of data.

\[28\] See Appendix A.3 for the prompts we used for each dataset.
Language Models  All experiments in this work use the Gopher LM of 280 billion parameters \[2\]. Alongside this model, and in order and to answer questions regarding scaling, we also use smaller models of the same family abbreviated by their number of parameters, i.e., 44M, 117M, 400M, 1B and 7B. Besides the number of parameters, the models also differ in the input sequence length: 2048 for 7B and 280B, and 1024 for 44M, 117M, 400M, and 1B. All models were trained on MassiveText for 300 billion tokens. For generation tasks, we use nucleus decoding, with parameters 0.8 for the probability cut-off and temperature of 1.

Open-domain question answering models  Here, we describe the open-domain question answering systems we build, all based on LMs presented above.

We first describe our open-book models (referred to as OB), which condition on the provided evidence to generate an answer. OB\textsubscript{Google} will use the Google retrieved paragraphs. For each question \( q \) we will generate 4 candidate answers \( a' \) for each of the 50 paragraphs \( p \), for a total of 200 answers. We will then select the best answer \( a^* \) as \( \arg \max_{a'} f(a', p, q) \), where \( f \) is a pre-defined scoring function. In its basic form, OB\textsubscript{Google}\textsuperscript{a|q,p} will use as scoring function \( f \) only the probability returned by the question answering model. Models OB\textsubscript{Noisy Channel}, OB\textsubscript{RAG} and OB\textsubscript{PoE} will use the noisy channel, direct inference and PoE factorizations, introduced in Section 3.3. Moreover, to better assess the performance of few-shot prompting, we design a model that assumes an oracle retrieval system – OB\textsubscript{Gold} conditions on gold evidence passages for each question provided by the datasets.

Finally, as a baseline model, we will use a pre-trained LM without evidence, prompting it with \langle question, answer \rangle tuples. This is the conventional way found in the literature of few-shot language models \[3\] for performing open-domain question answering. These models are usually referred to as closed-book, as they do not use any knowledge source (unlike open-book), but solely rely on the knowledge encoded in their weights during training. We refer to these models as CB.

To fairly compare the different models, we need to account for the fact that OB\textsubscript{Google} searches for the right answer in a big pool of candidates generated by conditioning on multiple paragraphs; for both CB and OB\textsubscript{Gold} we sample 200 answers, and select the one with the highest probability.\[4\]

5 Results

5.1 Conditioning a large-scale language model on Google search results

| Dataset | SOTA | #sampled answers: 1 | #sampled answers: 200 | Retrieval performance@50 |
|---------|------|---------------------|-----------------------|-------------------------|
| NQ      | 51.4 \[8\] | 21.7 | 23.1 | 25.8 | 61.7 | 32.7 | 38.4 | 85.0 |
| HOTPOTQA | 65.2 \[28\] | 20.7 | 24.5 | 21.2 | 54.8 | 26.3 | 30.3 | 55.5 |
| FEVER   | 73.2 \[31\] | 44.5 | 52.2 | 44.5 | 66.6 | 52.0 | 57.2 | 43.3 |
| STRATEGYQA | 63.6 \[29\] | 61.0 | 61.1 | 61.0 | 80.4 | 64.6 | 66.2 | 34.9 |

Table 1: Results on 4 question answering datasets using the Gopher-280B model.

Here, we assess the effectiveness of our method for improving the performance of pre-trained LMs on open-domain question answering. We start with Gopher-280B, the best LM among the ones considered in this work, containing 280 billion parameters; we test whether using few-shot prompting as a way to condition on external retrieved evidence (i.e., OB\textsubscript{Google}\textsuperscript{a|q,p}) improves the performance of Gopher-280B over its closed-book version (i.e., CB), which uses knowledge solely in its weights. Table 1 summarizes the results on our 4 datasets.

Overall, we find that, indeed, conditioning Gopher-280B on the Google Search results leads to improved performance on all datasets, despite the fact that both Gopher-280B open- and closed-models use the same underlying LM. We see stronger performance over the closed-book version

\[4\] We found that performance plateaued near the 50 samples – using the same prompt to sample many answers results in decreased diversity.
for the generation tasks, with the relative improvements reaching 30% on the NQ dataset. For NQ and HOTPOPTQA, stronger performance is driven by higher retrieval recall and strong extractive behaviour of the model, very frequently producing an answer present in the conditioning evidence, a welcomed feature for extractive tasks (i.e., generated answer is present in evidence in 89.4% and 70.5% cases, for NQ and HOTPOPTQA respectively). We also see gains, albeit smaller in scale, for the more reasoning classification tasks, indicating that few-shot prompting with retrieved evidence is beneficial over and above its extractive power.

**Retrieval performance** Turning to the retrieval performance achieved by Google Search (see Retrieval performance column in Table 1), we see that the effectiveness of our approach of using the question verbatim as a search query heavily depends on the complexity of the questions in each dataset. Compare for example a typical question in the single-hop NQ “How many episodes in season 2 breaking bad?”, where recall@50 reaches 85%, with one from HOTPOPTQA “What is the relationship of Yeshahework Yilma’s mother to the man who was Ethiopia’s emperor from 1930 to 1974”, where recall performance drops to 55.5%. Indeed, performance on multi-hop datasets (HOTPOPTQA and STRATEGYQA) is generally worse than in the single-hop ones (NQ and FEVER). In fact, STRATEGYQA sees the smallest relative increase in performance with respect to the closed-book version; questions in this dataset, albeit somewhat artificial, are inventive and involve linking non-trivial, normally unrelated facts (e.g., “Could a sloth hypothetically watch an entire episode of Scrubs underwater?”), stress-testing performance of retrieval models.

Compared to current Wikipedia-based state-of-the-art models, which require training on the specific datasets, we find that the generic Google Search retrieval outperforms DPR [32] on NQ (DPR recall@50 84%), while is only marginally outperformed by MDR [33] on HOTPOPTQA (MDR recall@20 52.1% vs ours recall@20 50.1%). Google Search acts here as a zero-shot retrieval, capable of generalizing on different tasks and knowledge corpus. Overall, our results demonstrate the potential of integrating search engines with LSLMs.

Finally, our probabilistic reranking further improves performance: across all datasets, OB\textsubscript{PoE}Google outperforms consistently the simpler OB\textsubscript{No reranking}Google, widening the gap between closed-book and Google-conditioned model. We provide more in-depth discussion of reranking results in Section 5.2.

### 5.2 Ablations

**Effect of Reranking** In Table 1 (see columns #sampled answers:1), we ablate the use of ranking – even conditioning on a single Google evidence can bring gains over the closed-book model, evident by the higher performance achieved by OB\textsubscript{No reranking}Google compared to CB.

**Effect of different scoring functions** Figure 1 presents a comparison of the 4 different scoring functions introduced in Section 3.3. Note that, besides $p(a|q, p)$, which is computed using Gopher-280B, the remaining probabilities used to compute the 3 scores, i.e., PoE, RAG and Noisy Channel, are obtained by few-shot prompting the smaller 7B model. We find that that reranking with factorizations that consider scores beyond just the answer probability improve performance across all datasets, despite the fact that we do not train specialized models for deriving the extra scores but rather use an order of magnitude smaller prompted LMs.

Looking at the individual scores, we find $p(a|q, p_i)$ and $p(q|p_i, a)$ to be most informative – this last probability captures how well the model can “explain” the question given a retrieved evidence and an answer. In fact, as also show in Appendix A.2, this score could be reliably used for reranking passages that are more predictive of the final answer. On the other hand, $p(p_i|q, a)$, while being correlated to $p(q|p_i, a)$, has a higher variance (likely due to varying length of the passages) and is much less informative overall. Among the three factorizations that we consider, the lowest
performance is consistently observed for the RAG-inspired factorization. We attribute this to the way the passage relevance is derived: as we do not use \( p(p_i \mid q, a) \) from the model, we instead rely on normalized cosine similarities between TF-IDF vectors which, as we show in Appendix A.2, are more reliable than the passage probabilities from the LM, but less accurate than \( p(q \mid p_i, a) \).

While more elaborate scores are able to reduce the gap with the in-domain fine-tuned models (compare column SOTA with column OB\text{PoE}_{\text{Google}} in Table 1), in line with previous work [33] we find that few-shot prompting still generally lags behind the specialist models. However, this should be considered in perspective of how generalizable our setup is to a diverse set of questions, from single-hop to multi-hop to fact-checking, turning any LM to a retrieval-augmented LM.

**Oracle retrieval** The results of OB\text{Gold} can be treated as upper-bound since the conditioning information is gold evidence (hence assuming oracle retrieval) – these results suggest that there is room for improvement in relying more on the conditioning evidence. We envision several directions: if we remain within the few-shot paradigm, more accurate prompt optimization, like in-context example selection, can further boost results [23], while, constrained decoding [35, 36] can be a way to condition the model at inference-time, by explicitly grounding an answer in the provided evidence.

### 5.3 Scaling analysis of open- and closed-book models

So far, we observed that conditioning a 280 billion LM on retrieved evidence from Google Search resulted in improved performance over the closed-book version of the same LM. But are these gains only confined on the (very) large-scale regime or could this method be used to also boost performance of smaller models? To answer this, we compute the open- and closed-book performance of 5 additional models containing 44M, 117M, 400M, 1B and 7B parameters. We follow the same approach as before: we use \( k \)-shot learning to prompt for the open-book models using Google Search results and \( k \)-shot learning to prompt for \( (\text{question, answer}) \) for the closed-book models, with \( k = 15 \). In Figure 2 we present results as a function of models’ parameters in millions, for open-book (in solid lines) and closed-book models (dashed lines) models. We report accuracy for the classification tasks (left figure) and exact match for the generation tasks (right figure).

Conditioning smaller models on retrieved evidence is particularly beneficial for the generation tasks, which given reliable evidence can be more extractive in nature. In fact, making use of external evidence does not simply improve the factuality of the models through grounding to external sources, but in many cases results in smaller open-book models outperforming bigger closed-book models. Indeed, for both NQ (in green lines) and HOTPOTQA (in purple lines) the open-book 7B model overtakes the closed-book 280B model, while for the NQ this is also the case for the even smaller 1B. Despite the simplicity of the approach and the potential errors introduced by the retrieval method, conditioning through few-shot prompting can, to some extent, make up for a smaller model size.

However, we also see that for the more reasoning tasks, i.e., FEVER (in black lines) and STRATEGYQA (in blue lines), the gains manifest mostly in the 7B models, though are smaller. For the (relatively) smaller models, their closed-book performance fluctuates around the random baseline. As such, grounding to factual information is perhaps a secondary concern in those cases; retrieval can boost reasoning capabilities for models with pre-existing good reasoning skills (as in the case of 280B), but cannot compensate for general lack of reasoning abilities.
### 5.4 Increasing inference-time compute

The main driver of performance improvements of few-shot LMs has been scaling their model size. Increasing training-time compute is thus spent in injecting (and potentially memorizing) Internet-scale data. Here, we put forward a different hypothesis; we posit that we can improve performance of smaller LMs by giving them direct access to the Internet, thus freeing training-time compute which could then be spent to increasing their inference-time compute. While there are many ways to achieve that, here we choose to increase models’ compute via using multiple Google retrieved paragraphs to sample candidate answers for each and then reranking those answers using the functions introduced in Section 3.3. We focus on the 3 biggest models used in this study, comparing the open-book version of 1B and 7B with the closed-book version of Gopher-280B. We conduct this study on NQ.

Figure 3-left presents exact match performance on NQ as a function of number of paragraphs (and hence candidate answers we are sampling and reranking). We see that considering more than the top 1 paragraph improves performance of models. Moreover, as evident by the slight upward slops, considering gradually more paragraphs benefits those scoring functions that incorporate some notion of paragraph “goodness”, i.e., RAG (in purple lines) and PoE (in green lines) and Noisy Channel (in orange lines). In contrary, reranking only using the probability \( p(a|q,p) \) of the answer under the model (in blue lines) results in decreased performance after a certain point. We hypothesize that this is potentially due to some pathological behaviour of the model, e.g., assigning high probability to candidate answers that exist in the conditioning evidence but are otherwise wrong. This is consistent with findings in Machine Translation which find that reranking only using the forward probability gives worse results as the number of candidates increases beyond a certain threshold [37].

More interestingly, we find that using as little as 5 paragraphs from Google Search, in conjunction with the 7B model (in dashed lines for the different scoring functions) surpasses the performance of closed-book Gopher-280B model (horizontal black line), suggesting that searching the Internet is worth more than 273 billion parameters. Finally, Figure 3-right presents a similar plot, but as a function of FLOPs; this accounts for additional factors, on top of the number of Google retrieved paragraphs, like models’ size and compute spent to calculate the scores for each of the scoring functions. Closed-book Gopher-280B spends compute for implicitly combining retrieving the facts that are memorized in its weights, and then reason over them. By explicitly outsourcing the memorization of facts and their retrieval to Google Search, the same inference-time compute can now be spent more effectively in reranking more samples with a smaller model. As such, for the same or less inference-time compute, reranking models achieve better performance, as indicated by all the lines being to the left of the blue dot in the horizontal dashed line, i.e., the FLOPs of the closed-book Gopher-280B.

### 5.5 Keeping QA model up-to-date

We now test whether using a commercial engine as a source of up-to-date information about the world can help stale models answer questions about new events. Since Gopher-280B was trained with data up to (and including) November 2020, questions about facts beyond that date would not have been seen in its training data. To derive such questions, we use the SituatedQA dataset [38] which contains questions grounded in different dates. Table 2 presents the exact match results on the complete development set of questions (all) – we also create a smaller subset of 80 questions about facts in 2021 and beyond to test adaptation.

| Questions | CB | 26.3 | 15.8 |
|------------|----|------|------|
| OB         | 28.1 | 22.4 |

Table 2: Exact Match performance on SituatedQA.

---

Khandelwal et al. [5] also find that training smaller models with large datastores surpasses perplexity performance of bigger language models.
to new information (post-2020). As evident by the higher performance of \( \text{OB}_{\text{Google}}^{a|q,p} \) compared to CB, using few-shot prompting as a way to condition on evidence is an effective way of incorporating truly new information into the QA system. However, despite having access to updated information, the performance of \( \text{OB}_{\text{Google}}^{a|q,p} \) on post-2020 questions is substantially lower than the performance on the complete set of questions, suggesting that conflicting parametric (i.e., in language model) and contextual (i.e., in retrieved evidence) knowledge poses challenges for retrieval-based models \[39\].

6 Discussion

Towards more open-ended and “in the wild” user interactions, in this work we presented a straightforward method targeted to alleviate some of the challenges faced by LSLMs with respect to grounding to factual and up-to-date information. The core of our method lies in combining the powerful few-shot abilities of LSLMs with a state-of-the-art retrieval model, i.e., Google Search, for access to a broad and constantly updated knowledge source, the whole web. We applied our method on open-domain question answering and found that, despite its simplicity, using few-shot prompting to condition models on the web provides an effective approach for increasing models’ factuality. Improvements were not just confined to the largest LMs; we saw increases in performance across the board of model sizes, with smaller open-book models often surpassing performance of bigger few-shot closed-book models. Further gains were achieved when increasing inference-time compute via using multiple retrieved evidences to generate multiple answers followed by a reranking stage that uses scores computed by the same LMs. Our approach offers a simple way to turn virtually any pre-trained LM to a retrieval-augmented LM model without the need for fine-tuning or adding learnable parameters.

Mainstream view places scaling LMs’ parameters as the primary way to increase their few-shot performance. However, our findings suggest that inference-type interventions, such as more targeted use of few-shot abilities and increase of inference-time compute, can bring significant gains. This may slow down the race towards the biggest LM and instead shift the attention towards finding more effective ways to use existing models.

Limitations

Despite their progress, LSLMs are still sometimes outperformed by fine-tuned, and even smaller, models \[34\]. While our targeted interventions were successful in closing this gap on open-domain question answering, we are still behind in-domain fine-tuned models. For reasoning tasks, retrieval was able to improve only the largest amongst the considered models. Moreover, while we have considered a wide-range of diverse question answering datasets, our current experiments only capture a small fraction of (simple) user interactions where factuality plays a crucial role.

The deterioration of search results for multi-hop questions highlights the importance of a better approach to interacting with the Internet. This is particularly challenging for the general-purpose and powerful, yet black-box, search engines, where gradient-based learning is infeasible due to the discrete bottleneck introduced by working directly with words. We expect that “learning to search” approaches could boost performance of the overall system \[22,10,11\], where complex queries could be decomposed into simpler sub-queries, akin to approaches in question decomposition \[40,41\]. While these tasks have not yet been tackled with LSLMs and few-shot prompting, we believe that it would be a reasonable first approach.

Finally, in an attempt to work towards open-ended interactions and improve our system’s performance, we used a commercial search engine as a retrieval model, allowing us to work with the whole web as a knowledge source. Since we are not confined to working only with the curated and “sanitized” Wikipedia, we anticipate a number of safety issues to arise, including misinformation, harmful content. While we have relied on the underlying safety nets of the search engines we use, more work should be put in place scoping out and better understanding the risks and, most importantly, providing effective ways to mitigate those. As working with the whole Web gains more momentum, we expect to see more work that surfaces and tackles these points. Another potential concern is reproducibility of the research results given that we do not have as tight control over retrieval results as in the case of offline retrieval \[7\]. This might, indeed, create some discrepancies over longer time horizons, not only due to changes in the underlying search engine logic, but also because new published documents

---

\[6\] The published test set results for the fine-tuned open-book and closed-book are 23.0% and 18.3% \[38\].

\[7\] Upon acceptance, we will make the Google Retrieved urls used for our experiments public for reproducibility.
might provide more direct answers. Overall we believe that potential benefits of understanding how to use Google Search with LSLMs overweight the potential downsides, if done responsibly.
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A Appendix

A.1 Illustration of method

![Diagram of the method presented in Section 3.](image)

Figure 4: Schematic representation of the method presented in Section 3.

A.2 Using LSLMs-derived scores for passage reranking

![Graph showing NQ answer recall when reranking Google Search passages using LSLMs-derived scores against DPR retriever on Wikipedia.](image)

Figure 5: Comparing NQ answer recall when reranking Google Search passages using LSLMs-derived scores against DPR retriever on Wikipedia.

A.3 QA Prompts

Below we provide the prompts used for each of the datasets to create the open-book models. The prompts for building the closed-book model is derived by omitting the Evidence part of the prompt.
Evidence: "Your Love" is a song by the English rock band the Outfield, taken from their debut album Play Deep (1985). The song was penned by the band's guitarist John Spinda.

Question: who sings i just want to use your love tonight

Answer: Lulu and the Lampshades

Evidence: The Chess World Cup 2017 was a 128-player single-elimination chess tournament, held in Tbilisi, Georgia, from 2 to 27 September 2017. It was won by Armenian grandmaster Levon Aronian. This was the second time he had won the Chess World Cup, 12 years after his first win in 2005.

Question: who sings the theme tune to mum on bbc2

Answer: Malware

Evidence: At the end of December 31, 2015, its employee strength was 170,664. Abid Ali Neemuchwala was appointed as Wipro's CEO after T.K. stepped down in early 2016. The share price had risen by 70% to over 100 times the earnings per share of the previous year. Starbucks had 140 outlets, with a revenue of US $ 73.5 million, up from US $1.9 billion in 1987. The company's market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks' share price had risen by 75% to over 100 times the earnings per share of the previous year.

Question: who wins the next iron chef super chefs

Answer: Zakarian

Evidence: Life of Pi is a Canadian fantasy adventure novel by Yann Martel published in 2001. The protagonist is Piscine Molitor "Pi" Patel, an Indian boy from Pondicherry who explores issues of spirituality and practicality from an early age. He survives 227 days after a shipwreck while stranded on a lifeboat in the Pacific Ocean with a Bengal tiger named Richard Parker.

Question: what is on a mcchicken sandwich from mcdonald's

Answer: breaded chicken patty, shredded lettuce, and mayonnaise.

Evidence: Principal photography began on May 20, 2016, in Welch, West Virginia. Where was the movie The Glass Castle filmed?

Answer: in Welch, West Virginia

Question: where was the movie the glass castle filmed

Evidence: Principal photography began on May 20, 2016, in Welch, West Virginia. Life of Pi is a Canadian fantasy adventure novel by Yann Martel published in 2001. The protagonist is Piscine Molitor "Pi" Patel, an Indian boy from Pondicherry who explores issues of spirituality and practicality from an early age. He survives 227 days after a shipwreck while stranded on a lifeboat in the Pacific Ocean with a Bengal tiger named Richard Parker.

Question: what is the tiger's name in life of pi

Answer: Richard Parker

Evidence: Las Vegas Stadium is the working name for a domed stadium under construction in Paradise, Nevada for the Las Vegas Raiders of the National Football League (NFL) and the UNLV Rebels football team from the University of Nevada, Las Vegas (UNLV). It is located on about 62 acres west of Mandalay Bay at Russell Road and hacienda Avenue and between polaris Avenue and dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Question: where are they building the new raiders stadium

Answer: Paradise, Nevada

Evidence: At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of US $ 73.5 million, up from US $1.9 billion in 1987. The company's market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks' share price had risen by 75% to over 100 times the earnings per share of the previous year.

Question: when did starbucks become a publicly traded company

Answer: June 1992

Evidence: Mary Kom

Question: who was the first lady nominated member of the rajya sabha

Answer: Anu Aga

Evidence: Las Vegas Stadium is the working name for a domed stadium under construction in Paradise, Nevada for the Las Vegas Raiders of the National Football League (NFL) and the UNLV Rebels football team from the University of Nevada, Las Vegas (UNLV). It is located on about 62 acres west of Mandalay Bay at Russell Road and hacienda Avenue and between polaris Avenue and dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Question: who wins the next iron chef super chefs

Answer: Zakarian

Evidence: The Chess World Cup 2017 was a 128-player single-elimination chess tournament, held in Tbilisi, Georgia, from 2 to 27 September 2017. It was won by Armenian grandmaster Levon Aronian. This was the second time he had won the Chess World Cup, 12 years after his first win in 2005.

Question: who wins the next iron chef super chefs

Answer: Zakarian

Evidence: Las Vegas Stadium is the working name for a domed stadium under construction in Paradise, Nevada for the Las Vegas Raiders of the National Football League (NFL) and the UNLV Rebels football team from the University of Nevada, Las Vegas (UNLV). It is located on about 62 acres west of Mandalay Bay at Russell Road and hacienda Avenue and between polaris Avenue and dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Question: who wins the next iron chef super chefs

Answer: Zakarian
Evidence: Support for and the elevation of leaves, flowers and fruits. The stems keep the leaves in the light and provide a place for the plant to keep its flowers and fruits. Transport of fluids between the roots and the shoots in the xylem and phloem. Storage of nutrients. Production of new living tissue. The normal lifespan of plant cells is one to three years. Stems have cells called meristems that annually generate new living tissue.

Question: What are the main functions of the stem?
Answer: Production of new living tissue

A.3.2 HotPotQA

Evidence: Seezaw is a musical with a book by Michael Bennett, music by Cy Coleman, and lyrics by Dorothy Fields. Michael Bennett (April 8, 1943 – July 2, 1987) was an American musical theatre director, writer, choreographer, and dancer. He won seven Tony Awards for his choreography and direction of Broadway shows and was nominated for an additional eleven.

Question: When was the writer of Seezaw born?
Answer: April 8, 1943

Evidence: Heinrich August Marschner (16 August 1795 – 16 December 1861) was the most important composer of German opera between Weber and Wagner.

Question: Heinrich Marschner was a composer who performed in the time frame after one of the first significant composers of the Romantic school.
Answer: Romantic

Evidence: The Elliott-Donaldson House is a historic mansion in Okolona, Mississippi, U.S.. It was built in 1850, a decade prior to the American Civil War of 1861–1865. By the end of the war, in 1865, Confederate States Army General Nathan Bedford Forrest stayed in the house to rest. It has been listed on the National Register of Historic Places since September 15, 1980. Nathan Bedford Forrest (July 13, 1821 – October 29, 1877), called Bedford Forrest in his lifetime, was a lieutenant general in the Confederate Army during the American Civil War.

Question: What lieutenant general stayed in the Elliott-Donaldson House?
Answer: Nathan Bedford Forrest

Evidence: Luca Parmitano (born 23 September 1976 in Paternò, Sicily) is an Italian engineer and astronaut in the European Astronaut Corps for the European Space Agency (ESA). The astronauts work on missions at the International Space Station. He was selected as an ESA astronaut in May 2009.

Question: Who is younger Ulrich Walter or Luca Parmitano?
Answer: Luca Parmitano

Evidence: A Boltzmann machine is a type of stochastic recurrent neural network (and Markov Random Field). Ludwig Eduard Boltzmann (February 20, 1844 – September 5, 1906) was an Austrian physicist and philosopher whose greatest achievement was in the development of statistical mechanics, which explains and predicts how the properties of atoms (such as mass, charge, and structure) determine the physical properties of matter (such as viscosity, thermal conductivity, and diffusion).

Question: What machine has the same name as another machine created by Ludwig Boltzmann?
Answer: Boltzmann machine

Evidence: Graham Linehan ( ; born 22 May 1968) is an Irish television comedy writer and director who, often in partnership with Arthur Mathews, has written or co-written a number of popular television comedies. He is most noted for the sitcoms "Father Ted", "Black Books" and "The IT Crowd". Amongst others, he has also worked on "Big Train", "Count Arthur Strong", "B Brass Eye" and "The Fast Show". The IT Crowd is a British sitcom by Channel 4, written by Graham Linehan, produced by Ash Atalla and starring Chris O'Dowd, Richard Ayoade, Katherine Parkinson, and Matt Berry.

Question: Graham Linehan was the creator of the Ash Atalla-produced sitcom for what UK channel?
Answer: Channel 4

Evidence: Andrea Chénier is a verismo opera in four acts by the composer Umberto Giordano, set to an Italian libretto by Luigi Illica. It was first performed on 28 March 1896 at La Scala, Milan. The opera's story is based loosely on the life of the French poet André Chénier (1762–1794), who was executed during the French Revolution. The character Carlo Gérard is partly based on Jean-Lambert Tallien, a leading figure in the Revolution.

Question: What is the name of the character in the opera Andrea Chénier by Umberto Giordano.
Answer: La mamma morta

Evidence: Thomas Matthew "Tom" Chappell (born 1943) is an American businessman and co-founder of Tom's of Maine in 1970. Tom's of Maine is a brandname and manufacturer of natural-products-only personal care products, a majority-owned subsidiary of Colgate-Palmolive since 2006. The company's products are intentionally mostly made without ingredients that are: chemically derived, have a negative environmental impact, or are tested on animals. While most of its products are vegan, some contain propolis and/or beeswax sourced from bees.

Question: What are the main functions of the stem?
Answer: Production of new living tissue
Evidence: Romeo Montague (Italian: “Romeo Montecchi”) is the protagonist of William Shakespeare’s tragedy “Romeo and Juliet”. The son of Montague and his wife, he secretly loves and marries Juliet, a member of the rival House of Capulet. Forced into exile after slaying Juliet’s cousin, Tybalt, in a duel, Romeo commits suicide upon hearing falsely of Juliet’s death. Benvolio is a fictional character in Shakespeare’s drama “Romeo and Juliet”. He is Montague’s nephew and Romeo’s cousin. Benvolio serves as an unsuccessful peacemaker in the play, attempting to prevent violence between the Capulet and Montague families.

Question: Which character does this protagonist, who secretly loves and marries a member of the rival house, of William Shakespeare’s tragedy that has a fictional character Benvolio play?  
Answer: Tybalt

Evidence: Francesca Schiavone (; born 23 June 1980 in Milan) is an Italian tennis player who turned professional in 1998. She won the 2010 French Open singles title, becoming the first Italian woman to win a Grand Slam event in singles. She was also runner-up at the 2011 French Open. Her career high ranking is world No. 4, achieved on 31 January 2011. To date, Schiavone is the last one-handed-backhand player to win a Grand Slam title on the women’s tour. Carly Gullickson (born November 26, 1986) is a former American professional tennis player.

Question: What occupation have Carly Gullickson and Francesca Schiavone both held?  
Answer: professional tennis player.

Evidence: Otello () is an opera in four acts by Giuseppe Verdi to an Italian libretto by Arrigo Boito, based on Shakespeare’s play “Othello”. It was Verdi’s penultimate opera, and was first performed at the Teatro alla Scala, Milan, on 5 February 1887. After Aida (original title: “Verdi’s Messiah”) is a 1986 play-with-music by Julian Mitchell. It is about Giuseppe Verdi, and the pressure put upon him after his attempt to retire from composing. Continued insisting prodding from his friends eventually results in one of his greatest masterpieces, the opera “Otello”, which premiered in 1887.

Question: Where was the opera, which was the subject of Aida, first performed?  
Answer: Teatro alla Scala

Evidence: The Commodore 16 is a home computer made by Commodore International with a 6502-compatible 7501 or 8501 CPU, released in 1984 and intended to be an entry-level computer to replace the VIC-20. A cost-reduced version, the Commodore 116, was sold only in Europe. In the middle of 1984 a Brazilian company called Prológica, which made its own versions of 8 bits US computers, brought to the Brazilian market a new equipment for its personal computer series called “CP” (shortened of Personal Computer in Portuguese).

Question: Were the Commodore 16 and Prológica CP-400 from the same country?  
Answer: no

A.3.3 StrategyQA

Evidence: The Albanian Declaration of Independence is written in Albanian, Gheg, Tosk, and Ottoman Turkish. The Arvanite Greek’s are a major Tosk speaking group of southern Albania.

Question: Can an Arvanite Greek understand some of the Albanian Declaration of Independence?  
Answer: true

Evidence: An anxious person may benefit from medication or therapy. The Wizard of Oz cannot give courage to anyone.

Question: Would an anxious person benefit from receiving courage from the Wizard of Oz?  
Answer: false

Evidence: Silicon is a key material for the production of semiconductor chips. A silicon shortage would mean fewer semiconductor chips could be produced. A business that produces fewer products than normal will receive lower than normal revenue.

Question: Would a silicon shortage be bad for Intel’s sales?  
Answer: true

Evidence: The Superbowl is the championship game of the National Football League. The National Football League is a sports league for American football American football enjoys the majority of its popularity in the United States. The Bengal fox is found exclusively on the Indian subcontinent.

Question: Is a bengal fox likely to see the superbowl?  
Answer: false

Evidence: The letter B is the second letter in the Latin Alphabet. There was one total lunar eclipse in 2008.

Question: Does the letter B’s place in alphabet exceed number of 2008 total lunar eclipses?  
Answer: true

Evidence: The Battle of Baghdad was the U.S. invasion of Baghdad in the year 2003. Justin Bieber’s album Believe was released in 2012.

Question: Did U.S. soldiers listen to Justin Bieber’s Believe album during the Battle of Baghdad?  
Answer: false

Evidence: The Italian Renaissance was a period of history from the 13th century to 1600. A theocracy is a type of rule in which religious leaders have power. Friar Girolamo Savonarola was the ruler of Florence, after driving out the Medici family, from November 1494 – 23 May 1498.

Question: Was Florence a Theocracy during Italian Renaissance?  
Answer: true

Evidence: The Tohoku earthquake led to the Fukushima Daiichi nuclear power plant meltdown. Nuclear meltdowns lead to a release of deadly levels of radiation. Godzilla draws power from radiation and is not hurt by it.

Question: Could Godzilla have been killed by the Tohoku earthquake?  
Answer: true

Evidence: Anaheim is the biggest city in Orange County, California. Anaheim was founded by fifty German families. People from Germany speak German.

Question: Is Anaheim the biggest city in Orange County, California?  
Answer: true

Evidence: Aerosmith is an American rock band that has five active members. The 2020 Mitsubishi Outlander has flexible seating that allows for seven seat capacity.

Question: Can Aerosmith fit in a 2020 Mitsubishi Outlander?  
Answer: true

Evidence: The War in Vietnam (1945-46) lasted around 6 months. The gestation period for a llama is 11 months.

Question: Did U.S. soldiers listen to Justin Bieber’s Believe album during the Battle of Baghdad?  
Answer: false
Evidence: Ivan the Terrible was nicknamed terrible because of his harsh rule. Ivan the Terrible's father, Vasili III Ivanovich, was nicknamed Vasili the Adequate. Ivan the Terrible's grandfather, Ivan III Vasilyevich, was nicknamed Ivan the Great.

Question: Did Ivan the Terrible's father and grandfather have nicer nicknames?
Answer: true

Evidence: The Beatles were active from 1960 until 1969. Disco began to appear around 1972.

Question: Did the Beatles write any music in the Disco genre?
Answer: false

Evidence: Ganymede is a moon of Jupiter. Jupiter is the largest planet in our solar system. The solar system is part of the Milky Way galaxy.

Question: Is Ganymede in the Milky Way galaxy?
Answer: true

A.3.4 FEVER

Evidence: Segarra served as Military Aide to the Military Governor of Puerto Rico Theodore Roosevelt, Jr. and during World War II commanded the 65th Infantry Regiment.

Question: Who directed the film Trollhunters?
Answer: Guillermo del Toro

Evidence: Guillermo Kuschel (born 1918), Chile-born entomologist living in New Zealand Maximilian Kuschel (1851 -- 1909), German ornithologist and oologist

Question: In what countries were Guillermo and Maximilian Kuschel born?
Answer: Chile and Germany

Evidence: The village has around 2000 families. This village is famous for the celebrations of Batukamma festival celebrated during Dushera. People from near by villages come here to play Batukamma.

Question: Is Tatum O'Neal American and German?
Answer: error

Evidence: Python lacks a dynamic type system.

Question: Is Python a procedural language?
Answer: false

Evidence: The series was nominated for four Annie Awards in 2017, winning three in the categories of Outstanding Achievement in Character Animation, Character Design, and Storyboarding in an Animated Television/Broadcast Production. Trollhunters is an American computer-animated fantasy television series created for Netflix by Guillermo del Toro and produced by DreamWorks Animation and Double Dare You.

Question: Are Trollhunters and Trollhunters animated?
Answer: false

Evidence: Kutcher subsequently appeared in more romantic comedies, including Guess Who (2005), A Lot Like Love (2005), No Strings Attached (2011), and No Strings Attached is a 2011 American romantic comedy film directed by Ivan Reitman and written by Elizabeth Meriwether.

Question: Was Ashton Kutcher directed by Ivan Reitman?
Answer: false

Evidence: It was formerly called Irian Jaya (before that West Irian or Irian Barat and comprised all of Indonesian New Guinea).

Question: Was Papua formerly called West Iran?
Answer: true
A.4 Prompts for calculating scores

Here, we provide the prompts used to obtain the different scores considered in the different factorizations. We provide the prompts derived for NQ.

A.4.1 Calculating $p(q \mid a_i, p_i)$

Evidence: FIFA World Rankings. Top 20 rankings as of 16 October 2017 Bank Change Team Points Germany 1631 Brazil 1619 Portugal 1446 Argentina 1445 5
Belgium 1333 6 Poland 1323 7 France 1226 8 Spain 1218 9 Chile 1173 10 Peru 1160 11 Switzerland 1134 12 England 1116 13 Columbia 1095 14 Wales
1072 15 Italy 1068 16 Mexico 1060 17 Uruguay 1034 18 Croatia 1013 19 Denmark 1001 20 9 Netherlands 931

Question: who has been ranked no. 1 in the latest football rankings announced by fifa

Evidence: Your Love (The Outfield song). "Your Love" is a song by the English rock band the Outfield, taken from their debut album Play Deep (1985).

Question: who sings i just want to use your love tonight

Evidence: Mchicken. The McChicken is a chicken sandwich sold by the international fast-food chain McDonald’s. The sandwich consists of a toasted wheat bun, a breaded chicken patty, shredded lettuce, and mayonnaise.

Question: the general term for software that is designed to damage disable or steal data is

Evidence: Malware. Malware, short for malicious software, is an umbrella term used to refer to a variety of forms of harmful or intrusive software, including computer viruses, worms, Trojan horses, ransomware, spyware, adware, scareware, and other malicious programs. It can take the form of executable code, scripts, active content, and other software. Malware is defined by its malicious intent, acting against the requirements of the computer user -- and so does not include software that causes unintentional harm due to some deficiency.

Evidence: The Glass Castle (film). Principal photography began on May 20, 2016, in Welch, West Virginia.

Question: what is the tigers name in life of pi

Evidence: Mum (TV series). Mum Genre Sitcom Created by Stefan Golaszewski Written by Stefan Golaszewski Directed by Richard Laxton Stefan Golaszewski

Question: where were they building the new raiders stadium

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had about 62 acres west of Mandalay Bay at Russell Road and Nellis Avenue and between Polaris Avenue and Dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Answer: Paradise, Nevada

Question: where are they building the new raiders stadium

Evidence: F Is for Family. T.J. Miller as Randy Kevin Michael Richardson as Rosie, others David Koechner as Robert “Bob Pogo” Pogrovich, Frank’s obese, chainsmoking boss. Kevin Farley as Babe, Carl, others Gary Cole as Rodger Dunbarton, the owner and founder of the airline where Frank and his co-workers work. Joe Buck as Lou Gagliardi, others John DiMaggio as Scoop Dunbarton, Roger Dunbarton’s racist and moronic nephew. Allison Janney as Henrietta Van Horne T.J. Miller as Randy Michael K. Williams as Smoky

Answer: T.J. Miller

Question: who voices randy in f is for family

Evidence: Las Vegas Stadium. Las Vegas Stadium is the working name for a domed stadium under construction in Paradise, Nevada for the Las Vegas Raiders of the National Football League (NFL) and the UNLV Rebels football team from the University of Nevada, Las Vegas (UNLV). It is located on about 62 acres west of Mandalay Bay at Russell Road and Nellis Avenue and between Polaris Avenue and Dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Answer: Paradise, Nevada

Question: where are they building the new raiders stadium

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of US $8.5 million, up from US $3.1 million in 1987. The company’s market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks’ share price had risen by 70% to over 100 times the earnings per share of the previous year.

Answer: June 1992

Question: when did starbucks become a publicly traded company

Evidence: F Is for Family. T.J. Miller as Randy Kevin Michael Richardson as Rosie, others David Koechner as Robert “Bob Pogo” Pogrovich, Frank’s obese, chainsmoking boss. Kevin Farley as Babe, Carl, others Gary Cole as Rodger Dunbarton, the owner and founder of the airline where Frank and his co-workers work. Joe Buck as Lou Gagliardi, others John DiMaggio as Scoop Dunbarton, Roger Dunbarton’s racist and moronic nephew. Allison Janney as Henrietta Van Horne T.J. Miller as Randy Michael K. Williams as Smoky

Answer: T.J. Miller

Question: who voices randy in f is for family

Evidence: Las Vegas Stadium. Las Vegas Stadium is the working name for a domed stadium under construction in Paradise, Nevada for the Las Vegas Raiders of the National Football League (NFL) and the UNLV Rebels football team from the University of Nevada, Las Vegas (UNLV). It is located on about 62 acres west of Mandalay Bay at Russell Road and Nellis Avenue and between Polaris Avenue and Dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Answer: Paradise, Nevada

Question: where are they building the new raiders stadium

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of US $8.5 million, up from US $3.1 million in 1987. The company’s market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks’ share price had risen by 70% to over 100 times the earnings per share of the previous year.

Answer: June 1992

Question: when did starbucks become a publicly traded company

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of US $8.5 million, up from US $3.1 million in 1987. The company’s market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks’ share price had risen by 70% to over 100 times the earnings per share of the previous year.

Answer: June 1992

Question: when did starbucks become a publicly traded company

Evidence: F Is for Family. T.J. Miller as Randy Kevin Michael Richardson as Rosie, others David Koechner as Robert “Bob Pogo” Pogrovich, Frank’s obese, chainsmoking boss. Kevin Farley as Babe, Carl, others Gary Cole as Rodger Dunbarton, the owner and founder of the airline where Frank and his co-workers work. Joe Buck as Lou Gagliardi, others John DiMaggio as Scoop Dunbarton, Roger Dunbarton’s racist and moronic nephew. Allison Janney as Henrietta Van Horne T.J. Miller as Randy Michael K. Williams as Smoky

Answer: T.J. Miller

Question: who voices randy in f is for family

Evidence: Las Vegas Stadium. Las Vegas Stadium is the working name for a domed stadium under construction in Paradise, Nevada for the Las Vegas Raiders of the National Football League (NFL) and the UNLV Rebels football team from the University of Nevada, Las Vegas (UNLV). It is located on about 62 acres west of Mandalay Bay at Russell Road and Nellis Avenue and between Polaris Avenue and Dean Martin Drive, just west of Interstate 15. Construction of the $1.9 billion stadium began in September 2017 and is expected to be completed in time for the 2020 NFL season.

Answer: Paradise, Nevada

Question: where are they building the new raiders stadium

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of US $8.5 million, up from US $3.1 million in 1987. The company’s market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks’ share price had risen by 70% to over 100 times the earnings per share of the previous year.

Answer: June 1992

Question: when did starbucks become a publicly traded company

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of US $8.5 million, up from US $3.1 million in 1987. The company’s market value was US $271 million by this time. The 12% portion of the company that was sold raised around US $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks’ share price had risen by 70% to over 100 times the earnings per share of the previous year.

Answer: June 1992

Question: when did starbucks become a publicly traded company
A.4.2 Calculating $p(q \mid p_i)$

Same as above, but omitting the Answer field of the prompt.

A.4.3 Calculating $p(p_i \mid q)$

Evidence: Malware. Malware, short for malicious software, is an umbrella term used to refer to a variety of forms of harmful or intrusive software, including computer viruses, worms, Trojan horses, ransomware, spyware, adware, scareware, and other malicious programs. It can take the form of executable code, scripts, active content, and other software. Malware is defined by its malicious intent, acting against the requirements of the computer user -- and so does not include software that causes unintentional harm due to some deficiency.

Evidence: Life of Pi. Life of Pi is a Canadian fantasy adventure novel by Yann Martel published in 2001. The protagonist is Piscine Molitor "Pi" Patel, an Indian boy from Pondicherry who explores issues of spirituality and practicality from an early age. He survives 227 days after a shipwreck while stranded on a lifeboat in the Pacific Ocean with a Bengal tiger named Richard Parker.

Evidence: F Is for Family. T.J. Miller as Randy Kevin Michael Richardson as Rosie, others David Koechner as Robert "Bob Pogo" Pogrohvich, Frank's co-workers work. Joe Buck as Lou Gagliardi, others John DiMaggio as Scoop Dunbarton, Roger Dunbarton's racist and moronic nephew. Allison Janney as Henrietta Van Horne T.J. Miller as Randy Michael K. Williams as Smoky
Question: When did Starbucks become a publicly traded company?

Evidence: Starbucks. At the time of its initial public offering (IPO) on the stock market in June 1992, Starbucks had 140 outlets, with a revenue of $73.5 million, up from $1.3 million in 1987. The company's market value was $271 million by this time. The 12% portion of the company that was sold raised around $25 million for the company, which facilitated a doubling of the number of stores over the next two years. By September 1992, Starbucks' share price had risen by 70% to over 100 times the earnings per share of the previous year.

Question: Who became the CEO of Wipro company in 2016?

Evidence: Wipro. Abid Ali Neemuchwala was appointed as Wipro's CEO after T.K. stepped down in early 2016.

Question: Who wins the next Iron Chef: super chefs?

Evidence: The Next Iron Chef. WINNER: Geoffrey Zakarian Episode 5 6 7 8 Comments: Zakarian WIN IN CO IN CO WIN WIN The Next Iron Chef Falkner IN IN WIN IN CO IN WIN IN CO OUT Elim: Pressure Chiarello IN IN WIN IN IN OUT Elim: Passion Guarnaschelli IN IN WIN IN IN IN IN IN OUT Elim: Risk Samuelsson IN IN CO OUT Elim: Storytelling MacMillan WIN IN IN CO OUT Elim: Improvisation Hughes IN IN OUT Elim: Ingenuity Irvine OUT Elim: Transformation Mendelson OUT Elim: Resourcefulness

Question: What are the main functions of the stem?

Evidence: Plant stem. Support for and the elevation of leaves, flowers and fruits. The stems keep the leaves in the light and provide a place for the plant to keep its flowers and fruits. Transport of fluids between the roots and the shoots in the xylem and phloem. Storage of nutrients. Production of new living tissue. The normal lifespan of plant cells is one to three years. Stems have cells called meristems that annually generate new living tissue.