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ABSTRACT

End-to-end acoustic speech recognition has quickly gained widespread popularity and shows promising results in many studies. Specifically the joint transformer/CTC model provides very good performance in many tasks. However, under noisy and distorted conditions, the performance still degrades notably. While audio-visual speech recognition can significantly improve the recognition rate of end-to-end models in such poor conditions, it is not obvious how to best utilize any available information on acoustic and visual signal quality and reliability in these models. We thus consider the question of how to optimally inform the transformer/CTC model of any time-variant reliability of the acoustic and visual information streams. We propose a new fusion strategy, incorporating reliability information in a decision fusion net that considers the temporal effects of the attention mechanism. This approach yields significant improvements compared to a state-of-the-art baseline model on the Lip Reading Sentences 2 and 3 (LRS2 and LRS3) corpus. On average, the new system achieves a relative word error rate reduction of 43% compared to the audio-only setup and 31% compared to the audio-visual end-to-end baseline.

Index Terms—Audio-visual Speech Recognition, Joint CTC-Transformer, Decision Fusion Net

1. INTRODUCTION

In recent years, end-to-end (E2E) automatic speech recognition (ASR) has attracted a great amount of attention. E2E models have a much simpler structure than conventional hybrid ASR, yet the results are often not as satisfying [1]. The reason for this is two-fold. First, the language model in a hybrid model is typically trained on large amounts of external text data. In contrast, most E2E models do not use an explicit language model. Second, as reported in [2], the E2E model—especially the transformer [3]—is more likely to overfit. In this work, we use the E2E speech processing toolkit ESPnet [4] for all experiments. ESPnet uses SpecAugment [5] to overcome the overfitting problem, and it allows us to decode an E2E model using an external language model, hence addressing both issues.

The sequence-to-sequence (S2S) transformer model with connectionist temporal classification (CTC), denoted by TM-CTC, is used in our experiments. This joint model shows high performance in many different tasks [6, 7]. As described in [8], the CTC learns to align features and transcription explicitly, which helps the model to converge faster. Therefore, during the training stage, we choose the linear combination of CTC and S2S objectives as the objective function

$$L = \alpha \cdot \log p_{ctc}(s|o) + (1 - \alpha) \log p_{s2s}(s|o),$$ (1)

with $s$ as the states and the constant hyper-parameter $\alpha$. During decoding, an RNN-language model $p_{LM}(s)$ is also used:

$$\log p^*(s|o) = \alpha \log p_{ctc}(s|o) + (1 - \alpha) \log p_{s2s}(s|o) + \theta \log p_{LM}(s),$$ (2)

where $\theta$ controls the contribution of the language model.

Usually, when people are listening to speech in a noisy environment, they read each other’s lips unconsciously for more supplementary information, which is of great benefit for human speech perception [9]. Even in clean speech, seeing the lips of the speaker influences perception, as demonstrated by the McGurk effect [10]. Machine audio-visual speech recognition (AVSR) has been developed for many years [11]. However, current AVSR, whether hybrid or E2E, still does not seem to make optimal use of this secondary information stream, because word error rates (WERs) are still clearly diminished in noisy conditions [12] [12]. We combine the advantages of the TM-CTC model and AVSR to alleviate this issue. For this purpose, we propose to use additional reliability indicators, which has proven beneficial for multimodal integration in many studies [13] [14] [15]. Due to the temporal re-alignment that occurs in the attention module of the TM-CTC, it is not obvious how to achieve this combination. We suggest a new approach, which aligns reliability information to match the focus of the attention decoder at any given point. This approach is effective for audio-visual speech recognition and we consider it as an interesting topology for a wider array of attention-based time series models as well.
The paper is organized as follows: Section 2 shows the system framework, for which Section 3 explains our core contribution. Section 4 introduces the experimental setup, with results analyzed in Section 5. Finally, Section 6 discusses the overall outcomes and gives an outlook on future work.

2. SYSTEM OVERVIEW

In this section, we describe the model structure for our AVSR system and give a brief introduction to the baseline models.

2.1. Recognizer framework

Preliminary experiments on the audio-only task of our considered LRS 2 corpus show that the word error rate of 3.7% for TM-CTC framework is clearly superior to that of a hybrid CTC/attention model without transformer [16] at 8.3%, and of a Kaldi-trained hybrid model at 11.28%, achieved with the nnet2 p-norm network recipe [17]. This makes the TM-CTC model the architecture of choice for targeting optimal performance in AVSR. In the following, we first recap its architecture and then detail the modifications we took to endow it with the benefits of time-variant stream reliability information.

2.1.1. Encoders

As shown in Fig. 1, there are three encoders—an audio encoder, a video encoder, and a reliability encoder—which are all shared between the CTC, the transformer and the TM-CTC model. The audio encoder is a conventional transformer encoder consisting of two parts [7]. First, two 2D convolution layers used as a sub-sampling block to lower the computational complexity by reducing the sequence length from $N_F$ (the number of frames) to $N_F/4$ and project the features to a common dimension $d_{att} = 256$. Subsampling is followed by a stack of 12 encoder blocks, each consisting of a multi-head self-attention and a fully connected feed-forward layer.

As in [7], the video features are extracted by a pretrained spatio-temporal visual front-end (the 3D/2D ResNet in Fig. 1) which is based on [13] and also contains stacks of multi-head self-attention layers. As the audio and video features have different frame rates, we use Bresenham’s algorithm [19] to roughly align the video features.

In the multi-head self-attention layers of audio and video encoders, the queries $Q$, keys $K$, and values $V$ are identical. The attention transform matrix of every attention head with index $j$ is computed via

$$ T_j = \text{softmax} \left( \frac{W_j^Q Q^T (W_j^K K^T)}{\sqrt{d_k}} \right). $$

(3)

The attention is

$$ \alpha_j = \text{attention}_j(\mathbf{Q}, \mathbf{K}, \mathbf{V}) = T_j (W_j^V V^T)^T, \quad (4) $$

where $W_j^*$ are learned parameters, superscript $T$ denotes the transpose, $d_k = \frac{d_{att}}{h}$ and $h$ is the number of attention heads. The attention transform matrix $T_j$ shows the relevance of the current keys for the current queries. $T_j$ is of size $N_Q \times N_K$, where $N_Q$ and $N_K$ are the length of $\mathbf{Q}$ and $\mathbf{K}$, respectively. Finally, the outputs of all heads $\alpha_j$ are concatenated and projected by a fully connected layer. This output of the self-attention block is passed through a feed-forward layer to obtain the encoder output $h_i$.

2.1.2. Decoders

The TM-CTC model has two decoders for each stream, see Fig. 2. As in [7], the CTC decoder contains a stack of 6 multi-head self-attention blocks. The transformer decoder is also formed by a stack of 6 decoder blocks. In these, the keys ($K$) and values ($V$) are the encoder outputs $h_i$, both of size $(N_F/4 \times 256)$. The queries ($Q$) come from the previous decoder block and are transformed by a multi-head self-attention block. $Q$ is of size $N_T \times 256$, where $N_T$ is the length, or number of tokens, of the transcription.
2.1.3. Reliability measures

We additionally embed signal-based reliability measures \( R \) to inform our system of the time-variant reliability of the information streams. As we do not attempt to extract speech information from the reliability measures, they are only subsampled, cf. Fig. 1 with Bresenham’s algorithm additionally applied to the visual reliability measures \( R^v \).

To obtain visual reliability measures, we use OpenFace [20] for face detection and facial landmark extraction. The confidence of the face detector in each frame is used as a visual feature quality indicator. Facial Action Units (AUs) [21, 20] are also useful, of which we include AU12, AU15, AU17, AU23, AU25, AU26 in \( R^v \).

Our audio-based reliability measures \( R^a \) comprise the first 5 MFCC coefficients, as in [15]. The estimated Signal-to-Noise Ratio (SNR) is a proxy for the quality of the audio signal. In this work, we apply DeepXi [22] to estimate the SNR per frame. The pitch \( f_o \) and its first temporal derivative, \( \Delta f_o \) are also indicative of reliability, as high pitch can negatively affect the MFCC quality due to insufficient smoothing of the pitch harmonics [23, 24]. The probability of voicing (POV), \( f_v \), and \( \Delta f_v \) are computed as described in [25].

3. FUSION STRATEGY

We would like to combine stream-wise symbols into joint posteriors with the help of stream reliability measures. For the CTC, this is straightforward, since the stream-wise posteriors \( p_{ctc}(s|o^i) \) are temporally aligned with \( \xi^i \), both of length \( N_F/4 \).

The S2S part of the TM-CTC is a challenge, however: Whereas the embeddings of our reliability metrics, \( \xi^i \) in Fig. 1 are of length \( N_F/4 \), we need \( \xi^i \) to be available per output token, to temporally match the token-by-token log-posteriors of \( p_{s2s}(s|o^i) \). Hence, we need to find a transform from the linear time domain of length \( N_F/4 \) to length \( N_T \), the number of tokens. To address this, we reconsider Eq. (4), showing that each of the 6 multi-head attention blocks in the transformer decoder has its own attention transform matrix \( W^j \). We use the transform matrix in the final block of modality \( i \) to convert \( \xi^i \) into one reliability embedding vector per token:

\[
\xi^j_i = T^j_i \cdot (W^j_i(\xi^i)^T)^T,
\]

(5)

\( \xi^j_i \) is obtained by projecting a concatenation of all \( \xi^j_i \) via a fully connected layer.

Now, having temporally matching reliability embeddings, we can proceed to find a simple and effective decision fusion net (DFN) to combine all modalities dynamically, which is shown in Fig. 3. Here, the posterior probabilities from all modalities are the inputs, and the corresponding reliability embeddings are used to estimating the multi-modal log-posteriors \( \log p(s|o) \), for both the CTC and the S2S model.

![Fig. 3: Topology of the fusion networks for CTC (left) and sequence-to-sequence recognition (right)](image)

In the DFN for the CTC decoder, the first three hidden layers have 8,192, 4,096, and 512 units, respectively, each using the ReLU activation function and layer normalization (LN). The dropout rate is 0.15, followed by 3 BLSTM layers with 512 memory cells for each direction, using tanh as the activation function. Finally, a fully connected (FC) layer projects the data to the output dimension. A log-softmax function is applied to obtain the estimated log-posteriors.

We have also tested BLSTM layers for the DFN in s2s, but this results in overfitting, so the sequence-to-sequence posteriors \( \log p_{s2s}(s|o) \) are obtained in a purely feed-forward, non-recurrent architecture as shown in Fig. 4.

4. EXPERIMENTAL SETUP

4.1. Dataset

The Oxford-BBC Lip Reading Sentences 2 and 3 corpora [7, 26] are used for all experiments, cf. Tab. 1 for their statistics.

| Subset       | Utterances | Vocabulary | Duration [hh:mm] |
|--------------|------------|------------|------------------|
| LRS2 pretrain| 96,318     | 41,427     | 196:25           |
| LRS2 train   | 45,839     | 17,660     | 28:33            |
| LRS2 test    | 1,243      | 1,698      | 00:35            |
| LRS3 pretrain| 118,516    | 51k        | 409:10           |

To train a robust AVSR system, we artificially apply audio data augmentation to the raw audio signal for the training data. The ambient noise part of the MUSAN corpus [27] is used as the noise data. Each audio signal is augmented with a random SNR chosen from seven SNRs, between -9 dB and 9 dB in steps of 3 dB. Data augmentation is also performed for video sequences as in [18], i.e. random cropping and horizontal flips with a 50% probability. To analyze the performance
in different acoustic noise environments and check the robustness of the system, we perform a similar acoustic augmentation, but adding new conditions that are unseen in the training data, to the test data. Ambient and music sounds are used, from -12 dB to 12 dB in steps of 3 dB. Similarly, we also apply Gaussian blur and salt-and-pepper noise to the visual data for the test set.

4.2. Feature extraction

The audio model uses 80 log Mel features together with pitch, delta pitch, and the probability of voicing. These 83-dimensional features are extracted with 25 ms frame size and 10 ms frame shift. The 96 × 96 pixel grayscale mouth region of interest (ROI) is detected via OpenFace at 25 frames per second and then fed into a pre-trained 3D/2D ResNet.

4.3. Pretrained model

All models are pretrained on the LRS2 and LRS3 pretrain sets. To save computational effort, as described in [7], during pretraining, the parameters of the ResNet feature extraction are frozen. In the second training phase, all parameters, including those of the ResNet, are fine-tuned on the LRS2 training set. In our proposed TM-CTC AVSR model, the model parameters are initialized with the audio-only and video-only model, which were trained separately.

4.4. Language model

The language model is trained by a unidirectional 4-layer recurrent network. Each layer has 2048 units. Here, we use the language model, which is trained on the LibriSpeech corpus [28]. The language model predicts one character at a time and receives the previous character as the input.

The language model parameter θ is 0.5; α in Eqs. (1) and (2) is set to 0.3. We use h = 4 attention heads. In ESPnet, the transformer-learning factor controls the learning rate. We set it to 5.0 for the training stage, and to 0.05 for fine-tuning.

All models are trained using NVIDIA’s Volta-based DGX-1 multi-GPU system. We use 7 Tesla V100 GPUs, each with 32GB memory. The audio and video models were trained for 100 epochs. The audio-visual model baseline and our proposed model are pre-trained for 65 epochs and fine-tuned for 10 epochs.

5. RESULTS

The transformer in [7] fuses audio and video streams by combining context vectors, and a CTC fuses the audio and video streams by concatenating the audio and video encoder outputs. Here we implement the same structure, but with the joint CTC/transformer, as an audio-visual model baseline, outperforming the original baseline model in [7].

Table 2: Performance of audio-visual and uni-modal speech recognition (WER [%]). AO: audio only. VO: video only. AV: AV baseline [7]. DFN: proposed DFN fusion. m: music noise. a: ambient noise. vc: clean visual data. gb: visual Gaussian blur. sp: visual salt-and-pepper noise.

| DB models | -12 | -9 | -6 | -3 | 0  | 3  | 6  | 9  | 12 | clean | avg |
|-----------|-----|-----|----|----|----|----|----|----|----|-------|----|
| AO(m)     | 18.9| 13.7| 8.4| 6.3| 6.8| 4.5| 4.1| 4.3| 4.2| 8.24  | 8.24|
| AO(a)     | 25.7| 23.4| 18.5|11.6| 8.2| 9.0| 5.9| 3.8| 4.4| 11.47 | 11.47|
| VO(vc)    | 58.7| 61.0| 61.7|69.6| 69.6|63.5|64.6|63.6|66.6|61.9  | 64.08|
| VO(gb)    | 66.6| 69.2| 71.0|68.5| 68.5|71.1|62.7|69.4|67.6|66.9  | 68.15|
| VO(sp)    | 68.5| 72.5| 73.7|70.1| 70.1|70.6|68.3|69.1|73.1|67.9  | 70.39|
| AV(m,vc)  | 14.6| 11.8| 6.4| 7.9| 7.9| 6.3| 5.2| 4.4| 3.4| 4.0   | 7.19 |
| DFN(m,vc) | 11.1| 8.7 | 5.5| 4.8| 4.8| 4.5| 3.6| 3.3| 2.2| 2.4   | 5.09 |
| AV(a,vc)  | 19.1| 19.0|14.3| 7.3| 6.0| 5.7| 4.5| 4.9| 4.0| 9.11  | 9.11 |
| DFN(a,vc) | 14.3| 11.9| 8.1| 4.8| 4.0| 5.4| 3.7| 2.8| 3.6| 2.4   | 6.10 |
| AV(a,gb)  | 20.6| 18.9|15.0| 7.7| 6.8| 7.5| 5.9| 3.9| 4.8| 4.0   | 9.51 |
| DFN(a,gb) | 14.9| 12.8| 9.4| 5.2| 4.2| 5.5| 3.8| 3.0| 4.1| 2.6   | 6.55 |
| AV(a,sp)  | 19.5| 19.9|15.3| 7.7| 7.2| 6.3| 5.6| 4.4| 4.6| 4.3   | 9.48 |
| DFN(a,sp) | 15.4| 12.8| 9.9| 5.2| 4.7| 5.5| 3.4| 2.6| 4.0| 2.5   | 6.60 |

Table 2 shows the results for all experiments. As expected, the audio-only model has a far better performance than the video-only model. Comparing the performance between the baseline fusion model and the proposed DFN fusion structure in different noisy environments, the proposed DFN fusion is clearly preferable, both in clean and in all noisy conditions. Even in clean acoustic conditions, the proposed model can clearly reduce the WER. On average, the new system achieves a relative word error rate reduction of 43% compared to the audio-only setup and 31% compared to the audio-visual end-to-end baseline.

6. CONCLUSION

In noisy conditions, large-vocabulary end-to-end speech recognition remains a difficult task. It can be made significantly easier by adding video information, i.e., an extent of lip-reading, to the system. This paper has addressed the question of how acoustic and visual information can be integrated optimally in such multi-modal end-to-end models. For this purpose, we have proposed the decision fusion net (DFN), which explicitly combines posterior token probabilities of acoustic and visual models based on time-variant reliability information. The approach is applicable both for CTC-trained models and for sequence-to-sequence recognition, allowing us to notably improve recognition rates of the highly effective transformer/CTC-system, not only in noisy conditions but also in clean acoustic environments.

It will be interesting to analyze the contribution of such reliability-guided fusion in more detail and for other tasks, specifically considering the question of how attention models can derive benefit from uncertainty information and higher-order statistics.
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