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Abstract

In this paper, we investigate the annotation of financial social media data from several angles. We present Fin-SoMe, a dataset with 10,000 labeled financial tweets annotated by experts from both the front desk and the middle desk in a bank’s treasury. These annotated results reveal that (1) writer-labeled market sentiment may be a misleading label; (2) writer’s sentiment and market sentiment of an investor may be different; (3) most financial tweets provide unfounded analysis results; and (4) almost no investors write down the gain/loss results for their positions, which would otherwise greatly facilitate detailed evaluation of their performance. Based on these results, we address various open problems and suggest possible directions for future work on financial social media data. We also provide an experiment on the key snippet extraction task to compare the performance of using a general sentiment dictionary and using the domain-specific dictionary. The results echo our findings from the experts’ annotations.
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1. Introduction

Much effort is being applied to natural language processing (NLP) technologies in various domains. In the NLP community, many researchers have begun to use machine learning on financial and economic data. Recently, workshops and shared tasks such as ECONLP’19, FinNLP’19, FNP’19, DSMM’18, FiQA’18, and SemEval’17 Task 5 have been organized. This reflects the increasing interest of NLP researchers in financial and economic domains. In this paper, we focus on financial social media data and offer an in-depth analysis of the data that are useful for future work.

Mining crowd opinions has been a crucial challenge given the prevalence of smartphones and social media. Indeed, decision-makers have begun to consult crowd opinions in their deliberations. Many topic-specific social media platforms have been developed. The social trading platform is a typical example, which provides a forum for investors to discuss their ideas, trading strategies, and analyses of financial instruments. On StockTwits, a leading social trading platform, investors use cashtags to indicate financial instruments. For example, Apple Inc. and Microsoft Corporation are tagged as $AAPL and $MSFT, respectively. Furthermore, investors can also annotate their tweets with a bullish or bearish label. Financial tweets with the writer-labeled annotations have been used as training and test data (Li and Shah, 2017). However, the reliability of writer-labeled data is sometimes poor (Huang et al., 2018). For instance, tweet (T1) is labeled as bullish but lacks enough content. (T2), assigned a bullish label, is a description of the trading volume of $DPW. Note that both soaring and collapsing stocks are tagged as $AAPL and $MSFT, respectively. Furthermore, investors can also annotate their tweets with a bullish or bearish label. Financial tweets with the writer-labeled annotations have been used as training and test data (Li and Shah, 2017). However, the reliability of writer-labeled data is sometimes poor (Huang et al., 2018). For instance, tweet (T1) is labeled as bullish but lacks enough content. (T2), assigned a bullish label, is a description of the trading volume of $DPW. Note that both soaring and collapsing stocks are characterized by huge trading volumes. When the content of such tweets is associated with bullish or bearish labels and is used as training data, the performance of the resulting model may be greatly diminished.

(T1) $AAPL today...

(T2) $DPW 50 MILLION VOLUME!!!

Specifically, although an investor’s label provides information about the mentioned cashtag, it does not always represent the content of a tweet. Therefore, when analyzing financial social media data, one important pre-process is to prune those tweets that lack the investor’s opinions from the training data. However, no prior work addresses this issue. In this work, we provide a large annotated dataset for this purpose.

Statements with founded predictions are more convincing than empty, unfounded forecasts. How to identify which tweets are reasonable and analyze these tweets in-depth is an important topic of the research on financial social media data. In addition, given the annotated results, we find that few investors discuss their gains and losses on social trading platforms. This indicates that investor’s performance cannot be evaluated simply by extracting information from a single tweet.

In this paper, we address critical problems when using financial social media data, and discuss directions for future research. The contributions of our work are three-fold as follows.

1. We conduct a careful study of financial social media data with an adequate annotated dataset.
2. We publish Fin-SoMe, a dataset for academic use with 10,000 tweets labeled from four aspects.
3. We present several perspectives toward research on financial social media data.

2. Related Work

Sentiment analysis in financial social media data has been a research focus in the recent decade. Several works (Bollen et al., 2011) [Si et al., 2013] [Sul et al., 2017] [Vanstone et al., 2018] show that financial social media data provides trading clues. However, to the best of our knowledge, little work takes a close look at the contents of individual investors’ tweets. Maks and Vossen (2013) show that evaluations may differ between the writer and readers of a given product review;
they recommend to use product reviews based on readers’ ratings rather than the writer’s rating. However, most works on financial social media data use writer-labeled information to construct lexicons (Li and Shah, 2017) or train sentiment classifiers (Deng et al., 2018). Evidence presented in Section 4.1 will show that the direct use of these writer-labeled financial tweets yields poor results because only 30% of labeled tweets have content related to the market sentiment label, 15% provide no related content, and 55% of labels are ambiguous. Our statistical results invalidate the assumption of the previous work that holds that writer labels are reliable. Future work should focus on how to preprocess the data collection in a better way, for instance, identifying whether a tweet provides a description of market sentiments. The Fin-SoMe dataset presented in this paper will be useful for such a purpose.

Xu and Cohen (2018), who provide StockNet, a price prediction dataset with tweets and historical prices. A total of 88 stocks are selected with a price period from 01/01/2014 to 01/01/2016. However, the price provided for SGMRE starts from 06/30/2016, indicating that the future price data is being used to select former targets, that is inadequate for backtesting. Furthermore, it seems strange that the average number of tweets for SAAPL would average 29.80 per day in the StockNet training set. Indeed, when using Tweepy to crawl Twitter tweets for 143 days from 31/05/2018, we find the average number of tweets that mention SAAPL is 8,411.88. Previous cases show that in-depth understanding of a specific domain and the data used is important and necessary before conducting experiments using the data. To the best of our knowledge, no work has provided an expert-annotated dataset as large as that presented here. Most existing datasets use financial tweets directly. Fin-SoMe is the first sizable expert-annotated dataset, and can be used freely by the academic community. Our statistical results and the problems we identify provide insight into the construction of datasets with financial social media data and the future researches on financial social media.

3. Dataset

In this section, we describe the collected financial tweets and the annotation process in detail. The annotated results have been released under the CC BY-NC-SA 4.0 license with the related tweets’ IDs.

3.1. Statistics of the Collected Dataset

From StockTwits, we collected 10,000 writer-labeled tweets that were labeled by the writers as either bullish or bearish. Each financial tweet contains at least one cashtag, as in (T1) and (T2). Table 1 shows basic dataset statistics. As with Li and Shah (2017), bullish tweets are more prevalent than those with a bearish label. Only 18% of users publish bearish statements. On average, there are 2.19 cashtags in a tweet.

3.2. Annotation

We hired both front-desk and middle-desk experts from a bank treasury. The front-desk expert (RN) is working in the treasury marketing unit, and the middle-desk expert (RA) is working in the risk management department. Annotators spent five months completing the labeling of 10,000 tweets. We investigate a tweet from four angles:

- The market sentiment (bullish/bearish) of the tweet;
- The presence or absence of the reason in the tweet supporting the investor’s analysis;
- The writer’s sentiment (positive/negative);
- The gain/loss of the writer’s trade.

Because writers do not always show the market sentiment, the writer’s sentiment, or gain/loss in their tweets, annotators assigned a “None” label to those tweets without the related description.

4. Annotation Results and Findings

4.1. Market Sentiment and Writer Sentiment

Table 2 shows the annotation results of market sentiment. Only 2,785 and 258 tweets have a consistent agreement on bullish and bearish statements, respectively. This suggests that only 30% of financial tweets are written with explicit content providing clues for market sentiment. In most cases, the sentiment is ambiguous, i.e., the interpretation depends on the reader’s risk attitude. In example (T3), RN labels it as bullish and RA as none. We have the following two observations from this example. (1) Whereas RN annotates tweets with implicit descriptions of market sentiment, RA assigns market sentiment labels only to tweets with explicit descriptions. (2) If the writer’s own labeled market sentiment toward SMARA is bullish, why would he/she close the $MARA position?

(T3) $MARA Sold for $10,656 profit. Wowza, what a day. I’ll be back lol

Table 2: Annotation results of market sentiment.

| Number of Tweets | Bullish | Bearish | Sum |
|------------------|---------|---------|-----|
| Tweets           | 8,567   | 1,433   |     |
| Unique users     | 3,731   | 822     |     |
| Cashtags         | 19,133  | 2,726   |     |

Table 3: Comparison of writer and reader labels.

| Writer  | Bullish | Bearish | Sum |
|---------|---------|---------|-----|
| Bullish | 88.83%  | 1.54%   | 90.37% |
| Bearish | 2.69%   | 6.93%   | 9.63%  |
| Sum     | 91.52%  | 8.48%   | 100.00% |
This may suggest that the writer has a neutral, even bearish, market sentiment toward SMARA’s short-term price movement, and may have a bullish market sentiment toward long-term price movement.

In Table 5, we evaluate the consistency between the writers’ labels and those fully agreed by annotators. A total of 97.06% (88.83/(88.83 + 2.69)) of the tweets that are considered bullish by the annotators are assigned with the same label by the writers. For bearish tweets, only 81.81% (6.93/(1.54 + 6.93)) are labeled bearish by both annotators and writers. Writer-labeled data may not only be ambiguous, but also misleading to investors. In (T4), the writer’s label is bearish, but the annotators label it as bullish. It shows that we cannot use the data collected from social trading platforms directly. We also underscore the need to clean up the data collected.

(T4) SCEI Only down 7% if this is not a Bullish sign i do not know what it.

Table 6 further shows that the market sentiment and the writer sentiment may be different. It indicates that disambiguating between the market sentiment and the general sentiment is needed when analyzing the financial social media data. In Section 5, we will show that the market sentiment and the general sentiment can result in very different performances in the experiments related to the financial social media data.

4.2. Founded/Unfounded and Gain/Loss

Table 5 shows the annotation results reflecting whether writers offer reasons for their analyses. Only 5% of tweets are fully agreed-upon by annotators. Since most writers do not provide evidence supporting their predictions, evaluating the reliability of a writer’s prediction is difficult. One possible evaluation approach is to consider their historical performance. Therefore, we annotate the gain/loss information in financial tweets. (T5) provides an example with gain/loss information, i.e., this writer earned 18% on a $DG position.

(T5) $DG In at 72 out at 85. Nice profit.

According to Table 5, it is rare that we are able to extract such a fine-grained performance evaluation in (T5). Up to 95% of financial tweets do not contain gain/loss information. It indicates that we cannot evaluate investor performance directly by extracting gain/loss information from the content, and must therefore infer performance from past tweets. For example, capturing the buying price and selling price of the same writer can be used to evaluate the performance of this writer.

5. Comparison of Market Sentiment and General Sentiment

In order to show the difference between market sentiment and general sentiment, we experiment on the expert-annotated dataset (Cortis et al., 2017). We compare the performance of using general dictionary, SentiWordNet (Baccianella et al., 2010) with that of using market sentiment dictionary, NTUSD-Fin (Chen et al., 2018a). The experimental results echo the finding of our annotation results of writers’ sentiment and the market sentiment.

5.1. Dataset

Semeval-2017 task 5 dataset (Cortis et al., 2017) is adopted in this paper. There are 2,030 tweets collected from Twitter and Stocktwits. This dataset was annotated by three independent experts. The details of the toolkit for annotation and the annotating process are described in Daudert et al. (2019). They selected piece(s) of tweets containing opinions for a certain cashhtag as the key snippet. In our experiment, we test the performance of the models in extracting the key snippet as the experts with different sentiment dictionaries. (T6) is an example of the key snippets of the target cashhtag, $VXX (iPath S&P 500 VIX Short-Term Futures ETN) and $SPX (S&P 500 Index).

(T6) $VXX on the move up again should bring $SPX down into the close. we see.

Annotated result of (T6):

- $SPX: should bring $SPX down into the close.
- $VXX: on the move up again

5.2. Approaches to Key Snippet Extraction

5.2.1. Position-based Approach (PB)

Position-based approach is a strong baseline for this task. A tweet is separated into several segments based on punctuation marks, and the segment containing a target cashhtag or a target company name will be regarded as the key snippet of the given target.

5.2.2. Dependency-based Approach (DB)

The stanford parser (De Marneffe et al., 2006) is adopted for parsing the tweets. The dependency parse result for an
The F1-score of the baseline models PB and DB are 44.79% and 64.87%, respectively. We find that in the small dataset, adopting dictionary information is useful for the key snippet extraction task. Comparing the performances of using different dictionaries, both GRU and BiGRU perform better with the information of market sentiment dictionary than using general sentiment dictionary. It supports our findings from the annotations. The market sentiment and the general sentiment should be considered as different things when dealing with the financial textual data.

### 5.2.3. Learning-based Approach

We adopt several neural network (NN) models to test the capability of the NN models for the proposed task. We use neural network models to determine which words in a tweet should be kept in the key snippet. Gated recurrent neural network (GRU) (Cho et al., 2014) and bidirectional GRU (Bi-GRU) are adopted in the experiments. The first layer of the GRU model and Bi-GRU model are gated recurrent unit layer and bi-directional gated recurrent unit layer, respectively. Both model follows by one densely-connected neural network layer, one dropout layer, one ReLU layer, and a sigmoid output layer. The output of this model determines whether each token in the tweet should remain.

The preprocessing procedure for the learning-based models is shown as follows. A financial tweet consists of words, hashtags, user id, numbers, URL, hashtags and emojis. Both hashtags and emojis are regarded as words in this paper. First, we remove user ids, URL and punctuation marks. Second, we replace numbers and hashtags by special symbols, “NUM” and “TICKER”, respectively. In particular, the target hashtag and target company name are replaced by “TARGET”. Finally, we transform the remaining tokens into lowercase.

### 5.3. Experimental Setup

We fold a 10-fold cross-validation for evaluating the learning-based approach. A total 10% of the instances in the training set is used as the validation set, and early stopping is triggered after five trial epochs. In this experiment, the cell size of GRU is 64, and the hidden dimension is 128, and the rate of dropout is 0.1. The input of the learning-based models includes (1) the word vector pre-trained with the skip-gram scheme by the collected dataset with over 334K financial tweets, (2) word vector concatenating with the general sentiment score (GS) in the SentiWordNet (Baccianella et al., 2010), and (3) word vector concatenating with the market sentiment score (MS) in the NTUSD-Fin (Chen et al., 2018a).

### 5.4. Experimental Results

The results of different approaches are shown in Table 7. The F1-score of the baseline models PB and DB are 44.79% and 64.87%, respectively. We find that in the small dataset, adopting dictionary information is useful for the key snippet extraction task. Comparing the performances of using different dictionaries, both GRU and BiGRU perform better with the information of market sentiment dictionary than using general sentiment dictionary. It supports our findings from the annotations. The market sentiment and the general sentiment should be considered as different things when dealing with the financial textual data.

### 6. Discussion

Distinguishing writer sentiment and market sentiment is essential because they provide different clues. For example, we can obtain the forecast for certain financial instruments from investors via their market sentiments. However, writer sentiment does not provide this information. It can reflect investor’s fear, which may be related to price volatility (Behrendt and Schmidt, 2018).

Considering writer sentiment and market sentiment with gain/loss information, we find clues that the gain/loss of investors is indeed related to writer sentiment but may be not directly related to their market sentiment. Table 8 shows that the market sentiment of investors may not be correlated to their gain/loss. However, as shown in Table 8, positive and negative writer sentiment are highly related to the gain/loss of the investors’ position. This suggests features for future research that facilitates the evaluation of the performance of individual investors.

Detailed analysis of financial tweets has become a focus of researchers on financial social media data. Maia et al. (2018) provide a dataset for identifying the aspect of a financial tweet, and our previous work (Chen et al., 2018a) provide a taxonomy for the numerals in financial tweets, showing that numeral information is useful for price movement prediction. These studies afford a more thorough understanding of financial tweets. Beyond sentiments, more fine-grained comprehension toward context is imperative and promising.

### 7. Conclusion

Fin-SoMe provides evidence that the content of writer-labeled financial tweets may not include any cues for the writer’s market sentiment. We present a detailed analysis of the textual information in financial tweets. Based on statistical results, we identify several challenges with financial social media data. We adopt the key snippet extraction task to show the difference between the market sentiment and
the general sentiment. Experimental results support our findings from annotated data—the market sentiment and the general sentiment should be distinguished when analyzing the financial textual data. We also suggest directions for future work. In order to broaden the usage of the annotations in Fin-SoMe, for the instances that did not get the consensus results from the annotations of RA and RN, the other expert selects the label from the annotations of RA and RN. We release the annotations in Fin-SoMe under the CC BY-NC-SA 4.0 license for academic purposes.
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