Heuristic Approach for Jointly Optimizing FeICIC and UAV Locations in Multi-Tier LTE-Advanced Public Safety HetNet
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Abstract: Unmanned aerial vehicles (UAVs) enabled communications, and networking can enhance wireless connectivity and support emerging services. However, this would require system-level understanding to modify and extend the existing terrestrial network infrastructure. In this paper, we integrate UAVs both as user equipment and base stations into an existing LTE-Advanced heterogeneous network (HetNet) and provide system-level insights of this three-tier LTE-Advanced air-ground HetNet (AG-HetNet). This AG-HetNet leverages cell range expansion (CRE), intercell interference coordination (ICIC), 3D beamforming, and enhanced support for UAVs. Using this system-level understanding and through brute-force technique and heuristics algorithms, we evaluate the performance of AG-HetNet in terms of fifth percentile spectral efficiency (5pSE) and coverage probability. In particular, we compare system-wide 5pSE and coverage probability, when unmanned aerial base stations (UABS) are deployed on a fixed hexagonal grid and when their locations are optimized using a genetic algorithm (GA) and elitist harmony search algorithm based on the genetic algorithm (eHSGA); while jointly optimizing the ICIC and CRE network parameters for different ICIC techniques. Our simulation results show that the heuristic algorithms (GA and eHSGA) outperform the brute-force technique and achieve better peak values of coverage probability and 5pSE. Simulation results also show that a trade-off exists between peak values and computation time when using heuristic algorithms. Furthermore, the three-tier hierarchical structuring of reduced power subframes FeICIC defined in 3GPP Rel-11 provides considerably better 5pSE and coverage probability than the 3GPP Rel-10 with almost blank subframes eICIC. We also investigate the network performance for different practical deployment heights of UABS, and we find low-altitude UABSSs (25 m) to perform sparsely better than medium-altitude UABSs (36 m and 50 m).

1 Introduction

Recent developments in reliability and cost-effective hardware have enhanced the drones or unmanned aerial vehicles (UAVs) capabilities such as mobility, location-aware connectivity, deployment flexibility in three-dimensional (3D) space, and enabling ubiquitous and non-line-of-sight connectivity. In particular, UAVs are deployed as unmanned aerial base-stations (UABSs) to meet the mobile data and coverage demands and to restore damaged infrastructure by relieving the pressure on the terrestrial networks and reducing the cost of dense small cell deployments [7]. For example, in the aftermath of Hurricane Maria, AT&T deployed cell on wings (COW) drone to restore long term evolution (LTE) cell coverage in Puerto Rico [5–7]. On the other hand, Verizon has been testing a flying cell site that provides LTE coverage of one-mile range [2]. To this end, several of the academic literature has investigated the role of UABSs for improving wireless coverage and spectral efficiency (SE) in [3–4, 8–15].

The UABS-based communications and networking present research challenges in the field of network planning, optimal 3D deployment, interference management, performance characterization, handover management, and integrating a suitable channel model. However, the existing literature has focused mostly on particular aspects of UABS-based communications and not the air-ground HetNet (AG-HetNet) system as a whole. In particular, [4, 16–20, 22] have explored UABS location optimization and deployment height, but key aspects such as inter-cell interference coordination (ICIC) techniques and air-ground path loss model are not explicitly taken into account. The effect of interference in a UABS-based network is investigated in [26], by measuring the optimal distance between the two interfering UABSSs and positioning each UABS at a fixed height to maximize the coverage area. Whereas, in [22], a fractional frequency reuse method is used to mitigate interference in a fixed HetNet, to improve the indoor coverage and maximize the network SE by minimizing the user equipment (UE) outage probability. Moreover, a priority-based UE offloading and UE association with mobile small cells for public safety communication (PSC) is studied in [23]. However, [26–28] did not consider any of the 3GPP Rel-10 and Rel-11 ICIC techniques for the HetNet deployments.

The effectiveness of 3GPP Rel-10 enhanced ICIC (eICIC) and Rel-11 further-enhanced ICIC (FeICIC) techniques while taking cell range expansion (CRE) into account has been studied in [4, 16–23] for LTE-Advanced HetNet. Authors in [29] propose algorithms that jointly optimize the eICIC parameters, UE cell association.
rules, and spectrum resources shared between the macro base-stations (MBSs) and fixed small cells. However, in [29], the 3GPP Rel-10 and Rel-11 ICIC techniques are not considered, which provides better utilization of radio resources and can offload a larger number of UEs to small cells through CRE. The benefits of 3GPP Rel-10 and Rel-11 ICIC techniques with CRE have been investigated in [30], but for a terrestrial LTE-Advanced HetNet. AUBS-assisted LTE-Advanced HetNet has been explored in [14], where the AUBSs uses CRE for offloading users from a macrocell while considering 3GPP Rel-10 and Rel-11 ICIC techniques in the cell expanded region. Furthermore, a brute-force technique and heuristic algorithm is also used to maximize the spectral efficiency gains by optimizing UABS locations and ICIC network parameters. However, the coverage probability of the wireless network is not investigated, and channel modeling designed for aerial vehicles is not taken into account.

In a broader context, the use of UAV as aerial user equipment (AUEs) has enabled smart city applications such as traffic monitoring, data collection from Internet-of-Things (IoT) nodes, and public safety applications such as search and rescue, and remote location sensing. In the most recent Kilauea volcano eruption, the first responders were able to search and rescue a Hawaiian man using a UAV [38]. Such vast applications have enabled the recent studies to look into the feasibility of deploying AUEs in collaboration with existing LTE-Advanced infrastructure in [32]. However, when AUEs are deployed as part of existing terrestrial infrastructure, they experience the same interference issues in the downlink and signal degradation due to path loss. And to address these concerns, a relevant investigation is needed, if AUEs has to coexist with LTE-Advanced HetNet effectively.

In particular, AUEs applications for smart cities has been studied in [39] and the IoT data are transmitted into LTE base station or via device-to-device multi-hop communications. However, the coexistence of AUEs with existing terrestrial and aerial nodes is not considered. On the other hand, the coverage probability of AG-HetNet serving AUEs is evaluated while considering appropriate aerial propagation model in [14], but does not consider 3GPP Rel-15 enhanced support for aerial vehicles and the impact of interference on the AUEs in AG-HetNet. The effectiveness of 3GPP Rel-15 enhanced support for aerial vehicles, and the interference mitigation to improve the data capacity is investigated in [33], while the AUEs coexist in the AG-HetNet. Nonetheless, the study does not investigate 3GPP Rel-10/11 interference mitigation techniques in the downlink of the AUEs and the influence of CRE on AUEs while mitigating interference.

### Contributions

The integration of the UAVs as both AUEs and AUBSs would require a system-level understanding to both modify and extend the existing terrestrial network infrastructure. A vital goal while planning any AG-HetNet is to ensure ubiquitous data coverage with broadband rates. To achieve this goal, we define and simulate an AG-HetNet system model for an urban environment with public safety LTE band class 14, as illustrated in Fig. 1. The proposed AG-HetNet model leverages on 3GPP Rel-8 CRE, 3GPP Rel-10/11 ICIC, 3GPP Rel-12 three-dimensional (3D) beamforming (3DBF), and 3GPP Rel-15 enhanced support for UAVs. Consequently, to assess the performance of this AG-HetNet, we consider coverage probability and fifth percentile SE (5pSE) as the key performance indicators (KPIs). To maximize the two KPIs of the system model, we jointly optimize

### Table 1

| Reference | Wireless nodes | Path loss model | Optimization techniques | Optimization goal |
|-----------|----------------|----------------|-------------------------|-------------------|
| [3]       | MBS, UABS, GUE | Log distance   | Brute-force, Genetic algorithm | UABS locations, spectral efficiency, coverage |
| [20]      | MBS, UABS, GUE | Log distance   | Neural model Q-learning, Deep Q-learning, Brute-force, Sequential Particle Swarm Optimization | UABS locations, spectral efficiency, energy efficiency, interference coordination |
| [37]      | MBS, UABS, GUE | Log distance, Okumura-Hata | Region partition strategy, Backtracking line search algorithm | UABS locations, GUE load balancing |
| [52]      | MBS, UABS, GUE | Okumura-Hata, ITU-R P.1410-2, 3GPP RP-170779 | Brute-force | UABS locations, spectral efficiency, coverage probability, energy efficiency, interference coordination |
| [22]      | UABS, GUE     | Log distance, Close-in mmWave model | - | Spectral efficiency, coverage probability, energy efficiency, interference coordination |
| [24]      | UABS, GUE     | ITU-R P.1410-2 | Region partition strategy, Backtracking line search algorithm | UABS locations, GUE load balancing |
| [25]      | UABS swarm    | MIMO channel   | Brute-force, Gradient descent location optimization | UABS locations, spectral efficiency |
| [33]      | UABS, GUE     | ITU-R P.1410-2 | Centralized machine learning Wavelet transform machine learning | UABS locations, energy efficiency |
| [34]      | MBS, UABS, GUE | ITU-R P.1410-2 | Greedy approach | UABS 3D-loadings, GUE load balancing |
| [35]      | UABS, GUE     | Free space     | Alternating optimization, Successive convex programming | UABS locations, bandwidth allocation, energy Efficiency |
| [36]      | UABS, GUE, MBS | MISO channel   | Hybrid fixed-point iteration, particle swarm optimization | UABS 3D-loadings, coverage probability, interference management, spectral efficiency |
| **Our work** | **MBS, PBS, UABS, GUE, AUE** | **Okumura-Hata, ITU-R P.1410-2, 3GPP RP-170779** | **Brute-force, algorithm, eHSGA** | **UABS locations, spectral efficiency, coverage probability, energy efficiency, interference coordination** |
the UABS locations in 2D and ICIC and CRE network parameters using a brute-force technique, genetic algorithm (GA), and elitist harmony search algorithm based on the genetic algorithm (eHSGA), while mitigating intercell interference. To reduce the complexity of the optimization algorithms, the deployment height of UABS is not considered during joint optimization. However, we do investigate the impact of UABS height on the overall performance of the wireless network by manually varying the deployment heights.

To the best of our knowledge, this is the first time in the literature to study the feasibility of deploying UAV as both UABS and AUEs with an existing LTE-Advanced terrestrial infrastructure. Furthermore, we examine the interference affecting the LTE-Advanced base stations (BSs) and UABSs as part of the AG-HetNet. The specific contributions of our work in the context of the existing literature is summarized in Table 1.

The rest of this paper is organized as follows. In Section 2, we integrate the 3D channel model and 3DBF with the proposed LTE-Advanced AG-HetNet system model and define the KPIs as a function of network parameters. The UABS deployment and ICIC network parameter optimization using a brute-force technique, GA, and eHSGA are described in Section 3. Wherein, in section 4 through extensive computer simulations, we analyze and compare the two KPIs of the AG-HetNet for various ICIC techniques, deployment heights of UABS, and optimization techniques. Furthermore, we also discuss the impact of UABS height on the KPIs and performance of the optimization techniques. Finally, the last section provides concluding remarks.

2 System Model

We consider a three-tier AG-HetNet deployment, where all the MBSs, PBSs and UABS locations (in 3D) are captured in matrices $\mathbf{X}_{\text{mbs}}$, $\mathbf{X}_{\text{pbs}}$, and $\mathbf{X}_{\text{uabs}}$ respectively, with $N_{\text{mbs}}, N_{\text{pbs}}$ and $N_{\text{uabs}}$ denoting the number of MBSs, PBSs, and UABSs within the simulation area ($A_{\text{sim}}$). Similarly, the 3D distribution of GUEs and AUEs are respectively captured in matrices $\mathbf{X}_{\text{gue}}$ and $\mathbf{X}_{\text{aue}}$. Assuming a fixed antenna height, the location of wireless nodes MBS, PBS, GUE, and AUE are modeled using a 2D Poisson point process (PPP), with densities $\lambda_{\text{mbs}}, \lambda_{\text{pbs}}, \lambda_{\text{gue}}$ and $\lambda_{\text{aue}}$, respectively. On the other hand, UABS locations are either optimized using an eHSGA or GA or deployed on a fixed hexagonal grid at low-altitude and medium-altitude. The densities and deployment heights each of the wireless nodes are specified in Table 3.

Let $N_{\text{ue}}$ be the total numbers of UEs (AUEs + GUEs) to be scheduled, then we assume an arbitrary distance of an nth UE from any macrocell of interest (MOI), picocell of interest (MOI), and UABS-cell of interest (UOI) is given by $d_{\text{on}}, d_{\text{un}}$, and $d_{\text{an}}$, respectively. Then assuming Nakagami-m fading channel, the reference symbol received power from MOI, POI, and UOI is given by

$$R_{\text{mbs}}(d_{\text{on}}) = \frac{P_{\text{mbs}}A_{E}(\phi, \theta)H_{10\text{(cm)}}(d_{\text{on}}) / 10}{10\text{log}(d_{\text{on}})^{10}}, \quad R_{\text{pbs}}(d_{\text{on}}) = \frac{P_{\text{pbs}}A_{E}(\phi, \theta)H_{10\text{(cm)}}(d_{\text{on}}) / 10}{10\text{log}(d_{\text{on}})^{10}}, \quad R_{\text{uabs}}(d_{\text{on}}) = \frac{P_{\text{uabs}}A_{E}(\phi, \theta)H_{10\text{(cm)}}(d_{\text{on}}) / 10}{10\text{log}(d_{\text{on}})^{10}}$$

where variables $\phi(d_{\text{on}}), \psi(d_{\text{on}})$, and $\phi(d_{\text{un}})$ are path-loss respectively observed from MBS, PBS, and UABS in dB. And random variable $H$ accounts for Nakagami-m fading, whose probability density function is given by

$$f_{H}(\omega, m) = \frac{m^m\omega^{m-1}}{\Gamma(m)} \exp(-m\omega)$$

where $m$ is the shaping parameter, $\omega$ is the channel amplitude and $\Gamma(m)$ is the standard Gamma function given as $\Gamma(m) = \int_{0}^{\infty} \exp(-u)u^{m-1}du$. Through shaping parameter $m$, received signal power can be approximated to variable fading conditions. The value $m > 1$ approximates to Rician fading along line-of-sight (LOS) and $m = 1$ approximates to Rayleigh fading along non-LOS (NLOS). Furthermore, using the definition of zenith ($\theta$) and azimuth ($\phi$) spherical angles and spherical unit vectors in a Cartesian coordinate, we define variable $A_{E}(\phi, \theta)$ as the transmitter antenna’s 3DBF element and is defined in (4) as

$$A_{E}(\phi, \theta) = G_{E,max} - \min \left( - (A_{H}(\phi) + A_{V}(\theta)), A_{m} \right), \quad A_{m} = 30 \text{ dB}, \quad G_{E,max} = 8 \text{ dBi,}$$

where antenna element for horizontal ($A_{H}(\phi)$) and vertical ($A_{V}(\theta)$) radiation pattern, respectively is given by

$$A_{H}(\phi) = - \min \left( 12 \left( \frac{\phi}{\phi_{\text{MFF}}} \right)^{2}, A_{m} \right), \quad \phi_{\text{MFF}} = 65^\circ,$$

$$A_{V}(\theta) = - \min \left( 12 \left( \frac{\theta - \theta_{\text{tilt}}}{\theta_{\text{MFF}}} \right)^{2}, \text{SLAV} \right), \quad \theta_{\text{tilt}} = 90^\circ,$$

$$\text{SLAV} = 30, \quad \theta_{\text{MFF}} = 65^\circ.$$

Using 3DBF, the power transmission from MBS ($P_{\text{mbs}}$), PBS ($P_{\text{pbs}}$), and UABS ($P_{\text{uabs}}$) can be controlled at UEs in cell-edge/CRE region. Thus limiting the power transmission into adjacent cells which causes inter-cell interference and subsequently improving signal-to-interference ratio (SIR) of the desired signal.

2.1 Path Loss Model

In an urban environment, based on the type of communication link, i.e., ground-to-ground (GTG), any-to-air (ATA), and air-to-ground (ATG) between a UE and base-station (BS) of interest, we consider distinct path-loss models for accurate analysis of signal reliability for the proposed AG-HetNet.

2.1.1 GTG Communication Link: We consider Okumura-Hata Path Loss (OHPL) while estimating the GTG communication link between GUE and terrestrial MBS and PBS. The OHPL is better suited to an urban terrestrial environment, in which the base-station height does not vary significantly. When a GUE camps on a terrestrial base-station of interest (MOI or POI), OHPL is given by

$$\varphi(d) = 74.52 + 26.16\log(f_{c}) - 20.37\log(h_{\text{ue}}) - 3.2\log(11.75g_{\text{ue}})^{2} + 38.35\log(d),$$

where $f_{c}$ is the carrier frequency in MHz, $h_{\text{ue}}$ is the height of GUE in meter, and $h_{\text{mbs}}$ is the height of terrestrial base-station in meter i.e., height of MBS is given by $h_{\text{mbs}}$ and PBS by $h_{\text{pbs}}$.

2.1.2 ATA Communication Link: Whenever, an AUE camps on any nearest base-station, we consider a 3D channel model for an urban-macro with aerial (UMA-AV) scenario defined in 3GPP Rel. 15 [49]. The UMA-AV LOS and NLOS path loss, respectively are given by

$$\varphi(d) = \begin{cases} \varphi_{\text{LOS}}(d) = 28.0 + 22\log_{10}(d_{3D}) + 20\log_{10}(f_{c}), \\ \varphi_{\text{NLOS}}(d) = -17.5 + (46 - 7\log_{10}(h_{\text{ue}}))10\log_{10}(d_{3D}), \\ +20\log_{10}(30\pi f_{c}) \end{cases}$$

where $f_{c}$ is the carrier frequency in MHz, $d_{3D}$ is the 3D distance between AUE and the base-station of interest, and $h_{\text{ue}}$ is the height of AUE in meter such that $22.5m < h_{\text{ue}} < 300m$ for $\varphi_{\text{LOS}}(d)$ and $10.5m < h_{\text{ue}} < 100m$ for $\varphi_{\text{NLOS}}(d)$.

The LOS probabilities for the ATA communication link defined in 3GPP Rel. 15 [49] is given

$$P_{\text{LOS}}(\varphi) = \begin{cases} 1, \quad \frac{d_{2D}}{d_{1D}} + \exp(-\frac{d_{2D}}{d_{1D}}) \frac{1}{\varphi - d_{2D}}, \\ d_{2D} < d_{1D} \end{cases}$$

where $d_{2D}$ is the 2D distance between AUE and the base-station of interest such that $d_{2D} \leq 4km$, and the factors $p_{1}$ and $d_{1}$ (in meters)
are given by

\[ p_1 = 4300 \log_{10}(h_{\text{uue}}) - 3800, \]
\[ d_1 = \max(460\log_{10}(h_{\text{uue}}) - 700, 18). \]

Using this model, we calculate the average path loss over the probabilities of LOS and NLOS communication link between AUE and the camping base-station. Then using (4) and (5), the average path loss is given by

\[ \text{PL}_{\text{avg}} = \mathbb{P}_\text{LOS} \times \varphi^{\text{LOS}} + (1 - \mathbb{P}_\text{LOS}) \times \varphi^{\text{NLOS}}. \]  

2.1.3 ATG Communication Link: Whenever, a GUE camps on a UOI, we consider a more conventionally used LOS/NLOS path loss model defined in the literature \cite{[7, 50, 51]} and is given by

\[ \varphi_{\text{uabs}(d)} = \prod_{x=0}^{y} \left[ 1 - \exp \left( - \frac{(x+1/2)(h_{\text{uabs}} - h_{\text{uue}})}{2 \sigma^2} \right) \right], \]

where \( h_{\text{uabs}} \) is the deployment height of UABS, \( y = \text{floor}(\sqrt{\xi} - 1) \), \( r \) is the ground distance between the UABS and GUE, \( \xi \) is the ratio of built-up land area to the total land area, \( \xi \) is the mean number of buildings per unit area (buildings/km\(^2\)), and \( \Omega \) characterizes the building height (denoted by \( H_B \)) distribution in meters and is based on a Rayleigh distribution: \( f(H_B) = H_B \exp(-\frac{H_B^2}{2}) \).

Furthermore, we consider LOS probability \( \mathbb{P}_\text{LOS}(\varphi_{\text{uabs}}) \) as a continuous function of \( \theta \) and environment factors. By approximating environment factors to a simple modified Sigmoid function (S-curve), the simplified LOS probability is given by

\[ \mathbb{P}_\text{LOS}(\varphi_{\text{uabs}}, \theta) = \frac{1}{1 + a \exp(-b(\theta - a))}, \]

where \( a \) and \( b \) are the S-curve parameters.

Fig. 2 illustrates the empirical path loss cumulative distribution functions (CDFs), calculated for all distances between base stations (X_{mbs}, X_{pbs}, and X_{uabs}) and UEs (X_{gue} and X_{uue}), using conditions defined in previous paragraph. Inspection of Fig. 2 reveals that the maximum allowable path loss is diverse for GTG, ATG, and ATA communication links. This variation is primarily due to the environmental factors and LOS/NLOS probability of communication link. Nevertheless, maximum allowable path-loss for the models used in GTG, ATA, and ATG link is approximately 255 dB, 216 dB, and 154 dB, respectively.

Fig. 2. The CDF of path loss observed for the communication link between UEs and base-stations.

2.2 Spectral Efficiency with 3GPP Rel.10/11 ICIC

Due to their low transmission power, the small cells such as the PBS and UABS are unable to associate a substantial number of UEs compared to that of MBSs. Therefore, we consider the CRE technique defined in 3GPP Rel-8 at small cells to extend the network coverage and increase capacity by offloading traffic from congested cells. Although an adverse side effect of CRE includes increased interference at UEs in the cell-edge or CRE region. To address this intercell interference, both MBS and PBS are capable of using ICIC techniques defined in 3GPP Rel-10/11 \cite{[1, 2, 6]}, wherein both MBS and PBS can transmit radio frames at reduced power levels as shown in Fig. 3.

![Fig. 3. The proposed three-tier reduced power USF/CSF subframes of MBS, PBS, and UABS.](image)

The radio subframes with reduced power are termed as coordinated subframes (CSF) and full power as uncoordinated subframes (USF). The power reduction factor of radio subframes at MBS is given by \( \alpha_{\text{mbs}} \) and \( \alpha_{\text{pbs}} \) at PBS. In particular, \( \alpha_{\text{mbs}} = \alpha_{\text{pbs}} = 0 \) corresponds to Rel-10 almost blank subframes (ABS) eICIC, \( \alpha_{\text{mbs}} = \alpha_{\text{pbs}} = 1 \) corresponds to no ICIC, and otherwise corresponds to reduced power FeICIC defined in Rel-11. As illustrated in Fig. 3 using reduced power FeICIC, we protect certain UABS subframes from both MBS and PBS, while certain PBS subframes are protected from MBS. We coordinate the USF/CSF duty cycle using \( \alpha_{\text{mbs}} = \alpha_{\text{pbs}} = 1 \) and UABS are unable to associate a substantial number of UEs at small cells. This variation is primarily due to the environmental factors and LOS/NLOS probability of communication link. Nevertheless, maximum allowable path-loss for the models used in GTG, ATA, and ATG link is approximately 255 dB, 216 dB, and 154 dB, respectively.

Fig. 3. The proposed three-tier reduced power USF/CSF LTE subframes of MBS, PBS, and UABS. Certain UABS subframes are protected from both MBS and PBS, while certain PBS subframes are protected from MBS.
to that given in [4]. Then, let \( p_{\text{mbs}} \), \( p_{\text{pbs}} \), \( p_{\text{uabs}} \), \( \Gamma_{\text{mbs}} \), \( \Gamma_{\text{pbs}} \), \( \Gamma_{\text{uabs}} \), and \( \Gamma_{\text{agg}} \) be the SIRs for the UE scheduled in the USF/CSF of MOL, POI, and UOI, respectively and is defined in Table 2. Wherein, \( I_{\text{agg}} \) is the aggregate interference at the UE from all the base-stations, except the MOL, POI, and UOI.

The cell selection process relies on the definition of MOI, POI, and UOI in Table 2 as well as the CRE \( \tau_{\text{pbs}} \) at PBSs and \( \tau_{\text{uabs}} \) at UABSs. Using positive biased CRE \( \tau_{\text{pbs}} \) at PBSs and \( \tau_{\text{uabs}} \) at UABSs, the small cells can easily further expand their SIR coverage. Consequently, during the cell selection process, a UE always camps on an MOI/POI/UOI that yields the best SIR. After cell selection, an MBS-UE (MUE), PBS-UE (PUE), and UABS-UE (UUE) would be scheduled in either USF/CSF radio subframes based on the scheduling threshold of MBS \( \left( p_{\text{mbs}} \right) \), PBS \( \left( p_{\text{pbs}} \right) \), and UABS \( \left( p_{\text{uabs}} \right) \). This strategy of cell selection and UE scheduling in USF/CSF of MOL/POI/UOI is similar to that of [4] and is summarized in Fig. 4.

Once the nth arbitrary UE is assigned to an MOI/POI/UOI and scheduled within the USF/CSF, then using the SIR definitions, the SE of a UE scheduled in the three-tier USF/CSF subframes is defined by \( C_{\text{usf}} \), \( C_{\text{csf}} \), \( C_{\text{mue}} \), \( C_{\text{pbs}} \), \( C_{\text{uabs}} \), and \( C_{\text{agg}} \) and is given in Table 2. Where \( N_{\text{usf}} \), \( N_{\text{csf}} \), \( N_{\text{mue}} \), \( N_{\text{pbs}} \), \( N_{\text{uabs}} \), and \( N_{\text{agg}} \) are the number of MBS-UE, PBS-UE, and UABS-UE scheduled in USF/CSF of the MBS/PBS/UABS.

### 3 UABS Locations and ICIC Parameter Optimization in AG-HetNet

In this article, spSE corresponds to the worst fifth percentile UE capacity amongst all the scheduled UEs. On the other hand, we define the coverage probability of the network as the percentage of an area having broadband rates and capacity larger than a threshold of \( T_{C_{\text{agg}}} \). The primary goal of this simulation study is to maximize these two KPIs while obtaining the best fit ICIC network configuration and optimal UABS locations using a brute force algorithm, genetic algorithm, and elitist harmony search based on the genetic algorithm.

Consider individual locations \( (x, y) \) of each UEs \( i \in \{1, 2, \ldots, N_{\text{uabs}}\} \) and \( N_{\text{uabs}} \) would be the matrix representing these locations in 3D deployed over a geographical area of interest. The UABSs are placed within the rectangular simulation area regardless of the existing MBSs \( (X_{\text{mbs}}) \) and PBS locations \( (X_{\text{pbs}}) \). Given the locations of base-station \( (X_{\text{mbs}}, X_{\text{pbs}}, \text{and } X_{\text{uabs}}) \), we capture individual ICIC parameters for each MBS in a matrix \( S_{\text{ICIC}}^{\text{mbs}} = [\alpha_{\text{mbs}}, \beta_{\text{mbs}}, \rho_{\text{mbs}}] \in R^{N_{\text{mbs}} \times 3} \), individual ICIC parameters for each PBS in matrix \( S_{\text{ICIC}}^{\text{pbs}} = [\alpha_{\text{pbs}}, \beta_{\text{pbs}}, \rho_{\text{pbs}}, \tau_{\text{pbs}}] \in R^{N_{\text{pbs}} \times 4} \), and ICIC parameters for all the base-stations \( S_{\text{ICIC}}^{\text{agg}} = [\tau_{\text{mbs}}, \tau_{\text{pbs}}, \text{and } \tau_{\text{uabs}}] \in R^{N_{\text{base-stations}} \times 3} \) is a matrix that captures individual ICIC parameters for each UABSs. The vectors \( \alpha_{\text{mbs}} = [\alpha_{1}, \ldots, \alpha_{N_{\text{mbs}}}] \), \( \beta_{\text{mbs}} = [\beta_{1}, \ldots, \beta_{N_{\text{mbs}}}], \) and \( \rho_{\text{mbs}} = [\rho_{1}, \ldots, \rho_{N_{\text{mbs}}}] \) capture the power reduction factors, USF duty cycle, and scheduling threshold, respectively. For each MBS. On the other hand, for each PBSs, \( \alpha_{\text{pbs}} = [\alpha_{1}, \ldots, \alpha_{N_{\text{pbs}}}] \), \( \beta_{\text{pbs}} = [\beta_{1}, \ldots, \beta_{N_{\text{pbs}}}] \), and \( \rho_{\text{pbs}} = [\rho_{1}, \ldots, \rho_{N_{\text{pbs}}}] \) capture the power reduction, USF duty cycle, and range expansion, respectively. Whereas, \( \rho_{\text{uabs}} = [\rho_{1}, \ldots, \rho_{N_{\text{uabs}}}] \) and \( \tau_{\text{uabs}} = [\tau_{1}, \ldots, \tau_{N_{\text{uabs}}}]. \) capture the power reduction factors, USF duty cycle, and range expansion, respectively, for each UABS. Using these variable definitions, the initial state of the AG-HetNet can be given as \( S = [X_{\text{mbs}}, S_{\text{ICIC}}^{\text{mbs}}, S_{\text{ICIC}}^{\text{pbs}}, S_{\text{ICIC}}^{\text{agg}}] \). However, to reduce the system complexity and simulation runtime, we apply the same \( S_{\text{ICIC}}^{\text{mbs}} \) parameters across all MBSs, \( S_{\text{ICIC}}^{\text{pbs}} \) across all PBSs, and \( S_{\text{ICIC}}^{\text{agg}} \) across all UABSs.

Using a brute-force algorithm to search for all possible optimal values in a large search space is computationally infeasible. Therefore, the UABSs are initially deployed on a fixed hexagonal grid, as shown in Fig. 5(a), and every UABS sends its locations and all the base-stations send the spectral efficiency information of its users (AUE and GUE) to a centralized server. Subsequently, a brute-force technique will be used to optimize the only the ICIC network parameters and evaluate the spSE and coverage probability for this fixed AG-HetNet. Then, a centralized server can run any appropriate heuristic algorithm to jointly optimize the UABS locations and ICIC parameters, as illustrated in Fig. 5(b). Then, for the proposed AG-HetNet the best state \( S' \) of all the possible states, \( S \) is given as

\[
S' = \arg \max_S C_{\text{KPI}}(S), \tag{12}
\]

where \( C_{\text{KPI}}(\cdot) \) is an objective function wherein KPI \( \epsilon \{\text{spSE, COV}\} \) then \( C_{\text{spSE}}(\cdot) \) denotes the objective function for spSE and \( C_{\text{COV}}(\cdot) \) denotes the objective function for coverage probability.

Using the brute-force technique described in Algorithm 1 and UABS on a fixed hexagonal grid \( (X_{\text{uabs}}) \) in an AG-HetNet, the optimal values of the best state \( (S'_{\text{KPI}}) \) of all the possible states \( S \) can be vectorized into \( S'_{\text{KPI}} = [X_{\text{uabs}}, S_{\text{uabs}}^{\text{ICIC}}, S_{\text{uabs}}^{\text{ICIC}}, S_{\text{uabs}}^{\text{ICIC}}] \). Whereas, using heuristics algorithm proposed in Algorithm 2 and Algorithm 3, the the optimal values of the best state \( (S'_{\text{KPI}}) \) of all the possible states \( S \) can be vectorized into \( S'_{\text{KPI}} = [X_{\text{uabs}}, S_{\text{uabs}}^{\text{ICIC}}, S_{\text{uabs}}^{\text{ICIC}}, S_{\text{uabs}}^{\text{ICIC}}] \). Where, \( X_{\text{uabs}} \) is the optimal UABS location and \( S_{\text{ICIC}}^{\text{uabs}} \) are the optimal ICIC values for MBSs, PBSs, and UABSs, respectively.
Heuristic Algorithms

With the purpose of improving computational efficiency and obtain the diverse optimal solution, we consider the GA and eHSGA as the heuristic algorithms to simultaneously optimize UABS locations and ICIC parameters in the large search space. Genetic algorithm considered in this article follows the approach similar to that in [3, 4]. This technique considers a population of candidate solutions which is evolved towards an optimal solution or near-optimal solution. Each candidate solution has a set of chromosomes that are evaluated and then altered and mutated to form next-generation offspring [53]. Through an iterative process, adaptive-fit individuals in a population and environment are obtained. In this GA approach, the UABS coordinates \( x_{\text{uabs}} \) and ICIC network parameters \( s_{\text{ICIC}} \) form the GA population, and a subsequent chromosome is illustrated in Fig. 6. With crossover rate of \( c_{\text{crossover}} \) and mutation rate of \( m_{\text{mutation}} \) for the population size of \( S \), the main steps used to optimize the UABS locations and ICIC network parameters are critical to controlling the performance and speed of the convergence of the solution. To guarantee that the hybrid search method can expeditiously detect its way by avoiding local optima and the performance and speed of the convergence of the solution. To guarantee that the hybrid search method can expeditiously detect its way by avoiding local optima and the

Further, to obtain possible improvement over GA, we explore elitist harmony search based on the genetic algorithm proposed in [52]. We extend the approach of the proposed hybrid algorithm to optimize the UABS locations and ICIC network parameters. In the main procedure, the initial population generated using GA is considered as the harmony memory and the chromosome illustrated in Fig. 5 as the harmony. Let \( S_i \) be the \( i \)th element of harmony \( S \); \( u_i \) and \( t_i \) are the upper/lower bounds of the \( i \)th variable; \( \text{rand}() \) is a uniformly-distributed real random number in \([0, 1]\); \( \text{par} \) is a maximum number of improvisation \( (N_{\text{IMPROV}}) \) and fret width \( (f) \). The \( R_{\text{HMC}} \) and \( \text{par} \) parameters in harmony search are critical to controlling the performance and speed of the convergence of the solution. To guarantee that the hybrid search method can expeditiously detect its way by avoiding local optima and the solution reached is diverse, \( R_{\text{HMC}} \) is updated linearly decreasing with the iteration and \( \text{par} \) is dynamically adapted in linearly increasing rates. Then, we evaluate the fitness of every harmony in the harmony memory and sort the harmony memory in the descending order of best fitness. This sorting ensures the harmony memory head always points to the best harmony member. Subsequently, using selection, crossover, and mutation, new harmony memory is generated. A merge rule is applied to sorted harmony memory and new harmony memory to generate an elitist harmony memory. As described in Algorithm 2 through an iterative process, elitism is employed in

#### Algorithm 2 Genetic Algorithm

1: \( \text{procedure } C_{\text{KPI}}(X_{\text{uabs}}, S_{\text{ICIC}}, S'_{\text{ICIC}}, S''_{\text{ICIC}}) \)
2: \( \text{KPI, Best state } S' \leftarrow \text{NULL} \)
3: \( \text{Selection } \leftarrow \text{Roulette Wheel} \)
4: \( \text{Initialize genetic parameters: } S_{\text{GA}}, m_{\text{r}}, \text{and } c_{\text{r}} \)
5: \( \text{Population } (\text{POP}) \text{ Set of } S \leftarrow X_{\text{uabs}}, S_{\text{ICIC}}, S'_{\text{ICIC}}, S''_{\text{ICIC}} \)
6: \( \text{FITNESS} = C_{\text{KPI}}() \)
7: \( \text{Evaluate POP FITNESS} \)
8: \( \text{Stop Condition } \leftarrow \text{number of iterations} \)
9: \( \text{while } \) !Stop Condition \( \text{do} \)
10: \( \text{for } k = 1 : S_{\text{GA}} \text{ do} \)
11: \( \text{Parent1} \leftarrow \text{SELECTION(POP, FITNESS)} \)
12: \( \text{Parent2} \leftarrow \text{SELECTION(POP, FITNESS)} \)
13: \( \text{Child1, Child2} \leftarrow \text{REPRODUCE(Parent1, Parent2, } c_{\text{r}}) \)
14: \( \text{if } \text{rand}() < m_{\text{r}} \text{ then} \)
15: \( \text{Children} \leftarrow \text{MUTATE(Child1, } m_{\text{r}}) \)
16: \( \text{Children} \leftarrow \text{MUTATE(Child2, } m_{\text{r}}) \)
17: \( \text{end if} \)
18: \( \text{end for} \)
19: \( \text{Evaluate Children FITNESS} \)
20: \( \text{Pick best state } S' \text{ from Children} \)
21: \( \text{POP} \leftarrow \text{REPLACE(POP, Children)} \)
22: \( \text{end while} \)
23: \( \text{Return KPI, Best state } S' \leftarrow \text{Maximum FITNESS} \)
24: \( \text{end procedure} \)
the search process of obtaining optimal UABS locations and ICIC network parameters.

4 Simulation Results

In this section, with the help of extensive Matlab-based computer simulation and system parameters set to the values given in Table 3, we conduct a comparative study of the two KPIs of the proposed AG-HetNet, with/without ICIC techniques for different deployment heights of UABS and while considering brute-force, GA, and eHSGA optimization techniques. In order to reduce the complexity of the optimization algorithms and simulation runtime, the deployment height of UABS is not considered when optimizing UABS locations, i.e., the UABS locations are optimized in 2D. However, in this article, we do investigate and compare the performance of the KPIs by manually deploying UABS at practical heights of 25 m, 36 m, and 50 m.

4.1 KPI Optimization using Brute Force Technique

The 3D surface plot in Fig. 7, Fig. 8, and Fig. 9 illustrates the combined effect of CRE at PBSs and UABSs (along the z-axis) of the wireless network. In an initial inspection of Fig. 7, Fig. 8, and Fig. 9, we can intuitively conclude that FeICIC performs better when compared to eICIC and without any ICIC techniques. The comparative analysis of Fig. 7(c), Fig. 8(c), and Fig. 9(c) reveals that the improvement in coverage probability is less significant, but the 5pSE improvement is significant.

When UABS is deployed at a height higher than PBS but lower than MBS, i.e., UABS deployment height is 25m, coverage probability with eICIC sees a minor improvement over the absence of any ICIC, and FeICIC also sees a minor improvement over eICIC. With increasing CRE of UABS and lower CRE for PBS, the peak values of coverage probability and 5pSE (along the z-axis) of the wireless network. When the UABS are deployed at a height between 9 – 12 dB, and PBS CRE varies between 0 – 3 dB. For 5pSE, eICIC sees modest improvement over the absence of any ICIC, and FeICIC sees a major improvement over eICIC. The peak values of 5pSE for the ICIC techniques are observed for lower values of CRE between 3 – 6 dB for both UABS and PBS.

Whereas, when UABS are deployed at the same height as MBS, i.e., UABS deployment height is 30m, coverage probability with
(a) Coverage probability vs. CRE.
(b) Peak 5pSE vs. CRE.
(c) Performance improvement of the two KPIs.

Fig. 8. The effects of combined CRE at PBS and UABS on the two KPIs of the network, with and without ICIC; when UABS are deployed at height of 36 m.

Fig. 9. The effects of combined CRE at PBS and UABS on the two KPIs of the network, with and without ICIC; when UABS are deployed at height of 50 m.

eICIC sees a minor improvement over the absence of any ICIC, and FeICIC also sees a minor improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for lower values of CRE between 3 – 6 dB for both UABS and PBS. For 5pSE, eICIC sees modest improvement over the absence of any ICIC, and FeICIC sees a major improvement of over eICIC. With increasing CRE of UABS and lower CRE for PBS, the peak values of the 5pSE for the ICIC techniques are observed when the UABS CRE is between 9 – 12 dB, and PBS CRE varies between 0 – 3 dB.

Finally, when the UABS is deployed at a height higher than PBS, i.e., UABS deployment height is 50 m, coverage probability with eICIC sees a minor improvement over the absence of any ICIC, and FeICIC also sees a minor improvement over eICIC. With increasing CRE of UABS and lower CRE for PBS, the peak values of the coverage probability for the ICIC techniques are observed when the UABS CRE is between 0 – 12 dB, and PBS CRE varies between 3 – 6 dB. For 5pSE, eICIC sees modest improvement over the absence of any ICIC, and FeICIC sees a major improvement of over eICIC. With increasing CRE of UABS and lower CRE for PBS, the peak values of the 5pSE for the ICIC techniques are observed when the UABS CRE is 9 dB, and PBS CRE varies between 0 – 3 dB.

Overall, when UABSs are deployed on a fixed hexagonal grid and using the brute-force technique to optimize ICIC parameters, the peak values of 5pSE and coverage probability is observed when UABS is deployed at the low altitude of 25 m and using Rel-11 reduced power FeICIC technique as seen in Fig. 7, Fig. 8, and Fig. 9.

4.2 KPI Optimization using Genetic Algorithm

In the following, we discuss the key observations when UABS locations and ICIC network parameters are jointly optimized through GA. In Fig. 10 we plot the peak coverage probability and 5pSE values (along the z-axis) against the combined effect of CRE at PBSs and UABSs (along x- and y-axes) of the wireless network, when UABS are deployed at the height of 25 m, 36 m, and 50 m and while considering GA. In an initial inspection of Fig. 10(a), Fig. 10(b), and Fig. 10(c), we can intuitively conclude that FeICIC performs better when compared to eICIC and without any ICIC techniques.

We present the comparative analysis of the peak value observations of the two KPIs in Fig. 10(d), Fig. 10(e), and Fig. 10(f). When UABS is deployed at a height higher than PBS but lower than MBS, i.e., UABS deployment height is 25 m, coverage probability with eICIC sees modest improvement in the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for CRE values between 3 – 6 dB for UABS, and PBS CRE varies between 0 – 12 dB. For 5pSE, eICIC sees a major improvement in the absence of any ICIC, and FeICIC sees a modest improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for CRE values between 3 – 6 dB for UABS and is 0 – 3 dB for PBS.

Whereas, when UABSs are deployed at the same height as MBS, i.e., UABS deployment height is 50 m, coverage probability with eICIC sees modest improvement in the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of
coverage probability for the ICIC techniques are observed for larger values of CRE between $6 - 12$ dB for UABS, and PBS CRE varies between $0 - 12$ dB. For $5pSE$, eICIC sees a major improvement over the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of $5pSE$ for the ICIC techniques are observed for moderate values of CRE between $3 - 6$ dB for UABS and is $0 - 3$ dB for PBS.

Finally, when the UABS is deployed at a height higher than MBS, i.e., UABS deployment height is $50$ m, coverage probability with eICIC sees modest improvement over the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for moderate values of CRE between $3 - 6$ dB for UABS and is $0 - 3$ dB for PBS.

Overall, using GA to joint optimize the UABS locations and ICIC parameters, the peak values of $5pSE$ and coverage probability are observed when UABS is deployed at a low altitude of $25$ m and using Rel-11 reduced power FeICIC technique as seen in Fig. 10.

**4.3 KPI optimization using eHSGA**

In the following, we discuss the key observations when UABS locations and ICIC network parameters are jointly optimized through the eHSGA algorithm. In Fig. [10](a), we plot the peak coverage probability and $5pSE$ values (along the $2$-axis) against the combined effect of CRE at PBSs and UABSSs (along x- and y-axes) of the wireless network, when UABS are deployed at the height of $25$, $36$, and $50$ m. In an initial inspection of Fig. [10](a), Fig. [10](b), and Fig. [10](c), we can intuitively conclude that FeICIC performs better when compared to eICIC and without any ICIC techniques.

Whereas, in Fig. [10](d), Fig. [10](e), and Fig. [10](f) we compare the peak value of the two KPIs. When UABS is deployed at a height higher than PBS but lower than MBS, i.e., UABS deployment height is $25$ m, coverage probability with eICIC sees modest improvement over the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for higher values of CRE between $9 - 12$ dB for UABS and moderate CRE values between $3 - 9$ dB for PBS. For $5pSE$, eICIC sees a major improvement over the absence of any ICIC, and FeICIC sees a modest improvement over eICIC. The peak values of $5pSE$ for the ICIC techniques observed for the CRE values between $3 - 12$ dB for UABS and lower CRE values between $3 - 6$ dB for PBS.

Whereas, when UABS are deployed at the same height as MBS, i.e., UABS deployment height is $36$ m, coverage probability with eICIC sees modest improvement in the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for higher values of CRE between $9 - 12$ dB for UABS and moderate CRE values between $3 - 6$ dB for PBS. For $5pSE$, eICIC sees a major improvement over the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of $5pSE$ for the ICIC techniques are observed for CRE values between $0 - 9$ dB for UABS and is $3$ dB for PBS.

Finally, when the UABS is deployed at a height higher than MBS, i.e., UABS deployment height is $50$ m, coverage probability with eICIC sees modest improvement in the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of coverage probability for the ICIC techniques are observed for higher values of CRE between $9 - 12$ dB for UABS and moderate CRE values between $3 - 6$ dB for PBS. For $5pSE$, eICIC sees a major improvement over the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of $5pSE$ for the ICIC techniques are observed for CRE values between $0 - 9$ dB for UABS.
values between 3 – 6 dB for PBS. For 5pSE, eICIC sees a major improvement in the absence of any ICIC, and FeICIC sees a minor improvement over eICIC. The peak values of 5pSE for the ICIC techniques are observed for CRE values between 3 – 12 dB for UABS and is 3 dB for PBS.

Overall, using eHSGA to joint optimize the UABS location and ICIC parameters, the peak values of 5pSE and coverage probability are higher when UABS is deployed at a low altitude of 25 m and using Rel-11 reduced power FeICIC technique as seen in Fig. 11.

4.4 Performance Comparison of the Algorithms

We summarize our key results from earlier simulations and compare the computation time when using brute-force, GA, and eHSGA techniques with/without ICIC optimization.

4.4.1 Comparison of KPIs: From the simulation results given in Fig. 7, Fig. 8, Fig. 9, Fig. 10, and Fig. 11 we observe reduced power FeICIC in Rel-11 is seen to outperform Rel-10 eICIC and without ICIC in terms of the overall 5pSE and coverage probability.
of the AG-HetNet. Further inspection reveals that the heuristic techniques (GA and eHSGA) outperform the brute-force technique and observe significant improvement in terms of overall 5pSE and coverage probability of the AG-HetNet. In particular, GA meta-heuristic technique achieved a marginal 5pSE and coverage probability gains of up to 3% over the hybrid eHSGA optimization technique.

We also observe that the performance of the wireless network is optimal when UABSs are deployed at a height of 25 m. However, as the UABS deployment height increases to 30 m and 50 m, a gradual decrease in the 5pSE and coverage probability of the wireless network is observed. The higher deployment heights of the UABS improve LOS to the UEs but also increases interference probability with UEs in cell-edge/CRE, thus degrading the overall performance of the AG-HetNet.

We summarize the peak values observed for coverage probability and 5pSE for with/without ICIC techniques for different deployment heights of UABS: while using brute force, genetic algorithm, and elitist hybridization between harmonic search and genetic algorithm in Table 5 and Table 4.

### 4.4.2 Comparison of Computational Complexity Gains

In this subsection, we compare the computational complexity gains for brute-force, GA, and eHSGA techniques with/without ICIC optimization and when UABSs are deployed at 25 m, 30 m, and 50 m. Using the NCSU high-performance computing server, and Monte-Carlo experimental approach, we calculate the mean runtime for MATLAB simulation while evaluating an individual KPI. In Fig. 12, we plot the mean runtime required for calculating the peak KPI value with optimal ICIC network parameters and UABS locations using (i) brute-force given in Algorithm 1, (ii) GA given in Algorithm 2, and (iii) eHSGA given in Algorithm 3 and the simulation values defined in Table 3.

In an initial inspection of Fig. 12, we observe reduced power FeICIC technique requires significantly higher computational time when compared to the ABS eICIC and without ICIC techniques, for different deployment heights of UABS (25 m, 30 m, and 50 m) and optimization techniques (brute-force, GA, and eHSGA). The reduced power FeICIC technique requires significantly higher computational time because the optimization of power reduction parameters ($\alpha_{\text{ubsc}}$ and $\alpha_{\text{ubsc}}$) of the three-tier LTE subframes, increases the scope of search space when compared to ABS eICIC and without ICIC techniques. Further analysis of Fig. 12 reveals that optimization (ICIC parameters and UABS locations) using GA and eHSGA both require significantly more computational time when compared to the brute-force technique. In particular, for lower complexity eICIC and without ICIC techniques, eHSGA observes substantial computational complexity gains between 10.65 – 29.14% over GA.

Whereas with higher complexity reduced power FeICIC technique, eHSGA observes marginal computational complexity gains of up to 7% over GA.

Whereas, the UABS deployment height of 50 m observes a sparse increment in the computation time when compared to 30 m and 25 m, while jointly optimizing the ICIC parameters and UABS locations in the same search space. The higher deployment heights of the UABS improve LOS to the UEs but also increases interference probability with UEs in cell-edge/CRE and consequently increases the computation time to optimize the ICIC parameters and UABS locations.

To summarize, although the computational complexity required to optimize the ICIC network parameters and UAV locations using heuristic techniques (GA and eHSGA) is higher, but is effective in achieving broadband rates. In particular, the heuristic techniques can meet the public safety network requirement of 95% geographical coverage with broadband rates ($f_2$). Furthermore, from Fig. 12, Table 4, and Table 5, we observe hybrid eHSGA achieves marginal computational complexity gain over meta-heuristic GA technique. Whereas, optimization using GA marginally improves KPI gains when compared to optimization using eHSGA. Hence the determination of an appropriate heuristic algorithm, which achieves the trade-off between computational complexity and finding optimum or close to the optimum solution of a search problem in the real world, requires further investigation.

### 5 Conclusion

In this paper, we provide system-level insights into the LTE-Advanced AG-HetNet and evaluate the network performance in terms of coverage probability and 5pSE. In particular, we integrate low-altitude unmanned vehicles as both AUE and UABS into an existing terrestrial network. While considering key design parameters such as the base-station heights, antenna 3DBF, path loss model specific to UE camping, interference coordination, and altitude variation of unmanned vehicles. Using these design considerations and through Monte-Carlo simulations, we maximized the coverage probability and 5pSE of the overall network, while mitigating intercell interference and optimizing ICIC parameters and UABS locations using brute-force and heuristics approach.

Finally, our analysis shows that the AG-HetNet with reduced power subframes (FeICIC) yields better coverage probability and 5pSE than that with almost blank subframes (eICIC) and without any ICIC. Our simulations results show that the heuristic algorithms (GA and eHSGA) outperform the brute-force technique and achieve effective peak values of coverage probability and 5pSE. In particular, optimization of higher complexity FeICIC using the GA technique achieves marginally better peak KPI values but requires slightly more computational time when compared to hybrid eHSGA. Although the trade-off exists between KPI gains and computational complexity gains, simulation results show that hybrid eHSGA can be feasible and effective. We also found that the wireless networks performed sparsely better when UABSs are deployed at the height of 25 m compared to 30 m and 50 m deployment height.
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