Abstract:

Electrohydrodynamic-jet (e-jet) printing technique enables the high-resolution printing of complex soft electronic devices. As such, it has an unmatched potential for becoming the conventional technique for printing soft electronic devices. In this study, the electrical conductivity of the e-jet printed circuits was studied as a function of key printing parameters (nozzle speed, ink flow rate, and voltage). The collected experimental dataset was then used to train a machine learning algorithm to establish models capable of predicting the characteristics of the printed circuits in real-time. Precision parameters were compared to evaluate the supervised classification models. Since decision tree methods could not increase the accuracy higher than 71%, more advanced algorithms are performed on our dataset to improve the precision of model. According to F-measure values, the K-NN model (k=10) and random forest are the best methods to classify the conductivity of electrodes. The highest accuracy of AdaBoost ensemble learning has resulted in the range of 10-15 trees (87%).
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1. Introduction

Inkjet printing has been used as an additive manufacturing technique by which a given ink material (typically functional) is deposited in layers on a substrate (typically inert) to obtain patterns. Inkjet printing is an accurate, reliable, and cost-effective fabrication method [2]. However, to eliminate the need for a pulsating pressure to deposit ink onto the substrate, increase control over the droplets' size and shape, and obtain a higher resolution, the electrohydrodynamic-jet (e-jet) printing method was introduced as a modification method of ink jet printing. This class of manufacturing has a wide range of applications [3-6], with many emerging in the biomedical field especially in fabrication of three-dimensional fibrous scaffolds (cartilage [7], tendon [8] and blood vessels) [1].

E-jet printing utilizes a high-voltage difference between an electrically conductive nozzle and a substrate to generate an electric field that draws the ink from the nozzle [9], which can be used to create high-resolution prints [10]. In addition to the electric field, there are other key print parameters that significantly affect the formation of ink droplets, including flow rate, standoff distance, nozzle-substrate relative velocity, and the type of ink materials, to name few examples [11]. These parameters must be controlled, and optimized, to obtain and maintain a consistent droplet ejection and deposition on the substrate.

Soft electronics are introduced as the next generation electronics with the ability to keep their electrical conductivity under mechanical loadings [12-16]. The use of bioelectronics as healthcare devices provide the opportunity to understand the biological signals. The biocompatibility organic electronics has made them a potential tool at the interface of biological systems [17-20]. Among different types of organic conductors, graphene ink has been of great interest because of several beneficial properties, including high surface area, high thermal conductivity, and biocompatibility as a crucial feature to interact with biomarkers.

The graphene ink was then used to fabricate high resolution sensors that can detect the alteration of biological systems through the analysis of electrical responses.

The major challenge in fabricating graphene sensors using e-jet printing is controlling the processing parameters that can affect the conductivity of the device. Training machine learning (ML) methods based on the manufacturing data and employing the resultant algorithms to identify and apply optimum manufacturing parameters would enable high-fidelity e-jet manufacturing of soft bioelectronics [21, 22]. Such algorithms can predict optimum manufacturing conditions based
on the previously established correlations among parameters [23, 24]. As such, the development of these algorithms has been the focus of several studies [25, 26].

In one study Zhao et al. designed a regression-based model to find a connection between chemical composition of Cu alloys and the resulted physical properties including hardness and conductivity that could develop better hardness and electrical conductivity compared to the experimental results [28]. In another study by Shi et al. multilayer perceptron method was used to classify several parameters including bio-ink viscosity and nozzle diameter of their drop-on-demand cell printing system to predict the likelihood of satellite droplets being printed [29]. These examples illustrate the wide range of applications for ML and the potential it possesses to improve the accuracy and efficiency of data processing. In 2019 Shi et al. utilized two ML algorithms to optimize printing parameters for drop-on-demand piezoelectric printing using bio-ink. Their work involved identifying an optimal range for the viscosity and surface tension of the bio-ink as well as the voltage applied between nozzle and substrate [30]. These factors must now be balanced with other properties that affect the suitability of the materials as a sensor. Wu et al. utilized ensemble learning with four different types of algorithms (including random forests, LASSO, XGBoost and SVR) to predict droplet velocity and volume of ink jet process. The performance of models was evaluate through root-mean-square error (RMSE), relative error (RE), and coefficient of determination (R^2). The results showed the sufficient accuracy of the models in predicting the experimental results.[31].

In this study, we have employed the supervised learning method due to its simplicity and relatively straightforward classification system to predict the properties of e-jet printed graphene-based soft biosensors by evaluating the applied manufacturing parameters.

The supervised learning methods were trained based on the experimental data set. The accuracy of the applied algorithms to predict the conductivity of electrodes will be evaluated. Then, the most accurate model can be used to estimate the electrical properties of a sensor as a result of changing the processing parameters, which can save time, ink, and guarantee the functionality of the sensor before the production process.

2. Materials and Methods

Few-layer graphene (FLG) ink was synthesized from graphite (Sigma-Aldrich 7782-42-5) using a method we developed earlier [6]. Briefly, an in-house-made vibro-energy mill ball-milling
exfoliation technique was coupled with sheer force to obtain high yields of FLG and Bovine Serum Albumin (BSA) protein (Sigma-Aldrich 9048-46-8) was used as the stabilizing agent.

Poly (4,4’-oxydiphenylene-pyromellitimide) (i.e., Kapton) film of a thickness of 0.06 mm (Addicore) was used as a flexible substrate. The film surface was chemically treated to increase hydrophilicity. The films were washed and rinsed with DI water and acetone, and then submerged in an aqueous solution of poly sodium 4-styrenesulfonic (PSS) (Aldrich 25704-18-1) (12 mg mL⁻¹) mixed with NaCl (0.5 mg mL⁻¹) for 20 minutes; then, submerged in a solution of polyethyleneimine (PEI) (Sigma-Aldrich 9002-98-6) in DI water (30 mg mL⁻¹) and NaCl (0.5 mg mL⁻¹) for another 20 minutes. Lastly, the film was rinsed with DI water and dried at room temperature.

Platform of a Prusa i3 MK3S 3D printer was modified to an e-jet printer and was coupled with a syringe pump (Genie Touch, serial number GT0589) and high-voltage power source to print FLG ink on the substrates. Print parameters including stand-off distance, applied potential difference, flow rate of the ink, and nozzle velocity were controlled using a CNC G-code controller.

The production of graphene was evaluated using PerkinElmer Lamda25 UV-visible spectroscopy. To evaluate the performance of the electrodes, the electrical properties was measured by changing the voltage over the electrode. Scanning electron microscopy (SEM) images were acquired using a JCM-6000 NeoScope Benchtop SEM (JOEL) with an accelerating voltage of 15 kV.

3. Results and Discussions

Production of graphene electrodes

The production of graphene using direct Liquid Phase Exfoliation (LPE) has been used for inkjet printing process. Since the graphene platelets tend to aggregate or settle in water, the BSA was used as the stabilizing agent in combination with sheer force to ensure the formation of stable water-based graphene [38]. LPE is a cost-effective, organic solvent-free method allowing biocompatible and large-scale production of graphene for electrochemical biosensor platforms [33]. As shown before, the water-based graphene was selected as highly conductive components of biosensors [34]. The homogeneity of the graphene ink affects the quality of the print since the
printed particles must be dispersed enough to prevent clogging in the nozzle and create a connected print line after drying the graphene solution [35, 36].

The production of graphene was investigated using UV-vis spectrum. The absorption spectrum showed a strong absorption band at 270 nm, which is the characteristic of graphene [39].

![Absorption spectrum](image)

**Figure 1.** UV-visible spectra for synthesized graphene ink.

Presented in **Figure 2** are optical images of a typical interdigitated graphene electrode e-jet printed on a Kapton substrate. The interdigitated electrode pattern was used to increase contact with the specimen. CAD design of organic electrode (Figure S2) shows the high resolution of electrodes were fabricated with the electrode thickness of 350±5 µm and finger spacing of 400±5 µm.
**Data collection of E-jet printing process**

The effect of variation of processing parameters on the final property of electrodes can be investigated using supervised classification methods. Monitoring the existing patterns of the existing data can minimize the production of defective electrodes. Several classification models were applied on the acquired experimental data of e-jet manufacturing for the analysis of electrical properties to test the learning characteristics of different ML techniques.

In the first step, the printing parameters were altered for a set of 240 samples, and conductance of the resultant e-jet printed electrode was measured as a means of evaluating the electrodes performance. The conductance of each electrode was deduced from I-V curves obtained between -1 and +1 volts. According to the data in table 1(a), the processing parameters include the nozzle speed, voltage between print head and substrate and the flow rate were changed. The data preprocessing was performed on the dataset by defining the range of resistance to label the output parameter as low-conductance (class=0) and high-conductance (class=1) (table 1b).
Table 1. a) The used Print Parameters in fabrication of graphene sensors, b) A sample of collected dataset.

a) Print Parameters

| Nozzle Speed (mm/min) | Voltage (kV) | Flowrate (μl/min) |
|-----------------------|--------------|-------------------|
| 300                   | 1            | 15                |
| 500                   | 2            | 12                |
| 700                   | 3            | 10                |
|                       | 4            | 9                 |
|                       | 6            | 3                 |

b) Nozzle Speed (mm/min) | Voltage (kV) | Flowrate (μl/min) | Conductivity |
-------------------------|--------------|-------------------|--------------|
| 300                     | 0.0          | 16                | 1            |
| 300                     | 0.5          | 15                | 1            |
| 300                     | 0.0          | 15                | 1            |
| 300                     | 1.0          | 16                | 1            |
| 400                     | 1.0          | 15                | 1            |

Characterization of printed samples

Scanning Electron Microscopy (SEM) analysis was used to investigate the morphology of the printed electrodes and compare the number of defects on the graphene path of printed lines with a range of resistance. The formation of defects on the printed electrodes implies differences of printing conditions. At nozzle speeds higher than 500 mm/min, measured resistance increased significantly to 241 Ω/sqr, which is classified as low-conductance sample (figure 3d). While at lower speeds, fewer voids are observed on the surface of the printed graphene patterns (figure 3a). By increasing the rate of ink flow, the printed patterns are more cohesive with a continuous path of interconnected graphene flakes that can increase the probability of creating a more conductive graphene line. SEM characterization can be used to connect the visualization characteristics of samples to the final electrical properties.
Figure 3. SEM images of the surface of E-jet printed graphene electrodes by altering the processing parameters resulted in different measured resistances: (a) Resistance= 35 Ω/sqr, (b) Resistance= 62 Ω/sqr, (c) Resistance= 143 Ω/sqr, and (d) Resistance= 241 Ω/sqr.

**Applying ML models on the data set**

CART (Classification and Regression Trees) package was used to perform the decision tree algorithm using the rpart model that uses a greedy algorithm on the training data to split the tree. The default parameters of CART were used to create the tree shown in figure 4. The results suggested that the nozzle speed has the highest association to the quality of the printed electrodes, as it is calculated as the root node. Furthermore, the feature importance was investigated using random forest measurement by defining a Gaussian classifier model. figure 5 (b) shows the highest importance is related to nozzle speed following by flowrate importance.
Cross-Validation (CV) and Bootstrap resampling methods were then used to improve the accuracy of the model. Results for a 10-fold CV, as presented in Figure 5a, exhibited an increase of accuracy to 0.72 at a complexity parameter (cp) of 0.2. Therefore, it is expected to acquire higher accuracies by increasing cp values up to 0.2 in pruned trees.

![Decision Tree Chart](image)

**Figure 4.** The default decision tree chart extracted from CART model.

![Accuracy vs Complexity Parameter](image)

**Figure 5.** a) Accuracy (cross-validation) versus complexity parameter of default decision tree, b) Feature importance investigation using random forest method.
To evaluate the improvement of the performance of the tree, cp was increased to 0.05 to prune the tree that can decrease the cross-validated error. Pruning is implemented to remove the low power splits and reduces overfitting on data. Then, cp was set on 0.2 to obtain the largest accuracy and make a highly pruned tree that eliminates most of the nodes that cannot provide enough information.

![Pruned Tree](image)
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**Figure 6.** Pruning the default decision tree by increasing complexity parameter (cp) to a) Pruned tree, cp=0.05, b) Highly pruned tree, (cp=0.2).

The result of the confusion matrix for trees is provided in table 2. It is very likely for the default tree to overfit the data and cause the poor performance of the model. The lower variance can then be achieved by decreasing the number of splits.

Since accuracy is not the most reliable metric in evaluating a model, we will compare the sensitivity parameters, which is defined as the true positive rate (also known as recall). According to table 2, despite the increase of accuracy by pruning the tree, the sensitivity decreased in highly pruned trees.

**Table 2.** Confusion matrix tables for default tree, pruned tree, and highly pruned tree models.

|                | Default tree | Pruned tree | Highly Pruned tree |
|----------------|--------------|-------------|--------------------|
| sensor.predictions | 0 1         | 0 1         | 0 1                |
| sensor.predictions | 0 142 12    | 0 149 5    | 0 125 29           |
| sensor.predictions | 1 20 65     | 1 31 54    | 1 24 61            |
Type II error (FN) decreased significantly in the pruned tree; however, it increased again by highly pruning the model. This error can have important consequences on the results and deviate the model from an ideal case.

The random forest can reduce the correlation between trees that improves the variance reduction. This approach was tested on the data as an ensemble model which generates a number of trees, trained on the part of the overall dataset. The second method is the K-Nearest Neighbors algorithm (KNN) as a flexible, non-parametric classification model, where increasing the number of neighbors can create a more stable model. The last supervised model applied is logistic regression.

In order to evaluate and compare the performance of supervised models, different parameters were defined below and calculated accordingly.

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + FP + FN + TN)} \quad (1)
\]

\[
\text{Miss-Classification} = (1 - \text{Accuracy}) \quad (2)
\]

\[
\text{Precision} = \frac{TP}{(FN + TP)} \quad (3)
\]

\[
\text{Sensitivity (Recall)} = \frac{TP}{(TP + FP)} \quad (4)
\]

\[
\text{F1 Score} = \frac{2 \times (\text{Precision} \times \text{Sensitivity})}{(\text{Precision} + \text{Sensitivity})} \quad (5)
\]

\[
\text{Kappa} = \frac{(\text{total accuracy} - \text{random accuracy})}{(1 - \text{random accuracy})} \quad (6)
\]

The kappa statistics measures how correctly ML classifiers classify the instances. The value of kappa for RF and K-NN model (K=10) is classified as substantial strength; in addition, this statistic is in the moderate range for the K-NN model (K=3) and logistic regression model. F-measure combines the precision and sensitivity and is more preferable compared to accuracy in our dataset, where the two output classes are imbalanced. Based on F-measure, RF and K-NN model (K=10) perform better in predictability.
Table 3. Precision parameters of supervised models.

| Classification Models       | Accuracy | Mis-Classification | F1-measure | AUC  | Kappa  | Recall |
|----------------------------|----------|--------------------|------------|------|--------|--------|
| Random Forest              | 0.87     | 0.13               | 0.86       | 0.93 | 0.692  | 0.83   |
| Logistic Regression        | 0.78     | 0.22               | 0.778      | 0.79 | 0.493  | 0.71   |
| K-NN model (k=3)           | 0.8      | 0.2                | 0.797      | 0.83 | 0.538  | 0.72   |
| K-NN model (k=10)          | 0.87     | 0.13               | 0.89       | 0.84 | 0.676  | 0.93   |

Receiver operating characteristics (ROC) curves were plotted to compare the performance of the classification methods at all thresholds. These curves show the trade-off between true positive rate and false-positive rate. The highest value is attributed to the Random forest model (The area under the curve (AUC) =0.93) and the lowest area achieved in the logistic regression model. It is interesting to note that changing the number of neighbors in the KNN model has a negligible effect on the AUC value.
Figure 7. ROC plots from a) RF model, b) Logistic regression model, c) K-NN model (k=3), d) K-NN model (k=3). The highest value of AUC achieved for Random forest model and the lowest area is related to logistic regression model.

For the last approach, boosting algorithm was applied to our dataset as a class of ensemble learning that combines the prediction made by weak learners in the ensemble. To compare the performance of the decision tree with boosting algorithm, we selected AdaBoost (Adaptive Boosting) that includes short one-level decision trees added sequentially, wherein the sequence, later model tries to correct the predictions of the previous model and adjust the error.

The accuracy of the model is 0.844, with a standard deviation of 0.093. Increasing the number of trees to 10-15 trees could enhance the accuracy to 0.87, with a lower standard deviation (SD) in the case of 10 trees.
The results of ML methods on the E-jet printing data suggested RF along with AdaBoost as the most accurate models where the effect of nozzle speed is more significant on the classification. The experimental data could successfully train the ML models that can predict the conductivity status of graphene biosensors and avoid producing a defective piece and save time and material in the E-jet process that is only one step of creating a productive biosensor.

4. Conclusions

In this paper, the organic graphene-based electrodes were fabricated using a high-precision E-jet printer. Three different processing parameters were changed to collect the electrical properties data that can help the supervised ML method to establish the relations between inputs and output. ML uses mathematical algorithms to classify a set of data and make predictions based on the classifications made.

The primary motivation of this work was to control the processing parameters that will eventually create defective sensors by increasing the resistance of electrodes. One of the advantages of these models is the ability to change the range of conductivity values to set the classes in real-time. Since the highest accuracy obtained from a generated decision tree was 0.71 even after decreasing the number of splits, more advanced data-driven predictive supervised learning models were used on our data.
A well-performing model is expected to control and manage the processing parameters and predict the conductivity results by performing the real-time classification models. Since printing with the e-jet technique is a time-demanding method that depends on various processing conditions, the production of nonfunctional electrodes can be stopped by performing ML prediction before spending time and material on the experiment.
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