Abstract

Computational comprehension and identifying emotional components in language have been critical in enhancing human-computer connection in recent years. The WASSA 2022 Shared Task introduced four tracks and released a dataset of news stories: Track-1 for Empathy and Distress Prediction, Track-2 for Emotion classification, Track-3 for Personality prediction, and Track-4 for Interpersonal Reactivity Index prediction at the essay level. This paper describes our participation in the WASSA 2022 shared task on the tasks mentioned above. We developed multi-task deep learning methods to address Tracks 1 and 2 and machine learning models for Track 3 and 4. Our developed systems achieved average Pearson scores of 0.483, 0.05, and 0.08 for Track 1, 3, and 4, respectively, and a macro F1 score of 0.524 for Track 2 on the test set. We ranked 8th, 11th, 2nd and 2nd for tracks 1, 2, 3, and 4 respectively.

1 Introduction

With the growing interest in the human-computer interface, emotions are considered for listing differences between machines and living beings. Humans’ inherent knowledge of these emotions is hard to pass on to machines. Hence, the introduced WASSA 2022 shared task of Empathy Detection, Emotion Classification, and Personality Detection is challenging. Although some research has been done by Gibson et al. (2015) and Khanpour et al. (2017), they have several important shortcomings, such as the simplistic definition of empathy and the lack of these corpora in the public domain.

The WASSA 2022 Shared Task consists of the following four major sub-tasks:

- Track 1: Empathy Prediction (EMP): predict both the empathy concern and the personal distress scores at the essay-level
- Track 2: Emotion Classification (EMO): categorize an essay into the correct emotion class
- Track 3: Personality Prediction (PER): predict the personality of an author across five primary personality traits.
- Track 4: Interpersonal Reactivity Index Prediction (IRI): predict the four primary aspects of empathy of an author.

In our approach, we have used a pre-trained language model to extract the features from the textual input (essay) and develop - (A). a multi-task system to predict empathic concern and personal distress score jointly (for Track 1), (B). a multi-task system that categorizes an essay into appropriate emotion class and also detects the presence or absence of empathy and distress in it. For tracks 3 and 4, we solely consider the demographic information in the dataset to predict various personality traits and interpersonal reactivity index scores.

2 Related Work

Because of language disparities across locales, empathy and distress might also vary dependent on demographics (Lin et al., 2018; Loveys et al., 2018). More recently, (Guda et al., 2021) proposed a demographic-aware empathy modeling framework based on Bidirectional Encoder Representations from Transformers (BERT) and demographic characteristics. The first publicly accessible gold-standard dataset for text-based empathy and distress prediction was introduced by Buechel et al. (2018b). Sharma et al. (2020) investigated a multi-task RoBERTa-based bi-encoder paradigm for comprehending empathy in text-based health support. Zhou and Jurgens (2020) investigated the link between distress, condolence, and empathy in online support groups using nested regression models.

Many research (Abdul-Mageed and Ungar, 2017; Nozza et al., 2017) have given various strategies for emotion recognition. The effectiveness of using transformer encoders for emotion detection was investigated by Adoma et al. (2020). The WASSA-2021 shared task (Tafreshi et al., 2021) addressed...
the prediction of empathy (Track 1) and emotion (Track 2) in text. Personality detection studies (Yang et al., 2021; Ren et al., 2021) utilising computational approaches have lately gained traction, particularly language models like BERT (Devlin et al., 2019). Majority of works on this issue have employed statistical analysis (Ji et al., 2021) and feature engineering (Bharadwaj et al., 2018).

Table 1: Sample instances from the WASSA 2022 training set.

| Essay                                                                 | Demographic Factors | Empathy | Distress | Emotion | Pers. Scores | IRI Pers. index |
|----------------------------------------------------------------------|---------------------|---------|----------|---------|--------------|----------------|
| This person’s actions were way over the top! While I may not necessarily like that Trump is in office but I still didn’t get my way doesn’t mean that I would act like this! This person took away from others and should be punished for what they did. | Gen: 2              | bin: 0  | bin: 0   | anger   | c: 2.5        | pd: 4.571       |
| Gen: 6                  | Edu: 6              | score: 3.5 | score: 1.375 | joy     | o: 5          | e: 3.5         |
| Race: 1                | Age: 23             |         |          |         | a: 6          | ec: 3.429       |
| Inc: 22000             |                     |         |          |         | s: 6.5        |                |
| so i just read this article, a very interesting one. you all need to read it to understand what it is really about, there is a way the author puts things in a very simple way for everyone to understand. i would encourage you all to find it and read it. it will be worth your time. | Gen: 2              | bin: 1  | bin: 0   | joy     | c: 2.5        | pd: 3          |
| Gen: 6                  | Edu: 6              | score: 4.333 | score: 1 | joy     | o: 3.5        | e: 5           |
| Race: 1                | Age: 23             |         |          |         | a: 5          | ec: 3.286       |
| Inc: 22000             |                     |         |          |         | s: 5.5        |                |

Table 2: Data distribution over various splits.

| Dataset | Instances |
|---------|-----------|
| Train   | 1860      |
| Development | 270    |
| Test    | 525       |

Table 3: Data distribution over emotion classes in the augmented dataset.

| Emotion | Instances |
|---------|-----------|
| Anger   | 1206      |
| Disgust | 1096      |
| Fear    | 1095      |
| Joy     | 8079      |
| Sadness | 6261      |
| Surprise| 2187      |
| Neutral | 8638      |

Figure 1: Data distribution over emotion classes.

3 Data

The shared task organizers made available an expanded version of the dataset from Buechel et al. (2018a). Table 1 displays a few of datapoints from the released dataset’s training set. Each data instance in the train/development set consists of the following information - the essay, a binary label and a continuous score for each of the concepts of empathy and distress, an emotion class and various other demographic factors, personality (PER) features and Interpersonal Reactivity Index (IRI) features. The empathy, distress and the five PER features scores are in the range (1, 7). The four IRI features scores are in the range (1, 5). Ekman’s (Ekman, 1992) basic emotions plus a neutral class is considered for the annotations in the emotion classification task. The data distribution over the various emotion classes are shown in Figure 1.

4 System Description

This section describes the various developed methodologies to address the different tasks in the WASSA 2022 shared task.
4.1 Track 1: Empathy Prediction
We fine-tune the base version of the pre-trained BERT encoder on the essays in the training set and extract the features from the special CLS token of the last encoder layer of BERT. A global max-pooling operation is done on the features for dimensionality reduction, after which it is passed through a shared dense layer. We add two task-specific dense layers, followed by respective output layers for the empathy and distress prediction tasks. The overall architecture is shown in Figure 2a.

4.2 Track 2: Emotion Classification
Due to the small size of the released training set of WASSA 2022, we leverage the effectiveness of transfer learning to develop an effective system for emotion classification. First, we train a BERT encoder on the augmented emotion dataset (discussed in Section 3) and transfer the weights of the BERT layers to fine-tune another BERT encoder dedicated to the emotion classification task of Track 2. This enables transferring the more general aspects of an emotion classifier. Further layers are added to the setup to capture more specific knowledge about our task’s dataset. The rest of the architecture is similar to in Figure 2b, except that we make the emotion-specific features of empathy and distress aware by adding the softmax outputs for the empathy and distress detection tasks with the tasks-specific dense output for the emotion task.

4.3 Track 3 and Track 4: Personality and Interpersonal Reactivity Index Predictions
We empirically observed extremely low Pearson scores when using the essay information to predict scores for any of the tasks in PER and IRI tracks using deep learning methods. On the other hand, we obtained better scores by employing demographic information such as gender, race, education, age, and information to train support vector machine (SVM) systems for the PER and IRI tasks. Specifically, we use all the above-mentioned five demographic factors to train separate SVMs for each of the following tasks: openness, extraversion, stability (from PER track) and personal distress, fantasy (from the IRI track). We use only the age information as feature to train SVMs for predicting scores for conscientiousness and agreeableness, whereas gender feature for the tasks of perspective taking and empathic concern.

5 Results and Discussion
We discuss the hyper-parameters in our experiments, results, and analysis in this section. We report the results from our experiments considering the development set as our test dataset, as the gold standard annotations of the test are withheld in the Shared Task of WASSA-2022.

5.1 Experimental setup
We employ ReLU activation for the dense layers in Figure 2a and Figure 2b. The output layers in Figure 2a and Figure 2b use sigmoid and softmax activations respectively. The grid search approach is used to set the loss weights in Figure 2b as well as the units in the shared and dense layers in both figures. While we use 128 units in both the shared layers, we use 16 and 64 units in the task-specific dense layers for Figure 2a and Figure 2b respectively. We obtained the best results on the development set with the following hyperparameters: (A). loss weights in Figure 2b as 0.3 for the empathy and distress detection tasks and 1 for the emotion classification task; (B). sequence length of 120 and 200 in Figure 2a and Figure 2b respectively; (C). batch size = 16 (for maximum utilization of the GPU)
and learning rate = 2e-5; (D). epochs as 15 and 100 for Figure 2a and Figure 2b respectively. We use categorical cross-entropy and mean squared error loss functions for the track 1 and track 2 systems, respectively. We use Adam optimizer (Kingma and Ba, 2015) to train the above systems. A dropout (Srivastava et al., 2014) of 20% is employed after the dense layers to avoid overfitting.

5.2 Results
We observe from Table 4 and Table 5 that the multi-task (MT) systems outperform the single-task (ST) systems commendably. We show the performance of our systems on the development (D) and test sets (T) in Tables 4, 5 and 6. For Track 1, our developed MT system obtained an average Pearson score (APS) of 0.483 on the test set. The task-wise results are shown in Table 4. For the emotion classification task (track 2), our developed MT system obtained a macro-F1 score of 0.524. The transfer learning strategy proved beneficial as it helped us attain a gain of 7.4% F1-score on the development set. We empirically observed that learning the correlated tasks of empathy and distress helped elevate individual tasks’ performances. Also, when the model is made aware of the empathy and distress information from the textual input in the form of essays, the performance of the emotion categorization job improves. We observe unexpected low scores on the test set compared to the development set for tracks 2, 3 and 4. We intuitively assume that the instances in the test set are drawn from a different distribution than the train or development sets. We want to investigate more on this observation in future work.

| Model | Pearson | Empathy | Distress |
|-------|---------|---------|----------|
| ST    | 0.39    | 0.41    |           |
| MT    | 0.465   | 0.467   |           |
|       | 0.479   | 0.488   |           |

Table 4: Track 1 results. ST: single-task; MT: multi-task; D: development set; T: test set

| Model | F1 (%) | Accuracy (%) |
|-------|--------|--------------|
| ST    | 49.26  | 59.25        |
| MT    | 59.82  | 66.67        |
|       | 52.4   | 58.5         |

Table 5: Track 2 results.

We experimented with deep learning methods such as BERT and recurrent neural networks using the essays as input but observed extremely low scores for tracks 3 and 4. However, when demographic factors associated with an essay’s author are considered features, better scores are obtained for the same. Furthermore, we observed that the age feature alone provides best results for conscientiousness and agreeableness, whereas gender feature for of perspective taking and empathic concern, indicating a significant link between them.

| Track | APSD | APS† |
|-------|------|------|
| PER   | 0.253| 0.05 |
| IRI   | 0.281| 0.08 |

Table 6: Track 3 and 4 results.

The overall low scores for all four tracks are primarily due to the small size of the released training data. Additionally, for the emotion task, the available dataset suffers from severe data imbalance problems over the different emotion classes leading to biasedness in predictions towards the over-represented classes.

6 Conclusion
This paper presents our approaches to address the various tasks introduced in the WASSA 2022 shared task for empathy detection, emotion classification, and personality detection. To exploit the commonality among correlated tasks such as empathy and distress and emotion with empathy and distress, we developed multi-task systems built on pre-trained BERT models for - (A) empathy and distress detection tasks; (B). emotion classification (primary task) and empathy and distress classification (auxiliary tasks). We also presented SVM algorithms trained on various demographic features to predict personality traits and interpersonal reactivity index scores. We empirically observed how jointly learning correlated tasks such as empathy and distress, emotion with empathy and distress, helps to improve overall system performance. Our developed systems achieved average Pearson scores of 0.483, 0.05, and 0.08 for Track 1, 3 and 4, respectively, and a macro F1 score of 0.524 for Track 2 on the test set. We ranked 8th, 11th, 2nd and 2nd for the tracks 1, 2, 3 and 4 respectively.

We want to improve our multi-tasking-based systems in the future by adding lexicon features from available lexical resources alongside textual input for the EMP and EMO tasks. We also want to develop an effective technique for combining contextual information from an author’s essays with demographic data to predict PER and IRI scores.
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