Global existence and large time behavior for primitive equations with free boundary
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1 Introduction

The primitive equations for the large scale dynamics of ocean and atmosphere, which were introduced by Richardson \textsuperscript{38} in 1922 and were applied to model the atmosphere by Smagorinsky \textsuperscript{40} and the ocean circulation by Bryan \textsuperscript{5}, can be derived from the Navier-Stokes equations under the Boussinesq and hydrostatic approximations, refer to \textsuperscript{17, 35, 36, 39, 40, 43, 48} and the reference therein. Moreover, since the vertical scale motion in the ocean and atmosphere is much smaller than the horizontal one (10–20 km versus several thousands of kilometers), the natural simplification of the model for the motion of ocean and atmosphere leads to the primitive equations by the so-called hydrostatic approximation.

The primitive equations without the influences of the thermodynamics and the salinity are given by

\begin{equation}
\begin{aligned}
\partial_t v + v \cdot \nabla v + w \partial_3 v - \Delta v + \nabla^* P + f\vec{k} \times v &= 0, \\
\partial_3 P &= -g, \\
\nabla^* \cdot v + \partial_3 w &= 0,
\end{aligned}
\end{equation}

where the vector $v = (v^1, v^2)^T$ denotes the horizontal velocity, the scalar $w$ is the vertical velocity, $P$ is the pressure,

\begin{equation}
\nabla^* \phi := \left( \frac{\partial \phi}{\partial x_1}, \frac{\partial \phi}{\partial x_2} \right)^T = (\partial_1 \phi, \partial_2 \phi)^T, \quad \partial_3 \phi := \frac{\partial \phi}{\partial x_3}, \quad \Delta \phi = \partial_1^2 \phi + \partial_2^2 \phi + \partial_3^2 \phi
\end{equation}

for any function $\phi$ and

$\vec{k} := (0, 0, 1)^T, \quad \vec{k} \times v = (-v^2, v^1)$.

The positive constants $f$ and $g$ are coefficients of the Coriolis force and the gravity, respectively. Without loss of generality, the effects of the thermodynamics and salinity are omitted in this paper for simplicity.
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The mathematical analysis on the primitive equations goes back to Lions, Temam and Wang [31, 32, 34], where the global existence and the attractors of weak solutions were established in two and three dimensional domain. And the uniqueness of the weak solutions in some suitable spaces was proved in [3, 37, 42, 25, 29]. The local well-posedness of the strong solutions to the primitive equations was investigated in [16]. The global existence of strong solutions to the primitive equations with full viscosity and diffusivity was showed in [4] for the two-dimensional case, while the global strong solutions for the three-dimensional case were established in [12] and [26] by using a different approach. An important observation in [12] is noteworthy that the unknown pressure is in fact a two-dimensional function (a function of the horizontal variables and time) and then the a-priori estimates were obtained by integrating the horizontal momentum equations over the vertical direction from the bottom to the top, which will be used later to improve the regularity of the free surface in our present paper. Recently, Cao, Li and Titi [7, 8, 9, 10, 11, 13] have made some progresses on the initial boundary value problem to the primitive equations with partial viscosity or partial heat diffusion, where the local and global well-posedness of the solutions to the cases with partial viscosity or partial diffusion was established. However, for the inviscid primitive equations with or without coupling to the temperature, it is showed in [6, 44] that the smooth solutions would blow up in finite time. The rigorous mathematical justification of the small aspect ratio from the Navier-Stokes equations to the primitive equations, i.e., hydrostatic approximation, was studied in [1], where the weak convergences were established. The strong convergences, which are global and uniform in time, and the convergence rate were established in [30] and [15] by different ways.

The systems considered in all the above are assumed to hold in the fixed domain, i.e., the domain is independent of the time. Both physically and mathematically, it is also important and necessary to study the free boundary value problem to the primitive equations. Crowley [14] firstly treated the boundary as a free surface and considered the numerical evaluation. The coupled atmosphere and ocean model with the free interface was derived in [33] and the local existence for the inviscid case in the real analytic space was established in [24]. The free boundary value problem of primitive equations with the effects of the viscosity, thermodynamics and salinity was studied in [22, 23], where the local well-posedness in the Sobolev-Sobolevskii spaces was showed. However, there are not any results on the global existence and larger time behavior of the solutions to the free boundary value problem of the primitive equations, which is our aim in this paper.

In the present paper, we consider the global well-posedness and large time behavior of the strong solutions to the free boundary value problem of primitive equations (1.1) in the horizontal periodic domain or horizontal infinite domain

\[
\Omega_t := \{(x', x_3)|x' \in \Gamma, -b < x_3 < \zeta(t, x'), \ b > 0\}
\] (1.3)

for the horizontal spatial domain \(\Gamma := \mathbb{T}^2\) or \(\mathbb{R}^2\). The conditions on the free surface will be derived from the free boundary value problem to the incompressible Navier-Stokes equations by the hydrostatic approximation.

1.1 The derivation of the free boundary value problem

The free boundary value problem for (1.1) can be derived from the free boundary value problem of the incompressible Navier-Stokes equations under the hydrodynamic approximation (refer to [43] and the references therein for the detail). Indeed, the incompressible Navier-Stokes equations with free surface are described as

\[
\begin{align*}
\partial_t U_\varepsilon + U_\varepsilon \cdot \nabla U_\varepsilon - \nabla \cdot \mathcal{T}_\varepsilon + f \vec{r} \times U_\varepsilon &= -\frac{g}{\varepsilon} \varepsilon^3, \quad & (\mathbf{1.4})
\end{align*}
\]

in the horizontal periodic domain or horizontal infinite domain

\[
\{(y', y_3)|y' \in \Gamma, -\varepsilon b < y_3 < \varepsilon \eta_\varepsilon(t, y'), \ b > 0, \varepsilon > 0\}
\]

with the following boundary conditions

\[
\begin{align*}
\mathcal{T}_\varepsilon \vec{v}_\varepsilon &= -P_0 \vec{v}_\varepsilon \quad \text{and} \quad \varepsilon \partial_t \eta_\varepsilon + \varepsilon U_\varepsilon^* \cdot \nabla \eta_\varepsilon = U_\varepsilon^3 \quad & \text{for } y_3 = \varepsilon \eta_\varepsilon(t, y'), \\
U_\varepsilon &= 0 \quad & \text{for } y_3 = -\varepsilon b, \quad (\mathbf{1.5})
\end{align*}
\]
where $U_\varepsilon := (U_1^\varepsilon, U_2^\varepsilon, U_3^\varepsilon)^T$ and $P_\varepsilon$ denote the velocity and the pressure of the flow respectively; $U_\varepsilon^* := (U_1^\varepsilon, U_2^\varepsilon)^T$ is the horizontal velocity, the spatial derivatives $\nabla_y$ are given by $\nabla_y \phi = (\partial_{y_1} \phi, \partial_{y_2} \phi, \partial_{y_3} \phi)^T$ and $\nabla_y \Phi = (\partial_{y_1} \phi, \partial_{y_2} \phi, \partial_{y_3} \phi)^T$ for any function $\phi$, the stress tensor $T_\varepsilon$ takes the form

$$T_\varepsilon = -P_\varepsilon I + \begin{pmatrix}
\partial_{y_1} U_1^\varepsilon & \partial_{y_2} U_1^\varepsilon & \varepsilon^2 \partial_{y_3} U_1^\varepsilon \\
\partial_{y_2} U_2^\varepsilon & \partial_{y_2} U_2^\varepsilon & \varepsilon^2 \partial_{y_3} U_2^\varepsilon \\
\partial_{y_3} U_3^\varepsilon & \partial_{y_3} U_3^\varepsilon & \varepsilon^2 \partial_{y_3} U_3^\varepsilon
\end{pmatrix},$$

$\Phi$ denotes the positive coefficient of the gravity, the positive constant $P_0$ means the pressure of the atmosphere, the horizontal spatial domain $\Gamma := \mathbb{T}^2$ or $\mathbb{R}^2$ and the unit outward normal vector $\vec{n}_\varepsilon$ reads

$$\vec{n}_\varepsilon := \frac{(-\varepsilon \partial_{y_1} \eta_\varepsilon, -\varepsilon \partial_{y_2} \eta_\varepsilon, 1)^T}{\sqrt{1 + \varepsilon^2 |\partial_{y_1} \eta_\varepsilon|^2 + \varepsilon^2 |\partial_{y_2} \eta_\varepsilon|^2}}.$$

Define the scaling transform $\Psi_\varepsilon$ by

$$\Psi_\varepsilon : \{(x', x_3)|x' \in \Gamma, -b < x_3 < \zeta_\varepsilon(x', t)\} \rightarrow \{(y', y_3)|y' \in \Gamma, -\varepsilon b < y_3 < \varepsilon \eta_\varepsilon(t, y')\}$$

and rescale the velocity, pressure and the free surface to

$$\begin{align*}
v_\varepsilon(t, x', x_3) &= U_\varepsilon^* \left(t, \Psi_\varepsilon(x', x_3)\right), \quad w_\varepsilon(t, x', x_3) = \frac{U_3^\varepsilon \left(t, \Psi_\varepsilon(x', x_3)\right)}{\varepsilon}, \\
\tilde{P}_\varepsilon(t, x', x_3) &= P_\varepsilon \left(t, \Psi_\varepsilon(x', x_3)\right) \quad \text{and} \quad \zeta_\varepsilon(t, x') = \eta_\varepsilon(t, x').
\end{align*}$$

By (1.6), we obtain the equations for (1.7) from (1.4)- (1.5) as

$$\begin{align*}
\begin{cases}
\partial_t v_\varepsilon + v_\varepsilon \cdot \nabla_x v_\varepsilon + w_\varepsilon \partial_3 v_\varepsilon + \nabla_x \tilde{P}_\varepsilon - \Delta v_\varepsilon + f \vec{k} \times v_\varepsilon = 0, \\
\varepsilon^2 [\partial_t w_\varepsilon + v_\varepsilon \cdot \nabla_x w_\varepsilon + w_\varepsilon \cdot \partial_3 w_\varepsilon - \Delta w_\varepsilon] + \partial_3 \tilde{P}_\varepsilon = -g, \\
\nabla_x \cdot v_\varepsilon + \partial_3 w_\varepsilon = 0
\end{cases}
\end{align*}$$

for $(x', x_3) \in \{(x', x_3)|x' \in \Gamma, -b < x_3 < \zeta_\varepsilon(x', t)\}$ and the boundary conditions

$$\begin{align*}
\begin{cases}
\tilde{P}_\varepsilon \nabla_x \zeta_\varepsilon + \vec{n}_\varepsilon \cdot \nabla v_\varepsilon = P_0 \nabla_x \zeta_\varepsilon & \text{for } x_3 = \zeta_\varepsilon(t, x'), \\
-\tilde{P}_\varepsilon + \varepsilon^2 \vec{n}_\varepsilon \cdot \nabla w_\varepsilon = -P_0 & \text{for } x_3 = \zeta_\varepsilon(t, x'), \\
\partial_t \zeta_\varepsilon + v_\varepsilon \cdot \nabla_x \zeta_\varepsilon = w_\varepsilon & \text{for } x_3 = \zeta_\varepsilon(t, x'), \\
v_\varepsilon = w_\varepsilon = 0 & \text{for } x_3 = -b,
\end{cases}
\end{align*}$$

where the outward normal vector $\vec{n}_\varepsilon$ is

$$\vec{n}_\varepsilon := (-\partial_1 \zeta_\varepsilon, -\partial_2 \zeta_\varepsilon, 1)^T$$

and $\nabla = (\nabla_x, \partial_3)^T$, $\nabla_x$ and $\Delta$ are the spatial derivatives defined in (1.2).

Assuming that the convergences hold as $\varepsilon$ tends to zero, i.e.,

$$\begin{align*}
(v_\varepsilon, w_\varepsilon, \tilde{P}_\varepsilon, \zeta_\varepsilon) \rightarrow (v, w, \tilde{P}, \zeta),
\end{align*}$$

we formally obtain the free boundary value problem for $(v, w, \tilde{P}, \zeta)$ from (1.8)- (1.9)

$$\begin{align*}
\begin{cases}
\partial_t v + v \cdot \nabla_x v + w \partial_3 v - \Delta v + \nabla_x P + f \vec{k} \times v = 0, \\
\partial_3 P = 0, \\
\nabla_x \cdot v + \partial_3 w = 0
\end{cases}
\end{align*}$$

for $t > 0$ and $x \in \Omega_t$ defined in (1.3), and the following boundary conditions

$$\begin{align*}
P = P_0 + g\zeta & \text{ and } \quad \vec{n} \cdot \nabla v = 0 \quad \text{on } \Gamma_t, \\
\partial_t \zeta + v \cdot \nabla_x \zeta = w & \text{ on } \Gamma_t, \\
v = w = 0 & \text{ on } \Sigma_b,
\end{align*}$$

(1.11)
where the pressure $P$ and the outward normal vector $\vec{n}$ are defined by

$$P(t, x', x_3) = \tilde{P}(t, x', x_3) + gx_3 \quad \text{and} \quad \vec{n} := (-\partial_1 \zeta, -\partial_2 \zeta, 1)^T,$$

and the free surface $\Gamma_t$ is given by

$$\Gamma_t := \{(x', x_3) | x' \in \Gamma, x_3 = \zeta(t, x')\}$$

with the horizontal spatial domain $\Gamma = \mathbb{T}^2$ or $\mathbb{R}^2$. The initial data are given by

$$v(0, x', x_3) = v_0(x', x_3) \quad \text{and} \quad \zeta(0, x') = \zeta_0(x')$$

for $x' \in \Gamma$ and $(x', x_3) \in \Omega_0$ defined by

$$\Omega_0 := \{(x', x_3) | x' \in \Gamma, -b < x_3 < \zeta_0(x')\}.$$ 

By comparing the primitive equations with free boundary, there are lots of works on the free boundary value problem to the Navier-Stokes equations. Here we mainly introduce some well-posedness results. The local well-posedness in Sobolev space to the viscous incompressible flow with the free boundary was showed in [2, 45], and the global existence and large time behavior of the solution, perturbed around the constant stationary state, were studied in [21]. The motion of a viscous compressible barotropic fluid in $\mathbb{R}^3$ bounded by free surface with or without surface tension was investigated in [46, 47]. Solonnikov also did many works on the free boundary value problem of the compressible or incompressible Navier-Stokes equations, refer to [41] and the reference therein. Recently, the free boundary value problem to the incompressible Navier-Stokes equations without surface tension in the horizontal periodic or horizontal infinite domain has been studied in [18, 19, 20], where the global well-posedness of the solutions was established and the long time convergence to the equilibrium state was showed either at almost exponential rate for horizontal periodic domain or at algebraic rate for horizontal whole space.

### 1.2 Main results

Based on the incompressible condition (1.10) and the kinematic boundary conditions (1.11), we can have

$$\frac{d}{dt} \int_{\Gamma} \zeta(t, x') dx' = \int_{\Gamma} [-v \cdot \nabla_x \zeta + w](t, x', \zeta(t, x')) dx' = \int_{\Omega_t} [\nabla_x \cdot (v + \partial_3 w)](t, x', x_3) dx = 0,$$

where $\Gamma$ denotes either the periodic domain $\mathbb{T}^2$ or the whole space $\mathbb{R}^2$. Therefore, without loss of generality, we assume the initial datum $\zeta_0$ of $\zeta$ satisfies

$$\int_{\Gamma} \zeta_0(x') dx' = 0,$$ 

so as to have

$$\int_{\Gamma} \zeta(t, x') dx' = \int_{\Gamma} \zeta_0(x') dx' = 0. \quad (1.15)$$

In the present paper, we consider the global well-posedness and large time behavior of the strong solutions to the free boundary value problem (1.10)-(1.12) for primitive equations near the constant steady state

$$(\bar{v}, \bar{w}, \bar{\zeta}) = (0, 0, 0) \quad \text{and} \quad \bar{P} = P_0.$$ 

To overcome the difficulties which are caused by the free surface, we will use the harmonic extension introduced by Beale [2] to flatten the free boundary.

In view of (1.16), we introduce the following fixed domain $\Omega$ by

$$\Omega := \{(x', x_3) | x' \in \Gamma, -b < x_3 < 0\}$$

and define the flatting transform $\Psi_t$ from $\Omega$ to $\Omega_t$, such that

$$\Psi_t : (x', x_3) \in \Omega \mapsto \Omega_t \ni (x', x_3 + \theta),$$ 

(1.17)
where the function $\theta$ is

$$\theta(t, x', x_3) := \chi(x_3) \tilde{\zeta}(t, x', x_3), \quad \text{for } (x', x_3) \in \Omega.$$ 

Note that $\tilde{\zeta}$ is the harmonic extension of $\zeta$ given by

$$\tilde{\zeta}(t, x', x_3) := \sum_{n \in \mathbb{Z}^2} e^{2i\pi n \cdot x'} e^{n |x_3|} \hat{\zeta}(t, n) \quad \text{for } x' \in \mathbb{T}^2,$$

and $\chi(x_3)$ is a cutoff function, satisfying

$$\begin{cases} 
\chi(x_3) \in C_0^\infty((-b, 0]) & 0 \leq \chi(x_3) \leq 1, \\
\chi(x_3) = 0 & \text{for } x_3 \in (-b, -3b/4), \\
\chi(x_3) = 1 & \text{for } x_3 \in (-b/4, 0],
\end{cases}$$

where $\hat{\zeta}$ denotes the Fourier transform of $\zeta$. By the definition (1.17), we know that the map $\Psi_t$ transforms the upper boundary $\Gamma$ of $\Omega$ into the free surface $\Gamma_t$ and keeps the bottom $\Sigma_b$ of $\Omega$ invariant.

Then the free boundary value problem (1.10)-(1.12) is reformulated into the following initial boundary value problem

$$\begin{aligned}
&\partial_t v - \partial_x \theta K \partial_3 v + v \cdot \nabla A_v + w K \partial_3 v - \Delta A_v + \nabla A_v P + f \bar{v} \times v = 0, \\
&K \partial_3 P = 0, \\
&\nabla A \cdot v + K \partial_3 w = 0
\end{aligned} \quad (1.18)$$

for $t > 0$ and $x \in \Omega$ with the kinematic boundary conditions

$$\begin{aligned}
&\begin{cases}
P = P_0 + g \zeta & \text{and } \bar{n} \cdot \nabla A v = 0 & \text{on } \Gamma, \\
\partial_3 \zeta + v \cdot \nabla A \zeta = w & \text{on } \Gamma, \\
v = w = 0 & \text{on } \Sigma_b,
\end{cases} \quad (1.19)
\end{aligned}$$

and the initial condition

$$v(t, x', x_3), \zeta(t, x')|_{t=0} = (v_0(x', x_3), \zeta_0(x')) \quad (1.20)$$

for $(x', x_3) \in \Omega$ and $\Psi_0 = \Psi_t|_{t=0}$, where we have

$$A := \begin{pmatrix}
1 & 0 & -AK \\
0 & 1 & -BK \\
0 & 0 & K
\end{pmatrix}$$

and $A := \partial_x \theta$, $B := \partial_3 \theta$ and $K = J^{-1} := (1 + \partial_x \theta)^{-1}$,

$$\nabla A \phi := A \nabla \phi := (\partial_1 \phi, \partial_2 \phi, \partial_3 \phi)^T = (\partial_1 \phi - AK \partial_3 \phi, \partial_2 \phi - BK \partial_3 \phi, K \partial_3 \phi)^T$$

and $\nabla A_\ast \phi := (\partial_1 \phi, \partial_2 \phi)^T$ for any function $\phi$. Note that we use the same symbol $\Gamma$ to denote the upper boundary of $\Omega$, i.e.

$$\Gamma := \{(x', 0)|x'| \in \mathbb{T}^2 \text{ or } x' \in \mathbb{R}^2\}.$$ 

Based on the equations (1.18) and the kinematic boundary conditions (1.19), we get

$$P(t, x', x_3) = P_0 + g \zeta(t, x') \quad \text{and} \quad \nabla A v = -\int_{-b}^{x_3} (J \nabla A_\ast \cdot v)(t, x', \tau) d\tau. \quad (1.21)$$

By (1.21), we can rewrite the equations (1.18) and (1.19) as

$$\begin{aligned}
&\begin{cases}
\partial_t v - \partial_x \theta K \partial_3 v + v \cdot \nabla A_v + w K \partial_3 v - \Delta A_v + g \nabla \zeta + f \bar{v} \times v = 0, \\
\nabla A_v \cdot v + K \partial_3 w = 0
\end{cases} \quad (1.22)
\end{aligned}$$
in the fixed domain $\Omega$ with the kinematic boundary conditions

$$
\begin{cases}
\vec{n} \cdot \nabla_{A} v = 0 & \text{on } \Gamma, \\
\partial_{t} \zeta + v \cdot \nabla_{s} \zeta = w & \text{on } \Gamma, \\
v = w = 0 & \text{on } \Sigma_{b}.
\end{cases}
$$

To obtain the strong solution and establish the regularities to the free boundary value problem (1.18)-(1.20), the compatible conditions in the horizontal periodic domain or horizontal infinite domain are required, i.e.,

$$
\begin{cases}
\partial_{t}^{\ell} v(0, \cdot) = 0 & \text{on } \Sigma_{b}, \\
\partial_{t}^{\ell} (\vec{n} \cdot \nabla_{A} v)(0, \cdot) = 0 & \text{on } \Gamma
\end{cases}
$$

for $j = 0, 1, 2$.

For any strong solution $(v, \zeta)$ to the free boundary value problem (1.18)-(1.20), we define the energy $E(t)$ and the dissipation $D(t)$ as

$$
E(t) := \sum_{i=0}^{2} (\| \partial_{t}^{i} v(t, \cdot) \|_{4-2i} + | \partial_{t}^{i} \zeta(t, \cdot) |_{4-2i}),
$$

$$
D(t) := \sum_{i=0}^{2} \| \partial_{t}^{i} v(t, \cdot) \|_{5-2i} + | \nabla_{s} \zeta(t, \cdot) |_{3} + \sum_{i=1}^{3} | \partial_{t}^{i} \zeta(t, \cdot) |_{\frac{7}{2} - 2(i-1)},
$$

$$
F(t) := | \nabla_{s} \zeta(t, \cdot) |_{\frac{7}{2}},
$$

$$
G(t) := \sup_{0 \leq t \leq T} (E^{2}(t) + F^{2}(t)) + \int_{0}^{T} D^{2}(t) dt,
$$

where $\| \cdot \|_{s}$ or $| \cdot |_{r}$ denotes the norms of Sobolev space $H^{s}(\Omega)$ or $H^{r}(\Gamma)$, respectively and if $s = 0$ or $r = 0$, it means the norm of $L^{2}(\Omega)$ or $L^{2}(\Gamma)$.

For the free boundary value problem (1.18)-(1.20) in the horizontal periodic domain, we have the following results on the global existence and long time behavior of the strong solutions.

**Theorem 1.1.** *(Horizontal periodic domain.)* Assume that the initial data $(v_{0}, \zeta_{0}) \in H^{4}(\Omega_{0}) \times H^{3}(\mathbb{T}^{2})$ and (1.14) and (1.24) hold. There exists a small constant $\delta_{0} > 0$, such that if the initial data satisfy

$$
E^{2}(0) + F^{2}(0) \leq \delta_{0},
$$

then the free boundary value problem (1.18)-(1.20) has a unique strong global solution

$$(v, w, \zeta) \in L^{\infty} \left( [0, \infty), H^{4}(\Omega) \times H^{3}(\Omega) \times H^{2}(\mathbb{T}^{2}) \right) \cap L^{2} \left( [0, \infty), H^{5}(\Omega) \times H^{4}(\Omega) \times H^{3}(\mathbb{T}^{2}) \right),
$$

satisfying

$$
G(t) \leq C_{1}(E^{2}(0) + F^{2}(0)), \quad t > 0
$$

for some positive constant $C_{1}$ independent of $\delta_{0}$ and the time $t$.

Furthermore, the solution converges exponentially to the constant steady state $(\bar{v}, \bar{w}, \bar{\zeta}, \bar{P}) = (0, 0, 0, R_{0})$, i.e., there exists a positive constant $\gamma_{0}$, such that

$$
E(t) \leq E(0)e^{-\gamma_{0} t}, \quad t > 0.
$$

**Remark 1.1.** It should be pointed out that Guo and Tice [20] considered the incompressible Navier-Stokes equations with the free surface in the horizontal periodic domain and established the global existence of the strong solution and the long time behavior to the constant equilibrium at almost exponential decay rate. However, in our case, we obtain the solution to the free boundary value problem (1.18)-(1.20) exponentially decays to the constant steady state. The reason is that due to the hydrostatic approximation, the vertical momentum equation is simplified to (1.18), which, by the boundary condition (1.19), immediately gives the new relation between the pressure $P$ and the free boundary $\zeta$ as

$$
P(t, x', x_{3}) = P_{0} + g\zeta(t, x').
$$

And then the regularity of $\zeta$ in the dissipation $D(t)$ is improved half order higher than one to the case of the incompressible Navier-Stokes equations with free surface in [20].
As for the case of horizontal infinite domain, we can establish the global existence and uniqueness of strong solution. Due to the loss of the Poincaré inequality on the free surface \( \zeta \) in the dissipation \( D(t) \), only the algebraic decay rate is showed.

**Theorem 1.2. (Horizontal whole space.)** Assume that the initial data \((v_0, \zeta_0) \in H^4(\Omega_0) \times H^{\frac{7}{2}}(\mathbb{R}^2)\) and \((1.14)\) and \((1.24)\) hold. Then there exists a small constant \( \delta_0 > 0 \), such that if the initial data satisfy
\[
E^2(0) + F^2(0) \leq \delta_0,
\]
then the free boundary value problem \((1.18)-(1.20)\) has a unique global strong solution
\[
(v, w, \nabla_\perp \zeta) \in L^\infty \left( [0, \infty), H^4(\Omega) \times H^3(\Omega) \times H^{\frac{7}{2}}(\mathbb{R}^2) \right) \cap L^2 \left( [0, \infty), H^5(\Omega) \times H^4(\Omega) \times H^{\frac{7}{2}}(\mathbb{R}^2) \right)
\]
with \( \zeta \in L^\infty([0, \infty), H^4(\mathbb{R}^2)) \), satisfying
\[
\mathcal{G}(t) \leq C_2(E^2(0) + F^2(0)), \quad t \geq 0
\]
for some constant \( C_2 > 0 \) independent of \( \delta_0 \) and the time \( t \).

Furthermore, if the initial data also satisfy \( |\nabla_\perp|^{-\gamma}v_0 \in L^2(\Omega_0) \) and \( \zeta_0 \in H^{-\gamma}(\mathbb{R}^2) \) for some fixed constant \( \gamma \in (0, 1) \), then the solution converges at the algebraic rate to the steady state \((\bar{v}, \bar{w}, \bar{\zeta}, \bar{P}) = (0, 0, 0, P_0)\), i.e.,
\[
E(t) \leq C_3(1 + t)^{-\frac{\gamma}{2}}, \quad t \geq 0,
\]
where \( \Omega_0 \) denotes the initial domain defined in \((1.13)\) and the constant \( C_3 > 0 \) depends only on the initial data and \( \gamma \).

Note that the definition of \( |\nabla_\perp|^{-\gamma} \phi \) is given in Section 3 for any function \( \phi \). Let us explain the strategies to prove the above two theorems.

**Difficulty and Observation.** One of difficulties encountered in the present paper is to estimate the norm \( |\nabla_\perp \zeta|_{\mathbb{L}^2} \) in \((1.25)\), which is applied to control the nonlinear terms. The same estimates are also needed under consideration of the incompressible Navier-Stokes equations with free surface in \([20]\), which are controlled via the kinematic boundary condition
\[
\partial_t \zeta + v \cdot \nabla_\perp \zeta = w, \quad (1.26)
\]
and bounded by the time increase rate \( C(1 + t)^{\frac{1}{2}} \) for some constant \( C > 0 \) independent of \( t \). However, in the case of the primitive equations with free surface, due to the simplified vertical momentum equation, the vertical velocity \( w \) is derived by the incompressible condition \((1.15)\)
\[
w(t, x') = - \int_{-b}^{x_3} (J \nabla_\perp \phi)(t, x', \tau) d\tau,
\]
which causes the regularity of the vertical velocity \( w \) one order lower than the horizontal velocity \( v \). So the estimate \( |\nabla_\perp \zeta|_{\mathbb{L}^2} \) can't be obtained directly from \((1.20)\).

Indeed, to overcome this difficulty, we make use of the relationship \((1.21)\) between the pressure \( P \) and the free surface \( \zeta \) and the viscosity in horizontal momentum equations, and therefore integrating over the vertical direction and combining the kinematic boundary condition \((1.26)\) together, we get that the free surface \( \zeta \) satisfies a new wave equation with the strong dissipative term
\[
\partial_t^2 \zeta - gb \Delta_\perp \zeta - \Delta_\perp \partial_t \zeta = \text{rest terms.} \quad (1.27)
\]
By the equation \((1.27)\), the regularity of \( \zeta \) can be improved and then the estimate \( |\nabla_\perp \zeta|_{\mathbb{L}^2} \) is bounded by the initial data, uniformly with respect to the time \( t \).

The rest parts of the paper are arranged as follows. We first establish the uniform a-priori estimates in Section 2, and then together with the local existence in the appendix, Theorem 1.1 is immediately proved. In Section 3, we prove Theorem 1.2 and get the algebraic decay rate by the interpolation inequalities. The local existence and some useful tools are listed in the appendix.
Notations. Let $A$ and $B$ be two operators, and we denote the commutator between $A$ and $B$ by $[A, B] = AB - BA$. $a \lesssim b$ means that there exists the constant $C$ independent of the time $t$ and $\delta$, such that $a \leq C \cdot b$. The norm of Sobolev space $H^s(\Omega)$ or $H^r(\Gamma)$ writes $\| \cdot \|_s$ or $| \cdot |_r$, respectively and if $s = 0$ or $r = 0$, it means the norm of $L^2(\Omega)$ or $L^2(\Gamma)$. $| \cdot |_{L^\infty}$ denotes the norm of $L^\infty(\Omega)$ or $L^\infty(\Gamma)$, respectively. The multi index $\alpha = (\alpha_0, \alpha_1, \alpha_2, \alpha_3) \in \mathbb{N}^4$ and $|\alpha| = 2\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3$. The two multi indices $\alpha \leq \beta$ means $\alpha_i \leq \beta_i$ for $i = 0, 1, 2, 3$, where $\beta = (\beta_0, \beta_1, \beta_2, \beta_3)$. For any function $\phi$, $\phi_\alpha$ denotes

$$\phi_\alpha := D^\alpha \phi = \partial_1^{\alpha_0} \partial_2^{\alpha_1} \partial_3^{\alpha_2} \partial_3^{\alpha_3} \phi.$$ 

2 A-priori estimates

In this section, the a-priori estimates on the solution $(v, \zeta)$ to the free boundary value problem (1.18)-(1.20) are obtained either in the horizontal periodic domain or in horizontal infinite domain under the assumption

$$\sup_{0 \leq t \leq T} (\mathcal{E}^2(t) + \mathcal{F}^2(t)) \leq \delta$$

for some fixed constant $T > 0$ and $\delta > 0$ small enough which will be determined later. And then the global existence will be obtained by combining the a-priori estimates and the local existence results together.

Theorem 2.1. Let $T > 0$ and $(v, w, \zeta)$ be the strong solution to the free boundary value problem (1.22)-(1.23) and (1.20). Suppose the assumptions in Theorem 1.1 or Theorem 1.2 hold. Then there exists a small constant $\delta > 0$ such that under the a-priori assumption (2.1) for $(v, w, \zeta)$, it holds

$$\sup_{0 \leq t \leq T} (\mathcal{E}^2(t) + \mathcal{F}^2(t)) + \int_0^T \mathcal{D}^2(t) dt \leq C(\mathcal{E}^2(0) + \mathcal{F}^2(0))$$

and for some constant $\vartheta > 0$

$$\frac{d}{dt} \mathcal{E}^2(t) + \vartheta \mathcal{D}^2(t) \leq 0,$$

where the positive constant $C$ and $\vartheta$ are independent of the time $T$ and the constant $\delta$.

In the horizontal periodic case, Theorem 1.1 can be immediately obtained as follows, if we first admit Theorem 2.1 holds.

Proof of Theorem 1.1. Due to the mean zero condition (1.14) on the initial surface $\zeta_0$, the mean of the free surface $\zeta$ also equals zero via the incompressible condition, seeing (1.15). And then Poincaré inequality holds in the horizontal periodic domain, which implies

$$|\zeta|_0 \leq C|\nabla \zeta|_0.$$ 

Together with the definition of $\mathcal{E}(t)$ and $\mathcal{D}(t)$, it holds

$$\mathcal{E}(t) \leq C\mathcal{D}(t)$$

with the constant $C > 0$ independent of the time $t$ and $\delta$. Combining the a-priori estimate in Theorem 2.1 and the local existence Proposition 4.1 in the appendix together, the global existence is obtained and the exponential decay rate is directly got by (2.3), which completes the proof of Theorem 1.1.

In the rest of this section, the proof of Theorem 2.1 is decomposed into four parts: temporal estimates, tangential estimates, normal estimates and estimates of the free surface.

2.1 Temporal estimates

In this subsection, we prove the temporal estimates of the horizontal velocity and the free boundary via the equations (2.7) in the following.

We first derive a lemma on any strong solution $(U, W, \eta)$, satisfying

$$\begin{cases}
\partial_t U - \partial_t \theta K \partial_3 U + v \cdot \nabla_A U + w K \partial_3 U - \Delta_A U + g \nabla \eta + f \kappa \times U = F_1, \\
\nabla_A \cdot U + K \partial_3 W = F_2.
\end{cases}$$

(2.4)
Lemma 2.1. Let $T > 0$ and $(U, W, \eta)$ be the regular solution to equations (2.4)-(2.5) for $(x, t) \in \Omega \times (0, T)$. Then, under the a-priori assumption of Theorem 1.1 or Theorem 1.2 hold. Then, it holds

$$\frac{1}{2} \frac{d}{dt} \left[ \int_{\Omega} |U|^2 \, dx + \int_{\Gamma} g|\eta|^2 \, dx' \right] + \int_{\Omega} J|\nabla A|^2 \, dx = \int_{\Omega} J[F_1 \cdot U + F_2 \cdot g\eta] \, dx + \int_{\Gamma} [F_3 \cdot U + F_4 \cdot g\eta] \, dx'. $$

Proof. The equality is directly obtained via multiplying (2.4) by $JU$, integrating over the domain $\Omega$ by parts, and then combining (2.4) and the boundary condition (2.5) together. The details are omitted. \(\square\)

By Lemma 2.1 we have the following temporal estimates.

**Proposition 2.1.** Let $T > 0$ and $(v, w, \zeta)$ be the strong solution to equations (1.22)-(1.23). Suppose the assumptions in Theorem 1.1 or Theorem 1.2 hold. Then, under the a-priori assumption (2.1), we have

$$\frac{1}{2} \frac{d}{dt} \sum_{i=0}^{2} \left[ \int_{\Omega} J|\partial_t^i v|^2 \, dx + \int_{\Gamma} g|\partial_t^i \zeta|^2 \, dx' \right] + \sum_{i=0}^{2} \int_{\Omega} J|\nabla A \partial_t^i v|^2 \, dx \lesssim \mathcal{E}(t) \mathcal{D}(t)^2,$$

where the energy $\mathcal{E}(t)$ and dissipation $\mathcal{D}(t)$ are defined by (1.26).

Proof. To obtain the temporal estimates for the strong solution to equations (1.22)-(1.23) for $(x, t) \in \Omega \times (0, T)$, we differentiate the equations (1.22)-(1.23) directly with respect to time $t$ to have the following equations

$$\begin{align*}
\partial_t \nu_{\alpha_0} - \partial_t \theta K \partial_3 \nu_{\alpha_0} + v \cdot \nabla A_\star \nu_{\alpha_0} + wK \partial_3 \nu_{\alpha_0} - \Delta A \nu_{\alpha_0} + g \nabla \nu_{\alpha_0} + f\kappa \times \nu_{\alpha_0} &= F_{1}^{\alpha_0}, \\
\nabla A_\star \cdot \nu_{\alpha_0} + K \partial_3 \nu_{\alpha_0} &= F_{2}^{\alpha_0},
\end{align*}$$

for $(x, t) \in \Omega \times (0, T)$ with the boundary conditions

$$\begin{align*}
\tilde{n} \cdot \nabla A \nu_{\alpha_0} &= F_{3}^{\alpha_0} \quad \text{on } \Gamma, \\
\partial_1 \zeta_{\alpha_0} + v_{\alpha_0} \cdot \nabla \zeta_{\alpha_0} &= w_{\alpha_0} + F_{4}^{\alpha_0} \quad \text{on } \Gamma, \\
v_{\alpha_0} = w_{\alpha_0} &= 0 \quad \text{on } \Sigma_b,
\end{align*}$$

where $V_{\alpha_0} := \partial_t^{\alpha_0} V$ for any regular function $V$ with $\alpha_0 = 0, 1, 2$ and the nonlinear terms $F_i^{\alpha_0} (i = 1, \cdots, 4)$ are defined by

$$\begin{align*}
F_{1}^{\alpha_0} &= \partial_t^{\alpha_0} (\partial_1 \theta K \partial_3 v) - \partial_1 \theta K \partial_3 \nu_{\alpha_0} - \partial_1^{\alpha_0} (v \cdot \nabla A_\star v + wK \partial_3 w) \\
&+ v \cdot \nabla A_\star \nu_{\alpha_0} + wK \partial_3 w_{\alpha_0} + \partial_1^{\alpha_0} (\Delta A v) - \Delta A \nu_{\alpha_0}, \\
F_{2}^{\alpha_0} &= - \partial_t^{\alpha_0} (\nabla A_\star \cdot v + K \partial_3 w) + \nabla A_\star \cdot \nu_{\alpha_0} + K \partial_3 \partial_t^{\alpha_0} w, \\
F_{3}^{\alpha_0} &= - \partial_t^{\alpha_0} (\tilde{n} \cdot \nabla A v) + \tilde{n} \cdot \nabla A \nu_{\alpha_0}, \\
F_{4}^{\alpha_0} &= - \partial_t^{\alpha_0} (v \cdot \nabla \zeta) + v_{\alpha_0} \cdot \nabla \zeta.
\end{align*}$$

Multiplying (2.7), with $Jv_{\alpha_0}$ and integrating the resulted equation by part over $\Omega$, we have by Lemma 2.1 that

$$\frac{1}{2} \frac{d}{dt} \left[ \int_{\Omega} J|v_{\alpha_0}|^2 \, dx + \int_{\Gamma} g|\zeta_{\alpha_0}|^2 \, dx' \right] + \int_{\Omega} J|\nabla A v_{\alpha_0}|^2 \, dx
\begin{align*}
&= \int_{\Omega} J[F_{1}^{\alpha_0} \cdot v_{\alpha_0} + F_{2}^{\alpha_0} \cdot g\zeta_{\alpha_0}] \, dx + \int_{\Gamma} [F_{3}^{\alpha_0} \cdot v_{\alpha_0} + F_{4}^{\alpha_0} \cdot g\zeta_{\alpha_0}] \, dx' \\
&:= I_{1}^{\alpha_0} + I_{2}^{\alpha_0} + I_{3}^{\alpha_0} + I_{4}^{\alpha_0}.
\end{align*}$$

The nonlinear terms in the right hand side of (2.10) can be estimated below for $\alpha_0 = 0, 1, 2$ respectively.
Indeed, if \( \alpha_0 = 0 \), the definition of \( F_{i0}^{00} \) gives

\[
F_{i0}^{00} = 0 \quad \text{for } 1 \leq i \leq 4.
\]

Then we have

\[
\frac{1}{2} \frac{d}{dt} \left[ \int_{\Omega} J|v|^2 \, dx + \int_{\Gamma} g|\zeta|^2 \, dx' \right] + \int_{\Omega} J|\nabla_A v|^2 \, dx = 0,
\]

and since the following estimates on the nonlinear terms \( I_j \), \( j = 1, 2, 3, 4 \) of (2.10) hold for \( \alpha_0 = 1 \),

\[
|I_1| \lesssim (1 + |\nabla \zeta|_2^2) \left[ (1 + |\partial_l \zeta|_2)|\partial_l \zeta|_2 \|v\|_4 \|\partial_t v\|_0 + |\partial_t^2 \zeta|_0 \|v\|_4 \|\partial_t v\|_0 + \|v\|_4 \|\partial_t v\|_2^2 \right] \lesssim \mathcal{E}(t) \mathcal{D}(t)^2,
\]

\[
|I_2| \lesssim (1 + |\nabla \zeta|_2)|\partial_l \zeta|_2 \|v\|_4 \lesssim \mathcal{E}(t) \mathcal{D}(t)^2,
\]

\[
|I_3| \lesssim (1 + |\nabla \zeta|_2)|\partial_l \zeta|_1 \|\partial_t v\|_2 \|v\|_4 \lesssim \mathcal{E}(t) \mathcal{D}(t)^2,
\]

\[
|I_4| \lesssim \|\zeta\|_0^2 \lesssim \mathcal{E}(t) \mathcal{D}(t)^2,
\]

we obtain

\[
\frac{1}{2} \frac{d}{dt} \left[ \int_{\Omega} J|v_{\alpha_0}|^2 \, dx + \int_{\Gamma} g|\zeta_{\alpha_0}|^2 \, dx' \right] + \int_{\Omega} J|\nabla_A v_{\alpha_0}|^2 \, dx \lesssim \mathcal{E}(t) \mathcal{D}(t)^2 \quad \text{for } \alpha_0 = 1.
\]

What left is to derive the expected estimates on \( I_2^2 \) \( j = 1, 2, 3, 4 \) of (2.10) for \( \alpha_0 = 2 \) as follows. The estimates of \( I_2^2 \) consists of three parts. By the definition of \( F_2^2 \), it holds

\[
F_2^2 = \sum_{i=0}^{1} \binom{2}{i} \left[ \partial_t^{2-i}(\partial_l \theta K) \partial_t^i \partial_3 v - \partial_t^{2-i}(v \cdot \nabla A) \partial_t^i v - \partial_t^{2-i}(wK) \partial_t^i \partial_3 v + \partial_t^{2-i}(\Delta_A) \partial_t^i v \right],
\]

and therefore we have for \( 0 \leq i \leq 1 \) that

\[
\left| \int_{\Omega} J \partial_t^{2-i}(\partial_l \theta K) \partial_t^i \partial_3 v \cdot \partial_t^2 v \, dx \right| \lesssim \|J\|_{L^\infty} \cdot \left( \sum_{j=0}^{1-i} \|\partial_t^{2-i-j} \theta\|_0 \cdot \|\partial_t^j K\|_{L^\infty} + \|\partial_t \theta\|_{L^\infty} \cdot \|\partial_t^{2-i-j} K\|_0 \right) \cdot \|\partial_t^i \partial_3 v\|_{L^\infty} \cdot \|\partial_t^2 v\|_0 \lesssim \mathcal{E}(t) \mathcal{D}(t)^2 (2.13)
\]

and

\[
\left| \int_{\Omega} J \left( \partial_t^{2-i}(v \cdot \nabla A) \partial_t^i v + \partial_t^{2-i}(w K) \partial_t^i \partial_3 v \right) \cdot \partial_t^2 v \, dx \right| \lesssim \|J\|_{L^\infty} \left( \sum_{j=0}^{1-i} \left( \|\partial_t^{2-i-j} v\|_0 + \|\partial_t^{2-i-j} w\|_0 \right) (1 + \|\nabla \partial_t^j \theta\|_{L^\infty}) + (\|v\|_{L^\infty} + \|w\|_{L^\infty}) \|\nabla \partial_t^{2-i} \theta\|_0 \right) \times \|\partial_t \nabla v\|_{L^\infty} \cdot \|\partial_t^2 v\|_0 \lesssim \mathcal{E}(t) \mathcal{D}(t)^2 (2.14)
\]

where we have made use of the relation (1.21) to control the vertical velocity \( w \) in terms of the horizontal velocity \( v \). Since the last term in \( F_2^2 \) can be rewritten as

\[
\partial_t^{2-i}(\Delta_A) \partial_t^i v = \sum_{l,k,m=0}^{3} \left[ \partial_t^{2-i} (A_{ik} \partial_k A_{lm}) \partial_t^i \partial_m v + \partial_t^{2-i} (A_{ik} A_{lm}) \partial_t^i \partial_k \partial_m v \right] = \sum_{j=0}^{2-i} \sum_{l,k,m=0}^{3} \binom{2-i}{j} \left[ \partial_t^{2-i-j} A_{ik} \partial_t^j \partial_k A_{lm} \partial_t^i \partial_m v + \partial_t^{2-i-j} A_{ik} \partial_t^j \partial_k A_{lm} \partial_t^i \partial_m v \right],
\]
we have for $i = 0$ that
\[
\left| \int_{\Omega} J \partial_t^2 (\Delta v) \cdot \partial_t^2 v dx \right| \lesssim \|J\|_{L^\infty} \cdot \left( \|\partial_t^2 \nabla \theta\|_0 \cdot \|\nabla^2 \theta\|_{L^\infty} + \sum_{j=1}^2 (\|\partial_t^{2-j} \nabla \theta\|_{L^\infty} \cdot \|\partial_t^j \nabla^2 \theta\|_0) \cdot \|\nabla \theta\|_{L^\infty} \right) \cdot \|\nabla \theta\|_{L^\infty} 
\]
\[
+ \left( \|\partial_t^2 \nabla \theta\|_0 \cdot (1 + \|\nabla \theta\|_{L^\infty}) + \sum_{j=1}^2 (\|\partial_t^{2-j} \nabla \theta\|_{L^\infty} \cdot \|\partial_t^j \nabla^2 \theta\|_0) \right) \cdot \|\nabla^2 \theta\|_{L^\infty} \cdot \|\partial_t^2 v\|_0 
\]
\[
\lesssim E(t)D(t)^2, \tag{2.15}
\]
and for $i = 1$ that
\[
\left| \int_{\Omega} J \partial_t (\Delta \partial_t \partial_t v) \cdot \partial_t^2 v dx \right| \lesssim \|J\|_{L^\infty} \cdot \left[ \sum_{j=0}^1 (\|\partial_t^{1-j} \nabla \theta\|_{L^\infty} \cdot \|\nabla^{2-j} \nabla \theta\|_{L^\infty} \cdot \|\nabla \partial_t \theta\|_0) \right] \cdot \|\nabla \partial_t \theta\|_{L^\infty} \cdot (1 + \|\nabla \theta\|_{L^\infty}) \cdot \|\nabla^2 \partial_t \theta\|_0 \cdot \|\partial_t^2 v\|_0 
\]
\[
\lesssim E(t)D(t)^2. \tag{2.16}
\]
The summation of (2.15) and (2.16) leads to
\[
\left| \int_{\Omega} \partial_t^{2-i} (\Delta \partial_t \partial_t v) \cdot \partial_t^2 v dx \right| \lesssim E(t)D(t)^2 \quad \text{for } i = 0, 1. \tag{2.17}
\]
Combining (2.13), (2.14) and (2.17) together, we obtain
\[
\left| I_2^2 \right| \lesssim E(t)D(t)^2. \tag{2.18}
\]
By the definition of $F_2^2$ below
\[
F_2^2 = -\sum_{i=0}^1 \binom{2}{i} \left[ (\partial_t^{2-i} \mathcal{A} \nabla) \cdot \partial_t^i v + (\partial_t^{2-i} K \partial_t \partial_t \partial_t^i v) \right],
\]
the term $I_2^2$ can be estimated by
\[
\left| I_2^2 \right| \lesssim \|J\|_{L^\infty} \cdot \left( \|\nabla \partial_t \theta\|_0 \cdot (\|\nabla v\|_{L^\infty} \cdot \|\partial_t^2 v\|_0) \right) \cdot \|\nabla \partial_t \theta\|_{L^\infty} \cdot \|\nabla \theta\|_{L^\infty} \cdot \|\partial_t^2 v\|_0 
\]
\[
\lesssim E(t)D(t)^2. \tag{2.19}
\]
By the definition of $F_2^3$ below
\[
F_2^3 = -\partial_t^2 (n \cdot \nabla \nabla \partial_t) v - 2 \partial_t^2 (n \cdot \nabla \partial_t) v 
\]
\[
= -\sum_{j=0}^2 \binom{2}{j} \partial_t^j \nabla (\partial_t^{2-j} \mathcal{A} \nabla) v - 2 \partial_t^2 (n \cdot \nabla \partial_t) v - 2 (\partial_t \nabla \partial_t v) \nabla v,
\]
where $\vec{n} = (-\partial_t \zeta, -\partial_t \zeta, 1)^T$, the term $I_3^2$ can be estimated by
\[
\left| I_3^2 \right| \lesssim \|J\|_{L^\infty} \cdot \left[ \sum_{j=0}^1 (1 + |\partial_t^j \nabla \zeta|_{L^\infty}) \cdot |\partial_t^{2-j} \nabla \theta|_0 \cdot |\partial_t^j \nabla^2 \zeta|_0 \cdot (1 + |\nabla \theta|_{L^\infty}) \right] \cdot \|\nabla \theta\|_{L^\infty} 
\]
\[
+ \left( |\partial_t \nabla \zeta|_{L^\infty} \cdot (1 + |\nabla \theta|_{L^\infty}) + (1 + |\nabla \zeta|_{L^\infty}) \cdot |\partial_t \nabla \theta|_{L^\infty} \right) \cdot \|\partial_t^2 v\|_0 \cdot \|\partial_t^2 v\|_0 
\]
\[
\lesssim E(t)D(t)^2, \tag{2.20}
\]
where the Sobolev embedding inequalities and Lemma 4.1 are used to bound the nonlinear terms.
Similarly, by the definition of $F_2^2$, we can control the term $I_2^2$ as
\[
|I_2^2| = \left| \int_I J \cdot [-2\partial_t v \cdot \nabla \cdot \partial_t \zeta - v \cdot \nabla \cdot \partial_t^2 \zeta] \cdot g \partial_t^2 \zeta dx \right|
\leq |J|_{L^\infty} \cdot \sum_{i=0}^1 |\partial_t^i v|_{L^\infty} \cdot|\nabla \cdot \partial_t^2 \zeta|_0 \cdot |\partial_t^2 \zeta|_0
\leq \mathcal{E}(t) D(t)^2. \tag{2.21}
\]

In summary, combining (2.10) with (2.18)-(2.21) together, we get for $\alpha_0 = 2$ that
\[
\frac{1}{2} \frac{d}{dt} \left[ \int_\Omega J |\partial_t^2 \zeta|^2 dx + \int_\Omega |g| |\partial_t^2 \zeta|^2 dx \right] + \int_\Omega J |\nabla A \partial_t^2 \zeta|^2 dx \leq \mathcal{E}(t) D(t)^2. \tag{2.22}
\]

By adding (2.11), (2.12) and (2.22) together, we can establish the temporal estimate (2.6). \qed

2.2 Tangential estimates

In this subsection, the tangential estimates on the horizontal velocity and the free boundary are established by the linearized system of equations (1.22) and (1.23)
\[
\begin{cases}
\partial_t v + g\nabla \cdot \zeta - \Delta v + f\vec{k} \times v = G_1, \\
\nabla \cdot v + \partial_3 w = G_2
\end{cases}
\tag{2.23}
\]
in $\Omega$ with the boundary condition
\[
\begin{cases}
\partial_3 v = G_3 & \text{on } \Gamma, \\
\partial_t \zeta = w + G_4 & \text{on } \Gamma, \\
v = w = 0 & \text{on } \Sigma_b,
\end{cases}
\tag{2.24}
\]
where the nonlinear terms $G_i$ are defined by
\[
\begin{align*}
G_1 &:= \partial_t \theta K \partial_3 v - v \cdot \nabla A v - w K \partial_3 v + \Delta A v - \Delta v, \\
G_2 &:= -\nabla A \cdot v - K \partial_3 w + \nabla \cdot v + \partial_3 w, \\
G_3 &:= -\vec{n} \cdot \nabla \zeta + \partial_3 v, \\
G_4 &:= -v \cdot \nabla \zeta.
\end{align*}
\tag{2.25}
\]

We have the tangential estimates about the solution to equations (2.23)-(2.25).

**Proposition 2.2.** Let $T > 0$ and $(v, w, \zeta)$ be the strong solution to equations (1.22) - (1.23). Suppose the assumptions in Theorem 1.1 or Theorem 1.2 hold. Then, under the a-priori assumption (2.21), we have
\[
\frac{1}{2} \frac{d}{dt} \sum_{|\alpha| \leq 4} \sum_{0 \leq \alpha_0 < 2} \left[ \int_\Omega |v_\alpha|^2 dx + \int_\Gamma |g| |\zeta_\alpha|^2 dx \right] + \sum_{|\alpha| \leq 4} \sum_{0 \leq \alpha_0 < 2} \int_\Omega |\nabla v_\alpha|^2 dx \leq \mathcal{E}(t) + \mathcal{F}(t) D(t)^2, \tag{2.26}
\]
where $\mathcal{E}(t)$, $\mathcal{D}(t)$ and $\mathcal{F}(t)$ are defined by (1.22) and $V_\alpha := D^\alpha V = \partial_1^{\alpha_1} \partial_2^{\alpha_2} \partial_3^{\alpha_3} V$ for any regular function $V$ with the index $\alpha := (\alpha_0, \alpha_1, \alpha_2, 0)$ satisfying $|\alpha| = 2\alpha_0 + \alpha_1 + \alpha_2 \leq 4$ and $0 \leq \alpha_0 < 2$.

**Proof.** To obtain the tangential estimates for the strong solution to equations (1.22)-(1.23) for $(x, t) \in \Omega \times (0, T)$, we differentiate the equations (2.23)-(2.24) directly with respect to the time $t$ and the horizontal direction $x' = (x_1, x_2)$ to have the following equations
\[
\begin{cases}
\partial_t v_\alpha + g\nabla \cdot \zeta_\alpha - \Delta v_\alpha + f\vec{k} \times v_\alpha = D^\alpha G_1 & \text{in } \Omega, \\
\nabla \cdot v_\alpha + \partial_3 w_\alpha = D^\alpha G_2 & \text{in } \Omega
\end{cases}
\tag{2.27}
\]
and
\[
\begin{cases}
\partial_3 v_\alpha = D^\alpha G_3 & \text{on } \Gamma, \\
v_\alpha = w_\alpha = 0 & \text{on } \Sigma_b, \\
\partial_t \zeta_\alpha = w_\alpha + D^\alpha G_4 & \text{on } \Gamma,
\end{cases}
\tag{2.28}
\]
where $\alpha := (\alpha_0, \alpha_1, \alpha_2, 0)$ satisfies $|\alpha| \leq 4$ and $0 \leq \alpha_0 < 2$.

Multiplying (2.27) with $v_\alpha$ and integrating the resulted equation by parts over the domain $\Omega$, we get

$$
\frac{1}{2} \frac{d}{dt} \left[ \int_{\Omega} |v_\alpha|^2 dx + \int_{\Gamma} g|\zeta_\alpha|^2 d\sigma \right] + \int_{\Omega} |
\nabla v_\alpha|^2 dx
\triangleq \int_{\Omega} \left[ D^\alpha G_1 \cdot v_\alpha + D^\alpha G_2 \cdot g_\alpha \right] dx + \int_{\Gamma} \left[ D^\alpha G_3 \cdot v_\alpha + D^\alpha G_4 \cdot g_\alpha \right] d\sigma
\triangleq II_1^\alpha + II_2^\alpha + II_3^\alpha + II_4^\alpha.
$$

(2.29)

The nonlinear terms in the right hand side of (2.29) can be estimated below for $\alpha_0 = 0$ and $\alpha_0 = 1$ respectively.

If $\alpha_0 = 0$ and $1 \leq \alpha_1 + \alpha_2 \leq 4$, the term $II_1^\alpha$ is bounded by the definition of $G_1$ in (2.28)

$$
II_1^\alpha = \int_{\Omega} D^\alpha \left[ \partial_1 \theta K \partial_3 v - v \cdot \nabla_{A^*} v - w K \partial_3 v \right] \cdot v_\alpha dx + \int_{\Omega} D^\alpha \left[ \Delta_{A^*} v - \Delta v \right] \cdot v_\alpha dx := I5_5 + I6_6,
$$

and integrating by parts, we get for any $1 \leq \alpha_1 + \alpha_2 \leq 4$

$$
|I5_5| = \left| - \int_{\Omega} D^{\alpha_1 + \beta} v \cdot D^{\alpha - \beta} \left[ \partial_1 \theta K \partial_3 v - v \cdot \nabla_{A^*} v - w K \partial_3 v \right] dx \right|
\lesssim \|D^{\alpha_1 + \beta} v\|_0 \cdot \|\partial_1 \theta K \partial_3 v - v \cdot \nabla_{A^*} v - w K \partial_3 v\|_3
\lesssim \mathcal{E}(t)D(t)^2,
$$

(2.30)

where the index $\beta = (0, \beta_1, \beta_2, 0)$ satisfies $\beta \leq \alpha$ and $|\beta| = 1$.

Note that by the relation (1.21), the vertical velocity $w$ can be bounded as

$$
\|w\|_3 = \left\| \int_{-b}^{t} (J \nabla_{A^*} v)(t, x', s) ds \right\|_3 \lesssim \|J \nabla_{A^*} v\|_3 \lesssim (1 + |\zeta|^4) \|v\|_4 \lesssim \|v\|_4.
$$

To derivat the expected estimates on $I6_6$, by direct computation, we have

$$
\Delta_{A^*} v - \Delta v = - \partial_1 (AK) \partial_3 v - 2AK \partial_1 \partial_3 v + AK \partial_3 (AK) \partial_3 v + A^2 K^2 \partial_3^2 v - \partial_2 (BK) \partial_3 v
\triangleq 2BK \partial_2 \partial_3 v + BK \partial_3 (BK) \partial_3 v + B^2 K^2 \partial_3^2 v - K^2 \partial_3^2 \theta \partial_3 v - K^2 (2\partial_3 \theta + |\partial_3 \theta|^2) \partial_3^2 v,
$$

(2.32)

and therefore $I6_6$ is estimated by

$$
|I6_6| = \left| - \int_{\Omega} D^{\alpha_1 + \beta} v \cdot D^{\alpha - \beta} \left( \Delta_{A^*} v - \Delta v \right) dx \right|
\lesssim \|D^{\alpha_1 + \beta} v\|_0 \cdot \|\Delta_{A^*} v - \Delta v\|_3
\lesssim \|v\|_5 \cdot (\|\nabla \theta\|_4 \cdot \|v\|_4 + \|\theta\|_4 \cdot \|v\|_5) \cdot (1 + \|\theta\|_4)^3
\lesssim (\mathcal{E}(t) + \mathcal{F}(t)) \mathcal{D}(t)^2,
$$

(2.33)

where the multi index $\beta$ is defined in (2.28). Adding (2.30) and (2.33) together, we have

$$
|II_1^\alpha| = |I5_5 + I6_6| \lesssim (\mathcal{E}(t) + \mathcal{F}(t)) \mathcal{D}(t)^2 \quad \text{for } \alpha_0 = 0 \text{ and } 1 \leq \alpha_1 + \alpha_2 \leq 4.
$$

(2.34)

By the definition of $G_2$ in (2.29) and the relation (1.21), it holds

$$
G_2 = AK \partial_3 v + BK \partial_3^2 v - \partial_3 \theta \nabla_{A^*} v,
$$

and then we get that for $1 \leq \alpha_1 + \alpha_2 \leq 4$

$$
|II_2^\alpha| \lesssim \|G_2\|_4 \cdot |\nabla \zeta|_3
\lesssim \left( \|\nabla \theta\|_4 \cdot \|v\|_4 + \|\theta\|_4 \cdot \|v\|_5 \right) (1 + \|\theta\|_4) \cdot |\nabla \zeta|_3
\lesssim (\mathcal{E}(t) + \mathcal{F}(t)) \mathcal{D}(t)^2.
$$

(2.35)
To derive the estimate on the term $II^a_3$, the definition of $G_3$ in (2.25) gives
\begin{equation}
G_3 = \nabla_* \zeta \cdot \nabla_* v + K(-|\nabla_* \zeta|^2 + \partial_3 \theta) \partial_3 v,
\end{equation}
and then integrating by parts, by Lemma 4.1 in the appendix, we obtain that for $1 \leq \alpha_1 + \alpha_2 \leq 4$
\begin{equation}
|II^a_3| = \left| - \int_G \partial^{\alpha-\beta} G_3 \cdot \partial^{\alpha+\beta} \nu dx \right| \lesssim |\partial^{\alpha-\beta} G_3|_2 \cdot |\nu|_{\alpha+\beta} \lesssim \left( |\nabla_* \zeta|_2 \cdot \|v\|_5 + |\zeta|_4 \cdot \|v\|_4 \right) \cdot (1 + |\zeta|_4)^2 \cdot \|v\|_5
\end{equation}
where the multi-index $\beta$ is defined in (2.31).

To estimate the term $II^a_4$, by the definition of $G_4$ in (2.25), we have
\begin{equation}
\int G_4 = - \sum_{\gamma < \alpha} C_{\alpha, \gamma} \partial^{\alpha-\gamma} v \cdot \nabla_* \partial^{\gamma} \zeta - v \cdot \nabla_* \partial^{\alpha} \zeta := II_7 + II_8,
\end{equation}
where $C_{\alpha, \gamma}$ is the constant only depending on the multi indices $\alpha$ and $\gamma$. Then we get that for $1 \leq \alpha_1 + \alpha_2 \leq 4$
\begin{equation}
\left| \int II_7 \cdot g \zeta dx \right| \lesssim \|v\|_5 \cdot |\nabla_* \zeta|_3 \cdot |\zeta|_0 \lesssim E(t) D(t)^2
\end{equation}
and via integrating by parts
\begin{equation}
\left| \int II_8 \cdot \partial^{\alpha} \zeta dx \right| = \left| - \frac{1}{2} \int \nabla_* \cdot \partial^{\alpha} \zeta^2 dx \right| \lesssim \|v\|_4 \cdot |\nabla_* \zeta|_3^2 \lesssim E(t) D(t)^2,
\end{equation}
so adding these two inequalities together, we get
\begin{equation}
|II^a_4| \lesssim E(t) D(t)^2.
\end{equation}
Combining (2.34), (2.35), (2.37) and (2.38) together, we obtain
\begin{equation}
\frac{d}{dt} \left[ \int_\Omega |v_\alpha|^2 dx + \int_\Omega g |\zeta_\alpha|^2 dx \right] + \int_\Omega |\nabla v_\alpha|^2 dx \lesssim (E(t) + F(t)) D(t)^2
\end{equation}
for $\alpha = (0, \alpha_1, \alpha_2, 0)$ and $1 \leq \alpha_1 + \alpha_2 \leq 4$.

If $\alpha_0 = 0$ and $1 \leq \alpha_1 + \alpha_2 \leq 2$, by the definition of $G_1$ in (2.25), we have
\begin{equation}
II^a_9 = \int_\Omega D^\alpha \left[ \partial_i \theta \partial_3 v - v \cdot \nabla D^\alpha \partial_3 v \right] \cdot v dx + \int_\Omega D^\alpha \left[ \Delta D^\alpha \partial_3 v \right] \cdot v dx := II_9 + II_{10}.
\end{equation}
Then integrating by parts, we get
\begin{equation}
|II_9| \lesssim \|D^{\alpha+\beta} v\|_0 \cdot \|\partial_i \partial_i \theta \partial_3 v - v \cdot \nabla D^\alpha \partial_3 v\|_1 \lesssim E(t) D(t)^2
\end{equation}
and
\begin{equation}
|II_{10}| \lesssim \|D^{\alpha+\beta} v\|_0 \cdot \|\partial_i (\Delta D^\alpha \partial_3 v - \Delta v)\|_1 \lesssim \|\partial_i v\|_3 \cdot (\|\partial_i \theta\|_4 \cdot \|v\|_4 + \|\theta\|_4 \cdot \|\partial_i v\|_3) \cdot (1 + \|\theta\|_4)^3 \lesssim E(t) D(t)^2,
\end{equation}
where the multi index $\beta$ is defined in (2.31). So adding (2.40) and (2.41) together, we obtain
\begin{equation}
|II^a_9| = |II_9 + II_{10}| \lesssim E(t) D(t)^2.
\end{equation}
By the direct computation and the definitions of the nonlinear terms $G_1$ (2.25), the term $II^a_2$, $II^a_3$ and $II^a_4$ are bounded respectively as
\begin{equation}
|II^a_2| \lesssim \|\partial_i G_2\|_2 \cdot |\partial_i \zeta|_2 \lesssim \left( (\|\partial_i \theta\|_3 \cdot \|v\|_4 + \|\theta\|_4 \cdot \|\partial_i v\|_3) (1 + \|\theta\|_4) \cdot |\partial_i \zeta|_2 \right) \lesssim E(t) D(t)^2,
\end{equation}
we obtain that

\[ \beta \zeta \]

is defined in (2.31). So adding the estimates (2.42), (2.43), (2.44) and (2.45) together, we obtain that

\[ \frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} |v_\alpha|^2 \, dx + \int_{\Gamma} g |\zeta_\alpha|^2 \, dx \right) + \int_{\Omega} |\nabla v_\alpha|^2 \lesssim \mathcal{E}(t) \mathcal{D}(t)^2 \quad (2.46) \]

for \( \alpha = (1, \alpha_1, \alpha_2, 0) \) and \( 1 \leq \alpha_1 + \alpha_2 \leq 2 \).

In summary, the tangential estimates (2.26) is obtained by adding (2.39) and (2.40) together. \( \square \)

2.3 Normal estimates

In this subsection, we establish the normal estimates of the solution to the linearized equations (2.23)-(2.24). We firstly give an useful lemma to bound the nonlinear term \( \mathcal{G}_1 \) in equations (2.23), which is achieved by a direct computation using the Sobolev embedding inequalities and Lemma 2.3. The proof is omitted here.

**Lemma 2.2.** For any index \( \alpha = (\alpha_0, \alpha_1, \alpha_2, \alpha_3) \) satisfying \( |\alpha| = 2\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 \leq 2 \), we have

\[ \| D^\alpha \mathcal{G}_1 \|_0 \lesssim \mathcal{E}(t)^2, \]
\[ \| D^\alpha \mathcal{G}_1 \|_1 \lesssim [\mathcal{E}(t) + \mathcal{F}(t)] \mathcal{D}(t), \]

where \( \mathcal{E}(t) \), \( \mathcal{D}(t) \) and \( \mathcal{F}(t) \) are defined by (1.25).

By Lemma 2.2 we have the following normal estimates.

**Proposition 2.3.** Let \( T > 0 \) and \( (v, w, \zeta) \) be the strong solution to equations (1.22)-(1.23). Suppose the assumptions in Theorem 1.1 or Theorem 1.2 hold. Then, under the a-priori assumption (2.31), we have

\[ \sum_{i=0}^1 \| \partial_i^2 v \|_{4-2i} \lesssim \mathcal{E}(t)^{3/2} + \sum_{|\alpha| \leq 4} (\| D^\alpha v \|_0 + \| D^\alpha \zeta \|_0) \quad (2.47) \]

and

\[ \sum_{i=0}^2 \| \partial_i v \|_{5-2i} + |\nabla \cdot \zeta|_3 + \sum_{i=1}^3 |\partial_i^j \zeta|_4 \lesssim \left( \mathcal{E}(t)^{1/2} + \mathcal{F}(t)^{1/2} \right) \mathcal{D}(t) + \sum_{|\alpha| \leq 4} \| D^\alpha v \|_1, \quad (2.48) \]

where \( \alpha = (\alpha_0, \alpha_1, \alpha_2, 0) \).

**Proof.** To obtain the normal estimates for the strong solution to equations (1.22)-(1.23), we first derive the bound of \( \zeta \) in (2.48). Denote \( \phi(x_3) \in C_0^\infty((-b, 0)) \) to a cut-off function, satisfying

\[ 0 \leq |\phi(x_3)| + |\phi'(x_3)| \leq M, \quad \forall x_3 \in (-b, 0) \]

for some fixed constant \( M > 0 \) only dependent of \( b \) and

\[ \int_{-b}^0 \phi(x_3) \, dx_3 = 1. \]

Then multiplying the equation (2.27) by \( \phi \nabla \zeta_\alpha \) and integrating the resulted equations over the domain \( \Omega \), we get

\[ g \int_{\Gamma} |\nabla \zeta_\alpha|^2 \, dx' + \int_{\Omega} |\partial_3 v_\alpha - \Delta v_\alpha + f \kappa \times v_\alpha| \cdot \nabla \zeta_\alpha \phi(x_3) \, dx = \int_{\Omega} D^\alpha \mathcal{G}_1 \cdot \nabla \zeta_\alpha \phi(x_3) \, dx, \quad (2.49) \]
where $V_\alpha = D^\alpha V = \partial_\alpha^0 \partial_1^\alpha \partial_2^\alpha V$ for any regular function $V$ with the multi index $\alpha = (\alpha_0, \alpha_1, \alpha_2, 0)$ satisfying $|\alpha| \leq 3$. By Lemma 2.2, we have

\[
\left| \int_\Omega [\partial_1 v_\alpha + \bar{f} \times v_\alpha] \cdot \nabla_* \phi(x_3) dx \right| \lesssim \|\partial_1 v_\alpha\|_0 + \|v_\alpha\|_0 \cdot |\nabla_* \phi|_0,
\]

\[
- \int_\Omega \Delta v_\alpha \cdot \nabla_* \phi(x_3) dx = - \int_\Omega \Delta_* v_\alpha \cdot \nabla_* \phi(x_3) dx + \int_\Omega \partial_3 v_\alpha \cdot \nabla_* \phi(x_3) dx \lesssim |\nabla_* \phi|_0 \cdot \|\Delta_* v_\alpha\|_0 + \|\partial_3 v_\alpha\|_0
\]

and

\[
\int_\Omega D^\alpha G_1 \cdot \nabla_* \phi(x_3) dx \lesssim \|D^\alpha G_1\|_0 \cdot |\nabla_* \phi|_0 \lesssim [\mathcal{E}(t) + \mathcal{F}(t)] D(t) \cdot |\nabla_* \phi|_0,
\]

and therefore combining these estimates with (2.49) together, we get

\[
|\nabla_* \phi|_0^2 \lesssim \|\partial_2 v_\alpha\|_0^2 + \|v_\alpha\|_0^2 + \|\Delta_* v_\alpha\|_0^2 + \|\partial_3 v_\alpha\|_0^2 + [\mathcal{E}(t) + \mathcal{F}(t)] D(t)^2
\]

(2.50)

for $\alpha = (\alpha_0, \alpha_1, \alpha_2, 0)$ satisfying $|\alpha| \leq 3$.

By the equation (2.27), it holds that for any $\alpha = (\alpha_0, \alpha_1, \alpha_2, 0)$

\[
\begin{cases}
- \partial_3^2 v_\alpha = D^\alpha G_1 - \partial_1 v_\alpha - g \nabla_* \phi + \Delta_* v_\alpha - \bar{f} \times v_\alpha & \text{in } \Omega, \\
\partial_3 v_\alpha = D^\alpha G_3 & \text{on } \Gamma, \\
v_\alpha = 0 & \text{on } \Sigma_6,
\end{cases}
\]

(2.51)

where the nonlinear term $G_3$ is defined by (2.36).

To get the estimate of $\|\partial_3 v_\alpha\|_0$ for $\alpha = (\alpha_0, \alpha_1, \alpha_2, 0)$ satisfying $|\alpha| \leq 3$, multiplying (2.51) by $v_\alpha$ and integrating the resulted equation by parts over $\Omega$, we have

\[
\int_\Omega |\partial_3 v_\alpha|^2 dx = \int_\Omega D^\alpha G_3 \cdot v_\alpha dx' + \int_\Omega \left[ D^\alpha G_1 - \partial_1 v_\alpha - g \nabla_* \phi + \Delta_* v_\alpha \right] \cdot v_\alpha dx := III_1 + III_2.
\]

Integrating by parts and combining Lemma 2.2 together, we obtain

\[
|III_2| = \int_\Omega \left| D^{\alpha-\beta} G_1 - \partial_1 v_{\alpha-\beta} - g \nabla_* \phi_{\alpha-\beta} + \Delta_* v_{\alpha-\beta} \right| \cdot v_{\alpha+\beta} dx \lesssim \|D^{\alpha-\beta} G_1\|_0 + \|\partial_1 v_{\alpha-\beta}\|_0 + \|\nabla_* \phi_{\alpha-\beta}\|_0 + \|\Delta_* v_{\alpha-\beta}\|_0 \cdot \|v_{\alpha+\beta}\|_0
\]

(2.52)

where the multi index $\beta = (0, \beta_1, \beta_2, 0)$ satisfies $|\beta| = 1$ if $\alpha_1 + \alpha_2 \geq 1$ or $|\beta| = 0$ if $\alpha_1 + \alpha_2 = 0$.

The definition of $G_3$ (2.36) gives

\[
D^\alpha G_3 = \sum_{\gamma \leq \alpha} C_{\alpha, \gamma} \left[ D^{\alpha-\gamma} \nabla_* \phi + \Delta_* v_{\alpha-\gamma} - D^{\alpha-\gamma} (|\nabla_* \phi|^2 K + K \partial_3 \theta) \cdot \partial_3 D^\gamma v \right] \\
+ \nabla_* \phi \cdot \nabla_* v_{\alpha} + (-|\nabla_* \phi|^2 + \partial_3 \theta) K \partial_3 v_{\alpha},
\]

where $C_{\alpha, \gamma} > 0$ is a constant only dependent of the multi indices $\alpha$ and $\gamma$. Then we get that for $|\alpha| \leq 3$

\[
\left| \int_\Gamma \left[ \nabla_* \phi \cdot \nabla_* v_{\alpha} + (-|\nabla_* \phi|^2 + \partial_3 \theta) K \partial_3 v_{\alpha} \right] \cdot v_{\alpha} dx' \right| \lesssim |\nabla v_{\alpha}|_{-1/2} \cdot \left[ \left| \nabla_* \phi v_{\alpha} \right|_{1/2} + \left| (-|\nabla_* \phi|^2 + \partial_3 \theta) K v_{\alpha} \right|_{1/2} \right] \lesssim \|\nabla v_{\alpha}\|_0 \cdot \left[ \|\nabla_* \phi\|_3 + \|\nabla_* \phi\|_2^2 + \|\partial_3 \theta\|_2 \right] \cdot (1 + ||\theta||_4) \cdot |v_{\alpha}|_{1/2} \lesssim \mathcal{E}(t)^3
\]
and
\[ \int_\gamma \sum_{\gamma < 0} C_{\gamma, \alpha} \left[ D_{\gamma} \nabla \cdot (\nabla_\gamma D^\gamma v - D_{\gamma}^\gamma (\gamma |\nabla_\gamma |^2 K + K \partial_\gamma^2 \theta) \cdot \partial_\gamma D^\gamma v) \right] \cdot v_\alpha \, dx' \]
\[ \lesssim (|\gamma| + |\partial_\gamma \gamma|) \cdot (1 + |\gamma|) \cdot (||v||^2_4 + ||\partial_\gamma v||^2_4) \]
\[ \lesssim \mathcal{E}(t)^3. \]

Adding above two estimates together, we obtain
\[ \|III_1\| \lesssim \mathcal{E}(t)^3, \]
which, combining with (2.52) together, gives
\[ \|\partial_3 v_\alpha\|_0 \lesssim \mathcal{E}(t)^{3/2} + \sum_{|\alpha| \leq 6} (||D^{\alpha} v||_0 + ||D^{\gamma} \zeta||_0), \quad \text{for } |\alpha| = (\alpha_0, \alpha_1, \alpha_2, 0) \leq 3. \]

Next, we will use the iteration method to obtain the other estimates in (2.47) and (2.48). By (2.51) and Lemma 2.2, we have that for \( \alpha = (\alpha_0, \alpha_1, \alpha_2, 0) \) and \( |\alpha| \leq 2 \)
\[ ||\partial_3^2 v_\alpha||_0 \leq ||D^\alpha G_1||_0 + ||\partial_3 v_\alpha||_0 + g||\nabla_\alpha \zeta||_0 + ||\Delta_3 v_\alpha||_1 + ||v_\alpha||_0 \]
\[ \lesssim \mathcal{E}(t)^2 + ||\partial_3 v_\alpha||_0 + ||\nabla_\alpha \zeta||_0 + ||\Delta_3 v_\alpha||_0 + ||v_\alpha||_0 \]
(2.54)
\[ \text{and} \]
\[ ||\partial_3^2 v_\alpha||_1 \leq ||D^\alpha G_1||_1 + ||\partial_3 v_\alpha||_1 + g||\nabla_\alpha \zeta||_1 + ||\Delta_3 v_\alpha||_1 + ||v_\alpha||_1 \]
\[ \lesssim \mathcal{E}(t) + \mathcal{F}(t) \|D(t) + ||\partial_3 v_\alpha||_1 + ||\nabla_\alpha \zeta||_1 + ||\Delta_3 v_\alpha||_1 + ||v_\alpha||_1. \]
(2.55)
Differentiating (2.51) with respect to the vertical direction \( x_3 \), we get that for the multi index \( \alpha = (\alpha_0, \alpha_1, \alpha_2, 0) \)
\[ -\partial_3^3 v_\alpha = \partial_3^3 D^\alpha G_1 - \partial_3 \partial_3 v_\alpha + \Delta_3 \partial_3 v_\alpha - f \kappa \times \partial_3 v_\alpha, \]
(2.56)
and by Lemma 2.2, we have for \( |\alpha| \leq 1 \)
\[ ||\partial_3^3 v_\alpha||_0 \leq ||\partial_3^3 D^\alpha G_1||_0 + ||\partial_3 \partial_3 v_\alpha||_0 + ||\Delta_3 \partial_3 v_\alpha||_0 + ||f \kappa \times \partial_3 v_\alpha||_0 \]
\[ \lesssim \mathcal{E}(t)^2 + ||\partial_3 \partial_3 v_\alpha||_0 + ||\Delta_3 \partial_3 v_\alpha||_0 + ||\partial_3 v_\alpha||_0 \]
(2.57)
\[ \text{and} \]
\[ ||\partial_3^3 v_\alpha||_1 \leq ||\partial_3 D^\alpha G_1||_1 + ||\partial_3 \partial_3 v_\alpha||_1 + ||\Delta_3 \partial_3 v_\alpha||_1 + ||f \kappa \times \partial_3 v_\alpha||_1 \]
\[ \lesssim \mathcal{E}(t) + \mathcal{F}(t) \|D(t) + ||\partial_3 \partial_3 v_\alpha||_1 + ||\Delta_3 \partial_3 v_\alpha||_1 + ||\partial_3 v_\alpha||_1. \]
(2.58)

Note that the right side in (2.57) and (2.58) are bounded by the inequalities (2.54) and (2.55), respectively.
Differentiating (2.56) with respect to \( x_3 \) again, we get that
\[ -\partial_3^4 v = \partial_3 D^\alpha G_1 - \partial_3^2 \partial_3 v + \Delta_3 \partial_3^2 v - f \kappa \times \partial_3^2 v, \]
and by Lemma 2.2, we have
\[ ||\partial_3^4 v||_0 \leq ||\partial_3^2 D^\alpha G_1||_0 + ||\partial_3^2 \partial_3 v||_0 + ||\Delta_3 \partial_3^2 v||_0 + ||f \kappa \times \partial_3^2 v||_0 \]
\[ \lesssim \mathcal{E}(t)^2 + ||\partial_3^2 \partial_3 v||_0 + ||\Delta_3 \partial_3^2 v||_0 + ||\partial_3^2 v||_0 \]
(2.59)
\[ \text{and} \]
\[ ||\partial_3^4 v||_1 \leq ||\partial_3^2 D^\alpha G_1||_1 + ||\partial_3^2 \partial_3 v||_1 + ||\Delta_3 \partial_3^2 v||_1 + ||f \kappa \times \partial_3^2 v||_1 \]
\[ \lesssim \mathcal{E}(t) + \mathcal{F}(t) \|D(t) + ||\partial_3^2 \partial_3 v||_1 + ||\Delta_3 \partial_3^2 v||_1 + ||\partial_3^2 v||_1. \]
(2.60)
Adding (2.59), (2.58) - (2.55) and (2.57) - (2.60) together, we obtain the inequality (2.47) and
\[ \sum_{i=0}^1 \left( ||\partial_3^i v||_{5-2i} + ||\nabla_\alpha \partial_3^i \zeta||_{3-2i} \right) \lesssim \left( \mathcal{E}(t)^{1/2} + \mathcal{F}(t)^{1/2} \right) \|D(t) + \sum_{\alpha = (\alpha_0, \alpha_1, \alpha_2, 0)} \|D^{\alpha} v||_1. \]
(2.61)
To obtain the estimates of the free boundary \( \zeta \), by the kinematic boundary condition (1.19), we get
\[ ||\partial_3^i \zeta||_{5-2i} \lesssim ||v||_4 + ||v \cdot \nabla_\alpha \zeta||_{5-2i} \lesssim ||v||_4 + ||v||_4 \cdot ||\nabla_\alpha \zeta||_{5-2i}, \]
(2.62)
of $v$, which is used to control the nonlinear terms in the tangential and normal estimates. Unlike the incompressible case, we will establish the estimates on the free surface $\zeta$. We first derive the new equation which the free surface $\zeta$ satisfies. Define

$$\varphi(t, x') := w(t, x', 0) = - \int_{-b}^{0} (J\nabla_A \cdot v)(t, x', x_3)dx_3.$$

Applying the operator $J\nabla$ to the horizontal momentum equations (1.22)$_1$ and integrating the resulted equation with respect to the vertical direction over $[-b, 0]$, we have

$$- \partial_t \varphi + \int_{-b}^{0} (gJ \Delta_s \zeta)dx_3 - \int_{-b}^{0} (\Delta_A(J\nabla_{A_s} \cdot v))dx_3 + \int_{-b}^{0} f (J(-\tilde{\partial}_1 v^2 + \tilde{\partial}_2 v^4))dx_3 = \Phi_1,$$

where

$$\Phi_1 := \int_{-b}^{0} \left[ J\nabla_{A_s} \cdot (\partial_t \theta K \partial_3 v - v \cdot \nabla_{A_s} v - w K \partial_3 v) + \partial_t (J\nabla_{A_s} \cdot v) - J\nabla_{A_s} \cdot \partial_t v + J\nabla_{A_s} \cdot \Delta_A v - \Delta_A(J\nabla_{A_s} \cdot v) \right]dx_3.$$

Then it holds

$$\int_{-b}^{0} (gJ \Delta_s \zeta)dx_3 = g\Delta_s \zeta \cdot \int_{-b}^{0} (1 + \partial_3 \theta)dx_3 = g\Delta_s \zeta \cdot (b + \zeta),$$

$$- \int_{-b}^{0} (\Delta_A(J\nabla_{A_s} \cdot v))dx_3 = - \int_{-b}^{0} \left[ \Delta(J\nabla_{A_s} \cdot v) + (\Delta_A - \Delta)(J\nabla_{A_s} \cdot v) \right]dx_3$$

$$= \Delta_s \varphi - \partial_3 (J\nabla_{A_s} \cdot v)|_{x_3 = -b} - \int_{-b}^{0} (\Delta_A - \Delta)(J\nabla_{A_s} \cdot v)dx_3.$$

2.4 Estimates of the free surface

In this subsection, we will establish the estimates on the free surface $\zeta$, i.e. the norm of $|\nabla_s \zeta|_{L^p}$, which is used to control the nonlinear terms in the tangential and normal estimates. Unlike the incompressible Navier-Stokes equations, the kinematic boundary condition (1.23) is not enough for us to obtain the bound of $|\nabla_s \zeta|_{L^p}$ because the regularity of the vertical velocity $v$ is one order lower than the horizontal velocity $v$. One important observation is the relation between the free surface $\zeta$ and the pressure $P$, describing in (1.21), which inspires us to combine the kinetic boundary condition (1.23) and the horizontal momentum equations together. So integrating with respect to the vertical direction from the bottom to the top, we get the new equation of the free surface $\zeta$, which is the wave equation with the strong damping term. And then the expectant estimate of $\zeta$ will be established by this new equation.

We first derive the new equation which the free surface $\zeta$ satisfies. Define

$$\varphi(t, x') := w(t, x', 0) = - \int_{-b}^{0} (J\nabla_{A_s} \cdot v)(t, x', x_3)dx_3.$$
and combining the above equalities with (2.66), together, we get
\[ -\partial_t \varphi + gb \Delta_\gamma \zeta + \Delta_\gamma \varphi = \Phi_2, \]  
(2.68)
where
\[ \Phi_2 := -\int_{-b}^0 f \left( J(-\partial_1 v^2 + \partial_2 v^1) \right) dx_3 + \partial_3 (J \nabla_{\mathcal{A}_\gamma} \cdot v)|_{x_3 = -b} \]
\[ + \int_{-b}^0 (\Delta_\mathcal{A}_\gamma - \Delta)(J \nabla_{\mathcal{A}_\gamma} \cdot v) dx_3 - g\zeta \Delta_\gamma \zeta + \Phi_1. \]  
(2.69)
Combining (2.68) and the kinetic boundary condition (1.23) together, we obtain
\[ \partial_t^2 \zeta - gb \Delta_\gamma \zeta - \Delta_\gamma \varphi \zeta = \Phi \quad \text{on } \Gamma, \]  
(2.70)
where \( \Gamma := \mathbb{T}^2 \) or \( \mathbb{R}^2 \) and
\[ \Phi := -\Phi_2 - \partial_t (v \cdot \nabla_\gamma \zeta) + \Delta_\gamma (v \cdot \nabla_\gamma \zeta), \]  
(2.71)
where \( \Phi_i \) (\( i = 1, 2 \)) is defined by (2.67) and (2.69).
Define \( \eta := (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma \zeta \), satisfying the equation
\[ \partial_t^2 \eta - gb \Delta_\gamma \eta - \Delta_\gamma \eta = (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma \Phi. \]  
(2.72)
To give the estimate of \( \zeta \), the following commutator estimate is needed to bound the nonlinear terms. Define the commutator by
\[ \left[ (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma, v \cdot \nabla_\gamma \right] f := (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma \left( (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma f \right). \]

**Lemma 2.3.** Let \( v(x', x_3) \in H^3(\Omega) \) and \( \nabla_\gamma f \in H^4(\Gamma) \). Then we have
\[ \left| \left[ (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma, v \cdot \nabla_\gamma \right] f \right|_0 \lesssim \| v \|_3 \| \nabla_\gamma f \|_{\frac{1}{2}}. \]

**Proof.** Without loss of generality, we only give the proof in the horizontal infinite space. So the commutator \( \Psi_1 := \left[ (1 + |\nabla_\gamma|)^\frac{1}{2} \nabla_\gamma, v \cdot \nabla_\gamma \right] f \) can be rewritten by the Fourier transformation
\[ \hat{\Psi}_1(\xi) = i\xi (1 + |\xi|)^\frac{1}{2} \int_{\mathbb{R}^2} \hat{v}(\xi - s, 0) \cdot (is \hat{f}(s)) ds \]
\[ - \int_{\mathbb{R}^2} \hat{v}(\xi - s, 0) \cdot (is) \left( (1 + |s|)^\frac{1}{2} (is) \hat{f}(s) \right) ds \]
\[ = - \int_{\mathbb{R}^2} s \cdot \hat{v}(\xi - s, 0) \hat{f}(s) \left[ \xi (1 + |\xi|)^\frac{1}{2} - s(1 + |s|)^\frac{1}{2} \right] ds. \]
We claim that
\[ \left| \xi (1 + |\xi|)^\frac{1}{2} - s(1 + |s|)^\frac{1}{2} \right| \lesssim |\xi - s| \left[ (1 + |s|)^\frac{1}{2} + (1 + |\xi - s|)^\frac{1}{2} \right]. \]
Indeed, this claim is showed by direct calculation
\[ \xi (1 + |\xi|)^\frac{1}{2} - s(1 + |s|)^\frac{1}{2} \]
\[ = (\xi - s)(1 + |\xi|)^\frac{1}{2} + s \left[ (1 + |\xi|)^\frac{1}{2} - (1 + |s|)^\frac{1}{2} \right] \]
\[ = (\xi - s)(1 + |\xi|)^\frac{1}{2} + s(|\xi| - |s|) \left[ \frac{2}{\xi} + |\xi| + |s| + (1 + |\xi|)^2(1 + |s|)^\frac{1}{2} \right] \cdot \left[ (1 + |s|)^\frac{1}{2} + (1 + |\xi|)^\frac{1}{2} \right]^{-1}. \]
Therefore by the Cauchy inequality, we get this claim.
By Young inequality and Plancherel theorem, we obtain
\[ \| \Psi_1 \|_0 \leq \left| - \int_{\mathbb{R}^2} \left( |\xi - s| |\hat{e}(\xi - s, 0)| \right) \cdot \left( (1 + |s|)^\frac{1}{2} |s \hat{f}| \right) ds \right|_0 \]
\[ + \left| \int_{\mathbb{R}^2} \left( |\xi - s|(1 + |\xi - s|)^\frac{1}{2} |\hat{e}(\xi - s, 0)| \right) \cdot \left( |s \hat{f}| \right) ds \right|_0 \]
\[ \lesssim \left| (1 + |\xi|)^\frac{1}{2} |\xi \hat{f}| \right|_0 \cdot \int_{\mathbb{R}^2} (1 + |\xi|)^{-\frac{1}{2}} \cdot \left( (1 + |\xi|)^\frac{1}{2} |\xi| |\hat{e}(\xi, 0)| \right) d\xi \]
\[ + \left| \xi |(1 + |\xi|)^\frac{1}{2} |\hat{e}(\xi, 0)| \right|_0 \cdot \int_{\mathbb{R}^2} (1 + |\xi|)^{-\frac{1}{2}} \cdot |(1 + |\xi|)^\frac{1}{2} \xi \hat{f}(\xi)| d\xi \]
\[ \lesssim \| \hat{v} \|_3 \| \nabla_\gamma f \|_{\frac{1}{2}}. \]
Note that Hölder inequality is used in the last inequality.

By Lemma 2.3, we have the following estimate on the free boundary $\zeta$.

**Proposition 2.4.** Let $T > 0$ and $(v, w, \zeta)$ be the strong solution to equations (1.22)- (1.23). Suppose the assumptions in Theorem 1.1 or Theorem 1.2 hold. Then, under the a-priori assumption (2.4), we have

$$
\frac{d}{dt} \int \left[ |\partial_t \eta|^2 - \partial_t \eta \cdot \Delta_* \eta + |\Delta_* \eta|^2 + gb|\nabla_* \eta|^2 \right] dx' + \int \left[ |\nabla_* \partial_t \eta|^2 + |\Delta_* \eta|^2 \right] dx' \leq (1 + E(t) + F(t)) D(t)^2, $$

(2.73)

where the functions $E(t)$, $D(t)$ and $F(t)$ are defined by (1.24).

**Proof.** To obtain this estimate on the free boundary $\zeta$, multiplying (2.72) by $\partial_t \eta$ and integrating the resulted equation by parts over $\Gamma$, we have

$$
\frac{1}{2} \frac{d}{dt} \int \left[ |\partial_t \eta|^2 + gb|\nabla_* \eta|^2 \right] dx' + \int |\nabla_* \partial_t \eta|^2 dx' = \int (1 + |\nabla_*|)^2 \nabla_* \Phi \cdot \partial_t \eta dx'.
$$

(2.74)

And then multiplying (2.72) by $-\Delta_* \eta$ and integrating the resulted equation by parts over $\Gamma$, we get

$$
\frac{d}{dt} \int \left[ -\partial_t \eta \cdot \Delta_* \eta + |\Delta_* \eta|^2 \right] dx' - \int |\nabla_* \partial_t \eta|^2 dx' + gb \int |\Delta_* \eta|^2 dx' = \int (1 + |\nabla_*|)^2 \nabla_* \Phi \cdot (-\Delta_* \eta) dx'.
$$

(2.75)

Therefore adding (2.74) and (2.75) together, we get

$$
\frac{d}{dt} \int \left[ |\partial_t \eta|^2 - \partial_t \eta \cdot \Delta_* \eta + |\Delta_* \eta|^2 + gb|\nabla_* \eta|^2 \right] dx' + \int \left[ |\nabla_* \partial_t \eta|^2 + gb|\Delta_* \eta|^2 \right] dx' = \int (1 + |\nabla_*|)^2 \nabla_* \Phi \cdot \partial_t \eta dx' \quad \text{(2.76)}
$$

where the nonlinear terms $IV_i$ are defined by

$$
IV_1 = \int \left\{ \partial_t \eta - \Delta_* \eta \cdot (1 + |\nabla_*|)^2 \nabla_* (\partial_t (v \cdot \nabla_* \zeta)) \right\} dx',
$$

$$
IV_2 = \int \left\{ \partial_t \eta - \Delta_* \eta \cdot (1 + |\nabla_*|)^2 \nabla_* (\Delta_* (v \cdot \nabla_* \zeta)) \right\} dx',
$$

$$
IV_3 = \int \left\{ \partial_t \eta - \Delta_* \eta \cdot (1 + |\nabla_*|)^2 \nabla_* \left[ \partial_t (J \nabla_{A*} \cdot v) \right]_{x_3=-b}^{x_3=0} - \int_{-b}^{0} f (J(-\bar{\partial}_1 v^2 + \bar{\partial}_2 v^1)) dx_3
$$

$$
- g \zeta \Delta_* \zeta + \int_{-b}^{0} \left[ J \nabla_{A*} \cdot (\partial_t \theta K \partial_3 v - v \cdot \nabla_{A*} v - w K \partial_3 v) \right] dx_3 \right\} dx',
$$

(2.77)

$$
IV_4 = \int \left\{ \partial_t \eta - \Delta_* \eta \cdot (1 + |\nabla_*|)^2 \nabla_* \int_{-b}^{0} [(\Delta \Delta - \Delta) (J \nabla_{A*} \cdot v)] dx_3 \right\} dx',
$$

$$
IV_5 = \int \left\{ \partial_t \eta - \Delta_* \eta \cdot (1 + |\nabla_*|)^2 \nabla_* \int_{-b}^{0} \partial_t (J \nabla_{A*} \cdot v) - J \nabla_{A*} \cdot \partial_t v)] dx_3 \right\} dx',
$$

$$
IV_6 = \int \left\{ \partial_t \eta - \Delta_* \eta \cdot (1 + |\nabla_*|)^2 \nabla_* \int_{-b}^{0} [J \nabla_{A*} \cdot \Delta_{A*} v - \Delta_{A*} (J \nabla_{A*} \cdot v)] dx_3 \right\} dx'.
$$

These nonlinear terms can be estimated below one by one.
Indeed, by Lemma 3.1 we have

\[ |IV_1| = \left| \int_{\Gamma} \nabla_s \partial_t \eta \cdot (1 + |\nabla_s|) \frac{2}{3} \left( -\partial_t (v \cdot \nabla_s \zeta) \right) dx' + \int_{\Gamma} \Delta_s \eta \cdot (1 + |\nabla_s|) \frac{2}{3} \nabla_s (-\partial_t (v \cdot \nabla_s \zeta)) dx' \right| \]

\[ \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot \left[ |\partial_t v \cdot \nabla_s \zeta|_2 + |v \cdot \nabla_s \partial_t \zeta|_2 \right] \]

\[ \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot \left[ \|\partial_t v\|_3 |\nabla_s \zeta|_2 + \|v\|_3 |\partial_t \zeta|_2 \right] \]

\[ \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot \mathcal{E}(t) \mathcal{D}(t). \]  (2.78)

To bound the nonlinear term \( IV_2 \), by Leibniz rule, it holds

\[ \Delta_s (v \cdot \nabla_s \zeta) = v \cdot \nabla_s \Delta_s \zeta + \left( \sum_{i,j=1}^{2} \partial_i v^i \partial_j \partial_t \zeta + \Delta_s v \cdot \nabla_s \zeta \right) := V_1 + V_2, \]

and then we get

\[ \left| \int_{\Gamma} [\partial_t \eta - \Delta_s \eta] \cdot (1 + |\nabla_s|) \frac{2}{3} \nabla_s (v \cdot \nabla_s \Delta_s \zeta) dx' \right| \]

\[ \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot \left[ |v|_2 \cdot |\nabla_s \zeta|_2 + |v|_2 \cdot |\nabla_s \zeta|_2 \right] \]  (2.79)

\[ \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot (\mathcal{E}(t) + \mathcal{F}(t)) \mathcal{D}(t). \]

Integrating by parts, we get

\[ \int_{\Gamma} [\partial_t \eta - \Delta_s \eta] \cdot (1 + |\nabla_s|) \frac{2}{3} \nabla_s (v \cdot \nabla_s \Delta_s \zeta) dx' \]

\[ = \int_{\Gamma} [\partial_t \eta - \Delta_s \eta] \cdot [v \cdot \nabla_s (\Delta_s \eta)] dx' + \int_{\Gamma} [\partial_t \eta - \Delta_s \eta] \cdot \left\{ \left[ (1 + |\nabla_s|) \frac{2}{3} \nabla_s, v \cdot \nabla_s \right] \Delta_s \zeta \right\} dx' \]

\[ = \int_{\Gamma} \left[ -\nabla_s \cdot (\partial_t \eta v) \Delta_s \eta + \frac{1}{2} \nabla_s \cdot v |\Delta_s \eta|^2 \right] dx' + \int_{\Gamma} [\partial_t \eta - \Delta_s \eta] \cdot \left\{ \left[ (1 + |\nabla_s|) \frac{2}{3} \nabla_s, v \cdot \nabla_s \right] \Delta_s \zeta \right\} dx' \]

\[ := V_3 + V_4, \]

and then

\[ |V_3| \lesssim \|v\|_4 \left( |\partial_t \eta|_1 |\Delta_s \eta_0| + |\Delta_s \eta_0^2| \right) \lesssim \mathcal{E}(t) \left( |\nabla_s \partial_t \eta_0^2 + |\Delta_s \eta_0^2| \right) \mathcal{E}(t) \mathcal{D}(t) |\Delta_s \eta_0|. \]  (2.80)

By Lemma 2.3 we have

\[ |V_4| \lesssim |[\partial_t \eta_0 + |\Delta_s \eta_0|] \cdot \left[ \left[ (1 + |\nabla_s|) \frac{2}{3} \nabla_s, v \cdot \nabla_s \right] \Delta_s \zeta \right]_0 \]

\[ \lesssim |[\partial_t \eta_0 + |\Delta_s \eta_0|] \cdot \|v\|_3 \cdot |\nabla_s \Delta_s \zeta|_2 \]

\[ \lesssim \mathcal{E}(t) \mathcal{D}(t) |\Delta_s \eta_0| + \mathcal{E}(t) |\Delta_s \eta_0^2|. \]  (2.81)

Adding (2.79), (2.80) and (2.81) together, we obtain

\[ |IV_2| \lesssim \mathcal{E}(t) \left( |\nabla_s \partial_t \eta_0^2 + |\Delta_s \eta_0^2| \right) + |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot (\mathcal{E}(t) + \mathcal{F}(t)) \mathcal{D}(t). \]  (2.82)

We directly estimate the nonlinear term \( IV_3 \) by Sobolev embedding inequalities and Lemma 4.1 getting

\[ |IV_3| \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot \left[ \|\partial_3 (J) \nabla_s \Delta_s \cdot v\|_3 + \|J (\partial_1 v^2 + \partial_2 v^1)\|_3 + \|\zeta \Delta_s \zeta\|_2 \]

\[ + \|J \nabla\Delta_s \cdot (\partial_t K (\partial_3 v - v \cdot \nabla_s v - w K \partial_3 v))\|_3 \right] \]

\[ \lesssim |[\partial_t \nabla_s \eta_0 + |\Delta_s \eta_0|] \cdot (1 + \mathcal{E}(t) + \mathcal{F}(t)) \mathcal{D}(t). \]  (2.83)
To estimate $IV_4$, we calculate this term by the equality (2.32)

\[
\int_{-b}^{0} \left[ (\Delta_A - \Delta)(J \nabla_{A*} \cdot v) \right] dx_3 \\
= \int_{-b}^{0} \left[ -\partial_1(\Delta_A)\partial_3 \psi + A\partial_1(\Delta_A)\partial_3 \psi - \partial_2(\Delta_A)\partial_3 \psi + B\partial_2(\Delta_A)\partial_3 \psi - K^3\partial_3^2 \theta \partial_3 \psi \\
- 2A\partial_1(\Delta_A)\partial_3 \psi + A^2K^2\partial_3^2 \psi - 2B\partial_2(\Delta_A)\partial_3 \psi + B^2K^2\partial_3^2 \psi - K^2(2\partial_3 \theta + |\partial_3 \theta|^2)\partial_3 \psi \right] dx_3 \\
= \int_{-b}^{0} \left[ -\partial_1(\Delta_A)\partial_3 \psi + A\partial_1(\Delta_A)\partial_3 \psi - \partial_2(\Delta_A)\partial_3 \psi + B\partial_2(\Delta_A)\partial_3 \psi - K^3\partial_3^2 \theta \partial_3 \psi \\
+ 2\partial_3(\Delta_A)\partial_3 \psi - \partial_3(A^2K^2)\partial_3 \psi + 2\partial_3(B^2K^2)\partial_3 \psi + \partial_3[K^2(2\partial_3 \theta + |\partial_3 \theta|^2)]\partial_3 \psi \right] dx_3 \\
+ \left[ -2A\partial_1(\Delta_A)\partial_3 \psi + A^2K^2\partial_3^2 \psi - 2B\partial_2(\Delta_A)\partial_3 \psi + B^2K^2\partial_3^2 \psi - K^2(2\partial_3 \theta + |\partial_3 \theta|^2)\partial_3 \psi \right] \bigg|_{x_3=-b}^0
\]

where $\psi := J \nabla_{A*} \cdot v$. Then by Sobolev embedding inequalities and the generalized Minkowski inequality, we have

\[
\left| \int_{-b}^{0} \left[ (\Delta_A - \Delta)(J \nabla_{A*} \cdot v) \right] dx_3 \right| \leq \left| \left| -\partial_1(\Delta_A)\partial_3 \psi + A\partial_1(\Delta_A)\partial_3 \psi - \partial_2(\Delta_A)\partial_3 \psi + B\partial_2(\Delta_A)\partial_3 \psi - K^3\partial_3^2 \theta \partial_3 \psi \\
+ 2\partial_3(\Delta_A)\partial_3 \psi - \partial_3(A^2K^2)\partial_3 \psi + 2\partial_3(B^2K^2)\partial_3 \psi + \partial_3[K^2(2\partial_3 \theta + |\partial_3 \theta|^2)]\partial_3 \psi \right| \right|_3 \\
+ \left| \left| -2A\partial_1(\Delta_A)\partial_3 \psi + A^2K^2\partial_3^2 \psi - 2B\partial_2(\Delta_A)\partial_3 \psi + B^2K^2\partial_3^2 \psi - K^2(2\partial_3 \theta + |\partial_3 \theta|^2)\partial_3 \psi \right| \right|_3
\leq (E(t) + F(t))D(t),
\]

and therefore we immediately get the estimate of $IV_4$ by its definition in (2.77)

\[
|IV_4| \lesssim \left| \left| -\partial_1(\Delta_A)\partial_3 \psi + A\partial_1(\Delta_A)\partial_3 \psi - \partial_2(\Delta_A)\partial_3 \psi + B\partial_2(\Delta_A)\partial_3 \psi - K^3\partial_3^2 \theta \partial_3 \psi \\
+ 2\partial_3(\Delta_A)\partial_3 \psi - \partial_3(A^2K^2)\partial_3 \psi + 2\partial_3(B^2K^2)\partial_3 \psi + \partial_3[K^2(2\partial_3 \theta + |\partial_3 \theta|^2)]\partial_3 \psi \right| \right|_3 \\
+ \left| \left| -2A\partial_1(\Delta_A)\partial_3 \psi + A^2K^2\partial_3^2 \psi - 2B\partial_2(\Delta_A)\partial_3 \psi + B^2K^2\partial_3^2 \psi - K^2(2\partial_3 \theta + |\partial_3 \theta|^2)\partial_3 \psi \right| \right|_3 \left( E(t) + F(t) \right) D(t).
\]

To bound $IV_5$, by direct computation, we get

\[
\partial_t(J \nabla_{A*} \cdot v) - J \nabla_{A*} \cdot \partial_t v = \partial_t J \nabla_{A*} \cdot v + J(\partial_t A \nabla)_* \cdot v,
\]

and then

\[
|IV_5| \lesssim \left| \left| \partial_t(\nabla_{A*}) \cdot v \right| \right|_0 \left| \left| \left| J(\partial_t A \nabla)_* \cdot v \right| \right|_3 \right| + \left| \left| J(\partial_t A \nabla)_* \cdot v \right| \right|_3 \\
\lesssim \left| \left| \partial_t(\nabla_{A*}) \cdot v \right| \right|_0 \left( E(t) + F(t) \right) D(t).
\]

To estimate $IV_6$, we get by the direct computation

\[
J \nabla_{A*} \cdot \Delta_A v - \Delta_A(J \nabla_{A*} \cdot v) = -2\nabla_A J \cdot \nabla_A(\nabla_{A*} \cdot v) - \Delta_A J \nabla_{A*} \cdot v,
\]

and

\[
\Delta_A J = \partial_3 \left[ \partial_3^2 \theta - 2AK\partial_3 \partial_3 \theta + \partial_2^2 \theta - 2BK\partial_3 \partial_2 \theta - (A^2 + B^2 - 1)K^2\partial_3^2 \theta \right] \\
+ \left[ -\nabla_\star \cdot (\nabla_\star \theta K) \partial_3 J - (AK\partial_3(\Delta_A) + BK\partial_3(\Delta_A) - K\partial_3(\Delta_A)) \partial_3 J \\
+ 2\partial_3(\nabla_\star (\nabla_\star \theta K)) \nabla_\star \partial_3 \theta + \partial_3 ((A^2 + B^2 - 1)K^2\partial_3^2 \theta) \right] := V_5 + V_6.
\]

Integrating by parts, we have

\[
\int_{-b}^{0} V_5 \nabla_{A*} \cdot v dx_3 \\
= \left\{ \left[ \partial_3^2 \theta - 2AK\partial_3 \partial_3 \theta + \partial_2^2 \theta - 2BK\partial_3 \partial_2 \theta - (A^2 + B^2 - 1)K^2\partial_3^2 \theta \right] \nabla_{A*} \cdot v \right\} \bigg|_{x_3=-b}^0 \\
- \int_{-b}^{0} \left\{ \left[ \partial_3^2 \theta - 2AK\partial_3 \partial_3 \theta + \partial_2^2 \theta - 2BK\partial_3 \partial_2 \theta - (A^2 + B^2 - 1)K^2\partial_3^2 \theta \right] \partial_3 (\nabla_{A*} \cdot v) \right\} dx_3,
\]
which is bounded by

$$\left| \int_{\Gamma} \left\{ [\partial_{t} \eta - \Delta_{*} \eta] \cdot (1 + |\nabla_{*}|^{2}) \nabla_{*} \int_{-b}^{0} V_{6} \nabla_{A*} \cdot v_{x} \right\} dx \right|$$

$$\lesssim [\partial_{t} \nabla \eta]_{0} + [\Delta_{*} \eta]_{0} \cdot \left( \left\| \partial_{t}^{2} \theta - 2AK \partial_{3} \partial_{t} \theta + \partial_{t}^{2} \theta - 2BK \partial_{3} \partial_{t} \theta - (A^{2} + B^{2} - 1)K^{2}\partial_{3}^{2} \theta \right\|_{3} \nabla_{A*} \cdot v \right\|_{3}$$

$$+ \left\| \partial_{t}^{2} \theta - 2AK \partial_{3} \partial_{t} \theta + \partial_{t}^{2} \theta - 2BK \partial_{3} \partial_{t} \theta - (A^{2} + B^{2} - 1)K^{2}\partial_{3}^{2} \theta \right\|_{3} \partial_{3} \nabla_{A*} \cdot v \right\|_{3}$$

$$\lesssim [\partial_{t} \nabla \eta]_{0} + [\Delta_{*} \eta]_{0} \cdot (E(t) + F(t))D(t).$$

The remaining terms in \(IV_{6}\) are estimated directly by Sobolev emmbedding inequalities

$$\left| \int_{\Gamma} \left\{ [\partial_{t} \eta - \Delta_{*} \eta] \cdot (1 + |\nabla_{*}|^{2}) \nabla_{*} \int_{-b}^{0} [-2\nabla_{A} J \cdot \nabla_{A} (\nabla_{A*} \cdot v) - V_{6} \nabla_{A*} \cdot v] \right\} dx \right|$$

$$\lesssim [\partial_{t} \nabla \eta]_{0} + [\Delta_{*} \eta]_{0} \cdot \left\| -2\nabla_{A} J \cdot \nabla_{A} (\nabla_{A*} \cdot v) - V_{6} \nabla_{A*} \cdot v \right\|_{3}$$

$$\lesssim [\partial_{t} \nabla \eta]_{0} + [\Delta_{*} \eta]_{0} \cdot (E(t) + F(t))D(t).$$

Therefore we obtain the estimate of \(IV_{6}\) by adding (2.86) and (2.87) together

$$\left|IV_{6}\right| \lesssim [\partial_{t} \nabla \eta]_{0} + [\Delta_{*} \eta]_{0} \cdot (E(t) + F(t))D(t).$$

In summary, adding (2.73), (2.82)\(\cdots\) (2.88) together, we conclude that

$$\frac{d}{dt} \left( E^{2}(t) + \theta D^{2}(t) \right) \leq 0,$$

(2.89)

where the energy \(E(t)\) and dissipation \(D(t)\) are defined by (1.25) and the constant \(\theta > 0\) is independent of the time \(T\). Therefore integrating (2.89) with respect to the time \(t\) over \([0,T]\), we have

$$\sup_{0 \leq t \leq T} E^{2}(t) + \theta \int_{0}^{T} D^{2}(t)dt \leq E^{2}(0).$$

(2.90)

By the estimates (2.73) on the free boundary \(\zeta\) in Proposition 2.4 we get

$$\sup_{0 \leq t \leq T} \int_{\Gamma} \left[ [\partial_{t} \eta]^{2} - \partial_{t} \eta \cdot \Delta_{*} \eta + [\Delta_{*} \eta]^{2} + gb|\nabla \eta|^{2} \right] dx' + \int_{0}^{T} \int_{\Gamma} \left[ [\nabla_{*} \partial_{t} \eta]^{2} + [\Delta_{*} \eta]^{2} \right] dx' dt$$

$$\lesssim \int_{\Gamma} \left[ [\partial_{t} \eta]^{2} - \partial_{t} \eta \cdot \Delta_{*} \eta + [\Delta_{*} \eta]^{2} + gb|\nabla \eta|^{2} \right] \left( 0, x' \right) dx' + \int_{0}^{T} (1 + E(t) + F(t))D(t)^{2} dt.$$

(2.91)

Note that

$$\partial_{t} \eta(0, x') = (1 + |\nabla_{*}|)^{2} \nabla_{*} \left[ w(0, x', 0) - v(0, x', 0) \cdot \nabla_{*} \eta(0, x') \right]$$

and by (1.21), (2.90), (2.91) and the a-priori assumption (2.1), we obtain

$$\sup_{0 \leq t \leq T} \int_{\Gamma} \left[ [\partial_{t} \eta]^{2} - \partial_{t} \eta \cdot \Delta_{*} \eta + [\Delta_{*} \eta]^{2} + gb|\nabla \eta|^{2} \right] dx' + \int_{0}^{T} \int_{\Gamma} \left[ [\nabla_{*} \partial_{t} \eta]^{2} + [\Delta_{*} \eta]^{2} \right] dx' dt \lesssim E^{2}(0) + F^{2}(0),$$

so combining this estimate with (2.89) and (2.90) together, we completes the proof of Theorem 2.1. \(\square\)
3 Proof of Theorem [1.2]

In this section, we will show the proof of Theorem [1.2] in the horizontal infinite domain. The a-priori estimates in Theorem [2.1] also hold in this case, so there exists a unique global solution to equations [1.22] and [1.23] under the assumption of Theorem [1.2]. However, the decay rate cannot be directly obtained by the a-priori estimates because of the invalidity of the Poincaré inequality on the free boundary estimates in Theorem 2.1. Therefore, we only need to prove the large time behavior.

We first give the definition of the negative-index Sobolev space.

**Definition 3.1.** For any $\gamma \in (0, 1)$,

$$v_{-\gamma}(t, x', x_3) := |\nabla_x|^{-\gamma}v(t, x', x_3) = \int_{\mathbb{R}^2} e^{2\pi i x' \cdot \xi} \hat{v}(t, \xi, x_3) d\xi;$$

$$w_{-\gamma}(t, x', x_3) := |\nabla_x|^{-\gamma}w(t, x', x_3) = \int_{\mathbb{R}^2} e^{2\pi i x' \cdot \xi} \hat{w}(t, \xi, x_3) d\xi;$$

$$\zeta_{-\gamma}(t, x') := |\nabla_x|^{-\gamma}\zeta(t, x') = \int_{\mathbb{R}^2} e^{2\pi i x' \cdot \xi} \hat{\zeta}(t, \xi) d\xi,$$

where $\hat{\cdot}$ means the Fourier transformation in $\mathbb{R}^2$.

By means of the negative-index Sobolev space, we give the proof of Theorem [1.2].

**Proof of Theorem [1.2].** By the a-priori estimates in Theorem [2.1] and the local existence in Proposition 3.1 in the appendix, the global well-posedness is obtained, so we only need to prove the large time behavior.

Applying the operator $|\nabla_x|^{-\gamma}$ to the equations (2.23) and (2.24), we have

$$\begin{cases}
\partial_t v_{-\gamma} + g\nabla_x \zeta_{-\gamma} - \Delta v_{-\gamma} + f\kappa \times v_{-\gamma} = |\nabla_x|^{-\gamma}G_1,
\nabla_x \cdot v_{-\gamma} + \partial_3 w_{-\gamma} = |\nabla_x|^{-\gamma}G_2
\end{cases} \tag{3.1}$$

in the domain $\Omega$ with the boundary conditions

$$\begin{cases}
\partial_3 v_{-\gamma} = |\nabla_x|^{-\gamma}G_3 \quad &\text{on } \Gamma,
\v_{-\gamma} = w_{-\gamma} = 0 \quad &\text{on } \Sigma_0,
\partial_3 \zeta_{-\gamma} = w_{-\gamma} + |\nabla_x|^{-\gamma}G_4 \quad &\text{on } \Gamma. \tag{3.2}
\end{cases}$$

Multiplying (3.1) by $v_{-\gamma}$ and integrating the resulted equation by parts over $\Omega$, we get

$$\frac{1}{2} \frac{d}{dt} \int_\Omega |v_{-\gamma}|^2 dx - \int_\Omega g_{-\gamma} \nabla_x \cdot v_{-\gamma} dx + \int_\Omega |v_{-\gamma}|^2 dx - \int_\Gamma |\nabla_x|^{-\gamma}G_3 \cdot v_{-\gamma} dx' = \int_\Omega |\nabla_x|^{-\gamma}G_1 \cdot v_{-\gamma} dx.$$

By the boundary conditions (3.1) and (3.2), it holds

$$- \int_\Omega g_{-\gamma} \nabla_x \cdot v_{-\gamma} dx = \int_\Omega g_{-\gamma} \cdot [\partial_3 w_{-\gamma} - |\nabla_x|^{-\gamma}G_2] dx = \int_\Gamma g_{-\gamma} \cdot w_{-\gamma} dx' - \int_\Gamma g_{-\gamma} \cdot |\nabla_x|^{-\gamma}G_3 dx'dx' - \int_\Gamma g_{-\gamma} \cdot |\nabla_x|^{-\gamma}G_4 dx'.
$$

Adding above two equalities together, we obtain

$$\frac{1}{2} \frac{d}{dt} \int_\Omega |v_{-\gamma}|^2 dx + g \int_\Gamma |\zeta_{-\gamma}|^2 dx' + \int_\Omega |\nabla v_{-\gamma}|^2 dx \leq \int_\Omega (|\nabla_x|^{-\gamma}G_1 \cdot v_{-\gamma} + g_{-\gamma} \cdot |\nabla_x|^{-\gamma}G_2) dx + \int_\Gamma (|\nabla_x|^{-\gamma}G_3 \cdot v_{-\gamma} + g_{-\gamma} \cdot |\nabla_x|^{-\gamma}G_4) dx' \leq \|v_{-\gamma}\|_1 \cdot (\|\nabla_x|^{-\gamma}G_1\|_0 + \|\nabla_x|^{-\gamma}G_3\|_0) + \|\zeta_{-\gamma}\|_0 \cdot (\|\nabla_x|^{-\gamma}G_2\|_0 + \|\nabla_x|^{-\gamma}G_4\|_0),$$

and by Poincaré inequality, it obtain

$$\frac{d}{dt} \int_\Omega |v_{-\gamma}|^2 + g \int_\Gamma |\zeta_{-\gamma}|^2 + \int_\Omega |\nabla v_{-\gamma}|^2 \leq \|\nabla_x|^{-\gamma}G_1\|_2^2 + \|\nabla_x|^{-\gamma}G_3\|_2^2 + \|\zeta_{-\gamma}\|_0 \cdot (\|\nabla_x|^{-\gamma}G_2\|_0 + \|\nabla_x|^{-\gamma}G_4\|_0) \tag{3.3}$$

$$\leq (c(t) + \|\zeta_{-\gamma}\|_0) D^2(t).$$
In the last inequality, Lemma 4.2 and Lemma 4.3 in the appendix are used to estimate the nonlinear terms.

Integrating (3.3) over \([0,t]\) and combining the resulted inequality with the a-priori estimate (2.2) together, we obtain

\[
\int_{(\Omega)} |\zeta_\gamma(t,\cdot)|^2 \leq C \left( \mathcal{E}^2(0) + F^2(0) + \|v_\gamma(0,\cdot)\|^2_0 + |\zeta_\gamma(0,\cdot)|^2_0 + \int_0^t |\zeta_\gamma(s,\cdot)|_0 \cdot D^2(s)ds \right),
\]

where the positive constant \(C\) is independent of the time \(t\). Define

\[
\mathcal{Y}(t) := \mathcal{E}^2(0) + F^2(0) + \|v_\gamma(0,\cdot)\|^2_0 + |\zeta_\gamma(0,\cdot)|^2_0 + \int_0^t |\zeta_\gamma(s,\cdot)|_0 \cdot D^2(s)ds,
\]

which satisfies

\[
\mathcal{Y}'(t) = |\zeta_\gamma(t,\cdot)|_0 \cdot D^2(t) \leq \frac{1}{2} \left( |\zeta_\gamma(t,\cdot)|^2_0 \cdot D^2(t) + D^2(t) \right) \leq \frac{C}{2} \mathcal{Y}(t)D^2(t) + \frac{1}{2} D^2(t).
\]

By the Gronwall inequality and the a-priori estimate (2.2), it holds

\[
|\zeta_\gamma(t,\cdot)|^2_0 \leq C \left( \mathcal{E}^2(0) + F^2(0) + \|v_\gamma(0,\cdot)\|^2_0 + |\zeta_\gamma(0,\cdot)|^2_0 \right).
\]

(3.4)

By the interpolation inequality, we have

\[
|\zeta(t,\cdot)|_0 \leq |\zeta_\gamma(t,\cdot)|_0^{\frac{1}{\gamma}} \cdot |\nabla \zeta(t,\cdot)|_0^{\frac{\gamma}{\gamma - 1}},
\]

and combining this with (3.4) together, we get

\[
|\zeta(t,\cdot)|_0 \leq C |\nabla \zeta(t,\cdot)|_0^{\frac{\gamma}{\gamma - 1}},
\]

(3.5)

where the positive constant \(C\) only relies on the initial data, independent of the time \(t\). By (3.5), we immediately get

\[
\mathcal{E}(t) \leq D^\frac{\gamma}{\gamma - 1}(t),
\]

and then combining it with the a-priori estimates (2.2) together, we obtain

\[
\frac{d}{dt} \mathcal{E}^2(t) + \partial \mathcal{E}^{2+\gamma}(t) \leq 0
\]

for some positive constant \(\partial\). Therefore we obtain the decay rate

\[
\mathcal{E}(t) \leq C(1+t)^{-\frac{\gamma}{\gamma - 1}},
\]

where the constant \(C > 0\) relies on the initial data and \(\gamma\), independent of the time \(t\).

\[\square\]

4 Appendix

4.1 The local existence

For the completeness of this paper, we show the local existence to equations (1.10) and (1.11), which is proved in our recent paper [27, 28].

**Proposition 4.1.** Assume that the initial data \((v_0,\zeta_0) \in H^4(\Omega) \times H^\frac{5}{2}(\Gamma)\) in the horizontal periodic domain or horizontal infinite domain and \(\sup_{x' \in \Gamma} |\zeta_0(x')| < \Delta\). Suppose the condition (1.14) and the compatibility (1.21) hold. Then there exists a positive constant \(T\), only depending on the initial data \((v_0,\zeta_0)\), such that equations (1.18)-(1.20) have a unique local strong solution \((v,\zeta) \in L^\infty([0,T], H^4(\Omega)) \times L^\infty([0,T], H^\frac{5}{2}(\Gamma)) \cap L^2([0,T], H^2(\Omega)) \times L^2([0,T], H^\frac{3}{2}(\Gamma))\), satisfying

\[
\sup_{0 \leq t \leq T} (\mathcal{E}^2(t) + F^2(t)) + \int_0^T (D^2(t) + F^2(t))dt \leq C(\mathcal{E}(0) + F(0))
\]

for some positive constant \(C\).

**Remark 4.1.** The proof of Proposition 4.1 is showed by the simple tool, contraction mapping principle. The essential idea is to construct the approximate solution via the new derived wave equation (2.70) with strong damping term, seeing the details in our recent paper [27, 28].
4.2 Analytic tools

In the following, we will list some useful analytic tools which are applied to estimate the nonlinear terms.

**Lemma 4.1.** The following results hold on the smooth domain $\Gamma \subset \mathbb{R}^n$.

1. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_1 > \frac{2}{r}$. Let $f \in H^{s_1}(\Gamma)$ and $g \in H^{s_2}(\Gamma)$. Then $f \cdot g \in H^r(\Gamma)$ and
   \[ \|f \cdot g\|_{H^r} \lesssim \|f\|_{H^{s_1}} \cdot \|g\|_{H^{s_2}}. \]

2. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_2 > r + \frac{2}{r}$. Let $f \in H^{s_1}(\Gamma)$ and $g \in H^{s_2}(\Gamma)$. Then $f \cdot g \in H^r(\Gamma)$ and
   \[ \|f \cdot g\|_{H^r} \lesssim \|f\|_{H^{s_1}} \cdot \|g\|_{H^{s_2}}. \]

3. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_2 > r + \frac{2}{r}$. Let $f \in H^{-r}(\Gamma)$ and $g \in H^{s_2}(\Gamma)$. Then $f \cdot g \in H^{-s_1}(\Gamma)$ and
   \[ \|f \cdot g\|_{H^{-s_1}} \lesssim \|f\|_{H^{-r}} \cdot \|g\|_{H^{s_2}}. \]

The important inequalities are described in the next two lemmas to be applied in the negative-index Sobolev space, which can be proved by Hardy-Littlewood-Sobolev inequality, seeing the details in [13] and the references therein.

**Lemma 4.2.** Let $\gamma \in (0,1)$. Then

(i) If $f \in L^2(\Omega)$, $g$ and $\nabla_\ast g \in H^1(\Omega)$, we have
   \[ \|\nabla_\ast |^{-\gamma}(f \cdot g)\|_0 \lesssim \|f\|_0 \cdot \|g\|_0^\gamma \cdot \|\nabla_\ast g\|_0^{-1 - \gamma}. \]

(ii) If $f \in L^2(\Gamma)$ and $g \in H^1(\Gamma)$, we have
   \[ \|\nabla_\ast |^{-\gamma}(f \cdot g)\|_0 \lesssim \|f\|_0 \cdot \|g\|_0^\gamma \cdot \|\nabla_\ast g\|_0^{-1 - \gamma}. \]

**Lemma 4.3.** Let $\gamma \in (0,1)$. If $f \in H^k(\Omega)$ for any $k \geq 1$, then
   \[ \|\nabla_\ast |^{-\gamma} \nabla_\ast^k f\|_0 \lesssim \|\nabla_\ast^{k-1} f\|_0^\gamma \cdot \|\nabla_\ast^k f\|_0^{-1 - \gamma}. \]
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