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Abstract—Taking advantage of known uncertainty patterns (e.g., uncertainty distributions) and strategically exploiting the uncertainty priors has been a prevalent methodology in the design of planning algorithms for autonomous systems that need to cope with various sources of uncertainty. However, in many scenarios the pattern of uncertainty is dynamic – it reveals new patterns varying with some underlying parameters. We envision that such “multi-dimensional” uncertainty dynamics represent a more general description of the uncertainty, but could introduce extra complexity in modeling and solving planning problems. Therefore, we propose a principled planning and decision-making framework that takes into account multiple dimensional uncertainty.

One relevant and concrete example is to deal with uncertainty that varies significantly both spatially and temporally. To incorporate such variability, in this paper we propose to generalize Markov Decision Processes, by incorporating the time-varying uncertainty and redesigning the fundamental value propagation mechanisms. We transform this decision-making method that considers only immediate and static uncertainty descriptions to an upgraded planning framework that is able to adapt to future time-varying uncertainty over some horizon.

I. INTRODUCTION

To illustrate the research challenges and impact of the proposed approach, consider a scenario where an underwater vehicle needs to spend a few weeks to navigate across a vast area of ocean to reach a goal location (underwater vehicles such as autonomous gliders can travel a long distance but move at speeds comparable to those of, or even slower than, typical ocean currents [63, 51]). Besides the obstacle regions, e.g., shores and shipping lanes which could result in collisions, the planning algorithms also need to take into account the ocean currents which vary both spatially and temporally. These currents are often strong enough to alter the vehicle’s motion significantly, as illustrated in Fig. 1. When planning for a long-range and long-term task, an accurate planner will require a forecast of ocean currents at the destination, as well as intermediate way-points, in order to determine suitable actions.

One drawback of state-of-the-art decision-making methodologies lies in the fact that, the basic model relies on a known uncertainty description that is “snapshot at a certain moment”[44, 40, 36]. Such frameworks may be used for online planning through “catching up” to the latest dynamics via a series of repetitive replanning processes. However, replanning strategies still do not take into account future time-varying uncertainty dynamics which can be beneficial if properly considered. In essence, we believe that the planning and decision-making community still lacks a general methodology to compute control policies that consider not only a fully known (current and past) stochastic description, but also a (possibly uncertain) prediction of future dynamics. Therefore, in this paper we investigate decision-theoretic planning under multi-dimensional uncertainty, and design an architecture with fundamentally new mechanisms that generalize existing decision-making methodologies. We validated our method in the scenario of ocean monitoring, and the results show that our approach leads to smaller travel distances and shorter travel times compared to state-of-the-art method.

II. RELATED WORK

Motion planning under uncertainty is an important functionality for autonomous robots operating in uncontrolled environments [37, 19, 60]. Many planning under uncertainty problems can be formalized in a decision-theoretic framework [6, 15] where the two main sources of uncertainty arise from imperfect sensors and actions. Comparing with deterministic path/trajecory planners (e.g., methods based on A* [17] or shortest path [64] or optimal control [5]) and many probabilistic motion planners (e.g., approaches based on RRT [24] or PRM [25]), an advantage of the decision-theoretic framework is that it exploits the stochastic structure of the world model and enforces rewards/penalties for outcomes of future actions. Markov decision processes (MDPs) have been
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Fig. 1. Ocean currents along the US west coast predicted by the Regional Ocean Modeling Systems (ROMS) [48].
developed as extremely useful conceptual models for understanding decision-theoretic planning [40, 4]. Building upon the MDP architecture, a partially observable MDP (POMDP) is a generalization of MDPs to situations where an agent cannot reliably identify the underlying environment state [23, 1, 45]. Such an extension dramatically increases the computational complexity, making exact solutions practically intractable as an agent could potentially need to account for all of the previous observations and actions rather than just the current state [39, 9, 32, 30]. One drawback of existing decision-theoretic methods lies in models’ reliance on known static transition dynamics and the lack of a principled methodology that considers not only a fully known stochastic description, but also a prediction of future dynamics.

Markov transition dynamics can be time-varying. Time-varying Markov models have been investigated for pattern analysis of economic growth [35, 3], which aims at understanding the dynamics of growth based on a collection of different states corresponding to different countries. However, these existing models have been constructed using Hidden Markov Models (HMMs), and assume that there is no action to control state transitions. Time-varying HMM-based models have also been employed for analyzing fiscal policies such as civilian spending and taxing [2], stock market [21], economic inflation [26], term structure of interest rates [34], as well as extreme temperature events [20]. Distinct from these methods, optimizing action policies while integrating a predictive transition model is an important characteristic, as well as a challenging objective, for robotics decision-making research.

Proximal works also include reinforcement learning (RL) [22, 55, 27]. In RL, an agent tries to maximize accumulated rewards by interacting with the environment during its life-time, where the environment is typically formulated as an MDP. RL methods differ from the classical MDPs in that they usually do not need knowledge about the MDP model and they target large MDPs where exact methods become slow or infeasible [11]. RL methods can be divided into two broad classes, model-based and model-free, which perform optimization in different fashions [12]. Model-based RL uses agent’s experience to construct an internal model of the transition dynamics and obtain immediate outcomes in the environment. Policies are then computed by searching or planning in this learned model [61]. In contrast, model-free RL uses experience to learn directly the state/action values or policies which can achieve the same optimal behavior but without estimation or use of a world model [52]. A technique related to future prediction is the temporal difference (TD) learning [54, 57]. More formally, TD learning is a technique where the learning agent learns to predict the expected value of a variable occurring at the end of a sequence of states. RL extends the TD technique by allowing the learned state-values to guide actions, and correct previous predictions based on availability of new observations [55, 7]. Additionally, in order to extend the discrete-time actions, a temporal abstraction based concept called options has been designed so that actions can be performed in a more flexible manner [53]. Nevertheless, although these learning techniques allow agents to learn rewards or transition dynamics while they are interacting with the environment, in general they neither consider time-varying transition dynamics nor have embedded predictive models into the basic algorithmic value propagation (iteration) processes.

The proposed method is very relevant to environmental monitoring scenarios. Environmental monitoring and sensing allow scientists to gain a greater understanding of the planet and its environmental processes [16]. Increasingly a variety of autonomous robotic systems including marine vehicles [18, 8, 58], aerial vehicles [62, 10, 50], and ground vehicles [59, 56, 43], are designed and deployed to measure environmental attributes related to, e.g., physical, chemical or biological parameters. Particularly, autonomous underwater gliders are advantageous in that they are capable of long-term ocean monitoring tasks over several weeks or months [46, 33, 38, 31]. Predictions of ocean currents have previously been used to improve the navigation capabilities of autonomous vehicles and improve the safety of their operation [29, 41, 49, 13]. While these prior works provide a basis for navigation, they are missing a principled analysis of the uncertainty of predictions.

Unlike typical decision-theoretic or RL based schemes employed in the spatio-temporal monitoring domains, in this work we investigate planning under multi-dimensional uncertainty dynamics and propose a novel model to address the issue. Specifically, we extend the basic decision-theoretic planning framework to a more generalized methodology by considering the stochastic transition dynamics that occur in both spatial and temporal dimensions.

III. Problem Description

Markov Decision Processes (MDPs) have served as an important basis for decision-making research in many domains. In this work, we assume that robots’ states are fully observable and use an MDP to model and analyze the uncertainty and decision structures. With appropriate adjustments, the underlying model can be extended to partially observable scenarios as long as the basic planning framework is completed and clear.

A. Preliminary: Standard Markov Decision Processes

Definition 3.1: An MDP $\mathcal{M}$ is defined by a 4-tuple $\mathcal{M} = \langle S, A, T, R \rangle$, where $S = \{s\}$ and $A = \{a\}$ represent the countable state space and action space, respectively. The stochastic transition dynamics, also known as the transition model, for an agent can be expressed as

$$T_a(s, s') = \Pr(s_{k+1} = s'|s_k = s, a_k = a)$$

which is a probability mass function that leads the agent to succeeding state $s_{k+1} = s'$ when it executes the action $a_k = a$ from state $s_k = s$. The time step $k$ is also known as the computing epoch. The forth element $R_a(s, s')$ in the tuple is a positive reward scalar for performing action $a$ on $s$ and reaching $s'$.

A control policy is a complete mapping $\pi : S \rightarrow A$ so that the agent applies the action $a_k \in A$ in state $s_k \in S$ at step $k$. 

$$T_a(s, s') = \Pr(s_{k+1} = s'|s_k = s, a_k = a)$$
If the action is independent of $k$, the policy is called stationary and $a_k$ is simply denoted by $a$.

**Note that, unlike conventional formulations, here we use $k$ instead of $t$ to index the algorithmic iterative steps/epochs, for both stationary and non-stationary models. In other words, we also regard the time-dependent non-stationary algorithm iterations as a momentary event, in order to distinguish the temporal process (evolution) which will be discussed in the remainder of this paper.**

Starting from state $s_0$ for a number of $k$ steps, let the sequence of future actions be $\{a_1, a_2, \cdots, a_k\}$ and the sequence of future states be $\{s_1, s_2, \cdots, s_k\}$; then the value (accumulated reward) for state $s_0$ can be expressed as

$$V(s_0) = \sum_{i=0}^{k} \gamma^i R_a(s_i, s_{i+1}). \quad (2)$$

If steps number $k$ is finite, $\gamma = 1$; otherwise $\gamma \in (0, 1)$ is a discount factor for discounting future rewards at a geometric rate. In this work, we are interested in stationary MDPs with infinite horizon (i.e., $k \to \infty$).

**Definition 3.2:** the Q-value of a state-action pair $(s, a)$ is defined as the the one-step look-ahead value of state $s$ if the immediate action $a$ is performed. More formally,

$$Q(s, a) = \sum_{s'\in S} T_a(s, s')(R_a(s, s') + \gamma V(s')). \quad (3)$$

The MDP problem is to find an optimal policy $\pi^*$ satisfying

$$V_{\pi^*}(s) \equiv V^*(s) = \max_{a \in A} Q(s, a), \forall s \in S. \quad (4)$$

When $\gamma < 1$, there exists a stationary policy that is optimal. In this case, $V^*$ is the unique solution to the Bellman equations:

$$V^*(s) = \max_{a \in A} \sum_{s' \in S} T_a(s, s')(R_a(s, s') + \gamma V^*(s')). \quad (5)$$

From Eq. (5), the optimal action policy $\pi^*(s)$ can be obtained

$$\pi^*(s) = \arg \max_{a \in A} \sum_{s' \in S} T_a(s, s')(R_a(s, s') + \gamma V^*(s')). \quad (6)$$

Employing Bellman’s principle of optimality avoids enumerating solutions naively. In particular, dynamic programming based value iteration (VI) and policy iteration (PI) are the most widely used strategies for solving MDPs [40, 4].

**B. Challenge: A Two Dimensional Uncertainty Problem**

In many practical scenarios, e.g., marine vehicles in the ocean or aerial vehicles flying in the air, the transition model need not be static. Fig. 2(a) shows a spiral trajectory of an unpowered robot pushed by a spinning disturbance force field in a small local area. This scenario illustrates that the transition dynamics caused by environmental disturbances can vary over time, which consequently requires the control policy also to be a function of time in order to reject the time-varying disturbances.

In the remainder of this paper, we use a two-dimensional case to describe the essence of multi-dimensional transition dynamics.

**Definition 3.3:** The first dimension corresponds to the conventional transition model – the known/learned probability distribution that describes the agent’s uncertain outcomes. For example, in the underwater vehicle planning scenario, since the uncertain outcomes of each action are usually characterized spatially, thus, the first dimension in this example is based on spatial uncertainty.

**Definition 3.4:** The second dimension corresponds to the dynamic and uncertain change of the first dimension uncertainty. More formally, the MDP transition model is not necessarily static, and it may vary with some other parameters. In the underwater vehicle planning case, the transition model can vary with time and it can also be uncertain due to the changing ocean currents. Thus, the second dimensional dynamics here is the *time-varying transition model* (i.e., temporal dynamics of spatial dynamics).

Since a non-stationary MDP is dependent of time, we thus have first attempted to employ it to model time-varying transition dynamics. Specifically, future moments $t$ at which the transition dynamics and rewards are predicted are mapped/modelled as algorithmic epochs $k$ in a non-stationary MDP. Fig. 2(b) shows a result from field trials, from which we can observe that the policies form a few regions similar to the “optimization local minima”, which would trap the marine...
vehicle in dead-ends. With thorough analysis, we conclude with a few possible reasons:

- Although formulating the temporal dimension transition model as a time-dependent non-stationary MDP can integrate predicted future dynamics, the standard MDP solution method (e.g., value iteration) for iteratively propagating values mixed with both spatial and temporal dynamics becomes meaningless as it is hard to interpret underlying computing mechanisms. This could be the main reason for the “trapping” patterned policies depicted in Fig 2(b).

- The non-stationary property of MDPs corresponds to the finite-horizon of value propagation from a certain state. Modeling time-varying transition dynamics with a non-stationary MDP will therefore, limit the horizon of value propagation, and thus results in incomplete knowledge and impact of distant states. In other words, the non-stationary MDP used in this way will not only limit the temporal horizon, but also the spatial horizon, which suggests a highly suboptimal solution.

- The MDP is essentially a static offline method, but the future transition dynamics are changing and uncertain. A static offline model cannot effectively update and correct old predictions with new observations.

IV. TECHNICAL APPROACH

The analysis and concerns in Section III-B motivate us to design a decision-making framework that involves both spatial and temporal (more generally, multi-dimensional) transition dynamics.

A. Augment from “Spatial Only” to Both Spatial & Temporal

In order to update with temporal dynamics, existing approaches used in the MDP formulation but without modifying the MDP mechanism is to run the MDP solver at every time step after the agent reaches a new state (or whenever it is necessary, e.g., see [14]). However such an ad-hoc replanning approach is inefficient and can result in a highly sub-optimal solution as it only considers current but never future transition dynamics. Since the optimal values of all states together determine the optimal action policy \( \pi(s) \), \( \forall s \in S \), outdated values of distant states evaluated at an early period can mislead the agent towards a wrong direction from the global perspective. Imagine that the values are propagated from states far away – and equivalently the far future – but impact or even determine the agent’s immediate action at the current state and moment. However, the agent will need to spend time to reach a distant state, but the previously assumed transition dynamics may have changed before the agent arrives at that distant state. This indicates that the standard MDP model and its ad-hoc extensions are limited in their abilities in catching up to temporal dimensional transition dynamics.

Therefore, the MDP transition model \( T_a(s,s') \) needs to be a function of time, and we re-write it as \( T_a(s,s',t) \). Similarly, the reward function becomes \( R_a(s,s',t) \). Built on these changes, the value function is modified accordingly:

\[
V^*(s, t) = \max_{a \in A} \sum_{s' \in S} T_a(s, s', t) \left( R_a(s, s', t) + \gamma V^*(s', t') \right).
\]

Comparing the standard MDP (6) with Eq. (7), we see that every term of Eq. (7) is a function of time. We define this as a temporal-MDP: \( \mathcal{M}(t) = < S, A, T(t), R(t) > \).

**Remark 4.1:** A major difference between the temporal-MDP \( \mathcal{M}(t) \) and the conventional MDP \( \mathcal{M} \) lies in that, \( \mathcal{M}(t) \) is built on, and thus requires estimation of, transition time among states, which is different from MDP’s “state hopping” – an important property inherited from Markov Chains.

The transition time here denotes the travel time of a robot from a state \( s \) to another state \( s' \). For \( \mathcal{M}(t) \), standard solution methods such as value/policy iteration are not directly applicable due to the addition of temporal dimensional dynamics. Formally, although formulating the temporal dimension transition model as a time-dependent non-stationary MDP can utilize predicted dynamics, the standard iterative solution schemes (e.g., value iteration) for propagating values, which are mixed with both spatial and temporal dynamics, becomes meaningless. In other words, we can still use the old MDP framework to compute and obtain a solution, but the underlying computing mechanism cannot be interpreted cleanly as it lumps two different/dimensional transition dynamics together.

Consequently, solving \( \mathcal{M}(t) \) needs to incorporate future transition dynamics at correct moments in time. For instance, assume that at time \( t_0 \) the robot is situated at state \( s_0 \), and let \( t(s_0, s) \) be the state transition time from \( s_0 \) to an arbitrary state \( s \). Since the transition model is a function of time, when the robot eventually arrives at state \( s \), the transition dynamics that impact the robot is \( T_a(s, s', \tau) \) where \( \tau = t_0 + t(s_0, s) \) instead of some static \( T_a(s_0, s) \) – or equivalently \( T_a(s_0, s, t_0) \). Therefore, value evaluation/iteration for state \( s \) at the starting moment \( t_0 \) needs to utilize the transition model \( T_a(s, s', \tau) \) captured at \( \tau \). Fig. 3 depicts such an idea.

Note that, here we use a perfect prediction model that assumes the estimated times \( t(s_0, s) \) and \( \tau \) are accurate. This however, is unrealistic due to the agent’s stochastic behavior. This problem is addressed in the following subsections.
MDP is built on discrete state space $S$, whereas the robot motion is continuous. In continuous space, we re-define these variables:

- State $x$ is the counterpart of $s$ but in continuous state space. When $x$ coincides at $s$, we denote such state as $x(s)$ in continuous space. We can also map $x$ back to discrete space: $x \mapsto s$ if $||x - s||$ is less than space partition resolution;
- Local control reference $a(s)$ at $s$ is a vector and it is mapped from MDP’s action $a \in A$;
- Vector $d(s)$ expresses environmental/external disturbance at $s$.

Oftentimes the robot’s action $a(s)$ and external disturbance $d(s)$ are additive (e.g., forces, velocities) and produce a resultant/net vector $r(s) = a(s) + d(s)$ applied on the robot. We assume $a(s)$ and $d(s)$ contain noises subject to independent Gaussian distributions. Given a fixed time $T$, the robot's resultant state $x$ after applying $a(s)$ and being disturbed by $d(s)$ also follows a Gaussian distribution:

$$f_a(x) = \frac{1}{\sqrt{(2\pi)^d|\Sigma|}} \exp\left(-\frac{1}{2}(x - \mu)^T \Sigma^{-1}(x - \mu)\right)$$

(8)

where $\mu$ and $\Sigma$ are the mean and covariance of $x$, respectively. It is worth mentioning that the MDP may produce multiple optimal actions (with equal optimal value) at some state. In such a case, a mixture distribution can be used,

$$f_{\{a_1, \ldots, a_k\}}(x) = \sum_{i=1}^{k} w_i f_{a_i}(x) = \frac{1}{k} \sum_{i=1}^{k} f_{a_i}(x),$$

(9)

where the weighting parameter $w_i$ for component PDFs are identical as actions have the same optimal value.

Let $\{a^*(s)\}$ be the set of optimal actions at state $s$, the transition dynamics thus can be expressed as

$$T_a(s, s', t) = \Pr(s'_t \mid s_t, \{a^*(s_t)\}, d(s_t)).$$

(10)

In practice, such discrete probability mass function is approximated by integrating Eq. (8) over discretized volumes.

### C. Transition Time Estimation

As mentioned earlier, temporal-MDP $\mathcal{M}(t)$ is parameterized with transition time, thus a good time estimation scheme is important. Specifically, from currently situated state $s_0$, the robot needs to estimate transition time to all other states. We develop an approach by taking two steps: the first step is to estimate “local” transition time from each state $s \in S$ to its one-hop succeeding states $\mathcal{N}(s) \subseteq S$ that $s$ can directly transit to, built on which the second step is to estimate the “global” transition time from robot’s current state $s_0$ to all other multi-hop states $S \setminus \mathcal{N}(s_0)$.

#### 1) Local One-Hop Transition Time Estimate:

Due to the stochastic nature of transition model, the robot situated at a state $s$ may eventually arrive at any one-hop succeeding state $s' \in \mathcal{N}(s)$. However, the estimation of transition time $t(s, s')$ is based on the assumption that the robot will reach a designated next state $s'$ with probability 1. To satisfy this assumption, we choose the action $\tilde{a}(s)$ with which the robot motion is toward $s'$. Let $\tilde{r}(s) = \tilde{a}(s) + d(s)$ denote the resultant of such selected action and environmental disturbance at $s$.

To simplify the calculation, one way is to transform the coordinate system such that the robot’s motion direction $\tilde{r}(s)$ is exactly on an arbitrary coordinate basis, built on which the multivariate PDF can be approximated to a univariate PDF by marginalization.

Fig. 4 shows an illustration with robot state $s$ located at the coordinate origin. There is an angle $\theta$ between $\tilde{r}(s)$ and a basis $x_1$. To transform the coordinate system such that $\tilde{r}(s)$ is on $x_1$, the coordinate needs to rotate with corresponding rotation matrix $R(\theta)$. More generally, with a rotation matrix $R$ and replacing $x = Rx$ in Eq. (8), we obtain a distribution in a transformed coordinate system:

$$f(x) \propto \exp\left(-\frac{1}{2}(x - R^{-1}\mu)^T R^T \Sigma^{-1} R(x - R^{-1}\mu)\right)$$

$$\propto \exp\left(-\frac{1}{2}(\tilde{x} - R^T \mu)^T (\tilde{\Sigma})^{-1}(\tilde{x} - R^T \mu)\right)$$

(11)

where $\tilde{\mu} = R^T \mu$ and $\tilde{\Sigma} = R^T \Sigma R$ after transformation.

Next we can calculate the expectation of resultant states in the robot’s motion direction. Formally, let $x_i$ denote a selected $i$-th basis (variable) in the direction of motion in the new coordinate system, and $x_{-i} = (x_1, \cdots, x_{i-1}, x_{i+1}, \cdots, x_d)$ represent all other variables. Then the conditional expectation
of \( x_i \) can be calculated by
\[
E(x_i|x_{-i} = 0) = \int x_i f(x_i|x_{-i}) I_{x_{-i} = 0}(x_{-i}) dx
\]
\[
= \int x_i f(x_i,x_{-i}) I_{x_{-i} = 0}(x_{-i}) dx
\]
\[
= \int_{0}^{\tau} x_i f(x_i,x_{-i}) I_{x_{-i} = 0}(x_{-i}) dx_{-i} dx_i
\]
where indicator variable \( I_{x_{-i} = 0}(x_{-i}) = 1 \) if \( x_{-i} = 0 \) and 0 otherwise. And \( \tau \) can be either \( +\infty \) (motion in the direction of \( x_i \)) or \( -\infty \) (motion against the direction of \( x_i \)).

Since states are obtained by applying \( r(s) \) for a fixed time \( T \), the transition time \( t(s,s') \) is approximated by
\[
t(s,s') = \frac{||s-s'||}{E(x_i|x_{-i} = 0)/T}
\]
where \( ||s-s'|| \) represents the translation (Euclidean distance) between the two states and the denominator is the estimated velocity given that the destination state is \( s' \).

2) **Global Multi-Hop Transition Time Estimate:**

Using the one-hop transition time, we can estimate the global multi-hop transition time \( t(s,s_c) \) from an arbitrary state \( s \) to a non-succeeding ending state \( s_c \in S \). The idea is to compute the first passing transition time at state \( s_c \). Note, the classic Markov Chain first-passage times method does not apply here because it only considers, and therefore only analyzes, the number/pattern of hops, instead of estimating the real non-identical travel time costs.

We formulate the problem in the fashion of Kolmogorov equations [28]. For example, from \( s_1 \), the transition time \( t(s_1,s_c) \) can be represented by an expectation \( E(t(s_1,s_{j(1)}^{(1)})) + t(s_{j(1)}^{(1)},s_c) \), where \( s_{j(1)}^{(1)} \in N(s_1) \) is \( s_1 \)'s one-hop succeeding states, and \( t(s_{j(1)}^{(1)},s_c) \) is again a multi-hop transition time from \( s_{j(1)}^{(1)} \) to ending state \( s_c \). Similarly, we can formulate transition time \( t(s_i,s_c) \) for all other \( s_i \in S \) to \( s_c \):
\[
t(s_1,s_c) = \sum_{\forall s_{j(1)}^{(1)} \in N(s_1)} T_a(s_1,s_{j(1)}^{(1)}), t(t(s_1,s_{j(1)}^{(1)}) + t(s_{j(1)}^{(1)},s_c))
\]
\[
t(s_n,s_c) = \sum_{\forall s_{j(n)}^{(n)} \in N(s_n)} T_a(s_n,s_{j(n)}^{(n)}), t(t(s_n,s_{j(n)}^{(n)}) + t(s_{j(n)}^{(n)},s_c))
\]
where \( t(s_c,s_c) = 0 \) and each \( t(s_i,s_{j(1)}^{(1)}) \) denotes the previously obtained one-hop transition time.

We have a total of \( |S| \) variables and \( |S| \) equations, which form a linear system. From the current state \( s_0 \), there are \( |S| - |N(s_0)| \) multi-hop non-succeeding states. Therefore, we need to solve \( |S| - |N(s_0)| \) linear systems in each of which we specify a different ending state \( s_c \in S \setminus N(s_0) \). In many decision-making scenarios, the number of one-hop succeeding states are limited, thus many coefficients in the linear system are zeros, which can be solved by sparse linear system solvers.

**D. Synergy of Processes from Spatial & Temporal Dimensions**

Finally, the estimated transition time need to be incorporated into the MDP's value iteration process. As described earlier, the transition dynamics \( T_a(s,s',t) \) are a function of time. Here the parameter \( t \) is exactly the transition time from the robot’s current state \( s_0 \) to a “to-be-evaluated” state \( s \), i.e.,
\[
T_a(s,s',t) = T_a(s,s',t(s_0,s)).
\]
Specifically, after each iteration of standard MDP value propagation, the action policy is updated. Based on the updated policy, the transition time estimates from current situated state to all other states \( t(s_0,s) \forall s \in S \) are calculated, which are then used to update the transition dynamics \( T_a(s,s',t(s_0,s)) \) at \( s \). The updated transition dynamics are in turn utilized for next value iteration and time estimate. The corresponding pseudo-code is described in Alg. 1.

**Algorithm 1: Value Iteration (with robot current state \( s_0 \))**

1. Initialize: \( k \leftarrow 1 \)
2. foreach \( s \in S \) do
   3. Initialize \( V_0(s) = 0, t(s_0,s) = 0 \)
   4. \( f^* \) value propagation in spatial dimension */
   5. foreach \( s \in S \) do
      6. \( \pi_k^*(s) = \arg\max_{a \in \mathcal{A}} \sum_{s' \in \mathcal{N}(s)} T_a(s,s',t(s_0,s)) \cdot \left( R_a(s,s',t(s_0,s)) + \gamma V_{k-1}(s',t(s_0,s')) \right) \)
      7. update optimal action \( a^*(s) = \pi_k^*(s) \)
   8. \( f^* \) transition time estimates in temporal dimension */
   9. foreach \( s \in S \) do
      10. Estimate one-hop transition time \( t(s,s_j) \)
      11. Estimate multi-hop transition time \( t(s_0,s) \)
   12. \( k \leftarrow k + 1 \), goto Step 5.
13. Terminate if algorithm reaches given tolerance

In essence, the underlying computing mechanism can be imagined as value iterations that combine both spatial “expansion” and temporal “evolution”, which occur simultaneously in two dimensions. Specifically, the process in the spatial dimension corresponds to the standard MDP value iteration that proceeds on predicted transition dynamics; whereas the other process in the temporal dimension estimates and updates future transition dynamics based on action policies generated from the spatial process.

**E. Transition Dynamics Update and Correction**

The horizon of transition dynamics prediction can be limited. Also, estimation of transition time is uncertain and the uncertainty grows as the planning horizon increases. This implies that the proper way to reduce the propagated uncertainty is to correct the prior estimates after some period. In particular, while planning for long-range and long-term missions (e.g., in marine vehicle planning scenarios, the distance between
are available; (2) a shorter control horizon which will be updated whenever new predictions are available; (2) a shorter control horizon that is used to optimize robot’s motion. In our framework, a time step is the time window the robot transiting from one state to a succeeding state in the discrete state space, and we utilize the control horizon to “smooth” discrete actions. In greater detail, the MDP generates a set of actions, from which we map to a series of control/action references \{a_1, \cdots, a_n\} as described in Section IV-B. We observe that such an action sequence can cause drastic changes of motion when the robot switches from one state to another. Consequently, the SMPC mechanism smooths control inputs by minimizing deviations from both discrete states (trajectory way-points) and the action references subject to motion dynamics. More formally, let \(u_t\) denote the smoothed control input, then we have,

\[
\begin{align*}
\min_{\{u_{t_0}, \cdots, u_{t_{N-1}}\}} & \mathbb{E} \left( \sum_{t=t_0}^{t_{N-1}} l_t(x_t, u_t, d_t) \right) \\
\text{s.t.,} & \quad x_{t+\Delta t} = h(x_t, u_t, d_t), \\
& \quad x_{t_0} = x(s_0),
\end{align*}
\]

(16)

where \(s_0\) and \(t_0\) are the robot’s current state and time, respectively; \(N\) denotes the control horizon; \(\Delta t = t_i - t_{i-1}\) \((1 \leq i \leq N)\) represents the transition time to the expected next state, and

\[
l_t(x_t, a_t, d_t) = \| h(x_t, u_t, d_t) - x_t(s) \|^2 + \| u_t - a_t(s) \|^2
\]

(17)

measures the deviations from discrete states and action references. State \(s\) denotes the expected one-hop succeeding state resulted from current optimal action and environmental disturbance.

Since the objective of Eq. (16) is an expectation, the problem can be solved by dynamic programming as well:

\[
V(x_t) = \min_u l_t(x_t, u_t, d_t) + \mathbb{E} \left( V(x_{t+\Delta t}) \right)
\]

(18)

The control horizon \(N\) usually is a small number compared to the state size, solving Eq. (18) thus requires a small computational effort. Eq. (16) produces a series of control inputs \(u_{t_0}, \cdots, u_{t_{N-1}}\), but only the first one is implemented (i.e., used as local control reference). The process is repeated until the specified goal state is reached.

V. EXPERIMENTS

We validated our method in the scenario of ocean monitoring, where the ocean currents vary both spatially and temporally. A simulator written in C++ was built in order to test the proposed decision-making framework. The robot used in simulation is an underwater glider with a simplified kinematic model. The simulation environment was constructed as a two dimensional ocean surface, and we tessellated the environment into a grid map. We represent the center of each cell/grid as a state, where each non-boundary state has a total of nine actions, i.e., a non-boundary state can move in the directions of N, NE, E, SE, S, SW, W, NW, plus an idle action (returning to itself). Time varying ocean currents are external disturbances for the robot and are represented as a vector field. Specifically, vector \(\mathbf{u}(x_t)\) denotes the easting velocity component (along latitude axis) and vector \(\mathbf{v}(x_t)\) denotes the northing component (along longitude axis) and \(t\) represents time. The disturbance at \(x_t\) can thus be written as \(d(x_t) = \mathbf{u}(x_t) + \mathbf{v}(x_t)\). As mentioned earlier, a continuous state \(x\) can be mapped to a discrete tessellated state \(s \in S\) within tessellation resolution.

We consider two independent sources of uncertainty: (1) uncertainty of robot motion \(a(x_t) \sim \mathcal{N}(\mu_a, \Sigma_a)\), and (2) uncertainty of predicted ocean current disturbance \(d(x_t) \in \mathcal{N}(\mu_d, \Sigma_d)\). Thus the resultant vector \(r(x_t) = a(x_t) + d(x_t)\) applied on the robot is also subject to Gaussian distribution \(\mathcal{N}(\mu_a + \mu_d, \Sigma_a + \Sigma_d)\).

We first investigated the policy patterns generated from this proposed framework with two dimensional transition dynamics. While considering only robot action and its uncertainty (no external disturbance), Fig. 5(a) shows a policy map (red arrows) on a funnel-like time-surface where the color-map indicates estimated transition times from the robot state (bottom of the funnel). Fig. 5(b) and 5(c) are projected policy maps onto a 2D plane (ocean surface). A brighter region implies larger chance of being visited by the robot, and the difference of brighter regions in two figures reveals differing “magnitudes” of uncertainty (Fig. 5(b) has larger action uncertainty than Fig. 5(c)).

We tested our approach and the standard MDP with artificially created time-varying disturbances. Fig. 6 shows policies on a 10×10 grid map with a spinning vector field where each vector rotates with certain rate. Fig. 6(a) and Fig. 6(b) are policies generated from standard MDP and the presented temporal-MDP, respectively. Fig. 6(c) shows a predicted resultant vector field (i.e., \(r(s) = a(s) + d(s), \forall s \in S\)) for temporal-MDP, from which we can observe a pattern similar to the policy map in Fig. 6(a) that is produced from the standard MDP. This also indicates that, after a synergistic operation of spatial and temporal transition dynamics, the temporal-MDP “eliminates” the temporal dimensional dynamics and produces results similar to those of standard MDP with only spatial (one dimensional) transition dynamics.

We validated the method with a larger number of states and differing disturbance patterns. Fig. 7 shows a set of planning results, where the top two figures are results for a spinning vector field of disturbances, and the bottom two ones are disturbed by a vortex-like vector field with translating vortex center. Fig. 7(a) and 7(c) are trajectories from standard MDP, and Fig. 7(b) and 7(d) are results from the temporal-MDP method (here we assume the prediction horizon is sufficiently large).
Fig. 5. (a) Temporal-MDP policy (red arrows) on a funnel-like time-surface where the color-map indicates estimated transition time from the robot’s state (bottom of the funnel); (b)(c) Projected 2D policy maps with different magnitudes of action uncertainty. Red target symbol is the goal state to reach. (a) Temporal-MDP policy (red arrows) on a funnel-like time-surface where the color-map indicates estimated transition time from the robot’s state (bottom of the funnel); (b)(c) Projected 2D policy maps with different magnitudes of action uncertainty. Red target symbol is the goal state to reach.

Fig. 6. Policies under time-varying disturbances (disturbances are not shown in the figure) which is a spinning vector field $d(x, y_t) = R(\omega t)d_t$, where $R(\omega t)$ is the rotation matrix with rotating rate $\omega$ and $d$ is a constant value. (a) Policy map of standard MDP; (b) Policy map of temporal-MDP; (c) Predicted resultant vector $r(s) = a(s) + d(s)$ for temporal-MDP, which reveal similar pattern to the policy map of standard MDP.

We can observe that the trajectories of our method are much smoother and shorter.

Statistics with regard to trajectory lengths and time costs are provided in Fig. 8(a) and 8(b). These results indicate that the temporal-MDP method leads to smaller travel distances and shorter travel times. We use the Eigen iterative sparse matrix solver to compute linear systems for estimating multi-hop transition time. Fig. 8(c) shows that our method requires $\sim 15$ seconds for $\sim 1000$ states and $\sim 50$ seconds for $\sim 2000$ states (on a desktop with a 3.30GHz Intel i7 CPU).

We also tested the algorithms with real ocean current data. The simulator is able to read and process data from the Regional Ocean Model System (ROMS) which predicts/forecasts ocean currents up to 72 hours in advance. This allows us to utilize these ocean predictions to model the temporal dimensional transition dynamics. However, ROMS provides eight datasets for one day (every three hours). This means the data is not time-continuous. To address this, we use Gaussian Processes Regression (GPR) to interpolate and extrapolate the missing parts. Fig. 9 shows results from running the MDP and our method. Since the task spans multiple days, we set the prediction horizon of our method as three hours, i.e., whenever new prediction data is available. The results reveal that this presented approach saves both time and energy.

VI. CONCLUSION AND FUTURE WORK

Markov Decision Processes as state-of-the-art decision-making methods are based on static and momentary stochastic transition dynamics, which lead to sub-optimal solutions if the transition dynamics are varying with other parameters. Motivated by decision-making problems in an environmental spatio-temporal monitoring context, we presented a generalized MDP framework that takes into account a transition model that varies both spatially and temporally, and developed mechanisms to estimate newly introduced temporal parameters as well as integrate dynamic processes of different dimensions. We validated our method with various disturbances including...
those from real ocean data. The results show that our approach saves both time and energy compared to state-of-the-art methods. It is worth mentioning that, although we built a model by incorporating temporal parameters, in general the model can be constructed analogously for any other new parameters and corresponding dimension augmentations. In the future, we plan to test the method in field trials and extend the current algorithmic architecture to other scenarios (and dimensions).
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