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Abstract—Analog photonic computing has been proposed and tested in recent years as an alternative approach for data recovery in fiber transmission systems. Photonic reservoir computing, performing nonlinear transformations of the transmitted signals and exhibiting internal fading memory, has been found advantageous for this kind of processing. In this work, we show that the effectiveness of the internal fading memory depends significantly on the properties of the signal to be processed. Specifically, we demonstrate two experimental photonic post-processing schemes for a 56 GBaud PAM-4 experimental transmission system, with 100 km uncompensated standard single-mode fiber and direct detection. We show that, for transmission systems with significant chromatic dispersion, the contribution of a photonic reservoir’s fading memory to the computational performance is limited. In a comparison between the data recovery performances between a reservoir computing and an extreme learning machine fiber-based configuration, we find that both offer equivalent data recovery. The extreme learning machine approach eliminates the necessity of external recurrent connectivity, which simplifies the system and increases the computation speed. Error-free data recovery is experimentally demonstrated for an optical signal to noise ratio above 30 dB, outperforming an implementation of a Kramers-Kronig receiver in the digital domain.
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I. INTRODUCTION

Conceptual simplifications in both feed-forward and recurrent neural network approaches have been gaining appeal in recent years. Two of the most approved random-projection techniques in these two approaches are the extreme learning machines (ELMs) [1] and the reservoir computing (RC) [2]–[4]. An unquestionable reasoning is that they ease diverse hardware implementations in various physical substrates [5]–[9]. While gradient descent methods are needed to train deep feed-forward neural networks, the former use unaltered structures to generate their nonlinear responses. These responses are then used to train linear classifiers at the readout layer, targeting prediction, classification, or time-dependent signal processing. In the recent years, hardware configurations that are based on ELM and/or RC have been numerically investigated and/or experimentally tested, aiming at data recovery in fiber transmission systems [10]–[18] and header recognition tasks [19]–[22]. RC topologies have been also considered as building blocks at the digital signal processing stage of data decoders [24], [25]. Many of the used topologies follow the time delay RC (TDRC) simplification, where a feedback loop is used to introduce the recurrency in the reservoir [26]. In fiber transmission systems and tasks related to data recovery, the reservoir recurrency offers an internal memory that may prove beneficial for the computation performance [11]. However, as we show in this study, this is not always the case.

Here we present an experimental data recovery task in a fiber transmission system, where an ELM can perform similarly well as a TDRC configuration. We built experimentally a 5-channel, 56 GBaud, dense wavelength division multiplexing (DWDM), 100 km transmission system with direct-detection (IM/DD), and 4-level pulse amplitude modulation (PAM-4) with single side-band (SSB) encoding. This transmission system has been evaluated in the recent past [13] by considering only a numerical implementation of a photonic TDRC, with promising results. However, the impact of the reservoir and the inherent fading memory on the final performance was not addressed in that work. Transmission systems like this, which suffer from extended chromatic dispersion, may benefit only slightly from the recurrent connectivity of the TDRC. Thus, here, we present an experimental implementation of a photonic TDRC / ELM configuration, based on the design presented in [5] to process the data obtained from this transmission system [13]. An ELM configuration simplifies the processing system significantly, by eliminating the need for an optical feedback loop. In this way, the overall computational speed is defined at the input layer pre-processing stage and not by the time delay of the photonic reservoir [11]. Finally, we compare the TDRC and the ELM decoding performance with the one obtained from Kramers-Kronig (KK) reception as implemented in [13], [27] by digital signal processing (DSP).

II. EXPERIMENTAL TRANSMISSION SYSTEM

Fig. 1 shows the 100 km DWDM transmission implementation, as demonstrated in [13], [27]. The random Gray-coded
PAM-4 data is pulse-shaped into root-raised cosine with a roll-off factor of $\beta = 0.1$. To compensate for the low-pass characteristics of the digital-to-analog converter (DAC) and the Mach-Zehnder modulators (MZMs), the signal is pre-emphasized and additionally optimized for minimum signal-signal beat interference while upholding the minimal phase condition by adjusting the carrier to signal power ratio (CSPR). Five independent channels are optically generated using two linearly driven ($0.25 \cdot V\pi$) MZMs and five external cavity lasers (ECLs). For the single sideband (SSB) transmission, the ECLs are frequency detuned by 24.5 GHz from the channel center and subsequently filtered by the DWDM multiplexer (interleaver). After amplification, the optical signal is transmitted over 100 km uncompensated standard single-mode fiber (SSMF). The OSNR is varied by noise loading after transmission from a second amplification unit. The highest OSNR obtained by this system was 36.6 dB and was achieved for 6.5 dBm launched optical power per optical DWDM channel. For such optical power levels, the transmitted signal is significantly distorted by nonlinear phenomena, such as the self-phase and the cross-phase modulation. After optical filtering of the center channel (channel under test) and direct detection (DD), the signal is synchronized and re-sampled from the analog-to-digital (ADC) sample rate of 16 GSa/s to 2 samples per symbol (SpS). The effective number of bits for the DAC and ADC is 5.5. This signal is used to feed the photonic processing schemes of TDRC and ELM, as we describe in the next session. However, we also process this signal, by using a conventional DSP approach; a KK receiver scheme, in which the phase of the signal is recovered using the KK relation \[13\]. Further noise reduction and compensation of chromatic dispersion (CD) are performed by a matched filter and a feed-forward equalizer (FFE) using 48 taps. After demapping, the BER is calculated by error counting and its performance is compared to the BER obtained by the photonic processing schemes.

Fig. 1. Experimental DWDM incoherent transmission system with PAM-4 encoding at 56GBaud and 100 km standard single mode fiber transmission.

Fig. 2. Experimental photonic TDRC and ELM setup. When the switch is in position 1, the optical feedback loop is connected and the TDRC scheme is activated. When the switch is in position 2 (floating connection), the feedback loop is open and an ELM scheme is activated.

III. EXPERIMENTAL PHOTONIC RESERVOIR AND EXTREME LEARNING MACHINE

A. Photonic Reservoir

The recorded signal from the transmission system’s ADC, is used as the signal of the input layer of the single-mode fiber-based (SMF) experimental TDRC scheme, shown in Fig. 2. The signal from the transmission is multiplied offline with a random sequence (mask) to expand its dimensionality \[26\], as shown in Fig. 3. Each symbol is multiplied with an $N$-valued mask, where $N$ is the mask dimension. The mask pattern is a random sequence drawn from a uniform distribution $[0, 1]$ and is preserved for all processed symbols. Since each symbol consists of 2 samples, we always consider $N$ an even number, so that every sample of each symbol is masked with $N/2$ values. As shown in Fig. 2, the masked signal is uploaded into an arbitrary waveform generator (AWG) and transformed into an electrical modulation signal with a sampling rate of 16 GSa/s. This defines a sampling duration for the mask values and an equal virtual node time separation of $\theta = 62.5$ ps.

The AWG output is amplified by a 30 GHz broadband RF amplifier (RFA) and modulates the optical carrier of the drive laser (SL), via a 20 GHz MZM. This optical signal carries the information to be injected into the response laser. The injection power is tuned via the bias current of the injection laser. The coupling of light into the response laser is realized via a 50/50 optical splitter (SPL—1) and a 3-port optical circulator (CIR). The average optical injection power entering into the response laser is measured 96 µW.

When connecting the switch to position 1 in Fig. 2, we define a photonic reservoir with a fiber delay loop ($\tau = 24.5$ ns), which is shorter compared to the ones previously presented \([12]–[16]\). The reservoir structure is implemented by using polarization-maintaining (PM) SMF components to establish a robust operation of the optical injection system over time. The response laser is biased below the solitary threshold at 10.1 mA ($I_{th} = 10.2$ mA), while the wavelength of its optical emission is 1545.5 nm. The drive DFB SL is chosen to emit at a close wavelength and is tuned by controlling its operating temperature. The frequency detuning between the
drive and the response laser $\Delta f = f_d - f_r$ is changed with a resolution of 0.01 K, which corresponds to $\sim 125$ MHz and is measured with a 10 MHz resolution optical spectrum analyzer. The frequency difference $\Delta f$ is critical since it determines the nonlinear transformation that is performed by the response laser to the input sequence. In the TDRC scheme, the optical feedback loop includes an optical attenuator (ATT) that controls the optical feedback strength and a 50/50 splitter (SPL$-2$) that leads to the switch and the possibility to close the feedback loop.

When connecting the switch to position 2 in Fig. 2 we eliminate the recurrence of the TDRC scheme and thus the fading memory at the characteristic time $\tau$. Thus, we establish an ELM configuration [5], in which the masked input signal undergoes a nonlinear transformation when passing through the response laser and consecutively is directed to the output port of the SPL$-2$.

Eventually, at the output port of SPL$-2$, the optical signal is amplified by a semiconductor optical amplifier (SOA) and filtered by a tunable optical filter (OF). An optical isolator (OI) minimizes the back-reflections (60 dB) to the response laser. The output optical signal is detected by a 40 GHz photoreceiver and received by a 256 GSa/s ADC of a 40 GHz real-time oscilloscope. Multiple averages of the same processed input time stream are used to improve the signal-to-noise ratio of the detected signal. Finally, the recorded time-series are used to train a linear (LR) classifier and to evaluate the classification performance of the received data versus the initial encoding data stream.

### B. Input encoding methods

Previous experimental implementations of a fiber-based TDRC approach have been successful in data recovery tasks from fiber transmission systems [10]–[12]. But the processing of one symbol of encoded information was always assigned to one reservoir time delay $\tau$, defining, thus, a processing speed of $1/\tau$. The way that the input information is processed defines not only the final computational performance but also the speed at which one unit of information is processed. By considering different approaches of input data encoding and the presence or not of the reservoir’s feedback loop, we aim at the most efficient way to process the information of this transmission system, in terms of speed and performance. In Fig. 4 we show the different approaches to encode each masked symbol with a duration of $\tau_m$, in a time delay of duration $\tau$.

(a) One masked symbol encoded per time delay $\tau$ in TDRC configuration. The inertia from the transient effects introduces connectivity between the neighboring symbols within a masked symbol duration. However, inertia connectivity between symbols is absent. Subsequent neighboring masked symbols are connected through optical feedback. The processing speed is in this case $1/\tau$.

(b) One masked symbol encoded per time delay $\tau$ in ELM configuration. The neighboring symbols are not connected either by transient inertia of the previous state or by optical feedback. Only the inertia from the transient effects introduces connectivity between the neighboring nodes. Although the time delay $\tau$ has no physical definition in the ELM configuration, we investigate this case only to compare with case (a) and identify the contribution of the optical feedback connectivity. The processing speed is again $1/\tau$.

(c) Multiple masked symbols encoded per time delay $\tau$ in TDRC. Here the inertia from the transient effects connects the neighboring virtual nodes but also the neighboring masked symbols. In the presence of feedback in the TDRC operation, there is additional connectivity after every $n$ masked symbols, where $n$ is the number of symbols that fit within a time delay $\tau$. In this case, the processing speed is $n/\tau$.

(d) Multiple masked symbols encoded in ELM. The connectivity between neighboring nodes and masked symbols originates only from inertia. In this case, the processing speed is $1/\tau_m$.

These connectivity properties are summarized in Table I. In all cases, however, the training of the linear classifier at the output layer can use as many responses as needed from neighboring symbols (taps) to optimize its performance. This external memory introduces only latency, and no speed penalty, to the computation.
In the fiber-based implementation of the TDRC system (Fig. 2), the selected \( \theta \) value of 62.5 ps keeps the response laser in a transient state, while we can define in total \( N_t = \tau/\theta = 392 \) virtual nodes along with the delay. But this dimensionality increase reduces the computational speed. The 24.5 ns fiber delay is still much longer than the one requested for the mask dimensionality expansion \( N \) of our task. Initially, we consider \( N = 20 \) virtual nodes, thus \( \tau_m = N \cdot \theta = 1.25 \) ns. In the encoding case of Fig. 4, the number of masked symbols \( n \) that fit in a time delay \( \tau \) is the quotient of the Euclidean division \( \tau/\tau_m \).

| Encoding methodology | Connectivity through inertia between transient states | Connectivity through feedback loop | Connectivity through inertia between symbols |
|-----------------------|------------------------------------------------------|------------------------------------|------------------------------------------|
| (a)                   | ✓                                                   | ✓                                  | x                                       |
| (b)                   | ✓                                                   | x                                  | ✓                                       |
| (c)                   | ✓                                                   | ✓                                  | ✓                                       |
| (d)                   | ✓                                                   | x                                  | ✓                                       |

1: the reservoir’s feedback loop introduces connectivity between subsequent masked symbols. 2: the reservoir’s feedback loop introduces connectivity between masked symbols that have a distance of \( n \).

### C. Classifier properties

The virtual nodes’ responses acquired at the output of the reservoir are used to train a ridge regression classifier, with a ridge parameter equal to 0.01. For the specific computing task, we identified an optimal training size of 16500 symbols, while 12000 symbols were used as the testing set. The training and testing data sets were separated with a buffer data set of 500 symbols, which were not used, to eliminate any bias in the computation. For the minimization of the error rate, we consider up to 61 taps (nonlinear responses of our photonic system that correspond to neighboring symbols), and select that tap size that provides us with the lowest bit error rate (BER). In all the investigated operating conditions and system configurations, we find that the optimal number of taps lies between 31 and 51, depending on the nonlinear transformation we obtain from our system. This range of tap values is consistent with the optimal number of FFE taps (48) used in the DSP KK receiver implementation approach. This number is significantly higher than the taps used in previous systems [11], [12], since the chromatic dispersion, introduced by the 100 km fiber transmission, is much higher in this task.

### IV. COMPARISON BETWEEN TDRC AND ELM CONFIGURATIONS

We initially consider a photodetected time-series from the transmission experiment with a high optical signal-to-noise ratio (OSNR = 35.9 dB). This high OSNR value was obtained by launching 6dB of average optical power into the fiber transmission line. The photodetected signal is processed with the LR classifier described in the previous section. By optimizing the training data subset size and the number of taps, the lowest error rate we are able to obtain was \( \log_{10}(BER)_{REF} = -1.64 \). This error rate is well above the hard-decision forward error correction (HD–FEC) BER requirement for error-free decoding \( (\log_{10}(BER)_{HD–FEC} = -2.42) \) [28]. At a next step, we use the same time-series to train and evaluate the classification performance of the output response of the TDRC / ELM system in terms of BER, for different frequency detuning \( \Delta f \) and feedback conditions of the reservoir.

### A. Encoding of one masked symbol per time delay

Here we investigate the cases (a) and (b) of Fig. 4. The change between a TDRC and an ELM configuration is achieved by opening the feedback loop, via the switch of Fig. 2. We evaluate the BER performance obtained by the two systems, by considering a 125 MHz resolution mapping versus the frequency detuning \( \Delta f \).

The implemented photonic scheme can exhibit a variety of dynamical responses. Under the impact of the dynamical optical injection and for different frequency detuning \( \Delta f \) conditions, the system can enter into different regimes of operation [29]. These regimes are defined by their optical spectral emission: a fully-locked, a partially-locked, and an unlocked operation. In Fig. 5 we show the BER in a logarithmic scale, as calculated for the different operating conditions of the TDRC and the ELM configurations. A first observation is that the lowest error rates are obtained within the same region of frequency detuning \( (\Delta f \sim -16 \text{ GHz to } -8 \text{ GHz}) \). This region is associated with the partial locking between the drive and the response laser, consistently with previous works that used this scheme for classification tasks. The lowest logarithmic BER observed for moderate optical feedback ratios (values of 0.0011 and 0.0035, in Fig. 5) of the reservoir is \( \log_{10}(BER) = -3 \). A higher feedback ratio (value of 0.011, in Fig. 5), that leads the reservoir to operate at the onset of dynamical instabilities, results in a slighter higher error rate. Specifically, the lowest \( \log_{10}(BER) \) obtained is \( -2.92 \). For the ELM consideration, where the feedback loop is open (optical feedback ratio annotated as 0 in Fig. 5), the lowest \( \log_{10}(BER) \) is \( -2.87 \) and is obtained for fewer \( \Delta f \) conditions, compared to the TDRC operation. This error rate
is only slightly higher than the best TDRC operation. This comparison shows that the symbol connectivity via the optical feedback contributes very limited additional information to the computation.

To explain this finding, we investigate in more detail the fading memory of the TDRC and compare it with the ELM configuration. In previously investigated data recovery tasks [10]–[12], the inter-symbol information mixing, due to fiber chromatic dispersion and nonlinearities, was limited from a few up to 20 neighboring symbols. Here, we investigate a transmission system that by default requires a much higher number of taps (48, as demonstrated by the KK receiver implementation and ~ 40, when using a linear classifier directly on the transmission output signal). On the other hand, the fading memory of a TDRC depends on the dynamical operation of the reservoir and the number of its virtual nodes. A small number of virtual nodes — as in our investigation — limits the training capability of the system to retain previous information. For the corresponding conditions shown in the task performance of Fig. 5 we calculate the linear short memory capacity \( MC \) of the TDRC [40], using the experimentally obtained responses of the \( N = 20 \) virtual nodes (Fig. 6). For the \( MC \) calculation, we insert a random sequence of values at the input of our photonic TDRC / ELM system and we train the linear classifier to predict from \( m = 1 \) and up to \( m = 10 \) memory steps in the past. The operating conditions of the experimental setup are preserved the same as the transmission task. The \( MC \) is the sum of the correlations obtained, for all the \( m \) steps considered. We see in Fig. 9 that the \( MC \) is maximized within the frequency detuning range for which we obtain the lowest decoding error in Fig. 5. The highest value we obtain is \( MC = 2.6 \) for the two highest feedback ratios. In an ELM configuration, we obtain a significantly lower \( MC = 1.6 \), as resulted by the absence of the fading memory, associated with the time delay of the reservoir (\( \tau \)). This difference in the \( MC \) values explains the slight improvement in the decoding performance of Fig. 5 when considering TDRC versus the ELM configuration. Still, the above \( MC \) values are very low, compared to TDRC systems that consist of a large number of virtual nodes [29], [31], [32], but also compared to the tap requirements for the investigated data recovery task. For the highest \( MC \) value obtained for each feedback condition of Fig. 6 we plot the memory correlation versus the different memory steps \( m \) (Fig. 7). In this graph, we show also \( m = 0 \), to prove that the classifier is well-trained for the aligned-in-time random sequence. For \( m = 1 \), higher feedback values of the TDRC favor a higher memory correlation, but for \( m > 1 \) the memory correlation is less than 0.35 in all feedback cases. In conclusion, the presence of the feedback loop adds limited internal fading memory to a system with only \( N = 20 \). For this reason, the TDRC and the ELM configurations show similar performance on the investigated transmission task.

### B. Encoding of subsequent masked symbols

Here we investigate the input encoding cases (c) and (d) of Fig. 4 where the subsequent symbols are now connected additionally through the inertia of the transient states. We follow the same procedure to identify the lowest logarithmic BER, as described in the previous section. The value obtained for the TDRC operation is now \( \log_{10}(BER) = -3.16 \), while for the ELM operation is \( \log_{10}(BER) = -3.12 \). We see that the connectivity between neighboring symbols through inertia improves slightly the data recovery performance, compared to the cases of (a) and (b). In the case (c) of the TDRC configuration, the feedback loop introduces a connectivity every \( n = \tau / \tau_m = 24.5 \) ns /1.25 ns = 19 masked symbols. By eliminating this connectivity, in the case (d), we see that this has no impact on the computation performance.

### C. ELM for data recovery

From the previous section we come to the following conclusions:

(a) When the reservoir’s fading memory is significantly shorter than the temporal extent of the inter-symbol interference, the data recovery performance is not enhanced by the TDRC scheme.

(b) When operating the nonlinear physical system in a transient regime, the inertia of the transient states provides connectivity between neighboring symbols. This further improves the data recovery performance and is more important than the external cavity connectivity through the optical feedback.
Thus, we focus on the ELM operation, which in parallel allows us to speed up the computational speed of our system. In absence of the feedback loop, the computational speed depends only on the transient duration (θ) and the dimension of the masking sequence (N). Here, we investigate the impact of the mask sequence on the data recovery performance. Fig. 8 shows the decoding performance of the ELM topology when considering different dimensionality expansion of the symbols through the masking sequence. For all the studied sizes we consider 8 different masking sequences drawn from a random uniform distribution. We validate what has been also shown in previous investigations [33]–[36], the masking sequence plays a decisive role in the task performance. The difference in performance can be half an order or more, in terms of BER. To take full advantage of the computational capability of our ELM topology, a pre-selection of the masking sequence is necessary. In Fig. 8 we also observe a significant performance improvement when increasing the number of transient states that enter into the computation. For the investigated signal with OSNR = 35.9 dB, we obtain a BER below the HD−FEC threshold, even with N = 8. When increasing to N = 24, we can even reach a log_{10}(BER) value of −3.84. A higher dimensionality of the nonlinear mapping of the input information results in a better performance. However, this comes at the expense of increasing the processing time per symbol.

For the ELM configuration and by using as a masking sequence the one that gives the lowest error rate, we evaluate the data streams from the transmission system of Fig. 1 versus their OSNR. In a benchmarking comparison, we evaluate the performance of the same LR classifier used for the ELM topology, by introducing directly the signal obtained from the fiber transmission experiment. In the latter case, only two samples per symbol are used in the classifier. The classifier performance for the different signal OSNRs is shown in Fig. 9 (blue dots). The lowest logarithmic BER value is −1.6 and is obtained for OSNR = 36.6 dB. The performance of the same classifier, when considering the ELM processing stage with a signal dimension expansion of N = 20 and N = 24 is also shown in Fig. 9 (orange stars and green diamonds, respectively). For each calculation, we have optimized the ELM operation to that value of frequency detuning ∆f that provided the lowest error. When considering an ELM processing with N = 24, the lowest log_{10}(BER) we obtain is −3.8, for OSNR = 35.9 dB, which is a BER improvement of more than two orders of magnitude compared to the benchmark performance. At this OSNR, the signal suffers not only from linear effects related to chromatic dispersion but also from significant nonlinear distortion, attributed to self-phase and cross-phase modulation. The HD−FEC BER limit is achieved for OSNR values above 30 dB. By reducing the ELM dimensionality to N = 20, the OSNR for which we achieve the HD−FEC BER limit increased to 31.5 dB. However, in this case, the computational speed increases by 20%. Finally, in Fig. 9 we also compare the ELM performance with the KK receiver, which was implemented via DSP, as presented in [13]. For OSNR values above 29 dB, we find a clear advantage of the experimental ELM topology with N = 24. This offers lower error rates, despite all the noise sources that are present in this hardware implementation and affect its overall performance.

V. CONCLUSION

We demonstrated an experimental ELM system, capable to provide efficient data recovery from a 56 Gbaud PAM-4 DWDM transmission link over 100 km. In a comparison with a TDRC scheme, we showed that the ELM performs almost equally while simplifying the configuration and eliminating the possible computational speed limitation imposed by the time delay of the TDRC. We have been able to obtain experimentally a BER performance that leads to error-free decoding, for signal OSNRs above 30 dB. For these OSNR conditions, we also showed that this hardware processing implementation performs even better than a DSP-implemented KK receiver.
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