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The classical machine-learning model for support vector regression (SVR) is widely used for regression tasks, including prediction of weather, stock market and real-estate pricing. However, a practically realisable quantum version for SVR remains to be formulated. We devise annealing-based algorithms, namely simulated and quantum-classical hybrid, for training two SVR models, and compare their empirical performances against the SVR implementation of Python’s scikit-learn package and the SVR-based state-of-the-art algorithm for the facial-landmark-detection (FLD) problem. Our method is to derive a quadratic-unconstrained-binary formulation for the optimisation problem used for training a SVR model and solve this problem using annealing. Using D-Wave’s Hybrid Solver, we construct a quantum-assisted SVR model, thereby demonstrating a slight advantage over classical models regarding landmark-detection accuracy. Furthermore, we observe that annealing-based SVR models predict landmarks with lower variances compared to the SVR models trained by greedy optimisation procedures. Our work is a proof-of-concept example for applying quantum-assisted SVR to a supervised learning task with a small training dataset.

I. INTRODUCTION

The classical machine-learning model for support vector regression (SVR) is widely used for regression tasks, including prediction of weather, stock market and real-estate pricing [1–5]. However, a practically realisable quantum version for SVR is yet to be established in the quantum machine-learning domain [6, 7]. Current feasible applications of quantum machine learning employ quantum annealing [8] to enhance one of the essential components in machine learning, i.e., optimisation problem. Consequently, these quantum-assisted solutions are shown, empirically, to be slightly more accurate than classical solutions [9–11]. Our aim here is to devise a quantum-assisted SVR model by employing D-Wave’s quantum-classical hybrid solvers [12], and compare this quantum-assisted model against classical models for detecting facial landmarks, e.g., centres of eyes, nose tip and corners of the mouth, in unconstrained images [13].

We state the facial landmark detection (FLD) task, along with its applications, computational challenges and state-of-the-art methods to accurately perform this task. The task of FLD is to identify key landmarks on a human face image [13, 14], with important applications such as face recognition [15–17], three-dimensional face reconstruction [18], facial-emotion recognition [19] and gender prediction [20]. Efficient and robust FLD is challenging due to large variability of appearance, expression, illumination and partial occlusion of unconstrained face images, i.e., images obtained in uncontrolled conditions [13]. Neural regression-based algorithms are considered the state-of-the-art in FLD as they deliver the highest detection accuracies so far [21, 22].

We introduce a quantum-assisted model to enhance the regression performance of SVR and further utilise FLD as a proof-of-principle application. The detection accuracy of a FLD algorithm is typically limited by the size and quality of training data and computational resources available [22]. To this end, we test if quantum resources can enhance the performance of our SVR-based FLD algorithm for the case of a small training dataset comprising 100 unconstrained face images. We use a limited-size training dataset for two reasons: feasibility on current quantum hardwares and the success of other quantum machine-learning applications [9–11] with limited-size datasets. Our FLD algorithm only serves as a test case for our quantum-assisted SVR formulation and does not directly advance the state-of-the-art in FLD algorithms [22].

Quantum-assisted algorithms are exhibited as superior alternatives to classical algorithms for classification tasks, including the protein-binding problem in computational biology [10, 11] and the Higgs particle-classification problem in high-energy physics [9]. One such promising classification model is a quantum-assisted support vector machine (SVM), which is mathematically similar to SVR and makes use of support vectors to train a classification model [23]. The support vectors are calculated by solving a constrained optimisation problem using quantum annealing [11], as opposed to using greedy optimisation routines in scikit-learn [24]. D-Wave Systems’ practical quantum annealing machine, commonly called an annealer, solves this optimisation problem by casting it as an Ising minimisation, or equivalently, quadratic unconstrained binary optimisation (QUBO) problem. The classification accuracy of a SVM model, trained with a limited-size training dataset, for the task of protein binding is improved using an ensemble of close-to-optimal solutions obtained from D-Wave’s quantum annealer [11].

Whereas D-Wave’s quantum annealer has many applications, there are some limitations on its implementation of quantum annealing and its broader usability.
The solution from the annealer is not deterministic, and the device’s noise further degrades the quality of the solution. Although the state-of-the-art quantum annealer comprises about 5000 qubits, this device can solve optimisation problems with up to 108 variables, which correspond to fully connected graphs, due to restricted connectivity in its hardware. As empirical evidence for quantum speedup with D-Wave’s annealer is still under investigation, machine learning tasks are assessed using other performance metrics [10, 11]. Moreover, recent applications employ D-Wave’s quantum-classical hybrid annealing, which can tackle problems with a million variables [25, 26].

We develop a quantum-classical hybrid machine-learning algorithm to solve the FLD problem and execute this algorithm on a D-Wave’s quantum annealer. Methodologically, we split the multi-output regression task for FLD [27] into several single-output regressions and then train a SVR model for each single-output regression problem. We derive a QUBO formulation for the constrained optimisation problem associated with the training of each SVR model and solve this QUBO problem using both classical annealing and hybrid approaches. Having constructed the quantum-assisted and classical models, we then assess and compare the statistical significance of their detection accuracies for FLD. We observe that the annealing-based SVR models predict landmarks with lower variance compared to the SVR models trained by greedy optimisation procedures [28, 29].

Our paper is organized as follows. We begin in §II by elaborating the pertinent background for SVR, FLD and quantum annealing on D-Wave. In §III, we describe our approach for solving the FLD problem using quantum-assisted SVR models and elaborate on the steps of the associated machine-learning workflow. We then present our results in §IV, where we derive a QUBO formulation for SVR and compare the performance of our quantum-assisted approach against the classical approaches for FLD. Finally, we discuss our results and their implications in §V, and conclude in §VI.

II. BACKGROUND

In this section, we discuss the relevant background for SVR machines, regression-based FLD and practical quantum annealing. We begin, in §II A, by explaining the supervised-learning problem of regression and the SVR model. Then, in §II B, we present the landmark-detection problem as a supervised learning problem of regression, along with its standard performance metrics. In the final subsection §II C, we describe the concepts of quantum annealing and its implementation by D-Wave Systems.

A. Support vector regression

We now review the key background pertinent to SVR [1, 2]. A SVR has two formulations known as ‘primal’ and ‘dual’. We start by describing the primal formulation of a linear SVR in §II A 1, followed by its dual formulation in §II A 2. Finally, we discuss the kernel method that is used to deal with nonlinear regression in §II A 3.

1. Primal formulation

Here we discuss the primal formulation of a linear SVR. First we describe SVR as a tool for solving the supervised-learning problem of regression. Then we discuss the associated constrained optimisation problem required in training a SVR model.

For a supervised-learning problem of single-output regression, we are given a training dataset with $M$ data points. Each data point is a tuple $(x_i, y_i)$, where $x_i$ is a real-valued feature vector of dimension $F$ and $y_i$ is the target value of $x_i$. The dataset is formally stated as

$$\mathcal{D}_{SVR} = \{(x_i, y_i) \mid i \in [M] := \{0, \ldots, M-1\} \subset \mathbb{R}^F \times \mathbb{R}.$$

(1)

The learning problem involves estimating a prediction function $f(x)$ for an unseen feature vector $x$, such that the estimated target is $\tilde{y} = f(x)$. SVR is a powerful and robust method to address this learning problem [1, 2]. For $w$ the normal vector to a hyperplane and $b$ the offset, the task in the linear SVR is to search for a linear prediction function

$$f_{\text{linear}}(x) = w \cdot x + b \quad (w \in \mathbb{R}^F, b \in \mathbb{R}),$$

(2)

such that, for a given error tolerance $\varepsilon \in \mathbb{R}^+$,

$$|f_{\text{linear}}(x_i) - y_i| \leq \varepsilon \quad \forall i \in [M],$$

(3)

while minimizing the norm $\|w\|^2 = w \cdot w$ [2]. This formulation is also known as $\varepsilon$-SVR, where $\varepsilon$ is the error tolerance in Eq. (3).

The linear $\varepsilon$-SVR is formally written as the convex-optimisation problem

$$\min_{w, b} \left\{ \frac{w^2}{2} \mid |w \cdot x_i + b - y_i| \leq \varepsilon \quad \forall i \in [M] \right\}.$$  

(4)

This optimisation problem might not be feasible; i.e. it is possible that no linear function $f(x)$ (2) exists to satisfy the constraint in Eq. (3) for all training data points (1). In order to cope with this infeasibility issue, analogous to the soft-margin concept in support vector machine classification [23], slack variables are used. Specifically, in the soft-margin $\varepsilon$-SVR, two slack variables $\xi^+, \xi^- \in (\mathbb{R}^+)^M$ are introduced for each training point 1; see Fig. 1. Inte-
The formulation of the optimisation problem of ε-SVR is linear. Introducing these slack variables and a regularisation hyper-parameter $\gamma \in \mathbb{R}^+$ leads to the optimisation problem

$$\min_{\varepsilon^+, \varepsilon^-} \left\{ \frac{w^2}{2} + \gamma \|\varepsilon^+ + \varepsilon^-\|_1 \right\},$$

subject to the inequality constraints

$$-\varepsilon - \xi_i^+ \leq w \cdot x_i + b - y_i \leq \varepsilon + \xi_i^- \quad \forall i \in [M].$$

The optimisation problem in Eq. (5) is known as the primal formulation of ε-SVR. The regularisation hyper-parameter $\gamma$ in this equation determines the trade-off between minimizing the norm $\|w\|$, i.e., the flatness of the function $f(x)$, and the amount by which deviations greater than the error $\varepsilon$ are tolerated.

2. Dual formulation

We now proceed to describe the dual formulation of a linear ε-SVR. First we explain how to derive the dual formulation of the optimisation problem of ε-SVR from its primal formulation (5). Then we obtain an expression for the linear ε-SVR model, i.e., the prediction function, in terms of the variables in the dual formulation. The dual formulation of an ε-SVR is a two-variable optimisation problem, where one variable represents one Lagrange multiplier vector, which we finally express as a single-variable optimisation problem.

In the dual formulation, we construct a Lagrange function from the objective function (5) and the constraints (6) of the primal optimisation problem using Lagrange multiplier vectors $\alpha^+, \alpha^- \in (\mathbb{R}^+)^M$. Lagrange equations are obtained by taking partial derivatives of Lagrange function with respect to the variables $w, \xi^+, \xi^-$ and $b$ and then setting these equations to zero. This procedure yields an expression for $w$ in terms of $\alpha^+, \alpha^-$ as

$$w = (\alpha^+ - \alpha^-) \cdot X,$$

where $X$ is a vector that comprises the feature vectors $\{x_i\}$ in Eq. (1) as its components, and constraints

$$\|\alpha^+\|_1 = \|\alpha^-\|_1, \quad 0 \leq \alpha_i^+, \alpha_i^- \leq \gamma \quad \forall m \in [M],$$

on $\alpha^+$ and $\alpha^-$. The optimisation problem in the dual formulation of ε-SVR is

$$\min_{\alpha^+, \alpha^-} \left\{ \frac{1}{2} \left( \alpha^+ - \alpha^- \right)^T K (\alpha^+ - \alpha^-) + \varepsilon \|\alpha^+ + \alpha^-\|_1 \right\} - y \cdot (\alpha^+ - \alpha^-),$$

for $K = (K_{ij}) \in \mathbb{R}^{M \times M}$ with $K_{ij} := x_i \cdot x_j$, subject to the constraints in Eq. (8). The solution of this optimisation problem is the two Lagrange multiplier vectors $\alpha^+$ and $\alpha^-$. Only a few of the Lagrange multipliers are nonzero: these are the ones corresponding to data points that specify the prediction function, which are known as support vectors.

The linear prediction function (2) is now expressed in terms of the Lagrange multipliers and offset $b$ as

$$f_{\text{linear}}(x) = \sum_{i=0}^{M-1} (\alpha_i^+ - \alpha_i^-) x_i \cdot x + b,$$

where $b$ is calculated using the two Lagrange multiplier vectors $\alpha^+$ and $\alpha^-$; see Appendix A. This function is commonly referred to as the linear ε-SVR model.

Now we explain the standard method to convert the two-variable optimisation problem (9) into a single-variable problem [1]. This is done by defining a new Lagrange multiplier vector $\alpha$, whose elements relate to the two old Lagrange multiplier vectors $\alpha^+$ and $\alpha^-$ as

$$\alpha_i := \alpha_i^+, \quad \alpha_{M+i} := \alpha_i^- \quad \forall i \in [M].$$

Additionally, $y$ and $\varepsilon$ are replaced by a single new variable $c$ as

$$c_i := \varepsilon - y_i, \quad c_{M+i} := \varepsilon + y_i \quad \forall i \in [M],$$

and a $2M \times 2M$ symmetric matrix $Q$ is introduced as

$$Q := \begin{bmatrix} K & -K \\ -K & K \end{bmatrix},$$

with $K$ the kernel matrix in Eq. (9). In terms of the new variables $\alpha$ and $c$, the one-variable optimisation problem in the dual form is

$$\min_{\alpha} \left\{ \frac{1}{2} \alpha^T Q \alpha + \alpha \cdot c \right\},$$

subject to the inequality constraints

$$\sum_{i=0}^{M-1} \alpha_i = \sum_{i=M}^{2M-1} \alpha_i, \quad \alpha_i \in [0, \gamma] \quad \forall i \in [2M].$$
Due to the quadratic nature of this optimisation problem, the solution to this problem is a unique Lagrange multiplier vector $\alpha \in \mathbb{R}^{2M}$. This vector is then used to compute the offset $b$, as described in Appendix A, which together with $\alpha$ specify the prediction function $f_{\text{linear}}(x)$ (10).

3. Kernel method for nonlinear data

We now explain the formulation of a nonlinear extension of $\varepsilon$-SVR using a method known as the kernel method; see [30, Sec. 7.4] for details. We begin with describing the concept of ‘feature mapping’ as a convenient way to deal with nonlinear regression problems in the framework of linear $\varepsilon$-SVR. Then we build upon the feature mapping and describe the kernel method as a computationally efficient method to deal with nonlinear data through kernel functions. Finally, we state commonly used kernel functions in the kernel method.

Feature mapping is an approach for applying the linear $\varepsilon$-SVR formulation to nonlinear regression problems. In this approach, vectors of the input feature space are first embedded into a space of equal or higher-dimension by a feature map\footnote{Throughout this paper we use 	exttt{typewriter} font for functions and packages.} defined as

$$\text{embed} : \mathbb{R}^F \rightarrow \mathbb{R}^{F'} : x_m \mapsto \text{embed}(x_m) \quad \forall F' \geq F$$ (15)

and then a linear $\varepsilon$-SVR model (10) is constructed using the embedded feature vectors. To accommodate nonlinear data, the feature-mapping approach requires an explicitly defined feature map $\text{embed}$ (15) and becomes computationally inefficient as $F'$ increases.

Kernel method bypasses the embedding in feature mapping and provides a computationally efficient way to extend the linear $\varepsilon$-SVR to nonlinear data. This approach relies on the observation that the optimisation problem (9) in the dual formulation and the prediction function (10) depend only on the dot product between the feature vectors. Therefore, we only need to know the dot product between the embedded vectors $\text{embed}(x_m)$ rather than the feature map $\text{embed}$ (15) itself to construct a prediction model. In kernel methods, the dot product between the embedded vectors is computed by a kernel function defined as

$$K : \mathbb{R}^F \times \mathbb{R}^F \rightarrow \mathbb{R}, \quad (x_n, x_m) \mapsto K(x_n, x_m) := \text{embed}(x_n) \cdot \text{embed}(x_m). \quad (16)$$

In the kernel method, the optimisation problem for the nonlinear $\varepsilon$-SVR becomes analogous to the optimisation problem (9) in the dual formulation of the linear $\varepsilon$-SVR but the dot product between the feature vectors is replaced with the kernel function. Consequently, the prediction function in the kernel method becomes

$$f(x) = \sum_{i=0}^{M-1} (\alpha_i^+ - \alpha_i^-) K(x_i, x) + b, \quad (17)$$

which is a nonlinear version of the linear prediction function in Eq. (10).

Finally, we state commonly used kernel functions. Three kernels are commonly used in machine-learning literature: linear, polynomial and Gaussian kernels. The linear kernel, defined as $K_L(x_n, x_m) := x_n \cdot x_m$, corresponds to trivial embedding (15) and is used for linear dataset. The polynomial kernel, for a degree-$d$ polynomial,

$$K_P(x_n, x_m) = (x_n \cdot x_m + c)^d \quad \forall c \in \mathbb{R}, d \in \mathbb{Z}^+, \quad (18)$$

and the Gaussian kernel

$$K_G(x_n, x_m) = e^{-\eta|x_n - x_m|^2} \quad \forall \eta \in \mathbb{R}^+, \quad (19)$$

are used for nonlinear datasets. If no prior knowledge is available to determine the hyperparameter $\eta$ for Gaussian kernel, its default value is chosen to be

$$\eta = 1/(F \sigma^2), \quad (20)$$

where $F$ is the number of features and $\sigma$ is the standard deviation of the given data [28].

B. Facial-landmark detection

In this subsection, we explain the relevant background on FLD. We commence by providing an overview of FLD in §II B 1, including the problem statement and regression-based algorithms for solving a FLD problem. Then, in §II B 2, we describe FLD as a machine-learning task and elaborate on the learning workflow. Finally, in §II B 3, we discuss standard benchmarking datasets and commonly used performance measures for evaluating a FLD algorithm.

1. Problem overview

Here we discuss the FLD problem. First we define the task of FLD. Then we discuss how to convert the FLD problem into a computational problem by introducing the concept of data preprocessing. Finally we elaborate on regression-based algorithms for FLD.

We begin by describing a FLD problem. First we define a ‘face shape’, which we use to describe the FLD problem. A face shape is a collection of $(x, y)$ coordinates of a number $L$ of key landmarks on the face; $L$ is typically a number between 5 to 100 depending on the
application [13]. For a truecolor face image \(I_{\text{raw}}\) with \(L\) landmarks, we represent its face shape \(s_{\text{raw}}\) by the vector
\[
s_{\text{raw}} = (s_{\text{raw}}^0, s_{\text{raw}}^1, \ldots, s_{\text{raw}}^{2L-1}),
\]
where \(s_{2k}^{\text{raw}}\) and \(s_{2k+1}^{\text{raw}}\) are real numbers denoting the manually determined values for \(x\) and \(y\) coordinates of the \(k\)th landmark, respectively. For a FLD problem, we are given a raw dataset
\[
D_{\text{raw}} = \{(I_i^{\text{raw}}, s_i^{\text{raw}}) \mid i \in [N]\} \subset \mathbb{Z}^{m \times n \times 3} \times \mathbb{R}^{2L},
\]
where each \(I_i^{\text{raw}}\) is a truecolor face image, represented by an \(m \times n \times 3\) array of integers in the range \([0, 255]\) that defines red, green and blue color components for each pixel of the image\(^3\), and \(s_i^{\text{raw}}\) is the manually determined face shape\(^4\) corresponding to \(I_i^{\text{raw}}\). The task in FLD is to devise a model
\[
\text{shape} : \mathbb{Z}^{m \times n \times 3} \rightarrow \mathbb{R}^{2L} : \mathcal{I}_{\text{raw}} \mapsto s_{\text{raw}},
\]
to accurately predict the face shape \(s_{\text{raw}}^{\text{norm}}\) for an unmarked raw image \(I_{\text{raw}}\).

The raw dataset of marked truecolor images is first preprocessed before being used to devise a model for FLD. Preprocessing is important because working directly with the raw dataset makes the FLD task computationally more expensive. Moreover, the dataset of unconstrained truecolor images may vary largely in facial region size, face orientation, or illumination. Preprocessing of a raw image comprises three operations: image normalisation, feature extraction and feature selection [29, p. 2731]. The normalisation operation proceeds by first converting the raw images into grayscale images and detecting the facial region within each grayscale image by a face-detection algorithm such as the Viola–Jones algorithm [32]. The detected face region is then cropped and converted into a common-size image. We describe the normalisation process for each image by the map
\[
\text{normalise} : \mathbb{Z}^{m \times n \times 3} \rightarrow \mathbb{Z}^{m_t \times n_t} : \mathcal{I}_{\text{raw}} \mapsto \mathcal{I}_{\text{norm}},
\]
where \(m_t \times n_t\) is the size of grayscale images after normalisation and \(\mathcal{I}_{\text{norm}}\) denotes a normalised image. By normalisation, the face shape \(s_{\text{raw}}^{\text{norm}}\) of each raw image is scaled by the dimension \((m_t, n_t)\) of the normalised image according to
\[
\text{scale} : \mathbb{R}^{2L} \rightarrow \mathbb{R}^{2L} : s_{\text{raw}} \mapsto s,
\]
where \(s\) denotes the face shape of a normalised image. Thus, normalisation of marked images involves two functions, namely \(\text{normalise}\) and \(\text{scale}\), acting on images and their corresponding landmarks, respectively.

Feature extraction is performed by a feature descriptor
\[
\text{extract} : \mathbb{Z}^{m_t \times n_t} \rightarrow \mathcal{R}^{F_{\text{norm}}} : \mathcal{I}_{\text{norm}} \mapsto x_{\text{norm}},
\]
that maps a normalised image \(\mathcal{I}_{\text{norm}}\) into a feature vector \(x_{\text{norm}}\) of size \(F_{\text{norm}}\), which describes the normalised image. The common feature descriptors are the Haar-like feature descriptor [29] and the local binary patterns (LBP) feature descriptor [33]. To overcome the overfitting problem due to high dimensionality of feature vectors, \(F_{\text{norm}}\) is further reduced by feature selection techniques such as Adaboost regression [29] and correlation-based feature selection (CFS) [34]. A feature selection is a map
\[
\text{select} : \mathcal{R}^{F_{\text{norm}}} \rightarrow \mathcal{R}^F : x_{\text{norm}} \mapsto x,
\]
which maps a high-dimensional feature vector \(x_{\text{norm}}\) of size \(F_{\text{norm}}\) to a low-dimensional feature vector \(x\) of size \(F\). We define all the operations in the preprocessing step as a composite function
\[
\text{preprocess} = \text{select} \circ \text{extract} \circ \text{normalise},
\]
which maps a raw image \(I_{\text{raw}}\) to a preprocessed feature vector \(x\).

The resultant dataset for a FLD problem after preprocessing the raw dataset (22) is
\[
D = \{(x_i, y_i) \mid i \in [N]\} \subset \mathcal{R}^F \times \mathbb{R}^{2L}.
\]
Using this dataset, a model
\[
\text{detect} : \mathcal{R}^F \rightarrow \mathbb{R}^{2L} : x \mapsto s,
\]
is devised that maps the \(F\)-dimensional feature vector \(x\) to the face shape \(s\) of a normalised face image. The face shape of a raw face image is then achieved by \(\text{rescale}\), which is defined as the inverse of \(\text{scale}\) (25) to \(s\). Finding a face shape is therefore the composition
\[
\text{shape} = \text{rescale} \circ \text{detect} \circ \text{preprocess},
\]
which is the computational problem denoting a FLD task.

The literature shows a plethora of methods used to solve the FLD problem [13], with more recent and efficient algorithms developed by regression-based methods [21, 29]. These methods learn a regression model \(\text{detect}\) from the low-dimensional feature vector \(x\) to the face shape \(s\) of a normalised face image. Ref. [29] employs a method, termed “BoRMaN”, that combines SVR for local search and Markov random fields for global shape constraints, and yields fast and accurate detection of landmarks. We next cast FLD as a regression problem and describe a typical machine-learning workflow for solving the regression problem.

\(^3\) In OpenCV [31], \(m\) and \(n\) denotes number of rows and columns of pixels, respectively.

\(^4\) In OpenCV, the coordinate system is an inverted Cartesian system with origin at the top-left corner. Each coordinate can be further bounded as \(s_{2k}^{\text{raw}} \in [0, m]\) and \(s_{2k+1}^{\text{raw}} \in [0, n]\)
2. Landmark detection as a machine-learning problem

Here we describe a FLD problem as a machine-learning problem. First we cast FLD as a supervised-learning (SL) problem of multi-output regression. We then discuss a typical workflow for solving a SL problem. Finally, we elaborate on the individual steps of the workflow by describing the techniques relevant to our work.

The FLD problem is cast as a SL problem of multi-output regression [27]. The SL algorithm learns a model, using the dataset \( D \) (29) that accurately predicts the face shape of a face image. This SL problem follows a typical machine-learning workflow, which involves four steps: data preprocessing, training, validation and testing.

We now describe all steps of the machine-learning workflow for FLD in detail. In the data preprocessing step, the raw dataset (22) is manipulated to construct a new dataset that is suitable for SL. This involves normalising the truecolor face images, feature extraction and feature selection as described in the previous section. For SL, the preprocessed dataset is divided into two disjoint sets as

\[ D = D_{\text{model}} \sqcup D_{\text{test}}, \quad (32) \]

where the size of \( D_{\text{model}} \) is \( M \) and size of \( D_{\text{test}} \) is \( N - M \). The model dataset \( D_{\text{model}} \) is used for training and validating a model, and the test dataset \( D_{\text{test}} \) is used to test the model.

In the training step, the model dataset \( D_{\text{model}} \) is randomly divided into two disjoint data sets as

\[ D_{\text{model}} = D_{\text{train}} \sqcup D_{\text{validate}}, \quad (33) \]

for training set \( D_{\text{train}} \) of size \( T \) and validation set \( D_{\text{validate}} \) of size \( V := M - T \). The training dataset is then used to construct a learning model

\[ \text{detect} : \mathbb{R}^F \rightarrow \mathbb{R}^{2L} : x \mapsto \hat{s}, \quad (34) \]

which is an approximation for the ideal model \( \text{detect} \) (30), and yields an approximate shape \( \hat{s} \) of an unseen face image.

In the validation step, which sometimes is referred to as calibration [11], the constructed model in the training step is assessed by some performance measures, and hyperparameters of the model are then calibrated in an iterative way.

A cross-validation technique, such as Monte-Carlo cross-validation (MCCV) or \( k \)-fold cross validation [35], is commonly used for validating the constructed model. In this technique, a tuple of optimal hyperparameters of the model is obtained by searching over the hyperparameter space. For each tuple of hyperparameters, MCCV randomly samples a dataset \( D_{\text{train}} \), trains a model on it and calculates the model’s performance on \( D_{\text{validate}} \), and repeat these steps for different pairs of \( D_{\text{train}} \) and \( D_{\text{validate}} \) to calculate a mean performance. After repeating this process for all possible tuples of hyperparameters, the validation step returns the tuple corresponding to the best model performance.

In the testing step, performance of the learned model using the optimal hyperparameters is assessed on the test dataset \( D_{\text{test}} \), which is unseen in the training and validation steps. The model’s performance in the testing step is reported as the final performance of the learned model. For comparing quality of different models for FLD, their performance on the same dataset are calculated using the standard metrics, as explained next.

3. Performance measures

We now discuss the standard datasets used for benchmarking a FLD model and commonly used performance measures for assessing the accuracy of a FLD algorithm.

The datasets used for testing a ML model for FLD include images of human faces along with manually labelled landmarks [13]. These datasets are constructed either under controlled conditions (constrained) or under uncontrolled conditions (unconstrained). Different datasets also vary in the total number of marked landmarks. Commonly used unconstrained datasets for FLD are BioID 2001 [36], Labeled Faces in the Wild 2007 (LFW) [37], Labeled Face Parts in the Wild 2011 (LFPW) [38] and Helen 2012 [39], whereas constrained datasets include IMM database [40] and PUT database [41].

Two performance measures are typically used to assess a FLD model’s performance: mean normalised detection error (MNDE) and failure rate (FR) [21]. The detection error for each landmark is the Euclidean distance between the observed and the predicted coordinates. This error is normalised to make the performance measure independent of the actual face size or the camera zoom [42, p. 4]. Conventionally, the detection error is normalised by dividing with the inter-ocular distance, which is the Euclidean distance between the centre of the eyes [43]. However, this normalisation is biased for profile faces for which the inter-ocular distance can be very small [21, 44]. An alternative approach for normalisation, which does not have the drawback of the conventional normalisation, is dividing the detection error by the width of the face bounding box [21]. For each landmark \( k \) with the true coordinates \((x_k, y_k)\) and the corresponding predicted coordinate \((\hat{x}_k, \hat{y}_k)\), the normalised detection error

\[ e_k := \sqrt{(x_k - \hat{x}_k)^2 + (y_k - \hat{y}_k)^2} / d_k \quad (35) \]

where \( d_k \) is the inter-ocular distance or the width of the face bounding box. The MNDE for each landmark \( k \) over a dataset with \( N \) images is defined as the arithmetic mean of the normalised detection error for the landmark in each image of the dataset; that is

\[ \text{MNDE}_k := \frac{1}{N} \sum_{i=1}^{N} e_k^i \quad (36) \]
where $e^k_i$ is the normalised detection error for $k$th landmark of $i$th image.

To avoid biases of the MNDE, due to the variations in error normalisation, FR is also used as a measure for performance of a FLD model. For FR, a pre-specified threshold value, denoted by $e_{th}$, is required for the normalised detection error (35). If the normalised detection error is greater than $e_{th}$ then the detected landmark is considered as a failed detection. For each landmark $k$, the FR is defined as

$$ FR_k := \frac{\left| \left\{ i : e^k_i > e_{th} \right\} \right|}{N}, \quad (37) $$

which is the ratio of number of failed detection to the total number of images $N$; the term ‘rate’ here refers to the ratio. The commonly used threshold value for failed detection is $e_{th} = 0.1$ [42, p. 4]. We use both MNDE and FR to gauge the accuracy of a FLD algorithm and to compare the performance of different FLD algorithms.

C. Quantum annealing on D-Wave

In this subsection, we briefly discuss the concept of quantum annealing and its practical realisation. First we explain quantum annealing as a meta-heuristic tool for optimisation. Then we state the equivalence between an Ising minimisation problem and a QUBO problem. Finally, we discuss D-Wave’s implementation of quantum annealing, with applications to SL.

1. Quantum annealing

Quantum annealing employs quantum-mechanical effects to approximate the solution of an optimisation problem, as we describe in the following. We start by defining the Ising minimisation problem and its relation to the computational problem of optimisation. We then define quantum annealing and explain how the process of quantum annealing results in finding the solution of a minimisation problem.

The computational problem of finding the global minimum is equivalent to the physical problem of finding the ground state of an Ising spin system, which is a collection of pairwise-interacting spin-1/2 particles in an external magnetic field. For a spin configuration $\{\sigma_i^z\}$, $h_i$ and $J_{ij}$ represent the strength of the magnetic field on particle $i$ and the coupling strength between adjacent particles $i$ and $j$, respectively. The energy of this system is expressed by the Ising Hamiltonian

$$ H_P := \sum_i h_i \sigma_i^z + \sum_{<i,j>} J_{ij} \sigma_i^z \sigma_j^z, \quad (38) $$

where the subscript ‘P’ denotes problem and the notation $<i,j>$ denotes adjacency between particles $i$ and $j$. Here $\sigma_i^z \in \{\pm 1\}$ for this classical $H_P$, whereas for a quantum particle, $\sigma_i^z$ represents the Pauli Z-matrix operating on particle $i$. Given coefficients $\{h_i\}$ and $\{J_{ij}\}$, the Ising minimisation problem is to find $\{\sigma_i^z\}$ such that the system achieves the minimum or ground state energy.

Quantum annealing is a meta-heuristic optimisation procedure that aims to find the global minimum of a discrete optimisation problem using properties of quantum physics [8]. This optimisation problem is represented as an Ising minimisation problem by expressing the coefficients of the objective function in terms of $\{h_i\}$ and $\{J_{ij}\}$, and mapping the discrete variables to $\{\sigma_i^z\}$. A classical analogue for quantum annealing is simulated annealing (SA), which is a numerical global optimisation technique with “temperature” guiding the simulated system towards a minimum energy state [45].

Quantum annealing relies on the adiabatic evolution of a time-dependent Hamiltonian [46]

$$ H_{QA}(t/t_f) = -A(t/t_f)H_1 + B(t/t_f)H_P, \quad (39) $$

for a duration $t_f$, which is called the annealing time. Ideally, the magnitude of $t_f$ is determined from the difference between ground and first excited energy levels of $H_{QA}(t/t_f)$ [46]. Here $A(t/t_f)$ and $B(t/t_f)$ are smooth and monotonic functions defining a preset annealing schedule, and the initial Hamiltonian $H_1$ is a trivial Hamiltonian satisfying $[H_1, H_P] \neq 0$. At the beginning of an ideal quantum annealing process, the system starts in the ground state of $H_1$. For a transverse field Hamiltonian $H_1 = \sum_i X_i$, its ground state is an uncoupled state, with each spin being in an equal superposition of $\sigma_i^z = -1$ and $\sigma_i^z = +1$. During annealing, the system Hamiltonian $H_{QA}(t/t_f)$ slowly changes from $H_1$ to $H_P$ by decreasing $A(t/t_f)$ smoothly from a maximum value to zero and increasing $B(t/t_f)$ smoothly from zero to a maximum value. At the end of the anneal, the system is ideally in the ground state of $H_P$, which encodes the solution of the given discrete optimisation problem.

The Ising minimisation problem is equivalent to the computational problem of QUBO, under the linear transformation $s_i \mapsto 2a_i - 1$ [47]. A QUBO problem is finding the assignment of $a_i$ that minimises the objective function

$$ E(a) = a^T \widetilde{Q} a, \quad a_i \in \{0,1\}, \quad (40) $$

where $a$ is a column vector of the binary variables $a_i$ and the QUBO matrix $\widetilde{Q}$ is a real-symmetric matrix. The diagonal and off-diagonal elements of $\widetilde{Q}$ can be expressed as functions of $h_i$ and $J_{ij}$ up to a constant. Additionally, the QUBO problem (40), or equivalently the Ising minimisation problem (38), can be represented as an undirected graph $G = (V, E)$. The set of nodes $V$ corresponds to the spin-1/2 particles with $\{h_i\}$ and $\{J_{ij}\}$ corresponding to the weights of nodes and edges $E$, respectively.
2. D-Wave QA implementation

Now we proceed to describe D-Wave’s implementation of quantum annealing. First we explain the hardware and the cloud interface that we use. Finally, we provide some examples of D-Wave’s application to SL.

The D-Wave System Inc. offers a 5000-spin implementation of a practical quantum annealing device, commonly known as a quantum annealer or quantum processing unit (QPU). The spins in this annealer are superconducting flux qubits, operating at a temperature of 15 mK, which are arranged in a Pegasus topology [48]. The native connectivity of the annealer chip Advantage system 1.1, which we use, has 5640 qubits (nodes) and 40484 couplers (edges), but a working chip typically has a fewer number of qubits and couplers due to technical imperfections. Although this restricted connectivity only allows complete graphs of size less than 180 to be solved directly on the annealer [49], using the quantum-classical hybrid annealing solver hybrid_binary_quadratic_model_version2 [12] we can solve up to a $10^6$-variable optimisation problem.

D-Wave provides cloud-based access to its annealers using the quantum cloud service Leap. To make an optimisation problem compatible for a D-Wave solver, it needs to be first converted into an Ising minimisation problem (38) or a QUBO problem (40). Using predefined functions [50], the solver then embeds the problem into the Pegasus graph structure of the D-Wave annealer. The Hybrid Solvers employ state-of-the-art classical algorithms, aided with automatic intelligent access of the quantum annealer, to deliver the best solution for the optimisation problem. These solvers do not require precise manual controls of the annealers, making them suitable for various machine learning applications. However, we can choose the value of the parameter time limit, which denotes the maximum allowed problem runtime [51].

D-Wave is utilised for a regression task on lattice quantum chromodynamics simulation data, where the D-Wave annealer performed comparably to the best classical regression algorithm [52]. D-Wave is used to train a linear regression model about thrice faster than the classical approach with similar values for regression error metric, when applied on a synthetic dataset [53]. Although no claims regarding a computational speedup over a classical soft-margin SVM is made, empirical evidence shows a better or comparable performance of quantum-annealing-based SVM in terms of classification accuracy, area under Receiver-Operating-Characteristic curve and area under Precision-Recall curve, for a dataset of size $\approx$ 1600 in a binary classification problem of computational biology [11].

III. APPROACH

In this section, we describe our approach for solving the regression problem of detecting facial landmarks using quantum-assisted $\varepsilon$-SVR models. We begin by explaining our method to construct a quantum-assisted $\varepsilon$-SVR model and to train it using a commercial quantum annealer. Then we describe our FLD algorithm, which involves converting the multi-output regression problem into several single-output regression problems and solving each of them using SVR. Finally, we elaborate on the machine-learning workflow for each of these single-output regression problems.

A. Quantum-assisted SVR

Here we explain our method for designing a quantum-assisted SVR, which involves employing quantum annealing for solving the dual formulation of the single-variable optimisation problem (14). First we show how to convert this optimisation problem into a QUBO problem (40). Then we describe implementations of two $\varepsilon$-SVR models, constructed by solving the QUBO problem using a classical or a quantum-classical hybrid algorithm. Finally, we briefly discuss the application of the quantum-assisted SVR formulation to the FLD problem, along with software packages utilised in this work.

Converting the optimisation problem in Eq. (14) into a QUBO problem (40) is a two-step procedure: first we convert the constrained optimisation into an unconstrained optimisation on real values, and then we convert the real-valued unconstrained optimisation into a binary form. To design an unconstrained optimisation problem, we construct a new objective function $L(\alpha)$ by adding the first constraint in Eq. (14b) as a square-penalty term to the objective function (14a) using a Lagrange multiplier $\lambda \in \mathbb{R}^+ [54]$. The solution of the unconstrained optimisation problem is a vector $\alpha \in \mathbb{R}^{2M}$. For each element of $\alpha$, we define a binary encoding [11], with total number of bits $B$ and with $B_i$ bits representing the fractional part, as

$$\alpha_m \approx \frac{1}{2^{B_i}} \sum_{i=0}^{B-1} 2^i a_{Bm+i} \quad \forall m \in [2M],$$

(41)

up to the encoding precision $2^{-B_i-1}$. By this encoding, we obtain an objective function $E(\alpha)$, which is in the QUBO form (40). Additionally, with the choice for the regularization hyperparameter

$$\gamma \approx \frac{1}{2^{B_i}} \sum_{i=0}^{B-1} 2^i = \frac{1}{2^{B_i}} (2^B - 1),$$

(42)

which, up to the encoding precision, is the maximum value possible for each $\alpha_m$, the second constraint in Eq. (14b) is also satisfied.

We employ two different algorithms to solve the constructed QUBO problem, i.e., to minimise the objective function $E(\alpha)$ (40), and compare their performances. One of the algorithms is purely classical and the other is a hybrid quantum-classical algorithm. We choose SA
for classical optimisation and D-Wave’s Hybrid Solver for quantum-classical hybrid optimisation, as SA and Hybrid are the typical choices in this field [25, 26]. For SA, we use the implementation in D-Wave’s package dwave-neal [55], and use LeapHybridSampler [12] for hybrid optimisation. The output of each algorithm is a binary vector \( a \), which after decoding by Eq. (41) yields the solution \( \alpha \) of the unconstrained optimisation problem in Eq. (14). Having \( \alpha \), we compute the offset \( b \) by the method described in Appendix A. The vector \( \alpha \) together with the offset \( b \) are then used to construct an \( \varepsilon \)-SVR model (17), where \( \varepsilon \) is the error tolerance in Eq. (3). Henceforth, we refer to the \( \varepsilon \)-SVR models constructed by SA and Hybrid (quantum-assisted) solver as “SA-SVR” and “QA-SVR”, respectively.

We apply this quantum-assisted \( \varepsilon \)-SVR formulation to the computational problem in FLD. In the following subsections, we describe our approach for using QA-SVR and SA-SVR, and compare their performances for the FLD task (23). We also compare these models against the standard \( \varepsilon \)-SVR model, which we refer to as “SKL-SVR”, constructed using Python’s scikit-learn [28] and is based on gradient-based optimisation [24].

### B. Algorithm for FLD

In this subsection, we explain our procedure for constructing and benchmarking SL models to solve the FLD task (23). First we describe the raw datasets used for training, validating and testing. Then we decompose the FLD task into independent sub-tasks and state the SL problem, along with the preferred SL model, for each sub-task. Finally, we elaborate on the assessment procedure for a landmark-detection model.

#### 1. Raw datasets

We begin by describing the raw datasets used in our work. First we elucidate the structure of the datasets, i.e., what information is contained in them, along with an example face image. Finally, we state our convention for choosing the training and test datasets.

We use the datasets compiled from the publicly available databases LFW, LFPW and BioID for training, validating and testing our SVR models [21, 56]. The raw dataset \( D_{\text{raw}} \) (22), with \( N = 125 \) images and \( L = 5 \) landmarks, is a subset of the LFW image database. Each face shape is represented by a list of \((x,y)\) coordinates of five facial landmarks: left-eye centre (1), right-eye centre (2), nose tip (3), left mouth corner (4) and right mouth corner (5); see Fig. 2. In addition to the face shape, \( D_{\text{raw}} \) includes a representation of the face box, shown in Fig. 2, which demarcates the extent of the face. A face box is defined by a list of four numbers: first and third numbers are the coordinates of the top-left corner of the box, and the second and fourth numbers are the coordinates of the bottom-right corner. Although these coordinates can vary depending on the face detection algorithm and can have biases based on age, gender, race, etc., in this paper we just use the pre-determined data [56].

From \( D_{\text{raw}} \), we randomly choose a subset \( D_{\text{model}} \) of size 100 for training and validation, and the remaining 25 datapoints make the test set \( D_{\text{test}} \). To evaluate our FLD algorithm and compare its performance with the state-of-the-art SVR-based FLD algorithm [29], we test our learned models over subsets of two benchmarking databases for FLD, namely LFPW and BioID. These two are the commonly used databases for unconstrained images, with BioID having lesser variations in face pose, illumination and expression as compared to LFPW. From these two databases, we choose subsets of sizes 164 and 1341, respectively, as our test datasets.

#### 2. Landmark-detection model

We now elaborate on our FLD algorithm for constructing a landmark-detection model, and our procedure to assess and compare this model against state-of-the-art model. For images with \( L \) landmarks, we first split the FLD task (23) into 2\( L \) sub-tasks, where each sub-task is to solve a single-output regression problem. We then construct an \( \varepsilon \)-SVR model (17) for solving this problem. Next we obtain a landmark-detection model using models for the \( x \) and \( y \) coordinates of all landmarks. Finally, we elaborate on our choice of performance metrics and test datasets used for benchmarking.

---

5 Here the coordinate system is an inverted Cartesian system with the origin at the top-left corner of the image. This inverted coordinate system is the same as in OpenCV where images are represented as matrices.
We design a FLD algorithm that solves the FLD task \((23)\) by splitting into \(2L\) independent sub-tasks labelled by \(\ell \in [2L]\). The raw dataset for sub-task \(\ell\)
\[
\mathcal{D}_\ell^{\text{raw}} = \{(\mathbf{I}_\ell^{\text{raw}}, s_\ell^{\text{raw}}) \mid i \in [N]\} \subset \mathbb{Z}^{m \times n \times 3} \times \mathbb{R},
\]
is a subset of \(\mathcal{D}^{\text{raw}} \) \((22)\). Given the above dataset, the sub-task is then to devise a model
\[
\text{shape}_\ell : \mathbb{Z}^{m \times n \times 3} \rightarrow \mathbb{R} : \mathbf{I}_\ell^{\text{raw}} \rightarrow s_\ell^{\text{raw}} \tag{44}
\]
that accurately predicts \(s_\ell^{\text{raw}}\) for an unmarked raw image \(\mathbf{I}_\ell^{\text{raw}}\). By concatenating outputs of these \(2L\) models \((44)\), we obtain the face shape \(s^{\text{raw}} \) \((21)\) of \(\mathbf{I}^{\text{raw}}\). Thus solving the \(2L\) sub-tasks solves the FLD task of predicting the face shape.

Each sub-task \(\ell \) \((44)\) involves a nonlinear single-output regression problem, which we solve by employing machine learning. Using a dataset \(\mathcal{D}(\ell)\) generated from \(\mathcal{D}_\ell^{\text{raw}} \) \((43)\) by preprocessing operations, the SL agent learns a regression model \(\text{detect}_\ell\). This model predicts the scaled value of one coordinate of one landmark, as explained thoroughly in the next section. Due to the nonlinearity property and the high-generalisation capability of SVR [29], we represent each \(\text{detect}_\ell\) by an \(\varepsilon\)-SVR model \((17)\) with Gaussian kernel \((19)\). Moreover, we compare between classical and quantum-assisted algorithms by constructing three different \(\varepsilon\)-SVR models, namely QA-SVR, SA-SVR and SKL-SVR, for each \(\text{detect}_\ell\).

We now construct a landmark-detection model by combining the detection models for \(x\) and \(y\) components of each landmark. The landmark-detection model for the \(k\)th landmark is
\[
\text{landmark}_k = \begin{pmatrix} \text{shape}_{2k} \\ \text{shape}_{2k+1} \end{pmatrix},
\]
where \(\text{shape}_{2k}\) and \(\text{shape}_{2k+1}\) approximately predict the \(x\) and \(y\) components of landmark \(k\), respectively. Each \(\text{shape}_{2k}\) is constructed using the corresponding \(\text{detect}_{2k}\), which in turn has three formulations based on the nature of algorithm, i.e. QA-SVR, SA-SVR and SKL-SVR. Consequently, a landmark-detection model, which is a collection \(\{\text{landmark}_k, \forall k \in [L]\}\), is of three types: QA-\text{landmark}, SA-\text{landmark} and SKL-\text{landmark}.

To evaluate the efficacy of a landmark-detection model, we use the mean and variance of normalised detection error and the failure rate, calculated for all \(L\) landmarks. The output of each \(\text{landmark}_k\) is a tuple \((x_k, y_k)\), which are the predicted values for the \(x\) and \(y\) coordinates of the landmark relative to the top-left corner of the image. Using these predicted coordinates, the true coordinates \((x_k, y_k)\) and the width of the face bounding box as \(d_k\), we calculate MNDE\(_k\) \((36)\) and the variance of \(e_k\) \((35)\). We also calculate FR\(_k\) \((37)\) for a threshold \(e_k = 0.1\).

We test and compare four landmark-detection models on three benchmarking datasets. Three of these models, i.e. QA-\text{landmark}, SA-\text{landmark} and SKL-\text{landmark}, are trained using our FLD algorithm, whereas the fourth model is trained using the state-of-the-art classical FLD algorithm based on boosted-SVR [29]. Each of these four models is assessed by metrics MNDE, variance of detection error and FR, calculated using subsets of the standard databases, i.e. LFW, LFPW and BioID [56].

C. Machine learning workflow

Here we elaborate on the machine learning workflow [Fig. 3] for devising a model \(\text{shape}_\ell\), which approximates the desired model \((44)\) for a sub-task \(\ell\). We begin by describing the preprocessing operations that are applied on the raw dataset to generate a processed dataset. Using this processed dataset, we then construct an \(\varepsilon\)-SVR model, which approximately predicts one coordinate of one landmark for a normalised image. In this regard, we explain optimal hyperparameter selection, training and testing for this model.

1. Preprocessing raw dataset

We elaborate on the first step of the workflow, i.e. preprocessing the raw dataset \(\mathcal{D}_\ell^{\text{raw}} \) \((43)\). Preprocessing typically involves three sub-steps, namely normalisation \((24,25)\), feature extraction \((26)\) and feature selection \((27)\). We provide implementation details of these three sub-steps. Finally, we derive the pre-processed dataset \(\mathcal{D}(\ell)\), which is later used for training an \(\varepsilon\)-SVR model \((17)\).

The raw dataset \(\mathcal{D}_\ell^{\text{raw}}\) comprises 125 LFW images of varying facial-region size, orientation and illumination,
and hence this dataset needs to be normalised before being used for training \( \varepsilon \)-SVR models. To normalise these images according to normalise (24), we first convert each truecolor face image into its gray-scale version using a pre-defined function [57] of the OpenCV package. Next we crop the facial region of each gray-scale image by extracting the sub-matrix corresponding to the coordinates (integer part) in the face box. Finally, each cropped image is resized to \( 90 \times 90 \) (\( m_r = n_r = 90 \) in Eq. (24)), which is an approximate average of the dimensions of 125 images, using OpenCV’s resize function [58]. Additionally, for each normalised image \( I_{\text{norm}} \), the scaled coordinate \( s^{(\ell)} \) is calculated using

\[
\text{scale}_\ell : \mathbb{R} \rightarrow \mathbb{R} : s^{(\ell)}_{\text{raw}} \mapsto s^{(\ell)},
\]

from the actual coordinate \( s^{(\ell)}_{\text{raw}} \) (43).

We now apply the feature extraction extract (26) on each \( 90 \times 90 \) image \( I_{\text{norm}} \) to construct the corresponding feature vector \( x^{\text{norm}} \). To this end, we choose LBP as our image descriptor because local descriptors are robust with respect to pose and illumination changes in images and are invariant to hyperparameter selection [59]. We divide \( I_{\text{norm}} \) into a \( 3 \times 3 \) grid of equal segments and calculate the LBP histogram for each segment using the LBP implementation of Python’s scikit-image package [60]; see Fig. 4(a). Upon choosing a circular (8,1) neighbourhood and restricting LBPs to only non-rotation-invariant uniform patterns, the LBP histogram for each segment has 59 bins, where 58 bins hold frequencies of 58 uniform patterns and all non-uniform patterns are counted in the remaining bin [61]. We use the spatially-enhanced histogram representation [59], which is the concatenation of the nine LBP histograms corresponding to the nine segments, as a 531-dimensional feature vector \( x^{\text{norm}} \). In Fig. 4(b), we represent this spatially enhanced histogram as an extended histogram plot with 531 bins.

In the final sub-step of preprocessing, i.e., feature selection, we use the CFS technique. The correlations between the feature vectors \( \{x^{\text{norm}}_i\} \) (26) and corresponding outputs \( \{s^{(\ell)}_i\} \) (46) is quantified by their Pearson correlation coefficients. By this Pearson CFS technique, we then reduce the 531-dimensional vector \( x^{\text{norm}} \) to a \( F_\ell \)-dimensional vector \( x^{(\ell)} \) according to

\[
\text{select}_\ell : \mathbb{R}^{531} \rightarrow \mathbb{R}^{F_\ell} : x^{\text{norm}} \mapsto x^{(\ell)},
\]

where \( F_\ell < 10 \). This bound for \( F_\ell \) is chosen to avoid over-fitting during training with 10 data points in the MCCV step, as explained later in this section. The Pearson coefficients are calculated using a pre-defined function pearsonr of Python’s scipy package [62]. The selected features in the 531-dimensional vector are represented as red bars in the concatenated histogram; see Fig. 4(b).

Performing the three image preprocessing operations (24,26,47) on each raw face image and the scaling operation (46) on the corresponding landmark coordinate, we derive the preprocessed dataset \( D^{(\ell)} \) from the raw dataset \( D_{\text{raw}}^{(43)} \). The three operations (24,26,47) can be combined as a function

\[
\text{preprocess}_\ell = \text{select}_\ell \circ \text{extract} \circ \text{normalise},
\]

which maps \( I_{\text{raw}} \) to \( x^{(\ell)} \). Thus, using preprocess\(_\ell \) and scale\(_\ell \), we generate

\[
D^{(\ell)} = \left\{ \left(x^{(\ell)}_i, s^{(\ell)}_i\right) \middle| i \in [N] \right\} \subset \mathbb{R}^{F_\ell} \times \mathbb{R}.
\]

Furthermore, this dataset is an union (32) of two disjoint sets,

\[
D^{(\ell)} = D_{\text{model}}^{(\ell)} \cup D_{\text{test}}^{(\ell)},
\]
where $\mathcal{D}_{\text{model}}^{(t)}$ and $\mathcal{D}_{\text{test}}^{(t)}$ are obtained from $\mathcal{D}_{\text{raw}}^{(t)}_{\text{model}}$ and $\mathcal{D}_{\text{raw}}^{(t)}_{\text{test}}$, respectively, for each sub-task $t$ by employing the two preprocessing functions (46,48).

2. Training and testing

We now explain the procedure to train, validate and test an $\varepsilon$-SVR model using the dataset $\mathcal{D}_{\text{model}}^{(t)}$ (50). First we discuss implementation of the training step in our workflow. Next we define the hyperparameter subsets for the $\varepsilon$-SVR model, followed by a discussion on our MCCV implementation. Finally, we construct the $\varepsilon$-SVR model, which is then used for testing our algorithm.

We use the preprocessed dataset $\mathcal{D}_{\text{model}}^{(t)}$ for training an $\varepsilon$-SVR model. Using a randomly chosen subset $\mathcal{D}_{\text{train}}^{(t)}$ from $\mathcal{D}_{\text{model}}^{(t)}$, we construct the model

$$\texttt{detect}_t : \mathbb{R}^p \rightarrow \mathbb{R} : x^{(t)} \mapsto \hat{s}^{(t)},$$

(51)

which approximately predicts the value of $s^{(t)}$ (46) as $\hat{s}^{(t)}$. In order to compare classical vs hybrid algorithms, we generate three different $\texttt{detect}_t$ models, namely SKL-SVR, SA-SVR and QA-SVR. We fix the error tolerance as $\varepsilon = 0.1$, which is the default value in LIBSVM [63] and its implementation in scikit-learn [28], for all these three models. For the SA solver, we fix both the number of sweeps and the number of repetitions to 1000, and use the iteratively-averaged value over 20 low-energy samples as the solution for the QUBO problem [10]. For the Hybrid Solver, we fix the parameter time\_limit to 3s and 6s for cross-validation and training, respectively, where these values are selected according to the number of variables in the QUBO problem [64]. Furthermore, we report the average prediction over 20 models as the value of $\hat{s}^{(t)}$ to account for the probabilistic nature of the SA and Hybrid Solvers [11].

Now we determine hyperparameter domains for each of the three $\varepsilon$-SVR models, namely SKL-SVR, SA-SVR and QA-SVR. We restrict the domain of each hyperparameter to a small subset based on certain assumptions and our observations. We fix $B_t = 0$ (41), which is justified because fractional part was not required for getting feasible solutions from classification models built using SVMs [11]. Consequently, $\gamma$ (42) can only be certain integer values. We pick $\gamma \in \{15,31,63\}$, corresponding to $B \in \{4,5,6\}$. These bounds are justified empirically by observing insignificant changes in solutions for QUBOs with $\gamma$ outside this range. We estimate the default value for the Gaussian kernel parameter (20) as $\eta = 238$ using feature dimension $F_t = 6$ (on average) and variance of training dataset as 0.0007 (on average). Assuming $\eta = 238$ as the upper bound, we choose $\eta \in \{4,4^2,4^3,4^4\}$, which exponentially covers the domain for $\eta$ and is enough for our problem. Furthermore, for the Lagrange multiplier $\lambda$, we empirically choose a feasible subset $\{1,5,10\}$ as its domain. In summary, for SKL-SVR, the domain for each hyperparameter in the tuple $(\gamma,\eta)$ is

$$\gamma \in \{15,31,63\}, \quad \eta \in \{4,4^2,4^3,4^4\},$$

(52)

and for SA-SVR and QA-SVR, the hyperparameter tuple is $(B,B_t,\eta,\lambda)$, with their corresponding domains

$$B \in \{4,5,6\}, \quad B_t = 0,$$

$$\eta \in \{4,4^2,4^3,4^4\}, \quad \lambda \in \{1,5,10\}.$$  

(53)

In the validation step, we use the MCCV technique to find the optimal tuple of hyperparameters for an $\varepsilon$-SVR model (17). Our MCCV works as follows. By randomly sampling 10% of $\mathcal{D}_{\text{model}}^{(t)}$, without replacement, generate a dataset $\mathcal{D}_{\text{train}}^{(t)}$. Then train a model using $\mathcal{D}_{\text{train}}^{(t)}$ and validate on $\mathcal{D}_{\text{validation}}^{(t)}$; which is the remaining 90% of $\mathcal{D}_{\text{model}}^{(t)}$. We repeat this process 50 times for each tuple of hyperparameters, i.e. $(\gamma,\eta)$ for SKL-SVR and $(B,B_t,\eta,\lambda)$ for SA-SVR and QA-SVR, and finally choose the one tuple returning the minimum value of a performance metric called mean normalised error (MNE), which is similar to MNDE (36). We define MNE for each coordinate of each landmark as

$$\text{MNE}^{(t)} := \frac{1}{V} \sum_{m=1}^{V} \frac{s_{m}^{(t)} - \hat{s}_{m}^{(t)}}{90},$$

(54)

where $V = 90$ is size of our validation dataset. From this MCCV step, we calculate the optimal tuple of hyperparameter and use it in the final training step.

We construct the final $\varepsilon$-SVR model $\texttt{detect}_t$ (51) using the whole dataset $\mathcal{D}_{\text{model}}^{(t)}$ and the best hyperparameter tuple from MCCV. The sub-task in Eq. (44) is then approximately accomplished by following the composition

$$\texttt{shape}_t = \texttt{rescale}_t \circ \texttt{detect}_t \circ \texttt{preprocess},$$

(55)

where $\texttt{rescale}_t$ is the inverse of $\texttt{scale}_t$ (46). The function $\texttt{shape}_t$ yields an approximate prediction $\hat{s}^{(t)}_{\text{raw}}$ of one coordinate of one landmark for each image in $\mathcal{D}_{\text{test}}^{(t)}$. This prediction, along with the prediction for the other coordinate [Fig. 3], are then used to construct and assess the landmark-detection model (45).

IV. RESULTS

In this section, we present our results on the performance of our quantum-assisted algorithm for FLD and compare our algorithm with classical algorithms for FLD. First we formulate the optimisation problem involved in training an $\varepsilon$-SVR model as a QUBO problem. Then we compare the performances of the three landmark-detection models developed here, namely SKL-landmark, SA-landmark and QA-landmark, using a subset of the LFW dataset. Finally, using the LFPW and BioID datasets, we compare these landmark-detection models against a model constructed by the BoRMA algorithm.
A. QUBO formulation of SVR

Here we construct a QUBO formulation for the constrained optimisation problem (14) used in training an \(\varepsilon\)-SVR model. We begin by deriving a real-valued unconstrained optimisation problem corresponding to the constrained optimisation problem. Then we establish an expression for the QUBO matrix, which is used to derive the QUBO objective function \(E(a)\) (40).

For the real-valued unconstrained optimisation problem, we derive the objective function \(\mathcal{L}(\alpha)\) by adding the first constraint in Eq. (14b) as a square-penalty term to the objective function (14a) using the Lagrange multiplier \(\lambda\). We obtain the expression

\[
\mathcal{L}(\alpha) := \frac{1}{2} \alpha^T Q \alpha + \alpha \cdot c + \lambda \left( \sum_{m=0}^{M-1} \alpha_m - \sum_{m=M}^{2M-1} \alpha_m \right)^2,
\]

for this real-valued objective function. The solution of this unconstrained optimisation problem is the vector \(\alpha \in \mathbb{R}^{2M}\) that minimises \(\mathcal{L}(\alpha)\) and satisfies the bounds imposed by the second constraint in Eq. (14b).

We now express the objective function (56) of the unconstrained optimisation problem in a QUBO form (40). By employing the binary encoding (41), we derive the symmetric QUBO matrix \(\tilde{Q}\), with elements

\[
\tilde{Q}_{Bn+i,Bm+j} = \frac{1}{2} \frac{\delta_{nm} \delta_{ij} + \lambda}{\delta_{Bi}^2} \Theta(m-M)\Theta(n-M) - 2\lambda \frac{\delta_{nm} \delta_{ij} + \lambda}{\delta_{Bi}^2} \Theta(n-M)\Theta(m-M),
\]

where

\[
\Theta(n) := \begin{cases} 
0 & \text{if } n < 0, \\
1 & \text{if } n \geq 0,
\end{cases}
\]

is the Heaviside step function and

\[
\tilde{\Theta}(n) := 1 - \Theta(n) \quad \forall n \in \mathbb{Z}.
\]

The QUBO matrix is then used to express the optimisation problem in the QUBO form as

\[
E(a) = \sum_{n,m=0}^{2M-1} \sum_{i,j=0}^{B-1} a_{Bn+i} \tilde{Q}_{Bn+i,Bm+j} a_{Bm+j},
\]

see Appendix B for a detailed derivation of this QUBO problem. Minimising \(E(a)\) (60) produces a \((2MB)\)-bit string \(a\), which upon decoding consistent with Eq. (41), yields an approximate solution of the unconstrained optimisation problem (14), up to the encoding precision.

B. Quantum-assisted facial-landmark detection

We characterise the three implementations of our landmark-detection model (45), namely SKL-landmark, SA-landmark and QA-landmark. Each of these three models is trained and tested using subsets of the LFW database [21, 56]. We begin by comparing the true and predicted positions of five landmarks on a LFW test image. Then we compare the three landmark-detection models based on their mean (36) and variance of normalised detection errors (35) for each of the five landmarks and their aggregate. Finally, we present results for FR (37) of the three models.

We show detection results of the QA-landmark model for a test image from the LFW test dataset in Fig. 5(a).
To assess the efficacy of our trained landmark-detection model, we select an unconstrained LFW image, which has a non-frontal face with expression. For the selected test image, the predicted positions of four landmarks (#1, #2, #4, #5) overlap with their corresponding true positions. The predicted coordinates for landmark #3, i.e., tip of the nose, agree less to the actual coordinates by a normalised error (35) of 19%.

In Fig. 5(b), we compare the statistics of detection errors for the three landmark-detection models over a randomly selected subset of the LFW test dataset, comprising 25 manually marked facial images. QA-landmark delivers marginally lower MNDE than the two classical models for landmarks #1, #3 and #4, but within the error bars. For the aggregate case, i.e., the union of detection errors for all five landmarks, all three models are equivalent in terms of the mean and variance of detection errors. Quantitatively, MNDE for QA-landmark is 1% and 2% less than the MNDEs for SA-landmark and SKL-landmark, respectively. Moreover, the variance of detection errors for the QA-landmark model is 2% (7%) less than that for SA-landmark (SKL-landmark) model.

Figure 5(b) shows the FR (37) for each of the five landmarks and for the aggregate case, calculated using each of the three landmark-detection models. For landmark #1, the SKL-landmark and QA-landmark models yield zero for the failure rate, signifying that detection errors never exceed the threshold $\epsilon_{\text{th}} = 0.1$ for any image in our test dataset. The QA-landmark model for landmark #3 is significantly more successful than both classical detection models. For the aggregate case, FR of QA-landmark is 20% and 10% less than the FRs for SA-landmark and for SKL-landmark, respectively.

C. Benchmarking

We now present our results on the comparison between four FLD models, namely SKL-landmark, SA-landmark, QA-landmark and the model constructed by the BoRMaN algorithm [29]. Our comparison is based on assessing the efficacies of these models for the benchmarking datasets constructed from the LFPW and BioID databases [21, 56].

Using the LFPW dataset, we calculate and plot means and variances of detection errors, and FRs for five landmarks and their aggregate [Fig. 6(a)]. The model constructed by the BoRMaN algorithm delivers an aggregate MNDE about 18% less than that of the QA-landmark model, which within error bars is similar to the SA-landmark and SKL-landmark models. In terms of FR (37), the BoRMaN model is slightly ($\approx 10\%$) better than the other three models. All three implementations of our FLD algorithm result in a variance of 0.135, which is about half of the variance resulted by the BoRMaN model.

We now compare results for the four models applied to the BioID dataset, shown in Fig. 6(b). Similar to the results for LFW and LFPW datasets, QA-landmark is slightly ($< 20\%$) better than SA-landmark and SKL-landmark over all five landmarks. The QA-landmark is superior to the classical model constructed using BoRMaN algorithm by about 50% and 100% in the estimates of FR and detection-error variance, respectively. Compared to our models, the BoRMaN model yields a lower (6%) aggregate MNDE.

FIG. 6. Performance comparison between the three FLD models generated by our algorithm, namely SKL-landmark, SA-landmark and QA-landmark, and the model generated by the BoRMaN algorithm for two test datasets: LFPW and BioID. Similar to Fig. 5(b), MNDE and FR are represented by bar plots, and standard deviation of detection errors is represented by the error bar on MNDE. (a) The test dataset comprises 164 LFPW images; (b) The test dataset comprises 1341 BioID images.
V. DISCUSSION

In this section, we discuss the results of implementing our quantum-assisted algorithm for detecting facial landmarks on a practical quantum annealer. We begin by analysing the derived unconstrained formulation for the optimisation problem involved in generating an $\varepsilon$-SVR model. Then we elaborate on the quantum-classical hybrid implementation of our algorithm. Finally, we inspect and compare the performance of our algorithm against a state-of-the-art algorithm for FLD.

We construct a quantum-assisted $\varepsilon$-SVR model using D-Wave’s quantum annealer. For the purpose of generating this model, we cast the constrained optimisation problem (14) into a QUBO problem (40) by first deriving an unconstrained optimisation problem and then expressing this optimisation problem over binary variables. The derived QUBO objective function (60) is equivalent to the original objective function (14a) up to a judicious choice of the Lagrange multiplier $\lambda$ and the encoding parameters (41). Due to imprecision of this real-to-binary encoding, our $\varepsilon$-SVR formulation is approximate.

We train the quantum-assisted $\varepsilon$-SVR model using D-Wave’s Hybrid Solver, which uses a combination of classical algorithms and quantum annealing for optimising a QUBO problem. Due to restrictions on the number and connectivity of qubits on a D-Wave QPU, the size of a fully connected graph that can be directly embedded onto the hardware is 180 for the 5000-qubit chip. This limitation has led to the use of batch learning approaches for previous machine learning tasks on D-Wave annealers [10, 11]. In this work, we thus make use of the Hybrid Solver for SL, which has two benefits: solving QUBO problems with a million variables and bypassing the QPU’s hyperparameter optimisation requirement. Additionally, we observe that training $\varepsilon$-SVR models using Hybrid Solver is easier, faster and results in better performance than using a limited-size QPU.

We employ the quantum-assisted $\varepsilon$-SVR model for efficient detection of facial landmarks, and assess its efficacy relative to both classical implementations, i.e., SA and scikit-learn, of our FLD algorithm. Following the standard 80:20 rule in machine learning, we perform training and testing of these models using 100 and 25 LFW images, respectively. On applying the quantum-assisted landmark-detection model on an example LFW test image, we observe that the predicted positions of four landmarks, namely eyes and mouth corners, are in good agreement with their corresponding true values, whereas the detection of the nose tip failed according to the standard failure threshold [42]. We observe that over all the 25 test images, these three models show, on average, equivalent efficacy within statistical variations. Although we observe a slight advantage of the quantum-assisted model, we interpret this advantage as a statistical fluctuation and not a quantum advantage, as is claimed for similar works [10, 11].

We compare the three implementations of our FLD algorithm with the BoRMaN algorithm [29], which is state-of-the-art in SVR-based algorithms for FLD. In our algorithm, the $\varepsilon$-SVR models are trained using a smaller dataset, which is about one-quarter of the dataset used in BoRMaN, and all these four implementations are consequently tested on the benchmarking datasets of LFPW and BioID [56]. For each of these two test datasets, the average prediction error-rate obtained by using the BoRMaN algorithm slightly exceeds the rate obtained from our FLD algorithm, which contrarily has significantly lower variance as compared to that of the BoRMaN algorithm. In particular, the annealing-based implementations generate more accurate $\varepsilon$-SVR models with lower variances as compared to scikit-learn and BoRMaN. We contribute this advantage to the fact that annealing-based methods employ global optimisation of the Lagrange function (9), as compared to a greedy approach of scikit-learn and BoRMaN. Additionally, the SVR model generated using SA or Hybrid is an average of 20 feasible models, which in turn reduces the variance of MNDE for the test dataset.

VI. CONCLUSIONS

We have adapted SVR, a popular tool in supervised learning, into a quantum-assisted formulation. Our formulation employs quantum annealing for solving the optimisation problem, which is used to train the SVR model, with high accuracy. We have constructed a quantum-assisted SVR model using D-Wave’s Hybrid Solver and utilised this model for detecting five facial landmarks: centres of both eyes, tip of the nose and corners of the mouth. Furthermore, we tested efficacy by comparing landmark predictions of this model to predictions obtained from three classical models.

We have chosen the problem of FLD because it plays a key role in face recognition by assisting the conversion of unconstrained images to constrained images. Recent FLD algorithms, which are based on neural networks and regression techniques, yield the best detection accuracies so far. However, the success of these algorithms depends on the quality of available training datasets and the available computational power. As training an efficient and robust FLD model using a finite dataset of unconstrained images is still challenging for classical FLD algorithms, exploring quantum-assisted alternatives is thus worthwhile.

Quantum-assisted algorithms based on quantum annealing are shown to be empirically advantageous over classical algorithms for a variety of machine-learning problems. Notable examples include the protein-binding problem in computational biology and the Higgs particle-classification problem in high-energy physics. For these problems, quantum-assisted algorithms yield classifiers, trained using a small dataset, with superior accuracies compared to classical algorithms. Quantum-algorithmic performance is deleteriously affected by practical limits,
such as device noise, few qubits and restricted qubit connectivity.

We have proposed a quantum-assisted regression algorithm for the FLD task and tested this algorithm's performance using D-Wave’s Hybrid Solver. Our first result is a QUBO formulation for SVR. Specifically, we derive a QUBO form for the constrained optimisation problem involved in training a SVR model. Our second result is a SVR-based FLD algorithm, which solves the multi-output regression task by splitting it into several single-output regression tasks and constructing a SVR model for each such single-output regression problem. Upon implementing this algorithm on D-Wave’s Hybrid Solver, we have observed a slight advantage of our hybrid algorithm over classical algorithms in terms of landmark-detection accuracy. Furthermore, we notice that both classical and quantum annealing-based FLD algorithms yield results with lower variances than those obtained using greedy algorithms.

Our work is a proof-of-concept example for applying quantum-assisted SVR to a supervised learning task with a small training dataset. Although we study the variance of our results to conclude a slight advantage of annealing-based methods over greedy methods, higher-order statistical fluctuations need to be analysed. Some of the possible improvements to the implementations of our FLD algorithm include increasing number of image segments during feature extraction, optimising over annealing hyperparameters and exploring customized workflows for Hybrid Solver. Additionally, future experiments on a larger quantum annealer can utilise quantum annealing exclusively, rather than the quantum-classical hybrid scheme, and yield statistically significant quantum advantages.
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Appendix A: Computing the offset in prediction function

In this appendix, we provide a comprehensive overview of the methods used in the LIBSVM library [63, p. 10] for computing the offset $b$ in the prediction function (17). In this method, the Karush-Kuhn-Tucker (KKT) conditions are employed to derive bounds for $b$ and estimate its value. We begin by discussing the KKT conditions and their implications for a linear prediction function (10). These conditions yield general bounds for $b$. Finally, we provide two methods used for estimating $b$ in practice.

The KKT conditions are constraints required to obtain optimal solutions. These conditions govern the relations between the dual variables ($\alpha^+, \alpha^-$) and the constraints in the primal formulation (6). Given a data point $(x_i, y_i)$ and a particular solution $f_{\text{linear}}(x_i) = w \cdot x_i + b$, the KKT conditions are [2, Eqs. (12,13)]

\begin{align}
\alpha^+_i (\varepsilon + \xi^+_i - y_i + w \cdot x_i + b) &= 0, \\ \alpha^-_i (\varepsilon + \xi^-_i + y_i - w \cdot x_i - b) &= 0, \\
\xi^+_i (\gamma - \alpha^+_i) &= 0, \\
\xi^-_i (\gamma - \alpha^-_i) &= 0.
\end{align}

(A1) (A2) (A3) (A4)

By Fig. 1, we construct mathematical conditions for the data point to be inside or outside the $\varepsilon$-insensitive tube. Inside the tube, the data point can be either above or below the line representing the prediction function, as expressed by the relations

\[ y_i - f_{\text{linear}}(x_i) \leq \varepsilon, \quad \xi^+_i = 0, \]  
(A5)

and

\[ -\varepsilon \leq y_i - f_{\text{linear}}(x_i), \quad \xi^-_i = 0, \]  
(A6)

respectively. If the point resides outside the tube, it can either be above the upper margin, with

\[ y_i - f_{\text{linear}}(x_i) - \varepsilon \geq 0, \]  
(A7)

or below it, for

\[ y_i - f_{\text{linear}}(x_i) + \varepsilon \leq 0. \]  
(A8)

Using the set of KKT conditions, one can derive the upper and lower bounds for $b$. For $\alpha^+_i < \gamma$, $\xi^+_i = 0$ by Eq. (A3), and the corresponding datapoint is inside the tube (A5). Additionally, $\alpha^+_i > 0$ implies that the expression inside parenthesis in Eq. (A1) needs to be zero and, consequently, the point is outside the tube (A7). Similarly for $\alpha^-_i < \gamma$, we can infer that $\xi^-_i = 0$ (A4) and the point is inside the tube (A6). For the case when $\alpha^-_i > 0$, Eq. (A2) suggests that the point is outside the tube and below the lower margin (A8). Based on these observations, we can concisely state the bounds for $b$ as [63]

\[ \max \{ b^-_i \mid \alpha^+_i < \gamma \text{ or } b^+_i \mid \alpha^-_i > 0 \} \leq b \leq \min \{ b^-_i \mid \alpha^+_i > 0 \text{ or } b^+_i \mid \alpha^-_i < \gamma \} \quad \forall i \in [M]. \]  
(A9)

with

\[ b^+_i := \pm \varepsilon + y_i - \sum_{j=0}^{M-1} (\alpha^+_j - \alpha^-_j) x_j \cdot x_i. \]  
(A10)

We now describe the methods used in the LIBSVM library [63, p. 10] for computing $b$. If there exists at least one $\alpha^+_i$ or $\alpha^-_i$ that lies in the interval $(0, \gamma)$, the inequalities in Eq. (A9) become equalities, and $b$ is estimated as the average

\[ b = \frac{\sum \{ b^-_i \mid \alpha^+_i = 0 \text{ or } b^+_i \mid \alpha^-_i = \gamma \}}{\left| \{ i \mid \alpha^+_i \text{ or } \alpha^-_i \in (0, \gamma) \} \right|}. \]  
(A11)

For the case where no $\alpha^+_i$ or $\alpha^-_i$ is in the interval $(0, \gamma)$, the bounds in Eq. (A9) simplifies to

\[ \max \{ b^-_i \mid \alpha^+_i = 0 \text{ or } b^+_i \mid \alpha^-_i = \gamma \} \leq b \leq \min \{ b^-_i \mid \alpha^+_i = \gamma \text{ or } b^+_i \mid \alpha^-_i = 0 \}, \]  
(A12)

and $b$ is estimated to be the midpoint of this range. In the non-linear prediction function (17), we use $K(x_j, x_i)$ instead of $x_j \cdot x_i$ in the calculations of $b^+_i$ and $b^-_i$.

Appendix B: QUBO formulation for SVR

In this appendix, we establish an expression for elements of the QUBO matrix $Q$ (40) in QUBO formulation of a SVR. To make the established expression symmetric, we treat the squared-penalty term in the objective function in Eq. (56) as a product of two similar terms. Expanding the objective function $L(\alpha)$ yields

\[ L(\alpha) = \frac{1}{2} \sum_{n,m=0}^{2M-1} \alpha_n Q_{nm} \alpha_m + \sum_{m=0}^{2M-1} \alpha_m c_m \]

\[ + \lambda \left( \sum_{m=0}^{M-1} \alpha_m \right)^2 + \lambda \left( \sum_{m=M}^{2M-1} \alpha_m \right)^2 \]

\[ - \lambda \sum_{m=0}^{M-1} \sum_{n=m}^{2M-1} \alpha_m \alpha_n - \lambda \sum_{m=M}^{2M-1} \sum_{n=m}^{2M-1} \alpha_m \alpha_n. \]  
(B1)

To obtain a binary form, we substitute the real-to-binary encoding in Eq. (41) into this objective function, and
expand the quadratic terms. We then obtain

\[
\mathcal{L}(a) = \frac{1}{2^{2B_i+1}} \sum_{n,m=0}^{2M-1} \sum_{i,j=0}^{B-1} 2^{i+j} a_{Bn+i} Q_{nm} a_{Bm+j} \\
+ \frac{1}{2^{2B_i}} \sum_{n=0}^{2M-1} \sum_{i=0}^{B-1} 2^{i} c_{n} a_{Bn+i} \\
+ \frac{\lambda}{2^{2B_i}} \sum_{n,M=0}^{2M-1} \sum_{i,j=0}^{B-1} 2^{i+j} a_{Bn+i} a_{Bm+j} \\
- \frac{\lambda}{2^{2B_i}} \sum_{m=0}^{2M-1} \sum_{n=0}^{2M-1} \sum_{i,j=0}^{B-1} 2^{i+j} a_{Bn+i} a_{Bm+j} \\
- \frac{\lambda}{2^{2B_i}} \sum_{m,M=0}^{2M-1} \sum_{n=M}^{2M-1} \sum_{i,j=0}^{B-1} 2^{i+j} a_{Bn+i} a_{Bm+j}.
\]

(B2)

To fit the QUBO form, we express this equation as

\[
\mathcal{L}(a) = a^T \tilde{Q} a = \sum_{n,m=0}^{2M-1} \sum_{i,j=0}^{B-1} a_{Bn+i} \tilde{Q}_{Bn+i,Bm+j} a_{Bm+j},
\]

(B3)

where \( \tilde{Q} \) is the QUBO matrix with size \( 2MB \times 2MB \).

Then by Eqs. (B2), (58) and (59), we have

\[
\tilde{Q}_{Bn,i,Bm,j} = \frac{1}{2^{2B_i}} Q_{nm} + \frac{2^i}{2^{2B_i}} \delta_{nm} \delta_{ij} c_n \\
+ \lambda \frac{2^i}{2^{2B_i}} (\tilde{\Theta}(n-M)\tilde{\Theta}(m-M)) \\
+ \lambda \frac{2^i}{2^{2B_i}} (\Theta(n-M)\Theta(m-M)) \\
- \lambda \frac{2^i}{2^{2B_i}} \Theta(m-M)\Theta(n-M) \\
- \lambda \frac{2^i}{2^{2B_i}} \Theta(n-M)\Theta(m-M).
\]

(B4)

The combination of this equation and the identity

\[
\tilde{\Theta}(i)\tilde{\Theta}(j) + \Theta(i)\Theta(j) = 1 - \tilde{\Theta}(i)\Theta(j) - \tilde{\Theta}(j)\Theta(i),
\]

(B5)

for any \( i, j \in \mathbb{Z} \), yields the expression

\[
\tilde{Q}_{Bn,i,Bm,j} = \frac{1}{2^{2B_i}} Q_{nm} + \frac{2^i}{2^{2B_i}} \delta_{nm} \delta_{ij} c_n + \lambda \frac{2^i}{2^{2B_i}} \\
- 2\lambda \frac{2^i}{2^{2B_i}} \Theta(m-M)\Theta(n-M) \\
- 2\lambda \frac{2^i}{2^{2B_i}} \Theta(n-M)\Theta(m-M),
\]

(B6)

for elements of the QUBO matrix.

---

**Appendix C: Detailed results**

Here we present detailed numerical results of our experiments. We state the optimal hyperparameter tuples in Eqs. (52) and (53) for the three ε-SVR models, namely SKL-landmark, SA-landmark and QA-landmark. Additionally, we provide the exact numerical values used to make the plots in Fig. 5 and Fig. 6 for performance comparison.

| LFW | SKL | SA | QA |
|-----|-----|----|----|
| **Landmark #** | (γ,η) | MNDE | FR | (K, η, ξ) | MNDE | FR | (K, η, ξ) | MNDE | FR |
| 1   | (31,16) | 4.19 (0.27) | 0 | (5,16,1) | 4.02 (0.25) | 4 | (4,16,1) | 3.88 (0.25) | 0 |
| 2   | (31,64) | 4.14 (0.28) | 4 | (6,4,10) | 4.14 (0.28) | 4 | (5,16,10) | 4.18 (0.28) | 4 |
| 3   | (63,16) | 6.03 (0.33) | 16 | (6,64,10) | 6.07 (0.33) | 16 | (6,64,5) | 5.95 (0.31) | 8 |
| 4   | (63,64) | 5.42 (0.39) | 12 | (5,256,10) | 5.22 (0.38) | 12 | (4,256,5) | 5.21 (0.38) | 12 |
| 5   | (15,64) | 6.28 (0.33) | 12 | (5,64,5) | 6.24 (0.31) | 12 | (4,64,10) | 6.29 (0.31) | 16 |
| 1-5 | 5.21 (0.33) | 8.8 | 5.14 (0.33) | 9.6 | 5.1 (0.32) | 8 |

**TABLE I.** Optimal hyperparameter tuples (with ε = 0.1 and \( B_l = 0 \)) and performance estimations for three ε-SVR models. For each model, we state MNDE in % and FR in %, calculated for the LFW test dataset. The standard deviation of normalised detection errors is shown in parentheses beside each MNDE value. These values are used in Fig. 5.
| Landmark # | LFPW MNDE | LFPW FR | BioID MNDE | BioID FR |
|-----------|----------|---------|-----------|---------|
| 1         | 5.10 (0.28) | 4.27 | 4.25 (0.26) | 2.68 |
| 2         | 4.53 (0.32) | 7.92 | 3.61 (0.22) | 1.19 |
| 3         | 7.21 (0.54) | 23.17 | 6.57 (0.34) | 14.7 |
| 4         | 6.78 (0.34) | 18.9 | 5.79 (0.33) | 11.56 |
| 5         | 7 (0.34) | 18.29 | 4.89 (0.33) | 7.68 |
| 1–5       | 6.12 (0.37) | 14.51 | 5.02 (0.32) | 7.52 |

**TABLE II.** Summary of performance estimations for our three ε-SVR models and the model constructed using BoRMaN algorithm. These values are used for plotting Fig. 6.