Tuning Superinductors by Quantum Coherence Effects for Enhancing Quantum Computing
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Research on spatially inhomogeneous weakly-coupled superconductors has recently received a boost of interest because of the experimental observation of a dramatic enhancement of the kinetic inductance with relatively low losses. Here, we study the kinetic inductance and the quality factor of a strongly-disordered weakly-coupled superconducting thin film. We employ a gauge-invariant random-phase approximation capable of describing collective excitations and other fluctuations. In line with the experimental findings, we have found that in the range of frequencies of interest, and for sufficiently low temperatures, an exponential increase of the kinetic inductance with disorder coexists with a still large quality factor ~ 10^4. More interestingly, on the metallic side of the superconductor-insulator transition, we have identified a range of frequencies and temperatures T ~ 0.1 T_c where quantum coherence effects induce a broad statistical distribution of the quality factor with an average value that increases with disorder. We expect these findings to further stimulate experimental research on the design and optimization of superinductors for a better performance and miniaturization of quantum devices such as qubit circuits and microwave detectors.

A microwave resonator that is both low-loss and small [1–3] is an important element in circuits designed for quantum computation or photon detection. For instance, a high-inductance element [4] suppresses charge fluctuations and slows down electromagnetic waves which increases coherence times and facilitates the circuit miniaturization. Devices such as the fluxonium qubit [5] have a kinetic inductance L_{k/□} orders of magnitude larger than the geometrical one related to its shape and it is further enhanced by increasing disorder. For that reason, there have been an explosion of interest [5–19] in disordered superconductors as high-inductance devices, commonly called superinductors. Promising results [9–16] have been reported for nano-wires of NbN, tin, granular Al [20–24] and nano-wires of Al based materials [6–8, 19].

These materials have also drawbacks. The presence of sub-gap collective excitations [25–27], specially the Goldstone mode [28] related to phase fluctuations, in highly disordered superconductors [29–33] may shorten coherence times in superconducting circuits. Another potential problem is the existence of strong losses [34, 35] in amorphous dielectric due to two level systems. Although this source of decoherence can to some extent be controlled, for instance by reducing the device size [34, 35], it can reduce the coherence time of the device. However, the current experimental evidence [11, 14] is that this effect is not dominant.

Quantum coherence effects play an important role in weakly-coupled disordered superconductors. The order parameter becomes highly inhomogeneous [36–44] with a multifractal-like spatial structure close to the insulating transition leading to the enhancement of superconductivity [36]. Level degeneracies [45–48] cause similar effects in granular materials [40, 41] and single superconducting grains. These theoretical findings have been largely confirmed experimentally [20, 49–56].

The above results call for a detailed theoretical study of quantum coherence effects in the kinetic inductance and quality factor of disordered superconducting thin films.

In this paper, we address this problem in a two dimensional weakly-coupled disordered superconductor close to the insulating transition but still on the metallic side. We compute these observables by the mean-field limit of the attractive Hubbard model in the weak-coupling limit, namely, the self-consistent Bogoliubov de-Gennes (BdG) formalism [57, 58]. Corrections to the BdG formalism are obtained by a random phase approximation leading to gauge-invariant results. Diagrammatically, these deviations correspond to vertex corrections to the mean-field bubble-diagrams representing the current-current correlation function. Gauge invariance is necessary in order to reproduce sub-gap collective excitations such as the Goldstone mode [28] that may increase losses dramatically and therefore prevent the use of disordered superconductors as high-inductance devices. We shall see that, in contrast with previous results [59] on the insulating side of the transition, collective excitations do not occur in the region of interest. Moreover, in agreement with experiments, the kinetic inductance increases with disorder without a drastic reduction of the quality factor.

Kinetic inductance and Quality factor of a superinductor device.— The reactance is defined as \( X = 2\pi f L_{k/□} \), so a high performance superconductor requires a large kinetic inductance \( L_{k/□} \). According to the Mattis-Bardeen theory [27], the kinetic inductance of a superconductor is \( L_{k/□} \sim \frac{k R_□}{\Delta} \), where \( R_□ \) is the sheet resistance of the material and \( \Delta \) is the amplitude of the superconducting order parameter. Therefore, \( L_{k/□} \) is enhanced by increasing the sheet resistance, which effectively is equivalent to an increase of the disorder strength. However, as mentioned earlier, disorder can also lead to a stronger dissipation at micro-wave frequencies due to collective modes and other fluctuations [30, 32, 33] that induce sub-gap structure in the conductivity near the insulating transition. Therefore, it is important that the enhancement of the kinetic inductance by disorder is not accompanied by these dissipative effects.

Dissipation effects are described by the quality factor \( Q = \)
The total quality factor of the circuit has two components, to electromagnetic absorption and therefore to circuit losses. 

Theoretical formalism.— In order to compute the kinetic inductance and Q, we model the resonator as a disordered superconducting thin film with N = L × L sites described by the BdG equations

\[
\begin{pmatrix}
\hat{K} & \hat{A} \\
\hat{A}^* & -\hat{K}^*
\end{pmatrix}
\begin{pmatrix}
u_m(i) \\
\nu_m(i)
\end{pmatrix}
= E_m
\begin{pmatrix}
u_m(i) \\
\nu_m(i)
\end{pmatrix}
\]

(1)

where \(\hat{K}u_m(i) = -t \sum_\delta u_m(i + \delta) + (V_i - \mu)u_m(i)\), \(V_i\) is a random potential \(V_i \in [-V,V]\), \(\mu_i = \mu + |U|n(i)/2\) is the chemical potential that incorporates the site-dependent Hartree shift, \(U\) is the net attractive electronic coupling, and \(\delta\) is restricted to nearest neighbors of site \(i\). The BdG equations are completed by the self-consistent conditions for the site-dependent order parameter amplitude \(\Delta(i) = |U|\sum_m u_m(i)v_m^*(i)(1 - 2f(E_m, T))\) and the density \(n(i) = 2\sum_m |v_m(i)|^2(1 - f(E_m, T)) + |u_m(i)|^2f(E_m, T)\). \(f(E_m, T) = e^{-E_m/2k_BT} + 1\) is the Fermi-Dirac distribution at temperature \(T\). The average electron density is \(\langle n \rangle = \sum_i n(i)/N = 0.875\) with \(N\) the total number of sites of the square lattice. This choice, previously used in [29, 65–67], leads to [68] suppression of charge-density wave correlations while keeping the order parameter as large as possible. All these quantities are in units of the hopping energy \(t\). Based on the solutions of these equations, we compute current–current correlation functions beyond the mean-field BdG limit within a gauge invariant random phase approximation which amounts to considering vertex corrections to the bare bubble diagrams representing the susceptibility. Finally, we compute the complex conductivity from which, as mentioned earlier, is straightforward to find \(Q(T, V, U)\) and \(L_{k/\Box}(T, V, U)\) [see Supplemental information [61] for technical details]. Our study is focused on the metallic side of the superconductor-insulator transition where we will also compute the distribution of probability of \(Q\) to assess the role of multifractality and to have an estimate of sample to sample fluctuations which are important in experiments. The choice of parameters in our calculation is motivated by the following considerations: a superconductor resonator typically works in the microwave region \(1–20\) GHz [2, 7, 10, 69–72], which in units of energy corresponds to \(4.0 \times 10^{-3} - 8.0 \times 10^{-2}\) meV. Therefore, we set the hopping energy to \(t = 10\) meV so that the operating frequencies of the device lie in the range \(1–20\) GHz. We will focus on two typical frequencies \(f \sim 0.001t = 0.0284\Delta_0\) and \(0.004t = 0.112\Delta_0\) corresponding to \(2.5\) GHz and \(10\) GHz respectively. The lattice constant is set to \(a = 0.35\) nm and the permittivity \(\epsilon = 9\epsilon_0\). We note that all the calculation is carried in SI units, which can compare with experiments directly. In order to have a larger \(Q\), temperatures must be much lower than the critical one i.e. \(T \ll T_c\), but still accessible experimentally \(T \sim 0.01 - 0.15T_c\). We model weakly coupled superconductors by a coupling constant \(U = -1\), in units of \(t\), because this is the smallest coupling for which the finite size effects in our calculation are negligible. For these parameters, we obtain for \(V = 0\) an order parameter \(\Delta_0 = 0.0357t = 0.357\) meV and a critical temperature \(T_c \sim 0.02t \sim 2.3\) K.

Finite-size effects.— We start our analysis of \(L_{k/\Box}\) and \(Q\) by showing that finite size effects are not important. In Fig. 1, we depict \(Q\) for different system sizes \(L\) and for two different temperatures. We do not observe any substantial size dependence for \(L \geq 26\). Finite size effects in \(Q\) are much stronger for small sizes because quantum fluctuations increase as the system size decreases. Finite temperature effects, as observed...
Temperature, disorder and frequency dependence of the Quality factor.— At sufficiently high temperatures, $Q$ decreases sharply due to the increasing number of thermal quasiparticles [71]. Therefore, this region is not of interest in our analysis. In the superconducting region, $\frac{1}{Q}$ is proportional to the remaining number of thermal quasiparticles, which will be reduced greatly by decreasing temperature [10, 71]. As a consequence, $Q$ will increase substantially with decreasing temperature. However, as Fig. 2 shows, this increase levels off for sufficiently low $T \lesssim 0.1 T_c$, which is roughly consistent with experimental results [72]. The origin of this saturation of $Q$ is due to quantum fluctuations [30, 32], captured in our analysis by the employed gauge-invariant random phase approximation, that smear out the real conductivity so that it is finite even below the spectral gap. Since $Q$ is a decreasing function of temperature, the optimal operation of the device will always occur at the lowest temperature that can be reached experimentally though large values of $Q$ can still be observed for $T \sim 0.1 T_c$. We note that we are assuming a thermal distribution of quasiparticles but there is substantial evidence that in the low temperature limit, the distribution may be non-thermal [73, 74]. However, the quality factor measured experimentally [63] is still quite large $Q \gtrsim 10^4$, so we do not expect that our main results are altered qualitatively by considering a non-thermal distribution.

Regarding the dependence on disorder, for sufficiently low temperatures, $Q$ decreases sharply as disorder is increased, see Fig. 2. This is expected as both quantum fluctuations and spatial inhomogeneities facilitate the absorption of the incoming electromagnetic radiation and therefore the decrease of $Q$. Despite of this decrease, $Q$ is still large $\sim 10^4$ for $f \sim 2.5$ GHz and $\sim 5 \times 10^3$ for $f \sim 10$ GHz, in the sub-gap frequency region of interest provided that the disorder strength is not too strong $V \lesssim 2$ where $V$ is expressed in units of $t$. The $V > 2$ insulating region is of no interest for applications. The disorder dependence of $Q$, for small but finite $T \gtrsim 0.1 T_c$, shows an unexpected non-monotonous behavior in the critical region $V \sim 1.9$, see Fig. 2. In order to fully confirm it, in Fig. 3, we depict $Q$ in linear scale as a function of $V$. The non-monotonicity is clearly observed in a relatively small window of temperatures, and only in the critical range $V \sim 1.9$, but its effect is rather strong. Below, we provide a tentative explanation of this property which is one of the main results of the paper. The dependence of $Q$ on frequency is monotonous, it decreases rapidly with increasing frequency. The optimal setting is therefore the smallest frequency that can be accessible to experiments [61].

**Kinetic inductance.—** We now turn to the study of $L_{k/\Box}$. The analysis is simpler because it grows monotonically with $V$ and it is weakly dependent on frequency for frequencies below the so-called two-particle gap, namely, the frequency required to break a Cooper pair [75]. Since the resistance increases exponentially with disorder, we expect a similar behavior in the kinetic inductance $L_{k/\Box}$. In qualitative agreement with the experimental results [6–8, 14, 76], see Fig. 4, disorder enhances $L_{k/\Box}$ by up to two orders of magnitude in the metallic region $V \lesssim 2$ where our formalism is applicable.

**Critical disorder and optimal choice of parameters.—** Since $L_{k/\Box}$ increases sharply with disorder, and a large $Q$ requires $V \lesssim 2$, it is important to have an estimation of the critical disorder strength $V_c$, at which the insulating transition takes place. The result of an approximate percolation analysis suggests $V_c \sim 2$. This is consistent with an earlier [37] estimate $V_c \sim 1.5$ in a similar system based on level statistics and the vanishing of the superfluid density. At this $V_c$, the spectral gap also starts to increase with disorder which is another indication [65, 66] of the transition [see Supplemental information].
Figure 4. Left: The kinetic inductance $L_{k/□}$ as a function of disorder $V$. The other parameters are the same as those in Fig. 2. The numerical results fit well with an exponential increase of $L_{k/□}$ with disorder. In the Supplemental Material [61] we show that in the region of interest $f \in [2.5, 10]$ GHz, $T \ll T_c$, $L_{k/□}$ is almost temperature and frequency independent. Right: Probability distribution of $Q$ from 1000 disorder realizations, normalized by its sample averaged value for $f \sim 2.5$ GHz, and temperature $T/T_c = 0.05$. When $V = 1.5$, the distribution of $Q$ fits well with a Gaussian distribution, red line. However, very close to the transition $V \approx 1.9 \approx V_c$, the distribution, asymmetric and with broad tails, is similar to a Gamma distribution (blue line).

Note that we neglect Coulomb interactions. It has been recently argued [14, 80] that Coulomb interactions may play an important role in granular Al close to the insulating transition. However, for $V_c \approx 1.9$, it becomes broad and asymmetric signaling large sample to sample fluctuations. This is the region where the order parameter spatial distribution has multifractal-like features so we believe that the anomalous enhancement of $Q$ is related to this feature. We stress that the employed theoretical formalism is gauge invariant and therefore it is capable to account for collective excitations [26, 78] that lower dramatically the quality factor of the device. We have found [35] that indeed collective excitations may occur in weakly-coupled disordered superconductors. However, it is necessary to have a disorder larger than $V_c \approx 1.9$ for the collective excitations to be observed for the frequencies $2.5 - 10$ GHz of interest. Therefore, collective excitations do not seem to play any role in the superinductor optimal region of operation.

The coupling we employ $U = -1$ and $\langle n \rangle = 0.875$ is too strong to describe granular Al [14] experiments. However, we expect similar [79] physics is at play though the interplay of collective modes and granularity require a separate study. Note that we neglect Coulomb interactions. It has been recently argued [14, 80] that Coulomb interactions may play an important role in granular Al close to the insulating transition. However, on the metallic region of interest, charging effects are screened and therefore do not play an important role.

In conclusion, we have found that strongly-disordered, weakly-coupled superconducting thin films are excellent superinductors with $L_{k/□}$ enhanced up to two orders of magnitude by disorder while $Q \gtrsim 10^3$. Moreover, close to the superconductor-insulator transition $Q$ has a broad probability distribution and, counterintuitively, is enhanced by disorder. Despite the limitations mentioned previously, the enhancement of $L_{k/□}$ with disorder and the mild decrease, and even enhancement in some cases, of $Q$ with disorder, are robust, can be confirmed experimentally and be used to improve the superinductor performance.
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Supplemental Material for “Tuning superinductors by quantum coherence effects for enhancing quantum computing”

In this supplemental information, we first introduce the theoretical model and present the technical and numerical details related to the calculation of the quality factor and the kinetic inductance at finite temperatures. Secondly, we show that around the critical disorder, finite size effects are not important in our analysis. Next, we present the temperature-dependent quality factor for a series of disorder strengths and frequencies by first computing the averaged conductivity. We also show that these results are similar to those obtained by computing the quality factor for each disorder realization and then performing ensemble average. The quality factor in the cavity case is also discussed for comparison. Finally, we make an estimation of the critical disorder at which the superconductor transition occurs by a percolation analysis and also by a study of the dependence of the spectroscopic gap with the disorder strength.
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CALCULATION OF THE QUALITY FACTOR AND THE KINETIC INDUCTANCE FROM A GAUGE-INARIANT OPTICAL CONDUCTIVITY AT FINITE TEMPERATURE

The microscopic Hamiltonian is an attractive Hubbard model on a square lattice in the presence of onsite disorder,

\[ H = -t \sum_{\langle ij \rangle \sigma} c_{i\sigma}^\dagger c_{j\sigma} - U \sum_i n_{i\uparrow} n_{i\downarrow} + \sum_i V_i n_i \]  

(S1)

where \( t \) is the nearest neighbor hopping energy and \( U \) is the attractive interaction between two electrons on the same site which leads to the Cooper pairing between them. The onsite random potential is drawn from a uniform distribution of zero mean and width \( 2V \), i.e. \( V_i \in [-V, V] \) where \( V \) is the strength of the disordered potential. Throughout the paper, we have used the values of \( U \) and \( V \) in units of \( t \).

The goal of this section is to express the quality factor (\( Q \)) and kinetic inductance (\( L_k/\Box \)), introduced in the main paper, in terms of the finite temperature conductivity, which includes vertex corrections to restore gauge invariance. Our starting point is the mean-field limit of this Hamiltonian, the so called BdG (Bogoliubov de-Gennes) Hamiltonian [57, 58], which depends on two parameters, the local superconducting order parameter \( \Delta(i) \) and the local density \( n(i) \) [65, 66]. We then invoke a canonical transformation (Bogoliubov transformation) to diagonalize the effective mean-field Hamiltonian. Note that since we are working in presence of random potential, the translational invariance of the system is broken and we need to diagonalize the large BdG Hamiltonian in real space. We obtain the eigenvalues \( E_n \) and eigenfunctions \( \{ u_n(i), v_n(i) \} \). With this information, we solve the self-consistent BdG mean-field equations iteratively on each site of the square lattice.

The next step is to use these mean-field results to study the optical response of the system at finite temperatures by an explicit calculation of the conductivity. This calculation includes corrections to the mean field results which are expressed in terms of the solutions of the BdG equation.

The conductivity depends on the following dynamical correlation function [29–31, 81],

\[ \chi_{ij}(\phi, \phi') = -i \int dt e^{i\omega t} \langle [\phi_i(t), \phi_j'(0)] \rangle \]  

(S2)
where $\phi$ stands for the fluctuation components and the current operators given by [30]

\[
\begin{align*}
\delta \Delta_i &= c_{i\downarrow} c_{i\uparrow} - \langle c_{i\downarrow} c_{i\uparrow} \rangle \\
\delta \Delta_i^\dagger &= c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger - \langle c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger \rangle \\
\delta n_i &= \sum_\sigma \left( c_{i\sigma}^\dagger c_{i\sigma} - \langle c_{i\sigma}^\dagger c_{i\sigma} \rangle \right) \quad \text{(S3)} \\
\end{align*}
\]

Here $\delta \Delta_i$ is the fluctuation in the local superconducting order parameter around its mean-field value of $\Delta (i)$, and $\delta n_i$ is the fluctuation in local density around its mean-field value of $n(i)$. $\langle \cdot \rangle$ denotes the expectation value of the operator in the inhomogeneous BdG eigenstate (obtained by diagonalizing the BdG matrix). The amplitude fluctuation $A_i$ and the phase fluctuation $\Phi_i$ of the superconducting order parameter $\Delta (i)$ are therefore given by

\[
\begin{align*}
A_i &= (\delta \Delta_i + \delta \Delta_i^\dagger) / \sqrt{2} \quad \text{(S4)} \\
\Phi_i &= i (\delta \Delta_i - \delta \Delta_i^\dagger) / \sqrt{2} \quad \text{(S5)}
\end{align*}
\]

Note that in our case, all the eigenvalues $E_n$ and the corresponding eigenvectors $\{u_n(i), v_n(i)\}$ of the BdG matrix are real. However here we present the formulas for different correlation functions at finite temperature $T$ for the general case, where the eigenvectors are complex numbers.

The bare current-current correlation function $[29–31, 81]$ is given by,

\[
\chi_{ij}(j^x, j^y) = -2i t^2 \sum_{nm} u_n^*(i + \hat{x}) u_m(i) \left( u_n^*(j + \hat{x}) u_n(j) - v_n(j + \hat{x}) v_n^*(j) \right) (f(E_n) - f(E_m)) \\
+ u_n^*(i + \hat{x}) v_m^*(i) \left( v_n(j + \hat{x}) u_n(j) + v_n(j + \hat{x}) u_m^*(j) \right) (f(E_n) + f(E_m) - 1) \\
+ v_n(i + \hat{x}) u_m(i) \left( u_n^*(j + \hat{x}) u_n(j) + v_n(j + \hat{x}) v_m^*(j) \right) (1 - f(E_n) - f(E_m)) \\
+ v_n(i + \hat{x}) v_m(i) \left( u_n(j + \hat{x}) u_n(j) - v_n(j + \hat{x}) v_m^*(j) \right) (-f(E_n) + f(E_m)) \quad \text{(S6)}
\]

where $f(E_n) = \frac{1}{e^{E_n/T} + 1}$ is the Fermi-Dirac function. Similarly, the correlation function of the current operator $j^x$ and the pair fluctuations ($\delta \Delta$, $\delta \Delta^\dagger$) or the charge fluctuations ($\delta n$) are given by,

\[
\chi_{ij}(j^x, \delta \Delta) = 2i t \sum_{nm} \left[ u_n^*(i + \hat{x}) u_m(i) - u_n^*(i) u_m(i + \hat{x}) \right] u_n^*(j) v_m^*(j) \left( f(E_n) - f(E_m) \right) \\
- \left[ u_n^*(i + \hat{x}) v_m^*(i) - u_n^*(i) v_m^*(i + \hat{x}) \right] u_n(j) u_m(j) \left( f(E_n) + f(E_m) - 1 \right) \\
+ \left[ v_n(i + \hat{x}) u_m(i) - v_n(i) u_m(i + \hat{x}) \right] v_m(j) v_m(j) \left( 1 - f(E_n) - f(E_m) \right) \\
- \left[ v_n(i + \hat{x}) v_m(i) - v_n(i) v_m(i + \hat{x}) \right] v_n(j) v_n(j) \left( -f(E_n) + f(E_m) \right) \quad \text{(S7)}
\]

\[
\chi_{ij}(j^x, \delta \Delta^\dagger) = 2i t \sum_{nm} \left[ u_n^*(i + \hat{x}) u_m(i) - u_n^*(i) u_m(i + \hat{x}) \right] u_n^*(j) v_m^*(j) \left( f(E_n) - f(E_m) \right) \\
+ \left[ u_n^*(i + \hat{x}) v_m^*(i) - u_n^*(i) v_m^*(i + \hat{x}) \right] v_m(j) v_m(j) \left( f(E_n) + f(E_m) - 1 \right) \\
- \left[ v_n(i + \hat{x}) u_m(i) - v_n(i) u_m(i + \hat{x}) \right] u_n(j) u_n(j) \left( 1 - f(E_n) - f(E_m) \right) \\
- \left[ v_n(i + \hat{x}) v_m(i) - v_n(i) v_m(i + \hat{x}) \right] v_n(j) v_n(j) \left( -f(E_n) + f(E_m) \right) \quad \text{(S8)}
\]
The correlation functions between the pair fluctuations ($\delta \Delta$, $\delta \Delta^\dagger$) and the density fluctuations ($\delta n$) are given by,

\[
\chi_{ij}(\delta \Delta, \delta \Delta^\dagger) = \sum_{nm} \frac{u_n(i)u_m(i)v_n^*(j)v_m^*(j)}{\omega + i\eta - E_n - E_m} (1 - f(E_n) - f(E_m)) + \frac{u_n(i)u_m(i)u_n(j)v_m^*(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) + \frac{v_n(i)u_m(i)v_n(j)u_m(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{v_n(i)v_m(i)v_n(j)v_m(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) \tag{S10}
\]

\[
\chi_{ij}(\delta \Delta, \delta \Delta^\dagger) = \sum_{nm} \frac{u_n(i)u_m(i)v_n^*(j)v_n(j)}{\omega + i\eta - E_n + E_m} (1 - f(E_n) - f(E_m)) + \frac{u_n(i)v_m(i)u_n(j)v_m(j)}{\omega + i\eta - E_n - E_m} (-f(E_n) + f(E_m)) + \frac{v_n(i)u_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{v_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) \tag{S11}
\]

\[
\chi_{ij}(\delta \Delta^\dagger, \delta \Delta) = 2 \sum_{nm} \frac{u_n(i)u_m(i)v_n^*(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{u_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{v_n(i)u_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) + \frac{v_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) \tag{S12}
\]

\[
\chi_{ij}(\delta \Delta^\dagger, \delta \Delta^\dagger) = 2 \sum_{nm} \frac{u_n(i)u_m(i)v_n^*(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{u_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) - \frac{v_n(i)u_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (1 - f(E_n) - f(E_m)) - \frac{v_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (1 - f(E_n) - f(E_m)) \tag{S13}
\]

\[
\chi_{ij}(\delta \Delta, \delta n) = 2 \sum_{nm} \frac{u_n(i)u_m(i)v_n^*(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{u_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) + f(E_m) - 1) + \frac{v_n(i)u_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (1 - f(E_n) - f(E_m)) + \frac{v_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) \tag{S14}
\]

\[
\chi_{ij}(\delta n, \delta n) = 2 \sum_{nm} \frac{u_n(i)u_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) - f(E_m)) + \frac{u_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n - E_m} (f(E_n) + f(E_m) - 1) + \frac{v_n(i)u_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (1 - f(E_n) - f(E_m)) + \frac{v_n(i)v_m(i)v_n(j)v_n(j)}{\omega + i\eta - E_n + E_m} (-f(E_n) + f(E_m)) \tag{S15}
\]

The remaining correlation functions (which we have not shown above) can be obtained by using the following symmetries,

\[
\chi_{ij}(\delta \Delta^\dagger, j^\varepsilon) = -\chi_{ij}(\delta \Delta, j^\varepsilon) \tag{S16}
\]

\[
\chi_{ij}(j^\varepsilon, \delta \Delta) = -\chi_{ij}(\delta \Delta^\dagger, j^\varepsilon) \tag{S17}
\]
\[
\chi_{ij}(\delta\Delta^\dagger, \delta\Delta) = \chi_{ji}(\delta\Delta, \delta\Delta) \quad (S18)
\]
\[
\chi_{ij}(\delta\Delta^\dagger, \delta\Delta n) = \chi_{ji}(\delta\Delta n, \delta\Delta) \quad (S19)
\]
\[
\chi_{ij}(\delta\Delta^\dagger, \delta\Delta) = \chi_{ji}(\delta\Delta, \delta\Delta n) \quad (S20)
\]

Note that all the correlation functions reduce to the expressions provided in Ref. [33] in the limit \( T \to 0 \). Now, we express, using Eq. (S5), the different correlation functions in terms of the amplitude, phase and density fluctuations,

\[
\chi_{ij}(j^x, A) = \frac{1}{\sqrt{2}} \left( \chi_{ij}(j^x, \delta\Delta) + \chi_{ij}(j^x, \delta\Delta^\dagger) \right) \quad (S21)
\]
\[
\chi_{ij}(A, j^x) = \frac{1}{\sqrt{2}} \left( \chi_{ij}(\delta\Delta, j^x) + \chi_{ij}(\delta\Delta^\dagger, j^x) \right) \quad (S22)
\]
\[
\chi_{ij}(j^x, \Phi) = \frac{i}{\sqrt{2}} \left( \chi_{ij}(j^x, \delta\Delta) - \chi_{ij}(j^x, \delta\Delta^\dagger) \right) \quad (S23)
\]
\[
\chi_{ij}(\Phi, j^x) = \frac{i}{\sqrt{2}} \left( \chi_{ij}(\delta\Delta, j^x) - \chi_{ij}(\delta\Delta^\dagger, j^x) \right) \quad (S24)
\]
\[
\chi_{ij}(A, A) = \frac{1}{2} \left[ \chi_{ij}(\delta\Delta, \delta\Delta) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) \right] \quad (S25)
\]
\[
\chi_{ij}(A, \Phi) = \frac{i}{2} \left[ \chi_{ij}(\delta\Delta, \delta\Delta) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) \right] \quad (S26)
\]
\[
\chi_{ij}(A, \delta\Delta n) = \frac{1}{\sqrt{2}} \left[ \chi_{ij}(\delta\Delta, \delta\Delta n) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta n) \right] \quad (S27)
\]
\[
\chi_{ij}(\Phi, A) = \frac{i}{2} \left[ \chi_{ij}(\delta\Delta, \delta\Delta) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) \right] \quad (S28)
\]
\[
\chi_{ij}(\Phi, \Phi) = \frac{i}{2} \left[ \chi_{ij}(\delta\Delta, \delta\Delta) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) + \chi_{ij}(\delta\Delta^\dagger, \delta\Delta) \right] \quad (S29)
\]
\[
\chi_{ij}(\Phi, \delta\Delta n) = \frac{i}{\sqrt{2}} \left[ \chi_{ij}(\delta\Delta, \delta\Delta n) - \chi_{ij}(\delta\Delta^\dagger, \delta\Delta n) \right] \quad (S30)
\]
\[
\chi_{ij}(\delta\Delta n, A) = \frac{1}{\sqrt{2}} \left[ \chi_{ij}(\delta\Delta n, \delta\Delta) + \chi_{ij}(\delta\Delta n, \delta\Delta^\dagger) \right] \quad (S31)
\]
\[
\chi_{ij}(\delta\Delta n, \Phi) = \frac{i}{\sqrt{2}} \left[ \chi_{ij}(\delta\Delta n, \delta\Delta) - \chi_{ij}(\delta\Delta n, \delta\Delta^\dagger) \right] \quad (S32)
\]

The above expressions are predictions for the different susceptibilities. Ultimately, our main focus is to calculate the current-current correlation functions that enter in the definition of the conductivity. However, it is necessary to compute the current-current correlations beyond the mean-field limit so our results are gauge invariant and can reproduce collective excitations that may impact the performance of the superinductor device. In order to proceed, we compute these corrections within the random phase approximation \([25]\) that allows us to express them in terms of the susceptibilities above. Diagrammatically, these deviations correspond to vertex corrections to the mean-field bubble-diagrams representing the bare current-current correlation function. The full gauge invariant current-current correlation function is given by \([29, 30, 33]\),

\[
\chi_{ij}(j^x, j^x) = \chi^0_{ij}(j^x, j^x) + \Lambda_{ij} \Psi \Psi^\dagger \left( \Lambda_{3N \times 3N} - \chi^B \Psi \Psi^\dagger \right)^{-1} \bar{\Lambda}_{sj}
\]

where \( \chi^0 \) is the bare current-current correlation function \((S6)\), and \( \Lambda \) is a matrix whose entries are the susceptibilities above of the current with the amplitude fluctuations \( A \), phase fluctuations \( \Phi \) or charge density fluctuations \( \delta n \),

\[
\Lambda = \begin{pmatrix} \chi(j^x, A) & \chi(j^x, \Phi) \\ \chi(A, j^x) & \chi(\Phi, j^x) \end{pmatrix}
\]

\[
\bar{\Lambda} = \begin{pmatrix} \chi(A, j^x) & \chi(\Phi, j^x) \\ \chi(A, j^x) & \chi(\Phi, j^x) \end{pmatrix}^T.
\]

\( \chi^B \) is the bare mean-field susceptibility and \( \Psi \) is the effective local interaction, defined by \( 3 \times 3 \) matrices in the basis of fluctuations.

\[
\chi^B = \begin{pmatrix} \chi^A_A & \chi^A\Phi & \chi^A\delta n \\ \chi^\Phi A & \chi^\Phi\Phi & \chi^\Phi\delta n \\ \chi^\delta n A & \chi^\delta n\Phi & \chi^\delta n\delta n \end{pmatrix}
\]
and
\[ V = \begin{pmatrix} -|U| & 0 & 0 \\ 0 & -|U| & 0 \\ 0 & 0 & -|U|/2 \end{pmatrix} \]  
(S37)

For example, in Eq. (S33), \( \chi^B(A, A) = \chi^{AA}, V_A = -|U| I_{N \times N} \). Note that all of these correlation function are \( N \times N \) matrices in real space.

The complex optical conductivity \( \sigma(\omega) = \sigma_1(\omega) - i\sigma_2(\omega) \) is obtained \([29–31, 81]\) directly from the susceptibility \( \chi(\omega) \),
\[ \sigma_1(\omega) = \pi D_s \delta(\omega) + e^2 \text{Im} \frac{\chi(\omega)}{\omega} \]  
(S38)
\[ \sigma_2(\omega) = e^2 \langle -k_x \rangle + \text{Re} \chi(\omega) \]  
(S39)
where \( \text{Im} \) stands for the imaginary part of \( \chi(\omega) = 1/N \sum_{ij} \chi_{ij}(j^x, j^y) \), while \( \text{Re} \) is the real part. \( e \) is the elementary charge, \( D_s = e^2 \langle -k_x \rangle + \text{Re} \chi(\omega = 0) \) is the superfluid stiffness, and \( \langle -k_x \rangle = \frac{4t N^2}{N} \sum_n [u_n(i)u_n(i+x)f(E_n) + v_n(i)v_n(i+x)(1 - f(E_n))] \) is the kinetic energy along the \( x \) direction.

The quality factor of a transmission line is defined as \([63]\) \( Q = \frac{\alpha^2}{\beta} \), where \( \alpha \) and \( \beta \) are the real and imaginary parts of the propagation constant \( \gamma \). The superinductor which absorbs electromagnetic radiation can be treated as a lossy media. Therefore, the complex propagation constant of the plane wave can be written as \([62, 64]\)
\[ \gamma = \sqrt{i\omega \mu (\sigma + i\omega \epsilon)} = \alpha + i\beta, \]  
(S40)
where \( \epsilon \) and \( \mu \) are the permittivity and permeability of the media, respectively. With the assumption \( \sigma_2 \gg \sigma_1 \), one can easily obtain
\[ Q = \frac{\alpha}{2\beta} \approx \frac{\sigma_2}{\sigma_1}. \]  
(S41)
Likewise, the kinetic inductance is also expressed in terms of the complex conductivity \( L_{kj/\Box} = \frac{1}{2\pi f \sigma_2} \) \([75, 82]\).

**ESTIMATION OF FINITE SIZE EFFECTS**

Due to the limitation of our computational resources, the maximum size we could reach is \( N = L \times L = 32 \times 32 \). For this size, there are strong size effects for \( V = 0 \), no disorder, because the coherence length \( \xi \) is much larger than the system size in the weak-coupling limit of interest. We expect that as \( V \) increases, the coherence length decreases and finite size effects will become negligible. In Fig. S1, we show the size dependence of the spatial averaged order parameter \( \langle \Delta \rangle \) and spectral gap \( E_g \), the quality factor \( Q \), and the kinetic inductance \( L_{kj/\Box} \) for \( V = 1.5 \). The size dependence is quite weak when \( L \geq 26 \), so finite size effects are not important in the region close to the transition \( V \gtrsim 1.5 \) which is the main focus of the paper.
Figure S1. (a) The spatial averaged order parameter $\langle \Delta \rangle$ and the spectral gap $E_g$, normalized by factors of $\Delta_0$. It is evident that $\langle \Delta \rangle$ changes only slightly with size. (b) The Quality factor $Q$ and (c) kinetic inductance $L_k/\Box$. The disorder is $V = 1.5$, and the frequency is $f = 0.112\Delta_0$. The other parameters are $U = -1, \langle n \rangle = 0.875$. We do not observe any substantial size dependence in $Q$ or $L_k/\Box$, when $L \geq 26$ at $V = 1.5$. For stronger coupling or disorder strength, finite size effects will be even smaller.

THE QUALITY FACTOR COMPUTED FROM THE SAMPLE-AVERAGED CONDUCTIVITY

In the main text, the quality factor $Q$ was computed from the sample-averaged conductivity, namely, we compute the conductivity for each disorder realization, then we perform the average over all disorder realizations. Finally, the quality factor was obtained from this averaged quantity. This is justified because our system size is small compared to the experimental one. Note that assuming a lattice spacing of 0.35 nm, our typical lattice size is 10 nm $\times$ 10 nm.

For a single configuration of the conductivity, since the size is not large enough, we might get some spurious sub-gap excitation peaks which would lead to huge sample-sample variations in the quality factor. In experiments, since the sample size is much larger, it can access all possible excitations within a single sample. Therefore, by first performing the average of the conductivity, we reduce significantly the statistical error. In Fig. S2, we depict the quality factor for all disorder values we have studied. As in the main text, the sample-average of the conductivity was carried out first. We shall see in next section that these results are consistent with those obtained by computing the quality factor for each disorder realization and then performing the ensemble average over all disorder realizations.

Figure S2. Quality factor as a function of temperature for different disorder strength $V$ with sample-averaged conductivity. The frequencies are $f = 0.028\Delta_0$ (left panel) and $f = 0.112\Delta_0$ (right panel). Other parameters are $N = 28 \times 28, U = -1, \langle n \rangle = 0.875$. 
In this section, we present results of the sample-averaged quality factor $Q$ and kinetic inductance $L_k/\Box$. By sample-average, we mean that, unlike the previous two sections, we compute $Q$ and $L_k/\Box$ for each disorder realization and, after that, we perform the ensemble average. In Fig. S3, we depict the size dependence of $Q$ and $L_k/\Box$ as a function of the system size. These results are very similar to those of Fig. S1 where $Q$ and $L_k/\Box$ were computed by first carrying out the disorder average of the conductivity.

Figure S3. The Quality factor $Q$ (left) and kinetic inductance $L_k/\Box$ (right) as a function of system size. The disorder is $V = 1.5$ and the frequencies are $f = 0.028\Delta_0$ (top row) and $f = 0.112\Delta_0$ (bottom row). Other parameters are the same as those of Fig. S1. Here, we have done the sample averaging in the final step while calculating $Q$ and $L_k/\Box$. Notice that the results are consistent with Fig. S1.

Next we compute $Q$ as a function of the temperature for different values of the disorder strength. If there are enough disorder realizations, the quality factor $Q$ computed by averaging over disorder, see Fig. S4, is almost identical than the one performing first the average over the conductivity and then computing the quality factor, see Fig. S2. The exponential increase of the kinetic inductance $L_k/\Box$, see Fig. S5, is also observed by this approach with results consistent with those presented in the main text.
Figure S4. Quality factor as a function of temperature for different disorder strength for a lattice \( N = 28 \times 28, U = -1, \langle n \rangle = 0.875 \). The frequency for (a) is \( f = 0.028\Delta_0 \), and for (b) is \( f = 0.112\Delta_0 \). The lower panel includes the same plots with above but in linear scale, and only around the critical disorder. The sample averaged quality factors are presented by the circles with error bar, and the solid lines are the corresponding results based on sample averaged conductivity results. The deviations between two methods are small. In the clean limits, we have \( \Delta_0 = 0.0357t, T_c \approx 0.02t \) based on the BCS assumption.

THE QUALITY FACTOR FOR A CAVITY RESONATOR

Based on the prediction of high frequency dissipation in a superconducting cavity, the quality factor is given by [75]

\[
Q = \frac{f \mathcal{V}}{2c \mathcal{S}} \frac{\pi (\frac{\sigma_1}{4\pi \epsilon})^2}{\frac{\sigma_1}{4\pi \epsilon} \sqrt{2\pi f (\frac{\sigma_1}{4\pi \epsilon} + \frac{\sigma_2}{4\pi \epsilon})}} \approx \frac{\pi (\frac{\sigma_1}{4\pi \epsilon})^2}{2 \frac{\sigma_1}{4\pi \epsilon} \sqrt{\pi f (\frac{\sigma_1}{4\pi \epsilon} + \frac{\sigma_2}{4\pi \epsilon})}}.
\]

(S42)

where \( c \) is the speed of light, \( \mathcal{V} \) is the volume of the superconductor cavity and \( \mathcal{S} \) is the corresponding surface area. For the sake of clarity, we use the conventional symbol \( f \) for the frequency to replace \( \omega \). Here, we are assuming that the superconductor cavity is operating at the lowest modes, so that the typical linear dimension of the cavity \( l = \frac{\mathcal{V}}{\mathcal{S}} \) is of the order of the radiation wavelength \( \lambda = c/f \).
Figure S5. The kinetic inductance $L_k$ as a function of disorder $V$. The numerical results fits well with an exponential increase of $L_k$ with disorder. The fitting exponent is 2.5, which is consistent with the result 2.3 in the main text. The other parameters are $N = 28 \times 28$, $U = -1$, $\langle n \rangle = 0.875$.

In the limit of $\sigma_2 \gg \sigma_1$, Eq. (S42) can be approximated by

$$Q \approx \sqrt{\frac{\pi}{4}} \sqrt{\frac{\sigma_2^2}{4\pi f_\epsilon} \frac{\sigma_2}{\sigma_1}}.$$  \hspace{1cm} (S43)

It has been shown [63] that in a microwave resonator, the working frequency of the superinductor, which is near the resonate frequency $f$, is proportional to $\sigma_2$. Therefore, comparing Eqs. (S41) and (S43), the quality factor in the cavity case should qualitatively agree with the planar case, up to a prefactor $\sqrt{\frac{\pi}{4\pi f_\epsilon}}$ which only depends weakly on disorder and temperature.

The quality factor, see Figs. S6 and S7, is computed using Eq. (S42). Although the value of $Q$ is significantly larger than that in the micro-stripe geometry studied in the main text, the temperature and disorder dependence are very similar. This is expected because the dependence on temperature and disorder is largely controlled only by $1/\sigma_1$ [63] and $Q \propto 1/\sigma_1$ in both cases. Therefore, based on those numerical results, we expect that the main findings of the paper apply to the experiments on both planar resonators and cavities, though the numerical values of $Q$ will be different.

THE ESTIMATION OF CRITICAL DISORDER BY PERCOLATION AND THE ENERGY GAP

In this section, we estimate the critical disorder $V = V_c$ at which the transition occurs in order to determine whether the disorder strength $V \simeq 1.875$ for an optimal operation of the superinducting device is still on the metallic side of the transition. For that purpose, we carry out a percolation analysis [83] based on the site-dependent amplitude of the superconducting order parameter $\Delta(r)$. We compute the maximum disorder strength $V$ for which a percolating cluster exist.

Strictly speaking, this is controlled by the probability $p$ that a given site has a finite value. In a simple 2D lattice, the percolating transition occurs for $p_c = 0.59$ [84]. In our case, we get finite values of $\Delta(i)$ for every site. However, we expect that if the order parameter is very small with respect to the clean value, it will not be able to carry a supercurrent because phase fluctuation will prevent local phase coherence. For that reason, we perform the percolation analysis with a cut-off value $\Delta_c$ of the order parameter, namely, we consider that a site belongs to the cluster only if $\Delta > \Delta_c$. Results depicted in Fig. 8(a) predict a critical disorder, which is relatively sensitive to the cutoff, of about $V \simeq 2$. Another way to estimate the location of the transition is by computing the spectral gap as a function of the disorder strength. It is expected that it will decrease with disorder but this trend is reversed around the transition due to Anderson localization effects [65]. The estimation of the critical disorder, $V = 1.75$, by this method, see Fig. 8(b), is consistent with the percolation calculation. Therefore, given the uncertainties of this estimates, the optimal disorder $V \simeq 1.875$ for the operation of the superinductor device seem to fall on the critical region but clearly not on the insulating side.
Figure S6. Quality factor $Q$ as a function of temperature for different disorder strength for a lattice $N = 28 \times 28, U = -1, \langle n \rangle = 0.875$. The frequency for (a) is $f = 0.028\Delta_0$, and for (b) is $f = 0.112\Delta_0$. The lower panel contains the same information but in linear scale, and only around the critical disorder. The quality factor are calculated by using Eq.(S42) based on sample averaged conductivity results.
Figure S7. Probability distribution of $Q$ from 1000 disorder realizations, normalized by the average of $Q(V = 1.5) \sim 2.5 \times 10^6$ for $f = 0.028\Delta_0 \sim 2.5$ GHz, and temperature $T/T_c = 0.05$. When $V = 1.5$, the distribution of $Q$ fits well with a Gaussian distribution, red line. However, very close to the transition $V \approx 1.9 \approx V_c$, the distribution, asymmetric and with broad tails, is similar to a Gamma distribution (blue line). The results are similar to those of the planar case presented in the main text.

Figure S8. (a). The probability of $\Delta(r) \geq \Delta_c$. In order to estimate the location of the transition, we show results for two cut-off values $\Delta_c = 0.1\Delta_0$ and $0.2\Delta_0$. The red line is the percolation threshold $p_c = 0.59$ for a simple 2D square lattice [84]. Based on the percolation results, the transition disorder is around $V = 2$. (b). The spatial average of the order parameter $\langle \Delta \rangle$ (normalized by $\Delta_0$) and mean value of the spectral gap $E_g$ (normalized by $2\Delta_0$). As expected, the spatial averaged order parameter $\langle \Delta \rangle / \Delta_0$ decreases monotonously with disorder, and the spectral gap $E_g / 2\Delta_0$ decreases with disorder first and then increases around $V = 1.75$. The transition is expected to occur at this minimum of the spectral gap. To reduce statistical error, we calculate 2000 disorder realizations for each $V$. 

