Hybrid quantum systems consisting of an ensemble of two-level systems interacting with a single-mode electromagnetic field are important for the development of quantum information processors and other quantum devices. These systems are characterized by the set of energy level hybridizations, split by collective Lamb shifts, that occur when the ensemble and field mode interact coherently with high cooperativity. Computing the full set of Lamb shifts is generally intractable given the high dimensionality of many devices. In this work, we present a set of techniques that allow a compact description of the Lamb shift statistics across all collective angular momentum subspaces of the ensemble without using restrictive approximations on the state space. We use these techniques to both analyze the Lamb shift in all subspaces and excitation manifolds and to describe the average observed Lamb shift weighted over the degeneracies of all subspaces.
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I. INTRODUCTION

The field of quantum electrodynamics (QED) was initiated by Lamb’s discovery that an electron interacts with its own radiation field to split the energies of the $2s_{1/2}$ and $2p_{1/2}$ levels of the Hydrogen atom [11]. This splitting, referred to as the Lamb shift, demonstrates that the electromagnetic field and vacuum are quantized. Cavity QED systems, where two-level quantum systems (such as atoms) are confined in a high-finesse cavity, also present features analogous to the Lamb systems (such as atoms) are confined in a high-finesse cavity. The light–matter interaction breaks degeneracies of this work and contributed equally.
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Generalized Collective Lamb Shift

The notion of a Lamb shift in cavity QED may be formally defined using the Jaynes–Cummings Hamiltonian describing the light–matter interaction of a single two-level quantum system with a quantized single-mode electromagnetic field [22] ($\hbar = 1$ throughout work):

$$\hat{\mathcal{H}}_0 = \omega_c \hat{a}^\dagger \hat{a} + \frac{\omega_s}{2} \hat{\sigma}_z,$$

$$\hat{\mathcal{H}}_{\text{int}} = g_0 (\hat{a}^\dagger \hat{\sigma}_- + \hat{a} \hat{\sigma}_+),$$

$$\hat{\mathcal{H}}_{\text{JC}} = \hat{\mathcal{H}}_0 + \hat{\mathcal{H}}_{\text{int}},$$

(1)

where $\hat{\mathcal{H}}_0$ is the Hamiltonian describing the quantization of the two-level system and single-mode separately, and $\hat{\mathcal{H}}_{\text{int}}$ is the Hamiltonian describing the interaction of the two-level system with the field mode. The lowering (raising) operators, $\hat{a}$ ($\hat{a}^\dagger$), describe the annihilation (creation) of a photon in the field mode with energy $\omega_c$. The number operator, $\hat{a}^\dagger \hat{a}$, describes the quantization of the field mode in terms of the number of photons, $n$, occupying the mode, and defines the Fock eigenstates, $|n\rangle$, as $\hat{a}^\dagger \hat{a} |n\rangle = n |n\rangle$. The corresponding quantization of the two-level system is given by Zeeman eigenstates, $|\uparrow\rangle = + |\uparrow\rangle$ and $|\downarrow\rangle = - |\downarrow\rangle$, with energy splitting $\omega_s$ given by the Pauli $z$ spin operator. For brevity, we will refer to a general two-level quantum system as a spin and the single-mode electromagnetic field as a cavity.

The spin–cavity interaction describes a coherent swapping of a single photon between the spin and the cavity mode, where $\hat{\sigma}_z$ and $\hat{\sigma}_-$ correspond, respectively, to the creation and annihilation of a photon in the spin
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The strength of the spin–cavity interaction is given by the geometric parameter

\[ g_0 = g_e \mu_B \sqrt{\frac{\mu_0 \omega_c}{2V_c}}, \tag{2} \]

where \( g_e \) is the electron Landau g-factor, \( \mu_B \) is the Bohr magneton, \( \mu_0 \) is the permeability of free-space, and \( V_c \) is the mode volume of the cavity. We restrict ourselves to the regime \( g_0 \ll \omega_c, \omega_s \) such that a rotating–wave approximation (RWA) may be applied to suppress multiphoton processes. For simplicity, we will also restrict our argument to the case where the spin system and cavity mode are resonant \( (\omega_c = \omega_s = \omega_0) \).

We denote the separable \( k \)-excitation eigenstates of \( \mathcal{H}_0 \) as \( \{ |k \rangle \langle \downarrow |, |k-1 \rangle \langle \uparrow | \} \) and, upon diagonalization under \( \mathcal{H}_{int} \), the resulting hybridized spin-cavity eigenstates are \( \frac{1}{\sqrt{2}} (|k \rangle \langle \downarrow | + |k-1 \rangle \langle \uparrow |) - \sqrt{\frac{k}{s}} (|k \rangle \langle \downarrow | - |k-1 \rangle \langle \uparrow |) \) with a Lamb shift splitting given by \( g_0 \sqrt{\kappa} \). In the special case of \( k = 1 \) (the single-excitation manifold), the Lamb shift splitting is commonly referred to as a “normal mode” or “vacuum Rabi” splitting. The non-linearity of the Lamb shift with excitation number has been observed experimentally to verify the “quantum” nature of the spin–cavity interaction.

The Jaynes–Cummings model may be generalized to an ensemble of \( N \) non–interacting spins collectively interacting with a single–mode cavity to yield the Tavis–Cummings Hamiltonian \[ \mathcal{H}_{TC} = \omega_s (\hat{a}^\dagger \hat{a} + \hat{J}_z) + g_0 (\hat{a}^\dagger \hat{J}_- + \hat{a} \hat{J}_+), \tag{3} \]

where the two–level spin operators have been replaced with collective operators that act identically over the ensemble of energetically indistinguishable spins and a RWA has once again been made. We will formally define the collective operators in the next section. An important feature of the TC Hamiltonian is that the spin–cavity interaction strength, \( g_0 \), is often replaced with an effective interaction strength that is enhanced by \( \sqrt{N} \):

\[ g_{eff} = g_0 \sqrt{N}. \tag{4} \]

This transformation is paired with a \( 1/\sqrt{N} \) term in the collective angular momentum raising and lowering operators, which we will omit in this work.

The ensemble enhancement of the spin–cavity interaction strength has allowed observation of an analogous normal mode splitting (often referred to as “strong coupling”) in ensemble spin systems interacting with high quality factor (high \( Q \)) cavities. The relative strengths of the parameters necessary to resolve this splitting are formalized by defining the cooperativity:

\[ C = \frac{4Ng_0^2QT_2}{\omega_0}, \tag{5} \]

where \( Q \) is the quality factor of the cavity and \( T_2 \) is the coherence time of the spin ensemble.

In general, experimentally observed splittings in a high–cooperativity spin–cavity system are a complex function of the many Lamb shifts that occur in various collective angular momentum subspaces and excitation subspaces. Calculating the full set of Lamb shifts is generally intractable for systems of the size required to build useful quantum devices, leading to a number of approximation methods being utilized to analyze experimental data. The most common approximations are to restrict the treatment to only the largest, permutation–invariant, Dicke subspace, or to treat the spin ensemble in the low–excitation regime as a simple quantum harmonic oscillator. Many limiting results have been shown and can be seen in [30], however, we analyze many aspects of the TC Hamiltonian in further detail.

In this paper, we revisit the structure of the Tavis–Cummings Hamiltonian and find that we are able to identify a two parameter family of collective Lamb shifts indexed by total number of excitations and collective angular momentum. We then show that, in general, a correct description of the energy landscape requires considering many collective angular momentum subspaces in all but the simplest limiting cases. We show that the representative set of spaces never limit to the Dicke space, nor a constant value, but instead grow as \( O \left( \sqrt{N} \right) \). We then proceed to give non–trivial descriptive statistics on these Lamb shifts’ scaling behaviors, culminating in a description of these statistics upon averaging over the degeneracies of these collective angular momentum subspaces. These insights provide bounds and estimates for structures that can be experimentally observed in the near future.

This paper is structured as follows. We begin by recalling common definitions in section [I]. Then, in section [II], we discuss features of the Tavis–Cummings Hamiltonian that allow us to break it into subspaces of constant unperturbed energy and define degenerate copies of coupling matrices which act within these subspaces. We also show some examples of these coupling matrices as well as introduce our generalized collective Lamb shift. In section [IV], we show our primary results, which include finding the maximally degenerate angular momentum subspace, and provide proof that the majority of the relevant dynamics occurs in this subspace and neighboring subspaces. We also describe basic properties of the collective Lamb shift within each subspace, and lastly combining these collective Lamb shifts over their degeneracies to predict what should be experimentally seen for such a system at a given number of total excitations. We then end with a discussion of our results in sections [VI] and [VII].
II. DEFINITIONS

We include our choice of notation and definitions in this section. The Pauli operators are written in the Zeeman basis, so that

$$\hat{\sigma}_z = |\uparrow \rangle \langle \uparrow | - |\downarrow \rangle \langle \downarrow |. \quad (6)$$

Also,

$$\hat{\sigma}_+ |\downarrow \rangle = |\uparrow \rangle , \quad \hat{\sigma}_+ |\uparrow \rangle = 0. \quad (7)$$

These spin operators can be combined as a sum of tensor products to produce the collective versions of these spin operators. Let $N$ be the number of spin–1/2 particles. Then, the collective $z$ angular momentum operator is given as

$$\hat{J}_z = \frac{1}{2} \sum_{i=1}^{N} \hat{\sigma}_z^{(i)}, \quad (8)$$

where the superscript on the Pauli operator indicates action only on the $i$-th particle. Similarly, the collective raising and lowering collective angular momentum operators are given as

$$\hat{J}_+ = \sum_{i=1}^{N} \hat{\sigma}_z^{(i)}. \quad (9)$$

The collective operators span the $\mathfrak{sl}(2; \mathbb{C})$ Lie algebra, and thus satisfy the following commutation relations:

$$[\hat{J}_z, \hat{J}_\pm] = \pm \hat{J}_\pm, \quad (10)$$
$$[\hat{J}_+, \hat{J}_-] = 2\hat{J}_z. \quad (11)$$

The collective operator algebra is a sub-algebra of self–adjoint operators acting on the $N$-spin system, and conveniently satisfies the same commutation relations as those for a single particle spin operator. By a change of basis, we can identify the transverse spin operators,

$$\hat{J}_x = \frac{1}{2}(\hat{J}_+ + \hat{J}_-), \quad (12)$$
$$\hat{J}_y = \frac{1}{2i}(\hat{J}_+ - \hat{J}_-). \quad (13)$$

The transverse spin operators, along with $\hat{J}_z$, span a collective $\mathfrak{su}(2)$ algebra, which differ from a single spin–1/2 Pauli operators in that the collective operators are not involutory. The representations of the $\mathfrak{su}(2; \mathbb{C})$ operators can be defined by their action on a state of total angular momentum $j$ with $z$ component $m$:

$$\hat{J}_z |j, m\rangle = m |j, m\rangle \quad \text{(14)}$$
$$\hat{J}_\pm |j, m\rangle = \sqrt{j(j+1) - m(m \pm 1)} |j, m \pm 1\rangle. \quad (15)$$

Throughout this work, we focus on two good quantum numbers representing conserved quantities. The first of these is the total angular momentum, $j$, which determines the eigenvalues of the total angular momentum operator,

$$\hat{J}^2 = \hat{J}_z^2 + \hat{J}_y^2 + \hat{J}_x^2. \quad (16)$$

with eigenvalues $j(j+1)$. The second of these conserved quantities is the number of total excitations, $k$, given as the eigenvalues of the excitation operator,

$$\hat{K} = \hat{a}^\dagger \hat{a} + \hat{J}_z + \frac{N}{2}. \quad (17)$$

The scaled identity term in the excitation operator ensures excitations are non-negative, as the action of $\hat{J}_z$ on the ground state has eigenvalue $-N/2$. All of the Hamiltonians considered in this work share the same internal structure, defined by

$$\hat{H}_0 = \omega_0 (\hat{a}^\dagger \hat{a} + \hat{J}_z). \quad (18)$$

The interaction Hamiltonian is given by the Dicke model [31]:

$$\hat{H}_{int} = 2g_0 (\hat{a}^\dagger \hat{a} + \hat{J}_z). \quad (19)$$

Applying the rotating wave approximation, the counter–rotating term is discarded, leaving us with

$$\hat{H}_{int} = g_0 (\hat{a} \hat{J}_+ + \hat{a}^\dagger \hat{J}_-). \quad (20)$$

which is the interaction term in the Tavis–Cummings (TC) Hamiltonian.

Lastly, we note that all states live within the Hilbert space,

$$\mathcal{H} = L^2(\mathbb{R}) \otimes (\mathbb{C}^2)^\otimes N. \quad (21)$$

It is common to perform a Holstein–Primakoff transformation on the collective angular momentum operators in order to simplify the underlying algebra [29]. This transformation is valid on a single subspace of angular momentum $j$, such that

$$\hat{J}_+ \rightarrow \hat{b}^\dagger \sqrt{2j} I - \hat{b} \hat{b} \quad \text{(22)}$$
$$\hat{J}_- \rightarrow \sqrt{2j} I - \hat{b}^\dagger \hat{b} \hat{b}. \quad (23)$$

By requiring that standard angular momentum commutation relations are maintained, the transformation for $\hat{J}_z$ is then fixed:

$$\hat{J}_z \rightarrow \hat{b}^\dagger \hat{b} - j I. \quad (24)$$

Usually $j$ is taken to be the Dicke subspace, such that $j = N/2$, and $N$ is assumed to be large compared to
the number of excitations. If the number of excitations approach \( j \), the spin system begins to saturate and the approximation becomes increasingly invalid [32]. In general, thermal population of the Dicke space is negligible at nearly all experimental temperatures [33], so we avoid making restrictive approximations in this work and treat the Hamiltonian in generality across all subspaces and excitation excitations.

We are now equipped with our primary definitions and notations. In the next section we discuss what features of our Hamiltonian allow us to decompose the interaction portion of the Hamiltonian into a direct sum of coupling matrices, allowing us to show results regarding the subspaces forming the bases of these coupling matrices.

III. SYMMETRY AND SUBSPACE DECOMPOSITION

In this section, we discuss the symmetries of various models of spin ensembles interacting with a cavity. Through the use of conserved quantities, we motivate a decomposition of the TC Hamiltonian into a two parameter family of subspaces indexed by the good quantum numbers present in the system. We then solidify the remaining notation to be used in the rest of the paper, relying heavily on the symmetry motivated subspace decomposition, and provide instructive examples for small values of \( N \).

A. Symmetries of Light–Matter Interaction

Generally, an ensemble of \( N \) spins identically coupled to a single cavity mode is described by the Dicke model, with a Hamiltonian given by

\[
\hat{H} = \omega_0(\hat{a}^\dagger \hat{a} + \hat{J}_z) + g_0(\hat{a}^\dagger + \hat{a})\hat{J}_x.
\]  

(25)

The Dicke Hamiltonian can be decomposed into two distinct parts, the bare spin and cavity energies, \( \hat{H}_0 \), and the spin–cavity interaction \( \hat{H}_{\text{D,int}} \). When the collective spin–cavity interaction, \( g_{\text{eff}} \), is zero, the ground state is \( |0\rangle |N/2, -N/2\rangle \), which represents the state with zero photons in the cavity and all spins in their ground states. When \( g_{\text{eff}} > 0 \), the Dicke Hamiltonian is symmetric under the parity operator \( \hat{\Pi} = \exp \left[-i\pi (\hat{J}_z + \hat{a}^\dagger \hat{a})\right] \), with eigenvalues \( \pm 1 \). This implies that the Hilbert space of the Dicke model can be decomposed into a direct sum of two spaces labelled by the parity operator’s sign: \( \mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_- \). In this model, excitations are not conserved, and the two parity subspaces are infinite dimensional.

For the case of \( N = 1 \), this particularization of the Dicke model is known as the Quantum Rabi Model (QRM), which has recently been solved [34] [35], where eigenvalues and eigenstates are given in terms of special functions [36]. The existence of this solution can be seen directly from the symmetry group of the Hamiltonian, as the parity symmetry is sufficient to show that the QRM is integrable [37]. When we consider \( N > 1 \), the parity symmetry is no longer sufficient to show integrability, and it is expected that the Dicke model is not exactly solvable [38]; in other words, there are no explicit solutions in terms of any known functions.

Turning now to the model of interest for this paper, the Tavis–Cummings Hamiltonian is derived by the application of a RWA to the Dicke Hamiltonian. Unlike the Dicke Model, the TC model admits a continuous symmetry described by the circle group, \( U(1) \), in addition to parity symmetry and total angular–momentum symmetry. The generator of the continuous symmetry has infinite eigenvalues, enumerated by \( k \in \mathbb{N} \), while the total angular momentum symmetry has eigenvalues \( j = N/2, N/2 - 1, \ldots, 1/2, 0 \), where the last value for \( j \) is determined by whether \( N \) is odd or even. The additional symmetry is sufficient to make the Tavis–Cummings model integrable and solvable, which is supported by the Bethe ansatz solution provided by Bogoliubov [39] [40].

Given that \( \hat{J}_z \) conserves total angular momentum \( j \), the repeated action of \( \hat{J}_z \) on the ground state of an \( N \) spin ensemble will only populate the \( N + 1 \) fully symmetric states in the Dicke subspace. Bogoliubov utilized these orbits to verify a Bethe ansatz solution of the Tavis–Cummings model is correct, casting the eigenvalue problem as equivalent to solving a differential equation [39] [40]. Translating their construction into our notation, the primary expression is:

\[
|\Phi_{j,k}^\lambda\rangle = \sum_{m=0}^k A_{j,k,m}^\lambda (\hat{a}^\dagger)^{k-m} \hat{J}_+^m |0\rangle |j, -j\rangle,
\]  

(26)

for recursively defined scalar coefficients \( A_{j,k,m}^\lambda \) determined from difference equations, where \( j \) indicates the angular momentum space, \( k \) the excitation subspace, and \( \lambda \) to a labeled eigenvector within the \( (j, k) \) subspace. Putting together these symmetry observations, we see that the TC Hamiltonian can be tractably analyzed in terms of its structure and dynamics. In section IV, we provide a detailed analysis of the TC Hamiltonian’s energy level structure across all non-interacting subspaces.

The two symmetries of the TC model directly imply that the Hamiltonian admits a two parameter subspace decomposition. We will repeatedly make use of this fact throughout the remainder of our analysis. Within the context of previous work, the Holstein–Primakoff approximation largely ignores the second parameter \( j \) by focusing on a single value of it, particularly the \( j = N/2 \).
subspace which is being treated as a single harmonic oscillator. The Bogoliubov solution via Bethe ansatz, while correct, is equally as hard as solving the eigenvalue problem itself. Further work attempting to directly analyze large photon number behavior via a direct diagonalization approach has been performed by restriction to the Dicke subspace and tested experimentally by Chiorescu et al. [11]. We will demonstrate in later sections that the most dominantly contributing angular momentum subspaces are, in general, those with the lowest $O(\sqrt{N})$ $j$ values allowed by the model.

B. Subspace Decomposition of the TC Model

Subsection [III A] argued that we can use group theory to decompose the total Hamiltonian into a direct sum structure indexed by two parameters defined by the conserved quantities of the system, $j$ and $k$. A direct sum decomposition is not novel, and was given explicitly in the original 1968 paper defining the Tavis–Cummings Hamiltonian [24]. Recast in our notation, the decomposition is

$$\hat{\mathcal{H}} \cong \bigoplus_{j,k} \{ \omega_0 k \mathbb{I}_{j,k} + g_0 L(j, k) \},$$

where $L(j, k)$ are a natural representation of the interaction Hamiltonian, which we define in equation (31) and refer to as the coupling matrices. While Tavis and Cummings focused on the eigenstates of their model, computed by recasting the diagonalization problem as a differential equation [24], our work focuses on the energy eigenvalue problem, utilizing modern insights into numerical linear algebra to provide a deeper analysis.

We define a natural basis for a general $(j, k)$ subspace with total angular momentum $j$ and $k$ excitations as

$$\mathcal{B}_{j,k} = \{ |\alpha_{j,k} \rangle \mid \alpha = 1, \ldots, n_{j,k}, n_{j,k} + 1 \},$$

using a shorthand ket representation of the tensor product of a spin-cavity state

$$|\alpha_{j,k} \rangle = |k - \alpha - k_0(j) \rangle |j, -j + \alpha \rangle.$$ 

The single parameter, $\alpha$, provides a convenient representation of states within a $(j, k)$ subspace. The value, $n_{j,k} = |\mathcal{B}_{j,k}| - 1$, one less than the dimension, is chosen for convenience. We define $k_0(j) = N/2 - j$ as the number of excitations present in the ground state of an angular momentum $j$ subspace within an $N$ spin ensemble. Explicitly, $n_{j,k}$ is given as

$$n_{j,k} = \min\{2j, k - k_0(j)\}.$$

If $k < k_0(j)$, then the basis set is empty and there are no states present at this excitation level within the $j$ angular momentum subspace.

Under unitary evolution generated by collective operators, two subspaces with the same value of $j$ stemming from ensembles of differing $N$ will behave identically, as these subspaces have isomorphic representations. The main functional difference between them is their relative locations within the energy level spectrum of their respective Hamiltonians. Thus, while the evolution or action of a collective operator can be calculated identically, the resultant contribution of the evolution to aggregate statistics or an observable will be weighted differently.

The coupling matrices’ entries can be found by applying the interaction term from $\mathcal{H}_{TC}$ on the bases defined in equation (28). The Lamb shift coupling matrix for the $(j, k)$ subspace is then given by

$$L(j, k) = \sum_{\alpha=1}^{n_{j,k}} l_\alpha(j, k) \left( |\alpha_{j,k} \rangle (\alpha + 1)_{j,k} \right) + |(\alpha + 1)_{j,k} \rangle |\alpha_{j,k} \rangle,$$

where the matrix elements $l_\alpha(j, k)$ are given by

$$\frac{1}{g_0} \langle \alpha_{j,k} | \hat{\mathcal{H}}_{int} | (\alpha + 1)_{j,k} \rangle = \sqrt{(2\alpha j - \alpha(\alpha - 1))(k - k_0(j) - \alpha + 1)}.$$ 

In the above expression subscripts are only included within kets such as $|\alpha_{j,k} \rangle$, while $\alpha$ itself is a scalar.

The index $j$ runs from $N/2$ to 0 (1/2) when $N$ is even (odd). Each angular momentum space is of dimension $2j + 1$, and so the total number of spin states accounted for across all values of $j$ is $O(N^2)$, which is far less than the full space’s dimension of $2^N$. As of this point we have neglected to include the degeneracy of each of the angular momentum subspaces. The degeneracy of the subspace with total angular momentum $j$ on $N$ spins is given as

$$d_j = \frac{N!(2j + 1)}{(N/2 - j)!(N/2 + j + 1)!}.$$ 

That is, there are $d_j$ disjoint angular momentum subspaces with total angular momentum $j$ present in a direct sum decomposition of $(\mathbb{C}^2)^{\otimes N}$ [34]. By including this degeneracy we recover the identity that the sum over the dimension of all disjoint subspaces is equal to the dimension of the entire space,

$$\sum_j (2j + 1)d_j = 2^N.$$ 

Through Schur–Weyl duality, we can associate total angular momentum symmetry with invariance over permutations (or subgroups of permutations) of the ordering of the underlying spin Hilbert spaces [42]. Within
this context, the subspace with \( j = N/2 \), commonly known as the Dicke subspace, is referred to as the fully symmetric subspace. This is due to every angular momentum state within the \( j = N/2 \) subspace remaining invariant under action of any permutation in \( S(N) \), the permutation group of order \( N \). The remaining subspaces have a more complex structure under the action of a spin-permutation.

Importantly, each degenerate copy of a \( j \) subspace can be naturally and uniquely labelled by a Young Tableau. If one wished to consider a perturbation to the TC Hamiltonian which distinguished individual spins, such as a field inhomogeneity, then these Young Tableaux would be required to properly determine the perturbation’s action on subspaces with identical total angular momentum state within the symmetric subspace. This is due to every angular momentum subspace having a more complex structure under the action of its permutation group of order \( N \).

As previously mentioned, in our work we focus on the ideal case with no perturbations. As such, it is sufficient to treat each degenerate copy of a given total angular momentum subspace as identical. Under this identification, we are able to reduce the effective spin dimensionality from \( 2^N \) to \( O(N^2) \).

### C. Examples for Small \( N \)

We now proceed to explicitly calculate the collective Lamb shift in two small \( N \) spin–cavity systems. This is shown mathematically by re–diagonalization under the perturbative interaction Hamiltonian and finding how these re–diagonalized states’ energies differ from those where \( \mathcal{H}_{\text{int}} = 0 \), or equivalently, where \( g_0 = 0 \).

#### 1. Single Spin

The case of a single spin coupled to one electromagnetic mode is known as the Jaynes–Cummings model [22]. The JC Hamiltonian follows from the application of the RWA on the Dicke Hamiltonian for a single spin, also known as the Rabi model, and is given by

\[
\hat{H}_0 + \hat{H}_{\text{int}} = \omega_0 (\hat{a}^\dagger \hat{a} + \hat{\sigma}_z) + g_0 (\hat{a}^\dagger \hat{\sigma}_- + \hat{a} \hat{\sigma}_+) .
\]  

(35)

Since \( \mathcal{H}_{\text{int}} \) couples spins with equal energy in the unperturbed spectrum, the Hilbert space decouples into blocks of constant total excitation, indexed by the good quantum number \( k \):

\[
\bigoplus_k |\psi_k\rangle \left[ \langle \psi_k | \hat{H}_0 + \hat{H}_{\text{int}} | \phi_k \rangle \right] |\phi_k\rangle ,
\]

with \( \hat{H}_0 \phi_k = E_k \phi_k \) and \( \hat{H}_0 \psi_k = E_k \psi_k \). (36)

The ground state \(|0\rangle |\downarrow\rangle\) is unique, and is thus not hybridized. For the remaining states, we utilize the fact that excitations are conserved. Consider the two states with excitations \( k > 0 \), defined by \( \{ |k\rangle |\downarrow\rangle , |k - 1\rangle |\uparrow\rangle \} \). The interaction Hamiltonian represented in this basis is given by the direct sum over all two–dimensional excitation spaces as follows:

\[
\hat{H}_{\text{int}} \cong \bigoplus_k g_0 \left[ \begin{array}{cc} 0 & \sqrt{k} \\ \sqrt{k} & 0 \end{array} \right] .
\]

(37)

The \( k \) excitation representation of the interaction Hamiltonian has energy eigenvalues given by

\[
E_{k,\pm} = k \omega_0 \pm g_0 \sqrt{k} ,
\]

(38)

which correspond to the following energy eigenstates:

\[
|\psi_{k,\pm}\rangle = |k\rangle |\downarrow\rangle \pm |k - 1\rangle |\uparrow\rangle ,
\]

(39)

#### 2. Three Spins

We now consider an \( N = 3 \) spin–cavity system. We demonstrate the utility of the subspace decomposition technique by solving for the eigenstructure exactly. When the number of excitations are such that \( k \leq 2 \), the number of hybridized states are sub-maximal, as illustrated in figure [I]. For the purpose of this example, we focus on solving for a general collection of excitation subspaces with \( k \geq 3 \), ensuring that all \( 2^3 = 8 \) spin states participate in hybridization. For completeness, we provide the solutions to the \( N = 3 \) spin model with \( k < 3 \) excitations, as well as the \( N = 2 \) spin model in the appendix using the same techniques illustrated in this section. For \( N = 3 \) and \( k \geq 3 \), a matrix representation of the interaction Hamiltonian is given by the matrix \( L(k) \) in equation \((40)\).
The first matrix is written in the Dicke (fully symmetric) basis (normalized versions of \( |\uparrow\uparrow\uparrow\rangle, |\downarrow\downarrow\uparrow\rangle, \ldots |k - 3\rangle|\uparrow\uparrow\uparrow\rangle \)). This can be decomposed into 3 distinct subspaces, \( \frac{1}{2} \oplus \frac{1}{2} \oplus \frac{1}{2} \), as follows:

\[
L(k) = \begin{bmatrix}
0 & \sqrt{k} & \sqrt{k} & 0 & \sqrt{k} & 0 & 0 \\
\sqrt{k} & 0 & 0 & \sqrt{k-1} & 0 & \sqrt{k-1} & 0 \\
\sqrt{k} & 0 & 0 & \sqrt{k-1} & 0 & \sqrt{k-1} & 0 \\
0 & \sqrt{k-1} & \sqrt{k-1} & 0 & 0 & 0 & \sqrt{k-1} \\
0 & 0 & 0 & \sqrt{k-1} & 0 & 0 & \sqrt{k-1} \\
0 & 0 & 0 & \sqrt{k-1} & 0 & 0 & \sqrt{k-2} \\
0 & 0 & 0 & \sqrt{k-2} & 0 & \sqrt{k-2} & \sqrt{k-2}
\end{bmatrix},
\]

where the ordered basis states for this matrix representation are given by the set \( \{ |k\rangle|\downarrow\downarrow\downarrow\rangle, |k-1\rangle|\downarrow\downarrow\uparrow\rangle, \ldots |k - 3\rangle|\uparrow\uparrow\uparrow\rangle \} \). This can be decomposed into 3 distinct subspaces, \( \frac{1}{2} \oplus \frac{1}{2} \oplus \frac{1}{2} \), as follows:

\[
\begin{bmatrix}
0 & \sqrt{3}\sqrt{k} & 0 & 0 & 0 & 0 \\
\sqrt{3}\sqrt{k} & 0 & 2\sqrt{k-1} & 0 & 0 & 0 \\
0 & 2\sqrt{k-1} & 0 & \sqrt{3}\sqrt{k-2} & 0 & 0 \\
0 & 0 & \sqrt{3}\sqrt{k-2} & 0 & 0 & 0
\end{bmatrix} \oplus \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sqrt{k-1} & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{k-1} & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{k-2} & 0 & 0 \\
0 & 0 & 0 & \sqrt{k-2} & 0 & 0 \\
0 & 0 & 0 & \sqrt{k-2} & 0 & 0
\end{bmatrix} \oplus \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

The first matrix is written in the Dicke (fully symmetric) basis (normalized versions of \( |k - m\rangle|\downarrow\downarrow\downarrow\rangle \)) with \( m \in \{0, 1, 2, 3\} \), while the second and third are written in terms of the composite spin-1/2 bases, given by

\[
\begin{align*}
&\frac{1}{\sqrt{2}}(|k-1\rangle(\downarrow\uparrow\downarrow) - |\uparrow\downarrow\downarrow\rangle), &\frac{1}{\sqrt{2}}(|k-2\rangle(\downarrow\downarrow\downarrow) - |\uparrow\uparrow\downarrow\rangle) \\
&\frac{1}{\sqrt{6}}(|k-1\rangle(2|\downarrow\downarrow\uparrow\rangle - |\uparrow\downarrow\uparrow\rangle) - |\downarrow\uparrow\downarrow\rangle), &\frac{1}{\sqrt{6}}(|k-2\rangle(2|\uparrow\downarrow\uparrow\rangle + |\downarrow\uparrow\downarrow\rangle) - |\uparrow\uparrow\downarrow\rangle).
\end{align*}
\]

The first matrix is written in the Dicke (fully symmetric) basis (normalized versions of \( |k - m\rangle|\downarrow\downarrow\downarrow\rangle \)) with \( m \in \{0, 1, 2, 3\} \), while the second and third are written in terms of the composite spin-1/2 bases, given by

\[
|3/2, k; \pm_1, \pm_2\rangle := \pm_1 \sqrt{5k - 5 \mp_2 \sqrt{25 - 32k + 16k^2}(2k - 5 \pm_2 \sqrt{25 - 32k + 16k^2})} |k\rangle|\downarrow\downarrow\downarrow\rangle
\]

\[
+(1 + 2k \mp_2 \sqrt{25 - 32k + 16k^2})3\sqrt{k}(|k-1\rangle - 1\sqrt{k}(|k-2\rangle)
\]

\[
\mp_1 2\sqrt{5k - 5 \mp_2 \sqrt{25 - 32k + 16k^2}} \sqrt{3}\sqrt{k}(|k-1\rangle + |\downarrow\uparrow\downarrow\rangle + |\uparrow\downarrow\downarrow\rangle)
\]

\[
+ 6\sqrt{k - 2\sqrt{5k - 5 \mp_2 \sqrt{25 - 32k + 16k^2}} - 1\sqrt{k}(|k-3\rangle)|\uparrow\uparrow\uparrow\rangle,
\]

each with associated energy

\[
E_{k; \pm_1 \pm_2} = k\omega_0 \mp_1 \omega_0 \sqrt{5k - 5 \mp_2 \sqrt{16k^2 - 32k + 25}}.
\]

We have introduced a shorthand notation via a subscript on the \( \pm \) sign, such that \( \pm_1, \pm_2 \) are a pair of sign choices (and \( \mp_1 \) indicates that the opposite sign as \( \pm_1 \) is used, and likewise for \( \mp_2 \)) which allows for a more compact expression for all four dressed states. The four perturbed energy values are not equally spaced, though they still come in oppositely signed pairs of equal magnitude. We show in a later section that the eigenvalues always come in oppositely signed pairs.

For the remaining two matrices with \( j = \frac{3}{2} \) in the direct sum decomposition, we note that these systems are algebraically equivalent to the single spin model. This equivalence allows us to immediately write down the
Figure 1. Illustration of the resulting hybridization of energy levels in the Tavis-Cummings model for $N = 3$, explicitly on resonance such that $\omega_0 = \omega_s = \omega_c$. Vertical single arrow lines (red) indicate transitions mediated by $J_\pm$, meaning that the eigenstates represented by the horizontal bars have a non-zero $J_\pm$ matrix element. Transitions are all-to-all between neighboring excitation subspaces of the same angular momentum, with some transitions between the $k = 2$ and $k = 3$ subspaces omitted for clarity. Note that there are no allowed transitions via collective spin or photon operators between distinct angular momentum subspaces, regardless of the value of $j$. Separation between excitation spaces is a constant $\omega_0$, denoted by bidirectional arrows (blue) between the pre-hybridized angular momentum states. Lamb shift splittings are denoted by bidirectional arrows (green) to the right of the hybridized states. In the $j = 1/2$ subspaces, these splittings are given by $E_{1/2,k} = g_0 \sqrt{k}$. In the $j = 3/2$ subspace, the Lamb shifts are given by: $E_{3/2,1} = g_0 \sqrt{3} \approx 1.73g_0$, $E_{3/2,2} = g_0 \sqrt{10} \approx 3.16g_0$, $E_{3/2,3,1} = g_0 \sqrt{10-\sqrt{73}} \approx 1.21g_0$, and $E_{3/2,3,2} = g_0 \sqrt{10+\sqrt{73}} \approx 4.31g_0$.

Diagonalized states and perturbed energies:

$$|1/2, k; \pm\rangle_1 := \frac{1}{2}(|k-1\rangle[|\downarrow\downarrow\rangle - |\uparrow\downarrow\rangle] \pm |k-2\rangle[|\downarrow\uparrow\rangle - |\uparrow\uparrow\rangle]),$$
$$E_{k;\pm} = k\omega_0 \pm g_0 \sqrt{k-1}.$$  

$$|1/2, k; \pm\rangle_2 := \frac{1}{2\sqrt{3}}(|k-1\rangle[2|\downarrow\uparrow\rangle - |\uparrow\downarrow\rangle - |\downarrow\down\rangle] \pm |k-2\rangle[|\downarrow\down\rangle + |\uparrow\up\rangle - 2|\uparrow\down\rangle]),$$

$$E_{k;\pm} = k\omega_0 \pm g_0 \sqrt{k-1}.$$

The subscript on the kets in the above equations indicate the arbitrarily chosen degeneracy label of that subspace. This provides the full spectrum and dressed states for $k \geq 3$. Figure 1 illustrates the energy level diagram of the $N = 3$ example, showing hybridization for the $0 \leq k \leq 3$ subspaces, as well as collective dipole allowed transitions between dressed states.

Before we move to the general case, we remark on a few well-known aspects of the solutions provided for $N = 1, 3$. Firstly, through the direct sum decomposition we see that the model decomposes into subspaces which are disconnected under the interaction portion of the total Hamiltonian. Secondly, through this decompos-
sition, computing the dressed states and their energies, while non-trivial, is still more efficient than it would have been to diagonalize an $8 \times 8$ matrix. Thirdly, as we will explore in greater depth, the coupling matrices for degenerate subspaces are identical, a reflection of the fact that they are indistinguishable under collective operations.

The complexity of computing the eigendecomposition analytically increases rapidly. To our knowledge one can only solve up to $N = 8$ spin systems exactly; beyond this point the characteristic polynomial’s degree for the largest space is beyond the size where general polynomial solutions exist. Once $N = 9$ the largest decomposed matrix will have dimensions $10 \times 10$, and since roots always come in positive-negative pairs, the simplified characteristic polynomial will have degree five, which will not generally have a formula for finding the roots.

As we will show in the following section, the problem of diagonalizing the Tavis–Cummings problem is equivalent to diagonalizing a particular two parameter family of Jacobi operators, which we will define as $L(j,k)$. Any real symmetric matrix can be written in a basis where it satisfies the Jacobi operator conditions via a similarity transformation. Then, if a Jacobi operator was generally solvable in a closed form, all real symmetric matrices’ characteristic polynomials would also be solvable in a closed form, a contradiction to Galois’s insolvability of general polynomials of degree 5 or greater.

There is a deep connection of Jacobi operators to the study of orthogonal polynomials, which can in part be seen by the determinant recurrence formula of equation. It is outside the scope of this work to attempt a study of the generated orthogonal polynomials of the Jacobi operators representing the Tavis–Cummings Hamiltonian. As of yet we have been unable to solve the recurrence relationship for the eigenvalues in a closed form. That being said, we suspect that a proof (or disproof) for the existence of a closed form diagonalization of the TC Hamiltonian will be found not with the tools of linear algebra, but with polynomial techniques.

IV. STRUCTURE AND STATISTICS OF THE FULL HAMILTONIAN

Here, we illustrate that a single subspace approximation of the Hamiltonian is generally insufficient to capture the full dynamics of the TC Hamiltonian, regardless of the chosen value of $j$, and provide a more accurate technique for analyzing the TC Hamiltonian. To do so, we first investigate the degeneracy of angular momentum subspaces as a function of $j$, with a focus on determining the maximally degenerate subspace. We then turn our attention to extracting as much information as possible from the collective Lamb shift coupling matrices without numerically solving an eigenvalue problem. As we will show, determining the descriptive statistics of the energy shifts of a given $(j,k)$ subspace is tractable theoretically. Appealing to computational mathematics, we are then able to join the two discussions in order to provide a picture of the degeneracy averaged collective Lamb shift as a function of $N$ and $k$, across all subspaces. Finally, motivated by the numerical results, we determine the root mean square Lamb shift averaged over the degeneracies across all angular momentum subspaces.

A. Maximally Degenerate Angular Momentum Space

The Dicke subspace is often considered “special”, in that the following properties hold: all contained states are completely symmetric under particle exchange, the subspace has the largest dimension for a given $N$, the subspace contains the ground state of the Hamiltonian, and the subspace has no degenerate copies. Concerns about the validity of restricting the dynamics to within the Dicke subspace have been noted and we expand on that work here.

The maximally degenerate collective angular momentum subspace for $N$ spin–1/2 particles, which we denote as $j^*$, is given by:

$$j^* = \frac{\sqrt{N}}{2} - \frac{1}{2} + \frac{1}{6\sqrt{N}} + O(N^{-1}).$$

The maximally degenerate space is increasingly separated from the Dicke space as $N$ increases. Notice also that the value of $j^*$ does not approach 0 or 1/2, indicating that large $N$ structure, through the lens of degeneracy, is not well approximated by a single spin with angular momentum $j = N/2$, nor one with small angular momentum, such as $j = 1/2$.

Given that the maximally degenerate angular momentum subspace is well approximated by this expression for $j^*$, we must determine how well this subspace represents the entire system. To formalize this notion, consider $d_j$, the degeneracy of the $j^*$ subspace, and $d_{j+1}$, the degeneracy of the $j^* + 1$ subspace. Then, we have that

$$\frac{d_j}{d_{j+1}} = 1 + O(N^{-3/2}),$$

indicating the maximally degenerate subspace is not significantly more degenerate than its nearest neighbor. This argument may be extended to show that generally there’s not a large difference in the ratio of nearby spaces. This implies that, although $j^*$ is the
most degenerate subspace, we cannot reasonably approximate the system by just this angular momentum space. Within the context of degeneracy-weighted observables, of which an observable for thermal states of the TC Hamiltonian would be, there is no single subspace which can accurately mimic the structure of the entire Hamiltonian.

To represent a large majority of the possible angular momentum states, we must also include many neighbors of \( j^* \) in our analysis. The most essential collection of angular momentum subspaces of the TC Hamiltonian for a given \( N \) is well quantified by the strong support of \( d_j \). This is visualized in figure 2.

The strong support of \( d_j \) is approximately given by the interval \( 0 \leq j \leq O(\sqrt{N}) \), for all allowed values of \( j \). That is, almost all of the states are contained in the subspaces below some constant multiple of \( \sqrt{N} \), where the constant is, of course, independent of \( N \). The \( O(\sqrt{N}) \) upper limit can be derived by considering the ratios of the degeneracies of increasingly separated angular momentum subspaces (see appendix for further details).

The insights provided by the computation of \( j^* \) and determination of the strong support of \( d_j \) have a few important implications. Firstly, the fact that the system must be represented by \( O(\sqrt{N}) \) subspaces is of interest to those working in the area of the complexity of quantum systems. Secondly, this also will be of interest to those simulating quantum systems admitting a similar angular momentum subspace decomposition, in that so long as one has the subspace structure being preserved, any observable that grows sub-exponentially in \( j \), as suggested by \( A_{17} \), can be sufficiently modeled using this region of strong support. By restricting computations to this region, we can expect a halving of the dominant order of the computational cost (i.e. an \( O(N^4) \) algorithm can be well approximated by an \( O(N^2) \) algorithm). In fact, this reduction of order further reduces the effective spin dimensionality of the problem from \( O(N^2) \) spin states, to \( O(N) \) spin states, a reduction from the original dimension of \( 2^N \).

As of this point, we set aside this result and move on to discussing some of the properties that can be gleaned from the coupling matrices as functions of \( (j,k) \). In later sections, we average these results across all angular momentum subspaces, using the knowledge gained from this section, to provide an aggregate picture of the energy level structure as a function of \( k \) excitations.

B. Statistics of a Collective Angular Momentum Subspace

In light of the subspace decomposition of the TC Hamiltonian,

\[
\hat{\mathcal{H}} \cong \bigoplus_{j,k} (\omega j \mathbb{I}_{j,k} + g_{j,k} l_{j,k}),
\]

it is clear that if one were able to diagonalize \( L(j,k) \), then the Hamiltonian would be fully solved. It is instructive to visualize the representation of \( L(j,k) \) with respect to \( \mathcal{B}_{j,k} \):

\[
\begin{bmatrix}
0 & l_1(j,k) \\
l_1(j,k) & 0 & l_2(j,k) \\
& l_2(j,k) & 0 & \ddots \\
& & & \ddots & l_n(j,k) \\
& & & & 0
\end{bmatrix}.
\]

Thus, the Lamb shift coupling matrix can be naturally represented as a hollow tridiagonal matrix, a highly structured sparse matrix. Further, this coupling matrix is analogous to an un-normalized transition matrix for a 1D random walk.

A full closed form diagonalization of this matrix is unlikely to exist, but there is still a good amount of information that can be extracted. As a first approach we can consider the problem from a numerical linear algebra perspective. It was shown in 2013 that the eigenvalues of this variety of matrix can be computed exactly (to within numerical precision) in \( O(n_{j,k} \log n_{j,k}) \) floating point operations, a speed-up over the unstructured problem \([17]\). This algorithm can then be used to efficiently extract the Lamb shifts of a given \( (j,k) \) space on demand, if desired. The eigenvector problem given an eigenvalue \( \lambda \) is then solvable in \( O(n_{j,k}) \) floating point operations utilizing the Thomas algorithm \([18]\). This must be done for each of the \( n_{j,k} + 1 \) eigenvalues, and so while the cost of producing the set of eigenvalues is
with the dependence of the matrix elements on \( n \) that if

along the vertical, and labelled horizontally by the number of degeneracies of each angular momentum subspace.

Figure 3. Schematic representation of the energy eigenstates of the Tavis-Cummings Hamiltonian with excitations come in oppositely signed pairs [49]. That is, if shown that the eigenvalues of hollow tridiagonal matrices come in oppositely signed pairs [49]. That is, if a classical processor.

We return now to considering properties we can analytically compute, or estimate, of the collection of the quantities for states defined by classical mixtures across this system’s dynamics and computing state dependent spectrum of the Lamb shift coupling matrix can be seen as a two parameter family of sets, 

\[
\Lambda(j, k) = \{ \lambda | L(j, k) v = \lambda v, v \neq 0 \},
\]

and so from the work of [49], \( \Lambda(j, k) \) is an even set. The fact that the eigenvalues of these coupling matrices is a fact that the eigenvalues of these coupling matrices is a

\[
\det(A) = \det(A_{n+2}) = a_{n+1} \det(A_{n+1}) - b_n^2 \det(A_n).
\]

Figure 3. Schematic representation of the energy eigenstates of the Tavis-Cummings Hamiltonian with excitations \( 0 \leq k \leq 3 \) along the vertical, and labelled horizontally by the number of degeneracies of each angular momentum subspace.

Upon computing the determinant of \( L(j, k) \), we find that if \( n_{j,k} + 1 \) is odd, then the recurrence terminates with \( \det A_0 = 0 \), and so \( \det L(j, k) = 0 \). Otherwise, \( n_{j,k} + 1 \) is even and the determinant is given as

\[
\det L(j, k) = (-1)^{n_{j,k}+1} l_n^2 l_{n-2} \cdots l_1^2,
\]

where the dependence of the matrix elements \( l_n \) on \((j, k)\) were suppressed for clarity.

While it is interesting to know that the determinant can be computed efficiently and in a closed form, it does not provide a description of the structure of the collective Lamb shifts. Rather, given the set of Lamb shift eigenvalues, \( \Lambda(j, k) \), it is more instructive to provide descriptive statistics. Given knowledge of the eigenvalues, the \( t \)-th moment is given as

\[
\langle \Lambda(j, k)^t \rangle = \frac{1}{|B_{j,k}|} \sum_{\lambda \in \Lambda(j, k)} \lambda^t.
\]

We can avoid computing the eigenvalues explicitly by noticing that the sum over eigenvalues is equivalent to
the trace of the Lamb shift coupling matrix. Thus,
\[ \langle \Lambda(j, k)^{2^t+1} \rangle = \frac{1}{B_{j,k}} \text{tr}(L(j, k)^{t}). \]  

Then, it is clear that the mean of each subspace is 0, which follows as the Lamb shift coupling matrix is hollow,
\[ \langle \Lambda(j, k) \rangle = 0, \]  
as all the diagonal entries of \( L(j, k) \) are zero with sum zero. This statement can be extended to all odd moments of the Lamb shift eigenvalues. That is, for each coupling matrix, \( L(j, k) \),
\[ \langle \Lambda(j, k)^{2t+1} \rangle = 0, \forall t \in \mathbb{N}. \]  
This follows immediately from the fact that, for every \( \lambda \in \Lambda(j, k), -\lambda \in \Lambda(j, k) \).
In order to quantify the magnitude of the collective Lamb shift splittings, we may utilize the variance as a measure, which in this case is equal to the second moment of \( \Lambda(j, k) \):
\[ \text{Var}(\Lambda(j, k)) = \langle \Lambda(j, k)^2 \rangle - \langle \Lambda(j, k) \rangle^2 \]
\[ = \langle \Lambda(j, k)^2 \rangle. \]  
Computing the variance is then equivalent to determining the trace of the square of the coupling matrix, which is a banded pentadiagonal matrix, explicitly given as
\[
\begin{bmatrix}
I_1^2 & 0 & l_1l_2 \\
0 & I_2^2 + I_3^2 & 0 & l_2l_3 \\
l_1l_2 & 0 & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
l_2l_3 & \cdots & \cdots & l_{n-1}l_n \\
\cdots & \ddots & \ddots & \ddots \\
l_{n-1}l_n & 0 & I_n^2 \\
l_{n-1} & 0 & I_n^2 & \cdots \\
\end{bmatrix}
\]
Thus, the trace of the square of \( L(j, k) \) has a tidy closed form expression in terms of the matrix elements \( l_a(j, k) \),
\[ \text{tr} L(j, k)^2 = 2 \sum_{a=1}^{n} l_a(j, k)^2. \]  
Then, the variance of \( \Lambda(j, k) \), for \( k \geq k_0(j) \), with \( k' = k - k_0(j) \), is given by the following expression
\[ \text{Var}(\Lambda(j, k)) \]
\[ = \frac{1}{2} |B_{j,k}|^3 - \frac{1}{3} |B_{j,k}|^2 (2k' + 4j + 7) \\
+ |B_{j,k}| (2j k' + 2k' + 4j + 7/2) \\
- \frac{1}{3} (6j k' + 8j + 4k' + 5) \]  
Recalling that the dimension of the basis of a \((j, k)\) space is given by \( |B_{j,k}| = \min(2j + 1, k - k_0(j) + 1) \), when \( k \) satisfies \( k - k_0(j) > 2j \) the dimension of the space becomes fixed at \( 2j + 1 \). And so, for \( k \) such that \( k - k_0(j) > 2j \), or equivalently such that \( k > N/2 + j \), \( \text{Var}(\Lambda(j, k)) \) is a linear function in \( k \). This can be seen by substituting \( |B_{j,k}| = 2j + 1 \) into equation (61).

Taking the square root of the variance, we can attain the standard deviation, which has an interpretation as the average distance from the mean. In this sense then, the average collective Lamb shift, treating \( j \) as a constant, is \( O(\sqrt{k}) \) for \( k > N/2 + j \). In order to describe the full statistics of the collective Lamb shift, it is insufficient to consider \( j \) as a constant, rather we must consider all angular momentum subspaces and their respective degeneracies present at a given value of \( k \).

C. Rotating–Wave Approximation Revisited

Before we move to averaging over degeneracies, we include one more aspect of the Lamb shifts that may be computed generally and discuss its implications. Since all \( L(j, k) \) are non-negative matrices we can bound the maximal absolute value of the eigenvalue, also given by the spectral norm, from above and below using the Perron–Frobenius theorem:
\[ \min_m \sum_n |L(j, k)|_{mn} \leq \max \Lambda \leq \max_m \sum_n |L(j, k)|_{mn}. \]  
Applying this theorem allows us to determine that \( \max \Lambda(j, k) \) is upper bounded by the various cases illustrated in (63).

\[
\begin{cases}
\frac{1}{\sqrt{2}} \sqrt{(2j + k') k'} & \text{generally} \\
2\left[\frac{1}{\sqrt{2}} \sqrt{(2j + k') k'} + \frac{1}{\sqrt{2}} \sqrt{(2j + k') k'} \right] & 2j < k' \\
2\left[\frac{1}{\sqrt{2}} \sqrt{(2j + k') k'} + \frac{1}{\sqrt{2}} \sqrt{(2j + k') k'} + 1 \right] & k' \ll 2j.
\end{cases}
\]

The relations for \( \max \Lambda(j, k) \) can narrow the energy range we need to consider in experimental design for a given value of \( N \) and bounded total energy. We could likewise provide a lower bound on the maximal splitting via the same argument—this always yields the minimum of the first row and the last row (both of which have a single entry in the coupling matrix).

These bounds on the maximal eigenvalue also have an additional implication. As a general rule of thumb, the rotating–wave approximation used for approximating the Dicke Hamiltonian by the Tavis–Cummings Hamiltonian is said to be valid for \( g_0 \sqrt{N} \ll \omega_0 \). Although this rule of thumb is useful for potentially determining the ability to experimentally resolve vacuum Rabi oscillations of a spin ensemble with a cavity, it is not a good metric for determining the validity of the RWA. We can
improve the specificity of this requirement. We begin by noting that from the lower bound for the maximal eigenvalue, we have:

\[ \lim_{j,k \to \infty} \| L(j, k) \|_{\infty} = \infty, \]

which means that eventually \( g_0 \max \Lambda(j, k) \) will approach and exceed \( 2\omega_0 \). This means that the true condition that should be used to justify a rotating–wave approximation is

\[ g_0 \max \Lambda(j, k) \ll \omega_0, \]

which puts a limit on the size of \( j \) and \( k \) that can be considered with this model. A maximally allowed value for \( k \), after which the rotating wave approximation breaks down, is not a property unique to the TC Hamiltonian, as the JC Hamiltonian’s RWA is invalidated when \( k \approx \omega_0^2/g_0^2 \). Given our upper and lower bounds on \( \max \Lambda(j, k) \), we can estimate where the rotating–wave approximation begins to breakdown. As an example, we consider the behavior of the density of states for an \( N = 20 \) system.

The density of states is a sum of delta functions over all excitation spaces, with the location of the delta functions being the energies of the Lamb-shifted eigenstates, scaled by the weight:

\[ n(E) = \sum_{k=0}^{\infty} \sum_{\lambda \in \Lambda(k)} w_k(\lambda) \delta(E - (k\omega_0 + \lambda g_0)). \]

When the rotating wave approximation holds, the distribution of delta functions across neighboring excitation subspaces will be well separated, as show in figure 4. On the other hand, figure 5 illustrates what the energy level structure looks like when the rotating wave approximation breaks down. In this case, states in a given excitation subspace can overlap with states from neighboring excitation subspaces, breaking the notion of the good quantum number, and invalidating the predictions of the model.

D. Degeneracy Averaged Statistics of the Collective Lamb Shift

Given that relaxation processes and thermal excitation tend to suppress collective behavior in an ensemble and spread population over many subspaces, the utility of descriptive statistics of the collective Lamb shifts for specific values of \( j \) is limited. To address this constraint, we now discuss properties of the collective Lamb shift upon taking an appropriate average over angular momentum subspaces. To begin, we define a probability distribution on the set of eigenvalues across all values of \( j \) at a given value of \( k \). A natural choice is weighting each eigenvalue by its degeneracy.

\[ w_k(\lambda) = \sum_j \begin{cases} d_j & \lambda \in \Lambda(j, k) \\ 0 & \text{else} \end{cases} \]

The sum over \( j \) accounts for the case of repeat eigenvalues across \( j \) spaces, although we believe that it is generally only the 0 eigenvalue that repeats across \( j \) spaces. For convenience, we also define the set of Lamb shift eigenvalues over \( k \) excitations to be given as:

\[ \Lambda(k) = \bigcup_j \Lambda(j, k). \]

The set of pairs, \((\lambda, \omega_k(\lambda))\) define an unnormalized probability distribution on the Lamb shifts for an \( N \) spin TC system with \( k \) excitations.

The \( t \)-th moment of the collective Lamb shifts across all angular momentum spaces is formally written,

\[ \langle \Lambda(k)^t \rangle = \frac{1}{D_k} \sum_{\lambda \in \Lambda(k)} w_k(\lambda)\lambda^t, \]
where $D_k$ is the number of states with $k$ excitations, given by
\[ D_k = \sum_{k'=0}^{k} \binom{N}{k'}. \] (70)

Recall that if $k < k_0(j) = N/2 - j$, then there are no states of excitation $k$ for the given value of $j$. In this case, $\Lambda(j, k)$ is empty and does not contribute to the statistics of this excitation level. Once $k \geq N$, the total number of states present at a given excitation becomes fixed at $D_k = 2^N$.

As with the case of a single angular momentum space, it is better to compute the moments utilizing traces of the Lamb shift coupling matrix, which are computable in $O(n_{j,k})$ floating point operations, compared to the $O(n_{j,k} \log n_{j,k})$ eigenvalue problem. The advantage is particularly significant for the second moment, where we already have determined a closed form expression for the trace, dropping the cost to $O(1)$ operations per angular momentum subspace.

Using this insight, the $t$-th moment of the collective Lamb shift splittings across all angular momentum spaces is equal to the weighted average of traces of the coupling matrices:
\[ \langle \Lambda(k)^t \rangle = \frac{1}{D_k} \sum_j d_j \text{tr}(L(j,k)^t). \] (71)

As $\Lambda(k)$ is the union of even sets, it is also an even set. This fact allows us to immediately determine that the odd moments for the collective Lamb shifts indexed by $k$ excitations are all 0:
\[ \langle \Lambda(k)^{2t+1} \rangle = 0, \quad \forall t \in \mathbb{N}. \] (72)

Due to the combinatorial nature of the weights on eigenvalues, there is no exact closed form expression for the even moments of the Lamb shift splittings. That being said, it is computationally feasible to visualize the function for select values of $N$, as shown in figure 6.

We first address the apparent suppression of the variance for $k < N/2$. Recalling from the partial energy level diagram of figure 3, as we introduce a new angular momentum subspace into the statistics, the ground state of that $j$ space is included into the statistics with energy splitting of 0. Now, since $d_j$ is an increasing function for $j < j^*$, the dominant element of the distribution of eigenvalues is the ground state of the smallest considered angular momentum subspace. This trend holds true until $k$ approaches $N/2 - j^*$. In the case of $N = 1000$, we predict $j^* = 15$, hence the suppression of the variance to nearly $k = N/2$.

As for the linearity of the variance starting at roughly $k = N/2$, we expect the variance of each angular momentum $j$ subspace to be linear in $k$ for values of $k > N/2 + j$. It follows that the apparent transition into the linear regime at $k \approx N/2$ is caused by the variance of subspaces in the region of strong support of $d_j$ being most dominant in the linear regime for $k > N/2 + j^*$. Thus, one can expect a linear variance in $k$ for values of $k > N/2 + \sqrt{N}/2 - 1/2 + 1/(6\sqrt{N})$, which is dominated by $N/2$ for large $N$.

Now, while we showed that the variance is indeed a linear function in $k$, we did not provide the function, as the slope of this linearity is a sizeable polynomial in $j$. We will return to the task of averaging this polyno-
mial over all possible values of \( j \) momentarily. As a first investigation, we can efficiently illustrate the trend numerically. We perform regression on the linear regime of the variance for select values of \( N \), and plot the slope of these lines as a function of \( N \), as seen in figure 7.

![Figure 7. Slope of the variance of the collective Lamb shift splittings in the linear regime, for various \( N \). Points mark computed values of the slope for each \( N \). The regression model is \( \text{Slope}(N) = 0.9989N - 0.27 \), with an \( R^2 \) value of nearly 1.](image)

The result of the regression indicates that for the values of \( k \) and \( N \) considered, the variance is effectively growing at a rate of \( 0.9989Nk \). In fact, we are able to show analytically that the variance of the collective Lamb shift splittings, as a function of \( k \) excitations, grows as the product of \( N \) and \( k \) for \( k \geq N \), such that

\[
\text{Var}(\Lambda(k)) = O(Nk). \tag{73}
\]

We further conjecture that this result holds for all \( k > k^* \), where \( k^* \) is some value in the range \( N/2 < k^* < N \), and likely depends on \( N \). This can be seen in part by noting that the dimension of a subspace, \([B_{j,k}]\), saturates at \( 2j + 1 \) when \( k = k_0(j) + 2j = N/2 + j \). Further, since we need only consider the strong support of \( d_j \) when averaging (for more details see the appendix), the result could likely be extended to hold if \( k^* = N/2 + O(\sqrt{N}) \). In the region \( k^* < k < N \), the statistics are not exposed to all possible spin states as \( D_k < 2^N \). This issue can be avoided by bounding \( d_j/D_k \) instead of \( d_j/2^N \), for all values of \( k \) greater than some \( k^* \). Since \( D_k \) is almost constant on this region, the extension should not be too difficult. The proof of equation (73) is given in the appendix, for the case where \( k \geq N \).

V. DISCUSSION

It is a common practice to treat the Tavis–Cummings Hamiltonian as a generalized Jaynes–Cummings Hamiltonian operating in the Dicke subspace \((j = N/2)\) with a collectively enhanced spin-cavity coupling, \( g_{jff} = g_0\sqrt{N} \). The Lamb shifts in higher excitation manifolds, then, scale in analogy to the Jaynes–Cummings model, \( g_0\sqrt{k} \rightarrow g_{jff}\sqrt{k} = g_0\sqrt{Nk} \). The justification for this approximation is often taken to be operation at low excitation, with the limiting case being the single-excitation manifold \((k = 1)\) where the Lamb shift is simply \( g_0\sqrt{N} \). It is perhaps surprising, then, that the average Lamb-shifted energy level splitting of the Tavis–Cummings Hamiltonian, taken over all angular momentum subspaces, has a magnitude approximately given by \( g_0\sqrt{Nk} \). In this sense, the dynamics of a large ensemble appear similar for very low excitations \((k \sim 1)\) and very high excitations \((k \gg N/2)\). Mathematically, this is due to the structure being dominated by the subspaces nearest to the maximally degenerate subspace, as given in the proof of equation (73). In fact, only the lowest \( O(\sqrt{N}) \) subspaces are theoretically needed to produce the result.

We note the consistency of our result with various experiments measuring a high–cooperativity splitting of spin ensembles interacting with high Q cavities, where a \( g_0\sqrt{N} \) behavior is observed \([23, 25, 52, 53]\). These experiments are generally run at relatively high power, corresponding to many excitations in the system. Further, it has been noted that the high–cooperativity splitting disappears at high drive powers \([41, 54]\). Our results indicate that the coalescence of the splitting into a single peak may be considered as a violation of the rotating-wave approximation (Section IV.C), such that the eigenstructure of the Tavis–Cummings model becomes invalid, and “classical” behavior emerges due to the smearing of the density of states (Figure 5).

We also note that care must be taken in applying this result, however, as the linearity of the variance in \( k \) is invalid for \( k < N/2 \), as illustrated in figure 6. This indicates that, while the single excitation splitting prediction of \( O(\sqrt{N}) \) is indeed valid for states with enough energy under the right conditions, for non–trivial moderate excitation states the variance cannot be approximated as simply. The full implications of this result are outside the scope of this paper, but we note our results suggest a further examination of the validity of various subspace restriction techniques is required in the regime of low to moderate excitation and ensemble size used for many quantum devices.

VI. CONCLUSION

In this work we have revisited the Tavis–Cummings model and have elucidated a number of new observations. We began by recasting the original decomposition of the Hamiltonian for this system as a direct sum...
of subspaces, with respective structure described by a two-parameter family of coupling matrices. We further analyzed the structure of the degeneracies within the Hamiltonian and found the system is well described by a (relatively) small subset of the possible angular momentum spaces. This identification alone has implications to fields such as the complexity and simulation of quantum systems, as well as direct applications to the latter parts of our work.

We proceeded to describe various parameters of our coupling matrices that we can compute and what those computed values could imply. First, we showed that, due to the structure of these coupling matrices, finding the eigenvalues is computationally easier than for general matrices. Additionally, we showed that all odd moments of the distribution of the eigenvalues are zero and computed the second moment explicitly. Using the derived formulae of this paper, one could also compute the higher order even moments, both within each subspace but also averaging across all degeneracies. The utility of such computations is dependent on the feasibility of experimentally detecting these higher moments. From this we provided bounds on the maximal value in the Lamb shift collection for each \((j, k)\) subspace. The bounds provided can likely be tightened; however, the current bounds still provide a strong condition for determining the validity of the Tavis–Cummings rotating-wave approximation.

Following this, we showed how one would average over the \(j\) portion of the computed statistics of the Lamb shifts on the coupling matrices by averaging over the angular momentum, using degeneracy as the weighting function. We bounded the RMS of the splittings for \(k \geq N\), and showed good agreement with numerics. A natural question is whether this can be shown for some \(k^*\) where \(N/2 < k^* < N\), or even for lower values of \(k\). We believe that such a \(k^*\) exists, and provided a sketch of what a proof for this extension might look like.
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Appendix: Appendix

Proof of equation (46). To derive the value of $j^*$, we begin by defining the degeneracy function in a convenient form,

$$f(j) = \frac{2j + 1}{N/2 + j + 1} \binom{N}{N/2 + j}$$, \hspace{1cm} (A.1)

where $j$ takes integer or half-integer values $0 \leq j \leq N/2$, depending on the parity of $N$. To prepare for differentiation, the binomial coefficient can be extended to a continuous function

$$\binom{N}{K} = \frac{\Gamma(N + 1)}{\Gamma(K + 1)\Gamma(N - K + 1)}$$, \hspace{1cm} (A.2)

such that (A.1) can be written as a continuous function in $j$

$$f(j) = \frac{2j + 1}{N/2 + j + 1} \frac{\Gamma(N + 1)}{\Gamma(N/2 + j + 1)\Gamma(N/2 - j + 1)}$$, \hspace{1cm} (A.3)

We may now differentiate and look for critical values:

$$\frac{df(j)}{dj} = 4(N/2 + j) \frac{\Gamma(N + 1)}{\Gamma(N/2 + j + 1)\Gamma(N/2 - j + 1)} \left( \frac{1}{(N/2 + j + 1)^2} \right)$$.

In equation (A.4), $H_x$ is the Harmonic series truncated at term $x$. The degeneracy is then maximal when

$$\frac{1}{2}(2j + 1)(N + 2j + 2)(H_{N/2-j} - H_{N/2+j}) + N + 1 = 0$$.

We can re-cast this result by utilizing the expression for $H_x = \log x + \gamma + O(x^{-1})$, where $\gamma$ is the Euler-Mascheroni constant ($\gamma \approx 0.577$). This allows us to take the difference of the Harmonic numbers as log’s, which cancels the additive term. After simplifying, we are left with

$$\frac{1}{2}(2j + 1)(N + 2j + 2) \log \left( \frac{N/2 - j}{N/2 + j} \right) + N + 1 = 0$$, \hspace{1cm} (A.5)

This is a very tight approximation. If we examine the series expansions of this, we see that taking $j \approx \frac{\sqrt{N}}{2}$ will remove the leading error. We may repeat this procedure, noting that the errors are a Laurent series in $\sqrt{N}$, so we adjust by decreasing powers of $\sqrt{N}$ corrections. Using this, we take as a guess that $j = \frac{\sqrt{N} - 1}{2} + \frac{1}{6\sqrt{N}}$, which yields:

$$(3N + 1)(3(N^{3/2} + N + \sqrt{N}) + 1) \frac{\log(\frac{-6N + 6\sqrt{N} - 2}{3\sqrt{N}(N + \sqrt{N} - 1) + 1}) + 1}{18N} + N + 1$$.

When expanded as a series in the limit of large $N$, we have:

$$\frac{1}{\sqrt{N}} + O\left(\frac{1}{N}\right)$$, \hspace{1cm} (A.8)

and thus our guess is equal to the true root in the limit of $N \to \infty$. Thus,

$$j^* = \frac{\sqrt{N} - 1}{2} + \frac{1}{6\sqrt{N}} + O(N^{-1})$$, \hspace{1cm} (A.9)

is the collective spin space with the largest degeneracy, up to error $O(N^{-1})$. \hspace{1cm} ■
Proof of equation (47). We begin by considering the ratio:

\[
\frac{d_j}{d_{j+1}} = \frac{N!(2j^* + 1)}{(N/2 - j^*)(N/2 + j^* + 1)! (N/2 - j^* - 1)! (N/2 + j^* + 2)! (N/2 - j^* + 1)! (N/2 + j^* + 3)!} \frac{(N/2 - j^* + 1)!}{N!(2j^* + 3)!} = \frac{2j^* + 1}{2j^* + 3} \frac{N}{N/2 - j^*} = (1 - \frac{2}{2j^* + 3}) \frac{1 + 2j^*/N}{1 - 2j^*/N}
\]

where the last factor is a geometric series expansion with a ratio of \(\frac{2j^*/N}{1}\). Grouping by powers, using \(j^* = O(\sqrt{N})\), we have:

\[
1 + \left[- \frac{2}{2j^* + 3} + \frac{2j^*/N}{2} \right] + \left[ \frac{4}{N} - 2 \frac{4j^*/(2j^* + 3)N}{N} + 2 \frac{(2j^*)^2}{N^2} \right] + O(N^{-3/2})
\]

Now we utilize \(j^* = \frac{\sqrt{N}}{2} - \frac{1}{2} + \frac{1}{6\sqrt{N}}\) to evaluate the above:

\[
= 1 + 0 + \left[- \frac{2}{\sqrt{N}} + \frac{4}{N} - 2 \frac{4\sqrt{N}}{\sqrt{N}N} + 2 \frac{1}{\sqrt{N}} \right] + O(N^{-3/2})
\]

So the ratio of the degeneracies is \(1 + O(N^{-3/2})\).

Proof of Strong Support for \(0 \leq j \leq O(\sqrt{N})\). Recall the computation of the relative population between the maximal angular momentum subspace and its neighbor, and consider the case when the leading term will contribute to the ratio of neighboring values of \(j\). We found that when \(\frac{2j^*}{N} \ll 1\),

\[
\frac{d_j}{d_{j+1}} = 1 + \left[ \frac{4j^*}{N} - \frac{2}{2j^* + 3} \right] + O(N^{-1}),
\]

which cancelled when \(j = j^*\) since \(j^* = \frac{\sqrt{N}}{2} + O(1)\).

Suppose we still have \(\frac{2j^*}{N} \ll 1\), but now we consider a subspace nearby the maximal angular momentum space, such that \(j = j^* + \Omega(\sqrt{N})\). The ratio for this value of \(j\) is then \(1 + \Omega(N^{-1/2})\). This ratio will remain valid for increasing values of \(j\), so long as \(\frac{2j^*}{N} \ll 1\).

To find the ratio of the degeneracies of the next nearest neighbors, we apply this procedure twice, finding

\[
\frac{d_j}{d_{j+2}} = (1 + \Omega(1/\sqrt{N}))^2.
\]

To continue this argument to further subspace degeneracies, listed within the set \(\{d_j, d_{j+1}, \ldots, d_{j+O(\sqrt{N})}\}\), we can write a geometric series taken at the infinity limit since the other term will contribute a much smaller portion to the sum. Thus, this series limits to

\[
1 - \frac{1}{1 + \Omega(1/\sqrt{N})} = O(\sqrt{N}).
\]

We have shown that while the total number of allowed values for \(j\) is \(O(N)\), the fractional contribution contained in this region is only \(O(N^{-1/2})\). Thus we have that of the \(2^N\) possible angular momentum states, \textit{most} of them are contained within the lowest, smallest values of \(j\), \(O(\sqrt{N})\) angular momentum subspaces.
Proof of equation (61). We will make use of the following summation formulae,

\[ \sum_{i=1}^{n} i = \frac{n(n+1)}{2} \]
\[ \sum_{i=1}^{n} i^2 = \frac{n(n+1)(2n+1)}{6} \]
\[ \sum_{i=1}^{n} i^3 = \frac{n^2(n+1)^2}{4} \]

Recall that the trace of the square of the coupling matrix can be written exactly as

\[ \text{tr} L(j,k)^2 = 2 \sum_{\alpha=1}^{n} l_{\alpha}(j,k)^2 = 2 \sum_{\alpha=1}^{n} (2\alpha j - \alpha(\alpha - 1))(k' - \alpha + 1) \]  
(A.19)

Now, grouping the summand by orders of \( \alpha \) we have

\[ l_{\alpha}^2(j,k) = \alpha^3 - \alpha^2(2j + 1 + k' + 1) + \alpha(2j + 1)(k' + 1) \]  
(A.20)

And so

\[ \text{tr} L(j,k)^2 = \frac{1}{2} |B_{j,k}|^4 - \frac{2}{3} |B_{j,k}|^3 (2j + k' + 7/2) + |B_{j,k}|^2 (4j + 2k' + 2jk' + 7/2) \]

\[ \quad - \frac{2}{3} |B_{j,k}| (3jk' + 4j + 2k + 5/2) \]  
(A.21)

The variance is then, by definition,

\[ \text{Var}(\Lambda(j,k)) = \frac{1}{2} |B_{j,k}|^3 - \frac{1}{3} |B_{j,k}|^2 (2k' + 4j + 7) \]

\[ \quad + |B_{j,k}| (2jk' + 4j + 7/2) - \frac{1}{3} (6jk' + 8j + 4k' + 5) \]  
(A.22)

Proof of equation (63). We begin by transforming the entry values into a continuous function of \( \alpha \) so that we may differentiate it. We will use Perron-Frobenius since we have a non-negative matrix and so can bound the maximal eigenvalue by the maximal row sum. To this end we focus on maximizing a single \( l_{\alpha}(j,k) \) entry and double it since the true maximum will occur within one entry of the optimal continuous value choice for \( \alpha \) and there are two entries in that row.

Differentiating this we have:

\[ \frac{d}{d\alpha} \left[ \sqrt{\alpha} \sqrt{2j + 1 - \alpha \sqrt{k' - \alpha + 1}} \right] = \frac{3\alpha^2 - 4\alpha + 2j(-2\alpha + k' + 1) - 2\alpha k' + k' + 1}{2\sqrt{\alpha(\alpha - 2j - 1)(\alpha - k' - 1)}} \]  
(A.23)

and so this is optimized when:

\[ \alpha = \frac{1}{3} \left( 2j + k' + 2 \pm \sqrt{4j^2 - 2jk' + 2j + (k')^2 + k' + 1} \right) \]  
(A.24)

\[ = \frac{1}{3} \left( 2j + k' + 2 \pm \sqrt{(2j + \frac{1}{2})^2 + (k' + \frac{1}{2})^2 - 2jk' + \frac{1}{2}} \right) \]  
(A.25)

In the above we must exclude the positive sign choice since this results in \( \alpha \geq |B_{j,k}| \), which is beyond the domain for \( \alpha \). With the negative sign choice we note that \( \alpha \) is linear in \( j \) and \( k' \) to first order, so we remove the 1 shifts in our objective function. With this, we have:

\[ \sqrt{j^2 - (\alpha - j)^2 \sqrt{k' - \alpha}} = \sqrt{2j\alpha - \alpha^2 \sqrt{k' - \alpha}} \]  
(A.26)

\[ = \sqrt{\alpha \sqrt{2j - \alpha \sqrt{k' - \alpha}}} \]  
(A.27)
Solving for the roots again using this simplified expression provides:

\[
\alpha = \frac{1}{3} (2j + k') - \sqrt{4j^2 - 2jk' + (k')^2} + O(\sqrt{j} + \sqrt{k}) \quad (A.28)
\]
\[
= \frac{1}{3} (2j + k') - \sqrt{(2j + k')^2 - 6jk'} \quad (A.29)
\]
\[
= \frac{1}{3} (2j + k') - (2j + k') \sqrt{1 - \frac{6jk'}{(2j + k')^2}} \quad (A.30)
\]
\[
= \frac{1}{3} (2j + k')(1 - \sqrt{1 - \frac{6jk'}{(2j + k')^2}}) \quad (A.31)
\]

Observe that \( \max_{j,k'} \frac{6k'}{(2j+k')^2} = \frac{3}{4} \) where \( k' = 2j \), and \( \min_{j,k'} \frac{6k'}{(2j+k')^2} = 0 \) when one is constant and the other approaches infinity. This means that:

\[
0 < \alpha \leq \frac{1}{6} (2j + k') \quad (A.32)
\]

Putting this into our expression for the largest eigenvalue, being sure to include the factor of two due to there being a second entry, provides:

\[
\max \Lambda(j,k) < 2 \sqrt{\frac{1}{6} (2j + k') \sqrt{2j \sqrt{k'}}}
\]
\[
= \frac{2}{\sqrt{3}} \sqrt{(2j + k')jk' + O(j^{3/4} + (k')^{3/4})} \quad (A.34)
\]

This expression is mostly relevant when \( 2j \approx k' \). We now move to the cases of \( 2j \ll k' \) and \( k' \ll 2j \). Returning to our prior expression this is:

\[
\sqrt{\frac{1}{3} (2j + k')(1 - \sqrt{1 - \frac{6jk'}{(2j + k')^2}})} \sqrt{2j - \frac{1}{3} (2j + k')(1 - \sqrt{1 - \frac{6jk'}{(2j + k')^2}})}
\]
\[
\times \sqrt{k' - \frac{1}{3} (2j + k')(1 - \sqrt{1 - \frac{6jk'}{(2j + k')^2}})}
\]
\[
= \frac{2}{27} 8j^3(1 - \frac{6jk}{(2j + k)^2} - 1) + 6j^2k + k^3(1 - \frac{6jk}{(2j + k)^2} - 1) + 3jk^2) \quad (A.37)
\]

Taking a series expansion of this and doubling for there being two entries we have:

\[
\max \Lambda(j,k) \leq \begin{cases} 
 2 \sqrt{j^2k' - j^3 + \frac{k^4}{4k}} & 2j \ll k' \\
 2 \sqrt{\frac{j(k')^2}{2} - \frac{1}{8} (k')^3 + \frac{1}{128} (k')^4} & k' \ll 2j \\
 2 \left[ j \sqrt{k'} - \frac{1}{2} j^2 \frac{k'}{\sqrt{k'}} + \frac{1}{8} \frac{k'}{\sqrt{k'}} + O(j^5/(k')^{7/2}) \right] & 2j \ll k' \\
 2 \left[ \frac{1}{\sqrt{2}} k' \sqrt{j} - \frac{1}{8} \frac{(k')^2}{\sqrt{j}} + \frac{1}{128} \frac{(k')^4}{\sqrt{j}} + O((k')^5/j^{7/2}) \right] & k' \ll 2j 
\end{cases} \quad (A.39)
\]
**Proof of equation (71).** This relation can be seen as the weighted average of averages, and can thus be derived as follows:

\[
\langle \Lambda(k)^t \rangle = \frac{1}{D_k} \sum_j d_j |B_{j,k}| \langle \Lambda(j,k)^t \rangle
\]

\[
= \frac{1}{D_k} \sum_j d_j |B_{j,k}| \frac{\text{tr}(L(j,k)^t)}{|B_{j,k}|}
\]

\[
= \frac{1}{D_k} \sum_j d_j \text{tr}(L(j,k)^t).
\]

\[\blacksquare\]

**Lemma 1.** The degeneracies in our system satisfy:

\[
d_j^2 = O\left(\frac{1}{N}\right)
\]

(A.40)

for all allowed values of \(j\).

**Proof.** Since \(d_j < d_j^*\) for each \(j\), we particularize to \(j = j^*\). Then, taking only the leading term of \(j^* = \sqrt{N}/2\), we have

\[
d_j^* = \frac{\sqrt{N}/2 + 1}{N/2 + \sqrt{N}/2 + 1} \left(\frac{N}{N/2 + \sqrt{N}/2 + 1}\right).
\]

(A.41)

Focusing on the first factor,

\[
\frac{2}{\frac{N+1}{\sqrt{N}+1}} + 1 = O(1/\sqrt{N}).
\]

(A.42)

Since \(k = N/2 + \sqrt{N}/2 + 1\), we have that \(|N/2 - k| = o(n^{2/3})\), we can utilize the following asymptotic equivalence relation[55]:

\[
\binom{N}{k} \sim \frac{2^N}{\sqrt{N\pi/2}} e^{-(N-2k)^2/(2N)}.
\]

(A.43)

Then, using the fact that \(N - 2k = \sqrt{N} - 2\), we find that

\[
e^{-(N-2k)^2/(2N)} = e^{-(\sqrt{N} - 2)^2/(2N)}
\]

\[
= e^{-1/2 + 2/\sqrt{N} - 2/N}
\]

\[
= \frac{1}{\sqrt{e}}(1 + O(1/\sqrt{N})).
\]

(A.44)

Putting together the leading term with the asymptotic equivalence relation, we find

\[
\binom{N}{N/2 + \sqrt{N}/2 + 1} \sim \frac{2^N}{\sqrt{N\pi e/2}} (1 + O(1/\sqrt{N}))
\]

\[
= O(2^N/\sqrt{N}).
\]

(A.45)

This finally implies

\[
d_j^* = O(2^N/N),
\]

(A.46)

and thus it hold that for all allowed \(j\),

\[
d_j 2^{-N} = O(1/N).
\]

(A.47)

\[\blacksquare\]
Proof of equation (73). In order to derive our result, we particularize to $k > N$, since this fixes $D_k = 2^N$ and $k > N/2 + j$ is true for each value of $j$. Then,

$$\text{Var}(\Lambda(k)) = \frac{1}{2^N} \sum_j d_j \text{tr}(L(j,k)^2). \quad (A.48)$$

Recall the trace of the square of a coupling matrix is given by,

$$\text{tr}(L(j,k)^2) = \frac{1}{2} |B_{j,k}|^4 - \frac{1}{3} |B_{j,k}|^3 (2k' + 4j + 7) + |B_{j,k}|^2 (2jk' + 2k' + 4j + 7/2) - \frac{1}{3} |B_{j,k}| (6jk' + 8j + 4k' + 5)$$

Using the fact now that $|B_{j,k}| = 2j + 1$ and $k' = k - N/2 + j$, we find that

$$\text{tr}(L(j,k)^2) = k\left(\frac{8}{3} j^3 + 4j^2 + \frac{4}{3} j\right) - N\left(\frac{4}{3} j^3 + 2j^2 + \frac{2}{3} j\right) + \left(\frac{4}{3} j^3 + 2j^2 + \frac{2}{3} j\right).$$

We focus on only the terms of order $k$, thus the dominant part of the expression we wish to analyze is given by

$$\frac{4}{3} k(2j^3 + 3j^2 + j). \quad (A.49)$$

It remains to determine the order $k$ contribution to the entire variance, upon averaging over the degeneracies,

$$\text{Var}(\Lambda(k)) = \frac{4}{3} k \sum_j d_j 2^N (2j^3 + 3j^2 + j) + \cdots, \quad (A.50)$$

where the terms of order $k^0$ will be dropped moving forward.

In order to make the sum over $j$ tractable, we make use of Lemma 1,

$$\frac{d_j}{2^N} = O\left(\frac{1}{N}\right). \quad (A.51)$$

Given that the strong support of the weighting function is from 0 to $O(\sqrt{N})$, we have,

$$\sum_j \frac{4k d_j}{2^N} \frac{2j^3 + 3j^2 - 2j}{3} = \frac{4k}{3} \sum_j O\left(\frac{1}{N}\right)(2j^3 + 3j^2 - 2j) \approx O\left(\frac{k}{N}\right) \sum_{j=0}^{O(\sqrt{N})} (2j^3 + 3j^2 - 2j) = O\left(\frac{k}{N}\right)O(N^2) = O(Nk). \quad (A.52)$$
Here we solve the Tavis–Cummings model for the case of two spins interacting with a cavity. We show that this problem, beyond the first couple of rungs of the spectrum, can be solved in two different ways: one where we just solve the full matrix for two spin-1/2’s and one where we split the matrix into a spin-0 space and spin-1 space.

Keeping with the same convention as before the spectrum can be written graphically as:

\[
\begin{array}{cccc}
& & & \\
\vdots & \vdots & \vdots & \\
k = 3 & & & \\
k = 2 & & & \\
k = 1 & & & \\
k = 0 & & & \\
\end{array}
\]

Again the first row’s state, \(|0\rangle|\downarrow\downarrow\rangle\), is unperturbed under the coupling term.

The second row has coupling matrix:

\[
\begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 0 \\
1 & 0 & 0 \\
\end{bmatrix}
\]

We find that the dressed states and perturbed energies are:

\[
\begin{align*}
\frac{1}{\sqrt{2}}[\sqrt{2}|1\rangle|\downarrow\downarrow\rangle + |0\rangle|\downarrow\uparrow\rangle + |0\rangle|\uparrow\downarrow\rangle], & \quad E = \omega + g_0 \sqrt{2} \\
\frac{1}{\sqrt{2}}[\sqrt{2}|1\rangle|\downarrow\downarrow\rangle - |0\rangle|\downarrow\uparrow\rangle - |0\rangle|\uparrow\downarrow\rangle], & \quad E = \omega - g_0 \sqrt{2} \\
\frac{1}{\sqrt{2}}[|0\rangle|\downarrow\uparrow\rangle - |0\rangle|\uparrow\downarrow\rangle], & \quad E = \omega + 0
\end{align*}
\]

The set of splittings here are \(\{0, \pm g_0 \sqrt{2}\}\).

For the further levels with \(k\) excitations, \(k \geq 2\), there are always exactly four states that we must diagonalize, providing the coupling matrix:

\[
\begin{bmatrix}
0 & \sqrt{k} & \sqrt{k} & 0 \\
\sqrt{k} & 0 & 0 & \sqrt{k-1} \\
\sqrt{k} & 0 & 0 & \sqrt{k-1} \\
0 & \sqrt{k-1} & \sqrt{k-1} & 0 \\
\end{bmatrix}
\]

Solving this directly the dressed states and energies are:
This provides a complete description of the states. We carried out this computation with the Zeeman basis states. If we instead take as our basis states the collective spin states with constant angular momentum (spin-1 and spin-0), we slightly reduce the complexity of the problem. In this case the only difference is replacing \(|k⟩|↑↓⟩\) and \(|k⟩|↓↑⟩\) with \(|k⟩(|↑↓⟩ + |↓↑⟩)\) and \(|k⟩(|↑↓⟩ − |↓↑⟩)\) — the first breaks off a spin-1 space while the second breaks off a spin-0 space.

In this frame, the singlet state \(|↑↓⟩−|↓↑⟩\) is always annihilated by \(J_±\), thus forming its own space. Generally this particular decomposition doesn’t work, but the space is still orthogonal to the other states. In this case since this singlet state removes one vector, the coupling matrices for the above becomes smaller and thus easier to diagonalize. The resulting states and energies will of course be left unchanged.

\[ N=3 \text{ Case of the Tavis–Cummings Model with } k \leq 2 \]

For the sake of completeness we show the dressed states for \(k \leq 2\) for the \(N = 3\) case of the Tavis–Cummings model, which were neglected in Section IIIC2. As always the \(k = 0\) state is unperturbed, giving \(|0⟩|↓↓↓⟩\) with energy \(E = 0\).

At \(k = 1\) there are four bases, which in terms of the standard bases gives a coupling matrix of:

\[
g = \begin{bmatrix}
0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}
\]  

\[(A.66)\]

Solving this matrix, we find that the dressed states and their associated energies are given by:

\[
\frac{1}{\sqrt{6}}[\sqrt{3}|1⟩|↓↓↓⟩ + |0⟩(|↓↑⟩ + |↓↓↑⟩ + |↑↓↓⟩)], \quad E = \omega_0 + 6g\sqrt{3} \\
\frac{1}{\sqrt{6}}[-\sqrt{3}|1⟩|↓↓↓⟩ + |0⟩(|↓↑⟩ + |↓↓↑⟩ + |↑↓↓⟩)], \quad E = \omega_0 - 6g\sqrt{3} \\
\frac{1}{\sqrt{2}}[|0⟩(|↑↓⟩ − |↓↑⟩)], \quad E = \omega_0 \\
\frac{1}{\sqrt{2}}[|0⟩(|↓↓⟩ − |↑↑⟩)], \quad E = \omega_0
\]

\[(A.67)\]  

\[(A.68)\]  

\[(A.69)\]  

\[(A.70)\]

At \(k = 2\) there are now seven bases, which in terms of the standard Zeeman bases gives a coupling matrix of:

\[
g = \begin{bmatrix}
0 & \sqrt{2} & \sqrt{2} & 0 & \sqrt{2} & 0 & 0 \\
\sqrt{2} & 0 & 0 & 1 & 0 & 1 & 0 \\
\sqrt{2} & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
\sqrt{2} & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0
\end{bmatrix}
\]  

\[(A.71)\]
where the basis states are \{ |k\rangle \downarrow\downarrow\rangle, |k-1\rangle \downarrow\uparrow\rangle, \ldots |k-3\rangle \uparrow\uparrow\rangle \}. This can be decomposed as:

\[
\begin{bmatrix}
0 & \sqrt{6} & 0 \\
\sqrt{6} & 0 & 2 \\
0 & 2 & 0
\end{bmatrix} \oplus \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \oplus \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

(A.72)

The first matrix in the direct sum has dressed states:

\[\frac{1}{2\sqrt{3}}\sqrt{\frac{3}{2}}|2\rangle \downarrow\downarrow\rangle - \sqrt{\frac{5}{2}}|1\rangle (| \downarrow\uparrow\rangle + |\uparrow\downarrow\rangle + | \uparrow\uparrow\rangle) + |0\rangle (| \downarrow\downarrow\rangle + |\uparrow\uparrow\rangle + | \uparrow\downarrow\rangle), \quad E = 2\omega_0 - g_0 \sqrt{10} \]

(A.73)

\[\frac{1}{2\sqrt{3}}\sqrt{\frac{3}{2}}|2\rangle \downarrow\downarrow\rangle + \sqrt{\frac{5}{2}}|1\rangle (| \downarrow\uparrow\rangle + |\uparrow\downarrow\rangle + | \uparrow\uparrow\rangle) + |0\rangle (| \downarrow\downarrow\rangle + |\uparrow\uparrow\rangle + | \uparrow\downarrow\rangle), \quad E = 2\omega_0 + g_0 \sqrt{10} \]

(A.74)

The second and third matrices can be diagonalized in the following bases:

\[\frac{1}{2}\sqrt{\frac{3}{11}} (|1\rangle [2\downarrow\uparrow\rangle - | \uparrow\downarrow\rangle + | \uparrow\uparrow\rangle) \pm |0\rangle [| \downarrow\downarrow\rangle - | \uparrow\uparrow\rangle], \quad E = 2\omega_0 \pm g_0 \]

(A.75)

Combining these results with those from Section III.C2 provides the full set of dressed states and re-diagonalized energies for the Tavis-Cummings model at \( N = 3 \).