Abstract

Meta-learning of shared initialization parameters has shown to be highly effective in solving few-shot learning tasks. However, extending the framework to many-shot scenarios, which may further enhance its practicality, has been relatively overlooked due to the technical difficulties of meta-learning over long chains of inner-gradient steps. In this paper, we first show that allowing the meta-learners to take a larger number of inner gradient steps better captures the structure of heterogeneous and large-scale task distributions, thus results in obtaining better initialization points. Further, in order to increase the frequency of meta-updates even with the excessively long inner-optimization trajectories, we propose to estimate the required shift of the task-specific parameters with respect to the change of the initialization parameters. By doing so, we can arbitrarily increase the frequency of meta-updates and thus greatly improve the meta-level convergence as well as the quality of the learned initializations. We validate our method on a heterogeneous set of large-scale tasks and show that the algorithm largely outperforms the previous first-order meta-learning methods in terms of both generalization performance and convergence, as well as multi-task learning and fine-tuning baselines.

1. Introduction

Meta-learning (Schmidhuber, 1987; Thrun & Pratt, 2012) is a framework for learning a learning process itself by extracting common knowledge over a task distribution. As this meta-knowledge allows task learners to adapt to newly given tasks in a sample efficient manner, meta-learning has frequently been used for solving few-shot learning problems where each of the task learners is given only a few training examples (Lake et al., 2015; Vinyals et al., 2016; Santoro et al., 2016; Snell et al., 2017; Finn et al., 2017). While there exists a vast literature on meta-learning methods that tackle few-shot learning, one of the most popular approaches is the optimization-based method such as Model Agnostic Meta-Learning (MAML) (Finn et al., 2017), which aims to improve the generalization ability of few-shot learners by learning good initialization parameters, from which the model can rapidly adapt to novel tasks within only a few gradient steps.

Then, a natural question is if the same meta-learning strategy is applicable to tasks with a larger number of examples, for instance STL10 (Coates et al., 2011) and Stanford Cars (Krause et al., 2013). It is well known that such standard learning tasks with a large number of training examples also benefit from good initialization parameters for better convergence and generalization, when compared with random initializations (Kornblith et al., 2019). A prevalent approach to enhance generalization for large-scale tasks is to pre-train the model with a large dataset such as ImageNet (Russakovsky et al., 2015), and further finetune the pretrained model parameters with the target dataset. This demonstrates that knowledge transfer is also highly beneficial for tasks with larger training sets.

However, the meta-learning of shared initialization parameters for many-shot learning problems has not received much attention. One reason may be that ImageNet pretraining has been practically effective for most of the standard object classification tasks or other computer vision problems. However, Kornblith et al. (2019) empirically show that ImageNet pretraining may not obtain meaningful performance gains on fine-grained classification tasks. This is because fine-grained classification tasks may require features that are more domain-specific or local for the discrimination of highly similar visual classes, for which the ImageNet features learned for general object classification may be ineffective. In other words, pretraining neural networks only on a single large-scale dataset will not sufficiently cover the heterogeneity of datasets and tasks that the model needs to handle at inference time. One of the effective ways to handle such heterogeneity is to train the model via meta-learning over a heterogeneous task distribution.

There have been several attempts to apply meta-learning to
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A previous meta-learning approach, which is vulnerable to bad meta-level local minima and waits for excessively long inner learning trajectories between two meta-updates. (b) Our method that performs frequent meta-updates by interleaving them with the inner-learning trajectories, plus continual trajectory shiftings, and is less prone to bad local minima by gradually growing the trajectory length k.

The key to this challenging problem of large-scale meta-learning, is how to perform frequent meta-updates for meta-convergence while allowing the learning trajectories of inner optimization problems to become sufficiently long. However, due to the strong dependency between the initialization parameters and learning trajectories for each task, naively updating the initialization parameters without correcting the learning trajectories may be suboptimal. We tackle this by proposing a novel idea: estimating the corresponding change of the task-specific parameters with respect to the change of the initialization point. If we can estimate such an update direction with a reasonable accuracy, then we will be able to arbitrarily increase the frequency of meta updates with the corresponding shifting for the task learning trajectories (See Figure 1(b)).

In this paper, we show that first-order Taylor expansion together with the first-order approximation of Jacobian over the learning trajectories (Finn et al., 2017; Nichol et al., 2018; Flennerhag et al., 2018) yields a surprisingly simple but effective shifting rule, shifting the entire learning trajectories to the direction and the amount for each meta update. By doing so, we can perform more frequent meta-updates compared to existing optimization-based meta-learning algorithms, while preserving the connection between the initialization point and the task learning trajectories up to the approximation error. Our method enjoys significantly faster convergence over existing first-order meta-learning algorithms, and the learned initialization by our method leads to better generalization performance as well.

We validate our method by meta-training over a heterogeneous set of standard, many-shot learning tasks such as Aircraft (Maji et al., 2013), CUB (Wah et al., 2011), and Fashion MNIST (Xiao et al., 2017) that require at least a thousand of gradient steps for an accurate estimation of meta gradients. We then meta-test the learned initial model parameters by finetuning with a similar set of diverse datasets such as Stanford Cars (Krause et al., 2013) and STL10 (Coates et al., 2011).

We summarize our contributions as follows:

- We show that large-scale meta-learning requires substantially a larger number of inner gradient steps than what are required for few-shot learning.
- We show that gradually extending the length of inner-learning trajectories lowers the risk of converging to poor meta-level local optima.
- To this end, we propose a novel and an efficient algorithm for large-scale meta-learning that frequently performs meta-optimization even with excessively long inner-learning trajectories.
- We verify our algorithm on a heterogeneous set of tasks, on which it achieves significant improvements over existing meta-learning algorithms in terms of meta-convergence and generalization performance.

2. Related Work

Meta-learning (Schmidhuber, 1987; Thrun & Pratt, 2012) aims to learn how to learn on novel tasks, without overfitting to seen tasks. Meta-learning is usually done by assuming a task distribution (Vinyals et al., 2016; Ravi & Larochelle, 2016) from which tasks
are sampled and a meta-learner which solves them by extracting common meta-knowledge among the given tasks. Many recent works have demonstrated the effectiveness of such a strategy in few-shot learning settings where the learner should adapt to novel tasks with few training samples for each task (Lee & Choi, 2018; Mishra et al., 2018; Rusu et al., 2018; Liu et al., 2018; Lee et al., 2019). A popular approach to meta-learning is to learn a common metric space over a task distribution (Vinyals et al., 2016; Snell et al., 2017; Sung et al., 2018; Oreshkin et al., 2018), that can be used for the prediction for a novel task. For classification, the space could be learned to map each instance (query instance) closer to either another instance from the same class, or the prototype of the class. However, in many-shot scenario we target, it is not trivial to fully exploit the task information without taking a sufficient number of gradient steps. Therefore, we focus more on optimization-based meta-learning methods (Finn et al., 2017) that are model-agnostic, whose goal is to learn a shared initialization parameters from which each of the target tasks can adapt after taking some amount of gradient steps. The shared initialization parameters are meta-learned by backpropagating through the learning trajectories.

Efficient Meta-learning Early optimization-based meta-learning algorithms usually require computing the second-order derivatives in order to obtain the meta-gradients (Finn et al., 2017). Yet, due to the heavy computational cost in computing them, many prior works propose to use a first order approximation to obtain the meta-gradient (Finn et al., 2017; Nichol et al., 2018; Flennerhag et al., 2018), based on the empirical observation that given a sufficiently small stepsize for the inner-gradient steps, curvature information around a local region, i.e. Hessian, can be safely ignored. Other ways to efficiently compute meta-gradients include Rajeswaran et al. (2019) and Song et al. (2019). However, despite their computational efficiency, none of the existing gradient-based meta-learning methods are truly scalable to large-scale meta-learning that involves a large number of inner-gradient steps, since this will slow down the meta-convergence as the meta-update frequency will decrease as the trajectory lengths for the inner-gradient steps increase. In this paper, we propose a novel algorithm for effectively increase the frequency of meta-updates while preserving the connection between the shared initialization and task learning trajectories.

Transfer and multi-task learning It is possible to use transfer learning as an alternative of meta-learning for large-scale scenarios to avoid the excessive computational cost associated with it. Specifically, finetuning from a pretrained network on a large dataset such as ImageNet (Russakovsky et al., 2015) is a simple yet an effective method that is known to perform well in practice. Dhillon et al. (2019) recently showed that a simple variant of finetuning strategy in transductive setting outperforms most of the current sophisticated meta-learning algorithms. Yet, finetuning strategies are based on a strong assumption that a feature extractor learned from a single big dataset is beneficial in boosting the generalization performance of the target datasets, which may not hold when the target tasks have largely different distributions from the source task (Kornblith et al., 2019). While more sophisticated transfer learning or domain adaptation methods can tackle this problem (Jang et al., 2019), it remains an important question whether we can learn initialization parameters that can generalize well even to tasks with large distributional shifts, such as fine-grained classification. Also, although there exist abundant datasets that may contribute to meta-knowledge, it is not trivial to decide which datasets to use for pretraining. Multi-task learning (MTL) is an effective way to achieve generalization across tasks. However a naive MTL approach with joint training of multiple tasks is vulnerable to negative transfer under a heterogeneous task distribution, degrading the quality of the learned feature extractor that will be used for finetuning the target tasks. Optimization based meta-learning can be a natural solution to tackle the negative transfer problem, since it finds an initialization point that can lead to optimal solutions for heterogeneous tasks, rather than trying to find a solution that are jointly optimal for all tasks.

3. Approach

We start by describing our problem setup. Our goal is to learn shared initialization parameters $\phi$ that can lead to good solutions for diverse tasks after task-specific adaptation. Suppose that we have $T$ tasks (or datasets) $\mathcal{D}^{(1)}, \ldots, \mathcal{D}^{(T)}$ that will be used for meta-training, and each of the tasks has a large number of training examples. We further assume that there exist substantial distributional discrepancies among the tasks. In this large-scale heterogeneous meta-learning setup, it is crucial for the task-specific model parameters $\theta^{(t)}$ to fully adapt to a given task $\mathcal{D}^{(t)}$ by taking a sufficient number ($K$) of gradient steps (e.g. $K = 1,000$ steps) from the shared initialization $\phi$. We also let the inner-optimization processes repeat $M$ times in order to make the initialization parameters $\phi$ fully converge. As a result, we expect the meta-learned $\phi$ to work well on new tasks or datasets.

3.1. Limitations of previous methods

Naturally, backpropagating through a learning process requires to compute the second-order derivatives such as Hessians (Finn et al., 2017). Due to its heavy computational cost, we focus on the first-order meta-learning algorithms such as FOMAML (Finn et al., 2017), Reptile (Nichol et al., 2018), or Leap (Flennerhag et al., 2018) which are more suitable for large-scale meta-learning. We sketch the method in Algorithm 1. For instance, the meta-gradient of FOMAML is $\text{MetaGrad}(\phi; \theta_K^{(t)}) = \nabla_\theta \mathcal{L}_K^{(t)}|_{\theta=\theta_K^{(t)}}$ where $\mathcal{L}_K^{(t)}$...
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Algorithm 1 Previous meta-learning algorithms

1: Input: A set of tasks \( D^{(1)}, \ldots, D^{(T)} \)
2: Input: Inner-learning rate \( \alpha \), meta-learning rate \( \beta \)
3: Output: Meta-learned initialization \( \phi \)
4: Randomly initialize \( \phi \).
5: for \( m = 1 \) to \( M \) do
6: for \( t = 1 \) to \( T \) do
7: \( \theta_0^{(t)} \leftarrow \phi \)
8: for \( k = 1 \) to \( K \) do
9: \( \theta_k^{(t)} \leftarrow \theta_{k-1}^{(t)} - \alpha \nabla L_k^{(t)}[\theta = \theta_{k-1}^{(t)}] \)
10: end for
11: end for
12: \( \phi \leftarrow \phi - \beta \frac{1}{T} \sum_{t=1}^{T} \text{MetaGrad}(\phi; \theta_k^{(t)}) \) \( \triangleright \) Meta-update
13: end for

(a) \( k = 1 \) \hspace{1cm} (b) \( k = 2 \)

Figure 2. Illustration of the proposed continual trajectory shifting.

denotes loss of task \( t \) at step \( k \), and the Reptile gradient is \( \text{MetaGrad}(\phi; \theta_k^{(t)}) = \phi - \theta_k^{(t)} \). They consist of only the first-order terms and thus are cheaper to compute than meta-gradients with the second-order derivatives.

However, the previous meta-learning methods have to reintegrate each inner-optimization process right after every single meta-update, because the inner-learning process should remain consistent with the updated initialization point and start a new learning trajectory from there (see Figure 1). This makes the large-scale meta-learning inefficient. We see from Algorithm 1 that the interval between the current meta-update and the previous one (in red) linearly increases with respect to \( K \), the total length of every inner-optimization trajectory. For example, if we have \( T = 10 \) tasks and \( K = 1,000 \), then we need to take \( 10 \times 1,000 = 10,000 \) gradient steps before making a single meta-gradient step, which quickly becomes computationally expensive no matter how efficient the approximation is for computing each meta gradient. For meta-learning, we often need to perform a large number of meta-updates to ensure the convergence of the meta-model \( \phi \), but having long trajectories of inner-gradient steps for large-scale tasks would prevent us from making sufficient meta-updates within a computing budget.

3.2. Continual trajectory shifting

Our key idea is to interleave the meta-updates with the inner-optimization processes to reduce the long wait between two adjacent meta-updates. This is made possible by continual trajectory shifting described as follows. We first introduce some notations. Let \( U_k(\phi) \) denote a function that takes the initialization \( \phi \) as input and outputs \( \theta_k \), the \( k \)-th step parameters for solving a task. Here we drop the task dependency for notational brevity. For instance, if we use vanilla stochastic gradient descent, then we have \( U_k(\phi) := \phi - \alpha \sum_{i=0}^{k-1} \nabla L_i[\theta = \theta_i] \), where \( \theta_0 := \phi \) and \( \alpha \) is the inner learning rate.\(^1\) Denote by \( \Delta_1, \Delta_2, \ldots \) the series of meta-updates induced by all tasks, such that the shared initialization evolves as \( \phi, \phi + \Delta_1, \phi + \Delta_1 + \Delta_2, \ldots \).

Now we show that we can perform \( k \) meta-updates within \( k \) inner-gradient steps, unlike the previous meta-learning methods. Note that Reptile gradient \( \phi - \theta_k \) depends only on the task-specific parameters \( \theta_k := U_k(\phi) \). Based on this property, we propose to estimate \( U_1(\phi), U_2(\phi + \Delta_1), \ldots, U_k(\phi + \Delta_1 + \cdots + \Delta_{k-1}) \) from a single inner-optimization process, and perform the meta-updates with them for every step up to \( k \). Specifically, in Figure 2(a), we compute the first meta-update \( \Delta_1 \) based on the single-step task-specific parameters \( U_1(\phi) \). Then in the next step \( k = 2 \) in Figure 2(b), in order to compute the next meta-update \( \Delta_2 \) w.r.t. the new initialization point \( \phi + \Delta_1 \), we propose to approximate \( U_2(\phi + \Delta_1) \) with \( U_1(U_1(\phi + \Delta_1)) \), which we can obtain without actually taking gradient steps at \( \phi + \Delta_1 \). We generalize the approximation as follows:

\[
U_k(\phi + \Delta_1 + \cdots + \Delta_{k-1}) \\
= U_1(\cdots U_1(U_1(\phi + \Delta_1) + \Delta_2) + \cdots + \Delta_{k-1})
\]

(1)

Eq. (1) means that for every inner-step from 1 to \( k \), we continuously shift the task-specific learning trajectory by the same direction and amount of each meta-update, thereby allowing the task-learning trajectory to remain consistent with the series of updates for the initialization parameters. See Figure 2(b) and Algorithm 2 for the detailed procedure. We name this method as Continual Trajectory Shifting.

One important aspect of our method is that \( k \), the inner-trajectory length used to compute each meta-update, grad-

\(^1\)We do not impose any restrictions on the type of optimizers for \( U_k(\phi) \). See the supplementary file for more discussion.

\(^2\)Note that we can use any meta-gradients with similar property.
ually increases from 1 to maximum $K$. In Figure 2(a), we compute $\Delta_1$ with the single-task learner $U_1(\phi)$, and in Figure 2(b) we compute $\Delta_2$ with $U_1(U_1(\phi) + \Delta_1)$, which is an approximation of the two-step task learner $U_2(\phi + \Delta_1)$. Later we will discuss the effect of gradually increasing $k$ as a meta-level regularizer.

### 3.3. Approximation error

We next analyze the approximation error in Eq. (1), which is central to our continual trajectory shifting method. We first show $\bar{U}_k(\phi + \Delta) \approx U_k(\phi) + \Delta$ can be derived by applying two different approximations. The first approximation is Taylor expansion:

$$ U_k(\phi + \Delta) = U_k(\phi) + \frac{\partial U_k(\phi)}{\partial \phi} \Delta + \frac{1}{2} \Delta^2 \frac{\partial^2 U_k(\phi)}{\partial \phi^2} \Delta + \cdots $$

which we let $\bar{U}_k(\phi) := U_k(\phi) + \Delta + O(\beta^2)$.

Moreover, the error $O(\beta^2)$ is because $\Delta = -\beta \cdot \text{MetaGrad}(\phi; \theta_k) = O(\beta)$. Therefore, the first order Taylor approximation with Eq. (2) is reasonable if $\beta > 0$ is sufficiently small.

Secondly, we apply the Jacobian approximation frequently used by the first-order meta-learning algorithms (Finn et al., 2017; Nichol et al., 2018; Flennerhag et al., 2018):

$$ \frac{\partial U_k(\phi)}{\partial \phi} = \frac{\partial U_k(\phi)}{\partial \phi} \cdot \frac{\partial U_1(\phi)}{\partial \phi} = \prod_{i=0}^{k-1} \left(I - \alpha H_i\right) $$

where we let $\theta_0 := \phi$, $\alpha > 0$ is the inner-learning rate, $H_i$ is the Hessian at step $i$, and $h$ denotes an upper bound of norm of Hessians (e.g. spectral norm). As long as $\alpha \sqrt{h} > 0$ is significantly smaller than 1, we can safely approximate Eq. (3) with the identity matrix $I$. Applying Eq. (2) and Eq. (3), we have

$$ \bar{U}_k(\phi + \Delta) = U_k(\phi) + \Delta + O(\beta \alpha h k + \beta^2). \quad (4) $$

Based on Eq. (4), we can derive the complexity of the approximation error caused by Eq. (1):

$$ \bar{U}_k(\phi + \Delta_1 + \cdots + \Delta_{k-1}) = U_1(\cdots U_1(U_1(\phi) + \Delta_1) \cdots + \Delta_{k-1}) + O(\beta \alpha h k^2 + \beta^2 k). \quad (5) $$

See the supplementary file for the derivation.

**Empirical analysis.** Then, is the approximation error in Eq. (5) empirically manageable? To answer the question, we define the error $\varepsilon := \bar{U}_k(\phi + \Delta_1 + \cdots + \Delta_{k-1}) - U_1(\cdots U_1(U_1(\phi) + \Delta_1) \cdots + \Delta_{k-1})$ and collect the norm of $\varepsilon$ empirically. We see from Figure 3 that the error sharply increases in proportion to $\alpha$, $\beta$, and $k$. Especially, Figure 3(c) shows the difficulty of managing the error for the large-scale tasks that require a large number of gradient steps. Further, the use of ReLU activations and max-pooling introduces additional errors (Balduzzi et al., 2017a;b). It is because the Taylor expansion assumes infinitely differentiable functions, but ReLU and max-pooling are not differentiable at certain points. See Figure 3(c) which shows that the networks with ReLU activations yield more inaccurate approximations over ones with Softplus activations. In conclusion, for most of the modern convolutional networks and large-scale tasks, we cannot guarantee that the proposed approximation will be highly accurate. However, we empirically found that the method still works very well even with the large approximation error. We provide a plausible interpretation about the results in the next subsection.

### 3.4. Meta-level curriculum learning with increasing $k$

Recall from Section 3.2 that our method computes each meta-update with the gradually increasing $k$, the number of inner-gradient steps. The original motivation of gradually increasing $k$ came from interleaving every inner-optimization step with a meta-update, but we find that it introduces another benefit: a regularization effect. This is because our algorithm could be considered as an instance of curriculum learning at the meta-level. Curriculum learning (Bengio et al., 2009) is a learning strategy where we present training examples from easy to more difficult ones, thereby sequentially controlling the complexity of the loss landscape. It has been empirically shown that the strategy improves the speed of convergence and the quality of local optima.

In our case, the number of inner-gradient steps $k$ used to compute each meta-gradient determines the complexity of the meta-training loss landscape. Starting from $k = 1$, the meta-learner first seeks to find a slightly better initialization point $\phi$ than the old one based on the very limited information about the task learning trajectories due to the
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(a) Template function (b) Task 1 loss function \( L^{(1)} \)

(c) Short horizon bias (d) Computational cost

|                | Reptile | Ours Accurate | Ours |
|----------------|---------|---------------|------|
| Length of inner-optim. trajectories | \( K, \ldots, K \) | \( 1,2, \ldots, K \) | \( K, \ldots, K \) |
| # Repetitions of inner-optimizations | \( MK \) | \( MK \) | \( M \) |
| # Total cumulative meta-updates | \( MK \) | \( MK \) | \( MK \) |
| # Total cumulative inner-gradient steps | \( MK^2 \) | \( MK(K+1)/2 \) | \( MK \) |

Figure 4. (a) Template function used to generate the task loss functions. (b) Task 1 loss function \( L^{(1)} \) obtained by applying translation (straight arrow) and random rotation (round arrow). (c) Task-average loss after 100 gradient steps from \( \phi^* \) vs. \( k \) used to obtain the optimal initialization parameters \( \phi^* \) over the tasks. (d) Computational cost in terms of total cumulative number of inner-gradient steps.

Figure 5. (a,b) Meta-learning trajectories of Reptile with the length of inner-optimization fixed as \( k \). We collect the trajectories by initiating them from the various points in the grid of \( \phi \) space. Meta-level local optima are shown by the red dots. (c,d) Background contour: Task-average loss after taking 100 gradient steps from each point. The darker the better quality of the initialization point. Lines: Meta-learning trajectories of \( \phi \) obtained from the baselines and our algorithm.

short horizon bias (Wu et al., 2018). The bias simplifies the meta-level loss landscape and thus lowers the risk of falling into bad local minima, which is especially beneficial for the early stage of meta-training (See Figure 1(b), left). After alleviating the risk, the meta-learner gradually increases \( k \) to have more complex loss surfaces and find more informative local minima with longer horizons (See Figure 1(b), right). It partly explains how our method finds better initialization parameters than those by the previous meta-learning with a fixed length of inner learning trajectories. See Figure 5(a), 5(b), and Section 4.1 for the discussions with real examples.

Curriculum learning and approximation error. The curriculum learning effect also partly explains how our model performs well even with the fairly large approximation error. Note that the risk of bad local optima is significant at the beginning of the meta-training. Since our approximation is relatively accurate when \( k \) is small, our model can enjoy the curriculum learning effect even if the approximation error goes up as \( k \) increases.

4. Experiments

We first examine how and why our method outperforms the baselines with synthetic experiments. We then verify the effectiveness of our method on a set of large-scale heterogeneous tasks, comparing to finetuning baselines and first-order meta-learning algorithms.

4.1. Synthetic experiments

We first experiment with a synthetic task distribution to provide insights on how our algorithm works.

Task distribution. We define a 2D function \( f(x, y) = \left\{ (x^2 - 10x + y + 9)^2 + (x + y^2 - 10y + 13)^2 \right\}/3 \) which has four global minima (Figure 4(a)). We shift this template function toward each of the red dots in Figure 4(b), which form a circle centered at \((5, 5)\), and randomly rotate around each dot to generate eight task losses \( L^{(1)}, \ldots, L^{(5)} \). Although the tasks share the same loss surface shape, they are heterogeneous since the rotations are random. We use all the eight tasks for meta-training to analyze the meta-convergence of different methods.

Baselines. We compare Ours with Reptile (Nichol et al., 2018) and Ours Accurate. Ours Accurate computes each of the meta-updates \( \Delta_1, \ldots, \Delta_k \) without the approximation errors for the task-specific parameters in Eq. (5). Specifically, Ours Accurate directly computes \( U_1(\phi), U_2(\phi + \Delta_1), \ldots, U_k(\phi + \Delta_1 + \cdots + \Delta_{k-1}) \) by repeatedly reinitializing the inner-learning processes after each meta-update, which is computationally far more inefficient than Ours. See Figure 4(d) for the computational cost for each method. Note that we let the methods perform the same number of total meta-updates. Experimental setup: We use \( \alpha = 0.05 \), \( \beta = 0.1 \), \( K = 100 \), and \( M = 3 \). We set the inner-optimizer to SGD with momentum (\( \mu = 0.9 \)). See the supplementary
Large-Scale Meta-Learning with Continual Trajectory Shifting

(a) Meta-training convergence measured as task-average training loss vs. cumulative inner-gradient steps. (b) Meta-testing performance of the baselines. (c) Meta-testing performance vs. $K$ used for meta-training.

Figure 6.

Results and analysis. We make the following observations from the synthetic experiment. Firstly, we should use a large $K$ for meta-testing if we want to use a large $K$ for meta-training. Figure 4(c) demonstrates the existence of the short horizon bias. It shows that the optimal initialization $\phi^*$ obtained with small $K$ (e.g. $K = 25$) cannot provide good performance even if we take a sufficient number of gradient steps from there (e.g. $K = 100$).

Also, if we use a large $K$ during meta-training, we can allow the meta-learner to avoid bad local optima at the early stage. It is done by gradually increasing the trajectory length $k$ from 1 to maximum $K$, which is used to compute each meta-gradient. In order to demonstrate this effect, we visualize the meta loss landscape over $\phi$ with various $k$ in Figure 5(a) and 5(b), by simply collecting the meta-learning trajectories starting from various points in the spatial grid of $\phi$. We see from Figure 5(b) that there exist many local minima for large $k$. It is because the longer horizons make the task-specific parameters to sensitively react to a small change in the initialization $\phi$, making the direction of meta-gradient frequently change over the space of $\phi$. As a result, comparing the local optima in Figure 5(b) with the map of initialization quality in Figure 5(c), we see that many of the the local optima are of low quality and also attract the meta-learner even from the beginning. See Figure 5(c) and 5(d) that Reptile gets stuck in a bad local minimum, whereas Ours and Ours Accurate can circumvent it. It shows that Ours and Ours Accurate actually make use of the much simpler loss landscape provided by smaller $k$, effectively lowering the risk of bad local minima. Note that the short horizon bias introduced by smaller $k$ is only temporary as we gradually increase $k$ up to maximum $K$ over the course of inner-optimization processes.

Lastly, Figure 5(c) and 5(d) show that although Ours and Ours Accurate reveal dissimilar meta-learning trajectories in general, the early part of the trajectories are quite similar to each other. It means that the early part of Ours is accurate enough to enjoy the curriculum learning effect. The approximation error would increase as $k$ grows, but the figures show that it does not necessarily lead to worse solutions. It explains why the performances of Ours remain robust to the approximation error.

4.2. Image classification

Next, we verify our method on a realistic large-scale and heterogeneous task distribution with multiple datasets.

Datasets. We consider large-scale datasets with the number of instances roughly ranging from 5, 000 up to 100, 000. For images larger than $84 \times 84$, we resize their width and height into one of $\{28, 32, 64, 84\}$ for faster training. See the supplementary file for more information. For meta-training, we use 7 datasets: Tiny ImageNet (Le & Yang, 2015), CIFAR100 (Krizhevsky, 2009), Stanford Dogs (Khosla et al., 2011), Aircraft (Maji et al., 2013), CUB (Wah et al., 2011), Fashion-MNIST (Xiao et al., 2017), and SVHN (Netzer et al., 2011). Tiny ImageNet (TIN) and CIFAR100 are benchmark classification datasets.
of general categories. We class-wisely divide TIN into two splits. Other datasets include fine-grained classifications that would require a sufficient amount of task-specific adaptations (e.g. Aircraft), and grey-scale images (Fashion-MNIST). We meta-test the trained model on 5 datasets: Stanford Cars, QuickDraw (Ha & Eck, 2017), VGG Flowers (Nilsback & Zisserman, 2008), VGG Pets (Parkhi et al., 2012), and STL10, which are also highly heterogeneous.

Experimental setup. We use ResNet20 frequently used for images of size $32 \times 32$ (e.g. CIFAR datasets). We use random cropping and horizontal flipping as data augmentations, following the convention. For meta-training, we use the same $\alpha = 0.01$, $K = 1,000$, and $M = 200$ for all the baselines and our model, except for $\beta$ that we found in the range of $\{10^{-3}, 10^{-2}, 10^{-1}, 10^{0}, 10^{1}\}$. We use SGD with momentum ($\mu = 0.9$) and weight decay ($\lambda = 0.0005$) as the inner optimizer. For meta-testing, we train $K = 1,000$ steps for each dataset. We use SGD with Nesterov momentum optimizer ($\mu = 0.9$) with an appropriate learning rate scheduling. The starting learning rate is $\alpha = 0.1$ and we use $\lambda = 0.0005$. See the supplementary file for more detail. The code is also publicly available\footnote{https://github.com/JWoong148/ContinualTrajectoryShifting}.

Baselines. We first compare with Finetuning baselines. We consider finetuning from the initialization obtained with multi-headed multi-task learning (MTL), where we pre-train a single shared feature extractor across the source tasks while the final dense layers are exclusive from one task to the others. We also consider finetuning from the initialization obtained by learning only with Tiny ImageNet (TIN) dataset in order to alleviate the negative transfer issue that may come with MTL. We next consider the following meta-learning methods. FOMAML: Meta-gradient of this method (Finn et al., 2017) is simply the last-step inner gradient. FOMAML++: (Antoniou et al., 2018) is a variant of FOMAML which periodically accumulates the intermediate meta-gradients (Multi-Step Loss Optimization in MAML++). iMAML: (Rajeswaran et al., 2019) compute meta-gradient by estimating local curvature at the last step, based on Implicit Function Theorem. Reptile: Meta-gradient of this method (Nichol et al., 2018) is defined as the average of differences between initialization and task-specific parameters. Leap: This method (Flennerhag et al., 2018) defines meta-objective as a sum of the task trajectory lengths, and its meta-gradient is computed with the similar first-order approximation.

Results and analysis. First of all, we see from Figure 6(a) that Ours achieve much faster meta-convergence than other meta-learning methods, thanks to more frequent meta-updates with the proposed continual trajectory shifting.

Our method thus achieves competitive meta-testing performances significantly faster than other meta-learning methods (Figure 7(a-e)\footnote{Note that x-axis is cumulative inner steps at meta-training, not training steps at meta-testing.}). Note that Reptile significantly outperforms Leap in our experiments. We carefully tuned the meta-learning rate of each method, and found that Reptile allows much greater meta-learning rate ($\beta = 1.0$) than Leap ($\beta = 0.1$).

We also compare with the other baselines in Figure 6(b). FOMAML, FOMAML++, and iMAML perform much worse than other baselines. For FOMAML, its meta-gradient is simply the last-step inner-gradient, which can be arbitrarily uninformative for the meta-learner (Flennerhag et al., 2018). iMAML estimates the meta gradient at the last step by implicitly incorporating the learning trajectory based on Implicit Function Theorem, but the results tell that the method is not as effective as explicit methods such as Reptile. FOMAML++ outperforms FOMAML, demonstrating the importance of considering the whole inner-trajectory when computing the meta-gradients (Flennerhag et al., 2018).

For the finetuning baselines, finetuning with MTL significantly underperforms the finetuning with only TIN. It demonstrates the effect of negative transfer problem that frequently happens when we jointly learn with multiple heterogeneous datasets. On the other hand, our method outperforms both of the finetuning baselines, indicating that meta-learning of the shared initialization can be an effective alternative for the negative transfer problem, instead of finding a jointly optimal feature extractor for all the tasks. Lastly, Figure 6(c) and 6(d) shows that the performance improves as we increase the inner trajectory length to $K = 1,000$, demonstrating the effect of short horizon bias (See also Figure 4(c)).

Ablation study. We perform the ablation study whether the proposed shifting for the task-learning trajectories (Line 13 in Algorithm 2) is the source of performance improvements. We see from Figure 8 that our model without shifting (No Shifting) or the shifting with the same magnitude but with random direction (Random Shifting) performs almost the same as Reptile, demonstrating the effectiveness of the
Table 1. Classification accuracies obtained with various pre-training methods (%) when the target dataset contains 1,000 images. We report the mean accuracies and the 95% confidence intervals over 5 runs.

| ImageNet pre-training | CIFAR100 | CIFAR10 | SVHN | Dogs | Pets | Flowers | Food | CUB | DTD | Avg. |
|------------------------|----------|---------|------|------|------|---------|------|-----|-----|------|
| + None                 | 41.95±0.29 | 81.60±0.28 | 60.09±0.98 | 55.56±0.29 | 83.48±0.15 | 87.01±0.38 | 36.95±0.37 | 34.32±0.46 | 59.39±0.55 | 60.04 |
| + MTL                  | 42.79±0.54 | 82.35±0.20 | 59.05±1.09 | 55.00±0.28 | 83.29±0.25 | 87.04±0.34 | 36.84±0.37 | 34.19±0.88 | 58.86±0.49 | 59.93 |
| + Reptile              | 47.98±0.14 | 84.58±0.12 | 62.39±0.72 | 56.97±0.12 | 84.23±0.22 | 87.22±0.31 | 37.35±0.22 | 35.44±0.48 | 58.98±0.59 | 61.68 |
| + Ours                 | 48.34±0.21 | 84.42±0.13 | 62.82±0.56 | 57.23±0.48 | 84.65±0.31 | 87.24±0.21 | 37.84±0.23 | 36.40±0.23 | 59.53±0.25 | 62.12 |

Figure 9. Accuracy improvements (%) over ImageNet Finetuning.

4.3. Improving on ImageNet Pre-trained Model

We demonstrate that our method is capable of improving on the ImageNet finetuning under limited data regime.

Datasets. For meta-training, we construct a heterogeneous data distribution by class-wisely dividing the original ImageNet dataset into 8 subsets based on the WordNet class hierarchy. We then meta-train the model over the obtained subsets. See Figure 4 and Table 4 in the Supplementary file for more information. We then meta-test with the 9 benchmark image classification datasets described in Table 5 in the Supplementary file.

Experimental setup. We use ResNet18 (He et al., 2016) suitable for the images of size $224 \times 224$. We use random cropping and horizontal flipping as data augmentations. Meta-training: For MTL, Reptile and our model, we start from the ImageNet pretrained model for the meta-training to converge faster and reach a better solution than meta-training from scratch. We use SGD with momentum ($\mu = 0.9$) as the inner-optimizer without applying the weight decay ($\lambda = 0$). We set the batch size to 256. For MTL, we set the learning rate to 0.01 and train for 50,000 steps. For Reptile and our model, we use $\alpha = 0.01$, $K = 1,000$, and $M = 50$, but use different meta-learning rate ($\beta = 1$ for Reptile and $\beta = 0.001$ for our model), since the optimal meta-learning rate differs across two methods. We meta-train for 50,000 steps. Meta-testing: We subsample each target dataset such that each contains 1,000 training datapoints. We normalize each input image with the mean and standard deviation of RGB channels across the whole training datapoints. We set the batch size to 256. We train $K = 1,000$ steps with Nesterov momentum optimizer ($\mu = 0.9$). The starting learning rate is $\alpha = 0.01$, and we step-wisely decay $\alpha$ at 400, 700, and 900 steps by multiplying 0.2. We use the weight decay $\lambda = 0.0001$.

Results and analysis Table 1 shows the results. We empirically observe that our method is more effective when the task-specific learning suffers from overfitting. In order to clearly see this effect, we subsample each target dataset to contain only 1,000 images and compare the performances. Table 1 shows that our method consistently outperforms the baselines across most of the datasets when each target dataset has a limited number of instances. Figure 9 confirms that on most of the target datasets, the performance improvements from the base ImageNet finetuning increase as the size of each dataset gets smaller. We conjecture that the performance improvements comes from the smoother initial model parameter learned with our meta-learning algorithm, which may correspond to a stronger prior over the model parameters that can effectively regularize the task-specific learning with the small datasets.

5. Conclusion

In this paper, we tackled the challenging problem of large-scale meta-learning. We first showed that a large number of inner-gradient steps allows to capture the structure of large-scale meta-learning well. We then improve the meta-learning efficiency with the continual trajectory shifting, which continuously shifts the inner-learning trajectories w.r.t. the frequent update of the initialization point. By doing so, unlike the previous meta-learning algorithms, the task-learners no longer need to reinitiate the learning trajectory for every meta-update, thereby allowing to arbitrarily increase the meta-update frequency. We investigated why and how our model works well with synthetic experiment and also validated the effectiveness of our method on the large-scale experiments with image datasets. We believe that our work make a meaningful step toward applying meta-learning to large-scale real-world tasks.
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This supplementary file consists of the following contents:

- **Section A:** We show that the type of inner-optimizer (e.g. SGD with momentum or Adam) can largely affect the quality of the initialization parameters at convergence.

- **Section B:** We visualize the effect of trajectory shifting with the synthetic experiments.

- **Section C:** We provide detailed description of the experimental setup for each experiment in the main paper, including the synthetic experiment, the image classification, the ImageNet experiment, and the empirical error analysis.

- **Section D:** We derive Eq. (5) in the main paper, which is the complexity of the approximation error caused by the proposed continual trajectory shifting.

- **Section E:** We prove that we can use the same shifting rule even with the momentum optimizer and weight decaying.

### A. Effect of Inner-optimizer Type

We briefly discuss if we can add in weight decay or change the type of optimizers in defining $U_k(\phi)$, without changing the results of Eq. (5) in the main paper. We also discuss which optimizer works relatively better over the others. The type of inner-optimizer is highly relevant to the quality of $\phi$ at convergence. Specifically, inner-optimizers with faster convergence result in faster meta-convergence as well, showing the strong dependency between the inner- and meta- optimization. Also, inner-optimizers that exhibit oscillating behavior helps the meta learner to escape from bad local minima. Momentum optimizer (Sutskever et al., 2013) is the one with all those properties.

#### Momentum and weight decay

Given the momentum $\mu \in [0, 1]$ and weight decay $\lambda \geq 0$, we can show that we can apply the same shifting rule $\theta_k \leftarrow \theta_k + \Delta_k$ introduced in the main paper. This will only result in higher approximation error compared to the vanilla SGD case. See Section E for the derivation of the following results:

$$U_k \left(\phi + \sum_{i=1}^{k-1} \Delta_i\right) = U_1(\cdots U_1(U_1(\phi) + \Delta_1) \cdots + \Delta_{k-1}) + O(\beta\alpha(h + 2\lambda)k^2 + \beta^2 k)$$ (1)

for $k \geq 2$.

#### Adam

Unfortunately, the analogous derivation for Adam optimizer (Kingma & Ba, 2014) requires to differentiate very complicated expression involving element-wise square root division. Therefore, although we may use the same shifting rule $\theta_k \leftarrow \theta_k + \Delta_k$ together with the Adam optimizer, we cannot expect that the approximation error will be bounded in any reasonable way. However, we do not have to consider Adam as an inner-optimizer in context of meta-training because oscillating property of momentum optimizer is preferable over stable learning trajectory provided by Adam optimizer. In our synthetic experiment, we tried applying Adam, but obtained much worse initial model parameters than using momentum. See Figure 1 for the actual meta-learning trajectories obtained with the various optimizers.
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Figure 1. **Lines:** Meta-training trajectory of our method with various types of inner-optimizers. **Background contour:** Task-average loss after 100 gradient steps. The darker the background contour, the better quality of the initialization point.

**B. Visualization of Trajectory Shifting**

In Figure 2, we visualize the actual trajectory shifting with the synthetic experiments. We can see how each of the inner-learning trajectories is interleaved with a sequence of meta-updates.

Figure 2. Visualization of the trajectory shifting with the four tasks (Task 1 - Task 4) from the synthetic experiments. **Top row:** starting point: (-5, 5). **Bottom row:** starting point: (15, 5).

**C. Experimental Setup**

In this section, we provide the detailed experimental setup for the synthetic experiments, the image classifications, the ImageNet experiments, and the empirical error analysis.

**C.1. Synthetic experiments**

We visualize in Figure 3 the loss surfaces of all the eight tasks used for the synthetic experiments.
Large-Scale Meta-Learning with Continual Trajectory Shifting

![Loss surfaces of the eight tasks.](image)

**Figure 3.** Loss surfaces of the eight tasks.

### C.2. Image classifications

We provide some additional information about the experimental setup for the image classification experiments.

| Dataset                                      | # training instances | # test instances | # classes | Image size | Note         |
|----------------------------------------------|----------------------|------------------|-----------|------------|--------------|
| Tiny ImageNet split 1 (Le & Yang, 2015)      | 50,000               | 5,000            | 100       | 64         | Class 1-100  |
| Tiny ImageNet split 2 (Le & Yang, 2015)      | 50,000               | 5,000            | 100       | 64         | Class 101-200|
| CIFAR100 (Krizhevsky, 2009)                  | 50,000               | 10,000           | 100       | 32         |              |
| Stanford Dogs (Khosla et al., 2011)          | 11,999               | 8,580            | 120       | 84         |              |
| Aircraft (Maji et al., 2013)                 | 6,667                | 3,333            | 100       | 84         |              |
| CUB (Wah et al., 2011)                       | 5,994                | 5,794            | 200       | 84         |              |
| Fashion-MNIST (Xiao et al., 2017)            | 60,000               | 10,000           | 10        | 28         | Grey-scale   |
| SVHN (Netzer et al., 2011)                   | 73,257               | 26,032           | 10        | 32         |              |

| Dataset                                      | # training instances | # test instances | # classes | Image size | Note         |
|----------------------------------------------|----------------------|------------------|-----------|------------|--------------|
| Stanford Cars (Krause et al., 2013)          | 8,144                | 8,041            | 196       | 84         | Grey-scale   |
| QuickDraw (Hu & Eck, 2017)                   | 34,500               | 34,500           | 345       | 28         |              |
| VGG Flowers (Nilsback & Zisserman, 2008)     | 2,040                | 6,149            | 102       | 84         |              |
| VGG Pets (Parkhi et al., 2012)               | 3,680                | 3,669            | 37        | 84         |              |
| STL10 (Coates et al., 2011)                  | 5,000                | 8,000            | 10        | 32         |              |

| Method                                      | $\beta$   | $K$   | $\kappa$ |
|---------------------------------------------|-----------|-------|----------|
| FOMAML (Finn et al., 2017)                  | 0.5       | 0.2   | 0.1      |
| Leap (Flennerhag et al., 2018)              | 0.1       | 0.1   | 0.1      |
| Reptile (Nichol et al., 2018)               | 5         | 2     | 1        |
| Ours                                        | 1         | 0.1   | 0.01     |

• See Table 1 for more information about the datasets used for meta-training and Table 2 for meta-testing.
• We carefully tuned the meta-learning rate $\beta$ for all the meta-learning baselines. Notably, we found that the optimal $\beta$ should increase as we reduce the length of inner-optimization trajectory $K$. See Table 3 for the actual value of $\beta$ we used in the experiments.

• The last fully connected layer (classifier) is a part of $\theta$, but not included in $\phi$. Batch norm parameters (i.e. scale and shift) are included in both $\theta$ and $\phi$. However, batch statistics (i.e. running mean and running variance) are neither a part of $\theta$ nor $\phi$.

• Recall from the Algorithm 1 and 2 in the main paper that we repeat the inner-optimization process $M$ times, and we reset the task-specific parameters before starting each process. Note that we do not reset the following information: the statistics for the optimizer, the parameters for the last fully connected layer, and the batch norm statistics. Conceptually, it would be natural to reset the above information as well because we do not transfer them to meta-testing. However, we found that it makes no difference in terms of meta-testing performance.

C.3. ImageNet experiments

We next provide the detailed description about the datasets used for the ImageNet experiments in Figure 4, Table 4, and Table 5.

Figure 4. ImageNet splits based on the WordNet hierarchy. Each node corresponds to a WordNet label and the number of its subclasses is shown in the parenthesis. The nodes of the same split are shown in the same color. We do not show the nodes of the last split 8 for better visualization.

Table 4. ImageNet splits for meta-training

| Split | # training instances | # test instances | # classes | WordNet label (# classes) |
|-------|----------------------|------------------|-----------|---------------------------|
| 1     | 146,741              | 5,650            | 113       | bird (52)                 |
|       |                      |                  |           | invertebrate (61)         |
| 2     | 169,582              | 6,550            | 131       | reptile (36)              |
|       |                      |                  |           | mammal (95)               |
| 3     | 151,773              | 6,050            | 121       | domestic animal (121)     |
| 4     | 154,047              | 6,050            | 121       | device (121)              |
| 5     | 154,373              | 6,000            | 120       | conveyance, transport (26) |
|       |                      |                  |           | container (94)            |
| 6     | 121,344              | 4,750            | 95        | furnishing (24)           |
|       |                      |                  |           | equipment (38)            |
|       |                      |                  |           | implement (33)            |
| 7     | 198,314              | 7,750            | 155       | commodity, trade good, good (62) |
|       |                      |                  |           | covering (38)             |
|       |                      |                  |           | structure, construction (55) |
| 8     | 184,993              | 7,200            | 144       | etc                       |
Table 5. **Target datasets** for the ImageNet experiments.

| Dataset                        | # training instances | # test instances | # classes | Image size | Note                  |
|--------------------------------|----------------------|------------------|-----------|------------|-----------------------|
| CIFAR100 (Krizhevsky, 2009)    | 50,000               | 10,000           | 100       | 128        | Upscaled from 32×32    |
| CIFAR10 (Krizhevsky, 2009)     | 50,000               | 10,000           | 10        | 128        | Upscaled from 32×32    |
| SVHN (Netzer et al., 2011)     | 73,257               | 26,032           | 10        | 128        | Upscaled from 32×32    |
| Stanford Dogs (Khosla et al., 2011) | 11,999              | 8,580            | 120       | 224        |                       |
| VGG Pets (Parkhi et al., 2012) | 3,680                | 3,669            | 37        | 224        |                       |
| VGG Flowers (Nilsback & Zisserman, 2008) | 2,040               | 6,149            | 102       | 224        |                       |
| Food-101 (Bossard et al., 2014) | 75,750              | 25,250           | 101       | 224        |                       |
| CUB (Wah et al., 2011)         | 5,994                | 5,794            | 200       | 224        |                       |
| DTD (Cimpoi et al., 2014)      | 4,230                | 1,410            | 47        | 224        | Texture dataset       |

### C.4. Empirical error analysis

We explain the experimental setup for **the Figure 3 in the main paper**. We define the approximation error as:

\[
\varepsilon := U_k(\phi + \Delta_1 + \cdots + \Delta_{k-1}) - U_1(\cdots U_1(U_1(\phi) + \Delta_1) \cdots + \Delta_{k-1}),
\]

and report \(\log_{10} \|\varepsilon\|_2\) versus inner-learning rate \(\alpha\), meta-learning rate \(\beta\), length of inner-learning trajectory \(k\), and type of network activations (ReLU vs. Softplus).

- We use ResNet20.
- We use the first split of TinyImageNet dataset to generate a sequence of losses \(L_0, \ldots, L_{k-1}\). Batch size is set to 128.
- We use vanilla SGD for \(U_k\), such that \(U_k(\omega) := \phi - \alpha \sum_{i=0}^{k-1} \nabla_\omega L_i|_{\omega=U_{k-1}(\omega)}\).
- Note that \(\Delta_i = \beta \cdot \text{MetaGrad}_i\). In order to compute the approximation error \(\varepsilon\) in a feasible amount of time, we assume that \(\text{MetaGrad}_0, \ldots, \text{MetaGrad}_{k-1}\) are sampled from the following synthetic distribution: \(\text{MetaGrad}_i = x_i/\|x_i\|_2\), where \(x_i \sim \mathcal{N}(0, I)\) for \(i = 0, \ldots, k-1\). Therefore, we have \(\|\Delta_0\|_2 = \cdots = \|\Delta_{k-1}\|_2 = \beta\), i.e. the size of meta-update is fixed as \(\beta\), but the direction is randomized. We use the same sequence of \(\Delta_0, \ldots, \Delta_{k-1}\) in computing the first and second term of Eq. (2).

### D. Derivation of the Error Complexity

In this section, we derive Eq. (5) in the main paper, the complexity of the approximation error. We first recap the notations:

- \(\phi\): Shared initial model parameters that we meta-learn
- \(\alpha\): Inner-learning rate
- \(\beta\): Meta-learning rate
- \(U_k(\omega)\): Task-specific parameters after \(k\) SGD steps from \(\omega\), i.e.
  \[
  U_k(\omega) = U_{k-1}(\omega) - \alpha \nabla_\omega L_{k-1}|_{\omega=U_{k-1}(\omega)} = \omega - \alpha \sum_{i=0}^{k-1} \nabla_\omega L_i
  \]
- \(\theta_k\): Task-specific parameters after \(k\) SGD steps from \(\phi\), i.e. \(U_k(\phi)\)
- \(H_k\): Hessian of loss function at \(\theta_k\)
- \(\Delta_k\): Meta-update (or trajectory shifting) at step \(k\), i.e.
  \[
  \Delta_k = -\beta \cdot \text{MetaGrad}(\phi, \theta_k)
  \]

Our derivation is based on the following assumptions:
1. \( U_k \) is infinitely differentiable.

2. Norm of the Hessian is bounded by \( h \) at everywhere, i.e. \( \|H\| = O(h) \).

3. Norm of meta-update is bounded by \( \beta \) for every step, i.e. \( \|\Delta_k\| = O(\beta) \) for every \( k \).

**Theorem D.1.** For \( k \geq 1 \) and any \( \Delta \) whose norm is sufficiently small,

\[
U_k(\phi + \Delta) = U_k(\phi) + \Delta + O(\alpha hk\|\Delta\| + \|\Delta\|^2)
\]

**Proof.** Using the Taylor approximation,

\[
U_k(\phi + \Delta) = U_k(\phi) + \frac{\partial U_k(\phi)}{\partial \phi} \Delta + \frac{1}{2} \Delta^T \frac{\partial^2 U_k(\phi)}{\partial \phi^2} \Delta + \cdots
\]

\[
= U_k(\phi) + \frac{\partial U_k(\phi)}{\partial \phi} \Delta + O(\|\Delta\|^2)
\]

On the other hand,

\[
\frac{\partial U_k(\phi)}{\partial \phi} = \frac{\partial U_k(\phi)}{\partial U_{k-1}(\phi)} \cdots \frac{\partial U_1(\phi)}{\partial \phi} = \prod_{i=0}^{k-1} (I - \alpha H_i)
\]

\[
= I - \sum_{i=0}^{k-1} \alpha H_i + \sum_{i=0}^{k-1} \sum_{j=i+1}^{k-1} \alpha^2 H_i H_j + \cdots = I + O(\alpha k)
\]

Combining the two approximations,

\[
U_k(\phi + \Delta) = U_k(\phi) + (I + O(\alpha k)) \Delta + O(\|\Delta\|^2)
\]

\[
= U_k(\phi) + \Delta + O(\alpha hk\|\Delta\| + \|\Delta\|^2)
\]

**Theorem D.2.** For \( k \geq 1 \) and any \( \{\Delta_i\} \) with \( \|\Delta_i\| = O(\beta) \),

\[
U_k \left( \phi + \sum_{i=1}^{k} \Delta_i \right) = U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + \Delta_k + O(\beta \alpha h k^2 + \beta^2 k)
\]

**Proof.** For \( k = 1 \),

\[
U_1(\phi + \Delta_1) = U_1(\phi) + \Delta_1 + O(\beta \alpha h + \beta^2) \quad \text{(Theorem D.1)}
\]
With the assumption at step $k$,
\[
U_{k+1} \left( \phi + \sum_{i=1}^{k+1} \Delta_i \right) = U_{k+1} \left( \phi + \sum_{i=1}^{k} \Delta_i \right) + \Delta_{k+1} + O \left( \alpha h(k+1) \| \Delta_{k+1} \| + \| \Delta_{k+1} \|^2 \right)
\]

(Theorem D.1)

\[
= U_1 \left( U_k \left( \phi + \sum_{i=1}^{k} \Delta_i \right) \right) + \Delta_{k+1} + O(\beta ah(k+1) + \beta^2)
\]

\[
= U_1 \left( U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + \Delta_k) + O(\beta ahk^2 + \beta^2 k) \right)
\]

\[
+ \Delta_{k+1} + O(\beta ah(k+1) + \beta^2)
\]

(Assumption at step $k$)

\[
= U_1 \left( U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + \Delta_k) + \Delta_{k+1} + O(\beta ah(k+1)^2 + \beta^2 (k+1)) \right)
\]

\[
= U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + \Delta_k) + \Delta_{k+1} + O(\beta ah(k+1)^2 + \beta^2 (k+1))
\]

Corollary 1. Asymptotic approximation error of proposed continual trajectory shifting is as follows:

\[
U_k \left( \phi + \sum_{i=1}^{k-1} \Delta_i \right) = U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + O(\beta ahk^2 + \beta^2 k)
\]

for $k \geq 2$.

Proof.

\[
U_k \left( \phi + \sum_{i=1}^{k-1} \Delta_i \right) = U_1 \left( U_{k-1} \left( \phi + \sum_{i=1}^{k-1} \Delta_i \right) \right)
\]

\[
= U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + \Delta_{k-1} + O(\beta ah(k-1)^2 + \beta^2 (k-1)))
\]

(Theorem D.2)

\[
= U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + O(\beta ah(k-1)^2 + \beta^2 (k-1))
\]

\[
+ O(\alpha h(\beta ah(k-1)^2 + \beta^2 (k-1))) + (\beta ah(k-1)^2 + \beta^2 (k-1))^2)
\]

(Theorem D.1)

\[
= U_1(\cdots U_1(U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + O(\beta ahk^2 + \beta^2 k)
\]

E. Derivation for the momentum optimizer

In this section, we prove that we can use the same shifting rule even with the momentum optimizer and weight decaying. See Section A for more discussion about the empirical effect of the type of inner-optimizer.

Momentum Note that the update function of SGD with momentum $\mu$ is:

\[
U_k(\omega) = U_{k-1}(\omega) - \alpha \cdot g_k(\omega)
\]

where $g_k(\omega) = \mu \cdot g_{k-1}(\omega) + \nabla_{\omega}L_{k-1}|_{\omega=U_{k-1}(\omega)}$.

Then, the following lemma holds:
Lemma E.1. The approximation of Jacobian is
\[
\frac{\partial U_k(\phi)}{\partial \phi} = I + O \left( \frac{\alpha h}{1 - \mu} \right)
\]

Proof. Let the approximation error of Jacobian at step \( k \) be \( \epsilon_k \), i.e.
\[
\frac{\partial U_k(\phi)}{\partial \phi} = I + \epsilon_k
\]

For \( k \geq 2 \),
\[
U_k(\phi) = U_{k-1}(\phi) - \alpha \cdot g_k(\phi)
\]
\[
= U_{k-1}(\phi) - \alpha \cdot (\mu \cdot g_{k-1}(\phi) + \nabla_{\phi} \mathcal{L}_{k-1}|_{\phi=U_{k-1}(\phi)})
\]
\[
= U_{k-1}(\phi) - \mu \cdot \alpha \cdot g_{k-1}(\phi) - \alpha \cdot \nabla_{\phi} \mathcal{L}_{k-1}|_{\phi=U_{k-1}(\phi)}
\]
\[
= U_{k-1}(\phi) - \mu \cdot (U_{k-1}(\phi) - U_{k-2}(\phi)) - \alpha \cdot \nabla_{\phi} \mathcal{L}_{k-1}|_{\phi=U_{k-1}(\phi)}
\]

Then, we compute the Jacobian as
\[
\frac{\partial U_k(\phi)}{\partial \phi} = \frac{\partial U_{k-1}(\phi)}{\partial \phi} - \mu \cdot \left( \frac{\partial U_{k-1}(\phi)}{\partial \phi} - \frac{\partial U_{k-2}(\phi)}{\partial \phi} \right) - \alpha \cdot \frac{\partial \nabla_{\phi} \mathcal{L}_{k-1}|_{\phi=U_{k-1}(\phi)}}{\partial \phi}
\]
\[
= (I + \epsilon_{k-1}) - \mu \cdot (\epsilon_{k-1} - \epsilon_{k-2}) - \alpha \cdot \frac{\partial \nabla_{\phi} \mathcal{L}_{k-1}|_{\phi=U_{k-1}(\phi)}}{\partial \phi} \cdot \frac{\partial U_{k-1}(\phi)}{\partial \phi}
\]
\[
= I + \epsilon_{k-1} + \mu \cdot (\epsilon_{k-1} - \epsilon_{k-2}) - \alpha H_{k-1} \cdot (I + \epsilon_{k-1})
\]

Thus,
\[
\epsilon_k = \epsilon_{k-1} + \mu \cdot (\epsilon_{k-1} - \epsilon_{k-2}) + O(\alpha h(1 + \epsilon_{k-1}))
\]

We can say \( \epsilon_0 = 0 \) and for \( k = 1 \),
\[
\frac{\partial U_1(\phi)}{\partial \phi} = \frac{\partial (\phi - \alpha \cdot \nabla_{\phi} \mathcal{L}_0|_{\phi=\phi})}{\partial \phi} = I - \alpha H_0 \quad \rightarrow \quad \epsilon_1 = O(\alpha h)
\]

Then,
\[
\epsilon_k - \epsilon_{k-1} = \mu \cdot (\epsilon_{k-1} - \epsilon_{k-2}) + O(\alpha h(1 + \epsilon_{k-1}))
\]
\[
= \mu^2 \cdot (\epsilon_{k-2} - \epsilon_{k-3}) + O(\alpha h(1 + \epsilon_{k-1} + \mu(1 + \epsilon_{k-2})))
\]
\[
= \ldots
\]
\[
= \mu^{k-1} \cdot (\epsilon_1 - \epsilon_0) + O \left( \alpha h \left( \sum_{i=0}^{k-2} \mu^i (1 + \epsilon_{k-1-i}) \right) \right)
\]
\[
= O \left( \alpha h \left( \sum_{i=0}^{k-1} \mu^i + \sum_{i=0}^{k-2} \mu^i \epsilon_{k-1-i} \right) \right)
\]
Since the second term $O(\alpha h \sum_{i=0}^{k-2} \mu^i \epsilon_{k-1-i})$ is quadratic to $\alpha h$, dropping the term,

$$
\epsilon_k = \epsilon_{k-1} + O \left( \alpha h \sum_{i=0}^{k-1} \mu^i \right) \\
= \epsilon_{k-1} + O \left( \alpha \frac{1 - \mu_k}{1 - \mu} \right) \\
= \epsilon_{k-2} + O \left( \alpha h \left( \frac{1 - \mu_k}{1 - \mu} + \frac{1 - \mu^{k-1}}{1 - \mu} \right) \right) \\
= \ldots \\
= \epsilon_0 + O \left( \alpha \sum_{i=1}^{k} \frac{1 - \mu^i}{1 - \mu} \right) \\
= O \left( \frac{\alpha h}{1 - \mu} \left( k + \frac{1 - \mu^{k+1}}{1 - \mu} \right) \right) = O \left( \frac{\alpha h k}{1 - \mu} \right)
$$

Then, as Theorem D.1, approximation error between $U_k(\phi + \Delta)$ and $U_k(\phi) + \Delta$ is as follows:

**Theorem E.1.** For any $\Delta$ that with sufficiently small norm,

$$
U_k(\phi + \Delta) = U_k(\phi) + \Delta + O \left( \frac{\alpha h k}{1 - \mu} \|\Delta\| + \|\Delta\|^2 \right)
$$

and as Corollary 1,

**Corollary 2.** Asymptotic approximation error of proposed **Continual Correction** with SGD and momentum $\mu$ is as follows:

$$
U_k \left( \phi + \sum_{i=1}^{k-1} \Delta_i \right) = U_1(\cdot \cdot \cdot U_1(U_1(\phi) + \Delta_1) \cdot \cdot \cdot + \Delta_{k-1}) + O \left( \frac{2\alpha h k^2}{1 - \mu} + \beta^2 k \right)
$$

for $k \geq 2$.

We omit the proofs since only the coefficients are different.

**Weight decay** Denote the update function of SGD with weight decay $\lambda$ by:

$$
U_k(\omega) = U_{k-1}(\omega) - \alpha \cdot \left( \nabla \omega \left( \mathcal{L}_{k-1}|_{\omega=U_{k-1}(\omega)} + \lambda \|U_{k-1}(\omega)\|^2 \right) \right).
$$

Then, following lemma holds:

**Lemma E.2.** Approximation of Jacobian is

$$
\frac{\partial U_k(\phi)}{\partial \phi} = I + O \left( \alpha (h + 2\lambda) k \right)
$$

**Proof.**

$$
\frac{\partial U_k(\phi)}{\partial \phi} = \frac{\partial U_k(\phi)}{\partial U_{k-1}(\phi)} \cdots \frac{\partial U_1(\phi)}{\partial \phi} = \prod_{i=0}^{k-1} (I - \alpha H_i + 2\lambda) \\
= I + O(\alpha (h + 2\lambda) k)
$$

Then, as previous,
Corollary 3. Asymptotic approximation error of proposed **continual trajectory shifting** with SGD and weight decay $\lambda$ is as follows:

$$U_k \left( \phi + \sum_{i=1}^{k-1} \Delta_i \right) = U_1(\cdots U_1(\phi + \Delta_1) \cdots + \Delta_{k-1}) + O \left( \beta \alpha (h + 2\lambda) k^2 + \beta^2 k \right)$$

for $k \geq 2$.
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