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Abstract

Indonesian citizens who use motorized vehicles are increasing every year. Every motorcyclist in Indonesia must wear a helmet when riding a motorcycle. Even though there are rules that require motorbike riders to wear helmets, there are still many motorists who disobey the rules. To overcome this, police officers have carried out various operations (such as traffic operation, warning, etc.). This is not effective because of the number of police officers available, and the probability of police officers make a mistake when detecting violations that might be caused due to fatigue. This study asks the system to detect motorcyclists who do not wear helmets through a surveillance camera. Referring to this reason, the Circular Hough Transform (CHT), Histogram of Oriented Gradient (HOG), and K-Nearest Neighbor (KNN) are used. Testing was done by using images taken from surveillance cameras divided into 200 training data and 40 testing data obtained an accuracy rate of 82.5%.
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1. Introduction

Motorized vehicles are one type of transportation used in many parts of the world, especially motorbikes. In Indonesia, the number of people has been using motorbikes was increasing. Based on Police Headquarters data in 2013, the number of motorbikes in Indonesia were 84,732,652 units, a large number of motorbikes caused a high number of traffic accidents involving motorcycles. In 2013 there were 119,560 motorbikes involved in the accident. Referring to the number of an accident has been recorded the total fatalities reached 26,416 (National Police Headquarters)[1].

There are several factors that cause accidents, namely human factors, vehicle factors, and environmental factors[2]. These factors are related to each other, but human factors are the biggest cause of accidents. This is indicated by the records of the National Police Headquarters in 2010-2016, which showed 70% of the causes of accidents were human factors. Many human factors also resulted in the loss of lives. To overcome this, police officers have carried out various operations (such as traffic operation, warning, etc.). This is not effective because of the number of police officers available, and the probability of police officers make mistakes when detecting violations that might be caused due to fatigue.

Over the past few years, many attempts have been made to analyze traffic, including vehicle detection and classification and helmet detection. Modern traffic systems usually use computer vision algorithms, such as background and foreground image detection for the segmentation of moving objects. The use of computer vision algorithms can be applied to the results of video captured by a surveillance camera that is installed on a crossroad or a large road.

Previous research about helmet detection has been done by many researchers. Many methods are used for helmet detection, either feature extraction, shape detection, and image classification. Dongmala and Klubsuwan[3]. Proposes to detect half and full helmets using Haar Like Feature and Circular Hough Transform. They use a haar-like feature to detect the helmet.
region that is face/nose/mouth/left eye/right eye, but it can not distinguish between half and full helmet. So, they use CHT to detect the half and full helmet. Wen et al. [4]. Proposed circle arc detection based on the Circular Hough Transform method. They applied it to detect helmets through surveillance cameras at ATMs. The disadvantage of this method is that they only use the geometry feature to verify whether there is a helmet on the image captured by the camera. Geometry features are not enough to detect helmets. The head can be detected as a helmet because it is similarly circular. Rubaiyat et. al.[5], proposed helmet detection uses for construction safety. They use Discrete Cosine Transform + Histogram of Oriented Gradient (HOG) for human detection method and Color + CHT for the helmet detection method. In this study, helmet

Figure 1. Proposed Method
detection was carried out after color filtration so that helmet detection could be more accurate. However, this method will provide a disadvantage when the detected helmet is a different color. Based on the research above, we can see that CHT is good for detecting circles. Therefore it can be used to detect helmets that are also circular. Meanwhile, HOG is used to get the feature value to classify the circle that comes from the helmet itself as the main target of detection with a human head without a helmet. The classification method we chose is K-Nearest Neighbor (KNN). KNN was chosen because it is a simple method, only by setting the value for k by analyzing the number of neighbors by looking for the closest distance value as the basis for the classification parameter. Also, KNN can be applied to a multiclass system, wherein my research is divided into two classes, namely the helmet-wearing rider class and the un-helmeted rider class.

Based on the above problems and previous literature studies, we propose automatic helmet detection using Circular Hough Transform (CHT) for shape detection, Histogram of Oriented Gradient (HOG) for feature extraction, and K-Nearest Neighbor (KNN) for image classifier. Data is obtained from taking frames on surveillance videos.

2. Research Method

In this research, the proposed method can be seen in Fig. 1. The first step is to get the image from a surveillance video. The second step is used to search for a circular object in the image using CHT. The third step is feature extraction using HOG. The fourth step is to classify the extracted feature using KNN. The last step is to get the accuracy, precision, and recall from the KNN classifier.

2.1. Input

2.1.1. Surveillance Video
The video used in this research is a surveillance video that we got from a surveillance camera placed in sideroad and crossroads with a resolution of 1920x1080.

2.1.2. Frames
We save each frame from the video. The video has 25 fps, so we get 25 images each second of the video. After that, we save the image and will be used in the next steps.

2.2. Detection Circular Object

2.2.1. Grayscale
A grayscale image or gray level image is one of the color spaces of an image. The gray level represents the number of quantization intervals in grayscale image processing. At this time, the most used method for storage is 8-bit storage. In an 8 bit grayscale image, there are 256 gray levels from 0 to 255. With 0 is black and 255 is white [6]. In this research, we used equation (1) to convert the RGB image to a grayscale image.

\[ Grayscale = \frac{R + G + B}{3} \]  

(1)

R is the intensity of the pixel in the red channel, G is the intensity of the pixel in the green channel, and B is the intensity of the pixel in the blue channel.

2.2.2. Circular Hough Transform
Circular Hough Transform (CHT) is a method to detect a circular object. Many research has been done using CHT, such as detecting a person from surveillance video[7] and cell detection for bee comb image[8]. CHT is based on the Hough transform. To detect circle CHT is using a voting process that calculates the possibility of edge point that is lying on a circle. It uses the circle formula to set the parameter of three-dimensional space to collect votes and to search a circle within a fixed radius. The votes will be saved in an accumulator. The objective of the CHT is to find the center point from every edge point of a circle in the image through the iteration of the equation (2) and (3).
\[ x = a + R \times \cos(\theta) \]  
\[ y = b + R \times \sin(\theta) \]  

Denotes \( a \) and \( b \) is the center point, \( R \) is the radius, and \( \theta \) is the angle. After the iteration accumulator with the most votes is the true center point of a circle.

2.2.3. Save the Detected Object
Save all detected images. The stored image will later be used for training and testing data in the classification process.

2.3. Histogram of Oriented Gradient (HOG) Extraction

![Figure 2. Aspect Ratio in HOG; (a) Original Image 69x79 pixel; (b) Resize Image 64x128 pixel](image)

![Figure 3. Two Computation Unit in HOG; (a) Cells; (b) Block](image)

![Figure 4. Calculation Process in Each Cell](image)

Histogram of Oriented Gradients algorithm is a feature descriptor that is used to extract features from images. The algorithm is based on the distribution of the Gradient in the image. The final feature is a one-dimensional array of histograms from the extracted image. In the HOG, there are two computation units for feature extraction. It is cell and block. The cell size is 8x8 pixels, and the block size is 16x16 pixels. There are four cells in one block. Figure 3. shows the example of the two computation units for feature extraction. After the computation of the current block, it moves to the next block with an overlap of 1 cell[9].
2.3.1. Preprocessing

In the preprocessing step, the HOG input image needs to have a fixed aspect ratio, so we get the same amount of feature. In this case, we use a 1:2 ratio, for example, 32x64, 64x128, or 1000x2000, but we cannot use 103x150 because it is not a 1:2 ratio. In this research, we use an image size of 64x128 pixels. Each image is scaled, keeping its aspect ratio preserve. Therefore before we calculate the gradients, we resize every image. The example of the resize image can be seen in Figure 2.

Table 1. The Example of HOG Feature

| Feature | f1   | f2   | f3   | ... | f3778 | f3779 | f3780 |
|---------|------|------|------|-----|-------|-------|-------|
| Data 1  | 0.206719 | 0.013714 | 0.077928 | ... | 0.054473 | 0.235448 | 0.130015 |
| Data 2  | 0.046905 | 0.033736 | 0.033864 | ... | 0.019585 | 0.024376 | 0.112724 |
| Data 3  | 0.47073  | 0.0784  | 0.006978 | ... | 0.000861 | 0.003578 | 0.010855 |
| Data 4  | 0.093873 | 0.076953 | 0.025398 | ... | 0.043547 | 0.014677 | 0.073801 |

2.3.2. Calculate Gradient

After we get the resized image, we calculate the Gradient. In this process, we calculate the gradient magnitude and direction from every pixel using equations (4) and (5).

\[
g = \sqrt{g_x^2 + g_y^2} \tag{4}
\]

\[
\theta = \arctan \frac{g_y}{g_x} \tag{5}
\]

Denotes \(g\) is a gradient magnitude, \(\theta\) is gradient direction and \(g_x, g_y\) is a gradient of the \(x\)-axes and \(y\)-axes. We can calculate the \(g_x, g_y\) by using Sobel Filtering.

2.3.3. Calculate HOG in each cell

In this step, we calculate the Histogram of Gradient in each cell (8x8 Pixels). The Histogram is a vector or an array of 9 bins corresponding to angles 0, 20, 40, …, 160 degrees. So we must put gradient direction and magnitude into a histogram of Gradient. The Gradient of direction is the bins or array, and the Gradient of magnitude is the value of the bins or array. The calculation process can be seen in Figure 4.

2.3.4. Normalization of each block

After we get the Histogram of Gradient in each cell, we normalize the Histogram from each block (16x16 pixels). A histogram normalization computation is done by combining all histograms that belong to one block. One block has four cells and has nine feature vectors, so in one block, we have 36 (4 cells x 9 bins) feature vectors. We normalize the block using equation (6).

\[
x_i^n = \frac{x_i}{\sqrt{x_1^2 + x_2^2 + \cdots + x_9^2}} \tag{6}
\]

\(x_i^n\) is the Normalization of each block result, \(x_i\) is the feature vector and \(i\) is a number feature in a block from 1 to 36.

2.3.5. Calculate the Feature

The last step of HOG is to calculate the total feature vector from all blocks. In this research, we use an image of 64x128 pixels, so we have seven blocks in a horizontal position and 15 blocks in a vertical position. The total block we have is 105 (7x15) blocks. Each block has 36 feature vectors, so in total, we have 3780 (36x105) feature vectors. Table 1 shows an example of the HOG feature. Each data have 3780 feature vectors.
2.4. Classification Process Using K-Nearest Neighbor (KNN)

K-Nearest Neighbor algorithm [10,11] is a method for classifying objects based on the closest distance between the training data and testing data. This algorithm is a simple classifier and easy to apply an algorithm that works well with recognition issues [12]. The training process for KNN only consists of the store the features and labels from training data. The classification process only searched for distance and assigned the label from the k-nearest neighbor who has the most votes.

2.4.1. Set Train and Test Data

KNN uses a distance system to calculate classification results. Therefore it requires training data and testing data. The data is obtained from a video with a 1080p resolution and has a frame rate of 25 fps. After that, we crop the area around the head of the motorcyclist to distinguish which one belongs to the positive and negative class. Image with helmet becomes the positive class, and image without helmet becomes the negative class. The video was taken in daytime conditions, and the camera is placed on the side of a road or intersection with a height of 2-4 meters.

In this research, we used 200 data consisting of 100 helmet wearing data (positive class) and 100 non-helmet wearing data (negative class). The test data used 40 data consisting of 20 helmet-wearing data (positive class) and 20 non-helmet-wearing data (negative class). The training data used 160 data consisting of 80 helmet wearing data (positive class) and 80 non-helmet wearing data (negative class).

2.4.2. Set k-value

In the KNN Classification, we need a k-value. The k-value used to determine how many calculation results will be used for voting.

2.4.3. Calculate distance

In this research, we use Euclidean Distance to calculate the distance between neighbors in KNN. The equation for Euclidean distance is shown in equation (7).

\[
d(T_r, T_y) = \sqrt{(f_{1T_r} - f_{1T_y})^2 + (f_{2T_r} - f_{2T_y})^2 + \cdots + (f_{3780T_r} - f_{3780T_y})^2}
\]

(7)

d(T_r, T_y) \text{ is the distance, } T_r \text{ is testing data, and } T_y \text{ is training data.}

2.4.4. Sort the Distance

After we get the distance, we sort the distance from the smallest distance to the largest distance. Then we take some of the top data by following the k-value that has been set. For example, if we set the k-value to 5, then we take the five most top data.

2.4.5. Determine the Class

The result of classification is the class that has the most votes in the k-nearest neighbor. For example, we have a k-value of 5. In the five smallest data, we have 3 data with the label of 0 and 2 data with the label of 1, so the classification result is class 0 because it has more votes than class 1 [13].

3. Result and Discussion

In this section, the proposed method was tested by using a dataset that we collect from several frames from the surveillance video. The output of the system is the result of the KNN classification. The result is either the circular object is the helmet-wearing class or the non-helmet wearing class.
Table 2. Sample Data of Visual Experimental Result

| Input | Result | Actual | Detected |
|-------|--------|--------|----------|
| ![Image](a) | ![Image](b) | 1 | 1 |
| ![Image](a) | ![Image](b) | 2 | 2 |
| ![Image](a) | ![Image](b) | 3 | 2 |
| ![Image](a) | ![Image](b) | 2 | 1 |

3.1. Visual Result

The proposed method has been implemented. First, the original image is transformed to Grayscale, and CHT will be implemented to it. The CHT’s purpose is to detect the head region of the motorcyclist. In this research, we select the CHT result that shows the head region because our purpose is to detect the helmet.

The result of CHT will be cropped and then saved to build training and testing data. The data divided into 200 training data, which was obtained from selected frames consisting of 100 helmet wearing motorcyclist head image and 100 non-helmet wearing motorcyclist head image. The test data used 40 images 20 helmet wearing motorcyclist head image and 20 non-helmet wearing motorcyclist head image that was obtained from a different surveillance video with training data. The data divided into two classes, helmet-wearing class and non-helmet wearing class. Figure 5 shows the example of the dataset.

To classify the data, we need to extract the feature from the image. We use HOG for feature extraction. There are 3780 features from each image. After that, we do labeling for each data. We do the feature extraction into both classes. The result is the same, only different in value table 2. Shows the example of the visual experimental results, the detected helmet is marked with a green circle, and the other is not marked. Several conditions cause detection failure, the image of the
head is not intact or covered with something, and the image of the head is too small. We conducted this experiment 40 times.

3.2. Quantitative Result
In order to present the performance of the proposed method, an experiment is conducted using the dataset. The measurement method uses the accuracy equation (8), precision equation (9), and recall equation (10). We use all the data in this experiment, which are 40 testing data and 160 training data. The testing data is divided by four, each has ten images, and we will calculate the average accuracy.

| Predictive | Relevant | Irrelevant |
|------------|----------|------------|
| Relevant   | TP       | False Negative (FN) |
| Actual     | (TP)     | (FP)        |
| Irrelevant | False Positive | True Negative (TN) |

| Table 4. Testing Result |
|-------------------------|
| Data | k-value | Accuracy | Precision | Recall |
|------|---------|----------|-----------|--------|
| 1    | 1       | 0.80     | 0.80      | 0.80   |
|      | 3       | 0.70     | 0.66      | 0.80   |
|      | 5       | 0.70     | 0.66      | 0.80   |
|      | 7       | 0.70     | 0.66      | 0.80   |
| 2    | 1       | 0.60     | 0.66      | 0.40   |
|      | 3       | 0.60     | 0.66      | 0.40   |
|      | 5       | 0.60     | 0.66      | 0.40   |
|      | 7       | 0.70     | 0.75      | 0.60   |
| 3    | 1       | 1.00     | 1.00      | 1.00   |
|      | 3       | 0.90     | 1.00      | 0.80   |
|      | 5       | 0.90     | 1.00      | 0.80   |
|      | 7       | 0.90     | 1.00      | 0.80   |
| 4    | 1       | 0.90     | 1.00      | 0.80   |
|      | 3       | 1.00     | 1.00      | 1.00   |
|      | 5       | 1.00     | 1.00      | 1.00   |
|      | 7       | 1.00     | 1.00      | 1.00   |
| Average | 1 | 0.825 | 0.865 | 0.75 |
|         | 3 | 0.80  | 0.83  | 0.75 |
|         | 5 | 0.80  | 0.83  | 0.75 |
|         | 7 | 0.825 | 0.852 | 0.80 |

| Table 5. Comparison Result |
|-----------------------------|
| Author                     | Method         | Accuracy |
|-----------------------------|----------------|----------|
| Wonghabut et. al. [14]      | Aspec Ratio    | 74 %     |
| Rubaiyat et. al. [5]        | Color + CHT    | 81 %     |
| Proposed Method             | KNN + HOG      | 82.5 %   |
Table 6. Computation Time Result

| Test Number | Time (s)   |
|-------------|-----------|
| 1           | 1.40369   |
| 2           | 1.42919   |
| 3           | 1.48211   |
| 4           | 1.44819   |
| 5           | 1.42123   |
| 6           | 1.44429   |
| 7           | 1.43858   |
| 8           | 1.42197   |
| 9           | 1.42451   |
| 10          | 1.43190   |

Average 1.43457

Accuracy = \frac{TP+TN}{TP+TN+FP+FN} \quad (8)

Precision = \frac{TP}{TP+FP} \quad (9)

Recall = \frac{TP}{TP+FN} \quad (10)

TP (True Positive) is the number of correct predictions in positive class, in this case, is the helmet-wearing class. TN (True Negative) is the number of correct predictions in negative class, in this case, is the non-helmet wearing class. FP (False Positive) is the number of incorrect predictions in the positive class, and FN (False Negative) is the number of incorrect predictions in the negative[15]. The confusion matrix is shown in Table 3.

Testing was done by using different k-value in the KNN classifier. In this research, the k-value that users were 1, 3, 5, and 7. In this research, we classify the data into two classes, the first, the helmet-wearing class, and the second, is non-helmet wearing class. Each k-value produce a different result, but the result are satisfactory. The result of the test is shown in Table 4. The average accuracy, precision, and recall are relatively high, and it is shown that the k-value of 1 and 7 produces the highest score, but the k-value of 1 is better because it useless calculation than k-value 7. After getting the best result from our experiment, we compare it with previous research. We compare our work with other research about helmet detection, and the result is our work produce slightly better accuracy when detecting helmet. Comparison results can be seen in Table 5.

3.3. Computation Time Result

In order to know how fast the detection time of the proposed method, we do a computation time test. The test was done on a computer that runs Microsoft Windows 10 with a processor Intel(R) Core(TM) i5-4460 and 8 GB memory. The data we use in the test is the training and testing data mention in section 2.4.1. We run the program ten times with K-value 1, and the result is shown in Table 6. The average time we got from the experiments is 1.43457 s.

In this research, we use the KNN classification because previous studies have good accuracy. Meanwhile, the consumption of computation time could be reduced by sklearn's tools in Phyton. KNN Classification uses sklearn's tools, only takes 0.4 seconds. Besides that, to increase the speed performance, we resize the original image that has a different size to become 64x128 pixel. So, resizing the size of data also will be decreased the speed of KNN performance.

The test results show a computation time for each detection. This shows that the proposed method produces a fast time to detect so that it can be implemented in real-time, although the quality is poor. We can improve the quality of real-time implementation by reducing computation
time. This problem can be resolved by improving the quality of the computer or using a faster classification method.

4. Conclusion
This study comes about the detection of motorcyclists without a helmet. The system builds based on computer vision technology, which is divided as follows: shape detection, feature extraction, and image classification. The results were satisfactory.

The KNN classifier using the feature from HOG can classify between the helmet-wearing motorcyclist and the motorcyclist that is not wearing a helmet. We use different k-value in the testing process. The K-value that got the best result is 1 and 7, with an average accuracy of 82.5\% and average computation time is 1.43457 s. The present result is promising but can be improved. One of the future works is license plate recognition with the purpose of detecting the license plate from motorcyclists that are not wearing a helmet. For this, it is necessary an image with better quality to recognize the characters.
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