MAPPING PROPERTIES OF FUNDAMENTAL HARMONIC ANALYSIS OPERATORS IN THE EXOTIC BESSEL FRAMEWORK

BARTOSZ LANGOWSKI AND ADAM NOWAK

Abstract. We prove sharp power-weighted $L^p$, weak type and restricted weak type inequalities for the heat semigroup maximal operator and Riesz transforms associated with the Bessel operator $B_\nu$ in the exotic range of the parameter $-\infty < \nu < 1$. Moreover, in the same framework, we characterize basic mapping properties for other fundamental harmonic analysis operators, including the heat semigroup based vertical $g$-function and fractional integrals (Riesz potential operators).

1. Introduction

Let

$$B_\nu = -\frac{d^2}{dx^2} - \frac{2\nu + 1}{x} \frac{d}{dx}$$

be the Bessel differential operator. For $\nu \in \mathbb{R}$ we consider $B_\nu$ acting on functions on $\mathbb{R}_+ = (0, \infty)$. This operator is formally symmetric in $L^2(d\eta_\nu)$, where

$$d\eta_\nu(x) = x^{2\nu+1} \, dx, \quad x > 0.$$

When $\nu > -1$, there exists a classical self-adjoint extension $B_\nu^{\text{cls}}$ of $B_\nu$ (acting initially on $C^2_c(\mathbb{R}_+)$), whose spectral decomposition is given via the (modified) Hankel transform (see e.g. [22, Section 4]). Harmonic analysis related to $B_\nu^{\text{cls}}$, having roots in the seminal work of Muckenhoupt and Stein [19], has been very widely studied and now is well understood. The related bibliography seems to be endless. For some recent developments, see for instance [3–9,11,13,15,24] and references therein. But this by no means exhausts contributions to the subject. Note that the metric measure space $(\mathbb{R}_+, | \cdot |, d\eta_\nu)$, where $| \cdot |$ stands for the Euclidean norm, is a space of homogeneous type when $\nu > -1$, in particular the measure $d\eta_\nu$ is doubling. Note also that for $\nu = n/2 - 1$ the Bessel operator is just the radial part of $-\Delta$ in $\mathbb{R}^n$, $n \geq 1$, so for these $\nu$ analysis related to $B_\nu$ corresponds to radial analysis in $\mathbb{R}^n$.

On the other hand, the case $\nu \leq -1$ is much less recognized. It turns out that for these $\nu$, or even for the slightly larger range $\nu < 1$, there exists a self-adjoint extension of $B_\nu$ (considered initially on $C^2_c(\mathbb{R}_+)$) expressible in terms of the (modified) Hankel transform, but in a different way from $B_\nu^{\text{cls}}$ if $\nu \neq 0$. This was established only recently [22]. We call this new self-adjoint operator $B_\nu^{\text{exo}}$ (from exotic), and refer to the corresponding transform as exotic (modified) Hankel transform. See [22, Section 4] for details. Note that for $\nu \leq -1$ the measure $\eta_\nu$ is not even locally finite: there are balls in $(\mathbb{R}_+, | \cdot |, d\eta_\nu)$ of arbitrarily small radii and infinite measure. Hence the situation does not fall under classical theories/setups, like e.g. Calderón-Zygmund operator theory on spaces of homogeneous/non-homogeneous type. According to our best knowledge, harmonic analysis aspects of the exotic Bessel context were studied so far only in [22] and in the very recent paper [16].
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The aim of this article is to study in detail mapping properties of several fundamental harmonic analysis operators in the exotic Bessel framework. For the exotic Bessel semigroup maximal operator and Riesz transforms associated with the exotic Bessel operator we obtain a complete characterization of power-weighted $L^p$, weak type and restricted weak type inequalities, see Theorem 3.2 and Theorems 4.2 and 4.3 respectively. A similar result is concluded for the Bessel-Poisson semigroup maximal operator as well, see Proposition 3.6. Another operator we consider is the vertical $g$-function based on the exotic Bessel semigroup. In this case we characterize power-weighted $L^p$ and restricted weak type inequalities, and get almost sharp description of power-weighted weak type inequalities, see Theorem 5.2. We also treat fractional integrals, viz. Riesz potential operators, related to the exotic Bessel operator. For these operators, we derive a complete characterization of two-weight $L^p - L^q$ inequalities with power weights involved, see Theorem 6.2. Let us emphasize that sharpness is an important aspect of all these results. Likewise, it is an important ingredient of our motivation, since sharp description of basic mapping properties enables deep insight into the nature of the operators in question.

Inspiration for this research comes mainly from the paper [9], and also from [24], where analogous results were obtained in the classical Bessel setting. In fact, here we make use of the results, analysis and methods applied there. But we also go further, with some new analysis. The latter pertains the most to the exotic Riesz-Bessel transforms. For these operators even the very definition is not straightforward. Moreover, there is no handy relation between the classical and exotic Riesz transforms, in contrast with the other operators considered. Roughly speaking, this is due to the spatial variable differentiation entering the definitions of the Riesz transforms. For the same reason, there is no coincidence (or rather a discontinuity occurs) with the classical Riesz-Bessel transforms as the exotic parameter $\nu$ tends to 0 (note that $B^{\text{cls}}_\nu = B^{\text{exo}}_\nu$ for $\nu = 0$). This phenomenon is, perhaps, a bit unexpected and makes a difference from the other operators investigated.

In this work we consider only the one-dimensional situation and put emphasis on sharpness and completeness of the results. Nevertheless, there exists a wider background of our setup. First of all, one can construct a general multi-dimensional (exotic) Bessel framework in a natural way, simply by taking tensor products of the one-dimensional situations related to $B^{\text{cls}}_\nu$ and $B^{\text{exo}}_\nu$, cf. [22]. In this way, some coordinates (axes) may be classical and some exotic. Also, there is a Dunkl theory generalization of the exotic Bessel concept, see [2]. Similar exotic situations naturally emerge in settings associated with classical orthogonal expansions, see [22]. In each case, the underlying philosophy and basic demand are the same: to admit all values of the associated parameters in the initial pair [differential or difference-differential ‘Laplacian’, the associated measure] and subsequent analysis.

It is worth mentioning that there is a probabilistic interpretation of the exotic Bessel setting. The semigroup generated by $B^{\text{cls}}_\nu$, $\nu > -1$, is the transition semigroup of the Bessel diffusion process $X^\nu_{2t}$, which is well known in the literature. The semigroup generated by $B^{\text{exo}}_\nu$, $\nu < 0$, is also a transition semigroup of another Bessel process $\widetilde{X}^\nu_{2t}$, which in the overlapping range $-1 < \nu < 0$ is different from $X^\nu_{2t}$. The two processes are dual to each other in a certain sense, moreover $\widetilde{X}^\nu$ is Doob’s $h$-transform of $X^\nu$ with $h(x) = x^{-2\nu}$. For all this and further facts on Bessel processes see e.g. [10] p. 33–35, 71–76, 133–134] and [26, Chapter XI].

Structure of the paper. Below, still in this section, we comment on the notation used in the paper and recall basic terminology needed. Section 2 constitutes a technical preparation needed later on. In particular, it invokes a number of auxiliary ‘special’ operators and summarizes their fundamental mapping properties. In Section 3 the exotic Bessel semigroup maximal operator is studied, whereas in Section 4 Riesz transforms in the exotic Bessel framework are defined and
in \([17, 20, 25, 27]\). An important object in our study is the modified Bessel function \(I_\mu\) of order \(\mu\), which in this paper is always considered as a function on \(\mathbb{R}_+\), and the order is always assumed to satisfy \(\mu > -1\).

The function \(I_\mu(w)\) is strictly positive and smooth for \(w > 0\). It has the series expansion

\[
I_\mu(w) = \sum_{n=0}^{\infty} \frac{(w/2)^{2n+\mu}}{\Gamma(n+1)\Gamma(n+\mu+1)}.
\]
from which it is easily seen that
\[ w^{-\mu} I_\mu(w) \big|_{w=0^+} := \lim_{w \to 0^+} w^{-\mu} I_\mu(w) = \frac{1}{2\mu \Gamma(\mu + 1)}. \]

Also, it follows that for small \( w \)
\[ I_\mu(w) = \frac{1}{2\mu \Gamma(\mu + 1)} w^\mu + O(w^{\mu+2}). \]

On the other hand, the large argument asymptotic is
\[ I_\mu(w) = e^w \left( \frac{1}{\sqrt{2\pi w}} + O\left(\frac{1}{w^{3/2}}\right) \right). \]

Thus, in particular, for any fixed \( A > 0 \)
\[ I_\mu(w) \simeq w^\mu, \quad w \in (0, A] \quad \text{and} \quad I_\mu(w) \simeq w^{-1/2} e^w, \quad w \in [A, \infty). \]

The differentiation rule for \( I_\mu \) is
\[ \frac{d}{dw} (w^{-\mu} I_\mu(w)) = z^{-\mu} I_{\mu+1}(w). \]

Another fundamental formula is the order recurrence relation
\[ \frac{2\mu}{w} I_\mu(w) = I_{\mu-1}(w) - I_{\mu+1}(w), \quad \mu > 0. \]

Finally, note that only for odd half-integer orders \( I_\mu \) can be expressed directly via elementary functions. In particular,
\[ I_{-1/2}(w) = \sqrt{\frac{2}{\pi w}} \cosh w, \quad I_{1/2}(w) = \sqrt{\frac{2}{\pi w}} \sinh w. \]

2.2. Hardy type operators. For a parameter \( \xi \in \mathbb{R} \), consider the following Hardy type operator and its dual:
\[ H_0^\xi f(x) = x^{-\xi-1} \int_0^x f(y) y^{\xi} \, dy, \quad x > 0, \]
\[ H_\infty^\xi f(x) = x^\xi \int_x^{\infty} f(y) y^{-\xi-1} \, dy, \quad x > 0. \]

Mapping properties of \( H_0^\xi \) and \( H_\infty^\xi \) are essential for our developments. The next two lemmas give characterizations of power-weighted strong, weak and restricted weak type boundedness of \( H_0^\xi \) and \( H_\infty^\xi \). Weaker statements, providing only sufficiency parts in restricted ranges of \( \xi \), can be found, e.g., in [9][12][14]. Nonetheless, crucial parts of Lemmas 2.1 and 2.2 are rather straightforward consequences of results found in [1], see also references given there.

**Lemma 2.1.** Let \( \xi, \delta \in \mathbb{R} \) and \( 1 \leq p < \infty \). Consider \( H_0^\xi \) on the measure space \((\mathbb{R}_+, x^\delta \, dx)\). Then
\[ \text{(a) } H_0^\xi \text{ is of strong type } (p, p) \text{ if and only if } \delta < (\xi + 1)p - 1; \]
\[ \text{(b) } H_0^\xi \text{ is of weak type } (p, p) \text{ if and only if } \delta < (\xi + 1)p - 1, \text{ with the inequality weakened in case } p = 1 \text{ and } \xi \neq -1; \]
\[ \text{(c) } H_0^\xi \text{ is of restricted weak type } (p, p) \text{ if and only if } \delta \leq (\xi + 1)p - 1, \text{ with the inequality restricted in case } \xi = -1. \]

Moreover, \( H_0^\xi \) is of strong type \((\infty, \infty)\) if and only if \( \xi > -1 \).

**Lemma 2.2.** Let \( \xi, \delta \in \mathbb{R} \) and \( 1 \leq p < \infty \). Consider \( H_\infty^\xi \) on the measure space \((\mathbb{R}_+, x^\delta \, dx)\). Then
(a) $H^\xi_\infty$ is of strong type $(p,p)$ if and only if $-\xi p - 1 < \delta$;
(b) $H^\xi_\infty$ is of weak type $(p,p)$ if and only if $-\xi p - 1 < \delta$, with the inequality weakened in case $p = 1$ and $\xi \neq 0$;
(c) $H^\xi_\infty$ is of restricted weak type $(p,p)$ if and only if $-\xi p - 1 \leq \delta$, with the inequality strictened in case $\xi = 0$.

Moreover, $H^\xi_\infty$ is of strong type $(\infty, \infty)$ if and only if $\xi > 0$.

For the sake of brevity, in the proofs of Lemmas 2.1 and 2.2 we shall tacitly use some notation and terminology from [1], like e.g. operators $P_\xi$ and $Q_\xi$.

**Proof of Lemma 2.1.** Item (a) follows from [1, Theorem A]. Indeed, it suffices to notice that $H^\xi_0$ is of strong type $(p,p)$ with respect to $(\mathbb{R}_+, x^\delta dx)$ if and only if $(x^{-(\xi+1)p+\delta}, x^{-\xi p+\delta})$ is a strong type $(p,p)$ weight pair for $P_0$.

Item (b) is a consequence of [1, Theorems 1,2]. To see this, observe that $H^\xi_0$ is of weak type $(p,p)$ with respect to $(\mathbb{R}_+, x^\delta dx)$ if and only if $(x^\delta, x^{-\xi p+\delta})$ is a weak type $(p,p)$ weight pair for $P_{\xi+1}$.

Concerning item (c), necessity of the condition is shown by a simple counterexample. Let $f = \chi_{(1,2)}$. Clearly, $f \in L^p(x^\delta dx)$ for any $\delta \in \mathbb{R}$. On the other hand, $H^\xi_0 f(x) \simeq x^{-\xi-1}$ for large $x$, which implies that $H^\xi_0 f$ does not belong to weak $L^p(x^\delta dx)$ unless $\delta \leq (\xi + 1)p - 1$ ($<\in$ case $\xi = -1$). It remains to check that $H^\xi_0$ is of restricted weak type $(p,p)$ with respect to $(\mathbb{R}_+, x^\delta dx)$ for $\delta = (\xi + 1)p - 1$, $\xi \neq -1$, $p > 1$. This can be done by means of Hölder’s inequality in Lorentz spaces. Indeed, we have

$$|H^\xi_0 f(x)| \leq x^{-\xi-1} \int_{0}^{\infty} |f(y)|y^{\xi} dy \leq x^{-\xi-1} \|x^{\xi-\delta}\|_{L^{p^{\prime}, \infty}(x^{\delta} dx)} \|f\|_{L^{p,1}(x^{\delta} dx)}$$

and, consequently,

$$\|H^\xi_0 f\|_{L^{p, \infty}(x^{\delta} dx)} \leq \|x^{-\xi-1}\|_{L^{p, \infty}(x^{\delta} dx)} \|x^{\xi-\delta}\|_{L^{p^{\prime}, \infty}(x^{\delta} dx)} \|f\|_{L^{p,1}(x^{\delta} dx)}.$$  

Since $x^{-\xi-1} \in L^{p, \infty}(x^{\delta} dx)$ and $x^{\xi-\delta} \in L^{p^{\prime}, \infty}(x^{\delta} dx)$, we get the desired boundedness.

Finally, the assertion about strong type $(\infty, \infty)$ is easily verified directly. ☐

**Proof of Lemma 2.2.** The reasoning is parallel to that from the proof of Lemma 2.1. Item (a) is deduced from [1, Theorem B], since $H^\xi_\infty$ is of strong type $(p,p)$ with respect to $(\mathbb{R}_+, x^\delta dx)$ if and only if $(x^{\xi p+\delta}, x^{(\xi+1)p+\delta})$ is a strong type $(p,p)$ weight pair for $Q_0$. Likewise, item (b) follows from [1, Theorems 4,5], taking into account that $H^\xi_\infty$ is of weak type $(p,p)$ with respect to $(\mathbb{R}_+, x^\delta dx)$ if and only if $(x^\delta, x^{(\xi+1)p+\delta})$ is a weak type $(p,p)$ weight pair for $Q_{-\xi}$.

Necessity in (c) follows from the same counterexample as before, $f = \chi_{(1,2)} \in L^p(x^\delta dx)$. Then $H^\xi_\infty f(x) \simeq x^\xi$ for small $x > 0$, consequently $H^\xi_\infty f$ is not in weak $L^p(x^\delta dx)$ unless $\delta \geq -\xi p - 1$ ($>\in$ case $\xi = 0$). Sufficiency in (c) reduces to checking that $H^\xi_\infty$ is of restricted weak type $(p,p)$ with respect to $(\mathbb{R}_+, x^\delta dx)$ for $\delta = -\xi p - 1$, $\xi \neq 0$, $p > 1$, and this is obtained by Hölder’s inequality in Lorentz spaces, similarly as in the proof of Lemma 2.1.

The assertion about strong type $(\infty, \infty)$ is again easily verified directly. ☐

We will also need variants of $H^\xi_0$ and $H^{-1}_\infty$ involving logarithms. Define

$$H^1_0 \log f(x) = \frac{1}{x^2} \int_{0}^{x} \frac{1}{y} \log \frac{x}{y} f(y) y \, dy, \quad x > 0,$$

$$H^{-1}_\infty \log f(x) = \frac{1}{x} \int_{x}^{\infty} \frac{1}{y} \log \frac{y}{x} f(y) \, dy, \quad x > 0.$$

**Lemma 2.3.** Let $\delta \in \mathbb{R}$ and $1 \leq p < \infty$.  

---
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(a) For $\delta < 2p - 1$, $H^{1, \log}_0$ is bounded on $L^p(\mathbb{R}_+, x^\delta \, dx)$. For $\delta \geq 2p - 1$ it is not of restricted weak type $(p, p)$ with respect to $(\mathbb{R}_+, x^\delta \, dx)$.

(b) For $\delta > p - 1$, $H^{1, \log}_\infty$ is bounded on $L^p(\mathbb{R}_+, x^\delta \, dx)$. For $\delta \leq p - 1$ it is not of restricted weak type $(p, p)$ with respect to $(\mathbb{R}_+, x^\delta \, dx)$.

**Proof.** Boundedness on $L^p$ as stated in (a) and (b) follows from Lemmas 2.1 and 2.2 since $H^{1, \log}_0$ is controlled by $H_0^{1-\varepsilon}$ for any fixed $\varepsilon > 0$ and, similarly, $H^{1, \log}_\infty$ is controlled by $H_\infty^{1-\varepsilon}$.

To disprove the restricted weak type we will give counterexamples. We shall show that the weak type $(p, p)$ inequality fails either for $f_1 = \chi_{(1/2, 1)}$ or for $f_2 = \chi_{(1, 2)}$ (actually, here the only reason for taking two different functions is simplicity of estimates that follow). Clearly, $f_1, f_2 \in L^p(x^\delta \, dx)$ for any $\delta$.

We have

$$H^{1, \log}_0 f_1(x) = \frac{1}{x^2} \int_{1/2}^1 \log \frac{x}{y} \, dy \gtrless \frac{\log x}{x^2}, \quad x > 2,$$

but the function $x \mapsto \chi_{(2, \infty)}(x) x^{-2} \log x$ does not belong to weak $L^p(x^\delta \, dx)$ when $\delta \geq 2p - 1$. Indeed, for sufficiently small $\lambda > 0$

$$\lambda^p \int_{\{y > 2, y^{-2} \log y > \lambda\}} x^\delta \, dx \gtrsim \lambda^p \int_{2}^{\log^{1/2} \sqrt{\lambda}} x^\delta \, dx \simeq \lambda^{p-1/2} \left( \log \frac{x}{\lambda} \right)^{(\delta+1)/2},$$

and the last quantity is unbounded in $\lambda \to 0^+$ if $\delta \geq 2p - 1$. In the above we used the fact that asymptotically, as $\lambda \to 0^+$, the solution of $y^{-2} \log y = \lambda$ is $\frac{1}{\sqrt{\lambda}} \log^{1/2} \frac{1}{\sqrt{\lambda}}$.

For $H^{1, \log}_\infty$ we write

$$H^{-1, \log}_\infty f_2(x) = \frac{1}{x} \int_{1}^{2} \log \frac{y}{x} \, dy \gtrsim \frac{1}{x} \log \frac{1}{x}, \quad 0 < x < 1,$$

and the function $x \mapsto \chi_{(0, 1)}(x) \frac{1}{x} \log \frac{1}{x}$ is not in weak $L^p(x^\delta \, dx)$ when $\delta \leq p - 1$. Indeed, for sufficiently large $\lambda$ one has

$$\lambda^p \int_{\{y \in (0, 1); y^{-1} \log y > \lambda\}} x^\delta \, dx \gtrsim \lambda^p \int_{0}^{\log \lambda} x^{\delta-1} \log x \, dx \simeq \begin{cases} \lambda^{p-1} \log^{\delta+1} x, & \delta > -1, \\ \infty, & \delta \leq -1, \end{cases}$$

and the last quantity is either infinite or unbounded in $\lambda \to \infty$ if $\delta \leq p - 1$.

The conclusion follows. \hfill \qed

Given $b > 0$, consider the following modifications of $H^\xi_0$ and $H^\xi_\infty$:

$$H_0^{\xi, b} f(x) = x^{-\xi-1} \int_{0}^{\frac{x}{b}} f(y) y^\xi \, dy, \quad x > 0,$$

$$H_\infty^{\xi, b} f(x) = x^{\xi} \int_{0}^{\infty} f(y) y^{-\xi-1} \, dy, \quad x > 0.$$

Logarithmic analogues $H_0^{1, \log, b}$ and $H_\infty^{-1, \log, b}$ are defined similarly. The $b$-parametrized operators have the same mapping properties as their prototypes, see Lemmas 2.1, 2.2 and 2.3. Furthermore, as the next result shows, they always differ from the prototypes by $L^p$-bounded operators.

**Proposition 2.4.** Let $\xi, \delta \in \mathbb{R}$ and $1 \leq p \leq \infty$. Assume that $b > 0$ is fixed. Then the operators

$$H^{\xi}_0 - H^{\xi}_0, \quad H^{\xi}_\infty - H^{\xi}_\infty, \quad H^{1, \log}_0 - H^{1, \log}_0, \quad H^{-1, \log}_\infty - H^{-1, \log}_\infty$$

are bounded on $L^p(\mathbb{R}_+, x^\delta \, dx)$.

**Proof.** See the arguments proving Lemma 2.7 below, cf. [9, p. 125–126]. \hfill \qed
Lemma 2.7. Let \( \delta \) be fixed. Changing slightly the definitions of \( \mathcal{H}_{\nu, \text{loc}} \), \( N \) and \( N^{\log} \) so that the integrations are over \( (x/b, bx) \), and the definition of \( T^{\xi}_\psi \) so that the integration is from \( x/b \) or \( bx \) to \( \infty \), does not affect the statements of Lemmas 2.5, 2.6 and 2.7.
2.4. Boundedness transference principle. Let $E \subset \mathbb{R}$ (think $E = (-1, \infty)$). Assume that \( \{K^\nu : \nu \in E\} \) is a family of operators acting on functions on $\mathbb{R}_+$. Consider an associated family \( \{\tilde{K}^\nu : \nu \in -E\} \) given by
\[
\tilde{K}^\nu f(x) = x^{-2\nu}K^{-\nu}(y^{2\nu}f)(x).
\]
Observe that for each $\nu \in E$ the following equivalence holds: $K^\nu$ is an integral operator related to the measure space $(\mathbb{R}_+, d\eta_\nu)$, i.e. it represents as
\[
K^\nu f(x) = \int_0^\infty K^\nu(x,y)f(y)\,d\eta_\nu(y),
\]
if and only if $\tilde{K}^{-\nu}$ is an integral operator related to the measure space $(\mathbb{R}_+, d\eta_{-\nu})$ with the corresponding integral kernel
\[
\tilde{K}^{-\nu}(x,y) = (xy)^{2\nu}K^\nu(x,y).
\]
This remains true for principal value integral representations.

The result below describes the relation between two-weight $L^p - L^q$ boundedness of $K^\nu$ and $\tilde{K}^{-\nu}$. The proof is straightforward and thus omitted.

Proposition 2.9. Let $1 \leq p, q \leq \infty$ and $U, V$ be (power) weights on $\mathbb{R}_+$. Fix an arbitrary $\nu \in -E$.

(i) $K^\nu$ is well defined on $L^p(\mathbb{R}_+, U^p d\eta_\nu)$ if and only if $K^{-\nu}$ is well defined on $L^p(\mathbb{R}_+, (x^{2(p/2-1)}U)^p d\eta_{-\nu})$.

(ii) $K^\nu$ is bounded from $L^p(\mathbb{R}_+, U^p d\eta_\nu)$ to $L^q(\mathbb{R}_+, V^q d\eta_\nu)$ if and only if $K^{-\nu}$ is bounded from $L^p(\mathbb{R}_+, (x^{2(p/2-1)}U)^p d\eta_{-\nu})$ to $L^q(\mathbb{R}_+, (x^{2(q/2-1)}V)^q d\eta_{-\nu})$.

No analogous relations are true in general for weak type or restricted weak type boundedness.

3. Bessel semigroup maximal operator

In this section we study the Bessel semigroup maximal operator in the exotic case. It is well known that the integral kernel (with respect to $d\eta_\nu$) of $\{\exp(-tB^\nu_{\text{cls}})\}$ is
\[
W^\nu_t(x,y) = \frac{1}{2t}(xy)^{-\nu}e^{-(x^2+y^2)/4t}I_1^\nu\left(\frac{xy}{2t}\right), \quad t, x, y > 0,
\]
and here $\nu > -1$ is in the classical range. The integral kernel of $\{\exp(-tB^\nu_{\text{exo}})\}$, still with respect to $d\eta_\nu$, is (see [22, Section 4])
\[
\tilde{W}^\nu_t(x,y) = (xy)^{-2\nu}W^{-\nu}_t(x,y), \quad t, x, y > 0.
\]
Here $\nu < 1$ is in the exotic range. Recall that for $\nu = 0$ the classical and exotic settings coincide.

Denote
\[
W^\nu_t f(x) = \int_0^\infty W^\nu_t(x,y)f(y)\,d\eta_\nu(y), \quad \tilde{W}^\nu_t f(x) = \int_0^\infty \tilde{W}^\nu_t(x,y)f(y)\,d\eta_\nu(y), \quad t, x > 0,
\]
and observe that
\[
\tilde{W}^\nu_t f(x) = x^{-2\nu}W^{-\nu}_t(y^{2\nu}f)(x), \quad t, x > 0, \quad 0 \neq \nu < 1.
\]
We consider the corresponding maximal operators
\[
W^\nu_* f(x) = \sup_{t > 0} |W^\nu_t f(x)|, \quad \tilde{W}^\nu_* f(x) = \sup_{t > 0} |\tilde{W}^\nu_t f(x)|, \quad x > 0,
\]
on their natural domains, the first one for $\nu > -1$, the second one for $\nu < 1$.

In [9] Theorem 2.1 the following mapping properties of $W^\nu_*$ were characterized: strong type, weak type and restricted weak type $(p, p)$, $1 \leq p < \infty$, with respect to the measure space $(\mathbb{R}_+, x^q dx)$.
Theorem 3.1 ([9]). Let $\nu > -1$, $1 \leq p < \infty$, $\delta \in \mathbb{R}$. Then the maximal operator $W_\nu^*$, considered on the measure space $(\mathbb{R}_+, x^\delta \, dx)$, has the following mapping properties:

(a) $W_\nu^*$ is of strong type $(p, p)$ if and only if $p > 1$ and $-1 < \delta < (2\nu + 2)p - 1$;

(b) $W_\nu^*$ is of weak type $(p, p)$ if and only if $-1 < \delta < (2\nu + 2)p - 1$, with the second inequality weakened in case $p = 1$;

(c) $W_\nu^*$ is of restricted weak type $(p, p)$ if and only if $-1 < \delta \leq (2\nu + 2)p - 1$.

Moreover, $W_\nu^*$ is of strong type $(\infty, \infty)$.

We will prove an analogous characterization in the exotic case, see Figure 1 below.

Theorem 3.2. Let $0 \neq \nu < 1$, $1 \leq p < \infty$, $\delta \in \mathbb{R}$. Then the maximal operator $\tilde{W}_\nu^*$, considered on the measure space $(\mathbb{R}_+, x^\delta \, dx)$, has the following mapping properties:

(a) $\tilde{W}_\nu^*$ is of strong type $(p, p)$ if and only if $p > 1$ and $2\nu p - 1 < \delta < 2p - 1$;

(b) $\tilde{W}_\nu^*$ is of weak type $(p, p)$ if and only if $2\nu p - 1 \leq \delta < 2p - 1$, with the second inequality weakened in case $p = 1$;

(c) $\tilde{W}_\nu^*$ is of restricted weak type $(p, p)$ if and only if $2\nu p - 1 \leq \delta \leq 2p - 1$.

Moreover, $\tilde{W}_\nu^*$ is of strong type $(\infty, \infty)$ if and only if $\nu < 0$.

Choosing $\delta = 2\nu + 1$, so that $x^\delta \, dx = d\eta_{\nu}$ is the natural weight, we see that for $\nu \leq 0$ the operator $\tilde{W}_\nu^*$ behaves in a standard way, i.e. it is strong type $(p, p)$ for $p > 1$ and of weak type $(1, 1)$, actually, this was proved already in [22], even in a multi-dimensional situation. The same standard behavior is shared by $W_\nu^*$ for the full classical range of the parameter $\nu > -1$.

However, when the exotic range is $\nu \in (0, 1)$ the operator $\tilde{W}_\nu^*$ is strong type $(p, p)$ if and only if $\nu + 1 < p < 1 + 1/\nu$, with restricted weak type $(p, p)$ and weak type $(p, p)$ at the endpoints, respectively. This is an instance of the so-called pencil phenomenon, see e.g. [18],[21].

The power weights admitted in Theorem 3.1 are exactly power $A_p$ weights associated with the space of homogeneous type $(\mathbb{R}_+, | \cdot |, d\eta_{\nu})$. But this is no longer true in the context of Theorem 3.2. Moreover, when $\nu \leq -1$ the $A_p$ class in this context is not even defined.

The proof of Theorem 3.2 relies on a standard strategy used in [9] and other papers. Sufficiency of the conditions will be obtained by establishing a control of $\tilde{W}_\nu^*$ in terms of several special operators whose mapping properties are known, see Section 2. Necessity will be shown by constructing suitable counterexamples.

Proof of Theorem 3.2: sufficiency part. Recall that $0 \neq \nu < 1$. We shall use the following estimate of $\tilde{W}_\nu^*(x, y)$, which is a consequence of the basic Bessel function asymptotics [9]. It can also be deduced from [9] and [9] Lemma 3.1. For each $\nu < 1$, there exists $c > 0$ such that

$$
\tilde{W}_\nu^*(x, y) \lesssim \begin{cases} x^{-2}y^{-2\nu}, & y \leq x/2, \\
(xy)^{-\nu - 1} + t^{-1/2}(xy)^{-\nu - 1/2}e(x-y)^2/4t, & x/2 < y < 2x, \\
x^{-2\nu}y^{-2}(y^2/t)^{-\nu - 1}e^{-cy^2/t}, & 2x \leq y,
\end{cases}
$$

uniformly in $t, x, y > 0$. Consequently, $\tilde{W}_\nu^*$ can be controlled by our special operators (see Sections 2.2 and 2.3), namely

$$
\tilde{W}_\nu^* f(x) \lesssim H_0^1 |f|(x) + M_{loc}^2 f(x) + T_{\psi}^{-2\nu} |f|(x),
$$

with $\psi(t, y) = (y^2/t)^{-\nu - 1}e^{-o y^2/t}$.

Appealing now to Lemmas 2.1, 2.3 and 2.6 we conclude the following mapping properties of the operator $\tilde{W}_\nu^*$, considered on the measure space $(\mathbb{R}_+, x^\delta \, dx)$. For $1 < p < \infty$, $\tilde{W}_\nu^*$ is of strong type $(p, p)$ if $2\nu p - 1 < \delta < 2p - 1$. Moreover, $\tilde{W}_\nu^*$ is of strong type $(\infty, \infty)$ if $\nu < 0$. When
$1 < p < \infty$ and $2\nu p - 1 \leq \delta < 2p - 1$, $\tilde{W}_\nu^*$ is weak type $(p,p)$. If $2\nu - 1 \leq \delta \leq 1$, then $\tilde{W}_\nu^*$ is of weak type $(1,1)$. Finally, if $1 < p < \infty$ and $2\nu p - 1 \leq \delta \leq 2p - 1$, then $\tilde{W}_\nu^*$ is of restricted weak type $(p,p)$. Altogether, this gives the sufficiency part in Theorem 3.2. □

Proof of Theorem 3.2 necessity part. We will construct suitable counterexamples to prove the following statements (as before, we assume $0 \neq \nu < 1$ and $1 \leq p < \infty$; the underlying space is always $(\mathbb{R}_+, x^\delta dx)$).
(A) If \( \tilde{W}^\nu \) is of restricted weak type \((p,p)\) then \(2\nu p - 1 \leq \delta \leq 2p - 1\).

(B) \( \tilde{W}^\nu \) is not of weak type \((p,p)\) when \(p > 1\) and \(\delta = 2p - 1\).

(C) \( \tilde{W}^\nu \) is not of strong type \((1,1)\) if \(2\nu - 1 \leq \delta \leq 1\).

(D) \( \tilde{W}^\nu \) is not of strong type \((p,p)\) when \(p > 1\) and \(\delta = 2\nu p - 1\).

(E) \( \tilde{W}^\nu \) is not of strong type \((\infty, \infty)\) when \(\nu > 0\).

To this end, we always consider \( f \geq 0 \). Note that (A)–(E) altogether give the desired conclusion.

We begin with proving (A). First, observe that the standard asymptotics \((5)\) for the Bessel function lead to the following lower bounds for the kernel:

\[
\tilde{W}^\nu_t(x,y) \gtrsim t^{\nu-1} (xy)^{-2\nu} e^{-(x^2+y^2)/4t}, \quad xy < t,
\]

\[
\tilde{W}^\nu_t(x,y) \gtrsim t^{-1/2} (xy)^{-\nu-1/2} e^{-(x-y)^2/4t}, \quad xy > t.
\]

Consequently, we get the lower bounds

\[
\tilde{W}^\nu_t f(x) \gtrsim t^{\nu-1} x^{-2\nu} \int_0^t ye^{-(x^2+y^2)/4t} f(y) dy, \quad t, x > 0,
\]

\[
\tilde{W}^\nu_t f(x) \gtrsim t^{-1/2} x^{-\nu-1/2} \int_t^\infty y^{\nu+1/2} e^{-(x-y)^2/4t} f(y) dy, \quad t, x > 0.
\]

Taking \( t = x^2 \) in \((11)\) we infer that

\[
\tilde{W}^\nu_x f(x) \gtrsim x^{-2} \int_0^x y f(y) dy, \quad x > 0.
\]

Consider now the specific \( f = \chi_{(1,2)} \). The above implies

\[
\tilde{W}^\nu_x f(x) \gtrsim x^{-2}, \quad x > 2.
\]

Therefore, if \( \tilde{W}^\nu \) satisfies the restricted weak type \((p,p)\) inequality, then

\[
\lambda^p \int_{\{y > 2, y^{-2} > \lambda\}} x^\delta \, dy \lesssim 1, \quad \lambda > 0.
\]

Taking into account \( \lambda > 0 \) small, this implies that the function \( \lambda \mapsto \lambda^{-(\delta+1)/2+p} \) is bounded in a neighborhood of \( 0 \), hence necessarily \( -(\delta + 1)/2 + p \geq 0 \), i.e. \( \delta \leq 2p - 1 \). This gives the upper bound for \( \delta \) in (A).

On the other hand, taking \( t = 2 \) in \((11)\) we get

\[
\tilde{W}^\nu_x f(x) \gtrsim x^{-2\nu} \int_0^{x^2} y f(y) dy, \quad 0 < x < 1.
\]

Thus, with \( f = \chi_{(1,2)} \) chosen as before,

\[
\tilde{W}^\nu_x f(x) \gtrsim x^{-2\nu}, \quad 0 < x < 1.
\]

The restricted weak type \((p,p)\) inequality for \( \tilde{W}^\nu \) then implies

\[
\lambda^p \int_{\{0 < y < 1, y^{-2\nu} > \lambda\}} x^\delta \, dx \lesssim 1, \quad \lambda > 0.
\]

If \( \nu < 0 \) and \( \delta < -1 \) (note that in this case \( 2\nu p - 1 < -1 \)), and \( \lambda > 0 \) is small, this leads to

\[
\lambda^p \int_{\lambda^{-1/2\nu}}^1 x^\delta \, dx \simeq \lambda^{-(\delta+1)/2\nu+p} \lesssim 1.
\]
Letting $\lambda \to 0^+$, we conclude that $-(\delta + 1)/2\nu + p \geq 0$, i.e. $2\nu p - 1 \leq \delta$. If $\nu > 0$ (in this case $2\nu p - 1 > -1$), for $\lambda$ large (16) implies
$$1 \geq \lambda^p \int_0^{\lambda^{1/2\nu}} x^\delta\, dx \simeq \begin{cases} \lambda^{-\delta - 1/2\nu + p}, & \delta > -1, \\ \infty, & \delta \leq -1. \end{cases}$$

Letting $\lambda \to \infty$, we obtain $-(\delta + 1)/2\nu + p \leq 0$, i.e. $2\nu p - 1 \leq \delta$. The lower bound for $\delta$ in (A) follows.\footnote{The corresponding counterexample in the proof of [9, Theorem 2.1] is wrong, since the second bound on $p$. 114, line 6 there does not hold because of the exponential factor. Fortunately, the problem can easily be fixed by using the bound $W^p_\nu f(x,y) \geq 1, x,y \in (0,2)$, and as a consequence $W^p_\nu f(x) \geq 1, x \in (0,1)$, with $f = \chi_{(1,2)}$. The correct counterexample was pointed out by J.J. Betancor.}

Observe also that (15) readily implies (E). Moreover, it implies (D) as well, since the necessary condition for the function $x \mapsto \chi_{(0,1)}(x)x^{-2\nu}$ to be in $L^p(x^\delta\, dx)$ is $\delta > 2\nu p - 1$.

Next we show (B). Let $\delta = 2p - 1$ for some $1 < p < \infty$. Suppose on the contrary that $W^\nu_\nu$ is weak type $(p,p)$ with respect to $(\mathbb{R}^+, x^\delta\, dx)$. It is straightforward to check that the function $x \mapsto \chi_{(0,1)}(x)x^{1-\delta}$ is not in $L^p(x^\delta\, dx)$, hence it does not define a bounded functional on $L^p(x^\delta\, dx)$ via the standard pairing. Therefore, there exists a sequence of non-negative functions $f_n, n = 1, 2, \ldots,$ in $L^p(\mathbb{R}^+, x^\delta\, dx)$ such that $\|f_n\|_{L^p(x^\delta\, dx)} \leq 1$ and $\int_0^1 f_n(x)\, dx \geq n$. Further, by (13),
$$W^\nu_\nu f_n(x) \gtrsim nx^{-2}, \quad n = 1, 2, \ldots, \quad x > 1.$$Now we see that the supposed weak type $(p,p)$ estimate for $W^\nu_\nu$ implies
$$\int_{\{y: y_{n-2}\geq y > n-1\}} x^\delta\, dx \lesssim \frac{\|f_n\|^p_{L^p(x^\delta\, dx)}}{(n-1)^p} \leq \frac{1}{(n-1)^p}, \quad n \geq 2.$$Since the integral above is comparable to $n^p/(n-1)^p - 1$, this means that the sequence $n^p - (n-1)^p$ is bounded, which is a contradiction because $p > 1$.

Considering (C), we actually give a counterexample showing that $W^\nu_\nu$ is not bounded on $L^1(x^\delta\, dx)$ for any $\delta \in \mathbb{R}$. Restricting the interval of integration in (12) we get
$$W^\nu_\nu f(x) \gtrsim t^{-1/2} \int_{x/2}^{2x} e^{-(x-y)^2/4t} f(y)\, dy, \quad t < 1/2, \quad x > 1.$$From here we argue as in [9, p. 114–115]. For $0 < \epsilon < 1/2$, consider $1 < y < 1 + \epsilon$ and $1 + 2\epsilon < x < 2$. Then $x/2 < y < 2x$. Moreover, choosing $t = (x - 1)^2/2 < 1/2$ we have $(x - y)^2/4t \lesssim 1$. Taking $f_\epsilon = \chi_{(1,1+\epsilon)}$, we arrive at the bound
$$W^\nu_\nu f_\epsilon(x) \gtrsim \frac{\epsilon}{x - 1}, \quad 1 + 2\epsilon < x < 2,$$uniformly in $\epsilon$. This leads to the norm estimate
$$\|W^\nu_\nu f_\epsilon\|_{L^1(x^\delta\, dx)} \gtrsim \epsilon \int_{1+2\epsilon}^2 \frac{x^\delta\, dx}{x - 1} \simeq \epsilon \log \frac{1}{2\epsilon}.$$On the other hand, $\|f_\epsilon\|_{L^1(x^\delta\, dx)} \simeq \epsilon$. Letting $\epsilon \to 0^+$ we get the conclusion.

Proving the necessity part in Theorem 3.2 is complete.

\textbf{Remark 3.3.} Strong type results in Theorem 3.2(a) can be transferred more directly from Theorem 2.2(a) by means of Proposition 2.2. But no similar simple transference exists in case of weak and restricted weak type estimates.
Let $\tilde{P}_t^\nu$ and $\tilde{P}_s^\nu$ be the Bessel-Poisson semigroup $\{\exp(-t(B_\nu^{\text{exo}})^{1/2})\}$ analogues of $\tilde{W}_t^\nu$ and $\tilde{W}_s^\nu$, and similarly for the classical (untilded) objects. In view of (11) and the subordination principle, we have the following bounds for $\tilde{P}_t^\nu(x,y)$ and $\tilde{P}_s^\nu$.

**Proposition 3.4.** Let $\nu < 1$. Then, for any $C > 1$ fixed,

\[
\tilde{P}_t^\nu(x,y) \geq \frac{t}{t^2 + (x-y)^2}, \quad 1 < x, y < 2, \quad t \leq C,
\]

\[
\tilde{P}_t^\nu(x,y) \geq \frac{(xy)^{-2\nu}}{(1+y^2)^{\nu+3/2}}, \quad 0 < x < 1, \quad C^{-1} \leq t \leq C,
\]

\[
\tilde{P}_t^\nu(x,y) \geq \chi_{\{y < x\}} x^{-2} y^{-2\nu}, \quad x, y > 0, \quad C^{-1} x \leq t \leq C x.
\]

**Proof.** Combine (17) with [9, Proposition 6.1].

**Corollary 3.5.** Let $\nu < 1$ be fixed. Then, uniformly in $f \geq 0$,

\[
\tilde{P}_s^\nu f(x) \geq \frac{1}{x-1} \int_1^x f(y) \, dy, \quad 1 < x < 2,
\]

\[
\tilde{P}_s^\nu f(x) \geq x^{-2\nu} \int_0^x \frac{y f(y) \, dy}{(1+y^2)^{\nu+3/2}}, \quad 0 < x < 1,
\]

\[
\tilde{P}_s^\nu f(x) \geq x^{-2} \int_0^x y f(y) \, dy, \quad x > 0.
\]

It was shown in [9, Theorem 2.2] that Theorem 3.1 holds if $W_s^\nu$ is replaced by $P_s^\nu$. A similar statement is true for the exotic counterparts.

**Proposition 3.6.** Statement of Theorem 3.2 remains true if $\tilde{W}_s^\nu$ is replaced by $\tilde{P}_s^\nu$.

Indeed, the sufficiency part is then easily concluded by Theorem 3.2 and the subordination principle. The necessity part is less obvious; it follows by the estimates from Corollary 3.5 and exactly the same counterexamples as those already presented in the proof of Theorem 3.2. We leave the details to interested readers.

4. **Riesz transforms**

Recall (see e.g. [9]) that the Riesz transform associated with the classical Bessel operator $B_\nu^{\text{cls}}$ is formally defined by

\[
R_\nu = D(B_\nu^{\text{cls}})^{-1/2}, \quad \nu > -1.
\]

Here $D = \frac{d}{dx}$ is the standard derivative. Its appearance is justified by the following factorization of the Bessel differential operator:

\[
B_\nu = D_\nu^* D, \quad \text{where} \quad D_\nu^* = -x^{-2\nu-1} \frac{d}{dx} x^{2\nu+1}.
\]

Note that $D_\nu^*$ is the formal adjoint of $D$ in $L^2(d\nu)$.

However, a rigorous definition of $R_\nu$ is not a straightforward issue, see e.g. [9, Section 4]. One considers test functions $f \in C^\infty_c(\mathbb{R}_+)$ and first defines the compensated potential operator

\[
(B_\nu^{\text{cls}})^{-1/2} f(x) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left( W_t^\nu f(x) - \chi_{\{\nu \geq -1/2\}} W_t^\nu f(0) \right) \frac{dt}{\sqrt{t}}.
\]
Here $W^\nu_t f(0) = \lim_{x \to 0^+} W^\nu_t f(x)$ indeed exists for each $t > 0$. The compensating term for $\nu \leq -1/2$ is necessary since without it the integral would diverge. One shows that the function $(B^\nu_{\psi})^{1/2}$ is well defined and differentiable. Then $R_\nu$ is defined strictly by $B$.

It is known [9, Proposition 4.2] that for $f \in C^\infty_c(\mathbb{R}^+)$ the Riesz operator has a singular integral representation

$$R_\nu f(x) = \text{p.v.} \int_0^\infty R_\nu(x, y) f(y) \, dy, \quad x > 0,$$

where the kernel is given by

$$R_\nu(x, y) = \frac{1}{\sqrt{\pi}} \int_0^\infty \frac{\partial}{\partial x} W^\nu_t(x, y) \, dt, \quad x, y > 0, \quad x \neq y.$$

The Riesz transform $R_\nu$ extends uniquely to a bounded operator on $L^2(d\eta_\nu)$. This extension can be represented in terms of the (modified) Hankel transform, see [9, Section 2], and the same holds for $R_\nu^*$, the adjoint of $R_\nu$ in $L^2(d\eta_\nu)$. More precisely,

$$R_\nu f(x) = -x h_{\nu+1}(y^{-1} h_\nu(y))(x), \quad f \in L^2(d\eta_\nu),$$

$$R_\nu^* f(x) = -h_\nu(y h_{\nu+1}(z^{-1} f(z))(y))(x), \quad f \in L^2(d\eta_\nu),$$

where

$$h_\nu f(z) = \int_0^\infty f(x) \phi^\nu_z(x) \, dx, \quad z > 0, \quad \nu > -1,$$

is the modified Hankel transform, being $\phi^\nu_z(x) = (xz)^{-\nu} J_\nu(xz)$ with $J_\nu$ denoting the (oscillating) Bessel function of the first kind and order $\nu$, cf. e.g. [17, 20, 25, 27]. Note the identities

$$R_\nu^* R_\nu = R_\nu R_\nu^* = \text{Id}$$

that hold on $L^2(d\eta_\nu)$. Note also that $R_\nu^*$ admits a singular integral representation on $C^\infty_c(\mathbb{R}^+)$, the kernel being $R_\nu^*(x, y) = R_\nu(y, x)$.

Now we pass to the Riesz transform associated with the exotic Bessel operator $B^\psi_\nu$. Similarly as in the classical case, taking into account [19] we formally define

$$R_\nu = D(B^\psi_\nu)^{-1/2}, \quad \nu < 1.$$  

To make this rigorous for, say, $f \in C^\infty_c(\mathbb{R}^+)$, we define suitably the compensated potential operator $(B^\psi_\nu)^{-1/2}$. Let

$$(B^\psi_\nu)^{-1/2} f(x) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left( \tilde{W}^\nu_t f(x) - \chi_{\{\nu \geq 1/2\}} x^{-2\nu} W^\nu_t(y^{2\nu} f(y))(0) \right) \, dt.$$  

Here the compensating term $x^{-2\nu} W^\nu_t(y^{2\nu} f(y))(0)$ is needed in case $\nu \geq 1/2$ to make the integral convergent. Note that the seemingly more suitable term $\tilde{W}^\nu_t f(0) = \lim_{x \to 0^+} \tilde{W}^\nu_t f(x)$ cannot be used for this purpose.

It follows that

$$(B^\psi_\nu)^{-1/2} f(x) = x^{-2\nu} \frac{1}{\sqrt{\pi}} \int_0^\infty \left( W^\nu_t(y^{2\nu} f(y))(x) - \chi_{\{\nu \geq 1/2\}} W^\nu_t(y^{2\nu} f(y))(0) \right) \, dt.$$  

Thus $(B^\psi_\nu)^{-1/2} f$ is well defined and differentiable for $f \in C^\infty_c(\mathbb{R}^+)$, and now (20) has a rigorous meaning. Moreover, by (21),

$$\tilde{R}_\nu f(x) = x^{-2\nu} R_\nu(y^{2\nu} f(y))(x) - \frac{2\nu}{x} x^{-2\nu} (B^\psi_\nu)^{-1/2}(y^{2\nu} f(y))(x),$$  

where $(B^\psi_\nu)^{-1/2}$ is the classical compensated potential operator.
We have the singular integral representation
\[ \widetilde{R}_\nu f(x) = p.v. \int_0^\infty \widetilde{R}_\nu(x, y) f(y) \, d\eta_\nu(y), \quad x > 0, \]
valid for \( f \in C_c^\infty(\mathbb{R}_+) \), where the kernel is
\begin{equation}
\widetilde{R}_\nu(x, y) = (xy)^{-2\nu} \frac{1}{\sqrt{\pi}} \int_0^\infty \left( \frac{\partial}{\partial x} W_{t, -\nu}(x, y) - \frac{2\nu}{x} W_{t, -\nu}(x, y) + \chi_{\{t \geq 1/2\}} \frac{2\nu}{x} W_{t, -\nu}(0, y) \right) \, dt,
\end{equation}
being \( W_{t, -\nu}(0, y) = \lim_{x \to 0^+} W_{t, -\nu}(x, y) \).

Using formulas (6) and (7) one computes that, for \( \nu < 0 \),
\[ \frac{\partial}{\partial x} W_{t, -\nu}(x, y) - \frac{2\nu}{x} W_{t, -\nu}(x, y), \quad (xy)^{\nu} \exp - \frac{x^2 + y^2}{4t} \left( yI_{-\nu-1} \left( \frac{xy}{2t} \right) - xI_{-\nu} \left( \frac{xy}{2t} \right) \right) \]
This means that
\[ \widetilde{R}_\nu(x, y) = -(xy)^{-2\nu-1} R_{\nu-1}^*(y^{2\nu+1} f(y))(x), \quad \nu < 0, \]
so the corresponding operators are related in the restricted range of \( \nu \),
\[ \widetilde{R}_\nu f(x) = -x^{-2\nu-1} R_{\nu-1}^*(y^{2\nu+1} f(y))(x), \quad \nu < 0. \]

The last relation can be seen more directly on a formal level as follows. Recall that \( B_\nu = D_\nu^\nu D, R_\nu = D(D_\nu^\nu D)^{-1/2}, \) and \( R_\nu^* = D_\nu^\nu (DD_\nu^\nu D)^{-1/2} \). Denote \( V_\nu f(x) = x^{-2\nu-1} f(x) \), the inverse mapping being \( V_\nu^{-1} = V_{-\nu-1} \). Observe that \( D_\nu^\nu = -V_\nu D V_\nu^{-1} \), so \( D_{-\nu-1}^\nu = -V_{-\nu-1} D V_\nu \). Further, \( B_\nu = V_\nu (DD_\nu^\nu D)^{-1/2} \). Therefore, \( \tilde{R}_\nu = -V_\nu R_{-\nu-1}^* V_\nu^* \) and \( \tilde{R}_\nu^* = -V_\nu R_{-\nu-1}^* V_\nu \) for \( \nu < 0 \).

Similarly as \( R_\nu \), the exotic Riesz transform \( \tilde{R}_\nu \) extends uniquely to a bounded operator on \( L^2(d\eta_\nu) \). This extension is represented by means of the exotic (modified) Hankel transform (cf. [22] Section 4))
\[ \tilde{h}_\nu f(z) = \int_0^\infty f(x) \tilde{\varphi}_z^\nu(x) \, d\eta_\nu(x) = z^{-2\nu} h_{-\nu}(x^{2\nu} f)(z), \quad \nu < 1, \]
where \( \tilde{\varphi}_z^\nu(x) = (xz)^{-2\nu} \varphi_z^{-\nu}(x) \). In fact, for \( \nu < 1 \) we have
\[ \tilde{R}_\nu f(x) = -x^{-1} h_{-\nu-1}^* (y \tilde{h}_\nu f(y))(x), \quad f \in L^2(d\eta_\nu), \]
\[ \tilde{R}_\nu^* f(x) = -\tilde{h}_\nu (y^{-1} h_{-\nu-1}^* (z f(z)))(y), \quad f \in L^2(d\eta_\nu). \]

To verify this one uses, among other things, the formula \( \frac{d}{dz} \tilde{\varphi}_z^\nu(x) = -z^{-1} \tilde{\varphi}_z^{-\nu-1}(x) \), which in turn is a consequence of the Bessel function differentiation rule [10]. Note the \( L^2(d\eta_\nu) \) identities
\[ \tilde{R}_\nu^* \tilde{R}_\nu = \tilde{R}_\nu \tilde{R}_\nu^* = \text{Id}. \]

Note also that \( \tilde{R}_\nu^* \) admits a singular integral representation on \( C_c^\infty(\mathbb{R}_+) \), with the kernel \( \tilde{R}_\nu^*(x, y) = \tilde{R}_\nu(y, x) \).

In [9] Theorem 2.3] and [9] Proposition 2.4] the following characterization of mapping properties of \( R_\nu \) and \( R_\nu^* \) was obtained.

**Theorem 4.1** ([9]). Let \( \nu > -1, 1 \leq p < \infty, \delta \in \mathbb{R} \). Then the operators \( R_\nu \) and \( R_\nu^* \), considered on the measure space \( (\mathbb{R}_+, x^\delta \, dx) \), have the following mapping properties:
\begin{enumerate}
  \item[(a1)] \( R_\nu \) is of strong type \((p, p)\) if and only if \( p > 1 \) and \(-1 - \frac{1}{2} < \delta < (2\nu + 2)p - 1\);
  \item[(a2)] \( R_\nu^* \) is of strong type \((p, p)\) if and only if \( p > 1 \) and \(-1 - \frac{1}{2} < \delta < 2\nu + 3/2)p - 1\);
  \item[(b1)] \( R_\nu \) is of weak type \((p, p)\) if and only if \(-1 - \frac{1}{2} < \delta < (2\nu + 2)p - 1\), with both inequalities weakened in case \( p = 1 \).
\end{enumerate}
Moreover, provided that $p > 1$, with the second inequality weakened in case $p = 1$;
(c1) $R_\nu$ is of restricted weak type $(p, p)$ if and only if $-1 - p \leq \delta \leq (2\nu + 2)p - 1$;
(c2) $R^*_\nu$ is of restricted weak type $(p, p)$ if and only if $-1 < \delta \leq 2(\nu + 3/2)p - 1$.

Moreover,
\[ R^*_\nu R_\nu f = R_\nu R^*_\nu f = f, \quad f \in L^p(\mathbb{R}_+, x^\delta dx), \]
provided that $p > 1$ and $-1 < \delta < (2\nu + 2)p - 1$.

The main result of this section is an analogous characterization in the exotic case. It is convenient to write separate statements for $\nu < 1/2$ and $\nu \geq 1/2$, Theorems 4.2 and 4.3, respectively, since the two cases differ qualitatively. Visualizations of these results are given on Figures 2 and 3 below.

**Theorem 4.2.** Let $0 < \nu < 1/2$, $1 \leq p < \infty$, $\delta \in \mathbb{R}$. Then the exotic Riesz operators $\tilde{R}_\nu$ and $\tilde{R}^*_\nu$, considered on the measure space $(\mathbb{R}_+, x^\delta dx)$, have the following mapping properties:

(a1) $\tilde{R}_\nu$ is of strong type $(p, p)$ if and only if $p > 1$ and $(2\nu + 1)p - 1 < \delta < 2p - 1$;
(a2) $\tilde{R}^*_\nu$ is of strong type $(p, p)$ if and only if $p > 1$ and $2\nu p - 1 < \delta < p - 1$;
(b1) $\tilde{R}_\nu$ is of weak type $(p, p)$ if and only if $(2\nu + 1)p - 1 < \delta < 2p - 1$, with the second inequality weakened in case $p = 1$, and with the first inequality weakened in case $p = 1$ and $\nu \neq -1/2$;
(b2) $\tilde{R}^*_\nu$ is of weak type $(p, p)$ if and only if $2\nu p - 1 < \delta < p - 1$, with both inequalities weakened in case $p = 1$;
(c1) $\tilde{R}_\nu$ is of restricted weak type $(p, p)$ if and only if $(2\nu + 1)p - 1 \leq \delta \leq 2p - 1$, with the first inequality strictened in case $\nu = -1/2$;
(c2) $\tilde{R}^*_\nu$ is of restricted weak type $(p, p)$ if and only if $2\nu p - 1 \leq \delta \leq p - 1$.

Moreover,
\[ \tilde{R}^*_\nu \tilde{R}_\nu f = \tilde{R}_\nu \tilde{R}^*_\nu f = f, \quad f \in L^p(\mathbb{R}_+, x^\delta dx), \]
provided that $p > 1$ and $(2\nu + 1)p - 1 < \delta < p - 1$.

Observe that in Theorem 4.2, the ranges of $\delta$ shrink as $\nu \to (1/2)^-$ and become empty for $1/2 < \nu < 1$. However, this is not the case of the statement below.

**Theorem 4.3.** Let $1/2 \leq \nu < 1$, $1 \leq p < \infty$, $\delta \in \mathbb{R}$. Then the Riesz operators $\tilde{R}_\nu$ and $\tilde{R}^*_\nu$, considered on the measure space $(\mathbb{R}_+, x^\delta dx)$, have the following mapping properties:

(a1) $\tilde{R}_\nu$ is of strong type $(p, p)$ if and only if $p > 1$ and $(2\nu - 1)p - 1 < \delta < 2p - 1$;
(a2) $\tilde{R}^*_\nu$ is of strong type $(p, p)$ if and only if $p > 1$ and $2\nu p - 1 < \delta < 3p - 1$;
(b1) $\tilde{R}_\nu$ is of weak type $(p, p)$ if and only if $(2\nu - 1)p - 1 < \delta < 2p - 1$, with both inequalities weakened in case $p = 1$ and $\nu \neq 1/2$;
(b2) $\tilde{R}^*_\nu$ is of weak type $(p, p)$ if and only if $2\nu p - 1 < \delta < 3p - 1$, with the second inequality weakened in case $p = 1$, and with the first inequality weakened in case $p = 1$ and $\nu \neq 1/2$;
(c1) $\tilde{R}_\nu$ is of restricted weak type $(p, p)$ if and only if $(2\nu - 1)p - 1 \leq \delta \leq 2p - 1$, with both inequalities strictened in case $\nu = 1/2$;
(c2) $\tilde{R}^*_\nu$ is of restricted weak type $(p, p)$ if and only if $2\nu p - 1 \leq \delta \leq 3p - 1$, with both inequalities strictened in case $\nu = 1/2$.

Moreover,
\[ \tilde{R}^*_\nu \tilde{R}_\nu f = \tilde{R}_\nu \tilde{R}^*_\nu f = f, \quad f \in L^p(\mathbb{R}_+, x^\delta dx), \]
provided that $p > 1$ and $2\nu p - 1 < \delta < 2p - 1$. 
Figure 2. Visualization of Theorems 4.1 and 4.2 with the choices $\nu = -1/2$, $\nu = -3/4$, $\nu = -1/2$, $\nu = -1/4$ and $\nu = 1/4$, respectively. The gray regions correspond to $\tilde{R}_\nu$, while the dotted to $\tilde{R}_\nu^*$. Note the phase shifts occurring at $\nu = -1/2$ and $\nu = 0$ in the exotic case.
The ranges of $\delta$ in Theorem 4.3 are wider than in Theorem 4.2. This is thanks to the compensation in the definition of the potential. On the other hand, we would not be able to define the Riesz operators without that compensation for some parameters. Note that introducing the compensation also for $\nu < 1/2$ would give wider ranges in Theorem 4.2 actually the same as in Theorem 4.3. This phenomenon is absent in the classical situation, where extending the compensation in the potential operator to $\nu > 1/2$ would not affect the Riesz transforms.

Let $\delta = 2\nu + 1$, so that $x^\delta dx = d\eta_\nu$ is the natural weight. Then, in view of Theorems 4.2 and 4.3, there are always some $p$ for which $\tilde{R}_\nu$ is bounded on $L^p(d\eta_\nu)$, and the same is true about $\tilde{R}_0^*$. Moreover, when $\nu \leq -1/2$ the behavior of $\tilde{R}_\nu$ and $\tilde{R}_0^*$ is standard, both the operators are bounded on $L^p(d\eta_\nu)$, $1 < p < \infty$, and from $L^1(d\eta_\nu)$ to weak $L^1(d\eta_\nu)$. On the other hand, when $-1/2 < \nu < 1$, $\nu \neq 0$, the ranges of $p$ for $L^p(d\eta_\nu)$-boundedness are restricted. More precisely, $\tilde{R}_\nu$ is bounded on $L^p(d\eta_\nu)$ if and only if $\nu + 1 < p < 1 + \frac{1}{2\nu+1}$ in case $-1/2 < \nu < 1/2$ or $\nu + 1 < p < 1 + \frac{2}{2\nu-1}$ in case $1/2 \leq \nu < 1$. Here the lower bound $\nu + 1 < p$ is meaningful only for $\nu > 0$, and $\frac{3}{2\nu-1}$ is understood as $\infty$ for $\nu = 1/2$. Similarly, $\tilde{R}_0^*$ is bounded on $L^p(d\eta_\nu)$ if and only if $2\nu + 2 < p < 1 + \frac{1}{\max(\nu,0)}$ in case $-1/2 < \nu < 1/2$ or $\frac{2\nu+2}{3} < p < 1 + \frac{1}{\nu}$ in case
$1/2 \leq \nu < 1$. Here the upper bound $p < 1 + \frac{1}{\max(\nu,0)}$ is understood to be $\infty$ for $\nu < 0$, so it is meaningful only for $\nu > 0$.

To prove Theorems 4.2 and 4.3 we shall need several auxiliary results gathered below.

**Proposition 4.4.** The kernel $\tilde{R}_{\nu}(x,y)$ for $\nu = 1/2$ has the explicit form

$$\tilde{R}_{1/2}(x,y) = \frac{1}{\pi xy} \left( \frac{1}{y - x} - \frac{1}{y + x} - \frac{1}{x} \log \frac{y^2}{|x - y|(x + y)} \right), \quad x \neq y.$$  

**Proof.** First, we compute the integral kernel of the classical compensated potential $(B_{-1/2}^{\text{cls}})^{-1/2}$, call it $K_{-1/2}(x,y)$. We have

$$K_{-1/2}(x,y) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left( W_t^{-1/2}(x,y) - W_t^{-1/2}(0,y) \right) \frac{dt}{\sqrt{t}}.$$  

Using (8) we see that

$$W_t^{-1/2}(x,y) = \frac{1}{\sqrt{4\pi t}} \left( e^{-\frac{(x-y)^2}{4t}} + e^{-\frac{(x+y)^2}{4t}} \right)$$  

and, consequently,

$$K_{-1/2}(x,y) = \frac{1}{2\pi} \int_0^\infty \left( e^{-\frac{(x-y)^2}{4t}} + e^{-\frac{(x+y)^2}{4t}} - 2e^{-\frac{y^2}{4t}} \right) \frac{dt}{t}.$$  

The last integral can be written as a limit $\lim_{N \to \infty} \int_0^N \ldots$, and then simple changes of variables lead to

$$K_{-1/2}(x,y) = \lim_{N \to \infty} \frac{1}{2\pi} \left\{ \int_{(x-y)^2/4N}^{\infty} + \int_{(x+y)^2/4N}^{\infty} - 2\int_{y^2/4N}^{\infty} \right\} e^{-t} \frac{dt}{t}$$  

$$= \lim_{N \to \infty} \frac{1}{2\pi} \left\{ \int_{y^2/4N}^{(x+y)^2/4N} - \int_{y^2/4N}^{(x+y)^2/4N} \right\} e^{-t} \frac{dt}{t}.$$  

On the other hand, given $A > 0$ fixed,

$$\lim_{s \to 0^+} \int_s^A e^{-t} \frac{dt}{t} = \log A + \lim_{s \to 0^+} \int_s^A \frac{e^{-t} - 1}{t} dt = \log A.$$  

Combining the above formulas one gets

$$K_{-1/2}(x,y) = \frac{1}{2\pi} \left( \log \frac{y^2}{(x - y)^2} - \log \frac{(x + y)^2}{y^2} \right) = \frac{1}{\pi} \log \frac{y^2}{|x - y|(x + y)}.$$  

Next, we observe that, see (28),

$$\tilde{R}_{1/2}(x,y) = (xy)^{-1} \left( R_{-1/2}(x,y) - \frac{1}{x}K_{-1/2}(x,y) \right).$$  

This, the formula for $K_{-1/2}(x,y)$ above and the formula (see [9 (4.3)])

$$R_{-1/2}(x,y) = \frac{1}{\pi} \left( \frac{1}{y - x} - \frac{1}{y + x} \right)$$  

give the desired conclusion. \hfill $\Box$

**Proposition 4.5.** The kernel $\tilde{R}_{\nu}(x,y)$ for $\nu = 1/2$ satisfies, for $x, y > 0, x \neq y$,

$$\tilde{R}_{1/2}(x,y) = \frac{1}{\pi} \frac{(xy)^{-1}}{y - x} + O\left( \frac{1}{y^3} \left( 1 + \log \frac{xy}{(y - x)^2} \right) \right), \quad x/2 < y < 2x.$$
Moreover, in the off-diagonal region,
\[
|\tilde{R}_{1/2}(x, y)| \lesssim \begin{cases} 
  x^{-2}y^{-1} \log \frac{y}{x}, & y \leq x/2, \\
  y^{-3}, & 2x \leq y.
\end{cases}
\]

Proof. Simple analysis based on the explicit formula, see Proposition 4.4. \(\square\)

**Lemma 4.6.** Let \(0 \neq \nu < 1\) be fixed. There exist constants \(b > 1\) and \(c > 0\) such that

(a) in case \(\nu < 0\)
\[
\tilde{R}_\nu(x, y) \leq -cx^{-2}y^{-2\nu}, \quad 0 < y \leq x/b, \\
\tilde{R}_\nu(x, y) \geq cx^{-2\nu-1}y^{-1}, \quad 0 < bx \leq y;
\]

(b) in case \(0 < \nu < 1/2\)
\[
\tilde{R}_\nu(x, y) \leq -cx^{-2}y^{-2\nu}, \quad 0 < y \leq x/b, \\
\tilde{R}_\nu(x, y) \leq -cx^{-2\nu-1}y^{-1}, \quad 0 < bx \leq y;
\]

(c) in case \(\nu = 1/2\)
\[
\tilde{R}_\nu(x, y) \geq cx^{-2}y^{-1} \log \frac{y}{x}, \quad 0 < y \leq x/b, \\
\tilde{R}_\nu(x, y) \geq cy^{-3}, \quad 0 < bx \leq y.
\]

(d) in case \(1/2 < \nu < 1\)
\[
\tilde{R}_\nu(x, y) \geq cx^{-2}y^{-2\nu}, \quad 0 < y \leq x/b, \\
\tilde{R}_\nu(x, y) \geq cx^{-2\nu+1}y^{-3}, \quad 0 < bx \leq y.
\]

Proof. Recall that, see (23),
\[
\tilde{R}_\nu(x, y) = (xy)^{-2\nu}R_{-\nu}(x, y) - (xy)^{-2\nu} \frac{2\nu}{x} K_{-\nu}(x, y),
\]
where the classical compensated potential kernel is given by
\[
K_\mu(x, y) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left( W_\mu(t, y) - \chi_{\{\mu \leq -1/2\}} W_\mu(0, y) \right) \frac{dt}{\sqrt{t}}, \quad \mu > -1.
\]

From the proof of [9, Lemma 4.4] we know that† for \(\mu > -1/2\)
\[
\lim_{z \to 0+} x^{2\mu+2} R_\mu(x, y) = -\frac{2\Gamma(\mu + 3/2)}{\sqrt{\pi} \Gamma(\mu + 1)} z = \frac{y}{x},
\]
\[
\lim_{z \to 0+} x^{-1} y^{2\mu+3} R_\mu(x, y) = \frac{\Gamma(\mu + 3/2)}{\sqrt{\pi} \Gamma(\mu + 2)} z = \frac{x}{y}.
\]

We consider first \(0 \neq \nu < 1/2\), the case when no compensation in the potential occurs. Here, we will need the following identities valid for \(\mu > -1/2\),
\[
(24) \quad \lim_{z \to 0+} x^{2\mu+1} K_\mu(x, y) = \frac{\Gamma(\mu + 1/2)}{\sqrt{\pi} \Gamma(\mu + 1)} z = \frac{y}{x},
\]
\[
\lim_{z \to 0+} y^{2\mu+1} K_\mu(x, y) = \frac{\Gamma(\mu + 1/2)}{\sqrt{\pi} \Gamma(\mu + 1)} z = \frac{x}{y}.
\]

† In the computations of the proof of [9, Lemma 4.4] the factor \(\pi^{-1/2}\) involved in the explicit expression for \(R_\lambda(x, y)\) there is missing.
These identities are equivalent, for symmetry reasons. So it is enough we verify the first one. Using the formula for \( K_\mu(x, y) \) and then changing the variable \( u = 2t/x^2 \) we get

\[
K_\mu(x, y) = \frac{1}{\sqrt{\pi}} \int_0^\infty W_i^\mu(x, y) \frac{dt}{\sqrt{t}}
\]

\[
= \frac{1}{\sqrt{\pi}} \int_0^\infty \frac{1}{2t} (xy)^{-\mu} e^{-\frac{x^2+y^2}{4t}} I_\mu \left( \frac{xy}{2t} \right) \frac{dt}{\sqrt{t}}
\]

\[
= \frac{1}{\sqrt{2\pi}} x^{-\mu-1} \int_0^\infty \left( \frac{z}{u} \right)^{-\mu} I_\mu \left( \frac{z}{u} \right) e^{-\frac{1+z^2}{2u}} \frac{du}{u^{\mu+3/2}}.
\]

with \( z = y/x \). Denoting the last integral by \( \mathcal{J} = \mathcal{J}(z) \) and using the dominated convergence theorem (see the proof of [9], Lemma 4.4) we get

\[
\lim_{z \to 0^+} \mathcal{J}(z) = \frac{1}{2\pi \Gamma(\mu + 1)} \int_0^\infty e^{-\frac{1}{2x}} \frac{du}{u^{\mu+3/2}} = \frac{\sqrt{2\pi} \Gamma(\mu + 1/2)}{\Gamma(\mu + 1)},
\]

where we applied (2). This gives (24).

Let now \( z = y/x \). In view of what was said above,

\[
\lim_{z \to 0^+} x^2 y^{2\mu} R_\nu(x, y) = \lim_{z \to 0^+} x^{-2\mu+2} R_{-\nu}(x, y) - 2\nu \lim_{z \to 0^+} x^{-2\nu+1} K_{-\nu}(x, y)
\]

\[
= -2\Gamma(-\nu + 3/2) \sqrt{\pi} \Gamma(-\nu + 1) - 2\nu \frac{\Gamma(-\nu + 1/2)}{\sqrt{\pi} \Gamma(-\nu + 1)} = \frac{\Gamma(-\nu + 1/2)}{\sqrt{\pi} \Gamma(-\nu + 1)} < 0.
\]

Next, let \( z = x/y \). Then

\[
\lim_{z \to 0^+} x^{2\nu+1} y R_\nu(x, y) = \lim_{z \to 0^+} z^2 x^{-1} y^{-2\nu+3} R_{-\nu}(x, y) - 2\nu \lim_{z \to 0^+} y^{-2\nu+1} K_{-\nu}(x, y)
\]

\[
= -2\nu \frac{\Gamma(-\nu + 1/2)}{\sqrt{\pi} \Gamma(-\nu + 1)}.
\]

Observe that the above expression is positive when \( \nu < 0 \) and negative if \( 0 < \nu < 1/2 \).

In conclusion, we see that (a) and (b) of Lemma 4.6 hold. Item (c) is verified with the aid of the explicit formula for \( \tilde{R}_{1/2}(x, y) \), see Proposition 4.4. We have

\[
\pi x^2 y \log \frac{y}{x} \tilde{R}_{1/2}(x, y) = \frac{2}{(1 - z^2) \log z} + \frac{\log \frac{z^2}{1 - z^2}}{\log z}, \quad z = \frac{y}{x},
\]

\[
\pi y^2 \tilde{R}_{1/2}(x, y) = \frac{2}{1 - z^2} - \frac{1}{z^2} \log \frac{1}{1 - z^2}, \quad z = \frac{x}{y}.
\]

Taking the limits of the right-hand sides here as \( z \to 0^+ \) we get the desired bounds.

It remains to deal with the case \( 1/2 < \nu < 1 \). We will need the following relations that hold for \(-1 < \mu < -1/2\)

\[
\lim_{z \to 0^+} x^{2\mu+1} K_\mu(x, y) = \frac{\Gamma(\mu + 1/2)}{\sqrt{\pi} \Gamma(\mu + 1)} , \quad z = \frac{y}{x}, \tag{25}
\]

\[
\lim_{z \to 0^+} x^{-2\nu+3} K_\mu(x, y) = \frac{\Gamma(\mu + 3/2)}{2\sqrt{\pi} \Gamma(\mu + 2)} , \quad z = \frac{x}{y}. \tag{26}
\]

We will prove (25) and (26) in a moment.

Let \( z = y/x \). Recalling that now \( 1/2 < \nu < 1 \), we have

\[
\lim_{z \to 0^+} x^2 y^{2\nu} R_\nu(x, y) = \lim_{z \to 0^+} x^{-2\nu+2} R_{-\nu}(x, y) - 2\nu \lim_{z \to 0^+} x^{-2\nu+1} K_{-\nu}(x, y)
\]

\[
= -2\Gamma(-\nu + 3/2) \sqrt{\pi} \Gamma(-\nu + 1) - 2\nu \frac{\Gamma(-\nu + 1/2)}{\sqrt{\pi} \Gamma(-\nu + 1)}
\]
Next, let \( z = x/y \). Then

\[
\lim_{z \to 0^+} x^{2\nu-1}y^2 \tilde{R}_\nu(x, y) = \Gamma(-\nu + 3/2) \sqrt{\pi \Gamma(-\nu + 2)} - 2\nu \Gamma(-\nu + 3/2) \sqrt{\pi \Gamma(-\nu + 2)} / 2 = \Gamma(-\nu + 3/2) / \sqrt{\pi \Gamma(-\nu + 1)} > 0.
\]

Thus (d) of Lemma 4.6 is justified provided that we show (25) and (26).

Considering (25), we proceed essentially as in the corresponding computation in the case \( \mu > -1/2 \). We use the explicit form of \( W_\mu^t(x, y) \) and the change of variable \( u = 2t/x^2 \) to get

\[
K_\mu(x, y) = \frac{1}{\sqrt{2\pi}} x^{-2\mu-1} \int_0^\infty \left( \frac{z}{u} \right)^{-\mu} I_\mu \left( \frac{z}{u} \right) e^{-\frac{1+z^2}{2u}} - w^{-\mu} I_\mu(w) \bigg|_{w=0^+} e^{-\frac{1}{2u}} \right) \frac{du}{u^{\mu+3/2}},
\]

being \( z = y/x \). Denoting by \( J = J(z) \) the last integral and using the dominated convergence theorem we have

\[
\lim_{z \to 0^+} J(z) = \frac{1}{2\mu \Gamma(\mu + 1)} \int_0^\infty \left( e^{-\frac{1}{2u}} - 1 \right) \frac{du}{u^{\mu+3/2}}.
\]

The integral occurring here can be computed. Indeed, changing the variable \( t = 1/(2u) \) and using Tonelli’s theorem we get

\[
\int_0^\infty \left( e^{-\frac{1}{2u}} - 1 \right) \frac{du}{u^{\mu+3/2}} = 2^{\mu+1/2} \int_0^\infty \left( e^{-t} - 1 \right) t^{\mu-1/2} dt
\]

\[
= -2^{\mu+1/2} \int_0^\infty \int_0^t e^{-s} ds \, t^{\mu-1/2} dt
\]

\[
= -2^{\mu+1/2} \int_0^\infty e^{-s} s^{\mu+1/2} ds
\]

\[
= \frac{2^{\mu+1/2}}{\mu + 1/2} \int_0^\infty e^{-s} s^{\mu+1/2} ds = 2^{\mu+1/2} \Gamma(\mu + 1/2).
\]

From this (25) follows.

Passing to (26), we again use the explicit form of \( W_\mu^t(x, y) \), but now change the variable \( u = 2t/y^2 \) and get

\[
K_\mu(x, y) = \frac{1}{\sqrt{2\pi}} x^2 y^{-2\mu-3} \int_0^\infty \left( \frac{z}{u} \right)^{-\mu} I_\mu \left( \frac{z}{u} \right) e^{-\frac{1+z^2}{2u}} - w^{-\mu} I_\mu(w) \bigg|_{w=0^+} e^{-\frac{1}{2u}} \right) \frac{du}{u^{\mu+7/2}},
\]

where \( z = x/y \). Decompose the last integral as \( I_1(z) + I_2(z) \), where

\[
I_1(z) = \int_0^\infty \left( \frac{z}{u} \right)^{-\mu} I_\mu \left( \frac{z}{u} \right) e^{-\frac{1+z^2}{2u}} - w^{-\mu} I_\mu(w) \bigg|_{w=0^+} e^{-\frac{1}{2u}} \right) \frac{du}{u^{\mu+7/2}},
\]

\[
I_2(z) = \int_0^\infty w^{-\mu} I_\mu(w) \bigg|_{w=0^+} e^{-\frac{1+z^2}{2u}} - w^{-\mu} I_\mu(w) \bigg|_{w=0^+} e^{-\frac{1}{2u}} \right) \frac{du}{u^{\mu+7/2}}.
\]
From the series expansion (11) it is seen that the integrand in $I_1(z)$ tends to $(2^{\mu+2}\Gamma(\mu + 2))^{-1}e^{-1/2u}u^{-\mu-7/2}$ as $z \to 0^+$. Therefore, by the dominated convergence theorem,

$$\lim_{z \to 0^+} I_1(z) = \frac{1}{2^{\mu+2}\Gamma(\mu + 2)} \int_0^\infty e^{-\frac{1}{2u}} \frac{du}{u^{\mu+7/2}} = \frac{\sqrt{2}\Gamma(\mu + 5/2)}{\Gamma(\mu + 2)}.$$

As for $I_2(z)$, we have

$$I_2(z) = \frac{1}{2} w^{-\mu} \lambda \left|z\right|^\nu \int_0^\infty e^{-\frac{1}{2u}} \frac{du}{u^{\mu+5/2}}$$

and here the integrand converges to $-e^{-1/2u}u^{-\mu-5/2}$ as $z \to 0^+$. Consequently, by the dominated convergence theorem we get

$$\lim_{z \to 0^+} I_2(z) = -\frac{1}{2^{\mu+1}\Gamma(\mu + 1)} \int_0^\infty e^{-\frac{1}{2u}} \frac{du}{u^{\mu+5/2}} = -\frac{\sqrt{2}\Gamma(\mu + 3/2)}{\Gamma(\mu + 1)}.$$

The formulae obtained for the limits of $I_1(z)$ and $I_2(z)$ imply (26).

The proof of Lemma 1.1 is complete. \(\square\)

**Proof of Theorem 2.2**: sufficiency part. We assume that $0 < \nu < 1/2$ and focus on the operator $\tilde{R}_\nu$. We have, see (22),

$$\tilde{R}_\nu f(x) = x^{-2\nu} R_\nu(y^{2\nu} f(y))(x) - \frac{2\nu}{x} x^{-2\nu} (B_{\nu}^x)^{-1/2}(y^{2\nu} f(y))(x) \equiv \tilde{R}_\nu^1 f(x) - \tilde{R}_\nu^2 f(x).$$

We will consider each of the two component operators separately.

The kernel of $\tilde{R}_\nu^1$ is $\tilde{R}_\nu^1(x,y) = (xy)^{-\nu} R_\nu(x,y)$. In view of [9, Lemma 4.3],

$$\tilde{R}_\nu^1(x,y) = \frac{1}{\pi} \frac{(xy)^{-\nu-1/2}}{y-x} + O\left(y^{-2\nu-2}\left(1 + \log \frac{xy}{(y-x)^2}\right)\right), \quad x/2 < y < 2x,$$

and, moreover, in the off-diagonal region

$$\left|\tilde{R}_\nu^1(x,y)\right| \lesssim \begin{cases} x^{-2}y^{-2\nu}, & y \leq x/2, \\ x^{-2\nu+1}y^{-3}, & 2x \leq y. \end{cases}$$

Therefore,

$$\left|\tilde{R}_\nu^1 f(x)\right| \lesssim \left|H_{\nu,\text{loc}} f(x)\right| + N^{\log} |f(x)| + H^1_\nu |f(x)| + H_{\infty}^{-2\nu+1} |f(x)|.$$

Next, we look at the operator $\tilde{R}_\nu^2$. Its kernel is $\tilde{R}_\nu^2(x,y) = 2\nu x^{-1}(xy)^{-2\nu} K_{-\nu}(x,y)$. From [24, Theorem 2.1] we have that for $\mu > -1/2$

$$K_{\mu}(x,y) \simeq (x+y)^{-2\mu-1} \log \frac{2(x+y)}{|x-y|} \simeq \begin{cases} x^{-2\mu-1}, & y \leq x/2, \\ (xy)^{-\mu-1/2} \log \frac{xy}{(y-x)^2}, & x/2 < y < 2x, \\ y^{-2\mu-1}, & 2x \leq y. \end{cases}$$

This implies the control

$$\left|\tilde{R}_\nu^2 f(x)\right| \lesssim N^{\log} |f(x)| + H^1_\nu |f(x)| + H_{\infty}^{-2\nu-1} |f(x)|.$$

Observing now that $H_{\infty}^{-2\nu+1} |f|$ is dominated by $H_{\infty}^{-2\nu-1} |f|$, we get the final bound

$$\left|\tilde{R}_\nu f(x)\right| \leq \left|H_{\nu,\text{loc}} f(x)\right| + N^{\log} |f(x)| + H^1_\nu |f(x)| + H_{\infty}^{-2\nu-1} |f(x)|.$$
of restricted weak type \((p, p)\) with respect to the measure space \((\mathbb{R}_+, x^\delta \, dx)\) when \(1 < p < \infty\) and \((2\nu + 1)p - 1 \leq \delta \leq 2p - 1\) (with the first inequality weakened in case \(\nu = -1/2\)). Hence sufficiency parts of items \((a1), (b1)\) and \((c1)\) are verified.

Treatment of the adjoint \(\tilde{R}_\nu^*\) is similar. We can split \(\tilde{R}_\nu^* = (\tilde{R}_\nu^1)^* - (\tilde{R}_\nu^2)^*\), and the kernels of the two component operators are \(\tilde{R}_\nu^1(y, x)\) and \(\tilde{R}_\nu^2(y, x)\), respectively. Using this and having in mind our previous considerations we arrive at the control

\[
\left| (\tilde{R}_\nu^1)^* f(x) \right| \lesssim |H_{\nu;\text{loc}} f(x)| + N^{\log} |f| (x) + H_0^2 |f| (x) + H_\infty^{-2\nu} |f| (x),
\]

and this implies

\[
\left| (\tilde{R}_\nu^*) f(x) \right| \lesssim |H_{\nu;\text{loc}} f(x)| + N^{\log} |f| (x) + H_0^0 |f| (x) + H_\infty^{-2\nu} |f| (x).
\]

In view of Lemmas 2.5, 2.7, 2.1 and 2.2 we conclude the following mapping properties. \(\tilde{R}_\nu^*\) is bounded on \(L^p(x^\delta \, dx)\) when \(1 < p < \infty\) and \(2\nu p - 1 < \delta < p - 1\), it is bounded from \(L^1(x^\delta \, dx)\) to weak \(L^1(x^\delta \, dx)\) when \(2\nu - 1 \leq \delta \leq 0\), and it is of restricted weak type \((p, p)\) with respect to the measure space \((\mathbb{R}_+, x^\delta \, dx)\) when \(1 < p < \infty\) and \(2\nu p - 1 \leq \delta \leq p - 1\). This gives sufficiency parts of items \((a2), (b2)\) and \((c2)\) of the theorem.

\(\square\)

**Proof of Theorem 4.2 necessity part.** In this proof we always assume that \(1 \leq p < \infty\) and \(0 \neq \nu < 1/2\).

Consider first the operator \(\tilde{R}_\nu\). It is sufficient we verify the following claims.

(A) \(\tilde{R}_\nu\) is not bounded on \(L^1(x^\delta \, dx)\) for \(2\nu \leq \delta \leq 1\) (with the first inequality strictened if \(\nu = -1/2\)).

(B) \(\tilde{R}_\nu\) is not bounded from \(L^p(x^\delta \, dx)\) to weak \(L^p(x^\delta \, dx)\) when \(p > 1\) and either \(\delta = (2\nu + 1)p - 1\) or \(\delta = 2p - 1\).

(C) \(\tilde{R}_\nu\) is not of restricted weak type \((p, p)\) with respect to \((\mathbb{R}_+, x^\delta \, dx)\) if either \(\delta < (2\nu + 1)p - 1\), with the inequality weakened when \(\nu = -1/2\), or \(\delta > 2p - 1\).

To prove (A) we need the estimate in the diagonal region

\[
(27) \quad \tilde{R}_\nu(x, y) = \frac{1}{\pi} \frac{1}{y - x} - \nu^{-1/2} + O \left( y^{-2\nu - 2} \left( 1 + \log \frac{xy}{(y - x)^2} \right) \right), \quad x/2 < y < 2x,
\]

that can be deduced from the proof of the sufficiency part in Theorem 4.2. Following the counterexample from (C) of the proof of \([9\) Theorem 2.3], take \(f_\epsilon = \chi_{(1,1+\epsilon)}\) for \(0 < \epsilon < 1/4\). Then, in view of \((27)\),

\[
\| \tilde{R}_\nu f_\epsilon \|_{L^1(x^\delta \, dx)} \geq \int_{1+2\epsilon}^2 \int_{x/2}^{2x} \tilde{R}_\nu(x, y) f_\epsilon(y) \, d\eta_\nu(y) \, x^\delta \, dx
\]

\[
\geq \int_{1+2\epsilon}^2 \int_1^{1+\epsilon} \frac{dy}{y - x} \, dx - c \int_{1+2\epsilon}^2 N^{\log} f_\epsilon(x) x^\delta \, dx,
\]

with a constant \(c\) independent of \(\epsilon\). If \(\tilde{R}_\nu\) were bounded on \(L^1(x^\delta \, dx)\) we would have, see Lemma 2.7,

\[
\int_{1+2\epsilon}^2 \int_1^{1+\epsilon} \frac{dy}{y - x} \, dx \lesssim \| \tilde{R}_\nu f_\epsilon \|_{L^1(x^\delta \, dx)} + \| N^{\log} f_\epsilon \|_{L^1(x^\delta \, dx)} \lesssim \| f_\epsilon \|_{L^1(x^\delta \, dx)} \simeq \epsilon.
\]

But this is not true as \(\epsilon \to 0^+\), since

\[
\int_{1+2\epsilon}^2 \int_1^{1+\epsilon} \frac{dy}{y - x} \, dx \simeq \int_{1+2\epsilon}^2 \log \frac{x - 1}{x - 1 - \epsilon} \, dx \simeq \epsilon \log \frac{1}{\epsilon}, \quad 0 < \epsilon < \frac{1}{4},
\]
This counterexample actually shows that $\tilde{R}_\nu$ is not bounded on $L^1(x^\delta dx)$ for any $\delta \in \mathbb{R}$.

Next, we show (B). To this end we assume that $p > 1$. Consider first $\delta = 2p - 1$. Split $\tilde{R}_\nu$ as

$$\tilde{R}_\nu f(x) = \tilde{R}_\nu (\chi_{(0<y<x/b)} f(y))(x) + \tilde{R}_\nu (\chi_{(x/b<y)} f(y))(x),$$

where $b$ is the constant from Lemma 4.6 we can assume that $b > 2$. Then, by Lemma 4.6

$$|\tilde{R}_\nu (\chi_{(0<y<x/b)} f(y))(x)| \gtrsim |H_{1,b}^1 f(x)|, \quad x > 0,$$

and, moreover,

$$|\tilde{R}_\nu (\chi_{(x/b<y)} f(y))(x)| \lesssim (H_{1}^{1} - H_{0,b}^{1}) |f|(x) + H_{\infty,b}^{-2
u-1} |f|(x) + |\mathcal{H}_{\nu,\text{loc}} f(x)| + N^\log |f|(x), \quad x > 0.$$

By Proposition 2.4 and Lemmas 2.2, 2.5 and 2.7 we see that the right-hand side here satisfies weak type $(p, p)$ inequality with respect to $(\mathbb{R}_+, x^{2p-1} dx)$. But the right-hand side in (28) does not, in view of the necessity part of Lemma 2.7(b) and the comment preceding Proposition 2.4.

Altogether, this shows that $\tilde{R}_\nu$ is not weak type $(p, p)$ with respect to $(\mathbb{R}_+, x^{2p-1} dx)$.

Treatment of $\delta = (2p + 1)p - 1$ is similar. One splits

$$\tilde{R}_\nu f(x) = \tilde{R}_\nu (\chi_{(bx<y)} f(y))(x) + \tilde{R}_\nu (\chi_{(y<bx)} f(y))(x)$$

and then uses Lemma 4.6 with $b > 2$ to get

$$|\tilde{R}_\nu (\chi_{(bx<y)} f(y))(x)| \gtrsim |H_{\infty,b}^{-2
u-1} f(x)|, \quad x > 0.$$

Furthermore,

$$|\tilde{R}_\nu (\chi_{(y<bx)} f(y))(x)| \lesssim (H_{\infty}^{-2
u-1} - H_{\infty,b}^{-2
u-1}) |f|(x) + H_{0}^{1} |f|(x) + |\mathcal{H}_{\nu,\text{loc}} f(x)| + N^\log |f|(x), \quad x > 0.$$

The right-hand side here is of weak type $(p, p)$ with respect to $(\mathbb{R}_+, x^{2(p+1)p-1} dx)$, by Proposition 2.4 and Lemmas 2.2, 2.5, 2.7. But the right-hand side in (29) is not, due to the necessity part of Lemma 2.2(b), see the comment preceding Proposition 2.4. It follows that $\tilde{R}_\nu$ is not of weak type $(p, p)$ with respect to $(\mathbb{R}_+, x^{2(p+1)p-1} dx)$.

Finally, we pass to (C). Here the line of reasoning is exactly the same as in case of (B). We use the same decompositions of $\tilde{R}_\nu$ and argue with the aid of Proposition 2.3 and Lemmas 2.1(c), 2.2(c), 2.5 and 2.7. The details are straightforward and thus omitted.

Analysis of $\tilde{R}_\nu^1$ is completely parallel and the details are left to the reader. We only mention that the relevant Hardy operators are $H_0^1$ and $H_{\infty}^{-2
u}$.

**Proposition 4.7.** Let $1/2 < \nu < 1$ be fixed. Then

$$\tilde{R}_\nu(x, y) = \frac{1}{\pi} \frac{(xy)^{-\nu-1/2}}{y - x} + \mathcal{O}\left(y^{-2\nu-2} \left(1 + \log \frac{xy}{(y-x)^2}\right)\right), \quad x/2 < y < 2x.$$ 

Moreover, in the off-diagonal region

$$|\tilde{R}_\nu(x, y)| \lesssim \begin{cases} x^{-2\nu} y^{-2\nu}, & y \leq x/2, \\ x^{-2\nu+1} y^{-3}, & 2x \leq y. \end{cases}$$

**Proof.** In view of the proof of Lemma 4.6(d) one can assume that $x \simeq y$. Further, by the decomposition $\tilde{R}_\nu(x, y) = \tilde{R}_{1}^1(x, y) - \tilde{R}_{2}^1(x, y)$ from the proof of the sufficiency part of Theorem 4.2 and the bounds for $\tilde{R}_{1}^1$ stated there, it is enough to bound suitably $\tilde{R}_{2}^1(x, y)$ for comparable
$x$ and $y$. This further boils down to proving the following bound for the classical compensated potential kernel and $-1 < \mu < -1/2$: for any given $b > 1$,

$$|K_\mu(x, y)| \lesssim y^{-2\mu-1} \left(1 + \log^+ \frac{xy}{(y-x)^2}\right), \quad x/b < y < bx,$$

with $\log^+$ standing for the positive part of the logarithm.

Recall that for $-1 < \mu < -1/2$,

$$K_\mu(x, y) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left(W_\mu^x(x, y) - W_\mu^x(0, y)\right) \frac{dt}{\sqrt{t}}.$$

We split the integral here and write

$$K_\mu(x, y) = \frac{1}{\sqrt{\pi}} \left\{ \int_0^{xy} + \int_{xy}^\infty \right\} \left(\ldots\right) \frac{dt}{\sqrt{t}} = K_\mu^1(x, y) + K_\mu^2(x, y).$$

We will estimate separately each of the two component kernels. To this end we always assume that $b > 1$ is fixed and $x/b < y < bx$.

In order to bound $K_\mu^2(x, y)$ we first observe that, for $xy < t$,

$$W_\mu^x(x, y) - W_\mu^x(0, y) = \frac{1}{(2t)^{\mu+1}} e^{-\frac{x^2}{4t}} \left[ \frac{w^\mu I_\mu}{2t} \left. \frac{xy}{2t} - w^{-\mu} I_\mu(w) \right|_{w=0+} \right]$$

$$= \frac{1}{(2t)^{\mu+1}} e^{-\frac{x^2}{4t}} \left[w^{-\mu} I_\mu(w) \right]_{w=0+} \left( e^{-\frac{x^2}{4t}} - 1 + O\left( \frac{x^2}{t} \right) \right)$$

$$= \frac{1}{(2t)^{\mu+1}} e^{-\frac{x^2}{4t}} O\left( \frac{x^2}{t} \right) + \frac{1}{(2t)^{\mu+1}} e^{-\frac{x^2}{4t}} O\left( \frac{x^2}{t} \right),$$

where we used (1). Therefore, (recall that we are considering $x \simeq y$)

$$|W_\mu^x(x, y) - W_\mu^x(0, y)| \lesssim \frac{1}{(2t)^{\mu+1}} e^{-\frac{x^2}{4t}} \left( \frac{y^2}{t} + \frac{y^4}{t^2} \right) \simeq \frac{y^2}{\mu+2} e^{-\frac{x^2}{4t}}, \quad xy < t.$$

Consequently,

$$|K_\mu^2(x, y)| \lesssim y^2 \int_{xy}^{\infty} \frac{dt}{(\mu+2)^{\mu+5/2}} \simeq y^{-2\mu-1},$$

where the last relation follows by the change of variable $u = y^2/4t$.

To estimate $K_\mu^1(x, y)$ we write

$$|K_\mu^1(x, y)| \leq \int_0^{xy} W_\mu^x(x, y) \frac{dt}{\sqrt{t}} + \int_0^{xy} W_\mu^x(0, y) \frac{dt}{\sqrt{t}} \equiv K_\mu^3(x, y) + K_\mu^4(x, y).$$

Then

$$K_\mu^4(x, y) = \frac{1}{2\mu \Gamma(\mu + 1)} \int_0^{xy} \frac{1}{(2t)^{\mu+1}} e^{-\frac{x^2}{4t}} \frac{dt}{\sqrt{t}} \simeq y^{-2\mu-1},$$

by changing the variable $u = y^2/4t$ and since $x \simeq y$.

Finally, to deal with $K_\mu^3(x, y)$ we use the large argument asymptotic behavior (5) and get

$$K_\mu^3(x, y) \lesssim (xy)^{-\mu-1/2} \int_0^{xy} e^{-\frac{(x-y)^2}{4t}} \frac{dt}{\sqrt{t}} \simeq (xy)^{-\mu-1/2} \int_0^{xy} e^{-u} \frac{du}{u}.$$

The last integral can easily be estimated, so taking also into account that $x \simeq y$ we conclude

$$K_\mu^3(x, y) \lesssim y^{-2\mu-1} \left(1 + \log^+ \frac{xy}{(x-y)^2}\right).$$

Now (30) follows and this finishes the proof. \[\square\]
Proof of Theorem 4.3. The proof goes along the lines of the proof of Theorem 4.2. Let us consider first the main case $1/2 < \nu < 1$.

To show the sufficiency part, use Proposition 4.7 to obtain the control

$$|\tilde{R}_\nu f(x)| \lesssim |\mathcal{H}_{\nu, \text{loc}} f(x)| + N^\log |f(x)| + H^1_{0, \text{loc}} |f(x)| + H^{-2\nu + 1}_\infty |f(x)|,$$
$$|\tilde{R}_\nu^* f(x)| \lesssim |\mathcal{H}_{\nu, \text{loc}} f(x)| + N^\log |f(x)| + H^2_{0, \text{loc}} |f(x)| + H^{-2\nu}_\infty |f(x)|.$$

Then apply Lemmas 2.3, 2.7, 2.1 and 2.2 to get the conclusion.

The necessity part is proved by means of Proposition 4.7. Lemma 4.6(d) and necessity results for the Hardy operators involved; see Lemmas 2.1 and 2.2.

The case $\nu = 1/2$ is slightly different since more logarithms come into play. By Proposition 4.5 we have the control

$$|\tilde{R}_{1/2} f(x)| \lesssim |\mathcal{H}_{1/2, \text{loc}} f(x)| + N^\log |f(x)| + H^1_{0, \text{loc}} |f(x)| + H^0_\infty |f(x)|,$$
$$|\tilde{R}_{1/2}^* f(x)| \lesssim |\mathcal{H}_{1/2, \text{loc}} f(x)| + N^\log |f(x)| + H^2_{0, \text{loc}} |f(x)| + H^{-1}_\infty |f(x)|.$$

Then, to show the sufficiency part, one uses Lemma 2.3 together with the other lemmas mentioned before. The necessity part is deduced with the aid of Proposition 4.5 Lemma 4.6(c) and (implicit) necessity parts in Lemma 2.3.

5. Vertical $g$-function

Recall that the heat semigroup based vertical $g$-function in the one-dimensional classical Bessel setting is defined as

$$g_\nu(f)(x) = \left\| \frac{\partial}{\partial t} W_t^\nu f(x) \right\|_{L^2(\mathbb{R}_+, dx)}, \quad x > 0.$$

Here $\nu > -1$ is in the classical range. We define the exotic counterpart of $g_\nu$ in the natural way,

$$\tilde{g}_\nu(f)(x) = \left\| \frac{\partial}{\partial t} \tilde{W}_t^\nu f(x) \right\|_{L^2(\mathbb{R}_+, dx)}, \quad x > 0,$$

where $0 \neq \nu < 1$ is in the exotic range. Observe that, in view of (10),

$$\tilde{g}_\nu(f)(x) = x^{-2\nu} g_{-\nu}(y^{2\nu} f)(x), \quad x > 0, \quad 0 \neq \nu < 1.$$

The following characterization of mapping properties of $g_\nu$ was obtained in [9] Theorem 2.5.

Theorem 5.1 ([9]). Let $\nu > -1, 1 \leq p < \infty, \delta \in \mathbb{R}$. Then the $g$-function $g_\nu$, considered on the measure space $(\mathbb{R}_+, x^\delta dx)$, has the following mapping properties:

(a) $g_\nu$ is of strong type $(p,p)$ if and only if $p > 1$ and $-1 < \delta < (2\nu + 2)p - 1$;
(b) $g_\nu$ is of weak type $(p,p)$ if and only if $1 < \delta < (2\nu + 2)p - 1$, with the second inequality weakened in case $p = 1$;
(c) $g_\nu$ is of restricted weak type $(p,p)$ if and only if $-1 < \delta \leq (2\nu + 2)p - 1$.

We will prove a similar result in the exotic case.

Theorem 5.2. Let $0 \neq \nu < 1, 1 \leq p < \infty, \delta \in \mathbb{R}$. Then the $g$-function $\tilde{g}_\nu$, considered on the measure space $(\mathbb{R}_+, x^\delta dx)$, has the following mapping properties:

(a) $\tilde{g}_\nu$ is of strong type $(p,p)$ if and only if $p > 1$ and $2\nu p - 1 < \delta < 2p - 1$;
(b) $\tilde{g}_\nu$ is of weak type $(p,p)$ if $2\nu p - 1 < \delta < 2p - 1$, with both inequalities weakened in case $p = 1$; otherwise $\tilde{g}_\nu$ is not of weak type $(p,p)$, excluding possibly the case when $\delta = 2\nu p - 1$ and $p > 1$.

(c) $\tilde{g}_\nu$ is of restricted weak type $(p,p)$ if and only if $2\nu p - 1 \leq \delta \leq 2p - 1$. 

Unfortunately, we were not able to obtain a full characterization for the weak type \((p,p)\). More precisely, the question whether \(\tilde{g}_\nu\) is of weak type \((p,p)\) for \(\delta = 2\nu p - 1, 1 < p < \infty, \nu \neq 0\), remains open. Roughly speaking, the answer seems to require dealing with some oscillations which are hard to grasp.

Assuming \(p < \infty\), \(g_\nu\) has the same mapping properties as \(W^\nu\), see Theorems 3.1 and 5.1. This is also true about \(\tilde{g}_\nu\) and \(\tilde{W}^\nu\), see Theorems 3.2 and 5.2 up to the endpoint issue that remains to be sorted out.

To prove Theorem 5.2 we adopt the same strategy as in case of the heat maximal operator \(\tilde{W}^\nu\).

**Proof of Theorem 5.2.** From the proof of [9, Theorem 2.5] we have the control
\[
g_\nu(f)(x) \lesssim H_0^{2\nu + 1}|f|(x) + H_\infty^0|f|(x) + N|f|(x) + g_\nu,\text{loc}(f)(x), \quad x > 0, \ \nu > -1.
\]
Combining this with (31), we get
\[
\tilde{g}_\nu(f)(x) \lesssim H_0^{2\nu}|f|(x) + H_\infty^{2\nu}|f|(x) + N|f|(x) + g_\nu,\text{loc}(f)(x), \quad x > 0, \ 0 \neq \nu < 1.
\]
Appealing now to Lemmas 2.1, 2.2, 2.7 and 2.5 we get the sufficiency part in Theorem 5.2.

It remains to prove the necessity part. To this end we always assume \(0 \neq \nu < 1\) and \(1 \leq p < \infty\), and the underlying space is always \((\mathbb{R}_+, x^\delta dx)\). It is enough we prove the following statements.

(A) If \(\tilde{g}_\nu\) is of restricted weak type \((p,p)\), then \(2\nu p - 1 \leq \delta \leq 2p - 1\).

(B) \(\tilde{g}_\nu\) is not of weak type \((p,p)\) when \(p > 1\) and \(\delta = 2p - 1\).

(C) \(\tilde{g}_\nu\) is not of strong type \((1,1)\) if \(2\nu - 1 \leq \delta \leq 1\).

Below we restrict to \(f \geq 0\).

From [9] and [9, Lemma 5.2] it follows that there exists a constant \(a > 0\) (depending only on \(\nu\)) such that
\[
\frac{\partial}{\partial t} \tilde{W}^\nu_t(x,y) \lesssim \frac{-t^{\nu-2}}{(xy)^{2\nu}} \quad \text{if } 0 < x, y < a \text{ and } t \geq 1 \quad \text{or} \quad 0 < y < x \text{ and } \frac{x^2}{t} \leq a.
\]

Further, for sufficiently nice \(f\)
\[
\tilde{g}_\nu(f)(x) = \left\| \int_0^\infty \frac{\partial}{\partial t} \tilde{W}^\nu_t(x,y) f(y) \, d\eta_\nu(y) \right\|_{L^2(\mathbb{R}_+, td\eta)}.
\]
Assume that \(\text{supp } f \subset [0,1]\) and consider \(x > 1\). Then, with the aid of (33), we can estimate
\[
\tilde{g}_\nu(f)(x) \geq \left\| \int_0^1 \frac{\partial}{\partial t} \tilde{W}^\nu_t(x,y) f(y) \, d\eta_\nu(y) \right\|_{L^2([x^2/a,\infty), td\eta)}
\]
\[
\geq x^{-2\nu} \left\| t^{\nu-2} \int_0^1 f(y) \, y \, dy \right\|_{L^2([x^2/a,\infty), td\eta)}
\]
\[
\simeq x^{-2} \int_0^1 f(y) \, y \, dy.
\]

Next, assume that \(\text{supp } f \subset [0,a]\) and consider \(x < a\). Then, in view of (33), we get
\[
\tilde{g}_\nu(f)(x) \geq \left\| \int_0^a \frac{\partial}{\partial t} \tilde{W}^\nu_t(x,y) f(y) \, d\eta_\nu(y) \right\|_{L^2((1,\infty), td\eta)}
\]
\[
\geq x^{-2\nu} \left\| t^{\nu-2} \int_0^a f(y) \, y \, dy \right\|_{L^2((1,\infty), td\eta)}
\]
\[
\simeq x^{-2\nu} \int_0^a f(y) \, y \, dy.
\]
First, we prove (A). Choosing \( f = \chi_{(1/2,1)} \) and using (35) we get the bound
\[
\tilde{g}_\nu(f)(x) \gtrsim x^{-2}, \quad x > 1.
\]
Proceeding now as in the proof of Theorem 3.2, see (14), we get the upper bound for \( \delta \) in (A).

On the other hand, choosing \( f = \chi_{(a/2,a)} \) and using (35) we obtain
\[
\tilde{g}_\nu(f)(x) \gtrsim x^{-2\nu}, \quad 0 < x < a.
\]
From here, by the arguments from the above mentioned proof, see (13), we arrive at the lower bound for \( \delta \) in (A).

To verify (B), observe that it follows by (34) and the corresponding argument from the proof of Theorem 3.2.

Finally, we deal with (C). Here we could also provide a counterexample, but we prefer to argue in a shorter way, though less directly. In [9, p. 134–136] it was proved that \( \tilde{g}_\nu, \nu > -1 \), is not bounded on \( L^1(x^\delta dx) \) for any \( \delta \in \mathbb{R}. \) Taking into account (31) and Proposition 2.9 we conclude that \( \tilde{g}_\nu, 0 \neq \nu < 1, \) is not bounded on \( L^1(x^\delta dx) \) for any \( \delta \in \mathbb{R}. \)

\[ \square \]

6. Fractional integrals

Let \( I^{\nu,\sigma} \) be the fractional integral (Riesz potential) of order \( \sigma > 0 \) in the classical one-dimensional Bessel setting of type \( \nu > -1. \) We have the integral representation (see e.g. [24, Section 2.1])
\[
I^{\nu,\sigma} f(x) = \int_0^\infty K^{\nu,\sigma}(x,y) f(y) \, d\eta_\nu(y), \quad x > 0,
\]
where the integral kernel (potential kernel) expresses via the Bessel heat kernel,
\[
K^{\nu,\sigma}(x,y) = \frac{1}{\Gamma(\sigma)} \int_0^\infty W_t^{\nu}(x,y)t^{\sigma-1} \, dt, \quad x, y > 0.
\]
We consider \( I^{\nu,\sigma} \) on its natural domain consisting of all \( f \) for which the integral converges \( x \)-a.e.

Note that \( I^{\nu,\sigma} \) coincides with \( (B_{\nu}^{\text{cl}})^{-\sigma} \) defined spectrally in \( L^2(d\eta_\nu) \), see [24 Proposition 2.3].

In the exotic Bessel context of type \( \nu < 1 \) we consider the corresponding fractional integral \( \tilde{I}^{\nu,\sigma} \) with the integral representation
\[
\tilde{I}^{\nu,\sigma} f(x) = \int_0^\infty K^{\nu,\sigma}_t(x,y) f(y) \, d\eta_\nu(y), \quad x > 0,
\]
being
\[
K^{\nu,\sigma}_t(x,y) = \frac{1}{\Gamma(\sigma)} \int_0^\infty \tilde{W}_t^{\nu}(x,y)t^{\sigma-1} \, dt, \quad x, y > 0.
\]
The natural domain of \( \tilde{I}^{\nu,\sigma} \) consists of all \( f \) for which the defining integral converges \( x \)-a.e.

Formally, \( \tilde{I}^{\nu,\sigma} \) coincides in \( L^2(d\eta_\nu) \) with \( (B_{\nu}^{\text{exo}})^{-\sigma} \) defined spectrally. This relation can be given a strict meaning in the spirit of [24 Proposition 2.3], but we shall not pursue this matter.

By means of (9) it is straightforward to see that \( \tilde{K}^{\nu,\sigma}(x,y) = (xy)^{-\nu} K^{-\nu,\sigma}(x,y) \) and, consequently,
\[
\tilde{I}^{\nu,\sigma} f(x) = x^{-2\nu} I^{-\nu,\sigma}(y^{2\nu} f)(x), \quad x > 0.
\]
Note that the potential kernels \( K^{\nu,\sigma}(x,y) \) and \( \tilde{K}^{\nu,\sigma}(x,y) \) are infinite if \( \sigma \geq \nu + 1 \) and \( \sigma \geq -\nu + 1, \) respectively, cf. [24 Theorem 2.1].

In [24] the following theorem was proved.

**Theorem 6.1 (24).** Let \( \nu > -1 \) and \( 0 < \sigma < \nu + 1. \) Further, let \( A, B \in \mathbb{R} \) and assume that \( 1 \leq p, q \leq \infty. \)
(i) $L^p(x^{Ap}d\eta)$ is in the domain of $I^{\nu,\sigma}$ if and only if
\[ 2\sigma - \frac{2\nu + 2}{p} < A < \frac{2\nu + 2}{p'} \quad \text{(both } \leq \text{ when } p = 1). \]

(ii) The estimate
\[ \|x^{-B}I^{\nu,\sigma}f\|_{L^q(d\eta)} \lesssim \|x^Af\|_{L^p(d\eta)} \]
holds uniformly in $f \in L^p(x^{Ap}d\eta)$ if and only if the following conditions are satisfied:
(a) $p \leq q$,
(b) $\frac{1}{q} = \frac{1}{p} + \frac{A + B - 2\sigma}{p + 2}$,
(c) $A < \frac{2\nu + 2}{p'}$ (\leq when $p = q' = 1$),
(d) $B < \frac{2\nu + 2}{q}$ (\leq when $p = q' = 1$),
(e) $\frac{1}{q} \geq \frac{1}{p} - 2\sigma$ (> when $p = 1$ or $q = \infty$).

Combining the above result with (60) and Proposition 2.9 we get the following counterpart in the exotic case.

**Theorem 6.2.** Let $\nu < 1$ and $0 < \sigma < -\nu + 1$. Let $A, B \in \mathbb{R}$ and assume that $1 \leq p, q \leq \infty$.

(i) $L^p(x^{Ap}d\eta)$ is in the domain of $I^{\nu,\sigma}$ if and only if
\[ 2\sigma - \frac{2\nu + 2}{p} + 2\nu < A < \frac{2\nu + 2}{p'} - 2\nu \quad \text{(both } \leq \text{ when } p = 1). \]

(ii) The operator $I^{\nu,\sigma}$ is bounded from $L^p(x^{Ap}d\eta)$ to $L^q(x^{-Bq}d\eta)$ if and only if the following conditions are satisfied:
(a) $p \leq q$,
(b) $A + B - 2\sigma = (2\nu + 2)\left(\frac{1}{q} - \frac{1}{p}\right)$,
(c) $A < \frac{2\nu + 2}{p'} - 2\nu$ (\leq when $p = q' = 1$),
(d) $B < \frac{2\nu + 2}{q}$ (\leq when $p = q' = 1$),
(e) $\frac{1}{q} - \frac{1}{p} \geq -2\sigma$ (> when $p = 1$ or $q = \infty$).

Note that, in view of Theorem 6.2 for each $0 < \sigma < -\nu + 1$ there are always non-trivial two power weight $L^p - L^q$ inequalities for $I^{\nu,\sigma}$. On the other hand, in the unweighted case $A = B = 0$, a necessary condition for (a)–(e) in Theorem 6.2 to hold, with some $0 < \sigma < -\nu + 1$, is $\nu \geq -1/2$. Therefore, still in the unweighted case, the question about weak type endpoint estimate, i.e. $L^1(d\eta) - L^{q,\infty}(d\eta)$ boundedness when $1/q = 1 - \sigma/(\nu + 1)$ (cf. [24] Theorem 2.2(iii)), makes sense only for $-1/2 \leq \nu < 0$ (notice that $L^1(d\eta)$ is not contained in the domain of $I^{\nu,\sigma}$ when $\nu > 0$, see Theorem 6.2(i)) Then the $L^1 - L^{q,\infty}$ boundedness follows from the corresponding result in the classical Bessel setting and the control $0 < \tilde{K}^{\nu,\sigma}(x, y) < K^{\nu,\sigma}(x, y)$ (this control actually holds for all $-1 < \nu < 0$, in view of an analogous relation for the heat kernels, see [22] Inequality (23))
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