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ABSTRACT. This work is devoted to the remediability problem for a class of discrete delayed systems. We investigate the possibility of reducing the disturbance effect with a convenient choice of the control operator. We give the main properties and characterization results of this concept, according to the delay and the observation. Then, under an appropriate hypothesis, we demonstrate how to find the optimal control which ensures the compensation of a disturbance measured through the observation (measurements, signals,...). The discrete version of the wave equation, as well as the usual actuators and sensors, are examined. Numerical results are also presented.

1. Introduction. Discrete dynamical systems have proved their efficiency in the modeling of evolutionary problems. At a sequence of times, we collect new measurements or observations to complete the description of the dynamical systems. One can find several applications in different fields of discrete dynamical systems such as population growth, engineering or data analysis (see [6], [12]).

Many physical phenomena have inherent delay properties and necessitate the current as well as the historic states. The mathematical model of the discrete delayed system is known as an infinite-dimensional one which is theoretically challenging. One can also find several examples of delay aspects in dynamical systems such as the case of actuators and sensors (used generally as an input and output dual) which usually introduce a delayed response. However, the delay can be benefit in some stability or controllability issues. For more details see [20].

Discrete systems may be discrete naturally (digital or economic systems). They may also derive from the discretization of continuous-time systems.

On the other hand, several dynamical processes require adding a perturbation functional to approach real behavior. It is generally unknown (totally or partially) and detected through the observation (signals, radiations, pollution...). Several studies are devoted to the detection and reconstruction of unknown perturbations (sources) using their corresponding observation (see [2], [11], [19]), still our motivation is to compensate the perturbation effect.

However, the knowledge of the disturbance’s origin (pollution, radiation, infection) is not generally sufficient. One must act by introducing a convenient control term, in order to remedy and compensate the disturbance effect (see [17], [18]).

The compensation problem examined in this work as well as the considered approach, are different. It consists to study the possibility to remedy the disturbance
effect by bringing the corresponding observation to its normal situation state. Under
congenial hypothesis and an appropriate choice of the input operator, we establish
the existence and uniqueness of the optimal (minimum energy) control ensuring the
remediability of the disturbance.

This issue has been studied previously for various systems without delays (see
[1], [2]) and for multi-input delays (see [21]). In this paper, we examine a general
and more realist model with state or input delays.

This work is organized as follows: Section 2 is focused on discrete systems with
state delays. We first give their formulation and the general solution. Then, we
introduce the compensation problem for such systems, we also define the notions of
weak and exact remediability. Finally, we examine the minimum energy problem,
we show how to obtain the optimal control ensuring the exact remediability of a
disturbance. In section 3, we establish an extension to a class of discrete systems
with delayed states and inputs. In section 4, we examine the discretization of
a continuous dynamical system with delay. We present two approaches: exact
and approximative. In section 5, we explore the mathematical results through a
hyperbolic system. The usual case of actuators and sensors is also considered.
Illustrative and numerical results are equally presented.

2. Discrete-time systems with multiple state delays.

2.1. Problem formulation and resolution. We consider a class of systems de-
scribed by the following discrete equation:

\[
\begin{aligned}
x(k + 1) &= \sum_{i=0}^{n} A_i x(k - i) + B u(k) + f(k); \quad 0 \leq k \leq N - 1 \\
x(0) &= 0 \\
\psi &= (x(-n), x(-n + 2), ..., x(-1))
\end{aligned}
\]

where \( x(k) \in X \) is the state element, \( u(k) \in U \) is the input and \( f(k) \in X \) is the
disturbance term. \( k \) is the current step. \( X \) and \( U \) are respectively the state and the
control spaces, assumed to be Hilbert spaces. \( A_i, B \) are linear bounded operators.

The historic states \((x(-n), x(-n + 2), ..., x(-1))\) are generally given NULL.

The system (1) is augmented by the following output:

\[
y(k) = C x(k)
\]

where \( C \in \mathcal{L}(X,Y) \) is the output operator and \( Y \) is the observation space.

Let \((S_k)_{k \geq 0}\) be the sequence of bounded operators given by (see [10], [15], [16]):

\[
S_k = \begin{cases} 
I & \text{for } k = 0 \\
\sum_{i=0}^{k-1} A_i S_{k-1-i} & \text{for } k = 1, ..., N - 1 
\end{cases}
\]

Proposition 1. The general solution of (1) is given by:

\[
x(k + 1) = S_{k+1} x(0) + \sum_{i=0}^{k} S_{k-i} B u(i) + \sum_{i=0}^{k} S_{k-i} f(i) + \Psi_k; \quad 0 \leq k \leq N - 1
\]

where the historic states are defined by:

\[
\Psi_k = \begin{cases} 
\psi_1 & \text{for } k = 0 \\
\sum_{i=0}^{k-1} A_i \Psi_{k-1-i} + \psi_{k+1} & \text{for } k = 1, ..., N - 1
\end{cases}
\]
with: $\psi_k = \sum_{i=k}^{n} A_i x(k - 1 - i)$

Proof. Using system (1), we have:

- For $k = 0$ $x(1) = \sum_{i=0}^{n} A_i x(-i) + Bu(0) + f(0)$
  $= A_0 x(0) + Bu(0) + f(0) + \psi_1$
  $= A_0 S_0 x(0) + S_0 Bu(0) + S_0 f(0) + \psi_1$
  $x(1) = S_1 x(0) + S_0 Bu(0) + S_0 f(0) + \psi_1$

where $S_1 = A_0 S_0$ (3).

- For $k = 1$ $x(2) = \sum_{i=0}^{n} A_i x(1 - i) + Bu(1) + f(1)$
  $= A_0 x(1) + A_1 x(0) + Bu(1) + f(1) + \psi_2$
  $= A_1 S_0 x(0) + A_0 (S_1 x(0) + S_0 Bu(0) + S_0 f(0))$
  $+ S_0 Bu(1) + S_0 f(1) + \psi_2 + A_0 \psi_1$
  $= (A_1 S_0 + A_0 S_1) x(0) + S_1 Bu(0) + S_0 Bu(1)$
  $+ S_1 f(0) + S_0 f(1) + A_0 \psi_1 + \psi_2$
  $x(2) = S_2 x(0) + B(S_1 u(0) + S_0 u(1)) + S_1 f(0)$
  $+ S_0 f(1) + A_0 \psi_1 + \psi_2$

By induction, assume that this results holds for $k \geq N - 2$ i.e.

$$x(k) = S_k x(0) + \sum_{i=0}^{k-1} S_{k-1-i} Bu(i) + \sum_{i=0}^{k-1} S_{k-1-i} f(i) + \Psi_{k-1}$$

Then, using equation (1) we have:

$$x(k + 1) = \sum_{i=0}^{n} A_i x(k - i) + Bu(k) + f(k)$$

$$= A_k x(0) + \sum_{i=0}^{k-1} A_i x(k - i) + \sum_{i=0}^{k-1} A_i x(k - i) + Bu(k) + f(k)$$

$$= A_k x(0) + \sum_{i=0}^{k-1} A_i x(k - i) + \sum_{i=0}^{k-1} A_i \left( S_{k-i} x(0) + \sum_{j=0}^{k-i-1} S_{k-i-1-j} Bu(j) \right)$$

$$+ \sum_{i=0}^{k-1} A_i \left( \sum_{j=0}^{k-i-1} S_{k-i-1-j} f(j) + \Psi_{k-1-i} \right) + Bu(k) + f(k)$$

$$= \sum_{i=0}^{k-1} A_i S_{k-i} x(0) + S_0 A_k x(0) + \sum_{i=k}^{n} A_i x(k - 1 - i) + \sum_{i=0}^{k-1} A_i \Psi_{k-1-i}$$

$$+ \sum_{i=0}^{k-1} A_i \left( \sum_{j=0}^{k-i-1} S_{k-i-1-j} Bu(j) \right) + S_0 Bu(k)$$

$$+ \sum_{i=0}^{k-1} A_i \left( \sum_{j=0}^{k-i-1} S_{k-i-1-j} f(j) \right) + S_0 f(k)$$
Using (3) and (5), we get:

\[ x(k + 1) = S_{k+1}x(0) + \sum_{i=0}^{k} S_{k-i}Bu(i) + \sum_{i=0}^{k} S_{k-i}f(i) + \Psi_k \]

Then the general solution is given by (4).

Let us note that the historic states \( \Psi_k \) are generally NULL.

At step \( N \), the observation is given by:

\[ y_{u,f}(N) = CS_Nx(0) + \sum_{i=0}^{N-1} CS_{N-1-i}Bu(i) + \sum_{i=0}^{N-1} CS_{N-1-i}f(i) + C\Psi_{N-1} \]

In the normal case without disturbance and control, the observation becomes:

\[ y_{0,0}(N) = CS_Nx(0) + C\Psi_{N-1} \]

2.2. Compensation problem or remediability. The remediability or the compensation problem consists to bring back at the last step \( N \), the measured observation \( y_{u,f}(N) \) to the normal observation \( y_{0,0}(N) \) i.e.:

\[ \sum_{i=0}^{N-1} CS_{N-1-i}Bu(i) + \sum_{i=0}^{N-1} CS_{N-1-i}f(i) = 0 \]

Let us consider the following operators:

\[ H_N : U^N \to X \]

\[ u \to H_Nu = \sum_{i=0}^{N-1} S_{N-1-i} Bu(i) \]

and

\[ \bar{H}_N : X^N \to X \]

\[ f \to \bar{H}_Nf = \sum_{i=0}^{N-1} S_{N-1-i} f(i) \]

This leads to (8) becomes:

\[ CH_Nu + C\bar{H}_Nf = 0 \]

We consider the following definitions:

**Definition 2.1.** The system (1) augmented with the output equation (2), or simply (1)+(2) is said to be:

i): exactly remediable, if for any disturbance \( f \in X^N \), there exists a control \( u \in U^N \) such that:

\[ CH_Nu + C\bar{H}_Nf = 0 \]

ii): weakly remediable, if for any \( f \in X^N \) and \( \epsilon > 0 \), there exists \( u \in U^N \) such that:

\[ \|CH_Nu + C\bar{H}_Nf\| < \epsilon \]

The characterization of the exact and the weak remediability are given in the following proposition.

**Proposition 2.** The following properties are equivalent:

1. (1)+(2) is exactly remediable.
2. \( \text{Im}(CH_N) \subset \text{Im}(C\bar{H}_N) \)
3. There exists $\gamma > 0$ such that:

$$\|S_{N-1}^* C^* \theta\|_{X'} \leq \gamma \|B^* S_{N-1}^* C^* \theta\|_{U'}; \quad \forall \theta \in Y'$$

- Concerning the weak remediability, there is equivalence among:
  1. $(1)+(2)$ is weakly remediable.
  2. $\text{Im}(CH_N) \subset \text{Im}(\bar{C}H_N)$
  3. $\ker(H_N^* C^*) = \ker(\bar{H}_N C^*)$ (11)

The proofs are similar to those established in the finite time case for continuous linear systems with delays (see [2]).

**Remark 1.** Let us note the following:

- The exact remediability implies the weak one. The converse is true if $\text{Im}(CH_N)$ is a finite dimension space.
- The exact (weak) controllability implies the exact (weak) remediability. The converse is not generally true. The concept of remediability is then weaker and more flexible than that of controllability.
- In the case of linear systems, the concept of remediability do not depend on the state delay and also on the initial state $x(0)$, then we can consider $x(0) = 0$.

The problem now consists to find the optimal control ensuring the exact remediablity of a disturbance. This problem is examined in the following section.

### 2.3. Minimum energy problem.

We study in this section the problem of exact remediability with the following minimal energy control:

$$\min_{u \in \mathcal{C}} J(u)$$

(12)

where

$$J(u) = \|CH_N u + C\bar{H}_N f\|_Y^2 + \|u\|^2_{U_N}$$

and

$$\mathcal{C} = \{ u \in U_N, \text{u satisfies (10)} \}$$

Otherwise, for the corresponding observation $CH_N f \in Y$ which is usually known, does a control $u \in U_N$ such that the equality (10) is verified? If $u$ exists, is it optimal? i.e. $u$ is the solution of (12).

**Remark 2.** Let us note that if one consider the cost function:

$$J_{\alpha}(u) = \|CH_N u + C\bar{H}_N f\|_Y^2 + \alpha \|u\|^2_{U_N}$$

$J_{\alpha}$ is obviously more general. However, the considered problem concerns the exact compensation with minimum energy, then we have for $u \in \mathcal{C}$:

$$CH_N u + C\bar{H}_N f = 0$$

Consequently

$$J_{\alpha}(u) = \alpha \|u\|^2_{U_N}$$

Since $\alpha > 0$, the minimization of $J_{\alpha}$ in $\mathcal{C}$ is equivalent to that of the cost function (12).
For its resolution, we will use an extension of the Hilbert Uniqueness Method (H.U.M.) introduced by Lions in [13]. We define hereafter a semi-norm on the observation space \( Y \):

\[
\| \theta \|_F = \| H_N^* C^* \theta \|_{(U^N)^\prime} = \left( \sum_{k=0}^{N-1} \| B^* S_{N-1-k}^* C^* \theta \|_U^2 \right)^{\frac{1}{2}}
\]

where \((U^N)^\prime\) is the dual space of \( U^N \).

We assume that \( \| . \|_F \) is a norm. Let us note the following:

**Remark 3.**

- Sufficient condition: If (1) + (2) is weakly controllable, i.e. \( \ker(H_N^*) = \{0\} \) and \( \ker(C^*) = \{0\} \) (which is true in the case of sensors), then \( \| . \|_F \) is a norm.
- On the other hand, if \( \| . \|_F \) is a norm, then (1) + (2) is weakly remediable. This derives from Proposition 2.
- Conversely, if \( \ker(\tilde{H}_N^* C^*) = \{0\} \), then \( \| . \|_F \) is a norm if and only if (1) + (2) is weakly remediable. This derives from (11).

Let also remark that for a large class of systems such discrete versions of continuous systems\(^1\), we have (see [2] and the references therein) \( \ker(\tilde{H}_N^* C^*) = \ker(C^*) \). Consequently, if \( \ker(C^*) = \{0\} \) and (1) + (2) is weakly remediable, we have

\[
\ker(H_N^* C^*) = \ker(\tilde{H}_N^* C^*) = \{0\}
\]

then \( \| . \|_F \) is a norm and hence there is equivalence.

Let

\[ F = Y^{\| \|_F} \]

be the completion of the space \( Y \) with respect the norm \( \| . \|_F \). \( F \) is a Hilbert space with the inner product:

\[
\langle \theta, \delta \rangle = \sum_{i=0}^{N-1} \langle B^* S_{N-1-i}^* C^* \theta, B^* S_{N-1-i}^* C^* \delta \rangle; \quad \theta, \delta \in F
\]

where \( B^* \), \( S_{N-1-i}^* \) and \( C^* \) are respectively the adjoint operators of \( B \), \( S_{N-1-i} \) and \( C \). Now, let us consider the following operator \( \Lambda_N \) defined on the space \( Y' \) (\( Y' \) is identified to its dual \( Y \)) as follows:

\[
\Lambda_N \theta = C H_N H_N^* C^* \theta = \sum_{i=0}^{N-1} C S_{N-1-i} B B^* S_{N-1-i}^* C^* \theta
\]

where \( H_N^* \) is the adjoint operator of \( H_N \). \( \Lambda_N \) admits a unique extension as an isomorphism \( F \rightarrow F' \) such that:

\[
\langle \Lambda_N \theta, \sigma \rangle_Y = \langle \theta, \sigma \rangle_F; \quad \theta, \sigma \in F
\]

and

\[
\| \Lambda_N \theta \|_{F'} = \| \theta \|_F; \quad \text{for any } \theta \in F
\]

\( F' \) is the dual space \( F \). The proof is similar to that exercising dynamical systems without delays [1].

\(^1\)See section 4.
Proposition 3. If the observation $CH_N f \in F'$, then there exists a unique $\theta_N \in F$ such that $\Lambda_N \theta_N = -CH_N f$, and the control:

$$u^* = H_N^* C^* \theta_N$$

$$= \sum_{i=0}^{N-1} B^* S_{N-1-i}^* C^* \theta_N$$

satisfies the condition (10) and also is optimal with:

$$\|u^*\|_{U_N} = \|\theta_N\|_{F'}$$

Proof. Since $CH_N f \in F'$ and $\Lambda_N$ is an isomorphism $F \to F'$, there exists a unique $\theta_N \in F$ such that $\Lambda_N \theta_N = -CH_N f$, i.e.

$$\sum_{i=0}^{N-1} CS_{N-1-i} BB^* S_{N-1-i}^* C^* \theta = -CH_N f$$

Consequently, the control $u^*$ satisfies $CH u^* = -CH_N f$, i.e.

$$CH u^* + CH_N f = 0$$

and hence the exact remediability condition (10). The set $C$ is then non-empty ($u^* \in C$). Moreover, it is closed and convex, we deduce that the quadratic function $J$ admits a unique minimum $w \in C$ characterized by

$$\langle w, v - w \rangle \geq 0; \quad \forall v \in C$$

For $v \in C$, we have

$$\langle w, v - w \rangle = \sum_{i=0}^{N-1} (B^* S_{N-1-i}^* C^* \theta, v - w)$$

$$= \langle \theta, \sum_{i=0}^{N-1} CS_{N-1-i} B v - \sum_{i=0}^{N-1} CS_{N-1-i} B w \rangle$$

$$= \langle \theta, CH_N v - CH_N w \rangle = 0$$

Since $u^*$ and $w$ are in $C$ and using the fact that $w$ is unique, we deduce that $u^* = w$ and $u^*$ is optimal.

3. Discrete-time systems with multiple states and inputs delays. In this case, we examine a more general situation where there are also input delays. Contrarily to the previous situation where the problem of remediability do not depend on the states delays, the concept of remediability depends on the control delays.

3.1. Preliminaries. We consider the following discrete system:

$$x(k + 1) = \sum_{i=0}^{n} A_i x(k - i) + \sum_{j=0}^{m} B_j u(k - j) + f(k)$$

$$0 \leq k \leq N - 1$$

$$x(0) = 0$$

$$\psi = (x(-n), x(-n + 2), ..., x(-1))$$

$$\xi = (u(-m + 1), u(-m + 2), ..., u(0))$$

where for $j = 0, ..., m; B_j \in \mathcal{L}(U, X)$ is a bounded input operator and $\xi$ defines the historic inputs.
System (16) is augmented with the following observation:
\[ y(k) = Cx(k) \] (17)

We define hereafter the bounded operators (see [16] and [10]):

\[ D_k = \begin{cases} 
S_0B_0 & \text{if } k = 0 \\
\sum_{i=0}^{k} S_{k-i}B_i & \text{if } k = 1, \ldots, N-1 
\end{cases} \] (18)

The historic inputs are given by:
\[ \Theta_k = \begin{cases} 
\xi_1 & \text{for } k = 0 \\
\sum_{j=0}^{k-1} B_j \Theta_{k-1-j} + \xi_{k+1} & \text{for } k = 1, \ldots, N-1 
\end{cases} \] (19)

where \( \xi_k = \sum_{j=k}^{n} B_j u(k-1-j) \). We have the following result:

**Proposition 4.** The general solution of (16) is given by:
\[ x(k+1) = S_{k+1}x(0) + \sum_{j=0}^{k} D_{k-j}u(j) + \sum_{i=0}^{k} S_{k-i}f(i) + \Psi_k + \Theta_k; \quad 0 \leq k \leq N-1 \] (20)

**Proof.**

- For \( k = 0 \)
  \[ x(1) = \sum_{i=0}^{n} A_i x(-i) + \sum_{j=0}^{m} B_j u(-j) + f(0) \]
  \[ = A_0 x(0) + B_0 u(0) + f(0) + \psi_1 + \xi_1 \]
  \[ = S_1 x(0) + D_0 u(0) + S_0 f(0) + \psi_1 + \xi_1 \]

- For \( k = 1 \)
  \[ x(2) = \sum_{i=0}^{n} A_i x(1-i) + \sum_{j=0}^{m} B_j u(1-j) + f(1) \]
  \[ = A_0 x(1) + A_1 x(0) + B_0 u(1) + B_1 u(0) \]
  \[ + f(1) + \psi_2 + \xi_2 \]
  \[ = (A_1 S_0 + A_0 S_1) x(0) + (A_0 B_0 S_0 + B_1 S_0) u(0) + B_0 S_0 u(1) + A_0 S_0 f(0) + S_0 f(1) \]
  \[ + A_0 \xi_1 + \xi_2 + A_0 \psi_1 + \psi_2 \]
  \[ = S_2 x(0) + D_1 u(0) + D_0 u(1) \]
  \[ + S_1 f(0) + S_0 f(1) + \Psi_1 + \Theta_1 \]

Assume that \( x(k) \) holds for \( 1 \leq k \leq N - 2 \) i.e.
\[ x(k) = S_k x(0) + \sum_{j=0}^{k-1} D_{k-1-j}u(j) + \sum_{i=0}^{k-1} S_{k-1-i}f(i) + \Psi_{k-1} + \Theta_{k-1} \]
Using (18) and (19), we obtain:

\[ x(k + 1) = A_k x(0) + \sum_{i=0}^{n-1} A_i x(0) + \sum_{i=0}^{k-1} A_i x(k - i) + \sum_{i=0}^{k-1} B_i u(k - i) + f(k) \]

According to system (16), we have:

\[ x(k + 1) = A_k x(0) + \sum_{i=0}^{n-1} A_i x(0) + \sum_{i=0}^{k-1} A_i x(k - i) + \sum_{i=0}^{k-1} B_i u(k - i) + f(k) \]

\[ x(k + 1) = A_k x(0) + \sum_{i=0}^{n-1} A_i x(0) + \sum_{i=0}^{k-1} A_i x(k - i) + \sum_{i=0}^{k-1} B_i u(k - i) + f(k) \]

3.2. Remediability problem. As in the previous sections, we try to remedy any disturbance through the observation measurements and with a convenient choice of control terms. The remediability condition can be formulated as follows:

For \( f = (f_0, \ldots, f_{N-1}) \in X^N \), does a control \( u = (u_0, \ldots, u_{N-1}) \in U^N \) verifying the following condition:

\[ \sum_{j=0}^{N-1} CD_{N-1-j} u(j) + \sum_{i=0}^{N-1} CS_{N-1-i} f(i) = 0 \]
We consider the corresponding operators:

\[ R_N : U^N \rightarrow X \]
\[ u \rightarrow R_N u = \sum_{i=0}^{N-1} D_{N-1-i} u(i) \]

and

\[ \bar{R}_N : X^N \rightarrow X \]
\[ f \rightarrow \bar{R}_N f = \sum_{i=0}^{N-1} S_{N-1-i} f(i) \]

the condition (22) becomes:

\[ CR_N u + C\bar{R}_N f = 0 \quad (23) \]

By replacing in Def.(2.1) the linear operators \( H_N \) and \( \bar{H}_N \) by \( R_N \) and \( \bar{R}_N \) respectively, the remediability definition is similar.

Let us note that the corresponding problem depends only on the observation term \( C\bar{R}_N f \) which is usually known in linear systems. The knowledge of \( f \) is not really necessary.

Using an analogous approach and with the same notations \( \Lambda_N \) and \( \theta_N \), we show by the same that the optimal control ensuring the condition (10) is given by the following equation:

\[ u^* = R_N^* C^* \theta_N \]
\[ = \sum_{i=0}^{N-1} B^* D_{N-1-i}^* C^* (\Lambda_N)^{-1} (- \sum_{j=0}^{N-1} S_{N-1-j} f(j)) \quad (24) \]

In the following section, we examine the case of discrete versions of continuous systems.

4. Case of discrete versions of continuous time dynamical systems with multiple input delays. In this section, we examine the case of discrete versions of continuous time linear systems with delays. We present two different approaches. The first one is more precise and more practice. The second seems simple, but it is not sufficiently efficient.

4.1. Exact approach. We consider the dynamical system described by the following equation:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + \sum_{i=0}^{n} B_i u_i(t - h_i) + f(t); \quad 0 < t < T \\
u_i(\alpha_i) &= \vartheta_i(\alpha_i); \quad \alpha_i \in [-h_i, 0] \\
x(0) &= x_0 \in X
\end{align*}
\]

where \( X \) is the state space, \( B_i \in \mathcal{L}(U, X) \) are input operators with the controls \( u_i \in L^2(-h_i, T; U) \) for \( i = 1, .., n \). \( h_0 = 0 < h_1 < ... < h_n \) are constant delays with the historic data \( \vartheta_i(.) \). \( f \) is a perturbation term. \( X \) and \( U \) are respectively the state and the control spaces, assumed to be Hilbert spaces.

We assume that \( A \) generates a strongly continuous semigroup \( (S(t))_{t \geq 0} \). We define hereafter the left-shift semigroup describing the input solution (for more details, one can see [4]):

\[
\begin{align*}
Q &:= \frac{\partial}{\partial \alpha} \\
D(Q) &:= \vartheta_i \in W^{1,2}(-h_i, 0; U) : \vartheta_i(0) = 0
\end{align*}
\]
\( (Q, D(Q)) \) generates a strongly continuous semigroup:

\[
\Psi_i(t) \vartheta_i = \begin{cases} 
0 & \text{if } t - h_i \geq 0 \\
\vartheta_i(t - h_i) & \text{if } t - h_i \leq 0
\end{cases}
\] (26)

We consider the linear operator (see [22]):

\[
\Phi_i(t) u_i = \begin{cases} 
u_i(t - h_i) & \text{if } t - h_i \geq 0 \\
0 & \text{if } t - h_i \leq 0
\end{cases}
\] (27)

Its adjoint is defined by:

\[
\Phi_i^*(t) u_i = \begin{cases} 
u_i(t + h_i) & \text{if } t + h_i \geq 0 \\
0 & \text{if } t + h_i \leq 0
\end{cases}
\]

The delayed inputs may be expressed as follows ([7]-[9]):

\[
\sum_{i=1}^{n} B_i u_i(t - h_i) = \sum_{i=1}^{n} B_i \Phi_i(t) u_i + \sum_{i=1}^{n} B_i \Psi_i(t) \vartheta_i = B \Phi(t) u + B \Psi(t) \vartheta
\] (28)

where \( B = (B_1, B_2, ..., B_n) \), \( u = (u_1, u_2, ..., u_n) \), \( \vartheta = (\vartheta_1, \vartheta_2, ..., \vartheta_n) \) and using the notations for simplicity sake:

\[
v_i = \Phi(t) u \equiv \begin{pmatrix} \Phi_1(t) u_1 \\ \Phi_2(t) u_2 \\ \vdots \\ \Phi_n(t) u_n \end{pmatrix}; \quad w_i = \Psi(t) \vartheta \equiv \begin{pmatrix} \Psi_1(t) \vartheta_1 \\ \Psi_2(t) \vartheta_2 \\ \vdots \\ \Psi_n(t) \vartheta_n \end{pmatrix}
\]

then the system (25) becomes:

\[
\begin{cases}
\dot{x}(t) = A x(t) + B v_t + B w_t + f(t); \quad 0 < t < T \\
x(0) = x_0 \in X
\end{cases}
\] (29)

The solution is given by:

\[
x(t) = S(t) x_0 + \int_0^t S(t - s) B v_s ds + \int_0^t S(t - s) B w_s ds + \int_0^t S(t - s) f(s) ds
\] (30)

**Discretization:** For \( N \in \mathbb{N}^* \) (\( N \) sufficiently large), let

\[
\tau = \frac{T}{N} \quad \text{and} \quad I_k = [t_k, t_{k+1}] \quad \text{where} \quad t_i = i \tau
\]

For \( 0 \leq k \leq N - 1 \), we note \( u_k \) (respectively \( f_k \)) the restriction of \( u \) (respectively \( f \)). We define also to the time interval \( I_k \)

\[
x_k \equiv x(k \tau)
\]

- For \( k = 1 \), we have

\[
x_1 \equiv x(t_1) = S(\tau) x_0 + \int_0^\tau S(\tau - s) B v_s ds + \int_0^\tau S(\tau - s) B w_s ds + \int_0^\tau S(\tau - s) f(s) ds
\]
We have:
\[
\int_0^\tau S(\tau - s)B\Psi(s)\vartheta ds + \int_0^\tau S(\tau - s)f(s)ds
\]
\[
= S_0x_0 + B\bar{v}_0 + B\varpi_0 + F_0
\]
where \(S_0 = S(\tau), B\bar{v}_0 = \int_0^\tau S(\tau - s)Bv_s ds, B\varpi_0 = \int_0^\tau S(\tau - s)Bw_s ds\) and \(F_0 = \int_0^\tau S(\tau - s)f_0(s)ds\).

- For \(k = 2\),
\[
x_2 \equiv x(t_2) = S(2\tau)x_0 + \int_0^{2\tau} S(2\tau - s)Bv_s ds
\]
\[
+ \int_0^{2\tau} S(2\tau - s)Bw_s ds + \int_0^{2\tau} S(2\tau - s)f(s)ds
\]
\[
x(t_2) = S_0^2x_0 + S_0\int_0^\tau S(\tau - s)B\Psi(s)uds + \int_0^\tau S(\tau - r)B\Psi(\tau + r)udr
\]
\[
+ S_0\int_0^\tau S(\tau - s)B\Psi(s)\vartheta ds + \int_0^\tau S(\tau - r)B\Psi(\tau + r)\vartheta dr
\]
\[
+ S_0\int_0^\tau S(\tau - s)f(s)ds + \int_0^\tau S(\tau - r)f(\tau + r)dr
\]
\[
x(t_2) = S_0^2x_0 + S_0B\bar{v}_0 + B\bar{v}_1 + S_0B\varpi_0 + B\varpi_1 + S_0F_0 + F_1
\]

- For \(1 \leq k \leq N - 2\), assume that:
\[
x_k = S_0^kx_0 + \sum_{i=0}^{k-1} S_0^{k-1-i}B\bar{v}_i + \sum_{i=0}^{k-1} S_0^{k-1-i}B\varpi_i + \sum_{i=0}^{k-1} S_0^{k-1-i}F_i
\]

We have:
\[
x_{k+1} \equiv x((k + 1)\tau) = S((k + 1)\tau)x_0 + \int_0^{(k+1)\tau} S((k + 1)\tau - s)B\Psi(s)uds
\]
\[
+ \int_0^{(k+1)\tau} S((k + 1)\tau - s)B\Psi(s)\vartheta ds
\]
\[
+ \int_0^{(k+1)\tau} S((k + 1)\tau - s)f(s)ds
\]
\[
= S_0^{k+1}x_0 + \sum_{i=0}^k S_0^{(k+1)-i}S((k + 1)\tau - s)B\Phi(s)uds
\]
\[
+ \sum_{i=0}^k S_0^{(k+1)-i}S((k + 1)\tau - s)B\Phi(s)\vartheta ds
\]
\[
+ \sum_{i=0}^k S_0^{(k+1)-i}S((k + 1)\tau - s)f(s)ds
\]
\[
= S_0^{k+1}x_0 + \sum_{i=0}^k \int_0^\tau S((k + 1)\tau - (r + i\tau))B\Phi(r + i\tau)udr
\]
and

\[ x_{k+1} = S_0^{k+1} x_0 + \sum_{i=0}^{k} S_0^{k-i} \int_0^\tau S(\tau - r) B \Phi(r + i\tau) \vartheta dr \]

\[ + \sum_{i=0}^{k} S_0^{k-i} \int_0^\tau S(\tau - r) B \Psi(r + i\tau) \vartheta dr \quad \text{for} \quad 0 \leq k \leq N - 1. \]

**Remark 4.** Concerning the state, the control and the disturbance.

**4.2. Approximative approach.** Under convenient regularity conditions \(^2\), one can also consider the following approximative discretization method:

\[ \dot{x}(t) \simeq \frac{1}{\tau} (x(t + \tau) - x(t)) \]

then:

\[ x(t + \tau) - x(t) \simeq \tau \left[ Ax(t) + \sum_{i=1}^{n} B_i u_i(t - h_i) + f(t) \right] \]

Let us note \( t = k\tau, x_k = x(k\tau), \bar{u}_{k,i} = u_i(k\tau - h_i) \) and \( f_k = f(k\tau) \) for \( 0 \leq k \leq N - 1. \)

We have:

\[ x_{k+1} \simeq x_k + \tau \left[ Ax_k + \sum_{i=1}^{n} B_i \bar{u}_k + f_k \right] \]

\[ = x_k + \tau Ax_k + \tau \sum_{i=1}^{n} B_i \bar{u}_k + \tau f_k \]

\[ x_{k+1} = A x_k + B \bar{u}_k + F_k \]

where \( \mathcal{A} = I_d + \tau A, \mathcal{B} = \tau (B_1, B_2, ..., B_n), \bar{u}_k = (\bar{u}_{k,1}, ..., \bar{u}_{k,n})^{tr} \) and \( F_k = \tau f_k. \)

**Proposition 5.** The discrete version of system (25) is given by:

\[ \begin{align*}
    x_{k+1} &= S_0^{k+1} x_0 + \sum_{i=0}^{k} S_0^{k-i} B \bar{u}_i + \sum_{i=0}^{k} S_0^{k-i} B \bar{w}_i + \sum_{i=0}^{k} S_0^{k-i} F_i \\
    x_0 &\in X
\end{align*} \tag{31} \]

then we have the following result.
• Contrary to the previous approximation (exact), the operator \( \Phi = I_d + \tau A \) is not necessary bounded if \( A \) isn’t.
• To have a good approximation, \( \tau \) must be very small.

We examine hereafter an application to an hyperbolic equation using the first approach. The system is assumed to be excited by actuators and the output is given by sensors.

5. Application to an hyperbolic system.

5.1. Considered system and resolution. We consider hereafter a perturbed hyperbolic systems with multiple input delays:

\[
\begin{cases}
\frac{\partial^2 x}{\partial t^2}(\xi, t) = Ax(\xi, t) + \sum_{i=0}^{p} B_i u_i(t - h_i) + f(\xi, t) \quad \Omega \times ]0, T[ \\
x(\xi, 0) = 0; \quad \frac{\partial x}{\partial t}(\xi, 0) = 0 \quad \Omega \\
x(\eta, t) = 0; \quad \frac{\partial}{\partial \Omega} \times ]0, T[ \\
u_i(\alpha_i) = \partial_i(\alpha_i); \quad \alpha_i \in [-h_i, 0]
\end{cases}
\]  

(32)

augmented with the output equation:

\[
y(t) = \begin{pmatrix} C_1 x(\cdot, t) \\ \frac{\partial x}{\partial t}(\cdot, t) \end{pmatrix} = \begin{pmatrix} y_1(t) \\ y_2(t) \end{pmatrix}
\]

(33)

We consider without loss of generality the case where \( A \) is the Laplacian operator. However, one can consider a second order elliptic, self-adjoint and coercive operator. We assume that \( B_i \in L(L(U, L^2(\Omega))) \), \( C_1 \in L(L^2(\Omega), Y_1) \), \( C_2 \in L(L^2(\Omega), Y_2) \) and \( f \in L^2(0, T; L^2(\Omega)) \). \( U \) is a control space, \( Y_1 \) and \( Y_2 \) are two observation spaces \((U, Y_1) \) and \((U, Y_2) \) are Hilbert spaces). \( X = L^2(\Omega) \) is the state space, \( \Omega \) is an open and bounded subset of \( \mathbb{R}^n \) \((n \geq 1) \) with a sufficiently regular boundary \( \partial \Omega \).

The delay input is defined similarly to (28) by:

\[
\sum_{i=1}^{p} B_i u_i(t - h_i) = B\Phi(t)u + B\Psi(t)\vartheta
\]

\[
= Bv_t + Bw_t
\]

where \( \Phi \) and \( \Psi \) are defined in section (4.1). Taking into account the zero initial control \( w_t = 0 \) for \( t \in [-h_i, 0] \), the considered system (32) is equivalent to:

\[
\begin{cases}
\dot{z}(t) = Az(t) + Lv_t + F(t); \quad 0 < t < T \\
z(0) = 0
\end{cases}
\]

(34)

The corresponding space is \( Z = H^1(\Omega) \times L^2(\Omega) \), with the inner product:

\[
< \psi, \psi' > \equiv \langle (-A)^{1/2} \psi_1(\xi), (-A)^{1/2} \psi'_1(\xi) \rangle_{L^2(\Omega)} + \langle \psi_2(\xi), \psi'_2(\xi) \rangle_{L^2(\Omega)}
\]

for \( \psi = (\psi_1, \psi_2) \in Z \) and \( \psi' = (\psi'_1, \psi'_2) \in Z \).

The state \( z \) is defined by \( z = \begin{pmatrix} x \\ \dot{x} \end{pmatrix} \in D(A) \) and \( A \) is the operator defined by (see [3]):

\[
A = \begin{pmatrix} 0 & I \\ A & 0 \end{pmatrix}
\]

(35)

with \( D(A) = D(A) \times H^1_0(\Omega) \). The adjoint operator \( A^* \) of \( A \) is given by \( A^* = -A \).
The input operator $L$ is defined as follows $L = \begin{pmatrix} 0 \\ B \end{pmatrix} \in \mathcal{L}(U, Z)$ and its adjoint $L^* = \begin{pmatrix} 0 \\ B^* \end{pmatrix}$. Also we define the disturbance term by:

$$ F(t) = \begin{pmatrix} 0 \\ f(t) \end{pmatrix} \in Z $$

The system (34) is augmented by the following output:

$$ y(t) = Cz(t) = \begin{pmatrix} C_1 & 0 \\ 0 & C_2 \end{pmatrix} \begin{pmatrix} x \\ \dot{x} \end{pmatrix} \in Y = Y_1 \times Y_2 \quad (36) $$

The operator $(A, D(A))$ generates a strongly continuous semigroup $(S(t))_{t \geq 0}$ defined by:

$$ S(t) \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} = \begin{pmatrix} \sum_{n=1}^{+\infty} \int_{\Omega} \phi_{nm} \cdot \varphi_n(t) \cos(\sqrt{-\lambda_n} t) \\ \sqrt{-\lambda_n} \sum_{n=1}^{+\infty} \int_{\Omega} \phi_{nm} \cdot \varphi_n(t) \sin(\sqrt{-\lambda_n} t) \\ \sum_{n=1}^{+\infty} \int_{\Omega} \phi_{nm} \cdot \varphi_n(t) \cos(\sqrt{-\lambda_n} t) \varphi_{nm} \end{pmatrix} \quad (37) $$

$(\varphi_{nm})_{n,m}$ is a complete system of eigenfunctions of $A$, corresponding to the eigenvalues $\lambda_n$ such that $0 > \lambda_1 > \lambda_2 > \ldots > \lambda_n > \ldots$.

The state of (34) is then given by:

$$ z(t) = S(t)z(0) + \int_0^t S(t-s)L\Phi(s)ds + \int_0^t S(t-s)F(s)ds \quad (38) $$

and according to section 4.1, we have:

$$ z_{k+1} = S_{k+1}z_0 + \sum_{i=0}^{k} S^{k-i}L_i\Phi_i + \sum_{i=0}^{k} S^{k-i}F_i $$

where $L_i\Phi_i = \int_0^\tau S(\tau - r)\mathcal{L}(r + i\tau)\Phi_i$ and $F_i = \int_0^\tau S(\tau - r)F(r + i\tau)\Phi_i$.

5.2. Case of actuators and sensors. To describe the input/output process, we develop in this part the corresponding example using the usual concept of actuators and sensors. Technically, the actuator is used as mechanism to excite the system (generator of energy), while a sensor detects the measurements (detector device).

We consider the case where the system (34) is exited by $p$ zone actuators $(\Omega_i, g_i)_{1 \leq i \leq P}$. $D_i$ is the zone where the actuator $(D_i, g_i)$ is active and $g_i$ is its spacial distribution. In this case, the operator $B$ is as follows ([5]):

$$ B : \mathbb{R}^p \rightarrow L^2(\Omega) $$

$$ u(t) \rightarrow \sum_{i=1}^{p} g_i u_i(t) \quad (39) $$

Concerning the output of the system, we assume that the observation is given by two sensors $(D_1, r_1)$ and $(D_2, r_2)$ according to (36), then ([1], [5]):

$$ Cz = \begin{pmatrix} C_1 z_1 \\ C_2 z_2 \end{pmatrix} $$
where
\[ C_1 z_1 = \langle r_1, z_1 \rangle ; \quad C_2 z_2 = \langle r_2, z_2 \rangle \]
The adjoint operators are defined by:
\[ C^*_1 \theta_1 = \theta_1 r_1; \quad C^*_2 \theta_2 = \theta_2 r_2 \]
then the output of (34) is given by:
\[ y_{v,f}(k) = CS_0^k x_0 + \sum_{i=0}^{k-1} CS_0^{k-1-i} L_i v_s + \sum_{i=0}^{k-1} CS_0^{k-1-i} F_i \] (40)
Using (37) and (39), the output becomes:
\[
y_{v,f}(k) = \begin{cases} 
\sum_{n=1}^{\infty} \sum_{m=1}^{r_n} \sum_{i=0}^{k-1} \int_0^\tau \left( \langle gv_r + f(r + i\tau), \varphi_{nm} \rangle \sin(\sqrt{-\lambda_n}(\tau(k - i) - r)) \right) \, dr \\
\times \langle r_1, \varphi_{nm} \rangle \\
\sum_{n=1}^{\infty} \sum_{m=1}^{r_n} \sum_{i=0}^{k-1} \int_0^\tau \left( \langle gv_r + f(r + i\tau), \varphi_{nm} \rangle \cos(\sqrt{-\lambda_n}(\tau(k - i) - r)) \right) \, dr \\
\times \langle r_2, \varphi_{nm} \rangle 
\end{cases}
\] (41)
where \( g = (g_1, g_2, ..., g_p) \) and \( v_t \) is defined in Section 4.1.
As mentioned in Section 2.2, the compensation problem or remediability, consists to bring back at the final step \( N \), the measured observation \( y_{v,f} \) to the normal observation \( y_{0,0} \), i.e.:
\[ \sum_{i=0}^{k} CS_0^{k-i} L_i v_s + \sum_{i=0}^{k} CS_0^{k-i} F_i = 0 \] (42)

**Remark 5.**

- For a finite number of sensors, the exact and weak remediability are equivalent.

According to Section 2.3, the optimal control ensuring the condition (42) at the last step \( N \), is given by:
\[ u^* = \sum_{i=0}^{N-1} L_i^* (S_0^{N-1-i})^* C^* \theta_f \] (43)
where \( u^* = (u_1^*, u_2^*, ..., u_p^*) \) and \( \theta_f = \begin{pmatrix} \theta_{f_1} \\ \theta_{f_2} \end{pmatrix} \), or equivalently:
\[ u_j^* = \sum_{i=0}^{N-1} \sum_{n=1}^{r_n} \sum_{m=1}^{r_m} \int_0^\tau \left[ \sqrt{-\lambda_n} \langle C^*_1 \theta_{f_1}, \varphi_{nm} \rangle \sin(\sqrt{-\lambda_n}(\tau(N - i) - r - h_j)) \cdot B^* \varphi_{nm} \\
- \langle C^*_2 \theta_{f_2}, \varphi_{nm} \rangle \cos(\sqrt{-\lambda_n}(\tau(N - i) - r - h_j)) \right] \, dr \] (44)
for \( j = 1, ..., p \).

**5.3. Case of a one dimension system.** In the case of a one dimension system with \( \Omega = [0, 1] \), the eigenvalues of \( A \) are simple \( (r_n = 1) \) and given by \( \lambda_n = -n^2 \pi^2 \), \( n \geq 1 \) and the eigenfunctions are defined by \( \varphi_n(\xi) = \sqrt{2} \sin(n\pi\xi) \). The input is given by two actuators \( (g_1, g_2) \).
For \( \theta = \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix} \), the operator \( \Lambda_N \) is given by:

\[
\Lambda_N \theta = \sum_{i=0}^{N-1} CS_0^{N-1-i} \mathcal{L}_i (S_0^{N-1-i})^* C^* \\
= \sum_{i=0}^{N-1} \int_0^\tau CS(\tau(N-i) - r) \mathcal{L}(r+i\tau) \Phi^*(r+i\tau) \mathcal{L}^* (\tau(N-i) - r) C^* \, dr \\
= \sum_{i=0}^{N-1} \sum_{n=1}^{\infty} \int_0^\tau \left( \frac{\sin^2(\pi \alpha_i)}{\cos(\pi \alpha_i) \sin(\pi \alpha_i)} \cos^2(\pi \alpha_i) \right) \\
\times \left( c_1 + c_2 \right. \\
\left. + c_3 + c_4 \right) \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix} \, dr
\]

where

\[
\alpha_i = \tau(N-i) - r \\
c_1 = \langle g_1, \varphi_n \rangle^2 \langle r_1, \varphi_n \rangle^2 \\
c_2 = \langle g_2, \varphi_n \rangle^2 \langle r_1, \varphi_n \rangle^2 \\
c_3 = \frac{1}{\pi} \langle g_1, \varphi_n \rangle^2 \langle r_1, \varphi_n \rangle \langle r_2, \varphi_n \rangle \\
c_4 = \frac{1}{\pi} \langle g_2, \varphi_n \rangle^2 \langle r_1, \varphi_n \rangle \langle r_2, \varphi_n \rangle \\
c_5 = \pi \langle g_1, \varphi_n \rangle^2 \langle r_1, \varphi_n \rangle \langle r_2, \varphi_n \rangle \\
c_6 = \pi \langle g_2, \varphi_n \rangle^2 \langle r_1, \varphi_n \rangle \langle r_2, \varphi_n \rangle \\
c_7 = \langle g_1, \varphi_n \rangle^2 \langle r_2, \varphi_n \rangle^2 \\
c_8 = \langle g_2, \varphi_n \rangle^2 \langle r_2, \varphi_n \rangle^2
\]

We give hereafter, the optimal control \( u^* = (u_1^*, u_2^*) \) ensuring the remediability condition (42):

\[
u^* = \sum_{j=0}^{N-1} \sum_{n=1}^{\infty} \int_0^\tau \begin{pmatrix} 
\frac{n\pi \langle r_1, \varphi_n \rangle \langle g_1, \varphi_n \rangle \sin\left(n\pi(\tau(N-i) - r - h_1)\right)}{\cos\left(n\pi(\tau(N-i) - r - h_1)\right)} \theta_1 \\
+ \frac{n\pi \langle r_2, \varphi_n \rangle \langle g_1, \varphi_n \rangle \cos\left(n\pi(\tau(N-i) - r - h_1)\right)}{\sin\left(n\pi(\tau(N-i) - r - h_1)\right)} \theta_2 \\
\frac{n\pi \langle r_1, \varphi_n \rangle \langle g_2, \varphi_n \rangle \sin\left(n\pi(\tau(N-i) - r - h_2)\right)}{\cos\left(n\pi(\tau(N-i) - r - h_2)\right)} \theta_1 \\
+ \frac{n\pi \langle r_2, \varphi_n \rangle \langle g_2, \varphi_n \rangle \cos\left(n\pi(\tau(N-i) - r - h_2)\right)}{\sin\left(n\pi(\tau(N-i) - r - h_2)\right)} \theta_2 \\
\end{pmatrix} \, dr
\]

where \( \theta = \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix} \) is given by:

\[
\theta = -(\Lambda_N)^{-1} \left( \sum_{j=0}^{N-1} CS_0^{N-1-j} \mathcal{F}_j \right) \\
= -(\Lambda_N)^{-1} \sum_{j=0}^{N-1} \int_0^\tau CS(\tau(N-j) - r) \mathcal{F}(r+i\tau) \, dr
\]

### 5.4. Numerical results.

For simplification purposes, we consider without loss of generality, the case where \( g_1 = g_2 = r_1 = r_2 = \varphi_1 \). According to Remark (1), the initial state is considered null \( x_0 = 0 \), then \( y_{0,0} = 0 \). The disturbance term is given as follows:

\[
\mathcal{F} = \begin{pmatrix} 0 \\ f(\xi, I) \end{pmatrix}
\]

where \( f(\xi, I) = \rho_1(\xi)k(I) \); \( I = 0, ..., N-1 \); For example, one can consider the perturbation term \( \rho_1(\xi) = \sqrt{2} \sin(\pi \xi) \) and \( k(I) = \frac{\sin(I)}{I} \) and the delays \( h_1 = 0.1 \) and \( h_2 = 0.2 \). Then without loss of generality the free observation (without control)
is given by:

\[ y_f(N - 1) = \sum_{i=0}^{N-1} \int_0^\tau \left( \frac{1}{\pi} \sin(\pi(N - i) - r) \frac{\sin(r + i \tau)}{r + i \tau} \cos(\pi(N - i) - r) \frac{\sin(r + i \tau)}{r + i \tau} \right) dr \]

and

\[ \theta_f = -(\Lambda_N)^{-1} y_f(N - 1) \]

with \( \theta_f = \left( \theta_{f_1} \theta_{f_2} \right) \). For \( n = 1 \), the optimal control ensures the exact compensation of the disturbance, i.e. brings back the final observation \( y_{u,f}(N - 1) \) to the normal one which is zero (since \( z_0 = 0 \)) is given by: Then the optimal control for \( n = 1 \), is defined as follows:

\[
 u^* = \sum_{i=0}^{N-1} \int_0^\tau \left( \frac{\pi \sin(\pi(N - i) - r - h_1)}{\pi \sin(\pi(N - i) - r - h_2)} \right) \cos(\pi(N - i) - r - h_2) \cos(\pi(N - i) - r - h_2) dr \times \left( \frac{\theta_1}{\theta_2} \right)
\]

(46)

**Remark 6.** The optimal control depends linearly on \( \theta_f \), and hence on \( y_f \) which is usually known in linear systems. The knowledge of \( f \) is not really necessary.

We obtain the following numerical results which illustrate the previous developments. To simplify the notations, let us note \( y_{u,f} \) the observation corresponding to the control \( u \) and the disturbance \( f \). Hence \( y_{0,f} \) (respectively \( y_{0,0} \)) represents the observation with \( u = 0 \) (respectively the normal observation, i.e. with \( u = 0 \) and \( f = 0 \)).
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**Figure 1.** Control observation for \( N = 10 \)

In figures 1 and 2 corresponding to \( N = 10 \) and \( N = 20 \) respectively, we present the evolution of the observations \( y_{u,f} \) and \( y_{0,f} \) with \( \tau = 0.1 \). In each case, we note
that the optimal control (45) leads at the final step $N$, the observation $y_{u,f}$ (blue curve) to the normal observation $y_{0,0} = 0$ as mentioned in (5).

On the other hand, in both cases, the perturbed and non controlled ($u = 0$) observation $y_{0,f}$ is increasing and moves away from the normal one (red curves in Fig.1 and Fig.2).

The obtained results concern a particular choice of $f$. However, the mathematical developments provide a credible design for any other disturbance.

6. Conclusion. As shown above, the main purpose consists to find the optimal control ensuring the compensation of a disturbance via the output equation. To give more general mathematical models, the results are developed for a class of discrete delay systems and also for discretized continuous systems with input delays.

As an application, we considered a one dimension hyperbolic system with two actuators and two sensors. Illustrative numerical results are also presented.

As noted before, the knowledge of the disturbance function is not necessary in the linear case. The developments are based on the corresponding observation which is generally known. Concerning the optimal control ensuring the remediability condition, the approach is based on an extension of Hilbert Uniqueness Method. We examined also the usual case of actuators and sensors as an input and output process.

The considered approach can be extended to other classes of systems and other similar problems. More general situations require further developments such as the cases of nonlinear and stochastic systems or other types of delays.
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