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Abstract—Although federated learning improves privacy of training data by exchanging local gradients or parameters rather than raw data, the adversary still can leverage local gradients and parameters to obtain local training data by launching reconstruction and membership inference attacks. To defend such privacy attacks, many noises perturbation methods (like differential privacy or CountSketch matrix) have been widely designed. However, the strong defence ability and high learning accuracy of these schemes cannot be ensured at the same time, which will impede the wide application of FL in practice (especially for medical or financial institutions that require both high accuracy and strong privacy guarantee). To overcome this issue, in this paper, we propose an efficient model perturbation method for federated learning to defend reconstruction and membership inference attacks launched by curious clients. On the one hand, similar to the differential privacy, our method also selects random numbers as perturbed noises added to the global model parameters, and thus it is very efficient and easy to be integrated in practice. Meanwhile, the random selected noises are positive real numbers and the corresponding value can be arbitrarily large, and thus the strong defence ability can be ensured. On the other hand, unlike differential privacy or other perturbation methods that cannot eliminate the added noises, our method allows the server to recover the true gradients by eliminating the added noises. Therefore, our method does not hinder learning accuracy at all. Extensive experiments demonstrate that for both regression and classification tasks, our method achieves the same accuracy as non-private approaches and outperforms the state-of-the-art related schemes. Besides, the defence ability of our method is significantly better than the state-of-the-art related defence schemes. Specifically, for the membership inference attack, our method achieves attack success rate (ASR) of around 50%, which is equivalent to blind guessing. However, the ASR of other defence methods is around 60%, which means that clients have a certain advantage to attack successfully compared with blind guessing. For the reconstruction attack, the ASR of our method is around 10% for 10-classes datasets, which is equivalent to blind guessing (i.e., the optimal defensive ability). However, the ASR of other defensive methods is around 50%, which demonstrates a relative poor defensive ability.

I. INTRODUCTION

With the continued emergence of privacy breaches and data abuse [36], data privacy and security issues gradually impede the flourishing development of deep learning [38]. In order to mitigate such privacy concerns, federated learning (FL) [22] has recently been presented as an appealing solution. As illustrated in Fig. 1, FL is essentially a distributed learning framework where many clients collaboratively train a shared global model under the orchestration of a central server, while ensuring that each client’s raw data is stored locally and not exchanged or transferred.

As we all know, data is the huge digital wealth in recent big data era, and thus all clients (especially for companies) wants to obtain as much training data as possible. And if clients own enough training data, they can train an effective model independently, instead of joining the FL to share the trained global model. This can totally protect privacy and save huge overheads, especially for communication overhead. FL seemingly can protect the training data of clients by exchanging local gradients and current model parameters rather than raw data, however, sharing local gradients and model parameters is still a well-known privacy risk [26]. [41]. Specifically, inference attacks [26] has been widely adopted to reconstruct or infer the property of clients’ training data based on the model output. Inference attacks on FL mainly includes two
attacks: tracing (a.k.a. membership inference) attacks, and reconstruction attacks. The goal of reconstruction attacks is to recover original training data as accurate as possible. The goal of membership inference attacks is to infer if a particular individual data record was included in the training dataset. This is a decisional problem, and its accuracy directly demonstrates the leakage of the model about its training data. Note that we mainly focus on the privacy attacks that will leak the training data of clients, and thus other attacks are beyond the scope of this paper.

To defense inference attacks launched by curious clients, many privacy-preserving federated learning schemes [23], [27], [35] widely adopt the differential privacy technique [7] due to its theoretical guarantee of privacy protection and low computational and communication complexity. However, there is a trade-off between privacy guarantee and learning accuracy. If the added noises is strong, the differential privacy works for defence, but the noise inevitably hurts the accuracy and may even stop FL from making progress [11]. If the noise is not strong enough, the defence may face failure. In order to overcome such drawback, many related works [8], [24], [30] have been designed. For example, the work in [30] has suggested to randomly select and share a small fraction of gradient elements (those with large magnitudes) to reduce privacy loss. Fan et. al. [8] have leveraged element-wise adaptive gradients perturbations to defeat reconstruction attacks and maintain high model accuracy. In [24], a CountSketch matrix is used to perturb global model parameters for defending reconstruction and membership inference attacks.

Unfortunately, the defence ability and learning accuracy of these schemes are still unsatisfactory, especially for medical or financial institutions that require both high accuracy and strong privacy guarantee. The main reason is that the perturbed noises added in gradients or model parameters cannot be eliminated, which will inevitably reduce the learning accuracy compared with the training without perturbation. Meanwhile, the defence ability is not strong enough due to the utility consideration in practice (i.e., It should avoid reducing the learning accuracy too much to make the trained model unusable). Therefore, how to design an efficient method in FL that can ensure high defence ability for inference attacks without sacrificing learning accuracy is still a big challenge [14], [17].

In this paper, we aim to efficiently address such challenge and propose an efficient model perturbation method for federated learning to defend inference attacks launched by curious clients and ensure high learning accuracy at the same time. The main novelty and contributions are two-folds:

- We propose an efficient model perturbation method to prevent clients obtaining true global model parameters and local gradients, and thus defenses against reconstruction and membership inference attacks [25]. On the one hand, similar to the differential privacy, our method also selects random numbers as noises added to the global model parameters, and thus it is very efficient and easy to be integrated. Note that the randomly selected noises are positive real number and the corresponding value can be arbitrarily large, which shows a strong defensive ability. On the other hand, unlike differential privacy [30] or other perturbation methods [8], [24] that cannot eliminate the added noises, our method ensures that the server can recover the true gradients by eliminating the added noises. Therefore, our method does not hinder learning accuracy at all.
- In order to evaluate our method from learning accuracy and inference attacks defence, we conduct extensive experiments on several large-scale datasets, and compare our method with several the state-of-the-art related schemes. Empirical results show that our scheme can achieve the same learning accuracy as the scheme that trains model with true parameters (i.e., FedAvg [22]), which demonstrates that our method does not harm learning accuracy. Meanwhile, both learning accuracy and defence ability of our method are better than the related defence schemes [8], [24], [30]. More specifically, for the membership inference attack, our method achieves attack success rate of around 50%, which is equivalent to blind guessing. However, the attack success rate of other defence methods [8], [24], [30] is around 60%, which means that clients have a certain advantage to attack successfully compared with blind guessing. For the reconstruction attack, the attack success rate of our method is around 10% for 10-classes datasets, which is equivalent to blind guessing (i.e., the optimal defensive ability). However, the attack success rates of other defensive methods [8], [24], [30] are around 50%, which demonstrates a relative poor defensive ability.

Note that we admit that our method alone does not fundamentally defend all the attacks launched from curious clients. As claimed in [24], there does not exist any defense that is effective for all the attacks that infer privacy. Meanwhile, similar to [8], [24], [30], we focus on the inference attacks launched by curious clients and do not consider the attacks launched by the server. Actually, we can assume the server is honest and clients are honest-but-curious. To the best of our knowledge, this assumption is widespread in the real world. For example, an insurance headquarter requires all its subsidiaries to join the FL to train a global model for analyzing the insurance behavior of customers. Obviously, the headquarter is trusted by all subsidiaries, but the competing relationships between subsidiaries and they distrust each other, so it should be ensured that none of subsidiaries can obtain the private data of other subsidiaries. If we want to consider both the server and clients are honest-but-curious, our method can be easily incorporated with existing methods such as homomorphic encryption, secret sharing or secure multi-party computing to satisfy the privacy-preserving requirements.

**Roadmap** In Section II we outline preliminaries. In Section III we state the threat model and design goals. We present the proposed scheme in Section IV followed by the theoretical analysis about security in Section V. Experimental results are presented in Section VI. Finally we discuss related work in
Section VII and provide concluding remarks in Section VIII

II. PRELIMINARIES

In this section, we outline concepts of the FL and the Hadamard product, which will serve as the basis of our scheme.

A. Federated learning

Federated learning (FL) [14] is essentially a distributed machine learning framework where a number of clients collaboratively train a shared global model with high accuracy. In this paper, we focus on training Deep Neural Networks (DNNs), which have been widely adopted as the infrastructure of deep learning models to solve many complex tasks [29].

Formally, consider a cross-silo FL with K clients, denoted as \( C = \{C_1, C_2, \ldots, C_K\} \), and each client \( C_k \) has the local training dataset \( D_k \). The cross-silo FL aims to solve an optimization problem to obtain the optimal global parameter \( W \) [18], [22]:

\[
\min_W F(W) \triangleq \sum_{k=1}^{K} \frac{|D_k|}{|D|} F(W, D_k),
\]

where \( |D_k| \) is the sample size of the client \( C_k \) and \( |D| = \sum_{k=1}^{K} |D_k| \). \( F(W, D_k) \) is the local object of \( C_k \) defined by

\[
F(W, D_k) \triangleq \frac{1}{|D_k|} \sum_{(x_i, y_i) \in D_k} \mathcal{L}(W; (x_i, y_i)),
\]

where \((x_i, y_i)\) is the training sample, \( x_i \) and \( y_i \) are the corresponding feature vector and the ground-truth label vector, respectively. \( \mathcal{L}(\cdot; \cdot) \) is a user-specified loss function, such as the Mean Squared Error and Cross-entropy.

In order to find the optimal parameters for the Eq. (1), the server initializes the global model parameter, and then the server and all clients collaboratively perform the DNN training, which mainly includes three phases 1) global model broadcasting, 2) local model training, and 3) global model update.

1) Global model broadcasting. The server broadcasts the current global model parameter \( W = \{W^{(l)}\}_{l=1}^{L} \) to all clients for local model training.

2) Local model training. Once receiving the global model parameter \( W = \{W^{(l)}\}_{l=1}^{L} \), each client \( C_k \) computes local gradients \( \nabla F(W, D_k) \) by running the stochastic gradient descent (SGD) algorithm on the local training dataset \( D_k \). Generally, for each training sample \((x, y)\) \( \in D_k \), the training process includes two steps: forward propagation and backward propagation.

- **Forward propagation** is the process of obtaining prediction through sequentially calculating under \( W \) after the input samples enter the network. Specifically, for the sample feature vector \( x \), the output vector \( y^{(l)} = (y_1^{(l)}, y_2^{(l)}, \ldots, y_n^{(l)}) \in \mathbb{R}^n \) of the \( l \)-th layer is computed as

\[
y^{(l)} = \begin{cases} 
\text{ReLU}(W^{(l)}y^{(l-1)}) , & \text{for } 1 \leq l \leq L-1, \\
W^{(L)}y^{(L-1)} , & \text{for } l = L,
\end{cases}
\]

where \( y^{(0)} = x \) and ReLU(·) is the widely used activation function satisfying that: for any input \( x \),

\[
y = \text{ReLU}(x) = \begin{cases} 
x , & \text{if } x > 0, \\
0 , & \text{if } x \leq 0,
\end{cases}
\]

- **Backward propagation** starts from the loss value, and updates the parameter values of the network in reverse, so that the loss value of the updated network decreases. Let the gradient of the loss respect to \( W^{(l)} \) be \( \frac{\partial \mathcal{L}(W; (x, y))}{\partial W^{(l)}} \in \mathbb{R}^{n_l \times n_{l-1}} \). Based on the chain rule, the \((i, j)\)-th entry of \( \frac{\partial \mathcal{L}(W; (x, y))}{\partial W^{(l)}} \) is computed as:

\[
\frac{\partial \mathcal{L}(W; (x, y))}{\partial w_{ij}^{(l)}} = \frac{\partial \mathcal{L}(W; (x, y))}{\partial y_{ij}^{(L)}} \frac{\partial y_{ij}^{(L)}}{\partial y_{ij}^{(L-1)}} \cdots \frac{\partial y_{ij}^{(i+1)}}{\partial y_{ij}^{(i)}} \frac{\partial y_{ij}^{(i)}}{\partial w_{ij}^{(i)}},
\]

where \( i = 1, 2, \ldots, n_l \) and \( j = 1, 2, \ldots, n_{l-1} \). According to Eq. (3), for \( 1 \leq l \leq L-1 \), the corresponding output \( y^{(l)} \in \mathbb{R}^{n_l} \) is influenced by the non-linear RELU function, and thus the corresponding gradient \( \frac{\partial \mathcal{L}(W; (x, y))}{\partial w_{ij}^{(l)}} \) will also be affected by ReLU.

Similarly, for every sample \((x_i, y_i)\) \( \in D_k \), \( C_k \) can obtain the corresponding local gradient \( \frac{\partial \mathcal{L}(W; (x_i, y_i))}{\partial W} \), and then computes the average local gradient as:

\[
\nabla F(W, D_k) = \frac{1}{|D_k|} \sum_{(x_i, y_i) \in D_k} \frac{\partial \mathcal{L}(W; (x_i, y_i))}{\partial W}.
\]

Finally, \( C_k \) uploads \( \nabla F(W, D_k) \) to the server for model update.

3) Global model update. After receiving \( \nabla F(W, D_k) \) from all clients, the server aggregates and updates the current model parameter \( W \) for the next iteration. Specifically, given the learning rate \( \eta \), the updated parameter is computed as

\[
W \leftarrow W - \eta \sum_{k=1}^{K} \frac{|D_k|}{|D|} \nabla F(W, D_k).
\]

After that, the server distributes the updated parameter \( W \) to all clients for the next iteration.

B. Hadamard Product

The Hadamard product [12] takes two matrices of the same dimensions and produces another matrix of the same dimension as the operands.

**Definition 1.** For two matrices \( A \) and \( B \) of the same dimension \( m \times n \), the Hadamard product \( A \odot B \) (or \( A \times B \)) is a matrix of the same dimension as the operands, with elements given by

\[
(A \odot B)_{ij} = (A \times B)_{ij} = A_{ij}B_{ij}.
\]

Two properties of Hadamard product are given as follows:

- For any two matrices \( A \) and \( B \), and a diagonal matrix \( D \), we have

\[
D(A \odot B) = (DA) \odot B \text{ and } (A \odot B)D = (AD) \odot B.
\]

- For any two column vectors \( a \) and \( b \), the Hadamard product is \( a \odot b = D_a b \), where \( D_a \) is the corresponding diagonal matrix with the vector \( a \) as its main diagonal.
III. THREAT MODEL AND DESIGN GOALS

In this paper, we mainly focus on the privacy attacks launched by clients. Similar to [8], [24], we assume clients are honest-but-curious, which means that all clients honestly follow the underlying scheme and does not submit any malformed messages, but attempt to infer other clients’ data privacy by launching privacy attacks. As introduced in Section II-A, during each iteration, each client $C_k$ can obtain the updated model parameter $W$ and compute the sum of other clients’ gradients denoted as $\sum_{j \neq k} \nabla F(W, D_k)$. Knowing the model parameters, gradients or both, curious clients may try to infer data privacy of other clients. Similar to [8], [24], we mainly focus on two state-of-the-art inference attacks in federated learning called reconstruction attack and membership inference attack. In the reconstruction attack, the curious client tries to reconstruct sensitive features of the records in the training set of other clients. In the membership inference attack, the curious client attempts to infer if a certain data record is included in the training dataset with the model parameters. This is a decisional problem, and its accuracy directly demonstrates the leakage of the model about the corresponding training data. Note that, since the privacy preservation is our focus, other active attacks (like poisoning attacks or backdoor attacks) that will destroy the integrity or availability are beyond the scope of this work and will be discussed in the future.

Design goals. In order to defense privacy attacks launched by honest-but-curious and ensure the utility of training model, the design goals of our scheme mainly include the following two aspects:

- **Confidentiality**: The proposed scheme should ensure the curious clients cannot infer private training data of other clients by reconstruct and membership inference attacks with exchanged global model parameters and local gradients. In particular, similar to [24], the goal of our scheme is to ensure that clients can only know the random perturbed model parameters rather than true model parameters.

- **High accuracy**: As demonstrated in [8], [14], many state-of-the-art differential privacy-based approaches strengthen the privacy preservation capability in FL at the expense of accuracy, which will hinder the application of FL in practice, especially for medical or financial institutions that require high model accuracy. Therefore, in addition to privacy-preservation, ensuring high model accuracy is also our design goal. More specifically, it is better for our scheme to achieve the same model accuracy as the plain training model, e.g., FedAvg [22].

IV. OUR PROPOSED METHOD

In this paper, we mainly focus on the privacy attacks launched by clients. Similar to [8], [24], we assume clients are honest-but-curious, which means that all clients honestly follow the underlying scheme and does not submit any malformed messages, but attempt to infer other clients’ data privacy by launching privacy attacks. As introduced in Section II-A, during each iteration, each client $C_k$ can obtain the updated model parameter $W$ and compute the sum of other clients’ gradients denoted as $\sum_{j \neq k} \nabla F(W, D_k)$. Knowing the model parameters, gradients or both, curious clients may try to infer data privacy of other clients. Similar to [8], [24], we mainly focus on two state-of-the-art inference attacks in federated learning called reconstruction attack and membership inference attack. In the reconstruction attack, the curious client tries to reconstruct sensitive features of the records in the training set of other clients. In the membership inference attack, the curious client attempts to infer if a certain data record is included in the training dataset with the model parameters. This is a decisional problem, and its accuracy directly demonstrates the leakage of the model about the corresponding training data. Note that, since the privacy preservation is our focus, other active attacks (like poisoning attacks or backdoor attacks) that will destroy the integrity or availability are beyond the scope of this work and will be discussed in the future.

Design goals. In order to defense privacy attacks launched by honest-but-curious and ensure the utility of training model, the design goals of our scheme mainly include the following two aspects:

- **Confidentiality**: The proposed scheme should ensure the curious clients cannot infer private training data of other clients by reconstruct and membership inference attacks with exchanged global model parameters and local gradients. In particular, similar to [24], the goal of our scheme is to ensure that clients can only know the random perturbed model parameters rather than true model parameters.

- **High accuracy**: As demonstrated in [8], [14], many state-of-the-art differential privacy-based approaches strengthen the privacy preservation capability in FL at the expense of accuracy, which will hinder the application of FL in practice, especially for medical or financial institutions that require high model accuracy. Therefore, in addition to privacy-preservation, ensuring high model accuracy is also our design goal. More specifically, it is better for our scheme to achieve the same model accuracy as the plain training model, e.g., FedAvg [22].

Fig. 2. The overall framework of our proposed method.

mainly includes the three steps: global model perturbation, local model training and global model update.

A. Global Model Perturbation

The goal of global model perturbation is to prevent curious clients from obtaining the true model parameters $W = \{W^{(l)}\}_{l=1}^{L}$ and gradient $\nabla F(W, D_k)$. Specifically, the server first needs to select random one-time-used noises for different iterations, and then perturbs global parameters for privacy preservation.

- **Random noises selection**: The server selects random one-time-used noises for different iterations as follows.
  
  - Randomly select multiplicative noisy vectors $r^{(l)} = (r^{(l)}_1, r^{(l)}_2, \ldots, r^{(l)}_{m_l}) \in \mathbb{R}_{>0}$ for $1 \leq l \leq L - 1$ and an additive noisy vector $r^{(a)} = (r^{(a)}_1, r^{(a)}_2, \ldots, r^{(a)}_n) \in \mathbb{R}_n$ with pairwise different components.
  
  - Define a disjoint partition $\cup_{s=1}^{m} \mathcal{I}_s$ of $\{1, 2, \ldots, n_L\}$, such that $\cup_{s=1}^{m} \mathcal{I}_s = \{1, 2, \ldots, n_L\}$ and $\mathcal{I}_i \cap \mathcal{I}_j = \emptyset$ for any $i \neq j$. Randomly select noisy numbers $\gamma_1, \gamma_2, \ldots, \gamma_m \in \mathbb{R}$. Then let $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n)$, whose coordinates are given as $\gamma_i = \gamma_i$, for $i \in \mathcal{I}_s$ and $s = 1, 2, \ldots, m$.

  Note that, the server will keep $\{(r^{(l)})^{L-1}_s, \gamma\}$ secret for preventing curious clients from obtaining true model parameters.

- **Parameter perturbation**: With the random selected noises, the global parameters $W = \{W^{(l)}\}_{l=1}^{L}$ are perturbed as: for the $l$-th layer’s parameter matrix $W^{(l)} \in \mathbb{R}_{n_L \times n_{L-1}}$, the perturbed value $\tilde{W}^{(l)}$ is

  \[
  \tilde{W}^{(l)} = \begin{cases} \end{cases} \begin{array} \end{array} R^{(l)} \circ W^{(l)}, \text{ for } 1 \leq l \leq L - 1, \\
  R^{(l)} \circ W^{(l)} + R^{(a)}, \text{ for } l = L, \end{array} \]

1The value of $m$ ($1 \leq m \leq n_L$) determines the defense of predictions, which will be analyzed in Theorem [5].
With the above perturbed loss function, each client
\[ \hat{L}(\hat{W}; (x, \bar{y})) = \frac{1}{2} \| \hat{y}^L - \bar{y} \|_2^2. \] (13)

With the above perturbed loss function, each client \( C \) can compute the perturbed gradient of the \( l \)-th layer, denoted as \( \frac{\partial \hat{L}(\hat{W}; (x, \bar{y}))}{\partial W^{(l)}} \in \mathbb{R}^{n_l \times n_{l-1}} \), based on the calculations of backward propagation in Section II-A. What’s more, the following Theorem 2 shows the important relationship between the perturbed gradients and the true gradients.

**Theorem 2.** For any \( 1 \leq l \leq L \), the perturbed gradients \( \frac{\partial \hat{L}(\hat{W}; (x, \bar{y}))}{\partial W^{(l)}} \in \mathbb{R}^{n_l \times n_{l-1}} \) and the true gradients \( \frac{\partial \hat{L}(W; (x, \bar{y}))}{\partial W^{(l)}} \in \mathbb{R}^{n_l \times n_{l-1}} \) satisfy

\[ \frac{\partial \hat{L}(\hat{W}; (x, \bar{y}))}{\partial W^{(l)}} = \frac{1}{|D_k|} \sum_{(x', \bar{y}') \in D_k} \frac{\partial \hat{L}(\hat{W}; (x', \bar{y}'))}{\partial W^{(l)}} + \frac{1}{R^{(l)}} \vec{r} \gamma(l) - \nu \beta(l), \]

where \( \frac{1}{R^{(l)}} \vec{r} \gamma(l) \) is the sub-matrix of \( \gamma(l) \) for simplicity unless other specification.

**Proof.** See Appendix B.

From Theorem 2, we can observe that \( \sigma(l) \) and \( \beta(l) \) can be computed directly by clients and both two values decide whether the server can recover the true aggregated model parameters (see Section IV-C for more details). Hence, in addition to the perturbed gradients, the client also needs to compute two noisy items \( \sigma(l) \) and \( \beta(l) \).

Hence, for any sample \( (x, \bar{y}) \in D_k \), each client \( C_k \) computes the perturbed local gradients \( \frac{\partial \hat{L}(\hat{W}; (x, \bar{y}))}{\partial W^{(l)}} \) and the corresponding noisy items, represented as \( \sigma(l) \) and \( \beta(l) \).

Then, \( C_k \) computes the average local gradients \( \nabla F(\hat{W}^{(l)}, D_k) \) and \( (\sigma(l), \beta(l)) \) as: for \( l = 1, 2, \ldots, L \),

\[ \nabla F(\hat{W}^{(l)}, D_k) := \frac{1}{|D_k|} \sum_{(x, \bar{y}) \in D_k} \frac{\partial \hat{L}(\hat{W}; (x, \bar{y}))}{\partial W^{(l)}}; \]

\[ \sigma(l) := \frac{1}{|D_k|} \sum_{(x, \bar{y}) \in D_k} \sigma(l); \]

\[ \beta(l) := \frac{1}{|D_k|} \sum_{(x, \bar{y}) \in D_k} \beta(l). \]

Note that \( \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_{n_L}) \) is known for the server and \( \gamma_i = \gamma_{l_i} \) for \( i \in I_s \) and \( s = 1, 2, \ldots, m \). (See “Random noises selection”). To recover the term \( r^{(a)} \gamma \) of the equation in Theorem 2 the client \( C_k \) should compute the following items:

\[ \sigma_{k,s}(l) := (r^{(a)})^T \gamma(l) \]

for \( s = 1, 2, \ldots, m \), where \( r^{(a)} \) is the restriction of the vector \( r^{(a)} \) on \( I_s \) and \( \sigma_{k,s}(l) \) is the sub-matrix of \( \sigma(l) \) consisting of the rows indexed by \( I_s \).

Finally, \( C_k \) uploads \( \{\nabla F(\hat{W}^{(l)}, D_k), \sigma(l), \beta(l)\}_{l=1}^{L} \) to the server for model update.
C. Global Model Update

After receiving \( \{\nabla F(\bar{W}(l), D_k)\}_{l=1} \) and \((m + 1)\) noisy terms \( \{\bar{\sigma}_{k1}^{(l)}, \cdots, \bar{\sigma}_{km}^{(l)}, \bar{\beta}_{k}^{(l)}\}_{l=1} \) from all clients, the server needs to update the current global model. Specifically, in addition to aggregate all received local gradients, the server also needs to recover exact aggregated results to ensure training accuracy. The details are given as follows.

- For \( l = 1, 2, \ldots, L \), perform the aggregation operation as:

\[
\nabla F(\bar{W}(l)) = \sum_{k=1}^{K} \frac{|D_k|}{|D|} \nabla F(\bar{W}(l), D_k),
\]

\[
\sigma_s^{(l)} = \sum_{k=1}^{K} \frac{|D_k|}{|D|} \bar{\sigma}_{ks}^{(l)}, \quad s = 1, 2, \ldots, m,
\]

\[
\beta^{(l)} = \sum_{k=1}^{K} \frac{|D_k|}{|D|} \bar{\beta}_{k}^{(l)}.
\]

- According to Theorem 2, recover the true aggregated gradients with the secret noises \( R(l), \gamma_l \), and \( v \):

\[
\nabla F(W(0)) = \nabla F(\bar{W}(0)) - \sum_{s=1}^{m} \gamma_l \sigma_s^{(l)} + v \beta^{(l)},
\]

where \( l = 1, 2, \ldots, L \).

- Update the current global model for the next iteration as:

\[
W(l) \Leftarrow W(l) - \eta \nabla F(W(l)).
\]

Next, we theoretically demonstrate that the server can obtain the true global model from the perturbed gradients uploaded by clients. In other words, our proposed scheme can achieve the same model accuracy as the true training introduced in Section II-A.

**Theorem 3.** \( \nabla F(W(l)) \) is the true aggregated gradients satisfying

\[
\nabla F(W(l)) = \sum_{k=1}^{K} \frac{|D_k|}{|D|} \nabla F(W(l), D_k)
\]

where \( 1 \leq l \leq L \) and \( \nabla F(W(l), D_k) \) is the true local gradients denoted in Eq. 4.

**Proof.** See Appendix C \( \square \)

According to Theorem 3, Eq. 15 is derived as

\[
W(l) \Leftarrow W(l) - \eta \sum_{k=1}^{K} \frac{|D_k|}{|D|} \nabla F(W(l), D_k),
\]

which is equal to Eq. 5, i.e., the update without noises perturbation.

V. THEORETICAL ANALYSIS

Based on design goals, we theoretically analyze the inference attacks defence of our method. Essentially, we need to ensure that clients cannot obtain the true information received from the server or obtained from local training. As introduced in Section IV, clients first receive perturbed global model parameters \( \bar{W} \) from the server, and then perform forward propagation and backward propagation to obtain the output \( \hat{y}(l) \) and the gradient \( \partial \hat{E}(\bar{W}; x, y) \) of each layer, respectively. Therefore, our method needs to meet the following three privacy requirements: (1) the privacy-preservation of global model parameters, (2) the privacy-preservation of outputs in forward propagation and (3) the privacy-preservation of local gradients in backward propagation.

A. Privacy-Preservation of Global Model Parameters

As introduced in Section IV-A, the server perturbs current global model parameters by randomly selected positive real number before distributing. Thus, we prove that curious clients cannot obtain true global model parameters \( W \) from the received perturbed parameters \( \bar{W} \).

**Theorem 4.** For any given perturbed global model parameters \( \bar{W} = \{\bar{W}(l)\}_{l=1}^{L} \), there always exist infinitely many different model parameters \( W = \{W(l)\}_{l=1}^{L} \) and noises \( \{R(l)\}_{l=1}^{L}, \{R^{(a)}\} \) satisfying Eq. 7, i.e.,

\[
\bar{W}(l) = \begin{cases} R(l) \circ W(l), & \text{for } 1 \leq l \leq L - 1, \\
R(l) \circ W(l) + R^{(a)}, & \text{for } l = L. 
\end{cases}
\]

**Proof.** As shown in Section IV-A the noises \( R(l) \in \mathbb{R}^{n \times n-1} \) and \( R^{(a)} \in \mathbb{R}^{nL \times nL-1} \) used for perturbing are given as:

\[
R_{ij}^{(l)} = \begin{cases} r_{ij}^{(l)}, & \text{when } l = 1 \\
\frac{r_{ij}^{(l)} + 1}{r_{ij}^{(l)}}, & \text{when } 2 \leq l \leq L - 1 \\
1/r_{ij}^{(L-1)}, & \text{when } l = L \end{cases}
\]

where the vectors \( r_{ij}^{(l)} \in \mathbb{R}^{n \times n-1} \) for \( l = 1, 2, \ldots, L - 1 \), and \( r^{(a)} \in \mathbb{R}^{nL \times nL-1} \) with pairwise different components are randomly selected and kept secret by the server.

Next, we show that we can find infinite pairs \( W = \{W(l)\}_{l=1}^{L} \) and \( (R = \{R(l)\}_{l=1}^{L}, R^{(a)}) \) to construct a given \( \bar{W} = \{\bar{W}(l)\}_{l=1}^{L} \). Specifically, for any given perturbed global model parameters \( \bar{W} = \{\bar{W}(l)\}_{l=1}^{L} \), based on the above equations, we can construct the model parameters \( W = \{W(l)\}_{l=1}^{L} \) as follows:

\[
\begin{align*}
W(l) &= \frac{1}{R(l)} \circ \bar{W}(l), & \text{for } l = 1, 2, \ldots, L - 1, \\
W(L) &= \frac{1}{R(L)} \circ (\bar{W}(L) - R^{(a)}),
\end{align*}
\]

where for \( l = 1, 2, \ldots, L \), \( \frac{1}{R(l)} \in \mathbb{R}^{n \times n-1} \) is defined as: the \((i, j)\)-th entry of \( \frac{1}{R(l)} \) is \( (R_{ij}^{(l)})^{-1} \).
Then, we can show that the noises \( \{R_l^i\}_{i=1}^{L} \) and the model parameters \( W = \{W_l^i\}_{i=1}^{L} \) constructed by Eq. (17) satisfy Eq. (7) as follows:

\[
R_l^i \circ W_l^i = R_l^i \circ \frac{1}{R_l^i} \circ \hat{W}_l^i = \hat{W}_l^i, \quad \text{for } 1 \leq l \leq L - 1, \\
R_l^L \circ W_l^L + R(a) = R_l^L \circ \frac{1}{R_l^L} \circ (\hat{W}_l^L - R(a)) + R(a) = \hat{W}_l^L - R(a) + R(a) = \hat{W}_l^L.
\]

Due to the arbitrariness of the vectors \( \{r_l^i\}_{i=1}^{L} \) and \( r(a) \), there are infinitely many \( \{R_l^i\}_{i=1}^{L} \) and \( R(a) \) since they are determined by the vectors \( \{r_l^i\}_{i=1}^{L} \) and \( r(a) \). Additionally, from Eq. (17), we obtain that there exist infinitely many different model parameters \( W = \{W_l^i\}_{i=1}^{L} \) and noises \( \{\{R_l^i\}_{i=1}^{L}, R(a)\} \) satisfying Eq. (7).

According to Theorem 4, given the perturbed global model parameters \( \hat{W} = \{\hat{W}_l^i\}_{i=1}^{L} \), there exist infinite pairs \( W = \{W_l^i\}_{i=1}^{L} \) and the corresponding noises \( (R = \{R_l^i\}_{i=1}^{L}, R(a)) \) satisfying Eq. (7). Thus, clients cannot determine the true model parameters \( W = \{W_l^i\}_{i=1}^{L} \) used for generating \( \hat{W} \).

B. Privacy-preservation of outputs in forward propagation

As shown in [25], curious clients can take the final prediction or intermediate output of models as input to launch membership inference attacks. Thus, we prove that curious clients cannot obtain the true output of each layer in forward propagation.

As shown in Theorem 5, the client can only obtain the perturbed outputs \( \hat{y} = \{\hat{y}_l^i\}_{i=1}^{L} \), which satisfy that

\[
\begin{align*}
\hat{y}_l^i &= r(l) \circ y(l), \quad \text{when } 1 \leq l \leq L - 1, \\
\hat{y}_l^L &= y(L) + \alpha \gamma \circ r(a) = y(L) + \alpha r, 
\end{align*}
\]

where \( \alpha = \sum_{l=1}^{L-1} r(l-1) \) and \( r = \gamma \circ r(a) \). Next, we show that clients cannot determine the true output \( y(L) \) from the perturbed output \( \hat{y}(L) \).

Specifically, for \( 1 \leq l \leq L - 1 \), since the noise vector \( r(l) = (r_1, r_2, \ldots, r_n) \in \mathbb{R}_{>0}^n \) is randomly chosen by the server, similar to Theorem 4, the client obviously cannot determine the true output \( y(L) \) from the perturbed output \( \hat{y}(L) = r(l) \circ y(l) \).

For the prediction vector \( \hat{y}(L) = y(L) + \alpha \gamma \circ r(a) \), the parameter \( \alpha \) and \( r(a) = (r_1, r_2, \ldots, r_n) \) are known to clients, but \( \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_m) \) is chosen by the server randomly and is unknown to clients. Thus, we show that clients have no advantage to guess the true prediction from \( \hat{y}(L) \) without knowing \( \gamma \). Recall that there exists a partition \( \cup_{i=1}^{m} I_x \) of \( \{1, 2, \ldots, n_L\} \), such that for any \( i, j \) in the same \( I_x \), we satisfy that \( \gamma_i = \gamma_j \). Thus, the privacy of predictions is mainly influenced by the parameter \( m \). Specifically, we give the privacy of predictions in terms of \( m \) under our proposed method in the following Theorem.

**Theorem 5.** When the number of classes \( n_L = 1 \), clients cannot obtain any information about the true prediction \( y(L) \); When \( n_L \geq 2 \) and \( m = 1 \), the probability that clients obtain the true predictions \( y(L) \) from the perturbed predictions \( \hat{y}(L) \) is less than \( 1 \); When \( n_L \geq 2 \) and \( 2 \leq m \leq n_L \), the corresponding probability is less than or equal to \( 1/m \).

**Proof.** When \( n_L = 1 \), then the prediction is one dimensional, denoted as \( \hat{y}(L) = y(L) + \alpha \gamma \circ r(a) \), which usually represents regression tasks. Since \( \gamma \) is chosen randomly by the server, clients cannot know the true prediction \( y(L) \).

When \( n_L \geq 2 \), then the prediction is multi-dimensional, denoted as \( \hat{y}(L) = y(L) + \alpha \gamma \circ r(a) \), which usually represents classification tasks. Under this case, if \( m = 1 \), then \( \gamma \) satisfies \( \gamma_1 = \gamma_2 = \ldots = \gamma_n = \gamma \). Thus, \( \hat{y}_i(L) \) is denoted as \( \hat{y}_i(L) = y_i(L) + \alpha \gamma r_i(a) \) for \( i = 1, 2, \ldots, n_L \). Note that \( r_1(a), r_2(a), \ldots, r_n(a) \) are pairwise distinct and \( \gamma \) is randomly selected by the server, thus it can not determine the largest one among \( y_1(L), y_2(L), \ldots, y_n(L) \). Hence the probability that clients obtain the true prediction is obviously less than 1.

If \( 2 \leq m \leq n_L \), then \( \gamma \) satisfies \( \gamma_1 = \gamma_i \) for \( 1 \leq i \leq n_L \), \( i \in I_x \). Let \( s^3 \in I_x \) such that \( y_{s^3}(L) = \max\{y_i(L)\} \), then

\[
\max \{y_i(L)\} = \max\{y_1(L), y_2(L), \ldots, y_m(L)\}, \quad \text{i.e., the maximal one among } y_1(L), y_2(L), \ldots, y_m(L).
\]

Hence the probability that clients obtain the true prediction is less than or equal to the probability that clients obtain the maximal one among \( y_1(L), y_2(L), \ldots, y_m(L) \). Concretely, the noisy prediction vector \( (y_1(L), y_2(L), \ldots, y_m(L)) \) and the true prediction vector \( (y_1(L), y_2(L), \ldots, y_m(L)) \) satisfy the following m equations:

\[
\begin{align*}
\hat{y}_1^L &= y_1^L + \alpha \gamma_1 r_1^a, \\
\hat{y}_2^L &= y_2^L + \alpha \gamma_2 r_2^a, \\
&\vdots \\
\hat{y}_m^L &= y_m^L + \alpha \gamma_m r_m^a.
\end{align*}
\]

Note that \( (y_1^L, y_2^L, \ldots, y_m^L) \) and \( \alpha \) are known to the clients, and \( \gamma_1, \gamma_2, \ldots, \gamma_m \) are independent randomly chosen by the server. Thus for any \( m \)-tuple \( (y_1^L, y_2^L, \ldots, y_m^L) \in \mathbb{R}^m \), there always exists an \( m \)-tuple \( (\gamma_1, \gamma_2, \ldots, \gamma_m) \) satisfying Eq. (18). Hence the client can not obtain any information about the true prediction vector \( (y_1^L, y_2^L, \ldots, y_m^L) \). So the probability that the clients obtain the maximal one among \( y_1^L, y_2^L, \ldots, y_m^L \) is equal to \( 1/m \). Therefore the probability that clients obtain the true predictions \( y(L) \) from the perturbed predictions \( \hat{y}(L) \) is less than or equal to \( 1/m \).

According to the above proofs, clients cannot obtain the correct prediction \( y(L) \) of a given sample feature \( x \). Hence, they cannot efficiently launch the membership inference attack to infer if a certain data records was part of training dataset.

C. Privacy-preservation of gradients in backward propagation

As demonstrated in [31], local gradients can be used to reconstruct training data. Thus, we need to show that our method can efficiently prevent curious clients from obtaining the true local gradients.
Based on Theorem 2, the perturbed gradients \( \frac{\partial \hat{L}(\hat{W}; (x, \hat{y}))}{\partial W^{(l)}} \) and the true gradients \( \frac{\partial L(W; (x, y))}{\partial W^{(l)}} \) satisfy the following condition:
\[
\frac{\partial \hat{L}(\hat{W}; (x, \hat{y}))}{\partial W^{(l)}} = \frac{1}{R^{(l)}} \frac{\partial L(W; (x, y))}{\partial W^{(l)}} + r^{T} \cdot \sigma^{(l)} - v^{T} \cdot \beta^{(l)},
\]
where \( \frac{\partial L(W; (x, y))}{\partial W^{(l)}} \), \( \sigma^{(l)} \) and \( \beta^{(l)} \) are computed by clients. However, \( R^{(l)} \), \( r^{T} \) and \( v \) are chosen by the server, which are unknown to the client. Similar to the proofs in Sections V-A and V-B, it is obviously that clients cannot obtain the true gradient from perturbed local gradients.

VI. PERFORMANCE EVALUATION

In this section, we empirically evaluate our method on real-world datasets in terms of learning accuracy and inference attacks defence (i.e., reconstruction and membership inference attacks). Meanwhile, we give a comparison with the state-of-the-art schemes to show the advantages of our method.

A. Experimental Setup

Our method is implemented based on the native network layers of PyTorch. The experiments are conducted on single Tesla M40 GPU. In order to show that our method would not decrease the learning accuracy and can efficiently defend inference attacks, we adopt the state-of-the-art schemes, i.e., the FedAvg [22], PPDL [30], SPN [8] and DBCL [24], as the baseline, and implement them based on their official released code. In all experiments, the training epochs and the batch-size of each client are set to 200 and 32, respectively.

Datasets and Metrics. We evaluate our method on two privacy-sensitive datasets covering both the bank and medical scenarios and one image dataset.

- **UCI Bank Marketing Dataset (UBMD) [25]** is related to direct marketing campaigns of a Portuguese banking institution and aims to predict the possibility of clients for subscribing deposits. It contains 41188 instances of 17 dimensional bank data. Following conventional practise, we split the dataset into training/validation/test sets by 8:1:1. We adopt MSE as the evaluation metric.

- **Lesion Disease Classification (LDC) [32][6]** provides 8k training and 2k test skin images for the classification of lesion disease. We down-sample the images into \( 64 \times 64 \) and adopt classification accuracy as the evaluation metric.

- **CIFAR-10 [16]** contains 60000 color images of size \( 32 \times 32 \) divided into 10 classes, and each of class contains 6000 images. Following conventional practise, the dataset is divided into 50000 training images and 10000 test images. We adopt classification accuracy as the evaluation metric.

B. Learning Accuracy

In this section, we evaluate the training accuracy of our algorithm on both regression and classification tasks, and give the comparison with the non-private approach i.e., FedAvg [22], and other state-of-the-art defence methods, i.e., PPDL [30], SPN [8] and DBCL [24].

1) Regression: We evaluate the learning accuracy of regression tasks on the UBMD dataset in terms of different layers \( L \in \{3, 5, 7\} \) and numbers of clients \( K \in \{1, 5, 10\} \). Table I shows results of these schemes for the final converged model on testsets. From the table, the learning accuracy of our method elegantly aligns with that of the FedAvg [22] under various settings and outperforms than other defence methods, i.e., PPDL [30], SPN [8] and DBCL [24]. The main reason is that our method can eliminate the perturbed noises to obtain the true updated parameters, and thus would not reduce the learning accuracy compared with the non-private model training. However, PPDL [30], SPN [8] and DBCL [24] cannot eliminate the perturbed noises, which will inevitably reduce the learning accuracy.

2) Classification: In this section, we evaluate our method for the classification task with ResNet20, ResNet32 and ResNet56 models on the LDC and CIFAR-10 datasets. All the training methods adopt the cross entropy as the loss function. The accuracy of converged models on testsets is shown in Table II. From the table, we can obtain the learning accuracy of our method elegantly aligns with the FedAvg [22] and has significant advantage over PPDL [30], SPN [8] and DBCL [24].

Note that one of the appealing features of our method is to allow clients to train over noisy models without accuracy loss. To this end, we further empirically prove this claim by comparing the convergence process of our method against the FedAvg [22]. Specifically, we train ResNet20 and ResNet32 [10] models on Lesion Disease Classification dataset [32][6] for 200 epochs for our method and the FedAvg, respectively. For the fairness of comparison, we use different random seeds for each run, and set the seeds for our method and the FedAvg to be the same. Then we demonstrate the mean and standard deviation of test accuracy after each epoch in Figure 3. As shown in the figure, the convergence process of our method and the FedAvg is almost exactly consistent. Although the curves of our method and the FedAvg may be noisy in the early stage, they tend to stabilize and converge to similar results as the training proceeds.

C. Experiments against Privacy Attacks

In this section, we evaluate the performance of different defenses against state-of-the-art privacy attacks, i.e., reconstruction attacks and membership inference attacks, launched by curious clients.

1) Defense against membership inference Attacks: In this part, we launch the membership inference attack that attempts to identify whether a data record is used during the training phase, against the FL training approaches.

Experiment setup: We implement the attacks based on [26], which aims to tell if a certain data record was part of training set with a surrogate attack model. The attack model takes the final prediction or intermediate output of target models as input and the output has two classes “Member” and “Non-member”. Following the settings in [26], we assume the attacker has access to a fraction of (i.e., 50%) the training set and some
Table I
MSE COMPARISON OF DIFFERENT DEFENSES FOR REGRESSION TASKS. LOWER MSE MEANS BETTER PERFORMANCE.

| Clients | FedAvg [22] | PPDL | DBCL | SPN | Ours |
|---------|-------------|------|------|-----|------|
|         | $L = 3$     | $L = 5$ | $L = 7$ | $L = 3$ | $L = 5$ | $L = 7$ | $L = 3$ | $L = 5$ | $L = 7$ |
| 1       | 0.059       | 0.059  | 0.058 | 0.063 | 0.062 | 0.068 | 0.002 | 0.063 | 0.062 | 0.064 | 0.060 | 0.059 |
| 5       | 0.079       | 0.079  | 0.086 | 0.084 | 0.088 | 0.085 | 0.091 | 0.086 | 0.085 | 0.082 | 0.084 | 0.088 |
| 10      | 0.097       | 0.100  | 0.113 | 0.110 | 0.108 | 0.119 | 0.124 | 0.118 | 0.120 | 0.126 | 0.123 | 0.115 |

Some operations (e.g., dividing by random vectors) that are unavoidable in model training may cause precision errors, but the corresponding effects are negligible (see the results for the FedAvg and our scheme).

Table II
ACCURACY RESULT FOR CLASSIFICATION TASK ON LDC AND CIFAR10 DATASET.

| Experiment | FedAvg | PPDL | DBCL | SPN | Ours |
|------------|--------|------|------|-----|------|
| LDC        |        |      |      |     |      |
| participants | ResNet20 | ResNet32 | ResNet56 | ResNet20 | ResNet32 | ResNet56 | ResNet20 | ResNet32 | ResNet56 | ResNet20 | ResNet32 | ResNet56 |
| 1          | 69.42  | 70.96 | 72.79 | 66.73 | 67.21 | 67.34 | 67.33 | 67.56 | 67.83 | 68.25 | 68.63 | 69.31 |
| 5          | 69.27  | 70.78 | 71.61 | 67.41 | 67.45 | 67.63 | 69.23 | 69.85 | 70.46 | 68.47 | 68.63 | 68.94 |
| 10         | 69.14  | 70.64 | 71.10 | 67.21 | 67.45 | 67.55 | 68.93 | 70.42 | 70.95 | 68.62 | 68.74 | 69.31 |
| CIFAR10    |        |      |      |     |      |
| participants | ResNet20 | ResNet32 | ResNet56 | ResNet20 | ResNet32 | ResNet56 | ResNet20 | ResNet32 | ResNet56 | ResNet20 | ResNet32 | ResNet56 |
| 1          | 92.31  | 92.59 | 93.18 | 88.75 | 89.26 | 89.32 | 91.56 | 91.73 | 92.05 | 89.03 | 89.36 | 89.72 |
| 5          | 92.17  | 92.47 | 93.09 | 88.67 | 89.16 | 89.24 | 91.53 | 91.48 | 91.69 | 88.45 | 89.63 | 90.12 |
| 10         | 91.93  | 92.19 | 92.52 | 88.41 | 88.53 | 88.74 | 91.25 | 91.72 | 92.03 | 89.59 | 89.68 | 89.81 |

Fig. 3. Training curves for our method and FedAvg. The first and second rows demonstrate the results for ResNet20 and ResNet32 with 1, 5 and 10 clients respectively. The error bars stand for standard deviation and are shown every 5 epochs. Each experiment is repeated 5 times. Please note that it is best to view in color.

non-member samples. In this case, to balance the training, we select half of each batch to include member instances and the other half non-member instances from the attacker’s background knowledge, which prevents the attack model from a bias towards member or non-member instances.

We initialized the weights using a normal distribution with mean 0 and standard deviation 0.01. The bias values of all layers are initialized with 0. The batch size of all experiments is 64. To train the attack model, we use the Adam optimizer with a learning rate of 0.0001. We train attack models for 100 epochs and pick the model with the highest testing accuracy, across all the 100 epochs. We conduct experiments on LDC and CIFAR-10 dataset with ResNet56 models. We consider the most strict case where the number of clients is set as 2. For a comprehensive comparison, we report the test accuracy and success rate for membership inference attacks by using the output of the last three layers.

Experiment result: Tab. [11] shows the comparison results about membership inference attacks in our method, FedAvg [22], PPDL [30], SPN [8] and DBCL [24]. From the table, we can see that our method achieves the best learning accuracy while maintaining the strongest defence ability compared with other methods. More specifically, our method achieves attack success rate of around 50%, which means the clients can not infer any information from model outputs except blind guessing. Note that for the membership inference attack that infers a particular record is either a “member” or a “non-member”, the worst attack success rate is 50% (i.e., blind guessing). However, the attack success rate of other defence methods is around 60%, which means that clients have a certain advantage to attack successfully compared with blind guessing.
2) Defense against Reconstruction Attacks: In this section, we launch two types of reconstruction attacks. On the one hand, recent research, dubbed GMI [40], found that the private images from the training set of a certain model can be easily reconstructed with the help of a generative model (i.e. GAN [2]). Thus, we first perform the experiments to show the defence ability of the attack that reconstruct the training images of certain category with the model output. On the other hand, Zhu et. al. [41] presented the reconstruct attack, dubbed DLG, to recover training data from the local gradient information in FL. Thus, we also perform experiments to show the defence ability of the attack that reconstruct the training data from the local gradients.

Experiment setup: We evaluate the defensive ability of existing defence methods against GMI on LDC and CIFAR-10 datasets. Specifically, following [40], we evenly split the training set based on the labels, and use one half as private set and the remainder as public set (the labels in the public set and private set have no overlaps). We evaluate the defence ability under the most strict setting: the attacker does not have any auxiliary knowledge about the private image, in which case he/she will recover the image from scratch. Similar to [40], we adopt the following three metrics for evaluation: 1) Attack success rate (ASR): the prediction accuracy of the attacked model over the reconstructed images; 2) Feature Distance (Feat Dist): the feature distance between the reconstructed image and the centroid of the target class. The feature space is taken to be the output of the penultimate layer of the attacked model; and 3) K-Nearest Neighbor Distance (KNN Dist): We select the closest data point to the reconstructed image in the training set and the KNN Dist is set as their $l_2$ distance in the feature space.

Experiment results: For the defence performance of the reconstruction attack against the GMI, we present the comparison results of different defenses in Tab. [V] From the table, we can see that our method achieves dominant advantages in all three metrics compared with other related methods, i.e., FedAvg [22], PPDL [30], SPN [8] and DBCL [24]. Specifically, the ASR of our method is around 10% for both LDC and CIFAR-10 datasets, which is almost the optimal defensive ability. Note that the number of categories in both two datasets is 10, and thus the probability of random guessing the prediction is 10%. However, the ASR of the non-defensive method (i.e., the FedAvg [22]) for the LDC and CIFAR-10 are 60% and 68%, respectively. The ASR of other defensive methods (i.e., PPDL [30], SPN [8] and DBCL [24]) are around 50%, which demonstrates a relative poor defensive ability. Besides, we also provide some visualization of the reconstructed images from CIFAR-10 in Fig. [I] where the reconstructed results of our method leaks almost zero information about the training dataset.

For the defence performance of the reconstruction attack against the DLG, we train ResNet20 models in CIFAR-100 on 5 clients with our method. Besides, since the work [41] suggests adopting the differential privacy technique to defend the DLG attack, we take the PPDL [30] as a comparison. In the PPDL [30], the variance of added Gaussian noises are ranging from $10^{-2}$ to $10^{-5}$, respectively. Fig. [II] gives the visualization of reconstructed result on a randomly sampled image from the testset of CIFAR-100. From the figure, we can see that our method has the same level of defensive ability as the PPDL with the highest level of noise ($10^{-4}$).

### VII. Related work

Federated learning (FL) was formally introduced by Google in 2016 [15] to address data privacy in machine learning. However, recent works [26], [41] proved that the original FL schemes still face the risk of privacy leakage. Specifically, two types of inference attacks called reconstruction and membership inference attacks have been widely leveraged to obtain local training data of clients. To defend these two privacy

---

**TABLE III**

| Method          | FedAvg | PPDL | DBCL | SPN | Ours |
|-----------------|--------|------|------|-----|------|
| LDC             |        |      |      |     |      |
| ASR (Last Layer)| 72.79  | 67.34| 67.83| 69.31| 72.83|
| ASR (Second to Last) | 70.21 | 59.53| 64.75| 62.37| 50.24|
| ASR (Third to Last) | 68.50 | 59.23| 53.44| 62.02| 49.96|
| ASR (Last three) | 66.45  | 58.73| 52.71| 61.50| 49.87|
| CIFAR10         |        |      |      |     |      |
| ASR (Last Layer)| 72.33  | 61.84| 64.25| 62.41| 50.02|
| ASR (Second to Last) | 73.11 | 61.33| 66.44| 63.95| 50.24|
| ASR (Third to Last) | 75.17 | 60.59| 52.71| 61.72| 50.13|

**TABLE IV**

| Method          | FedAvg | PPDL | DBCL | SPN | Ours |
|-----------------|--------|------|------|-----|------|
| LDC             |        |      |      |     |      |
| ASR (Last Layer)| 68.23  | 1386.48| 62.51| 80.39| 2248.56|
| ASR (Second to Last) | 73.47 | 1683.99| 1052.85| 879.13| 2203.71|
| ASR (Third to Last) | 66.14 | 33.70| 51.66| 55.37| 11.49|
| CIFAR10         |        |      |      |     |      |
| ASR (Last Layer)| 68.10  | 89.32| 92.05| 89.72| 93.20|
| ASR (Second to Last) | 364.71 | 781.43| 662.82| 721.66| 1866.47|
| ASR (Third to Last) | 405.61 | 723.90| 703.98| 768.36| 1953.94|
| ASR (Last three) | 68.41  | 49.62| 58.34| 52.15| 10.63|

ASR: the prediction accuracy of the attacked model over the reconstructed images. Feat Dist: the feature distance between the reconstructed image and the centroid of the target class. KNN Dist: the $l_2$ distance of the closest data point to the reconstructed image.
attacks, some compression methods such as selective gradients sharing [30], reducing dimensionality [9] and dropout [33] were presented to decrease information disclosure, thereby defending against privacy attacks. However, these methods were proved to be almost ineffective for the defence ability or had a negative impact on the quality of the FL [8].

After that, due to the high efficiency and easy integration, differential privacy technique [7] was widely adopted in FL to improve the defence ability [1, 23, 27, 35]. For example, [1] demonstrated how to maintain data privacy by adding Gaussian noise to shared gradients during the training of deep neural network. [41] also suggested adding Gaussian noise to shared gradients to defend reconstruction attacks. However, differential privacy-based methods sacrifice model accuracy in exchange for privacy [37], which is not suitable in some FL applications requiring high model accuracy [14, 39].

Following the idea of differential privacy that injects random noises to perturb the shared parameters, the matrix sketching method [5, 21] was considered in FL to perturb the global model parameters. Besides, Fan et. al. [8] leveraged element-wise adaptive gradients perturbations to defend reconstruction and membership inference attacks.

Unfortunately, these noises perturbation methods cannot achieve high learning accuracy and strong defence ability for reconstruction and membership inference attacks at the same time. Thus, in this paper, we try to design a novelty noise perturbation method that can achieve strong defence ability without sacrificing the learning accuracy. Note that there are other cryptography technologies, such as secure multi-party computation (MPC) [34] and homomorphic encryption (HE) [3], were proposed to address privacy risks in FL [4, 20, 28, 38]. These schemes can provide strong privacy protection, but often incur significantly more demanding computational and communication cost while cannot be efficiently implemented in practice [8], [14, 39]. In this paper, our work is similar to the differential privacy, and thus does not consider the MPC and HE based schemes therein and refer readers to [31, 38].

VIII. CONCLUSION

In this paper, we have presented an efficient model perturbation method in federated learning to defense the state-of-the-art privacy attacks launched by honest-but-curious clients. Specifically, the server perturbs the global model parameters by adding random selected noises before broadcasting them to clients, which prevents clients from obtaining true model parameters including the true local gradients. Therefore, it can defense two famous privacy attacks, i.e., reconstruction attack and membership inference attack. Meanwhile, unlike the differential privacy that cannot remove the added random noises, the proposed method ensures that the server can remove the added random noises from the aggregated local gradients, and thus would not reduce the learning accuracy. Extensive experiments about both regression and classification tasks demonstrate that the model accuracy of our scheme are almost the same as the plain training, and better than the state-of-the-art privacy defense schemes. Besides, extensive experiments about both reconstruction and membership inference attacks show that the defense ability of our scheme significantly outperforms than the state-of-the-art privacy defense schemes.
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APPENDIX B
PROOF OF THEOREM[2]

Before giving the proof, we recall some notations about the derivatives of vector-valued functions. Specifically, for any vectors \( f \in \mathbb{R}^m \) and \( x \in \mathbb{R}^n \), the partial derivative \( \frac{\partial f}{\partial x} \) of \( f \) with respect to \( x \) is an \( m \times n \) matrix, whose \((i, j)\)-th entry is given as
\[
(\frac{\partial f}{\partial x})_{ij} = \frac{\partial f_i}{\partial x_j}.
\]
Moreover, when \( x \) is a \( u \times v \) matrix, we can regard \( x \) as a vector of \( \mathbb{R}^{uv} \), then \( \frac{\partial f}{\partial x} \) is also well-defined.

According to Theorem[1] the prediction is computed as \( \hat{y}^{(L)} = y^{(L)} + \alpha r \), and thus the perturbed loss function shown in Eq. [13] is deduced as
\[
\hat{L}(\hat{W}; (x, \hat{y})) = \frac{1}{2} \| y^{(L)} + \alpha r - \bar{y} \|^2_2.
\]

Then, the derivative of the loss with respect to the prediction is
\[
\frac{\partial \hat{L}(\hat{W}; (x, \hat{y}))}{\partial y^{(L)}} = \left(y^{(L)} - \bar{y}\right)^T = \frac{\partial L(W; (x, \hat{y}))}{\partial y^{(L)}} + \alpha r^T.
\]

By the chain rule, we can derive that
\[
\frac{\partial L(\hat{W}; (x, \hat{y}))}{\partial W^{(l)}} = \frac{\partial L(\hat{W}; (x, \hat{y}))}{\partial \hat{y}^{(L)}} \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}}
= \left(\frac{\partial L(W; (x, \hat{y}))}{\partial y^{(L)}} + \alpha r^T\right) \frac{\partial y^{(L)}}{\partial W^{(l)}} + \alpha r^T \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}}
= \frac{\partial L(W; (x, \hat{y}))}{\partial y^{(L)}} \frac{\partial y^{(L)}}{\partial W^{(l)}} + \alpha r^T \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}}
= \frac{\partial L(W; (x, \hat{y}))}{\partial y^{(L)}} \frac{\partial y^{(L)}}{\partial W^{(l)}} + \alpha r^T \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}}
= \frac{\partial L(W; (x, \hat{y}))}{\partial W^{(l)}} + \alpha r^T \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}}
= \frac{\partial L(W; (x, \hat{y}))}{\partial W^{(l)}} + \alpha r^T \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}} - u \frac{\partial \alpha}{\partial W^{(l)}} + r^T \left(\frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}} + \alpha \frac{\partial \hat{y}^{(L)}}{\partial W^{(l)}}\right)
= \frac{1}{R^{(l)}} \frac{\partial L(W; (x, \hat{y}))}{\partial W^{(l)}} + r^T \sigma^{(l)} - u \beta^{(l)}.
\]

where \((d)\) follows from the fact that \(\frac{\partial L(\hat{W}; (x, \hat{y}))}{\partial y^{(L)}} r = r^T \left(\frac{\partial L(\hat{W}; (x, \hat{y}))}{\partial y^{(L)}}\right) = \mathbb{R}.

APPENDIX C
PROOF OF THEOREM[3]

According to Theorem[2] we can derive that
\[
\nabla F(\hat{W}^{(l)}, D_k) = \frac{1}{|D_k|} \sum_{(x_i, \tilde{y}_i) \in D_k} \frac{\partial \hat{L}(\hat{W}; (x_i, \tilde{y}_i))}{\partial \hat{W}^{(l)}} = \frac{1}{|D_k|} \sum_{(x_i, \tilde{y}_i) \in D_k} \left(\frac{1}{R^{(l)}} \frac{\partial L(W; (x_i, \tilde{y}_i))}{\partial W^{(l)}} + r^T \sigma^{(l)} - u \beta^{(l)}\right) + \frac{1}{R^{(l)}} \nabla F(W^{(l)}, D_k) + r^T \sigma^{(l)} - u \beta^{(l)}.
\]

Thus, we can obtain that
\[
\nabla F(W^{(l)}) = \frac{1}{R^{(l)}} \left(\nabla F(\hat{W}^{(l)}, D_k) - r^T \sigma^{(l)} + u \beta^{(l)}\right) - u \beta^{(l)} - r^T \sigma^{(l)} + u \beta^{(l)}
= \frac{1}{R^{(l)}} \sum_{k=1}^{K} \frac{|D_k|}{|D|} \nabla F(W^{(l)}, D_k).
\]

where the equation \((e)\) satisfies the following deduction
\[
\sum_{s=1}^{m} \gamma_{l,s} \sigma^{(l)} = \sum_{s=1}^{m} \gamma_{l,s} \left(\sum_{k=1}^{K} \frac{|D_k|}{|D|} \sigma_{k,s}\right) = \sum_{k=1}^{K} \frac{|D_k|}{|D|} \left(\sum_{s=1}^{m} \gamma_{l,s} (r^{(a)}_{l,s})^T \sigma_{k,s}\right) = \sum_{k=1}^{K} \frac{|D_k|}{|D|} r^T \sigma_{k,s} = \sum_{k=1}^{K} \frac{|D_k|}{|D|} r^T \sigma_{k,s}.
\]