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Abstract

We prove that the number of tangencies between the members of two families, each of which consists of $n$ pairwise disjoint curves, can be as large as $\Omega\left(n^{4/3}\right)$. We show that from a conjecture about forbidden 0–1 matrices it would follow that this bound is sharp for so-called doubly-grounded families. We also show that if the curves are required to be $x$-monotone, then the maximum number of tangencies is $\Theta(n \log n)$, which improves a result by Pach, Suk, and Treml. Finally, we also improve the best known bound on the number of tangencies between the members of a family of at most $t$-intersecting curves.
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1 Introduction

In this paper, we study the maximum number of tangencies between the members of two families, each of which consists of pairwise disjoint curves, where two curves are called tangent if they intersect exactly once, and in that intersection point they do not cross, but touch each other. Pach et al. [19] attribute to Pinchasi and Ben-Dan (personal communication) the first result about this problem. They proved that the maximum number of such tangencies among $n$ curves is $O(n^{3/2} \log n)$. Their proof is based on...
a theorem of Marcus and Tardos [14], and of Pinchasi and Radoičić [22]; see also the discussion after Claim 9. Moreover, Pinchasi and Ben-Dan suggested that the correct order of magnitude may be linear in $n$.

Pach et al. [19] proved this conjecture in the special case where both families consist of closed convex regions instead of arbitrary curves. Ackerman [1] have improved the multiplicative constant from 8 to 6 for this case, which is asymptotically optimal.

On the other hand, Pach et al. [19] refuted the conjecture in general by showing an example that the number of tangencies may be more than linear. More precisely, they constructed two families of $n$ pairwise disjoint $x$-monotone curves with $\Omega(n \log n)$ tangencies between the two families. They have also shown an upper bound of $O(n \log^2 n)$ for $x$-monotone curves. Our first result determines the exact order of magnitude for $x$-monotone curves, by giving the following improved upper bound, matching the previous lower bound.

**Theorem 1** Given a family of $n$ red and blue $x$-monotone curves such that no two curves of the same color intersect, the number of tangencies between the curves is $O(n \log n)$.

Having a closer look at the lower bound construction, one can notice that the two families together form an at most 2-intersecting family, i.e., any pair of red and blue curves intersects at most twice. This raised the question if assuming that the family is at most 1-intersecting leads to a better upper bound. Ackerman et nos [2] proved that this is indeed the case, i.e., given an at most 1-intersecting family of $n$ red and blue curves such that no two curves of the same color intersect, the number of tangencies between the curves is $O(n)$. Note that we do not need to assume $x$-monotonicity, and that it is trivial to construct an example with $\Omega(n \log n)$ tangencies.

For general (not necessarily $x$-monotone) curves our main result is a construction which improves the previous $\Omega(n \log n)$ lower bound considerably. Our lower bound construction has the special property that it contains a red curve and a blue curve that each touch all curves of the other color. Alternately, the construction can be realized such that all curves lie within a vertical strip, every red curve touches the left boundary of the strip and every blue curve touches the right boundary of the strip. We call such a family of curves a **doubly-grounded family**.

**Theorem 2** There exists a family of $n$ red and blue curves such that no two curves of the same color intersect and the number of tangencies between the curves is $\Omega(n^{4/3})$. Moreover, the family can be doubly-grounded.

There still remains a polynomial gap between this lower bound and the best known $O(n^{3/2} \log n)$ upper bound. Even getting rid of the $\log n$ from the upper bound would be an interesting improvement.

To complement this lower bound, we show that for doubly-grounded families this is best possible, provided a conjecture about forbidden 0–1 matrices of Pach and Tardos [17] holds.

---

1 Note that a slightly different, but combinatorially equivalent definition was used in [9].
Table 1  Summary of results for two families of disjoint curves

| Curve type        | # of tangencies                  | Lower bd ref | Upper bd ref                      |
|-------------------|----------------------------------|--------------|-----------------------------------|
| General           | $\Omega(n^{4/3}), O(n^{3/2}\log n)$ | Thm. 2       | Pinchasi and Ben-Dan [19]         |
| Doubly-grounded   | $\Omega(n^{4/3}), O(n^{3/2})$    | Thm. 2       | Claim 4                           |
|                   | Conj. 11 $\Rightarrow \Theta(n^{4/3})$ | Thm. 3       |                                   |
| x-monotone        | $\Theta(n \log n)$               | Pach et al. [19] | Thm. 1         |
| $\leq$ 1-intersecting | $\Theta(n)$                   | trivial      | Ackerman et al. [2]               |
| Convex regions    | $\Theta(n)$                     | trivial      | Pach et al. [19]                  |

Theorem 3 Assume that the following holds: If a 0–1 matrix avoids all positive orthogonal cycles, then it has $O(n^{4/3})$ 1-entries.

Then the following is also true: The number of tangencies is $O(n^{4/3})$ between $n$ red and blue curves that form a doubly-grounded family, i.e., that lie within a vertical strip such that no two curves of the same color intersect, every red curve touches the left boundary of the strip and every blue curve touches the right boundary of the strip.

The missing definitions related to 0–1 matrices are postponed to Sect. 5. As an easy first step of the proof, we get a slight improvement over the best known general upper bound $O(n^{3/2} \log n)$ for doubly-grounded families (which we think was folklore already).

Claim 4 Given a doubly-grounded family of $n$ red and blue curves, the number of tangencies between the curves is $O(n^{3/2})$.

The known results about the number of tangencies among two families of pairwise disjoint curves are summarized in Table 1.

A related question is to study the number of tangencies in a single family of curves. If the curves in the family are not allowed to cross, i.e., they are disjoint apart from tangencies, then it follows from Euler’s formula that the number of tangencies is at most $3n - 6$ among $n \geq 3$ curves [8]. While settling a conjecture of Richter and Thomassen [23], it was shown by Pach et al. [20, 21] that if the number of tangencies is superlinear in the number of curves, then the number of crossings is superlinear in the number of tangencies.

According to an unpublished conjecture of Pach the number of tangencies between an at most 1-intersecting family of $n$ curves is $O(n)$ if every pair of curves intersects.

The conjecture has been studied in detail in [11], where it was proved that in the special case when there exist constantly many faces of the arrangement of the curves such that every curve has one of its endpoints inside one of these faces. The number of tangencies is also known to be linear for pseudo-circles families for which any two pseudo-circles either touch, or intersect twice [3].

The number of tangencies within an at most 1-intersecting family of $n$ curves can be $\Omega(n^{4/3})$, even if all curves are required to be x-monotone; this follows from a famous construction of Erdős and Purdy [7] of $n$ points and $n$ lines that determine $\Omega(n^{4/3})$ point-line incidences by replacing each point with a small curve, and slightly
perturbing the lines; see [18]. For \(x\)-monotone curves, it is mentioned in [2] that an almost matching upper bound of \(O(n^{4/3} \log^{2/3} n)\) follows from a result of Pach and Sharir [16] which can be improved with a more careful analysis to \(O(n^{4/3} \log^{1/3} n)\).\(^2\) See also [6, 8].

Also motivated by the conjecture of Richter and Thomassen, Salazar [24] proved that if the curves are pairwise intersecting, then the number of tangencies is \(o(n^2)\). More specifically, define for a family of curves its tangency graph as the graph which has a vertex for each curve, and two vertices are connected if and only if the corresponding curves are tangent to each other. Salazar showed that if the curves are pairwise intersecting, then for some large enough \(c = c(t)\) the tangency graph of any family of at most \(t\)-intersecting curves avoids \(K_{2t,c}\) as a subgraph. Then one can apply the Kővári–Sós–Turán theorem to conclude that the number of edges in the tangency graph is \(o(n^2)\). More recently, Bechler-Speicher [5] adapted this idea to the case when the curves are not necessarily pairwise intersecting, showing that any family of \(n\) at most \(t\)-intersecting curves determines at most \(O(n^{2 - \frac{1}{t+5}})\) tangencies. She proved that if there are many edges, then there is a doubly-grounded subfamily of the curves which induces a big enough proportion of the tangencies, and that the tangency graph of such a family avoids \(K_{t+5,c}\) as a subgraph for some large enough \(c = c(t)\). Then again the Kővári–Sós–Turán theorem can be applied. We improve further this bound by showing that the tangency graph avoids a \(K_{t+3,c}\) for some large enough \(c = c(t)\). Note that we do not need to assume pairwise intersection or doubly-groundedness, also our proof seems to be simpler. As before, the next theorem then directly follows using the Kővári–Sós–Turán theorem.

**Theorem 5** Any family of \(n\) at most \(t\)-intersecting curves determines at most \(O(n^{2 - \frac{1}{t+3}})\) tangencies.

We note that in [4], a generalization (from curves to topological trees) of Theorem 5 has been applied, proved using the methods presented in this paper.

The rest of this paper is organized as follows. We first introduce some necessary definitions in the rest of this section. In Sect. 2, we show our upper bound about a single family of curves. In Sect. 3, we consider the case when the curves are \(x\)-monotone. In Sect. 4, we present our lower bound construction. In Sect. 5, we present our upper bounds for the doubly-grounded case.

### 1.1 Technical Definitions

All curves considered in this paper are simple and planar, i.e., each is the image of an injective continuous function from an (open or closed) interval into the plane, also known as a Jordan arc.

For simplicity, we assume that any two curves intersect in a finite number of points, and that no three curves intersect in the same point. An intersection point \(p\) of two curves is a crossing point if there is a Jordan region \(D\) which contains \(p\) but no other intersection point of these two curves in its interior, each curve intersects the

\(^{2}\) Personal communication with Eyal Ackerman, who observed this with Rom Pinchasi.
boundary of $D$ at exactly two points, and in the cyclic order of these four points no two consecutive points belong to the same curve. We say that two curves touch each other at a tangency point $p$ if both of them contain $p$ in their relative interior, $p$ is their only intersection point, and $p$ is not a crossing point. A family of curves is at most $t$-intersecting if every pair of curves intersects in at most $t$ points. Note that without the $t$-intersecting condition (which in this paper we do not require when studying tangencies among two families), when counting tangencies, it makes no difference whether we consider curves or Jordan regions, so our results also hold when each of the two families consist of disjoint Jordan regions.

2 Upper Bound for a Single Family of Curves

Lemma 6 For every positive integer $t$ there exists a constant $c = c(t)$ such that given a family of at most $t$-intersecting curves, the tangency graph of the curves cannot contain $K_{t+3,c}$ as a subgraph.

Proof Let $c$ be a fixed number, whose value we determine explicitly later. Suppose for a contradiction that there exists a family of curves such that its tangency graph contains $K_{t+3,c}$ as a subgraph. Call the $t+3$ curves that form one part of this bipartite graph red, and the $c$ curves that form the other part of the bipartite graph blue. Each red curve is cut by the other $t+2$ red curves into at most $1+(t+2)t$ parts, and by the pigeonhole principle there are at least $c_2 = c/(1+(t+2)t)^{t+3}$ blue curves that intersect the same part from each red curve. Choosing these red parts, from now on we assume that we have a family of red and blue curves whose tangency graph contains a $K_{t+3,c_2}$ and the red curves are pairwise disjoint. Moreover, at least $c_3 = c_2/(t+3)!$ blue curves touch these $t+3$ red curves in the same order, where we consider each curve as a continuous image of $[0,1]$.

Denote the red curves by $\gamma_1, \ldots, \gamma_{t+3}$ in the order in which they are touched by the blue curves. At least $c_4 = c_3/2^{t+1}$ blue curves turn in the same (clockwise or counterclockwise, as in Fig. 1) direction at each of their $t+1$ tangency points with the red curves $\gamma_2, \ldots, \gamma_{t+2}$, i.e., all red curves that are not the first or last that they touch. We choose $c$ such that $c_4 \geq 2$.

Consider two blue curves. Going from $\gamma_1$ to $\gamma_2$, and then from $\gamma_2$ to $\gamma_3$, at $\gamma_2$ both blue curves either turn clockwise, or counterclockwise. See Fig. 1. Let the parts of the two blue curves that go from the tangency with $\gamma_1$ to the tangency with $\gamma_2$ be $\delta_1$ and $\delta_1'$. Then either $\delta_1$ and $\delta_1'$ intersect, or there is a simply connected region $R_1$ whose boundary is formed by $\delta_1$, $\delta_1'$, and the parts of $\gamma_1$ and $\gamma_2$ connecting the endpoints of these two subcurves. In the latter case, using that the two blue curves turn in the same way when touching $\gamma_2$, one of them continues inside $R_1$, while the other outside $R_1$. Without loss of generality, we can assume that $\gamma_3$ is outside $R_1$, as the inside case is analogous, in fact, even equivalent if considered on a sphere. Thus, the blue curve that continues inside $R_1$ needs to intersect the boundary of $R_1$ to reach $\gamma_3$. As it cannot intersect itself or the two red curves, it has to intersect the other blue curve, i.e., $\delta_1$ or $\delta_1'$, whichever is part of the other curve.
Either $\delta_1$ and $\delta'_1$ intersect each other (top figure) or one of them intersects the boundary of $R_1$ (bottom figure), where they intersect the other blue curve. Note that it does not matter in which order or from which side they touch the red segments as those could also be replaced by red disks without changing the combinatorial layout of the tangencies.

In either case there is an intersection of the two blue curves which is either on $\delta_1$, or $\delta'_1$, or on both. Thus, we can delete $\gamma_1$ and the parts of the two blue curves up to the point of tangency with $\gamma_2$, and proceed by induction to get $t+1$ intersections between the two blue curves, contradicting our assumption.

Proof of Theorem 5. The Kővári–Sós–Turán theorem [13] concerning the well-known Zarankiewicz problem states that if a bipartite graph $G$ on $2n$ vertices with parts of size $n$ does not contain $K_{a,b}$ as a subgraph, then it has $O(n^{2-1/a})$ edges. By Lemma 6, the tangency graph does not contain $K_{a,b}$ as a subgraph for $a = t + 3$ and $b = c$, thus this theorem implies that tangency graph has $O(n^{2-1/(t+1)})$ edges.

3 Upper Bound for the x-Monotone Case

For the proof, we will use the following result from [10].

Theorem 7 (Gerbner et al. [10]) An $n$-vertex graph with a total ordering $<$ on its edges such that it does not contain as a subgraph a path on 5 vertices, $\{a, b, c, d, e\}$, whose edges are ordered as $ab < cd < bc < de$, can have at most $O(n \log n)$ edges.

Proof of Theorem 1 Let $S$ be the family of $n$ red and blue $x$-monotone curves. After a slight perturbation we can assume that no two tangencies (as points in the plane) have the same $x$-coordinate. Let $G$ be the graph whose vertices correspond to the curves
Fig. 2  It is impossible to realize a certain path on 5 vertices in $G_1$ and whose edges correspond to the tangent pairs. Let $G_1$ (resp. $G_2$) be the subgraph where we take an edge only if in a small neighborhood of the corresponding tangency the red curve is above (resp. below) the blue curve. Note that $G$ is the edge-disjoint union of $G_1$ and $G_2$. We will show that the edges of $G_1$ can be ordered in such a way that it will satisfy the conditions of Theorem 7, thus $G_1$ has $O(n \log n)$ edges. Since the same holds for $G_2$ due to symmetry, in turn this implies the same for $G$ itself, proving the theorem.

Order the edges of $G_1$ according to the $x$-coordinate of the corresponding tangencies. This gives a complete ordering of the edges. We need to show that $G_1$ cannot contain a path on 5 vertices, $\{a, b, c, d, e\}$, such that $ab < cd < bc < de$ is the order of the edges (see Fig. 2). Indeed, assume the contrary. Without loss of generality, we can assume that $a$ corresponds to a red curve. Note that as $ab$ (i.e., the corresponding tangency) is left to $cd$ and $cd$ is left to $bc$, the curve $b$ must intersect the vertical line passing through $cd$ in a point $q$. Moreover, as $b$ touches $c$ from below (in $bc$), $q$ must be also below $cd$. This means that the part of the curve $d$ that lies to the right of $cd$ must be in the closed region determined by the part of $c$ between $cd$ and $bc$, the part of $b$ between $q$ and $bc$, and the vertical segment between $cd$ and $q$. This implies that $d$ has no point to the right of $bc$, contradicting that $bc < de$. □

4 Lower Bound for the General Case

Theorem 2 is a consequence of the following theorem which is also interesting in its own:

**Theorem 8** Given a family of (red) lines and (blue) points in the plane, there exist a corresponding doubly-grounded family of red and blue curves such that curves of the same color are disjoint and a red curve touches a blue curve if and only if the corresponding line and point are incident.

We first show how it implies Theorem 2.

**Proof of Theorem 2 from Theorem 8** Take a construction with $n$ lines, $l_1, \ldots, l_n$, and $n$ points, $p_1, \ldots, p_n$, that has $\Omega(n^{4/3})$ incidences, using a famous construction of Erdős and Purdy [7] (whose order of magnitude is in fact best possible, as shown by the Szemerédi–Trotter theorem [25]). Then apply Theorem 8 to get the required doubly-grounded family of curves. □
Proof of Theorem 8  We can suppose that none of the \( n \) lines is vertical or horizontal, and no two points form a vertical line. We can also suppose (after a possible affine transformation) that all lines have positive slopes.

Take a large axis-parallel box \( B \) such that all crossings lie within \( B \) and all lines intersect the left and right sides of \( B \). We will convert the lines into red curves, and the points into blue curves, such that each incidence will become a tangency. Each point \( p_j \) is replaced by a small blue circle \( D_j \) whose bottommost point is \( p_j \) and a segment going upwards from the top of the circle to the top side of \( B \) (we can delete a small arc of the circle adjacent to its top so that together with the segment they form a simple curve, as required).

We will place the red curves, \( \gamma_1, \ldots, \gamma_n \), one-by-one in the order given by the slopes of the corresponding lines, i.e., the order in which they intersect the left side of \( B \), starting with the topmost one (see Fig. 3). The two ends of \( \gamma_i \) will be the intersection points of the sides of \( B \) with \( l_i \).

The curves never cross the left, top or bottom side of \( B \) but they may go slightly out at the right side. For every line \( l_i \) we will also maintain the following for the corresponding red curve \( \gamma_i \).

- The curve \( \gamma_i \) is disjoint from \( \gamma_j \) for every \( j < i \).
- The curve \( \gamma_i \) lies in the closed halfplane whose boundary is \( l_i \) and whose interior lies below \( l_i \).
- The curve \( \gamma_i \) has parts that lie on \( l_i \). Whenever \( \gamma_i \) leaves \( l_i \) (when going from left to right) at some point \( x \in l_i \), it later returns to \( l_i \) at a point \( x' \) very close to and a bit to the right of \( x \). Between \( x \) and \( x' \), all points of \( \gamma_i \) lie below \( l_i \) and have an \( x \)-coordinate at least as large as the \( x \)-coordinate of \( x \). The distance between \( x \) and \( x' \) can be chosen to be at most the diameter of the small blue circles.

In general, when we draw the next curve \( \gamma_i \), it starts at the intersection point of \( l_i \) and the left side of \( B \), and starts to follow \( l_i \) to the right.

Whenever \( l_i \) is incident to some point \( p_j \), it intersects the disk \( D_j \) in two points, one of which is \( p_j \); denote the other intersection point by \( p^j_i \). Since the lines were ordered
by their slopes, the points $p_j^i$ (which exist) follow each other in a counterclockwise order as $i$ increases; see Fig. 4. Recall also that all lines have positive slopes.

We draw the curve $\gamma_i$ so that it touches $D_j$ at $p_j^i$. If there is no already drawn curve touching $D_j$, then the curve $\gamma_i$ leaves $l_i$ slightly before $p_j$ and goes slightly outside of the disk along the $p_j p_j^i$ arc, then returns to $l_i$ at $p_j^i$, and continues along $l_i$.

However, if there is some $h < i$ for which $l_h$ is incident to $p_j$ (and thus the corresponding curve touches $D_j$), then instead of going alongside the arc, $\gamma_i$ might be forced to make a much larger detour; the description of this detour will be detailed in the next paragraph. The only important part for us here is that whenever the first time $\gamma_i$ returns from the detour so that it is not locally separated from $D_j$ anymore, it touches $D_j$ at $p_j^i$, and continues along $l_i$; see Fig. 4.

Whenever $\gamma_i$ would intersect another red curve $\gamma_h$, $h < i$, at some point $x$, instead of creating an intersection, using that we ordered the lines by their slopes, we follow $\gamma_h$, going very close to it, until we reach the endpoint of $\gamma_h$ on the right side of $B$. Then we go back on the other side of $\gamma_h$, again very close to it, until we arrive back at some point $x' \in \gamma_i \cap l_i$ in a close vicinity of $x$.

Notice that if a line $l_i$ goes through some $p_j$, then $\gamma_i$ will go in the above defined way one-by-one around every curve drawn earlier that touches $D_j$, and only then will it touch $D_j$ at $p_j^i$.

In case of going around some $\gamma_h$, the part of $\gamma_h$ which $\gamma_i$ went around lies below $l_h$ and to the right of $l_i \cap l_h$, thus also below $l_i$. This maintains the condition for $\gamma_i$ as well, and it also implies that while going around some $\gamma_h$, $\gamma_i$ can never intersect any disk $D_j$ that it is supposed to touch.

To see that this construction can be made doubly-grounded, we can easily deform it to lie in a vertical strip. We can transform the left side of $B$ into a segment on the left side of the strip, and the top side of $B$ into a segment on the right side of the strip.

\[\square\]
5 Conditional Upper Bound for the Doubly-Grounded Case

Our primary aim in this section is to prove Theorem 3. We first define a certain redrawing of the curves to make some arguments easier (see Fig. 5). For each curve $\gamma$ we choose an arbitrary point on it, $p_\gamma$. Then, we draw a star-shape $\gamma^*$ such that $p_\gamma \in \gamma^*$ will be a special point in $\gamma^*$, called the center, and for each tangency $x$ of $\gamma$ and some other curve of the family, we draw a simple arc from $p_\gamma$ to $x$ that goes very close to the original curve, such that the curves starting at $p_\gamma$ are pairwise disjoint. Moreover, whenever $\gamma$ touched another curve, the arc from $p_\gamma$ to $x$ should avoid that intersection (except of course for $x$), and whenever $\gamma$ crossed another curve, the arc from $p_\gamma$ to $x$ should also cross it (with one intersection point). We repeat this for every curve transforming each into such a star, while preserving disjointnesses and tangencies.

This drawing can be regarded as a drawing $D$ of a bipartite graph $G$ in the plane, whose vertices correspond to the original curves, represented by the centers of the stars, and whose edges correspond to the tangencies. Note that each edge consists of one red and one blue part; we refer to these as edge-parts. Thus, the number of edges of $G$ is exactly the number of tangencies in the original setting. Also, if two vertices are adjacent in $G$, then none of their neighboring edge-parts are allowed to intersect. Indeed, if $uv$ is an edge, then the star-shapes that correspond to $u$ and $v$ can only meet at their point of tangency. Nor are two edge-parts of the same color allowed to intersect. These observations immediately imply the following.

**Claim 9** The drawing $D$ of $G$ obtained by the above redrawing process cannot contain a self-crossing path on five edge-parts. Therefore, it can contain neither a self-crossing $C_4$, nor a self-crossing path on two edges.

**Proof** Consider a path with 5 edge-parts and assume, without loss of generality, that the five edge-parts of a path are red, red, blue, blue, red. Denote the vertex between the first two red parts by $u$, the vertex between the two blue parts by $v$, and the vertex incident to the last red part by $w$. Recall that edge-parts of the same color do not intersect. Both blue edge-parts are incident to $v$, so they cannot intersect the edge-parts incident to a vertex adjacent to $v$. But each red edge-part is incident to either $u$ or $w$, which are both adjacent to $v$. Therefore, the path cannot be self-crossing. $\square$
In [14] it was proved that a graph $G$ which can be drawn without a self-crossing $C_4$ has at most $O(n^{3/2} \log n)$ edges. As the number of edges of $G$ equals the number of tangencies between curves, this implies the upper bound of $O(n^{3/2} \log n)$ on the number of tangencies between the curves that was mentioned in the introduction. Now we use this representation to prove our better upper bound in case the curves are doubly-grounded.

Our main result of this section shows an upper bound matching the lower bound for doubly-grounded curves, assuming a conjecture about forbidden 0–1 matrices holds. For more details about the following definitions see, e.g., [17]. Briefly, a 0–1 matrix $M$ is said to contain another 0–1 matrix $P$ if there exists a submatrix $M'$ of $M$ such that we can get $P$ from $M'$ by possibly replacing some 1-entries by 0-entries. A 0–1 matrix is a cycle if it is the adjacency matrix of a cycle graph. We omit the definition of positive orthogonal cycles in general, we just say that positive orthogonal 6-cycles are those $3 \times 3$ matrices that are 6-cycles and their middle entry (i.e., the one in the second row and second column) is a 1-entry.

Pach and Tardos [17] proved the following.

**Theorem 10** (Pach and Tardos [17, Theorem 3]) *If a 0–1 matrix avoids all positive orthogonal cycles, then it has $O(n^{4/3})$ 1-entries.*

In fact, it may be enough to forbid only positive orthogonal 6-cycles to achieve the same bound, as mentioned in [17].

**Conjecture 11** *If a 0–1 matrix avoids all positive orthogonal 6-cycles, then it has $O(n^{4/3})$ 1-entries.*

Actually, it may be enough to forbid only one 6-cycle and it may not even be necessary that it is a positive orthogonal cycle, as conjectured in [12] and [15].

**Conjecture 12** *If a 0–1 matrix avoids a given 6-cycle, then it has $O(n^{4/3})$ 1-entries.*

Theorem 3 states that Conjecture 11, the weaker one of these two conjectures, would already imply that our lower bound is optimal for doubly-grounded curves.

**Proof of Theorem 3 and Claim 4** Given a doubly-grounded family of curves, for each curve $\gamma$ choose the point where it touches the appropriate boundary of the vertical strip to be $p_\gamma$, and do the redrawing defined at the beginning of Sect. 5. We get a bipartite graph $G$ on $n$ vertices whose vertices lie on the two boundaries of the strip and whose edges are drawn inside the strip.

We have seen that this graph $G$ has no self-crossing $C_4$. As in a doubly-grounded representation any $C_4$ is self-crossing, this already implies that $G$ is $C_4$-free, thus has at most $O(n^{3/2})$ edges. This proves Claim 4.

---

3 Note that the order of the rows and columns is fixed in both $M$ and $P$.

4 In [12] they show for various subsets of the 6-cycles that forbidding them implies the $O(n^{4/3})$ upper bound on the edges, but unfortunately all of these subsets contain non-positive cycles as well, so they do not imply Conjecture 11.

5 In case of a doubly-grounded family, this is trivial.
Now we prove that additionally it does not contain a certain type of $C_6$ that we call positive, following [17]. A $C_6$ on vertices $u_1, u_2, u_3, v_1, v_2, v_3$ is positive if $u_1, u_2, u_3$ are on the left side of the strip in this order from top to bottom, $v_1, v_2, v_3$ are on the right side in this order from top to bottom, and $u_2v_2$ is an edge of the $C_6$.\(^6\)

Assume on the contrary that such a positive $C_6$ exists. Recall that each edge $u_iv_j$ has a red part incident to $u_i$ and a blue part incident to $v_j$, and that no parts of the same color can cross.

Without loss of generality, we can assume that $u_3v_1$ is an edge of the $C_6$.

The edges $u_2v_2$ and $u_3v_1$ must cross, denote (one of) their crossing point(s) by $x$. Without loss of generality, we can assume that the red part of $u_3v_1$ crosses the blue part of $u_3v_1$. This implies that $u_2v_1$ cannot be an edge, as otherwise $xv_1u_2x$ would be a self-crossing path on 4 edge-parts contradicting Claim 9. So $u_2v_3$ and $u_1v_1$ need to be edges.

Then $u_2x$ (contained in the red part of $u_2v_2$) and $xv_1$ (contained in the blue part of $u_3v_1$) separate $u_1$ from $v_2$ and from $v_3$ (within the strip). However, at least one of $u_1v_2$ and $u_1v_3$ must be an edge of $G$.

If $u_1v_2$ is an edge, then as it cannot intersect $u_2v_2$, it must intersect $xv_1$, so $v_2u_1v_1x$ is a self-crossing path on 5 edge-parts, see Fig. 6a.

If $u_1v_3$ is an edge, then either $u_1v_3$ intersects $u_2x$ and then $u_1v_3u_2x$ is a self-crossing path on 5 edge-parts, see Fig. 6b; or $u_1v_3$ intersects $xv_1$ and then $v_3u_1v_1x$ is a self-crossing path on 5 edge-parts, see Fig. 6c.

All cases contradict Claim 9.

Thus, we have shown that positive $C_6$’s are not in $G$. Take the adjacency 0–1 matrix of the bipartite graph $G$ such that the rows and columns are ordered according to the order of the corresponding points along the boundaries of the strip. Recall that the positive 6-cycles are the ones in whose $3 \times 3$ matrix representation the middle entry is a 1-entry. Thus, Conjecture 11 implies that $G$ has at most these many edges, which

---

\(^6\) In fact, it would be sufficient to assume that $u_2v_2$ is an edge of $G$, as since there is no self-crossing $C_4$, this can only happen if $u_2v_2$ is an edge of the $C_6$. 
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in turn implies the required upper bound on the number of tangencies in the original setting of curves, finishing the proof of Theorem 3. □

Theorem 3 implies the following slight extension in a standard way.

**Theorem 13** Given a family of n red and blue curves that lie inside a circle such that no two curves of the same color intersect and every curve touches the circle once, then the number of tangencies between the curves is $O(n^{4/3})$ if Conjecture 11 holds.

**Proof** We prove by induction that the number of tangencies is at most $dn^{4/3}$ for a suitable $d$. This certainly holds for small $n$. For a general $n$, by a continuity argument we can split the boundary circle into two arcs such that each arc touches at most $\lceil n/2 \rceil$ curves of each color. Then the number of tangencies between the red curves (resp. blue curves) touching the first arc and the blue curves (resp. red curves) touching the second arc is at most $cn^{4/3}$ by Theorem 3, where the $c$ is hidden in the $O$ notation. The tangencies between the red and blue curves touching the same arc is at most $d\lceil n/2 \rceil^{4/3}$ by induction (after deforming the drawing such that the arc becomes a circle). Thus, the total number of tangencies is at most $2d\lceil n/2 \rceil^{4/3} + 2cn^{4/3} \leq dn^{4/3}$ for $d$ large enough (depending on $c$), finishing the proof. □

We have seen that both in the general case (see the paragraph after the proof of Claim 9) and in the doubly-grounded case (see Theorem 3) the best known upper bounds use only Claim 9. Besides improving the lower and upper bounds in the general case, it would be interesting to decide if it is possible to improve the general upper bound using only Claim 9. Also, this connection makes it even more interesting to solve Conjectures 11 and 12. Note that any upper bound for the respective problems that is better than $\tilde{O}(n^{3/2})$ would also improve our bound on the doubly-grounded case.
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