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Abstract—A multi-agent optimization problem motivated by the management of energy systems is discussed. The associated cost function is separable and convex although not necessarily strongly convex and there exist edge-based coupling equality constraints. In this regard, we propose a distributed algorithm based on solving the dual of the augmented problem. Furthermore, we consider that the communication network might be time-varying and the algorithm might be carried out asynchronously. The time-varying nature and the asynchronicity are modeled as random processes. Then, we show the convergence and the convergence rate of the proposed algorithm under the aforementioned conditions.
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I. INTRODUCTION

We consider an optimization problem of multi-agent systems. Specifically, the agents in the network cooperatively optimize a separable convex cost function subject to local constraints and equality coupling constraints. Furthermore, the set of decision variables of each agent is partitioned into shared decisions, i.e., variables that are involved in the coupling constraints and can be shared with other agents, and private decisions, i.e., variables that must be kept private and cannot be shared with other agents. The objective of the paper is to develop a distributed method for this problem. In addition, we also consider imperfect operation where the communication network might be time-varying and the algorithm might not be carried out synchronously.

The optimization problem considered is mainly motivated by economic dispatch problems of large-scale energy systems [1] and belongs to a subclass of network flow problems [2], where we seek an optimal flow of certain goods from some sources to some sinks. Specifically, it is a convex network flow problem with a particular control structure, where each node has a computational unit and these units cooperatively solve the problem of the network. As a convex network flow problem, it represents an optimization problem of flow-based networks, such as electrical [1], thermal energy [3] and water networks [4]. Moreover, the problem also represents a convex relaxation of network flow problems of indivisible goods.

Solutions to a convex relaxation can be used as a lower bound of the optimal solution to the original problem.

The first challenge of developing a distributed method to solve the problem considered is how to deal with the coupling constraints. To address this issue, we employ the Lagrangian relaxation [5]–[7]. The main idea of this concept is to relax the coupling constraints such that the relaxed problem is decomposable. In this regard, Lagrange multipliers associated with the coupling constraints are introduced. In the dual problem, we aim to maximize such multipliers. Many distributed optimization methods, including those for energy management problems, e.g., [8]–[11], are developed based on solving the dual problem. Such distributed algorithms are iterative and require the exchanging of information. In particular, the agents that are coupled through link-based constraints must communicate certain information at each iteration. In this article, we consider the case when the information exchange process might be imperfect. In particular, we study the possibility of having a randomly time-varying communication network and asynchronous updates, which are relevant to the applications that we consider [12].

Therefore, in this paper, we develop a distributed optimization algorithm suitable for the previously explained problem. The algorithm is based on the Lagrange dual approach. Furthermore, we also consider that the communication network might be stochastically time-varying and the algorithm can be implemented asynchronously. Then, we show analytically that the sequence generated by the proposed algorithm converges to an optimal solution almost surely with the rate of $O(1/k)$.

Now, we position the contributions of this work with respect to the existing literature. As previously mentioned, the problem that we consider is suitable to be decomposed using the Lagrangian dual approach. Although it is possible to reformulate the problem into a consensus-based problem [13], the latter approach can become impractical when the number of agents is large because the information that must be exchanged is unnecessarily large. In order to deal with a larger class of cost functions, particularly those that are not necessarily strongly convex, we consider augmenting the problem. In this regard, the proposed algorithm is more closely related to the accelerated distributed augmented Lagrangian (ADAL) method, discussed in [14], [15], than to the alternating direction method of multipliers (ADMM) [5], [7]. Similar to the ADAL method, we use some information from the neighbors in the local optimization step and require a convex combination step to update the primal variable. Differently, in the proposed method, each agent only performs
a convex combination step to update the shared variables instead of all the decisions. Moreover, since we consider a different augmented Lagrangian function, the condition of the step size, which guarantees convergence, is also different. Finally, we also note that the ADAL method in [14], [15] considers perfect communication, i.e., with a fixed neighbor-to-neighbor communication graph.

In this work, we are interested in developing a distributed method that works over a time-varying communication graph and asynchronous updates, implying imperfect information exchanges. To that end, we consider the communication network and asynchronous updates as random processes, similarly to the work in [16]–[19]. It is important to note that the distributed algorithm developed in this manuscript is different from those in [16]–[19] as they consider the ADMM approach and, to the best of our knowledge, the ADAL approach that we consider has not been employed on stochastically time-varying networks. In addition, for energy management problems, distributed methods that have been proposed, e.g., [9]–[11], [20]–[25] typically assume a perfect communication process, i.e., the necessary information required to execute the updates is available at each iteration. Therefore, for the considered applications, this technical note provides a more resilient distributed method than those in the aforementioned papers in dealing with potential communication problems.

II. PROBLEM FORMULATION

A. Preliminaries

Notations: We consider all vectors as column vectors. A stack of column vectors \( x_i \), for all \( i \in \mathcal{N} = \{1, 2, \ldots, n\} \), denoted by \( [x_i]_{i \in \mathcal{N}} \), is also a column vector. The inner product of vectors \( x \) and \( y \) is denoted by \( \langle x, y \rangle \). The Euclidean norm of vector \( x \) is denoted by \( \|x\|_2 \). Moreover, for a diagonal matrix \( D \in \mathbb{R}^{d \times d} \), the square of a weighted vector norm induced by \( D \) is denoted by \( \|x\|_D^2 = \langle x, Dx \rangle \), for a vector \( x \). The all-ones vector with the size of \( n \) is denoted by \( \mathbf{1}_n \), whereas the identity matrix with the size \( n \times n \) is denoted by \( I_n \). Furthermore, the block-diagonal operator, which construct a block diagonal matrix of the arguments, is denoted by \( \text{blkdiag}(\cdot) \).

Definition 1: (Convexity) A differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \) is convex, if, for any \( x, y \in \mathbb{R}^n \), it holds that

\[
    f(y) - f(x) \geq \langle \nabla f(x), y - x \rangle.
\]

Definition 2: (Strong convexity [26, Theorem 5.24.iii]) A differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \) is strongly convex with strong convexity constant \( m \), if, for any \( x, y \in \mathbb{R}^n \), it holds that

\[
    \langle \nabla f(y) - \nabla f(x), y - x \rangle \geq m\|y - x\|^2.
\]

B. Multi-agent optimization

We consider a group of interconnected agents that is represented by an undirected graph \( \mathcal{G} = (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} = \{1, \ldots, n\} \) denotes the set of agents and \( \mathcal{E} \subseteq \mathcal{N} \times \mathcal{N} \) denotes the set of links that connect the agents, i.e., \( \{i, j\} \in \mathcal{E} \) means that agent \( i \) is coupled with agent \( j \) in a constraint.

Furthermore, denote the set of neighbors of agent \( i \) by \( \mathcal{N}_i = \{j : \{i, j\} \in \mathcal{E}\} \). The optimization problem that all agents consider to solve cooperatively is

\[
\begin{align*}
    \text{minimize} & \quad \sum_{i=1}^{n} (f_i^P(u_i) + f_i^S(v_i)) \\
    \text{subject to} & \quad u_i^T + v_j^T = 0, \quad \forall j \in \mathcal{N}_i, \ i \in \mathcal{N},
\end{align*}
\]

where each agent \( i \) has private/local decisions denoted by \( u_i \in \mathbb{R}^{n_i} \) and a shared decision denoted by \( v_i^T \in \mathbb{R}^{n_s} \), for every neighbor \( j \in \mathcal{N}_i \). The vector \( v_i \) collects all the shared decisions of agent \( i \), i.e., \( v_i = [v_j|_{j \in \mathcal{N}_i}] \). For each agent \( i \), the cost function in (1a) is divided into two parts: \( f_i^P \) and \( f_i^S \), which depend on \( u_i \) and \( v_i \), respectively. Furthermore, the decisions of agent \( i \) (\( u_i, v_i \)) are constrained by the local set \( \mathcal{C}_i \). Moreover, the shared decisions of agent \( i \) are also coupled with the shared decisions of its neighbors through the equality constraints (1b). Additionally, we suppose that the following assumptions hold.

Assumption 1: The functions \( f_i^P : \mathbb{R}^{n_i} \to \mathbb{R} \) and \( f_i^S : \mathbb{R}^{n_s} \to \mathbb{R} \), for each \( i \in \mathcal{N} \), are differentiable and convex. Moreover, \( f_i^p(u_i) \), for each \( i \in \mathcal{N} \), is strongly convex with strong convexity constant, denoted by \( m_i \).

Assumption 2: The set \( \mathcal{C}_i \), for each \( i \in \mathcal{N} \), is polyhedral and compact.

Assumption 3: The feasible set of Problem (1) is non-empty.

Remark 1: By Assumption 1 the cost function is continuous. Based on the Weierstrass theorem, since the problem is feasible (Assumption 2) and \( \mathcal{C}_i \), for each \( i \in \mathcal{N} \), is compact, the optimal value is finite and the problem has a solution.

Remark 2: As practical examples, we refer to [20]–[25] for energy management problems that consider the same problem structure, i.e., polyhedral and compact local set constraints and edge-based coupling constraints.

C. Time-varying communication and asynchronicity

We model the communication network as a random graph [17]. To that end, let the communication network be described as an undirected graph \( \mathcal{G}^c(k) = (\mathcal{N}, \mathcal{E}^c(k)) \), where \( \mathcal{E}^c(k) \subseteq \mathcal{E} \) denotes the set of communication links that are active at iteration \( k-1 \), i.e., \( \{i, j\} \in \mathcal{E}^c(k) \) means that agents \( i \) and \( j \) can exchange information between each other. Thus, the random model of the communication network is defined in Assumption 4.

Assumption 4: The set \( \mathcal{E}^c(k) \) is an independent and identically distributed random variable. Furthermore, any communication link between two coupled agents \( i \) and \( j \), where \( \{i, j\} \in \mathcal{E} \), is active with a positive probability denoted by \( \beta_{ij} \), i.e., \( P(\{i, j\} \in \mathcal{E}^c(k)) = \beta_{ij} > 0 \).

Moreover, we also allow asynchronous updates, i.e., not all agents might update their decisions at each iteration. The asynchronous updates are also modeled as a random process, as follows. Denote the set of agents that are active and update their primal and dual variables at iteration \( k-1 \) by \( \mathcal{A}(k) \). Then, we consider the following assumption.

Assumption 5: The set \( \mathcal{A}(k) \subseteq \mathcal{N} \) is an independent and identically distributed random variable. Moreover, an agent...
\( i \in \mathcal{N} \) is active and updates its primal and dual variables at iteration \( k \) with a positive probability denoted by \( \gamma_i \), i.e., \( \mathbb{P}(i \in \mathcal{A}(k)) = \gamma_i > 0 \).

### III. Proposed Method

#### A. Algorithm design

We consider the augmented problem of (1) in the following form:

\[
\begin{aligned}
\text{minimize} & \quad \sum_{i \in \mathcal{N}} \left( f_i^p(u_i) + f_i^s(v_i) + \sum_{j \in \mathcal{N}_i} \|v_i^j + v_j^i\|^2_2 \right) \\
\text{subject to} & \quad v_i^j + v_j^i = 0, \quad \forall j \in \mathcal{N}_i, \ i \in \mathcal{N}.
\end{aligned}
\]  

(2)

We use the dual approach to decompose Problem (2). To this end, we denote the decisions of all agents by \( u = [u_i]_{i \in \mathcal{N}} \) and \( v = [v_i]_{i \in \mathcal{N}} \) and we introduce the Lagrangian of the augmented problem (2), denoted by \( L(u, v, \lambda) \), as follows:

\[
L(u, v, \lambda) = \sum_{i \in \mathcal{N}} \left( f_i^p(u_i) + f_i^s(v_i) + \sum_{j \in \mathcal{N}_i} \left( \lambda_i^j v_i^j + v_j^i \right) + \|v_i^j + v_j^i\|^2_2 \right),
\]  

(3)

where the coupled constraints in (1b) are relaxed and \( \lambda_i^j \in \mathbb{R}^{n_u} \) for all \( j \in \mathcal{N}_i \), are the Lagrange multipliers associated to them. Note that, for convenience, the Lagrange multipliers are compactly written as \( \lambda = [\lambda_i^j]_{i \in \mathcal{N}, j \in \mathcal{N}_i} \), where \( \lambda_i^j = [\lambda_i^j]_{j \in \mathcal{N}_i} \). Now, we introduce the dual function, denoted by \( q(\lambda) \), as follows:

\[
q(\lambda) = \text{minimize}_{(u_i, v_i) \in \mathcal{C}_i, i \in \mathcal{N}} L(u, v, \lambda).
\]  

(4)

Since each \( \mathcal{C}_i \) is assumed to be compact (Assumption 2), and the Lagrangian function is continuous (Assumption 1), by the Weierstrass theorem it follows that a minimizer in (4) exists and the value \( q(\lambda) \) is finite for every \( \lambda \). Hence, the domain of \( q(\lambda) \) is the entire space of \( \lambda \). We also know from the duality theory that \( q(\lambda) \) is concave and continuous.

The dual problem associated with (2) is stated as follows:

\[
\text{maximize} \quad q(\lambda).
\]  

(5)

Note that the dual optimal value is finite. Furthermore, the strong duality holds and the set of dual optimal points is non-empty since, in the primal problem (1), the cost function is convex and the constraints are linear [27, Proposition 5.2.1].

In other word, there exists a saddle point of the Lagrangian function \( L(u, v, \lambda) \), i.e., a point \((u^*, v^*, \lambda^*) \in \prod_{i \in \mathcal{N}} \mathcal{C}_i \times \mathbb{R}^{\sum_{i \in \mathcal{N}} n_i |\mathcal{N}_i|} \) such that, for any \((u, v) \in \prod_{i \in \mathcal{N}} \mathcal{C}_i \) and \( \lambda \in \mathbb{R}^{\sum_{i \in \mathcal{N}} n_i |\mathcal{N}_i|} \), it holds that

\[
L(u^*, v^*, \lambda^*) \leq L(u, v, \lambda) \leq L(u^*, v^*, \lambda^*).
\]  

(6)

The dual function \( q(\lambda) \) has separable constraints and all the terms in the Lagrangian function are also separable, except for the quadratic term \( \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \|v_i^j + v_j^i\|^2_2 \). In this regard, each agent will use the information from its neighbors as a way to approximate that quadratic term and decompose \( q(\lambda) \). For each agent \( i \in \mathcal{N} \), denote by \( v_i^j \) the information associated to \( v_j^i \) from neighbor \( j \in \mathcal{N}_i \). Thus, the minimization on the right hand side of (4) is approximated by

\[
\begin{aligned}
&\text{minimize}_{(u_i, v_i) \in \mathcal{C}_i, i \in \mathcal{N}} \sum_{i \in \mathcal{N}} \left( f_i^p(u_i) + f_i^s(v_i) + \sum_{j \in \mathcal{N}_i} \left( \lambda_i^j v_i^j + v_j^i \right) + \|v_i^j + v_j^i\|^2_2 \right), \\
&\text{subject to} \quad \lambda_i^j = \lambda_j^i, \ i \in \mathcal{N}, \ j \in \mathcal{N}_i.
\end{aligned}
\]  

(7)

We are in the position to state the proposed distributed approach, which is shown in Algorithm 1. In step 1 of Algorithm 1, each agent updates the local decisions \( u_i(k+1) \) and an auxiliary variable, which is denoted by \( \tilde{v}_i(k) \) and used to update the shared decisions, by solving the decomposed problem (7), where \( v_j^i = v_j^i(k) \). Then, the update of \( v_i(k+1) \) by (9), where \( \eta_i^j \in (0, 1) \), uses a convex combination of \( \tilde{v}_i(k) \) and the value at the previous iteration \( v_i(k) \). Meanwhile, the dual variables are updated by (10), using the step size \( \eta_i^j \), for all \( j \in \mathcal{N}_i \). We will discuss the choice of \( \eta_i^j \) later in the convergence analysis.

Now, we consider the time-varying nature of the communication network. Based on Assumptions 3 and 5, agent \( i \) can only exchange information to its neighbor \( j \in \mathcal{N}_i \) if both agents are active and the link \( \{i, j\} \) is also active. In this regard, for each agent \( i \), we denote the set of coupled neighbors with which agent \( i \) can exchange information by \( \mathcal{A}_i(k) = \{ j \in \mathcal{N}_i \cap \mathcal{A}(k) : \{i, j\} \in \mathcal{E}(k) \} \). In this situation, an active agent \( i \in \mathcal{A}(k+1) \) might not have \( v_j^i(k) \) and \( \lambda_j^i(k) \) at iteration \( k \). Therefore, it needs to track \( v_j^i(k) \) and \( \lambda_j^i(k) \). In this regard, this information is captured by the auxiliary variables \( z_j^i(k) \) and \( \xi_j^i(k) \), for all \( j \in \mathcal{N}_i \), respectively. The proposed distributed method follows Algorithm 2.
Algorithm 2: Distributed augmented Lagrangian with imperfect communication

Initialization: For each agent $i \in \mathcal{N}$, $v_i(0) = v_{i0} \in \mathbb{R}^{|\mathcal{N}|}$, and $\lambda_i(0) = \lambda_{i0} \in \mathbb{R}^{\mathcal{N}}$. Moreover, $z_i^j(0) = v_j^i(0)$ and $\xi_i^j(0) = \lambda_i^j(0)$, for all $j \in \mathcal{N}_i$ and $i \in \mathcal{N}$.

Iteration: For each agent $i \in \mathcal{A}(k+1)$,

1. Update $(u_i(k+1), \hat{v}_i(k))$ according to
   \[
   (u_i(k+1), \hat{v}_i(k)) = \arg \min_{(u_i, \hat{v}_i) \in C_i} f_i^\ell(u_i) + f_i^\ell(v_i) + \sum_{j \in \mathcal{N}_i} \left( \lambda_i^j(k) + \xi_i^j(k), v_i^j(k) + \|v_i^j(k) + z_i^j(k)\|^2 \right).
   \]

2. Update $v_i^j(k+1)$, for all $j \in \mathcal{N}_i$, as follows:
   \[
   v_i^j(k+1) = \left\{ \begin{array}{ll} v_i^j(k), & \forall j \in \mathcal{A}_i(k+1), \\
   v_i^j(k), & \text{otherwise}. \end{array} \right.
   \]

3. Send $v_i^j(k+1)$ to and receive $v_j^i(k+1)$ from neighbor $j \in \mathcal{A}_i(k+1)$.

4. Update the auxiliary and dual variables $z_i(k+1)$ and $\lambda_i(k+1)$ according to:
   \[
   z_i^j(k+1) = \left\{ \begin{array}{ll} v_i^j(k+1), & \forall j \in \mathcal{A}_i(k+1), \\
   z_i^j(k), & \text{otherwise}, \end{array} \right.
   \]
   \[
   \lambda_i^j(k+1) = \left\{ \begin{array}{ll} \lambda_i^j(k) + \eta_i^j \left( v_i^j(k+1) + z_i^j(k+1) \right), & \forall j \in \mathcal{A}_i(k+1), \\
   \lambda_i^j(k), & \text{otherwise}. \end{array} \right.
   \]

5. Send $\lambda_i^j(k+1)$ to and receive $\lambda_j^i(k+1)$ from neighbors $j \in \mathcal{A}_i(k+1)$.

6. Update the auxiliary variable $\xi_i^j(k+1)$ according to
   \[
   \xi_i^j(k+1) = \left\{ \begin{array}{ll} \lambda_i^j(k+1), & \forall j \in \mathcal{A}_i(k+1), \\
   \xi_i^j(k), & \text{otherwise}. \end{array} \right.
   \]

Remark 3: In order to initialize the auxiliary variables $z_i(0)$ and $\xi_i(0)$, either agent $i \in \mathcal{N}$ receives $v_j(0)$ and $\lambda_j^i(0)$ from all neighbors $j \in \mathcal{N}_i$ or it is set such that, for each $i \in \mathcal{N}$, $v_i(0) = z_i(0) = v_{i0} \mathbb{1}_{\mathcal{N}_i}$, and $\lambda_i(0) = \xi_i(0) = \lambda_{i0} \mathbb{1}_{\mathcal{N}_i}$, for any $v_{i0}, \lambda_{i0} \in \mathbb{R}$.

Remark 4: The case where the algorithm is performed under perfect communication, as stated in Algorithm 1, can be considered as a special case of Algorithm 2 where $\beta_{ij} = 1$, for all $\{i, j\} \in \mathcal{E}$ and $\gamma_i = 1$, for all $i \in \mathcal{N}$.

B. Convergence statement

The convergence of the sequence produced by Algorithm 2 is stated in Theorem 1 as follows.

Theorem 1: Let Assumptions [15] hold. Furthermore, let the sequence $\{(u_i(k), v_i(k), \tilde{v}_i(k), \lambda_i(k))\}$ be generated by Algorithm 2. If $\eta_i^j = \eta_j^i = \eta_{ij} \in (0, \frac{1}{4})$, for all $j \in \mathcal{N}_i$, and $i \in \mathcal{N}$, then, with probability 1,

a. (Feasibility) $\lim_{k \to \infty} \|v_i^j(k) + \lambda_i^j(k)\|^2 = 0$, for all $j \in \mathcal{N}_i$ and $i \in \mathcal{N}$.

b. (Primal and dual variable convergence) There exists a saddle point of $L(u, v, \lambda)$ (see (3)), denoted by $(u^*, v^*, \lambda^*)$, such that $\lim_{k \to \infty} u_i(k) = u^*$, $\lim_{k \to \infty} v_i(k) = v^*$, and $\lim_{k \to \infty} \lambda_i(k) = \lambda^*$. □

Proof: See Section [IV-B].

IV. CONVERGENCE AND RATE ANALYSIS

This section is devoted to proving Theorems 1 and 2. Prior to that, we establish some intermediate results that are useful for proving these theorems.

A. Intermediate Results

Lemma 1: Let Assumptions [15] hold. Furthermore, let $(u_i(k+1), \tilde{v}_i(k))$ be the attainer of the local optimization in (8) and $(u^*, v^*, \lambda^*)$ be a saddle point of $L(u, v, \lambda)$ as defined in (3). Then, it holds that

\[
0 \leq \sum_{i \in \mathcal{N}} \left( -m_i \|u_i(k+1) - u_i^*\|^2 + \sum_{j \in \mathcal{N}_i} \langle \lambda_i^j - \lambda_i^j(k), \tilde{v}_i^j(k) + \tilde{w}_i^j(k) \rangle - \sum_{j \in \mathcal{N}_i} \|\tilde{w}_i^j(k) + \tilde{w}_i^j(k)\|^2 - 2 \sum_{j \in \mathcal{N}_i} \langle \tilde{w}_i^j(k) - \tilde{w}_i^j(k) + \tilde{w}_i^j(k) - v_i^j(k) \rangle \right).
\]

Proof: Since $(u_i^*, v_i^*) \in C_i$, the optimality condition [28, Theorem 20] of the local optimization in (8) yields the

\[
\]
following relation:

\[
0 \leq \sum_{i \in N} \left( \langle \nabla f_i^p(u_i(k+1)), u_i^* - u_i(k+1) \rangle + \sum_{j \in N_i} \left( \lambda^*_j - \lambda_j^* \right) + \sum_{j \in N_i} \left( \lambda_j^* - \lambda^*_j \right) \right)
\]

\[
+ \sum_{j \in N_i} \left( \lambda^*_j + \lambda_j^* - \lambda_j^* \right) + \sum_{j \in N_i} 2\langle \hat{v}_i^*(k) + v_i^*(k), v_i^*(k) - v_i^*(k) \rangle.
\]

Now, we consider the second inequality in (13), which implies that \((u^*, v^*) = \arg \min_{u, v} L(u, v, \lambda^*)\). Based on the optimality condition of this minimization and the fact that \((u_i(k+1), \hat{v}_i(k)) \in C_i\), we obtain that

\[
0 \leq \sum_{i \in N_i} \left( \langle \nabla f_i^p(u_i^*), u_i(k+1) - u_i^* \rangle + \sum_{j \in N_i} 2\langle \hat{v}_i^*(k) + v_i^*(k), v_i^*(k) - v_i^*(k) \rangle \right).
\]

By summing up (18) over all agents \(i \in N\) and combining with (19), we obtain that

\[
0 \leq \sum_{i \in N} \left( \langle \nabla f_i^p(u_i^*) - \nabla f_i^p(u_i(k+1)), u_i(k+1) - u_i^* \rangle + \sum_{j \in N_i} 2\langle \hat{v}_i^*(k) + v_i^*(k), v_i^*(k) - v_i^*(k) \rangle \right).
\]

Applying the convexity and strong convexity relations (cf. Definitions 12 for \(f_i^p(v_i)\) and \(f_i^p(u_i)\), for all \(i \in N\), and adding the term \(\sum_{i \in N} \sum_{j \in N_i} 2\langle \hat{v}_i^*(k) + v_i^*(k), \hat{v}_i(k) - v_i^*(k) \rangle = 0\) to (20), it follows that

\[
0 \leq \sum_{i \in N} \left( -m_i\|u_i(k+1) - u_i^*\|^2 + \sum_{j \in N_i} \left( \lambda_j^* + \lambda_j^* - \lambda_j^* \right) + \sum_{j \in N_i} \left( \lambda_j^* - \lambda_j^* \right) \right)
\]

\[
+ \sum_{j \in N_i} \left( \lambda_j^* + \lambda_j^* - \lambda_j^* \right) + \sum_{j \in N_i} 2\langle \hat{v}_i^*(k) + v_i^*(k), v_i^*(k) - v_i^*(k) \rangle
\]

\[
-2 \sum_{j \in N_i} \langle \hat{v}_i^*(k) + v_i^*(k), \hat{v}_i(k) - v_i^*(k) \rangle.
\]

Now, we consider the second term on the right-hand side of the inequality, i.e., \(\sum_{i \in N} \sum_{j \in N_i} \langle \lambda_j^* + \lambda_j^* - \lambda_j^* \rangle \). By considering the summation over all links and since at each link there exist two inner products associated to both agents coupled by that link, that term is equivalent to \(\sum_{i \in N} \sum_{j \in N_i} \langle \lambda_j^* - \lambda_j^* \rangle \). Similarly, the third term on the right-hand side of the inequality (21), i.e., \(2\sum_{i \in N} \sum_{j \in N_i} \langle \hat{v}_i^*(k) + v_i^*(k), v_i^*(k) - v_i^*(k) \rangle \) is equivalent to \(2\sum_{(i, j) \in E} \langle \hat{v}_i^*(k) + v_i^*(k), v_i^*(k) + v_i^*(k) \rangle = \sum_{i \in N} \sum_{j \in N_i} \|v_i^*(k) + v_i^*(k)\|^2 / 2\). Thus, we obtain the desired inequality (17).

Now, we define the auxiliary variables, \(\hat{\lambda}_j^*(k)\), for all \(j \in N_i\) and \(i \in N\), as follows:

\[
\hat{\lambda}_j^*(k) = \lambda_j^*(k) + (1 - \eta_j^*)\langle v_i^*(k) + v_i^*(k) \rangle,
\]

and obtain a useful estimate in Lemma 2:

**Lemma 2**: Let Assumptions 13 hold. Furthermore, let \((u_i(k+1), \hat{v}_i(k)) \) be the attainer of the local optimization in (8). \((u^*, v^*, \lambda^*)\) be a saddle point of \(L(u, v, \lambda)\) as defined in (3), and \(\hat{\lambda}_j^*(k)\) be defined as in (22). Then, it holds that

\[
\sum_{i \in N} \sum_{j \in N_i} \langle \hat{\lambda}_j^*(k) - \lambda_j^*, \hat{v}_i^*(k) + \hat{v}_i(k) \rangle
\]

\[
+ 2 \sum_{i \in N} \sum_{j \in N_i} \langle v_i^*(k) - v_i^*(k), v_i^*(k) - v_i^*(k) \rangle
\]

\[
\leq \sum_{i \in N} \left( -m_i\|u_i(k+1) - u_i^*\|^2 \right)
\]

\[
- \sum_{j \in N_i} \left( \frac{3}{2} \|\hat{v}_i^*(k) - v_i^*(k)\|^2 - \frac{\eta_j^* + \eta_j^* - \eta_j^* \eta_j^*}{2} \|\hat{v}_i^*(k) + v_i^*(k)\|^2 \right).
\]

**Proof**: We use Lemma 1 where we rearrange (17) and add the term \(2\sum_{i \in N} \sum_{j \in N_i} \langle \hat{v}_i^*(k) - v_i^*(k), \hat{v}_i^*(k) - v_i^*(k) \rangle\) on both sides of the inequality. We obtain that

\[
\sum_{i \in N} \sum_{j \in N_i} \langle \hat{\lambda}_j^*(k) - \lambda_j^*, \hat{v}_i^*(k) + \hat{v}_i(k) \rangle
\]

\[
+ 2 \sum_{i \in N} \sum_{j \in N_i} \langle v_i^*(k) - v_i^*(k), v_i^*(k) - v_i^*(k) \rangle
\]

\[
\leq \sum_{i \in N} \left( -m_i\|u_i(k+1) - u_i^*\|^2 \right)
\]

\[
- \sum_{j \in N_i} \left( \|\hat{v}_i^*(k) + v_i^*(k)\|^2 + \|\hat{v}_i^*(k) - v_i^*(k)\|^2 \right)
\]

\[
+ 2 \sum_{j \in N_i} \langle \hat{v}_i^*(k) - v_i^*(k), v_i^*(k) - v_i^*(k) \rangle.
\]

The term in the second summation on the left-hand side of the inequality can be expressed as follows: \(\langle \hat{v}_i^*(k) - v_i^*(k), \hat{v}_i^*(k) - v_i^*(k) \rangle = \langle \hat{v}_i^*(k) - v_i^*(k), v_i^*(k) - v_i^*(k) \rangle + \|\hat{v}_i^*(k) - v_i^*(k)\|^2 \).

Moreover, for the last two terms on the right-hand side of (24), we have \(2\sum_{i \in N} \sum_{j \in N_i} \langle \hat{v}_i^*(k) - v_i^*(k), \hat{v}_i^*(k) - v_i^*(k) \rangle\), which is equivalent to

\[
2 \sum_{(i, j) \in E} \langle \hat{v}_i^*(k) - v_i^*(k), \hat{v}_i^*(k) + \hat{v}_i(k) \rangle = \sum_{i \in N} \sum_{j \in N_i} \langle \hat{v}_i^*(k) - v_i^*(k), \hat{v}_i^*(k) + \hat{v}_i(k) \rangle.
\]

Thus, applying the two preceding relations to (24), we have
Therefore, (26) becomes
\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (\lambda_i^j(k) - \lambda_i^j(k)^*) \leq 2 \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k))^* \leq \sum_{i \in \mathcal{N}} \left( - \sum_{j \in \mathcal{N}_i} \left( \left\| \hat{\lambda}_i^j(k) + \lambda_i^j(k) \right\|^2 + 2 \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k) \right\|^2 \right) \right.
\]
\[
+ \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \left( - \sum_{j \in \mathcal{N}_i} \left( \left\| \hat{\lambda}_i^j(k) + \lambda_i^j(k) \right\|^2 + 2 \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k) \right\|^2 \right) \right.
\]
\[
- m_i \left\| u_i(k) - u_i^* \right\|^2.
\]
(25)

Furthermore, adding the term \( \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (1 - \eta_i^j) \langle \hat{\lambda}_i^j(k) + \lambda_i^j(k), \hat{\lambda}_i^j(k) + \lambda_i^j(k) \rangle \) to both sides of the inequality in (25) and recalling the definition of \( \hat{\lambda}_i^j(k) \) in (22), it follows that
\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \left( - \sum_{j \in \mathcal{N}_i} \left( \left\| \hat{\lambda}_i^j(k) + \lambda_i^j(k) \right\|^2 + 2 \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k) \right\|^2 \right) \right.
\]
\[
+ \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \left( - \sum_{j \in \mathcal{N}_i} \left( \left\| \hat{\lambda}_i^j(k) + \lambda_i^j(k) \right\|^2 + 2 \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k) \right\|^2 \right) \right.
\]
\[
+ \sum_{j \in \mathcal{N}_i} (1 - \eta_i^j) \langle \hat{\lambda}_i^j(k) + \lambda_i^j(k), \hat{\lambda}_i^j(k) + \lambda_i^j(k) \rangle \right) \right).
(26)

Now, consider the last two terms on the right-hand side of (26). By adding them with \( \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (1 - \eta_i^j) \langle \hat{\lambda}_i^j(k) + \lambda_i^j(k), \hat{\lambda}_i^j(k) + \lambda_i^j(k) \rangle = 0 \), we obtain
\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \left( - \sum_{j \in \mathcal{N}_i} \left( \left\| \hat{\lambda}_i^j(k) + \lambda_i^j(k) \right\|^2 + 2 \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k) \right\|^2 \right) \right.
\]
\[
+ \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \right).
(27)

Now, we compute an upper-bound for the term
\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \eta_i^j (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \eta_i^j (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \right).
(28)

Using the fact that, for any \( \xi \in \mathbb{R}, \alpha \in \mathbb{R}^n, b \in \mathbb{R}^n, \)
\[
\|a + \xi b\|_2^2 = \|a\|_2^2 + \xi^T \xi \|b\|_2^2 + 2 \xi^T \langle a, b \rangle \Rightarrow -\xi^T (a, b) \leq \frac{1}{2} \left( \|a\|_2^2 + \xi^T \xi \|b\|_2^2 \right),
\]
we obtain an upper-bound of the term inside the summation, i.e.,
\[
-(\eta_i^j + \eta_i^j) (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \frac{1}{2} \left( \|\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*\|_2^2 + (\eta_i^j + \eta_i^j)^2 \|\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*\|_2^2 \right).
\]
Therefore, using the above upper-bound and the fact that
\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \eta_i^j (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \leq \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \eta_i^j (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \right).
(29)

As the next building block to show the convergence result, we define a Lyapunov function, denoted by \( V(k) \). For any given saddle point of \( L(u, v, \lambda) \) (see (3)), denoted by \( (u^*, v^*, \lambda^*) \), we can construct \( V(k) \) as follows:
\[
V(k) = \| v(k) - v^* \|_2^2 + \frac{1}{2} \left\| \bar{\lambda}(k) - \lambda^* \right\|_2^2,
(30)
\]
where \( \bar{\lambda} = \left[ \bar{\lambda}_i^j(k) \right]_{i \in \mathcal{N}, j \in \mathcal{N}_i} \), \( \bar{\lambda}_i^j(k) \) is defined in (22). \( H = \text{blkdiag}(H_1, \mathcal{N}_l) \) and \( H_1 = \text{blkdiag}((\eta_i^j - 1) I_{n_l}), j \in \mathcal{N}_l) \), for all \( i \in \mathcal{N} \). Now, we show that \{ \( V(k) \) \} is non-increasing under Algorithm 1 and obtain an estimate that will be used in the main theorems.

**Lemma 3:** Let Assumptions 1 hold. Furthermore, let the sequence \{ \( u(k), v(k), \hat{\lambda}(k) \} \) be generated by Algorithm 1 \( (u^*, v^*, \lambda^*) \) be a saddle point of \( L(u, v, \lambda) \) as defined in (3), and \( V(k) \) be defined in (28). If \( \eta_i^j = \eta_i^j \in (0, 1) \), then \{ \( V(k) \) \} is a monotonically non-increasing sequence and the following inequality holds:
\[
V(k+1) - V(k) \leq - \sum_{i \in \mathcal{N}} m_i \left\| u_i(k+1) - u_i^* \right\|^2
\]
\[
- \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \left( \frac{3}{2} - \eta_i^j \right) \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k)^* \right\|^2
\]
\[
- \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \eta_i^j \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k)^* \right\|^2.
(31)

Proof: Firstly, notice that \( \bar{\lambda}_i^j(k+1) \) can be expressed as \( \bar{\lambda}_i^j(k+1) = \bar{\lambda}_i^j(k) + \eta_i^j (\hat{\lambda}_i^j(k) + \lambda_i^j(k)^*) \). Thus, we have that
\[
\left\| \bar{\lambda}_i^j(k+1) - \lambda^* \right\|^2 = \left\| \bar{\lambda}_i^j(k) - \lambda^* \right\|^2 + 2 \eta_i^j \left( \bar{\lambda}_i^j(k) - \lambda^* \right) \left( \hat{\lambda}_i^j(k) + \lambda_i^j(k)^* \right)
\]
\[
+ \left\| \eta_i^j \left( \hat{\lambda}_i^j(k) + \lambda_i^j(k)^* \right) \right\|^2.
(32)

Moreover, we also have that
\[
\left\| \hat{\lambda}_i^j(k+1) - \lambda_i^j(k)^* \right\|^2 = \left\| \hat{\lambda}_i^j(k) - \lambda_i^j(k)^* \right\|^2 + \left\| \eta_i^j (\hat{\lambda}_i^j(k) - \lambda_i^j(k)^*) \right\|^2
\]
\[
+ 2 \eta_i^j \left( \hat{\lambda}_i^j(k) - \lambda_i^j(k)^* \right) \left( \hat{\lambda}_i^j(k) + \lambda_i^j(k)^* \right).
(33)
By using the expression of $V(k+1)$ from (30)-(31) and using the inequality in (23), we obtain that:

$$V(k+1) - V(k) \leq \frac{3}{2} \|v(k) - v^*(k)\|_H^2 - \sum_{i \in N} \sum_{j \in N_i} \frac{\eta_t^i}{2} (v_i^k(k) + v_j^k(k))^2$$

Thus, the inequality (29) follows and $V(k)$ is monotonically non-increasing if $\eta_t^i = \eta_t^j = \eta \in (0, \frac{1}{3})$.

The function $V(k)$ is used to construct a Lyapunov function for Algorithm 2. Moreover, the estimate obtained in Lemma 3 will also be used to obtain the result in Lemma 4. Therefore, now consider the function $V(k)$, defined as follows. For any saddle point of $L(u, v, \lambda)$ (see (3)), denoted by $(u^*, v^*, \lambda^*)$, we have that

$$V(k) = \|v(k) - v^*(k)\|_H^2 + \frac{1}{2} \|\nu(k) - \lambda^*\|_H^2,$$

where $\nu(k) = [\nu_i(k)]_{i \in N}, \nu_i(k) = [v_i^k(k)]_{j \in N_i}$.

$$v_i^k(k) = \lambda_i^k(k) + \frac{1 - \eta_t^i}{\eta_t^i} (v_i^k(k) + z_i^k(k)),$$

for all $i \in N_i$ and $k \in N$, $H_i = \text{bldiag}(\{H_i\}_{i \in N_i})$, and $H_i = \text{bldiag}(\{\alpha_{ij}\eta_t^{ij} - I_{n_i}\}_{j \in N_i})$, for all $i \in N_i$, where $\alpha_{ij} = \beta_{ij} \gamma_{ij} \in (0, 1]$. Recall that $\beta_{ij}$ and $\gamma_{ij}$ are the probability of link $\{i, j\}$ being active and agent $i$ being active, respectively.

**Lemma 4:** Let Assumptions 1-5 hold. Furthermore, let the sequence $\{u(k), v(k), \hat{v}(k), \lambda^*(k)\}$ be generated by Algorithm 2 $(u^*, v^*, \lambda^*)$ be a saddle point of $L(u, v, \lambda)$ as defined in (3), and $V(k)$ be defined as in (32). If $\theta_t = \eta_t^i = \eta \in (0, \frac{1}{3})$, for all $j \in N_i$ and $i \in N$, then the sequence $\{V(k)\}$ is a non-negative supermartingale and it holds with probability 1 that

$$\mathbb{E}\left(V(k+1)|F(k)\right) - V(k) \leq \sum_{i \in N} \sum_{j \in N_i} \left(\frac{3}{2} \eta_t^i \right) (\|\hat{v}_i^k(k) - v_i^k(k)\|_2^2 - \sum_{i \in N} \sum_{j \in N_i} \left(\frac{3}{2} \eta_t^i \right) \|\hat{v}_i^k(k) - v_i^k(k)\|_2^2 \leq 0.$$

**Proof:** Since $\hat{V}(k)$ is a sum of norms and $\eta_t^i$ and $\alpha_{ij}$ are positive, the sequence $\{\hat{V}(k)\}$ is clearly non-negative. Denote by $F(k)$ the filtration up to and including the iteration $k$, i.e., $F(k) = \{A(\ell), E(\ell), u(\ell), v(\ell), \lambda(\ell), \xi(\ell), \ell = 0, 1, \ldots, k\}$. Now, we show that the conditional expectation of the sequence with respect to $F(k)$ is always non-increasing. Based on Assumptions 4 and 5 a proper initialization in Algorithm 2 and the update rules (12), (13), and (14), the variables $v_i^k(k+1), z_i^k(k+1) = v_i^k(k+1)$, and $\lambda_i^k(k+1)$, for each $j \in N_i$, are only updated when agents $i$ and $j$ are active and link $\{i, j\}$ is active. Therefore, we can denote the probability of $v_i^k(k+1), z_i^k(k+1) = v_i^k(k+1)$, and $\lambda_i^k(k+1)$ being updated by $\alpha_{ij} = \beta_{ij} \gamma_{ij} \in (0, 1]$, whereas, with probability $1 - \alpha_{ij}$, they are not updated and the values remain the same as $v_i^k(k), z_i^k(k) = v_i^k(k),$ and $\lambda_i^k(k)$. Thus, we also observe that $v_i^k(k+1) = \lambda_i^k(k+1) + (1 - \eta_t^i) (v_i^k(k+1) + v_j^k(k+1))$ with probability $\alpha_{ij}$ or the value $v_i^k(k) = \lambda_i^k(k)$ is kept with probability $1 - \alpha_{ij}$. Hence, we obtain, with probability 1, that

$$\mathbb{E}\left(V(k+1)\right) - V(k) = -\hat{V}(k)$$

$$+ \mathbb{E}\left(\|v_i(k) - v^*(k)\|_H^2 + \frac{1}{2} \|\nu(k) - \lambda^*\|_H^2 \right| F(k) \right)$$

$$= \mathbb{E}\left(\|v_i(k) - v^*(k)\|_H^2 - \|v_i(k) - v^*(k)\|_H^2 \right)$$

$$+ \frac{1}{2} \|\lambda_i(k+1) - \lambda^*(k+1)\|_H^2 - \frac{1}{2} \|\lambda_i(k) - \lambda^*(k)\|_H^2.$$
\[
\Psi(u, v, \hat{v}) = \sum_{i \in N} m_i \|u_i(k + 1) - u_i\|^2 + \sum_{i \in N} \sum_{j \in N_i} \left( \frac{3}{2} - \eta_{ij} \right) \|v_i(k) - \hat{v}_i(k)\|^2 + \sum_{i \in N} \sum_{j \in N_i} \eta_{ij} (2 \lambda_i - 1) \|\hat{v}_i(k) + \hat{v}_j(k)\|^2.
\]

Thus, it holds with probability 1 that

\[
\begin{align*}
\lim_{k \to \infty} \|u_i(k) - u_i\|^2 &= 0, \forall i \in N, \quad (34) \\
\lim_{k \to \infty} \|v_i(k) - \hat{v}_i(k)\|^2 &= 0, \forall j \in N_i, \forall i \in N, \quad (35) \\
\lim_{k \to \infty} \|\hat{v}_i(k) + \hat{v}_j(k)\|^2 &= 0, \forall j \in N_i, \forall i \in N. \quad (36)
\end{align*}
\]

Moreover, based on (35) and (36), it follows with probability 1 that

\[
\lim_{k \to \infty} \|v_i^1(k) + v_j^1(k)\|^2 = 0, \forall j \in N_i, \forall i \in N. \quad (37)
\]

Based on (33) and the martingale convergence theorem, the sequences \(\{\|v(k) - v_i\|^2\}_i\) and \(\{\|v(k) - \lambda_i^2\|^2\}_i\) are bounded with probability 1, i.e., there exist accumulation points of the sequences \(\{v(k)\}_i\) and \(\{v(k)\}_i\). Furthermore, \(\{\lambda(k)\}\) is also bounded with probability 1 and has accumulation points due to the boundedness of \(\{v(k)\}\), the relation in (34), and the fact that \(z_i^1(k) = v_i^1(k)\), for each \(k \in Z_{\geq 0}\), which follows from the initialization of \(z_i^1(k)\) in Algorithm 2 and the update rule (13).

Let \(\{(v(k)), \lambda(k)\}\) be a convergent subsequence and assume that \((v^n, \lambda^n)\) is its limit point. Therefore, due to the initialization of the variables in Algorithm 2 and the update rules (13) and (15), it follows that \(\lim_{k \to \infty} z_i^1(k) = \lim_{k \to \infty} v_i^1(k) = v_i^1\) and \(\lim_{k \to \infty} \xi_i^j(k) = \lim_{k \to \infty} \lambda_i^j(k) = \lambda_i^j\), with probability 1, for each \(j \in N_i\) and \(i \in N\).

Now, we need to show that \((u^*, v^n, \lambda^n)\) is a saddle point of \(L(u, v, \lambda)\), i.e., \((u^*, v^n, \lambda^n)\) satisfies the inequalities in (6). Based on (37), \(v_i^1 + v_j^1 = \lim_{k \to \infty} (v_i^1(k) + v_j^1(k)) = 0\), with probability 1, for all \(j \in N_i\) and \(i \in N\). Thus, we have that, for any \(\lambda \in R^{\sum_{i \in N, n_i} N}\), \(L(u^*, v^n, \lambda) = L(u^*, v^n, \lambda^n)\), satisfying the first inequality in (6). Now, we show the second inequality in (6). Consider the update step (11), for all \(i \in N\), i.e.,

\[
(u(k + 1), \hat{v}(k)) = \arg \min_{(u_i, v_i) \in \mathcal{C}} \sum_{i \in N} \left( f_i^p(u_i) + f_i^c(v_i) \right) + \sum_{j \in N_i} \left( \langle \lambda_i^j(k) + \xi_i^j(k), v_j^1 \rangle + \|v_j^1 + z_i^1(k)\|^2 \right).
\]

By substituting \(k\) with \(k_l\) and taking the limit as \(\ell\) goes to infinity on both sides of the equality, it holds with probability 1 that

\[
(u^*, v^n) = \lim_{\ell \to \infty} \arg \min_{(u_i, v_i) \in \mathcal{C}} \sum_{i \in N} \left( f_i^p(u_i) + f_i^c(v_i) \right) + \sum_{j \in N_i} \left( \langle \lambda_i^j(k) + \xi_i^j(k), v_j^1 \rangle + \|v_j^1 + z_i^1(k)\|^2 \right) = \arg \min_{(u_i, v_i) \in \mathcal{C}} \sum_{i \in N} \left( f_i^p(u_i) + f_i^c(v_i) \right) + \sum_{j \in N_i} \left( \langle \lambda_i^j(k) + \xi_i^j(k), v_j^1 \rangle + \|v_j^1 + z_i^1(k)\|^2 \right).
\]

The left-hand side of the first equality is obtained by using \(\lim_{\ell \to \infty} (u(k_l + 1), \hat{v}(k_l)) = (u^*, v^n)\), with probability 1, due to (34) and (35), which implies that \(\lim_{\ell \to \infty} \hat{v}(k_l) = v^n\), with probability 1. The second equality is obtained since \(\lim_{\ell \to \infty} \hat{v}_i^1(k_l) = v^n_i\) and \(\lim_{\ell \to \infty} \xi_i^j(k_l) = \lambda_i^j\), with probability 1, for all \(j \in N_i\) and \(i \in N\). Then, the last equality holds since the term \(\sum_{i \in N} \sum_{j \in N_i} \|v_i^1 + v_j^1\|^2\) is zero at \((u^*, v^n)\) due to the fact that \(v_i^1 + v_j^1 = 0\), for all \(j \in N_i\) and \(i \in N\). Additionally, \(v^n\) is also an attainer of \(\min_{(u_i, v_i) \in \mathcal{C}} \sum_{i \in N} \sum_{j \in N_i} \left( f_i^p(u_i) + f_i^c(v_i) \right) + \sum_{j \in N_i} \left( \langle \lambda_i^j, v_j^1 + v_j^1 \rangle + \|v_j^1 + v_j^1\|^2 \right)\), where the cost function in the minimization is obtained by adding the quadratic term \(\sum_{i \in N} \sum_{j \in N_i} \|v_i^1 + v_j^1\|^2\) to the cost function on the right-hand side of the last equality in (35). Hence, the preceding relation implies the second inequality in (6). Thus, \((u^*, v^n, \lambda^n)\) is a saddle point of \(L(u, v, \lambda)\). Finally, we can set \(v^n = v^a\) and \(\lambda^n = \lambda^a \in V(k)\) (see (32)). Since the subsequence of \(V(k_l)\) converges to 0 with probability 1 and \(V(k)\) is non-negative supermartingale, the entire sequence \(\{(v(k), \lambda(k))\}\) converges to \((v^a, \lambda^a)\) with probability 1.

C. Proof of Theorem 2

By rearranging the summation of (33) over \(\ell = 0, \ldots, k - 1\) and taking the total expectation, we have that

\[
\begin{align*}
\sum_{\ell=0}^{k-1} &\sum_{i \in N} E(m_i \|u_i(\ell + 1) - u_i\|_2^2) \\
+ \sum_{\ell=0}^{k-1} &\sum_{i \in N} \sum_{j \in N_i} \left( \frac{3}{2} - \eta_{ij} \right) E(\|\hat{v}_i^1(\ell) - v_i^1(\ell)\|^2) \\
+ \sum_{\ell=0}^{k-1} &\sum_{i \in N} \sum_{j \in N_i} \eta_{ij} (2 \lambda_i - 1) E(\|\hat{v}_i^1(\ell) + \hat{v}_j^1(\ell)\|^2) \\
\leq \sum_{\ell=0}^{k-1} &E(\tilde{V}(\ell) - \tilde{V}(\ell + 1)) = \tilde{V}(0) - E(\tilde{V}(k)) \\
\leq \frac{1}{\alpha} &\|v(0) - v^*\|^2_H + \frac{1}{2\alpha} \|\lambda(0) - \lambda^*\|^2_H.
\end{align*}
\]
where the last inequality is obtained by dropping the non-positive term $-\mathcal{E}(\tilde{V}(k))$ and by defining $\alpha = \min\{1, j\} \in \mathcal{E} \geq 0$. Furthermore, due to the convexity of the squared of the Euclidean norm, it follows that, for $k \geq 1$, $k\mathcal{E}(\|u_i(k) - u^*\|_2^2) \leq \sum_{\ell=0}^{k-1} \mathcal{E}(\|u_i(\ell + 1) - u^*\|_2^2), k\mathcal{E}(\|\tilde{v}_i^j(k - 1) - \tilde{v}_i^j(k - 1)\|_2^2) \leq \sum_{\ell=0}^{k-1} \mathcal{E}(\|\tilde{v}_i^j(\ell) - \tilde{v}_i^j(k - 1)\|_2^2), k\mathcal{E}(\|\tilde{v}_i^j(k - 1) + \tilde{v}_i^j(k - 1)\|_2^2) \leq \sum_{\ell=0}^{k-1} \mathcal{E}(\|\tilde{v}_i^j(\ell) + \tilde{v}_i^j(k - 1)\|_2^2).$

By applying the above relations to (35) and using the fact that $m_{i,j} > 0$, for all $i \in \mathcal{N}$, and $\mathcal{N} = \mathcal{E} \geq 0$, $\frac{1}{2} - \eta_{i,j} > 0$, we have the desired convergence rate, i.e., for $k \geq 1$,

$$
\sum_{i \in \mathcal{N}} \mathcal{E}(m_i\|\tilde{u}_i(k) - u^*_i\|_2^2) + \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N} \setminus \{i\}} \left(\frac{3}{2} - \eta_{i,j}\right) \mathcal{E}(\|\tilde{v}_i^j(k - 1) - \tilde{v}_i^j(k - 1)\|_2^2) + \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N} \setminus \{i\}} \eta_{i,j} \frac{(2\eta_{i,j})^2}{2} \mathcal{E}(\|\tilde{v}_i^j(k - 1) + \tilde{v}_i^j(k - 1)\|_2^2) \leq \frac{1}{2\kappa}\left(\|v(0) - v^*\|_2^2 + \frac{1}{2}\|\lambda(0) - \lambda^*\|_2^2\right).
$$

**Remark 5:** The inequality (40) implies that if the activation probabilities of agents and links are larger, then the convergence is achieved faster. \(\square\)

**V. CONCLUSION AND FUTURE WORK**

This technical note discusses a distributed algorithm for a multi-agent convex optimization problem with edge-based coupling constraints, which is related to energy management problems. The proposed method works asynchronously over time-varying communication networks. We model the asynchronicity and the time-varying nature of the communication network as random processes and show the convergence and the rate of the proposed algorithm. As future work, we consider generalizing the problem that can be dealt with, such as by introducing global objectives of control, coupling inequality constraints, or non-convex coupling constraints, which is relevant to the optimal power flow problems in power systems. Moreover, we also consider the implementation of inexact minimization to the proposed algorithm to reduce computational burden.
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