Sharp operator-norm asymptotics for thin elastic plates with rapidly oscillating periodic properties
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Abstract
We analyse a system of partial differential equations describing the behaviour of an elastic plate with periodic moduli in the two planar directions, in the asymptotic regime when the period and the plate thickness are of the same order. Assuming that the displacement gradients of the points of the plate are small enough for the equations of linearised elasticity to be a suitable approximation of the material response, such as the case in, for example, acoustic wave propagation, we derive a class of ‘hybrid’, homogenisation dimension-reduction, norm-resolvent estimates for the plate, under different energy scalings with respect to the plate thickness.
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1 | INTRODUCTION

The present work is a contribution to the analysis of the asymptotic behaviour of solutions $U = U^\varepsilon$ to systems of parameter-dependent partial differential equations with periodic coefficients, of the form

$$D^* (A(\cdot/\varepsilon)DU) + U = F, \quad U \in X, \quad F \in X^*, \quad \varepsilon > 0,$$  \hspace{1cm} (1)

where $D$ is a suitably defined differential operator, $X$ is the normed space of square-integrable functions $U$ on a domain $\Pi^h \subset \mathbb{R}^3$ with values in $\mathbb{R}^3$ that have finite energy norm $\|DU\|_{L^2(\Pi^h, \mathbb{R}^{3 \times 3})}$.
$X^*$ is the space of bounded linear functionals on $X$, and $A$ is a periodic function taking values in the space of positive definite fourth-order tensors.

### 1.1 Periodic homogenisation: Warm-up

Since the early days of the mathematical theory of homogenisation, problems of the form (1) and their scalar counterparts, where $U$ is a $\mathbb{R}$-valued function and $A$ is matrix-valued, have served as the first step in understanding the macroscopic behaviour of multiscale media, see [1, 2], and references therein. This role has been motivated by the relatively straightforward structure of the basic functions in perturbation series with respect the parameter representing the ratio between the micro- and macroscale wavelengths in a given problem, as well as by the availability of multiscale compactness statements for solution sequences, with their limits usually having the form of the mentioned basic functions. A typical asymptotic series used in the related analysis for the solution $U^\varepsilon$ has the form

$$
U^\varepsilon \sim U^{(0)}(x, x/\varepsilon) + U^{(1)}(x, x/\varepsilon) + U^{(2)}(x, x/\varepsilon) + \ldots, \quad U^{(j)} = O(\varepsilon^j), \quad j = 0, 1, 2, \ldots, \quad \varepsilon \to 0,
$$

(2)

where the functions $U^{(j)}$, $j = 0, 1, 2, \ldots$, are periodic with respect to their second argument, with the same period as the tensor of coefficients $A$ in the original equation (1).

The series (2) proves to be an effective tool for estimating the convergence error for solutions to $\varepsilon$-dependent families (1) with a fixed set of data, such as the density of the applied forces (represented by the right-hand side $F$). In this case, the assumption of periodic dependence of the terms $U^{(j)}$, $j = 0, 1, 2, \ldots$, on the ‘fast’ variable $x/\varepsilon$ in (2) suffices for purposes of the analysis. However, the constants in the convergence estimates obtained in this way may blow up for sequences of data with bounded $L^2$-norm, which makes them unusable for controlling the behaviour of the spectra or eigenspaces of the corresponding operators.

### 1.2 Operator estimates

In order to gain error bounds that are uniform with respect to the data (and hence obtain a sharp quantitative description of the asymptotic behaviour of the spectrum), one can replace the series (2) by a family of power-series expansions parametrised by the ‘quasi-momentum’ $\chi$, which represents variations over intermediate scales of the length of several periods, see [13, 19]. The corresponding asymptotic procedure can be viewed as a combination of the classical perturbation theory with ‘matched asymptotics’ on the domain of the quasi-momentum. In this approach, the control of the resolvent in the sense of the operator norm is obtained by means of a careful analysis of the remainder estimates for the power series, taking advantage of the related Poincaré-type inequalities (or Korn-type inequalities for vector problems) that bound the $L^2$-norm of the solution by its energy norm. Importantly, in order to provide the required uniform estimates, such inequalities must reflect the fact that the lowest eigenvalue of the $\chi$-parametrised ‘fibre’ operator tends to zero as $|\chi| \to 0$, and hence the $L^2$-norm of the corresponding eigenfunction with unit energy blows up.
In the present work, we tackle a problem where the above kind of uniform estimates needs to be controlled with respect to an additional length-scale parameter, which represents one of the overall dimensions of the medium, namely the thickness of a thin plate in our case.

1.3 | Homogenisation of thin plates

The presence of a small parameter in the thin-plate context introduces a geometric anisotropy into the problem, which requires simultaneous error analysis of in-plane and out-of-plane components of the solution field. This leads to the presence of non-trivial invariant subspaces in the asymptotically equivalent problem obtained in the course of the analysis, yielding an asymptotic decomposition of the spectrum of the original problem into several distinct components. There are two such components in the case of a plate: they are responsible for different modes of wave propagation (for plate sizes large enough so the notion of wave propagation is meaningful.) The information about the values of the quasi-momentum for which such propagating modes can be identified allows one to draw conclusions about the corresponding wavelengths (as, roughly, the inverses of the quasi-momenta). This, in turn, provides asymptotics for the corresponding density of states (for a definition thereof, see, for example, [38, Section XIII.16]) and hence allows one to evaluate the energy contribution of the associated propagating modes to an arbitrary wave packet.

In order to be able to implement the above ideas, we consider an infinite plate, which we view as a model of a plate of finite size when the ratio between the plate thickness and all of its in-plane dimensions is small. While our approach leads to new qualitative and quantitative results already in the case of homogeneous plates, here we consider plates whose material constants are periodic in the planar directions, so that the analysis can also be interpreted as simultaneous dimension reduction and homogenisation. From the perspective of dimension reduction, the estimates we obtain complement and strengthen the results on asymptotic two-dimensional linear plate models obtained in the 1980s through the work of Ciarlet and his collaborators, see [16] and references therein. In the approach described in [16], where the displacements are set to vanish on a part of the boundary of the plate, error estimates are derived for an equilibrium problem, for a given density of applied body forces. Our asymptotic estimates are of the operator-norm type, that is, the approximation rate is proportional to the norm of the function representing the applied forces. In particular, by localising these estimates with respect to the quasi-momentum \( \chi \) and considering suitable path integrals of the \( \chi \)-parametrised resolvents as functions of the spectral parameter, they imply the operator-norm asymptotics of the spectral projections on bounded intervals of the real line. Furthermore, either suitably adapted to the parabolic setting or by a careful control of the dependence of the constant in the error estimates, our method readily yields estimates for the time-evolution semigroups in the context of thin plates. Finally, a further refinement of the approach allows one to treat the unitary groups for hyperbolic problems. Our strategy in addressing these contexts would follow the approaches of [6, 29–31, 39, 40]. We postpone the detailed analysis of these settings to a future publication.

1.4 | Comparison with other approaches to operator-norm estimates and simultaneous homogenisation and dimension reduction in linear elasticity

A research programme similar to the above, although outside the context of thin structures and using a different analytical approach, has been pursued by Birman, Suslina, and subsequently by
Suslina and her students, starting with [4, 5]. At the heart of their technique is the notion of a spectral germ for operator pencils, which quantifies the leading order of frequency dispersion of waves in a heterogeneous medium near the bottom of the spectrum of the associated differential operator with periodic coefficients. Complemented with the analysis of a Cauchy integral for a suitable operator-valued function of the spectral parameter, the analysis of the spectral germ allows one to obtain sharp operator-norm estimates for the resolvents in the direct integral representing the original operator via the standard Floquet–Bloch–Gelfand decomposition (parametrised by the quasi-momentum $\chi$, as we mention above).

Our approach is different in the way we approximate the operator functions entering the mentioned Cauchy integral and is closer in spirit to the classical asymptotics via power series, where it is convenient to use the quasi-momentum $\chi$ as the expansion parameter. In this respect, the technique we develop for plates also differs from the method introduced in [13] outside the thin-structure context, where the expansion parameter is the period $\varepsilon$ (albeit it could certainly be carried out in terms of the quasi-momentum, following the strategy of the present work). Like in [13], and in contrast to the approach of Birman and Suslina, the key analytical ingredient in our analysis are $\chi$-uniform estimates for the remainders in these expansions. The estimates are based on appropriate Korn-type inequalities (see Section 4.1), and any information concerning spectral behaviour is obtained by studying suitable Rayleigh quotients (see Section 4.2) and is used for identifying elements of the asymptotic procedure rather than for spectral analysis as such.

The approach initiated by Birman and Suslina has proved fruitful in obtaining operator-norm and energy estimates for a number of related problems: boundary-value operators [41, 42], parabolic semigroups [31, 39, 40], hyperbolic groups [6, 29, 30] and perforated domains [44]. The key technical milestones for this progress are boundary-layer analysis for bounded domains (as in [41, 42]) and two-parametric operator-norm estimates [43]. It seems natural to conjecture that similar developments could be pursued in the context of thin plates, both infinite and bounded, by taking either the spectral germ approach or the one we introduce in the present article. (See, however, the discussion at the end Section 4.2 as well as Remark 6.2.)

An overview of the existing approaches to obtaining operator-norm estimates would not be complete without mentioning also the works [24, 27, 45], whose methods could also be considered in the context of thin structures. However, here we refrain from pursuing the related discussion.

In terms of the specific plates context, quantitative results for the spectrum on a bounded plate of thickness $h$ have been obtained in [22], for the case of an isotropic homogeneous elasticity tensor. The authors separate the problem into two invariant subspaces and identify spectra of orders $h^2$ and 1. However, their estimates (due to the scaling of the spectrum in one of the two invariant subspaces) imply that the error of the approximation explodes on any compact frequency interval as $h \to 0$. In Section 7, we obtain an operator-norm resolvent approximation for the infinite plate, which allows us to provide more information concerning the behaviour of the subspace that [22] is unable to control, by scaling the elasticity operator with an appropriate power of $h$, see also Remark 7.1.

A variety of problems concerning simultaneous homogenisation and dimension reduction have been studied: in the finite-domain setting for plates and rods by [35], see also references therein, where the error of the asymptotics depends in a non-uniform way on the problem data, see also [10, 17]; in the context of general homogenisation for a linear plate by [8, 20]; in the non-linear context by [7] (membrane energy scaling), [33] (von Kármán plate), [12, 26] (bending energy).

In the present paper, we focus on the most interesting case when the period $\varepsilon$ of the composite structure is of the same order as the plate thickness $h$. The analysis of the operator-norm resolvent asymptotics in other asymptotic regimes, when the two passages to the limit as $\varepsilon \to 0$
and \( h \to 0 \) are carried out sequentially, is outside the scope of our work, although the two-scale limit in the strong resolvent sense, cf. (2), is likely to involve either homogenisation of the order-four Kirchhoff-Love plate equations in the case when \( h \ll \varepsilon \) or the thin-plate limit of a homogeneous plate when \( h \gg \varepsilon \).

We conjecture that these also give the corresponding operator-norm resolvent asymptotics.

1.5 Structure of the paper

Here we briefly outline the structure of the manuscript. In Section 2, we give problem formulation and the main statements — the full set of results and their proofs are postponed to Section 7. Section 3 provides basic properties of Floquet transform, outlines our strategy for the proofs to follow, and describes the novel aspects of our approach. In Section 4, we give some auxiliary statements that are needed for Section 6, where the main estimates are obtained through an asymptotic expansion. Section 5 is devoted to the derivation of a priori estimates for the solutions of the resolvent formulations we analyse in the present work — this section is not needed for the proofs, but is helpful in understanding what is the form of approximation we are looking for.

1.6 Notation

We conclude the introductory section by listing some notation we use throughout the paper.

- The notation \( \cdot \) is used for the standard Euclidean inner product in \( \mathbb{R}^3 \) or \( \mathbb{C}^3 \) (where the choice is always clear from the context);
- We use the following inner product \( : \) in the space of \((3 \times 3)\)-matrices with \( \mathbb{R}\)- or \( \mathbb{C}\)-valued entries:
\[
M : N = \text{tr}(M^T N), \quad M, N \in \mathbb{R}^{3 \times 3} \quad (M, N \in \mathbb{C}^{3 \times 3});
\]
- For a \((d \times d)\)-matrix \( M, d = 2, 3 \), its symmetrisation is defined by \( \text{sym} M := 2^{-1}(M + M^T); \)
- By \( L^2(X, Y), H^1(X, Y) \) we denote, respectively, the Lebesgue and Sobolev spaces of functions defined on \( X \) and taking values in \( Y \);
- A similar notation \( C^\infty_0(X, Y) \) is used for the set of infinitely smooth functions with compact support in \( X \);
- We often denote by \( C \) constants in various estimates, whenever the precise value of the constant is unimportant;
- Summation over the set \( \{1, 2, 3\} \) is assumed for repeated Latin indices and over the set \( \{1, 2\} \) for repeated Greek indices;
- Vectors are always treated as columns, so that \((x_1, x_2)^T\) and \((x_1, x_2, x_3)^T\) stand for the vectors with components \( x_1, x_2 \) and \( x_1, x_2, x_3 \), respectively;
- We denote by \( \nabla = (\partial_1, \partial_2, \partial_3) \) and \( \nabla = (\partial_1, \partial_2) \) the gradients in three and two dimensions, respectively, and by \( \nabla^2 \) the second gradient in two dimensions, understood as a \((2 \times 2)\)-matrix differential expression;
- For \( \chi \in [-\pi, \pi)^2 \), the quasi-periodic exponential function \( \exp(i\chi \cdot y), y \in [0, 1)^2 \), is denoted by \( e^\chi_y \). It is often treated as a function of \((y, x_3) \in [0, 1)^2 \times (-1/2, 1/2), \) constant with respect to the variable \( x_3 \).
2 | PROBLEM FORMULATION AND MAIN RESULTS

Denote $Q_r := [0, 1)^2 \subset \mathbb{R}^2$ and consider a function on $Q_r$ with values in the space of fourth-order tensors, that is,

$$A(y) = \{A_{ijkl}(y)\}_{i,j,k,l=1}^3, \quad y \in Q_r.$$  

We assume that $A$ is measurable, symmetric, bounded, and uniformly positive definite: for almost every (a.e.) $y \in Q_r$

$$A_{ijkl}(y) = A_{klji}(y) = A_{ijlk}(y), \quad i, j, k, l = 1, 2, 3,$$

$$\nu^{-1} \xi : \xi \geq A(y) \xi : \xi \geq \nu \xi : \xi, \quad \nu > 0, \quad \forall \xi \in \mathbb{R}^{3 \times 3} \text{ such that } \xi = \xi^T,$$

$$\left( A(y) \xi \right)_{ij} := A_{ijkl}(y) \xi_{kl}, \quad i, j = 1, 2, 3,$$

where $\nu$ does not depend on $y$. In what follows we also assume that $A$ is extended to the whole of $\mathbb{R}^2$ by $Q_r$-periodicity. For all $h > 0$, we denote $\Pi^h := \mathbb{R}^2 \times (-h/2, h/2)$, and for each $\varepsilon > 0$, $h > 0$ suppose that the tensor of elastic moduli at any point $(x_1, x_2, x_3) \in \Pi^h$ is given by $A(x_1/\varepsilon, x_2/\varepsilon)$. 

For given `body-force densities' $F^h \in L^2(\Pi^h, \mathbb{R}^3)$, we study the behaviour of the following family of resolvent problems for $U^{h,\varepsilon} \in H^1(\Pi^h, \mathbb{R}^3)$ as $\varepsilon \to 0$, $h \to 0$:

$$\int_{\Pi^h} A \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right) \text{sym} \nabla U^{h,\varepsilon} : \text{sym} \nabla \Phi + \int_{\Pi^h} U^{h,\varepsilon} \cdot \Phi = \int_{\Pi^h} F^h \cdot \Phi \quad \forall \Phi \in H^1(\Pi^h, \mathbb{R}^3). \quad (3)$$

We shall assume throughout the paper that $h = \varepsilon$. Our analysis is valid if we assume that the thickness $h$ is a function of the period $\varepsilon$ in the asymptotic regime $h = h(\varepsilon) \sim \varepsilon$, that is, in the case when the quantity $h/\varepsilon$ is bounded above and below by $\varepsilon$-independent positive constants. For adapting the analysis to this more general case, see Section 8. For each $\varepsilon > 0$, we denote by $\mathcal{A}^\varepsilon$ the operator in $L^2(\Pi^h, \mathbb{R}^3)$ defined by the bilinear form (cf. (3))

$$\int_{\Pi^h} A \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right) \text{sym} \nabla U : \text{sym} \nabla \Phi, \quad U, \Phi \in H^1(\Pi^h, \mathbb{R}^3).$$

Next, denote $I := (-1/2, 1/2)$, $Q := Q_r \times I$ and consider the following symmetric tensor $\mathcal{L}$ of order 4:

$$\mathcal{L}(M_1, M_2) := (M_1, M_2)$$

$$:= \inf_{\psi \in H^1_0(Q, \mathbb{R}^3)} \int_Q A \left( \Im(M_1 - x_3 M_2) + \text{sym} \nabla \psi \right) : \left( \Im(M_1 - x_3 M_2) + \text{sym} \nabla \psi \right),$$

$$M_1, M_2 \in \mathbb{R}^{2 \times 2}, \quad (4)$$

where $\Im$ is the mapping

$$\Im : \mathbb{R}^{2 \times 2} \ni M \mapsto \begin{pmatrix} M & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{3 \times 3}. \quad (5)$$
We also employ the following tensors $\mathcal{L}^1, \mathcal{L}^2$ on $\mathbb{R}^{2 \times 2}$, representing the out-of-plane and in-plane ‘truncations’ of the tensor $\mathcal{L}$:

$$
\mathcal{L}^1 M : M := \mathcal{L}(0,M) : (0,M), \quad \mathcal{L}^2 M : M := \mathcal{L}(M,0) : (M,0), \quad M \in \mathbb{R}^{2 \times 2},
$$

and the differential operators

$$
\mathcal{A}_{\text{hom},1} := (\nabla^2)^* \mathcal{L}^1 \nabla^2, \quad \mathcal{A}_{\text{hom},2} := (\text{sym} \nabla)^* \mathcal{L}^2 \text{sym} \nabla,
$$

$$
\mathcal{A}_{\text{hom}} := (\text{sym} \nabla, \varepsilon \nabla^2)^* \mathcal{L}(\text{sym} \nabla, \varepsilon \nabla^2),
$$

defined in the standard way (for example, via appropriate bilinear forms [21]) in $L^2(\mathbb{R}^2, \mathbb{R})$, $L^2(\mathbb{R}^2, \mathbb{R}^2)$, and $L^2(\mathbb{R}^2, \mathbb{R}^3)$, respectively. In (6), we use the shorthand $(\text{sym} \nabla, \varepsilon \nabla^2)$ for the pair of $(2 \times 2)$-matrix differential expressions

$$(u, v) \mapsto (\text{sym} \nabla u, \varepsilon \nabla^2 v), \quad u = (u_1(x_1, x_2), u_2(x_1, x_2)), \quad v = v(x_1, x_2).$$

**Remark 2.1.** It is not unusual in the theory of plates that the out-of-plane component of the displacement is scaled in relation to the in-plane components (see, for example, [16]), hence the presence of the parameter $\varepsilon$ in the expression (6) for $\mathcal{A}_{\text{hom}}$. It is well known that in this context one also has a ‘separation’ of the asymptotic equations of state in the thin-plate limit [16, Theorem 1.10-1]: one equation describes the out-of-plane component of the leading-order displacement and a part of its horizontal components, while the other describes the remaining part of the horizontal components. In the case when material properties oscillate in-plane or vary out-of-plane, this kind of separation happens only under an additional symmetry assumption on the elasticity tensor.

Before stating the main result, we recall once again the existing literature on simultaneous homogenisation and dimension reduction in linear elasticity: in [10], bounded linearly elastic plates were studied, under the assumption of periodic oscillations in material properties and $h = \varepsilon$; in [20], a model of a linearly elastic plate was derived without periodicity assumption and invoking additional symmetries of the material, by the $H$-convergence approach (the assumption of material symmetries is removed in [8], which uses an original approach in the spirit of $\Gamma$-convergence and additionally proves locality of the $\Gamma$-closure, that is, the fact that every energy density obtained by non-periodic homogenization can be approximated pointwise by energy densities obtained by periodic homogenisation); in [35], the full asymptotic expansion with error estimates (as well as a boundary layer analysis) for bounded plates and rods is given, although the estimates are not written in the operator norm (that is, the constants involved depend on the problem data.)

For $k = 1, 2, 3$, we denote by $T_\varepsilon$ the Floquet transform†

$$
L^2(\Pi, C^k) \ni U \mapsto \varepsilon^2 \frac{e^{i2\pi}}{2\pi} \sum_{n \in \mathbb{Z}^2} \bar{\chi}(n) U(\varepsilon(y+n), x_3), \quad (y, x_3) \in Q, \quad \chi \in Q^I_\varepsilon := [\pi, \pi)^2.
$$

†The transform (7) is a bounded extension to $L^2(\Pi, C^k)$ of the mapping defined on $C^\infty_0(\Pi, C^k)$ by the same formula.
Furthermore, we define the operators $P_j : L^2(\Pi^h, \mathbb{R}^3) \to L^2(\Pi^h, \mathbb{R})$ of orthogonal projection on the $j$th coordinate axis, $j = 1, 2, 3$, as well as the ‘smoothing’ operators for momenta and forces:

$$S_\alpha F = P_\varepsilon^{\alpha} \left( i e_\chi \chi \int_Q \overline{e_\chi x_3} P_\varepsilon F \right), \quad \alpha = 1, 2,$$

$$SF := P_\varepsilon^{\alpha} \left( e_\chi \int_Q \overline{e_\chi P_\varepsilon F} \right), \quad F \in L^2(\Pi, \mathbb{R}).$$

The appearance of smoothing operators is standard in homogenisation, as they guarantee that the corrector is in an appropriate function space [5, 45]. In some situations, it is possible to eliminate them from the final results, provided the relevant correctors satisfy certain regularity assumptions. In our setting, the situation turns out to be more complex, due to the existence of a bending invariant subspace, where the approximating operator is of fourth order. Although in the end it is possible to remove $S_\alpha, S$ from some of the final estimates, we refrained from doing so, since it cannot be done for all estimates at once.

Finally, we introduce the operators $R^h : L^2(\Pi^h, \mathbb{R}^k) \to L^2(\Pi, \mathbb{R}^k)$, $k = 1, 2, 3$, defined on $u \in L^2(\Pi^h, \mathbb{R}^k)$ for each $h$ by the formula

$$R^h u(x_1, x_2, x_3) = \sqrt{h}u(x_1, x_2, hx_3).$$

We shall omit the label $k$ in the notation for these operators, as the value of $k$ in a given expression will always be clear from the context. As is common in the analysis of thin structures, we will express the error on the ‘canonical’ domain $\Pi$ rather than on physical domain $\Pi^h$. One reason for presenting the results in this way is that it allows us to scale the displacement gradients ‘isotropically’, according to the same scaling rule in the in-plane and out-of-plane directions.

**Theorem 2.2.** Suppose that $\gamma \geq -2$, $\delta \geq 0$ and the following ‘planar symmetry’ conditions on the elasticity tensor $A$ hold:

$$A_{\alpha_1, \alpha_2, 33} = 0, \quad A_{\alpha_1, 333} = 0, \quad \alpha_j = 1, 2, \quad j = 1, 2, 3,$$

and that the body-force density $F^h$ in (3) has the form

$$F^h = (\varepsilon^{-\delta} \tilde{F}_1, \varepsilon^{-\delta} \tilde{F}_2, \tilde{F}_3)^T,$$

where the first two components are odd and the third component is even in the variable across the plate.

There exists $C = C(A) > 0$, independent of $F^h$, such that for all $\varepsilon > 0$ the following estimates hold:

$$\left\| R^h P_\alpha (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} F^h + \varepsilon x_3 \partial_\alpha (\varepsilon^{-\gamma+2} A_{\text{hom},1} + I)^{-1} \left( S R^h \tilde{F}_3 + \varepsilon^{-\delta} S_1 R^h \tilde{F}_1 + \varepsilon^{-\delta} S_2 R^h \tilde{F}_2 \right) \right\|_{L^2(\Pi)} \leq C \varepsilon^{(\gamma+2)/2} \max \left\{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \right\} \left\| R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)^T \right\|_{L^2(\Pi, \mathbb{R}^3)}, \quad \alpha = 1, 2,$$

$$\left\| R^h P_3 (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} F^h - (\varepsilon^{-\gamma+2} A_{\text{hom},1} + I)^{-1} \left( S R^h \tilde{F}_3 + \varepsilon^{-\delta} S_1 R^h \tilde{F}_1 + \varepsilon^{-\delta} S_2 R^h \tilde{F}_2 \right) \right\|_{L^2(\Pi)} \leq C \varepsilon^{(\gamma+2)/4} \max \left\{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \right\} \left\| R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)^T \right\|_{L^2(\Pi, \mathbb{R}^3)}. \tag{9}$$
A simple analysis of the exponents in the estimates (9) shows that the approximation error in (9) goes to zero as $\varepsilon \to 0$ as long as $\gamma + 2 > 2\delta$.

Remark 2.3. (1) In the case $\gamma = 2, \delta = 1$, the formulae of the approximating fields in (9) represent the well-known Kirchhoff-Love ansatz of the theory of plates, see, for example, [16]. In particular, they reflect the different scalings of in-plane and out-of-plane components with respect to the parameter $\varepsilon$, see also Remark 2.1. Also, the dependence of the approximating deformation on the moments of in-plane forces is standard, see [16, Theorem 1.10.1].

(2) In Theorem 2.2, we establish operator-norm asymptotics for a variety of scaling exponents $\gamma$, not restricting ourselves to the case $\gamma = 2, \delta = 1$ discussed in [16] in the context of strong convergence (see also [32] showing that the traditional power series asymptotics dictates the choice $\gamma = 2$). This flexibility in the choice of scaling of the elastic energy (equivalently, the choice of scaling of the spectrum of the original ‘unscaled’ operator), combined with the fact that the error estimates are given in the operator-norm topology, provides useful quantitative information for evolution problems for elastic plates, under a wider range of time scalings (corresponding to the choice of $\gamma$) that have been considered so far. The scaling exponent of the force density translates directly to a similar scaling of the force density in the associated evolution problems. We refer the reader to the preprint [9], where the scalings $\gamma = 0, \gamma = 2$ and their consequences for the evolution equation are analysed in the context of bounded plates with high-contrast inclusions.

Theorem 2.4. Suppose that the tensor $A$ has the symmetry properties (8) and that in (3) the first two components of $F^h = (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)$ are even and the third component is odd in the variable across the plate. Then for each $\gamma \geq -2$, there exists $C = C(A) > 0$, independent of $F^h$, such that for all $\varepsilon > 0$ the following estimate holds:

$$
\left\| \mathcal{R}^h(\varepsilon^{-\gamma}A^\varepsilon + I)^{-1}F^h - \left( (\varepsilon^{-\gamma}A_{\text{hom},2} + I)^{-1}SR^h(\tilde{F}_1, \tilde{F}_2)^T \right) \right\|_{L^2(\Pi, \mathbb{R}^3)} 
\leq C\varepsilon^{(\gamma+2)/2} \| R^h F^h \|_{L^2(\Pi, \mathbb{R}^3)}.
$$

Note that the approximation error in (10) is small as $\varepsilon \to 0$ as long as $\gamma > -2$. In particular, for $\gamma = 0$, we obtain a version of the norm-resolvent estimates [4] for the two-dimensional ‘zero-thickness’ plate. The operator $A_{\text{hom},2}$ in this case is related to the two-dimensional version of the ‘spectral germ’ of [4]. However, the estimates (9) in the ‘bending subspace’ consisting of functions with the first two components odd and the third component even do not have an analogue in the existing literature and indeed require a more delicate analysis than the estimates (10), which we carry out below under the umbrella of the general approach we introduce in this paper.

In the next statement, we do not impose the symmetry conditions (8) on $A$.

Theorem 2.5. For each $\gamma \geq -2$, there exists $C = C(A) > 0$, independent of $F^h = (F_1, F_2, F_3)$, such that for all $\varepsilon > 0$ the following estimates hold:

$$
\left\| \mathcal{R}^h P_\alpha(\varepsilon^{-\gamma}A^\varepsilon + I)^{-1}F^h 
- (P_\alpha - \varepsilon x_3^2 \alpha P_3)(\varepsilon^{-\gamma}A_{\text{hom}} + I)^{-1}(SR^h F_1, SR^h F_2, SR^h F_3 + S_1 R^h F_1 + S_2 R^h F_2)^T \right\|_{L^2(\Pi)} 
\leq C\varepsilon^{(\gamma+2)/2} \| R^h F^h \|_{L^2(\Pi, \mathbb{R}^3)}, \quad \alpha = 1, 2,
$$

Note that the approximation error in (10) is small as $\varepsilon \to 0$ as long as $\gamma > -2$. In particular, for $\gamma = 0$, we obtain a version of the norm-resolvent estimates [4] for the two-dimensional ‘zero-thickness’ plate. The operator $A_{\text{hom},2}$ in this case is related to the two-dimensional version of the ‘spectral germ’ of [4]. However, the estimates (9) in the ‘bending subspace’ consisting of functions with the first two components odd and the third component even do not have an analogue in the existing literature and indeed require a more delicate analysis than the estimates (10), which we carry out below under the umbrella of the general approach we introduce in this paper.
\[ \left\| R^h P_3 (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} F^h \right\|_{L^2(\Pi)} \leq C \varepsilon (\gamma + 2)/4 \| R^h F^h \|_{L^2(\Pi, \mathbb{R}^3)}. \] (11)

When \( A \) satisfies the condition (8), we are able to give a more precise estimate in each invariant subspace and include the dependence on \( \delta \), which is important for the plate theory. In the case of bounded plates, one usually takes \( \delta = 1 \), see Remark 7.1 for the meaning of \( \gamma, \delta \).

\section{Strategy for the Proofs and the Novelty of the Approach}

In this chapter, we introduce the Floquet transform, briefly discuss our strategy of the proofs of the main results stated in the previous section, and describe in what way our approach is new.

The Floquet transform allows one to represent the elasticity operator (more precisely, its resolvent) in terms of simpler operators, which can then be analysed. Namely, we rewrite (3) on the scaled domain \( \Pi \) with the solution \( \tilde{U} \in H^1(\Pi, \mathbb{R}^3) \), as follows:

\[ \int_\Pi A \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right) \text{sym} \nabla \tilde{U} : \text{sym} \nabla \Psi + \int_\Pi \tilde{U} \cdot \Psi = \int_\Pi \tilde{F}^\varepsilon \cdot \Psi \quad \forall \Psi \in H^1(\Pi, \mathbb{R}^3), \] (12)

where for each \( \varepsilon \) the force density \( \tilde{F}^\varepsilon \) is given by \( \tilde{F}^\varepsilon(x) = F^\varepsilon(x_1, x_2, \varepsilon x_3) \), the solution \( \tilde{U} \) is related to the solution \( U^{h,\varepsilon} \) of (3) by a similar formula \( \tilde{U}(x) = U^{h,\varepsilon}(x_1, x_2, \varepsilon x_3) \), and \( \nabla^\varepsilon = (\partial_1, \partial_2, \varepsilon^{-1} \partial_3) \) is the corresponding rescaling of the gradient.

For \( \chi \in Q'_r \), we define the space \( H^1_{\chi}(Q, \mathbb{C}^3) \) as the closure in \( H^1(Q, \mathbb{C}^3) \) of the set of smooth functions \( u \) on \( \Pi \) that are \( \chi \)-quasi-periodic with respect to \( y_1, y_2 \), that is,

\[ u(y + l_\alpha, x_3) = u(y, x_3) \exp(i \chi \alpha), \quad l_\alpha := (\delta_{ij})_{j=1}^3, \quad \alpha = 1, 2, \quad y \in \mathbb{R}^2, \quad x_3 \in I, \]

where \( \delta_{ij}, i, j = 1, 2, 3 \), is the Kronecker delta. It is easily seen that \( \chi \)-quasiperiodic functions on \( Q \) are products of \( Q_r \)-periodic functions and the exponent \( \epsilon \chi \) (see the end of Section 1).

The Floquet transform \( F_\varepsilon \) defined by (7) has the following properties:

1. It is a unitary transform on \( L^2(\Pi, \mathbb{C}^3) \) with values in \( L^2(Q \times Q'_r, \mathbb{C}^3) \);
2. For fixed \( \chi \in Q'_r \), the function \( F_\varepsilon \tilde{U}(\cdot, \cdot, \chi) \) is quasi-periodic with respect to \( y_1, y_2 \);
3. For every \( \tilde{U} \in H^1(\Pi, \mathbb{C}^3) \), one has

\[ (F_\varepsilon)(\partial_\alpha \tilde{U})(y, x_3, \chi) = \varepsilon^{-1} \partial_\chi (F_\varepsilon \tilde{U})(y, x_3, \chi), \quad \alpha = 1, 2, \]

\[ (F_\varepsilon)(\partial_{x_3} \tilde{U})(y, x_3, \chi) = \partial_\chi (F_\varepsilon \tilde{U})(y, x_3, \chi). \]

4. The \( \varepsilon \)-problems can be decomposed (after transformation \( F_\varepsilon \)), using von Neumann direct integral. For every \( \gamma \in \mathbb{R} \), one has

\[ R_h (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} = F_\varepsilon \left( \bigoplus_{Q'_r} (\varepsilon^{-\gamma-2} A_\chi + I)^{-1} d\chi \right) F_\varepsilon R_h, \] (13)
where the operator $A_\chi$ is defined in $L^2(Q, C^3)$ by the sesquilinear form (cf. (15))

$$b_\chi(u, \varphi) := \int_Q A\text{ sym}\nabla u : \text{sym}\nabla \varphi, \quad u, \varphi \in H^1_\chi(Q, C^3).$$  \hspace{1cm} (14)

Applying the transform $F_\varepsilon$ to (12) yields a family of problems on $Q$ parametrised by $\varepsilon$ and ‘quasi-momentum’ $\chi \in Q'$:

$$\frac{1}{\varepsilon^2} \int_Q A\text{ sym}\nabla u : \text{sym}\nabla \varphi + \int_Q u \cdot \varphi = \int_Q f \cdot \varphi \quad \forall \varphi \in H^1_\chi(Q, C^3).$$  \hspace{1cm} (15)

The right-hand side $f \in L^2(\Pi, C^3)$ in (15) and the solution $u \in H^1_\chi(Q, C^3)$ are the Floquet transforms of the right-hand side $\tilde{f}_\varepsilon$ and the solution $\tilde{U}$ in (12), that is, $f = F_\varepsilon \tilde{f}_\varepsilon$, $u = F_\varepsilon \tilde{U}$, where for brevity we do not indicate the dependence of $f$, $u$ on the parameter $\varepsilon$.

Next we will describe our approach to proving the results formulated in Section 2. First, in Sections 4.1 and 4.2, we show that the smallest eigenvalue of the operator $A_\chi$ is of order $|\chi|^4$, the next two eigenvalues are of order $|\chi|^2$, and the remaining eigenvalues are of order one, see Lemma 4.4. The discrepancy in the order of the smallest eigenvalues is the consequence of the anisotropy of the space $H^1_\chi(Q, C^3)$ (as the periodicity conditions are imposed only in $y$ variable). The same observation shows why the plate problem cannot be tackled by the techniques developed in [4], where the regularity of the so called ‘spectral germ’ implies that the smallest eigenvalues of the corresponding $\chi$-problem are all of order $|\chi|^2$, see Remark 4.5. In the present paper, we develop an original approach for obtaining operator norm-resolvent estimates, by invoking $\chi$-dependent asymptotic expansions (see Section 5.2, where our approach is compared to that of [13]). Our technique can also be used for the problems analysed in [4] in a relatively simple way, see part 2 of Remark 6.2. We also point out that the presence of an eigenvalue of order $|\chi|^4$ in addition to eigenvalues of order $|\chi|^2$ makes the computations more difficult (see Remark 6.3) and requires that the final estimates are given with respect to the parameters $\gamma$ and $\delta$, which does not fit into the framework of [4] (see Remark 7.1).

Once the problem is decomposed into simpler problems using the formula (13), it is important to note that the eigenspaces associated with order one eigenvalues of the operator $A_\chi$ are not important, if one is interested in the $\varepsilon^2$-precision of the resolvent. This is a consequence of the scaling (see also the first term in (15)). Thus, for every $\chi$ we only need to approximate the space spanned by the first three smallest eigenvalues of $A_\chi$ (see also how the estimates obtained in Section 6 are used in Section 7 to estimate the resolvent in the operator norm). Also, the limit homogenised operator (looked at for every value of the parameter $\chi$) acts on a finite-dimensional space, see (60), (88), (98) below. This is precisely what makes the Floquet transform useful in the analysis of these problems. It is also important to note that not all values of $\chi$ play the same role in the estimates of the resolvent. Namely, again due to scaling, only the ‘fibres’ $A_\chi$ for $\chi$ in a neighbourhood of origin contribute to the resolvent estimate as for $|\chi| > c$, for some $c > 0$, the smallest eigenvalue of $A_\chi$ is of order one, see also Section 7.

In order to estimate the resolvent of $A_\chi$, we use asymptotic procedure in Section 6. However, it would be very cumbersome (and unnatural) to develop this asymptotics directly in a uniform way with respect to the parameter $\varepsilon$. Instead, the asymptotics is approached by scaling the operator $A_\chi$ with $|\chi|^{-4}$ and then with $|\chi|^{-2}$, see (38), (42), (50), (53). This is natural as a consequence of a priori estimates on the least eigenvalues of $A_\chi$. As a result, the error itself is then also dependent
on $|\chi|$, which, however, does not prevent us from obtaining uniform estimates on the resolvent in Section 7, by virtue of the fact that the values of the resolvent of $A_\chi$ for different $\chi$ do not have the same importance in the uniform estimate of the resolvent of $A^2$.

In our asymptotic procedure, we single out the case when the elasticity tensor satisfies planar symmetries (8). Although it is not necessary from the technical point of view, this assumption makes the asymptotic procedure more straightforward and provides an idea on how to proceed in the general case. Moreover, as already mentioned, under the assumption (8), one obtains sharper estimates, as the two invariant subspaces can be treated separately. This, in turn, allows us to express the final result in one of them, namely the ‘bending’ subspace, with the forces scaled in the way it is usually done in linear plate theory, see [16].

We emphasise the fact that the asymptotic procedure would be more straightforward if all the lowest eigenvalues of the operator $A_\chi$ were of the same order $|\chi|^2$ as in [4], and the analysis presented in Section 6.1.2 would suffice. We also emphasise the fact that we do not require any smoothness of the coefficients of the elasticity tensor (they are only assumed to be in $L^\infty$).

We next summarise the main steps of our approach, which can be used for solving other problems (see also [11] the remark 3 in Section 8):

(1) Using Korn inequalities for quasi-periodic function in Section 4.1, we obtain the estimates on the smallest eigenvalues for the operator $A_\chi$, see Proposition 4.3;
(2) By applying an asymptotic development in $|\chi|$, we obtain optimal estimates for the resolvents of the operators $|\chi|^{-2} A_\chi$ and $|\chi|^{-4} A_\chi$ with respect to the approximating operator that corresponds to the standard linear Kirchoff plate model. This operator acts on a finite-dimensional subspace of $H^1_\chi(Q, C^3)$. This is implemented in Section 6;
(3) Using $\chi$- dependent estimates for the resolvents of the operators $|\chi|^{-2} A_\chi$ and $|\chi|^{-4} A_\chi$ and the property 4 above, we obtain an estimate for the resolvent of the operator $\varepsilon^{-\gamma} A_\varepsilon$ and this is carried out in Section 7. The estimates are given in terms of the $L^2 \rightarrow L^2$ and $L^2 \rightarrow H^1$ norms.

We also include Section 5, which is not necessary to obtain the resolvent estimates but is helpful for a better understanding of the approximating operator and the asymptotic procedure in Section 6, see Remark 5.2 and Section 8, where the estimates on the constants appearing on the right-hand side of the resolvent estimate are discussed. It may be worth making a technical remark that while in our analysis we chose to use the Floquet version of the transform representing the operator of the original equation (1) as a direct integral, see (13), it could be similarly carried out in the framework of the Gelfand transform [23], with appropriate straightforward modifications of the Korn inequalities of Section 4.1 and the asymptotic recurrence procedure of Section 6.

# 4 AURILARY RESULTS

## 4.1 Korn inequalities

We next establish several Korn-type inequalities, which will inform us in Section 5 about the structure of solutions to the problem (15).

**Lemma 4.1.** There exists a constant $C > 0$ such that for all $\chi \in Q^t$ and $u = (u_1, u_2, u_3)^T \in H^1_\chi(Q, C^3)$, there are $a_1, a_2, c_1, c_2, c_3 \in C$ satisfying the estimates

$$\|u_\alpha - a_\alpha x_3 - c_\alpha\|_{H^1(Q, C)} \leq C \|\text{sym} \nabla u\|_{L^2(Q, C^{3x3})}, \quad \alpha = 1, 2,$$

(16)
\[ \|u_3 + a_1y_1 + a_2y_2 - c_3\|_{H^1(Q, \mathbb{C})} \leq C\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad (17) \]

\[ \max \{|a_1|, |a_2|, |c_1|, |c_2|\} \leq C|\chi|^{-1}\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad (18) \]

\[ |c_3| \leq C|\chi|^{-2}\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad (19) \]

\[ |(\exp(i\chi\alpha) - 1)c_3 + a_{\alpha}| \leq C\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad \alpha = 1, 2. \quad (20) \]

**Proof.** The estimates (16)–(17) are obtained by using Korn’s inequality, as follows. The standard ‘second’ Korn inequality, see, for example, [34, Theorem 2.5], gives

\[ \|u_1 - a_1x_3 - dy_2 - c_1\|_{H^1(Q, \mathbb{C})} \leq C\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad (21) \]

\[ \|u_2 - a_2x_3 + dy_1 - c_2\|_{H^1(Q, \mathbb{C})} \leq C\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad (22) \]

where

\[ a_\alpha := \int_Q (\partial_3 u_\alpha - \partial_\alpha u_3), \quad \alpha = 1, 2, \quad d := \int_Q (\partial_2 u_1 - \partial_1 u_2), \]

\[ c_1 := \int_Q u_1 - d, \quad c_2 := \int_Q u_2 + d, \quad c_3 := \int_Q u_3 + a_1 + a_2. \]

Furthermore, by a variation of the proof of the ‘first’ Korn inequality, see, for example, [34, Theorem 2.1], the following estimate is valid for quasi-periodic functions on \( Q_r \):

\[ \|\nabla u\|_{L^2(Q_r, \mathbb{C}^{2 \times 2})} \leq C\|\text{sym} \nabla u\|_{L^2(Q_r, \mathbb{C}^{2 \times 2})}, \quad u \in H^1_\chi(Q_r, \mathbb{C}^2), \quad \chi \in Q'_r, \quad (23) \]

where the constant \( C \) is independent of the quasi-momentum \( \chi \), and \( H^1_\chi(Q_r, \mathbb{C}^2) \) is defined similarly to \( H^1_\chi(Q, \mathbb{C}^3) \). Noting that

\[ d = \int_{Q_r} \left\{ \partial_2 \left( \int_I u_1 \, dx_3 - \partial_1 \int_I u_2 \, dx_3 \right) \right\} dy_1 dy_2, \]

and applying (23) to the vector

\[ \bar{u} := \left( \int_I u_1 \, dx_3, \int_I u_2 \, dx_3 \right)^T : Q_r \to \mathbb{R}^2, \]

we infer that

\[ |d| \leq C\|\text{sym} \nabla \bar{u}\|_{L^2(Q_r, \mathbb{C}^{3 \times 3})} \leq C\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})}. \]
which in combination with (21)–(22) yields (16)–(17). Note that the same argument proves the estimates (16)–(20) with $a_\alpha$, $\alpha = 1, 2$, as defined above, as long as they hold with

$$a_\alpha = \int_Q \partial_3 u_\alpha, \quad \alpha = 1, 2.$$

The estimates (18)–(20) are derived by invoking the quasi-periodicity in the directions $y_1, y_2$, as follows. Note first that from (16)–(17), using the trace inequality and the fact that $u$ is $\chi$-quasi-periodic, one has

$$\int\limits_{\{y_1, y_2, x_3 \in Q : y_\beta = 1\}} \left\| \left( \exp(i\chi_\beta) - 1 \right)(a_\alpha x_3 + c_\alpha) \right\|^2 dy_2 dy_3 \leq C \left\| \text{sym} \nabla u \right\|_{L^2(Q, \mathbb{C}^{3 \times 3})}^2, \quad \alpha, \beta = 1, 2,$$

(24)

$$\int\limits_{\{y_1, y_2, x_3 \in Q : y_1 = 1\}} \left\| \left( \exp(i\chi_1)(a_2 y_2 - c_3) - (a_1 + a_2 y_2 - c_3) \right) \right\|^2 dy_2 dy_3 \leq C \left\| \text{sym} \nabla u \right\|_{L^2(Q, \mathbb{C}^{3 \times 3})}^2,$$

(25)

$$\int\limits_{\{y_1, y_2, x_3 \in Q : y_2 = 1\}} \left\| \left( \exp(i\chi_2)(a_1 y_1 - c_3) - (a_1 y_1 + a_2 - c_3) \right) \right\|^2 dy_1 dy_3 \leq C \left\| \text{sym} \nabla u \right\|_{L^2(Q, \mathbb{C}^{3 \times 3})}^2.$$  

(26)

Furthermore, there exist constants $C_1, C_2 > 0$ such that

$$C_1 |\chi_\alpha| \leq \left| \exp(i\chi_\alpha) - 1 \right| \leq C_2 |\chi_\alpha|, \quad \alpha = 1, 2.$$

The estimates (18)–(20) are now obtained as a direct consequence of (24)–(26).

4.2 Structure of the leading-order field

Taking into account (19), we infer that (20) are equivalent to the estimates

$$|i\chi_\alpha c_3 + a_\alpha| \leq C \left\| \text{sym} \nabla u \right\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad \alpha = 1, 2.$$

(27)

In particular, from (16)–(17) and (27), we obtain

$$\| u_\alpha - (c_\alpha - i\chi_\alpha c_3 x_3)e_\chi \|_{H^1(Q, \mathbb{C})} \leq C \left\| \text{sym} \nabla u \right\|_{L^2(Q, \mathbb{C}^{3 \times 3})}, \quad \alpha = 1, 2,$$

(28)

$$\| u_3 - c_3 e_\chi \|_{H^1(Q, \mathbb{C})} \leq C \left\| \text{sym} \nabla u \right\|_{L^2(Q, \mathbb{C}^{3 \times 3})},$$

(29)

where $c_j$, $j = 1, 2, 3$, satisfy (19)–(20).
Remark 4.2. Note that the leading-order term $e_\chi(c_1 - i\chi_1 c_3 x_3, c_2 - i\chi_2 c_3 x_3, c_3)^\top$ for $u$ is the Floquet-transformed representation of the classical linear Kirchhoff-Love ansatz [16, Theorem 1.10-1].

Next, note that for $\chi \in Q_r'$

$$\|\text{sym} \nabla (c_1, c_2, 0)^\top e_\chi \|_{L^2(Q, \mathbb{C}^{3\times3})} = \frac{|\chi|^2}{\sqrt{24}}$$

(30)

It follows from the estimates (28)–(30), by examining appropriate Rayleigh quotients (see (36)), that the smallest eigenvalue of $A_\chi$ is of order $|\chi|^4$, there are also two eigenvalues of order $|\chi|^2$, and the remaining eigenvalues are of order 1 or higher. Indeed, as a consequence of (18), (19), (28)–(30) as well as coercivity and boundedness of the tensor $A$, the following proposition holds.

**Proposition 4.3.** There exists $C > 0$ such that for all $\chi \in Q_r'$ the following bounds hold:

$$b_\chi(u, u) \geq C \nu |\chi|^4 \|u\|_{L^2(Q, \mathbb{C}^3)}^2 \quad \forall u \in H^1(Q, \mathbb{C}^3),$$

(31)

$$b_\chi(e_\chi(-i\chi_1 c_3 x_3, -i\chi_2 c_3 x_3, c_3)^\top, e_\chi(-i\chi_1 c_3 x_3, -i\chi_2 c_3 x_3, c_3)^\top e_\chi) \leq (24\nu)^{-1} |\chi|^4 |c_3|^2 \quad \forall c_3 \in \mathbb{C},$$

(32)

$$b_\chi(u, u) \geq C \nu |\chi|^2 \|u\|_{L^2(Q, \mathbb{C}^3)}^2 \quad \forall u \in H^1(Q, \mathbb{C}^3) \quad \text{such that} \quad u \cdot e_\chi(-i\chi_1 x_3, -i\chi_2 x_3, 1)^\top = 0,$$

(33)

$$b_\chi(e_\chi(c_1 - i\chi_1 x_3 c_3, c_2 - i\chi_2 x_3 c_3, c_3)^\top, e_\chi(c_1 - i\chi_1 x_3 c_3, c_2 - i\chi_2 x_3 c_3, c_3)^\top) \leq \nu^{-1} |\chi|^2 \left( |(c_1, c_2)^\top|^2 + |\chi|^2 |c_3|^2 / 24 \right) \quad \forall c_1, c_2, c_3 \in \mathbb{C},$$

(34)

$$b_\chi(u, u) \geq C \|u\|_{L^2(Q, \mathbb{C}^3)}^2 \quad \forall u \in H^1(Q, \mathbb{C}^3)$$

such that $u \cdot e_\chi(-i\chi_1 x_3, -i\chi_2 x_3, 1)^\top = 0$, $u \cdot (e_\chi, 0, 0)^\top = 0$, $u \cdot (0, e_\chi, 0)^\top = 0$.

(35)

Arranging the eigenvalues of the operator $A_\chi$ in non-decreasing order, the $k$th eigenvalue $\lambda_\chi^{(k)}$ is given by (see, for example, [21, Section 4.5])

$$\lambda_\chi^{(k)} = \inf_{U \subset H^1(Q, \mathbb{C}^3), \dim U = k} \sup_{u \in U \setminus \{0\}} \frac{b_\chi(u, u)}{\|u\|_{L^2(Q, \mathbb{C}^3)}^2}, \quad k \in \mathbb{N},$$

(36)

**Lemma 4.4.** There exist $c_1, c_2 > 0$, independent of $\varepsilon$ such that

$$c_1 \leq \frac{\lambda_\chi^{(1)}}{|\chi|^4}, \frac{\lambda_\chi^{(2)}}{|\chi|^2}, \frac{\lambda_\chi^{(3)}}{|\chi|^2} \leq c_2, \quad \lambda_\chi^{(4)} \geq c_1 \quad \forall \chi \in Q_r'.$$

(37)
Proof. By virtue of (36) with \( k = 1 \), it follows from (31) that \( \lambda_1^{(1)} \geq C|\chi|^4 \) and (32) implies \( \lambda_1^{(1)} \leq 2\nu^{-1}|\chi|^4 \). Next, using (33) and the fact that every two-dimensional subspace of \( H_0^1(Q, \mathbb{C}^3) \) contains a vector orthogonal to \((-i\chi_1 x_3, -i\chi_2 x_3, 1)^\top e_\chi\), we infer that \( \lambda_2^{(2)} \geq C|\chi|^2 \). Furthermore, combining (34) and (36), where \( k = 3 \) and \( \mathcal{H} \) is taken to be the three-dimensional space

\[
\{(c_1 - i\chi_1 x_3 c_3, c_2 - i\chi_2 x_3 c_3, c_3)^\top e_\chi, \ c_1, c_2, c_3 \in \mathbb{C}\},
\]

yields \( \lambda_3^{(3)} \leq 2\nu^{-1}|\chi|^2 \). Finally, using (35) with \( k = 4 \) and the fact that every four-dimensional subspace of \( H_0^1(Q, \mathbb{C}^3) \) contains a vector orthogonal to the three vectors \((-i\chi_1 x_3, -i\chi_2 x_3, 1)^\top e_\chi\), \((e_\chi, 0, 0)^\top\), and \((0, e_\chi, 0)^\top\), we infer that \( \lambda_4^{(4)} \geq C \). \( \square \)

Remark 4.5. As already explained in Section 3, the norm-resolvent approximations of Theorems 2.2, 2.4, and 2.5 are equivalent to estimating the subspaces corresponding to the lowest three eigenvalues: in the special case \( \chi = 0 \), the eigenvalue zero has a three-dimensional invariant subspace, which is perturbed for \( \chi \neq 0 \) into a one-dimensional subspace with an eigenvalue of order \( |\chi|^4 \) and two one-dimensional subspaces with eigenvalues of order \( |\chi|^2 \). This makes the thin-plate problem fundamentally different from the homogenisation problems considered by the approach of Birman and Suslina, see, for example, [4]. In particular, the assumption of regularity of the ‘spectral germ’ in [4] implies that the finite-dimensional subspace that appears for \( \chi \neq 0 \) as a perturbation of the subspace corresponding to the eigenvalue zero for \( \chi = 0 \) has all eigenvalues of the same order \( |\chi|^2 \), which is clearly false in the case of plates.

5  |  A PRIORI ESTIMATES FOR SOLUTIONS OF (15)

We consider separately the case when the elasticity tensor \( A \) is planar-symmetric and the general, not necessarily symmetric, case: in the former, one is able to separate the study of (3) into two different problems, due to the fact that one can identify two invariant subspaces for the operator \( \mathcal{A}_\chi \), in which resolvent estimates (see Sections 2 and 7) can be made more straightforward and instructive for the purpose of considering the general situation.

Remark 5.1. Although we do not assume that the elasticity tensor depends on \( x_3 \), one could do so. In the planar-symmetric case, one then would have to assume additionally that the moduli are even with respect to \( x_3 \) (otherwise we would lose the decomposition into two invariant subspaces), while in the general case the dependence on \( x_3 \) can be arbitrary.

The results of this section are not used in the proof of the error estimates that we carry out in Section 6. However, they are significant in that they give us an idea of what we should look for in the asymptotic approximation.

In what follows, we assume that \( \chi \neq 0 \), which does not affect the derivation of the results announced in Section 2.

5.1  |  The case of planar-symmetric elasticity tensor

In this section, we work under the assumption (8) on the elasticity tensor \( A \) in (3). We derive estimates that provide an informed guess about the asymptotic behaviour of solutions to (15) as
\( \varepsilon \to 0 \) for each of two subspaces \( L^2(Q, \mathbb{C}^3) \) invariant with respect to the operator \( A_\chi \): the one consisting of vector functions whose first two components are odd and the third component is even in \( x_3 \), and its orthogonal complement, whose elements have the first two components even and the third component odd in \( x_3 \).

### 5.1.1 First (‘bending’) invariant subspace

It follows from the analysis of Section 4.2 that the first invariant subspace described above contains the eigenspace for the eigenvalue \( \lambda^{(1)}_\chi \) of \( A_\chi \), since it contains the vector \( e_\chi(-i\chi_1 x_3, -i\chi_2 x_3, 1)^T \) on which the Rayleigh quotient attains a value of order \( |\chi|^4 \), see (32). Guided by this observation, we scale with \( |\chi|^{-4} \) the operator \( A_\chi \) (equivalently, the form \( b_\chi \) with \( \chi \)-dependent domain, see (14)) and with \( |\chi|^{-1} \) the horizontal components of the force density on its right-hand side, so the identity (15) is replaced with

\[
\frac{1}{|\chi|^4} b_\chi(u, \varphi) + \int_Q u \cdot \overline{\varphi} = \frac{1}{|\chi|} \int_Q \tilde{f}_1 \overline{\varphi}_1 + \int_Q \tilde{f}_3 \overline{\varphi}_3 \quad \forall \varphi \in H^1_0(Q, \mathbb{C}),
\]

where the form \( b_\chi \) is defined by (14). Here, in line with the above, we assume that the components \( f_\alpha = \tilde{f}_\alpha, \alpha = 1, 2, \) are odd in the \( x_3 \) variable, while \( f_3 = \hat{f}_3 \) is even. The estimates (18)–(19), (28)–(29) imply

\[
\| (u_1, u_2)^T \|_{H^1(Q, \mathbb{C}^2)} \leq C|\chi|^{-1} \| \text{sym} \nabla u \|_{L^2(Q, \mathbb{C}^3)},
\]

\[
\| u_3 \|_{H^1(Q, \mathbb{C})} \leq C|\chi|^{-2} \| \text{sym} \nabla u \|_{L^2(Q, \mathbb{C}^3)}.
\]

Setting \( \varphi = u \) in (38) and applying (39) to the right-hand side of the resulting equation, we obtain

\[
\| \text{sym} \nabla u \|_{L^2(Q, \mathbb{C}^3)} \leq C|\chi|^2 \| (\tilde{f}_1, \tilde{f}_2, \hat{f}_3)^T \|_{L^2(Q, \mathbb{C}^3)}.
\]

Going back to (39), we thus infer that

\[
\| (u_1, u_2)^T \|_{H^1(Q, \mathbb{C}^2)} \leq C|\chi| \| (\tilde{f}_1, \tilde{f}_2, \hat{f}_3)^T \|_{L^2(Q, \mathbb{C}^3)},
\]

\[
\| u_3 \|_{H^1(Q, \mathbb{C})} \leq C \| (\tilde{f}_1, \tilde{f}_2, \hat{f}_3)^T \|_{L^2(Q, \mathbb{C}^3)}.
\]

Furthermore, as a consequence of the material symmetries (8), we have

\[
u_\alpha(\cdot, -x_3) = -u_\alpha(\cdot, x_3), \quad \alpha = 1, 2, \quad u_3(\cdot, -x_3) = u_3(\cdot, x_3), \quad x_3 \in I.
\]

In combination with (28)–(29), (40) this implies the existence of \( c_3 \in \mathbb{C} \) such that

\[
\| u_\alpha \|_{H^1(Q, \mathbb{C})} \leq C|\chi|^2 \| (\tilde{f}_1, \tilde{f}_2, \hat{f}_3)^T \|_{L^2(Q, \mathbb{C}^3)}, \quad \alpha = 1, 2,
\]

\[
\| u_3 - c_3 e_\chi \|_{H^1(Q, \mathbb{C})} \leq C|\chi|^2 \| (\tilde{f}_1, \tilde{f}_2, \hat{f}_3)^T \|_{L^2(Q, \mathbb{C}^3)},
\]
which suggests that the solution to an appropriate asymptotic equation approximates $u$ with an error of order $O(|\chi|^2)$ with respect to the $H^1$ norm. In Section 6, we demonstrate that this is indeed so, see the first and fourth estimates in (86).

5.1.2 Second (‘membrane’) invariant subspace

Similarly to the argument for the ‘bending’ invariant subspace, it follows from the analysis of Section 4.2 that the second invariant subspace described above contains the two-dimensional space spanned by the eigenfunctions of $\mathcal{A}_\chi$ corresponding to the eigenvalues $\lambda^{(2)}_\chi, \lambda^{(3)}_\chi$, since it contains vectors $(e_\chi, 0, 0)^T, (0, e_\chi, 0)^T$ on which the Rayleigh quotient attains values of order $|\chi|^2$. Guided by this observation, we scale the operator $\mathcal{A}_\chi$ with $|\chi|^{-2}$ and do not scale the force density $f$, so the identity (15) is replaced with

$$ \frac{1}{|\chi|^2} b_\chi(u, \varphi) + \int_Q u \cdot \tilde{\varphi} = \int_Q \tilde{f}_\alpha \overline{\varphi_\alpha} + \int_Q \tilde{f}_3 \overline{\varphi_3} \quad \forall \varphi \in H^1(Q, \mathbb{C}^3), \tag{42} $$

where we assume that $f_\alpha = \tilde{f}_\alpha$, $\alpha = 1, 2$, are even and $f_3 = \tilde{f}_3$ is odd in the $x_3$ variable. Setting $\varphi = u$ in (38), we obtain

$$ \|u\|_{L^2(Q, \mathbb{C}^3)} \leq C \|(\tilde{f}_1, \tilde{f}_2, \tilde{f}_3)^T\|_{L^2(Q, \mathbb{C}^3)}, \quad \|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3\times3})} \leq C |\chi| \|\tilde{f}_1, \tilde{f}_2, \tilde{f}_3\|_{L^2(Q, \mathbb{C}^3)}. \tag{43} $$

The estimates (18), (28) and the second estimate in (43) imply (cf. (39) and (41))

$$ \|(u_1, u_2)^T\|_{H^1(Q, \mathbb{C}^2)} \leq C |\chi|^{-1} \|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3\times3})} \leq C \|(\tilde{f}_1, \tilde{f}_2, \tilde{f}_3)^T\|_{L^2(Q, \mathbb{C}^3)}. \tag{44} $$

Furthermore, by virtue of the material symmetries (8), we have

$$ u_\alpha(\cdot, -x_3) = u_\alpha(\cdot, x_3), \quad \alpha = 1, 2, \quad u_3(\cdot, -x_3) = -u_3(\cdot, x_3), \quad x_3 \in I, \tag{45} $$

which, in combination with (29) and the second estimate in (43), implies (cf. (41))

$$ \|u_3\|_{H^1(Q, \mathbb{C})} \leq C \|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3\times3})} \leq C |\chi| \|\tilde{f}_1, \tilde{f}_2, \tilde{f}_3\|_{L^2(Q, \mathbb{C}^3)}. \tag{46} $$

Finally, (28)–(29), (45), and the second estimate in (43) imply the existence of $c_1, c_2 \in \mathbb{C}$ such that

$$ \|u_\alpha - c_\alpha e_\chi\|_{H^1(Q, \mathbb{C}^3)} \leq C |\chi| \|\tilde{f}_1, \tilde{f}_2, \tilde{f}_3\|_{L^2(Q, \mathbb{C}^3)}, \quad \alpha = 1, 2, \tag{47} $$

which suggests that the solution to an appropriate asymptotic equation approximates $u_\alpha, \alpha = 1, 2$, with an error of order $O(|\chi|)$ in $H^1$. We demonstrate the latter in Section 6, see the first estimate in (97).

Note also that setting $\tilde{f}_\alpha = 0, \alpha = 1, 2$, in (42), we obtain

$$ \|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3\times3})} \leq C |\chi|^2 \|\tilde{f}_3\|_{L^2(Q, \mathbb{C})}, \tag{48} $$
and, using (44) and (46), it yields the bounds
\[
\|\begin{pmatrix} u_1, u_2 \end{pmatrix}^T \|_{H^1(Q, \mathbb{C}^2)} \leq C |X| \|\tilde{f}_3\|_{L^2(Q, \mathbb{C})}, \quad \|u_3\|_{H^1(Q, \mathbb{C})} \leq C |X|^2 \|\tilde{f}_3\|_{L^2(Q, \mathbb{C})}. \tag{49}
\]
As a result, the component \(\tilde{f}_3\) can be set to zero for purposes of obtaining the leading-order \(H^1\) estimates (47), see also Remark 6.2.

### 5.2 The case of a general elasticity tensor

In the general case, when we do not assume (8), consider two asymptotic procedures separately.

The first of these corresponds to the problem (cf. (38))
\[
\frac{1}{|X|^4} b_X(u, \varphi) + \int_Q u \cdot \overline{\varphi} = \frac{1}{|X|} \int_Q f_\alpha \overline{\varphi_\alpha} + \int_Q f_3 \overline{\varphi_3} \quad \forall \varphi \in H^1_X(Q, \mathbb{C}^3). \tag{50}
\]
In the same way as in Section 5.1.1, we obtain the estimates (cf. (40) and (41))
\[
\|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})} \leq C |X|^2 \|f\|_{L^2(Q, \mathbb{C}^3)},
\]
\[
\|\begin{pmatrix} u_1, u_2 \end{pmatrix}^T \|_{H^1(Q, \mathbb{C}^2)} \leq C |X| \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad \|u_3\|_{H^1(Q, \mathbb{C})} \leq C \|f\|_{L^2(Q, \mathbb{C}^3)},
\]
as well as the existence of \(c_1, c_2, c_3 \in \mathbb{C}\) such that
\[
\|u_\alpha - (c_\alpha - iX_\alpha c_3 x_3) e_\alpha\|_{H^1(Q, \mathbb{C})} \leq C |X|^2 \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad \alpha = 1, 2, \tag{51}
\]
\[
\|u_3 - c_3 e_\alpha\|_{H^1(Q, \mathbb{C})} \leq C X^2 \|f\|_{L^2(Q, \mathbb{C}^3)}. \tag{52}
\]

The second procedure corresponds to the problem (cf. (42))
\[
\frac{1}{|X|^2} b_X(u, \varphi) + \int_Q u \cdot \overline{\varphi} = \int_Q f_\alpha \overline{\varphi_\alpha} + \int_Q f_3 \overline{\varphi_3} \quad \forall \varphi \in H^1_X(Q, \mathbb{C}^3). \tag{53}
\]
We follow the strategy of Section 5.1.2. Namely, first setting \(\varphi = u\) in (53) we obtain (cf. (43))
\[
\|u\|_{L^2(Q, \mathbb{C}^3)} \leq C \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad \|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})} \leq C |X| \|f\|_{L^2(Q, \mathbb{C}^3)}. \tag{54}
\]
Second, (18), (28), and the second estimate in (54) imply (cf. (44))
\[
\|\begin{pmatrix} u_1, u_2 \end{pmatrix}^T \|_{H^1(Q, \mathbb{C}^2)} \leq C |X|^{-1} \|\text{sym} \nabla u\|_{L^2(Q, \mathbb{C}^{3 \times 3})} \leq C \|f\|_{L^2(Q, \mathbb{C}^3)}. \tag{55}
\]
Finally, (28)–(29) and the second estimate in (54) imply the existence of \(c_1, c_2, c_3 \in \mathbb{C}\) such that
\[
\|u_\alpha - (c_\alpha - iX_\alpha c_3 x_3) e_\alpha\|_{H^1(Q, \mathbb{C})} \leq C |X| \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad \alpha = 1, 2, \tag{55}
\]
\[
\|u_3 - c_3 e_\alpha\|_{H^1(Q, \mathbb{C})} \leq C X \|f\|_{L^2(Q, \mathbb{C}^3)} \tag{56}
\]
It follows from (54) and (56) that

$$|c_3| \leq C \|f\|_{L^2(Q,C^3)}.$$

Therefore (cf. (46))

$$\|u_3\|_{H^1(Q,C)} \leq C \|f\|_{L^2(Q,C^3)}$$

and (cf. (55))

$$\|u_\alpha - c_\alpha e_\chi\|_{H^1(Q,C)} \leq C |\chi| \|f\|_{L^2(Q,C^3)}, \quad \alpha = 1, 2.$$

The values of $c_j$, $j = 1, 2, 3$, in (51)–(52), (55)–(56) will be determined in Section 6.2.

**Remark 5.2.** The existence of two distinguished scalings for the operator $A_\chi$ plays a key role in the proof of Theorem 2.5. When adopting the first scaling, we approximate the eigenspace $A_\chi$ corresponding to the eigenvalue of order $|\chi|^4$. The related normalised eigenfunction has in-plane components of order $|\chi|$ and the vertical component of order one, thus we achieve one more order of precision in $|\chi|$ for the first two components, cf. (51) and (52). Under the second scaling, we approximate the space spanned by eigenfunctions of the two eigenvalues of $A_\chi$ of order $|\chi|^2$. The related normalised eigenfunctions have components of order one and we approximate them with precision of order $|\chi|$, cf. (55) and (56).

In the next section, we develop an asymptotic procedure for the ($\varepsilon$-independent) problems (38), (42), and (50) with respect to the modulus of the quasi-momentum $\chi$. In this way, we obtain order-optimal resolvent estimates for (15), equivalently for the fibres $A_\chi$, see (14). This allows us to derive norm-resolvent approximations for scaled versions of the original operator $A^\varepsilon$, see also the original formulation (3), which is a direct integral of $A_\chi$, $\chi \in Q_\varepsilon^r$, by the Floquet transform [28, Chapter 3], [38, Section XIII.16], [3, Chapter 7]. It also makes our approach different to that presented in [13], where an asymptotics as $\varepsilon \to 0$ uniform with respect to the quasi-momentum, rather than an asymptotics in $|\chi|$, was established for a multi-dimensional degenerate problem. Since our estimates are optimal with respect to $\chi$, we do not need to separate the dual cell $Q_\varepsilon^r$ into the ‘inner’ and ‘outer’ regions like it is done in [13]. In addition, we identify the correctors required for $L^2 \to H^1$ estimates as well as for higher precision $L^2 \to L^2$ estimates, see Section 7 for details. By adopting particular scalings for the operator of (3) and the force density, we thus also recover a version of the results of [4].

From the *a priori* estimates of Section 5.1.1, we see that the appropriate scaling of the horizontal components of the displacement with respect to the vertical one is by $|\chi|$, not $\varepsilon$ as is usual done for bounded plates. This suggests that we should scale the horizontal force components with respect to the vertical ones with the pre-factor $|\chi|^{-1}$, in order that the corresponding parts of the work by external loads $\int_Q (f_1u_1 + f_2u_2)$ and $\int_Q f_3u_3$ are of the same order. In our final results, we allow arbitrary scalings $\varepsilon^{-\delta}$ between horizontal and vertical forces, and the final approximation error then depends also on the scaling exponent $\delta$.

In the asymptotic procedure, we capture as many correctors in the expansion as is necessary to infer the error estimate from the equation. In the end, these correctors are not required in the final result — this is standard in homogenisation, see, for example, [18, Chapter 7]. At each step of the asymptotic procedure, we ensure that the related system has a solution — this is done by
the method of ‘updating’, which to the best of our knowledge is also novel. Repeating this process allows us to obtain the complete asymptotic expansion, up to any order in $|\chi|$.

6 SOLUTION ASYMPOTICS: RECURRENCE RELATIONS AND ERROR ESTIMATES

In the asymptotic procedure developed in this section, we use the operator $X$ on $L^2(Q, \mathbb{C}^3)$ defined for each $\chi \in Q'_r$ as the matrix multiplication

$$X \varphi := \begin{pmatrix} \chi_1 \varphi_1 & \frac{1}{2}(\chi_2 \varphi_1 + \chi_1 \varphi_2) & \frac{1}{2} \chi_1 \varphi_3 \\ \frac{1}{2}(\chi_2 \varphi_1 + \chi_1 \varphi_2) & \chi_2 \varphi_2 & \frac{1}{2} \chi_2 \varphi_3 \\ \frac{1}{2} \chi_1 \varphi_3 & \frac{1}{2} \chi_2 \varphi_3 & 0 \end{pmatrix}, \varphi \in L^2(Q, \mathbb{C}^3).$$

It is easy to see that for all $\varphi \in L^2(Q, \mathbb{C}^3)$, one has

$$\|X \varphi\|_{L^2(Q, \mathbb{C}^3)} \geq \frac{1}{2} |\chi| \|\varphi\|_{L^2(Q, \mathbb{C}^3)}, \chi \in Q'_r. \quad (57)$$

We also define, for $m_1, m_2, m_3 \in \mathbb{C}$,

$$\Xi(\chi, m_1, m_2) := i \mathfrak{I} \begin{pmatrix} \chi_1 m_1 & \frac{1}{2}(\chi_1 m_2 + \chi_2 m_1) \\ \frac{1}{2}(\chi_1 m_2 + \chi_2 m_1) & \chi_2 m_2 \end{pmatrix},$$

$$\Upsilon(\chi, m_3) := i m_3 \mathfrak{I} \begin{pmatrix} \chi_1^2 & \chi_1 \chi_2 \\ \chi_1 \chi_2 & \chi_2^2 \end{pmatrix},$$

where $\mathfrak{I}$ is the mapping (5), and remark the following useful identity:

$$iX(D_1 - i\chi_1 x_3 D_3, D_2 - i\chi_2 x_3 D_3, 0)^\top = \Xi(\chi, D_1, D_2) - ix_3 \Upsilon(\chi, D_3) \quad \forall D = (D_1, D_2, D_3) \in \mathbb{C}^3. \quad (58)$$

Furthermore, for each $\chi \in Q'_r$ we define a matrix $A_{\chi}^{\text{hom}}$ by the formula

$$A_{\chi}^{\text{hom}} m \cdot \bar{d} := \int_Q A(\nabla N_m + \Xi(\chi, m_1, m_2) - ix_3 \Upsilon(\chi, m_3)) : (\Xi(\chi, d_1, d_2) - ix_3 \Upsilon(\chi, d_3)), \quad m, \bar{d} \in \mathbb{C}^3,$

where $N_m, m \in \mathbb{C}^3$, satisfy

$$(\text{sym} \nabla)^* A \text{sym} \nabla N_m$$

$$= -(\text{sym} \nabla)^* A(\Xi(\chi, m_1, m_2) - ix_3 \Upsilon(\chi, m_3)), \quad N_m \in H^1_\#(Q, \mathbb{C}^3), \int_Q N_m = 0.$$
Note that
\[
\max \{ |m_1|, |m_2| \} + \max \{ |\chi_1|, |\chi_2| \} |m_3| \leq C|\chi|^{-1} \left( |\Xi(\chi, m_1, m_2)| + |Y(\chi, m_3)| \right),
\]
and in the case of the planar symmetries (8), we have \( N_m = N_m^{(1)} + N_m^{(2)} \), where
\[
\text{(sym V)}^* A \text{sym V} N_m^{(1)} = (\text{sym V})^* A \left( i x_3 Y(\chi, m_3) \right), \quad N_m^{(1)} \in H_\#^1(Q, \mathbb{C}^3), \quad \int_Q N_m^{(1)} = 0.
\]
\[
\text{(sym V)}^* A \text{sym V} N_m^{(2)} = - (\text{sym V})^* A \Xi(\chi, m_1, m_2), \quad N_m^{(2)} \in H_\#^1(Q, \mathbb{C}^3), \quad \int_Q N_m^{(2)} = 0.
\]
By a symmetry argument, we have, for all \( m \in \mathbb{C}^3, x_3 \in I, j = 1, 2, \)
\[
(N_m^{(j)})_\alpha(\cdot, -x_3) = \mp (N_m^{(j)})_\alpha(\cdot, x_3), \quad \alpha = 1, 2,
\]
where the top and bottom signs in ‘\( \mp \)’ are taken for \( j = 1 \) and \( j = 2 \), respectively. Therefore,
\[
A^\text{hom}_\chi m \cdot \overline{d} = A^\text{hom,1}_\chi m_3 \overline{d}_3 + A^\text{hom,2}_\chi (m_1, m_2)^T \cdot (d_1, d_2)^T,
\]
where, for \( \chi \in Q'_r, m_3, d_3 \in \mathbb{C}, (m_1, m_2)^T, (d_1, d_2)^T \in \mathbb{C}^2 \), we define
\[
A^\text{hom,1}_\chi m_3 \overline{d}_3 := \int_Q A \left( \nabla N_m^{(1)} - i x_3 Y(\chi, m_3) \right) : \overline{(-i x_3 Y(\chi, d_3))},
\]
\[
A^\text{hom,2}_\chi (m_1, m_2)^T \cdot (d_1, d_2)^T := \int_Q A \left( \nabla N_m^{(2)} + \Xi(\chi, m_1, m_2) \right) : \overline{\Xi(\chi, d_1, d_2)}.
\]

### 6.1 Planar-symmetric elasticity tensor

In this section, we assume that the ‘planar symmetry’ conditions (8) on the elasticity tensor \( A \) hold and, as in Section 5.1, analyse the bending and membrane invariant subspaces separately. We use the notation \( H_\#^1(Q, \mathbb{C}^3) \) for the closure of smooth functions \( Q_r \)-periodic in \( y_1, y_2 \) in the norm of \( H^1(Q, \mathbb{C}^3) \).

#### 6.1.1 First invariant subspace

**Asymptotic equation.** Here assume that the components \( f_\alpha = \bar{f}_\alpha, \alpha = 1, 2, \) of the body force density are odd in the \( x_3 \) variable, while \( f_3 = \bar{f}_3 \) is even, cf. Section 5.1.1, and throughout the present section we write \( f \) in place of \( (\bar{f}_1, \bar{f}_2, \bar{f}_3)^T \). An approximating problem for the
leading-order amplitude \( m_3 \in \mathbb{C} \) in the first invariant subspace, see the estimates (86), has the form\(^{†}\)

\[
|\chi|^{-4}A_{\chi}^{\text{hom,1}}m_3 d_3 + \int_Q (-i\chi_1 x_3 m_3, -i\chi_2 x_3 m_3, m_3)^T \cdot (-i\chi_1 x_3 d_3, -i\chi_2 x_3 d_3, d_3)^T \\
= \int_Q |\chi|^{-1}(\tilde{f}_1, \tilde{f}_2)^T \cdot e_\chi (-i\chi_1 x_3 d_3, -i\chi_2 x_3 d_3)^T + \int_Q \tilde{f}_3 \cdot e_\chi d_3 \\
\quad \forall d_3 \in \mathbb{C},
\]

so that the following estimate holds

\[
|m_3| \leq C \|f\|_{L^2(Q,\mathbb{C}^3)}.
\]

**Approximation error estimates in the first invariant subspace.** Step 1. We define \( u_2 \in H^1_\#(Q,\mathbb{C}^3) \) that solves

\[
(sym\nabla)^* A \text{sym}\nabla u_2 = (sym\nabla)^* A (ix_3 Y(\chi, m_3)), \quad \int_Q u_2 = 0,
\]

so that, by the standard Poincaré inequality combined with the Korn inequality for periodic functions (cf. (23)), we have the bound

\[
\|u_2\|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^2)}.
\]

In addition, the following symmetry properties\(^{‡}\) hold:

\[
(u_2)_\alpha(\cdot, -x_3) = -(u_2)_\alpha(\cdot, x_3), \quad \alpha = 1, 2, \\
(u_2)_3(\cdot, -x_3) = (u_2)_3(\cdot, x_3), \quad x_3 \in I.
\]

Next, we define \( u_3^{(1)} \in H^1_\#(Q,\mathbb{C}^3) \) that satisfies

\[
(sym\nabla)^* A \text{sym}\nabla u_3^{(1)} = i \{ X^* A \text{sym}\nabla u_2 - (sym\nabla)^* A (X u_2) - X^* A (ix_3 Y(\chi, m_3)) \} \\
\quad + |\chi|^4 (i\chi_1 x_3 m_3, i\chi_2 x_3 m_3, 0)^T + |\chi|^3 e_\chi (\tilde{f}_1, \tilde{f}_2, 0)^T, \quad \int_Q u_3^{(1)} = 0.
\]

In view of the symmetry properties (64), the problem (65) has a unique solution. Indeed, it follows from (64) that the right-hand side of the above equation for \( u_3^{(1)} \) vanishes when tested with vectors \((D_1, D_2, 0)^T\). To verify that it also vanishes when tested with vectors \((0, 0, D_3)^T\), we use the fact

\(^{†}\) Note that the left-hand side of (60) can be simplified, by observing that

\[
\int_Q (-i\chi_1 x_3 m_3, -i\chi_2 x_3 m_3, m_3)^T \cdot (-i\chi_1 x_3 d_3, -i\chi_2 x_3 d_3, d_3)^T = \left(\frac{|\chi|^2}{3} + 1\right)m_3 d_3,
\]

see also (70) and (78). For clarity of the argument, we keep the original form of the second term on the left-hand side of (60).

\(^{‡}\) Similar symmetry properties hold for all terms in the asymptotics series, see, for example, (68).
that
\[
\int_Q A (-ix_3 Y(\chi, m_3) + \text{sym} \nabla u_2) : iX(0,0,D_3)^T = \int_Q A (-ix_3 Y(\chi, m_3) + \text{sym} \nabla u_2) : \text{sym} \nabla \psi = 0, \quad \psi := i D_3 x_3 (\chi_1, \chi_2, 0)^T.
\]  
(66)

By virtue of (61), (63), the solution to (65) satisfies the estimate
\[
\| u_3^{(1)} \|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^3 \| f \|_{L^2(Q,\mathbb{C}^3)}.
\]  
(67)

Furthermore, using the assumption on the forces and the properties (64), we obtain
\[
(u_3^{(1)})_\alpha (\cdot, -x_3) = - (u_3^{(1)})_\alpha (\cdot, x_3), \quad \alpha = 1, 2, \quad (u_3^{(1)})_3 (\cdot, x_3) = (u_3^{(1)})_3 (\cdot, x_3), \quad x_3 \in I.
\]  
(68)

Next, we seek \(u_4^{(1)} \in H^1_\#(Q,\mathbb{C}^3)\) such that
\[
A^{\text{hom}}_\chi m_3 D_3 + |\chi|^4 \int_Q (i\chi_1 x_3 m_3, i\chi_2 x_3 m_3, 0)^T \cdot (i\chi_1 x_3 D_3, i\chi_2 x_3 D_3, 0)^T = - |\chi|^4 m_3 D_3 + |\chi|^4 \int_Q f_3 \cdot e_\chi D_3,
\]  
(69)

where we use (60) and (65).

Similarly to the above argument for \(u_2, u_3^{(1)}\), the following estimate holds for the solution of (69):
\[
\| u_4^{(1)} \|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^4 \| f \|_{L^2(Q,\mathbb{C}^3)}.
\]

Step 2. We proceed by updating the leading-order term \((-\chi_1 x_3 m_3, -i\chi_2 x_3 m_3, m_3)^T\). To this end, we define a ‘correction’ \(m_3^{(1)}\) to the value \(m_3\) as the solution to
\[
A^{\text{hom}}_\chi m_3^{(1)} D_3 + |\chi|^4 \int_Q (i\chi_1 x_3 m_3^{(1)}, i\chi_2 x_3 m_3^{(1)}, m_3^{(1)})^T \cdot (i\chi_1 x_3 D_3, i\chi_2 x_3 D_3, d_3)^T = - \int_Q A (\text{sym} \nabla u_4^{(1)} + iX u_3^{(1)}) : iX(0,0,d_3)^T \quad \forall d_3 \in \mathbb{C}.
\]  
(70)
We then have the estimate
\[
|m_2^{(1)}| \leq C |\chi| \|f\|_{L^2(Q,\mathbb{C}^3)}.
\] (71)

Following the correction, we repeat the procedure and first define \( u_3^{(2)} \in H^1_\#(Q, \mathbb{C}^3) \) as the solution of (cf. (63))
\[
(\text{sym} \nabla)^* A \text{sym} \nabla u_3^{(2)} = (\text{sym} \nabla)^* A (ix_3 Y (\chi, m_3^{(1)})), \quad \int_Q u_3^{(2)} = 0,
\] (72)
so that
\[
\|u_3^{(2)}\|_{H^1_\#(Q,\mathbb{C}^3)} \leq C |\chi|^3 \|f\|_{L^2(Q,\mathbb{C}^3)}.
\] (73)

Second, consider \( u_4^{(2)} \in H^1_\#(Q, \mathbb{C}^3) \) satisfying (cf. (65))
\[
(\text{sym} \nabla)^* A \text{sym} \nabla u_4^{(2)} = i \left\{ X^* \cdot A \text{sym} \nabla u_3^{(2)} - (\text{sym} \nabla)^* A (X u_3^{(2)}) - X^* \cdot A (ix_3 Y (\chi, m_3^{(1)})) \right\}
\]
\[+ |\chi|^4 (i\chi_1 x_3 m_3^{(1)}, i\chi_2 x_3 m_3^{(1)}, 0)^T, \quad \int_Q u_4^{(2)} = 0.
\] (74)

In the same way as above, we conclude that (74) has a unique solution, and
\[
\|u_4^{(2)}\|_{H^1_\#(Q,\mathbb{C}^3)} \leq C |\chi|^3 \|f\|_{L^2(Q,\mathbb{C}^3)}.
\] (75)

Finally, we define \( u_5^{(1)} \in H^1_\#(Q, \mathbb{C}^3) \) as the solution to (cf. (69))
\[
(\text{sym} \nabla)^* A \text{sym} \nabla u_5^{(1)} = i \left\{ X^* A \text{sym} \nabla (u_4^{(1)} + u_4^{(2)}) - (\text{sym} \nabla)^* A (X (u_4^{(1)} + u_4^{(2)})) \right\}
\]
\[+ X^* A (X (u_4^{(1)} + u_4^{(2)})) - |\chi|^4 (0, 0, m_3^{(1)})^T, \quad \int_Q u_5^{(1)} = 0.
\] (76)

The right-hand side yields zero when tested with vectors \( D = (D_1, D_2, 0)^T \), by symmetry properties similar to (64) for the terms involved. To see that it yields zero when tested with vectors \((0, 0, D_3)^T\), we use the same reasoning as above (cf. (66)):
\[
\int_Q A (\text{sym} \nabla u_4^{(2)} + i X u_4^{(2)}) : iX (0, 0, D_3)^T = \int_Q A (\text{sym} \nabla u_4^{(2)} + i X u_4^{(2)}) : \text{sym} \nabla \psi
\]
\[= A^{\text{hom,1}}_\chi m_3^{(1)} D_3 + |\chi|^4 \int_Q (i\chi_1 x_3 m_3^{(1)}, i\chi_2 x_3 m_3^{(1)}, 0)^T : (i\chi_1 x_3 D_3, i\chi_2 x_3 D_3, 0)^T
\]
\[= -|\chi|^4 m_3^{(1)} D_3 - \int_Q A (\text{sym} \nabla u_4^{(1)} + i X u_4^{(1)}) : iX (0, 0, D_3)^T.
\]
where we use (70) and (74). Thus, the problem (76) has a unique solution, and
\[ \| u_5^{(1)} \|_{H^1(Q, \mathbb{C}^3)} \leq C |\chi| \| f \|_{L^2(Q, \mathbb{C}^3)}. \] (77)

**Step 3.** We once again update the leading-order term \((-\chi_1 x_3 m_3^{(2)}, -i\chi_2 x_3 m_3^{(2)}, m_3^{(2)})^T\). Defining \( m_3^{(2)} \) so that
\[ A_{\chi}^{\text{hom},1} m_3^{(2)} d_3 + |\chi|^4 \int_Q \left( -i\chi_1 x_3 m_3^{(2)}, -i\chi_2 x_3 m_3^{(2)}, m_3^{(2)} \right)^T \cdot \left( -i\chi_1 x_3 d_3, -i\chi_2 x_3 d_3, d_3 \right)^T \] (78)

\[ = -\int_Q A (\text{sym} \nabla u_5^{(1)} + iX u_4^{(1)} + iX u_4^{(2)}) : iX(0, 0, d_3)^T \quad \forall d_3 \in \mathbb{C}, \]

one has
\[ |m_3^{(2)}| \leq C |\chi| |f|_{L^2(Q, \mathbb{C}^3)}. \] (79)

As in Step 2, we repeat the procedure and first define \( u_4^{(3)} \in H^1_\#(Q, \mathbb{C}^3) \) as the solution to (cf. (72))
\[ (\text{sym} \nabla)^* A \text{sym} \nabla u_4^{(3)} = (\text{sym} \nabla)^* A \left( iX_3 Y(\chi, m_3^{(2)}) \right), \quad \int_Q u_4^{(3)} = 0, \]
so that
\[ \| u_4^{(3)} \|_{H^1_\#(Q, \mathbb{C}^3)} \leq C |\chi| |f|_{L^2(Q, \mathbb{C}^3)}. \] (80)

Second, consider \( u_5^{(2)} \in H^1_\#(Q, \mathbb{C}^3) \) that satisfies (cf. (74))
\[ (\text{sym} \nabla)^* A \text{sym} \nabla u_5^{(2)} = i \left( X^* A \text{sym} \nabla u_4^{(3)} - (\text{sym} \nabla)^* A \left( X u_4^{(3)} - X^* A \left( iX_3 Y(\chi, m_3^{(2)}) \right) \right) \right) \]
\[ + |\chi|^4 \left( i\chi_1 x_3 m_3^{(2)}, i\chi_2 x_3 m_3^{(2)}, 0 \right)^T, \quad \int_Q u_5^{(2)} = 0. \] (81)

In the same way as above, we infer that the system has a unique solution, and
\[ \| u_5^{(2)} \|_{H^1_\#(Q, \mathbb{C}^3)} \leq C |\chi| |f|_{L^2(Q, \mathbb{C}^3)}. \] (82)

Finally, we define \( u_6 \in H^1_\#(Q, \mathbb{C}^3) \) as the solution to (cf. (76))
\[ (\text{sym} \nabla)^* A \text{sym} \nabla u_6 = i \left( X^* A \text{sym} \nabla \left( u_5^{(1)} + u_5^{(2)} \right) - (\text{sym} \nabla)^* A \left( X \left( u_5^{(1)} + u_5^{(2)} \right) \right) \right) \]
\[ - X^* A \left( X \left( u_4^{(1)} + u_4^{(2)} + u_4^{(3)} \right) \right) - |\chi|^4 (0, 0, m_3^{(2)})^T - |\chi|^4 u_2, \quad \int_Q u_6 = 0. \] (83)

The right-hand side of the equation for \( u_6 \) yields zero when tested with vectors \( D = (D_1, D_2, 0)^T \), by symmetry properties as above. To see that it yields zero when tested with vectors \( (0, 0, D_3)^T \),
we use the same reasoning as above (cf. (66)):

\[
\int_Q A(\text{sym} V u_5^{(2)} + iX u_4^{(3)}) : iX(0,0,D_3)^T = \int_Q A(\text{sym} V u_5^{(2)} + iX u_4^{(3)}) : \text{sym} V \psi
\]

\[
= A_{\chi}^{\text{hom},1} m_3^{(2)} D_3 + |\chi|^4 \int_Q (i\chi_1 x_3 m_3^{(2)} + i\chi_2 x_3 m_3^{(2)}, 0)^T \cdot (i\chi_1 x_3 D_3, i\chi_2 x_3 D_3, 0)^T
\]

\[
= -|\chi|^4 m_3^{(2)} D_3 - \int_Q A(\text{sym} V u_5^{(1)} + iX u_4^{(1)} + iX u_4^{(2)}) : iX(0,0,D_3)^T,
\]

where we use (78) and (81). Thus, the problem (83) has a unique solution, and

\[
\|u_6\|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^6 \|f\|_{L^2(Q,\mathbb{C}^3)}.
\]  

(84)

Step 4. To complete the proof, we define the approximate solution

\[
\mathcal{U} = (-i\chi_1 x_3 (m_3 + m_1^{(1)} + m_3^{(2)}), -i\chi_2 x_3 (m_3 + m_1^{(1)} + m_3^{(2)}), m_3 + m_1^{(1)} + m_3^{(2)})^T + u_2
\]

\[
+ u_3^{(1)} + u_3^{(2)} + u_4^{(1)} + u_4^{(2)} + u_5^{(3)} + u_5^{(2)} + u_6,
\]

which satisfies

\[
(\text{sym} V + iX)^* A(\text{sym} V + iX) \mathcal{U} + |\chi|^4 \mathcal{U} = |\chi|^4 e\chi (f_1, f_2, f_3)^T + R_7,
\]

where

\[
\|R_7\|_{H^{-1}_H(Q)} \leq C |\chi|^7 \|f\|_{L^2(Q,\mathbb{C}^3)}.
\]

The error \(z := u_{\chi} - \mathcal{U}\) satisfies

\[
(\text{sym} V + iX)^* A(\text{sym} V + iX)z + |\chi|^4 z = R_7.
\]  

(85)

It is easy to see that, due to the estimate (57), there exists \(\rho_1 > 0\) such that for all \(\chi \in Q', |\chi| \leq \rho_1\), one has

\[
\|A(\text{sym} V + iX)z\|_{L^2(Q,\mathbb{C}^{3\times3})}^2 \geq \frac{1}{2} \left( \|\text{sym} V z\|_{L^2(Q,\mathbb{C}^{3\times3})}^2 - \|z\|_{L^2(Q,\mathbb{C}^3)}^2 \right),
\]

and thus

\[
\|A(\text{sym} V + iX)z\|_{L^2(Q,\mathbb{C}^{3\times3})}^2 + |\chi|^4 \|z\|_{L^2(Q,\mathbb{C}^3)}^2 \geq \frac{1}{4} |\chi|^4 \left( \|\text{sym} V z\|_{L^2(Q,\mathbb{C}^{3\times3})}^2 + \|z\|_{L^2(Q,\mathbb{C}^3)}^2 \right).
\]

Testing equation (85) with \(z\) therefore yields

\[
\|z\|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^3 \|f\|_{L^2(Q,\mathbb{C}^3)}.
\]
Finally, as a consequence of (63), (67), (71), (73), (75), (77), (79), (80), (82), and (84), we obtain

\[
\|e_\chi u_\alpha + i\chi_\alpha m_3 x_3\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}, \quad \alpha = 1, 2,
\]

\[
\|e_\chi u_3 - m_3\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|\|f\|_{L^2(Q,\mathbb{C}^3)},
\]

\[
\|e_\chi u_\alpha + i\chi_\alpha (m_3 + m_3^{(1)}) x_3 - (u_2)_\alpha\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|^3 \|f\|_{L^2(Q,\mathbb{C}^3)}, \quad \alpha = 1, 2,
\]

\[
\|e_\chi u_3 - (m_3 + m_3^{(1)})\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)},
\]

where \(m_3 \in \mathbb{C}\) solves (60), \(m_3^{(1)} \in \mathbb{C}\) solves (70), and \(u_3\) solves (62). For \(|\chi| > \rho_1\), the estimates (86) hold automatically (where the constant \(C\) depends on \(\rho_1\)).

**Remark 6.1.** Denote by \(\tilde{m}_3 \in \mathbb{C}\) the solution to the identity

\[
(|\chi|^{-4} A_{\chi}^{\text{hom},1} + 1) \tilde{m}_3 d_3 = \int_Q |\chi|^{-1}(\tilde{f}_1, \tilde{f}_2)^T \cdot e_\chi(-i\chi_1 x_3 d_3, -i\chi_2 x_3 d_3)^T + \int_Q \hat{f}_3 \cdot e_\chi d_3 \quad \forall d_3 \in \mathbb{C}.
\]

Setting \(d_3 = m_3 - \tilde{m}_3\) in (60) and (6.1), subtracting one from the other, and using (61), we obtain

\[
|m_3 - \tilde{m}_3| \leq C|\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}.
\]

This implies that all four estimates in (86) are valid with \(m_3\) replaced by \(\tilde{m}_3\). In the same way, we can replace \(m_3^{(1)}\) in (70) with \(\tilde{m}_3^{(1)}\) that satisfies

\[
(A_{\chi}^{\text{hom},1} + |\chi|^4) \tilde{m}_3^{(1)} d_3 = -\int_Q A(\text{sym}\nabla u_4^{(1)} + i X u_3^{(1)}) : iX(0,0,d_3)^T \quad \forall d_3 \in \mathbb{C},
\]

thereby making an error of order \(|\chi|^2\) at most. This also does not affect any of the estimates (86).

**6.1.2 Second invariant subspace**

**Asymptotic equation.** Here assume that the components \(f_\alpha = \tilde{f}_\alpha, \alpha = 1, 2\), are even in the \(x_3\) variable, while \(f_3 = \tilde{f}_3\) is odd, cf. Section 5.1.2. An approximating problem for \((m_1, m_2)^T\) in the estimates (97) then takes the form

\[
(A_{\chi}^{\text{hom},2} + |\chi|^2)(m_1, m_2)^T \cdot (d_1, d_2)^T = |\chi|^2 \int_Q (\tilde{f}_1, \tilde{f}_2)^T \cdot e_\chi(d_1, d_2)^T \quad \forall (d_1, d_2)^T \in \mathbb{C}^2,
\]

and the following estimate holds:

\[
|(m_1, m_2)^T| \leq C\|(\tilde{f}_1, \tilde{f}_2)^T\|_{L^2(Q,\mathbb{C}^2)}.
\]
Approximation error estimates in the second invariant subspace. **Step 1.** First, we define \( u_1 \in H^1_\#(Q, \mathbb{C}^3) \) so that

\[
(sym \nabla)^* A \text{sym} \nabla u_1 = -(sym \nabla)^* A \Xi(\chi, m_1, m_2), \quad \int_Q u_1 = 0.
\] (90)

As in the case of \( u_2 \) for the first invariant subspace, we infer from (89) that

\[
\|u_1\|_{H^1(Q, \mathbb{C}^3)} \leq C|\chi|\|\begin{pmatrix} \hat{f}_1, \hat{f}_2 \end{pmatrix}^\top\|_{L^2(Q, \mathbb{C}^2)}.
\] (91)

Note that \( u_1 \) has the symmetry properties

\[
(u_1)_\alpha(\cdot, -x_3) = (u_1)_\alpha(\cdot, x_3), \quad \alpha = 1, 2, \quad (u_1)_3(\cdot, -x_3) = -(u_1)_3(\cdot, x_3), \quad x_3 \in I.
\] (92)

In the remainder of the present section, we write \( f \) in place of \((\hat{f}_1, \hat{f}_2, \bar{f}_3)^\top\). Define \( u_2 \in H^1_\#(Q, \mathbb{C}^3) \) that satisfies

\[
(sym \nabla)^* A \text{sym} \nabla u^{(1)}_2 = i\{X^* A \text{sym} \nabla u_1 - (sym \nabla)^* A X u_1 + X^* A \Xi(\chi, m_1, m_2)\} \\
- |\chi|^2 (m_1, m_2, 0)^\top + |\chi|^2 e^{-\chi} f, \quad \int_Q u^{(1)}_2 = 0.
\] (93)

It follows from (88) that the right-hand side of (93) yields zero when tested with constant vectors \((D_1, D_2, 0)^\top\). Furthermore, it also vanishes when tested with vectors \((0, 0, D_3)^\top\), by the same argument as before, that is, as a consequence of the symmetry properties of \( u_1 \) and \( f \). We also have the estimate

\[
\|u^{(1)}_2\|_{H^1(Q, \mathbb{C}^3)} \leq C|\chi|^2 \|f\|_{L^2(Q, \mathbb{C}^3)}.
\] (94)

**Step 2.** Second, we update \((m_1, m_2)^\top\) with \((m_1^{(1)}, m_2^{(1)})^\top \in \mathbb{C}^2\), defined as the solution to

\[
\begin{align*}
(A^{\text{hom}}_2 + |\chi|^2)(m_1^{(1)}, m_2^{(1)})^\top \cdot (d_1, d_2)^\top \\
= -\int_Q A(sym \nabla u^{(1)}_2 + iX u_1) : iX(d_1, d_2, 0)^\top \quad \forall (d_1, d_2)^\top \in \mathbb{C}^2.
\end{align*}
\] (95)

The following estimate is a consequence of (91) and (94):

\[
\|m^{(1)}_1, m^{(1)}_2\|^2 \leq C|\chi|\|f\|_{L^2(Q, \mathbb{C}^3)}.
\] (96)

Next, we define

\[
(sym \nabla)^* A \text{sym} \nabla u^{(2)}_2 = -(sym \nabla)^* A \Xi(\chi, m_1^{(1)}, m_2^{(1)}), \quad \int_Q u^{(2)}_2 = 0,
\] (96)
and, as a consequence of (96), we have

$$\|u_2^{(2)}\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$  

Furthermore, we define $u_3 \in H^1_\#(Q, \mathbb{C}^3)$ such that

$$(\text{sym} V)^* A (\text{sym} V u_3)$$

$$= i \left( X^* A (\text{sym} V (u_2^{(1)} + u_2^{(2)})) - (\text{sym} V)^* A \{ X (u_2^{(1)} + u_2^{(2)}) \} + X^* A \Xi (\chi, m_1^{(1)}, m_2^{(1)}) \right)$$

$$+ i X^* A(X u_1) - |\chi|^2 (m_1^{(1)}, m_2^{(1)}, 0)^T - |\chi|^2 u_1,$$

$$\int_Q u_3 = 0.$$  

The right-hand side of the above equation for $u_3$ yields zero when tested with vectors $D = (0, 0, D_3)^T$, by the symmetry properties (92). To see that it vanishes when tested with vectors $(D_1, D_2, 0)^T$, we use the fact that

$$\int_Q A (\text{sym} V u_2^{(2)} + \Xi (\chi, m_1^{(1)}, m_2^{(1)})) : i X (D_1, D_2, 0)^T = A_{\chi}^\text{hom,2} (m_1^{(1)}, m_2^{(1)})^T \cdot (D_1, D_2)^T$$

$$= - \int_Q A (\text{sym} V u_2^{(1)} + i X u_1) : i X (D_1, D_2, 0)^T - |\chi|^2 (m_1^{(1)}, m_2^{(1)}, 0)^T.$$  

Finally, we obtain the estimate

$$\|u_3\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|^3 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$  

**Step 3.** Define the approximate solution

$$U = (m_1 + m_1^{(1)}, m_2 + m_2^{(1)}, 0)^T + u_1 + u_2^{(1)} + u_2^{(2)} + u_3,$$

which clearly satisfies

$$(\text{sym} V + iX)^* A (\text{sym} V + iX) U + |\chi|^2 U = |\chi|^2 \overline{e}_\chi f + R_4,$$

$$\|R_4\|_{H^{-1}_\#(Q,\mathbb{C}^3)} \leq C|\chi|^4 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$  

It follows that the error $z := u - U$ satisfies

$$(\text{sym} V + iX)^* A (\text{sym} V + iX) z + |\chi|^2 z = R_4,$$

and hence, in the same way as before, we obtain (see the argument between (85) and (86))

$$\|z\|_{H^1(Q,\mathbb{C}^3)} \leq C|\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$
It follows that
\[
\| \varepsilon \chi u_\alpha - m_\alpha \|_{H^1(Q, \mathbb{C}^3)} \leq C |\chi| \| f \|_{L^2(Q, \mathbb{C}^3)}, \quad \alpha = 1, 2,
\]
\[
\| \varepsilon \chi u_3 \|_{H^1(Q, \mathbb{C}^3)} \leq C |\chi| \| f \|_{L^2(Q, \mathbb{C}^3)},
\]
\[
\| \varepsilon \chi u_\alpha - (m_\alpha + m_\alpha^{(1)} - (u_1)_\alpha) \|_{H^1(Q, \mathbb{C}^3)} \leq C |\chi|^2 \| f \|_{L^2(Q, \mathbb{C}^3)}, \quad \alpha = 1, 2,
\]
\[
\| \varepsilon \chi u_3 - (u_1)_3 \|_{H^1(Q, \mathbb{C}^3)} \leq C |\chi|^2 \| f \|_{L^2(Q, \mathbb{C}^3)}.
\]
\]

(97)

Remark 6.2. (1) One can set $f_3 = 0$ when deriving the first two estimates in (97), by virtue of the inequalities (49) and the fact that $m_1$, $m_2$ do not depend on $f_3$, see (88).

(2) The method of this section is also applicable to the problem of the ‘bulk’ 3D elasticity, and thus by a similar analysis we can recover the result of [4]. As already mentioned, the novelty in the plate case is the presence of eigenvalue of order $|\chi|^4$. This requires further and more complex analysis, which is presented in Section 5.1.1.

6.2 General elasticity tensor

In this section, we do not impose the symmetry conditions (8) and, guided by the results of Section 4.2, consider two different scalings for the operator $A_\chi$ with respect to the quasi-momentum $\chi$.

6.2.1 First scaling

As the asymptotic procedure of Section 6.1 shows, in the case of the first scaling, which corresponds to the eigenvalue of order $|\chi|^4$ of $A_\chi$ (cf. also Remark 5.2), it is convenient to scale the horizontal components of the ‘Floquet-transformed’ force density $f$, see (60), so our analysis below yields the estimates (106), similar to (86). In Section 7.2, we interpret these estimates in terms of the original body forces $F(h)$ (that is, the inverse Floquet transform of the ‘unscaled’ $f$) for the proof of Theorem 2.5 (cf. Theorem 2.2, where for the case of the first invariant subspace we keep the general scaling $\varepsilon^{-\delta}$ in the first two components of the forces.)

Asymptotic equation. An approximating problem for (50) takes the form
\[
|\chi|^{-4} A^\text{hom}_\chi m \cdot d + \int_Q (m_1 - \imath \chi_1 x_3 m_3, m_2 - \imath \chi_2 x_3 m_3, m_3)^T \cdot (d_1 - \imath \chi_1 x_3 d_3, d_2 - \imath \chi_2 x_3 d_3, d_3)^T = \int_Q |\chi|^{-1} (f_1, f_2)^T \cdot e^\chi (d_1 - \imath \chi_1 x_3 d_3, d_2 - \imath \chi_2 x_3 d_3)^T + \int_Q f_3 \cdot e^\chi d_3 \quad \forall d \in \mathbb{C}^3.
\]

(98)

In the same way as in Remark 6.1, it can be shown that (98) is equivalent to the identity
\[
(|\chi|^{-4} A^\text{hom}_\chi + 1) m \cdot d = \int_Q |\chi|^{-1} (f_1, f_2)^T \cdot e^\chi (d_1 - \imath \chi_1 x_3 d_3, d_2 - \imath \chi_2 x_3 d_3)^T + \int_Q f_3 \cdot e^\chi d_3 \quad \forall d \in \mathbb{C}^3.
\]

(99)
in the sense that it does not affect any of the four inequalities \(106\). Using \(59\), we easily obtain the estimates
\[
\left| (m_1, m_2)^T \right| \leq C |x| \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad |m_3| \leq C \|f\|_{L^2(Q, \mathbb{C}^3)}.
\] \(100\)

**Approximation error estimates for the first scaling.** *Step 1.* In order to determine the ‘corrector’ term \(u_2\), we solve
\[
\text{\text{sym}V}^* A(\text{sym}V) u_2 = -\text{\text{sym}V}^* A(\text{sym}V) u_2 - i x^3 Y(\chi, m_3), \quad u_2 \in H^1_\#(Q, \mathbb{C}^3), \quad \int_Q u_2 = 0, \tag{101}
\]
so that, due to \(100\), the estimate
\[
\|u_2\|_{H^1(Q, \mathbb{C}^3)} \leq C |x|^2 \|f\|_{L^2(Q, \mathbb{C}^3)}
\] \(102\)
holds.

Next, we define \(u_3^{(1)} \in H^1_\#(Q, \mathbb{C}^3)\) as the solution to
\[
\text{\text{sym}V}^* A \text{sym}V u_3^{(1)} = i \left\{ X^* A \text{sym}V u_2 - \text{\text{sym}V}^* A(X u_2) + X^* A(\text{sym}V) u_2 \right\}
+ |x|^3 e_x(f_1, f_2, 0)^T - |x|^4 (m_1 - i \chi_1 x^3 m_3, m_2 - i \chi_2 x^3 m_3, m_3)^T, \quad \int_Q u_3^{(1)} = 0. \tag{103}
\]

Note that, due to \(98\), \(101\), the right-hand side in the definition of \(u_3^{(1)}\) vanishes when tested with constant vectors \((D_1, D_2, D_3)^T\), where we again follow the reasoning of \(66\). Due to \(100\) and \(102\), we also have the estimate
\[
\|u_3^{(1)}\|_{H^1(Q, \mathbb{C}^3)} \leq C |x|^3 \|f\|_{L^2(Q, \mathbb{C}^3)}.
\]

*Step 2.* We update \(m \in \mathbb{C}^3\) with \(m^{(1)} = (m_1^{(1)}, m_2^{(1)}, m_3^{(1)})^T \in \mathbb{C}^3\) such that
\[
A_{\chi}^{\text{\text{hom}}} m^{(1)} \cdot \tilde{d} + |x|^4 \int_Q (m_1^{(1)} - i \chi_1 x^3 m_3^{(1)}, m_2^{(1)} - i \chi_2 x^3 m_3^{(1)}, m_3^{(1)})^T \cdot (d_1 - i \chi_1 x^3 d_3, d_2 - i \chi_2 x^3 d_3, d_3)^T
= - \int_Q A(\text{sym}V u_3^{(1)} + i X u_2) : (\overline{\text{sym}V}(\chi, d_1, d_2) - i x^3 Y(\chi, d_3)) \quad \forall d = (d_1, d_2, d_3)^T \in \mathbb{C}^3. \tag{104}
\]

It is straightforward to see that
\[
\left| (m_1^{(1)}, m_2^{(1)})^T \right| \leq C |x|^2 \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad |m_3^{(1)}| \leq C |x| \|f\|_{L^2(Q, \mathbb{C}^3)}.
\]
Furthermore, we define \( u_3^{(2)} \in H^1_\#(Q, \mathbb{C}^3) \) as the solution to the problem

\[
\left( \text{sym} \nabla \right)^* A \text{sym} \nabla u_3^{(2)} = -(\text{sym} \nabla)^* A \left( \Xi(\chi, m_1^{(1)}, m_2^{(1)}) \right) - i x_3 Y(\chi, m_3^{(1)}), \quad \int_Q u_3^{(2)} = 0,
\]

so that, in particular, the following bound holds:

\[
\|u_3^{(2)}\|_{H^1(Q, \mathbb{C}^3)} \leq C|\chi|^3 \|f\|_{L^2(Q, \mathbb{C}^3)}.
\]

Next we define \( u_4^{(1)} \in H^1_\#(Q, \mathbb{C}^3) \) as the solution to

\[
\left( \text{sym} \nabla \right)^* A \text{sym} \nabla u_4^{(1)} = i \left( X^* A \text{sym} \nabla \left( u_3^{(1)} + u_3^{(2)} \right) - (\text{sym} \nabla)^* A \left( X \left( u_3^{(1)} + u_3^{(2)} \right) \right) \right)
\]

\[
+ X^* A \left( \Xi(\chi, m_1^{(1)}, m_2^{(1)}) - i x_3 Y(\chi, m_3^{(1)}) \right) + i X^* A(X u_3^{(2)}) + |\chi|^4 \bar{\varepsilon}(0, 0, f_3)^T
\]

\[
- |\chi|^4 (m_1^{(1)} + (u_3)_1 - i \chi_1 x_3 m_1^{(1)}, m_2^{(1)} + (u_3)_2 - i \chi_2 x_3 m_2^{(1)}, m_3^{(1)})^T, \quad \int_Q u_4^{(1)} = 0. \tag{105}
\]

As before, the right-hand side of (105) vanishes when tested with constant vectors, in view of the identity (58). Thus (105) has a unique solution, and

\[
\|u_4^{(1)}\|_{H^1(Q, \mathbb{C}^3)} \leq C|\chi|^4 \|f\|_{L^2(Q, \mathbb{C}^3)}.
\]

Step 3. We again update \( m \in \mathbb{C}^3 \) with \( m_2^{(2)} \in \mathbb{C}^3 \) such that

\[
A^\text{hom}_\chi \vec{m}_2^{(2)} \cdot \vec{a}
\]

\[
+ |\chi|^4 \int_Q (m_1^{(2)} - i \chi_1 x_3 m_2^{(2)}, m_2^{(2)} - i \chi_2 x_3 m_3^{(2)}, m_3^{(2)})^T \cdot (d_1 - i \chi_1 x_3 d_2, d_2 - i \chi_2 x_3 d_3, d_3)^T
\]

\[
= - \int_Q \left( \text{sym} \nabla u_4^{(1)} + i X u_3^{(1)} + i X u_3^{(2)} \right) : \left( \Xi(\chi, d_1, d_2) - i x_3 Y(\chi, d_3) \right)
\]

\[
\forall \vec{d} = (d_1, d_2, d_3)^T \in \mathbb{C}^3,
\]

and, in particular, the following estimates hold:

\[
\left| (m_1^{(2)}, m_2^{(2)})^T \right| \leq C|\chi|^3 \|f\|_{L^2(Q, \mathbb{C}^3)}, \quad |m_3^{(2)}| \leq C|\chi|^2 \|f\|_{L^2(Q, \mathbb{C}^3)}.
\]

Furthermore, we define \( u_4^{(2)} \in H^1_\#(Q, \mathbb{C}^3) \) such that

\[
\left( \text{sym} \nabla \right)^* A \text{sym} \nabla u_4^{(2)} = -(\text{sym} \nabla)^* A \left( \Xi(\chi, m_1^{(2)}, m_2^{(2)}) - i x_3 Y(\chi, m_3^{(2)}) \right), \quad \int_Q u_4^{(2)} = 0,
\]

and, particular,

\[
\|u_4^{(2)}\|_{H^1(Q, \mathbb{C}^3)} \leq C|\chi|^4 \|f\|_{L^2(Q, \mathbb{C}^3)}.
\]
as well as $u_5^{(1)} \in H^1_\#(Q, \mathbb{C}^3)$ such that

$$
\begin{align*}
\left( \text{sym} \nabla \right)^* A \text{sym} \nabla u_5^{(1)} &= i \left( X^* A \text{sym} \nabla (u_4^{(1)} + u_4^{(2)}) - \left( \text{sym} \nabla \right)^* A \left\{ X (u_4^{(1)} + u_4^{(2)}) \right\} \\
&+ X^* A \left( \Xi(\chi, m_1^{(2)}, m_2^{(2)}) - ix_3 Y(\chi, m_3^{(2)}) \right) \right) + i X^* A \left\{ X (u_3^{(1)} + u_3^{(2)}) \right\} \\
- |\chi|^2 \left( m_1^{(2)} + (u_3^{(1)} + u_3^{(2)})_1 - i \chi_1 x_3 m_3^{(2)}, m_2^{(2)} + (u_3^{(1)} + u_3^{(2)})_2 - i \chi_2 x_3 m_3^{(2)}, m_3^{(1)} \right)^T,
\end{align*}
$$

$$
\int_Q u_5^{(1)} = 0,
$$

and hence

$$
\left\| u_5^{(1)} \right\|_{H^1_\#(Q, \mathbb{C}^3)} \leq C |\chi|^5 \| f \|_{L^2(Q, \mathbb{C}^3)}.
$$

**Step 4.** We update $m \in \mathbb{C}^3$ with $m^{(3)} \in \mathbb{C}^3$ in the same way as above by defining $u_5^{(2)}, u_6 \in H^1_\#(Q, \mathbb{C}^3)$.

**Step 5.** In the same way as in Section 6.1.1, it follows that

$$
\begin{align*}
\left\| \overline{\epsilon}_\chi u_\alpha - (m_\alpha - m^{(1)}_\alpha - i \chi_\alpha m_3 x_3) \right\|_{H^1_\#(Q, \mathbb{C})} &\leq C |\chi|^2 \| f \|_{L^2(\mathbb{C}, \mathbb{C}^3)}, \quad \alpha = 1, 2, \\
\left\| \overline{\epsilon}_\chi u_3 - m_3 \right\|_{H^1_\#(Q, \mathbb{C})} &\leq C |\chi| \| f \|_{L^2(\mathbb{C}, \mathbb{C}^3)}, \\
\left\| \overline{\epsilon}_\chi u_\alpha - (m_\alpha + m^{(1)}_\alpha - i \chi_\alpha (m_3 + m^{(1)}_3) x_3 + (u_2)_\alpha) \right\|_{H^1_\#(Q, \mathbb{C})} &\leq C |\chi|^3 \| f \|_{L^2(\mathbb{C}, \mathbb{C}^3)}, \quad \alpha = 1, 2, \\
\left\| \overline{\epsilon}_\chi u_3 - (m_3 + m^{(1)}_3) \right\|_{H^1_\#(Q, \mathbb{C})} &\leq C |\chi|^2 \| f \|_{L^2(\mathbb{C}, \mathbb{C}^3)}.
\end{align*}
$$

**6.2.2 Second scaling**

**Asymptotic equation.** An approximating problem for (53) has the form

$$
|\chi|^{-2} A_{\chi}^{\text{hom}} m \cdot \hat{d} + \int_Q (m_1 - i \chi_1 x_3 m_3, m_2 - i \chi_2 x_3 m_3, m_3)^T \cdot (d_1 - i \chi_1 x_3 d_3, d_2 - i \chi_2 x_3 d_3, d_3)^T
$$

$$
= \int_Q f \cdot \overline{\epsilon}_\chi (d_1 - i \chi_1 x_3 d_3, d_2 - i \chi_2 x_3 d_3, d_3)^T \quad \forall \hat{d} = (d_1, d_2, d_3)^T \in \mathbb{C}^3,
$$

and the following estimate holds:

$$
|m| \leq C \| f \|_{L^2(\mathbb{C}, \mathbb{C}^3)}.
$$

Setting

$$
d_1 = d_2 = 0, \quad d_3 = m_3 - \int_Q \overline{\epsilon}_\chi f_3,
$$

in (107), we obtain

$$
\left| m_3 - \int_Q \overline{\epsilon}_\chi f_3 \right| \leq C |\chi| \| f \|_{L^2(\mathbb{C}, \mathbb{C}^3)}.
$$
In the same way as in Remark 6.1, it is shown that this equation is equivalent to
\[
(\lvert \chi \rvert^{-2} A^\text{hom}_\chi + 1)m \cdot \bar{d} = \int_Q f \cdot e_\chi(d_1 - i\chi_1 x_3 d_3, d_2 - i\chi_2 x_3 d_3, d_3)^T \quad \forall d = (d_1, d_2, d_3)^T \in \mathbb{C}^3.
\] (109)

**Approximation error estimates for the second scaling.** Step 1. We define \(u_1 \in H^1_\#(Q, \mathbb{C}^3)\) as the solution to
\[
(\text{sym} \nabla)^* A \text{sym} \nabla u_1
= -(\text{sym} \nabla)^* A \left( \Xi(\chi, m_1, m_2) - i x_3 \Upsilon(\chi, m_3) \right), \quad u_1 \in H^1_\#(Q, \mathbb{C}^3), \quad \int_Q u_1 = 0,
\] (110)
and infer from (108) that
\[
\lVert u_1 \rVert_{H^1_\#(Q, \mathbb{C}^3)} \leq C \lvert \chi \rvert \lVert f \rVert_{L^2(Q, \mathbb{C}^3)}.
\]

Next we define \(u_2^{(1)} \in H^1_\#(Q, \mathbb{C}^3)\) that satisfies
\[
(\text{sym} \nabla)^* A \text{sym} \nabla u_2^{(1)}
= i \left\{ X^* A \text{sym} \nabla u_1 - (\text{sym} \nabla)^* A \left( \Xi(\chi, m_1, m_2) - i x_3 Y(\chi, m_3) \right) \right\}
\]
\[
- \lvert \chi \rvert^2 (m_1 - i\chi_1 x_3 m_3, m_2 - i\chi_2 x_3 m_3, 0)^T
\]
\[
+ \lvert \chi \rvert^2 e_\chi f - \lvert \chi \rvert^2 \left( 0, 0, \int_Q e_\chi f_3 \right)^T, \quad \int_Q u_2^{(1)} = 0.
\] (111)

It follows from (107) and (110) that the right-hand side of (111) vanishes when tested with constant vectors, and
\[
\lVert u_2^{(1)} \rVert_{H^1_\#(Q, \mathbb{C}^3)} \leq C \lvert \chi \rvert^2 \lVert f \rVert_{L^2(Q, \mathbb{C}^3)}.
\]

Step 2. We update \(m \in \mathbb{C}^3\) with \(m^{(1)} \in \mathbb{C}^3\), which we define to satisfy
\[
A^\text{hom}_\chi m^{(1)} \cdot \bar{d} + \lvert \chi \rvert^2 \int_Q (m_1^{(1)} - i\chi_1 x_3 m_3^{(1)}, m_2^{(1)} - i\chi_2 x_3 m_3^{(1)}, m_3^{(1)})^T
\]
\[
\cdot (d_1 - i\chi_1 x_3 d_3, d_2 - i\chi_2 x_3 d_3, d_3)^T
\]
\[
= - \int_Q A(\text{sym} \nabla u_2^{(1)} + iX u_1) \cdot \left( \Xi(\chi, d_1, d_2) - i x_3 Y(\chi, d_3) \right) \quad \forall d = (d_1, d_2, d_3)^T \in \mathbb{C}^3.
\] (112)

First, setting \(d = m^{(1)}\) in (112), we obtain
\[
\lvert m^{(1)} \rvert \leq C \lvert \chi \rvert \lVert f \rVert_{L^2(Q, \mathbb{C}^3)},
\] (113)
Second, setting $d_1 = d_2 = 0$, $d_3 = m^{(1)}_3$ in (112) and using (113), we additionally obtain

$$|m^{(1)}_3| \leq C |\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$  

Next, we define $u^{(2)}_2 \in H^1_\#(Q, \mathbb{C}^3)$ so that

$$(\text{sym} \nabla)^* A \text{sym} \nabla u^{(2)}_2 = -(\text{sym} \nabla)^* A(\Xi(\chi, m^{(1)}_1, m^{(2)}_2) - ix_3 Y(\chi, m^{(1)}_3)), \quad \int_Q u^{(2)}_2 = 0,$$

and, in particular, the estimate

$$\|u^{(2)}_2\|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}$$

holds.

Finally, consider $u_3 \in H^1_\#(Q, \mathbb{C}^3)$ such that

$$(\text{sym} \nabla)^* A \text{sym} \nabla u_3$$

$$= i \left( X^* A \text{sym} \nabla (u^{(1)}_2 + u^{(2)}_2) - (\text{sym} \nabla)^* A \{X(u^{(1)}_2 + u^{(2)}_2)\} \right)$$

$$+ X^* A(\Xi(\chi, m^{(1)}_1, m^{(1)}_2) - ix_3 Y(\chi, m^{(1)}_3)) + iX^* A(Xu_1)$$

$$- |\chi|^2 \left( m^{(1)}_1 - i\chi x_3 m^{(1)}_3 + (u^{(1)}_1)_1, m^{(1)}_2 - i\chi x_3 m^{(1)}_3 + (u^{(1)}_1)_2, m_3 + (u^{(1)}_1)_3 - \int_Q e\chi f_3 \right)^T,$$

$$\int_Q u_3 = 0. \quad (114)$$

It is easy to see that, as a consequence of (107), (111) and (112), the right-hand side of (114) vanishes when tested with constant vectors. Thus (114) has a unique solution, and

$$\|u_3\|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi|^3 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$

Step 3. Similarly to Section 6.1.2, we infer that for all $\chi \in Q'_r$

$$\|e_\chi u - m\|_{H^1(Q,\mathbb{C}^3)} \leq C |\chi| \|f\|_{L^2(Q,\mathbb{C}^3)},$$

$$\|e_\chi u_\alpha - (m_\alpha + m^{(1)}_\alpha - i\chi x_3 m^{(1)}_3 + (u^{(1)}_1)_\alpha)\|_{H^1(Q,\mathbb{C})} \leq C |\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}, \quad \alpha = 1, 2,$n

$$\|e_\chi u_3 - (m_3 + m^{(1)}_3 + (u^{(1)}_1)_3)\|_{H^1(Q,\mathbb{C})} \leq C |\chi|^2 \|f\|_{L^2(Q,\mathbb{C}^3)}.$$ 

Remark 6.3. (1) The above procedure allows us to continue the asymptotic expansion up to any order in $|\chi|$. Since we terminated the asymptotic procedure at the second corrector, the above estimates are optimal for the eigenspace corresponding to the eigenvalue of $A_\chi$ of order $|\chi|^2$. Optimality for the eigenspace of the eigenvalue of order $|\chi|^4$ would require higher order correctors. These are non-standard in the theory of homogenisation and can be obtained by achieving
an error of order $|\chi|^4$ in the mentioned subspace, as an analysis similar to that presented in the next chapter shows.

(2) The reason for not including the standard corrector $(u_2)_3$ in the last estimate in (86) is that already the $|\chi|^2$-error requires to include a non-standard corrector $m^{(1)}_3$, and incorporating $(u_2)_3$ would only make sense if $m^{(2)}_3$ were included as well (thereby resulting in a $|\chi|^3$ error for the third component), which we have refrained from doing.

(3) In summary, our method not only produces optimal operator-norm estimates for the difference between the solutions to the original equation and the standard plate equations, but it also provides a way to compute correctors that improve these estimates (up to the errors that result from neglecting the eigenspaces the higher order spectrum of order one).

7 | NORM-RESOLVENT AND ENERGY ESTIMATES FOR THE INFINITE PLATE

Here we interpret the error estimates obtained above in terms the original family of elasticity operators $A^\varepsilon, \varepsilon > 0$, in $L^2(\Pi^h, \mathbb{R}^3)$, $\Pi^h = \mathbb{R}^2 \times (-h/2, h/2)$, given by the differential expressions (cf. (3), where $h = \varepsilon$)

$$(\text{sym}\nabla)^* A(x_1/\varepsilon, x_2/\varepsilon) \text{sym}\nabla.$$ This will complete the proofs of our results formulated in Section 2. For each value $\gamma \geq -2$, we use the representation (13) in Section 3. We shall discuss separately the cases of planar-symmetric and general elasticity tensors. In addition to the proofs of the main results, we will address the $L^2 \rightarrow H^1$ estimates ('energy estimates') and higher order $L^2 \rightarrow L^2$ estimates.

Note that while the $|\chi|$-uniform estimates we have proved in Section 6 do not yield small errors for finite values of $|\chi|$, they will suffice for the proof of the stated operator-norm estimates, as finite values of $\chi$ make a controllably small contribution into the resolvent asymptotics. This will be evident from the optimality analysis with respect to $\chi$ in each of the two parts of Section 7.1 and in Section 7.2.

7.1 | Case of planar-symmetric elasticity tensor

Following a convention similar to that of Section 5, we attach the overscripts $\hat{\cdot}$ and $\check{\cdot}$ to the force components that are even and odd in $x_3$, respectively.

7.1.1 | First invariant subspace

Proof of $L^2 \rightarrow L^2$ estimate (9). It follows from the analysis of Section 4.2, that in the for each $\chi \in Q'_r$, the largest eigenvalue of the ‘fibre’ $(\varepsilon^{-\gamma-2} A_\chi + I)^{-1}$ is of order

$$(\max \{\varepsilon^{-\gamma-2} |\chi|^4, 1\})^{-1},$$

and all other eigenvalues are at most of order $(\max\{\varepsilon^{-\gamma-2}, 1\})^{-1} \sim \varepsilon^{\gamma+2}, \varepsilon \rightarrow 0$. In deriving the sought approximation for $(\varepsilon^{-\gamma} A^\varepsilon + I)^{-1}$, we neglect the spectral projections of $(\varepsilon^{-\gamma-2} A_\chi + I)^{-1}$...
Furthermore, it follows from the first two estimates in (86) that in the eigenspace of \((\varepsilon^{-\gamma-2} A_\chi + I)^{-1}\) corresponding to its largest eigenvalue, the leading order of the approximation error is given by

\[
C |\chi|^p \left( \max \left\{ \varepsilon^{-\gamma-2} |\chi|^4, 1 \right\} \right)^{-1} \max \left\{ \varepsilon^{-\delta} |\chi|, 1 \right\},
\]

where \(p = 2\) and \(p = 1\) for the first two components and third component, respectively. Indeed, for each \(\varepsilon > 0, \chi \in Q_r' \setminus \{0\}\), we write

\[
\varepsilon^{-\gamma-2} A_\chi + I = \varepsilon^{-\gamma-2} |\chi|^4 (|\chi|^{-4} A_\chi) + I
\]

and note that for all \(\eta > 0\), the function

\[
f_{\varepsilon, \chi}(\xi) := (\varepsilon^{-\gamma-2} |\chi|^4 \xi + 1)^{-1}, \quad \Re(\xi) > 0,
\]

is bounded in the half-plane \(\{\xi : \Re(\xi) > \eta\}\) by the expression \((\max[\varepsilon^{-\gamma-2} |\chi|^4 \eta, 1])^{-1}\), which depends on \(\eta\) but is independent of \(\varepsilon\). Furthermore, we use the Riesz integral representation

\[
P_1^\chi \left( \varepsilon^{-\gamma-2} A_\chi + I \right)^{-1} P_1^\chi = \frac{1}{2\pi i} \oint_{\Gamma} f_{\varepsilon, \chi}(\xi) (\xi I - |\chi|^{-4} A_\chi)^{-1} d\xi,
\]

where \(P_1^\chi\) is the projection onto the eigenspace of the lowest eigenvalue of \(A_\chi\). Here we choose \(\rho_2 > 0\) and a contour \(\Gamma \subset \{\xi : \Re(\xi) > \eta\}\) with the following three properties satisfied for all \(\chi \in Q_r' \setminus \{0\}, |\chi| < \rho_2\) (see Lemma 4.4):

(a) The domain bounded by \(\Gamma\) contains the lowest eigenvalue of the operator \(|\chi|^{-4} A_\chi\);
(b) The same domain contains none of the higher eigenvalues of \(|\chi|^{-4} A_\chi\);
(c) The distance from \(\Gamma\) to the spectrum of \(|\chi|^{-4} A_\chi\) is bounded below by a positive constant.

The claim concerning the error bound (115) follows by approximating the resolvent under the integral sign in (117), uniformly on \(\Gamma\), using the first two estimates in (86) and Remark 6.1. The existence of a value \(\rho_2\) with the required properties follows from the bounds (31)–(35), and \(\rho_2\) in turn determines an appropriate choice of \(\eta\) above. (Note that analogous estimates ensure that for a suitable choice of \(\rho_2\) the contour \(\Gamma\) possesses the properties a, c above in relation to the eigenvalue of \(A_{\chi}^{\text{hom.1}}\), whenever \(|\chi| < \rho_2\).) For quasi-momenta \(\chi\) such that \(|\chi| > \rho_2\) the required bound holds automatically.

It is easily seen that the maximum in (115) is attained for \(\varepsilon^{-\gamma-2} |\chi|^4 \sim 1\). Therefore, the total error is of order

\[
\varepsilon^{p(\gamma+2)/4} \max \{\varepsilon^{(\gamma+2)/4-\delta}, 1\},
\]

and the estimate (9) follows by applying the inverse Floquet transform.

\(L^2 \to H^1\) estimate. To obtain an approximation for the resolvents \((\varepsilon^{-\gamma} A^\varepsilon + I)^{-1}\) as mappings from \(L^2(\Pi^h, \mathbb{R}^3)\) to \(H^1(\Pi^h, \mathbb{R}^3)\), we use the third and fourth estimates in (86) and include the
corrector \( u_2 \) in the first two components.\(^\dagger\) To this end, for each \( \chi \in Q'_r \) consider the bounded operator

\[
\mathcal{R}^b_1 : L^2(\Pi) \ni U \mapsto \varepsilon^{-2} P_\varepsilon \otimes b \left( \varepsilon^{-\gamma} A_{\chi}^{\text{hom},1} + I \right)^{-1} P_\varepsilon U,
\]

where \( \mathcal{S}^b_1 \) takes \( m_3 \in \mathbb{C} \) to the solution of (62). Note that \( \mathcal{R}^b_1 \) is the standard corrector in the theory of homogenisation, see, for example, [1]. The overall error of neglecting the spectral projections of \( (\varepsilon^{-\gamma} A^{\text{hom}} + I)^{-1} \) onto the eigenspaces corresponding to higher eigenvalues of \( (\varepsilon^{-\gamma - 2} A_{\chi} + I)^{-1} \) in the direct integral (13) is of order \( \varepsilon^{r+1-\delta} \) and, with the corrector \( \mathcal{R}^b_1 \) included, the \( H^1 \) error in each fibre\(^\ddagger\) is bounded by

\[
C \max \left\{ |\chi|^2, \varepsilon^{-1} |\chi|^{p+1} \right\} \left( \max \left\{ \varepsilon^{-\gamma - 2} |\chi|^4, 1 \right\} \right)^{-1} \max \left\{ \varepsilon^{-\delta} |\chi|, 1 \right\},
\]

where \( p = 2 \) and \( p = 1 \) for the first two components and third component, respectively. As in the case of (115), the maximum in (119) is attained for \( \varepsilon^{-\gamma - 2} |\chi|^4 \sim 1 \), and therefore the overall approximation error is of order

\[
\max \left\{ \varepsilon^{(\gamma+2)/4}, \varepsilon^{(p+1)(\gamma+2)/4-1} \right\} \max \left\{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \right\}.
\]

As a result, there exists \( C > 0 \) such that

\[
\left\| R^h P_\alpha (\varepsilon^{-\gamma} A^{\text{e}} + I)^{-1} (\varepsilon^{-\delta} \tilde{F}_1, \varepsilon^{-\delta} \tilde{F}_2, \tilde{F}_3) \right\|_{H^1(\Pi)} \leq C \max \left\{ \varepsilon^{(\gamma+2/2), \varepsilon^{3(\gamma+2)/4-1}} \right\} \max \left\{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \right\} \left\| R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3) \right\|_{L^2(\Pi; \mathbb{R}^3)}, \quad \alpha = 1, 2,
\]

\[
\left\| R^h P_3 (\varepsilon^{-\gamma} A^{\text{e}} + I)^{-1} (\varepsilon^{-\delta} \tilde{F}_1, \varepsilon^{-\delta} \tilde{F}_2, \tilde{F}_3) \right\|_{H^1(\Pi)} \leq C \max \left\{ \varepsilon^{(\gamma+2)/4}, \varepsilon^{(\gamma+2)/2-1} \right\} \max \left\{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \right\} \left\| R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3) \right\|_{L^2(\Pi; \mathbb{R}^3)}.
\]

**Higher-order \( L^2 \rightarrow L^2 \) estimate.** To obtain a higher order approximation in \( L^2(\Pi^h, \mathbb{R}^3) \), one defines a suitable corrector \( \mathcal{R}^b_2 \), using (60), (65), (69), and (87), for all \( \chi \in Q'_r \). This corrector appears to be unknown in the homogenisation theory, although its derivation is similar to the elliptic argument of [4]. We leave the details to the interested reader, noting that the associated error is bounded by

\[
C |\chi|^p \left( \max \left\{ \varepsilon^{-\gamma - 2} |\chi|^4, 1 \right\} \right)^{-1} \max \left\{ \varepsilon^{-\delta} |\chi|, 1 \right\},
\]

\(^\dagger\) Note that neglecting the spectral projection onto the eigenspace of an order-one eigenvalue of \( A_{\chi} \) leads to an error of order \( \varepsilon^{-1} \) in the energy norm.

\(^\ddagger\) Recall that under the Floquet transform, the operator of differentiation with respect to \( x_\alpha, \alpha = 1, 2 \), is mapped to \( \varepsilon^{-1} e_\chi (\partial_{y_\alpha} + i x_\alpha) \overline{\tilde{F}}_\chi \).
where $p = 3$ and $p = 2$ for the first two components and third component, respectively. (Recall that the error of neglecting higher eigenvalues is of order $\varepsilon^{r+2-\delta}$ in terms of the resolvent $(\varepsilon^{-\gamma} A^\varepsilon + I)^{-1}$.) It is easily seen that the maximum in (120) is attained for $\varepsilon^{-\gamma-2}|\chi|^4 \sim 1$, and hence the overall error is of order

$$
\varepsilon^{p(\gamma+2)/4} \max \{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \}.
$$

As a result, there exists $C > 0$ such that

$$
\left\| R^h P_\alpha (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} (\varepsilon^{-\delta} \tilde{F}_1, \varepsilon^{-\delta} \tilde{F}_2, \tilde{F}_3)^T
\right. 
+ \left. \left( \varepsilon x_3 \bar{\partial}_\alpha (\varepsilon^{-\gamma+2} A^{\text{hom},1} + I)^{-1} - \varepsilon^2 P_\alpha \mathbf{R}^b \right) \left( S R^h \tilde{F}_3 + \varepsilon^{-\delta} S_1 R^h \tilde{F}_1 + \varepsilon^{-\delta} S_2 R^h \tilde{F}_2 \right) 
\right. 
+ \left. \bar{\partial}_\alpha \mathbf{R}^b R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)^T \right\|_{L^2(\Pi)} 
\leq C \varepsilon^{3(\gamma+2)/4} \max \{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \} \left\| R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)^T \right\|_{L^2(\Pi, \mathbb{R}^3)}, \quad \alpha = 1, 2,
$$

$$
\left\| R^h P_\alpha (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} (\varepsilon^{-\delta} \tilde{F}_1, \varepsilon^{-\delta} \tilde{F}_2, \tilde{F}_3)^T
\right. 
- \left. \left( (\varepsilon^{-\gamma+2} A^{\text{hom},1} + I)^{-1} - \varepsilon^2 P_\alpha \mathbf{R}^b \right) \left( S R^h \tilde{F}_3 + \varepsilon^{-\delta} S_1 R^h \tilde{F}_1 + \varepsilon^{-\delta} S_2 R^h \tilde{F}_2 \right) 
\right. 
+ \left. \mathbf{R}^b R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)^T \right\|_{L^2(\Pi)} 
\leq C \varepsilon^{(\gamma+2)/2} \max \{ \varepsilon^{(\gamma+2)/4-\delta}, 1 \} \left\| R^h (\tilde{F}_1, \tilde{F}_2, \tilde{F}_3)^T \right\|_{L^2(\Pi, \mathbb{R}^3)}.
$$

### 7.1.2 Second invariant subspace

**Proof of $L^2 \rightarrow L^2$ estimate (10).** For each $\chi \in Q'_r$ in the direct integral (13), the largest two eigenvalues of $(\varepsilon^{-\gamma-2} A^\chi + I)^{-1}$ are of order

$$
\left( \max \{ \varepsilon^{-\gamma-2} |\chi|^2, 1 \} \right)^{-1},
$$

and all other eigenvalues are at least of order $(\max \{ \varepsilon^{-\gamma-2}, 1 \})^{-1} \sim \varepsilon^{\gamma+2}$, $\varepsilon \to 0$. In the approximation on each fibre, we neglect the spectral projections of $(\varepsilon^{-\gamma-2} A^\chi + I)^{-1}$ onto the eigenspaces corresponding to the latter eigenvalues, which results in an error of order $\varepsilon^{\gamma+2}$ for the operators $(\varepsilon^{-\gamma} A^\varepsilon + I)^{-1}$. Furthermore, the expression (121) and the first two estimates in (97) imply that in the eigenspace corresponding to the largest two eigenvalues of $(\varepsilon^{-\gamma-2} A^\chi + I)^{-1}$, the approximation error is of order

$$
|\chi| \left( \max \{ \varepsilon^{-\gamma-2} |\chi|^2, 1 \} \right)^{-1}.
$$

As in Section 7.1.1, introducing, for each $\varepsilon > 0$, $\chi \in Q'_r \setminus \{0\}$, the function

$$
g_{\varepsilon, \chi} (\zeta) := \left( \varepsilon^{-\gamma-2} |\chi|^2 \zeta + 1 \right)^{-1}, \quad \Re(\zeta) > 0,
$$

(122)
and integrating the expression \( g_{\varepsilon, \chi} (\zeta) (\zeta I - |\chi|^{-2} A_{\chi})^{-1} \) over a contour in the \( \zeta \)-plane that contains both order-one eigenvalues of \( |\chi|^{-2} A_{\chi} \), cf. (117), we infer that the overall error is of order \( \varepsilon^{(\gamma+2)/2} \), and the estimate (10) follows.

**L2 \( \rightarrow \) H1 estimate.** Similarly to the analysis of the \( L^2 \rightarrow H^1 \) error in the case of the first invariant subspace, for each \( \chi \in Q'_r \), we define the corrector

\[
\mathfrak{R}_1^m : L^2(\Pi, \mathbb{R}^2) \ni U \mapsto \varepsilon^{-1} \mathcal{P}_\varepsilon \mathfrak{S}_1^m \left( \varepsilon^{-\gamma-2} A_{\chi}^{\text{hom},2} + I \right)^{-1} \mathcal{P}_\varepsilon U,
\]

(123)

where \( \mathfrak{S}_1^m \) is the solution operator for (90). The resulting error is of order

\[
\max \{ |\chi|, \varepsilon^{-1} |\chi|^2 \} (\max \{ \varepsilon^{-\gamma-2} |\chi|^2, 1 \})^{-1},
\]

so that

\[
\left\| R^h (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} (\hat{\mathbf{F}}_1, \hat{\mathbf{F}}_2, \hat{\mathbf{F}}_3)^T - \left( \begin{array}{c} (\varepsilon^{-\gamma} A_{\chi}^{\text{hom},2} + I)^{-1} + \varepsilon \mathfrak{R}_1^m \end{array} \right) S R^h (\hat{\mathbf{F}}_1, \hat{\mathbf{F}}_2)^T \right\|_{H^1(\Pi, \mathbb{R}^3)} \\
\leq C \max \{ \varepsilon^{(\gamma+2)/2}, \varepsilon^{\gamma+1} \} \left\| R^h (\hat{\mathbf{F}}_1, \hat{\mathbf{F}}_2, \hat{\mathbf{F}}_3)^T \right\|_{L^2(\Pi, \mathbb{R}^3)},
\]

Note that the cost of neglecting the projections onto the eigenspaces of \( (\varepsilon^{-\gamma-2} A_{\chi} + I)^{-1} \) corresponding to lower eigenvalues is of order \( \varepsilon^{\gamma+1} \) in terms of the operator \( (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} \).

**Higher-order L2 \( \rightarrow \) L2 estimate.** Similarly to the rationale of Section 7.1.1, for all \( \chi \in Q'_r \) we define a corrector \( \mathfrak{R}_2^m \) using (88), (90), (93), (95), and obtain a fibre-wise error of order

\[
|\chi|^2 (\max \{ \varepsilon^{-\gamma-2} |\chi|^2, 1 \})^{-1}.
\]

In terms of the original operator family \( A^\varepsilon \), this yields the estimate

\[
\left\| R^h (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} (\hat{\mathbf{F}}_1, \hat{\mathbf{F}}_2, \hat{\mathbf{F}}_3)^T - \left( \begin{array}{c} (\varepsilon^{-\gamma} A_{\chi}^{\text{hom},2} + I)^{-1} + \varepsilon \mathfrak{R}_1^m \end{array} \right) S R^h (\hat{\mathbf{F}}_1, \hat{\mathbf{F}}_2)^T \right\|_{H^1(\Pi, \mathbb{R}^3)} \\
\leq C \varepsilon^{\gamma+2} \left\| R^h (\hat{\mathbf{F}}_1, \hat{\mathbf{F}}_2, \hat{\mathbf{F}}_3)^T \right\|_{L^2(\Pi, \mathbb{R}^3)}.
\]

**Remark 7.1.** (1) For the case of a bounded plate of thickness \( h \) which is homogeneous and isotropic, the eigenvalues of orders \( h^2 \) and 1 were approximated in [22]. We find that among our estimates the most interesting are those for \( \gamma = 2, \delta = 1 \) and \( \gamma = \delta = 0 \). (The former is the scaling studied in [16] and earlier in [32], while the second corresponds to the unscaled forces and unscaled time in the related evolution problem, see also a discussion in [9] and in Section 1 of the present paper.) Furthermore, the scaling we adopt for the horizontal forces is standard for the derivation of stationary and evolution equations for plates, see [16]. Our analysis shows that while this scaling
does not influence the asymptotic behaviour of spectral projections, it will be important in the study of the evolution equations, which we postpone to a future publication. Moreover, it can be seen as natural from the computational point of view.

Since in the present paper we are interested in analysing asymptotic regimes that do not admit a limit operator and rather necessitate generalising the approach towards ‘operator asymptotics’ (cf. high contrast setups [13, 14], where similar situations occur), it is reasonable to admit arbitrary values of $\gamma$ and $\delta$ and express the approximation error in terms of these parameters. In a future work, we will discuss the consequences of these estimates for evolution problems. When dealing with the derivation of evolution problems for linear plate theory, one usually scales the mass density or time, see [37]. As a consequence, there is no inertia term for the horizontal components in the limit evolution equations. However, as also shown by our analysis, the information obtained by these limit equations is partial, since, for example, in the second invariant subspace (in case of a planar–symmetric elasticity tensor), one would not need to scale the density (or time) to obtain the limit equations (that is, in-plane waves propagate on finite, unscaled, time intervals).

(2) In the case of the second invariant subspace our resolvent estimates for $\mathcal{A}\varepsilon$ are of the ‘optimal’ order $\varepsilon^{\gamma+2}$. This is due to the fact that the error of approximating the operators $\mathcal{A}_\chi$ by an effective operator on the two-dimensional subspace corresponding to the two minimal eigenvalues is of the same order as the error of neglecting the eigenspaces that correspond to eigenvalues of order $\varepsilon^{-2}$. Note that any further approximation should include subspaces of oscillating eigenfunctions, which would take us outside the scope of the standard homogenised operator.

For the first invariant subspace for the operators $\mathcal{A}\varepsilon$, our estimates for $\mathcal{A}_\chi$ in the approximation subspace corresponding to the eigenvalue of order $\varepsilon^{-2} |\chi|^4$ are not optimal. In order to regain optimality, in addition to $\mathcal{R}_b^b$ we would have to include other ‘non-standard’ homogenisation correctors, see also Remark 6.3. A non-standard homogenisation corrector for a higher order $L^2 \rightarrow L^2$ estimate has previously appeared in the literature [5]. However, the presence of more than one non-standard corrector is novel.

(3) Note that for $\gamma = 0$ the error of the estimate of the third component in the $H^1$ norm in the first invariant subspace is of order one. This is, however, optimal if one does not want to include non-standard correctors, since in this case the $H^1$ norms of the third components of the original and approximating solutions are of lower order than $\varepsilon^0$. Note also that adding non-standard correctors can improve $L^2 \rightarrow H^1$ estimates, similarly to the way it improves $L^2 \rightarrow L^2$ estimates.

### 7.2 General case: Theorem 2.5

**Proof of $L^2 \rightarrow L^2$ estimate (11).** Arguing as in Section 7.1, we note that the largest eigenvalue of the fibre operator $(\varepsilon^{-\gamma-2} \mathcal{A}_\chi + I)^{-1}$ is of order $(\max\{\varepsilon^{-\gamma-2} |\chi|^4, 1\})^{-1}$; the following two are of order $(\max\{\varepsilon^{-\gamma-2} |\chi|^2, 1\})^{-1}$, and all remaining eigenvalues are at most of order $\varepsilon^{\gamma+2}$. In the approximation, we neglect the projections onto the eigenspaces of the latter eigenvalues, which results in an error of order $\varepsilon^{\gamma+2}$ for the operators $(\varepsilon^{-\gamma} \mathcal{A}\varepsilon + I)^{-1}$.

Under two different scalings for the fibres $\mathcal{A}_\chi$, we obtain resolvent estimates in two eigenspaces, determined by the eigenvalues of orders $|\chi|^4$ and $|\chi|^2$. The operator $|\chi|^{-4} \mathcal{A}_\chi$ has one eigenvalue of order one, the others being at least of order $|\chi|^{-2}$, while $|\chi|^{-2} \mathcal{A}_\chi$ has one eigenvalue of order $|\chi|^2$ and two eigenvalues of order one, while the others are at least of order $|\chi|^{-2}$. Integrating the functions $f_{\varepsilon,\chi}(\xi) |\xi|^{-4} \mathcal{A}_\chi$, see (116), and $g_{\varepsilon,\chi}(\xi) |\xi|^2 \mathcal{A}_\chi$, see (122), over respective contours in the $\xi$-plane that contain the leading eigenvalues, cf. (117), allows us to obtain error
estimates on each of the related subspaces — the overall error is then given by the maximum of the two.

Proceeding with the above plan, for all quasi-momenta \( \chi \) such that \( |\chi| \leq \rho_3 \) for some \( \rho_3 > 0 \) that can be defined \textit{a priori}, we choose contours \( \Gamma_1 \) and \( \Gamma_2 \) as follows. The contour \( \Gamma_1 \) contains the smallest eigenvalue of the operator \( |\chi|^{-4} A_\chi \) and no other eigenvalues (the nearest one being of order \( |\chi|^{-2} \)), while the contour \( \Gamma_2 \) contains two eigenvalues of order one of the operator \( |\chi|^{-2} A_\chi \) and no other eigenvalues (of which the smallest is of order \( |\chi|^2 \); all the others are at least of order \( |\chi|^{-2} \)). We then write

\[
(P_1^X + P_2^X)(\varepsilon^{-\gamma-2} A_\chi + I)^{-1}(P_1^X + P_2^X) = P_1^X (\varepsilon^{-\gamma-2} A_\chi + I)^{-1} P_1^X + P_2^X (\varepsilon^{-\gamma-2} A_\chi + I)^{-1} P_2^X
\]

\[
= \frac{1}{2\pi i} \oint_{\Gamma_1} f_{\varepsilon, \chi}(\zeta) (\zeta I - |\chi|^{-4} A_\chi)^{-1} d\zeta + \frac{1}{2\pi i} \oint_{\Gamma_2} g_{\varepsilon, \chi}(\zeta) (\zeta I - |\chi|^{-2} A_\chi)^{-1} d\zeta,
\]

(124)

where \( P_1^X \) is the projection on the one-dimensional eigensubspace of the operator \( A_\chi \) whose eigenvalue is of order \( |\chi|^4 \) and \( P_2^X \) is the projection on the two-dimensional eigenspace corresponding to the eigenvalues of order \( |\chi|^2 \), cf. (117). Finally apply the result of Section 6.2.1 to the second term in (124) and the result of Section 6.2.2 to the second term. This completes the proof of (11).

\( L^2 \rightarrow H^1 \) estimate. Similarly to the above (cf. (118) and (123) for analogous formulae introduced in the analysis of the bending and membrane subspaces), we define the corrector \( \mathfrak{K}_1 : L^2(\Pi, \mathbb{R}^3) \ni U = \varepsilon^{-1} \mathfrak{G}_1(\varepsilon^{-\gamma} A_{\chi}^{\text{hom}} + I)^{-1} \mathfrak{F}_2 U, \quad \chi \in Q_r', \)

where \( \mathfrak{G}_1 \) is the solution operator for (101). This yields the estimates

\[
\left\| R^h P_\alpha (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} F \right\|_{H^1(\Pi)}
\]

\[
\leq C \max\{\varepsilon^{(\gamma+2)/2}, \varepsilon^{\gamma+1}, \varepsilon^{2(\gamma+4)/4-1}\} \left\| R^h F \right\|_{L^2(\Pi, \mathbb{R}^3)}, \quad \alpha = 1, 2,
\]

\[
\left\| R^h P_3 (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} F \right\|_{H^1(\Pi)}
\]

\[
\leq C \max\{\varepsilon^{(\gamma+2)/4}, \varepsilon^{(\gamma+2)/2-1}\} \left\| R^h F \right\|_{L^2(\Pi, \mathbb{R}^3)}.
\]

\textbf{Higher-order} \( L^2 \rightarrow L^2 \) estimate. Using (99), (101), (103), (104), (109)–(112), for each \( \chi \in Q_r' \), we define a corrector \( \mathfrak{K}_2 \) (cf. Sections 7.1.1 and 7.1.2 for similar correctors \( \mathfrak{K}_b^h, \mathfrak{K}_m^h \) for estimates in the bending and membrane subspaces) so that

\[
\left\| R^h P_\alpha (\varepsilon^{-\gamma} A^\varepsilon + I)^{-1} F \right\|_{H^1(\Pi)}
\]

\[
= \left( (P_\alpha - \varepsilon \partial_\alpha P_3) (\varepsilon^{-\gamma} A_{\chi}^{\text{hom}} + I)^{-1} + \varepsilon x_3 P_\alpha \mathfrak{K}_1 \right) \left( SR^h F_1, SR^h F_2, SR^h F_3 + S_1 R^h F_1 + S_2 R^h F_2 \right)^T \]

\[
\leq C \max\{\varepsilon^{(\gamma+2)/4}, \varepsilon^{(\gamma+2)/2-1}\} \left\| R^h F \right\|_{L^2(\Pi, \mathbb{R}^3)}.
\]
\[ -(P_\alpha - \epsilon x_3 P_3) \mathcal{R}_2 R^h F \|_{L^2(\Omega)} \leq C \epsilon^{(\gamma+2)/4} \| R^h F \|_{L^2(\Omega, \mathbb{R}^3)}, \quad \alpha = 1, 2, \]
\[ \| R^h P_3 (\epsilon^{-\gamma} A^\epsilon + I)^{-1} F \|
\[ - P_3 \left( (\epsilon^{-\gamma} A^\text{hom} + I)^{-1} + \epsilon \mathcal{R}_1 \right) \left( S R^h F_1, S R^h F_2, S R^h F_3 + S_1 R^h F_1 + S_2 R^h F_2 \right)^T - P_3 \mathcal{R}_2 R^h F \|_{L^2(\Omega)} \]
\[ \leq C \epsilon^{(\gamma+2)/2} \| R^h F \|_{L^2(\Omega, \mathbb{R}^3)}. \]

8. **CONCLUDING REMARKS**

(1) To adapt our results to the case when \( h = h(\epsilon) \sim \epsilon \), that is, when there exists \( \alpha, \beta > 0 \), independent of \( \epsilon \), such that
\[ \alpha \leq \delta_\epsilon := h(\epsilon)/\epsilon \leq \beta \quad \forall \epsilon > 0, \]
one has to change the definition of \( \mathcal{L}, A^\text{hom,1}, A^\text{hom} \), see (4) and (6), as follows:
\[ \mathcal{L}(M_1, M_2) : (M_1, M_2) \]
\[ := \inf_{\psi \in H^1_\#(Q, \mathbb{R}^3)} \int_Q A \left( \mathcal{F}(M_1 - x_3 M_2) + \text{sym} \nabla^\delta \psi \right) : \left( \mathcal{F}(M_1 - x_3 M_2) + \text{sym} \nabla^\delta \psi \right), \]
where, as before, \( \nabla^\delta := (\partial_1, \partial_2, \partial_3^{-1} \partial_3) \) is the ‘\( x_3 \)-rescaled’ gradient.

In this more general case, the constants on the right-hand sides of the estimates in Theorems 2.2, 2.4 and 2.5 depend on \( \alpha, \beta \). Moreover, in the expressions on the left-hand sides of the estimates containing the term \( \epsilon x_3 \) (related to the Kirchhoff–Love ansatz) in Theorems 2.2 and 2.5 as well as in Sections 7.1.1 and 7.2, this term should be replaced by \( h x_3 \). These modifications follow from an analogue of Lemma 4.1, which in turn is based on the existence of \( C(\alpha, \beta) > 0 \) such that
\[ \| u \|_{H^1(Q, \mathbb{C}^3)} \leq C(\alpha, \beta) \left( \| u \|_{L^2(Q, \mathbb{C}^3)} + \| \text{sym} \nabla^\delta u \|_{L^2(Q, \mathbb{C}^3)} \right) \quad \forall u \in H^1(Q, \mathbb{C}^3), \]
as well as
\[ \| u_1 - a_1 \delta_\epsilon x_3 - d y_2 - c_1 \|_{H^1(Q, \mathbb{C})} \leq C(\alpha, \beta) \| \text{sym} \nabla^\delta u \|_{L^2(Q, \mathbb{C}^{3\times3})}, \]
\[ \| u_2 - a_2 \delta_\epsilon x_3 + d y_1 - c_2 \|_{H^1(Q, \mathbb{C})} \leq C(\alpha, \beta) \| \text{sym} \nabla^\delta u \|_{L^2(Q, \mathbb{C}^{3\times3})}, \]
\[ \| u_3 + a_1 y_1 + a_2 y_2 - c_3 \|_{H^1(Q, \mathbb{C})} \leq C(\alpha, \beta) \| \text{sym} \nabla^\delta u \|_{L^2(Q, \mathbb{C}^{3\times3})} \]
for all $u \in H^1(Q, \mathbb{C}^3)$, where
\[
a_\alpha := \int_Q (\delta^{-1}\partial_3 u_\alpha - \partial_\alpha u_3), \quad \alpha = 1, 2, \quad d := \int_Q (\partial_2 u_1 - \partial_1 u_2),
\]
\[
c_1 := \int_Q u_1 - d, \quad c_2 := \int_Q u_2 + d, \quad c_3 := \int_Q u_3 + a_1 + a_2.
\]

In order to proceed with the corresponding version of the asymptotic expansion in Section 6, the following Korn-type inequality can also be proved with $C(\alpha, \beta) > 0$:
\[
\|u - \int_Q u\|_{H^1(Q, \mathbb{C}^3)} \leq C(\alpha, \beta)\|\text{sym}\nabla^2 u\|_{L^2(Q, \mathbb{C}^3 \times 3)} \quad \forall u \in H^1_\#(Q, \mathbb{C}^3). \tag{127}
\]

The value of $C(\alpha, \beta)$ such that (125)–(127) hold can be obtained by controlling uniformly the constants in the Korn inequalities on cuboids $Q_x \times (-x/2, x/2), \ x \in [\alpha, \beta]$. The way to ensure such control, in turn, follows from [25, Theorem 1.3], see also [34, Section 2.4].

(2) One of the advantages of our method is that all constants appearing on the right-hand sides of the error estimates can be evaluated explicitly, as in [13, 14]. These constants depend on: the Poincaré and Korn constants for the cube, the norm of the $H^1 \hookrightarrow L^2$ trace operator for the cube, and the constant $C_1$ in the inequality
\[
\|\nabla u\|_{L^2(Q, \mathbb{C}^2)} \leq C_1\|\text{sym}\nabla u\|_{L^2(Q, \mathbb{C}^2 \times 2)} \quad \forall u \in H^1_\#(Q, \mathbb{C}^2), \quad \chi \in Q_\tau'. \tag{128}
\]

All these quantities are used in the proof of Lemma 4.1 or its analogue for the general case $h \sim \varepsilon$ (where for the latter we replace $V$ by $\nabla^2 \varepsilon$). Furthermore, for the analysis of Section 6, we require the existence of $C_2 > 0$ such that
\[
\|\nabla u\|_{L^2(Q, \mathbb{C}^3 \times 3)} \leq C_2\|\text{sym}\nabla u\|_{L^2(Q, \mathbb{C}^3 \times 3)} \quad \forall u \in H^1_\#(Q, \mathbb{C}^3), \tag{129}
\]

which together with the Poincaré inequality provides the necessary versions of (125) and (127). The constant $C_1$ in (128) can be obtained by Fourier transform, while $C_2$ in (129) evaluated on the basis of $C(\alpha, \beta)$ in (125)–(127), by using the analysis of Lemma 4.1.

(3) The method of the present work can be adapted for obtaining order-sharp operator-norm asymptotic estimates for rod-like and shell-like structures, see [11]. Finally, one can combine the method of the present paper with the strategy of [15], who developed an approach to order-sharp norm-resolvent estimates for multi-dimensional homogenisation problems with respect to arbitrary periodic Borel measures (including measures with non-trivial singular components). A brief reflection will convince the reader that the case of plate-like structures containing singular components can thereby be analysed to the same order of approximation error, and for the same range of energy and force density scalings as in the present work.
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