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Abstract

Gradient Boosting (GB) is a popular methodology used to solve prediction problems by minimizing a differentiable loss function, $L$. GB performs very well on tabular machine learning (ML) problems; however, as a pure ML solver it lacks the ability to fit models with probabilistic but correlated multi-dimensional outputs, for example, multiple correlated Bernoulli outputs. GB also does not form intermediate abstract data embeddings, one property of Deep Learning that gives greater flexibility and performance on other types of problems. This paper presents a simple adjustment to GB motivated in part by artificial neural networks. Specifically, our adjustment inserts a matrix multiplication between the output of a GB model and the loss, $L$. This allows the output of a GB model to have increased dimension prior to being fed into the loss and is thus “wider” than standard GB implementations. We call our method Wide Boosting (WB) and show that WB outperforms GB on multi-dimensional output tasks and that the embeddings generated by WB contain are more useful in downstream prediction tasks than GB output predictions alone.

1 Introduction

Gradient Boosting (GB), first discussed in general in [6], is a popular methodology to build prediction models. Specifically, GB finds a function, $f$, restricted to a class of functions, $F$, that attempts to minimize

$$L(Y, f(X))$$

for $L$ a differentiable loss function and $Y \in \mathbb{R}^{n \times d}$ and $X \in \mathbb{R}^{n \times p}$ and $f(x) \in \mathbb{R}^{n \times q}$. For the most common $L$, $q = d$. Gradient Boosting accomplishes this by composing $f$ out of additive, iterative adjustments, $a_i$. $f_0$ can be initialized to be a constant function. Then

$$f_{i+1} = f_i + \eta_i a_i$$

where $\eta_i$ is a scalar and $a_i$ approximates or is otherwise related to $-\frac{\partial L(Y, f_i(X))}{\partial f_i(X)}$; thus, GB can be viewed as a kind of gradient descent in function space.

[3] tabulated results from Kaggle, a prediction competition website, and found around 60% of winning solutions posted in 2015 used a particular software package implementing GB, XGBoost [3]. In a review of the 2015 KDD Cup, [2] further remarks on the effective and popular use of XGBoost in that competition. Since 2015, other software packages relying on GB have been developed and open-sourced by researchers at Microsoft (LightGBM [9]) and Yandex (CatBoost [4]). LightGBM has also been effectively used in several Kaggle prediction competitions [14].

In this paper, we develop a method that generalizes standard GB frameworks that we call Wide Boosting (WB). This method introduces a matrix, $\beta$, multiplied to $f(X)$ so that the output dimension of $f(X)$, $q$, can be arbitrary. The output of the usual GB model is therefore an intermediate embedding of the input data. Writing WB in terms of the overall loss, WB estimates $f$ and $\beta$ in attempt to minimize $L(Y, f(X)\beta)$. 
We have implemented Wide Boosting in a Python package, `wideboost` (available via [pypi.org](https://pypi.org) or at [https://github.com/mthorrell/wideboost](https://github.com/mthorrell/wideboost)). Notably, `wideboost` is able to use existing GB packages as a backend; thus we can take advantage of these highly optimized packages. Currently the XGBoost and LightGBM backends are implemented for `wideboost`. The XGBoost backend is currently the only backend supporting multi-dimension responses (apart from multinomial response which is supported natively by XGBoost and LightGBM).

As a broader interpretation, Wide Boosting is exactly analogous to treating $f(X)$ as the output of the hidden layer in a dense, one-hidden-layer neural network. From this perspective, $f(X)$ embeds the rows of $X$ in a $q$-dimensional space prior to being processed for prediction. Other works combine the powerful neural network and tree fitting methodologies in different ways ([11], [10], [1], [15]). However, these works adjust the base methodologies and introduce further complexities to merge the approaches. Wide Boosting leverages both boosting and neural network architecture methodologies without significant adjustment and hence is able to take direct advantage of improvements in world-leading implementations of boosting while gaining some properties of neural networks. As one new method combining two popular prediction paradigms, Wide Boosting potentially points to more research areas where nodes of computational networks have new structures and methods to fit them.

As an additional example, [8] indicates that the weights in a feed-forward neural networks can be usefully fit using boosting.

It should also be noted that the simple $\beta$ multiplication isn’t the only way to merge GB and neural networks. Indeed GB only requires a differentiable function relating inputs to a response (preferably twice differentiable to use XGBoost and LightGBM as a backend); thus, for example, gradient boosted decision trees can be put as the first layer in any feed-forward neural network.

The rest of this paper is structured as follows. Section 2 details Wide Boosting, its parameters and necessary calculations. Section 3 reviews numerical experiments using `wideboost`.

## 2 Wide boosting

Let $f(X) \in \mathbb{R}^{n \times q}$ and let $\beta \in \mathbb{R}^{q \times d}$. We fit $f$ and $\beta$ in attempt to minimize

$$L(Y, f(X)\beta).$$

(3)

With this formulation, $q$ is the output dimension of $f(X)$, and $\beta$, using matrix multiplication, gives $f(X)\beta$ a dimension that matches $Y$.

If we think of $\beta$ as part of the loss function, wide boosting is a form of gradient boosting and can make use of existing theory and methods to find $f$. Namely $f$ can be additive decision trees, the usual method of estimating $f$ in GB models. If $L(Y, \cdot)$ is convex in its second argument, $L(Y, \cdot\beta)$ is convex also. This property further preserves some convergence properties of note in [7]. For major existing implementations of gradient boosting (XGBoost [3], LightGBM [9], CatBoost [4]), wide boosting can be implemented by simply providing these frameworks with the right gradient and hessian calculations.

We give general calculations of gradients and Hessians in Appendix 5.

### 2.1 Constructing and estimating $\beta$

We tried a few methods of initializing $\beta$ and have left these methods as hyperparameters in the `wideboost` package. Using an identity matrix appended to a uniform random matrix or a purely uniform random matrix make up our base $\beta$ initializations. A further adjustment can be made to normalize the columns of these matrices in order to decouple the “width” of the network from the usual step parameter, $\eta$. Note that when $\beta = I$ and $q = d$, WB is equivalent to GB.

Like $f$, $\beta$ can also be estimated. $\beta$ can be estimated in the same manner that one can use boosting to estimate linear regression coefficients. $\hat{\beta}$ is sequentially updated each round by fitting adjustment coefficients to $-\frac{\partial L(Y, f_i(X))}{\partial f_i(X)}$. Many other methods could be used to estimate $\beta$, but fitting $\beta$ also via
boosting is convenient because the same intermediate gradients get calculated when estimating \( f(X) \) as well. As a note of caution, initial experiments showed fitting \( \beta \) can be fairly unstable. This might be improvable through more careful conditioning. Currently in \texttt{wideboost}, using very small learning rate for \( \beta \) best handles these stability issues. Moreover, not fitting \( \beta \) (setting a learning rate to 0) does not seem to cause a large performance drop.

### 2.2 Computational Scaling and Efficiency

Given our main implementation of WB makes use of XGBoost or LightGBM software packages as computational backends, we inherit both the optimizations employed in those packages and their limitations. Specifically both XGBoost and LightGBM fit additional, independent trees when the output of \( f \) has additional dimensions. Thus, WB computational complexity scales linearly with the number of added dimensions. For example, if \( q = 2d \), a single round of WB fits twice as many trees as a round fitting a GB model on the same dataset. Multi-dimension trees exist and can be used to fit WB models [5]; however, initial trials at using multi-dimension-output trees for WB gave more time-efficient but worse overall performance.

On computation timing, it’s worth noting that \texttt{wideboost} is a python wrapper around either XGBoost or LightGBM, and thus generally has more overhead per round compared to vanilla GB trained using either base package. Comparing one trial from Section 3.1 where \texttt{wideboost} is used to fit a vanilla GB model (parameters \( \beta = I, q = d \) and \( \beta \) is not estimated during training) showed that \texttt{wideboost} could take 64\% longer to train than the same model using XGBoost (indeed the output models were the same in this trial). Timing can be improved with more code optimization. Currently, at least for medium-sized problems, timing is not so long that the benefits of WB shown in Section 3 become impractical.

### 3 Numerical experiments

We repurpose the MNIST dataset [12] to investigate three properties of WB:

1. Can WB improve on multi-dimension output problems where the dimensions are not independent? We treat the usual multinomial outcome as separate bernoulli outcomes. WB, by not treating the multiple outcomes as independent, significantly outperforms GB which, in current implementations, treats outcomes as independent.

2. Can WB make useful intermediate embeddings? To look at this we use a transfer learning setup similar to the experimental setup in [13]. An “upstream” model is trained to create embeddings. Quality of those embeddings is evaluated on a “downstream” dataset. Embeddings using WB outperform using GB predictions as an embedding (a technique better known as stacking). Embeddings from WB are shown to contain more information than GB for the modified MNIST task we consider.

3. Does WB add value as an additional hyperparameter on usual GB problems? Paired with other hyperparameter tuning, WB was able to get to lower loss values faster than GB. This does not appear to always be the case, however. Unsurprisingly, vanilla GB is sometimes best.

Note that all comparisons in this section compare WB to GB where both WB and GB are fit using \texttt{wideboost}. For GB models, we simply restrict the parameter space \((\beta = I, q = d, \beta \) is fixed). This gives the most comparable results.

#### 3.1 Multi-dimension output learning

We repeatedly \((n = 30)\) fit WB and GB models on samples of the MNIST dataset, using \texttt{hyperopt} to find appropriate hyperparameter values for each WB and GB model. To shorten computation, each
iteration samples new training and validation sets of size 3,000 and 2,000 respectively from the MNIST training set. The test set is a sample of size 1,000 from the usual MNIST test set. Features are a sample of size 200 from the usual \(28 \times 28 = 784\) features. hyperopt is given 25 chances per trial to find good hyperparameters. XGBoost as a backend was given 20 early stopping rounds (based on validation performance) with 500 maximum boost rounds.

The loss calculated is average log-loss across the 10 dimension one-hot response vector. We treat the dimensions as separate binary outcomes (as opposed to the usual multinomial outcome) in order to simulate a dataset with a multivariate response and unknown dependence across the responses.

Across the 30 trials, WB makes use of the dependence across the response dimensions to achieve a statistically significant lower average log-loss (see Table 1).

| Model | N  | Trial Wins | Avg test log-loss | t-stat | Avg n trees | t-stat |
|-------|----|------------|--------------------|--------|-------------|--------|
| WB    | 28 | 0.0541 (0.0007) | -3.9****          | 1245 (206) | -2.1*      |
| GB    | 2  | 0.0582 (0.0008) |                   | 1785 (145) |            |

Table 1: * t-stat is significant at the 0.05 level. **** t-stat is significant at the 0.001 level.

As part of the hyperparameter optimization, WB could have chosen plain GB (where \(q = d\) and \(\beta = I\)). However, the hyperparameter optimization consistently chose \(q > d\). For all ten trials \(q > d\), and the average value for \(q\) was 14.

Also of note is that WB seems to be relatively efficient with fewer trees fit on average. This is not necessarily an intuitive result because a single round of WB where \(q > d\) will fit more trees than a single round in GB (for example, if \(q = 14, 40\%\) more trees are fit in WB compared to GB). This can be explained by WB using fewer boost rounds than GB for several trials. The median number of boost rounds used for WB was 47, while the median for GB was 153. Roughly restating, while WB fits 140\% of the GB number of trees per round in this exercise, vanilla GB tends to use over 300\% more boost rounds.

### 3.2 Embedding Quality

Like the experiment in 3.1, we treat the MNIST response as separate binary outcomes. Following a similar experiment format to [13], we run several trials (n = 30) consisting of an “upstream” dataset used to fit an initial model on half of the binary outputs. This initial model is then used on a “downstream” dataset to generate embeddings of the downstream data for use in predictions on the other half of the binary outputs. The quality of the embedding is then judged by evaluating prediction performance on the downstream dataset using only the embeddings generated from the upstream model on the downstream data.

Each trial generates new upstream and downstream datasets by sampling. Upstream datasets are of size \([3,000, 2,500, 2,000]\) for the train, validation and test sets respectively. Downstream datasets are of size \([500, 1,500, 1,000]\) for the train, validation and test sets respectively. Each trial also samples 5 of the 10 response dimensions for the upstream dataset and leaves the remaining 5 as the response of the downstream dataset. We again use hyperopt to optimize the models at both the upstream and downstream stages. The hyperparameter optimization is given 15 tries for each trial.

To ensure a fair comparison between the WB and GB embeddings, the downstream model is simply a set of GB models (one for each output dimension) using either the WB or GB embeddings as inputs. To emphasize, even though the WB trials use WB for the upstream model, the downstream model is always a GB model.

Based on downstream test set performance, the embeddings made by WB outperform using GB logits as embeddings in a downstream model.
| Model | N Trial Wins | Avg downstream test log-loss | t-stat |
|-------|-------------|-----------------------------|--------|
| WB    | 30          | 0.180 (0.004)               | -7.5***** |
| GB    | 0           | 0.220 (0.003)               |        |

Table 2: ***** t-stat is significant at less than the 0.001 level.

3.3 WB as an additional Hyperparameter

If we employ WB head-to-head against GB on the classical MNIST prediction problem (this time treating the response properly as a multinomial), the advantages of WB are less clear.

Specifying \( q > d \) and leaving all other parameters the same gives better models for the same number of boosting rounds (Figure 1(a)), but if you control for the extra number of trees, the benefit of WB disappears (Figure 1(b)).
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Figure 1: Test error rates for differing \( q \) on the MNIST dataset. Larger \( q \) shows better performance for earlier boosting rounds (subfigure (a)). However, when controlling for number of trees this difference disappears (subfigure (b)).

Nonetheless it is interesting that the two lines in Figure 1(b) are so close. On this dataset at least, the repeated gradient corrections employed in GB doesn’t seem to have any special advantages over fitting more trees simultaneously and adding them together.

More generally, although on the classic task for MNIST the advantage of WB is none or negligible, specific trials in Section 3.1 showed that WB employed with hyperparameter tuning can give better performance using less compute.

4 Conclusion

Wide Boosting is a relatively straightforward generalization of standard Gradient Boosting and introduces greater flexibility to the GB methodology. Specifically, WB outperformed GB on a prediction problem where the response is multi-dimensional and not statistically independent across the dimensions. WB also introduces the concept of abstract embeddings to GB and outperformed GB on a transfer learning task. As in deep learning, these embeddings can be used for transfer learning or may be of direct interest themselves.

The python package `wideboost` makes WB publicly available. Users of the popular packages XGBoost and LightGBM in particular may find benefit in using `wideboost` because `wideboost` currently wraps both packages, supplying those packages the gradient and hessian calculations.

Given that WB can also be thought of in a computational network or Deep Learning context, there may be similar, useful network architectures that can take advantage of Gradient Boosting or other
powerful prediction methodologies not traditionally related to Deep Learning. For example, future work may use gradient boosted decision trees as the first layer in deep neural networks.
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5 Appendix: Gradient and Hessian calculations

Consider the $i$-th row of $f(X)$, denoted $f_{[i]}$. We calculate $\frac{\partial L}{\partial f_{[i]}}$ and $\frac{\partial L}{\partial f_{[i]}^T}$, where $L$ is defined in (3). If we denote $G_{[i]}$ and $H_{[i]}$ as the gradient and hessian of $L$ with respect to the $i$-th row of $f(X)$ when $L$ is defined by (3), the gradient and hessians for $L$ with respect to $f_{[i]}$ when $L$ is defined by (3) can be computed using the chain rule:

\[
\frac{\partial L}{\partial f_{[i]}} = G_{[i]} \beta^T \\
\frac{\partial L}{\partial f_{[i]}^T} = \beta H_{[i]} \beta^T
\]

Applying these formulas to common loss functions we find the following example calculations for gradients and hessians for Wide Boosting. Note we will use the subscript $[i]$ to denote the $i$-th row of a matrix.

5.0.1 Regression – Squared Error

$Y \in \mathbb{R}^{n \times 1}$, $f(X) \in \mathbb{R}^{n \times q}$ and $\beta \in \mathbb{R}^{q \times 1}$.

\[
L(Y, f(X)\beta) = \frac{1}{2} \|Y - f(X)\beta\|^2 \\
\frac{\partial L}{\partial f_{[i]}} = (f(X)\beta - Y)_{[i]} \beta^T \\
\frac{\partial^2 L}{\partial f_{[i]} \partial f_{[i]}^T} = \beta \beta^T
\]

5.0.2 Binary Classification – Log-loss

$Y \in \{0,1\}^{n \times 1}$, $f(X) \in \mathbb{R}^{n \times q}$ and $\beta \in \mathbb{R}^{q \times 1}$.

Let $P \in \mathbb{R}^{n \times 1}$ where $P_{[i]} = \frac{\exp[f(X)\beta]_{[i]}}{1 + \exp[f(X)\beta]_{[i]}}$.

\[
L(Y, f(X)\beta) = Y^T \log(P) + (1 - Y)^T \log(1 - P) \\
\frac{\partial L}{\partial f_{[i]}} = (P - Y)_{[i]} \beta^T \\
\frac{\partial^2 L}{\partial f_{[i]} \partial f_{[i]}^T} = (P_{[i]} - P^2_{[i]}) \beta \beta^T
\]

where the $\exp[\cdot]$ and $\log[\cdot]$ functions are applied elementwise to the input matrix and $1 \in \mathbb{R}^{n \times 1}$ is a vector of all ones.

5.0.3 Multi-class Classification – Log-loss

$Y \in \{0,1\}^{n \times d}$, $f(X) \in \mathbb{R}^{n \times q}$ and $\beta \in \mathbb{R}^{q \times d}$.

Let $P \in \mathbb{R}^{n \times d}$ where $P_{[i]} = \frac{\exp[f(X)\beta]_{[i]}}{\sum_{j=1}^{d} \exp[f(X)\beta]_{[j]}}$.

\[
L(Y, f(X)\beta) = \text{tr}(Y \log(P)^T) \\
\frac{\partial L}{\partial f_{[i]}} = (P - Y)_{[i]} \beta^T \\
\frac{\partial^2 L}{\partial f_{[i]} \partial f_{[i]}^T} = \beta \left(\text{diag}[P_{[i]}] - P_{[i]}^T P_{[i]}\right) \beta^T
\]
where the exp[.] and log[.] functions are applied elementwise to the input matrix and $\mathbf{1} \in \mathbb{R}^{d \times 1}$ is a vector of all ones. The diag[.] function takes a row vector and returns a square, diagonal matrix with diagonal elements corresponding to the elements of the vector.