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ABSTRACT

A recent work from Bello et al. [3] shows that training and scaling strategies may be more significant than model architectures for visual recognition. This short note studies effective training and scaling strategies for video recognition models. We propose a simple scaling strategy for 3D ResNets, in combination with improved training strategies and minor architectural changes. The resulting models, termed 3D ResNet-RS, attain competitive performance of 81.0% on Kinetics-400 and 83.8% on Kinetics-600 without pre-training. When pre-trained on a large Web Video Text dataset, our best model achieves 83.5% and 84.3% on Kinetics-400 and Kinetics-600. Code is available at: https://github.com/tensorflow/models/tree/master/official.

1 INTRODUCTION

Recent studies have shown that vision models may be significantly improved through the combination of modern training and simple scaling strategies [3, 12, 23]. For example, Bello et al. [3] remark that the canonical ResNet-200 [17] is improved from 79.0% to 83.4% (+4.4%) top-1 ImageNet accuracy through improved training methods and lightweight architectural changes. The resulting ResNet-RS model is further scaled via model depth and image resolution, reaching a competitive accuracy of 84.4% (+5.4%).

Inspired by ResNet-RS [3], our study focuses on effective training and scaling methods for video action recognition models. Using a 3D ResNet (R3D) model as the baseline, we evaluate the effect of (1) lightweight architectural changes, including the ResNet-D stem [18] and Squeeze-and-Excitation [19] and (2) improved training methods such as data augmentation and regularization. Further, we propose a simple scaling rule that simultaneously scales model depth and the temporal resolution of the input.

We evaluate the resulting models, referred to as 3D ResNet-RS (R3D-RS), on the popular Kinetics-400 and Kinetics-600 benchmarks. When trained from scratch, R3D-RS-50 model obtains a +3.8% top-1 accuracy improvement over the R3D-50 baseline. By further scaling to R3D-RS-200 with 48 input frames, our largest model achieves competitive top-1 accuracies of 81.0% and 83.8% on Kinetics-400 and Kinetics-600 respectively, on par with recent state-of-the-art models. When pre-trained on the Web Video Text dataset [29], our R3D-RS-200 model is further improved by +2.5% on Kinetics-400 and +0.5% on Kinetics-600. Lastly, we evaluate R3D-RS in a self-supervised contrastive learning setup [26] where we demonstrate +1.4% top-1 Kinetics-400 accuracy improvement over the R3D baseline.

2 RELATED WORK

Spatiotemporal networks for video recognition: A key difference between static images and videos is the additional temporal dimension. While some works model spatial and temporal features separately, it is more common to combine features through both the spatial and temporal dimensions by using 3D convolutions [30, 31, 7] or self-attention [34, 4, 27, 2, 11]

Data augmentation and regularization: When training data is insufficient or lacks diversity, regularization methods such as data augmentation [38, 10, 37, 36, 8, 9], dropout [28], stochastic
Figure 1: Kinetics-400 top-1 accuracies of the R3D baseline, SlowFast networks and the proposed R3D-RS models. The proposed training methods and architectural changes improve upon the R3D baseline by 3.8% while slightly reducing computation. The proposed simple scaling method further improves accuracy by 2.8%. R3D-RS-200\* scales up input frames and uses stronger augmentation. FLOPs are reported on a single inference view and all models use the same 30-view evaluation protocol. See Section 4 for experimental details. SlowFast accuracies are taken directly from [15] and may be improved through R3D-RS\*'s training methods.

Recent studies in image classification [3] and object detection [12] have shown that augmentation and regularization methods alone may significantly improve model accuracy without additional cost at inference.

3 METHODOLOGY

3.1 THE 3D RESNET-RS ARCHITECTURE

The full architecture specifications of our 3D ResNet-50 is presented in Table 1. We start from R3D [26] as the baseline architecture and adopt the following lightweight architectural changes to improve model performance.

3D ResNet-D stem: We adapt the ResNet-D [18] stem to 3D inputs by using three consecutive 3D convolutional layers. The first convolutional layer employs a temporal kernel size of 5 while the remaining two convolutional layers employ a temporal kernel size of 1. Detailed layer specifications are shown in Table 1 right.

3D Squeeze-and-Excitation: We adapt Squeeze-and-Excite [19] to spatio-temporal inputs by simply using a 3D global average pooling operation for the squeeze operation. A SE ratio of 0.25 is applied in each 3D bottleneck block for all experiments.

Self-gating: We further plug in a self-gating module [35] in each 3D bottleneck block after the SE module.

3.2 IMPROVED TRAINING STRATEGIES

Data augmentation: We apply scaling jittering, random cropping and RandAugment [9] as our data augmentation methods. We apply the same augmentation strategy to all frames in a video clip, which we experimentally find to achieve good performance.
Table 1: (Left) Blocks used in the R3D-RS architecture. Kernel sizes are denoted as \{Temporal \times Spatial^2, Filters\} and the kernel is underlined when the spatial stride is 2 (1 otherwise). SE: squeeze-and-excitation. SG: self-gating. SD: stochastic depth. (Right) R3D-RS-50 architecture.

| Model         | LS | SD | WD | 350-EP | SJ | SE | D-stem | RA | FLOPs (B) | Top-1 |
|---------------|----|----|----|--------|----|----|--------|----|-----------|-------|
| R3D-50        | ✅ |✅  |✅  |        |    |✅  |        |    | 60        | 74.4  |
| -             | ✅ |✅  |✅  | 350-EP |    |    |        |    | 60        | 74.9 (+0.5) |
| -             | ✅ |✅  |✅  | SJ     |    |    |        |    | 60        | 76.1 (+1.2)  |
| -             | ✅ |✅  |✅  | SE     |    |    |        |    | 60        | 76.3 (+0.2)  |
| -             | ✅ |✅  |✅  | D-stem |    |    |        |    | 60        | 76.4 (+0.1)  |
| -             | ✅ |✅  |✅  | RA     |    |    |        |    | 60        | 77.4 (+1.0)  |
| -             | ✅ |✅  |✅  |        |    |    |        |    | 60        | 77.9 (+0.5)  |
| -             | ✅ |✅  |✅  |        |    |    |        |    | 58        | 78.2 (+0.3)  |
| R3D-RS-200    | ✅ |✅  |✅  |        |    |    |        |    | 307       | 80.7  |
| R3D-RS-200    | ✅ |✅  |✅  |        |    |    |        |    | 307       | 81.0 (+0.3)  |

Table 2: Additive study of the training methods and architectural changes used in this paper. LS: label smoothing. SD: stochastic depth. WD: reduced weight decay. 350-EP: increase training epochs to 350. SJ: scale jittering. SE: squeeze-and-excitation. D-stem: 3D ResNet-D stem. RA: 3D RandAugment. All models are trained from scratch on Kinetics-400 and evaluated using the 30-view protocol.

3.3 Scaling Strategies for Video Recognition

Similar to [3], we scale R3D-RS models by increasing model depth and input resolution. Fig 2 presents our scaling analysis. We found scaling the temporal dimension of the input to be more effective than scaling the spatial dimensions. We scale the number of frames of model input from 32 to 48 and keep the spatial resolution to 224 \times 224 for training.

4 Experiments

4.1 Experimental settings

We experiment on the Kinetics-400 [22] and Kinetics-600 [6] benchmarks and report top-1 and top-5 accuracy as evaluation metrics.
Figure 2: Scaling 3D-ResNet-RS models via depth, spatial resolution or input frames. Models are denoted as “RS-depth”. Unless specified otherwise, models are trained from scratch on Kinetics-400 with input size $32 \times 224^2$. “@f48” and “@f64” denote scaling input temporal frames to 48 and 64. “@i256” and “@i288” denote scaling training input spatial resolution to 256 and 288. FLOPs are calculated on single view inference at $32 \times 256^2$. Details can be found in Sec. 4.3 and 4.4.

Table 3: Comparisons of models trained from scratch on Kinetics-400. Inference “Views” is presented in $\text{view}_{\text{temporal}} \times \text{view}_{\text{space}}$. “48↑”: scaling up input #frames from 32 to 48. RA: RandAugment for 3D video clip.

**Table 3:** Comparisons of models trained from scratch on Kinetics-400. Inference “Views” is presented in $\text{view}_{\text{temporal}} \times \text{view}_{\text{space}}$. “48↑”: scaling up input #frames from 32 to 48. RA: RandAugment for 3D video clip.

Training from scratch: Our main results are reported under the settings of training from scratch on Kinetics-400 and Kinetics-600. We use SGD with a 0.9 momentum rate and a batch size of 1024 for 350 epochs on TPUv3 devices [21]. We apply a cosine decay learning rate schedule with an initial learning rate 0.8 and a linear learning rate warm-up that is applied over the first 5 epochs. 0.5 dropout [28] is applied for regularization.

Inference: We adopt the 30 views protocol [15] to report inference results. 10 temporal clips are uniformly sampled along the temporal axis. For each clip, we use 3 $256 \times 256$ spatial crops.

4.2 Training from scratch results on Kinetics

Table 3 presents our results of training from scratch on the Kinetics-400 benchmark. Comparing to the R3D-50 baseline [3], the modern training methods and architectural changes introduced in R3D-RS-50 significantly improve the top-1 and top-5 accuracy by 3.8% and 2.7%, respectively. After scaling the model depth from R3D-RS-50 to R3D-RS-200, the top-1 and top-5 accuracy are
improved by 2.2% and 0.7%, respectively. The top-1 accuracy is further improved by 0.3% by scaling input frames from 32 to 48. Lastly, adopting the 3D RandAugment strategy improves the top-1 accuracy by another 0.3%.

We further evaluate our best R3D-RS-200 models on Kinetics-600 and report the results in Table 4.

4.3 ABLATION OF THE TRAINING METHODS AND ARCHITECTURAL CHANGES

We present detailed ablation studies of our training methods and architectural changes in Table 2 on Kinetics-400 and report top-1 accuracy. Starting from the R3D-50 baseline, we gradually apply 0.1 label smoothing (+0.5%), stochastic depth with an initial drop rate of 0.2 (+1.2%), 4e-5 weight decay (+0.2%), prolonging training epochs to 350 (+0.1%), scale jittering augmentation (+1.0%), squeeze-and-excitation module with 0.25 rate (+0.5%), 3D ResNet-D stem (+0.3%) and RandAugment (+0.3%). The 3D ResNet-D stem also slightly reduces model FLOPs from 60B to 58B.

4.4 EFFECTIVENESS OF THE SIMPLE SCALING RULE

The effectiveness of our simple scaling method is studied in Fig. 2. Scaling from R3D-RS-50 to R3D-RS-200 improves accuracy by +2.2%. However, further depth scaling from R3D-RS-200 to R3D-RS-270 (-0.5%) or R3D-RS-300 (-0.7%) hurt performance. Scaling input frames from 32 to 48 improves another +0.3%. We further studied scaling training (inference) spatial resolution from 224 (256) to 256 (288) or larger but the model accuracy drops. All models are trained from scratch on Kinetics-400 and top-1 accuracy are reported.

4.5 IMPROVEMENTS FROM PRETRAINING

Table 5 shows the results of using large scale pre-train dataset Web Videos and Text (WVT) [29]. The WVT dataset contains 70 million video clips collected by using labels of the Kinetics-700 data set as query string in YouTube. For more details of the data set please refer to [29]. We pretrain our R3D-RS-200 under the video classification task (i.e. input video clips to predict the action labels). We used the same input size (48×224×224) as previous experiments. We pretrain the model on WVT for 4 epochs using learning rate 1.6, SGD with momentum 0.9 on TPUv3 128 cores. The pretrained model is finetuned on Kinetics-400 for 10000 steps with learning rate 0.05. We have observed various level of improvements of the final model quality on Kinetics-400 (+2.5%) and Kinetics-600 (+0.5%).

5 EXPERIMENTS OF UNSUPERVISED LEARNING

We further test the model scaling strategy in self-supervised manner. For simplicity, we use the algorithm of CVRL [26] which learns spatiotemporal invariance features from short video clips. We pretrain the models for 800 epochs to ensure convergence. Pretraining batchsize is set to 2048 and we adopt lars optimizer with an initial learning rate of 0.64 to stablize training. For linear evaluation, we simply adopt SGD with initial learning rate of 64 and train for 100 epochs with batchsize of 1024.

| Model            | FLOPs×Views | Params | Top-1 |
|------------------|-------------|--------|-------|
| SlowFast [15]    | 213×10×3    | -      | 81.1  |
| SlowFast, +NL [15] | 234×10×3    | 59.9   | 81.8  |
| X3D-XL [14]      | 48×10×3     | 20.3   | 81.9  |
| MViT-B, 32×3 [13] | 170×5×1     | 36.8   | 83.4  |
| MViT-B-24, 32×3 [13] | 236×5×1     | 52.9   | 83.8  |
| R3D-RS-200       | 205×10×3    | 122.0  | 83.1  |
| R3D-RS-200 (48↑) | 307×10×3    | 122.0  | 83.8  |

Table 4: Comparisons of models trained from scratch on Kinetics-600. Inference “Views” is presented in viewtemporal × viewspace. “48↑”: scaling up input #frames from 32 to 48. SlowFast networks adopt the 16×8 setting with a R101 backbone.
We report the top-1 accuracy on Kinetics-400 in Table 6. Aligning with observation in Fig. 2, we find the performance saturating phenomenon as the model depth increase in self-supervised learning as well.

| Model                          | Pretrain | Dataset | FLOPs (B) × Views | Top-1 |
|--------------------------------|----------|---------|------------------|-------|
| VTN [25]                       | ImageNet-21K | Kinetics-400 | 4218×1×1 | 78.6  |
| TimeSformer-L [5]              | ImageNet-21K | Kinetics-400 | 2380×1×3 | 80.7  |
| ViViT-L/16×2 FE [1]            | ImageNet-21K | Kinetics-400 | 3980×1×3 | 81.7  |
| Swin-L [24]                    | ImageNet-21K | Kinetics-400 | 604×4×3 | 83.1  |
| Swin-L, 384 [24]               | ImageNet-21K | Kinetics-400 | 2107×10×5 | 84.9  |
| ViViT-H/16×2 [1]               | JFT       | Kinetics-400 | 3981×4×3 | 84.9  |
| R3D-RS-200 (48↑)               | WVT       | Kinetics-400 | 307×10×3 | 83.5  |

Table 5: Kinetics-400/600 result comparisons of our R3D-RS models and other models when pretrained on large-scale datasets.

| Model                          | R3D-RS-50 | R3D-RS-101 | R3D-RS-152 | R3D-RS-200 | R3D-RS-270 |
|--------------------------------|-----------|------------|------------|------------|------------|
| Top-1                          | 66.1      | 67.1 (+1.0) | 67.1 (+0.0) | 67.3 (+0.2) | 67.5 (+0.2) |

Table 6: Linear evaluation results of R3D-RS models based on self-supervised pretraining on Kinetics-400.

6 CONCLUSION

In this work, we revisit 3D ResNets in the light of the modern techniques that commonly applied in image classification. The proposed training and scaling strategies, along with lightweight architectural changes, significantly improve 3D ResNet models when trained from scratch on the popular Kinetics-400 and Kinetics-600 benchmarks. We believe our methods can benefit more models for action recognition and boarder video applications.
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