Properties of Quantum Systems via Diagonalization of Transition Amplitudes II: Systematic Improvements of Short-time Propagation
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In this paper, building on a previous analysis [1] of exact diagonalization of the space-discretized evolution operator for the study of properties of non-relativistic quantum systems, we present a substantial improvement to this method. We apply recently introduced effective action approach for obtaining short-time expansion of the propagator up to very high orders to calculate matrix elements of space-discretized evolution operator. This improves by many orders of magnitude previously used approximations for discretized matrix elements and allows us to numerically obtain large numbers of accurate energy eigenvalues and eigenstates using numerical diagonalization. We illustrate this approach on several one and two-dimensional models. The quality of numerically calculated higher order eigenstates is assessed by comparison with semiclassical cumulative density of states.
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I. INTRODUCTION

In first paper in this series [1] we analyzed in detail the earlier introduced method [2, 3, 4, 5] for studying properties of quantum systems based on the diagonalization of real-space discretized evolution operator, as well as the errors associated with the discretization process. This analysis provided us with a better understanding of this method that can be used to numerically calculate energy eigenvalues and eigenstates of few-body physical systems. We have shown that errors due to the finite discretization step \( \Delta \) used for space discretization vanish exponentially with \( 1/\Delta^2 \) for short time of propagation. This highly outperforms the usual (polynomial in \( \Delta^2 \)) behavior of errors in approaches with diagonalization of space-discretized Hamiltonians [6, 7, 8, 9]. In addition, derived analytic estimates for discretization errors provide an easy way for taking into account such errors and eliminating them in practical applications. For these reasons, the approach [2] now becomes the preferred method to study systems with few degrees of freedom, for which it can be efficiently and straightforwardly implemented. In our previous paper we have also analyzed estimates for errors due to the introduction of the space cutoff \( L \), providing simple criterion for assessing and eliminating errors of this type.

In the previous paper we have also demonstrated that time of propagation \( t \), a parameter introduced by this method, is a source of a new type of error that comes about from using short time approximations. This problem was not addressed at all in Ref. [2]. It has recently been discussed [10, 11, 12] and will be the main focus of the present paper. Errors associated with the time of evolution parameter \( t \) must be carefully taken into account and may substantially limit the precision of numerical calculation in the diagonalization method. In this paper we address this problem by applying the recently introduced effective action approach [13, 14, 15, 16, 17] to systematically improve approximations for transitions amplitudes. This in turn leads to the many orders of magnitude decrease of errors in obtained energy eigenvalues, as shown in this paper. We demonstrate on several lower-dimensional models how use of higher-order effective actions significantly reduces numerical errors and systematically improves obtained energy eigenvalues and eigenstates.

Together with the results from our previous paper, this paper completes the analysis of the method based on the diagonalization of transition amplitudes, providing us with necessary analytical knowledge to estimate errors of all types associated with this method and to numerically very accurately calculate large numbers of energy eigenvalues and eigenstates. This invites various applications of the method to the study of few-body quantum systems, some of which are discussed throughout the paper.

The text is organized as follows: in Section II we briefly review the effective action approach and demonstrate how it can be used for numerical calculation of transition amplitudes. In Sections III and IV we apply the exact diagonalization method [1, 2] improved by the use of effective actions to the numerical study of several one and two-dimensional models. In these sections we also show how the number of reliable energy eigenvalues can be estimated using comparison of numerically obtained results with semiclassical cumulative density of states for higher-lying eigenstates. Section V gives our concluding remarks and some relevant applications of this approach.

II. EFFECTIVE ACTIONS

To introduce the notation, we first briefly outline the diagonalization method [2], presented in more detail in Section 2 of our previous paper [1]. After discretizing the continuous space and replacing it with a grid defined
by a discretization step $\Delta$, all the quantities are defined only on a discrete set of coordinates $x_n = n\Delta$, where $n \in \mathbb{Z}$ is any integer number. For a physical system with Hamiltonian $\hat{H}$, the evolution operator (in the imaginary time formalism) is defined as $\exp(-t\hat{H})$, where $t$ is the time of evolution. Transition amplitudes are defined as

$$A(x, y; t) = \langle x|e^{-t\hat{H}}|y \rangle,$$  \hspace{1cm} (1)

and give the discretized evolution operator matrix elements

$$A_{nm}(t) = \Delta^d \cdot A(n\Delta, m\Delta; t),$$  \hspace{1cm} (2)

where $d$ is the number of spatial dimensions. The eigenvectors of such a matrix correspond to the space-discretized eigenfunctions of the original Hamiltonian, while the eigenvalues are related to the eigenvalues of the Hamiltonian and can be written as

$$e^{-tE_k(n\Delta, m\Delta, t)},$$  \hspace{1cm} (3)

where we emphasize the dependence of the numerically calculated eigenvalues on all discretization parameters. The number of obtained eigenvalues and eigenstates is equal to the linear size of matrix $A$, which has to be finite when we represent any physical system on the computer. Typically, we restrict the range of indices $n, m$ to the finite interval $-N \leq n, m < N$, so that the number of points in the grid is $S = (2N)^d$. Note that the range can be adjusted so that the size $S$ is an odd number. In Eq. (3) we have also introduced the space cutoff $L$, which corresponds to the restriction on the range of grid-point indices $n, m$, and is given by $L = N\Delta$.

As we can see, the precise calculation of transition amplitudes is essential for practical applications of this method. In Ref. [2] all calculations are based on the naive approximation for transition amplitudes

$$A^{(1)}(x, y; t) \approx \frac{1}{(2\pi t)^{d/2}} e^{-(x-y)^2/2t} e^{-i\mathcal{W}(x)+i\mathcal{W}(y)/2},$$  \hspace{1cm} (4)

which yields energy eigenvalues correct only to order $O(t)$, and is for this reason designated by $A^{(1)}$. If one uses the naive approximation for transition amplitudes, then times of propagation must be very short for errors to be small enough. Practically, even for short times of propagation, such errors are always much larger than the errors due to discretization, and therefore significantly limit the applicability of the method. In addition to this, the results obtained in our previous paper [1] on exactly solvable models suggest that longer times of propagation generally give smaller errors in the diagonalization approach. The trade-off between these effects and its implications on numerical results have been documented in [2].

To address this, in principle one can use Monte Carlo simulations [18, 19] to calculate amplitudes $A$ to high precision. Although this can effectively resolve the problem in many cases, it is often numerically very expensive.

More importantly, resorting to the use of Monte Carlo practically limits further analytical approaches. We will instead use the recently introduced effective action approach [13, 14, 15, 16, 17] that gives closed-form analytic expressions $A^{(p)}(x, y; t)$ for transition amplitudes which converge much faster,

$$A^{(p)}(x, y; t) = A(x, y; t) + O(t^{p+1}/d^{p/2}),$$  \hspace{1cm} (5)

where $p$ is an integer number corresponding to the order of the effective action used, i.e. order of energy eigenvalue errors $\mathcal{E}_p$. For a general many-body theory effective actions up to $p = 10$ have been derived, while for a specific models much higher values can be obtained, e.g. for the anharmonic oscillator and other polynomial interactions, for which effective actions have been calculated up to $p = 144$. So, if $p$ is high enough, it is sufficient that the time of evolution is less than the radius of convergence of the above series ($t < \tau_e \sim 1$) and errors in calculated values of transition amplitudes will be negligible. This is illustrated in Fig. [4] for the case of a quartic anharmonic oscillator. The use of high-order expansion in the time of propagation of amplitudes will allow us to use times of evolution up to $\tau_e$, which are much longer than the typical times one can use with the naive ($p = 1$) amplitudes. At the same time, the expansion up to very high orders substantially decreases the errors associated with $t$, and may practically eliminate them.

The analytic expressions for higher-order approximations for transition amplitudes are based on the notion of effective actions, which are introduced by casting the solution of the time dependent Schrödinger equation for the transition amplitude in the form

$$A(x, y; t) = \frac{1}{(2\pi t)^{d/2}} e^{-(x-y)^2/2t} e^{i\mathcal{W}(x)+i\mathcal{W}(y)/2},$$  \hspace{1cm} (6)
where $W(x, \delta; t)$ is the effective potential, with the following boundary behavior:

$$\lim_{t \to 0} W(x, \delta; t) = V(x).$$ \hspace{1cm} (7)

As shown previously, the effective potential $W(x, \delta; t)$ is regular in the vicinity of $t = 0$, enabling us to represent it in the form of a power series in short time of propagation $t$. The coefficients in this series are functions of the potential and its derivatives. The truncation of the series for the effective potential up to order $t^{p-1}$, designated by $W^{(p-1)}(x, \delta; t)$, gives the expansion of the transition amplitude accurate to $t^{p+1}/d^{p/2}$,

$$A^{(p)}(x, y; t) = \frac{1}{(2\pi t)^{d/2}} e^{-\frac{(x-y)^2}{2t}} - W^{(p-1)}\left(\frac{x+\delta y}{x}, x-y; t\right).$$ \hspace{1cm} (8)

The analytic expressions for higher-order effective actions therefore yield analytic approximations for amplitudes with the convergence behavior given by Eq. (5). We emphasize that although the structure of the effective action solution form (6) is motivated by the path integral formalism, the expression for amplitudes obtained in the above approach contains no integrals and can be used straightforwardly as long as the time of propagation is below the radius of convergence of the short-time series expansion.

For the exactly solvable case of a harmonic oscillator one finds that the radius of convergence is $\tau_c = \pi/\omega$. The radius of convergence is simply the distance in the complex time plane from the origin to the nearest singularity of the propagator. For the harmonic oscillator the singularities are located at $\pm ik\pi/\omega$, $k \in \mathbb{N}$. The consequence of these singularities is that the power series for the effective potential $W(x, \delta; t)$ converges only for $t < \tau_c$. It is often difficult to analytically determine the radius of convergence of the short time expansion of the transition amplitude. However, numerically this is a very simple problem, since outside of the radius of convergence the calculated approximative amplitudes rapidly tend to infinity (for levels $p$ for which the effective potential is not bounded from below; see Ref. [20]) or to zero with the increase of $p$. From Fig. 1 we easily estimate radius of convergence to be $\tau_c \approx 1$ for a quartic anharmonic potential $V(x) = \frac{1}{2}M\omega^2 x^2 + \frac{g}{24}x^4$, with parameters $M = \omega = 1$, $g = 10$. Such numerical determination of the radius of convergence for a given level $p$ is always done before practical use of the effective potential. Note that we are not interested in the precise value of $\tau_c$, just in its rough estimate which will allow us to safely use times of propagation below $\tau_c$.

To conclude the section, let us stress that the effective action approach can be used only for sufficiently smooth potentials, i.e. those that have derivatives of the required order, corresponding to the level $p$ of effective action, as discussed in Ref. [12]. For potentials that do not fulfill this condition (e.g. stepwise potentials), the effective action approach cannot be directly used. However, one can replace the original potential with some of its smooth deformations, perform numerical calculations, and at the end take the limit of the deformation parameter in which the original potential is recovered. The numerical results obtained in such a way must be carefully cross-checked using other methods.

III. NUMERICAL RESULTS FOR $d = 1$ MODELS

In this section we apply the approach outlined above to several $d = 1$ models and demonstrate its substantial advantages for numerical studies of eigenstates of various physical systems. We numerically analyze all sources of errors present in this approach due to discretization parameters $L$ and $\Delta$, as well as the time of propagation parameter $t$. We present the obtained numerical results for energy eigenvalues and eigenstates. We also assess the quality of the obtained energy spectra through comparison with the semiclassical approximation for the density of states, which should be accurate at least for the higher regions of the spectrum.

The first model we study is the quartic anharmonic oscillator with potential

$$V(x) = \frac{1}{2}M\omega^2 x^2 + \frac{g}{24}x^4.$$ \hspace{1cm} (9)

For this potential the effective actions have been previously derived up to $p = 144$ [21], and here we will use various levels $p$ to illustrate the dependence of errors on the level $p$ used in calculations.

Fig. 2 presents the analysis of various errors in the ground energy calculation for a particular choice of parameters of the potential $M = \omega = 1$, $g = 48$. The spectrum of the potential is calculated by the numerical diagonalization of the space-discretized transition amplitude matrix. The errors are estimated using the exact value of the ground energy calculated elsewhere [22] by a different technique to very high precision. The dependence of the error related to the introduction of the space cutoff $L$ is illustrated in Fig. 2a, while Fig. 2b gives the dependence of ground energy errors on the time of propagation parameter $t$ for various values of the discretization step $\Delta$. On both graphs we see the results obtained with effective actions of different levels $p$. Fig. 2c clearly shows that the errors due to the time of propagation are proportional to $t^p$, as expected when we use the effective action of the level $p$. The errors in eigenvalues are of the same order as errors in calculation of individual matrix elements, and for this reason we see the typical $t^p$ behavior of ground and higher energy eigenvalues. It is already now evident that the use of higher order effective actions increases the accuracy of numerically calculated energy eigenstates for many orders of magnitude. This is the most important contribution of this paper.

The $L$-dependence of the error is analytically known [1, 23, 24]. The saturation of errors in Fig. 2a, for a given level $p$ corresponds to a maximal precision that can be achieved with that $p$, i.e. denotes the value of $L$ for
which errors introduced by other sources become larger than the error due to the finite value of the space cutoff. This can be easily seen if we combine the data from both graphs. For example, the level $p = 9$ effective action has the saturated value of the error of the order of $10^{-14}$. For $t = 0.02$ we find that the error due to the time of propagation is of the same order if one uses sufficiently fine discretization ($\Delta = 0.05$). Therefore, the saturation of errors on the left-hand graph are caused by the errors due to the time of propagation. However, if one uses discretization which is not sufficiently fine, the saturation of errors can be also caused by the discretization effects. Such effects can be also analytically estimated to be proportional to $-2 \exp(-2\pi^2 t/\Delta^2) \cosh(\pi^2(k + 1)t/L\Delta)/t$, as we have shown in the previous paper [1].

Table I gives low-lying energy eigenvalues of the anharmonic oscillator for a particular choice of the parameters of the potential and discretization parameters. In principle, one can achieve arbitrary precision by the use of appropriately chosen discretization parameters. Of course, for arbitrary precision calculations one has to use one of the software packages able to support such calculations. For example, we have used Mathematica [25] in order to be able to achieve high-precision results presented on the above graphs. The important conclusion is that even for very moderate values of discretization parameters, the use of higher-order effective actions leads to very small errors, which may be practically implemented with minimal computing resources.

The analysis of errors such as the one presented in Fig. 2 is sufficient to estimate optimal values of discretization parameters. In general, for a desired numerical precision of energy eigenvalues, the optimal values of parameters are chosen so that all types of errors are approximately the same. The overall error is always dominated by the largest of all errors, and therefore it is optimal to have all errors of the same order of magnitude.

For specific calculations one can have additional constraints. For example, if one is interested only in energy eigenvalues, then the optimal parameters are obtained by minimizing all errors and minimizing the ratio $N = L/\Delta$, which corresponds to the size of the transition operator matrix $S = 2N$ that needs to be numerically diagonalized. The minimization of $N$ is performed in order to minimize computation time needed for the diagonalization, which roughly scales as $N^3$.

On the other hand, if one is interested in details of energy eigenfunctions, then it might be necessary to have a fixed small value for the discretization step $\Delta$, which will allow all features of eigenstates to be visible. This is especially important for studies of higher energy eigenfunctions which e.g. have many nodes, and in order to

### Table I: Low-lying energy levels of the anharmonic quartic potential, obtained by diagonalization using level $p = 13$ effective action.

| $k$ | $E_k$ | $|\Delta E_k|$ | $\delta E_k$ |
|-----|-------|----------------|-------------|
| 0   | 0.951568472729500114688(8) | $3 \times 10^{-12}$ | $6 \times 10^{-12}$ |
| 1   | 3.29286782143446592691(67)  | $4 \times 10^{-12}$ | $2 \times 10^{-12}$ |
| 2   | 6.30388056744656592989(522) | $2 \times 10^{-11}$ | $4 \times 10^{-11}$ |
| 3   | 9.72732317270370501553(448) | $5 \times 10^{-11}$ | $5 \times 10^{-11}$ |
| 4   | 13.48127583663655838381(489) | $2 \times 10^{-10}$ | $2 \times 10^{-10}$ |
| 5   | 17.5141329092507092506206(6) | $3 \times 10^{-10}$ | $2 \times 10^{-10}$ |
| 6   | 21.79056391796515897387441(14) | $3 \times 10^{-10}$ | $3 \times 10^{-10}$ |
| 7   | 26.286125156065810490902989(10) | $2 \times 10^{-10}$ | $7 \times 10^{-10}$ |
| 8   | 30.9798823793836957580213(8) | $2 \times 10^{-10}$ | $8 \times 10^{-10}$ |
| 9   | 35.8564387666659711464481(14) | $3 \times 10^{-9}$ | $9 \times 10^{-9}$ |

FIG. 2: (Color online) (a) Deviations from the ground energy $|E_0^{(p)}(\Delta, L, t) - E_0^{\text{exact}}|$ as a function of the space cutoff $L$ and (b) as a function of the time $t$. The ground energy is obtained using different levels $p = 1, 3, 5, 7, 9, 11, 13$ (top to bottom) of the effective action for the quartic anharmonic potential, with parameters $M = \omega = 1$, $g = 48$, $\Delta = 0.05$, $t = 0.02$ on graph (a), and $L = 4$ on graph (b). The exact ground energy $E_0^{\text{exact}} = 0.95156847272950001114693$ ... is taken from Ref. [22]. Dashed lines on the graph (b) correspond to the known discretization error [1].
study them it is necessary to have sufficient spatial resolution. In such case, the value of $\Delta$ is fixed and other parameters are chosen so as to minimize the errors to a desired value. For example, with the discretization step of the order $\Delta = 10^{-3}$ we have been able to accurately calculate several hundreds energy eigenfunction of the quartic anharmonic oscillator.

Table II gives eigenvalues of the double-well potential, obtained from the quartic anharmonic potential (9) by setting the mass $M$ to some negative value. As can be seen, numerically obtained energy eigenvalues have the precision similar to the previous case of the quartic potential without symmetry breaking. The double well behavior of the potential does not present any obstacle in its numerical treatment by this method.

Another situation in which one might be interested to keep the ratio $N = L/\Delta$, i.e. the size of the space-discretized evolution operator matrix as large as possible is when a large number of energy eigenlevels is needed. The number of energy eigenvalues that can be calculated by the diagonalization is limited by the size of the matrix $S = 2N$. Usually the highest energy levels cannot be used due to the accumulation of numerical errors, and therefore one needs to have a matrix of sufficient size in order to study energy spectra. In such cases it is necessary to use highly optimized libraries for numeric diagonalization. We have implemented the effective actions as a C programming language code [21] and used LAPACK [22] library for numeric diagonalization to calculate large number of energy eigenstates and eigenfunctions.

Even when one uses such a sophisticated tool, the highest eigenvalues cannot be used due to accumulation of numerical errors. In order to assess the quality of the obtained results for higher energy eigenstates, it is necessary to compare the numerical results with some known properties of the physical system. One such property is density of states, defined formally as

$$\rho(E) = \sum_{k=0}^{\infty} \delta(E - E_k),$$

for a system with a discrete spectrum. This relevant physical quantity can be directly calculated using numerically obtained spectra. On the other hand, it can be also analytically calculated using semiclassical approximation. This approximation is valid at least in the high-energy region, and we can use it to assess the quality of our numerical results. In semiclassical approximation, the density of states is calculated as

$$\rho_{sc}(E) = \int \frac{d^d x \, d\mathbf{p}}{(2\pi\hbar)^d} \delta(E - H(x, p)),$$

replacing the discrete spectrum with a continuous distribution of energy defined by the classical Hamilton function $H(x, p)$. After integration over momenta, we obtain the well known result [23]

$$\rho_{sc}(E) = \frac{(M/2\pi\hbar^2)^{d/2}}{\Gamma(d/2)} \int d^d x \, \Theta(E - V(x)) \, (E - V(x))^{d-1},$$

where $\Theta$ is the Heaviside step-function. For the quartic anharmonic potential (9) in $d = 1$ the density of states can be expressed in terms of the complete elliptic integral of the first kind $K(k) = F(\pi/2, k)$ [23].

$$\rho_{sc}(E) = \frac{\sqrt{2M/\pi^2\hbar^2}}{(M^2\omega^4/4 + gE/6)^{1/4}} \times K\left(\frac{1}{2} - \sqrt{M^2\omega^4/4 + gE/6}\right).$$

In practical applications, especially in $d = 1$, it might be difficult to compare directly semiclassical approximation for density of states and numerically obtained histogram for $\rho(E)$, since energy levels are usually not degenerated, so the spectrum is very sparse. In order to have sufficient statistics for a reasonable histogram, one has to use large value for bin size, and effectively the whole numerically available spectrum is reduced to just a few bins. For this reason, it is more instructive to study the cumulative density of states,

$$n(E) = \int_{V_{mn}}^{E} dE' \rho(E'),$$

which counts the number of energy eigenstates smaller or equal to $E$. For quartic anharmonic oscillator the cumulative density of states is given by the above integral of the complete elliptic integral of the first kind, and can be calculated numerically. Fig. 4 gives comparison of cumulative density of states calculated from our numerical diagonalization results and semiclassical approximation $n_{sc}(E)$. As expected, the agreement is excellent up to

| $k$ | $E_k$ | $|\Delta E_k|$ | $\delta E_k$ |
|-----|------|---------------|------------|
| 0   | $0.328826502590537561520(2)$ | $7 \times 10^{-10}$ | $2 \times 10^{-10}$ |
| 1   | $1.4172681015065210733(23)$ | $5 \times 10^{-10}$ | $4 \times 10^{-10}$ |
| 2   | $3.081950628415341204(849)$ | $3 \times 10^{-10}$ | $1 \times 10^{-10}$ |
| 3   | $5.019323060355788021(7990)$ | $2 \times 10^{-10}$ | $4 \times 10^{-10}$ |
| 4   | $7.18620325233894478(3585)$ | $5 \times 10^{-10}$ | $8 \times 10^{-10}$ |
| 5   | $9.542585745212038672421$ | $2 \times 10^{-9}$ | $2 \times 10^{-9}$ |
| 6   | $12.0640373468116357542(11)$ | $4 \times 10^{-9}$ | $4 \times 10^{-9}$ |
| 7   | $14.7314279571006902462500$ | $1 \times 10^{-8}$ | $7 \times 10^{-9}$ |
| 8   | $17.531074515638034(411592)$ | $3 \times 10^{-8}$ | $2 \times 10^{-8}$ |
| 9   | $20.4519281359123716(968554)$ | $5 \times 10^{-8}$ | $3 \times 10^{-8}$ |
very high values of energies, where numerical diagonalization eventually fails due to the finite number of calculated energy eigenvalues and effects of discretization. Such behavior can be improved by using finer discretization (smaller spacing size), as illustrated by two different discretization steps for \( g = 48 \), \( M = 1 \) in Fig. 3. Such analysis can be used to assess the obtained spectrum.

In order to further demonstrate the applicability of the method, we also present numerical results for the quartic anharmonic and double-well potential, for \( \omega = 1 \), \( t = 0.02 \), \( p = 21 \) and the following values of diagonalization parameters: \( L = 10 \) for \( g = 12 \) and \( L = 8 \) for \( g = 48 \). The discretization step is given on the graph by the value of \( L/\Delta \), top to bottom. Long-dashed lines give corresponding semiclassical approximations for the cumulative density of states.

\[ V(x) = -\frac{\alpha^2}{2} \frac{\lambda(\lambda - 1)}{\cosh^2 \alpha x}, \]

which has only a finite set of discrete energy eigenlevels \( E_k = -\alpha^2(\lambda - 1 - k)^2/2 \) for integer \( k \) from the interval \( 0 \leq k \leq \lambda - 1 \). Energy eigenvalues and eigenfunctions of this model are analytically known, and we will use them to further test our method. Effective actions to very high order are available also for this potential [21], and we use them for numerical diagonalization of the evolution operator. Naturally, the diagonalization will give as many eigenvalues and eigenvectors as the size of the matrix \( S \), but only the first few can be interpreted as bound states of the potential, according to the above condition \( 0 \leq k \leq \lambda - 1 \).

Fig. 3 gives the analysis of errors in the ground en-
ergy due to the space cutoff, while Fig. 4b gives the corresponding analysis of $L$-errors for numerical calculation of the energy level $E_5$. As we can see, the behavior of errors is the same as for the case of anharmonic oscillator, and we are again able to obtain high accuracy results. Fig. 4 gives the time dependence of errors in ground energy obtained by numerical diagonalization using different levels $p$ of effective actions. The scaling of errors proportional to $\theta^p$ is evident from the graph, as well as the discretization errors due to the finite discretization step $\Delta$. To ensure that the effective potential is bounded from below, in this case we have to remove higher-order powers of discretized velocity $\delta$ from the effective potential near $x = 0$, since such terms have non-vanishing negative coefficients in the vicinity of $x = 0$, due to a peculiar nature of the potential. In practical applications, one can use e.g. $p = 1$ effective action (which does not depend on $\delta$) near $x = 0$. As can be seen, this does not affect the obtained numerical results.

Table III, gives the obtained energy spectra for the modified Pöschl-Teller potential with the parameters $\alpha = 0.5$, $\lambda = 15.5$. If necessary, the precision of obtained energy levels can be further increased by appropriately changing the discretization parameters. Contrary to the situation for anharmonic oscillator, where relative error of numerically calculated low-lying energy levels did not change significantly, here we see that the increase in the error is substantial. This is caused by the fact that this potential has only a small finite set of discrete bound states, so energy levels $k \sim 10$ correspond to the very top of the discrete spectrum. In practical applications such pathological situations are not encountered, but as we can see, even this can be dealt with by the proper choice of discretization parameters. The quality of numerically calculated eigenfunctions is assessed in Table III, where we give a symmetric matrix of scalar products $\langle \psi_k | \psi_l^{exact} \rangle$ of numerically calculated and analytic eigenfunctions. As we can see, the overlap between analytic and numeric eigenfunctions is excellent, and they are orthogonal with high precision, which is preserved even for higher energy levels. We have also verified that for parameters given in the caption of Table III and with the discretization step of the order $\Delta = 10^{-3}$ eigenfunctions of all bound states can be accurately reproduced.

### Table III: (a) Low-lying energy levels of the modified Pöschl-Teller potential, obtained by diagonalization using level $p = 21$ effective action. The parameters used: $\alpha = 0.5$, $\lambda = 15.5$, $L = 5$, $\Delta = 0.02$, $t = 0.1$. (b) Symmetric table of scalar products $\langle \psi_k | \psi_l^{exact} \rangle$ of numerically calculated and analytic eigenstates for $k, l = 0, 1, 2, 3, 4, 5$.

| $k$ | $E_k$ | $E_k^{exact}$ | $|E_k - E_k^{exact}|$ | $\delta E_k$ |
|-----|-------|---------------|------------------------|-------------|
| 0   | $-26.2812500000000000000000(174)$ | $-26.28125$ | $2 \times 10^{-26}$ | $7 \times 10^{-26}$ |
| 1   | $-22.7812500000000000000000028812$ | $-22.78125$ | $3 \times 10^{-26}$ | $2 \times 10^{-26}$ |
| 2   | $-19.53124999999999999999999(736443)$ | $-19.53125$ | $3 \times 10^{-26}$ | $2 \times 10^{-26}$ |
| 3   | $-16.5312499999999999999999999(6571136)$ | $-16.53125$ | $4 \times 10^{-26}$ | $2 \times 10^{-26}$ |
| 4   | $-13.7812499999999999999999999999(81958971010)$ | $-13.78125$ | $2 \times 10^{-26}$ | $2 \times 10^{-26}$ |
| 5   | $-11.281249999999999999999999999999(3983931030680)$ | $-11.28125$ | $6 \times 10^{-26}$ | $6 \times 10^{-26}$ |
| 6   | $-9.03124999999999999999999999999999(8602255352218206)$ | $-9.03125$ | $2 \times 10^{-26}$ | $2 \times 10^{-26}$ |
| 7   | $-7.031249999999999999999999999999999999999999(773547728177905754)$ | $-7.03125$ | $3 \times 10^{-26}$ | $4 \times 10^{-26}$ |
| 8   | $-5.281249999999999999999999999999999999999999999(74811672590174261082)$ | $-5.28125$ | $3 \times 10^{-26}$ | $5 \times 10^{-26}$ |

| $k$ | 0 \ $1 - 4.1 \cdot 10^{-21}$ | 1 \ $1.2 \cdot 10^{-13}$ | 1 \ $2.8 \cdot 10^{-6}$ | 2 \ $7.4 \cdot 10^{-14}$ | 3 \ $3.0 \cdot 10^{-7}$ | 4 \ $7.9 \cdot 10^{-14}$ |
|-----|---------------------------|---------------------------|---------------------------|---------------------------|---------------------------|---------------------------|
| 1   | $1.2 \cdot 10^{-13}$ | 1 \ $1.1 \cdot 10^{-14}$ | 1 \ $2.1 \cdot 10^{-14}$ | 1 \ $4.5 \cdot 10^{-16}$ | 1 \ $6.5 \cdot 10^{-14}$ | 1 \ $6.5 \cdot 10^{-14}$ |
| 2   | $2 \cdot 10^{-6}$ | 1 \ $2 \cdot 10^{-14}$ | 1 \ $2.2 \cdot 10^{-14}$ | 1 \ $1.3 \cdot 10^{-14}$ | 1 \ $5.9 \cdot 10^{-16}$ | 1 \ $2.2 \cdot 10^{-14}$ |
| 3   | $7.4 \cdot 10^{-14}$ | 1 \ $4.5 \cdot 10^{-16}$ | 1 \ $1.3 \cdot 10^{-14}$ | 1 \ $3.1 \cdot 10^{-14}$ | 1 \ $3.1 \cdot 10^{-14}$ | 1 \ $6.9 \cdot 10^{-16}$ |
| 4   | $3 \cdot 10^{-7}$ | 1 \ $4 \cdot 10^{-14}$ | 1 \ $5.9 \cdot 10^{-16}$ | 1 \ $3 \cdot 10^{-14}$ | 1 \ $4 \cdot 10^{-14}$ | 1 \ $7.9 \cdot 10^{-14}$ |
| 5   | $7.9 \cdot 10^{-14}$ | 1 \ $6.5 \cdot 10^{-16}$ | 1 \ $2.1 \cdot 10^{-14}$ | 1 \ $6.9 \cdot 10^{-16}$ | 1 \ $7.9 \cdot 10^{-14}$ | 1 \ $5.8 \cdot 10^{-14}$ |

### IV. NUMERICAL RESULTS FOR $d = 2$ MODELS

In this section we illustrate the application of the numerical method based on the diagonalization of transition amplitudes on two $d = 2$ models. The first model is the anharmonic oscillator

$$V(x, y) = \frac{1}{2} M (\omega_+^2 - \Omega^2) (x^2 + y^2) + \frac{g}{24} (x^2 + y^2)^2$$

$$= \frac{1}{2} M \omega_+^2 (1 - r^2) (x^2 + y^2) + \frac{g}{24} (x^2 + y^2)^2, \quad (16)$$

which is used for a description of the trapping potential used in a recent experiment with fast-rotating Bose-Einstein condensate of $^{87}$Rb atoms [29, 30, 31]. The harmonic frequency of the trapping potential is partially compensated by the rotation frequency $\Omega$. The small quartic anharmonicity is used in order to allow the condensate to be rotated at the critical frequency $\Omega = \omega_\perp$, and still to remain confined. The ratio $r = \Omega/\omega_\perp$ is used to express rotation frequency in suitable units of harmonic frequency $\omega_\perp$.

The typical values of parameters used in the experi-
ment are \( \omega_\perp = 2\pi \cdot 64.8 \) Hz and \( g = g_{\text{exp}} = 1.56 \cdot 10^{-10} \) J/m^4. In Fig. 5 we have used much larger quartic coupling \( g \approx 2 \cdot 10^3 g_{\text{exp}} \) in order to increase the non-harmonic effects of the potential. Also, the graphs in Fig. 5 are calculated for critical rotation \( (r = 1) \), where the potential is reduced to a pure quartic interaction. The analysis of errors is very similar as in the one-dimensional cases we studied in the previous section. The dependence of ground energy errors on the space cutoff \( L \) is shown in Fig. 5, and we see the usual saturation of errors for sufficiently large values of \( L \). The saturated value rapidly decreases (by several orders of magnitude) as we increase the level \( p \) of the effective action used to calculate space-discretized matrix of the evolution operator. Fig. 5 shows the time dependence of ground energy errors, which are found to fully agree with the scaling law \( t^p \) for sufficiently fine discretization. Again, the discretization errors basically conform to the universal dependence given in Eq. (17) of our previous paper [1]. The dimensionality of the system introduces an overall multiplicative factor of 2, and the additional factor of 2 in the cosh term.

Table IV gives the numerically obtained energy eigenvalues for different sets of parameters of the potential: non-rotating system, system with overcritical rotation \( (r = 1.05) \), and system with overcritical rotation, but with significantly larger anharmonicity \( (g = 10^3 g_{\text{exp}}) \). From the analysis of discretization errors and errors related to the use of a chosen effective action level \( p \), we can estimate the errors in found energy eigenvalues to be of the order \( 10^{-15} \), where we express energy in units of \( \hbar \omega_\perp \). The results in the Table IV are obtained by numerical diagonalization based on the C SPEEDUP code 21 and the use of the LAPACK 20 library. The estimated error in energy eigenvalues is smaller than the (relative) error which can be achieved in typical C simulations, which is of the order \( 10^{-14} \). This is easily verified, since for several different values of discretization parameters we get the same stable results shown in the table. Therefore, this table gives certain digits in all energy eigenvalues, and
the error can be cited as implicit (half of the last digit). This is good example for practical applications, where we have managed to eliminate all types of errors below the limit that can be seen due to inherent numerical errors of computer simulation. However, if such complete elimination of errors is not possible due to the limitations in computer memory or computation time, the analysis of errors presented in Fig. 5 allows us to reliably estimate numerical errors in energy eigenvalues.

Fig. 6 shows the numerically obtained ground state for this two-dimensional potential for the case of overcritical rotation. The ground state has the expected Mexican hat shape. The figure gives a three-dimensional plot of the ground state on the left, and the corresponding density plot on the right, with values of the wave function mapped to colors. Fig. 7 gives density plots of $k = 1, 2, 3, 4$ eigenfunctions for the same values of parameters. The discretization is sufficiently fine ($\Delta = 0.25$ in rescaled dimensionless units) so that all features of calculated eigenfunctions are clearly visible.

The numerical study of this example related to Bose-Einstein condensation is chosen as an example where ground state eigenfunction is necessary with high resolution in order to calculate e.g. time-of-flight absorption graphs [32] and to study formation and evolution of vortices in the condensate. In addition to this, large numbers of accurate eigenstates are needed for calculation of the condensation temperature, condensate fraction, and other static and dynamic properties of the condensate. For this reason, it is necessary to assess numerically obtained eigenstates and use only reliable ones in further calculation. As in the one-dimensional case, we will calculate the density of states $\rho_{sc}(E)$ in semiclassical approximation, and use it as a criterion for the reliability of high-energy eigenstates. In $d = 2$, the density of states is given by a simple formula

$$\rho_{sc}(E) = \frac{M}{2\pi\hbar^2} \int dx \Theta(E - V(x)).$$  \hspace{1cm} (17)

For the quartic anharmonic potential (16) the density of states can be analytically calculated

$$\rho_{sc}(E) = \frac{M}{2\hbar^2} \left( -\frac{6M\omega^2}{g} \frac{(1 - r^2)}{g} + \sqrt{\left(\frac{6M\omega^2}{g} \frac{(1 - r^2)}{g} \right)^2 + \frac{24E}{g}} \right),$$  \hspace{1cm} (18)

or, in dimensionless units used in all numerical calculations,

$$\rho_{sc}(E) = -\frac{3}{g} (1 - r^2) + \sqrt{\frac{9}{g^2} (1 - r^2)^2 + \frac{6E}{g}}.$$ \hspace{1cm} (19)
from Fig. 8, and again sets the same limit of reliable energy levels for chosen discretization parameters.

The second two-dimensional model we have studied numerically is a sextic anharmonic oscillator,

\[ V(x, y) = V_x(x) + V_y(y) + V_{xy}(x - y), \]

(20)

where \( V_i(x) = V_{i0}(a_i x^2 + b_i x^4 + c_i x^6) \). The values of the coefficients used are given in Table V. The study of this potential is motivated by Ref. [33], where it has been used to investigate the transition from regular to chaotic classical motion. Fig. 9 shows the numerically obtained ground state for this two-dimensional potential, as a three-dimensional plot on the left, and as a density plot on the right. Fig. 10 gives density plots of \( k = 1, 3, 7, 8 \) eigenfunctions for the same values of parameters. The discretization is sufficiently fine (\( \Delta = 0.04 \)) so that we can resolve all details in the presented eigenstates.
We have demonstrated that the presented approach can be successfully used for numerical studies of lower-dimensional models. Note that in $d = 3$ the complexity of the algorithm and sizes of matrices to be diagonalized may practically limit the applicability to the calculation of only low-lying energy levels. Also, in this case it might be difficult to numerically obtain three-dimensional eigenfunctions on finer grids, since even moderate grids with 50-100 points in one dimension would require exact diagonalization of extremely large matrices.

At the end, let us compare the complexity of the presented approach and direct diagonalization of the space-discretized Hamiltonian, as well as finite-element methods. The main difference in the complexity of algorithms is related to the exponential growth in the size of analytic expressions for the effective potential with the increase of the level $p$, as discussed in Ref. [13]. Therefore, the required CPU time for construction of the matrix to be diagonalized in the presented approach grows exponentially with the level $p$, while in other methods the construction of such a matrix does not require a significant amount of time. However, the time for exact diagonalization far outweighs the time needed for construction of even large matrices with moderate levels $p$ of the order 10-20. The significant benefit of practically eliminating errors associated with the time of propagation therefore fully justifies the use of the effective action approach. Of course, in practical applications one has to study the complexity of the algorithm and to choose the optimal level $p$ which will sufficiently reduce the errors, while keeping the complexity of the calculation on the acceptable level.

FIG. 10: (Color online) Density plots of level $k = 1, 3, 7, 8$ eigenstates of a sextic anharmonic potential, obtained by diagonalization using the level $p = 21$ effective action. The parameters of the potential are given in the text. The diagonalization parameters: $L = 4, \Delta = 0.04, t = 0.01$.

V. CONCLUSIONS

In this paper we have presented a substantial improvement of previously introduced method [2] for study or properties of quantum systems using numeric diagonalization of the space-discretized evolution operator. This approach allows exact numeric calculation of a large number of energy eigenvalues and eigenstates of the system. Our previous paper [1] has presented detailed analysis of all types of discretization errors inherent to this method, which were not analyzed completely before.

This paper resolves a key problem in practical applications of this approach: accurate calculation of transition amplitudes, matrix elements of the space-discretized evolution operator. Using recently introduced effective action approach [13] that gives systematic short-time expansion of the evolution operator, we can analytically calculate matrix elements of the evolution operator with high precision. This enables high precision calculation of energy eigenvalues and eigenstates, as was shown in this paper.

The derived analytical estimates for all types of errors, including errors due to the approximative calculation of transition amplitudes, provide us with a way to choose optimal discretization parameters and to reduce overall errors in energy eigenvalues and eigenstates for many orders of magnitude, as was demonstrated for several one- and two-dimensional models. We have shown that numerical diagonalization of the space-discretized evolution operator can be successfully applied for studies of many interesting lower dimensional models. Due to the superior behavior of discretization and other errors in this method compared to methods based on diagonalization of the discretized Hamilton operator and related methods, the presented approach is a method of choice for numerical studies of lower-dimensional physical systems. The authors are already using this approach for numerical investigation of properties of fast rotating Bose-Einstein condensates [32], and plan to use it for the treatment of dilute quantum gases in a disordered environment. Another interesting line of research would be combining the present method with the density matrix renormalization group (DMRG) approach [7, 34].
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