Application of independent component analysis and TOPSIS to deal with dependent criteria in multicriteria decision problems
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Abstract
A vast number of multicriteria decision making methods have been developed to deal with the problem of ranking a set of alternatives evaluated in a multicriteria fashion. Very often, these methods assume that the evaluation among criteria is statistically independent. However, in actual problems, the observed data may comprise dependent criteria, which, among other problems, may result in biased rankings. In order to deal with this issue, we propose a novel approach whose aim is to estimate, from the observed data, a set of independent latent criteria, which can be seen as an alternative representation of the original decision matrix. A central element of our approach is to formulate the decision problem as a blind source separation problem, which allows us to apply independent component analysis techniques to estimate the latent criteria. Moreover, we consider TOPSIS-based approaches to obtain the ranking of alternatives from the latent criteria. Results in both synthetic and actual data attest the relevance of the proposed approach.
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1 Introduction

Either in personal life or in industrial environments, most of the decisions involve situations where there is a large amount of information. In that respect, the development of appropriate methods which can deal with those situations has become an important issue in various research domains, such as operational research, management science, economics and computer science (Zavadskas, Turskis, & Kildienė, 2014).

A typical problem addressed in decision making is how to obtain a ranking of a set of alternatives given their evaluation according to a set of criteria. In order to deal with this problem, several Multicriteria Decision Making (MCDM) methods have been developed along the last decades (J. Figueira, Greco, & Ehrigott, 2016; Tzeng & Huang, 2011). Examples of existing approaches include the Simple Additive Weighting (SAW) method (Tzeng & Huang, 2011), the Analytic Hierarchy Process (AHP) (Saaty, 1987), the ELECTRE methods (Roy, 1968; Govindan & Jepsen, 2016) and the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) (Hwang & Yoon, 1981). For instance, the TOPSIS and some extended versions have been used in several applications (Behzadian, Otaghsara, Yazdani, & Ignatius, 2012; Zavadskas, Mardani, Turskis, Jusoh, & Nor, 2016; Yoon & Kim, 2017), such as in energy planning (Kaya & Kahraman, 2011) and factory maintenance (Cables, García-Cascales, & Lamata, 2012) problems, lean performance (Kumar, Singh, Qadri, Kumar, & Haleem, 2013) and pure-play e-commerce companies (Bai, Dhavale, & Sarkis, 2014) evaluation, and identification of spreading ability of nodes (Hu, Du, Mo, Wei, & Deng, 2016).

However, the existing approaches often consider that the evaluation among the observed criteria are independent which may not be true in real applications. As a consequence, the results may be biased toward alternatives that have good evaluations in two or more dependent criteria, since they measure similar characteristics. One may cite as an example the problem of ranking a set of students according to their grades in a set of subjects (Grabisch, 1996), such as human resources, physics and linear algebra. In this scenario, since both physics and linear algebra measure similar competences, the ranking may be biased towards students with good grades in these subjects.

In the literature, one may find several approaches that aim at dealing

---

\(^1\)In this work, independence (or dependence) among criteria will refer to statistical independence (or statistical dependence) among the observed evaluations with respect to the decision criteria. See (Roy, 1996) for an interesting discussion on this topic.
with dependent criteria in MCDM problems. For instance, a well-known is the application of Choquet integrals (Grabisch 1996; Grabisch & Labreuche 2010), which is a non-linear aggregator that can be used to model interactions (redundancy and/or synergy) among criteria through fuzzy parameters. Moreover, Figueira, Greco and Roy (2009) proposed an extended version of ELECTRE methods, which performs interaction among criteria by applying a new concordance index. Zhu et al. (2016) applied Principal Component Analysis (PCA) technique and TOPSIS approach to deal with correlation among the decision data. Wang (2015) and Wang et al. (2017) also combined TOPSIS with PCA and variable clustering, respectively, to address multicollinearity between criteria.

Another TOPSIS-based approach used to deal with dependent criteria in MCDM problems is the TOPSIS-M (Vega, Aguarón, García-Alcaraz, & Moreno-Jiménez 2014). The original version of TOPSIS relies on a global evaluation of each alternative based on the Euclidean distances between the given alternative and both positive and negative ideal alternatives. On the other hand, TOPSIS-M addresses the dependent criteria by applying the Mahalanobis distance (Mahalanobis 1936; De Maesschalck, Jouan-Rimbaud, & Massart 2000) instead of the Euclidean one. This feature has motivated the application of TOPSIS-M in several problems. For instance, Antuchevičienė et al. (2010) and Chang et al. (2010) applied the TOPSIS-M approach to rank different types of areas for building redevelopment and to evaluate mutual funds, respectively. Wang and Wang (2014) discussed the same procedure in the context of the Chinese high-tech industry. Chen and Lu (2015) and Chen (2017) used a fuzzy TOPSIS-M to obtain the scores of insurance companies and investment policies, respectively. Wang, Li and Zheng (2018) considered an entropy weighted TOPSIS-M approach in China energy regulation.

In view of well-established theoretical grounds of the TOPSIS approach, and motivated by the existence of practical problems that have been dealt with by means of TOPSIS-based methods that are able to deal with correlated criteria, our proposal shall be built upon the TOPSIS methodology. In particular, we shall consider in our proposals the classical TOPSIS and on TOPSIS-M variant. An important motivation of our work comes from the observation that, although the TOPSIS-M approach has been used to deal with dependent criteria in MCDM problems, in some situations, the covariance matrix used in Mahalanobis distance may not be sufficient to capture the complexity behind the interactions between the observed criteria. As
will be discussed in this paper, the distances calculated in TOPSIS-M can be seen as Euclidean ones in a transformed space in which the decision data are not correlated anymore. In other words, this approach aims at finding an alternative representation of the data in which the distances calculation should be conducted. However, the decorrelation procedure of TOPSIS-M approach does not necessarily imply in a representation in which the decision data are independent (Papoulis & Pillai, 2002). Therefore, an approach that takes into account the independence among the decision data can better deal with dependent criteria in MCDM problems.

An interesting aspect in the above-mentioned scenario is that the procedure to find an alternative representation of the decision data can be seen as a task of recovering a set of independent latent (hidden) data from the observed criteria. This is a well-know problem in signal processing, called Blind Source Separation (BSS) (Comon & Jutten, 2010), whose aim is to retrieve a set of signal sources based on a mixture of these sources, without the knowledge of the mixing process. In that respect, our proposal relies on the formulation of the addressed MCDM problem as a BSS problem and apply an Independent Component Analysis (ICA) technique (Hyvärinen, Karhunen, & Oja, 2001) in order to estimate the latent criteria, which are assumed to be mutually independent. Since the latent criteria can be seen as the alternative representation of the decision data in which the criteria are independent, one can use the estimates as inputs of TOPSIS methods. Therefore, this paper proposes two different approaches to deal with dependent criteria in MCDM problems. The first one, called ICA-TOPSIS, comprises the application of an ICA technique to estimate the latent criteria and, thus, perform the TOPSIS on this retrieved data. The other one, called ICA-TOPSIS-M, also applies an ICA technique to estimate the latent criteria, but uses this retrieved data only to determine the positive and negative ideal alternatives, which will be used as an input in a modified TOPSIS-M approach.

The next sections are organized as follows. In Section 2 we present the MCDM problem addressed in this paper. Section 3 discusses the theoretical aspects of TOPSIS approaches and BSS methods. Both ICA-TOPSIS and ICA-TOPSIS-M approaches proposed in this paper are described in Section 4. In Section 5 we present a set of numerical experiments and the obtained results. Finally, in Section 6 we highlight our conclusions and future perspectives.

It is worth mentioning that the conference paper (Pelegrina, Duarte, & Romano, 2018) presented a preliminary discussion on the application of ICA
methods to deal with dependent criteria in MCDM problems. However, in this paper, we provide a novel theoretic result with respect to the TOPSIS-M approach and improve the set of numerical experiments, which includes scenarios with more than two decision criteria and also with different number of alternatives. Moreover, we apply our proposal on real data.

2 Problem statement

The MCDM problem addressed in this paper consists in ranking a set of $K$ alternatives $\mathcal{A} = [\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_K]$ based on an observed decision data $V$, defined by

$$V = \begin{bmatrix} v_{1,1} & v_{1,2} & \cdots & v_{1,K} \\ v_{2,1} & v_{2,2} & \cdots & v_{2,K} \\ \vdots & \vdots & \ddots & \vdots \\ v_{M,1} & v_{M,2} & \cdots & v_{M,K} \end{bmatrix}, \quad (1)$$

where $v_{m,k}$ represents the evaluation of alternative $\mathcal{A}_k$ ($k = 1, 2, \ldots, K$) with respect to the criterion $C_m$ ($m = 1, 2, \ldots, M$). In order to obtain the ranking of the alternatives, one derives a global evaluation for each $\mathcal{A}_k$ through an aggregation procedure on $v_{m,k}$, $j = 1, \ldots, M$, and based on a set of weights $w = [w_1, w_2, \ldots, w_M]$, which represent the degree of “importance” for the criterion $C_m$ in the decision problem$^2$.

Generally, a MCDM method is applied directly on the observed decision data $V$. However, since we are interested in MCDM problems in which the decision data $V$ can be seen as a set of dependent criteria, we consider that an alternative representation of the decision data, in which the criteria are independent, should be used as input of TOPSIS method. The procedure of extracting this new representation from the decision data can be seen as a problem of retrieving independent latent factors from a set of mixtures of these factors.

$^2$Although it is not required in all MCDM methods, one generally defines $w_m \geq 0$, $m = 1, 2, \ldots, M$, and $\sum_{m=1}^{M} w_m = 1$. 
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Mathematically, consider that the independent latent data is defined by
\[
L = \begin{bmatrix}
l_{1,1} & l_{1,2} & \ldots & l_{1,K} \\
l_{2,1} & l_{2,2} & \ldots & l_{2,K} \\
\vdots & \vdots & \ddots & \vdots \\
l_{N,1} & l_{N,2} & \ldots & l_{N,K}
\end{bmatrix},
\]
where \(l_{n,k}\) represents the evaluation of alternative \(A_k\) with respect to the independent latent criteria \(L_n\). Therefore, by considering a signal processing formulation, data \(V\) can be modeled as
\[
V = AL + G,
\]
where \(A = (a_{m,n}) \in \mathbb{R}^{M \times N}\) is the mixing matrix (which provides the linear mixture of the independent data) and \(G = (g_{m,k}) \in \mathbb{R}^{M \times K}\) is the additive white Gaussian noise (AWGN) matrix (which includes randomness in the mixing process). For instance, the evaluation of alternative \(A_k\) with respect to the observed criterion \(C_m\) comprises a linear combination of the evaluations of alternative \(A_k\) with respect to the set of independent latent criteria \(L\), i.e.
\[
v_{m,k} = a_{m,1}l_{1,k} + a_{m,2}l_{2,k} + \ldots + a_{m,N}l_{N,k} + g_{m,k}.
\]

If we consider that \(L\) is the alternative representation of the decision data that should be used to derive the ranking of alternatives, the application of TOPSIS directly on the dependent criteria \(V\) may lead to biased results. Therefore, the main concern in this problem is how to adjust a transformation matrix \(B\) that provides the estimates
\[
\hat{L} = BV
\]
for the independent data \(L\), i.e. the alternative representation of the decision criteria in which the data are independent. Figure illustrates this scenario, in which the procedure used to adjust \(B\) can be seen as a preprocessing step. It is worth mentioning that, in this paper, we consider only to deal with a linear dependence among criteria. However, our approach can be adapted in order to consider nonlinear relations.

Since we search for an alternative representation of the observed decision criteria \(V\), it is not straightforward to assign a meaning for this data. However, the rationale behind such model is that the observed criteria can be

---

\(3\) We define the set of independent latent criteria as \(L = [L_1, L_2, \ldots, L_N]\).

\(4\) Since mixing matrix \(A\) provides a linear combination of the latent criteria \(L\), one can consider that the observed data \(V\) is composed by dependent criteria.
seen as linear combinations of independent (hidden) criteria. Figure 2 illustrates the example mentioned in Section 1. In this context, one may consider that the grades (dependent decision data $V$) may be represented as a set of estimated latent competences (independent data $L$) in areas such as social sciences, natural sciences and mathematics. For instance, there may be a correlation between the grades of linear algebra and physics because both depend on competences related to mathematics.

Figure 2: Example of dependent decision criteria and estimated latent data.

3 Theoretical background

3.1 TOPSIS and TOPSIS-M

The original version of TOPSIS calculates the global evaluation of each alternative (also called closeness measure) based on the Euclidean distances between the alternative and both positive and negative ideal alternatives. The main idea is to favour alternatives that are close to the positive ideal alternative and also far from the negative one. Algorithm 1 describes the steps...
of this approach\footnote{We consider in this paper that all the criteria are to be maximized, i.e. the larger the better. However, if there are criteria to be minimized, some simple adaptations must be incorporated into algorithm steps. See \cite{Hwang:1981} for further details.}. One may note that $r_k \in [0, 1]$ close to 1 indicates that the alternative $A_k$ is close to the positive ideal alternative and far from the negative one. Therefore, the ranking is obtained according to the closeness measure in descending order.

The classical TOPSIS method is typically applied in MCDM problems in which the decision criteria are independent. However, the case of dependent decision criteria motivated the development of modified versions of the classical TOPSIS method. For instance, the TOPSIS-M method, which is described in Algorithm\footnote{Golub & Van Loan} addresses the dependence among criteria by exploiting second-order statistics (covariance matrix). An interesting aspect of the TOPSIS-M method is that, since the Mahalanobis distance considers the information about the covariance matrix of the observed decision data, this method addresses the issue of dependent criteria by performing a decorrelation procedure. This result can be understood under the light of the following theorem:

**Theorem 1.** Assuming the same importance for all the considered observed criteria (i.e. $w_m = w_{m'}$ for all $m$ and $m'$) and that $\Sigma_U$ is a positive definite matrix, the Mahalanobis distance calculated in Algorithm\footnote{Golub & Van Loan} is equivalent to the Euclidean one in a transformed space in which the data are uncorrelated.

**Proof.** Consider the Cholesky factorization \cite{Golub:2013} of $\Sigma_U$ given by

$$\Sigma_U = FF^T, \quad (5)$$

where $F$ is an unique lower triangular matrix. In that respect, $DM_k^+$ may be written as

$$DM_k^+ = \sqrt{(u_k - u^+)^T \Delta^T (FF^T)^{-1} \Delta (u_k - u^+)}$$

$$= \sqrt{(\Delta u_k - \Delta u^+)^T (F^T)^{-1} F^{-1} (\Delta u_k - \Delta u^+)}$$

$$= \sqrt{(F^{-1} \Delta u_k - F^{-1} \Delta u^+)^T (F^{-1} \Delta u_k - F^{-1} \Delta u^+)}$$

$$= \sqrt{(\tilde{u}_k - \tilde{u}^+)^T (\tilde{u}_k - \tilde{u}^+), \quad k = 1, \ldots, K,}$$
Algorithm 1: TOPSIS

**Input:** Decision data $V$ and set of weights $w$.

**Output:** Closeness measure $r = [r_1, r_2, \ldots, r_K]$.

**Step 1: Normalization.** For each evaluation $v_{m,k}$, perform the following normalization:

$$u_{m,k} = \frac{v_{m,k}}{\sqrt{\sum_{k=1}^{K} v_{m,k}^2}}, \quad m = 1, \ldots, M, \quad k = 1, \ldots, K.$$ 

**Step 2: Weighted normalization.** For each normalized evaluation $u_{m,k}$, perform the following weighted normalization:

$$p_{m,k} = w_m u_{m,k}, \quad m = 1, \ldots, M, \quad k = 1, \ldots, K.$$ 

**Step 3: Ideal alternatives determination.** Determine both positive and negative ideal alternatives (PIA and NIA, respectively), defined by

$$PIA = p^+ = \{p^+_1, p^+_2, \ldots, p^+_M\} \quad \text{and} \quad NIA = p^- = \{p^-_1, p^-_2, \ldots, p^-_M\},$$

where $p^+_m = \max\{p_{m,k} | 1 \leq k \leq K\}$ and $p^-_m = \min\{p_{m,k} | 1 \leq k \leq K\}$, $m = 1, \ldots, M$.

**Step 4: Euclidean distances.** Calculate the Euclidean distances from each alternative and both PIA and NIA:

$$D_k^+ = \sqrt{(p_k - p^+)^T (p_k - p^+)}, \quad k = 1, \ldots, K,$$

and

$$D_k^- = \sqrt{(p_k - p^-)^T (p_k - p^-)}, \quad k = 1, \ldots, K,$$

where $p_k = [p_{1,k}, p_{2,k}, \ldots, p_{M,k}]$.

**Step 5: Closeness measure.** For each alternative, calculate the closeness measure:

$$r_k = \frac{D_k^-}{D_k^+ + D_k^-}, \quad k = 1, \ldots, K.$$
Algorithm 2: TOPSIS-M

Input: Decision data \( V \) and set of weights \( w \).

Output: Closeness measure \( r = [r_1, r_2, \ldots, r_K] \).

Step 1: Normalization. For each evaluation \( v_{m,k} \), perform the following normalization:

\[
u_{m,k} = \frac{v_{m,k}}{\sqrt{\sum_{k=1}^{K} v_{m,k}^2}}, \quad m = 1, \ldots, M, \quad k = 1, \ldots, K.
\]

Step 2: Ideal alternatives determination. Determine both positive and negative ideal alternatives (PIA and NIA, respectively), defined by

\[
PIA = u^+ = \{u_1^+ , u_2^+ , \ldots , u_M^+ \} \quad \text{and} \quad NIA = u^- = \{u_1^- , u_2^- , \ldots , u_M^- \},
\]

where \( u_m^+ = \max\{u_{m,k} | 1 \leq k \leq K \} \) and \( u_m^- = \min\{u_{m,k} | 1 \leq k \leq K \} \), \( m = 1, \ldots, M \).

Step 3: Covariance matrix. Determine the covariance matrix \( \Sigma_U = E \{ (U - E \{U\})(U - E \{U\})^T \} \) of \( U = (u_{m,k}) \) \( (\Sigma_U \in \mathbb{R}^{M \times M}) \).

Step 4: Mahalanobis distances. Calculate the Mahalanobis distances from each alternative and both PIA and NIA:

\[
DM_k^+ = \sqrt{(u_k - u^+)^T \Delta \Sigma_U^{-1} \Delta (u_k - u^+), \quad k = 1, \ldots, K}
\]

and

\[
DM_k^- = \sqrt{(u_k - u^-)^T \Delta \Sigma_U^{-1} \Delta (u_k - u^-), \quad k = 1, \ldots, K},
\]

where \( u_k = [u_{1,k}, u_{2,k}, \ldots, u_{M,k}] \) and \( \Delta = \text{diag} (w_1, w_2, \ldots, w_M) \) is the diagonal matrix whose elements are the weights \( w \).

Step 5: Closeness measure. For each alternative, calculate the closeness measure:

\[
r_k = \frac{DM_k^-}{DM_k^+ + DM_k^-}, \quad k = 1, \ldots, K,
\]
where $\tilde{u}_k = F^{-1}\Delta u_k$ and $\tilde{u}^+ = F^{-1}\Delta u^+$. Therefore, $DM_k^+$ represents the Euclidean distance between the transformed data $\tilde{U} = (\tilde{u}_{m,k})_{M \times K}$ and the transformed positive ideal alternative $\tilde{u}^+$. The same conclusion may be achieved considering $DM_k^−$.

In order to show that the transformed data $\tilde{U}$ are uncorrelated, consider the covariance matrix

$$\Sigma_{\tilde{U}} = E\left\{ (\tilde{U} - E\{\tilde{U}\}) (\tilde{U} - E\{\tilde{U}\})^T \right\}$$

$$= E\left\{ (F^{-1}\Delta U - F^{-1}E\{U\}) (F^{-1}\Delta U - F^{-1}E\{U\})^T \right\}$$

$$= E\left\{ F^{-1}\Delta (U - E\{U\}) (U - E\{U\})^T \Delta^T (F^{-1})^T \right\}$$

$$= F^{-1}\Delta E\left\{ (U - E\{U\}) (U - E\{U\})^T \right\} \Delta^T (F^{-1})^T$$

$$= F^{-1}\Delta \Sigma_U \Delta^T (F^{-1})^T$$

$$= F^{-1}w^2 m \Sigma_U (F^{-1})^T$$

where $I_M$ is the $M \times M$ identity matrix. Since $\Sigma_U = FF^T$, then $F^{-1}\Sigma_U (F^{-1})^T = I_M$. Therefore, $\Sigma_{\tilde{U}} = w^2 m I_M$, i.e. the transformed data $\Sigma_{\tilde{U}}$ is uncorrelated.

\[ \square \]

3.1.1 Graphical interpretation of TOPSIS approaches

In order to illustrate the problems that arise in TOPSIS due to the correlation between criteria, we provide in this section a graphical interpretation of both TOPSIS and TOPSIS-M approaches. For instance, let us consider a MCDM problem with 200 alternatives and 2 observed dependent criteria, whose evaluations are generated under the light of Equation (3). We randomly generate the latent criteria according to a uniform distribution in the range $[0, 1]$ and apply a mixing matrix given by

$$A = \begin{bmatrix} 1.00 & 0.70 \\ -0.25 & 1.00 \end{bmatrix}. $$

Moreover, we consider a weight vector given by $w = [0.5, 0.5]$. 
If one applies the TOPSIS in the latent criteria, then one finds the target\(^6\) PIA and NIA illustrated in Figure 3a. However, if we apply this approach in the observed decision data (mixed data according to (3)), one finds both ideal alternatives illustrated in Figure 3b. It is easy to note that TOPSIS applied on the mixed data does not lead to the desirable PIA and NIA. As a consequence, one does not calculate the correct distance measures, which leads to a ranking of alternatives different from the target one. In other words, the mixing process introduces some bias in the calculation of the PIA and NIA.

As discussed in Section 3.1, the TOPSIS-M was developed to deal with dependence among criteria in MCDM problems. The application of this approach, which decorrelates the decision data, provides both PIA and NIA illustrated in Figure 3c. Although the data are not correlated anymore, both ideal alternatives are also far from the target ones. This is due to fact that in TOPSIS-M both PIA and NIA (\(\tilde{u}^+\) and \(\tilde{u}^-\), respectively) are derived from the transformation of the ideal solutions (\(u^+\) and \(u^-\), respectively) obtained in the mixed data. Therefore, if PIA and NIA in mixed data are not the target ones, the application of TOPSIS-M will not lead to the target ideal solutions.

The aforementioned results point out that the covariance information among criteria and the transformation procedure conducted by TOPSIS-M may not be enough to mitigate the biased effect provided by dependent criteria. Since decorrelation does not imply in independence (Papoulis & Pillai, 2002), a method that aims at retrieving a set of independent data may lead to better results. We discuss a possible approach in the next section.

3.2 Blind source separation

In summary, blind source separation problems (Comon & Jutten, 2010) consist in retrieving a set of signal sources \(s(k) = [s_1(k), s_2(k), \ldots, s_N(k)]\) given a set of mixtures \(x(k) = [x_1(k), x_2(k), \ldots, x_M(k)]\) of these sources, which is obtained (in the instantaneous linear case) by

\[
x(k) = As(k) + g(k),
\]

\(^6\)In this paper, we refer to “target” PIA and NIA as the ideal solutions that are obtained considering the independent latent criteria. Conversely, we refer to “target” ranking as the one provided by TOPSIS applied on the independent latent criteria.
where \( \mathbf{A} = (a_{m,n}) \in \mathbb{R}^{M \times N} \) is the mixing matrix and \( \mathbf{g}(k) = [g_1(k), g_2(k), \ldots, g_M(k)] \) models an additive white Gaussian noise. The problem is called “blind” since both \( \mathbf{A} \) and \( \mathbf{s}(k) \) are unknown. Therefore, based only in the set of mixtures \( \mathbf{x}(k) \) and in a prior information about the signal sources (statistical independence, for example), the aim is to adjust a separating matrix \( \mathbf{B} = (b_{n,m}) \in \mathbb{R}^{N \times M} \) that provides a set of estimates \( \mathbf{y}(k) = [y_1(k), y_2(k), \ldots, y_N(k)] \), given by

\[
\mathbf{y}(k) = \mathbf{Bx}(k),
\]

which should be as close as possible from \( \mathbf{s}(k) \). Figure 4 illustrates this procedure. Ideally, we expect \( \mathbf{B} \) to be equal to the inverse of \( \mathbf{A} \), i.e. \( \mathbf{B} = \mathbf{A}^{-1} \). However, one may achieve estimates that are different from the signal sources by permutation (\( y_n(k) \approx s_{n'}(k) \), for \( n \neq n' \)) and/or scaling ambiguities (\( y_n(k) \approx \lambda s_{n'}(k) \), for a scalar \( \lambda \in \mathbb{R} \)) (Comon & Jutten, 2010). The procedure used to deal with these ambiguities, which is typical when applying BSS methods, will be addressed in Section 4.1.

In the literature, one may find several approaches to deal with BSS problems (Comon & Jutten, 2010). Among them, a common one is independent component analysis (ICA), which main idea is to assume that the sources can be modeled as samples of independent and identically distributed (i.i.d.) and non-Gaussian random variables (Hyvärinen et al., 2001). ICA is based on the observation that the mixtures provided by (6) are not independent anymore, since it represents a linear combination of the sources.

In this paper, we consider two ICA algorithms to deal with the MCDM problem, called FastICA and JADE. FastICA performs an optimization procedure which separation criterion can be seen as a simplified route to achieve independence (Hyvärinen et al., 2001). An example is the kurtosis, defined by

\[
kurt(y) = E \{y^4\} - 3 \left( E \{y^2\} \right),
\]

which represents the fourth-order moment of a random variable \( y \). For further details about FastICA algorithm, see (Hyvärinen et al., 2001).

The second ICA technique considered in this paper, called JADE (Joint Approximate Diagonalization of Eigenmatrices) (Cardoso & Souloumiac, 1993), considers the diagonalization of a set of forth order cumulant matrices associated with the retrieved sources to achieve independence among the retrieved signals. It is worth mentioning that, in order to apply JADE algorithm (as well as FastICA), a previous step is necessary, which comprises a decorrelation of the mixed signals (Hyvärinen et al., 2001). Further details about
JADE algorithm can be found in (Cardoso & Souloumiac, 1993).

4 Proposed approaches

As already mentioned in this paper, we propose two different approaches to deal with dependent criteria in MCDM problems, both based on BSS techniques. They are presented in the sequel.

4.1 ICA-TOPSIS

The first approach considered in this paper, called ICA-TOPSIS (Pelegrina et al., 2018), comprises three steps, as described in Algorithm 3. In the first one, we assume that the decision data $V$ is composed by a mixture of latent criteria $L$ according to the mixing process described in (3). Therefore, we formulate a BSS problem and apply an ICA technique to adjust the separating matrix $B$, which gives us the estimates $\hat{L}$ (alternative representation of data $V$) according to Equation (4).

Algorithm 3: ICA-TOPSIS

| Step 1: Latent criteria estimation. Based on $V$, apply an ICA technique aiming at retrieving the latent criteria $L$. |
| --- |
| Step 2: Ambiguities mitigation. Perform adjustments in both estimated mixing matrix $\hat{A}$ and estimated latent criteria $\hat{L}$ derived from the ICA technique in order to avoid permutation and/or scaling ambiguities. |
| Step 3: TOPSIS and ranking determination. Apply the TOPSIS approach (Algorithm 1), using the adjusted estimated latent criteria $\hat{L}^{Adj}$ and the set of weights $w$ as inputs, and determine the ranking of alternatives. |

As mentioned in Section 3.2, BSS methods may suffer from permutation and/or scaling ambiguities. In this context, in the second step, we perform

\[ y(k) \text{ and } x(k) \text{ represent, respectively, } L \text{ and } V. \]
adjustments in the estimated latent criteria $\hat{L}$ in order to avoid these ambiguities. In that respect, we assume that (i) the latent criteria $L$ are in similar range and (ii) the diagonal elements in the mixing matrix $A$ are positive and greater (in absolute value) than the off-diagonal elements in the same row, which is equivalent to consider that each latent data has a positive majority influence in each observed criterion. If we consider the example illustrated in Figure [2] competences in social sciences, natural sciences and mathematics (independent latent criteria) should have a positive majority influence in subjects such as human resources, physics and linear algebra, respectively. Therefore, based on the mixing matrix $\hat{A} = B^{-1}$ derived by an ICA technique, the adjustments performed in $\hat{L}$ are the following ones:

1. For the first row in $\hat{A}$, we find the column $q$ that contains the greater absolute value. This value represents the influence of the estimated latent criterion $\hat{l}_q$ in the mixed process that results in the set of evaluations $v_{1,k}$ ($k = 1, 2, \ldots, K$) with respect to the first criterion (first column of $V$). Therefore, in order to place $\hat{l}_q$ as the first estimated latent criterion (without invaliding the relation $V = \hat{A}\hat{L}$), we permute the first and the $q$ columns of $\hat{A}$ and also the first and the $q$ estimates. This procedure is repeated for all rows $\hat{A}$, which leads to both estimated mixing matrix ($\hat{A}^{Adj_p}$) and estimated latent criteria ($\hat{L}^{Adj_p}$) partially adjusted, and mitigates the permutation ambiguity provided by the BSS method.

2. For each column in $\hat{A}^{Adj_p}$, we verify the signal of the diagonal element. If the diagonal element $q'$ is negative (negative contribution of the associated estimated latent criterion $\hat{l}_{q'}$), we multiply all the elements in the same column of $q'$ by $-1$. As a consequence, we also need to invert the signal of $\hat{l}_{q'}$, since it is necessary to ensure that $V = \hat{A}\hat{L}$. After verifying all the diagonal elements of $\hat{A}^{Adj_p}$ and performing the signal changes, we obtain both estimated mixing matrix ($\hat{A}^{Adj_c}$) and estimated latent criteria ($\hat{L}^{Adj_c}$) completely adjusted, which mitigates the signal inversion ambiguity provided by the BSS method. With respect to the scaling ambiguity provided by a positive factor or a negative factor different from $-1$, this is automatically mitigated in the normalization step of TOPSIS.

Finally, after applying ICA and eliminating permutation and/or scaling ambiguities, the third step of the proposed approach comprises the appli-
cation of TOPSIS in $\hat{\mathbf{A}}^{Adj}$ in order to derive the ranking of alternatives. Therefore, Steps 1 and 2 can be seen as a preprocessing step.

In order to illustrate the application of the ICA-TOPSIS approach, consider the example described in Section 3.1.1. After applying the ICA algorithm, we obtain the estimated mixing matrix

$$\hat{\mathbf{A}} = \begin{bmatrix} -0.2158 & 0.2864 \\ -0.2888 & -0.0651 \end{bmatrix},$$

which is associated with the estimated latent criteria $\hat{\mathbf{L}} = [\hat{l}_1, \hat{l}_2]^T$. In order to mitigate the permutation ambiguity, the first adjustment leads to both estimated mixing matrix

$$\hat{\mathbf{A}}^{Adj_p} = \begin{bmatrix} 0.2864 & -0.2158 \\ -0.0651 & -0.2888 \end{bmatrix}$$

and estimated latent criteria $\hat{\mathbf{L}}^{Adj_p} = [\hat{l}_2, \hat{l}_1]$ partially adjusted, which comprises the permutation of both columns of $\hat{\mathbf{A}}^{Adj_p}$ and estimates $\hat{l}_1$ and $\hat{l}_2$. With respect to the scaling ambiguity, the second adjustment leads to both estimated mixing matrix

$$\hat{\mathbf{A}}^{Adj_c} = \begin{bmatrix} 0.2864 & 0.2158 \\ -0.0651 & 0.2888 \end{bmatrix}$$

and estimated latent criteria $\hat{\mathbf{L}}^{Adj_c} = [\hat{l}_2, -\hat{l}_1]$ completely adjusted, which comprises the signal inversion of both second column of $\hat{\mathbf{A}}^{Adj_c}$ and second estimates of $\hat{\mathbf{L}}^{Adj_c}$. Therefore, based on $\hat{\mathbf{L}}^{Adj_c}$, we apply the TOPSIS approach, which leads to the PIA and NIA illustrated in Figure 5b. One may note that the ICA algorithm performs a good estimation of the latent criteria, which also provides both PIA and NIA close to the target ones.

### 4.2 ICA-TOPSIS-M

The second approach considered in this paper, called ICA-TOPSIS-M, combines an ICA technique and a modified version of the TOPSIS-M. It comprises five steps, as described in Algorithm 1. The first and the second steps

---

*One may note that this estimated mixing matrix differs from the correct one (defined on Section 3.1.1) by a factor of 3.5, approximately, which introduces a scaling ambiguity provided by a positive factor.*
are identical to the ICA-TOPSIS approach. However, the third step comprises the determination of both PIA and NIA directly from the estimated latent criteria completely adjusted \( \hat{L}^{Adj_c} \), without any normalization. In the fourth step, we apply the estimated mixing matrix completely adjusted \( \hat{A}^{Adj_c} \) on both PIA and NIA, which leads to the transformation of these ideal alternatives into the mixed space (the same as the mixed decision data \( \mathbf{V} \)). Since the transformed PIA and NIA were obtained based on the estimated latent criteria, we expect that both ideal alternatives are placed close to the target ones in the mixed space.

### Algorithm 4: ICA-TOPSIS-M

**Input:** Decision data \( \mathbf{V} \) and set of weights \( \mathbf{w} \).

**Output:** Closeness measure \( \mathbf{r} = [r_1, r_2, \ldots, r_K] \).

**Step 1: Latent criteria estimation.** Based on \( \mathbf{V} \), apply an ICA technique aiming at retrieving the latent criteria \( \mathbf{L} \).

**Step 2: Ambiguities mitigation.** Perform adjustments in both estimated mixing matrix \( \hat{\mathbf{A}} \) and estimated latent criteria \( \hat{\mathbf{L}} \) derived from the ICA technique in order to avoid permutation and/or scaling ambiguities.

**Step 3: Ideal alternatives determination.** Determine both positive and negative ideal alternatives (PIA and NIA, respectively) directly from \( \hat{\mathbf{L}}^{Adj_c} \):

\[
\text{PIA} = \hat{\mathbf{I}}^+ = \{\hat{l}_{1}^+, \hat{l}_{2}^+, \ldots, \hat{l}_{N}^+\} \quad \text{and} \quad \text{NIA} = \hat{\mathbf{I}}^- = \{\hat{l}_{1}^-, \hat{l}_{2}^-, \ldots, \hat{l}_{N}^-\},
\]

where \( \hat{l}_{n}^+ = \max\{\hat{l}_{n,k} | 1 \leq k \leq K\} \) and \( \hat{l}_{n}^- = \min\{\hat{l}_{n,k} | 1 \leq k \leq K\} \), \( n = 1, \ldots, N \).

**Step 4: Ideal alternatives transformation.** Apply \( \hat{\mathbf{A}}^{Adj_c} \) on both PIA and NIA in order to transform these ideal alternatives into the mixed data space.

**Step 5: Modified TOPSIS-M and ranking determination.** Based on the transformed PIA and NIA calculated in Step 4, apply the modified TOPSIS-M approach (Algorithm 2 without the Step 3) and determine the ranking of alternatives.

Finally, the last step comprises the application of a modified version of TOPSIS-M approach to determine the ranking of alternatives. For instance,
instead of deriving PIA and NIA in Step 3 of Algorithm 2, we use as input the transformed PIA and NIA calculated in the Step 4 of the ICA-TOPSIS-M approach. Therefore, we expect that these ideal alternatives be placed close to the target ones, which leads to an improvement in the distances calculation of TOPSIS-M approach (Step 3 of Algorithm 2) and, therefore, in the ranking determination.

Considering the example described in Section 3.1.1 and applying ICA-TOPSIS-M approach, with the transformed PIA and NIA derived from \( \hat{L}_{Adj} \), we obtain the ideal alternatives illustrated in Figure 5c. Since these ideal alternatives are derived directly from the estimated latent criteria instead of the observed mixed data, they are closer to the target PIA and NIA compared with the ones obtained by the TOPSIS-M approach, illustrated in Figure 3c.

5 Experiments and results

In order to test the proposed approaches in MCDM problems with dependent criteria, in this section, we perform experiments in both synthetic and real data. They are described in the sequel.

5.1 Experiments on synthetic data

In order to verify the robustness of the proposed approaches compared to the traditional TOPSIS and TOPSIS-M methods, we performed numerical experiments on synthetic data, whose latent criteria were randomly generated according to a uniform distribution in the range \([0, 1]\). This scenario may represent the example described in Figure 2 in which the latent criteria and mixed decision data correspond, respectively, to the competences of students in different subjects (to be estimated) and their grades. Moreover, we considered that all criteria have the same importance on the decision data, i.e. \( w_m = w_{m'} \) for all \( m \) and \( m' \).

5.1.1 TOPSIS-M performance for different mixing matrices

The first experiment comprises the analysis of TOPSIS-M approach to deal with the problem addressed in this paper for different values of the off-diagonal elements of the mixing matrix. Therefore, based on two latent criteria randomly generated (with 100 alternatives), we generate the mixed
decision data, as described in Equation (3) without additive noise, using the mixing matrix

\[ A = \begin{bmatrix} 1 & \alpha \\ \beta & 1 \end{bmatrix}, \]

where the off-diagonal elements \( \alpha \) and \( \beta \) assume values in the range \([-0.75, 0.75]\). In order to verify the robustness of TOPSIS-M approach to deal with different mixture intensities, we considered as a performance index the Kendall tau coefficient (Kendall, 1938), defined by

\[ \tau = \frac{J_{\text{conc}} - J_{\text{disc}}}{K(K-1)/2}, \]

where \( J_{\text{conc}} \) and \( J_{\text{disc}} \) are the number of pairwise agreements and pairwise disagreements between two rankings, respectively, \( K \) is the number of alternatives and \( K(K-1)/2 \) is the total number of pairwise combinations. \( \tau = 1 \) and \( \tau = -1 \) indicate that the two ranking are the same and the reverse of the other, respectively. If \( \tau \approx 0 \), the two rankings are independent. Therefore, in our experiments, the larger \( \tau \) the better, since it indicates that the retrieved ranking is close to the target one provided by the application of TOPSIS on the latent criteria.

After applying TOPSIS-M approach on mixed decision data, the obtained Kendall tau coefficients (averaged over 500 simulations) are shown in Figure 6. One may note that TOPSIS-M approach achieves better results when both \( \alpha \) and \( \beta \) are positive or both \( \alpha \) and \( \beta \) are negative and equal, i.e. where there is no negative contribution of only one latent criterion in the mixing process. However, if \( \alpha \) and/or \( \beta \) are negative (and different), \( \tau \) decreases, indicating that there are a great number of disagreements between the ranking obtained by the TOPSIS-M approach applied on the mixed decision data and the target one provided by TOPSIS applied on the latent criteria. This is a consequence of the fact that both PIA and NIA are far from the target values.

5.1.2 Comparison for different degrees of noise

In this second experiment, we compare the performance of TOPSIS, TOPSIS-M and the proposed ICA-TOPSIS and ICA-TOPSIS-M approaches. They are applied to deal with a MCDM problem with \( K = 100 \) alternatives, \( M = 2 \) criteria and for different degrees of noise \( G \) in the mixing process (3). This
analysis is important since it points out how robust the approaches are in situations in which the generative model adopted for the observed data is not perfect (which is often the case in real situations). In our experiment, we provide results for different Signal-to-Noise Ratio (SNR, in dB), given by

$$SNR = 10 \log_{10} \frac{P_{signal}^2}{P_{noise}^2},$$

where $P_{signal}^2$ and $P_{noise}^2$ are, respectively, the signal ($\mathbf{A} \mathbf{L}$ in the mixing process (3)) power and the noise ($\mathbf{G}$) power, in the range (0, 50] dB. Therefore, lower values of SNR indicates lower degrees of noise in the mixing process.

Figure 7 presents a comparison of the obtained Kendall tau coefficients (averaged over 500 simulations for each SNR value) for the considered approaches (with ICA-TOPSIS and ICA-TOPSIS-M using both FastICA and JADE algorithms). Figure 7a also illustrates $\tau$ for the “Utopic ICA-TOPSIS”, which comprises the application of ICA-TOPSIS with the ideal separating matrix $\mathbf{B} = \mathbf{A}^{-1}$ and is used as benchmark for the achieved results. Similarly, in Figure 7b, we use as a benchmark the “Utopic ICA-TOPSIS-M”, which comprises the application of ICA-TOPSIS-M with the transformation of the target PIA and NIA derived from the latent criteria.

Although the TOPSIS-M approach applied to the mixed decision data performed better compared to the TOPSIS, an improvement may be achieved using either ICA-TOPSIS or ICA-TOPSIS-M, specially for SNR greater than 15 dB (ICA-TOPSIS-M performed slightly better than ICA-TOPSIS). For SNR lower than 15 dB, the interference of noise is strong enough to hinder the considered approaches to retrieve a proper ranking of alternatives.

In order to further exploit the performance of the considered approaches, we calculate the Pearson’s correlation coefficient between the closeness measure of the estimates ($r_{k}^{L_{Adjc}}$) and the independent latent criteria ($r_{k}^{L}$), given by

$$\rho \left( r_{k}^{L_{Adjc}}, r_{k}^{L} \right) = \frac{\sum_{k=1}^{K} (r_{k}^{L_{Adjc}} - \bar{r}_{k}^{L_{Adjc}})(r_{k}^{L} - \bar{r}_{k}^{L})}{\sqrt{\sum_{k=1}^{K} (r_{k}^{L_{Adjc}} - \bar{r}_{k}^{L_{Adjc}})^2} \sqrt{\sum_{k=1}^{K} (r_{k}^{L} - \bar{r}_{k}^{L})^2}},$$

where $\bar{r}_{k} = (1/K) \sum_{k=1}^{K} r_{k}$. Moreover, we also calculates the mean absolute error of the position of the first 20% of the total number ($K$) of alternatives.
This measure is given by:

\[ \varepsilon = \frac{1}{0.2K} \sum_{k=1}^{0.2K} |o_k - k|, \quad (12) \]

where \( o_k \) is the position, in the ranking derived by the considered approaches, of the \( k \)-th alternative in the correct ranking. Figures 8 and 9 presents the obtained results. Similarly to the Kendall tau coefficient, one may note that both ICA-TOPSIS and ICA-TOPSIS-M approaches lead to better results, specially for SNR greater than 25 dB. One also may note that ICA-TOPSIS-M performed slightly better than ICA-TOPSIS.

With respect to the ICA algorithms, the methods based on JADE achieved the highest values of the considered performance indexes. This is directly related to the performance in estimating the mixing matrix and, consequently, the latent criteria. Since JADE provided a better estimation of \( A \) compared to the FastICA, it also provided a ranking of alternatives closer to the target one.

### 5.1.3 Comparison for different numbers of alternatives

In the latter experiment we compared the considered approaches with a fix number of alternatives and by varying the level of noise in the mixing process. Conversely, in this third experiment, we compare them by fixing \( SNR = 30 \) dB (a low noise level) and varying the number of alternatives. The results (averaged over 500 simulations for each number of alternatives) for the Kendall tau coefficient, Pearson’s correlation coefficient and mean absolute error are illustrated in Figures 10, 11 and 12.

Similarly, as obtained in Section 5.1.2, one may note that both ICA-TOPSIS and ICA-TOPSIS-M approaches performed better compared to TOPSIS and TOPSIS-M, specially for a number of alternatives greater than 30. For \( K \) lower than 30, the number of samples is not enough to the ICA technique perform a good estimation of the mixing matrix. If we compare the performance of the ICA algorithms, JADE also provided a better estimation of the mixing matrix and, consequently, the ranking of alternatives.

### 5.1.4 Numerical experiments with more than two criteria

In the aforementioned experiments, we considered a MCDM problem with only two criteria. All the obtained results indicated that the ICA-TOPSIS-
M approach based on JADE algorithm can better deal with the addressed MCDM problem. In order to verify the robustness of this approach, we compare it with TOPSIS and TOPSIS-M in decision problems with more than two criteria. For instance, we consider scenarios with different levels of noise ($SNR = 15$, $SNR = 30$ and $SNR = 45$ dB) and different numbers of alternatives ($K = 30$, $K = 100$ and $K = 170$). The average value and standard deviation $\sigma$ (over 1000 simulations) of each performance index for 3, 4 and 5 decision criteria are shown in Tables 1, 2 and 3, respectively. The best result for each scenario and each performance index is indicated in bold.

### Table 1: Results for a decision problem with $M = 3$ criteria.

| Performance index | Method     | Scenarios: ($SNR, K$) |
|-------------------|------------|-----------------------|
| $\tau$ ($\sigma_\tau$) | TOPSIS | 0.5088 (0.1784) 0.5087 (0.1671) 0.5043 (0.1665) 0.5249 (0.2026) 0.5365 (0.1947) 0.5344 (0.1932) 0.5372 (0.2061) 0.5372 (0.2052) 0.5228 (0.1945) |
|                   | TOPSIS-M  | 0.6402 (0.1021) 0.6561 (0.0761) 0.6585 (0.0742) 0.7235 (0.1299) 0.7437 (0.1179) 0.7458 (0.1133) 0.7332 (0.1308) 0.7455 (0.1239) 0.7472 (0.1201) |
|                   | ICA-TOPSIS-M (JADE) | 0.5667 (0.1979) 0.6892 (0.0983) 0.7167 (0.0911) 0.7448 (0.2275) 0.0989 (0.0337) 0.7458 (0.0235) 0.7332 (0.1842) 0.7455 (0.1820) 0.7472 (0.1800) |
| $\rho$ ($\sigma_\rho$) | TOPSIS | 0.6900 (0.1929) 0.6940 (0.1817) 0.6691 (0.1821) 0.7170 (0.2036) 0.7149 (0.1993) 0.7207 (0.1959) 0.7105 (0.2041) 0.7114 (0.2070) 0.6985 (0.1973) |
|                   | TOPSIS-M  | 0.8358 (0.0822) 0.8495 (0.0629) 0.8519 (0.0619) 0.9033 (0.0914) 0.9055 (0.0795) 0.9075 (0.0767) 0.9075 (0.0871) 0.9048 (0.0822) 0.9064 (0.0784) |
|                   | ICA-TOPSIS-M (JADE) | 0.7456 (0.2300) 0.8710 (0.0989) 0.8957 (0.0962) 0.8787 (0.2347) 0.8983 (0.0986) 0.9031 (0.0904) 0.9092 (0.1714) 0.9092 (0.0139) 0.9926 (0.0393) |
| $\epsilon$ ($\sigma_\epsilon$) | TOPSIS | 0.9157 (0.5336) 3.0693 (1.4848) 5.1098 (2.4835) 0.8535 (0.5579) 2.8994 (1.6000) 4.6992 (2.7342) 0.8838 (0.5780) 2.8678 (1.7304) 5.0950 (2.7579) |
|                   | TOPSIS-M  | 0.5943 (0.3057) 1.8161 (0.5962) 3.0097 (0.9661) 0.4359 (0.3138) 1.2642 (0.7348) 2.1041 (1.1600) 0.4205 (0.2918) 1.2642 (0.7806) 2.1007 (1.2339) |
|                   | ICA-TOPSIS-M (JADE) | 0.7757 (0.5646) 1.6526 (0.8438) 2.4284 (0.9990) 0.4428 (0.5922) 0.4003 (0.1910) 0.5303 (0.1978) 0.3749 (0.4669) 0.2999 (0.2100) 0.3584 (0.2016) |

One may note that TOPSIS approach leaded to the worst result in all scenarios. Comparing TOPSIS-M with ICA-TOPSIS-M, the latter achieved the higher performance for all scenarios whose level of noise and number of alternatives were, at least, 30 and 100, respectively. Moreover, for all scenarios with 170 alternatives, including the one with $SNR = 15$ dB, ICA-TOPSIS-M provided the better result. Most scenarios in which TOPSIS-M performed better in comparison with ICA-TOPSIS-M, the level of noise was 15 dB and the number of alternatives was 30. This is a consequence of the performance of the ICA algorithm, since the strong interference of noise and the few number of samples make the estimation process difficult.
Table 2: Results for a decision problem with $M = 4$ criteria.

| Performance index | Method       | $\tau$ ($\sigma_\tau$) | $\rho$ ($\sigma_\rho$) | $\epsilon$ ($\sigma_\epsilon$) | Scenarios: ($SNR,K$) |
|-------------------|-------------|------------------------|------------------------|-------------------------------|------------------|
|                   | TOPSIS      | (0.4257, 0.1570)       | (0.6082, 0.1931)       | (1.1057, 1.5372)             | (15, 30) (15, 100) (15, 170) |
|                   | TOPSIS-M    | (0.5690, 0.1600)       | (0.7709, 0.0982)       | (0.7628, 0.0892)             | (15, 30) (15, 100) (15, 170) |
|                   | ICA-TOPSIS-M (JADE) | (0.4410, 0.1644) | (0.6082, 0.0892) | (1.1075, 1.5372) | (15, 30) (15, 100) (15, 170) |

Table 3: Results for a decision problem with $M = 5$ criteria.

| Performance index | Method       | $\tau$ ($\sigma_\tau$) | $\rho$ ($\sigma_\rho$) | $\epsilon$ ($\sigma_\epsilon$) | Scenarios: ($SNR,K$) |
|-------------------|-------------|------------------------|------------------------|-------------------------------|------------------|
|                   | TOPSIS      | (0.3659, 0.2214)       | (0.5282, 0.1834)       | (0.5657, 0.3501)             | (15, 30) (15, 100) (15, 170) |
|                   | TOPSIS-M    | (0.4924, 0.1834)       | (0.7217, 0.1198)       | (0.7511, 0.2152)             | (15, 30) (15, 100) (15, 170) |
|                   | ICA-TOPSIS-M (JADE) | (0.3833, 0.1713) | (0.6882, 0.1149) | (0.4805, 0.2136) | (15, 30) (15, 100) (15, 170) |
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5.2 Experiment on real data

This experiment comprises the application of the proposed approaches to rank a set of \( K = 96 \) countries based on their evaluation according to \( M = 3 \) observed criteria: forest area (% of land area), gross national income (GNI) per capita (current US\$) and life expectancy at birth (years). This data refers to 2015 and was collected from World Bank at http://www.worldbank.org. It is worth mentioning that we adopted this set of criteria only to illustrate our proposal in a real data. Therefore, more criteria from different domains can be used in a problem of ranking countries.

Since the life expectancy at birth is affected by several factors, such as social and economic ones, this criterion may be dependent on the GNI. In order to verify this assumption, we present the scatter plots of each pair of criteria in Figures 13a, 13b and 13c. One may remark that GNI per capita and life expectancy at birth have a certain degree of dependence. For instance, the correlation coefficient between these two criteria\(^9\) is \( \rho(C_2, C_3) = 0.68 \). Therefore, even when equal importance is attributed to the decision criteria, the application of TOPSIS on the observed data shall amplify the importance of the latent factors that drive both GNI per capita and life expectancy at birth. So, in this scenario, it becomes interesting to find a representation in which the latent criteria are independent, as exposed in Section 2. These latent criteria may carry, for instance, information associated with environmental, economic and social aspects.

Table 4 presents a comparison in the position of the first 10 alternatives in the ranking provided by each considered approaches. One may note in the ranking provided by TOPSIS that alternatives with good evaluations in both \( C_2 \) and \( C_3 \) are better ranked, even with a bad performance on the first criterion. For instance, the evaluations of the first alternative in the ranking, \( A_{66} \), are equal to \((33.1613; 93050; 82.3049)\).

On the other hand, the application of TOPSIS-M favours alternatives with a good evaluation on \( C_1 \). In this case, the evaluations of the first alternative in the ranking, \( A_{83} \), are equal to \((68.9229; 57880; 82.2049)\). This is highlighted by the ranking provided by ICA-TOPSIS-M, in which the first two alternatives (\( A_{83} \) and \( A_{33} \)) have good evaluation on \( C_1 \).

An interesting result is obtained by the application of ICA-TOPSIS. Most of the first 10 alternatives in the ranking have good evaluations on the first criterion. Therefore, an alternative that performs well in \( C_1 \) and in one of

\(^9\)For the others pairs of criteria, we have \( \rho(C_1, C_2) = 0.07 \) and \( \rho(C_1, C_3) = 0.14 \)
Table 4: Rankings obtained in experiments with real data.

| Alternatives | Criteria evaluations | Position in the ranking |
|--------------|----------------------|-------------------------|
|              | $C_1$ | $C_2$ | $C_3$ | TOPSIS | TOPSIS-M | ICA-TOPSIS | ICA-TOPSIS-M |
| $A_4$        | 16.2388 | 60360 | 82.4000 | 10 | 15 | 59 | 15 |
| $A_5$        | 46.8839 | 47630 | 82.4000 | 9 | 8 | 11 | 7 |
| $A_{13}$     | 59.0488 | 10100 | 75.2840 | 28 | 24 | 8 | 30 |
| $A_{14}$     | 72.1063 | 38590 | 77.0460 | 7 | 6 | 3 | 8 |
| $A_{33}$     | 73.1072 | 46630 | 81.4805 | 5 | 4 | 2 | 2 |
| $A_{46}$     | 68.4606 | 38880 | 83.7939 | 8 | 7 | 4 | 6 |
| $A_{49}$     | 63.4386 | 27250 | 82.0244 | 14 | 10 | 5 | 9 |
| $A_{50}$     | 53.9723 | 14970 | 74.4805 | 29 | 25 | 10 | 31 |
| $A_{52}$     | 33.4749 | 73530 | 82.2927 | 4 | 5 | 25 | 5 |
| $A_{54}$     | 67.5544 | 10450 | 75.1430 | 22 | 18 | 6 | 25 |
| $A_{66}$     | 33.1613 | 93050 | 82.3049 | 1 | 2 | 21 | 4 |
| $A_{68}$     | 57.7914 | 6160 | 74.7470 | 31 | 28 | 9 | 35 |
| $A_{79}$     | 61.9662 | 22240 | 80.7756 | 18 | 12 | 7 | 14 |
| $A_{83}$     | 68.9229 | 57880 | 82.2049 | 3 | 1 | 1 | 1 |
| $A_{84}$     | 31.7340 | 85780 | 82.8976 | 2 | 3 | 23 | 3 |
| $A_{93}$     | 33.8997 | 56300 | 78.6902 | 6 | 9 | 29 | 10 |

the other criteria is preferable compared to an alternative that performs well only in $C_2$ and $C_3$, which are dependent criteria. Moreover, some alternatives well evaluated in $C_2$ and $C_3$ that achieved good positions on the ranking provided by the other approaches were not well evaluated in ICA-TOPSIS. For instance, $A_{66}$ was the first, second and forth alternative in the ranking provided by TOPSIS, TOPSIS-M and ICA-TOPSIS-M, respectively. However, by applying ICA-TOPSIS, this alternative achieved the position number 21.
6 Conclusions

Dependent criteria are frequently observed in real situations formulated as multicriteria decision making problems. Since most MCDM methods do not consider this relation among criteria in the aggregation procedure, the ranking of alternatives may be biased toward an alternative that has a good evaluation in the dependent criteria. With the goal of mitigating this biased effect, this paper proposed two different approaches, called ICA-TOPSIS and ICA-TOPSIS-M. In both approaches, the ICA technique can be seen as a preprocessing step whose aim is to extract information from the observed data in order to use as inputs of TOPSIS or TOPSIS-M.

By taking into account the experiments in synthetic data, in situations with two decision criteria, the obtained results indicate that both proposals performed better in comparison with TOPSIS and TOPSIS-M. Comparing ICA-TOPSIS and ICA-TOPSIS-M, the latter achieved the better results, specially with the application of JADE algorithm. The performance of ICA-TOPSIS-M based on JADE algorithm was also verified in scenarios with more than two decision criteria, which leads to the better results when we have moderate interference of noise and number of alternatives.

The application of the considered approaches on real data also provided interesting results. Since GNI and life expectancy at birth are dependent criteria, the use of TOPSIS directly on the observed decision data leads to a ranking in which the first alternatives are favoured by good evaluations in these two criteria. TOPSIS-M improved the results of TOPSIS, but both ICA-TOPSIS-M and ICA-TOPSIS lead to rankings in which the importance of the other criteria is increased.

It is worth mentioning that, in order to apply the proposed approaches, one should consider the assumptions described in Section [4]. Therefore, a weakness of both ICA-TOPSIS and ICA-TOPSIS-M arises when these assumptions are not respected, since the ambiguities provided by the ICA technique may not be mitigated. In that respect, future works may be conducted to exploit other signal processing techniques that can deal with these ambiguities in the context of MCDM problems. Moreover, in this paper, we model and deal with linear dependence among criteria. Therefore, future perspectives also include the application of BSS methods that takes into account nonlinear relations among the decision data.
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